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Introduction
0.1 Suites re´currentes stochastiques
Cette the`se comporte deux parties essentiellement inde´pendantes, la premie`re
portant sur les produits de matrices ale´atoires et la seconde sur les compose´es
d’applications topicales ale´atoires. Ces deux objets d’e´tudes peuvent eˆtre regrou-
pe´s dans le formalisme commun des suites re´currentes stochastiques que l’on va
rappeler ici.
On donne d’abord quelques de´finitions fondamentales de la the´orie ergodique.
De´finition 0.1.1 (Syste`me dynamique mesurable).
1. Soit (Ω,F ,P) un espace probabilise´ et (X,G) un espace mesurable. On ap-
pelle variable ale´atoire a` valeurs dans X une application f mesurable de
(Ω,F) dans (X,G). Quand X est un espace de matrices (resp. d’applica-
tions,...), on parlera de matrice (resp. d’application,...) ale´atoire.
La loi de f est la probabilite´ image de P par f , note´e f∗P :
∀A ∈ G, (f∗P)(A) := P
(
f−1(A)
)
.
2. Une suite (Xn)n∈N de variables ale´atoires a` valeurs dans un meˆme espace
mesurable (X,G) est dite stationnaire si pour tout entier k ∈ N∗ et tout
k-uplet (i1 < i2 < · · · < ik−1 < ik) d’entiers, la loi de la variable ale´atoire
(Xi1 , · · · , Xik) est celle de (X0, Xi2−i1 , · · · , Xik−i1).
3. On appelle syste`me dynamique mesurable (s.d.m.) un quadruplet (Ω,F ,P, θ)
ou` (Ω,F ,P) est un espace probabilise´ et θ une application F -mesurable de
Ω dans lui meˆme et qui laisse P invariante :
∀A ∈ F ,P (θ−1(A)) = P(A).
Le syste`me dynamique est dit inversible si θ l’est et si son inverse est me-
surable. Il est dit ergodique si tous les ensembles invariants par θ sont de
probabilite´ 0 ou 1.
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Rappelons que si (Ω,F ,P) est un espace probabilise´ et (Xn)n∈N une suite
stationnaire a` valeurs dans un espace (X,G), on peut lui associer canoniquement
le syste`me dynamique (XN,F⊗N, P˜, θ), ou` P˜ est la loi de (Xn)n∈N, conside´re´e
comme variable ale´atoire a` valeurs dans XN, et θ est le de´calage sur XN.
On voit que pour f : (xn)n∈N 7→ x0, la suite (f◦θn)n∈N a meˆme loi que (Xn)n∈N.
Dans la suite du texte, on partira indiffe´remment du syste`me dynamique ou de la
suite. En particulier, (Xn)n∈N est ergodique signifiera que le syste`me dynamique
canonique associe´ l’est.
Si X est un espace polonais muni de sa tribu de Borel, on peut aussi associer
canoniquement le syste`me dynamique inversible (XZ,F⊗Z, Pˆ, θˆ), ou` θˆ est le de´-
calage sur XZ et Pˆ est une probabilite´ telle que pour fˆ : (xn)n∈Z 7→ x0 la suite
(f ◦ θˆn)n∈N a meˆme loi que (Xn)n∈N.
De´finissons maintenant les suites re´currentes stochastiques.
De´finition 0.1.2 (Suites re´currentes stochastiques). Si (An)n∈N est une
suite stationnaire d’applications ale´atoires d’un espace X dans lui meˆme, on ap-
pelle suite re´currente stochastique (SRS) associe´e a` (An)n∈N toute suite de va-
riables ale´atoires a` valeurs dans X ve´rifiant l’e´quation
Xn+1 = AnXn. (1)
On dira que (An)n∈N gouverne la SRS (Xn)n∈N.
La suite (Xn)n∈N n’a pas de raison d’eˆtre stationnaire. On va donc chercher
des variables ale´atoires X0 telles que l’unique (Xn)n∈N ve´rifiant l’e´quation (1)
soit stationnaire. Pour cela, il sera inte´ressant de se ramener a` un cas ou` X est
compact. D’ou` l’utilisation d’espaces de drapeaux et d’espaces projectifs dans les
deux parties. Nous montrerons des re´sultats de couplage avec des suites station-
naires dans ces espaces. Nous donnons ici les de´finitions de couplage que nous
utiliserons par la suite.
De´finition 0.1.3 (Couplage). Soient (Xn)n∈N et (Yn)n∈N deux suites de va-
riables ale´atoires de´finies sur un meˆme espace de probabilite´ a` valeurs dans un
meˆme espace me´trique (X, d).
1. On dit que les suites (Xn)n∈N et (Yn)n∈N couplent si d(Xn, Yn) tend vers 0
en probabilite´,
2. On dit que les suites (Xn)n∈N et (Yn)n∈N couplent en temps fini si
P ({ω ∈ Ω |∃N ∈ N,∀n ≥ N,Xn = Yn}) = 1.
Comme la suite n’est pas stationnaire, on ne peut pas utiliser le the´ore`me de
Birkhoff. L’outil fondamental pour obtenir des re´sultats de type loi des grands
nombres sera le the´ore`me ergodique sous-additif de Kingman [Kin73] rappele´ ci-
dessous.
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De´finition 0.1.4 (Sous-additivite´). Un s.d.m. (Ω,F ,P, θ) e´tant donne´, une
suite Fn de v.a.r. de´finie sur Ω est dite θ-sous-additive si elle ve´rifie les ine´galite´s
suivantes :
∀n,m ∈ N, Fn+m ≤ Fn ◦ θm + Fm P− p.s. .
The´ore`me 0.1.5 (The´ore`me sous-additif de Kingman [Kin73]). Soient
(Ω,F ,P, θ) un s.d.m. et (Fn)n∈N une suite θ-sous-additive de v.a.r. telle que la
partie positive F+1 = max(F1, 0) de F1 soit inte´grable.
La suite ( 1
n
Fn)n∈N converge presque suˆrement vers une variable ale´atoire
P-presque suˆrement θ-invariante f a` valeurs dans R ∪ {−∞} telle que :∫
fdP = lim
n→+∞
1
n
∫
Fn dP = inf
1
n
∫
Fn dP.
Si cette limite est finie, et si les Fn sont P-inte´grables, alors la convergence a lieu
dans L1.
En particulier, si le syste`me est ergodique, la suite ( 1
n
Fn)n∈N converge presque
suˆrement vers lim 1
n
∫
Fn dP.
Dans la suite de ce chapitre d’exposition, nous pre´sentons les diffe´rents cas
de SRS auxquels nous nous sommes inte´resse´s et les re´sultats obtenus dans leur
contexte.
0.2 Exposants de Lyapunov
Dans la premie`re partie, la suite (An)n∈N qui gouverne la suite re´currente sto-
chastique (Xn)n∈N est a` valeurs dans l’espace des matrices inversibles d’ordre d.
On est dans le cas des produits de matrices ale´atoires. Ce sujet a e´te´ e´tudie´ inten-
sivement depuis les travaux de H. Fu¨rstenberg et H. Kesten ([FK60] et [Fur63]).
Le the´ore`me ergodique multiplicatif 1.1.2 d’Oseledets [Ose68], ge´ne´ralise´ par Rag-
hunathan [Rag79] montre que
(
1
n
log ‖Xn‖
)
n∈N converge presque suˆrement et, si
la suite (An)n∈N est ergodique, la limite ne peut prendre que d valeurs, e´ventuel-
lement e´gales. Ces valeurs sont appele´es les exposants de Lyapunov de (An)n∈N,
et note´es par ordre de´croissant γ1, · · · , γd.
Le the´ore`me d’Oseledets donne une de´composition de An en blocs, dont la
taille est donne´e par la multiplicite´ des exposants. On va donc essayer de se´parer
les exposants de Lyapunov, c’est-a`-dire de montrer que pour certains r, γr >
γr+1. Ce type de re´sultats est d’autant plus inte´ressant qu’E´. Le Page a montre´
(cf. [LP82]) que γ1 > γ2 est la condition cruciale pour prouver que la suite (Xn)n∈N
satisfait des the´ore`mes limites, tels que le TCL.
De nombreux travaux ont donc e´te´ mene´s dans cette direction. Quand les
variables ale´atoires An sont i.i.d. de loi µ, Y. Guivarc’h et A. Raugi ont montre´
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(cf. [GR85] et [GR89]) que γr > γr+1 si l’action du support Sµ de µ sur l’es-
pace Dr des sous-espaces de dimension r de Rd est proximale et irre´ductible.
Ces travaux ont e´te´ e´tendus depuis a` des cas de matrices en de´pendance mar-
kovienne ([Gui84] et [GLP04]), et la condition d’irre´ductibilite´ a e´te´ raffine´e. De
plus Ya. Gol’dshe¨ıd et G. A. Margulis ont montre´ ([GdM87] et[GdM89]) que les
exposants sont tous diffe´rents quand le semi-groupe engendre´ par Sµ est Zariski-
dense. L’introduction de ces concepts alge´briques a donne´ lieu a` de nouvelles
avance´es, comme [GG96].
Le but du chapitre 1 est de montrer le the´ore`me 1.1.3 et ses corollaires, e´nonce´s
dans la partie 1.1 . La situation est la suivante :
- Soit S un ensemble fini et A une application de S dans GL(d,R).
- Soit T une matrice irre´ductible d’indices dans S et de coefficients dans {0, 1},
ΣT = {(xn)n∈N ∈ SN|∀n ∈ N Txn,xn+1 = 1}
le sous-shift unilate`re associe´. On note X0, X1, · · · les projections coordonne´es
de ΣT et
Σ∗T =
{
x1 · · ·xk ∈ Sk|k ∈ N,∀n, Txn,xn+1 = 1
}
l’ensemble des mots finis admissibles.
Dans le cas ou` T est une matrice primitive (c’est a` dire qu’il existe N ∈ N tel
que TN > 0), R. Bowen a montre´ qu’il existe pour chaque fonction ho¨lde´rienne f
de ΣT dans R une unique mesure de probabilite´ µ telle qu’il existe des constantes
C et P telles que pour tout cylindre c de longueur n, on ait :
1
C
e−nP+f(x)+···f(θ
n−1x) ≤ µ(c) ≤ Ce−nP+f(x)+···f(θn−1x).
Cette mesure est appele´e mesure de Gibbs associe´e au potentiel f . On utilise ici
une notion qui ge´ne´ralise ce cas, quand T est simplement irre´ductible et qui est
de´finie au chapitre 1.
Nous obtenons alors le the´ore`me suivant :
The´ore`me 0.2.1 (1.1.3). S’il existe un s ∈ S tel que l’ensemble de matrices
Ts = {A(s1) · · ·A(sn)|s1 = s, s1 · · · sns ∈ Σ∗T}
agisse de manie`re totalement irre´ductible sur la grassmanienne d’ordre r, note´e
Dr, et contienne une suite qui contracte Dr, alors, pour toute mesure de Gibbs
de´finie par un potentiel ho¨lde´rien sur ΣT , les exposants de Lyapunov de la suite
(A ◦ θn)n∈N ve´rifient γr > γr+1.
Les notions d’action totalement irre´ductible et de contraction sont de´finies et
e´tudie´es dans la partie 1.2 . Les Ts jouent le roˆle du semi-groupe engendre´ par
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Sµ dans le cas inde´pendant. Ils prennent en compte l’interdiction de certaines
successions de matrices.
Dans [GLP04], Y. Guivarc’h et E´. Le Page e´tendent le crite`re de se´paration
des exposants des matrices i.i.d a` des matrices en de´pendance markovienne. Ils
remarquent que leur cas inclut la situation pre´sente´e ici, quand ΣT est le shift
complet SN, c’est-a`-dire quand Tij = 1 pour tout i, j ∈ S. Nous reprenons leur
de´monstration et l’e´tendons. Eˆtre passe´ a` un sous-shift permet ensuite d’e´tendre
le re´sultat a` des cocycles A de´pendant d’un nombre fini de coordonne´es (corol-
laire 1.1.4), et a` des chaˆınes de Markov a` espace d’e´tats fini (corollaire 1.1.5).
En outre nous donnons explicitement la de´monstration de la se´paration du
r-ie`me exposant, c’est-a`-dire que nous remplac¸ons l’espace projectif par la grass-
manienne d’ordre r et faisons les adaptations ne´cessaires.
Signalons enfin que Ch. Bonatti et C. Viana ont montre´ [BV04] des re´sultats
de se´paration pour des cocycles ho¨lde´riens au dessus d’une mesure de Gibbs. Leur
cadre est donc beaucoup plus ge´ne´ral, mais leur hypothe`se est moins explicite, car
elle fait intervenir les holonomies autour d’un point pe´riodique. Elle leur permet
cependant de montrer que la situation ou` les exposants sont se´pare´s est ge´ne´rique
en plusieurs sens.
0.3 Applications topicales
0.3.1 Contexte
Dans la seconde partie, (An)n∈N est a` valeurs dans l’espace Topd des applica-
tions topicales (i.e. croissantes et additivement homoge`nes) de Rd dans lui meˆme,
et pour les chapitres 2 a` 4, dans le sous-espace (R ∪ {−∞})d×d des matrices a`
coefficients dans le semi-anneau (R ∪ {−∞},max,+) note´ Rmax.
Dans ce sous-cas, l’e´quation (1) devient
∀i ∈ {1, · · · , d}, (Xn+1)i = max
j
((An)ij + (Xn)j) .
Les suites re´currentes stochastiques (Xn)n∈N associe´es a` de telles applications
mode´lisent une classe de syste`mes a` e´ve´nements discrets. Cette classe inclut les
graphes e´ve´nements temporise´s (F. Bacelli [Bac92]), certains re´seaux de files d’at-
tente (J. Mairesse [Mai97]) et de multiples applications. Citons par exemple les
ateliers flexibles (G. Cohen et al.[CDQV85]), des re´seaux ferroviaires (H. Bra-
ker [Bra93]) ou un mode`le de me´canique statistique (R. Griffiths [Gri90]).
Ces suites ont fait l’objet de nombreux travaux, certains conduisant a` des
the´ore`mes limites de´crivant le comportement de (Xn)n∈N de type loi des grands
nombres (J.E. Cohen [Coh88], F. Baccelli et Z. Liu [BL92], F. Baccelli et J.
Mairesse [BM98] dans le cas (max,+) , A. Jean-Marie et G. Olsder [JMO96],
J.M. Vincent [Vin97], J. Mairesse et T. Bousch [BM03] dans le cas topical),
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the´ore`me central limite (J. Resing et al. [RdVH+90] dans le cas (max,+) ) et
grandes de´viations (F. Toomey [Too02] dans le cas topical). Signalons le livre de
F. Baccelli et al. [BCOQ92] qui reprend un grand nombre de re´sultats dans le cas
(max,+). et celui, plus ge´ne´raliste, de P. Glasserman et D. Yao [GY94].
Les re´sultats de convergence de
(
1
n
Xn
)
n∈N ou de
(
1
n
(An−1An−2 · · ·A0)ij
)
n∈N
sont appele´s du premier ordre. Les re´sultats de convergence de ((Xn)i − (Xn)j)n∈N
ou de ((Xn+1)i − (Xn)i)n∈N sont dits du second ordre.
Dans tous les cas, il existe un exposant de Lyapunov maximal (the´ore`me-
de´finition 2.2.7), de´fini comme limite presque suˆre de
(
1
n
maxi(Xn)i
)
n∈N.
0.3.2 Re´sultats pour les matrices ale´atoires non irre´duc-
tibles
Les chapitres 2 a` 4 sont consacre´s a` l’e´tude du sous-cas ou` les An sont des
matrices a` coefficients dans le semi-anneau Rmax.
Dans les chapitres 2 et 3, on de´compose les matrices ale´atoires en blocs (de´-
finition 2.4.2), en fonction des coefficients toujours e´gaux a` −∞, et on montre
que le comportement des suites est essentiellement de´termine´ par celui des blocs
diagonaux. Nous suivons la de´marche de [BL92] et de [Bac92], en nous affran-
chissant, quand c’est possible, des conditions supple´mentaires pre´sentes dans ces
deux articles, ou sinon en les modifiant. Ces conditions, qui proviennent du mo-
de`le des graphes d’e´ve´nements temporise´s, sont principalement une condition dite
de structure fixe (la place des coefficients −∞ n’est pas ale´atoire) et une condi-
tion de pre´ce´dence (les coefficients diagonaux sont positifs).
Dans la partie 2.3, on e´tudie les variables ale´atoires de´finies par l’e´quation
Yn+1 = max (AnYn, Bn) (2)
ou` (An, Bn)n∈N est une suite stationnaire, d’applications (les An) et de vecteurs
(les Bn) ale´atoires.
Dans [BL92], les applications sont des matrices a` coefficients dans Rmax, mais
tout est re´dige´ avec les coefficients, sans introduire les matrices elles-meˆmes.
Dans [Bac92], les matrices sont mises en e´vidence mais tout n’est pas repris dans
ce cadre. Dans les deux cas, Bn = 0, mais on peut en de´duire le cas ou` Bn est fini
en utilisant une me´thode dite de re´siduation. En introduisant une notion d’appli-
cation topicale ge´ne´ralise´e (de´finition 2.2.2), qui ge´ne´ralise a` la fois les matrices
a` coefficients dans Rmax et les applications topicales, nous obtenons des preuves
plus lisibles et un cadre plus ge´ne´ral, ce qui sera utile pour la suite.
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Signalons aussi que P. Glasserman et D. Yao me`nent dans [GY95] une e´tude
unifie´e des solutions d’e´quations du type de (2) quand An prend ses valeurs dans
un espace de matrices a` coefficients dans divers semi-anneaux. La preuve du
the´ore`me 2.3.1 revient a` mener cette e´tude, quand An prend ses valeurs dans
l’ensemble des applications topicales ge´ne´ralise´es.
Nous utilisons les re´sultats de la partie 2.3 pour montrer (the´ore`me 2.4.4) que
l’exposant de Lyapunov maximal d’une suite (An)n∈N de matrices ale´atoires est le
maximum des exposants des suites de blocs diagonaux, et cela sans aucune autre
condition que l’ergodicite´.
En revanche l’abandon de la condition de pre´ce´dence introduit la possibilite´
de nouveaux comportements de la suite (Xn)n∈N. On doit donc imposer des condi-
tions supple´mentaires pour que la suite (Xn)n∈N satisfasse une loi forte des grands
nombres.
Ces conditions seront soit l’inde´pendance des An et une condition d’absence de
ligne de −∞ dans certains blocs de la matrice (the´ore`me 2.4.8 et son corollaire),
soit des conditions de structure fixe et d’ergodicite´ renforce´e (the´ore`me 2.4.10 et
lemme 2.4.7).
Les exemples 1 et 2 montrent que dans chaque cas, aucune des deux conditions
ne suffit.
La preuve du the´ore`me 2.4.10 est essentiellement celle de [Bac92], alors que
celle du the´ore`me 2.4.8 apporte une contribution nouvelle, essentiellement dans
le lemme 2.4.13 .
Dans la partie 3.4, on montre (the´ore`me 3.4.1) que les suites ((Xn)i − (Xn)j)n∈N
et ((Xn+1)i − (Xn)i)n∈N, couplent en temps fini avec une suite stationnaire, qui
ne de´pend pas de la condition initiale X0, sous trois hypothe`ses : une hypothe`se
sur les exposants de Lyapunov maximaux des blocs diagonaux, une hypothe`se de
couplage relative a` certains blocs de la de´composition pre´ce´dente, et une hypo-
the`se sur la loi de (An)n∈N (Les An sont i.i.d. ou ont la proprie´te´ de structure
fixe). Remarquons que, contrairement au premier ordre, ni condition sur les −∞,
ni ergodicite´ renforce´e ne sont ne´cessaires.
Nous e´tendons ainsi le re´sultat de [Bac92] sur le deuxie`me ordre. Les re´sul-
tats de la partie 2.3 permettent encore de simplifier la re´daction et d’e´tendre les
preuves.
A` nouveau, la preuve du cas i.i.d. est fonde´e sur le lemme 2.4.13 et les me´-
thodes de [Bac92].
0.3.3 Perte de me´moire
Dans le chapitre 4, on revient sur la proprie´te´ dite de perte de me´moire,
de´ja` introduite dans la partie 3.2 . J. Mairesse a montre´ (the´ore`me 3.2.2, extrait
de [Mai97]) qu’elle assure le couplage en temps fini de (Xn)n∈N avec une suite
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stationnaire, inde´pendante de la condition initiale X0. S. Gaubert et D. Hong,
qui lui ont donne´ son nom, la supposent ve´rifie´e pour prouver l’analyticite´ de
l’exposant de Lyapunov maximal ([GH00]).
Nous prouvons (the´ore`mes 4.1.3 et 4.1.4) que la proprie´te´ de perte de me´moire
est ge´ne´rique pour les produits de matrices ale´atoires An i.i.d. a` coefficients finis :
si elle n’est pas satisfaite, alors le support de la loi µ de A1 est inclus dans une
union finie d’hyperplans affines et les couples d’atomes de µ sont lie´s par une
relation line´aire.
Ce re´sultat est pre´sente´ dans l’article [Mer04]. Pour le prouver, on utilise
les re´sultats et certaines me´thodes de la the´orie spectrale et asymptotique des
matrices a` coefficients dans Rmax, qui est donc rappele´e dans la partie 4.2 .
0.3.4 The´ore`mes limites
Enfin le dernier chapitre montre que si (An)n∈N est une suite i.i.d. d’applica-
tions topicales et a la proprie´te´ de perte de me´moire, alors (Xn)n∈N ve´rifie un the´o-
re`me central limite (the´ore`me 5.2.1), e´ventuellement avec vitesse (the´ore`me 5.2.1),
un the´ore`me local limite (the´ore`me 5.2.4), un the´ore`me de renouvellement (the´o-
re`me 5.2.6) et un principe des grandes de´viations partiel (the´ore`me 5.2.1). De plus,
quand les An sont des matrices, on donne des conditions alge´briques de nullite´
de la variance dans le TCL (the´ore`me 5.2.9) et de non-arithme´ticite´ dans le TLL
(the´ore`me 5.2.11), qui sont ve´rifie´es ge´ne´riquement (corollaires 5.2.12 et 5.2.10).
Tous ces re´sultats sont obtenus par la me´thode du trou spectral applique´e a`
la chaˆıne de Markov (Xn)n∈N. Ils sont pre´sente´s dans l’article [Mer05].
Notons que J. Resing et al. [RdVH+90] ont de´ja` prouve´ un TCL dans le cas
(max,+) par une me´thode de martingale, mais la condition qu’ils obtiennent
n’est pas explicite. Notons aussi que F. Toomey [Too02] a e´tabli un principe
des grandes de´viations, sous une hypothe`se de bornitude plus forte que notre
condition d’inte´grabilite´, mais en n’exigeant pas la perte de me´moire.
0.4 Perspectives
Le re´sultat de F. Toomey sugge`re que des the´ore`mes limites restent vrais sans
l’hypothe`se de perte de me´moire. Quand (An)n∈N prend ses valeurs dans un en-
semble de deux matrices carre´es de taille 2, on peut montrer que c’est le cas. En
effet, si la proprie´te´ de perte de me´moire n’est pas satisfaite, alors il existe une
orbite finie dans l’espace projectif au sens (max,+) .
Pour obtenir des re´sultats dans cette direction, un premier pas consisterait a`
e´tudier les mesures invariantes possibles. Cela permettrait aussi, sous l’hypothe`se
de perte de me´moire, de simplifier le the´ore`me limite local, sous des hypothe`ses
supple´mentaires. Ces hypothe`ses pouraient s’inspirer de celles d’irre´ductibilite´ du
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cas des matrices inversibles.
Ensuite, on peut s’inte´resser au comportement des suites A1 · · ·An dans l’es-
pace projectif. Dans le cas de perte de me´moire, elles e´crasent l’espace sur un
point au bout d’un temps fini, ce qui est a` la base des re´sultats de J. Mairesse,
et de ceux du chapitre 5 . Dans les cas e´tudie´s, elles semblent e´craser l’espace sur
un sous ensemble sur lequel elles ont une action isome´trique. Le comportement
devrait eˆtre clarifie´, au moins dans le cas (max,+) .
Finalement, on espe`re qu’une meilleure connaissance de la dynamique dans
l’espace projectif permettrait de prouver des the´ore`mes limites sans l’hypothe`se
de perte de me´moire. Un autre angle d’attaque consisterait a` utiliser la ge´ne´ricite´
de la perte de me´moire et e´tendre les re´sultats par densite´.
Une autre direction pour e´tendre les the´ore`mes limites serait de s’affranchir
de la condition d’inde´pendance et de prouver des the´ore`mes pour des SRS gou-
verne´es par des suites me´langeantes ou provenant de syste`mes dynamiques. Un
point de de´part dans le cas des suites me´langeantes pourrait eˆtre l’article de
H. Hennion [Hen97] sur les matrices positives.
0.5 Sur le lien entre les deux parties
On peut voir les produits de matrices au sens (max,+) comme un cas limite
des produits de matrices au sens usuel. En effet, si A ∈ Rd×dmax n’a pas de ligne
de −∞, l’application A de Rd dans lui meˆme de´finie par (Ax)i = maxj(Aij +xj),
qui correspond au produit de matrices a` coefficients dans Rmax, est limite uniforme
quand λ tend vers +∞ des applications Aλ de´finies par
(Aλx)i =
1
λ
ln
(∑
j
eλAijeλxj
)
.
En utilisant cette convergence, T. Bousch et J. Mairesse ont de´duit du the´o-
re`me d’Oseledets pour les matrices positives ([Rag79]) la loi forte des grands
nombres pour la suite
(
1
n
A1 · · ·Anx0
)
n∈N, ou` x0 est un vecteur de R
d, (An)n∈N
une suite stationnaire de matrices ale´atoires et ou` tous les produits sont pris au
sens (max,+). On appellera exposants de Lyapunov au sens (max,+) les limites
de cette suite.
Ge´ne´riquement, une suite de matrices ale´atoires inversibles i.i.d. a d exposants
de Lyapunov au sens classique, et l’espace projectif est contracte´ en direction
d’une solution stationnaire de l’e´quation 1 (dite re´gime stationnaire).
Pour des produits au sens (max,+), nous montrons au chapitre 4 qu’une suite
ge´ne´rique de matrices ale´atoires i.i.d. a la proprie´te´ de perte de me´moire. Cela
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implique qu’il n’y a qu’un seul exposant de Lyapunov au sens (max,+), mais
aussi que l’espace projectif (max,+) est contracte´ en direction d’un unique re´-
gime stationnaire.
Les produits de matrices strictement positives contractent le coˆne des vecteurs
positifs vers un unique re´gime stationnaire. Il ne semble pas facile d’en de´duire
un re´gime stationnaire pour le cas (max,+). En effet, meˆme pour des matrices
a` coefficients finis, le re´gime stationnaire n’est pas ne´cessairement unique. On
retrouve donc des proble`mes analogues a` ceux du comportement des mesures de
Gibbs quand la tempe´rature tend vers 0.
On obtient plus facilement les re´gimes stationnaires directement (The´ore`mes
3.2.2, 3.3.2 et 3.4.1), sous des hypothe`ses supple´mentaires, ge´ne´riques dans le cas
irre´ductible.
Dans le cas de´terministe, on peut adapter les arguments de J. Bre´mont [Bre´03]
pour le ”refroidissement” des mesures de Gibbs associe´es a` un potentiel locale-
ment constant. On montre ainsi que si V λ est le vecteur propre positif normalise´
associe´ au rayon spectral de la matrice positive
(
eλAij
)
1≤i,j≤d, alors pour toute
coordonne´e i, 1
λ
ln(V λi ) converge vers une limite Hi. La limite H est un vecteur
propre au sens (max,+) de la matrice A, non ne´cessairement unique (Proposi-
tion 4.2.4).
Finissons cette partie en signalant que la the´orie des produits de matrices
ale´atoires classiques a e´te´ une source d’intuitions pour le chapitre 4 et de me´thodes
pour le chapitre 5.
Premie`re partie
Matrices ale´atoires inversibles
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Chapitre 1
Se´paration des exposants de
Lyapunov : cas des sous-shifts de
type fini
1.1 Pre´sentation et re´sume´
Soient (Ω,F ,P, θ) un syste`me dynamique mesurable et M : Ω → M(R, d)
une matrice ale´atoire.
On pose M0 = I, ou` I de´signe la matrice identite´ de rang d et pour tout
n ∈ N∗, Mn =M ◦ θn−1 · · ·M ◦ θM.
Le premier re´sultat de´coule imme´diatement du the´ore`me sous-additif de King-
man et donne le comportement de ‖Mn‖ :
The´ore`me 1.1.1 ([FK60],[Rag79]). Si log+(‖M‖) est inte´grable, alors la suite(
1
n
log(‖Mn‖)
)
n∈N converge presque suˆrement vers une variable ale´atoire γ a` va-
leurs dans R ∪ {−∞}. De plus γ est θ invariante et
1
n
E log(‖Mn‖)→ Eγ.
Ce re´sultat avait e´te´ de´montre´ de`s 1960, sans le the´ore`me de Kingman, par
H. Fu¨rstenberg et H. Kesten [FK60] dans le cas ou` les matrices ale´atoires M ◦ θn
sont i.i.d. . En outre γ est appele´ premier exposant de Lyapunov de la suite
(M ◦ θn)n∈N. Il co¨ıncide avec le premier coefficient γ1 du the´ore`me ergodique
multiplicatif d’Oseledets que nous e´nonc¸ons maintenant.
The´ore`me-De´finition 1.1.2 ([Ose68]).
Si θ est inversible, si M est a` valeurs dans GL(R, d) et si la variable ale´atoire
re´elle log(max(‖M‖, ‖M−1‖)) est inte´grable, alors il existe une variable ale´a-
toire φ : Ω → GL(R, d) et des variables ale´atoires re´elles γ1 ≥ γ2 · · · ≥ γd,
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θ-invariantes, appele´es exposants de Lyapunov de la suite (M ◦ θn)n∈N, telles que
les e´nonce´s suivants soient ve´rifie´s presque suˆrement :
i) pour tout n, la matrice ale´atoire φ−1 ◦ θn Mn φ est diagonale par bloc ;
ii) le i-e`me vecteur ei de la base canonique de Rd ve´rifie
lim
1
n
log ‖Mnφei‖ = γi
et i et j sont dans le meˆme bloc d’indices pour l’e´nonce´ i) ssi γi = γj.
En cas d’ambiguite´, on notera γi(M, θ) les variables ainsi de´finies.
M.S. Raghunathan a montre´ dans [Rag79] que le deuxie`me e´nonce´ reste vrai
pour des matrices non ne´cessairement inversibles de`s que log+(‖M‖) est inte´-
grable. Sa de´monstration fait apparaˆıtre les exposants de Lyapunov en fonction
des limites γ obtenues en appliquant le the´ore`me 1.1.1 aux suites (∧rM ◦ θn)n∈N,
ou` ∧rM est la matrice associe´e a` l’action de M sur le r-ie`me produit exte´rieur
de Rd :
1
n
log ‖∧rMn‖ →
r∑
i=1
γi.
Comme annonce´ dans l’introduction, nous allons montrer un the´ore`me de
se´paration des exposants de Lyapunov, adapte´ de [GLP04]. On se place dans la
situation suivante :
- Soit S un ensemble fini et A une application de S dans GL(d,R).
- Soit T une matrice irre´ductible d’indices dans S et de coefficients dans {0, 1},
ΣT = {(xn)n∈N ∈ SN|∀n ∈ N Txn,xn+1 = 1}
le sous-shift unilate`re associe´. On note X0, X1, · · · les projections coordonne´es
de ΣT et
Σ∗T = {x1 · · ·xk ∈ Sk|k ∈ N,∀n, Txn,xn+1 = 1}
l’ensemble des mots finis admissibles.
- Soit p une fonction ho¨lde´rienne strictement positive sur ΣT telle que pour tout
x ∈ ΣT ,
∑
s∈S,s.x∈ΣT p(s.x) = 1. Elle de´finit un ope´rateur de Perron P et une
unique mesure P -invariante µ sur ΣT , qui est invariante par le de´calage θ. La
suite de variables ale´atoires (A ◦Xn)n∈N est stationnaire et borne´e donc posse`de
des exposants de Lyapunov. Le r-ie`me exposant est note´ γr ou γr(A, θ) si on
veut pre´ciser.
L’unicite´ de la mesure µ de´coule du the´ore`me de Ruelle-Perron-Frobe´nius.
Pour une de´monstration dans le cas ou` T est simplement irre´ductible, on peut
consulter [Bal00].
Dans le cas ou` T est une matrice primitive (c’est a` dire qu’il existe N ∈
N tel que TN > 0), les mesures P -invariantes associe´es a` de telles fonctions p
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sont les mesures de Gibbs associe´es a` des potentiels ho¨lde´riens (cf. [Bow75]).
Par extension, on appellera mesures de Gibbs ho¨lde´rienne toutes les mesures µ
associe´es a` des fonctions p ho¨lde´riennes.
Le but de ce chapitre est de prouver le crite`re suivant, qui assure que deux
exposants conse´cutifs sont distincts :
The´ore`me 1.1.3. S’il existe un s ∈ S tel que le semi-groupe
Ts = {A(s1) · · ·A(sn)|n ∈ N, s1 = s, (s1, · · · , sn, s) ∈ Σ∗T}
agisse de manie`re totalement irre´ductible sur l’espace Dr des drapeaux homo-
ge`nes d’ordre r et contienne une suite qui contracte Dr, alors les coefficients de
Lyapunov pour une mesure de Gibbs ho¨lde´rienne sur ΣT ve´rifient γr > γr+1.
Les notions de drapeaux, d’action totalement irre´ductible et de contraction
sont de´finies et e´tudie´es dans la partie 1.2 . On a de´ja` remarque´ que les semi-
groupes Ts ge´ne´ralisent le semi-groupe dont l’action donnait le crite`re de se´para-
tion pour des matrices i.i.d. .
On de´duit du re´sultat pre´ce´dent un re´sultat pour des fonctions de´pendant
d’un nombre fini de coordonne´es.
Corollaire 1.1.4. Soient S un ensemble fini, T une matrice irre´ductible a` indices
dans S et a` coefficients dans {0, 1} et A une application de ΣT dans G = Gl(d,R)
ne de´pendant que des k premie`res coordonne´es.
Pour (t1, · · · , tk) ∈ Σ∗T , soit Tt1,···,tk le semi-groupe des matrices de la forme
A(s1, · · · , sk) · · ·A(sn+1, · · · , sn+k) tels que s1, · · · , sn+k ve´rifie :
– s1 · · · sn+k ∈ Σ∗T
– s1 · · · sk = t1 · · · tk
– sn+2 · · · sn+k = t1 · · · tk−1
S’il existe (t1, · · · , tk) ∈ Sk, tel que Tt1,···,tk agisse de manie`re totalement ir-
re´ductible sur Dr et contienne une suite qui contracte Dr, alors les coefficients
de Lyapunov de toute mesure de Gibbs associe´e a` un potentiel ho¨lde´rien sur ΣT
ve´rifient γr > γr+1.
De´monstration. Posons S˜ = Sk, et soit T˜ la matrice a` indices dans S˜ de´finie par
T˜(s1,···,sk),(s′1,···,s′k) =
{
1 si (s′1, · · · , s′k, sk) ∈ Σ∗T et (s′1, · · · , s′k−1) = (s2, · · · , sk)
0 sinon
ΣT˜ est le sous-shift de S˜
N associe´ a` T˜ et µ la mesure de Gibbs sur ΣT˜ associe´e
a` la fonction p˜ de´finie par
p˜((s1, · · · , sk), (s2, · · · , sk+1) · · ·) = p(s1, s2 · · ·).
Il suffit de remarquer que le syste`me dynamique conside´re´ est isomorphe a`
(ΣT˜ , µ, θ), que le conjugue´ A˜ de A par l’isomorphisme ne de´pend que d’une coor-
donne´e de ΣT˜ et que les hypothe`ses de la proposition sont exactement celles pour
lesquelles (ΣT˜ , µ, θ) et A˜ ve´rifient les hypothe`ses du the´ore`me 1.1.3 .
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La de´monstration du the´ore`me 1.1.3 se fera sur le shift bilate`re. La proba-
bilite´ sur les coordonne´es ne´gatives sachant ∀n ≥ 0, Xi = xi est note´e Px. Si p
ne de´pend que des deux premie`res coordonne´es, les Px sont les mesures d’une
chaˆıne de Markov a` e´tats dans S, avec donne´e initiale x0. La projection de µˆ sur
les coordonne´es ne´gatives est donc une mesure de Markov stationnaire. Comme
γr(θ, A) = γr(θ
−1,tA), on en de´duit :
Corollaire 1.1.5. Soit S un ensemble fini et (Xn)n∈N une chaˆıne de Markov a`
valeurs dans S, stationnaire et irre´ductible. Soit A une application de S dans
G = Gl(d,R). S’il existe un s ∈ S tel que le semi-groupe de´fini par
Ts = {A(s1) · · ·A(sn)|sn = s,P(X0 = s,X1 = s1, · · · , Xn = sn) > 0}
agisse de manie`re totalement irre´ductible sur Dr et contienne une suite qui contracte
Dr, alors les coefficients de Lyapunov de la suite (A ◦Xn)n∈N ve´rifient γr > γr+1.
La suite du chapitre constitue la de´monstration du the´ore`me 1.1.3 . On com-
mence par introduire les diffe´rents outils alge´briques dans la partie 1.2 . On e´tudie,
dans la partie 1.3, les noyaux harmoniques qui remplacent les mesures station-
naires du cas i.i.d. On montre qu’il en existe (the´ore`me 1.3.2) et qu’ils prennent
leurs valeurs dans l’ensemble des probabilite´s irre´ductibles (the´ore`me 1.3.4). Dans
la partie suivante, on montre (the´ore`me 1.4.1) que la suite (MM ◦ θ · · ·M ◦ θn))n∈N
contracte presque suˆrement Dr. Enfin, dans la dernie`re partie, on en de´duit le cri-
te`re de se´paration.
1.2 Outils alge´briques
1.2.1 De´compositions du groupe line´aire
Notations. Soit d ∈ N∗. On note Id l’ensemble des entiers compris entre 1
et d. Soient G = GL(R, d), K = O(R, d), N = N(R, d) le sous-groupe de G des
matrices triangulaires infe´rieures a` e´le´ments diagonaux e´gaux a` 1, A = A(R, d)
le sous-groupe de G des matrices diagonales a` e´le´ments diagonaux strictement
positifs. On de´signera par ‖x‖ la norme associe´e au produit scalaire canonique si
x ∈ Rd, la norme d’application line´aire associe´e si x ∈ G. Cependant, la plupart
des re´sultats seront valables pour une norme quelconque graˆce a` l’e´quivalence des
normes sur les espaces de dimension finie.
The´ore`me-De´finition 1.2.1 (De´composition polaire).
Toute matrice g ∈ G s’e´crit g = xa(g)k, avec
i) x, k ∈ K
ii) a(g) = diag(a1(g), ..., ad(g)) ∈ A et a1(g) ≥ a2(g) ≥ ... ≥ ad(g) > 0.
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De plus a(g) est unique et les ai(g) sont les racines carre´es des valeurs propres
de gtg. En particulier, a1(g) = ‖g‖ et ad(g) = ‖g−1‖−1.
Une telle de´composition est dite de´composition polaire de g.
De´monstration. Si g = xa(g)k, alors gtg = xa2(g)x−1, d’ou` la seconde partie du
the´ore`me.
En outre gtg est syme´trique de´finie positive. Elle admet donc une base ortho-
norme´e de vecteurs propres que l’on ordonne par valeurs propres de´croissantes.
Matriciellement cela s’e´crit gtg = xa2x−1, avec x ∈ K et a comme souhaite´e. On
pose alors k = a−1x−1g et on ve´rifie que k ∈ Ket g = xak.
Remarque 1.2.1. Si g = xa(g)k, alors g−1 = k−1a−1(g)x−1, d’ou` ai(g−1) = a−1d+1−i(g).
De meˆme, κg = κxa(g)k, donc a(κg) = a(g),∀κ ∈ K.
The´ore`me-De´finition 1.2.2 (De´composition d’Iwasawa).
Toute matrice g ∈ G s’e´crit de fac¸on unique g = η(g)b(g)κ(g) avec
1. η(g) ∈ N
2. κ(g) ∈ K
3. b(g) ∈ A.
On note alors b(g) = diag(b1(g), · · · , bd(g)) et on appelle de´composition d’Iwasawa
de g cette de´composition.
De´monstration. Existence :
On applique le proce´de´ d’orthogonalisation de Schmidt aux vecteurs colonnes de
tg−1, note´s v1, · · · , vd. On obtient u1, · · · , ud tels que la matrice de passage η de
v a` u soit triangulaire supe´rieure de diagonale I. La matrice de passage κ de
e1, · · · , ed a` u1‖u1‖ , · · · , ud‖ud‖ est orthogonale et tg = κdiag(‖u1‖
−1, · · · , ‖ud‖−1)η.
Unicite´ :
Si ηbκ et η˜b˜κ˜ sont deux de´compositions de g, alors (η˜b˜)−1ηb = κ˜κ−1 est orthogo-
nale et triangulaire infe´rieure. C’est donc l’identite´. Donc κ = κ˜ et η˜b˜ = ηb, d’ou`
b˜ = b (c’est la restriction a` la diagonale de l’e´galite´ pre´ce´dente) et η˜ = η.
1.2.2 Produits exte´rieurs
De´finition 1.2.3 (Produits exte´rieurs). Soient E un espace vectoriel de di-
mension finie d et r ∈ Id.
1. On appelle r-ie`me produit exte´rieur de E, et on note
∧
r
E, l’espace des
formes r-line´aires alterne´es sur E.
2. Un e´le´ment de
∧
r
E est appele´ r-vecteur.
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3. Pour toute forme r-line´aire f sur E, l’antisyme´trise´e de f , note´e Alt(f), est
donne´e par :
Alt(f)(x1, · · · , xr) = 1
r!
∑
σ∈Sr
Sgn(σ) f(xσ(1), · · · , xσ(r))
4. Pour toutes formes f ∈
∧
k
E et g ∈
∧
l
E, on de´finit le produit exte´rieur
f ∧ g ∈
∧
k+l
E de f et g par f ∧ g = (k+l)!
k!l!
Alt(f ⊗ g), ou`
f ⊗ g(x1, · · · , xk+l) = f(x1, · · · , xk)g(xk+1, · · · , xk+l).
5. Un r-vecteur non nul qui s’e´crit x1∧ · · · ∧xr (E est identifie´ a`
∧
1
E) est dit
de´composable.
Re´sultats :
1) Soit (ei)
d
i=1 une base de E, alors (ei1 ∧ · · · ∧ eir)1≤i1<···<ir≤n est une base de∧
r
E. On identifie de´sormais
∧
r
E a` RCrd .
Via cette identification on transporte la structure euclidienne usuelle de RCrd
sur
∧
r
E. On a alors sur
∧
r
E un produit scalaire < ,> qui ve´rifie pour
(ui)
r
i=1 ∈ Er et (vi)ri=1 ∈ Er :
< u1 ∧ · · · ∧ ur, v1 ∧ · · · ∧ vr >= det[(< ui, vj >)ri,j=1].
On note ‖.‖ la norme euclidienne associe´e.
2) GL(R, d) ope`re sur
∧
r
E par :
∀ g ∈ GL(R, d), ∀ (ui)ri=1 ∈ Er, g.(u1 ∧ · · · ∧ ur) = gu1 ∧ · · · ∧ gur.
On note
∧
r
g la matrice de GL(R, Crd) associe´e a` cette action e´crite sur la
base du 1).
Les indices sont donc pris dans Cr = {(i1, · · · , ir) | 1 ≤ i1 < · · · < ir ≤ d},
ordonne´ par l’ordre lexicographique.
3) < ei1∧· · ·∧eir , gej1∧· · ·∧gejr > est e´gal au mineur de g obtenu en conservant
uniquement les lignes i1, · · · , ir et les colonnes j1, · · · , jr.
<t gei1 ∧ · · · ∧t geir , ej1 ∧ · · · ∧ ejr > est e´gal au mineur de tg obtenu en
conservant uniquement les lignes j1, · · · , jr et les colonnes i1, · · · , ir.
4) On en de´duit (
∧
r
g)−1 =
∧
r
(g−1) et t(
∧
r
g) =
∧
r
(tg) .
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5) Si g = xak est une de´composition polaire de g,
alors (
∧
r
g) = (
∧
r
x)(
∧
r
a)(
∧
r
k) en est une de (
∧
r
g) et
∀ı = (i1, · · · , ir) ∈ Cr, aı(g) := aı(
∧
r
g) = ai1 · · · air(g).
On notera aussi ır pour (1, · · · , r).
6) Si g = ηbk est la de´composition d’Iwasawa de g, alors (
∧
r
g) = (
∧
r
η)(
∧
r
b)(
∧
r
k)
est celle de (
∧
r
g) et
∀ı = (i1, · · · , ir) ∈ Cr, bı(g) := bı(
∧
r
g) = bi1 · · · bir(g).
1.2.3 Comparaison des de´compositions
Lemme 1.2.4.
Pour tout g ∈ G et tout j ∈ Id, on a
1
‖g−1‖ =
1
a1(g−1)
= ad(g) ≤ bj(g) ≤ a1(g) = ‖g‖.
En appliquant ce lemme a`
∧
r
g, on obtient :
Corollaire 1.2.5.
Pour tout g ∈ G, tout r ∈ {1, · · · , d} et tout j = (j1, · · · , jr) ∈ Cr, on a
r∏
k=1
ad−r+k(g) ≤
r∏
k=1
bjk(g) ≤
r∏
k=1
ak(g).
De´monstration du lemme. Les e´galite´s sont claires. Soit g = ηbk une de´compo-
sition d’Iwasawa de g. Le coefficient bj est le j
eme e´le´ment de la diagonale de
ηb = gtk, donc bj =< g
tkej, ej >≤ ‖gtk‖ = ‖g‖.
De meˆme b−1j =< kg
−1ej, ej >≤ ‖kg−1‖ = ‖g−1‖.
Pour ame´liorer la minoration du lemme 1.2.4, on pose, pour tout r ∈ Id tout
g ∈ G, et pour tout k ∈ K,
∆r(g) =< eır ,
∧
r
geır > et φr(k) = log(|∆r(k)|).
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Lemme 1.2.6.
Soient g ∈ G, k ∈ K et g = xa(g)κ une de´composition polaire de g. Alors :
∀ r ∈ Id, log(aır(g)) + φr(kx) ≤ log(bır(kg)) ≤ log(aır(g)).
De´monstration. La seconde ine´galite´ re´sulte du corollaire 1.2.5 et de la remarque
suivant la de´finition de la de´composition polaire.
Pour prouver la premie`re ine´galite´, remarquons qu’on a :
bır(kg)
aır(kg)
=
‖
∧
r
t(kg)eır‖
‖
∧
r
tg‖
=
‖
∧
r
tg
∧
r
tk eır‖
‖
∧
r
tg‖
.
Alors
bır(kg)
aır(kg)
=
‖
∧
r
ta(g)
∧
r
tx
∧
r
tk eır‖
‖
∧
r
tg‖
=
(
∑
j∈Cr
aj(g)
2 < eır ,
∧
r
k
∧
r
x(g)ej >
2)1/2
aır(g)
≥ | < eır ,
∧
r
k
∧
r
x(g)eır > |.
Lemme 1.2.7. ∀r ∈ Id, ∀p ∈ [1,+∞], φr ∈ Lp(K,mK), ou` mK est la mesure
de Haar normalise´e sur K.
De´monstration. On fixe d et on fait un re´currence finie sur r.
Soit σd−1 la loi uniforme sur Sd−1. Soit p ≥ 1. Il existe c ∈ R+ tel que∫
K
| log(|∆1(k)|)|p dmK(k) =
∫
Sd−1 | log(| < v, e1 > |)|p dσd−1(v)≤ c ∫ pi
0
| log(| cos(Θ)|)|pdΘ
< +∞
Supposons le lemme montre´ jusqu’au rang r − 1.
On admet pour l’instant la relation suivante, ou` ur(g) est un vecteur norme´
orthogonal aux vecteurs ge1, · · · , ger−1 :
|∆r(g)| ≥ |∆r−1(g)|| < ger, ur(g) > | (1.1)
On en de´duit que l’inte´grabilite´ de |φr|p e´quivaut a` celle de | log(| < ur(.), .er > |)|p.
Soit X une variable ale´atoire a` valeur dans K de loi mK .
E[| log(| < ur(X), Xer > |)|p] = E[E[| log(| < ur(X), Xer > |)|p|Xe1, · · · , Xer−1]].
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E´tant donne´ (v1, · · · , vr−1) un syste`me de vecteurs orthogonaux de Rd, la dis-
tribution de Xer sachant Xe1 = v1, · · · , Xer−1 = vr−1 est la loi uniforme sur la
sphe`re unite´ de l’orthogonal dans Rd de vect(v1, · · · , vr−1). On a donc l’existence
de C ∈ R+ tel que
E[| log(| < ur(X), Xer > |)|p] =
∫
Sd−r | log(| < e1, v > |)|p dσd−q(v)≤ C ∫ pi
0
| log(| cosΘ|)|p dΘ
< +∞.
Le lemme est donc de´montre´ par une re´currence finie.
Il reste a` montrer la relation 1.1. C’est ce que nous faisons maintenant.
Pour tout q ∈ Id, on note piq le projecteur orthogonal de Rd sur Vq =
q⊕
i=1
Rei
et δq(g) le de´terminant de la matrice carre´e d’ordre r − 1 obtenue a` partir de
(pir(ge1), · · · , pir(ger−1)) en enlevant la ligne q. On de´finit alors ur(g) par les rela-
tions suivantes :
v(g) =
r∑
i=1
(−1)iδi(g)ei et ur(g) = v(g)‖v(g)‖ .
Alors, on a pour tout k ∈ Ir−1,
< v(g), gek >= Det(pir(ge1), · · · , pir(ger−1), pir(gek)) = 0,
donc v(g) et urg sont bien orthogonaux aux vecteurs ge1, · · · , ger−1.
Si ∆r−1(g) = 0, l’ine´galite´ (1.1) est triviale. Sinon la famille (pir(ge1), · · · , pir(ger−1))
est de rang r − 1, donc (pir(ge1), · · · , pir(ger−1), ur(g)) est une base de Vr. En de´-
composant pir(ger) dans cette base et on de´veloppe le de´terminant suivant la
dernie`re colonne. Par l’orthogonalite´ de ur(g) par rapport aux autres vecteurs,
tous les termes s’annulent, et il vient :
|∆r(g)| = |Det(pir(ge1), · · · , pir(ger))|
= | < ur(g), ger > |.|Det(pir(ge1), · · · , pir(ger−1), ur(g)|
Comme ‖v(g)‖2 =
r∑
i=1
δi(g)
2 = |Det(pir(ge1), · · · , pir(ger−1), v(g)|, on en de´duit :
|∆r(g)| = | < ur(g), ger > |.‖v(g)‖
≥ | < ur(g), ger > |.|δr(g)|
= | < ur(g), ger > |.|∆r−1(g)|
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1.2.4 Espaces des drapeaux, contractions
Dans toute la suite, r ∈ Id sera une dimension de sous-espace de Rd.
De´finition 1.2.8 (Espaces des drapeaux). On appelle espace des drapeaux
d’ordre r, et on note Dr, l’ensemble des sous-espaces vectoriels de Rd de dimen-
sion r.
Pour tout Θ ⊂ Id−1, on appelle drapeau de type Θ un Θ-uplet (Ui)i∈Θ de sous-
espaces vectoriels de Rd tels que
∀ i ∈ Θ, dim Ui = i et ∀ i, j ∈ Θ, i < j ⇒ Ui ⊂ Uj.
On note DΘ l’ensemble des drapeaux de type Θ.
Remarque 1.2.2. Si U ∈ Dr, et si (ui)ri=1 est une base de U , on identifiera U
a` u1Λ · · ·Λ ur ∈ P(
∧
r
Rd), ce qui munit DΘ d’une structure d’espace me´trique
compact.
Notations.
On note, pour tout r ∈ Θ, pir la r-ie`me projection de DΘ.
Le drapeau dit canonique, que l’on notera ∂Θ est donne´ par :
∀ r ∈ Θ, pir(∂Θ) = eır .
Le groupe G ope`re sur DΘ de la fac¸on suivante :
∀ g ∈ G, ∀ (Ui1 , · · · , Uim) ∈ DΘ, g.(Ui1 , · · · , Uim) = (g(Ui1), · · · , g(Uim)).
Le stabilisateur de ∂Θ pour cette action est note´ PΘ.
De´finition 1.2.9 (Contractions).
1. On dit qu’une suite (gn)n∈N de matrices deG contracte PRd s’il existe z ∈ Rd
non nul tel que pour toute valeur d’adhe´rence M de
(
gn
‖gn‖
)
n∈N
, M est de
rang 1 et a pour image z = R z.
On dit alors que (gn)n∈N contracte PRd en direction de z.
2. On dit qu’une suite (gn)n∈N de matrices de G contracte Dr si
∧
r
gn contracte
P (
∧
r R). On dira aussi que la suite contracte Dr.
Remarque 1.2.3. les valeurs d’adhe´rence de
(
gn
‖gn‖
)
n∈N
sont appele´es les valeurs
d’adhe´rence quasi-projective de (gn)n∈N.
Lemme 1.2.10. Soit (gn)n∈N une suite de matrices de G.
Pour chaque n ∈ N, soit gn = xna(gn)kn une de´composition polaire de gn.
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1) (gn)n∈N contracte Dr en direction de z si et seulement si on a les deux rela-
tions suivantes :
lim
n→ +∞
a2(
∧
r
gn)
a1(
∧
r
gn)
= lim
n→ +∞
ar+1(gn)
ar(gn)
= 0 (1.2)
lim
n→ +∞
∧
r
xn.eır = z. (1.3)
2) si (gn)n∈N contracte Dr en direction de z, alors, quitte a` changer certains xn
et kn en leurs oppose´s, on a :
∀u ∈
∧
r
Rd, lim
n→ +∞
∧
r
a(gn)
∧
r
txnu
aır(gn)
=
< u, z >
‖z‖ eır . (1.4)
De´monstration. Il suffit de la faire pour r = 1.
1) Remarquons qu’on peut e´crire gn‖gn‖ comme :
gn
‖gn‖ =
gn
a1(gn)
= xndiag
(
1,
a2(gn)
a1(gn)
, · · · , ad(gn)
a1(gn)
)
kn. (1.5)
Supposons que les relations (1.2) et (1.3) sont ve´rifie´es, et que M est une
valeur d’adhe´rence de
(
gn
‖gn‖
)
n∈N
. Par de´finition, il existe une suite n′ telle
que (gn′) converge vers M . Comme K est compact, on peut supposer que
(xn′) et (kn′) convergent respectivement vers x et k. En outre, le terme dia-
gonal de la de´composition (1.5) tend vers diag(1, 0, · · · , 0) d’apre`s (1.2), donc
M = x diag(1, 0, · · · , 0) k est de rang 1 et (xn′e1) tend vers z, donc xe1 = z,
et Im(M) = z. Donc si les relations (1.2) et (1.3) sont ve´rifie´es, alors la suite
(gn)n∈N contracte Dr en direction de z.
Si (1.2) n’est pas ve´rifie´e, alors il existe une suite extraite (gn′)n∈N telle que(
a2(gn′ )
a1(gn′ )
)
tende vers τ2 > 0. Comme K et [0, 1] sont compacts, quitte a`
extraire encore, on peut supposer que chacun des termes de la de´composi-
tion (1.5) tend vers une limite. Notons x, k et diag(1, τ2, · · · , τd) ces limites.
Alors x diag(1, τ2, · · · , τd) k est une valeur d’adhe´rence de
(
gn
‖gn‖
)
n∈N
de rang
au moins 2, donc la suite (gn)n∈N ne contracte pas Dr.
Si (1.3) n’est pas ve´rifie´e, alors il existe v ∈ Dr\{z} et une suite extraite
(gn′)n∈N telle que (xn′e1) tende vers v.
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Comme K et [0, 1] sont compacts, quitte a` extraire encore, on peut supposer
que chacun des termes de la de´composition (1.5) tend vers une limite. Notons
x, k et diag(1, τ2, · · · , τd) ces limites. Alors M = x diag(1, τ2, · · · , τd) k est
une valeur d’adhe´rence de
(
gn
‖gn‖
)
n∈N
. Comme xe1 = v, v ∈ Im(M) et la suite
(gn)n∈N ne contracte pas Dr en direction de z.
2) Pour tout n ∈ N, a(gn)txnu
a1(gn)
appartient au compact [−‖u‖, ‖u‖]. D’apre`s le 1),
on sait que ( a(gn)
a1(gn)
)n∈N tend vers diag(1, 0, · · · , 0), donc les valeurs d’adhe´rence
de la suite sont les <t xu, e1 > e1, ou` x est valeur d’adhe´rence de (xn)n∈N.
Or on sait aussi que les valeurs d’adhe´rence x de (xn)n∈N ve´rifient xe1 = ± z‖z‖ ,
donc <t xu, e1 >=< u, xe1 >= ±<u,z>‖z‖ .
Donc, quitte a` changer certains xn et kn en leurs oppose´s,
(
a(gn)txnu
a1(gn)
)
n∈N
tend
vers <u,z>‖z‖ e1.
Lemme 1.2.11. Soit (gn)n∈N une suite de matrices de G qui contracte Dr en
direction de z.
Soit gn = xna(gn)kn une de´composition polaire de gn.
Soit gn = ηnb(gn)κn la de´composition d’Iwasawa de gn.
1) On a les relations suivantes :
lim
n→ +∞
bır(gn)
aır(gn)
=
∣∣∣∣< z, eır >‖z‖
∣∣∣∣ (1.6)
lim
n→ +∞
knκ
−1
n eır = eır (1.7)
∀ j ∈ Cr\{ır}, lim
n→ +∞
bırbj
a2ır
(gn) = 0. (1.8)
2) si z et eır ne sont pas orthogonaux, alors on a aussi :
∀ j ∈ Cr\{ır}, lim
n→ +∞
bj(gn)
bır(gn)
= 0 (1.9)
lim
n→ +∞
ηn eır =
z
< z, eır >
. (1.10)
De´monstration. La` encore il suffit de faire la de´monstration dans le cas r = 1.
1) Remarquons que l’on a :
a(gn)
txne1 = kn
tgne1 = knκ
−1
n b(gn)
tηne1 = b1(gn)knκ
−1
n e1. (1.11)
La relation (1.6) provient de l’e´quation (1.4) du lemme pre´ce´dent, et de l’e´ga-
lite´ pre´ce´dente prise en norme : ‖a(gn)txne1‖ = b1(gn).
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La relation (1.7) provient de l’e´quation (1.4) et de l’e´galite´ (1.11) prise en
projectif : knκ−1n e1 = a(gn)txne1.
Par ailleurs on a, pour tout j ∈ {2, · · · , d},
< a(gn)
txn(e1 ∧ ej), knκ−1n (e1 ∧ ej) > = <t gn(e1 ∧ ej), κ−1n (e1 ∧ ej) >
= <t κnb(gn)
tηn.(e1 ∧ ej), κ−1n (e1 ∧ ej) >
= < b(gn)
tηn(e1 ∧ ej), e1 ∧ ej >
= b1(gn)bj(gn),
De la`, on de´duit la majoration
0 ≤ b1(gn)bj(gn)
a1(gn)2
≤ ‖knκ−1n (e1 ∧ ej)‖
∥∥∥∥a(gn)txn(e1 ∧ ej)a1(gn)2
∥∥∥∥ ≤ aj(gn)a1(gn) ,
d’ou` la relation (1.8), d’apre`s l’e´quation (1.2).
2) La relation (1.9) de´coule de (1.2) et (1.4) puisque
lim
n→ +∞
b1(gn)
a1(gn)
=
∣∣∣∣< z, e1 >‖z‖
∣∣∣∣ 6= 0 (d’ou` b1(gn)a1(gn) 6= 0 pour n assez grand)
Pour montrer (1.10), e´crivons ηne1 comme ηne1 =
ηnb(gn)κnk
−1
n (knκ
−1
n e1)
b1(gn)
et de´-
composons knκ
−1
n e1 sur la base canonique. On obtient :
ηne1 =
d∑
j=1
< knκ
−1
n e1, ej >
ηnb(gn)κnk
−1
n ej
b1(gn)
=
d∑
j=1
< knκ
−1
n e1, ej >
xna(gn)ej
b1(gn)
=
d∑
j=1
aj(gn)
b1(gn)
< knκ
−1
n e1, ej > xnej. (1.12)
D’apre`s les e´quations (1.2) et (1.6), on a, pour tout j 6= 1 :
lim
n→ +∞
aj(gn)
b1(gn)
= 0.
Or ‖ < knκ−1n e1, ej > xnej‖ ≤ 1, donc tous les termes de la somme de (1.12)
tendent vers 0 sauf celui pour j = 1.
Estimons ce terme. D’apre`s l’e´quation (1.11) , on a :
< knκ
−1
n e1, e1 > xne1 = b1(gn)
−1 < a(gn)txne1, e1 > xne1
= b1(gn)
−1 <t xne1, a(gn)e1 > xne1
=
a1(gn)
b1(gn)
< e1, xne1 > xne1.
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D’apre`s la relation (1.3) on a, quitte a` changer certains xn et kn en leurs
oppose´s :
lim
n→ +∞
xne1 =
z
‖z‖ .
Et, compte tenu de (1.6), on a donc :
lim
n→ +∞
a1(gn)
b1(gn)
< knκ
−1
n e1, e1 > xne1 =
‖z‖2
< z, e1 >2
< e1,
z
‖z‖ >
z
‖z‖ =
z
< z, e1 >
.
(1.13)
Comme on a montre´ que tous les autres termes de somme dans (1.12) tendent
vers 0, on a prouve´ (1.10).
1.2.5 Notions d’irre´ductibilite´
Pour se´parer les exposants de Lyapunov, on aura besoin de formaliser l’ide´e
que l’orbite d’un r-vecteur sous l’action des matrices ale´atoires sur
∧
r
Rd est assez
grande. Pour cela on introduit les de´finitions suivantes :
De´finition 1.2.12 (Espaces de type (S)). Un sous-espace V non trivial de∧
r
Rd est dit de type (S) s’il admet une base de r-vecteurs de´composables et s’il
est contenu dans l’orthogonal d’un r-vecteur de´composable non nul.
De´finition 1.2.13 (Irre´ductibilite´ faible).
1. Un semi-groupe T ⊂ G agit de fac¸on irre´ductible au sens faible sur
∧
r
Rd
s’il n’existe pas de sous-espace de type (S) stable par T .
Il agit de fac¸on totalement irre´ductible au sens faible s’il n’existe pas de
re´union finie de sous-espace de type (S) stable par T .
On dira aussi qu’il agit de fac¸on irre´ductible (resp. totalement irre´ductible)
sur Dr.
2. Une probabilite´ ν sur les bore´liens de P(
∧
r
Rd) est dite faiblement irre´duc-
tible si elle ne charge l’image d’aucun sous-espace de type (S).
3. Une probabilite´ sur les bore´liens de Dr est dite irre´ductible si elle est fai-
blement irre´ductible en tant que probabilite´ sur P(
∧
r
Rd).
Une probabilite´ ν sur les bore´liens de DΘ est dite irre´ductible si, pour tout
r ∈ Θ, l’image de ν par la projection pir de DΘ sur Dr est irre´ductible.
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Remarque 1.2.4. Les notions au sens fort s’obtiennent en supprimant la restriction
”de type (S)” dans les de´finitions pre´ce´dentes.
La premie`re notion est clarifie´e par le lemme suivant :
Lemme 1.2.14. Soit T ⊂ G un semi-groupe et H le sous-groupe ferme´ de G
engendre´ par T . Les assertions suivantes sont e´quivalentes :
i) T agit de fac¸on totalement irre´ductible au sens faible sur
∧
r
Rd.
ii) T ne permute aucune famille finie de sous-espace de type (S) de meˆme di-
mension.
iii) H agit de fac¸on totalement irre´ductible au sens faible sur
∧
r
Rd.
iv) Tout sous-groupe d’indice fini de H agit de fac¸on irre´ductible au sens faible
sur
∧
r
Rd.
v) tH agit de fac¸on totalement irre´ductible au sens faible sur
∧
r
Rd.
vi) Il n’existe pas de r-vecteurs de´composables u, v1, · · · , vp tels que :
∀t ∈ T,
p∏
k=1
< tu, vk >= 0.
En outre tout groupe connexe qui agit de fac¸on irre´ductible au sens faible sur∧
r
Rd agit de fac¸on totalement irre´ductible au sens faible.
De´monstration.
- i) ⇐⇒ ii). ¬ii) ⇒ ¬i) est clair. Pour voir que ¬i) ⇒ ¬ii). il suffit de conside´-
rer les sous-espaces de dimension maximum et de remarquer qu’ils ne peuvent
s’inclure dans une union finie de sous-espaces de dimension plus petite.
- ii)⇐⇒ iii). On applique le point pre´ce´dent a` H, car si T permute des espaces,
H aussi.
- ¬iii)⇒ ¬iv). Si H permute les sous-espaces de type (S) Vi, on pose H0 = {g ∈
H|gV1 = V1}. Pour chaque Vj, on choisit un gj ∈ H tel que gjV1 = Vj. Alors
H = ∪gjH0, donc H0 contredit iv).
- ¬iv) ⇒ ¬iii). Si H0 est d’indice fini et laisse le sous-espace V de type (S)
invariant, on prend g1, · · · , gp, un syste`me de repre´sentants de H/H0. Alors H
laisse stable l’union de sous-espaces de type (S) giV .
- Pour de´montrer que iii) ⇐⇒ v), le point pre´ce´dent permet de se ramener a`
montrer que l’irre´ductibilite´ d’un groupe e´quivaut a` l’irre´ductibilite´ du groupe
transpose´. C’est le cas car l’irre´ductibilite´ deH0 est l’absence de vecteurs de´com-
posables u, v tels que ∀g ∈ H < gu, v >= 0, i.e. tels que ∀g ∈ H < u,t gv >= 0.
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- ii)⇐⇒ vi). ¬ii)⇒ ¬vi) est clair. Supposons donc ¬vi) et notons R la re´union
des sous-espaces orthogonaux aux vk, 1 ≤ k ≤ p. Tu ⊂ R, donc pour tous
t1, · · · tm ∈ T , Tu ⊂ R ∩ t−11 R ∩ · · · ∩ t−1m R. Comme une intersection de sous-
espaces est encore un sous-espace, on construit ainsi des re´unions finies de
sous-espaces non triviaux de Rd qui contiennent Tu.
Soit k(t1, · · · tm) = max{dim(H)|H ⊂ R ∩ t−11 R ∩ · · · ∩ t−1m R} et k0 = min k.
Soit n(t1, · · · tm) = #{H ⊂ R ∩ t−11 R ∩ · · · ∩ t−1m R|dim(H) = k0} et n0 =
min{n(t1, · · · tm)|k(t1, · · · tm) = k0}.
Soient alors s1, · · · sm tels que n(s1, · · · sm) = n0 et k(s1, · · · sm) = k0. On ve´rifie
facilement que tout t ∈ T permute les sous-espaces de dimension k0 de R ∩
s−11 R∩ · · · ∩ s−1m R. En remplac¸ant les sous-espaces par ceux engendre´s par leur
intersection avec Tu, qui sont de type (S), on a bien ¬i).
- Enfin si H est connexe et permute les V1, · · · , Vm, on pose H0 = {g ∈ H|gV1 =
V1}. H/H0 est connexe (comme image de H par la projection) et a au plus m
e´le´ments. Comme les singletons sont ferme´s (car H0 l’est), on en de´duit que
H/H0 est re´duit a` un point, i.e. H = H0, donc H laisse V1 invariant.
Le lien entre les deux notions d’irre´ductibilite´ est donne´ par le lemme suivant :
Lemme 1.2.15. Si µ est une probabilite´ sur G et Tµ le semi-groupe ferme´ en-
gendre´ par son support, alors les deux assertions suivantes sont e´quivalentes :
i) Tµ agit de manie`re totalement irre´ductible sur Dr.
ii) Toute probabilite´ µ-invariante sur Dr est irre´ductible.
De´monstration. ¬ii)⇒ ¬i) :
Soient ν une probabilite´ µ-invariante sur Dr non-irre´ductible et V un sous-espace
de type (S) de
∧
r
Rd tel que ν
(
V
)
> 0 de dimension minimale.
Pour tout couple (y, g) ∈ G2, soit
∧
r
y.V =
∧
r
g.V , soit
∧
r
y.V ∩
∧
r
g.V est
un sous-espace de dimension strictement plus petite que celle de V . Dans le
second cas, ν
(∧
r
y.V ∩
∧
r
g.V
)
= ν
(∧
r
y.V ∩
∧
r
g.V
⋂Dr) = 0 car le dernier
ensemble engendre un sous-espace de type (S) de dimension strictement plus
petite que celle de V .
Donc pour tout α > 0, l’ensemble des
∧
r
g.V de mesure plus grande que α est
fini. Donc R =
{∧
r
g.V
∣∣∣∣∣ν
(∧
r
g.V
)
= sup
x∈G
ν
(∧
r
x.V
)}
est non vide et fini.
Comme ν est µ-invariante, on ve´rifie que
∀y ∈ G, ν
(∧
r
y.V
)
=
∫
G
ν
(∧
r
x−1y.V
)
µ(dx).
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En particulier, si
∧
r
y.V ∈ R,
∧
r
x−1.
∧
r
y.V ∈ R pour µ presque tout x, donc
les e´le´ments de R sont permute´s par les x−1 d’un ensemble de mesure 1. Or les
x qui permutent un ensemble fini de sous-espaces forment un groupe ferme´, donc
Tµ permute les sous-espaces de R.
¬i)⇒ ¬ii) :
Si Tµ laisse invariante une famille finie R de sous-espaces de type (S). L’inter-
section avec Dr de l’image de R dans P
(∧
r
Rd
)
est un compact invariant par
Tµ. Il porte donc une probabilite´ µ-invariante, qui est non-irre´ductible par de´fi-
nition.
Si G agit continuement sur un compact me´trique E, G agit aussi sur les pro-
babilite´s ρ sur E, par :
∀g ∈ G, ∀f ∈ C(E), g.ρ(f) =
∫
E
f(g.x)ρ(dx).
On peut alors montrer le lemme suivant, qui caracte´rise les contractions a` l’aide
des probabilite´s irre´ductibles.
Lemme 1.2.16. Soient (gn)n∈N ∈ GN et z ∈ Dr. La suite (gn)n∈N contracte Dr
en direction de z si et seulement si pour une (donc toute) probabilite´ faiblement
irre´ductible ρ sur P(
∧
r
Rd) la suite (gn.ρ)n∈N converge e´troitement vers δz.
De´monstration.
1) Les valeurs d’adhe´rence quasi-projective de
(∧
r
gn
)
n∈N
sont de la formeM =∧
r
x diag(τı : ı ∈ Cr)
∧
r
k avec x, k ∈ K et τır = 1.
Donc kerM = V ect({k−1eı|ı ∈ Cr, τı = 0}) = {k−1eı|ı ∈ Cr, τı 6= 0}⊥ est un
sous-espace de
∧
r
Rd re´duit a` {0} ou de type (S) donc ρ (kerM) = 0 pour
toute probabilite´ faiblement irre´ductible ρ. En particulierM.u est de´finie pour
ρ-presque tout u.
2) Supposons que (gn)n∈N ∈ GN contracte Dr en direction de z.
Soit ρ une probabilite´ faiblement irre´ductible sur P(
∧
r
Rd) et f une fonction
continue sur P(
∧
r
Rd). De toute suite extraite de (gn.ρ(f))n∈N, on peut extraire
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une suite (gαn .ρ(f))n∈N telle que
∧
r
gαn
‖
∧
r
gαn‖
→M .
gαnu→Mu = z de`s que u 6∈ kerM donc ρ-p.s. Par le the´ore`me de convergence
domine´e, on en de´duit que
gαn .ρ(f)→
∫
{u 6∈kerM}
f(M.u)ρ(du) = f(z) = δz(f).
C’est vrai pour toute suite extraite donc gn.ρ(f)→ δz(f).
C’est vrai pour toute fonction continue f donc gn.ρ→ δz.
3) Re´ciproquement, si ρ est une probabilite´ faiblement irre´ductible sur P(
∧
r
Rd)
telle que gn.ρ(f) → δz(f), tout valeur d’adhe´rence quasi-projective M de(∧
r
gn
)
n∈N
ve´rifie comme pre´ce´demment, pour toute fonction f continue sur
P(
∧
r
Rd) ∫
{u 6∈kerM}
f(M.u)ρ(du) = lim gαn .ρ(f) = δz(f).
On en de´duit M.u = z pour ρ-presque tout u.
Soit ginG, tel que z = g.eır et posons M.u = z si u ∈ kerM , alors :
M.u = z ⇐⇒ g−1M.u ∈ eır
⇐⇒ ∀ı ∈ Cr\{ır}, < g−1.M.u, eı >= 0
⇐⇒ ∀ı ∈ Cr\{ır}, u ∈ (tM tg−1eı)⊥.
Or pour tout ı ∈ Cr\{ır} tM tg−1eı est de´composable, donc s’il e´tait non nul
(tM tg−1eı)⊥ serait de type (S) , et donc M.u = z ne serait ve´rifie´ que sur
un ensemble ne´gligeable. Le noyau de tM contient donc tous les tg−1eı sauf
un, tM est de rang un, et M aussi. Son image ne peut alors eˆtre que z. Donc
(gn)n∈N contracte Dr en direction de z.
On reprend quelques re´sultats de [GG96] :
Notations. Si T est un sous-semi-groupe de G, on note :
– Tˆ =
{
u ∈M(R, Crd)
∣∣∣∃(un) ∈ TN, u = lim ∧run‖∧run‖ et rg(u) = 1}
– T0 = {g ∈ T |∧rg a une valeur propre dominante simple}
– p+(g) = Im(g) si g ∈ Tˆ , p+(g) = v et p−(g) = p+(tg) si v est vecteur propre
associe´ a` la valeur dominante de g ∈ T0.
– L(T ) =
{
p+(g)|g ∈ Tˆ
}
.
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Remarque 1.2.5. Soit g ∈ T0 de valeur propre dominante λ. Il suffit d’e´crire la
de´composition de Dunford de
∧
r
g pour voir que
∧
r
gn
λn
tend vers une projection
P sur p+(g). On en de´duit l’inclusion
p+(T0) ⊂ L(T ). (1.14)
En outre
∧
r
tgn
λn
tend vers tP , donc kerP = ImtP⊥ = p−(g)⊥. Donc
∧
r
gn.y tend
vers p+(g), si y /∈ p−(g)⊥.
En guise de re´ciproque a` l’inclusion 1.14, on a :
Lemme 1.2.17. Si T agit de fac¸on irre´ductible au sens faible sur
∧
r
Rd et si
Tˆ 6= ∅, alors :
– p+(T0) est dense dans L(T ).
– pour tout x ∈ Dr, L(T ) ⊂ T.x. En particulier, L(T ) est le plus petit ferme´
non vide T -invariant de Dr.
De´monstration. Si g ∈ Tˆ , alors il existe une suite (gn)n∈N ∈ TN telle que g =
lim
∧
r
gn
‖
∧
r
gn‖
.
Si p+(g) 6⊂ ker g, alors g est a` valeur propre dominante simple et donc
∧
r
gn
aussi pour n grand (cf par exemple [Ser02]). De plus la suite des valeurs propres
dominantes tend vers celle de g et donc p+(g) = lim p+(gn). (On ve´rifie facilement
que c’est la seule valeur d’adhe´rence possible.)
Sinon, comme le noyau de g est de type (S), l’irre´ductibilite´ de T assure
l’existence d’un h ∈ T tel que h.p+(g) 6⊂ ker g, et comme p+(g
∧
r
h) = p+(g) 6⊂∧
r
h−1 ker g = ker g
∧
r
h, on est ramene´ au cas pre´ce´dent. Dans les deux cas, on
a bien p+(g) ∈ p+(T0).
Soit maintenant x ∈ Dr, si x /∈ ker g, gn.x tend vers p+(g), sinon on prend
h ∈ T tel que h.x /∈ ker g, et (gnh.x)n∈N tend vers p+(g) donc dans les deux cas
p+(g) ∈ T.x .
Corollaire 1.2.18. Si T agit de fac¸on irre´ductible au sens faible sur
∧
r
Rd, alors
Tˆ 6= ∅ si et seulement si T0 6= ∅.
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Mais (tT )0 =
t T0, ce qui, combine´ au lemme 1.2.14, nous donne :
Corollaire 1.2.19. Le sous-semi-groupe T ⊂ G agit de fac¸on totalement irre´-
ductible sur Dr et posse`de une suite contractant Dr si et seulement si tT agit de
fac¸on totalement irre´ductible sur Dr et posse`de une suite contractant Dr.
1.3 E´tude des noyaux markoviens harmoniques
De´sormais, le de´calage θ est suppose´ localement sur ΣT : pour un certain
ρ < 1, on a ∀x, y ∈ ΣT , d(θax, θay) ≤ ρd(x, y). Il suffit pour cela de mettre une
me´trique adapte´e sur ΣT .
Notations :
On pose pn(x) = p(x)p(θx) · · · p(θn−1x). Si ν est une mesure, ‖ν‖ de´signera sa
variation totale.
On note Y1, Y2 · · · les projections sur les coordonne´es strictement ne´gatives de
ΣˆT = {(xn)n∈Z ∈ SN|∀n ∈ Z, Txn,xn+1} = 1 et X0, X1, · · · celles sur les coordon-
ne´es positives.
On de´finit alors :
- L’application line´aire P de C(ΣT ) dans lui meˆme, par :
∀h ∈ C(ΣT ), ∀x ∈ ΣT , Ph(x) =
∑
s∈S,s.x∈ΣT
p(s.x)h(s.x).
Par de´finition de µ, µP = µ, donc P est l’application duale du shift pour la
mesure µ.
- Pour s ∈ S, on note Xs = {x ∈ ΣT |x0 = s} et Ys = {y ∈ ΣtT |y0 = s}. Pour
tout x ∈ Xs, Px la mesure de Markov associe´e sur Ys : si f ne de´pend que de n
coordonne´es, Px(f) =
∑
sn···s1.x∈ΣT pn(sn · · · s1.x)f(s1, · · · , sn).
On peut alors identifier ΣˆT et
⋃
s∈S Ys ×Xs, et le calcul suivant montre que
µˆ =
∫
Px ⊗ δxµ(dx) est invariante par θ :∫
Px ⊗ δxµ(dx)([Yn = yn, · · · , Y1 = y1, X0 = x0, · · · , Xm = xm])
=
∫
[X0=x0,···,Xm=xm]
∑
sn···s1.x∈ΣT
pn(sn · · · s1.x)1[Y1=y1,···,Yn=yn](s1, · · · , sn)µ(dx)
=
∫ ∑
sn···s1.x∈ΣT
pn(sn · · · s1.x)1[X0=yn,···,Xn−1=y1](sn · · · s1.x)1[X0=x0,···,Xm=xm](x)µ(dx)
=
∫ ∑
sn···s1.x∈ΣT
pn(sn · · · s1.x)1[X1=yn,···,Xn=y1](sn · · · s1.x)1[Xn=x0,···,Xm+n=ym](sn · · · s1.x)µ(dx)
=
∫
P n1[X1=yn,···,Xn=y1,Xn=x0,···,Xm+n=ym]dµ
= µ([X1 = yn, · · · , Xn = y1, Xn = x0, · · · , Xm+n = ym]).
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Remarque 1.3.1. On ve´rifie sur les fonctions ne de´pendant que d’un nombre fini
de coordonne´es, que si p est α-ho¨lde´rienne, de constante de Ho¨lderM , alors, on a :
‖Px − Py‖ ≤Mdα(x, y)
∑
n≥0
ρ−nα.
De´finition 1.3.1 (Noyaux harmoniques). Soit Θ un ensemble d’indices et
x 7→ νx un noyau markovien continu en topologie vague de ΣT dans DΘ. Il est
dit harmonique s’il ve´rifie pour tout e´le´ment x de ΣT :
νx =
∑
s.x∈ΣT
p(s.x)A(s).νs.x .
Remarque 1.3.2. Si x 7→ νx est un noyau harmonique de ΣT dans DΘ, et si Θ˜ ⊂ Θ,
alors la projection de ν sur DΘ˜ est encore harmonique.
The´ore`me 1.3.2. Pour tout ensemble d’indices Θ, il existe un noyau harmonique
a` valeurs dans DΘ continu en variation.
De´monstration. On note N , le convexe des noyaux markoviens de ΣT dans DΘ
continus en topologie vague, muni de la me´trique de la convergence uniforme.
a) On de´finit l’ope´rateur R sur les noyaux, par :
(Rν)x =
∑
s.x∈ΣT
p(s.x)A(s).νs.x.
Si m est une probabilite´ sur DΘ, et mˆ le noyau de´fini par mˆx = m, alors :
(Rnmˆ)x =
∑
sn···s1.x∈ΣT
pn(sn · · · s1.x)A(s1) · · ·A(sn).m .
D’ou` ‖(Rnmˆ)x − (Rnmˆ)x′‖ ≤ ‖Px − Px′‖.
b) N0 = {η ∈ N |‖ηx − ηx′‖ ≤ ‖Px − Px′‖} est un convexe compact de N , par le
the´ore`me d’Ascoli et la continuite´ en variation de Px.
c) Conside´rons la suite de noyaux
mˆn =
1
n
n−1∑
k=0
Rkmˆ.
Le a) assure que les mˆn sont des e´le´ments de N0, donc par le b) on peut
extraire une sous-suite convergeant vers le noyau η ∈ N0.
De la relation Rmˆn = mˆn + 1
n
(Rn+1mˆ− mˆ), on de´duit que Rη = η, i.e. que η
est harmonique.
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De´finition 1.3.3 (Semi-groupes Rs). Pour tout s ∈ S, on note Rs le sous-
semi-groupe de G de´fini par :
Rs = {A(s1) · · ·A(sn)|sn · · · s1s ∈ Σ∗T , sn = s}.
The´ore`me 1.3.4. Si ν est un noyau harmonique a` valeurs dans Dr continu en
variation et s’il existe un s ∈ S, tel que l’action de Rs sur Dr soit totalement
irre´ductible, alors pour tout x ∈ ΣT , νx est une mesure irre´ductible.
Pour alle´ger les notations, on identifiera les sous-ensembles de
∧
r
Rd et leurs
images dans Dr.
La preuve va utiliser les lemmes suivants :
Lemme 1.3.5. Soit ν une probabilite´ sur Dr, Hν l’ensemble des sous-espaces
H de type (S) de
∧
r
Rd de dimension minimale tels que ν(H) > 0, et m =
sup{ν(H)|H ∈ Hν}. Alors l’ensemble des H ∈ Hν tels que ν(H) = m est non
vide et fini. De plus, il existe εν > 0 tels que pour tout H ∈ Hν, on ait ν(H) = m
ou ν(H) ≤ m− εν. En outre si H et H ′ sont deux e´le´ments distincts de Hν, on
a ν(H ∩H ′) = 0.
De´monstration. Commenc¸ons par la dernie`re assertion : ν(H ∩H ′) = 0, car c’est
la mesure de l’image du sous-espace engendre´ par les r-vecteurs de´composables de
H ∩H ′, qui est de type (S) et de dimension strictement infe´rieure a` celle de H et
H ′. On en de´duit que pour tout A > 0 l’ensemble des H ∈ Hν tels que ν(H) ≥ A
a au plus 1
A
e´le´ments, ce qui donne le reste du lemme en prenant 0 < A < m.
Lemme 1.3.6. Avec les notations pre´ce´dentes, soit k un entier, H une famille
de re´unions de k sous-espaces. Alors h(x) = sup{νx(W )|W ∈ H} de´finit une
fonction h continue sur ΣT . En particulier, elle atteint son maximum sur un
ferme´ non vide.
De´monstration. A`W fixe´,
∣∣νx (W)− νx′ (W)∣∣ ≤ ‖νx−νx′‖, donc |h(x)−h(x′)| ≤
‖νx − νx′‖, ce qui prouve la continuite´ de h.
De´monstration du the´ore`me 1.3.4. Supposons que x 7→ νx soit un noyaux har-
monique tel que νx ne soit pas toujours irre´ductible. Pour tout l, on note Hl
l’ensemble des sous-espaces de type (S) de
∧
r
Rd de dimension l. Posons :
p = min{l ∈ N|∃x ∈ ΣT ,∃H ∈ Hl, νx(H) > 0},
m = sup{νx(H)|x ∈ ΣT , H ∈ Hp},
E = {x ∈ ΣT |∃H ∈ Hp, νx(H) = m},
Hx = {H|νx(H) = m} et Wx = ∪H∈HxH.
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Tout d’abord E est un ferme´ non vide d’apre`s le lemme 1.3.6 et, si x ∈ E,Wx est
toujours une union finie de sous-espaces de type (S) d’apre`s le lemme 1.3.5 .
De la relation d’harmonicite´, on de´duit,
∀x ∈ E, ∀s ∈ S, s.x ∈ ΣT ⇒
(
s.x ∈ E,A(s)−1Hx ⊂ Hs.x
)
et finalement E = ΣT .
Soit n0 = sup#Hx qui est atteint car le lemme 1.3.5 implique #Hxm ≤ 1. On
refait le raisonnement pre´ce´dent avec H′ l’ensemble des unions de n0 sous-espaces
de type (S) de
∧
r
Rd de dimension p et on en de´duit que
{x|#Hx = n0} =
{
x
∣∣∣∣ sup
H∈H′
νx(H) = n0m
}
= ΣT
et que A(s)−1Hx = Hs.x, d’ou`
Ws.x = A(s)
−1Wx. (1.15)
Montrons maintenant que x 7→ Hx est localement constante : soit x fixe´, on
applique le lemme 1.3.5 a` νx, ce qui donne un  > 0 tel que, pour tout H ∈ Hp,
νx(H) = m ou νx(H) ≤ m− . Or il existe un voisinage U de x dont les e´le´ments
y ve´rifient ‖νy−νx‖ < . Si y ∈ U et H ∈ Hy, alors νx(H) ≥ νy(H)−‖νy−νx‖ >
m− , donc νx(H) = m et H ∈ Hx. Alors Hy ⊂ Hx et par cardinalite´ Hy = Hx.
Pour s ∈ S, x 7→ Wx est localement constante sur le compact {x0 = s} et
W = ∪x0=sWx est donc une union finie de sous-espaces de type (S) de dimension
p, invariante par Rs d’apre`s l’e´quation (1.15). Pour le s de l’hypothe`se, c’est une
contradiction.
1.4 Proprie´te´s de contraction
Le but de cette partie est de montrer le the´ore`me suivant :
The´ore`me 1.4.1. S’il existe un s ∈ S tel que Rs agisse de manie`re totalement
irre´ductible sur Dr, et une suite (sn1 , · · · , snkn)n∈N a` valeurs dans ΣtT telle que
(sn1 · · · snkn)n∈N contracte Dr, alors pour tout x ∈ ΣT et Px-presque tout y ∈ Yx0,
la suite (y1 · · · yn)n∈N contracte Dr, en direction de z(y). En outre x 7→ z(Px) est
l’unique noyau harmonique a` valeurs dans Dr continu en variation.
On commence par deux lemmes :
Lemme 1.4.2. Si (Mn)n∈N est une suite de matrices convergeant vers M 6= 0 et
νn une suite de probabilite´s irre´ductibles sur Dr convergeant en variation vers ν,
alors Mn.νn converge e´troitement vers M.ν .
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De´monstration. Il est clair que ν est irre´ductible. Soit f ∈ C(Dr), alors :
|Mn.νn(f)−M.ν(f)| ≤ |Mn.νn(f)−Mn.ν(f)|+ |Mn.ν(f)−M.ν(f)|
≤ ‖νn − ν‖ ‖f‖∞ +
∫
|f ◦Mn(u)− f ◦M(u)|ν(du).
Le premier terme tend vers ze´ro par hypothe`se. Puisque ν est irre´ductible f ◦
Mn(u) tend vers f◦M(u) pour ν-presque tout u et par le the´ore`me de convergence
domine´e le second terme tend aussi vers ze´ro.
Lemme 1.4.3. Si ν est un noyau harmonique de ΣT dans Dr,alors pour tout
x ∈ ΣT et Px-presque tout y ∈ Yx0 :
i) La suite (A(y1) · · ·A(yn).νyn···y1.x)n∈N converge e´troitement vers une probabi-
lite´ note´e pi(y, x),
ii) Pour tout k ∈ N, et tous les sn1 , · · · , snk ∈ S tels que snk · · · sn1yn · · · y1.x ∈ ΣT ,(
A(y1) · · ·A(yn)A(sn1 ) · · ·A(snk).νsnk ···sn1 yn···y1x
)
n∈N converge e´troitement vers pi(y, x).
De´monstration. Le point clef de la de´monstration consiste a` montrer que pour
toute fonction f ∈ C(Dr), les variables ale´atoires fn de´finies sur Ys par
fn(y) = A(y1) · · ·A(yn).νyn···y1.x(f)
forment une martingale sous Px pour la filtration naturelle des applications coor-
donne´es. Ceci est donne´ par le calcul suivant :∫
{Yi=y0i }i=1,···,n
fn+1(y)Px(dy)
=
∑
s:sy0n···y01x∈ΣT
pn+1(sy
0
n · · · y01.x)A(y01) · · ·A(y0n)A(s).νsy0n···y01 .x(f)
= pn(y
0
n · · · y01.x)
∑
s:sy0n···y01x∈ΣT
p(sy0n · · · y01.x)A(s).νsy0n···y01 .x(f ◦ A(y01) · · ·A(y0n))
= pn(y
0
n · · · y01.x)(νP )y0n···y01 .x(f ◦ A(y01) · · ·A(y0n))
= pn(y
0
n · · · y01.x)A(y01) · · ·A(y0n).νy0n···y01 .x(f)
=
∫
{Yi=y0i }i=1,···,n
fn(y)Px(dy).
La suite (fn)n∈N est borne´e par ‖f‖∞, donc elle converge presque suˆrement
vers une limite pi(y, x)(f).
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Montrons maintenant la seconde proprie´te´. Soit f ∈ C(Dr), on a :∫ ∑
n∈N
∑
sn1 ,···,snk
pk(s, yn · · · y1.x)
(
fn(y)− A(y1) · · ·A(yn)A(sn1 ) · · ·A(snk).νsnk ···sn1 yn···y1x(f)
)2 Px(dy)
=
∑
n∈N
∫
(fn(y)− fn+k(y))2Px(dy)
=
∑
n∈N
(∫
f 2n(y)Px(dy)−
∫
f 2n+k(y)Px(dy)
)
≤k‖f‖∞.
On en de´duit que Px-presque suˆrement le terme ge´ne´ral de la se´rie tend vers
ze´ro, c’est-a`-dire, puisque p admet un minimum strictement positif, que pour
toutes les suites finies (sni )i∈Ik admissibles, la suite de mesures(
A(y1) · · ·A(yn)A(sn1 ) · · ·A(snk).νsnk ···sn1 yn···y1x(f)
)
n∈N
tend vers pi(y, x)(f).
On applique maintenant ces re´sultats a` un sous-ensemble de´nombrable dense
de C(Dr), ce qui conclut la de´monstration du lemme.
De´monstration du the´ore`me 1.4.1 . Soit ν un noyau harmonique a` valeurs dans
Dr continu en variation (le the´ore`me 1.3.2 en assure l’existence). Soit y ∈ Xs ve´ri-
fiant les conclusions du lemme 1.4.3, on va montrer que la suite (A(y1) · · ·A(yn))n∈N
contracte Dr. Soit doncM une valeur d’adhe´rence de cette suite. Quitte a` extraire
une sous-suite, on peut supposer que
(
A(y1)···A(yn)
‖A(y1)···A(yn)‖
)
n∈N
converge vers M et que
yn · · · y1.x converge vers x′. Alors le lemme 1.4.2 donne pi(x, y) =M.νx′ , mais aussi
pi(x, y) = MA(s1) · · ·A(sk).νsk···s1.x′ , pour tout (s1, · · · , sk) tels que sk · · · s1.x′ ∈
ΣT . Il suffit de montrer que pi(y, x) est une mesure de Dirac en z, car alors, comme
νx′ est irre´ductible, l’image deM sera z (la caracte´risation des suites contractantes
par leur action sur les probabilite´s irre´ductibles reste valable pour des applica-
tions quasi-projectives). Comme T est irre´ductible, quitte a` changer M , on peut
supposer que x′0 = s, ou` le s est celui de l’e´nonce´. Par hypothe`se, il existe une suite
(sn1 , · · · , snkn)n∈N telle que (A(sn1 ) · · ·A(snkn))n∈N contracte Dr en direction d’un z.
Quitte a` extraire, on peut supposer que s1 est constante et comme T est irre´duc-
tible, que Ts1,s = 1. Comme l’action de Rs est irre´ductible, il existe a1 · · · ak ∈ Ys,
tels que A(a1) · · ·A(ak)z /∈ kerM , donc
(
MA(a1) · · ·A(ak)A(sn1 ) · · ·A(snkn)
)
n∈N
contracte Dr en direction de MA(a1) · · ·A(ak)z. En extrayant et en appliquant
encore une fois le lemme 1.4.2, on obtient pi(y, x) = δMA(a1)···A(ak)z.
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On a ainsi montre´ que pour tout noyau harmonique a` valeurs dans Dr continu
en variation pi(y, x) = δz(y). Ve´rifions sur une fonction ϕ ∈ C(Dr) que z(Px) = νx :
z(Px)(ϕ) =
∫
ϕ(z(y))Px(dy)
=
∫
lim
n
A(y1) · · ·A(yn).νyn···y1.x(ϕ)Px(dy)
= lim
n
∫
A(y1) · · ·A(yn).νyn···y1.x(ϕ)Px(dy) (convergence domine´e)
= νx(ϕ) (harmonicite´ de ν).
1.5 Se´paration des exposants
On va de´montrer le the´ore`me 1.1.3 . Pour cela on utilisera le lemme de the´orie
ergodique bien connu suivant :
Lemme 1.5.1. Si (Ω,F ,P, θ) est un syste`me dynamique et f une fonction P-
inte´grable telle que les sommes de Birkhoff Snf tendent presque suˆrement vers
−∞, alors ∫ fdP < 0.
On va maintenant construire le syste`me dynamique auquel appliquer ce lemme.
Pour 0 ≤ k ≤ d on introduit les fonctions σk sur G×Dk et G×D, ou` D de´signe
l’espace des drapeaux complets, de´finies par :
– σ0 = 1,
– ∀v ∈
∧
k
Rd, ∀g ∈ G, σk(g, v) = ‖
∧
k gv‖
‖v‖ ,
– ∀∂ ∈ D, ∀g ∈ G, σk(g, ∂) = σk(g, pik(∂)).
On note Pk l’extension de P a` ΣT ×Dk de´finie pour tout ϕ ∈ C(ΣT ×Dk) par
Pkϕ(x, v) =
∑
s.x∈ΣT ϕ(s.x, A(s).v)p(s.x) et Pc l’extension analogue sur ΣT ×D.
On note M c et Mk les convexes forme´s des probabilite´s respectivement Pc- et
Pk-invariantes.
Pour tout k et tout η ∈Mk, on pose :
Ikη =
∫ ∑
s.x∈ΣT
p(s.x) log σk(A(s), v)η(dx, dv).
Si ηk est la projection de η ∈M c sur ΣT ×Dk, alors ηk ∈Mk et on note Ikη pour
Ikηk .
On peut maintenant de´montrer le lemme suivant, qui donnera la probabilite´
du s.d.m. auquel appliquer le lemme 1.5.1 :
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Lemme 1.5.2. Pour tout 0 ≤ k ≤ d :
k∑
i=1
γi = sup
η∈Mk
Ikη = sup
η∈Mc
Ikη
et il existe un η ∈M c pour lequel tous les sup sont atteints.
De´monstration. On note Γk =
∑k
i=1 γi et, pour tout xˆ ∈ ΣˆT , xˆ = (y, x).
Posons, pour (xˆ, v) ∈ ΣˆT×Dk, θ˜(xˆ, v) = (θ−1xˆ, A(y1).v) et fk(xˆ, v) = log σk(A(y1), v).
Si η ∈ Mk, on munit ΣT × Dr de la loi η˜ de´finie comme
∫
δ(x,v) ⊗ Px η(dx, dv),
qui est θ˜-invariante. On ve´rifie facilement que :
n−1∑
i=1
fk ◦ θ˜i(xˆ, v) = log σk(A(yn) · · ·A(y1), v). (1.16)
D’ou` :
Ikη =
∫
fk(xˆ, v)η˜(dxˆ, dv)
=
1
n
∫
log σk(A(yn) · · ·A(y1), v)Px(dy)η(dx, dv)
≤ 1
n
∫
log ‖
∧
k
A(yn) · · ·A(y1)‖Px(dy)η(dx, dv)
=
1
n
∫
log ‖
∧
k
A(yn) · · ·A(y1)‖Px(dy)µ(dx)
(La projection de η sur ΣT est Q-invariante)
=
1
n
∫
log ‖
∧
k
A(yn) · · ·A(y1)‖µˆ(dxˆ).
Le dernier terme tend vers Γk, d’ou` Γk ≥ supη∈Mk Ikη ≥ supη∈Mc Ikη .
Pour de´montrer les ine´galite´s inverses, on utilise que, pour tout g ∈ G, si mK
de´signe la mesure de Haar sur K = O(d,R), on a :
0 ≤ log ‖
∧
k
g‖ −
∫
log σk(g, κ.eık)mK(dκ)
= log aık(g)−
∫
log ‖
∧
k
a(g)
∧
k
κeık‖mK(dκ)
≤ log aık(g)−
∫
log <
∧
k
a(g)
∧
k
κeık , eık > mK(dκ)
= log aık(g)−
∫
log <
∧
k
κeık ,
∧
k
a(g)eık > mK(dκ)
= ‖φk‖L1(K,mK).
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Ou` φk est la fonction de´finie sur K par φk(κ) = log < κ.eık , eık > dont on sait
qu’elle est mK-inte´grable (cf lemme 1.2.7). On notera C =
d∑
k=1
‖φk‖L1(K,mK). On
a donc, si ∂0 de´signe le drapeau complet canonique :
0 ≤
d∑
k=1
∣∣∣∣∣
∫
mK(dκ)
∫ (
log ‖
∧
k
A(yn) · · ·A(y1)‖ − log σk(A(yn) · · ·A(y1), κ∂0)
)
µˆ(dxˆ)
∣∣∣∣∣ ≤ C.
Le lemme de Fatou et la majoration assurent que :
lim inf
n→∞
d∑
k=1
1
n
∣∣∣∣∣
∫ (
log ‖
∧
k
A(yn) · · ·A(y1)‖ − log σk(A(yn) · · ·A(y1), κ∂0)
)
µˆ(dxˆ)
∣∣∣∣∣ = 0mK-p.s.
En particulier, il existe un κ ∈ K et une suite extraite n′ tels que pour tout k ∈ Id,
on ait :
lim
n′→∞
1
n′
∫
log σk(A(yn) · · ·A(y1), κ∂0)µˆ(dxˆ) = lim
n′→∞
1
n′
∫
log ‖
∧
k
A(yn) · · ·A(y1)‖µˆ(dxˆ) = Γk.
On pose donc f ′k(x, ∂) =
∫
fk(xˆ, pik(∂))Px(dy) =
∑
p(s.x) log σk(A(s), ∂) et en
inte´grant l’e´quation (1.16) par rapport a` µˆ, on trouve, pour tout k :
n′−1∑
i=0
P ic(µ× δκ∂0)(f ′k) =
∫
log σk(A(yn) · · ·A(y1), κ∂0))µˆ(dxˆ).
On prend alors pour η, une valeur d’adhe´rence de la suite 1
n′
∑n′
i=0 P
i
c(µ × δκ∂0),
ce qui assure η ∈M c et la relation pre´ce´dente donne Ikη = ηk(f ′k) = Γk.
De´monstration du the´ore`me 1.1.3 . On prend le η donne´ par le lemme. On pose
σ =
σr+1σr−1
σ2r
.
Alors on a : ∫
log σ dη = Ir+1η + I
r−1
η − 2Irη = γr+1 − γr.
On garde les notations du lemme pre´ce´dent et on de´finit g(∂, y) = log σ(A(y1), ∂)
et ηˆ =
∫
δ(x,∂) ⊗ Pxη(dx, d∂). Comme pre´ce´demment pour fk, on a :
(∗∗) log σ(A(yn) · · ·A(y1), ∂) =
n∑
i=0
g ◦ θ˜k(∂, y).
Graˆce au corollaire 1.2.19, on peut appliquer le the´ore`me 1.4.1 au syste`me ob-
tenu en remplac¸ant les e´le´ments de S par leurs transpose´es, ce qui assure que
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t(A(yn) · · ·A(y1)) contracte Dr, Px-presque suˆrement pour tout x, en direction
de z. Soit ∂ ∈ D tel que (pir−1(∂), pir(∂), pir+1(∂)) = (v, v′, v′′) fixe´, avec v, v′, v′′
normalise´s. On a alors :
σ(A(yn) · · ·A(y1), ∂) = ‖A(yn) · · ·A(y1)v‖.‖A(yn) · · ·A(y1)v
′′‖
‖A(yn) · · ·A(y1)v′‖2
≤ aır−1(A(yn) · · ·A(y1)).aır+1(A(yn) · · ·A(y1))‖A(yn) · · ·A(y1)v′‖2
=
(
aır(
t(A(yn) · · ·A(y1)))
‖A(yn) · · ·A(y1)v′‖
)2
ar+1(
t(A(yn) · · ·A(y1)))
ar(t(A(yn) · · ·A(y1))) .
Le lemme 1.2.10 nous dit que quand t(A(yn) · · ·A(y1)) contracte Dr vers un z(y),
la seconde fraction tend vers 0 et l’inverse de la premie`re vers |<v
′,z(y)>|
‖z(y)‖ . Or cette
dernie`re valeur est non nulle, Px-presque suˆrement pour tout x, car z(Px) = νx est
irre´ductible (the´ore`me 1.3.4). Donc pour tout ∂ ∈ D, σ(A(yn) · · ·A(y1), ∂) tend
vers 0 Px-presque suˆrement pour tout x. Donc σ(A(yn) · · ·A(y1), ∂) tend vers 0
ηˆ-presque suˆrement et d’apre`s(**),
lim
n→∞
n∑
i=0
g ◦ θ˜i(∂, y) = −∞ ηˆ-p.s..
On en conclut graˆce au lemme 1.5.1 que :
γr+1 − γr =
∫
log σ dη =
∫
g dηˆ < 0.
Remarque 1.5.1. La de´monstration a montre´ que les exposants sont se´pare´s, de`s
qu’il existe un Ts totalement irre´ductible, et une suite contractante de matrices
dans {A(sn) · · ·A(s1)|n ∈ N, (s1, · · · , sn) ∈ Σ∗T}. En fait cette condition n’est
pas plus faible que celle du the´ore`me 1.1.3 car l’irre´ductibilite´ de T permet d’en
de´duire une suite de Ts contractante. (On fait comme dans la de´monstration de
1.4.1 .)
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Deuxie`me partie
Applications topicales ale´atoires
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Chapitre 2
Matrices ale´atoires dans
(R,max,+) : ordre 1
2.1 Pre´sentation et re´sume´
Beaucoup de syste`mes ou` plusieurs taches sont exe´cute´es successivement peuvent
se mode´liser par des e´quations ”(max+)-line´aires” et donc par des suites re´cur-
rentes stochastiques gouverne´es par des applications ”(max+)-line´aires”. Pour des
exemples, le lecteur est renvoye´ a` l’introduction et aux re´fe´rences qui y sont don-
ne´es. On introduit maintenant le semi-anneau Rmax et les structures alge´briques
associe´es, puis on pre´sente le plan du chapitre. Les principaux re´sultats sont com-
mente´s dans l’introduction ge´ne´rale de la the`se.
Pour tout entier k on notera Ik l’ensemble des entiers compris entre 1 et k.
De´finition 2.1.1 (Alge`bre (max,+)).
i) L’ensemble Rmax := R ∪ {−∞} est muni des lois ⊗,⊕ de´finies par :
∀x, y ∈ Rmax,
{
x⊕ y := max(x, y)
x⊗ y := x+ y .
ii) Pour tout d ∈ N, l’ensemble Rdmax est muni d’une structure analogue a` celle
d’espace vectoriel par :
∀x, y ∈ Rdmax,∀α ∈ Rmax,∀i ≤ k,
{
(x⊕ y)i := xi ⊕ yi
(α⊗ x)i := α⊗ xi .
iii) Pour tout k, l,m ∈ N, deux matrices A ∈ Rk×lmax et B ∈ Rl×mmax ont pour produit
la matrice AB ∈ Rk×mmax de´finie par :
∀i ∈ Ik,∀j ∈ Im, (AB)ij :=
l⊕
p=1
Aip ⊗Bpj.
On note A⊗n la enie`me puissance de A pour cette ope´ration.
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En particulier, si x ∈ Rlmax, alors Ax ∈ Rkmax est de´finie par :
∀i ∈ Ik, (Ax)i =
l⊕
j=1
Aij ⊗ xj.
Proposition 2.1.2.
i) Les lois de Rmax sont associatives et commutatives, la multiplication ⊗ est
distributive par rapport a` l’addition ⊕. La multiplication admet 0 comme
e´le´ment neutre, l’addition −∞. L’ensemble Rmax n’est pas un anneau car ⊕
n’est pas inversible, par contre on remarque que ∀x ∈ Rmax, x⊕ x = x et on
dit donc que Rmax est idempotent.
ii) La restriction a` Rd des ”droites” de Rdmax (les ensembles de la forme R⊗ x)
sont les droites affines de Rd de vecteur directeur t(1, · · · , 1). Deux e´le´ments
d’une meˆme droite (max,+) sont dits proportionnels au sens (max,+).
iii) La matrice A ∈ Rk×lmax de´finit l’application (max,+)-line´aire A˜ de Rlmax dans
Rkmax par
∀x ∈ Rlmax, A˜(x) := Ax,
et le produit des matrices correspond a` la composition des applications. Si A
n’a pas de ligne de −∞, elle de´finit aussi une application de Rl dans Rk.
iv) L’image de A˜ est stable par les ope´rations de Rlmax. C’est le sous-espace
(max,+)-vectoriel engendre´ par les colonnes de A. En fait, on a comme dans
le cas line´aire :
∀x ∈ Rkmax, Ax =
⊕
j∈Ik
xj ⊗ A.j .
De´monstration. il suffit de le ve´rifier par des calculs. Apre`s le i), ce sont les meˆmes
calculs que dans un corps, car on ne fait ni division ni soustraction.
La multiplication a` gauche par une matrice ne comportant pas de ligne de −∞
est une application de Rd dans Rd croissante pour l’ordre produit et additivement
homoge`ne. Une telle application est dite topicale :
De´finition 2.1.3 (Fonctions topicales). On note
−→
1 pour t(1, · · · , 1, ) et −→0
pour t(0, · · · , 0). Une application A de Rk dans Rl est dite topicale si elle ve´rifie :
∀x ∈ Rk,∀λ ∈ R, A(x+ λ−→1 ) = Ax+ λ−→1
∀x, y ∈ Rk, (∀i ∈ Ik, xi ≤ yi)⇒ (∀i ∈ Il, (Ax)i ≤ (Ay)i) . (2.1)
L’ensemble des applications topicales de Rd dans lui meˆme est note´ Topd.
Ce type d’application a e´te´ introduit par J. Gunawardena et M. Keane dans [GK95].
Remarquons simplement que Topd est stable par composition et par les ope´rations
min, max et +.
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Notations : Dans tout le texte (Ω, θ,P) sera un syste`me dynamique mesu-
rable et A une application mesurable de Ω a` valeurs dans un ensemble d’appli-
cations d’un espace dans lui meˆme. En ge´ne´ral il s’agira de l’ensemble Rd×dmax des
matrices carre´es de taille d a` coefficients dans Rmax, identifie´es aux applications
associe´es, ou de l’ensemble Topd. On notera indiffe´remment A ◦ θn ou A(n).
On s’inte´resse au comportement asymptotique des variables x(n, x0) de´finies
par : {
x(0, x0) = x0
x(n+ 1, x0) = A(n)x(n, x0).
(2.2)
On de´finit aussi le produit An := A(n−1)A(n−2) · · ·A(0) tel que x(n, x0) = Anx0
et la suite y(n, x0) := A(1) · · ·A(n)x0.
On rappelle dans la partie 2.2 diffe´rents re´sultats du premier ordre : loi forte
des grands nombres pour (y(n,X0))n∈N, ou` X0 est une variable ale´atoire, sous
une simple condition d’inte´grabilite´, et pour (x(n,X0))n∈N sous des hypothe`ses
supple´mentaires.
Les exemples 1 et 2 montrent que l’on ne peut pas espe´rer de loi forte des
grands nombres pour la suite (x(n,X0))n∈N sous des hypothe`ses aussi larges que
celles qui assurent la loi forte des grands nombres pour (y(n,X0))n∈N. En re-
vanche la loi faible des grands nombres pour (x(n,X0))n∈N de´coule de celle pour
(y(n,X0))n∈N.
On e´tend dans la partie 2.3 certains re´sultats de [BL92] et de [Bac92] sur les
suites de variables ale´atoires de´finies par l’e´quation
Y (n+ 1) = A(n)Y (n)⊕B(n) (2.3)
du cas B = 0 au cas B ∈ L1. On s’affranchit aussi de la condition dite de
pre´ce´dence qui interdit aux e´le´ments diagonaux de prendre la valeur −∞, et on
remplace les matrices dans Rmax par des applications topicales ge´ne´ralise´es.
Signalons aussi que P. Glasserman et D. Yao me`nent dans [GY95] une e´tude
unifie´e des solutions d’e´quations du type de (2) quand An prend ses valeurs dans
un espace de matrices a` coefficients dans divers semi-anneaux. La preuve du
the´ore`me 2.3.1 revient a` mener cette e´tude, quand An prend ses valeurs dans
l’ensemble des applications topicales ge´ne´ralise´es.
Suivant en cela [Bac92], nous utilisons les re´sultats de la partie 2.3 pour mon-
trer (the´ore`me 2.4.4) que l’exposant de Lyapunov maximal d’une matrice A est le
maximum des exposants des blocs diagonaux, et cela sans aucune autre condition
que l’ergodicite´.
En revanche l’abandon de la condition de pre´ce´dence introduit la possibilite´
de nouveaux comportements de la suite (x(n,X0))n∈N. On doit donc imposer des
conditions supple´mentaires pour assurer la loi forte des grands nombres.
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Ces conditions seront soit l’inde´pendance des A(n) et une condition d’absence
de ligne de−∞ dans certains blocs de la matrice (the´ore`me 2.4.8 et son corollaire),
soit des conditions de structure fixe et d’ergodicite´ renforce´e (the´ore`me 2.4.10 et
lemme 2.4.7).
L’exemple 1 montre que ni la structure fixe ni la condition sur les blocs n’assure
seule la loi forte des grands nombres. L’exemple 2 montre que l’inde´pendance, et
donc l’ergodicite´ renforce´e, non-plus.
2.2 Cas ge´ne´ral
Dans de nombreux cas, on veut e´viter que x(n,X0) prenne des valeurs infinies.
On a vu que la condition minimale est l’absence de ligne de −∞ dans les matrices.
On de´finit donc la condition suivante :
De´finition 2.2.1 (Condition de topicalite´). On dit qu’une matrice ale´atoire
A ve´rifie la condition T si P(∀i ∈ Id,∃j ∈ Id, Aij 6= −∞) = 1.
M.Crandall et L.Tartar ont remarque´ (cf. [CT80]) que les applications topi-
cales sont exactement les applications additivement homoge`nes 1-lipschitziennes
pour la norme infinie. On en de´duit que si A est a` valeurs dans Topd, et si(
x(n,
−→
0 )
)
n∈N
satisfait une loi forte des grands nombres, alors pour toute condi-
tion initiale X0 inte´grable, (x (n,X0))n∈N satisfait aussi une loi forte des grands
nombres. On se restreindra donc de´sormais au cas X0 =
−→
0 .
Pour pouvoir traiter le cas des matrices ale´atoires non-irre´ductibles, on devra
conside´rer des sous-matrices, qui ne ve´rifieront pas la condition T. On de´finit
donc un ensemble un peu plus grand que les applications topicales, qui inclut a`
la fois les matrices avec des lignes de −∞ et les applications topicales.
De´finition 2.2.2 (Fonctions topicales e´tendues). On note Toped l’ensemble
des applications de Rdmax dans lui meˆme, ve´rifiant les relations suivantes :
∀x ∈ Rdmax,∀λ ∈ Rmax, A(x+ λ−→1 ) = Ax+ λ−→1
∀x, y ∈ Rdmax, (∀i ∈ Ik, xi ≤ yi)⇒ (∀i ∈ Il, (Ax)i ≤ (Ay)i)
(2.4)
Il est clair que Toped contient Rd×dmax. A. Burbanks et C. Sparrow ont montre´
dans [BS99] que toute application de Topd se prolonge en une application de
Toped. En effet la monotonie permet de de´finir les applications sur Rdmax, et les
proprie´te´s de monotonie et d’homoge´ne´ite´ sont pre´serve´es.
L’ensemble Toped est stable par composition et par les ope´rations min, max
et +.
De´finition 2.2.3 (Espace projectif (max,+)).
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1. On appelle espace projectif au sens (max,+) et on note PRdmax l’espace Rd
quotiente´ par la relation ∼ de coline´arite´ dans Rdmax :
x ∼ y ⇔ (∀i, j ∈ Id, (x− y)i = (x− y)j) .
On note x le projete´ de x ∈ Rd dans PRdmax :
∀α ∈ R,∀x ∈ Rd, α⊗ x = x.
2. L’application x 7→ (xi − xj)i<j fait de PRdmax un sous-espace vectoriel de
R
d(d−1)
2 de dimension d−1. La norme infinie de R d(d−1)2 induit donc une norme
sur PRdmax que l’on notera |x|P := maxxi−minxi. Par abus d’e´criture, on
notera parfois aussi |x|P pour |x|P .
3. On appelle distance projective sur Rdmax\{(−∞)d} la pseudo distance δ
de´finie par
∀u, v ∈ Rd, δ(u, v) =
⊕
i
(ui − vi) +
⊕
i
(vi − ui), (2.5)
avec la convention ”−∞−−∞ = 0”. Si les coordonne´es de u et v qui valent
−∞ sont les meˆmes, alors δ(u, v) = |u− v|P ∈ R. Si elles sont diffe´rentes,
alors δ(u, v) = +∞.
4. Pour tout A ∈ Rd×dmax, on appelle diame`tre projectif de A la quantite´
D(A) := sup
u,v∈Rd
δ(Au,Av).
Proposition 2.2.4.
1. Une application topicale A agit sur PRdmax par Ax := Ax. L’application
qu’elle de´finit ainsi ne de´pend que de son projete´ dans PRd×dmax.
2. Pour toute suite (nx)n∈N a` valeurs dans Rd, (nx)n∈N converge dans PRdmax
vers x si et seulement si pour tous les i, j ∈ Id, la suite (nxi−n xj)n∈N tend
vers xi − xj.
3. Si A ∈ Topd, alors l’application qu’elle de´finit sur PRdmax est 1-lipschitzienne :
∀u, v ∈ Rd, δ(Au,Av) ≤ δ(u, v).
4. Pour toutes matrices A,B ∈ Rd×dmax on a :
∀u ∈ Rd, δ(Au,Bu) ≤ δ(A,B), (2.6)
ou` δ(A,B) est la pseudo-distance sur l’ensemble Rd×dmax.
52 CHAP. 2 MATRICES DANS (R,max,+) : ORDRE 1
De´monstration. Seules les deux dernie`res affirmations ne´cessitent une de´mons-
tration. Pour l’affirmation 3, on remarque que pour tout u, v ∈ Rd, on a :
u ≤ v +
⊕
i
(ui − vi)−→1 .
Donc on a,
Au ≤ Av +
⊕
i
(ui − vi)−→1 , (2.7)
donc aussi
⊕
i((Au)i − (Av)i) ≤
⊕
i(ui − vi) et
δ(Au,Av) =
⊕
i
((Au)i − (Av)i) +
⊕
i
((Av)i − (Au)i)
≤
⊕
i
(ui − vi) +
⊕
i
(vi − ui)
= δ(u, v).
De´montrons l’affirmation 4. Pour tout i ∈ Id, il existe un j ∈ Id tel que
(Au)i = Aij + uj. Comme (Bu)i ≥ Bij + uj, on a :
(Au)i − (Bu)i ≤ Aij −Bij ≤
⊕
j
(Aij −Bij).
D’ou` l’on de´duit ⊕
i
((Au)i − (Bu)i) ≤
⊕
i,j
(Aij −Bij).
Et d’apre`s (2.5), on a :
δ(Au,Bu) =
⊕
i
((Au)i − (Bu)i) +
⊕
i
((Bu)i − (Au)i)
≤
⊕
i,j
(Aij −Bij) +
⊕
i,j
(Bij − Aij)
= δ(A,B).
Comme les matrices sans lignes de −∞ sont exactement celles qui laissent
stable Rd, elles sont stables par composition. On en de´duit le re´sultat suivant :
Proposition 2.2.5. Si A ve´rifie la condition T, alors pour tout n ∈ N, An la
ve´rifie aussi et pour tout x0 ∈ Rd, x(n, x0) ∈ Rd et y(n, x0) ∈ Rd.
Quand A est a` valeurs dans Rk×kmax, on supposera parfois que les coefficients de
A sont soit toujours finis, soit jamais. Ainsi An et la nie`me puissance au sens du
produit (max,+) ont les meˆmes coefficients infinis, et ces coefficient ne de´pendent
pas de ω. Dans ce cas on parle de structure fixe :
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De´finition 2.2.6 (Structure fixe). On dit qu’une matrice ale´atoire A est a`
structure fixe (en abre´ge´ SF), ou qu’elle a la proprie´te´ de structure fixe, si pour
tous les indices i, j ∈ Rd, P(Aij = −∞) ∈ {0, 1}.
On dit qu’une suite stationnaire (A(n))n∈N de matrices ale´atoires est a` struc-
ture fixe si A(1) l’est.
The´ore`me-De´finition 2.2.7 (Exposant de Lyapunov maximal).
Soit (Ω, θ,P) un syste`me dynamique mesurable.
Si A est une variable ale´atoire a` valeurs dans Toped telle que maxi(A
−→
0 )+i est
inte´grable, alors la suite
(
1
n
maxi xi(n,
−→
0 )
)
n∈N
converge presque suˆrement vers
une variable ale´atoire γ a` valeurs dans Rmax.
En outre la convergence a lieu dans L1 si A−→0 est inte´grable. Si (Ω, θ,P) est
ergodique, alors γ est une constante, appele´e exposant de Lyapunov maximal de
la suite (A(n))n∈N. On le notera γ(A, θ) ou γ
(
(A(n))n∈N
)
, ou meˆme γ(A) quand
il n’y a pas d’ambiguite´.
Remarque 2.2.1. Quand A est une matrice ale´atoire, maxi(A
−→
0 )i = maxij Aij : la
condition d’inte´grabilite´ et la convergence portent sur le plus grand coefficient de
la matrice.
De´monstration. Il suffit de montrer que la suite
(
maxi xi(n,
−→
0 )
)
n∈N
est θ-sous-
additive a` valeurs dans Rmax et d’appliquer le the´ore`me de Kingman.
Pour montrer la sous-additivite´, on utilise la monotonie et l’homoge´ne´ite´ de
Am ◦ θn et l’ine´galite´ e´vidente :
x(n,
−→
0 ) ≤ −→0 + max
i
xi(n,
−→
0 )
−→
1 .
On en de´duit :
x(n+m) ≤ x(m,−→0 ) ◦ θn +max
i
xi(n,
−→
0 )
−→
1 ,
d’ou` la sous-additivite´ de
(
maxi xi(n,
−→
0 )
)
n∈N
.
Le the´ore`me suivant reprend les principaux re´sultats du premier ordre. Il faut
y ajouter le the´ore`me 2.4.6 de D. Hong ([Hon01]), qui sera e´nonce´ quand on aura
introduit les de´finitions ne´cessaires.
The´ore`me 2.2.8. Soit (Ω, θ,P) un s.d.m. ergodique, A une variable ale´atoire a`
valeurs dans Topd telle que A
−→
0 soit inte´grable. On a les re´sultats suivants :
1. J.E. Cohen [Coh88] : Si A est a` valeurs dans l’ensemble des matrices a`
coefficients finis, alors la suite
(
1
n
x(n,
−→
0 )
)
n∈N
et pour tout j ∈ Id, la suite(
1
n
An.j
)
n∈N convergent presque suˆrement vers γ(A, θ)
−→
1 .
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2. F. Baccelli et Z. Liu [Bac92] et [BL92] : Si A est a` valeurs dans (R+ ∪
{−∞})d×d et a la proprie´te´ de structure fixe, si toutes les coordonne´es dia-
gonales sont finies et si P est θk-ergodique pour tout k ≤ d, alors la suite(
1
n
x(n,
−→
0 )
)
n∈N
converge presque suˆrement.
3. J.M. Vincent [Vin97] : Si A est a` valeurs dans Topd, et si A
−→
0 est inte´grable,
alors les suites
(
1
n
maxi xi(n,
−→
0 )
)
n∈N
et
(
1
n
mini xi(n,
−→
0 )
)
n∈N
convergent
presque suˆrement.
4. F. Baccelli et J. Mairesse [BM98] : Si A est a` valeurs dans Topd, si P est
θ-ergodique et s’il existe un n tel que P(D(An) < +∞) > 0, alors la suite(
1
n
x(n,
−→
0 )
)
n∈N
converge presque suˆrement vers γ(A, θ)
−→
1 .
5. T. Bousch et J. Mairesse [BM03] : Si A est a` valeurs dans Rd×dmax et satisfait
la condition T, alors la suite
(
1
n
y(n,
−→
0 )
)
n∈N
converge presque suˆrement.
6. T. Bousch et J. Mairesse [BM03] : Si A est a` valeurs dans Rd×dmax et satisfait
la condition T et si θ est inversible, alors il existe une variable ale´atoire χ
a` valeurs dans Rd telle que l’on ait :
1
n
x(n,
−→
0 )− χ ◦ θn → 0.
De plus les convergences ont aussi lieu dans L1.
On commente maintenant chacun de ces re´sultats, soit pour donner une ide´e
de sa de´monstration, soit pour pre´parer l’utilisation que l’on souhaite en faire.
1. L’assertion 1. peut se de´duire de l’assertion 4. En effet une matrice est de
diame`tre projectif fini, si et seulement si elle a tous ses vecteurs colonnes
soit finis soit e´gaux a` −∞−→1 .
L’assertion 4. se traduit donc dans le cas (max,+) par les deux e´nonce´s
suivants, dont le premier implique le point 1. :
Si A est a` valeurs dans Rd×dmax et ve´rifie la condition T, si P est θ-ergodique
et s’il existe un n tel qu’avec probabilite´ strictement positive tous les co-
efficients de An sont finis, alors la suite
(
1
n
x(n,
−→
0 )
)
n∈N
converge presque
suˆrement vers γ(A, θ)
−→
1 .
Si A est a` valeurs dans Rd×dmax et a la proprie´te´ SF, si P est θ-ergodique,
et si A est presque suˆrement irre´ductible et ape´riodique, alors la suite(
1
n
xi(n,
−→
0 )
)
n∈N
converge presque suˆrement vers γ(A, θ)
−→
1 . De plus, pour
tout i, j ∈ Id,
(
1
n
Anij
)
n∈N converge presque suˆrement vers γ(A, θ).
2. Les re´sultats du point 2. sont repris et ge´ne´ralise´s dans la partie 2.4 . Dans
ces ge´ne´ralisations comme dans [Bac92] et [BL92], les limites sont exprime´es
en fonction des exposants de Lyapunov des sous-matrices diagonales.
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3. L’assertion 3. de´coule du the´ore`me de Kingman et des relations 2.1, comme
la convergence vers l’exposant de Lyapunov dans le the´ore`me-de´finition 2.2.7 .
En fait la convergence de
(
1
n
maxi xi(n,
−→
0 )
)
n∈N
est de´ja` contenue dans le
the´ore`me-de´finition 2.2.7 .
Quand le syste`me est ergodique, les limites sont des constantes. La pre-
mie`re est l’exposant de Lyapunov maximal γ(A, θ) et la seconde sera note´e
γb(A, θ).
De meˆme on montre que
(
1
n
maxi yi(n,
−→
0 )
)
n∈N
et
(
1
n
mini yi(n,
−→
0 )
)
n∈N
convergent presque suˆrement.
4. L’assertion 4. de´coule de l’assertion 3., de l’ergodicite´ et du fait que si
D(An) < +∞, alors D(An+1) < +∞.
5. En fait T. Bousch et J. Mairesse montrent aussi ce re´sultat pour des appli-
cations dites uniforme´ment topicales, qui incluent les applications (max,+),
mais pas toutes les applications topicales. Mais la restriction du cas uni-
forme´ment topical au cas (max,+) , donne une condition d’inte´grabilite´ un
peu plus forte : max
i,j:Aij 6=−∞
|Aij| inte´grable.
6. La` encore, T. Bousch et J. Mairesse montrent aussi ce re´sultat pour les
applications uniforme´ment topicales. On n’a e´nonce´ ici que la restriction du
the´ore`me au cas (max,+).
Comme on le voit, si max
i,j:Aij 6=−∞
|Aij| est inte´grable, alors
(
1
n
x(n,
−→
0 )
)
n∈N
ve´rifie une loi forte des grands nombres ssi χ est une constante. Cela permet
de de´duire les points 1., 2. et la restriction au cas (max,+) des points 3.
et 4. a` partir de ce point. Notons toutefois que, sauf pour le point 2., la
condition d’inte´grabilite´ sera le´ge`rement plus forte. Par contre, le point 2.
sera obtenu sous la seule hypothe`se que la diagonale est positive. (La preuve
est donne´e dans [BM03]).
La suite
(
1
n
x(n,
−→
0 )
)
n∈N
ne ve´rifie pas toujours une loi forte des grands
nombres, meˆme avec la structure fixe (cf. exemple 1) ou l’inde´pendance (cf.
exemple 2).
En revanche, si le s.d.m. est inversible, alors pour tout n ∈ N, x(n,−→0 )
a meˆme loi que x(n,
−→
0 ) ◦ θ−n−1 = A(−1) · · ·A(−n)−→0 , qui correspond au
y(n,
−→
0 ) associe´ a` la suite (A(−n− 1))n∈N. En posant
l := lim
n→+∞
(
1
n
A(−1) · · ·A(−n)−→0
)
,
on voit que la suite
(
1
n
x(n, 0)
)
n∈N couple avec la suite (l ◦ θn+1)n∈N.
En particulier,
(
1
n
x(n,
−→
0 )
)
n∈N
converge en loi, et ce re´sultat ne ne´cessite
pas l’inversibilite´, car on peut faire la de´monstration sur le s.d.m. canonique
inversible associe´ comme dans l’introduction.
56 CHAP. 2 MATRICES DANS (R,max,+) : ORDRE 1
En outre maxi li = γ(A, θ) et mini li = γb(A, θ). Pour montrer que
(
1
n
x(n,
−→
0 )
)
n∈N
converge presque suˆrement vers γ(A, θ)
−→
1 , il suffit donc de montrer que la
limite de
(
1
n
A(−1) · · ·A(−n)−→0
)
n∈N
est proportionnelle a`
−→
1 . C’est ainsi
que l’on proce´dera dans ce chapitre.
Avant d’aller plus loin, on donne deux exemples qui montrent que ni la struc-
ture fixe, ni l’inde´pendance ne suffisent a` assurer une loi des grands nombres.
Exemple 1 ([Mai95], Exemple 6.9.4). Soient Ω = {ω0, ω1}, θ l’application qui
e´change ω0 et ω1 et P = 12(δω0 + δω1). Soit A, de Ω dans R
2×2
max de´finie par
A(ω0) =
( −∞ 0
0 −∞
)
et A(ω1) =
( −∞ 1
0 −∞
)
.
On ve´rifie que (Ω, θ,P) est un syste`me dynamique, et que la suite (A(n))n∈N a la
proprie´te´ de structure fixe. De plus cette structure est irre´ductible. La suite est
une chaˆıne de Markov de´ge´ne´re´e : A ◦ θn = A(ω0)⇐⇒ A ◦ θn+1 = A(ω1).
Or A(ω0) permute les coordonne´es, et A(ω1) fait de meˆme, et augmente ensuite
la premie`re coordonne´e de 1. Donc la suite est entie`rement de´termine´e par les
e´quations suivantes :
x(2n, z)(ω0) =
t(z1 + n, z2) et x(2n+ 1, z)(ω0) =
t(z2, z1 + n)
x(2n, z)(ω1) =
t(z1, z2 + n) et x(2n+ 1, z)(ω0) =
t(z2 + n+ 1, z1).
(2.8)
Donc la suite
(
1
n
x(n,
−→
0 )
)
n∈N
ne converge presque suˆrement pas.
Exemple 2 ([BM]). Soit (A(n))n∈N la suite de variables i.i.d. prenant les valeurs
B =
 0 −∞ −∞0 −∞ −∞
0 1 1
 et C =
 0 −∞ −∞0 −∞ 0
0 0 −∞

avec les probabilite´s respectives p > 0 et 1− p > 0. Calculons l’action de B et C
sur les vecteurs de la forme t(0, x, y), avec x, y ≥ 0 :
Bt(0, x, y) = t(0, 0,max(x, y) + 1) et Ct(0, x, y) = t(0, y, x).
Donc x1(n,
−→
0 ) = 0 et maxi xi(n + 1,
−→
0 ) = #{0 ≤ k ≤ n|A(k) = B}. En
particulier, si A(n) = B, alors x(n+ 1,
−→
0 ) =t (0, 0,#{0 ≤ k ≤ n|A(k) = B}), et
si A(n) = C et A(n−1) = B, alors x(n+1,−→0 ) =t (0,#{0 ≤ k ≤ n|A(k) = B}, 0).
Comme
(
1
n
#{0 ≤ k ≤ n|A(k) = B})
n∈N tend presque suˆrement vers p, on voit
que :
limn
1
n
x1(n,
−→
0 ) = 0 p.s.
∀i ∈ {2, 3}, lim infn 1nxi(n,
−→
0 ) = 0 et lim supn
1
n
xi(n,
−→
0 ) = p p.s. .
(2.9)
Donc la suite
(
1
n
x(n,
−→
0 )
)
n∈N
ne converge presque suˆrement pas.
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2.3 Re´currence affine
On se donne maintenant deux suites conjointement stationnaires a` valeurs
dans Toped et Rdmax : (Ω, θ,P) est toujours un syste`me dynamique mesurable, A
une application mesurable de Ω dans Toped et B une application mesurable de
Ω dans Rdmax. On pose A(n) := A ◦ θn et B(n) := B ◦ θn. On s’inte´resse au
comportement de la suite de´finie par :{
Yn+1(Y ) = A(n)Yn(Y )⊕B(n)
Y0(Y ) = Y.
(2.10)
ou` Y est une variable ale´atoire a` valeurs dans Rdmax.
Cette situation a e´te´ e´tudie´e inde´pendemment par F. Baccelli et Z. Liu d’une
part (cf. [BL92] et [Bac92]) et P. Glasserman et D. Yao (cf. [GY95]) d’autre part,
dans le cas ou` A(n) prend ses valeurs dans Rd×dmax. Notre apport consiste a` rem-
placer Rd×dmax par Toped, ce qui sera utile pour la preuve du the´ore`me 3.4.2.
Remarque 2.3.1. La suite de terme ge´ne´ral t(Yn,
−→
0 ) ve´rifie une relation de re´cur-
rence line´aire :
t(Yn+1,
−→
0 ) =
(
A(n) B(n)
(−∞)d 0
)
t(Yn,
−→
0 ). (2.11)
Les re´sultats de cette partie peuvent s’interpre´ter comme des re´sultats du second
ordre sur
(
t(Yn,
−→
0 )
)
n∈N
.
Pour commencer, calculons Yn en fonction de Y :
Yn(Y ) = A(n− 1) · · ·A(0)Y (2.12)
⊕A(n− 1) · · ·A(1)B(0)⊕ · · · ⊕ A(n− 1)B(n− 2)⊕B(n− 1)
Supposons maintenant que θ soit inversible. Alors Yn(Y ) a meˆme loi que
Mn(Y ) := Y (n) ◦ θ−n. E´crivons Mn(Y ) :
Mn(Y ) = A(−1) · · ·A(−n)Y ◦ θ−n ⊕
n⊕
k=1
A(−1) · · ·A(−k + 1)B(−k) (2.13)
On voit que la suite (Mn(B(−1)))n∈N est croissante, et que
Mn(Y ) = A(−1) · · ·A(−n)Y ◦ θ−n ⊕Mn−1(B(−1)). (2.14)
On note doncMn pourMn(B(−1)) etM∞ pour la limite (e´ventuellement infinie)
de Mn.
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Remarques 2.3.2. Pour l’instant on n’a utilise´ aucune condition d’inte´grabilite´.
Comme Mn ne prend pas la valeur +∞,
(M∞)i = +∞⇐⇒ lim sup (A(−1) · · ·A(−n)B(−n− 1))i = +∞.
Mn et M∞ ve´rifient respectivement les relations suivantes :
Mn+1 ◦ θ = A(0)Mn ⊕B(0) (2.15)
d’ou`
M∞ ◦ θn = Yn(M∞). (2.16)
On peut alors de´montrer le the´ore`me suivant :
The´ore`me 2.3.1 (γ < 0). Soit (Ω, θ,P) un s.d.m. ergodique et inversible, et
A : Ω→ Toped une application ale´atoire telle que (maxi(A−→0 )i)+ soit inte´grable.
Soit B : Ω→ Rdmax un vecteur ale´atoire tel qu’on ait :
lim sup
n→+∞
1
n
max
i
Bi(−n) ≤ 0. (2.17)
Si γ(A, θ) < 0, alors M∞ ∈ Rmax presque suˆrement et pour tout Y tel que
(maxi Yi)
+ soit inte´grable, Mn(Y ) → M∞ p.s. . De plus si (M∞)i est fini, alors
(Mn(Y ))i = (M∞)i a` partir d’un certain rang.
Remarque 2.3.3. Une hypothe`se naturelle pour assurer la relation (2.17) est l’in-
te´grabilite´ de (maxj Bj)
+, mais on aura besoin de la condition plus faible (2.17)
dans la preuve du the´ore`me 2.4.4 .
De´monstration. On sait que la suite
(
1
n
maxi
(
A(−1) · · ·A(−n)−→0
)
i
)
n∈N
tend
vers γ(A, θ) presque suˆrement et en moyenne.
Pour tout i ∈ Id, on a :
lim sup
1
n
(A(−1) · · ·A(−n)B(n))
≤ lim sup 1
n
(
max
i
(
A(−1) · · ·A(−n)−→0
)
i
+max
i
Bi(n)
)
≤ γ(A, θ) + 0 < 0
En particulier, on a :
lim sup (A(−1) · · ·A(−n)B(−n− 1))i = −∞.
donc Mn(B(−1)) est constante a` partir d’un certain rang et M∞ ∈ Rdmax.
De meˆme , on a :
lim sup
(
A(−1) · · ·A(−n)Y ◦ θ−n)
i
= −∞.
D’apre`s l’e´quation (2.14), si (M∞)i ∈ R, alors Mn(Y ) est e´gal a` Mn−1(B(−1)) a`
partir d’un certain rang, donc aussi a` M∞ a` partir d’un autre rang. Si (M∞)i =
−∞, alors Mn(Y ) = (Mn−1(B(−1)))i = −∞ pour tout n, donc la suite de terme
ge´ne´ral (Mn(Y ))i = (A(−1) · · ·A(−n)Y ◦ θ−n)i tend vers −∞.
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Corollaire 2.3.2. Sous les hypothe`ses du the´ore`me 2.3.1, siM∞ est finie presque
suˆrement, alors la suite (Yn(Y ))n∈N couple en temps fini avec la suite (M∞ ◦ θn)n∈N,
et M∞ est l’unique solution stationnaire de partie positive inte´grable de l’e´qua-
tion (2.10).
De´monstration. Les ensembles AN := {∀n ≥ N, Yn(Y ) =M∞ ◦ θn} forment une
suite croissante dont l’union est note´e A. D’apre`s les e´quations (2.16) et (2.10),
on remarque que pour tout N ∈ N, on a :
AN = {∀n ≥ N, Yn(Y ) = Yn(M∞)}
= {YN(Y ) = YN(M∞)}
= {YN(Y ) =M∞ ◦ θN}
Donc
P(A) = limP(AN)
= limP(θN(AN))
= limP({MN(Y ) =M∞})
≥ limP({∀n ≥ NMn(Y ) =M∞})
= P({∃N,∀n ≥ NMn(Y ) =M∞})
= 1.
La dernie`re e´galite´ provient du the´ore`me 2.3.1 .
Supposons maintenant que (Y ◦ θn)n∈N est une solution de (2.10), c’est a` dire
que pour tout n, Y ◦ θn = Yn(Y ). On appelle B l’ensemble sur lequel M∞ et Y
co¨ıncident. On remarque que
θ−n(B) = {M∞ ◦ θn = Y ◦ θn} = {Yn(M∞) = Yn(Y )} = An,
D’apre`s l’e´quation (2.10), An ⊂ An+1, donc limn P(An) = P(A) = 1. On en
de´duit que limn P(θ−n(B)) = 1, c’est a` dire que P(B) = 1.
Dans le cas γ > 0, en l’absence de la condition de pre´ce´dence qui assurait
dans [Bac92] que P((M∞)i = +∞) ∈ {0, 1}, on n’a pas ne´cessairement la conver-
gence presque suˆre d’une coordonne´e vers +∞.
En effet, conside´rons la suite (A(n))n∈N de l’exemple 1. Comme tous les termes
sont positifs, on a, pour le choix B(n) =
−→
0 , Yn(
−→
0 ) = x(n,
−→
0 ), donc Mn =
x(n,
−→
0 ) ◦ θ−n. Les calculs de la page 56, montrent donc que
M∞(ω0) = t(+∞, 0) et M∞(ω1) = t(0,+∞).
Remarquons que le meˆme raisonnement peut eˆtre fait avec la suite A(n) de
l’exemple 2. Alors M∞ prend les valeurs t(0, 0,+∞) et t(0,+∞, 0) avec probabi-
lite´s p et 1− p.
On a tout de meˆme le re´sultat suivant, qui sera suffisant pour montrer le
the´ore`me 2.4.4 :
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The´ore`me 2.3.3 (γ > 0). Soit (Ω, θ,P) est un s.d.m. ergodique et inversible, et
A : Ω→ Toped telle que maxi(A−→0 )+i soit inte´grable.
Si γ(A, θ) > 0 et si B : Ω→ Rkmax est telle que (miniBi)− soit inte´grable, alors
maxi(M∞)i = +∞ presque suˆrement et, pour tout Y , on a :
max
i
(Yn(Y ))i → +∞ p.s. .
De´monstration. On sait toujours que la suite
(
1
n
maxi
(
A(−1) · · ·A(−n)−→0
)
i
)
n∈N
tend vers γ(A, θ) presque suˆrement et en moyenne.
Comme (miniBi)
− est inte´grable, lim inf 1
n
miniBi(−n) ≥ 0. Donc pour tout
i ∈ Id,
lim inf
1
n
max
i
(A(−1) · · ·A(−n)B(−n− 1))i (2.18)
≥ lim inf 1
n
(
max
i
(
A(−1) · · ·A(−n)−→0
)
i
+min
j
Bj(−n− 1)
)
(2.19)
≥ γ(A, θ) + 0 > 0 (2.20)
En particulier, on a :
lim
n
max
i
(A(−1) · · ·A(−n)B(−n− 1))i = +∞.
Comme maxi (Mn(B(−1)))i ≥ maxi (A(−1) · · ·A(−n)B(−n− 1))i, la limite maxi(M∞)i
de cette quantite´ vaut +∞.
De meˆme, on a Yn(Y ) ≥ x (n,B(0)) et presque suˆrement
lim
n
1
n
max
i
xi (n,B(0)) = γ(A, θ) > 0,
d’ou` la seconde assertion.
Remarque 2.3.4 (γ = 0). Dans le cas γ = 0, on ne peut pas espe´rer de com-
portement inde´pendant de B. Ainsi dans le cas le plus simple : d = 1, A = 0,
Mn = maxk∈In+1 B(−k), donc M∞ = inf {c ∈ R|P(B(0) > c) = 0} est dans Rmax
ssi B(0) est borne´ supe´rieurement.
2.4 Matrices re´ductibles
2.4.1 Re´sultats
A est maintenant une matrice ale´atoire ve´rifiant la condition T. On cherche
a` quelles conditions la suite
(
1
n
x(n,X0)
)
n∈N satisfait une loi forte des grands
nombres. En fait on ne donnera que des conditions suffisantes.
On commence par quelques e´le´ments de the´orie des graphes.
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De´finition 2.4.1 (Graphe oriente´).
1. On appelle graphe oriente´ G une paire (V,E) ou` V est un ensemble fini
d’e´le´ments appele´s noeuds, E ⊂ V 2 est l’ensemble des arcs. Par abus de
notation, on e´crira i ∈ G pour i ∈ V .
2. On appelle chemin sur G de longueur n une suite finie de n + 1 noeuds de
V , ch = (i1, · · · , in+1) ∈ V n+1 telle que pour tout j ∈ In+1, (ij, ij+1) soit un
arc de G. La longueur n est note´e |ch|. On conside`re parfois ch comme le
graphe
({ij}j∈In+1 , {(ij, ij+1)}j∈In).
Un circuit sur G est un chemin ferme´ (i1 = in+1) et une boucle est un circuit
de longueur 1.
On appelle chemin e´le´mentaire tout chemin ne contenant pas de sous-
chemin strict ferme´. Cela signifie que ch = (i1, · · · , in+1) ∈ V n+1 est e´le´-
mentaire si et seulement s’il ve´rifie :
∀j, k ∈ In+1, ij = ik ⇒ (j = k ou {j, k} = {1, n+ 1}) .
3. Un graphe G est dit fortement connexe si pour tous noeuds i, j ∈ G, il existe
un chemin sur G de i vers j.
On appelle ensembles fortement connexes les sous-ensembles F ⊂ V tels
que pour tout (i, j) ∈ F 2 il existe un chemin sur G de i vers j.
On appelle composantes fortement connexes de G les ensembles fortement
connexes maximaux pour l’inclusion. On appelle composantes fortement
connexes triviales de G les {i} tels qu’il n’existe pas de circuit sur G passant
par i. Les composantes fortement connexes (y compris triviales) forment une
partition de G.
La cyclicite´ d’un graphe fortement connexe est le pgcd des longueurs de
ses circuits. Celle d’un graphe en ge´ne´ral est le ppcm des cyclicite´s des
composantes fortement connexes.
Commenc¸ons par associer a` notre matrice ale´atoire un graphe qui permettra
de de´composer le proble`me. Les notations seront conserve´es dans la suite du texte.
De´finition 2.4.2 (Graphe d’incidences possibles). Soit A une matrice ale´a-
toire a` valeurs dans Rd×dmax. Pour tout vecteur x ∈ RIdmax et tout ensemble I ⊂ Id,
on pose :
xI := (xi)i∈I .
i) On appelle graphe d’incidences possibles de A et on note G(A) le graphe
oriente´ dont l’ensemble des noeuds est Id et dont les arcs sont les couples
(i, j) tels que P(Aij 6= −∞) > 0.
ii) On note c1, · · · , cK les composantes fortement connexes de G(A). Dans la
suite on dira simplement composantes de G(A).
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A` toute composante cm, on associe les e´le´ments suivants :
A(m) := (Aij)i,j∈cm , γ
(m) := γ(A(m), θ) et x(m)(n, x0) := (A
(m))nx0
iii) On dit qu’une composante cl est accessible depuis une composante cm, si
m = l ou s’il existe un chemin sur G(A) qui va d’un noeud dans cm a` un
noeud dans cl. On note alors m→ l. A` toute composante cm, on associe les
e´le´ments suivants :
Em := {l ∈ IK |m→ l}, γ[m] := max
l∈Em
γ(l),
Fm :=
⋃
l∈Em
cl, A
[m] := (Aij)i,j∈Fm et x
[l](n, x0) :=
(
A[l]
)n
x0.
iv) On dit qu’une composante cm est terminale (ou source, d’apre`s la termino-
logie des syste`mes a` e´ve´nements discrets) si pour tout l ∈ IK , on a :
m→ l⇒ l = m.
On dit qu’elle est initiale si, pour tout l ∈ IK , on a :
l→ m⇒ l = m.
On appelle triviale une composante constitue´e d’un seul noeud i tel que
P(Aii > −∞) = 0.
v) On dit qu’une composante cl domine une composante cm si elle ve´rifie :
m→ l et γ[l] = γ[m].
A` toute composante cm, on associe les ensembles suivants :
Gm := {l ∈ Em|γ[l] = γ[m]} , Hm :=
⋃
l∈Gm
cl,
A{l} := (Aij)i,j∈Hl et x
{l}(n, x0) :=
(
A{l}
)n
x0.
vi) On dit qu’une composante cl est dominante si elle n’est domine´e par aucune
autre composante, c’est-a`-dire si pour tout m ∈ IK , on a :
l→ m⇒ (l = m ou γ(l) > γ(m)) .
La proposition suivante regroupe quelques remarques e´videntes mais tre`s utiles
pour la suite.
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Proposition 2.4.3. Soit A une matrice ale´atoire a` valeurs dans Rd×dmax. On re-
prend les notations de la de´finition 2.4.2 .
i) Pour tout l ∈ IK, x[m](n, x0) = xFm(n, x0).
ii) Pour tout l ∈ IK, et tout i ∈ cl, on a :
xcli (n, .) ≥ x{l}i (n, .) ≥ x(l)i (n, .).
iii) La relation → est une relation d’ordre. Les composantes initiales et termi-
nales sont les e´le´ments minimaux et maximaux pour cette relation.
iv) Si A ve´rifie la condition T, alors pour tout l ∈ IK, A[l] ve´rifie la condition T.
En particulier les composantes terminales ne sont jamais triviales.
v) Pour tout l ∈ IK, Gl est constitue´ de l’ensemble des noeuds par lesquels passe
un chemin de G(A) allant d’un e´le´ment de cl a` un e´le´ment d’une composante
cm telle que γ
(m) = γ[l].
Le premier re´sultat concerne les exposants de Lyapunov :
The´ore`me 2.4.4. Soit (Ω, θ,P) un s.d.m. ergodique, et A : Ω → Rd×dmax une
matrice ale´atoire telle que (maxi,j Aij)
+ soit inte´grable. Alors γ(A, θ) = maxl γ
(l).
Ce re´sultat est de´ja` pre´sent dans [BL92] . Il y est e´nonce´ sous des hypothe`ses
plus restrictives, correspondant au cas des graphes d’e´ve´nements temporise´s, mais
la de´monstration s’adapte facilement au cas ge´ne´ral.
En appliquant ce the´ore`me a` la matrice ale´atoireA[l], on obtient que γ(A[l], θ) =
γ[l]. Compte tenu du i) de la proposition pre´ce´dente, on en de´duit :
Corollaire 2.4.5. Soit (Ω, θ,P) un s.d.m. ergodique, et A : Ω → Rd×dmax une ma-
trice ale´atoire telle que (maxi,j Aij)
+ soit inte´grable. Alors pour tout composante
cl de G(A),
lim
n
1
n
max
i∈Fl
xi(n,
−→
0 ) = γ[l] p.s. et lim sup
n
1
n
xcl(n,
−→
0 ) ≤ γ[l]−→1 p.s. .
Pour montrer des lois des grands nombres, on va de´composer le syste`me
comme explique´ pre´ce´demment. Alors il suffira de savoir que les syste`mes as-
socie´s aux composantes dominantes satisfont une lois des grands nombres, pour
en de´duire que le syste`me complet aussi.
Pour traiter les composantes dominantes, on peut utiliser l’un des re´sul-
tats du the´ore`me 2.2.8 . On donne aussi un re´sultat simple dans le cas de ma-
trices ale´atoires a` structure fixe, (lemme 2.4.7) et on rappelle le the´ore`me de
D. Hong [Hon01] suivant :
The´ore`me 2.4.6 (D. Hong). Soit (A(n))n∈N une suite de matrices ale´atoires
i.i.d. a` valeurs dans Rd×dmax telle que A(1)
−→
0 soit inte´grable, A(1) ve´rifie la condi-
tion T et G(A) soit fortement connexe. Alors, on a la loi des grands nombres
suivante :
lim
n
1
n
x(n,
−→
0 ) = γ(A, θ)
−→
1 p.s. .
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Lemme 2.4.7. Soit (Ω, θ,P) un s.d.m. tel que pour tout k ∈ Id, θk soit ergodique,
et soit A : Ω→ Rd×dmax une matrice ale´atoire ve´rifiant la condition T telle que A−→0
soit inte´grable. Supposons que A a la proprie´te´ de structure fixe et que G(A) est
fortement connexe, alors on a :
lim
n
1
n
x(n,
−→
0 ) = γ(A, θ)
−→
1 p.s. .
Graˆce au the´ore`me 2.4.6, on obtient par la me´thode expose´e :
The´ore`me 2.4.8. Soit (A(n))n∈N une suite de matrices ale´atoires i.i.d. a` valeurs
dans Rd×dmax telle que A(1) ve´rifie la condition T et A(1)
−→
0 soit inte´grable. Si pour
toute composante cm, A
{m} ve´rifie la condition T, alors pour toute composante cl,
on a :
lim
n
1
n
xcl(n,
−→
0 ) = γ[l]
−→
1 p.s. . (2.21)
Si pour toute composante fortement connexe cm, A
(m) ve´rifie la condition T,
alors les A{l} la ve´rifient aussi. On a donc le corollaire suivant :
Corollaire 2.4.9. Soit (A(n))n∈N une suite de matrices ale´atoires i.i.d. a` valeurs
dans Rd×dmax telle que A(1) ve´rifie la condition T et A(1)
−→
0 soit inte´grable.
Si pour toute composante cm, A
(m) ve´rifie la condition T, alors pour toute
composante cl, on a :
lim
n
1
n
xcl(n,
−→
0 ) = γ[l]
−→
1 p.s. .
Remarque 2.4.1. Dans un article en cours de re´daction [BM], T. Bousch et J. Mai-
resse donnent une condition ne´cessaire et suffisante sur la place des −∞ dans les
valeurs prises par A pour que
(
1
n
x(n,
−→
0 )
)
n∈N
converge presque suˆrement, quelles
que soient les valeurs prises par les coordonne´es finies.
Les hypothe`ses du the´ore`me 2.4.8 portent sur les A{l}, donc sur les exposants
de Lyapunov des composantes fortement connexes de G(A). Ce the´ore`me n’est
donc pas contenu dans les re´sultats de [BM] .
En revanche le corollaire 2.4.9 donne la convergence sous une hypothe`se ne
de´pendant que de la place des −∞. Il est donc contenu dans ces re´sultats.
Dans le cas de structure fixe, la condition T pour les A{l} est automatique-
ment ve´rifie´e (lemme 2.4.16). La condition d’inde´pendance peut eˆtre affaiblie en
la condition ”pour tout n ∈ Id, θn est ergodique”, comme le montre le the´o-
re`me suivant, combine´ au lemme 2.4.7 . Cette proprie´te´ d’ergodicite´ renforce´e est
ve´rifie´e de`s que la suite (A(n))n∈N est me´langeante.
The´ore`me 2.4.10. Soit (Ω, θ,P) un s.d.m., et A : Ω→ Rd×dmax une matrice ale´a-
toire ve´rifiant la condition T telle que A
−→
0 soit inte´grable. Supposons que A a la
proprie´te´ SF et que, pour toute composante dominante cm, on a :
lim
n
1
n
x(m)(n,
−→
0 ) = γ(m)
−→
1 p.s. .
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Alors pour toute composante cl, limn
1
n
xcl(n,
−→
0 ) = γ[l]
−→
1 p.s. .
Pour finir cette partie, on donne le re´sultat crucial pour la de´monstration des
the´ore`mes 2.4.8 et 2.4.10 .
The´ore`me 2.4.11. Soit (Ω, θ,P) un s.d.m. et A : Ω → Rd×dmax une matrice ale´a-
toire ve´rifiant la condition T telle que A
−→
0 est inte´grable.
Soit (I, J) une partition de Id, telle que la matrice ale´atoire A se de´compose
en blocs suivant I et J de la manie`re suivante :
A = :
(
B D
−∞ C
)
. (2.22)
Supposons que G(B) est fortement connexe ou que B = −∞ p.s., que D n’est pas
identiquement e´gal a` (−∞)I×J et que les hypothe`ses suivantes sont ve´rifie´es :
i) γ(C) ≥ γ(B)
ii) limn
1
n
Cn
−→
0 = γ(C)
−→
1 p.s. .
Si A ve´rifie en outre l’une des conditions suivantes :
a) les matrices ale´atoires A(n) sont i.i.d.
b) la suite (A(n))n∈N a la proprie´te´ SF,
alors on a :
lim
n
1
n
x(n,
−→
0 ) = γ(C)
−→
1 = γ(A)
−→
1 p.s. . (2.23)
2.4.2 De´monstration du re´sultat sur les exposants de Lya-
punov
Le but de cette partie est de de´montrer le the´ore`me 2.4.4 .
Pour cela, on se place dans le cadre de la partie 2.3 avec B = Y = 0 et on
note Mn pour Mn(Y ). Remarquons que comme B est fini, M∞ est finie dans le
the´ore`me 2.3.1 . On peut alors montrer le re´sultat suivant, qui est a` la base de la
de´monstration du the´ore`me 2.4.4 .
Proposition 2.4.12. Soit (Ω, θ,P) un s.d.m. inversible ergodique, et A : Ω →
Rd×dmax une matrice ale´atoire telle que (
⊕
i,j Aij)
+ soit inte´grable.
Si maxl≤K γ(l) < 0, alors M∞ < +∞ presque suˆrement.
Montrons que cette proposition implique le the´ore`me.
De´monstration du the´ore`me 2.4.4. Comme Anij ≥ (A(l))nij pour i, j ∈ cl, il est
clair que γ(A, θ) ≥ maxl γ(l). Supposons que γ(A, θ) > δ > maxl γ(l). Alors
A˜ := (Aij − δ)i,j∈Id ve´rifie γ(A˜, θ) = γ(A, θ) − δ > 0. Quitte a` changer Ω, on
peut supposer θ inversible et de´finir les M˜n associe´s. D’apre`s le the´ore`me 2.3.3,
maxi(M˜∞)i = +∞ p.s. . Mais maxl γ(l)(A˜) = maxl γ(l)(A)− δ < 0, donc, d’apre`s
la proposition 2.4.12, M˜∞ est fini presque suˆrement. L’ine´galite´ stricte est donc
impossible.
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De´monstration de la proposition 2.4.12. On de´montre la proposition par re´cur-
rence sur le nombre K de composantes de G(A) :
Si K = 1, c’est un cas particulier du the´ore`me 2.3.1 .
Supposons le re´sultat de´montre´ a` l’ordreK−1. On partitionne IK en une com-
posante initiale I et son comple´mentaire J . Quitte a` renume´roter les coordonne´es,
on a alors une e´criture de A par blocs suivant l’e´quation (2.22) :
A =
(
B D
−∞ C
)
Et si Mn se de´compose en M
I
n et M
J
n , on a
M In+1 ◦ θ = B(0)M In ⊕D(0)MJn ⊕−→0 (2.24)
MJn+1 ◦ θ = C(0)MJn ⊕−→0 . (2.25)
Le graphe G(C) a K − 1 composantes, qui sont les K − 1 composantes de
G(A) autres que I, donc par l’hypothe`se de re´currence, MJ∞ < +∞ p.s. .
La premie`re e´quation nous montre que pour tout n ∈ N, M In est majore´e par
Nn de´finie par N0 = M0 =
−→
0 et Nn+1 ◦ θ = B(n)Nn ⊕ D(n)MJ∞ ⊕ −→0 . Comme
γ(B, θ) < 0, il suffit de montrer B˜ := DMJ∞ ⊕ 0 ve´rifie la relation (2.17) pour
appliquer le the´ore`me 2.3.1 et en de´duire que N∞ < +∞, donc aussi M I∞ < +∞.
Pour ve´rifier (2.17), remarquons que (
⊕
j B˜j)
+ ≤ (⊕i,j D+ij⊕j(MJ∞)+j ) et
que
⊕
i,j D
+
ij est inte´grable. Il suffit donc de montrer que f :=
⊕
j(M
J
∞)
+
j ve´rifie
lim 1
n
f ◦ θ−n = 0. Cela re´sulte de la relation MJ∞ ◦ θ = CMJ∞ ⊕ 0 dont on de´duit
f ◦θ ≤ (f+⊕ij Cij)+ ≤ f+(⊕ij Cij)+, d’ou` (f ◦θ−f)+ ∈ L1. Alors le the´ore`me
de Birkhoff assure que
E(f ◦ θ − f) = lim 1
n
(f ◦ θn − f) = lim 1
n
f ◦ θn
et cette limite est positive, car f ≥ 0. On applique encore le the´ore`me de Birkhoff,
cette fois pour θ−1 et on trouve
E(f ◦ θ − f) = lim 1
n
(f ◦ θ − f ◦ θ−n) = − lim 1
n
f ◦ θ−n
et cette limite est ne´gative, car f ≥ 0. On en conclut que :
lim
1
n
f ◦ θ−n = E(f ◦ θ − f) = 0.
2.4.3 De´monstration du the´ore`me 2.4.11
La de´monstration du the´ore`me 2.4.11 repose sur le lemme suivant :
2.4. MATRICES RE´DUCTIBLES 67
Lemme 2.4.13. Soit (Ω, θ,P) un s.d.m. ergodique, et A : Ω→ Rd×dmax une matrice
ale´atoire ve´rifiant la condition T. On suppose qu’il existe une partition (I, J) de Id
telle que A se de´compose suivant l’e´quation (2.22), avec G(B) fortement connexe.
Posons pour tout i ∈ I,
Ai :=
{
ω ∈ Ω
∣∣∣∀n ∈ N(B(1) · · ·B(n)D(n+ 1)−→0 )
i
= −∞
}
.
1. Si ω ∈ Ai, alors ∀n ∈ N,∃in ∈ I (B(1) · · ·B(n))iin > −∞.
2. Si les matrices ale´atoires A(n) sont i.i.d., et si P
(
D = (−∞)I×J) < 1, alors
pour tout i ∈ I, on a P(Ai) = 0.
De´monstration.
1. Soit ω ∈ Ai. On fait la preuve par re´currence sur n.
D’apre`s la condition T, il existe un i1 ∈ Id, tel que Aii1(1) > −∞. Comme(
D(1)
−→
0
)
i
= −∞, cela signifie que tous les coefficients de la ligne i de D(1)
valent −∞, c’est a` dire A(1)ij = −∞ pour tout j ∈ J , et donc i1 ∈ I. Donc
Bii1(1) = Aii1(1) > −∞.
Supposons la suite construite jusqu’au rang n. D’apre`s la condition T, il
existe un in+1 ∈ Id, tel que Ainin+1(n+ 1) > −∞.
Comme ω ∈ Ai, on a :
−∞ =
(
B(1) · · ·B(n)D(n+ 1)−→0
)
i
≥ (B(1) · · ·B(n))iin+
(
D(n+ 1)
−→
0
)
in
,
donc
(
D(n+ 1)
−→
0
)
in
= −∞.
Cela signifie que tous les coefficients de la ligne in de D(n + 1) valent
−∞, c’est a` dire A(n + 1)inj = −∞ pour tout j ∈ J , donc in+1 ∈ I et
Binin+1(n+ 1) = Ainin+1(n+ 1) > −∞.
Finalement, on a bien la relation :
(B(1) · · ·B(n+ 1))iin+1 ≥ (B(1) · · ·B(n))iin +Binin+1(n+ 1) > −∞
2. A` toute matrice A ∈ Rd×dmax, on associe la matrice Â de´finie par Âij = −∞
si Aij = −∞ et Aij = 0 sinon. On remarque pour toutes matrices A,B ∈
Rd×dmax, on a ÂB = ÂB̂.
La suite de terme ge´ne´ral R(n) := ̂B(1) · · ·B(n) est une chaˆıne de Markov
dont les e´tats sont des matrices I × I a` coefficients dans {0,−∞} et les
transitions sont de´finies par :
P (R(n+ 1) = F |R(n) = E) = P
(
ÊB(1) = F
)
.
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Elle ve´rifie R(n)ij = 0 ssi (B(1) · · ·B(n))ij 6= −∞.
Soit E un e´tat re´current pour cette chaˆıne. Supposons qu’il existe un k ∈ Id
tel que Eik = 0. D’apre`s la forte connexite´ de G(B), il existe pour tout j ∈ I
un p ∈ N, tel que P
(
(B(1) · · ·B(p))kj 6= −∞
)
> 0, donc il existe un e´tat F
de la chaˆıne, accessible depuis l’e´tat E et tel que Fij 6= −∞. Comme E est
re´current, F l’est aussi et E et F sont dans la meˆme classe de re´currence.
Fixons (i, j) ∈ I. Dans chaque classe de re´currence de la chaˆıne de Markov,
soit il existe une matrice F telle que Fij = 0, soit toutes les matrices ont
tous les coefficients de leur ligne i e´gaux a` −∞.
On fixe (l, j) ∈ I × J , tels que P(Alj 6= −∞) > 0. Soit E un ensemble
contenant exactement une matrice F de chaque classe de re´currence telle
que Fil 6= −∞ si une telle matrice existe dans la classe. Soit Sn la date du
nie`me passage de (R(m))m∈N dans E .
Comme E contient un e´le´ment de chaque classe de re´currence de la chaˆıne
de Markov a` espace d’e´tats fini, Sn est presque suˆrement fini. Par de´finition
de E , on a pour presque tout ω ∈ Ω, soit (B(1) · · ·B(Sn))il 6= −∞ soit
∀m ∈ I (B(1) · · ·B(Sn))im = −∞
D’apre`s le i), si ω ∈ Ai, on est dans le premier cas. On a donc pour tout
N ∈ N :
P [Ai] ≤ P
[
∀n ∈ IN ,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
(2.26)
Or
P
[
∀n ∈ IN ,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
=
∑
k∈N
P
[
SN = k,∀n ∈ IN ,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
=
∑
k∈N
P
[
SN = k,
(
D(k + 1)
−→
0
)
l
= −∞,∀n ∈ IN−1,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
=
∑
k∈N
P
[(
D(k + 1)
−→
0
)
l
= −∞
]
P
[
SN = k,∀n ∈ IN−1,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
= P
[(
D(1)
−→
0
)
l
= −∞
]
P
[
∀n ∈ IN−1,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
,
car
{
ω ∈ Ω
∣∣∣SN = k,∀n ∈ IN−1,(D(Sn + 1)−→0 )
l
= −∞
}
ne de´pend que des
matrices ale´atoires A(1), · · · , A(k).
Donc pour tout N ∈ N, on a :
P
[
∀n ∈ IN ,
(
D(Sn + 1)
−→
0
)
l
= −∞
]
=
(
P
[(
D(1)
−→
0
)
l
= −∞
])N
,
et d’apre`s l’e´quation (2.26) et le choix de l, on a P (Ai) = 0.
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De´monstration du the´ore`me 2.4.11. Sans perte de ge´ne´ralite´, on peut supposer
que θ est inversible.
On a remarque´ a` la suite du the´ore`me 2.2.8 (point 5.), qu’il suffit de montrer
que :
lim
n
1
n
A(−1) · · ·A(−n)−→0 = γ(C)−→1 p.s. . (2.27)
De meˆme, l’hypothe`se ii) se traduit par γ(C) = γb(C), donc aussi :
lim
n
1
n
C(−1) · · ·C(−n)−→0 = γ(C)−→1 p.s. .
Supposons que G(B) est fortement connexe.
Soit i ∈ I. Si A ve´rifie b), alors il existe un k ∈ N et un j ∈ J , tels que l’on
ait presque suˆrement :
(B(−1) · · ·B(−k)D(−k − 1))ij > −∞. (2.28)
Si A ve´rifie a), alors d’apre`s le lemme 2.4.13, il existe pour presque tout ω ∈ Ω,
des entiers k ∈ N et j ∈ J de´pendants de ω ve´rifiant l’e´quation (2.28).
Pour tout ω tel que k et j sont de´finis, et pour tout n ≥ k(ω), on a :(
A(−1) · · ·A(−n)−→0
)
i
≥ (B(−1) · · ·B(−k)D(−k − 1))ij+
(
C(−k − 1) · · ·C(−n)−→0
)
j
.
(2.29)
Donc, si G(B) est fortement connexe, on a :
lim inf
n
1
n
(
A(−1) · · ·A(−n)−→0
)
i
≥ lim
n
1
n
(
C(−k − 1) · · ·C(−n)−→0
)
j
= γ(C).
(2.30)
Si au contraire B = −∞, alors pour tout i ∈ Id,
(
A(−1) · · ·A(−n)−→0
)
i
≥
maxj Aij(0)+minj
(
C(−2) · · ·C(−n)−→0
)
j
, donc l’e´quation 2.30 est aussi ve´rifie´e.
Mais, d’apre`s le the´ore`me 2.4.4, on a γ(A) = γ(C), donc aussi :
lim sup
n
1
n
(
A(−1) · · ·A(−n)−→0
)
i
≤ γ(C).
On en conclut que l’e´quation 2.27 est ve´rifie´e, donc aussi la conclusion du the´o-
re`me.
2.4.4 De´monstration des lois des grands nombres
Le but de cette partie est de de´montrer les the´ore`mes 2.4.8 et 2.4.10 . On
dispose pour cela du the´ore`me 2.4.11 . Il nous permet de montrer la proposition
suivante :
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Proposition 2.4.14. Soit (Ω, θ,P) un s.d.m. et A : Ω → Rd×dmax une matrice
ale´atoire ve´rifiant la condition T telle que A
−→
0 soit inte´grable. Supposons que
toutes les composantes terminales ck du graphe G(A) ve´rifient :
lim
n→+∞
1
n
x(k)(n,
−→
0 ) = γ(A, θ)
−→
1 p.s. .
Si A ve´rifie en outre l’une des conditions suivantes :
a) les matrices ale´atoires A(n) sont i.i.d.
b) la suite (A(n))n∈N a la proprie´te´ SF,
alors on a :
lim
n→+∞
1
n
x(n,
−→
0 ) = γ(A, θ)
−→
1 p.s. .
De´monstration de la proposition 2.4.14. On fait une re´currence sur le nombre K
de composantes de G(A).
Si K = 1, il n’y a rien a` de´montrer.
Supposons donc que le re´sultat est de´montre´ quand G(A) a au plus K − 1
composantes fortement connexes, et que G(A) a K composantes.
Soit cl une composante initiale de G(A). Quitte a` renume´roter les coordonne´es,
on peut supposer que les premie`res coordonne´es correspondent a` cl. On note I = cl
et J = Id\I. Alors A se de´compose selon l’e´quation (2.22), avec B = A(l). Il est
clair que G(C) a K − 1 composantes, qui sont les composantes de G(A) autres
que cl et que la relation d’accessibilite´ → associe´e a` G(C) est la restriction de
celle associe´e a` G(A). En particulier, les composantes terminales de G(C) sont des
composantes terminales de G(A). Donc, d’apre`s l’hypothe`se de re´currence, on a :
lim
n→+∞
1
n
xJ(n,
−→
0 )→ γ(C)−→1 p.s. .
A priori, γ(A) ≤ γ(C), mais, comme l’hypothe`se de convergence vers γ(A)−→1
implique que les composantes terminales ck ve´rifient γ
(k) = γ(A), on sait que
γ(C) = γ(A), donc on a :
lim
n→+∞
1
n
xJ(n,
−→
0 )→ γ(A)−→1 p.s. . (2.31)
Si D = (−∞)I×J , alors cl est une composante terminale de G(A), donc on a :
lim
n→+∞
1
n
xI(n,
−→
0 ) = lim
n→+∞
1
n
x(cl)(n,
−→
0 )→ γ(A)−→1 p.s. .
Ce qui conclut la de´monstration dans ce cas.
Si D 6= (−∞)I×J , alors c’est le the´ore`me 2.4.11 qui conclut la de´monstration
de la proposition.
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Remarquons d’abord que d’apre`s le corollaire 2.4.5, on a, pour toute compo-
sante cl,
lim
n
1
n
max
i∈Fl
xi(n,
−→
0 ) = γ[l] p.s. .
En particulier, on en de´duit :
lim sup
n
1
n
xcl(n,
−→
0 ) ≤ γ[l]−→1 ,
et il suffit donc de montrer que, pour toute composante cl, on a :
lim inf
n
1
n
xcl(n,
−→
0 ) ≥ γ[l]−→1 .
Mais d’apre`s la proposition 2.4.3, xcl(n,
−→
0 ) ≥
(
x{l}(n,−→0 )
)
i∈cl
.
Il suffit donc de montrer la relation suivante pour conclure les preuves des
the´ore`mes 2.4.8 et 2.4.10 :
lim
n
1
n
x{l}(n,−→0 ) = γ[l]−→1 p.s. . (2.32)
Or les matrices ale´atoires A{l} ont la proprie´te´ suivante :
Lemme 2.4.15. Pour toute composante cl de G(A), les composantes terminales
ck du graphe G(A{l}) ve´rifient :
γ(k) = γ(A{l}, θ) = γ[l].
De´monstration du lemme 2.4.15. Les composantes de G(A{l}) sont les compo-
santes ck de G(A) telles que k ∈ Gl. Soit ck une telle composante. Comme k ∈ Gl,
on a l→ k, et donc γ(k) ≤ γ[l].
Supposons que γ(k) < γ[l]. Soit cj une composante de G(A) telle que γ(j) = γ[k].
Comme k → j, γ[j] ≤ γ[k], donc γ[j] = γ[k]. Or, par de´finition de Gl, l → k, donc
l → j, et γ[k] = γ[l], donc γ[j] = γ[l]. On a donc montre´ que j ∈ Gl, mais comme
γ(k) < γ(j), j 6= k, donc ck n’est pas terminale dans G(A{l}).
Par contraposition, on a montre´ que toutes les composantes terminales ck du
graphe G(A{l}) ve´rifient γ(k) = γ[l].
D’apre`s le the´ore`me 2.4.4, γ(A{l}, θ) = maxk∈Gl γ
(k). Comme Gl ⊂ El, on a :
γ(A{l}, θ) ≤ max
k∈El
γ(k) = γ[l].
Mais comme G(A{l}) admet au moins une composante terminale ck et comme
γ(k) = γ[l], on a e´galite´ dans l’ine´galite´ pre´ce´dente.
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Fin de la de´monstration du the´ore`me 2.4.8. Plac¸ons nous sous les hypothe`ses du
the´ore`me 2.4.8 . Soit cl une composante de G(A).
Pour toute composante terminale ck de G(A{l}), A(k) ve´rifie la condition T,
donc le the´ore`me 2.4.6 applique´ a` A(k) prouve que limn
1
n
x(k)(n,
−→
0 ) = γ(k).
D’apre`s le lemme 2.4.15, γ(k) = γ(A{l}, θ), donc A{l} ve´rifie les hypothe`ses de
la proposition 2.4.14. D’apre`s cette proposition, on a donc
lim
n
1
n
x{l}(n,−→0 ) = γ(A{l}).
Mais toujours d’apre`s le lemme 2.4.15 γ(A{l}) = γ[l], donc c’est exactement la
relation (2.32), ce qui conclut la preuve du the´ore`me 2.4.8 .
Pour obtenir la relation (2.32) sous les hypothe`ses du the´ore`me 2.4.10 et
conclure la preuve du the´ore`me 2.4.10, on combine le lemme 2.4.15, la propo-
sition 2.4.14 et le lemme suivant :
Lemme 2.4.16. Si une matrice ale´atoire A a la proprie´te´ SF et ve´rifie la condi-
tion T, alors pour toute composante cl de G(A), la matrice ale´atoire A{l} ve´rifie
la condition T.
De´monstration. Soit cl une composante de G(A) et i ∈ Hl.
Si i est dans une composante ck de G(A), alors il existe un chemin de i vers
une composante cm de G(A) telle que γ(m) = γ[k]. Soit j le premier noeud suivant
i sur ce chemin. j est dans une composante cp telle que k → p→ m, donc on a :
γ[k] ≥ γ[p] ≥ γ[m] ≥ γ(m) = γ[k].
Donc on a γ[p] = γ[k]. Or, par de´finition de Gl, γ
[k] = γ[l], donc γ[p] = γ[l].
Finalement, p ∈ Gl, donc i ∈ Hl.
Par de´finition de G(A), on a P(Aij 6= −∞) > 0. Et d’apre`s la proprie´te´ SF,
P(Aij 6= −∞) = 1. Donc A{l} ve´rifie la condition T.
Nous terminons cette partie par la de´monstration du lemme 2.4.7 .
De´monstration du lemme 2.4.7. Sans perte de ge´ne´ralite´, on peut supposer que
θ est inversible. On a remarque´ a` la suite du the´ore`me 2.2.8 (point 5.), qu’il suffit
de montrer que :
lim
n
1
n
A(−1) · · ·A(−n)−→0 = γ(A, θ)−→1 p.s. .
Posons pour tout i ∈ Id,
Li := lim
n
1
n
(
A(−1) · · ·A(−n)−→0
)
i
.
Ces limites existent d’apre`s le the´ore`me 2.2.8 5, applique´ a` (Ω, θ−1,P).
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D’apre`s l’irre´ductibilite´ de G(A) et la proprie´te´ SF, pour tous i, j ∈ Id, il existe
un kij ∈ Id, tel que l’on ait presque suˆrement :
(A(−1) · · ·A(−kij))ij > −∞.
On en de´duit que
Li ≤ Lj ◦ θ−kij p.s. . (2.33)
En particulier, pour i = j, on en de´duit que Li ≥ Li ◦ θkii presque suˆrement.
Alors Li = Li ◦ θkii p.s. , et par l’ergodicite´ de θkii , Li est presque suˆrement
constante.
L’e´quation (2.33) devient donc Li ≥ Lj, et par syme´trie Li = Lj. Or pour
presque tout ω, il existe un p(ω) ∈ Id tel que maxi
(
A(−1) · · ·A(−n)−→0
)
i
=(
A(−1) · · ·A(−n)−→0
)
p
pour une infinite´ de n. Soit j ∈ Id tel que P(p = j) > 0.
Alors Lj = γ(A), donc pour tout i ∈ Id, Li = γ(A).
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2.5 Tableaux de synthe`se.
Le tableau 2.1 reprend les re´sultats ge´ne´raux du premier ordre sur les ap-
plications (max,+). On suppose toujours que la matrice ale´atoire A satisfait la
condition T et que le syste`me dynamique sous-jacent (Ω, θ,P) est ergodique. No-
tons aussi que toutes les convergences ont lieu presque suˆrement, et aussi en
norme L1 a` partir de la deuxie`me colonne.
Quantite´ inte´grable Conclusion E´nonce´ Re´fe´rence
maxij A
+
ij
1
n
maxi xi(n,
−→
0 )→ γ ∈ Rmax The´ore`me-de´finition 2.2.7 [Coh88]
A
−→
0
1
n
mini xi(n,
−→
0 )→ γb ∈ R The´ore`me 2.2.8 point 3 [Vin97]
1
n
y(n,
−→
0 )→ χ ∈ (Rd)Ω The´ore`me 2.2.8 point 5 [BM03]
max
ij,Aij 6=−∞
|Aij| 1nx(n,
−→
0 )− χ ◦ θn → 0. The´ore`me 2.2.8 point 6 [BM03]
Tab. 2.1 – Conditions d’inte´grabilite´
Le tableau 2.2 reprend les re´sultats de loi forte des grands nombres pour(
x(n,
−→
0 )
)
n∈N
obtenus sur les applications (max,+), sous des conditions de struc-
ture donne´es dans la premie`re colonne et des conditions sur l’ale´a donne´es dans la
premie`re ligne. On suppose toujours que la matrice ale´atoire A satisfait la condi-
tion T, que A
−→
0 est inte´grable et que le syste`me dynamique sous-jacent (Ω, θ,P)
est ergodique. La mention Ex. x signifie que les conditions ne suffisent pas a` as-
surer la LGN, comme le montre le contre-exemple Exemple x. La mention Th. x
signifie que les conditions assurent la LGN, comme le montre le the´ore`me x.
Le sigle SF signifie que A a la proprie´te´ de structure fixe, le sigle FC exprime que
G(A) est fortement connexe et la mention 2.4.8 veut dire que A ve´rifie l’hypo-
the`se de structure du the´ore`me 2.4.8 : pour toute composante cm, A
{m} ve´rifie la
condition T.
(Ω, θ,P) ergodique Ergodicite´ renforce´e (A(n))n∈N i.i.d.
2.4.8 Ex. 1 ? ? Th. 2.4.8
SF Ex. 1 Th. 2.4.10+Lemme 2.4.7 Th. 2.4.10+Lemme 2.4.7
FC Ex. 1 ? ? Th. 2.4.6 [Hon01]
SF+FC Ex. 1 Lemme 2.4.7 Th. 2.4.6 ou Lemme 2.4.7
Tab. 2.2 – Lois forte des grands nombres
Chapitre 3
Matrices ale´atoires dans
(R,max,+) : ordre 2
3.1 Pre´sentation et re´sume´
On s’inte´resse toujours a` des syste`mes du meˆme type que dans la partie 2 .
On cherche maintenant des re´sultats du second ordre. Ces re´sultats seront des
re´sultats de couplage, au sens de´fini dans l’introduction.
On reprend dans les parties 3.2 et 3.3 les principaux re´sultats de [Mai97],
e´tendus sans difficulte´ supple´mentaire au cas des applications topicales dans le
cas de la partie 3.2 . Ce sont des re´sultats du deuxie`me ordre, obtenus sous des
hypothe`se d’ergodicite´ et de perte de me´moire. Les re´sultats de la partie 3.2 se-
ront cruciaux pour obtenir les the´ore`mes limites de la partie 5 .
Dans la partie 3.4, nous montrons (the´ore`me 3.4.1) que les suites ((Xn)i − (Xn)j)n∈N
et ((Xn+1)i − (Xn)i)n∈N, couplent en temps fini avec des suites stationnaires, qui
ne de´pendent pas de la condition initialeX0, sous trois hypothe`ses : une hypothe`se
sur les exposants de Lyapunov maximum des blocs diagonaux, une hypothe`se de
couplage relative a` certains blocs (de´termine´s par la place des −∞), et une hy-
pothe`se sur la loi de A(n) (Les A(n) sont i.i.d. ou ont la proprie´te´ de structure
fixe). Remarquons que, contrairement au premier ordre, ni condition sur les −∞
ni ergodicite´ renforce´e ne sont ne´cessaires.
Nous e´tendons ainsi les re´sultats du deuxie`me ordre de [Bac92]. Les re´sultats
de la partie 2.3 permettent encore de simplifier la re´daction et d’e´tendre la porte´e
des preuves.
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3.2 Perte de me´moire
Remarque 3.2.1. Il suffit de s’inte´resser aux quantite´s xi(n, x0) − xj(n, x0). En
effet on a la relation :
xi(n+ 1, x0)− xj(n, x0) =
⊕
l
(Ail(n, x0) + xl(n, x0))− xj(n, x0) (3.1)
=
⊕
l
(Ail(n) + (xl(n, x0)− xj(n, x0))), (3.2)
ce qui permettra de de´duire la convergence des (xi(n, x0)− xj(n, x0)))n∈N de
la convergence des (xi(n+ 1)− xj(n))n∈N.
On va donc travailler dans l’espace projectif au sens (max,+).
On pourra utiliser l’analogie avec l’espace projectif classique et rechercher des
contractions de cet espace. La convergence de x(n, x0) dans cet espace assurera la
convergence des diffe´rences (xi(n, x0)− xj(n, x0))n∈N et, graˆce a` la remarque 3.2.1,
celle des (xi(n+ 1)− xj(n))n∈N.
Dire que x(n, x0) ne de´pend pas de la condition initiale x0, c’est dire que A
n
a pour image une droite de Rkmax. Par analogie avec l’alge`bre line´aire on dit que
An est de rang 1 :
De´finition 3.2.1 (Perte de me´moire).
1. On dit qu’une application topicale B ∈ Topd est de rang 1 si B de´finit sur
PRdmax une application constante. On note alors rg(B) = 1.
2. On dit qu’une suite (A(n))n∈N d’applications topicales ale´atoires a la pro-
prie´te´ de perte de me´moire (MLP) s’il existe un N ∈ N tel que
P
(
rg(AN) = 1
)
> 0.
Si la suite est (A ◦ θn)n∈N, on dira que (A, θ) a la MLP.
Remarques 3.2.2.
1. Si la notion de rang 1 est claire, la notion de dimension dans toute sa
ge´ne´ralite´ ne se transpose pas bien (cf [CG79] et [Wag91]).
2. La matrice A ∈ Rd×dmax sans ligne de −∞ est donc de rang 1 si toutes ses
colonnes sont proportionnelles au sens de Rdmax. C’est le cas si et seulement
s’il existe a ∈ Rd et b ∈ Rdmax tels que pour tout (i, j) ∈ I2k Aij = ai + bj.
3. La compose´e d’une application topicale de rang 1 et d’une autre application
topicale est de rang 1.
4. Si B est une matrice de rang 1, alors pour toute matrice C de taille com-
patible sans ligne de −∞, rg(BC) = 1 ou rg(CB) = 1.
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5. La proprie´te´ MLP de´pend de la loi de A(1) et non de son seul support :
si (U(n))n∈N est une suite de variables re´elles i.i.d. telles que le support de
U(1) soit l’intervalle [0, 1], et si pour tout n ∈ N, A(n) est de´finie par
A(n) =
( −U(n) 0
0 −U(n)
)
,
alors (A(n))n∈N a la proprie´te´ MLP ssi P(U(n) = 0) > 0.
La condition plus faible ”il existe une application de rang 1 dans le semi-
groupe engendre´ par le support de la loi de A(1)” est introduit sous le non
de perte de me´moire asymptotique dans la partie 3.3 .
On peut enfin e´noncer le the´ore`me suivant :
The´ore`me 3.2.2 ([Mai97]). Soit (Ω, θ,P) un s.d.m. ergodique et inversible, et
A une variable ale´atoire de Ω dans Topd. Si (A, θ) a la MLP, alors il existe une
variable ale´atoire Y a` valeurs dans PRdmax telle qu’on ait :
Y ◦ θ = AY P− p.s. (3.3)
et (x(n, x0))n∈N couple avec (Y ◦ θn)n∈N en temps fini, uniforme´ment en x0.
Nous reprenons infra la preuve de [Mai97] en remplac¸ant simplement les ma-
trices dans (max,+) par des applications topicales.
Corollaire 3.2.3. Sous les meˆmes hypothe`ses, il existe une variable ale´atoire Z a`
valeurs dans Rd2 telle que pour tout i, j ∈ Id, la suite (xi(n+ 1, x0)− xj(n, x0))n∈N
couple avec la suite (Zij ◦ θn)n∈N en temps fini, uniforme´ment en x0.
De´monstration. D’apre`s la remarque 3.2.1, il suffit de poser Zij =
⊕
k(Aik+Ykj),
ou` Ykj = yk − yj si Y = y.
Corollaire 3.2.4. Soit (Ω, θ,P) un s.d.m. ergodique, et A : Ω → Rd×dmax une
matrice ale´atoire ve´rifiant la condition T. Si (A, θ) a la proprie´te´ MLP, alors
x(n, x0) converge en variation totale uniforme´ment en x0 vers une probabilite´ ne
de´pendant pas de x0.
De´monstration. Construisons d’abord Y . Par de´finition de la proprie´te´ MLP, il
existe n0 ∈ N tel que P (rg (An0) = 1) > 0. Posons
B := {ω ∈ Ω|∃n rg(A(−1) · · ·A(−n)) = 1} .
D’apre`s la remarque sur les matrices de rang 1, on ve´rifie que
θ(B) = {ω ∈ Ω|∃n rg(A(−2) · · ·A(−n− 1)) = 1}
⊂ {ω ∈ Ω|∃n rg(A(−1) · · ·A(−n− 1)) = 1}
⊂ B.
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Comme le s.d.m. est ergodique, P(B) est 0 ou 1. Or
P(B) ≥ P({ω ∈ Ω|rg(A(−1) · · ·A(−n0)) = 1} = P({ω ∈ Ω|rg(An0) = 1} > 0,
donc P(B) = 1.
On pose alors N(ω) := min {n ∈ N|rg(A(−1) · · ·A(−n)) = 1} et,
∀ω ∈ B, Y (ω) := A(−1) · · ·A(−N(ω)).1. (3.4)
Hors de B on fixe Y arbitrairement.
Montrons que Y ve´rifie les proprie´te´s souhaite´es.
Par de´finition de N(ω), A(−1) · · ·A(−N(ω)) est de rang 1, donc Y (ω) =
(A(−1) · · ·A(−N(ω))x0 pour tout x0. En particulier, on a :
∀n ≥ N(ω), Y (ω) = (A(−1) · · ·A(−n).1.
En remplac¸ant ω par θ(ω), on obtient que Y (θ(ω)) = (A(0) · · ·A(−n)).1 pour
tout n ≥ N(θ(ω)) − 1. En prenant n ≥ max(N(ω), N(θ(ω) − 1), on en de´duit
que :
Y ◦ θ = AY p.s. .
Remarquons que graˆce a` la relation Y ◦ θ = AY il suffit d’avoir la relation
x(n, x0) = Y ◦ θn pour n = n0 pour l’avoir pour tout n ≥ n0. En particulier pour
tout n ∈ N, x(n, Y ) = Y ◦ θn p.s. .
Posons C := {ω ∈ Ω|∃n ∈ N, rg(A(n) · · ·A(0)) = 1}. D’apre`s la remarque sur
les matrices de rang 1, on a :
θ−1(C) = {ω ∈ Ω|∃n ∈ N, rg(A(1) · · ·A(n+ 1)) = 1}
⊂ {ω ∈ Ω|∃n ∈ N, rg(A(0) · · ·A(n+ 1)) = 1}
⊂ C.
Or P(C) ≥ P({ω ∈ Ω|rg(An0) = 1} > 0, donc par l’ergodicite´ de θ, P(C) = 1.
De rg(An) = 1, on de´duit x(n, x0) = x(n, Y ) = Y ◦ θn, donc sur C ∩ B, les
suites (x(n, x0))n∈N et (Y ◦ θn)n∈N co¨ıncident a` partir d’un certain rang.
Le the´ore`me 3.2.2 admet la re´ciproque suivante :
The´ore`me 3.2.5. ([Mai97, 7.5]) Soit (Ω, θ,P) un s.d.m., A une application ale´a-
toire a` valeurs dans Topd ve´rifiant la condition T. S’il existe un Y ve´rifiant les
conclusions du the´ore`me 3.2.2, alors la suite (A(n))n∈N a la proprie´te´ de perte de
me´moire.
Remarque 3.2.3. L’hypothe`se d’uniformite´ en x0 de la convergence est cruciale,
comme le montre le cas des matrices re´ductibles. En effet les re´sultats de la
partie 3.4 donnent des exemples de suites n’ayant pas la MLP (a` cause de blocs
de −∞ presque suˆrs) telles que (x(n, x0))n∈N couple en temps fini avec un unique
re´gime stationnaire.
3.3. PERTE DE ME´MOIRE A` L’INFINI 79
De´monstration. Si Y ◦θn = x(n, x0) = Anx0 pour tout x0 ∈ Rk, alors rg(An) = 1.
Donc on a :
P(∪n∈N {ω ∈ Ω|rg(An) = 1}) = 1
et il existe n0 tel que P({ω ∈ Ω|rg(An0) = 1}) > 0.
Remarque 3.2.4. On de´finit Y comme une limite (atteinte) de produits a` droite,
ce qui ouvre la voie a` la ge´ne´ralisation au cas ou la limite n’est pas atteinte. C’est
l’objet de la partie suivante.
3.3 Perte de me´moire a` l’infini
Pour e´noncer la CNS de convergence, on a besoin de de´finir les matrices qu’on
peut approcher par des produits An(ω). Pour des raisons techniques, on conside`re
les matrices dans PRd×dmax. Cette partie pourait aussi s’e´tendre au cas d’applications
topicales. Mais pour cela, il faudrait munir Topd de la topologie de la convergence
uniforme, ce qui n’est pas naturel, comme nous le montre la proposition 3.3.9 .
Comme les re´sultats de cette partie ne sont pas re´utilise´s dans la suite, on se
contente du cas des matrices et on reprend tels quels certains re´sultats de [Mai97].
De´finition 3.3.1 (Perte de me´moire a` l’infini). On appelle matrices limites
a` gauche (resp. a` droite) les e´le´ments de l’ensemble T g (resp. T d) de´fini comme
suit :
T g :=
{
B ∈ Rd×dmax|∀ε > 0,∃n ∈ N P(δ(An, B) < ε) > 0
}
T d :=
{
B ∈ Rd×dmax|∀ε > 0,∃n ∈ N P(δ(A(1) · · ·A(n), B) < ε) > 0
}
ou` δ est la distance projective sur Rd×dmax.
On dit qu’une suite de matrice a la proprie´te´ de perte de me´moire asymp-
totique a` gauche (resp. a` droite) note´e PMAG (resp. PMAD) si T g (resp. T d)
contient un e´le´ment de rang 1.
Remarque 3.3.1. Si les A(n) sont i.i.d., alors T g = T d contient le sous semigroupe
ferme´ engendre´ par le support de la loi de A(1).
The´ore`me 3.3.2 ([Mai97]).
i) Soit (Ω, θ,P) un s.d.m. ergodique et A : Ω → Rd×dmax une matrice ale´a-
toire ve´rifiant la condition T et la PMAD. Alors, presque suˆrement, la suite
(y(n, x0))n∈N converge uniforme´ment en x0 vers une limite ne de´pendant pas
de x0.
ii) Soit (Ω, θ,P) un s.d.m. ergodique inversible et A : Ω → Rd×dmax une matrice
ale´atoire ve´rifiant la condition T et la PMAG. Alors la suite (x(n, x0))n∈N
couple uniforme´ment en x0 avec une suite stationnaire ne de´pendant pas de
x0.
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Corollaire 3.3.3. Soit (Ω, θ,P) un s.d.m. ergodique et A : Ω → Rd×dmax une ma-
trice ale´atoire ve´rifiant la condition T et la PMAG. Alors (x(n, x0))ninN converge
faiblement, uniforme´ment en x0.
La de´monstration utilise les re´sultats suivants sur le diame`tre projectif :
Proposition 3.3.4.
1. Pour toute matrice A ∈ Rd×dmax, D(A) = 0 ssi rg(A) = 1.
2. Pour toute matrice A ∈ Rd×dmax, D(A) =
⊕
i,j δ(A.i, A.j).
3. Donc D(A) <∞ ssi les vecteurs colonnes de A appartiennent a` Rd ∪ {(−∞)d}.
4. Si tous les coefficients de A sont finis, alors D(A) ≤ 2|A|P .
5. Pour toutes matrices A et B de tailles compatibles sans ligne de −∞, l’in-
clusion des images prouve que
D(AB) ≤ D(A).
Comme les matrices sont 1-lipschitziennes sur l’espace projectif, on a aussi,
si A n’a pas de ligne de −∞
D(AB) ≤ D(B).
De´monstration du the´ore`me 3.3.2.
i) Montrons que D(A(1) · · ·A(n)) → 0 p.s. . Cela conclura la de´monstration
car :
– δ(y(n, x0), y(n+m,x0)) = δ((y(n, x0), y(n, y(m,x0)◦θn)) ≤ D(A(1) · · ·A(n)),
donc y(n, x0)) sera une suite de Cauchy, uniforme´ment en x0.
– δ(y(n, x0), y(n, x1)) ≤ D(A(1) · · ·A(n)), donc la limite ne de´pendra pas
de x0.
Notons que la suite (D (A(1) · · ·A(n)))n∈N est presque suˆrement de´crois-
sante : cela re´sulte de la condition T et de la proposition 3.3.4 .
Soit η > 0. D’apre`s la PMAG, il existe une matrice M de rang 1 et un
i ∈ N tel que P(δ(A(1) · · ·A(i), B) < η) > 0. Alors par l’ergodicite´ de θ et la
proposition 3.3.4, l’e´ve´nement
A := {ω ∈ Ω |∃N ∈ N, δ (A(N) · · ·A(N + i), B) < η)}
est de probabilite´ 1. Or, si δ(B,M) ≤ η, on a :
D(B) = sup
u,v
δ(Bv,Bu)
≤ sup
v
δ(Bv,Mv) +D(M) + sup
u
δ(Mu,Bu)
≤ δ(B,M) + 0 + δ(M,B)
≤ 2η.
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Donc, pour tout ω ∈ A, il existe un N (de´pendant de ω) tel qu’on ait :
D(A(1) · · ·A(N + i)) ≤ D(A(N) · · ·A(N + i)) ≤ 2η.
Donc la probabilite´ de l’e´ve´nement
{ω ∈ Ω |∃n,D(A(1) · · ·A(n)) ≤ 2η}
est de probabilite´ 1.
Comme D(A(1) · · ·A(n)) est une suite de´croissante, l’e´ve´nement
{ω ∈ Ω|D(A(1) · · ·A(n)→ 0} =
⋂
k
{
ω ∈ Ω
∣∣∣∣∃n,D(A(1) · · ·A(n)) ≤ 1k + 1
}
est de probabilite´ 1.
ii) La suite stationnaire est (Y ◦ θn)n∈N, ou` Y est obtenu en appliquant le i) a`
(Ω, θ−1, A). C’est possible car l’ensemble T d associe´ a` A et θ−1 est exactement
l’ensemble T g associe´ a` A et θ. On remarque alors que Y ve´rifie Y ◦ θ = AY
et par re´currence, Y ◦ θn = AnY = x(n, Y ).
On a montre´ au i), queD(A(−1) · · ·A(−n))→ 0 p.s. . La convergence a aussi
lieu en probabilite´ et comme P(D(An) ≤ η) = P(D(A(−1) · · ·A(−n)) ≤ η,
la suite (D(An))n∈N tend vers 0 en probabilite´.
D’apre`s la proposition 3.3.4, D(An) = D(A(n) · · ·A(0)) est une suite de´crois-
sante, donc elle converge presque suˆrement. Sa limite ne peut eˆtre que 0.
On conclut la de´monstration en notant que
δ(x(n, x0), Y ◦ θn) = δ(Anx0, AnY ) ≤ D(An).
La remarque 3.2.1 permet d’en de´duire que :
Corollaire 3.3.5. Soit (Ω, θ,P) un s.d.m. ergodique inversible et A : Ω → Rd×dmax
une matrice ale´atoire ve´rifiant la condition T. Si (A, θ) a la PMAG, alors il
existe une variable ale´atoire Z : Ω → Rd×d telle que pour tout i, j ∈ Id la suite
(|x(n+ 1, x0)i − x(n, x0)j − Zij ◦ θn|)n∈N tende presque suˆrement vers 0, unifor-
me´ment en x0. En particulier la suite (x(n+ 1, x0)i − x(n, x0)j)n∈N converge fai-
blement vers une loi ne de´pendant pas de x0.
De´monstration. On pose Zij =
⊕
k(Aik + Ykj) et on conclut comme pour 3.2.3 .
La convergence en loi se de´duit alors du lemme suivant, qui ge´ne´ralise l’im-
plication classique de la convergence en loi par la convergence en probabilite´.
82 CHAP. 3 MATRICES DANS (R,max,+) : ORDRE 2
Lemme 3.3.6. Soit (Ω, θ,P) un s.d.m. et (E, δ) un espace polonais. Soient Xn
et Y des variables ale´atoires a` valeurs dans E. Alors si (Xn)n∈N et (Y ◦ θn)n∈N
couplent, alors (Xn)n∈N tend vers Y en loi.
De´monstration. Soit f ∈ Cb(E) et soit ε > 0. Comme E est polonais, il existe un
compact K de E tel que P(Y /∈ K) < ε‖f‖∞ . La compacite´ de K assure alors qu’il
existe un η > 0 tel que
∀x ∈ K, ∀y ∈ E, δ(x, y) ≤ η ⇒ |f(x)− f(y)| ≤ ε.
On de´compose alors la diffe´rence des espe´rances ainsi :
|E(f(Xn))− E(f(Y ))| = |E(f(Xn))− E(f(Y ◦ θn))|
≤ 2‖f‖∞P(Y ◦ θn /∈ K) + 2‖f‖∞P(δ(Xn, Y ◦ θn) ≥ η) + ε
≤ 3ε+ 2‖f‖∞P(δ(Xn, Y ◦ θn) ≥ η)
Le second terme tend vers 0 quand n tend vers l’infini, donc pour n assez grand,
|E(f(Xn))−E(f(Y ))| ≤′ ε. Donc E(f(Xn))→ E(f(Y )) pour tout f ∈ Cb(E).
La condition du the´ore`me 3.3.2 est ne´cessaire comme le montrent les re´sultats
suivants :
The´ore`me 3.3.7 ([Mai97]).
i) Soit (Ω, θ,P) un s.d.m. et A : Ω → Rd×dmax une matrice ale´atoire. On suppose
que la suite (y(n, x0))n∈N converge presque suˆrement, uniforme´ment en x0,
vers une limite ne de´pendant pas de x0. Alors la suite (A(n))n∈N a la PMAD.
ii) Soit (Ω, θ,P) un s.d.m. inversible et A : Ω → Rd×dmax une matrice ale´atoire
ve´rifiant la condition T. On suppose qu’il existe Y : Ω→ P(Rkmax) telle que
la suite (δ (x(n, x0), Y ◦ θn))n∈N converge presque suˆrement vers 0, uniforme´-
ment en x0. Alors la suite (A(n))n∈N a la PMAG.
Jean Mairesse montre aussi le re´sultat suivant, qui dit que la condition d’uni-
formite´ en la condition initiale est automatiquement ve´rifie´e dans le cas ou` il n’y
a pas trop de −∞ :
Lemme 3.3.8 ([Mai97]). Soit (Ω, θ,P) un s.d.m. ergodique inversible et A :
Ω → Rd×dmax une matrice ale´atoire ve´rifiant la condition T. On suppose qu’il
existe un n0 ∈ N tel que P(An0 ∈ Rd×d) > 0 et que pour tout x0, x1 ∈ Rd,
δ(x(n, x0), x(n, x1)) → 0 en probabilite´. Alors il existe une variable ale´atoire
Y : Ω → PRdmax) telle que la suite (δ (x(n, x0)), Y ◦ θn))n∈N converge presque
suˆrement vers 0, uniforme´ment en x0.
Remarque 3.3.2. L’hypothe`se P(An0 ∈ Rd×d) > 0 est cruciale, comme le montre
le cas des matrices re´ductibles. En effet les re´sultats de la partie 3.4 donnent des
exemples de suites n’ayant pas la PMAG (a` cause de blocs de −∞ presque suˆrs)
telles que (x(n, x0))n∈N couple en temps fini avec un unique re´gime stationnaire.
De tels exemples sont donne´s dans la partie 8 de [Mai97]
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Concluons cette partie par une remarque sur l’extension de la perte de me´-
moire asymptotique au cas topical. Pour refaire la de´monstration du the´ore`me 3.3.2,
il faudrait avoir une application de rang 1 approche´e en norme uniforme. Mais
la norme uniforme n’est pas adapte´e pour travailler dans Topd, comme le montre
la proposition suivante. En particulier, cette proposition implique que le support
d’une probabilite´ sur (Topd, ‖.‖∞) n’est pas de´fini.
Proposition 3.3.9.
i) Pour tout d ∈ N, l’espace Topd muni de la distance de la convergence uni-
forme sur tout compact est un espace σ-compact, donc en particulier un
espace polonais.
ii) Pour tout d ≥ 2, l’espace Topd muni de la distance de la convergence uni-
forme n’est pas se´parable.
Notons que T. Bousch et J. Mairesse on introduit dans [BM03] l’espace des
fonctions uniforme´ment topicales, qui est un espace polonais pour la convergence
uniforme contenant strictement les applications (max,+). Dans cet espace, on
pourait retrouver un analogue du the´ore`me 3.3.2.
De´monstration.
i) Pour tout N ∈ N, soit KN := {f ∈ Topd|‖f(0)‖∞ ≤ N}. Comme les fonc-
tions topicales sont 1-lipschitziennes, les fonctions de KN sont uniforme´ment
borne´es sur toute boule B(0,M) de Rd :
∀f ∈ KN , ‖f|B(0,M)‖∞ ≤M +N.
Par le the´ore`me d’Ascoli, et une extraction diagonale, on en de´duit que KN
est compact pour la topologie de la convergence uniforme sur tout compact.
ii) Pour tout re´el λ ∈ [0, 1], de´finissons la fonction fλ par :
(fλ(x1, · · · , xd))i = λx1 + (1− λ)x2.
Une telle fonction est bien croissante et additivement homoge`ne et elle ve´-
rifie (fλ(x, 0, · · · , 0))i = λx. Par conse´quent, {fλ}λ∈[0,1] est une famille non-
de´nombrable de Topd, tels que si λ 6= µ, on ait
‖fλ − fµ‖∞ = +∞.
Ceci contredit l’e´ventuelle se´parabilite´ de (Topd, ‖.‖∞).
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3.4 Matrices re´ductibles
3.4.1 Re´sultats
The´ore`me 3.4.1. Soit (Ω, θ,P) un s.d.m. ergodique inversible, et A : Ω →
Rd×dmax une matrice ale´atoire ve´rifiant la condition T telle que (maxi,j Aij)+ soit
inte´grable. Soit E l’union de toutes les composantes terminales de G(A), A˜ =
(Aij)i,j∈E et (x˜(n, x0))n∈N la suite re´currente stochastique associe´e a` A˜. On fait
les trois hypothe`ses suivantes.
1. Les A(n) sont i.i.d., ou A a la proprie´te´ de structure fixe.
2. Les composantes dominantes de G(A) sont exactement ses composantes ter-
minales.
3. La suite
(
x˜(n,XE0 )
)
n∈N couple en temps fini avec une suite stationnaire ne
de´pendant pas de X0.
Alors (x(n,X0))n∈N couple en temps fini avec une suite stationnaire ne de´pendant
pas de X0.
Remarques 3.4.1.
1. L’hypothe`se 3 est e´videmment ne´cessaire. Elle implique que pour toutes les
composantes terminales ck, γ
(k) = γ(A). La suite de´terministe ou` pour tout
n et tout ω,
A(n) =

0 0 0 0
0 0 0 0
−∞ −∞ 2 −∞
−∞ −∞ −∞ 1

ve´rifie les hypothe`ses 1 (dans ses deux versions) et 2, mais pas la 3.
2. L’hypothe`se 2 est presque ne´cessaire. En effet, elle s’exprime par l’e´quation
suivante :
∀j, l ∈ IK , (j → l, γ(j) ≥ γ(l))⇒ j = l.
Or, s’il existe j → l tel que γ(j) > γ(l), alors d’apre`s le corollaire 2.4.5,(
max
i∈Fj
xi(n,
−→
0 )−max
i∈Fl
xi(n,
−→
0 )
)
→ +∞ p.s. ,
ce qui interdit le couplage de (x(n,X0))n∈N.
Ainsi l’exemple 3 infra montre que les hypothe`ses 2 et 3 ne suffisent pas.
3. La suite de´terministe ou` pour tout n et tout ω,
A(n) =

0 0 0 0
0 0 0 0
−∞ −∞ 2 0
−∞ −∞ ∞ 1

montre que les hypothe`ses 1 et 3 ne suffisent pas.
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La preuve se rame`ne a` une re´currence dont le coeur est le the´ore`me suivant :
The´ore`me 3.4.2. Soit (I, J) une partition de Id, telle que la matrice ale´atoire
A, qui ve´rifie la condition T, se de´compose en blocs suivant I et J de la manie`re
suivante :
A = :
(
B D
−∞ C
)
, (3.5)
avec D non identiquement e´gal a` (−∞)I×J .
On fait les trois hypothe`ses suivantes :
1. ∀i ∈ I,P
(
∀n ∈ N
(
B(−1) · · ·B(−n)D(−n− 1)−→0
)
i
= −∞
)
= 0.
2. γ(B, θ) < γ(C, θ).
3.
(
xJ(n,X0)
)
n∈N
couple en temps fini avec une suite θ-stationaire ne de´pen-
dant pas de X0.
Alors la suite (x (n,X0))n∈N couple aussi en temps fini avec une suite θ-
stationnaire ne de´pendant pas de X0.
Remarque 3.4.2. D’apre`s la remarque 2.3.1, le the´ore`me 2.3.1 est un cas particulier
du the´ore`me 3.4.2, correspondant au cas ou` C = 0. On utilise ce cas particulier
pour de´montrer le the´ore`me ge´ne´ral.
Graˆce a` cette me´thode, rendue possible graˆce a` l’introduction d’applications
topicales e´tendues dans le the´ore`me 2.3.1, on obtient les the´ore`mes 3.4.2 et 3.4.1
sans les hypothe`ses de pre´ce´dence et de positivite´ de [Bac92].
Pour conclure l’expose´ des re´sultats, donnons un exemple ou` le couplage n’a
pas lieu alors que deux des trois hypothe`ses du the´ore`me 3.4.1 sont ve´rifie´es.
Exemple 3 (Hypothe`ses 2 et 3). Soient Ω = {ω0, ω1}, θ l’application qui e´change
ω0 et ω1 et P = 12(δω0 + δω1). Soit A, de Ω dans R
3×3
max de´finie par :
A(ω0) =
 −∞ 0 00 −∞ −∞
−∞ −∞ 1
 et A(ω1) =
 −∞ 0 −∞0 −∞ −∞
−∞ −∞ 1
 .
On ve´rifie que (Ω, θ,P) est un syste`me dynamique. La suite est une chaˆıne de
Markov de´ge´ne´re´e : A ◦ θn = A(ω0)⇐⇒ A ◦ θn+1 = A(ω1).
Or l’action de A(ω0) et A(ω1) sur un triplet
t(x, y, z) tel que z ≥ max(x, y)
est donne´e par les e´quations suivantes :
A(ω0)
t(x, y, z) =t (z, x, z + 1) et A(ω1)
t(x, y, z) =t (y, x, z + 1) .
Donc la suite est entie`rement de´termine´e par les e´quations suivantes :
x(2n,
−→
0 )(ω0) =
t(0, 2n− 2, 2n) et x(2n+ 1,−→0 )(ω0) = t(2n, 0, 2n+ 1)
x(2n,
−→
0 )(ω1) =
t(2n− 1, 0, 2n) et x(2n+ 1,−→0 )(ω0) = t(0, 2n− 1, 2n+ 1).
(3.6)
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Donc la suite
(
1
n
x(n,
−→
0 )
)
n∈N
ne converge presque suˆrement pas. En particulier,(
x(n,
−→
0 )
)
n∈N
ne couple pas avec une suite stationnaire finie.
Le graphe de A a deux composantes c1 = {1, 2} et c2 = {3} telles que 1 →
2, γ(1) = 0 et γ(2) = 1. Donc c2 est l’unique composante dominante, et elle
est terminale. Avec les notations du the´ore`me 3.4.1, E = {3}, donc la suite(
x˜ (n,X0)
)
n∈N est a` valeurs dans le singleton PR
1
max, en particulier elle couple en
temps fini avec une unique suite stationnaire.
3.4.2 De´monstrations
On commence par un lemme qui servira dans la de´monstration du the´o-
re`me 3.4.2 . Ensuite, on de´montre ce the´ore`me, et enfin le the´ore`me 3.4.1 .
Lemme 3.4.3.
1. Soient (an)n∈N, (bn)n∈N, (cn)n∈N et (dn)n∈N des suites de variables ale´atoires
a` valeurs dans Rmax, ve´rifiant les conditions suivantes :
i) (dn)n∈N est stationaire,
ii) P(dn ∈ R) = 1,
iii) limn→+∞ an = −∞,
Alors on a :
lim
n→+∞
P(an ≥ dn) = 0. (3.7)
2. Si les conditions suivantes sont aussi satisfaites,
iv) limn→+∞ cn = −∞,
v) limn→+∞ P(an ⊕ bn 6= dn) = 0,
alors on a aussi :
lim
n→+∞
P(cn ⊕ bn 6= dn) = 0. (3.8)
De´monstration.
1. Pour tout t ∈ R, on a :
P(an ≥ dn) ≤ P(an ≥ t) + P(t ≥ dn).
Or d’apre`s iii), lim supn→+∞ P(an ≥ t) = 0, et d’apre`s i), pour tout n ∈ N,
P(t ≥ dn) = P(t ≥ d1), on a donc
lim sup
n→+∞
P(an ≥ dn) ≤ P(t ≥ d1).
Or le ii) assure que limt→−∞ P(t ≥ d1) = 0, donc (3.7) est de´montre´.
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2. En re´apliquant le 1. avec (cn)n∈N au lieu de (an)n∈N, on obtient
lim
n→+∞
P(cn ≥ dn) = 0. (3.9)
Or P(bn 6= dn) ≤ P(an = dn) + P(an ⊕ bn 6= dn), donc d’apre`s (3.7) et ii),
on a :
lim
n→+∞
P(bn 6= dn) = 0. (3.10)
En combinant (3.9) , (3.10) et l’ine´galite´
P(cn ⊕ bn 6= dn) ≤ P(bn 6= dn) + P(cn > dn),
on ache`ve la preuve du lemme.
De´monstration du the´ore`me 3.4.2.
Re´currence affine :
On de´finit la suite (Zn)n∈N a` valeurs dans RI×Jmax par
(Zn)ij := xi(n,X0)− xj(n,X0). (3.11)
On repart de l’expression (2.22), et on calcule que Zn ve´rifie la relation
Zn+1 = F (n)Zn ⊕G(n), (3.12)
ou` F (n) et G(n) sont l’application topicale e´tendue ale´atoire de RI×Jmax dans lui
meˆme et le vecteur ale´atoire a` valeurs dans RI×Jmax de´finis par :
∀x ∈ RI×J , (F (n)x)ij = max
k∈I
min
l∈J
(B(n)ik − C(n)jl + xkl)
(G(n))ij = max
k∈J
min
l∈J
(D(n)ik − C(n)jl + xk(n,X0)− xl(n,X0)) .
L’application F (n) est bien a` valeurs dans RI×Jmax car C ve´rifie la condition T. Elle
est clairement dans Tope#I#J .
Avant toute chose, calculons (F (n) · · ·F (1)x)ij, quand il existe un vecteur
y ∈ Rd, tel que ∀(i, j) ∈ I × J, xij = yi − yj. Comme F (n) ne de´pend que de
B(n) et C(n), on peut supposer que D = (−∞)I×J p.s. et X0 = y p.s. Dans ce
cas G(n) = (−∞)I×J p.s., donc Zn = F (n − 1) · · ·F (1)Z0. En outre Z0 = x et
(Zn)ij = xi(n, y) − xj(n, y) = (B(n − 1) · · ·B(0)y)i − (C(n − 1) · · ·C(0)y)j. On
a donc montre´ que pour tout y ∈ Rd, x de´fini par ∀(i, j) ∈ I × J, xij = yi − yj,
satisfait :
(F (n) · · ·F (1)x)ij = (B(n− 1) · · ·B(0)y)i − (C(n− 1) · · ·C(0)y)j p.s. . (3.13)
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Cas
(
xJ(n,X0)
)
n∈N
stationnaire :
Supposons maintenant queX0 est choisi de telle manie`re que la suite
(
xJ(n,X0)
)
n∈N
soit θ-stationnaire. C’est possible d’apre`s l’hypothe`se 3.. Alors la suite ((F (n), G(n)))n∈N
est aussi θ-stationnaire, car G(n) est une fonction de A(n) et xJ(n,X0).
On peut donc appliquer le the´ore`me 2.3.1, a` condition de prouver que γ
(
(F (n)))n∈N
)
< 0.
Mais d’apre`s la relation 3.13,(
F (n) · · ·F (1)−→0
)
ij
=
(
B(n) · · ·B(1)−→0
)
i
−
(
C(n) · · ·C(1)−→0
)
j
,
donc γ
(
(F (n))n∈N
) ≤ γ(B, θ)−γb(C, θ).D’apre`s l’hypothe`se 3, γb(C, θ) = γ(C, θ),
et d’apre`s l’hypothe`se 2 γ(C, θ) < γ(B, θ), donc γ
(
(F (n)))n∈N
)
est bien stricte-
ment ne´gatif.
Dire que (M∞)ij = −∞, c’est dire que pour tout n ∈ N,
(F (−1) · · ·F (−n)G(−n− 1))ij = −∞.
On pose yI = D(−n − 1)XJ0 ◦ θ−n−1 et yj = C(−n − 1)XJ0 ◦ θ−n−1. D’apre`s
l’e´quation 3.13 compose´e par θ−n−1, on a :
(F (−1) · · ·F (−n)G(−n− 1))ij
=
(
B(−1) · · ·B(−n)D(−n− 1)XJ0 ◦ θ−n−1
)
i
− (C(−1) · · ·C(−n)C(−n− 1)XJ0 ◦ θ−n−1)j .
Or, comme C satisfait la condition T, C(−1) · · ·C(−n)C(−n−1)XJ0 ◦θ−n−1 ∈
RJ , donc (M∞)ij = −∞ ssi pour tout n ∈ N,(
B(−1) · · ·B(−n)D(−n− 1)XJ0 ◦ θ−n−1
)
i
= −∞.
Comme cette dernie`re condition ne de´pend que de la place des −∞ dans les
diffe´rents termes, l’hypothe`se 3 assure que M∞ est fini presque suˆrement. Alors
le the´ore`me 2.3.1 prouve que (Zn)n∈N couple en temps fini avec un re´gime sta-
tionnaire, note´ (dn)n∈N.
Cas ge´ne´ral : Si
(
xJ(n,X0)
)
n∈N
n’est pas θ-stationnaire, on note N le temps
d’arreˆt a` partir duquel xJ(n,X0) co¨ıncide avec la suite stationnaire. Pour tout
n ∈ N, on pose :
an = F (n− 1) · · ·F (1)G(0)⊕ · · · ⊕ F (n− 1) · · ·F (N)G(N − 1)
⊕F (n− 1) · · ·F (0)Z(0)
bn = F (n− 1) · · ·F (N + 1)G(N)⊕ · · · ⊕ F (n− 1)G(n− 2)⊕G(n− 1)
et (cn)n∈N la suite obtenue comme (an)n∈N, quand la condition initiale est telle
que
(
xJ(n,X0)
)
n∈N
est θ-stationnaire.
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Comme γ ((F (n))n∈N) < 0, limn an = limn cn = −∞ et d’apre`s l’e´qua-
tion (2.12), Zn = an⊕ bn donc d’apre`s le lemme 3.4.3, le couplage avec (dn)n∈N a
lieu pour toute condition initiale.
Or dire que (Zn)n∈N et
(
xJ(n,X0)
)
n∈N
couplent en temps fini simultane´ment
avec un re´gime stationnaire, c’est dire que (x(n,X0))n∈N couple en temps fini avec
un re´gime stationnaire.
De´monstration du the´ore`me 3.4.1. On fait une re´currence sur le nombre K de
composantes de G(A).
Si K = 1, il n’y a rien a` montrer.
Supposons donc que le re´sultat est de´montre´ pour K− 1 composantes, et que
G(A) a K composantes. Quitte a` permuter l’ordre des coordonne´es, on peut sup-
poser que les premie`res coordonne´es correspondent a` une composante initiale de
G(A), e´ventuellement triviale, note´e I. Soit J = Id\I. Alors A se de´compose selon
l’e´quation (2.22), avec G(B) fortement connexe et G(C) qui a K−1 composantes
fortement connexes.
Comme on n’a enleve´ qu’une composante initiale, les composantes terminales
de G(C) sont celles de G(A) et elles sont encore dominantes en tant que compo-
santes de G(C). Comme C ve´rifie aussi T et i) et comme G(C) aK−1 composantes
fortement connexes, l’hypothe`se de re´currence applique´e a` la matrice ale´atoire C
assure le couplage en temps fini de
(
xJ(n,X0)
)
n∈N
.
Comme J contient une composante terminale, J ∩ E 6= ∅,
(
xJ(n,X0)
)
n∈N
et(
xE(n,X0)
)
n∈N
couplent en temps fini avec une suite stationnaire ne de´pendant
pas de X0, ce qui implique que
(
xE∪J(n,X0)
)
n∈N
couple en temps fini avec une
suite stationnaire ne de´pendant pas de X0.
Si D est presque suˆrement (−∞)I×J , alors I est terminale, donc E ∪ J = Id,
ce qui conclut la preuve de l’he´re´dite´ dans ce cas.
Si B = −∞, alors D a la proprie´te´ T et x(n+1, X0) est l’image de xJ(n,X0)
par une application topicale qui ne de´pend que de A(n), ce qui conclut aussi la
preuve de l’he´re´dite´ dans ce cas.
On suppose donc de´sormais que G(B) est fortement connexe et que P (D 6= (−∞)I×J) > 0.
Montrons qu’alors les hypothe`ses du the´ore`me 3.4.2 sont ve´rifie´es :
1. La condition 1. re´sulte du lemme 2.4.13 dans le cas i.i.d. et de l’irre´ductibilite´
de G(B) dans le cas SF.
2. Comme D n’est pas presque suˆrement (−∞)I×J , I n’est pas terminale et il
existe une composante terminale cl ⊂ J accessible depuis I. Par l’hypothe`se
2, γ(B, θ) < γ(l), et d’apre`s le the´ore`me 2.4.4, γ(C, θ) ≥ γ(l). Donc γ(B, θ) <
γ(C, θ).
3. La condition 3. a de´ja` e´te´ ve´rifie´e.
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Le the´ore`me 3.4.2 permet donc de conclure la de´monstration de l’he´re´dite´ de la
proprie´te´, et avec elle la de´monstration du the´ore`me.
Chapitre 4
Ge´ne´ricite´ de la proprie´te´ de
perte de me´moire
4.1 Pre´sentation et re´sume´
4.1.1 Re´sultats
Rappelons le re´sultat de J. Mairesse (the´ore`me 3.2) : si la suite (A(n))n∈N a
la proprie´te´ de perte de me´moire (MLP), alors il existe une variable ale´atoire Y
a` valeurs dans PRdmax telle que (x(n, x0))n∈N couple avec (Y ◦ θn)n∈N.
Par analogie avec le cas des produits usuels de matrices, on peut se poser
les questions suivantes : Quelle est la loi de Y ? Peut on prouver un TCL? La
condition de perte de me´moire est-elle ge´ne´rique ?
La premie`re question n’est pas traite´e dans ce travail, la deuxie`me fait l’objet
de la partie 5, enfin la troisie`me est le sujet de ce chapitre. Son inte´reˆt est accru
par le fait qu’on montre au chapitre 5 que si (A(n))n∈N a la MLP et satisfait des
conditions d’inte´grabilite´ suffisantes, alors (x(n,X0))n∈N ve´rifie des the´ore`mes
limites. En outre S. Gaubert et D. Hong ont montre´ le re´sultat suivant :
The´ore`me 4.1.1 ([GH00]). Soit (A1, · · · , At) un t-uplet d’applications topi-
cales. Pour tout vecteur de probabilite´ p ∈ Rt, on appelle (Ap(n))n∈N la suite
i.i.d. d’applications ale´atoires telle que
∀i ∈ It,P (Ap(1) = Ai) = pi
et L(p) l’exposant de Lyapunov associe´ a` la suite (Ap(n))n∈N.
Soit D l’ensemble des p tels que ∀i ∈ It, pi > 0. S’il existe un p ∈ D tel que
la suite (Ap(n))n∈N ait la MLP, alors pour tout p ∈ D la suite (Ap(n))n∈N a la
MLP.
Dans ce cas, L est une fonction analytique de p sur D.
Comme on s’inte´resse a` des matrices ale´atoires avec la condition T, on regarde
les matrices sans lignes de −∞. On note Md l’ensemble des matrices de Rd×dmax
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sans ligne de −∞ et Pd l’ensemble des matrices A dites primitives, c’est-a`-dire
telles qu’il existe un n ∈ N tel que les coefficients de A⊗n soient tous finis.
Nous de´finissons des notions de formes line´aires et d’hyperplans sur ces espaces
qui e´tendent celles sur Rd×d.
De´finition 4.1.2 (Hyperplans). Soit k ∈ N∗. A` tout vecteur α ∈ Rk, on associe
l’application fα de Rkmax dans Rmax de´finie par fα(V ) =
∑
αi 6=0
αiVi si pour tout i ∈ Ik, αi 6= 0⇒ Vi ∈ R,
fα(A) = −∞ sinon.
(4.1)
On appelle forme line´aire sur Rkmax une telle fonction. On appelle hyperplan (resp.
hyperplan affine) de Rkmax l’ensemble des ze´ros (resp. une ligne de niveau de niveau
fini) d’une forme line´aire non nulle sur Rkmax.
On appelle hyperplan de Md (resp. Pd) l’intersection de Md (resp. Pd) et
d’un hyperplan de Rd×dmax.
On appelle hyperplan de Pd ×Md l’intersection de Pd ×Md d’un hyperplan
de
(
Rd×dmax
)2
.
Pour tout i, j ∈ Id, on note A◦ij l’application qui a` A associe Aij. Les formes
line´aires sur Md se de´composent de manie`re unique en une combinaison line´aire
finie de A◦ij.
Nous obtenons les re´sultats suivants :
The´ore`me 4.1.3. Pour tout entier d ≥ 1, l’ensemble des couples de matrices
(A,B) ∈ Pd×Md tels qu’une suite (A(n))n∈N de matrices ale´atoires i.i.d. prenant
les valeurs A et B avec probabilite´ strictement positive n’ait pas la proprie´te´ de
perte de me´moire est inclus dans une union finie d’hyperplans de Pd ×Md.
Pour de´finir le support d’une mesure, il faut munir Md d’une topologie σ-
compacte. On prend celle donne´e par la distance
d(A,B) = max{| arctan(Aij)− arctan(Bij)| |i, j ∈ Id}.
The´ore`me 4.1.4. Soit µ une probabilite´ sur Md de support Sµ. Si Pd ∩Sµ n’est
inclus dans aucune union finie d’hyperplans affines, alors une suite (A(n))n∈N de
matrices ale´atoires i.i.d. de loi µ a la proprie´te´ de perte de me´moire.
En fait, on construit des matrices de rang 1 d’une manie`re explicite. Les hy-
perplans qui ne doivent pas contenir les matrices A et B ou le support de µ seront
donne´s par les lemmes 4.3.7 et 4.3.10.
On peut ge´ne´raliser ces the´ore`mes en affaiblissant l’hypothe`se d’inde´pendance.
On obtient les the´ore`mes suivants :
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The´ore`me 4.1.5. Pour tout entier d ≥ 1, il existe un ensemble E ⊂ Pd ×Md,
inclus dans une union finie d’hyperplans de Pd × Md, tel que tout couple de
matrices (A,B) ∈ Pd×Md\E ait la proprie´te´ suivante : toute suite stationnaire
(A(n))n∈N de variables ale´atoires a` valeurs dans {A,B} ve´rifiant
∀n ∈ N,∀(A1, · · · , An) ∈ {A,B}n, P [∀i ∈ In, A(i) = Ai] > 0
a la proprie´te´ de perte de me´moire.
The´ore`me 4.1.6. Soit (A(n))n∈N une suite stationnaire de matrices ale´atoires
a` valeurs dans Pd, telle que pour tous les bore´liens Bi de Rd×d, on ait :
(∀i ∈ In,P [A(i) ∈ Bi] > 0)⇒ P [∀i ∈ In, A(i) ∈ Bi] > 0.
Si le support de la loi de A(1) n’est inclus dans aucune union finie d’hyperplans
affines, alors la suite (A(n))n∈N a la proprie´te´ de perte de me´moire.
Le the´ore`me 4.1.5 de´coule facilement du the´ore`me 4.1.3 . Par contre, il faut
examiner la preuve du the´ore`me 4.1.4 pour voir qu’elle donne aussi le the´o-
re`me 4.1.6 .
Avant de pre´senter la preuve de ces re´sultats, signalons que le chapitre 7- non-
publie´- de la the`se [Mai95] de J. Mairesse donne des exemples de syste`mes avec
et sans la MLP. Citons en particulier les deux the´ore`mes suivant, qui prouvent
que certains syste`mes ont la MLP. Les notions de circuit critique et de vecteur
propre (max,+) , seront de´finies dans la partie 4.2.
The´ore`me 4.1.7 ([Mai95]). Supposons que d est premier et soient A et B deux
matrices de Rd×dmax, ayant chacune un unique circuit critique de longueur d. Alors
il existe un produit fini de A et B de rang 1 ssi A et B n’ont pas les meˆmes
vecteurs propres au sens (max,+).
The´ore`me 4.1.8 ([Mai95]). Soient (aij)i,j∈Id ∈ Rd×d et (bij)i,j∈Id ∈ Rd×d des
re´els tels que aij < bij pour tous i, j ∈ Id. Notons (A(n))n∈N une suite de matrices
i.i.d. telle que les coordonne´es Aij(0) soient inde´pendantes de loi donne´e par
P (Aij(0) = aij) = pij > 0 et P (Aij(0) = bij) = (1− pij) > 0
La suite (A(n))n∈N a la MLP.
4.1.2 Principe de la preuve
Notation On notera (iA)i∈In un n-uplet de matrices plutoˆt que (Ai)i∈In afin de
re´server les indices pour noter les coefficients des matrices.
Le the´ore`me 4.1.3, se rame`ne a` un proble`me de´terministe : a` quelles conditions
sur (A,B) ∈ (Md)2, le semi-groupe engendre´ par A et B dans Rd×dmax contient-il
une matrice de rang 1 ?
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La the´orie asymptotique des matrices a` coefficients dans Rmax montre que cer-
taines matrices, dites de type scs1-cyc1, ont des puissances de rang 1. (cf lemme 4.3.1)
Les e´le´ments ne´cessaires de cette the´orie sont rappele´s dans la partie 4.2.
On est donc ramene´ au lemme suivant dont la preuve est repousse´e a` la par-
tie 4.3.3. La notion de graphe critique est de´finie infra (de´finition 4.2.1).
Lemme 4.1.9. Pour tout couple (A,B) ∈ Pd ×Md pris en dehors d’un certain
ensemble fini d’hyperplans, il existe deux entiers m ∈ N et n ∈ N tels que la
matrice A⊗mBA⊗n ait tous ses coefficients finis et que son graphe critique soit
re´duit a` une boucle. En particulier cette matrice est de type scs1-cyc1 .
A priori, le the´ore`me 4.1.4 ne re´pond pas a` une question de´terministe, car la
proprie´te´ MLP de´pend de la loi µ et non de son seul support (cf. remarque 3.2.2).
En fait, il de´coule aussi du lemme 4.1.9, compte tenu du lemme suivant :
Lemme 4.1.10. Soit A ∈ Rd×d une matrice a` coefficients finis dont le graphe
critique est re´duit a` une boucle. Alors il existe un voisinage V de A et un entier
n tel que :
∀(iA)i∈In ∈ V n, rg(1A · · ·nA) = 1.
Dans la partie 4.2, on rappelle donc la the´orie spectrale et asymptotique des
matrices a` coefficients dans Rmax. Puis, dans la partie 4.3, on prouve les the´o-
re`mes 4.1.3 et 4.1.4 . Cette preuve est de´compose´es en trois sous-parties. La pre-
mie`re montre que le lemme 4.1.9 entraˆıne bien les the´ore`mes. On y trouve la
de´monstration du lemme 4.1.10 . La deuxie`me introduit la notion de matrices
re´duites, qui sert a` conclure la de´monstration du lemme 4.1.9 dans la dernie`re
sous-partie.
4.2 Puissances des matrices dans (R,max,+)
Nous re´sumons ici la the´orie spectrale et asymptotique des matrices a` coeffi-
cients dans Rmax. Les e´le´ments de the´orie des graphes ne´cessaires ont e´te´ rappele´s
dans la de´finition 2.4.1 .
De´finition 4.2.1 (Graphe associe´ a` une matrice). Pour une matrice carre´e
A de taille d a` coefficients dans Rmax, on donne les de´finitions suivantes.
i) Le graphe d’incidences de A est le graphe oriente´ ponde´re´ dont les noeuds
sont les e´le´ments de Id et les arcs les (i, j) tels que Aij > −∞ avec le poids Aij.
Il est note´ G(A) , l’ensemble de ses chemins e´le´mentaires E(A) et l’ensemble
de ses circuits e´le´mentaires C(A).
ii) Le poids d’un chemin ch sur G(A) est note´ w(A, ch). Il vaut :
w(A, ch) =
|ch|∑
j=1
Aijij+1 .
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Le poids moyen d’un circuit sur G(A) est note´ mw(A, c) et vaut w(A,c)|c| .
iii) Le rayon spectral de A est ρmax(A) := maxc∈Cmw(A, c).
iv) Le graphe critique de A est la restriction de G(A) aux noeuds et aux arcs
appartenant aux circuits de poids moyen ρmax(A). Il est note´ Gc(A).
v) La cyclicite´ de A est celle de Gc(A), et on la note c(A).
vi) Le type d’une matrice est scsN-cycC, ou` N et le nombre de composantes
fortement connexes de Gc(A) et C la cyclicite´ de A.
La remarque suivante est a` la base de toutes les de´monstrations a` venir.
Remarque 4.2.1 (Interpre´tation des puissances en termes de graphe). Si (i1, i2 · · · , in+1)
est un chemin sur le graphe G(A), son poids est∑nj=1Aijij+1 , donc A⊗nij est le poids
du chemin de longueur n de i vers j le plus lourd.
Pour e´noncer les the´ore`mes spectraux, on a aussi besoin de :
The´ore`me-De´finition 4.2.2 (E´toile de Kleene). Pour tout A ∈ Rd×dmax ve´ri-
fiant ρmax(A) ≤ 0, on pose :
A+ :=
⊕
n≥1
A⊗n =
⊕
1≤n≤d
A⊗n.
A∗ :=
⊕
n≥0
A⊗n =
⊕
0≤n≤d−1
A⊗n.
Les e´galite´s a` prouver de´coulent des remarques suivantes, qui font suite a` la
remarque 4.2.1 .
Remarques 4.2.2.
1. La condition ρmax(A) ≤ 0 signifie que tous les circuits sur Gc(A) sont de
poids ne´gatif.
2. Pour tout (i, j) ∈ I2d , A+ij est le poids du chemin le plus lourd de i vers j.
3. Ce poids est atteint par un chemin de longueur au plus d, car tout chemin
plus long contient un circuit de poids ne´gatif.
4. Si i 6= j, A∗ij = A+ij et pour tout j ∈ Id, A∗jj = max(A+jj, 0).
De´finition 4.2.3 (Vecteurs propres). Pour toute matrice A ∈ Rd×dmax, on dit
que λ ∈ Rmax est valeur propre de A, s’il existe un vecteur V ∈ Rdmax\{(−∞)d}
tel que :
AV = λ⊗ V.
Un tel V est appele´ vecteur propre associe´ a` la valeur propre λ.
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Quand ρmax(A) 6= 0, on s’y rame`ne en utilisant que
ρmax ((Aij − ρmax(A))i,j∈Id) = 0.
Il suffit donc de connaˆıtre la the´orie spectrale des matrices a` rayon spectral nul.
C’est ce que donne la proposition suivante.
Proposition 4.2.4 (Vecteurs propres).
1. Si c est un circuit de Gc(A), alors son poids moyen est ρmax(A).
2. Si G(A) est fortement connexe, alors ρmax(A) est la seule valeur propre de
la matrice A.
3. Si ρmax(A) = 0, alors le vecteur colonne A
+
.i est vecteur propre de A associe´
a` 0 ssi i ∈ Gc(A), .
4. Si ρmax(A) = 0, alors tout vecteur y ∈ Rdmax est vecteur propre de A associe´
a` 0 si et seulement s’il ve´rifie
y =
⊕
i∈Gc(A)
yi ⊗ A+.i . (4.2)
5. Si ρmax(A) = 0, et si i et j sont dans la meˆme composante fortement
connexe de Gc(A), alors les vecteurs colonnes A+.i et A+.j sont proportionnels
au sens (max,+).
6. Si ρmax(A) = 0, alors aucun vecteur colonne A
+
.i avec i ∈ Gc(A) ne peut
s’e´crire comme combinaison (max,+)-line´aire des A+.j avec j dans des com-
posantes fortement connexes de Gc(A) diffe´rentes de celle de i.
De´monstration.
1. Soit c = (i1, · · · , in+1) un circuit de Gc(A) (donc in+1 = i1). Par de´finition de
Gc(A), tout arc (ij, ij+1) se comple`te par un chemin chj de longueur |chj|
pour donner un circuit (ij, chj) de poids moyen ρmax(A) et de longueur
|chj|+ 1 (cf. dessin 4.1). On a donc l’e´quation :
Aijij+1 + w(chj) = ρmax(A)(|chj|+ 1) (4.3)
Appelons c′ le chemin obtenu en concate´nant chn, chn−1, · · · , ch1. En som-
mant l’e´quation (4.3) sur j, on obtient :
w(c) + w(c′) = ρmax(A)(|c|+ |c′|). (4.4)
Mais c et c′ sont des circuits de G(A) donc w(c) ≤ ρmax(A)|c| et w(c′) ≤
ρmax(A)|c′|, donc l’e´quation (4.4) implique que mw(c) = ρmax(A).
4.2. PUISSANCES DES MATRICES DANS (R,MAX,+) 97
i1
i2
i3
in−1
ch1
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Fig. 4.1 – circuits de Gc(A)
2. Soit V un vecteur propre associe´ a` la valeur propre λ. Montrons que λ =
ρmax(A). La re´ciproque de´coule du point iii) applique´ a` la matrice de rayon
spectral nul (Aij − ρmax(A))i,j∈Id .
Excluons d’abord le cas λ = −∞. Dans ce cas, AV = −∞−→1 , c’est-a`-dire
que pour tout i, j ∈ Id, Aij + Vj = −∞. Or, par de´finition de V , il existe
un j0 tel que Vj0 > −∞. Pour ce j0, on a Aij0 = −∞ pour tout i, ce qui
contredit la forte connexite´ de Gc(A).
Remarquons que, d’apre`s la remarque 4.2.1, G(A) est fortement connexe
ssi pour tout i, j ∈ Id, il existe n tel que A⊗nij > −∞. Alors pour tout i,
Vi = (A
⊗nV )i − nλ ≥ A⊗nij0 + Vj0 − nλ, donc toutes les coordonne´es de V
sont finies.
Comme A⊗nii + Vi ≤ Vi + nλ et comme V est fini, A⊗nii ≤ nλ. Comme
ρmax(A) =
⊕
n,i
1
n
A⊗nii , on en de´duit ρmax(A) ≤ λ.
Par ailleurs, on de´finit par re´currence la suite des ij tels que
λ+ Vij = Aijij+1 + Vij+1 . (4.5)
Comme elle prend ses valeurs dans un ensemble fini, elle prend deux fois la
meˆme valeur, disons en j1 et j2. Appelons c le chemin obtenu en suivant la
suite (ij)j entre les indices j1 et j2. En sommant sur j l’e´quation (4.5), on
voit que |c|λ = w(c), donc λ ≤ mw(c) ≤ ρmax(A).
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3. Comme A+ = AA∗ et comme les matrices A+ et A∗ co¨ıncident en dehors de
la diagonale, il suffit de remarquer que j ∈ Gc(A) ssi A∗jj = A+jj = 0. Cela
de´coule des interpre´tations en terme de chemins.
4. Si V est un vecteur propre de A, A+V =
⊕
n≥1A
⊗nV = V , donc V s’e´crit
comme combinaison des vecteurs colonnes de A+ :
V =
⊕
j∈Id
Vj ⊗ A+.j ≥
⊕
j∈Gc(A)
Vj ⊗ A+.j .
Dans l’autre sens, pour tout i, on de´finit par re´currence la suite ij telle que
i1 = i et
Vij = Aijij+1 + Vij+1 . (4.6)
La suite prend deux fois une meˆme valeur ij1 = ij2 . Cette valeur est ne´-
cessairement dans Gc(A) car en sommant l’e´quation (4.6) sur j entre j1 et
j2− 1, on voit que le chemin (ij)j1≤j≤j2 est un chemin critique. On a donc :
Vi =
∑
j∈Ij1−1
Aijij+1 + Vj1 ≤ Vj1 ⊗ A+ij1 ≤
⊕
j∈Gc(A)
Vj ⊗ A+.j .
Donc tout vecteur propre de A ve´rifie l’e´quation 4.2 . La re´ciproque de´coule
du point 3.
5. Dire que i et j sont dans la meˆme composante fortement connexe, c’est dire
qu’il existe un circuit de poids maximal passant par i et j, donc un n et
un m tels que A⊗nij + A
⊗m
ji = ρmax(A) = 0. D’apre`s le iii), on a, pour tout
k ∈ Id :
A+kj =
(
A+.j
)
k
=
(
A⊗nA+.j
)
k
= (A⊗nA+)kj
= (A+A⊗n)kj
≥ A+ki + A⊗nij .
Par syme´trie,A+ki ≥ A+kj+A⊗mji . Mais par de´finition dem et n,A⊗nij = −A⊗mji ,
donc cette dernie`re e´quation devient A+kj ≤ A+ki+A⊗nij . D’ou` A+.j = A⊗nij ⊗A+.i .
6. Soit i un noeud de Gc(A) et J un ensemble de noeuds de Gc(A) n’intersectant
pas la composante fortement connexe de i tels que
A+.i =
⊕
j∈J
aj ⊗ A+.j .
Pour tout j ∈ Gc(A), A+jj = 0, donc il existe un k ∈ J tel que 0 = A+ii =
ak +A
+
ik et A
+
ki ≥ ak +A+kk = ak. En sommant les deux dernie`res ine´galite´s,
on a A+ik +A
+
ki ≥ 0. Mais d’apre`s la remarque 4.2.2, cela signifie qu’il existe
un chemin critique passant par i et k, donc que i et k sont dans la meˆme
composante fortement connexe de Gc(A).
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Proposition 4.2.5 (Puissances [CDQV83], [CDQV85]). Si G(A) est for-
tement connexe, si ρmax(A) = 0 et si c(A) = 1, alors il existe un rang a` partir
duquel A⊗n est e´gale a` la matrice Q de´finie par
∀(i, j) ∈ I2d , Qij :=
⊕
l∈Gc(A)
A+il ⊗ A+lj .
Remarques 4.2.3.
1. Pour tout (i, j) ∈ I2d , Qij est le poids du plus lourd chemin de G(A) allant
de i a` j en passant par un noeud de Gc(A).
2. Si c(A) 6= 1, on pourra appliquer la proposition a` A⊗c(A). Si G(A⊗c(A)) n’est
pas fortement connexe, il se de´compose en composantes fortement connexes
non relie´es par des chemins. Cela signifie que, quitte a` renume´roter les
indices, A⊗c(A) est diagonale par blocs. On applique alors la proposition a`
chaque bloc.
De´monstration. Toute composante fortement connexe C de Gc(A) est l’union finie
(non disjointe) de ses circuits e´le´mentaires c1, · · · cm. Comme tout circuit sur cette
composante fortement connexe se de´compose en circuits e´le´mentaires, l’ensemble
des longueurs de ces circuits a le meˆme pgcd que l’ensemble des longueurs de tous
les circuits, c’est-a`-dire c(A), qui vaut 1.
La forte connexite´ assure qu’il existe un chemin c0 passant par tous les points,
donc en particulier par tous les circuits. Or il existe unm tel que pour tout n ≥ m,
il existe k1, · · · kp ∈ N tels que n =
∑p
i=1 ki|ci|. Donc en ajoutant a` c0 ki fois le
circuit ci, on obtient un circuit de C de longueur n, pour tout n ≥ m+ |c0|.
Soit maintenant n ≥ m + |c0| + 2d et i, j ∈ Id. Par de´finition de Q, il existe
un noeud k de Gc(A), un chemin ch1 de i vers k et un chemin ch2 de k vers j, de
longueurs |ch1| et |ch2| infe´rieures a` d, tels que Qij = w(ch1) + w(ch2). Mais on
trouve´ un circuit de Gc(A) de longueur n− l1− l2 passant par k, donc (ch1, c, ch2)
est un chemin de longueur n de i vers j passant par Gc(A). Comme d’apre`s la
proposition 4.2.4 i), w(c) = ρmax(A) = 0, on a w(ch1, c, ch2) = w(ch1, ch2) = Qij
et donc A⊗nij ≥ Qij.
En particulier, on a montre´ que A ∈ Pd. Pour montrer l’ine´galite´ inverse, il
suffit de montrer que pour n assez grand tout chemin de i vers j, de longueur n
et de poids A⊗nij passe par Gc(A). Mais ceci de´coule du lemme ci-dessous.
Lemme 4.2.6. Si A ∈ Pd est une matrice primitive, alors il existe un N ∈ N
tel que tout chemin ch = (i1, · · · , in+1) sur G(A) de longueur n ≥ N et de poids
w(ch,A) = (A⊗n)i1in+1 passe par Gc(A).
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De´monstration du lemme 4.2.6. Sans perte de ge´ne´ralite´, on peut supposer que
ρ(A) = 0. Par de´finition de Pd, il existe un rang N1 tel que les coefficients de
A⊗N1 soient tous finis. Notons M1 le minimum des coefficients de A⊗N1 .
Soit c un circuit critique de Gc(A), de longueur |c|. Par de´finition de Gc(A), il
existe un indice k ∈ Id tel que A⊗|c|kk = |c|ρmax(A) = 0. Donc pour tout n ∈ N, et
tout i, j ∈ Id, on a :
A
⊗(2N1+n|c|)
i,j ≥ A⊗N1ik + nA⊗|c|kk + A⊗N1kj ≥ 2M1.
Notons − le poids moyen du plus lourd circuit de G(A) ne passant pas par
Gc(A). Soit ch = (i1, · · · , in) un chemin sur G(A) ne passant pas par Gc(A). Il se
de´compose en un chemin de longueur au plus d et des circuits e´le´mentaires, de
poids moyen au plus −. En notant M2 le plus grand coefficient de A, on a :
w(ch,A) ≤ d|M2| − (n− d).
il suffit donc de prendre N suffisamment grand pour que d(|M2| + ) − N soit
strictement infe´rieure a` 2M1.
Remarque 4.2.4. Si on refait le meˆme raisonnement que dans la preuve de la
proposition 4.2.5, mais avec des chemins de G(A) au lieu de chemins sur une
composante fortement connexe de Gc(A), on voit que A ∈ Pd ssi G(A) est forte-
ment connexe et de cyclicite´ 1.
4.3 De´monstrations
4.3.1 De´monstration des the´ore`mes 4.1.3 et 4.1.4
Pour de´montrer le the´ore`me 4.1.3, on combine le lemme 4.1.9 avec le lemme
suivant :
Lemme 4.3.1. Si A ∈Md est une matrice a` coefficients finis de type scs1-cyc1,
alors A admet un puissance de rang 1.
De´monstration. D’apre`s la proposition 4.2.5, pour n grand, les vecteurs colonnes
de
(
A⊗nij − nρmax(A)
)
i,j∈Id =
(
(Aij − ρmax(A))i,j∈Id
)⊗n
sont tous des vecteurs
propres de la matrice (Aij − ρmax(A))i,j∈Id . De plus cette matrice est scs1-cyc1
et de rayon spectral nul, donc, d’apre`s la proposition 4.2.4, tous ses vecteurs
propres sont proportionnels au sens (max,+). Tous les vecteurs colonnes de A⊗n
sont proportionnels au sens (max,+), donc la matrice est de rang 1 et tous ses
coefficients sont finis.
Montrons maintenant que le the´ore`me 4.1.4 de´coule des lemmes 4.1.9 et 4.1.10 .
Ensuite nous de´montrerons le lemme 4.1.10 .
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De´monstration du the´ore`me 4.1.4.
Chaque hyperplan α donne´ par le lemme 4.1.9 est le noyau d’une forme line´aire fα
sur Pd×Md. Cette forme line´aire se de´compose en fα = fα1 +fα2 ou` fα1 ne de´pend
que de la premie`re matrice et fα2 de la seconde. Le support de µ n’est pas inclus
dans l’union des ker fα1 donc il existe une matrice A dans le support de µ telle
que ∀α, fα1 (A) 6= 0. Pour tout α, l’ensemble {B ∈ Md|fα2 (B) + fα1 (A) = 0} est
soit l’ensemble vide, soit un hyperplan affine deMd. Il existe donc une matrice B
dans le support de µ tel que B ne soit pas dans ∪α{B ∈ Rd×d|fα2 (B)+fα1 (A) = 0}.
Finalement (A,B) /∈ ⋃α ker fα.
Le lemme 4.1.9 assure donc l’existence de deux matrices A etB dans le support
de µ et de deux entiers m et n tels que le graphe critique de A⊗mBA⊗n soit re´duit
a` une boucle. Le lemme 4.1.10 donne un voisinage V de A⊗mBA⊗n et un entier
N tel que toute matrice de V ⊗N soit de rang 1. Prenons V1 × V2 un voisinage de
(A,B) tel que V ⊗m1 V2V
⊗n
1 ⊂ V . Alors les e´le´ments de
(
V ⊗m1 V2V
⊗n
1
)⊗N
sont de
rang 1. Comme A et B sont dans le support de µ, µ(V1) > 0 et µ(V2) > 0, donc
µ⊗(n+m+1)N
({
(Ai)i∈I(n+m+1)N |rg(A1 · · ·A(n+m+1)N) = 1
})
≥ µ(V1)(n+m)Nµ(V2)N > 0.
La fin de cette partie est consacre´e a` la de´monstration du lemme 4.1.10 . Le
principe de la de´monstration est de reprendre simultane´ment les e´le´ments des
preuves des re´sultats utilise´s pour prouver le lemme 4.3.1 .
Pour comprendre les ite´re´s de A, on interpre´tait ses coefficients comme le
poids des chemins sur G(A), comme explique´ a` la remarque 4.2.1 . On veut faire
la meˆme chose pour des produits de plusieurs matrices. On va donc autoriser le
poids des arcs (c’est-a`-dire les matrices) a` varier.
Dore´navant, G de´signera le graphe oriente´ non ponde´re´ associe´ a` G(A). Pour
toute suite finie de matrices (iA)i∈In on de´finit les notations suivantes :
De´finition 4.3.2.
- Le poids d’un chemin ch = (ij)j∈In+1 sur G (relativement a` (iA)i∈In) est
w(ch) :=
∑
j∈In
jAijij+1 .
- Un chemin est dit maximisant si son poids est maximum parmi ceux des chemins
de meˆme longueur, meˆme de´but et meˆme fin.
Ces de´finitions sont telles que (ij)j∈In+1 est maximisant si et seulement s’il est
de poids (1A · · · nA)i1in+1 .
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De´monstration du lemme 4.1.10. Le graphe critique de A est re´duit a` une boucle.
Cela signifie qu’il existe un l ∈ Id tel que : ∀c ∈ C(A)\{(l, l)}, All > mw(A, c).
Donc il existe un  > 0 tel que
∀c ∈ C(A)\{(l, l)}, All −mw(A, c) > 3. (4.7)
On de´finit V comme la boule ouverte de centre A et de rayon  pour la norme
uniforme et on note M le maximum de la norme infinie sur V .
Remarquons que toute matrice B ∈ V a le meˆme graphe critique que A,
a` savoir une boucle sur l. Soit B˜ la matrice de rayon spectral nul de´finie par
B˜ij = Bij − Bll. Alors ‖B˜ − A˜‖∞ < 2 et la relation 4.7 dit que pour tout
c ∈ C(A)\{(l, l)}, mw(A˜, c) < −3.
Dore´navant, (iA)i∈In sera dans V
n et le poids des chemins sera conside´re´ rela-
tivement a` (i˜A)i∈In .
Soit c un circuit e´le´mentaire diffe´rent de (l, l) et de longueur |c|. Son poids
ve´rifie :
w(c) ≤ w(A˜, c) + 2|c| ≤ |c|(mw(A˜, c) + 2) < −|c|.
Soit ch = (ij)j∈In+1 un chemin de longueur n ne passant pas par l. Quitte
a` permuter les jA, il se de´compose en un chemin de longueur au plus d et des
circuits e´le´mentaires, donc on a :
w(ch) < −(n− d)+ dM.
Or pour tout i, j ∈ Id,(
1˜A · · · n˜A
)
ij
≥ w((i, l, · · · , l, j)) ≥ −2M,
donc il existe un N tel que tous les chemins maximisants de longueur n ≥ N
passent par l.
Soit ch = (ij)j∈In+1 un chemin maximisant de longueur n ≥ 2N + 1. Comme
(ij)j∈IN+1 est encore maximisant, il existe un j0 ≤ N tel que ij0 = l. Comme
(ij)n−N≤j≤n+1 est maximisant relativement a` la suite de matrices (j˜A)n−N≤j≤n+1,
il existe n−N ≤ j1 ≤ n + 1 tel que ij1 = l. Le chemin (ij)j0≤j≤j1 est un circuit,
donc il se de´compose en circuits e´le´mentaires. Comme les circuits e´le´mentaires
sont de poids strictement ne´gatif, sauf (l, l), la maximalite´ du chemin assure que
pour tout j entre j0 et j1, ij = l. En particulier c’est vrai pour N+1 ≤ j ≤ n−N ,
d’ou`
w(ch) = w ((ij)j∈IN+1) + w ((ij)n−N≤j≤n+1) .
Cela signifie que :
∀n ≥ 2N + 1,∀i, j ∈ Id,
(
1˜A · · · n˜A
)
i,j
=
(
1˜A · · · N˜A
)
il
+
(
n−NA˜ · · · n˜A
)
lj
,
d’ou` rg
(
1˜A · · · n˜A
)
= 1 donc aussi rg (1A · · ·nA) = 1.
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4.3.2 Matrices re´duites
Pour prouver le lemme 4.1.9, on introduit les notions suivantes de matrices
re´duites :
De´finition 4.3.3. Une matrice A ∈ Rd×dmax est dite re´duite si elle ve´rifie :{ ∀(i, j) ∈ I2d , Aij ≤ 0
∀i ∈ Id,∃j ∈ Id, Aij = 0 (4.8)
Elle est dite strictement re´duite si elle ve´rifie :{ ∀(i, j) ∈ I2d , Aij ≤ 0
∀i ∈ Id,∃!j ∈ Id, Aij = 0 (4.9)
Lemme 4.3.4.
i) Les matrices re´duites forment un semi-groupe. Les matrices strictement re´-
duites aussi.
ii) Toute matrice re´duite A est de rayon spectral nul et Gc(A) est constitue´
des composantes fortement connexes du sous-graphe de G(A) obtenu en ne
gardant que les arcs de poids 0.
De´monstration. La preuve du i) est imme´diate. Si A est re´duite, ses coefficients
sont ne´gatifs, donc son rayon spectral aussi. Mais par de´finition des matrices
re´duites, on peut construire par re´currence une suite (ij)j∈N ∈ INd telle que pour
tout j ∈ N, Aijij+1 = 0. Cette suite prend ne´cessairement deux fois la meˆme
valeur, mettons en j1 et j2. Donc c = (ij)j1≤j≤j2 est un circuit de G(A) dont tous
les arcs sont de poids 0. En particulier, w(A, c) = 0 donc ρmax(A) est plus grand
que 0.
On a donc montre´ que ρmax(A) = 0, mais comme les coefficients de A sont
ne´gatifs, la dernie`re affirmation est e´vidente.
De´finition 4.3.5. A` toute matrice A ∈ Md telle que G(A) soit connexe on
associe les e´le´ments suivants :
1. Une matrice A˜ de´finie par ∀i, j ∈ Id, A˜ij = Aij − ρmax(A).
2. Un circuit cA sur G(A) de´fini comme le plus petit circuit e´le´mentaire de
Gc(A) pour l’ordre lexicographique.
3. Un entier k(A) ∈ Id de´fini comme le plus petit indice dans cA
4. Une matrice A¯ de´finie par :
∀i, j ∈ Id, A¯ij = A˜ij − A˜+ik(A) + A˜+jk(A). (4.10)
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On de´finit les ensembles de formes line´aires a` ne pas annuler :
De´finition 4.3.6. On appelle G le graphe oriente´ complet dont les noeuds sont
les e´le´ments de Id
1. On appelle E1 l’ensemble des formes line´aires mw(., c1) − mw(., c2), ou` c1
et c2 sont deux circuits e´le´mentaires de G distincts en tant que graphes
oriente´s.
2. On appelle E2 l’ensemble des formes line´aires
w(., ch1)− |ch1|mw(., c)− w(., ch2) + |ch2|mw(., c),
ou` ch1 et ch2 sont deux chemins e´le´mentaires de G allant tous deux du
meˆme noeud i vers le meˆme noeud k 6= i et ou` c est un circuit e´le´mentaire
de G passant par k.
Lemme 4.3.7.
1. Pour toute matrice A ∈ Md telle que G(A) soit fortement connexe, A¯ est
re´duite. En particulier, tous les coefficients de Gc(A¯) sont nuls.
2. Si de plus, A n’annule aucune des formes line´aires de E1 ∪ E2, alors A¯ est
strictement re´duite.
3. Ni E1 ni E2 ne contient la forme line´aire nulle.
De´monstration du lemme 4.3.7.
1. Comme G(A) est fortement connexe, G(A˜) l’est aussi. De plus Gc(A˜) et
Gc(A) co¨ıncident en tant que graphes non ponde´re´s, donc k(A) ∈ Gc(A˜).
Enfin ρmax(A˜) = 0. D’apre`s la proposition 4.2.4, le vecteur A˜
+
.k(A) est donc
vecteur propre de A˜ associe´ a` la valeur propre 0, ce qui se traduit sur les
coefficients par les syste`mes e´quivalents suivants :
∀i ∈ Id, A˜ik(A) = maxj(A˜ij + A˜+jk(A)),
∀i ∈ Id,
{ ∀j ∈ Id, A˜ik(A) ≥ A˜ij + A˜+jk(A)
∃j ∈ Id, A˜ik(A) = A˜ij + A˜+jk(A)
∀i ∈ Id,
{ ∀j ∈ Id, A¯ij ≥ 0
∃j ∈ Id, A¯ij = 0
c’ est-a`-dire que A¯ est re´duite.
2. Supposons que A n’annule aucune des formes de E1 ∪ E2.
Soit i ∈ Id. Appelons ch1 = (i1, · · · , i|ch1|+1) un chemin de i vers k(A) sur
G(A˜) de poids A˜+ik(A) et de longueur minimale pour cette proprie´te´.
On va montrer que j = i2 est la seule solution possible de l’e´quation A¯ij = 0,
qui se re´e´crit :
A˜+ik(A) = A˜ij + A˜
+
jk(A). (4.11)
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Soit j ∈ Id une solution de cette e´quation. On appelle ch = (j1, · · · , j|ch|+1)
un chemin de j vers k(A) sur G(A˜) de poids A˜+ik(A) et de longueur minimale
pour cette proprie´te´.
Comme ρmax(A˜) = 0, les circuits sont de poids ne´gatif, donc la minimalite´
de la longueur implique que ch1 et ch sont e´le´mentaires.
Si i = k(A), alors w(A˜, (i, ch)) = A˜+k(A)k(A) = 0, donc (i, ch) est un circuit de
Gc(A˜), donc aussi de Gc(A). Il se de´compose donc en circuits e´le´mentaires
de Gc(A). Soit ch2 le premier. Alors mw(A, ch2) = mw(A, ch1) = ρmax(A)
et comme A n’annule pas les formes de E1, ch1 = ch2, donc i2 = j.
Si i 6= k(A), alors w(A˜, (i, ch)) = A˜+ik(A).
Supposons que (i, ch) n’est pas e´le´mentaire. Il existe l ∈ I|ch|+1 tel que jl = i.
Mais alors, on a :
w(A˜, (i, j1, · · · , jl)) = w(A˜, (i, ch))− w(A˜, (jl, · · · , j|ch|+1))
= A˜+ik(A) − w(A˜, (i, jl+1, · · · , j|ch|, jk(A))) ≥ 0,
donc mw(A˜, (i, j1, · · · , jl)) = ρmax(A˜) = 0. Donc (i, j1, · · · , jl) se de´com-
pose en circuits e´le´mentaires de Gc(A). Soit c1 l’un de ces circuits. Comme
mw(A, c1) = ρmax(A) = mw(A, cA), c1 = cA. En particulier, k(A) ∈
{j1, · · · , jl}. Comme jl = i 6= k(A), k(A) ∈ {j1, · · · jl−1}, ce qui contre-
dit l’e´le´mentarite´ de ch.
Donc (i, ch) est e´le´mentaire. On le note ch2 et on a w(A˜, ch1) = w(A˜, ch2),
soit
w(A, ch1)− |ch1|ρmax(A) = w(A, ch2)− |ch2|ρmax(A),
ou encore
w(A, ch1)− |ch1|mw(cA) = w(A, ch2)− |ch2|mw(cA).
Comme A n’annule pas les formes de E2, ch1 = ch2, donc i2 = j.
3. Il est clair que les formes line´aires de E1 ne sont pas nulles.
Soient donc ch1 = (i1, · · · , i|ch1|+1), ch2 = (j1, · · · , j|ch2|+1) et c = (l1, · · · , l|c|, l1)
des chemins e´le´mentaires tels que i1 = j1 = i, i|ch1|+1 = j|ch2|+1 = l1 et
i1 6= l1.
Supposons que f = w(., ch1)− |ch1|mw(., c)−w(., ch2) + |ch2|mw(., c) = 0
et montrons que ch1 = ch2.
Comme les chemins ch1 et ch2 sont e´le´mentaires et non cycliques, ils ne
contiennent qu’une fois l’indice l1 : en dernie`re position. Donc il n’y a d’arc
partant de l1 ni sur ch1 ni sur ch2 et la composante en A
◦
l1,l2
de w(., ch1) et
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w(., ch2) est nulle. Celle de f est donc
(|ch2|−|ch1|)
|c| A
◦
l1l2
. Or celle-ci est nulle,
donc |ch2| = |ch1| et f = w(., ch1)− w(., ch2).
Par l’irre´ductibilite´ de ch1, (i1, i2) est le seul arc de ch1 partant de i. Donc la
composante de w(., ch1) en A
◦
ii2
est A◦ii2 et pour tout j 6= i2, la composante
de w(., ch1) en A
◦
ij est nulle.
De meˆme, la composante de w(., ch2) en A
◦
ij2
est A◦ij2 et pour tout j 6= j2,
la composante de w(., ch2) en A
◦
ij est nulle.
Comme w(., ch2) = w(., ch1), on en de´duit que i2 = j2 et w(., (i2, · · · , i|ch1|+1)) =
w(., (j2, · · · , j|ch1|+1))
Par re´currence finie sur |ch1|, on conclut que ch1 = ch2.
4.3.3 De´monstration du lemme 4.1.9
Soient A ∈ Pd et B ∈ Md deux matrices. D’apre`s le lemme 4.3.7, on associe
a` A une matrice re´duite A¯ de´finie par l’e´quation 4.10 re´duite. On de´finit Bˆ par :
Bˆij := Bij − A˜+ik(A) + A˜+jk(A). (4.12)
Attention, Bˆ de´pend de A.
On va appliquer a` A¯ et Bˆ le lemme ci-dessous. Il suffira ensuite de montrer
que, si (A,B) n’annule pas certaines formes line´aires, alors A¯ et Bˆ ve´rifient les
hypothe`ses de ce lemme.
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Lemme 4.3.8. Soit A ∈ Pd une matrice re´duite telle que Gc(A) soit fortement
connexe. Soit N donne´ par le lemme 4.2.6 .
Soit B ∈ Rd×dmax une matrice telle que
∀l1, l2,m1,m2 ∈ Id,
(
A⊗NB
)
l1m1
=
(
A⊗NB
)
l2m2
⇒ m1 = m2. (4.13)
Alors il existe s ∈ N tel que pour tout p ∈ s+ c(A)N, Gc (A⊗NBA⊗p) soit un
graphe oriente´ complet. En particulier, A⊗NBA⊗p est de type scs1cyc1.
Si A est strictement re´duite, alors Gc (A⊗NBA⊗p) ne comporte qu’une boucle.
De´monstration du lemme 4.2.6. Examinons les coefficients maximaux deA⊗NBA⊗p.
Un tel coefficient
(
A⊗NBA⊗p
)
ij
est le poids d’un chemin (ir)r∈IN+p+2 de i vers j
(figure 4.2). Notons l pour iN+1 et m pour iN+2.
Comme A est re´duite, on peut construire par re´currence une suite d’indices
i˜r pour r entre N +2 et N + p+2 telle que i˜N+2 = m et pour tout r, Ai˜r i˜r+1 = 0.
En remplac¸ant les ir tels que r ≥ N + 3 par i˜r, on remplace des arcs de poids
ne´gatif par des arcs de poids nul, donc on construit un chemin de poids supe´rieur a`(
A⊗NBA⊗p
)
ij
. Comme ce poids ne peut pas eˆtre strictement supe´rieur, et comme
A est re´duite, on a de´ja` Airir+1 = 0. On en de´duit que notre coefficient maximum
s’e´crit A⊗Nil +Blm et que sa valeur ne de´pend pas de p.
0 0 0 00
0 0 0
0
0
   
mlqi
i′
A⊗N B
Blm
j
A⊗p
i′
‖
Les arcs dans les boˆıtes sont dans Gc(A).
Fig. 4.2 – Chemins de poids maximaux pour A⊗NBA⊗p.
Par ailleurs, on a pris N de manie`re a` ce que (ir)r∈IN+1 passe par Gc(A).
Appelons q le premier noeud du chemin a` eˆtre sur Gc(A). On peut modifier le
chemin afin que les indices pre´ce´dant q soient tous dans Gc(A) : il suffit de suivre
un circuit critique auquel appartient q a` contre sens a` partir de q. Appelons i′ le
premier indice de ce nouveau chemin (figure 4.2). Par construction, i′ ∈ Gc(A)
et
(
A⊗NB
)
i′m est plus grand que
(
A⊗NB
)
im
, donc c’est un coefficient maximal
de A⊗NB.
D’apre`s le ii) du lemme 4.3.4 et la forte connexite´ de Gc(A), il existe s1 ∈ N tel
que A⊗s1mi′ = 0. Or c(A) est la cyclicite´ de l’unique composante fortement connexe
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de Gc(A), donc il existe un s2 ∈ N, tel que pour tout p ∈ s2 + c(A)N, on ait
A⊗pi′i′ = 0. Donc, en posant s = s1 + s2, on a A
⊗p
mi′ = 0 pour tout p ∈ s + c(A)N.
On suppose de´sormais que p ∈ s+ c(A)N.
La matrice M := A⊗NBA⊗p a un coefficient maximum sur la diagonale. Ce
coefficient Mi′i′ est donc le rayon spectral et le poids de tout arc de Gc(M). En
outre, Mij = Mi′i′ si et seulement s’il existe m ∈ Id, tel que (A⊗NB)im = Mi′i′
et A⊗pmj = 0. D’apre`s l’hypothe`se sur B, on en de´duit que m est ne´cessairement le
meˆme pour tous les i.
Si i et j sont dans Gc(M), alors il existe un arc de Gc(M) partant de i et
un partant de j, donc (A⊗NB)im = (A⊗NB)jm = Mi′i′ . Mais il existe aussi un
arc de Gc(M) finissant en i en un finissant en j, donc A⊗pmi = A⊗pmj = 0. Donc
Mij =Mji =Mi′i′ . Donc (i, j) et (j, i) sont des arcs de Gc(M). Le graphe Gc(M)
est donc le graphe oriente´ complet dont les noeuds sont les i ∈ Id, tels que
(A⊗NB)im =Mi′i′ et A
⊗p
mi = 0.
Si A est strictement re´duite, alors A⊗p l’est aussi, donc il existe un unique i
tel que A⊗pmi = 0. Donc Gc(M) ne comprend qu’un noeud, et donc une boucle.
Pour conclure la de´monstration du lemme 4.1.9, il suffit de montrer que pour
un couple de matrices (A,B) qui n’annule pas certaines formes line´aires sur Pd×
Md, les matrices A¯ et Bˆ de´finies par les e´quations (4.10) et (4.12) ve´rifient les
hypothe`ses du lemme 4.3.8. En effet pour tout circuit c, on a
mw
(
c, A¯⊗N BˆA¯⊗p
)
= mw
(
c, A⊗NBA⊗p
)
+ (N + p)ρmax(A),
donc A¯⊗N BˆA¯⊗p et A⊗NBA⊗p ont le meˆme graphe critique, avec des poids diffe´-
rents sur les arcs et, pour p suffisamment grand, A⊗p ∈ Rd×d, donc A⊗NBA⊗p ∈
Rd×d.
On donne les de´finitions suivantes :
De´finition 4.3.9. On note G le graphe oriente´ complet d’ensemble de noeuds Id
et A◦ (resp. B◦) l’application qui, au couple (A,B) ∈ Pd ×Md, associe A (resp.
B).
On appelle E3 l’ensemble des formes line´aires sur Pd ×Md de la forme
B◦j1m1 −B◦j2m2 + w(A◦, chi1j1) −w(A◦, chi1k) + w(A◦, chm1k)
−w(A◦, chi2j2) +w(A◦, chi2k)− w(A◦, chm2k)
−(|chi1j1| − |chi1k|+ |chm1k|− |chi2j2|+ |chi2k| − |chm2k|)mw(A◦, chkk),
(4.14)
ou` i1, i2, j1, j2,m1,m2 et k sont des noeuds de G tels que m1 6= m2 et pour tout
i ∈ {i1, i2,m1,m2, k}, chik est un chemin e´le´mentaire sur G allant de i vers k et
pour tout l ∈ I2, chiljl est un chemin sur G allant de il vers jl de longueur au
plus |chkk|d.
Le lemme 4.1.9 re´sulte maintenant du lemme suivant et de la remarque e´vi-
dente que les formes line´aires de E3 ne sont pas nulles :
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Lemme 4.3.10.
1. Si A ∈ Pd n’annule aucune forme line´aire de E1, alors Gc(A¯) est fortement
connexe.
2. Si (A,B) ∈ Pd ×Md n’annule aucune forme line´aire de E3, alors le couple
de matrice (A¯, Bˆ) satisfait l’e´quation (4.13).
De´monstration.
1. Comme Gc(A) et Gc(A¯) sont e´gaux en tant que graphes non-ponde´re´s, il
suffit de montrer que Gc(A) est fortement connexe. Dire que A n’annule
aucune forme line´aire de E1, c’est dire que tous les circuits e´le´mentaires de
G(A) ont des poids diffe´rents. En particulier, le graphe Gc(A) est constitue´
d’un unique circuit e´le´mentaire, donc il est fortement connexe.
2. Soit (A,B) ∈ Pd ×Md telle que (A¯, Bˆ) ne satisfasse pas l’e´quation (4.13).
Alors il existe i1, i2,m1,m2 ∈ Id tels qu’on ait m1 6= m2 et :(
A¯⊗N Bˆ
)
i1m1
=
(
A¯⊗N Bˆ
)
i2m2
.
Pour l ∈ I2, on choisit jl ∈ Id tel que
(
A¯⊗N Bˆ
)
ilml
=
(
A¯⊗N
)
iljl
+ Bˆjlml et
on de´signe k(A) par k.
Pour tout i ∈ {i1, i2,m1,m2, k}, on choisit un chemin chik sur G(A) allant
de i vers k tel que w(A˜, chik) = A˜
+
ik et de longueur minimale pour cette
proprie´te´.
Pour l ∈ I2, on choisit un chemin chiljl sur G(A) allant de il vers jl tel que
w(A˜, chiljl) = A˜
⊗N
iljl
et de longueur minimale pour cette proprie´te´.
Comme ρmax(A˜) = 0 les circuits sont de poids ne´gatif, donc la minimalite´
de la longueur assure que les chemins chik avec i ∈ {i1, i2,m1,m2, k} sont
e´le´mentaires.
La proposition 4.2.5 applique´e a` A˜⊗c(A) assure que |chiljl| ≤ 2dc(A). Or
c(A) divise |chkk|.
Il suffit alors de reprendre les de´finitions de A¯ et Bˆ, pour voir que (A,B)
annule la forme line´aire de E3 donne´e par 4.14
Remarque 4.3.1. Si on re´capitule tous les lemmes, on obtient la formulation plus
explicite des the´ore`mes 4.1.3 et 4.1.4 :
Soit (A,B) ∈ Pd × Md un couple de matrices tel que A n’annule aucune
forme line´aire de E1 ∪ E2 et (A,B) n’annule aucune forme line´aire de E3. Alors
toute suite (A(n))n∈N de matrices ale´atoires i.i.d. prenant les valeurs A et B avec
probabilite´ strictement positive a la proprie´te´ de perte de me´moire.
Soit µ une probabilite´ sur Md de support Sµ. S’il existe A ∈ Pd ∩ Sµ qui
n’annule aucune forme line´aire de E1 ∪ E2, et si Sµ n’est pas inclus dans une
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union finie d’ensembles de la forme {A ∈ Md|Aij = Akl + a}, avec i, j, k, l ∈ Id,
(i, j) 6= (k, l) et a ∈ R, alors une suite (A(n))n∈N de matrices ale´atoires i.i.d. de
loi µ a la proprie´te´ de perte de me´moire.
Chapitre 5
The´ore`mes limites pour les
applications topicales ale´atoires
ite´re´es
5.1 Pre´sentation
5.1.1 Contexte
Ce chapitre a pour but de de´montrer des the´ore`mes limites pour les suites
re´currentes stochastiques gouverne´es par des suites d’applications topicales ale´a-
toires ayant la proprie´te´ de perte de me´moire (MLP) de´finie dans la partie 3.2 .
Les fonctions topicales sont de´finies dans la partie 2.1 . On reprend les no-
tations de cette partie : A est une application ale´atoire au dessus d’un syste`me
dynamique, et x(n, x0) est de´finie par l’e´quation (2.2). On suppose en outre que
les A(n) sont i.i.d. et que la suite (A(n))n∈N a la proprie´te´ de perte de me´moire.
D’apre`s le re´sultat de [BM98] rappele´ dans le the´ore`me 2.2.8, la suite (x(n,X0))n∈N
satisfait une loi forte des grands nombres, pourvu que X0 et A(1)
−→
0 soient inte´-
grables. Nous allons montrer que, sous des hypothe`ses d’inte´grabilite´ ade´quates,
et parfois des conditions techniques supple´mentaires, elle satisfait aussi un the´o-
re`me central limite (the´ore`me 5.2.1), e´ventuellement avec vitesse (the´ore`me 5.2.1),
un the´ore`me local limite (the´ore`me 5.2.4), un the´ore`me de renouvellement (the´o-
re`me 5.2.6) et un principe des grandes de´viations partiel (the´ore`me 5.2.1). De plus,
quand les A(n) sont des matrices ale´atoires, on donne des conditions alge´briques
de nullite´ de la variance dans le TCL (the´ore`me 5.2.9) et de non-arithme´ticite´
dans le TLL (the´ore`me 5.2.11), qui sont ve´rifie´es ge´ne´riquement (corollaires 5.2.12
et 5.2.10).
Dans cette partie, nous pre´sentons le principe de la preuve. Dans la partie 5.2,
nous e´nonc¸ons et commentons les re´sultats. Dans la partie 5.3, nous rappelons
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le formalisme des chaˆınes de Markov abstraites et les the´ore`mes limites pour ces
chaˆınes qui seront la clef des de´monstrations de la dernie`re partie.
5.1.2 Principe de la preuve
La premie`re e´tape de la preuve consiste a` de´composer la chaˆıne de Markov
(x(n, .))n∈N en une autre chaˆıne ((A(n), x(n, .)))n∈N et une somme de cocycles
au dessus de cette chaˆıne, suivant ainsi la me´thode qu’E´. Le Page a utilise´ pour
des produits de matrices au sens usuel ([LP82]). Pour toute fonction topicale
φ de Rd dans R telle que φ
(−→
1
)
= 1, la quantite´ φ(Ax) − φ(x) ne de´pend
que de A et de x. Donc φ(x(n, .)) − φ(x(n − 1, .)) ne de´pend que de A(n) et
x(n − 1, .) et comme PRdmax peut eˆtre vu comme un hyperplan de Rd, on peut
e´tudier (φ(x(n, .)), x(n, .)) au lieu de x(n, .). (cf. lemme 5.4.6)
D’apre`s le the´ore`me 3.2.2, la suite (x(n, .))n∈N converge en loi. Par ailleurs,
d’apre`s le the´ore`me 2.2.8, (x(n,X0))n∈N tend vers l’infini (si γ 6= 0) dans la direc-
tion de
−→
1 , donc φ(x(n, .)) ∼ γn. Nous e´tudions les oscillations de φ(x(n, .))−γn.
On pensera en particulier aux cas ou` φ est de´fini par φ(x) = xi, φ(x) = maxi xi,
ou φ(x) = mini xi.
La seconde e´tape de la preuve consiste a` montrer que les ope´rateurs associe´s
a` la chaˆıne de Markov (A(n), x(n− 1, .))n∈N ont un trou spectral et appliquer
les re´sultats de´crits dans la partie 5.3 qui donnent des the´ore`mes limites pour
(φ(x(n, .))− γn)n∈N. Le trou spectral de´coule de la convergence de (x(n, .))n∈N,
comme chez E´. Le Page [LP82].
Nous utilisons deux se´ries de re´sultats, qui sont rappele´es dans la partie 5.3 . La
premie`re se´rie est tire´e du livre de H. Hennion et L. Herve´ [HH01] qui reprend dans
un cadre ge´ne´ral la the´orie classique de la me´thode de trou spectral de´veloppe´e
depuis Nagaev [Nag57]. Pour pouvoir appliquer ces re´sultats, nous mettons des
conditions d’inte´grabilite´ sur supx |φ(A(1)x)− φ(x)|, ce qui permet d’obtenir un
ope´rateur de Doeblin sur l’espace des fonctions borne´es.
La seconde se´rie est tire´e de l’article [HH04] qui est un raffinement de la
me´thode dans le cadre plus restreint d’applications lipschitziennes ite´re´es. Pour
pouvoir appliquer ces re´sultats, nous mettons des conditions d’inte´grabilite´ sur
A(1)
−→
0 , ce qui permet d’obtenir un ope´rateur de Doeblin-Fortet sur des espaces
a` poids. Dans la partie 5.2.3, nous comparons les deux se´ries de re´sultats.
5.2 E´nonce´s des the´ore`mes limites
5.2.1 Cas topical
Nous e´nonc¸ons maintenant les re´sultats que nous prouverons dans la par-
tie 5.4 .
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Soit (A(n))n∈N une suite d’applications topicales ale´atoires i.i.d. ayant la pro-
prie´te´ MLP. La suite (x(n, .))n∈N est de´finie par l’e´quation (2.2) et γ est l’exposant
de Lyapunov du the´ore`me-de´finition 2.2.7 .
Le the´ore`me limite local et le the´ore`me de renouvellement ne´cessitent des
conditions de non-arithme´ticite´. Il y a trois types de non-arithme´ticite´, selon que
le the´ore`me est de´montre´ en utilisant un the´ore`me de [HH01] ou de [HH04]. Nous
les nommerons respectivement (faible) non-arithme´ticite´ et non-arithme´ticite´ al-
ge´brique. Quand d = 1 elles se re´duisent toutes trois a` la condition usuelle de
(faible) non-arithme´ticite´ pour les sommes de variables re´elles i.i.d. . La non-
arithme´ticite´ alge´brique sera de´finie avant l’e´nonce´ du TLL, mais les autres types
de non-arithme´ticite´ ne seront de´finis qu’a` la partie 5.3 quand nous aurons in-
troduit les ope´rateurs associe´s aux chaˆınes de Markov. Contrairement a` la non-
arithme´ticite´ alge´brique, elles de´pendent du couple
(
(A(n))n∈N , φ
)
, qui sera ap-
pele´ ”le syste`me”.
D’apre`s la proposition 3.3.9, Topd muni de la topologie de la convergence
uniforme sur tout compact posse`de une base de´nombrable d’ouverts, donc le
support des mesures y est bien de´fini. On appelle SA le support de la loi de A(1)
et TA le semi-groupe engendre´ dans par SA dans Topd.
The´ore`me 5.2.1 (TCL). Soit (A(n))n∈N une suite d’applications topicales ale´a-
toires i.i.d. ayant la proprie´te´ MLP et soit X0 une variable ale´atoire a` valeurs
dans Rd. Soit φ une application topicale de Rd dans R telle que φ
(−→
1
)
= 1. On
suppose ve´rifie´e l’une des hypothe`ses suivantes :
i) supx |φ(A(1)x)− φ(x)| a un moment d’ordre 2,
ii) A(1)
−→
0 a un moment d’ordre 4 + .
Alors il existe σ2 ≥ 0 tel que
(
x(n,X0)−nγ
−→
1√
n
)
n∈N
converge en loi vers N (0, σ2)−→1 .
Dans le premier cas, ou si A(1)
−→
0 a un moment d’ordre 6 + , on a :
– σ2 = lim 1
n
∫
(φ (x(n,X0))− nγ)2 dP, pour toute X0 ayant un moment d’ordre 2.
– σ = 0 si et seulement si pour tout M ∈ TA de rang 1, on a :
∀A ∈ SA,∀M ′ ∈ TA, rg(M ′ = 1)⇒MAM ′ =MM ′ + γ−→1 . (5.1)
Remarques 5.2.1. 1. On remarque que la variance σ2 ne de´pend pas du choix
de φ. Cela n’est pas surprenant si l’on remarque que pour deux fonctions
topicales φ1 et φ2, φ1 (x(n,X0))− φ2 (x(n,X0)) ne de´pend que de x(n,X0),
qui converge en loi.
2. D’apre`s le lemme 5.4.5 a` venir, l’e´quation (5.1) est ve´rifie´e pour toutM ∈ TA
de rang 1 si et seulement si elle est ve´rifie´e pour un M de rang 1, non
ne´cessairement dans TA.
3. Le cas σ = 0 semble rare. On montre que, dans le cas d’applications
(max,+), la situation σ > 0 est ge´ne´rique (cf. corollaire 5.2.10).
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The´ore`me 5.2.2 (TCL avec vitesse). Soit (A(n))n∈N une suite d’applications
topicales ale´atoires i.i.d. ayant la proprie´te´ MLP et soit X0 une variable ale´atoire
a` valeurs dans Rd inde´pendante de (A(n))n∈N. Soit φ une application topicale
de Rd dans R telle que φ
(−→
1
)
= 1. On suppose ve´rifie´e l’une des hypothe`ses
suivantes :
i) supx |φ(A(1)x)− φ(x)| a un moment d’ordre l ≥ 3,
ii) A(1)
−→
0 a un moment d’ordre l > 6.
Si le σ2 du the´ore`me 5.2.1 est strictement positif, alors il existe une constante
C ≥ 0 telle que pour toute condition initiale X0 ayant un moment d’ordre l, on
ait :
sup
u∈R
∣∣P[φ(x(n,X0))− nγ − φ(X0i ) ≤ σu√n]−N (0, 1)(]−∞, u])∣∣
≤
C
(
1 + E
[
(1 + ‖X0‖∞)l
])
√
n
, (5.2)
sup
u∈Rd
∣∣∣P[x(n,X0)− nγ−→1 ≤ σu√n]−N (0, 1)(]−∞,min
i
ui])
∣∣∣
≤
C
(
1 + E
[
(1 + ‖X0‖∞)l
]
+ E
[(
1 +
∥∥∥A(1)−→0 ∥∥∥
∞
)l])
n
l
2(l+1)
.
De´finition 5.2.3. On dit que la suite (A(n))n∈N est alge´briquement arithme´tique
s’il existe a, b ∈ R tels que pour tout M,M ′ ∈ TA de rang 1,et tout A ∈ SA, on
ait :
(MAM ′ −MM ′)(Rd) ⊂ (a+ bZ)−→1 . (5.3)
Sinon la suite est dite alge´briquement non-arithme´tique.
Remarque 5.2.2. Pour toutM,M ′ ∈ Topd de rang 1 et tout A ∈ Topd, la fonction
MAM ′ −MM ′ est constante a` valeurs dans R−→1 .
The´ore`me 5.2.4 (TLL). Soit (A(n))n∈N une suite d’applications topicales ale´a-
toires i.i.d. ayant la proprie´te´ MLP et soit X0 une variable ale´atoire a` valeurs
dans Rd inde´pendante de (A(n))n∈N. Soit φ une application topicale de Rd dans
R telle que φ
(−→
1
)
= 1. On suppose ve´rifie´e l’une des hypothe`ses suivantes :
i) supx |φ(A(1)x)− φ(x)| a un moment d’ordre 2 et le syste`me est non-arithme´tique.
ii) A(1)
−→
0 a un moment d’ordre 4 + , σ > 0, X0 ∈ L∞ et la suite (A(n))n∈N
est alge´briquement non-arithme´tique.
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Alors il existe une mesure σ-finie α sur Rd, telle que, pour toute fonction h
continue a` support compact, on ait :
lim
n
sup
u∈R
∣∣∣∣σ√2pinEX0 [h(x(n,X0)− nγ−→1 − u−→1 )]− EX0 [e− (u+φ(X0))22nσ2 ]α(h)∣∣∣∣ = 0.
De plus, l’image de α par la fonction x 7→ (x, φ(x)) est le produit de la probabilite´
invariante sur PRdmax par la mesure de Lebesgue.
Remarque 5.2.3. D’apre`s la seconde partie du the´ore`me 5.2.1, la condition σ > 0
de´coule de la non-arithme´ticite´ alge´brique si A(1)
−→
0 a un moment d’ordre stric-
tement supe´rieur a` 6.
Remarque 5.2.4. Comme le TLL pour les sommes de v.a.r. i.i.d., ce the´ore`me
montre que la probabilite´ que x(n,X0) tombe dans une boˆıte de´croˆıt comme
1√
n
multiplie´ par la longueur de la boˆıte. Pour remplacer la fonction continue h par
la fonction indicatrice d’une boˆıte, il faudrait en savoir plus sur la probabilite´ in-
variante sur PRdmax. En particulier, cette probabilite´ peut charger des hyperplans,
donc ces hyperplans ne doivent pas pouvoir intersecter la frontie`re de la boˆıte.
La non-arithme´ticite´ alge´brique est optimale au sens suivant :
Proposition 5.2.5. Si la conclusion du the´ore`me 5.2.4 est satisfaite, alors la
suite (A(n))n∈N est alge´briquement non-arithme´tique.
The´ore`me 5.2.6 (The´ore`me de renouvellement). Soit (A(n))n∈N une suite
d’applications topicales ale´atoires i.i.d. ayant la proprie´te´ MLP et soit X0 une
variable ale´atoire a` valeurs dans Rd inde´pendante de (A(n))n∈N. Soit φ une ap-
plication topicale de Rd dans R telle que φ
(−→
1
)
= 1 et que supx |φ(A(1)x)− φ(x)|
ait un moment d’ordre 2. On note α la meˆme mesure que dans le the´ore`me 5.2.4 .
Si γ 6= 0 et si le syste`me est faiblement non-arithme´tique, alors, pour toute fonc-
tion h continue a` support compact et toute condition initiale X0, on a :
lim
a→−sg(γ)∞
∑
n≥1
E
[
h
(
x(n,X0)− a−→1
)]
= 0,
lim
a→+sg(γ)∞
∑
n≥1
E
[
h
(
x(n,X0)− a−→1
)]
=
α(h)
γ
.
Remarque 5.2.5. La suite (x(n,X0))n∈N diverge presque suˆrement dans la direc-
tion du vecteur
−→
1 . Comme le the´ore`me de renouvellement pour les sommes de
v.a.r. i.i.d., ce the´ore`me dit que le nombre moyen de x(n,X0) qui tombent dans
une boˆıte qui part a` l’infini dans la direction du vecteur
−→
1 est asymptotiquement
proportionnel a` la longueur de la boˆıte. Comme dans le TLL, il faudrait en savoir
plus sur la probabilite´ invariante pour remplacer la fonction h par l’indicatrice
d’une boˆıte.
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The´ore`me 5.2.7 (Grandes de´viations). Soit (A(n))n∈N une suite d’applica-
tions topicales ale´atoires i.i.d. ayant la proprie´te´ MLP et soit X0 une variable
ale´atoire a` valeurs dans Rd inde´pendante de (A(n))n∈N. Soit φ une application
topicale de Rd dans R telle que φ
(−→
1
)
= 1 et que supx |φ(A(1)x)− φ(x)| a un
moment exponentiel. Si σ2 > 0 dans le the´ore`me 5.2.1, alors il existe une fonction
c, positive, strictement convexe , de´finie sur un voisinage de 0 et ne s’annulant
qu’en 0, telle que, pour toute condition initiale borne´e X0 et tout  > 0 suffisam-
ment petit, on ait :
lim
n
1
n
lnP [φ (x(n,X0))− nγ > n] = −c(),
lim
n
1
n
lnP [φ (x(n,X0))− nγ < −n] = −c(−).
5.2.2 Cas max-plus
Quand les A(n) sont des matrices ale´atoires, il est naturel de prendre φ(x) =
maxi xi. Dans ce cas, on a l’ine´galite´ minj maxiAij ≤ φ(Ax)− φ(x) ≤ maxij Aij,
donc on peut tester les conditions d’inte´grabilite´ sur les deux quantite´s ne de´pen-
dant que de A. Le the´ore`me 5.2.1 devient alors :
The´ore`me 5.2.8 (TCL). Soit (A(n))n∈N une suite de matrices ale´atoires a`
coefficients dans Rmax i.i.d. ayant les proprie´te´s T et MLP. Soit X0 une variable
ale´atoire a` valeurs dans Rd. Si maxij A(1)ij et minj maxiA(1)ij ont un moment
d’ordre 2, alors il existe σ2 ≥ 0 tel que pour toute condition initiale X0,
(i) x(n,X0)−nγ
−→
1√
n
converge faiblement vers N (0, σ2)−→1 pour tout X0 ayant un
moment d’ordre 2,
(ii) σ2 = lim
1
n
∫ (
max
i,j
(A(n) · · ·A(1))ij − nγ
)2
dP.
Les the´ore`mes 5.2.2 a` 5.2.7 peuvent se spe´cialiser de la meˆme manie`re. Pour
les e´nonce´s suivants, on reprend les notations de la partie 4.2.
Dans le cas (max,+), on a aussi une condition de non de´ge´ne´rescence dans le
TCL.
The´ore`me 5.2.9. Sous les hypothe`ses du the´ore`me 5.2.8, avec γ = 0, la variance
σ2 dans ce the´ore`me est 0 si et seulement si ρmax(TA) = {0}.
Le the´ore`me 4.1.4 donne une condition qui assure la proprie´te´ MLP. Cette
condition assure aussi l’existence de deux matrices de rayon spectral (max,+)
distincts dans SA. On en de´duit le corollaire suivant :
5.2. E´NONCE´S DES THE´ORE`MES LIMITES 117
Corollaire 5.2.10. Supposons que A(1) est une matrice ale´atoire satisfaisant la
condition T et telle que A(1)
−→
0 admet un moment d’ordre 2. Si SA ∩Pd n’est pas
inclus dans une union finie d’hyperplans affines de Rd×d, alors (x(n, .))n∈N ve´rifie
les conclusions du the´ore`me 5.2.8 avec σ > 0.
On donne aussi une condition suffisante de non-arithme´ticite´ alge´brique :
The´ore`me 5.2.11. Soit (A(n))n∈N une suite de matrices ale´atoires satisfaisant
la condition T. Supposons ve´rifie´es les hypothe`ses du the´ore`me 5.2.4 ii), sauf
peut eˆtre la non-arithme´ticite´ alge´brique. Si le syste`me est alge´briquement arith-
me´tique, alors il existe a, b ∈ R tels que
{ρmax(A)|A ∈ SA,G(A) fortement connexe} ⊂ a+ bZ.
Compte tenu du corollaire 5.2.10, cela montre que les hypothe`ses du the´o-
re`me 5.2.4 sont ge´ne´riques au sens suivant :
Corollaire 5.2.12. Supposons que A(1) une matrice ale´atoire satisfaisant la
condition T et telle que A(1)
−→
0 admet un moment d’ordre 4 + . Si SA ∩ Pd
n’est pas inclus dans une union de´nombrable d’hyperplans affines de Rd×d, alors
(x(n, .))n∈N ve´rifie les conclusions du the´ore`me 5.2.4 .
5.2.3 Commentaires
Le tableau suivant re´capitule les the´ore`mes limites obtenus. Dans chaque si-
tuation on suppose que (A(n))n∈N a la proprie´te´ MLP.
The´ore`mes : Moments finis de Conditions
A(1)
−→
0 maxij A(1)ij et minj maxiA(1)ij supple´mentaires
TCL 4 +  2
TCL avec vitesse 6 +  3
TLL 4 +  2 NA
Renouvellement – 2 NA
PGD – exp X0 ∈ L∞
NA= non-arithme´ticite´
Tab. 5.1 – The´ore`mes limites
Les re´sultats de la seconde colonne sont e´nonce´s pour des matrices car la
quantite´ supx |φ(A(1)x)− φ(x)| n’est pas borne´e pour toutes les applications to-
picales. Si A(1) est a` valeurs dans une autre sous-classe de Topd, il faut trouver
un φ tel que supx |φ(A(1)x)− φ(x)| soit inte´grable. Par exemple, si A(1) est a`
valeurs dans l’espace des applications (min,+), on prendra φ(x) = mini xi.
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D’autre part on devrait pouvoir prouver un the´ore`me de renouvellement et un
principe de grandes de´viations par la me´thode de [HH04], d’ou` on de´duirait des
the´ore`mes analogues pour des applications topicales, mais cela n’a pas e´te´ ve´rifie´.
Les re´sultats de la premie`re colonne sont obtenus sous des hypothe`ses d’inte´-
grabilite´ plus fortes ; mais ils sont aussi meilleurs pour deux raisons. D’abord, ils
sont vrais pour des applications topicales ge´ne´rales et non pour une sous-classe
adapte´e au choix de φ. Ensuite, la non-arithme´ticite´ alge´brique ne de´pend pas de
φ. Elle est e´nonce´ sans introduire les ope´rateurs markoviens Q bien que le syste`me
soit alge´briquement arithme´tique si et seulement il existe un t 6= 0 tel que Qt a
une valeur propre de module 1. De plus pour les suites de matrices ale´atoire, la
non-arithme´ticite´ alge´brique peut eˆtre prouve´e a` l’aide du the´ore`me 5.2.11 .
Un cas important des matrices ale´atoires est celui ou` Aij(n) ∈ R+ ∪ {−∞}
et Aii(n) ≥ 0 car il mode´lise des situations ou` xi(n, .) est la date du e´nie`me
e´ve´nement de type i et les Aij(n) sont des de´lais. Dans ce cas, l’inte´grabilite´ de
maxij A(1)ij et minj maxiA(1)ij est e´quivalente a` l’inte´grabilite´ de A(1)
−→
0 .
On a mentionne´ dans l’introduction que J. Resing et al. [RdVH+90] ont obtenu
un TCL. En un sens, leur re´sultat est meilleur, puisque la proprie´te´ MLP implique
que x(n, .) est uniforme´ment Φ-re´currente et ape´riodique. Mais nos conditions
d’inte´grabilite´ sont plus faibles, et la proprie´te´ MLP est plus facile a` tester.
Le PGD de [Too02] ne ne´cessite qu’une borne uniforme de l’image de pro-
jective de A(1), ce que l’on peut voir comme une condition d’inte´grabilite´ tre`s
forte. Cela sugge`re que la proprie´te´ MLP n’est pas ne´cessaire. Mais sa formulation
du PGD n’est pas e´quivalent a` la noˆtre, et dans le cas (max,+), il demande la
condition de structure fixe.
5.3 Chaˆınes de Markov et ope´rateurs quasi-compacts
5.3.1 Trou spectral
On rappelle le formalisme des chaˆınes de Markov et des ope´rateurs associe´s,
en suivant la pre´sentation de H. Hennion et L. Herve´ [HH01]. Ensuite on e´nonce
les re´sultats que nous allons appliquer a` notre mode`le dans la partie 5.4 .
Le contexte est donne´ par :
– un espace mesurable (E, E),
– une probabilite´ de transition Q sur (E, E),
– une chaˆıne de Markov sur (E, E) associe´e a` Q, de terme ge´ne´ral Xn,
– une fonction mesurable re´elle ξ sur (E, E).
On e´tudie la fonction caracte´ristique φSn de
Sn :=
n∑
l=1
ξ(Xl)
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en faisant agir les noyaux de Fourier, note´s Qt ou Q(t), sur un espace de Banach
approprie´ de fonctions mesurables de E dans C. Ces noyaux sont de´finis pour
tout t ∈ C par :
Qt(x, dy) = e
itξ(y)Q(x, dy) (5.4)
et ils agissent sur les fonctions selon l’e´quation :
(Qtf)(x) =
∫
f(y)eitξ(y)Q(x, dy).
On en de´duit imme´diatement φSn(t) =
∫
E
Qnt 1dλ(x), ou` λ est la loi de X0.
Comme Q est une probabilite´ de transition, Q = Q0 admet 1 pour valeur
propre. Pour controˆler les perturbationsQt deQ et en particulierQ
n
t/
√
n
, le concept
clef est la quasi-compacite´. On dit que Q a un trou spectral si elle ve´rifie la
de´finition suivante :
De´finition 5.3.1. Un endomorphisme continu Q sur un espace de Banach B est
dit quasi-compact, s’il existe une de´composition Q-stable B = F ⊕H telle que :
1. dimF <∞ et toutes les valeurs propres de Q|F sont de module r(Q),
2. r(Q|H) < r(Q).
Dans ce cas, dimF sera note´ s(Q,B).
5.3.2 Premier cadre
Dans cette sous-partie, on e´nonce les re´sultats de [HH01], avec quelques hy-
pothe`ses supple´mentaires qui simplifient les e´nonce´s.
De´finition 5.3.2. Soit (Q, ξ) comme plus haut, et (B, ‖.‖) un espace de Banach
de fonctions continues de E dans C. On dit que (Q,B, ξ) ve´rifie la conditionH(m)
si les proprie´te´s suivantes sont satisfaites :
(H1) (i) 1 ∈ B et si f ∈ B, alors f¯ ∈ B et, si f est a` valeurs re´elles, f+ =
max(f, 0) ∈ B,
(ii) La norme ‖.‖ sur B est plus grande que la norme infinie,
(iii) Pour toutes fonctions f, g ∈ B , on a aussi fg ∈ B.
(H2) (i) Q a une probabilite´ invariante ν,
(ii) Q est quasi-compact sur B, et sup ‖Qn‖ <∞,
(iii) L’espace propre de Q associe´ a` la valeur propre 1 est l’ensemble des
fonctions constantes sur E.
(H3) il existe un voisinage I0 de 0 dans R tel que Q(.) soit une fonction de classe
Cm de I0 dans l’espace LB des endomorphismes line´aires continus de B et tel que
pour 1 ≤ k ≤ m, la de´rive´e kie`me de cette fonction en 0 soit l’action du noyau
(iξ(y))kQ(x, dy) sur B.
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De´finition 5.3.3. On dit que le syste`me est non-arithme´tique si Q(.) est continu
de R dans l’espace LB des ope´rateurs line´aires continus sur B et, pour tout t ∈ R∗,
r (Q(t)) < 1.
On dit que le syste`me est faiblement non-arithme´tique si Q(.) est continu de
R dans LB et, pour tout t ∈ R∗, 1−Q(t) est inversible.
On e´nonce les the´ore`mes limites de [HH01] quand s(Q,B) = 1.
The´ore`me 5.3.4 ([HH01]). On suppose que (Q,B, ξ) ve´rifie la condition H(2)
et que s(Q,B) = 1. Si ξ2 est ν-inte´grable et si ν(ξ) = 0, alors il existe σ2 ≥ 0 tel
que pour toute condition initiale de loi λ, on ait :
(i) limn
1
n
Eλ[S2n] = σ2,
(ii) si σ2 = 0, alors il existe ξ1 ∈ B, tel que ξ21 est ν-inte´grable et ξ(X1) =
ξ1(X0)− ξ1(X1) Pν − p.s.,
(iii) pour f ∈ B et g ∈ Cc(R),
lim
n
Eλ
[
f(Xn)g(
Sn√
n
)
]
= ν(f)N (0, σ2)(g),
ou` la convergence est uniforme en la condition initiale.
Si s(Q,B) 6= 1, alors σ est encore de´finie, mais les convergences n’ont lieu
que pour λ = ν.
The´ore`me 5.3.5 ([HH01]). On suppose que (Q,B, ξ) ve´rifie la condition H(3).
Si ν(ξ) = 0 et σ > 0, alors il existe C > 0 tel que pour toute condition initiale λ,
sup
u∈R
∣∣Pλ[Sn ≤ uσ√n]−N (0, 1)(]−∞, u])∣∣ ≤ C(‖λ‖+ 1)√
n
.
The´ore`me 5.3.6 ([HH01]). On suppose que (Q,B, ξ) ve´rifie la condition H(2),
que s(Q,B) = 1, et que ν(ξ) = 0. Si le syste`me est non-arithme´tique et si σ > 0,
alors pour toute fonction f ∈ B et g ∈ Cc(R), on a :
lim
n
sup
u∈R
∣∣∣∣σ√2pinEλ [f(Xn)g(Sn − u)]− e− u22nσ2 ν(f)L(g)∣∣∣∣ = 0,
ou` L est la mesure de Lebesgue. De plus, la convergence est uniforme en la condi-
tion initiale λ.
The´ore`me 5.3.7 ([HH01]). On suppose que (Q,B, ξ) ve´rifie la condition H(2),
et que ν(ξ) > 0. Si le syste`me est faiblement non-arithme´tique, alors pour toutes
fonctions f ∈ B et g ∈ Cc(R), on a :
lim
a→−∞
∑
n≥1
Eλ [f(Xn)g(Sn − a)] = 0,
lim
a→+∞
∑
n≥1
Eλ [f(Xn)g(Sn − a)] = ν(f)
ν(ξ)
L(g),
ou` les convergences sont uniformes en la condition initiale λ.
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The´ore`me 5.3.8 ( [HH01]). On suppose que (Q,B, ξ) ve´rifie la condition H(2),
que ν(ξ) = 0 et que σ > 0. S’il existe M > 0 tel que Q(.) soit continu de
{z ∈ C : |<(z)| < M} dans LB et holomorphe sur {z ∈ C : |z| < M}, alors il
existe une fonction c, positive, strictement convexe , de´finie sur un voisinage de
0 et ne s’annulant qu’en 0, telle que, pour tout λ ∈ B′p et tout  > 0 suffisamment
petit, on ait :
lim
n
1
n
Pλ[Sn > n] = −c().
5.3.3 Second cadre
Dans l’article [HH04] H. Hennion et L. Herve´ ont obtenu des the´ore`mes limites
pour des suites ξ(Yn, Zn−1), ou` (Yn)n∈N est une suite d’applications lipschitziennes
i.i.d., et Zn est de´fini par Zn+1 = Yn+1Zn. Comme indique´ dans la partie 5.1.2,
notre mode`le rentre dans ce cadre. De plus, les Yn, qui sont les applications de´finies
par les A(n) sur PRdmax, sont 1-lipschitziennes. En reprenant la de´monstration
de [HH04] avec cette condition supple´mentaire, on obtient les the´ore`mes de cette
partie.
Les conditions d’inte´grabilite´ sont plus faibles que dans [HH04], car la constante
de Lipschitz est uniforme´ment borne´e. La seule modification de la preuve a` ef-
fectuer porte sur l’ine´galite´ de Ho¨lder dans la 4e partie de la proposition 7.3
de [HH04] : il faut prendre les exposants 1 et ∞.
Dans toute la suite, (M, δ) est un espace me´trique dont toutes les boules fer-
me´es sont compactes et G est le semi-groupe de ses applications 1-lipschitziennes.
On note S la situation suivante :
(i) (Yn)n∈N est une suite de variables ale´atoires a` valeurs dans G, i.i.d. et de
loi µ. Z est une variable ale´atoire a` valeurs dansM inde´pendante de (Yn)n∈N.
La suite (Zn)n∈N est de´finie par
Z0 = Z et Zn+1 = Yn+1Zn.
(ii) ξ : G×M→ R est 1-lipschitzienne en la seconde variable, et Sn est de´fini
par
Sn =
n∑
k=1
ξ(Yk, Zk−1).
(iii) On choisit x0 ∈ M, et pour tout η ≥ 1 et tout n ∈ N, on pose Mη =
E[δη(Y1x0, x0)] et Cn = E[c(Yn · · ·Y1)], ou` c(.) est la constante de Lipschitz.
S’il existe un N ∈ N tel que CN < 1, alors il existe un λ0 ∈]0, 1[, tel que∫
G
c(g) (1 + λ0δ(gx0, x0))
2η dµ∗N(g) < 1. On choisit un tel λ0 et on se donne les
notations suivantes :
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(i) A` toute fonction f de M dans C, on associe les quantite´s suivantes :
|f |η = sup
x
|f(x)|
(1 + λ0δ(x, x0))1+η
,
mη(f) = sup
x6=y
|f(x)− f(y)|
δ(x, y) (1 + λ0δ(x, x0))
η (1 + λ0δ(y, x0))
η .
Bη est l’ensemble des fonctions f de M dans C telles que mη(f) < ∞. Il
est muni de la norme ‖.‖η = |.|η +mη(.).
(ii) B′η est l’ensemble des probabilite´s sur E qui de´finissent une forme line´aire
continue sur Bη et pour tout r > 0, on note B′η,r = {λ ∈ B′η : ‖λ‖ < r}, ou`
‖λ‖ est la norme de la forme line´aire sur Bη de´finie par λ.
(iii) On dit que le syste`me est η-arithme´tique s’il existe un t ∈ R\{0}, un ρ ∈ C
de module 1, et une fonction w ∈ Bη de module constant non nul sur le
support Sν0 de ν0 telle que pour tout n ∈ N, on ait :
eitSnw(Zn) = ρ
nw(Z0)Pν0 − p.s. . (5.5)
Sinon, on dit que le syste`me est η-non-arithme´tique
Remarque 5.3.1 (non-arithme´ticite´). Dans le premier cadre, la non-arithme´ticite´
porte sur le rayon spectral de Qt. Ici, on travaille avec l’ope´rateur associe´ Pt
qui agit sur M au lieu de (G,M) (cf. [HH04]). Si Pt est quasi-compact, alors
r(Pt) = 1 ssi Pt a une valeur propre ρ de module 1. La proposition 9.1’ de [HH04]
montre que si r(Pt) = 1, alors Pt est quasi-compact en tant qu’ope´rateur sur Bη
et que tout vecteur propre w associe´ a` ρ ve´rifie l’e´quation (5.5).
Nous pouvons maintenant e´noncer les the´ore`mes limites dus a` H. Hennion et
L. Herve´.
The´ore`me 5.3.9 ([HH04]). Dans la situation S, s’il existe η ≥ 0 tel que
Mη+1 <∞ et n0 ∈ N tel que Cn0 < 1, alors Sn converge en loi vers une distribu-
tion invariante ν, telle que
∫
M δ
η+1(x, x0)dν(x) <∞.
The´ore`me 5.3.10 ([HH04]). Dans la situation S, s’il existe η > 2 et n0 ∈ N
tels que Cn0 < 1 et M2η <∞, alors, pour f ∈ ∪η′<η−1Bη′ et g ∈ Cc(R), on a :
(i) limn Eλ
[
f(Zn)g(
Sn√
n
)
]
= ν(f)N (0, σ2)(g), ou` la convergence est uniforme
en λ ∈ B′η,r.
(ii) Si η > 3, alors pour λ ∈ B′η, limn 1nEλ[S2n] = σ2.
(iii) Si η > 3 et σ2 = 0, alors il existe ξ1 ∈ Bη−1, tel que ξ21 soit ν-inte´grable et
ξ(X1) = ξ1(X0)− ξ1(X1) Pν − p.s..
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The´ore`me 5.3.11 ([HH04]). Dans la situation S, s’il existe η > 3 et n0 ∈ N
tels que Cn0 < 1 et M2η <∞, si de plus ν(ξ) = 0 et σ > 0, alors il existe C > 0
tel que pour λ ∈ B′η,
sup
u∈R
∣∣Pλ[Sn ≤ uσ√n]−N (0, 1)(]−∞, u])∣∣ ≤ C‖λ‖η√
n
.
The´ore`me 5.3.12 ([HH04]). Dans la situation S, s’il existe η > 2 et n0 ∈ N
tels que Cn0 < 1 et M2η <∞, si ν(ξ) = 0 et σ > 0, et s’il existe 1 < η′ < η − 1
tel que le syste`me soit η′-non-arithme´tique, alors pour f ∈ Bη′ et g ∈ Cc(R), on
a :
lim
n
sup
u∈R
∣∣∣∣σ√2pinEλ [f(Zn)g(Sn − u)]− e− u22nσ2 ν(f)L(g)∣∣∣∣ = 0,
ou` L est la mesure de Lebesgue et la convergence est uniforme en λ ∈ B′η,r.
5.4 De´monstration des the´ore`mes limite
5.4.1 Des applications topicales ite´re´es aux chaˆınes de
Markov
Dans cette partie, on montre que les hypothe`ses des the´ore`mes de la partie 5.2
impliquent les hypothe`ses des the´ore`mes de la partie 5.3 . Pour appliquer les
re´sultats de [HH01],
– l’espace E sera Topd × PRdmax muni de la tribu de Borel,
– la probabilite´ de transition Q sera de´finie par
Q ((A, x¯), D) = P
(
(A(1), Ax) ∈ D) ,
– le terme ge´ne´ral Xn de la chaˆıne de Markov sera (A(n), x¯(n− 1, .)),
– la fonction ξ sera de´finie par ξ(A, x¯) = φ(Ax)− φ(x), ou` φ est une fonction
topicale de Rd dans R telle que φ
(−→
1
)
= 1.
– σ(A) = supx |ξ(A, x)| = supx |φ(Ax)− φ(x)| <∞ p.s. .
On de´finit maintenant l’espace B.
De´finition 5.4.1. Soit L∞ l’espace fonctions continues borne´es de PRdmax dans
C. On le munit de la norme infinie.
Soit j la fonction de Topd × PRdmax dans PRdmax telle que j(A, x¯) = Ax et soit
I la fonction de CPRdmax dans C(Topd×PRdmax) de´finie par
I(φ) = φ ◦ j.
On appelle B∞ l’image de L∞ par I.
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Comme (L∞, ‖.‖∞) est un espace de Banach, et I une une isome´trie pour la
norme infinie, (B∞, ‖.‖∞) est aussi un espace de Banach.
Rappelons que les noyaux de fourrier et en particulier Q agissent sur B∞ selon
la formule 5.4. De meˆme, la probabilite´ invariante ν agit sur B∞ selon l’e´quation
ν(f) =
∫
f(x)ν(dx).
Pour pouvoir utiliser les re´sultats de la partie 5.3.2, il reste a` prouver la
proposition suivante :
Proposition 5.4.2. Si σ (A(1)) a un moment d’ordre m et si A(n) a la proprie´te´
MLP, alors (Q, ξ,B∞) satisfait la condition H(m). De plus l’intervalle I0 de la
condition (H3) est R tout entier et s(Q,B∞) = 1.
Pour montrer (H2), on utilisera le the´ore`me 3.2.2, qui dit que si la suite
(A(n))n∈N de variables ale´atoires a` valeurs dans Topd a la proprie´te´ MLP, alors il
existe une variable ale´atoire Y a` valeurs dans PRdmax telle que Yn := A(n) · · ·A(1)Y
est stationnaire et
lim
n→∞
P (∃x0, Yn 6= x¯(n, x0)) = 0.
Dans la suite, ν0 de´signera la loi de Y .
De´monstration de la proposition 5.4.2. La condition (H1) est triviale, e´tant donne´
le choix de B∞.
Pour ve´rifier la condition (H2), on de´finit la probabilite´ ν := µ⊗ ν0. Elle est
Q-invariant par de´finition de ν0, ce qui prouve (i). Pour prouver (ii) et (iii), on
e´tudie les ite´re´s de Q. Pour tout φ ∈ L∞, et x ∈ Rd on a :
|Qn(φ ◦ j)(A, x¯)− ν(φ ◦ j)| = ∣∣Qn(φ)(Ax)− ν0(φ)∣∣
=
∣∣∣∣∫ φ(x¯(n,Ax)dP− ∫ φ(Yn)dP∣∣∣∣
≤ ‖φ‖∞2P (∃x0, Yn 6= x¯(n, x0)) ,
Si on note N pour ψ 7→ ν(ψ), on obtient :
‖Qn −N‖ ≤ 2P (∃x, Yn 6= x¯(n, x))→ 0. (5.6)
Cela montre que r(Q|KerN) < 1 et que supn ‖Qn‖ < ∞, donc (ii) est ve´rifie´ et
s(Q,B∞) = 1. L’e´quation (5.6) montre aussi que les fonctions propres de Q asso-
cie´es a` la valeur propre 1 sont inclues dans ImN , ce qui implique (iii).
Pour montrer (H3) on pose Q
(k)
t := e
itξ(y)(iξ(y))kQ(x, dy) et
∆
(k)
h := Q
(k)
t+h −Q(k)t − hQ(k+1)t . (5.7)
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Pour montrer la proposition 5.4.2, il reste a` majorer ‖ 1
h
∆
(k)
h ‖ par une quantite´
qui tend vers ze´ro avec h.
Pour cela, on introduit la fonction suivante :{
f : R → C
t 7→ eit − 1− it.
Les calculs s’appuieront sur les estimations suivantes : |f(t)| ≤ 2t, et |f(t)| ≤ t2.
Maintenant tout de´coule de l’e´quation suivante :
∆
(k)
h (φ ◦ j)(A, x¯) =
∫
φ
(
BAx
)
eitξ(B,Ax)
(
iξ(B,Ax)
)k
f
(
hξ(B,Ax)
)
dµ(B),
dont on de´duit :∥∥∥∆(k)h (φ ◦ j)∥∥∥∞ ≤ ‖φ‖∞
∫
σk(B) ‖f (hξ(B, .))‖∞ dµ(B). (5.8)
De |f(t)| ≤ t2, on de´duit
1
|h|σ(B)
k ‖f (hξ(B, .))‖∞ ≤ hσk+2(B)→ 0.
De |f(t)| ≤ 2t, on de´duit
1
|h|σ
k(B) ‖f (hξ(B, .))‖∞ ≤ 2σk+1(B).
Quand k < m, σk+1 est inte´grable donc le the´ore`me de convergence domine´e et
les deux dernie`res ine´galite´s prouvent que l’on a :∫
σ(B)k ‖f (hξ(B, .))‖∞ dµ(B) = o(h). (5.9)
Donc, pour tout k < m, d’apre`s l’e´quation (5.8), ‖ 1
h
∆
(k)
h ‖ tend vers ze´ro. Cela
signifie que Q
(k+1)
t est la de´rive´e de Q
(k)
. en t.
Pour montrer que Q(m). est continue, on remarque que(
Q
(m)
t+h −Q(m)t
)
(φ◦j)(A, x) =
∫
φ
(
BAx
)
eitξ(B,Ax)
(
iξ(B,Ax)
)m
g
(
hξ(B,Ax)
)
dµ(B).
(5.10)
ou` g(t) = eit − 1. On applique la meˆme me´thode que pre´ce´demment, en rempla-
c¸ant les estime´es sur f (hξ(B, .)) par ‖g (hξ(B, .)) ‖∞ ≤ hσ(B) pour montrer la
convergence, et par ‖g (hξ(B, .)) ‖∞ ≤ 2 pour montrer la domination.
La proprie´te´ (H3) est donc ve´rifie´e avec I0 = R.
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Pour montrer les the´ore`mes 5.2.1 et 5.2.4, on veut aussi utiliser les the´o-
re`mes de la partie 5.3.3 . Pour cela, on pose M = PRdmax, Yn = A(n), x0 = −→0
et a` nouveau ξ (A, x) = φ(Ax) − φ(x). Dans ce cas Zn = x(n,X0) et Sn =
φ (x(n,X0))− φ(X0) et on obtient la proposition suivante :
Proposition 5.4.3.
1. Si A(1)
−→
0 a un moment d’ordre η ∈ R+, alors Mη < ∞. Si la suite
(A(n))n∈N a la proprie´te´ MLP, alors il existe n0 ∈ N tel que Cn0 < 1. Si X0
a un moment d’ordre 1+η ∈ [1,+∞[, alors la forme line´aire f 7→ E[f (X0)]
appartient a` B′η et sa norme est majore´e par E ((1 + |X0|)1+η) .
2. Si la suite (A(n))n∈N est alge´briquement non-arithme´tique, alors elle est
aussi η-non-arithme´tique pour tout η > 0.
La premie`re partie de la proposition est e´vidente. La seconde partie repose
sur les deux lemmes suivants, qui seront de´montre´s apre`s la proposition :
Lemme 5.4.4. Le support de la mesure invariante ν0 est
Sν0 :=
{
M
−→
1
∣∣∣M ∈ TA,M de rang 1}.
Lemme 5.4.5. Si l’inclusion (5.3) est ve´rifie´e pour une application M de rang 1,
tout A ∈ SA et tout M ′ ∈ TA de rang 1, alors elle est ve´rifie´e pour tout M ∈ TA
de rang 1.
De´monstration de la proposition 5.4.3. Supposons le syste`me η-arithme´tique. Il
existe w ∈ Bη et t, a ∈ R tels que pour µ-presque tout A et ν0-presque tout x, on
ait :
eit(φ(Ax)−φ(x))w
(
Ax
)
= eitaw (x) . (5.11)
Comme cette e´quation ne fait intervenir que des fonctions continues, elle est
ve´rifie´e pour tout x ∈ Sν0 et tout A ∈ TA. Comme Sν0 est TA invariant, on ite`re
l’e´quation (5.11) et on obtient
eit(φ(Tx)−φ(x))w
(
Tx
)
= eitanTw (x) , (5.12)
ou` T ∈ TA et nT est le nombre d’e´le´ments de SA qu’il faut composer pour obtenir
l’application T . Graˆce a` la la proprie´te´ MLP, il existe un M ∈ TA de rang 1. On
e´crit l’e´quation (5.12) pour T = MA puis pour T = M et on divise la premie`re
e´quation par la seconde. Comme n(MA) = nM +1 et MAx =Mx , on en de´duit :
eit(φ(MAx)−φ(Mx)) = eita.
En posant b = 2pi
t
, cela signifie que (φ(MAx)− φ(Mx)) ∈ a+ bZ. Comme M
est de rang 1, (MAx−Mx) ∈ R−→1 , donc comme φ est topicale, (φ(MAx) = φ(Mx))+
(MAx −Mx)1. Finalement (MAx −Mx) ∈ (a + bZ)−→1 , et l’arithme´ticite´ alge´-
brique de´coule du lemme 5.4.4 .
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De´monstration du lemme 5.4.4. D’apre`s le the´ore`me 3.2.2, il existe une variable
ale´atoire Y de loi ν0, inde´pendante de (A(n))n∈N et telle que la suite (x(n, Y ))n∈N
soit stationnaire. Soit K un sous-ensemble compact de Rd tel que P(Y ∈ K) > 0.
Pour tout M ∈ TA et tout  > 0, l’ensemble V de fonctions topicales A telles
que δ(Ax,Mx) ≤  pour tout x ∈ K est un voisinage de M . Donc la probabilite´
que A(nM) · · ·A(1) soit dans V est strictement positive et par l’inde´pendance de
Y , on a :
P (Y ∈ K,A(nM) · · ·A(1) ∈ V ) > 0.
Si M est de rang 1, alors M
−→
1 = MY , donc cela implique qu’avec probabilite´
strictement positive, on a :
δ
(
YnM ,M
−→
1
)
= δ
(
A(nM) · · ·A(1)Y,MY
) ≤ ,
donc M
−→
1 ∈ Sν0 .
Cela montre que
{
M
−→
1
∣∣∣M ∈ TA,M de rang 1} ⊂ Sν0 .
D’autre part ν0 est obtenu comme la loi de Z = limnA(1) · · ·A(n)−→1 . En
fait, la proprie´te´ MLP et l’ergodicite´ assurent qu’il existe presque suˆrement un
entier N tel que A(1) · · ·A(N + 1) soit de rang 1. Donc A(1) · · ·A(n)−→1 =
A(1) · · ·A(N + 1)−→1 pour tout n ≥ N + 1 et Z = A(1) · · ·A(N + 1)−→1 . Mais
A(1) · · ·A(N+1) ∈ TA presque suˆrement, donc Z ∈
{
M
−→
1
∣∣∣M ∈ TA,M de rang 1}
presque suˆrement et Sν0 ⊂
{
M
−→
1
∣∣∣M ∈ TA,M de rang 1}.
De´monstration du lemme 5.4.5. On suppose que l’e´quation (5.3) est ve´rifie´e pour
M =M1, tout A ∈ SA et tout M ′ ∈ TA de rang 1.
Soient A1, · · · , An ∈ SA, tels que M2 = A1 · · ·An soit de rang 1. Pour tout
i ≤ n, Ai · · ·AnM ′ est de rang 1, donc (M1Ai · · ·AnM ′−M1Ai+1 · · ·AnM ′)(Rd) ⊂
(a+ bZ)−→1 .
On combine ces inclusions pour i variant de 1 a` n, et on obtient (M1M2M
′ −
M1M
′)(Rd) ⊂ (na+bZ)−→1 donc en remplac¸antM ′ par AM ′ et retranchant l’e´qua-
tion initiale, on trouve :
((M1M2AM
′ −M1AM ′)− (M1M2M ′ −M1M ′)) (Rd) ⊂ bZ−→1 . (5.13)
On e´crit M2M
′ comme
M2M
′ =M1M ′ + (M1M2M ′ −M1M ′)− (M1M2M ′ −M2M ′).
le dernier bloc ne de´pend pas de M ′, donc en remplac¸ant M ′ par AM ′ et
retranchant l’e´quation initiale, on trouve :
M2AM
′−M2M ′ =M1AM ′−M1M ′+((M1M2AM ′ −M1AM ′)− (M1M2M ′ −M1M ′)) .
Compte tenu de l’e´quation (5.13), cela prouve que l’e´quation (5.3) est ve´rifie´e
pour M =M2.
128 CHAP. 5 THE´ORE`MES LIMITE
5.4.2 Des chaˆınes de Markov aux applications topicales
ite´re´es
Commenc¸ons par remarquer que quandX0 est de loi ν0, la suite (A(n), x(n,X0))n∈N
est stationnaire de loi ν, donc par le the´ore`me de Birkhoff, on a
γ =
∫
ξ(A, x)dν0(x)dµ(A) = ν(ξ).
Les propositions 5.4.2 et 5.4.3 montrent que sous les hypothe`ses des the´ore`mes
de la partie 5.2, les hypothe`ses des the´ore`mes de la partie 5.3 sont ve´rifie´es. On
en de´duit donc des re´sultats sur le comportement de la suite
((φ(x(n,X0)− φ(X0)− nν(ξ), x(n,X0)))n∈N .
Le lemme suivant sera utile pour revenir a` la suite (x(n,X0))n∈N.
Lemme 5.4.6. Si φ est une fonction topicale de Rd dans R, la fonction ψ : x 7→
(φ(x), x) est un home´omorphisme bilipschitzien de Rd sur R× PRdmax.
En outre, si φ
(−→
1
)
= 1, alors φ
(−→
0
)
= 0 et on a :∥∥∥x− φ(x)−→1 ∥∥∥
∞
≤ |x|P .
De´monstration. Soit (t, x) un e´le´ment de R × PRdmax. Alors ψ(y) = (t, x) si et
seulement s’il existe un a ∈ R tel que y = x + a−→1 et φ(x) + a = t. Donc
l’e´quation a exactement une solution y = x+ (t− φ(x))−→1 et ψ est inversible.
Les fonctions topicales sont lipschitziennes, et la projection est line´aire, donc
aussi lipschitzienne. Par conse´quent, ψ est lipschitzienne.
Pour tout x, y ∈ Rd, on a x ≤ y + maxi(xi − yi)−→1 , donc φ(x) − φ(y) ≤
maxi(xi−yi). Par conse´quent, pour tout 1 ≤ i ≤ d, on a φ(x)−φ(y)− (xi−yi) ≤
maxi(xi − yi)−mini(xi − yi) = δ(x, y). En e´changeant x et y, on en de´duit :
|φ(x)− φ(y)− (xi − yi)| ≤ δ(x, y). (5.14)
Par conse´quent |xi − yi| ≤ |φ(x)− φ(y)|+ δ(x, y) et la fonction ψ−1 est lipschit-
zienne.
L’e´galite´ est obtenue en remarquant que
φ
(−→
0
)
= φ
(−→
1 −−→1
)
= φ
(−→
1
)
− 1 = 0
et l’ine´galite´ en prenant y =
−→
0 dans (5.14).
De´monstration du the´ore`me 5.2.1. Sans perte de ge´ne´ralite´, on peut supposer
γ = 0.
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Sous l’hypothe`se i), le the´ore`me 5.3.4 et la proposition 5.4.2 montrent que(
φ(x(n,
−→
0 ))−φ(−→0 )√
n
)
n∈N
converge en loi versN (0, σ2), c’est-a`-dire que
(
φ(x(n,
−→
0 ))√
n
−→
1
)
n∈N
converge en loi vers N (0, σ2) −→1 . Sous l’hypothe`se ii), le the´ore`me 5.3.10 et la
proposition 5.4.3 montrent la meˆme chose.
On estime donc la diffe´rence entre la suite convergente et celle dont on veut
montrer qu’elle converge. D’apre`s l’ine´galite´ du lemme 5.4.6, on a :
∆n :=
∥∥∥∥∥∥x(n,
−→
0 )√
n
−
φ
(
x(n,
−→
0 )
)
√
n
−→
1
∥∥∥∥∥∥
∞
≤
∣∣∣x(n,−→0 )∣∣∣
P√
n
.
Le membre de droite est le terme ge´ne´ral d’un suite faiblement convergente
divise´ par
√
n. Donc (∆n)n∈N tend vers ze´ro en probabilite´, ce qui conclut la
preuve de la convergence en loi dans le the´ore`me 5.2.1 si X0 =
−→
0 .
Quand X0 6= −→0 , le re´sultat reste vrai puisque ‖x(n,X0)− x(n,−→0 )‖∞ ≤ |X0|.
Quand X0 =
−→
0 , l’expression de σ2 comme limite de´coule directement des
the´ore`mes 5.3.4 et 5.3.10 . Montrons que la formule reste vrai pour tout X0
de carre´ inte´grable. Pour cela, on va majorer la diffe´rence entre φ2(x(n,
−→
0 )) et
φ2(x(n,X0)) :
|φ2(x(n,X0))− φ2(x(n,−→0 ))| ≤
∣∣∣φ(x(n,X0))− φ(x(n,−→0 ))∣∣∣ ∣∣∣φ(x(n,X0)) + φ(x(n,−→0 ))∣∣∣
≤ |X0|
(
2|φ(x(n,−→0 ))|+ |X0|
)
.
∣∣∣∣ 1nE (φ2(x(n,X0)))− 1nE(φ2(x(n,−→0 )))
∣∣∣∣
≤ 1
n
(
E
(|X0|2)+ 2 (E (|X0|2))1/2 (E(|φ(x(n,−→0 ))|2))1/2)
≤ 1
n
E
(|X0|2)+ 2 1√
n
(
E
(|X0|2))1/2( 1
n
E
(
φ2(x(n,
−→
0 ))
))1/2
.
Or la suite
(
1
n
E
(
φ2(x(n,
−→
0 ))
))
n∈N
converge, donc la dernie`re quantite´ tend
vers 0 et le re´sultat est de´montre´.
La fin de la preuve est consacre´e a` la caracte´risation du cas σ = 0. Si σ =
0, alors par le the´ore`me 5.3.4 ou par le the´ore`me 5.3.10, il existe une fonction
continue f sur PRdmax telle que
φ(Ax)− φ(x) = f(x)− f(Ax) (5.15)
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pour µ-presque tout A et ν0-presque tout x. Comme l’e´quation (5.15) ne fait
intervenir que des fonctions continues, elle est ve´rifie´e par toute matrice A ∈ SA
et tout e´le´ment x ∈ Sν0 . Par une re´currence imme´diate, elle est aussi ve´rifie´e par
tout A ∈ TA. Pour tout M ∈ TA de rang 1 et tout x ∈ Sν0 , MAx = Mx, donc
φ(MAx) = φ(Mx).
CommeMAx−Mx ∈ R−→1 , cela signifie queMAx =Mx.D’apre`s le lemme 5.4.5
applique´ avec a = b = 0, cela signifie que MAM ′ =MM ′ pour tous les M,M ′ ∈
TA de rang 1 et tous les A ∈ SA.
Re´ciproquement, supposons que pour tout M,M ′ ∈ TA de rang 1 et tout
A ∈ SA, on ait :
MAM ′ =MM ′. (5.16)
Par une re´currence imme´diate, l’e´quation (5.16) est aussi ve´rifie´e par tout A ∈ TA.
Par conse´quent, pour tout m ∈ N, n ≥ m + 1 et M ′ ∈ TA de rang 1, si
A(n) · · ·A(n−m+1) est de rang 1 , alors x(n,M ′−→1 ) = A(n) · · ·A(n−m+1)M ′−→1
et pour tout n ∈ N on a :
P
(∥∥∥x(n,M ′−→1 )∥∥∥
∞
≤ N
)
≥ P
(
A(n) · · ·A(n−m+ 1) est de rang 1, ‖A(n) · · ·A(n−m+ 1)M ′−→1 ‖∞ ≤ N
)
≥ P
(
A(m) · · ·A(1) est de rang 1, ‖A(m) · · ·A(1)M ′−→1 ‖∞ ≤ N
)
. (5.17)
On choisit une application M ′ ∈ TA de rang 1. La proprie´te´ MLP dit qu’il
existe un entier m tel que P(A(m) · · ·A(1) est de rang 1) > 0. Par conse´quent, il
existe un entier N ∈ N tel que le membre de droite de l’ine´galite´ (5.17) soit un
nombre strictement positif que nous appelons β.
L’e´quation (5.17) implique que pour tout  > 0, si n ≥ max(m,N2−2), alors
P(‖ 1√
n
x(n,M ′−→1 )‖∞ ≤ ) ≥ β, donc N (0, σ2)[−, ] ≥ β. En faisant tendre  vers
ze´ro, on obtient que N (0, σ2)({0}) ≥ β > 0, ce qui n’est vrai que pour σ = 0.
De´monstration du the´ore`me 5.2.2. Sans perte de ge´ne´ralite´, on peut supposer
γ = 0. La relation (5.2) de´coule du the´ore`me 5.3.5 et de la proposition 5.4.2 sous
l’hypothe`se i) et du the´ore`me 5.3.11 et de la proposition 5.4.3 sous l’hypothe`se
ii).
D’apre`s l’ine´galite´ du lemme 5.4.6, |φ(x)−mini xi| ≤ |x|P et on a :
∆n :=
∥∥∥∥x(n,X0)√n − φ (x(n,X0))− φ(X0)√n −→1
∥∥∥∥
∞
≤ |φ(X0)|√
n
+
|x(n,X0)|P√
n
.
(5.18)
On en de´duit que pour tout u ∈ Rd et tout  > 0, on a :
P[x(n,X0) ≤ σu
√
n]
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≤ P
[
min
i
xi(n,X0) ≤ σmin
i
ui
√
n
]
≤ P
[
φ(x(n,X0))− φ(X0) ≤ (σmin
i
ui + 2)
√
n
]
+ P
[ |φ(X0)|√
n
≥ 
]
+ P
[ |x(n,X0)|P√
n
≥ 
]
≤ N (0, 1)(]−∞,min
i
ui +
2
σ
]) +
C√
n
+
E
(
|φ(X0)|l
)
(
√
n)l
+
E
(|x(n,X0)|lP)
(
√
n)l
≤ N (0, 1)(]−∞,min
i
ui]) +
C√
n
+
2
σ
+
E
(
|φ(X0)|l
)
(
√
n)l
+
E
(|x(n,X0)|lP)
(
√
n)l
. (5.19)
De l’autre coˆte´,
P[x(n,X0) ≤ σu
√
n]
≥ P
[
φ(x(n,X0))− φ(X0) ≤ σmin
i
ui
√
n
]
≥ P
[
φ(x(n,X0)) ≤ (σmin
i
ui − 2)
√
n
]
− P
[ |φ(X0)|√
n
≥ 
]
− P
[ |x(n,X0)|P√
n
≥ 
]
≥ N (0, 1)(]−∞,min
i
ui − 2
σ
])− C√
n
−
E
(
|φ(X0)|l
)
(
√
n)l
− E
(|x(n,X0)|lP)
(
√
n)l
≥ N (0, 1)(]−∞,min
i
ui])− C√
n
− 2
σ
−
E
(
|φ(X0)|l
)
(
√
n)l
− E
(|x(n,X0)|lP)
(
√
n)l
.
(5.20)
En prenant  = n−
l
2(l+1) dans les e´quations (5.19) et (5.20) on conclura la
preuve du the´ore`me 5.2.2 si on peut montrer que E
(|x(n,X0)|lP) est borne´ uni-
forme´ment en n et line´airement en E(‖X0‖l∞). C’est ce que nous faisons dans la
fin de la preuve.
Comme les applications topicales sont 1-lipschitziennes sur PRdmax, on peut
supposer que X0 =
−→
0 .
Pour n0 ∈ N, on prend a ≥ (P [A(n0) · · ·A(1) n’est pas de rang 1 ])1/n0 . Si
n ≥ m et si A(n) · · ·A(m) n’est pas de rang 1, alors pour tout entier i plus petit
que n−m
n0
, l’application A(m− 1 + in0) · · ·A((i− 1)n0 +m) n’est pas non plus de
rang 1. De l’inde´pendance des A(n), on de´duit :
P (A(n) · · ·A(m) n’est pas de rang 1 ) ≤ an−m−n0 .
On estime la quantite´ δ
(
A(n) · · ·A(m)−→0 , A(n) · · ·A(n0 + 1 +m)−→0
)
: elle est
nulle quand A(n) · · ·A(n0+1+m) est de rang 1, et elle est toujours majore´e par
δ
(
A(n0 +m) · · ·A(m)−→0 ,−→0
)
=
∣∣∣A(n0 +m) · · ·A(m)−→0 ∣∣∣P . Par conse´quent, on a
pour tout n ≥ m+ n0
E
[
δl
(
A(n) · · ·A(m)−→0 , A(n) · · ·A(m+ n0)−→0
)]
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≤ E
[
1{A(n)···A(n0+1+m) n’est pas de rang 1 }
∣∣∣A(n0 +m) · · ·A(m)−→0 ∣∣∣lP
]
= an−m−2n0E
[∣∣∣A(n0 + 1) · · ·A(1)−→0 ∣∣∣lP
]
. (5.21)
Soit n = qn0 + r la division euclidienne de n par n0. On a∣∣∣x(n,−→0 )∣∣∣
P
= δ
(
A(n) · · ·A(0)−→0 ,−→0
)
≤
q∑
i=1
δ
(
A(n) · · ·A(in0)−→0 , A(n) · · ·A((i− 1)n0)−→0
)
+δ
(
A(n) · · ·A(n− r)−→0 ,−→0
)
.
Par conse´quent on a :(
E
[∣∣∣x(n,−→0 )∣∣∣l
P
])1/l
≤
q∑
i=1
(
an−in0−n0E
[∣∣∣A(n0) · · ·A(1)−→0 ∣∣∣lP
])1/l
+
(
E
[∣∣∣A(r) · · ·A(1)−→0 ,−→0 )∣∣∣l
P
)1/l
. (5.22)
On re´utilise cette de´composition (avec n0 = 1 et a = 1), pour ve´rifier que(
E
[∣∣∣A(n) · · ·A(1)−→0 ∣∣∣l
P
])1/l
≤ n
(
E
[∣∣∣A(1)−→0 ∣∣∣l
P
])1/l
.
D’apre`s la proprie´te´ MLP, il existe n0 ∈ N tel que a < 1. En re´introduisant la
dernie`re ine´galite´ dans l’e´quation (5.22), on obtient :(
E
[∣∣∣x(n,−→0 )∣∣∣l
P
])1/l
≤
(
1 +
a−
n0
l
1− an0l
)
n0
(
E
[∣∣∣A(1)−→0 ∣∣∣l
P
])1/l
.
Pour prouver le TLL et the´ore`me de renouvellement, on aura besoin du lemme
d’approximation classique suivant :
Lemme 5.4.7. Soit h une fonction continue a` support compact de Ra×Rb dans
C. Il existe deux fonctions continues a` supports compacts f0 ∈ Cc(Ra,C) et g0 ∈
Cc(Rb,C), telles que pour tout  > 0, il existe un ensemble fini I et pour tout i ∈ I
des fonctions fi ∈ Cc(Ra,C) et gi ∈ Cc(Rb,C) satisfaisant :
∀x ∈ Ra,∀y ∈ Rb, |h(x, y)−
∑
i∈I
fi(x)gi(y)| ≤ f0(x)g0(y).
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Dans toute la suite, on note L la mesure de Lebesgue.
De´monstration du the´ore`me 5.2.4. Pour montrer que σ > 0 sous l’hypothe`se i),
on repart de la caracte´risation du cas σ = 0 dans le the´ore`me 5.3.4 que l’on
a applique´ pour de´montrer le the´ore`me 5.2.1 : si σ = 0, il existe une fonction
f ∈ L∞ ve´rifiant l’e´quation (5.15) :
φ(Ax)− φ(x) = f(x)− f(Ax)
pour µ-presque tout A et ν0-presque tout x.
Alors pour tout t ∈ R la fonction gt := eitf ∈ B∞ ve´rifie :
∀x ∈ Sν0 ,∀A ∈ SA, Qt(gt ◦ I)(A, x) = (gt ◦ I)(A, x)
Comme Sν0 est stable par Sµ, on peut ite´rer cette e´quation et on a :
∀n ∈ N, Qnt (gt ◦ I)(A, x) = (gt ◦ I)(A, x)
donc r(Qt) ≥ 1, ce qui contredit la non-arithme´ticite´ du syste`me.
On applique la proposition 5.4.2 et le the´ore`me 5.3.6 ou la proposition 5.4.3
et le the´ore`me 5.3.12 . On en de´duit que, si g ∈ Cc(R) et si f est une fonction
lipschitzienne borne´e sur PRdmax, alors pour tout x0 ∈ Rd,
lim
n
sup
u∈R
∣∣∣∣σ√2pinE (f (x¯(n, x0)) g (φ (x(n, x0))− φ (x0)− u))− e− u22nσ2 ν(f)L(g)∣∣∣∣ = 0.
(5.23)
En outre, ces convergences sont uniformes en x0, car la forme line´aire δx0 est
borne´ inde´pendamment de x0 comme forme line´aire sur B∞ et est un e´le´ment
B′η,‖X0‖∞ si |x0|P ≤ ‖X0‖∞. L’uniformite´ nous permet de prendre toute condition
initiale X0 et d’obtenir
lim
n
sup
u∈R
∣∣∣∣σ√2pinE [f (x¯(n,X0)) g (φ (x(n,X0))− u)]− E [e− (u+φ(X0))22nσ2 ] ν(f)L(g)∣∣∣∣ = 0.
(5.24)
Par la densite´ des fonctions lipschitziennes borne´es dans (Cc(PRdmax), ‖.‖∞)
l’e´quation (5.24) est ve´rifie´e par toutes les fonctions continues a` support compact
f et g. Du lemme 5.4.7, on de´duit que pour toute fonction h ∈ Cc(PRdmax ×R,C)
continue a` support compact, on a :
lim
n
sup
u∈R
∣∣∣∣σ√2pinE [h (x¯(n,X0), φ (x(n,X0))− u)]− E [e− (u+φ(X0))22nσ2 ] ν ⊗ L(h)∣∣∣∣ = 0.
(5.25)
D’apre`s le lemme 5.4.6 la fonction Φ : x 7→ (φ, x¯) est bilipschitzienne, donc
h est a` support compact ssi h ◦ Φ l’est. Comme x+ u−→1 = x, cela ache`ve la
de´monstration.
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De´monstration de la proposition 5.2.5. Supposons que la suite (A(n))n∈N est al-
ge´briquement arithme´tique et que la conclusion de the´ore`me 5.2.4 est ve´rifie´e.
Il existe a, b ∈ R etM ∈ Topd de rang 1, tels que pour tout A ∈ SA etM ′ ∈ TA
de rang 1 l’e´quation (5.3) soit ve´rifie´e. On pose t = 2pi
b
si b 6= 0 et t = 1 sinon et
pour tout x ∈ Rd, w (x) = eit(φ(Mx)−φ(x)), ou` φ(x) = maxi(xi). L’e´quation (5.3)
implique donc que, pour tout A ∈ SA, y ∈ Rd, et toutM ′ ∈ TA de rang 1, on ait :
eit(φ(AM
′y)−φ(M ′y))w
(
AM ′y
)
= eitaw
(
M ′y
)
.
On choisit y tel que φ(M ′y) = 0. Par re´currence, on obtient,
eitφ(x(n,M
′y))w (x (n,M ′y)) = eitnaw
(
M ′y
)
. (5.26)
Pour toutes les fonctions f : R 7→ R et g : PRdmax 7→ R continues a` support
compact, la conclusion du the´ore`me 5.2.4 pour la fonction h de´finie par h(x) =
f(φ(x))(gw)(x) est :
σ
√
2pinE [f (φ (x (n,M ′y))) g (x (n,M ′y))w (x (n,M ′y))]→ L(f)ν0(gw).
Compte tenu de l’e´quation (5.26), on en de´duit que :
eitnaw
(
M ′y
)
σ
√
2pinE
[
(e−it.f) (φ (x (n,M ′y))) g (x (n,M ′y))
]→ L(f)ν0(gw).
(5.27)
Mais la conclusion du the´ore`me 5.2.4 pour la fonction h de´finie par h(x) =
(fe−it.) (φ(x)) g(x) est :
σ
√
2pinE
[
(e−it.f) (φ (x (n,M ′y))) g (x(n,M ′y))
]→ L(feit.)ν0(g). (5.28)
Les e´quations (5.27) et (5.28) impliquent que at ∈ 2piZ et
w
(
M ′y
)L (feit.) ν0(g) = L(f)ν0(gw).
Le membre de droite de l’e´quation ne de´pend pas deM ′ donc, d’apre`s le lemme 5.4.4,
w est constante sur Sν0 . Cela prouve que ν0(gw) = ν0(g)w
(
M ′y
)
, donc L (fe−it.) =
L(f), c’est-a`-dire que eit. = 1, ou encore t = 0. Cela contredit l’hypothe`se de de´-
part, et conclut donc la de´monstration.
De´monstration du the´ore`me 5.2.6. On fait la de´monstration dans le cas γ > 0.
On applique a` nouveau la proposition 5.4.2 et le the´ore`me 5.3.7 . On en de´duit
que, si g ∈ Cc(R) et si f est une fonction lipschitzienne borne´e sur PRdmax, alors
pour tout x0 ∈ Rd,
lim
a→−∞
∑
n≥1
E [f (φ (x(n, x0))− φ (x0)− a) g (x¯(n, x0))] = 0,
lim
a→+∞
∑
n≥1
E [f (φ (x(n, x0))− φ (x0)− a) g (x¯(n, x0))] = ν(f)L(g)
γ
.
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De plus ces convergences sont uniformes en x0, car δx0 est une forme line´aire bor-
ne´e sur B∞. L’uniformite´ permet de supprimer le terme φ (x0) dans les dernie`res
e´quations et de prendre n’importe quelle condition initiale. Le the´ore`me de´coule
ensuite de la meˆme suite d’approximations successives que dans la de´monstration
du TLL.
De´monstration du the´ore`me 5.2.7. Sans perte de ge´ne´ralite´, on peut supposer
γ = 0.
Dire que σ(A) a un moment exponentiel signifie qu’il existe un C > 0 tel
que
∫
eCσ(A)dµ(A) <∞. Une majoration facile de ξk(y)Q(., dy) inspire´e par la
preuve de la proposition 5.4.2 montre que la fonction z 7→ Qz est analytique sur
la boule ouverte de centre 0 et de rayon C. Pour montrer qu’elle est continue sur
le domaine {|Rz| < C/2}, on applique la meˆme me´thode.
Le the´ore`me 5.3.8 prouve que
lim
n
1
n
lnP [φ (x(n,X0))− φ(X0) > n] = −c().
Soit 0 < η < . Pour tout n ≥ φ(X0)/η, on a
P [φ (x(n,X0))− φ(X0) > n] ≥ P [φ (x(n,X0)) > n(+ η)] ,
ce qui implique que
lim inf
n
1
n
lnP [φ (x(n,X0))− nγ > n] ≥ −c(+ η).
Par la meˆme me´thode, on obtient que
lim sup
n
1
n
lnP [φ (x(n,X0))− nγ > n] ≤ −c(− η).
Comme la fonction c est continue, la premie`re convergence est prouve´e. La seconde
est obtenue en remplac¸ant φ par −φ.
5.4.3 Le cas Max-plus
De´monstration du the´ore`me 5.2.9. On suppose que σ = 0. D’apre`s la proposi-
tion 5.4.2 on peut appliquer le the´ore`me 5.3.4 . Le deuxie`me point du the´ore`me
prouve qu’il existe une fonction lipschitzienne borne´e f telle que pour ν-presque
tout (A, x¯) :
max
i
(Ax)i −max
i
xi = f(x)− f(Ax). (5.29)
Comme toutes les fonctions dans l’e´quation sont continues, tous les couples (A, x) ∈
SA× Supp(ν0) ve´rifient l’e´quation (5.29). Si A ∈ SA et x ∈ Supp(ν0), alors Ax ∈
Supp(ν0), donc par re´currence, l’e´quation (5.29) est encore satisfaite si A ∈ TA.
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Comme pour A ∈ TA, An ∈ TA, on en de´duit que la suite (maxi(Anx)i)n∈N est bor-
ne´e. Mais il existe un indice k tel que c(A)ρmax(A) = A
c(A)
kk , donc maxi
(
Anc(A)x
)
i
≥
nc(A)ρmax(A) + xk et ρmax(A) ≤ 0.
Comme tout chemin sur Gc(A) se de´compose en un chemin de longueur au
plus d et des circuits de poids moyen au plus ρmax(A), on a :
Anx ≤ (n− d)ρmax(A) + d max
Aij>−∞
|Aij|+max
i
xi.
Par conse´quent, on a ρmax(A) ≥ 0.
Re´ciproquement, si, pour toute matrice A ∈ TA, on a ρmax(A) = 0, alors on
a :
φ(x(n,
−→
0 ))− φ(−→0 ) = max
i
xi(n,
−→
0 )
= max
ij
(A(n) · · ·A(0))ij
≥ ρmax (A(n) · · ·A(0)) = 0 p.s. .
Par conse´quent N (0, σ2)(R+) ≥ 1, ce qui n’est possible que si σ = 0.
De´monstration du the´ore`me 5.2.11. On suppose que le syste`me est alge´brique-
ment arithme´tique. Il existe a, b ∈ R tels que pour tout A ∈ SA et M,M ′ ∈ TA
de rang 1, on ait : (MAM ′ −MM ′)(Rd) ⊂ (a + bZ)−→1 . En remplac¸ant M ′ par
AnM ′, on obtient (MAn+1M ′ −MAnM ′)(Rd) ⊂ (a+ bZ)−→1 et par re´currence
(MAn+kM ′ −MAnM ′)(Rd) ⊂ (ka+ bZ)−→1 . (5.30)
D’apre`s le the´ore`me 4.2.5, si G(A) est fortement connexe, alors pour tout n suffi-
samment grand, Anc(A) − nc(A)ρmax(A)−→1 =
(
A− ρmax(A)−→1
)nc(A)
est constant.
Par conse´quent A(n+1)c(A) = Anc(A)+c(A)ρmax(A)
−→
1 , etMAn+c(A)M ′−MAnM ′ =
c(A)ρmax(A)
−→
1 . En introduisant cette relation dans l’e´quation (5.30), on conclut
la de´monstration.
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