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Abstract
We propose a systematic coset construction of non-equilibrium effective field theories (EFTs)
governing the long-distance and late-time dynamics of relativistic, finite-temperature condensed
matter systems. Our non-equilibrium coset construction makes significant advances beyond
more standard coset constructions in that it allows us to formulate non-equilibrium effective
actions along the lines of those constructed by Crossley, Glorioso, and Liu [1-3] that account for
quantum and thermal fluctuations as well as dissipation. Because these systems exist at finite
temperature, the EFTs live on the closed time path of the Schwinger-Keldysh contour. Since the
coset construction and the non-equilibrium effective actions may be unfamiliar to many readers,
we include brief introductions to these topics in an effort to make this paper self-contained. To
demonstrate the legitimacy of this coset construction, we successfully reproduce the known EFTs
for fluids and superfluids at finite temperature. Then, to demonstrate its utility, we construct
novel EFTs for solids, supersolids, and four phases of liquid crystals, all at finite temperature.
We thereby combine the non-equilibrium effective action and the coset construction to create a
powerful tool that can be used to study many-body systems out of equilibrium.
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1 Introduction
When trying to understand a many-body system, the goal is often not to keep track of all of
the degrees of freedom; there are simply too many. Instead, the aim is to focus only on quantities
that persist over long distances and extended time scales. To do this, one course-grains over the
microscopic, or ultraviolet (UV) degrees of freedom to obtain an effective theory of the macroscopic,
or infrared (IR) observables. Often, one of the most important guiding principles in constructing
such effective theories are symmetries and their corresponding Noether currents. For example the
standard formulation of hydrodynamics comes from the equations for conservation of energy, mo-
mentum, and particle number [4]. Even though such an approach is heavily based in symmetry
considerations it is not very systematic as other non-symmetry constraints must be imposed. In
particular, it relies on the somewhat ill-defined notion of ‘near equilibrium’ to construct constitu-
tive relations among the conserved quantities and local thermodynamic parameters. Once this is
done, the second law of thermodynamics must be imposed by hand, putting constraints on various
coefficients. While this method has led to very powerful and general statements about hydrody-
namic systems, there remain some difficulties. In particular, it is not at all clear what are the rules
of the game for constructing hydrodynamic theories. For example, one might wonder if there are
additional constraints beyond the second law of thermodynamics that one must impose. Addition-
ally, a way to extend hydrodynamic theories to methodically account for thermal fluctuations or
quantum effects is not at all clear. An approach that utilizes symmetries as the only input could
resolve some of these issues.
In order to make the approach to hydrodynamics—and many-body physics as a whole—more
systematic, over the last decade or so there has been a great effort to reformulate hydrodynamics
from the point of view of an effective action [1-3,5-26]. The reasons for doing so are as follows.
Effective actions provide powerful tools for describing systems in high energy and particle physics
because they can be constructed from symmetry principles alone. Once the symmetries and field
content are specified, one constructs the effective action by writing down a linear combination of
all terms that are consistent with the symmetries. Thus, there is no guesswork when formulating
effective actions. Applying these methods to condensed matter systems has provided powerful tools
of analysis.
From the effective field theory (EFT) perspective, many-body systems can often be understood
as systems that spontaneously break spacetime symmetries. In fact, it is often possible to classify
the state of matter of a many-body system by its spontaneous symmetry breaking (SSB) pattern
alone [10]. Then, the long-distance and late-time dynamics are described entirely by Goldstone
bosons. For our purposes, this is very good news: there is a powerful and systematic way to
construct EFTs of Goldstones known as the coset construction [30-31]. This construction takes the
symmetry-breaking pattern—which is specified by the state of matter of the system—as the only
input. The coset construction has been used to formulate numerous EFTs describing various states
of matter [12].
Historically, the EFT approach to many-body physics has been unable to account for statistical
fluctuations and dissipation. The reason is that ordinary actions describe noiseless, conservative
systems and are therefore incapable of accounting for stochastic and dissipative dynamics. How-
ever, this changed with recent work [1-3,16-21] in which a new kind of non-equilibrium action was
formulated using the in-in formalism on the Schwinger-Keldysh (SK) contour. Using symmetry
principles alone these new non-equilibrium EFTs can account for both statistical fluctuations as
well as dissipation. Because these EFTs are constructed on the SK contour, the field content is
doubled. In addition to the global symmetry group, there exist emergent gauge symmetries at finite
temperature, the origins of which remain poorly understood [1].
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Nevertheless, despite significant advances, in the current literature there exist very few systems
for which the non-equilibrium EFTs are known. The reason is that no overarching understanding of
the field content, emergent gauge symmetries, or symmetry-breaking pattern has yet been provided
for non-equilibrium systems. In this paper, we address these problems by combining two powerful
tools: the non-equilibrium EFT approach to many-body systems and the coset construction.1 We
term the result the non-equilibrium coset construction.
Our approach is as follows: We start from the observation that at finite temperature, there exist
Goldstone-like excitations corresponding to each symmetry generator even if it is not spontaneously
broken. However, the Goldstones corresponding to the unbroken generators behave very differently
than those arising from SSB. In particular the Goldstones corresponding to unbroken generators
have infinitely many gauge symmetries analogous to the chemical shift symmetries of [9]. These
gauge symmetries lead to diffusive behavior. Since the non-equilibrium effective action is defined
on the SK contour, the field content is doubled. This requires the introduction of two cosets;
one for each leg of the SK contour. We use these cosets to construct building-blocks for the non-
equilibrium effective actions that transform covariantly under both the global symmetries as well
as the chemical shift-type gauge symmetries.
To demonstrate the validity of this new coset construction, we use it to formulate actions
for already known EFTs, namely those of fluids and superfluids at finite temperature. Then, to
demonstrate the utility of our approach, we construct novel EFTs for solids, supersolids, and four
phases of liquid crystals, all at finite temperature. We thus vastly expand the number of known non-
equilibrium EFTs. Moreover, our formalism can be used to construct EFTs for essentially any state
of matter that is describable by Goldstone (or Goldstone-like) excitations. The coset construction
and the non-equilibrium EFT formalism may be unfamiliar to some readers. To make this paper
as self-contained as possible, sections §2 and §3 give quick reviews of these topics. Readers already
familiar with these topics can skip these sections entirely.
Throughout this paper we will use the ‘mostly plus convention’ so the Minkowski metric takes
the form ηµν = diag(−,+,+,+).
2 The zero-temperature coset construction: a review
Consider a relativistic quantum field theory whose full symmetry group is G, which includes
both internal symmetries as well as the Poincar group. Suppose that the ground state of the
system spontaneously breaks the symmetry group G to the subgroup H. Then the IR dynamics
of the system are described by Goldstone modes. If only internal symmetries are spontaneously
broken, then for every broken symmetry generator in the coset G/H, there is a corresponding
Goldstone boson. However, if spacetime symmetries are spontaneously broken, there are often
fewer Goldstones than broken symmetry generators [23-29].
Often, the only gapless modes in the system are the Goldstones. If we are only concerned with
the deep IR dynamics, we can integrate out all non-Goldstone modes to obtain an effective action
for the Goldstones. It turns out that there is a systematic method for writing down Goldstone
effective actions known as the coset construction. This section will give a brief review of the
coset construction for spontaneously broken internal and spacetime symmetries. For in-depth
discussions of the coset construction for spontaneously broken internal symmetries, consult [30]
and for spontaneously broken spacetime symmetries, consult [31].
The coset construction is an especially powerful technique since it provides a systematic method
1The coset construction was recently used in [22] to build simple EFTs on the SK contour; however their approach
only dealt with internal symmetries.
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for generating effective actions of Goldstone bosons using the SSB pattern as the only input.
Supposing the symmetry-breaking patten is G → H, we represent the symmetry generators by
P¯µ = unbroken translations
TA = other unbroken generators
τα = broken generators,
(1)
where the generators τα and TA may be some combination of internal and spacetime generators and
we have assumed that there exist some notions of spacetime translations that remain unbroken.
In this way, states can still be classified according to the corresponding notions of energy and
momentum [10]. Importantly, we do not require that the unbroken generators P¯µ be the original
Poincar translation generators (represented by Pµ); instead they can be some linear combination
of Pµ and internal symmetry generators [10]. It will turn out that although P¯µ and TA both refer
to unbroken generators, they will play very different roles in the coset construction. Therefore, it
is convenient to define the subgroup H0 ⊂ H that is generated exclusively by TA.
The EFT of the Goldstones must be invariant under the full symmetry group G. While the
action of the unbroken symmetry subgroup H is linearly realized on the fields, the action of the
broken coset G/H is nonlinearly realized. In general, therefore, generic symmetry transformations
will act in a highly non-trivial manner on the Goldstones. As a result writing down the most general
effective action consistent with symmetries can be rather challenging unless we use the construction
that follows.
We are interested in ensuring that the effective action remain invariant under all symmetry
transformations. The symmetries that act linearly are easy to deal with, but those that act non-
linearly present more of a challenge. By definition, spontaneously broken generators act non-linearly
on the fields while unbroken generators act linearly. However, unbroken translations act non-linearly
on the coordinates, meaning that the coset of symmetry generators that have some sort of non-linear
action is G/H0.2 It is convenient to parameterize this coset by
γ(x, pi] = eix
µP¯µeipi
α(x)τα . (2)
Then, up to normalization, piα(x) correspond to the Goldstones.
By the definition of the coset G/H0, it is possible to express any element of G as the product of
an element of the coset and an element of H0. As a result, for any element g ∈ G, we may write
g · γ(x, pi] = γ(x′, pi′] · h0(x, pi, g], (3)
where h0 is some element ofH0 and x′ and pi′ are transformed coordinates and fields. It is important
to note that for given pi and g, the terms on the l.h.s. of (3) can be explicitly computed if we know the
commutation relations among the generators. We can therefore read off the transformations of the
coordinates and Goldstones under an arbitrary symmetry transformation from (3). In particular,
under the transformation by g, we have x→ x′ and pi → pi′.
Using the parameterization (3), we can construct the Maurer-Cartan one-form g−1dg. This
one-form has the property that it can always be expressed as a linear combination of the symmetry
generators [30-31], so we have
g−1∂µg = iEνµ
(
P¯ν +∇νpiατα + BAν TA
)
. (4)
2This is a somewhat hand-wavy justification for including eix
µP¯µ in the coset. But in any case it turns out that (2)
has the correct symmetry properties for our purposes.
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Using the symmetry algebra alone, it is possible to compute the coefficients of each generator in
the above expression. It can be checked that ∇µpiα transforms covariantly under the full symmetry
group G; we therefore will refer to it as the covariant derivative of pi. Additionally, BAν transforms
like a connection (i.e. gauge field) and we can therefore use it to compute higher-order covariant
derivates by
∇Hµ = (E−1)νµ∂ν + iBAµ TA. (5)
And finally, Eνµ serves as a vierbein; in particular, the invariant integration measure is d
4x detE. It
should be noted that the indices µ, ν need not be contracted in the usual way if the Lorentz group
is broken.
After computing g−1∂µg, it is then easy to identify the covariant building-blocks. At leading
order in the derivative expansion we have ∇µpiα; and higher-order-derivative terms are given by
∇Hµ (∇νpiα), ∇Hµ∇Hν (∇ρpiα), etc. Then, the symmetry-invariant terms of the effective action are
simply constructed by taking manifestly H0-invariant combinations of these covariant terms. If
boosts are broken but rotations are not, then examples of such invariant terms are (∇0piα)2 and
(∇ipiα)2, where repeated indices are summed over.
2.1 Inverse Higgs
We mentioned earlier that when only internal symmetries are broken, the number of Goldstones
exactly matches the number of broken generators. However, when spacetime symmetries are broken,
this need not be the case. In this section, we will see how this works from the perspective of the
coset construction.
Pragmatically, the rules of the game are as follows: Suppose that the commutator between an
unbroken translation generator P¯ and a broken generator τ ′ contains another unbroken generator
τ , that is [P¯ , τ ′] ⊃ τ . Suppose further that that τ and τ ′ do not belong to the same irreducible
multiplet under H0. Then it turns out that it is consistent with symmetry transformations to set
the covariant derivative of the τ -Goldstone in the direction of P¯ to zero. This gives a constraint that
relates the τ ′-Goldstone to derivatives of the τ -Goldstone, allowing the removal of the τ ′-Goldstone.
The setting of this covariant derivative to zero is known as an inverse Higgs constraint.
The physical reasons for imposing these inverse Higgs constraints have been investigated in
[11,29,32]. Essentially, there are two possibilities. Firstly, sometimes when spacetime symmetries
are spontaneously broken, the resulting Goldstones do not correspond to independent fluctuations.
As a result, there can be multiple Goldstone field configurations that all correspond to the same
physical state. From this view point, the inverse Higgs constraints can be understood as a convenient
choice of gauge-fixing condition. Secondly, when a Goldstone can be removed via inverse Higgs
constraints, it is often the case that if we did include the Goldstone in the effective action, it would
have an energy gap. But we are often only interested in gapless excitations, so we may integrate
out these fields. From this perspective, the inverse Higgs constraints correspond to integrating out
gapped Goldstones. For the purposes of this paper, with the exception of §5.1, we will take a purely
pragmatic approach and always impose inverse Higgs constraints whenever possible, remaining
agnostic about the precise reasons for doing so.
2.2 Zero-temperature superfluids: a simple example
Thus far, our discussion of the coset construction has been rather abstract. This section will
focus on a simple concrete example: the coset construction of the zero-temperature superfluid
EFT. First, since our theory is relativistic, it ought to be Poincar-invariant. In our ‘mostly plus’
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convention, the Poincar algebra is
i[Jµν , Jρσ] = ηνρJµσ − ηµρJνσ − ησµJρν + ησνJρµ,
i[Pµ, Jρσ] = ηµρPσ − ηµσPρ,
i[Pµ, Pν ] = 0,
(6)
where Pµ are the translation generators and Jµν are the Lorentz generators. From the EFT per-
spective, a superfluid is defined as a system that has a conserved U(1) charge Q such that both Q
and P0 (i.e. time translations) are spontaneously broken but a diagonal subgroup, P¯0 ≡ P0 +µQ is
preserved [33-34]. Physically, Q is the charge associated with particle-number conservation and µ is
the chemical potential. Additionally, since every condensed matter system (including superfluids)
has a zero-momentum frame, boosts are necessarily broken. As a result, the broken generators are
the U(1) charge Q and Lorentz boots Ki ≡ J0i. The unbroken translations are P¯0 = P0 + µQ and
P¯i = Pi for i = 1, 2, 3 and the remaining unbroken generators are the spatial rotation generators
Ji ≡ 12ijkJjk. With this symmetry-breaking pattern, the coset is then
g = eix
µP¯µeipi(x)Qeiη
i(x)Ki . (7)
By explicit computation, the Maurer-Cartan form is
g−1∂µg = iEνµ
(
P¯ν +∇νpiQ+∇νηiKi + ΩiνJi
)
, (8)
where
Eνµ = Λµ
ν ,
∇µpi = (E−1)νµ∂νψ − µδ0µ,
∇µηi = (E−1)νµ[Λ−1∂νΛ]0i,
Ωiµ =
1
2
(E−1)νµ
ijk[Λ−1∂νΛ]jk,
(9)
where Λµν ≡ [eiηiKi ]µν and ψ ≡ µt + pi. Here, 12ijkΩkµ can be thought of as the spin-connection
(or at least the spatial components of it) and transforms as a gauge field under rotations.
Now, notice that the commutator between unbroken spatial translations and broken boosts
yields [P¯i,Kj ] ⊃ iδijµQ, meaning that we may impose inverse Higgs constraints to remove the boost
Goldstones. In particular, we may set to zero the covariant derivative of pi along the i = 1, 2, 3
directions, yielding
0 = ∇ipi = Λµi∂µψ. (10)
These constraints can be solved to give a relation between the boost Goldstones and derivatives of
the U(1) Goldstones
ηi
η
tanh η = − ∂iψ
∂0ψ
. (11)
Using these relations, we can remove the boost Goldstones as dynamical degrees of freedom. Thus,
at leading order in the derivative expansion, the only covariant building-block is ∇0pi. By plug-
ging (11) into the expression for ∇0pi, we find that
∇0pi =
√−∂µψ∂µψ − µ. (12)
Since µ is just a constant, we find that at leading order in derivatives, the zero-temperature EFT
must be built out of an arbitrary function of
y ≡√−∂µψ∂µψ. (13)
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Since detE = 1, we have that the invariant integration measure is just d4x, so the leading-order
action is
S =
∫
d4x P (y), (14)
where P is some function that is determined by the equation of state. Terms that are higher order
in the derivative expansion can be constructed using ∇µηi as well as Ωiµ, which plays the role of a
connection and can be used to create covariant derivatives of the form (5). But to keep things as
streamlined as possible, in this paper we will only construct leading-order actions.
3 Non-equilibrium effective actions: a review
At zero temperature, the equilibrium state is described by a pure state, namely the vacuum. At
finite temperature, however, no such pure equilibrium state exists. Instead, the equilibrium state
must be described by a mixed-state thermal density matrix of the form
ρ =
e−β0P¯ 0
Z
, Z = tr e−β0P¯
0
, (15)
where β0 is the inverse equilibrium temperature and P¯
0 is the unbroken time-translation generator.
In order to describe correlation functions in time, we must use the so-called in-in or Schwinger-
Keldysh formalism [36]. In this formalism, the sources are doubled. Letting U(t, t′, J) be the time-
evolution operator from time t′ to t in the presence of source J for some field Ψ, the generating
functional is
eW [J1,J2] ≡ tr
[
U(+∞,−∞; J1)ρU †(+∞,−∞; J2)
]
≡
∫
ρ
DΨ1DΨ2eiS[Ψ1,J1]−iS[Ψ2,J2],
(16)
where in the path integral representation, we require that in the distant future, Ψ1(∞) = Ψ2(∞),
and the subscript ρ indicates that field configurations are weighted by the thermal density matrix
functional in the infinite past. Because there are two time-evolution operators such that one evolves
forward in time and the other backward in time, we can conceive of the SK path integral as existing
on a closed contour in time that starts at t = −∞ goes to t = +∞ and then returns again to t = −∞.
This contour is often referred to as a closed time path (CTP).
It is possible to use this formalism to construct an effective action of the IR degrees of freedom
on the CTP, known as the non-equilibrium effective action. Since the generating functional depends
on two copies of the fields, the non-equilibrium effective action will have doubled field content.
Consider the path-integral representation of the generating functional (16). We are interested
in the meaning of the low-frequency, long-wavelength dynamics of the system. In typical Wilsonian
fashion, we integrate out the fast modes to obtain an effective action for the slow modes. Suppose
the fields can be divided up into IR and UV fields by Ψ = {ψir, ψuv}, where ψir represent the IR
degrees of freedom and ψuv represent the UV degrees of freedom. Define the effective action for
the IR fields by3
eiIEFT[ψ
ir
1 ,ψ
ir
2 ;J1,J2] =
∫
ρ
Dψuv1 Dψuv2 eiS[ψ
uv
1 ,ψ
ir
1 ;J1]−iS[ψuv2 ,ψir2 ;J2], (17)
3Here as well as in the remainder of the paper, we use S to denote an ordinary action and I to denote an action
defined on the SK contour.
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then eW [J1,J2] =
∫ D[ψir1 , ψir2 ]eiIEFT[ψir1 ,ψir2 ;J1,J2]. Notice that the information contained in the density
matrix ρ is absorbed into the coefficients of IEFT so we do not need to include a density matrix for
the IR fields ψir1,2. Finally, we impose an i-type prescription such that the Green functions of IEFT
are path-ordered on the SK contour; the path-ordered Green functions are given in [1].
3.1 Rules for constructing non-equilibrium EFTs
Following the usual EFT philosophy, it is our hope that all the complicated UV dynamics and
information about ρ can be absorbed in the low-frequency limit by a finite number of parameters
in IEFT at any given order in the derivative and field expansions. It has been demonstrated that
this is in fact the case [1], but there are several important constraints that must be imposed upon
IEFT. We outline some important features of this effective action below without proof [1].
• The UV action describing the system of interest is factorized by S[Ψ1; J1] − S[Ψ2; J2]. The
effective action, however, does not admit a factorized form. In general, there will exist terms
that couple 1-and 2-fields in IEFT.
• Notice that, while the coefficients of S[Ψ1; J1] − S[Ψ2; J2] are purely real, the coefficients of
IEFT[ψ
ir
1 , J1;ψ
ir
2 , J2] may be complex. There are three important constraints that come from
unitarity, namely
I∗EFT[ψ
ir
1 , ψ
ir
2 ; J1, J2] = −IEFT[ψir2 , ψir1 ; J2, J1]
ImIEFT[ψ
ir
1 , ψ
ir
2 ; J1, J2] ≥ 0, for any ψir1,2, J1,2
IEFT[ψ
ir
1 = ψ
ir
2 ; J1 = J2] = 0.
(18)
• Any symmetry of the UV action S is a symmetry of IEFT, except for time-reversing symme-
tries. The fact that these time-reversing transformations are not symmetries of the effective
action allows the production of entropy. Because the field values on the 1-and 2-contours
must be equal in the distant future, ψir1 and ψ
ir
2 must transform simultaneously under any
global symmetry transformation. Thus, there is just one copy of the global symmetry group.
• If the equilibrium density matrix ρ takes the form of a thermal matrix, ρ ∝ e−β0P¯0 , then
the partition function W [J1, J2] obeys what are known as the KMS conditions. These KMS
conditions for the partition function can be used to derive the so-called dynamical KMS
symmetries of the effective action. The way these symmetries act is as follows. Suppose
that the UV theory possesses some kind of time-reversing symmetry Θ; at a minimum, the
UV theory will be invariant under a simultaneous charge, parity, and time inversion. Then,
setting the sources to zero, the dynamical KMS symmetries act on the fields by
ψir1 (x)→ Θψir1 (t− iθ, ~x)
ψir2 (x)→ Θψir2 (t+ i(β0 − θ), ~x),
(19)
for any θ ∈ [0, β0]. It can be checked that these transformations are their own inverse, meaning
that the dynamical KMS symmetries are discrete Z2 symmetries. These symmetries involve
temporal translations along the imaginary-time directions because the thermal density matrix
can be interpreted as a time-translation operator by imaginary time −iβ0. As a result, they
are non-local transformations. This non-locality may seem rather odd, but at any given order
in the derivative expansion, these symmetries become local; one need only perform a Taylor
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series in θ and β0 − θ. Further, in the classical limit they become exactly local. To take the
classical limit, it is convenient to perform a change of field basis by
ψirr ≡
1
2
(
ψir1 + ψ
ir
2
)
, ψira ≡ ψir1 − ψir2 . (20)
Then the classical dynamical KMS symmetry transformations are
ψirr (x)→ Θψirr (x)
ψira (x)→ Θψira (x) + iΘ
[
β0∂tψ
ir
r (x)
]
.
(21)
Notice that the change in ψira is proportional to the derivative of ψ
ir
r . Thus, when writing
down terms of the effective action in the derivative expansion, it is natural to consider ψira
and ∂ψirr as contributing to the same order.
3.2 The fluid worldvolume
At finite temperature the effective action is often not defined on the physical spacetime. Instead,
we must introduce the notion of the so-called fluid worldvolume. To see why this is so, we will
reproduce the derivation of the fluid action presented in [1]. Consider a fluid with no conserved
currents other than the stress-energy tensor. The sources for the stress-energy tensor are the metric
tensors gsµν , where s = 1, 2 indicates on which leg of the SK contour the metrics live. Then, the
SK generating functional takes the form
eW [g1µν ,g2µν ] = tr
[
U(+∞,−∞; g1µν)ρU †(+∞,−∞; g2µν)
]
, (22)
where U(+∞,−∞; gsµν) is the time-evolution operator in the presence of source gsµν . Since the
stress-energy tensor is conserved, the generating functional W [g1µν , g2µν ] must be invariant under
two independent diffeomorphism transformations. Let ζµs (x) for s = 1, 2 represent two different
diffeomorphisms. Then we have
W [g1µν , g2µν ] = W [g
ζ1
1MN , g
ζ2
2MN ], (23)
where gζssMN for M,N = 0, 1, 2, 3 denote diffeomorphism transformations of gsµν . More explicitly,
we have gζssMN (φ) ≡ ∂ζ
µ
s
∂φM
gsµν(ζs(φ))
∂ζνs
∂φN
. Now, we can use the Stueckelberg trick and promote the
gauge transformations to dynamical fields. In particular, we ‘integrate in’ the fields Xµs (φ) such
that the generating functional becomes
eW [g1µν ,g2µν ] =
∫
DX1DX2 eiIEFT[G1MN ,G2MN ], (24)
where
GsMN ≡ ∂X
µ
s
∂φM
gsµν(Xs(φ))
∂Xνs
∂φN
(25)
are pull-back metrics. Notice that when performing the Stueckelberg trick, we had to introduce the
coordinates φM for M = 0, 1, 2, 3. We will refer to φM as ‘fluid coordinates’ and the corresponding
manifold on which they live as the ‘fluid worldvolume.’ Then the fields Xµs (φ) are the dynamical
fields and describe the embedding of the fluid worldvolume into the physical spacetime. In a
certain sense, it is always possible to ‘integrate in’ these Stueckelberg fields as long as W [g1µν , g2µν ]
is diffeomorpism invariant. However, there is no guarantee that the resulting EFT will be non-
trivial; for example, if the equilibrium density matrix is a pure, zero-temperature ground state
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without any SSB then the fields Xµs are pure gauge and hence have no dynamics. It turns out that
to ensure the system exists in fluid phase, we must require that the fluid coordinates enjoy a partial
diffeomorphism symmetry
φM → φM + ξM (φI), (26)
where ξM (φI) is an arbitrary function of the spatial fluid coordinates φI for I = 1, 2, 3. The
reasons for imposing this partial diffeomorphism symmetry are essentially pragmatic; it is not fully
understood how they arise, only that they are necessary to describe systems in fluid phase.
4 The non-equilibrium coset construction
Before we are able to state the procedure for constructing non-equilibrium effective actions with
the method of cosets, we must first understand the IR field content of condensed matter systems at
finite temperature. It turns out that Goldstone and Goldstone-like excitations at finite temperature
are a bit different than at zero temperature. After the field content is established, we will outline
the procedure for using cosets to construct non-equilibrium effective actions, which we term the
non-equilibrium coset construction.
4.1 Goldstones at finite temperature
At finite temperature, SSB occurs when a symmetry generator fails to commute with the equi-
librium density matrix. Goldstone’s theorem tells us that for every spontaneously broken symmetry,
there is a corresponding Goldstone mode (unless inverse Higgs constraints are imposed). However,
at finite temperature, there are other excitations that survive over long distances and extended time
scales, which resemble Goldstones. Our claim is that there are in fact Goldstone-like fields for every
symmetry regardless of whether it is broken or unbroken (unless inverse Higgs-type constraints are
imposed). This claim is best understood from a semi-classical perspective. Semi-classically, the
density matrix is a purely pragmatic tool that is used to account for our classical ignorance of
the true micro-state of the system. Essentially every (classical) micro-state in a thermal statistical
ensemble corresponds to a highly chaotic classical field configuration, which will in general spon-
taneously break every symmetry. As a result, we expect that the non-equilibrium effective action
should consist of Goldstones as if every symmetry of the theory were spontaneously broken. We
will refer to the Goldstones corresponding to spontaneously broken generators as broken Goldstones
and those corresponding to unbroken generators as unbroken Goldstones.
It turns out that there is an important distinction between broken and unbroken Goldstones.
In particular, in every known case, unbroken Goldstones possess infinitely many gauge symmetries.
For specific examples, consult [1-3,9,35]. While it is not fully understood from first principles where
these gauge symmetries come from, Appendix A gives a pragmatic explanation for why they should
exist. We will take as a well-motivated assumption that these gauge symmetries act as follows. Let
TA be the unbroken generators and let 
A
s (φ) be the unbroken Goldstones. Here, s = 1, 2 indicates
on which leg of the CPT the fields live. Then we have the gauge redundancies
ei
A
s (φ)TA → eiAs (φ)TAeiλA(φI)TA , (27)
for arbitrary spatial functions λA(φI). We use the convention that M,N = 0, 1, 2, 3 and I, J =
1, 2, 3. Additionally, the effective action will be invariant under a certain subgroup of diffeomor-
phisms that act on the fluid worldvolume coordinates φM by [1]
φM → φM + ξM (φI), (28)
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which we interpret as additional gauge symmetries. Since it is unknown how exactly these symme-
tries arise, it is conceivable that they may not hold in all situations. However, they do hold for all
situations known to this author, so we will proceed with the assumption that (27) and (28) are in
fact the correct symmetries.
4.2 The method of cosets
As discussed in the previous subsection, at finite temperature there is a Goldstone mode corre-
sponding to each symmetry of the theory (unless inverse Higgs-type constraints are imposed). As a
result, in the coset construction we must parameterize the full symmetry group of the theory with
Goldstone modes.4 Since unbroken Goldstones enjoy a gauge symmetry whereas broken Goldstones
do not, we must distinguish between the two types of Goldstones. Additionally, we assume that
there exist some sorts of unbroken translation generators [10]. The global symmetry generators of
the theory are as follows5
P¯µ = unbroken translations
TA = other unbroken generators
τα = broken generators.
(29)
Finally, let G be the full symmetry group of the theory (including spacetime symmetries), let H ⊂ G
be the unbroken subgroup, and let H0 ⊂ H be the subgroup generated by TA.
We will construct our theory on the fluid worldvolume with coordinates φM for M = 0, 1, 2, 3.
Parameterize an arbitrary group element by
gs(φ) = e
iXµs (φ)P¯µeipi
α
s (φ)ταei
A
s (φ)TA , (30)
where s = 1, 2 indicates on which leg of the SK contour the fields live. Each gs for s = 1, 2
transform under the same global symmetry action. Notice that the spacetime coordinates xµ that
appear in the ordinary coset construction (2) have been promoted to dynamical fields Xµs (φ) in
the non-equilibrium coset construction. These fields serve to embed the fluid worldvolume into the
physical spacetime.
We are interested in building-blocks for the non-equilibrium effective action that can be con-
structed from the Maurer-Cartan one-form and that transform covariantly under the global sym-
metry group G as well as under the gauge transformations
gs(φ)→ gs(φM + ξM (φI)),
gs(φ)→ gs(φ)eiλA(φI)TA ,
(31)
for arbitrary spatial functions ξM (φI) and λ(φI).6 To this end, we will treat the coefficients of
unbroken generators of H0 in the Maurer-Cartan form as gauge-fields that have the partial gauge-
invariance defined by the second line of (31). The Maurer-Cartan one-form is
g−1s ∂Mgs = iE
µ
sM
(
P¯µ +∇µpiαs τα
)
+ iBAsMTA, (32)
4Since we are parameterizing the full symmetry group as opposed to merely the non-linearly realized coset, it is not
technically correct to call our construction a coset construction. Nevertheless we will use the term ‘coset construction’
for the sake of linguistic continuity.
5When using the coset construction for theories with gauge symmetries, there are two main approaches. In [12,37],
gauge transformations are treated as if they are physical symmetries and generators for each gauge transformation
appear in the coset. In [31], gauge symmetries are treated as redundancies and only global symmetry generators
appear in the coset. Both methods yield correct results, but we will use the second approach as it is far simpler.
6Once again, we use M,N = 0, 1, 2, 3 and I, J = 1, 2, 3.
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where EµsM are the the vierbeins, ∇µpiαs are the covariant derivatives of the broken Goldstones, and
certain components of BAsM behave like gauge connections.7 These objects transform under (31)
as follows. Under the TA-gauge transformations, the vierbeins, the covariant derivatives, and BAs0
transform linearly, whereas BAsI transform as
BAsITA → BAsIh−10 · TA · h0 − ih−10 · ∂Ih0, (33)
where h0(φ
I) ≡ eiλA(φI)TA ; that is, BAsI transform as connections. Under the fluid diffeomorphism
transformations, Eµs0, ∇µpiαs , and BAs0 all transform as scalars, whereas the spatial component of the
vierbeins and the connections transform as
EµsI →
∂φM
∂φ′I
EµsM
BAsI →
∂φM
∂φ′I
BAsM ,
(34)
where φ′M ≡ φM + ξM (φI).
The building-blocks that transform covariantly under both the global symmetries and the gauge
symmetries (31) are as follows: First, there are the building-blocks from the usual coset construc-
tion, namely ∇µpiαs , which transform covariantly under (31), and to take higher-order covariant
derivatives we can use
∂
∂φ0
, ∇HI = ∂I + iBArITA, (35)
where BArI = 12
(BA1I + BA2I) and I = 1, 2, 3. To contract coordinate indices, we use the metrics
GsMN = E
µ
sMηµνE
ν
sN . (36)
Second, there are new building-blocks that involve the unbroken Goldstone degrees of freedom,
namely Eµs0 and BAs0, which transform covariantly. Finally, we have terms that involve combinations
of 1-and 2-fields. Notice that Eµ1M (E
−1
2 )
M
ν and BAaM ≡ BA1M − BA2M transform covariantly and we
can contract coordinate indices with Eµ1MηµνE
ν
2N .
After computing these building-blocks, inverse Higgs-type constraints can be imposed to remove
extraneous Goldstone modes. The basic idea behind inverse Higgs constraints is that we may set to
zero any objects that transform covariantly under the symmetries and gauge symmetries as long as
the resulting equations can be algebraically solved for one set of Goldstones in favor of derivatives
of another set of Goldstones. We will see in subsequent examples that there are three kinds of
inverse Higgs-type constraints.
There are the usual inverse Higgs constraints that exist for zero-temperature systems. Suppose
that the commutators between an unbroken translation generator P¯ and a broken generator τ ′
contains another unbroken generator τ , that is [P¯ , τ ′] ⊃ τ . Further, suppose that τ and τ ′ do
not belong to the same irreducible multiplet under H0. Then, it is consistent with symmetry
transformations to set the covariant derivative of the τ -Goldstone in the direction of P¯ to zero.
This gives a constraint that relates the τ ′-Goldstone to derivatives of the τ -Goldstone, allowing the
removal of the τ ′-Goldstone.
Notice that the ordinary inverse Higgs constraints only allow for the removal of certain broken
Goldstones by relating them to derivatives of other broken Goldstones. One might wonder if there
7 Notice that terms like g−11 ·g2 transform covariantly under both the global symmetry group G as well as the gauge
transformations, yet they are not used as building-blocks of the effective action. Our claim is that only building-blocks
that arise from the Maurer-Cartan one-form are permissible, the proof of which is provided in Appendix B.
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are other possibilities. Perhaps we could remove broken Goldstones by relating them to derivatives
of unbroken Goldstones; or perhaps we could specify some constraints that allow us to remove
unbroken Goldstones. It turns out that both of these are possible; the rules are as follows:8
• Thermal inverse Higgs: Suppose that at finite temperature, the commutator between a broken
generator τ and the unbroken time-translation generator P¯0 contains an unbroken spacetime
translation generator P¯ , that is [τ, P¯0] ⊃ P¯ . Then we may set to zero the component of Eµ0
in the direction of P¯ . This gives an equation that can be algebraically solved to yield an
expression for the τ -Goldstone in terms of derivatives of the P¯ -Goldstone. This allows the
removal of the τ -Goldstone.
• Unbroken inverse Higgs: Suppose that at finite temperature, the commutator between an
unbroken generator T and an unbroken spacetime translation generator P¯ ′ contains another
unbroken spacetime translation generator P¯ , that is [T, P¯ ′] ⊃ P¯ . Consider the matrix Aµν ≡
(E1)
µ
M (E
−1
2 )
M
ν , where M = 0, 1, 2, 3 are coordinate indices and µ, ν = 0, 1, 2, 3 are Lorentz
indices. Then we may set to zero the components of Aµν in the directions of P¯ and P¯
′.
Suppose that under the dynamical KMS symmetry transformation, Aµν → A˜µν . Then, we
may also set to zero the components of A˜µν in the directions of P¯ and P¯
′. These conditions
give constraints that relate the T -Goldstone to derivatives of the P¯ -Goldstone, allowing the
removal of the T -Goldstone.9
Once inverse Higgs constraints have been imposed and an effective action has been constructed,
it is then necessary to impose the dynamical KMS symmetry. Often, at leading order in the deriva-
tive expansion (which is the only order to which we will be working in the subsequent examples) the
only effect of the dynamical KMS symmetry will be to mandate that the effective action factorize
as
IEFT[χr, χa] = SEFT[χ1]− SEFT[χ2] +O(χ3a), (37)
where χr ≡ 12(χ1 + χ2), χa ≡ χ1 − χ2, andO(χ3a) counts as higher order in the derivative expansion.
The only exceptions to this rule that appear in this paper are the EFTs for nematic and smectic
C phases of liquid crystals. When this rule holds, it allows us to work with just one copy of the
fields. Thus, at leading order, the building-blocks ∇µpiα describe the broken Goldstones and Eµ0
and BA0 describe the unbroken Goldstones. For the sake of simplicity, in the subsequent sections,
we will construct EFTs for various states of matter at leading order in the derivative expansion.
As a result, we will construct ordinary actions with just one copy of the fields whenever possible.
5 Fluids and superfluids at finite temperature
To demonstrate that our non-equilibrium coset construction presented in the previous section
gives correct results, we will reproduce the known effective actions for fluids and superfluids at
finite temperature. Along the way, we will find that finite-temperature framids—systems for which
only boosts are spontaneously broken [10]—can be thought of as fluids. In particular, at finite
temperature, the boost Goldstones automatically become gapped and can therefore be integrated
out, resulting in the ordinary fluid EFT.
8To get a better understanding of why these new inverse Higgs constraints can be imposed, see Appendix C. In this
appendix, to keep things as concrete as possible, we perform an in-depth analysis of inverse Higgs-type constraints
for fluids without conserved charge.
9It turns out that the unbroken inverse Higgs constraints do not necessarily remove the unbroken Goldstones
from the covariant building-blocks. However they do remove the unbroken Goldstones entirely from the invariant
building-blocks and hence from the effective action; see Appendices C.2-C.3.
14
5.1 Fluids
Consider a fluid without a conserved charge; the symmetry group is just the Poincar group,
whose algebra is given by (6). The unbroken generators are Pµ for translations and Ji ≡ 12ijkJjk
for spatial rotations; the broken generators are Ki ≡ J0i for boosts. Therefore, the most general
group element is
g(φ) = eiX
µ(φ)Pµeiη
i(φ)Kieiθ
i(φ)Ji . (38)
The resulting Maurer-Cartan one-form is
g−1∂Mg = iE
µ
M
(
Pµ +∇µηiKi
)
+ iΩiMJi, (39)
where the vierbein, covariant derivative, and spin-connection are given by
EµM = ∂MX
ν [ΛR]ν
µ,
∇µηi = (E−1)Mµ [Λ−1∂MΛ]0jRji,
ΩiM =
1
2
ijk[R−1Λ−1∂M (ΛR)]jk,
(40)
such that Rij = [eiθ
i(φ)Ji ]ij and Λµν = [e
iηi(φ)Ki ]µν . Because spatial rotations are unbroken, the
action must be invariant under the transformations
g(φ)→ g(φM + ξM (φI)),
g(φ)→ g(φ) · eiλi(φI)Ji ,
(41)
for arbitrary spatial functions ξM (φI) and λi(φI). Notice that [Pi,Kj ] = iδijP0, meaning that
we may impose the thermal inverse Higgs constraints, allowing the romoval of ηi. In particular
Ei0 transforms covariantly under both the global symmetry group G as well as the gauge and
diffeomorphism symmetries (31). Therefore we may fix
0 = Ei0 =
∂Xµ
∂φ0
Λµ
jRji. (42)
Since Rij is invertible, this is equivalent to ∂0X
µΛµ
i = 0, from which we find that
ηi
η
tanh η = −∂0X
i
∂0Xt
, (43)
where η ≡
√
ηiηi. For a more detailed calculation, see Appendix C.1.
Now we can impose unbroken inverse Higgs constraints to remove the rotation Goldstones.10
In order to do this, we must recall that the field-content is doubled. Notice that [Pi, Jj ] = iijkPk,
so we may set
(E1)iM (E
−1
2 )
M
j − (E1)jM (E−12 )Mi = 0, (44)
which gives
R1 ·R−12 =
√
MT · M ·M−1, Mij ≡ (Λ−12 )iν
∂Xµ1
∂Xν2
(Λ1)µ
j . (45)
10At this level in the derivative expansion, it is not actually necessary to solve the unbroken inverse Higgs constraints,
but we will do so just to demonstrate that it can be done. When imposing the unbroken inverse Higgs constraints in
later sections, such calculations will be omitted.
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See Appendix C.2 for more detailed calculations. To get an intuitive sense of what is happening,
let us expand the above equation to linear order in the fields. Transforming from the 1,2-basis to
the r, a-basis (20), we have
~θa = ~∇× ~Xa, (46)
where ~∇× represents the ordinary curl and not a covariant derivative. Then, performing the
(classical) dynamical KMS transformation on both sides gives
∂~θr
∂φ0
= −~∇× ∂
~Xr
∂φ0
. (47)
But notice that the linearized version of (41) implies that our action must be invariant under
~θr(φ) → ~θr(φ) + ~λ(φI), meaning that at linear order, ~θr can only appear in the effective action
in the form ∂~θr/∂φ
0. As a result, (47) is sufficient to remove ~θr as an independent degree of
freedom. Thus, ~θr and ~θa have been successfully removed from the effective action, so no rotational
Goldstones remain. To see how ~θr can be removed at the non-linearized level, see Appendix C.3.
Thus the only covariant building-block at leading order in the derivative expansion is Et0 =√−Eµ0 ηµνEν0 .11 Defining the metric by12
GMN ≡ EµMηµνEνN =
∂Xµ
∂φM
ηµν
∂Xν
∂φN
, (48)
we find that the leading-order action is a generic function of G00 = −(Et0)2 and is given by
SEFT =
∫
d4φ
√−G P (G00). (49)
Notice that the above system has the same symmetry-breaking pattern as a framid except for the
fact that it exists at finite temperature [10]. Thus, we can interpret a finite-temperature framid as
a fluid. With this interpretation, the meaning of the thermal inverse Higgs constraint is as follows.
If we did not set Ei0 = 0, then we could use it as a covariant building-block. But E
i
0 ⊃ ηi + · · · ,
meaning that terms involving ηi with no derivatives must exist in the action. Therefore ηi has an
energy gap.13 Thus at finite temperature, framid Goldstones necessarily develop a gap and can
therefore be integrated out. It should be noted, however, that at sufficiently low temperatures, the
framid Goldstones’ energy gap may be quite small. In this case it would only be appropriate to
integrate them out if we are interested exclusively in the very deep IR behavior of the system.
Now suppose that the fluid carries a conserved U(1) charge Q and exists at finite chemical
potential. Then the unbroken translations are P¯0 = P0 + µQ and P¯i = Pi.
14 Only boosts are
spontaneously broken and the most general group element is
g(φ) = eiX
µ(φ)P¯µeipi(φ)Qeiη
i(φ)Kieiθ
i(φ)Ji . (50)
11To avoid ambiguity, instead of writing E00 , we replace the Lorentz index with a t. This way it is clear that E
t
0
has one raised Lorentz index and one lowered coordinate index. Whenever we feel that there may be an ambiguity,
we will use µ = t instead of µ = 0 to indicate time-like components of Lorentz vectors and tensors.
12The metric tensor defined in (48) agrees exactly with the pull-pack fluid metrics of [1].
13At finite temperature, the notion of an energy gap is ill-defined. Really, what we mean is that the propagator
will die off in space and time exponentially fast. But since the leading-order hydrodynamic action takes the form of
an ordinary action with an energy gap, we use the term ‘energy gap.’
14Notice that both P0 and Q are unbroken, so defining P¯0 = P0 +µQ reflects a choice since any linear combination
of P0 and Q is unbroken. But it is the most natural choice given that this definition of P¯0 allows us to express the
equilibrium density matrix in the usual form ρ = e−β0P¯0/tr e−β0P¯0 .
16
The resulting Maurer-Cartan one-form is
g−1∂Mg = iE
µ
M
(
P¯µ +∇µηiKi
)
+ iBMQ+ iΩiMJi, (51)
where the vierbein, covariant derivative, and spin-connection are given by (40) and the U(1) gauge
field is given by
BM = ∂Mψ − µEtM , (52)
where ψ(φ) ≡ µXt(φ)+pi(φ). We are interested in constructing an action that is invariant under (41)
as well as the chemical shift gauge symmetry
g(φ)→ g(φ) · eλQ(φI)Q, (53)
for arbitrary spatial function λQ(φ
I). As before, we may remove ηi by imposing thermal inverse
Higgs constraints (42), and we may remove θi by imposing unbroken inverse Higgs constraints (44).
Notice that the U(1) gauge field B0 transforms as a scalar. Since Et0 also transforms as a scalar,
it is convenient to define the invariant building-block B0 ≡ B0 + µEt0 = ∂0ψ. The effective action
at lowest order in derivatives is therefore
SEFT =
∫
d4φ
√−G P (B0, G00). (54)
Notice that (49) and (54) are precisely the leading-order actions presented in [1-3]. They appear
to differ from the actions presented in [9], but it can be shown that they are equivalent; see
Appendix D.
5.2 Superfluids
Consider a superfluid at finite temperature. In addition to possessing Poincar symmetry (6),
such a system must also have a conserved U(1) charge Q such that P¯0 = P0 + µQ, P¯i = Pi, and
Ji =
1
2ijkJjk are the unbroken generators and Q and Ki = J0i are the broken generators [10,13].
The most general group element is
g(φ) = eiX
µ(φ)P¯µeipi(φ)Qeiη
i(φ)Kieiθ
i(φ)Ji . (55)
And the resulting Maurer-Cartan one-form is
g−1∂Mg = iE
µ
M
(
P¯µ +∇µpiQ+∇µηiKi
)
+ iΩiMJi, (56)
where
EµM = ∂MX
ν [ΛR]ν
µ,
∇µpi = (E−1)Mµ ∂Mψ − µδ0µ,
∇µηi = (E−1)Mµ [Λ−1∂MΛ]0jRji,
ΩiM =
1
2
ijk[R−1Λ−1∂M (ΛR)]jk,
(57)
such that ψ(φ) ≡ µX0(φ) + pi(φ), the Lorentz boost matrix is Λµν(φ) = [eiηi(φ)Ki ]µν , and the
rotation matrix is Rij(φ) = [eiθ
k(φ)Jk ]ij . To remove the boost Goldstones, impose inverse Higgs
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constraints 0 = ∇ipi = Λρi(e−1)Mρ ∂Mψ, where eµM ≡ ∂MXµ. These constraints give a relation
between the boost Goldstones and the U(1) Goldstones
ηi
η
tanh η = −(e
−1)Mi ∂Mψ
(e−1)M0 ∂Mψ
. (58)
Using this relation, we have that ∇tpi =
√
−GMN∂Mψ∂Nψ−µ, giving our first symmetry-invariant
building-block
Y ≡
√
−GMN∂Mψ∂Nψ. (59)
Equation (58) tells us that [ΛR]tµ =
1
Y (e
−1)Mµ ∂Mψ, from which we find that E
µ
0∇µpi = [1− µY ]∂0ψ,
yielding our second symmetry-invariant building-block
B0 ≡ ∂ψ
∂φ0
. (60)
And just as in the fluid case, we have
G00 = E
µ
0 ηµνE
ν
0 (61)
as our third symmetry-invariant building-block. Finally, following the same calculation as in the
previous section, we can impose unbroken inverse Higgs constraints to remove the rotation Gold-
stones. Thus, the effective action describing a superfluid at finite temperature is, to lowest order
in derivatives,
SEFT =
∫
d4φ
√−G P (Y,B0, G00). (62)
This effective action looks somewhat different from the one presented in [13], but can be shown
to be equivalent; see Appendix D. Further, in the zero-temperature limit, the effective action loses
its dependence on Xµ(φ), meaning that it only depends on the physical-spacetime version of Y ,
namely (13), reproducing the standard superfluid EFT (14).
6 Solids and supersolids at finite temperature
Now that we have established that the non-equilibrium coset construction can reproduce known
results, we turn our attention to the construction of novel EFTs. The simplest physical systems
for which the non-equilibrium effective actions are as of yet unknown are solids and supersolids. In
this section, we will construct the leading-order non-equilibrium EFTs for these states of matter.
6.1 Solids
Consider a chargeless crystalline solid at finite temperature. In addition to possessing Poincar
symmetry (6), such a system must also have internal translation symmetry generators Qi for i =
1, 2, 3 that commute with each other. We then take P¯0 = P0 and P¯i = Pi +Qi to be the unbroken
generators such that Qi, Ki = J0i, and Ji = ijkJjk are the broken generators [10]. The most
general group element is
g(φ) = eiX
µ(φ)P¯µeipi
i(φ)Qieiη
i(φ)Kieiθ
i(φ)Ji . (63)
And the resulting Maurer-Cartan one-form is
g−1∂Mg = iE
µ
M
(
P¯µ +∇µpiiQi +∇µηiKi +∇µθiJi
)
, (64)
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where
EµM = ∂MX
ν [ΛR]ν
µ,
∇µpii = (E−1)Mµ ∂Mψi − δiµ,
∇µηi = (E−1)Mµ [Λ−1∂MΛ]0jRji,
∇µθi = (E−1)Mµ ijk[R−1Λ−1∂M (ΛR)]jk,
(65)
such that ψi(φ) ≡ Xi(φ) + pii(φ), the Lorentz boost matrix is Λµν(φ) ≡ [eiηi(φ)Ki ]µν , and the
rotation matrix is Rij(φ) ≡ [eiθk(φ)Jk ]ij . To remove the boost and rotation Goldstones, impose
inverse Higgs constraints ∇tpii = 0 and ~∇ × ~pi = 0, respectively.15 Let eµM ≡ ∂MXµ. Then by
imposing the first inverse Higgs constraint, we find that
ηj
η
tanh η = −(e−1)Mt ∂Mψj(a−1)ij (66)
where aij ≡ (e−1)Mi ∂Mψj . Imposing the second inverse Higgs constraint tells us that ∇(ipij) =
(Y 1/2)ij − δij , where
Y ij ≡ GMN∂Mψi∂Nψj , (67)
such that GMN is the inverse of the metric (48). We therefore have our first set of invariant
building-blocks. Notice that because there is no notion of unbroken rotational symmetry, Y ij
is truly symmetry-invariant and not merely covariant. We have the additional invariant objects
Eµ0∇µpii = (δij − (Y −1)ij)∂0ψj , from which we extract our next set of invariant building-blocks
Zi ≡ ∂ψ
i
∂φ0
. (68)
Lastly, we have the usual time-like piece of the fluid metric (48), G00, as our final building-block.
Thus the effective action describing a crystalline solid at finite temperature is, to lowest order in
derivatives,
SEFT =
∫
d4φ
√−G P (Y ij , Zi, G00). (69)
Often, solids possess an additional unbroken U(1) symmetry corresponding to particle-number
conservarion. Let Q be the corresponding generator. Then, the unbroken translations are P¯0 =
P0 + µQ and P¯i = Pi +Qi. The most general group element is
g(φ) = eiX
µ(φ)P¯µeipi
i(φ)Qieiη
i(φ)Kieiθ
i(φ)Jieipi(φ)Q. (70)
The corresponding Maurer-Cartan one-form is just (64) with the addition of a term involving the
U(1) gauge-field BM = ∂Mψ − µEtM for ψ(φ) = X0(φ) + pi(φ). As when we added a conserved
charge to fluids, we now have the additional building-block B0 ≡ ∂0ψ. Thus the effective action
describing a crystalline solid with conserved U(1) charge at finite temperature is, to lowest order
in derivatives,
SEFT =
∫
d4φ
√−G P (Y ij , Zi, B0, G00). (71)
15Here, ~∇ should be thought of as the spatial components of the covariant derivative ∇µ. Thus ~∇× ~pi is not the
curl of ~pi.
19
As a consistency check, let us take the zero-temperature limit. This amounts to removing all
dependence on ∂Xµ(φ)/∂φ0. We see therefore that the zero-temperature EFT only depends on the
physical-spacetime version of Y ij , namely
yij ≡ ∂µψi∂µψj , (72)
which agrees with the results of [12].
6.2 Supersolids
Consider an anisotropic supersolid at finite temperature. In addition to possessing Poincar
symmetry (6), such a system must also have internal translation symmetry generators Qµ for
µ = 0, 1, 2, 3 that commute with each other such that P¯µ = Pµ + Qµ are the unbroken generators
and Qµ and Jµν are the broken generators [10]. The most general group element is
g(φ) = eiX
µ(φ)P¯µeipi
µ(φ)Qµe
i
2
θµν(φ)Jµν . (73)
And the resulting Maurer-Cartan one-form is
g−1∂Mg = iE
µ
M
(
P¯µ +∇µpiνQν + 1
2
∇µθνλJνλ
)
, (74)
where
EµM = ∂MX
νΛν
µ,
∇µpiν = (E−1)Mµ ∂Mψν − δνµ,
∇µθνλ = (E−1)Mµ [Λ−1∂MΛ]νλ,
(75)
such that ψµ(φ) = Xµ(φ) + piµ(φ) and the Lorentz transformation matrix is Λµν(φ) = [e
iηi(φ)Ki ·
eiθ
k(φ)Jk ]µν . To remove the Lorentz Goldstones, impose inverse Higgs constraints
0 = ∇[µpiν] = Λρµ(e−1)Mρ ∂Mψν − (µ↔ ν). (76)
Letting Mµν ≡ (e−1)Mµ ∂Mψν , the inverse Higgs constraints merely require that ΛT · M must be
a symmetric matrix, where factors of ηµν have been suppressed. Using this result, we have that
∇(µpiν) = (Y 1/2)µν − ηµν , where
Y µν = GMN∂Mψ
µ∂Nψ
ν (77)
are our first set of symmetry-invariant building-blocks and we use the convention that
(Y 1/2)µρη
ρλ(Y 1/2)λν = Yµν . (78)
Additionally, we have Eν0∇νpiµ = (δµν − (Y −1)µν )∂0ψν . Our next set of invariant building-blocks is
therefore
Zµ ≡ ∂ψ
µ
∂φ0
. (79)
And finally, we have the usual G00 building-block. Thus the effective action describing a crystalline
supersolid at finite temperature is, to lowest order in derivatives,
SEFT =
∫
d4φ
√−G P (Y µν , Zµ, G00). (80)
As in the solid EFT case, taking the zero-temperature limit amounts to removing all dependence
on ∂Xµ(φ)/∂φ0. Thus at zero temperature, the effective action can only depend on the physical-
spacetime version of Y µν , namely
yµν ≡ ∂ρψµ∂ρψν , (81)
which agrees with the results of [12].
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7 Liquid crystals at finite temperature
We now turn our attention to the construction of EFTs for more exotic states of matter,
namely those of liquid crystals. There are myriad distinct phases of liquid crystals, so for the sake
of brevity (and the reader’s patience) we will focus on four of the most common liquid crystal
phases: nematic liquid crystals and smectic liquid crystals in phases A, B, and C. See Figure 1 for
a graphical representation of various phases of liquid crystals. At low temperatures, the system
exists in the crystalline solid phases, spontaneously breaking all spatial translational and rotational
symmetries; the corresponding EFT is therefore given by (69) or (71). As the temperature rises,
symmetries are restored until at high temperatures, the system exists in fluid phase in which no
symmetries other than boosts are spontaneously broken; the corresponding EFT is therefore given
by (49) or (54). The aim of this section will be to construct EFTs for the intermediate phases that
partially break the ISO(3) group of spatial translations and rotations.
Figure 1: The figure to the
left depicts the microscopic
appearance of various phases
of liquid crystal in order from
lowest to highest tempera-
ture. The phases are (a) crys-
talline solid, (b) smectic liq-
uid crystal in phase C, (c)
smectic liquid crystal in phase
A, (d) nematic liquid crystal,
and (e) isotropic, i.e. fluid
phase. Notice that (a) spon-
taneously breaks the most
symmetries and each sub-
sequent phase spontaneously
breaks fewer and few sym-
metries until (e) only breaks
boosts.
Notice that in the figure above, (a) spontaneously breaks all translations and rotations, corre-
sponding to crystalline solid phase. Parenthetically, the profile of smectic liquid crystal in phase B
appears almost identical to that of the solid; however in phase B, the horizontal layers of molecules
are allowed to slide past each other. Phases (b) and (c) both spontaneously break translations in
the vertical direction, but not in the horizontal directions; therefore both exist in smectic liquid
crystal phase. The difference between these two states of matter is that (b) spontaneously breaks
all spatial rotations whereas (c) does not break rotations about the vertical direction; thus (b)
depicts phase C and (c) depicts phase A. Phase (d) does not spontaneously break spatial transla-
tions in any direction, but does spontaneously break rotations about the horizontal axes, meaning
that it exists in nematic liquid crystal phase. Finally, (e) does not spontaneously break any spatial
translations or rotations and is therefore in isotropic fluid phase.
7.1 Nematic liquid crystals
Liquid crystals in nematic phase are composed of oblong molecules that, like the molecules
of an ordinary fluid, bounce around chaotically and therefore cannot form a lattice structure;
however, on average the long axes of the molecules align, thereby breaking isotropy. Because no
lattice structure can form, spacetime translations remain unbroken, but the aligned long axes of the
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molecules spontaneously break rotations. Non-relativistically, the order parameter associated with
broken rotations is a unit vector ~n, pointing parallel to the long axes of the molecules. As a result
the SO(3) symmetry group of spatial rotations is broken to SO(2) [39]. However, for any choice of
~n, the long axes of the molecules could be equally well specified by −~n. Therefore, it is common
to use the order parameter Qij ≡ ninj − 13δij , which is invariant under the Z2 symmetry ~n→ −~n.
To extend this order parameter to the relativistic case, it is natural to define Qµν ≡ Qijδiµδjν . We
therefore see that boosts are spontaneously broken as well. Then, relativistically, the SSB pattern
of the Poincar group is
ISO(1,3)→ R4 × SO(2), (82)
where R4 represents spacetime translations. We also have the unbroken discrete Z2 symmetry
associated with ~n → −~n. Without loss of generality choose 〈~n〉 = zˆ and let indices A,B = 1, 2.16
Then Pµ and J3 are the unbroken generators and JA and Ki are the broken generators. It will turn
out that we need to use two copies of the fields to construct the leading-order action for this phase
of matter. Parameterize the most general group elements by
gs(φ) = e
iXµs (φ)Pµeiη
i
s(φ)Kieiθ
A
s (φ)JAeiθ
3
s(φ)J3 . (83)
The resulting Maurer-Cartan one-forms are
g−1s ∂Mgs = iE
µ
sM
(
Pµ +∇µθAs JA +∇µηisKi
)
+ iΩ3sMJ3, (84)
such that
EµsM = ∂MX
ν
s [ΛsRs]ν
µ,
∇µθAs = (E−1s )Mµ AB3[R−1s Λ−1s ∂M (ΛsRs)]B3,
∇µηis = (E−1s )Mµ [Λ−1s ∂MΛs]0jRjis ,
Ω3sM = [R
−1
s Λ
−1
s ∂M (ΛsRs)]
12,
(85)
where Λµs ν ≡ [eiηisKi ]µν and Rijs ≡ [eiθ
A
s JAeiθ
3
sJ3 ]ij . We can impose the thermal inverse Higgs
constraints
0 = Eis0 =
∂Xµs
∂φ0
Λsµ
jRjis , (86)
which reduce to ∂0X
µ
s Λsµ
i = 0 because Rijs are invertible. Then, as in the ordinary fluid case, we
have
ηis
ηs
tanh ηs = −∂0X
i
s
∂0Xts
, (87)
where ηs ≡
√
ηisη
i
s. Once again, E
t
s0 =
√−Gs00. Additionally, we can impose the unbroken inverse
Higgs constraint, which removes the rotation Goldstone θ3s . Define the vector
Aka ≡
1
2
ijk(E1)
i
M (E
−1
2 )
M
j . (88)
The unbroken inverse Higgs constraint is then A3a = 0. At this order in the derivative expansion it
is not necessary to solve this inverse Higgs constraint, so in the interest of brevity we will not.
In the case of ordinary fluids, we had the additional unbroken inverse Higgs constraints AAa = 0.
But now JA are broken so we may not impose such constraints. We therefore have a covariant
16The indices A,B are not to be confused with the indices indicating unbroken symmetry generators that we used
in previous sections.
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building-block that mixes 1-and 2-fields, namely AAa . Notice that η
i
s, θ
3
s , and ∂θ
A
s all count at the
same order in the derivative expansion. The reason is that ηis and θ
3
s have been removed with
inverse Higgs constraints, forcing them to count as higher-order, whereas θAs have nothing forcing
them to count as higher. Therefore, at leading order in the derivative expansion,
AAa =
1
2
ijA(R−12 · R1)ij , (89)
where Rijs ≡ [eiθAs JA ]ij .
The full set of covariant building-blocks at this order in derivatives is
AAa ∇BθAs , ∇3θAs , ∇θAs , Gs00, (90)
where ∇θAs ≡ (E−1s )µ0∇µθAs and Gs00 ≡ Eµs0ηµνEνs0. Thus, at leading order in the derivative
expansion, the effective action is constructed from SO(2)×Z2-invariant combinations of the above
terms. The contribution to the non-equilibrium effective action that does not contain mixtures of
1-and 2-fields is, up to higher order terms, S1 − S2, where
Ss =
∫
d4φ
√
−Gs 1
2
[
2P (Gs00) +M1(Gs00)(∇AθAs )2 +M2(Gs00)(∇[AθB]s )2 +M3(Gs00)(∇3θAs )2
]
.
(91)
Notice that we could have included a term involving (∇θAs )2, but we will see that the nematic
degrees of freedom are diffusive, so we will consider ∂0θ
A
s to count at the same order as ∂
2
i θ
A
s in
the derivative expansion. In the r, a-basis, the contribution to the non-equilibrium effective action
that contains mixtures of 1-and 2-fields is
Imix =
∫
d4φ
√
−Gr
[
−M0(Gr00)∇θAr AAa +
i
β0
M0(Gr00)(A
A
a )
2
]
, (92)
where β0 is the equilibrium inverse temperature and the relationship between the coefficients of the
two terms is fixed by the (classical) dynamical KMS symmetry, which transforms AAa by
AAa → ΘAAa + iΘβ0∇θAr . (93)
Then, up to higher-order corrections, the full non-equilibrium effective action is given by
IEFT = S1 − S2 + Imix. (94)
To compare the above action built with the non-equilibrium coset construction to more standard
results, we now expand to quadratic order in the fields. Define εµs by X
µ
s (φ) = φµ+ ε
µ
s and perform
a change of coordinates so that the Lagrangian is defined on physical spacetime. The quadratic
non-equilibrium Lagrangian is
L(2)EFT = C0ε˙0r ε˙0a + C1
(
ε˙ir∂iε
0
a + ε˙
i
a∂iε
0
r + ε˙
i
rε˙
i
a
)− M¯0(θ˙Ar θAa ) + iβ0 M¯0(θAa )2
+M¯1(∂Aθ
A
r ∂Bθ
B
a ) + M¯2(∂
[AθB]r ∂
[AθB]a ) + M¯3(∂3θ
A
r ∂3θ
A
a ),
(95)
where the coefficients M¯l ≡ Ml(−1), for l = 0, 1, 2, 3. The terms of the action describing the
ordinary fluid degrees of freedom εµ may look complicated, but they ultimately yield the usual fluid
dispersion relations. This effective action passes two coherence checks. First, the fluid degrees of
freedom decouple from the anisotropies of the rotational Goldstones. Second, comparing with [38],
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we can match (δ~n)i = iA3θA + · · · , in which case we obtain the same two-point function for δ~n
as [38]. Notice that the dispersion relation for the nematic degrees of freedom is of the form ω ∝ ik2,
indicating diffusion.
Finally, we often expect particle number to be conserved, requiring the inclusion of an additional
unbroken U(1) charge Q. Let pi be the corresponding unbroken Goldstone. Then just as in §5.1
and §6.1, we have the additional invariant building-block
B0 ≡ ∂ψ
∂φ0
, ψ(φ) ≡ µX0(φ) + pi(φ). (96)
As a result, the effective action is identical to (94) except P and Ml for l = 0, 1, 2, 3 are now
functions of both G00 and B0.
7.2 Smectic liquid crystals
Smectic liquid crystals are composed of oblong molecules that form layers such that along one
spatial direction, the liquid crystal has a periodic structure. Without loss of generality, take P3
to be the spontaneously broken translation generator orthogonal to the layers. To ensure that
some notion of unbroken translations along the zˆ direction exists, it is necessary to introduce an
internal translation symmetry generated by Q3 that is spontaneously broken such that the diagonal
subgroup generated by P¯3 ≡ P3 +Q3 is unbroken. Throughout this section, we will use A,B = 1, 2
to indicate spatial indices perpendicular to the zˆ direction.
7.2.1 Phase A
In phase A, the long axes of the molecules are, on the average, aligned with the zˆ direction.
Thus, P¯µ = Pµ + δ
3
µQ3, and J3 are the unbroken generators and JA, Ki, and Q3 are the broken
generators. The most general group element is17
g(φ) = eiX
µ(φ)P¯µeipi
3(φ)Q3eiη
3(φ)K3+iθA(φ)JA+iθ
3(φ)J3eiη
A(φ)KA . (97)
The resulting Maurer-Cartan one-form is
g−1∂Mg = iE
µ
M
(
P¯µ +∇µpi3Q3 +∇µθAJA +∇µηiKi
)
+ iΩ3MJ3, (98)
such that
EµM = ∂MX
ν [LΛ]ν
µ,
∇µpi3 = (E−1)Mµ ∂Mψ3 − δ3µ,
∇µθA = (E−1)Mµ AB3[Λ−1L−1∂M (LΛ)]B3
∇µηi = (E−1)Mµ [Λ−1L−1∂M (LΛ)]0i
Ω3M = [Λ
−1L−1∂M (LΛ)]12,
(99)
where ψ3 ≡ X3 + pi3 and we have Λµν ≡ [eiηAKA ]µν and Lµν ≡ [eiη
3K3+iθAJA+iθ
3J3 ]µν . Begin by
imposing unbroken inverse Higgs constraints; as in the previous subsection, they serve to remove
the rotation Goldstone θ3. And once again, solving these unbroken inverse Higgs constraints is not
necessary at this order in the derivative expansion. Next, impose ordinary inverse Higgs constraints
∇tpi3 = ∇Api3 = 0, which remove θA and η3 and tell us that
∇3pi3 =
√
GMN∂Mψ3∂Nψ3 − 1, (100)
17We use a somewhat non-standard parameterization of g so that the inverse Higgs constraints are easier to solve.
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yielding the first building-block
Y ≡ GMN∂Mψ3∂Nψ3, (101)
where the metric is given as usual by GMN = E
µ
MηµνE
ν
N . Now impose thermal inverse Higgs
constrains to remove ηA given by
0 = EA0 =
∂Xµ
∂φ0
[LΛ]µ
A. (102)
Then, we have
ηA
η⊥
tanh η⊥ = −∂0X
µLµ
A
∂0XµLµ
t , (103)
where η⊥ ≡
√
ηAηA. This allows us to construct our final two building-blocks G00 = E
µ
0 ηµνE
ν
0 and
Eµ0∇µpi3, the second of which is just
Z ≡ ∂ψ
3
∂φ0
. (104)
Thus, the leading-order action for smectic liquid crystals in phase-A is
SEFT =
∫
d4φ
√−G P (Y,Z,G00). (105)
To compare with known results, let us now expand this EFT to quadratic order in the fields.
For simplicity, we will neglect the fluid degrees of freedom. Then, transforming to the physical
spacetime, the quadratic Lagrangian describing the behavior of the smectic mode is
L(2) = −1
2
[
M0(p˙i
3)2 −M1(∂Api3)2 −M3(∂3pi3)2
]
, (106)
for constants M0, M1, and M3. The resulting equations of motion agree with the results of [40-41].
Finally, if particle number is conserved, we include the additional building-block (96), meaning
that P in (105) may now depend on B0.
7.2.2 Phase B
Smectic liquid crystals in phase B, like in phase A, consist of vertically stacked layers that can
slide past each other. In phase A, the molecules within a given layer are able to move around
freely without forming a lattice structure. In phase B, however, the molecules in a given layer are
locked in place. If we take the zˆ direction to be perpendicular to the stacked layers, then phase B
is essentially a solid that cannot sustain uniform x-z and y-z shears [41]. As a result, the effective
action is almost identical to (69)—or if it contains an unbroken U(1) charge it is almost identical
to (71). The only difference is that to allow the layers to slide past each other, we must impose the
symmetries
ψA → ψA + fA(ψ3), (107)
where A = 1, 2 and fA is an arbitrary function of ψ3. Physically, these symmetries indicate that
we can translate each layer in the x-y plane independently without changing the macroscopic state
of the system. At the level of the EFT, these additional symmetries mean that the effective action
can only depend on Y ij in the combinations
b ≡ detY ij , b1 ≡ Y 11Y 33 − (Y 13)2, b2 ≡ Y 22Y 33 − (Y 23)2, Y 33, (108)
and it can only depend on Zi in the combinations Z ≡ ijkZiZjZk and Z3.
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7.2.3 Phase C
Phase C is much like phase A except now the long axes of the the molecules do not on average
align with the zˆ direction, meaning that J3 is now spontaneously broken. Thus the only difference
between phases A and C is that phase C has a Goldstone associated with the broken generator J3
denoted by θ3. Further, this Goldstone cannot be removed with inverse Higgs-type constraints.
Going through a similar procedure to the one in §7.2.1, we find that the effective action has the
same building-blocks as (105) with five invariant additions. First, we have ∇µθ3, where µ = 0, 1, 2, 3
are now merely labels and do not need to be contracted in any particular way since the entire Lorentz
group is spontaneously broken. Additionally, we have A3a, which is the zˆ-component of (88). The
addition of the building-block A3a, which mixes 1-and 2-fields, means that the non-equilibrium
effective action cannot factorize into the difference of ordinary actions.
The contribution to the non-equilibrium effective action that does not contain mixtures of 1-and
2-fields is, up to higher-order terms, S1 − S2, where
Ss =
∫
d4φ
√
−Gs
[
P (Ys, Zs, Gs00) +
1
2
M ij(Ys, Zs, Gs00)∇iθ3s∇jθ3s
]
, (109)
such that repeated indices i, j are summed over and M ij is symmetric under exchange of i and j.18
Just as in the case of nematic phase, we will see that the rotation Goldstone, θ3 is diffusive, so we
will consider ∂0θ
3 and ∂2i θ
3 to be the same order in the derivative expansion.
In the r, a-basis, the contribution to the non-equilibrium effective action that contains mixtures
of 1-and 2-fields is
Imix =
∫
d4φ
√
−Gr
[
−M0(Gr00)∇θ3rA3a +
i
β0
M0(Gr00)(A
3
a)
2
]
. (110)
As a result, up to higher-order corrections, the full non-equilibrium effective action is
IEFT = S1 − S2 + Imix. (111)
If particle number is conserved, we have the additional building-block (96). Then the non-
equilibrium effective action is identical to (111), except the coefficient functions P , Mij , and M0
may now depend on B0.
8 Conclusion
In this paper, we defined a systematic coset construction of non-equilibrium EFTs and used it
to formulate both known and heretofore unknown non-equilibrium EFTs for condensed matter sys-
tems. We postulated that IR dynamics of thermal systems out of equilibrium can be characterized
by Goldstones almost as if every symmetry of the system were spontaneously broken. However, the
Goldstones corresponding to spontaneously broken symmetry generators behave rather differently
than those corresponding to unbroken symmetry generators. In particular, the unbroken Gold-
stones possess infinitely many gauge symmetries, whereas the broken Goldstones, like ordinary
Goldstones at zero temperature, have no such gauge symmetries.
The approach of [12] was to treat these infinitely many symmetries as if they were true sym-
metries of the underlying theory. As a result, each of these symmetries required its own generator
18The sum over i and j is purely for notational convenience as i and j are merely labels.
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and Goldstone to parameterize the coset of broken symmetries.19 By contrast, our approach was
to treat these additional symmetries as gauge redundancies in the style of [31], thereby circum-
venting the need to introduce infinitely many symmetry generators and Goldstones. Further, the
coset construction presented in this paper allows one to formulate non-equilibrium actions in full
generality, whereas previous attempts at the coset construction for systems with spontaneously
broken spacetime symmetries can only be used to formulate ordinary actions that are incapable of
accounting for statistical fluctuations and dissipation.
The non-equilibrium coset construction admits generalizations and applications in many direc-
tions. First, in the interest of simplicity, all of the EFTs in this paper were computed to lowest order
in the derivative expansion and therefore admit nothing of statistical fluctuations and dissipation.
We leave it as future work to ‘turn the crank’ and extend the actions presented here to higher
orders in the derivative expansion. Second, the ordinary coset construction presented in [30] can be
used to construct pseudo-Goldstone EFTs for spontaneously broken approximate symmetries. It
will be of interest to extend the non-equilibrium coset construction to cases for which approximate
symmetries exist. By the philosophy of this paper, there ought to be associated pseudo-Goldstones
whether or not the approximate symmetries are spontaneously broken. Third, some condensed
matter systems have excitations that survive over long distances and extended time scales but
that cannot be interpreted as Goldstone modes; for example, such modes exist near critical points.
Thus, extending the non-equilibrium coset construction to allow for couplings between Goldstone
and non-Goldstone modes is of significant interest. Finally, the hydrodynamic degrees of freedom
in the non-equilibrium EFTs of [1] do not necessitate a long-wavelength expansion. However our
non-equilibrium coset construction—like the ordinary coset construction—is designed to generate
covariant terms for an action in a derivative expansion. Extending our coset construction to al-
low for non-local terms would allow one to formulate actions with much broader applicability, e.g.
actions describing low-temperature systems.
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A Emergent gauge symmetries
In this section, we offer a somewhat pragmatic explanation for why we expect non-equilibrium
effective actions to posses the gauge symmetries (27-28). It is pragmatic in the sense that it should
convince the reader that these symmetries are necessary in ordinary situations, but it is by no
means a derivation of the symmetries from first principles.
In the ordinary construction of the hydrodynamic equations of motion it is usually supposed that
the system exists in ‘local equilibrium.’ This essentially means that, ignoring broken Goldstones,
the state of the system can be specified by the local inverse temperature four-vector βµ(x) as
well as the chemical potentials µA(x) corresponding to unbroken symmetries TA. From the EFT
perspective, we posit that the fluid manifold is a space on which the fluid four-vector is fixed,
namely βM = (β0, 0, 0, 0)
M , where β0 is the equilibrium inverse temperature. Then, in the physical
spacetime, we can define the inverse-temperature four-vectors—one for each leg of the SK contour—
19Since [12] only constructed actions to leading order in the derivative expansion, it was not actually necessary to
introduce all of the infinitely many symmetry generators. However, extending to arbitrarily higher orders using their
method would require the addition of infinitely many symmetry generators and Goldstones; see [37] for a general
discussion of how gauge symmetries can be treated as genuine symmetries in the coset construction.
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via the push-forwards
βµs (x) ≡ βM
∂Xµs
∂φM
= β0
∂Xµs
∂φM
. (112)
Additionally, we can identify the chemical potential with20
µAs (x) = µ
A
0 +
BAs0√−G00
(113)
where BAs0 is given in (32) and µA0 are the equilibrium chemical potentials of the unbroken symme-
tries. Working in the r, a-basis of (20), the r-type fields correspond to classical field configurations,
whereas the a-type fields describe quantum and statistical fluctuations. As a result, we ought to
identify the physical thermodynamic quantities βµ(x) and µA(x) with
βµ(x) = βµr (x) ≡
1
2
[βµ1 (x) + β
µ
2 (x)],
µA(x) = µAr (x) ≡
1
2
[
µA1 (x) + µ
A
2 (x)
]
.
(114)
If we wish to reproduce ordinary hydrodynamics, then we must require that the equations of motion
only depend on the unbroken Goldstone fields as they appear in (114). To ensure that this is the
case, we must require that the effective action be invariant under the symmetries (27-28). Further,
since we expect that the (classical) state of the system is specified by βµr (x) and µAr (x), these
emergent symmetries cannot change the state of the system and therefore ought to be considered
as mere gauge redundancies.
It is worth mentioning that beyond these heuristic arguments, there has been some success in
deriving chemical shift symmetries for unbroken U(1) Goldstones using the AdS/CFT duality from
first principles; see [42-43].
B Stueckelberg tricks and the Maurer-Cartan form
We claimed in §4 that the correct way to construct covariant building-blocks for non-equilibrium
effective actions was to construct two distinct Maurer-Cartan one-forms (32)—one for each leg of
the SK contour—that transform under under a single copy of the global symmetry group G. In
this section, we will use a Stueckelberg trick inspired by [1] to demonstrate that using two copies
of the Maurer-Cartan form is the correct approach.
We begin by introducing sources for the Noether currents corresponding to each symmetry
generator of G. This amounts to introducing external gauge fields. Let
P¯m = unbroken translations
TA = other unbroken generators
τα = broken generators
(115)
be the generators of G, where we now use m,n = 0, 1, 2, 3 to denote Lorentz indices and µ, ν to
denote physical spacetime coordinate indices.21 As before, let H be the set of unbroken symmetries
and H0 ⊂ H the subgroup generated by TA alone. The external sources are as follows.
20It is not immediately obvious that this combination of fields should be identified with the chemical potential. For
some insight into why this should be so, see the discussion surrounding (52-54), and for further readings, see [2,35].
21It is now necessary to distinguish between Lorentz indices m,n and physical spacetime coordinate indices µ, ν
because the Stueckelberg trick requires that we gauge all symmetries including Lorentz.
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• Let εmsµ(x) be the vierbeins, which can be thought of as the gauge fields corresponding to
unbroken translations P¯m. The metric tensors are then given by gsµν(x) = ε
m
sµ(x)ηmnε
n
sν(x).
• Let Asµ(x) ≡ AAsµ(x)TA be the gauge fields (or spin connections if the Lorentz group is
involved) corresponding to the unbroken symmetries of H0 ⊂ H.
• Let csµ(x) ≡ cαsµ(x)τα be the gauge fields (or spin connections) corresponding to the broken
symmetries.
On each leg of the SK contour, we can combine these fields into a single object,
θsµ(x) = iε
m
sµ(x)P¯m + ic
α
sµ(x)τα + iAAsµ(x)TA, (116)
where the factors of i are included for later convenience. Now, letting U(t, t′; θsµ) for s = 1, 2 be
the time evolution operator from t′ to t in the presence of external sources θsµ, the generating
functional for the conserved currents is
eW [θ1µ,θ2µ] = tr
[
U(+∞,−∞; θ1µ)ρU †(+∞,−∞; θ2µ)
]
. (117)
Since θsµ couple to conserved currents, W [θ1µ, θ2µ] must be invariant under two independent copies
of the gauge symmetries [1]; that is, for gauge parameters ζ1(x) and ζ2(x) we have
W [θ1µ, θ2µ] = W [θ
ζ1
1µ, θ
ζ2
2µ]. (118)
We can therefore ‘integrate in’ both the broken and unbroken Goldstone fields using the Stueckel-
berg trick. In particular, define
ΘsM (φ) ≡ γ−1s ·
[
θsµ(Xs(φ))
∂Xµs
∂φM
+
∂
∂φM
]
γs, γs(φ) ≡ eipiαs (φ)ταeiAs (φ)TA , (119)
where φM for M = 0, 1, 2, 3 are the fluid worldvolume coordinates. Now we can implicitly define
the non-equilibrium effective action by
eW [θ1µ,θ2µ] ≡
∫
DXµs DpiαsDAs eiIEFT[Θ1M ,Θ2M ]. (120)
Notice that if we remove the external source fields by fixing εmsµ(x) = δ
m
µ and AAsµ = cαsµ = 0, we find
that ΘsM are nothing other than than the Maurer-Cartan one-forms (32) defined on each leg of the
SK contour. Since εmsµ(x) = δ
m
µ we can identify the Lorentz indices m,n with the physical spacetime
coordinate indices µ, ν, allowing us to use P¯µ to refer to the unbroken translation generators as we
did in (29). Moreover because these fields live on the SK contour, their values must match up in
the infinite future, meaning that even though there were two copies of the gauge fields and gauge
symmetries, there is only one copy of the global symmetry group G.
C Explicit inverse Higgs computations
Since the thermal and unbroken inverse Higgs constrains are new, it may be helpful to see how
they can be solved explicitly. This appendix explains how to algebraically solve the thermal and
unbroken inverse Higgs constraints in the case of ordinary fluids, thereby removing the broken boost
Goldstones ηi and the unbroken rotations Goldstones θi, respectively. But before we solve these new
inverse Higgs constraints at full nonlinear order, it is first helpful to understand the motivations for
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imposing them. To do this, we will investigate these inverse Higgs constraints expanded to linear
order in the fields.
Consider the case of a fluid without conserved charge. Let Xµs (φ) = φµ + ε
µ
s (φ) and let the
antisymmetric field θµνs (φ) represent all Lorentz Goldstones such that ηis = θ
0i
s and θ
i
s = 
ijkθjks .
Then at linear order in the fields, the vierbeins are given by
EµsM = δ
µ
M + ∂Mε
µ
s − θsMµ + · · · , (121)
where s = 1, 2 indicates on which leg of the SK contour the fields are defined. We are interested
in setting to zero components of EµsM that transform covariantly and that can give an algebraic
relation between θsM
µ and derivatives of εµs .
To remove the broken boost Goldstones, notice that Eis0 for i = 1, 2, 3 transform covariantly
under all symmetries and gauge symmetries and are given by
Eis0 = ∂0ε
i
s − θs0i + · · · . (122)
Thus setting the above expression to zero gives the linearized constraint
ηis = −∂0εis, (123)
which is just the linearized version of (43). This allows the removal of the ηis-Goldstones.
Removal of the rotational Goldstones is a bit trickier. There are no terms in a single vierbein
that transform covariantly and, when set to zero, allow the removal of θis. However, we have two
vierbeins—one for each leg of the SK contour—thus we consider the object E1Mi(E
−1
2 )
M
j , which
transforms covariantly under all symmetries and gauge symmetries. Setting the antisymmetric part
to zero gives the relation
0 = E1Mi(E
−1
2 )
M
j − E1Mj(E−12 )Mi = ∂jεai − ∂iεaj − 2θaji + · · · , (124)
where εia ≡ εi1 − εi2 and θija ≡ θij1 − θij2 . Solving the above equation gives the constraint
~θa = ~∇× ~εa, (125)
which is the linearized version of (45). Then, acting with the (classical) dynamical KMS symmetry
on both sides gives
∂0~θr = −~∇× ∂0~εr, (126)
where εir ≡ 12
(
εi1 + ε
i
2
)
and θijr ≡ 12(θij1 + θij2 ). Since ~θr enjoys a chemical shift-type gauge symmetry,
at liner order, ~θr can only appear in the from ∂0~θr. Thus, the constraints (125-126) are sufficient
to remove the ~θs-Goldstones entirely from the (linearized) effective action.
C.1 Thermal inverse Higgs
Recall that for ordinary fluids, the thermal inverse Higgs constraints are given by (42). Since
R is invertible, these constraints give
0 =
∂Xµ
∂φ0
Λµ
i =
∂Xt
∂φ0
Λt
i +
∂Xj
∂φ0
Λj
i. (127)
Let λ be the 3 × 3 matrix with components λij = Λj i and let ~l be the 3-vector with components
li = Λt
i. Then we have
λ = (1− ηˆ ⊗ ηˆ) + ηˆ ⊗ ηˆ cosh η, ~l = ηˆ sinh η, (128)
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where η ≡ √~η · ~η and ηˆ ≡ ~η/η. Now equation (127) becomes
∂0 ~X
∂0Xt
= −λ−1 ·~l, (129)
which simplifies to
∂0X
i
∂0Xt
= −η
i
η
tanh η, (130)
as desired.
C.2 Unbroken inverse Higgs
Recall that for ordinary fluids, the unbroken inverse Higgs constraints are given by (44). Ex-
panding out the vierbeins, we find that
EµsM = asM
jRsj
i, asM
ν ≡ ∂X
ρ
s
∂φM
Λsρ
ν , (131)
where Rijs = [eiθ
i
s(φ)Ji ]ij . Then, we have that
(E−1s )
M
i = (R
−1
s )i
j(a−1s )j
M , (132)
which gives us
(E1)iM (E
−1
2 )
M
j = (a1)M
l(R1)li(R
−1
2 )j
k(a−12 )k
M ≡ (R−12 )jkMkl(R1)li, (133)
where Mkl ≡ (a−12 )kM (a1)Ml = (Λ−12 )kν ∂X
µ
1
∂Xν2
(Λ1)µ
l. Then unbroken inverse Higgs constraints (44)
yield the 3× 3 matrix equation
RT2 · M ·R1 = RT1 · MT ·R2, (134)
where we have used the fact that RTs = R
−1
s . Rearranging this equation we have that MT =
(R1 ·R−12 ) · M · (R1 ·R−12 ), from which it is immediate that
MT · M = (R1 ·R−12 ) · M ·MT · (R1 ·R−12 )T = (R1 ·R−12 · M)2. (135)
Finally, we have that (R1 ·R−12 ) · M =
√
MT · M, that is,
R1 ·R−12 =
√
MT · M ·M−1, (136)
as desired. Notice that the above expression, when linearized, gives (125), so it can be used to
remove a-type rotational Goldstones. To remove the r-type rotational Goldstones beyond the
linearized level requires a bit more work; we will carry out the computation in the next subsection.
C.3 More on unbroken inverse Higgs
Now we will see that the unbroken inverse Higgs constraints allow the removal of the r-type
rotational Goldstones beyond linear order in the fields. First, define Ma ≡
√
MT · M−1 and
suppose that under the (classical) dynamical KMS symmetries, we have
Ma → ΘMa − iβΘ∂0Mr, (137)
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where Θ is a time-reversing symmetry of the UV theory.22 Then, by applying the (classical)
dynamical KMS transformations to (136), we have
R1 · Ωr0 ·RT2 = ∂0Mr =⇒ Ωr0 = RT1 · ∂0Mr ·R2, (138)
where ΩrM ≡ 12(Ω1M + Ω2M ) is the r-type spin connection. The above equation is our second
unbroken inverse Higgs constraint and when linearized, gives (126). It can be checked that in every
invariant building-block, Rs can appear without φ
0-derivatives only in the form R1 ·RT2 . But then
we can use (136) to remove this combination of rotational Goldstones. Further, if Rs appears in
an invariant building-block, the only other package it can come in is Ωr0, in which case we can use
(138) to remove Ωr0. This expedient comes at the price of introducing more factors of Rs. It turns
out that there are two possibilities:
• The additional factors of Rs are contracted in such a way that they cancel completely, in
which case we have no remaining factors of Rs.
• The additional factors of Rs appear in the form R1 · RT2 in which case we can use (136) to
remove them.
Therefore, no matter what, the rotational Goldstones can be entirely removed from the invariant
building-blocks using (136,138). It should be noted that the covariant building-blocks may still
have factors of Rs attached to them that cannot be removed with inverse Higgs-type constraints,
but this is not an issue as only the invariant building-blocks are relevant for constructing EFTs.
D Fluids and volume-preserving diffeomorphisms
It turns out that despite appearances, the effective actions for fluids with and without charge
that we constructed with cosets, (49) and (54) respectively, are equivalent to those given in [9].
Additionally, the action for finite-temperature superfluids (62) that we constructed with cosets
turns out to be equivalent to the action presented in [13]. In this section, we will see how these
seemingly different actions are equivalent. For definiteness, consider the action (49), which is
defined on the fluid worldvolume. Perform a change of coordinates so that it is now defined on the
physical spacetime; then the dynamical degrees of freedom are the fields φM (x) and they enjoy the
gauge symmetry
φM (x)→ φM (x) + ξM (φI(x)), (139)
for arbitrary ξM . As always, we use M,N = 0, 1, 2, 3 and I, J = 1, 2, 3. The resulting action defined
on the physical spacetime is
SEFT =
∫
d4x P (T ), (140)
where23 T ≡ uµ∂µφ0 such that
uµ ≡ J
µ
b
, b ≡√−JµJµ, J ≡ ?[dφ1 ∧ dφ2 ∧ dφ3]. (141)
Now integrate out φ0. The equation of motion for φ0 is 0 = ∂µ
[
Jµ
b P
′(T )
]
. Since ∂µJ
µ ≡ 0
identically, this becomes
0 = Jµ∂µ
[
1
b
P ′(T )
]
. (142)
22Think of (137) as a definition of Mr.
23It turns out that T 2 = −G00.
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By the definition of Jµ, we have that
1
b
P ′(T ) = f(φI), (143)
for some arbitrary function f(φI). Using the diffeomorphism gauge symmetry (139), we can gauge-
fix f(φI) = 1. With this gauge-fixing condition, (143) can be solved algebraically for T as a function
of b, that is T = T (b). Plugging this solution back into the expression for the effective action (140)
gives
SEFT =
∫
d4x F (b), (144)
where F (b) ≡ P (T (b)). But this is precisely the action given in [9]. Notice that now the action only
depends on the three fields φI , which enjoy a volume-preserving diffeomorphism gauge symmetry
φI → gI(φJ), det ∂g
I
∂φJ
= 1. (145)
By almost identical procedures, it can be shown that (54) is equivalent to the effective action
describing charged fluids given in [9] and that (62) is equivalent to the action describing finite-
temperature superfluids given in [13].
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