In this paper we will study the double zeta values ζ(k, m) using Picard-Fuchs equation. We will give a very efficient method to evaluate ζ(k, 1) (resp. ζ(k, 2)) in terms of the products of zeta values ζ(2), ζ(3), · · · when k is even (resp. odd), which admits immediate generalization to arbitrary double zeta values. Moreover, this method provides new insights into the nature of double zeta values, which further can be generalized to arbitrary multiple zeta values.
Introduction
The multiple zeta functions, as generalizations of the Riemann zeta function, are defined by the infinite sum ζ(s 1 , · · · , s l ) = n 1 >n 2 >···>n l >0 1 n s 1 1 · · · n s l l , (1.0.1) which converge on the region where Re(s 1 ) + · · · Re(s i ) > i for all i. Like the Riemann zeta function, the multiple zeta functions can also be analytically continued to meromorphic functions on C l . When s 1 , · · · , s l are positive integers with s 1 ≥ 2, these infinite sums are called multiple zeta values (MZVs), which are very important objects in number theory. The integer l is called the length of the MZV, while l i=1 s i is called the weight of the MZV. In this paper, we will focus our attention on the case where l = 2, i.e. double zeta values (DZVs), and we will use Picard-Fuchs equation to study them.
We now briefly explain the method for the DZV ζ(k, 1), k ≥ 2. By definition, ζ(k, 1) is given by
H n,1 (n + 1) k ,
where the harmonic number H n,1 is defined by n m=1 1/m. Next, we construct a power series Π k,1 = ∞ n=1 (−1) n H n,1 (n + 1) k φ n+1 , (1.0.3) 1 which satisfies the Picard-Fuchs equation
(1.0.4) Let ϕ be 1/φ, and on the unit disc |ϕ| < 1, the k + 2 dimensional solution space of the Picard-Fuchs equation has a canonical basis of the form ̟ k,1 i = log i ϕ, i = 0, 1, · · · , k − 1;
k! (−1) n n k ϕ n ;
̟ k,1 k+1 = log k+1 ϕ + (k + 1) ∞ n=1 k! (−1) n n k ϕ n log ϕ
(−1) n H n,1 (n + 1) k ϕ n+1 . can be evaluated explicitly, and they lie in the field Q(π, ζ(2), ζ(3), · · · , ζ(k + 1)), hence we conclude that τ k,1 i also lies in this field. When k = 2, we have τ 2,1 0 = −ζ(3), τ 2,1 1 = 0, τ 2,1 2 = 0, τ 2,1 3 = 1 6 .
(1.0.10)
We have also computed τ k,1 i for k = 3, 4, · · · , 9, and our computations have shown that while the integrals appear in this equation are given by
, j = 1, · · · , k;
The upshot is that formulas 1.0.11 and 1.0.12 together give us a very efficient method to explicitly compute τ k,1 i in terms of the zeta values. In particular, we have
When k is even, τ k,1 k+1 is positive, and the equation
in fact yields an evaluation of ζ(k, 1) in terms of the zeta values ζ(2), · · · , ζ(k + 1). For example, when k = 2, this equation is equivalent to
which is first proved by Euler. Similarly, the equation
yields an evaluation of ∞ n=1 (−1) n H n,1 (n + 1) k , (1.0.18) in terms of the zeta values. However when k is odd, the two equations 1.0.15 and 1.0.17 only give us the trivial identity 0 = 0. We will use the same method to study ζ(k, 2), and it also gives us an efficient method to evaluate ζ(k, 2) in terms of the zeta values when k is odd. The method in this paper certainly admits generalizations to arbitrary double zeta values, which provides new insights into these interesting numbers. Moreover, this method can also be applied to study MZVs. The outline of this paper is as follows. Section 2 is a short review about how our method works for a toy example. Section 3 studies the double zeta values ζ(k, 1). Section 4 is about ζ(k, 2). In Section 5, we will list several interesting open questions.
A Toy example
In this section, we will introduce a toy example that nevertheless illustrates the idea of the method in this paper. The value of the Riemann zeta function ζ(s) at the integer point s = 2 is given by
.
We now construct a power series Π 0 of the form
which converges on the unit disc |φ| < 1. Moreover, Π 0 (φ) actually converges absolutely on the unit circle S 1 (|φ| = 1), thus it defines a continuous function on it, while the value of Π 0 at φ = −1 is just ζ (2) . It is well-known that the power series Π 0 (φ) satisfies a third order Picard-Fuchs equation
which has three regular singularities at φ = 0, 1, ∞. By analytic continuation, Π 0 extends to a multi-valued holomorphic function on C − {0, 1}. Let us now define the variable ϕ by
On the unit disc |ϕ| < 1, the solution space of the Picard-Fuchs equation 2.0.3 has a canonical basis of the form ̟ 0 = 1,
(2.0.5)
In this paper, the unit circle S 1 will be parameterized in the way
while log ϕ defines a single-valued function on S 1 through
With respect to the canonical basis {̟ i } 2 i=0 , Π 0 has an expansion of the form
(2.0.8)
We now explain how to compute the complex number τ i using Fourier analysis. On the unit circle S 1 , we have
and the LHS is just the Fourier series expansion of the RHS. Now take the integration of both sides of the above equation over S 1 , and we have
(2.0.10)
While the equation
−1/2 ϕ n RHS dt for various n, e.g. n = 1, 2 yields more linear equations about τ i . Solve these linear equations and we obtain In this section, we will apply the method in Section 2 to study the double zeta values ζ(k, 1), which by definition is given by
The harmonic numbers H n,t are defined by
hence the double zeta value ζ(k, 1) can also be written as
Follow Section 2, we construct a power series Π k,1
which converges on the unit disc |φ| ≤ 1, and its value at φ = −1 is −ζ(k, 1).
Lemma 3.1. The power series Π k,1 is a solution to the Picard-Fuchs operator D k,1
Proof. The Picard-Fuchs operator D k,1 is a linear operator, and its solution space is k + 2 dimensional. Suppose there exists a power series solution of the form ∞ n=2 a n φ n , with a 2 = −2 −k .
(3.0.6)
In order for it to be a solution of the Picard-Fuchs operator D k,1 , we must have a 3 = H 2,1 3 −k , (n − 1) k+1 a n−1 + n k (2n − 1)a n + n(n + 1) k a n+1 = 0. This recursion equation can be solved explicitly, and we obtain a n = (−1) n−1 H n−1,1 n k , (3.0.8) which proves this lemma.
Recall that the variable ϕ is defined to be 1/φ, with respect to which the Picard-Fuchs operator D k,1 (after a multiplication by (−1) k+2 ϕ 2 ) becomes
(3.0.9)
Since the order of D k,1 is k + 2, the dimension of its solution space is k + 2. Now we will construct a canonical basis for it on the unit disc |ϕ| < 1. First, from the form of D k,1 , it has k solutions of the form ̟ k,1 i = log i ϕ, i = 0, 1, · · · , k − 1.
(3.0.10)
We now try whether there exists a solution of the form
and in order for it to be a solution of D k,1 , we must have
This recursion equation can be solved explicitly and we obtain
Next, we try whether there exists a solution of the form
Plug it into D k,1 , we obtain a recursion equation about c n
This recursion equation can also be solved explicitly and we obtain
(3.0.16) Thus we have the following proposition.
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Proposition 3.2. On the unit disc |ϕ| < 1, the k + 2 dimensional solution space of the Picard-Fuchs operator D k,1 has a canonical basis given by
(3.0.17)
Since the harmonic number H n,1 satisfy
can also be rewritten as
The complex number τ k,1 i can be computed explicitly by a similar method as in Section 2. In their computations, we will need to evaluate the following infinite sum
which can be done recursively. More precisely, we have the following recursion relation
(3.0.22)
We can use this formula repeatedly until we arrive at three 'final' cases that can be evaluated immediately
(3.0.23) 7
Let us now look at the case where k = 2. We will show ζ(2, 1) = ζ(3), which is first proved by Euler.
3.1. ζ(2, 1). We first show how to compute the complex numbers τ 2,1 i . The power series Π 2,1 converges absolutely on the unit circle
thus it defines a continuous function on it. Similarly the power series that appear in ̟ 2,1
also converge absolutely on S 1 . The unit cycle S 1 is parameterized in the same way as in Section 2, i.e. the formula 2.0.6, while the function on S 1 defined by log ϕ is given by formula 2.0.7. Take the integration of the LHS and RHS of formula 3.0.20 over S 1 we obtain
The integrals in this formula can be easily evaluated
Furthermore, the following integrals will be needed in this section
(3.1.5)
From them we have
Now multiply both sides of equation 3.0.20 by ϕ
The integrals in this equation are given by
While the integral of ϕ̟ 2,1 3 over S 1 is given by
(3.1.10)
The sum of the infinite series can be evaluated by
hence we obtain
Now multiply both sides of equation 3.0.20 by ϕ 2 , and its integration over S 1 yields
In order to evaluate the integral of ϕ 2 ̟ 2,1 3 over S 1 , we have used the identity
Similarly, if we multiply both sides of equation 3.0.20 by ϕ 3 , and take its integration over S 1 , we obtain
In order to evaluate the integral of ϕ 3 ̟ 2,1 3 over S 1 , we have used the identity
The solution to the four linear equations is
Remark 3.3. The readers are referred to the paper [1] for more similarities between the formula 3.1.19 and the mirror symmetry of Calabi-Yau threefolds.
Now we are ready to prove the following lemma.
Lemma 3.4.
Proof. In the formula 3.1.19, let φ = −1 (ϕ = −1) and we obtain
The value of Π 2,1 at φ = −1 is
while the value of ̟ 2,1 3 at ϕ = −1 is given by
Plug the values of Π 2,1 (−1) and ̟ 2,1 3 (−1) into the equation 3.1.21 we get ζ(2, 1) = ζ(3). Similarly, let φ = 1 (ϕ = 1) in the formula 3.1.19, and we obtain
The value of Π 2,1 at φ = 1 is
while the value of ̟ 2,1 3 at ϕ = 1 is given by
The sum ∞ n=1 (−1) n /n 3 can be evaluated in an elementary way can be computed by the same method as in Section 3.1. Namely we look at the equations given by
for various n, e.g. n = 0, 1, 2, 3, 4, and then we solve these linear equations. In order to evaluate the integral 1/2 −1/2 ϕ n ̟ 3,1 i dt, we will further need
The result is
However, if we let φ = 1 (ϕ = 1), the equation
becomes the trivial one 0 = 0. Similarly, the equation
also yields 0 = 0. Thus the value of ζ(3, 1) can not be determined by this method.
3.3. ζ(4, 1). When k = 4, in order to evaluate 1/2 −1/2 ϕ n ̟ 4,1 i dt, we will further need the integral 1/2 −1/2 ϕ n log 5 ϕdt = (−1) n (120 − 20n 2 π 2 + n 4 π 4 ) n 5 , n ∈ Z + .
(3.3.1)
Use the same method as in Section 3.1, we obtain
Now let φ = 1 (ϕ = 1) and φ = −1 (ϕ = −1) respectively, the equations
give us the following lemma. 3.4. ζ(5, 1). When k = 5, in order to evaluate 1/2 −1/2 ϕ n ̟ 5,1 i dt, we will further need the integral 1/2 −1/2 ϕ n log 6 ϕdt = − 6(−1) n (120 − 20n 2 π 2 + n 4 π 4 ) n 6 , n ∈ Z + .
(3.4.1)
Use the same method as in Section 3.1, we obtain Now let φ = 1 (ϕ = 1) and φ = −1 (ϕ = −1) respectively, the equations
give us the trivial identity 0 = 0.
3.5. ζ(6, 1). When k = 6, in order to evaluate 1/2 −1/2 ϕ n ̟ 6,1 i dt, we will further need the integral 1/2 −1/2 ϕ n log 7 ϕdt = (−1) n (5040 − 840n 2 π 2 + 42n 4 π 4 − n 6 π 6 ) n 7 , n ∈ Z + . (3.5.2) Now let φ = 1 (ϕ = 1) and φ = −1 (ϕ = −1) respectively, the equations
give us the following lemma. (3.5.4) 12 3.6. ζ(7, 1). When k = 7, in order to evaluate 1/2 −1/2 ϕ n ̟ 7,1 i dt, we will further need the integral 1/2 −1/2 ϕ n log 8 ϕdt = 8(−1) n (−5040 + 840n 2 π 2 − 42n 4 π 4 + n 6 π 6 ) n 8 , n ∈ Z + .
(3.6.1)
Use the same method as in Section 3.1, we obtain (3.6.2) Now let φ = 1 (ϕ = 1) and φ = −1 (ϕ = −1) respectively, the equations
3.7. ζ(8, 1). When k = 8, in order to evaluate 1/2 −1/2 ϕ n ̟ 8,1 i dt, we will further need the integral 1/2 −1/2 ϕ n log 9 ϕdt = (−1) n (362 880 − 60 480n 2 π 2 + 3 024n 4 π 4 − 72n 6 π 6 + n 8 π 8 ) n 9 , n ∈ Z + .
(3.7.1) Use the same method as in Section 3.1, we obtain (3.7.2) Now let φ = 1 (ϕ = 1) and φ = −1 (ϕ = −1) respectively, the equations
give us the following lemma. (3.7.4) 13 3.8. ζ(9, 1). When k = 9, in order to evaluate 1/2 −1/2 ϕ n ̟ 9,1 i dt, we will further need the integral 1/2 −1/2 ϕ n log 10 ϕdt = − 10(−1) n (362880 − 60480n 2 π 2 + 3024n 4 π 4 − 72n 6 π 6 + n 8 π 8 ) n 10 , n ∈ Z + .
(3.8.1) Use the same method as in Section 3.1, we obtain ζ(3), τ 9,1 8 = τ 9,1 9 = 0, τ 9,1 10 = − 1 10! .
(3.8.2) Now let φ = 1 (ϕ = 1) and φ = −1 (ϕ = −1) respectively, the equations Π 9,1 (1) = 10 i=0 τ 9,1 i ̟ 9,1 i (1) and Π 9,1 (−1) = 10 i=0 τ 9,1
3.9. Generalization. As the readers might have noticed, for large k, it is practically very difficult to solve the linear equations about τ k,1 i given by
(3.9.1)
However, there is one critical observation that will make life much easier. From our computations of τ k,1 i when k = 2, 3, 4, 5, 6, 7, 8, 9, we have observed that
On the other hand, let n = 0 in the formula 3.9.1, and we have
where we have used
Π k,1 dt = 0 and
The other integrals in the formula 3.9.3 can also be evaluated easily
(3.9.5)
Conjecture 3.8. The complex number τ k,1 i , i ≥ 1 is always equal to −τ k−1,1 i−1 /i. Together with formula 3.9.3, it gives us a very efficient algorithm to compute τ k,1 i . Moreover, we have the following corollary.
Corollary 3.9. The complex number τ k,1 k+1 is equal to (−1) k /(k + 1)!. When k is an even integer, the equations
will give us the values of
H n,1 (n + 1) k and ∞ n=1 (−1) n H n,1 (n + 1) k (3.9.7)
in terms of the zeta values ζ(2), · · · , ζ(k + 1). While when k is odd, these two equations give us the trivial identity 0 = 0.
Double Zeta values ζ(k, 2)
In this section, we will apply the method in Section 3 to study the double zeta values ζ(k, 2), k ≥ 2 defined by
(4.0.1)
Follow Section 3, we construct a power series Π k,2 of the form Π k,2 := ∞ n=1 (−1) n H n,2 (n + 1) k φ n+1 , (4.0.2) which converges on the unit disc |φ| ≤ 1, while its value at φ = −1 is just −ζ(k, 2).
Lemma 4.1. The power series Π k,2 is a solution to the Picard-Fuchs operator D (k,2)
Proof. The Picard-Fuchs operator D k,2 is a linear operator, and its solution space is k + 3 dimensional. Suppose there exists a power series solution of the form ∞ n=2 a n φ n , with a 2 = −2 −k .
(4.0.4) Now we plug it into D k,2 , and in order for it to be a solution, we must have a 3 = H 2,2 3 −k , (n − 1) k+2 a n−1 + n k (2n 2 − 2n + 1)a n + n 2 (n + 1) k a n+1 = 0.
(4.0.5)
This recursion relation can be solved explicitly, and we have a n = (−1) n−1 H n−1,2 n k , (4.0.6) which proves this lemma.
With respect to the variable ϕ = 1/φ, the Picard-Fuchs operator D k,2 (after a multiplication by (−1) k+3 ϕ 2 ) becomes
Since the degree of D k,2 is k + 3, the dimension of its solution space is k + 3, and now we will construct a canonical basis for the solution space of D k,2 on the unit disc |ϕ| < 1. First, from the form of D k,2 , it has k solutions of the form ̟ k,2 i = log i ϕ, i = 0, 1, · · · , k − 1.
(4.0.8)
We need to construct another three linearly independent solutions. First, let us try whether there exists a solution of the form
(4.0.9)
In order for it to be a solution of D k,2 , we must have (n + 1) k+2 c n+1 + n k (2n 2 + 2n + 1)c n + (n − 1) k n 2 c n−1 + (−1) n+1 k(k + 1)! n(n − 1) = 0.
(4.0.13)
(4.0.14)
Next, let us try whether there exists a solution of the form
(4.0.15) Plug it into D k,2 , we obtain
(n + 1) k+2 d n+1 + n k (2n 2 + 2n + 1)d n + (n − 1) k n 2 d n−1 In conclusion, we have the following proposition.
Proposition 4.2. On the unit disc |ϕ| < 1, the k + 3 dimensional solution space of the Picard-Fuchs operator D k,2 has a canonical basis given by
(−k(k + 1)!) (−1) n n k+1 ϕ n log ϕ + the solution ̟ k,2 k+2 can also be written as The complex numbers τ k,2 i can be computed by the same method as in Section 3.1. More precisely, we have linear equations about τ k,2 i
for various n, e.g. n = 0, 1, · · · , k + 2. Solve these linear equations we get the value of τ k,2 i , therefore we have the following lemma.
Lemma 4.3. The complex numbers τ k,2 i lie in the field Q(π, ζ(3), · · · , ζ(k + 2)).
We now look at the case where k = 2. 4.1. ζ (2, 2) . When k = 2, use the same method as in Section 3.1, we obtain
The equations
give us the trivial identity 0 = 0. give us the following lemma. give us the trivial identity 0 = 0. 4.4. ζ(5, 2). When k = 5, use the same method as in Section 3.1, we obtain τ 5,2 0 = 6ζ(7) + 4ζ (2) The equations
give us the following lemma. (4.5.1)
give us the trivial identity 0 = 0. 4.6. ζ(7, 2). When k = 7, use the same method as in Section 3.1, we obtain (4.6.1)
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The equations Π 7,2 (1) = 9 i=0 τ 7,2 i ̟ 7,2 i (1) and Π 7,2 (−1) = 9 i=0 τ 7,2 i ̟ 7,2 i (−1) (4.6.2)
give us the following lemma. give us the trivial identity 0 = 0. 4.8. ζ(9, 2). When k = 9, use the same method as in Section 3.1, we obtain τ 9,2 0 = 10ζ(11) + 8ζ (2) ζ(2), τ 9,2 10 = 0, τ 9,2 11 = 1 11! .
(4.8.1) The equations Π 9,2 (1) = 11 i=0 τ 9,2 i ̟ 9,2 i (1) and Π 9,2 (−1) = 11 i=0 τ 9,2 i ̟ 9,2 i (−1) (4.8.2)
give us the following lemma.
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Lemma 4.7.
ζ(9, 2) = ∞ n=1 H n,2 (n + 1) 9 = −28ζ(11) + 9ζ (2) (4.9.5)
Conjecture 4.8. The complex number τ k,2 i , i ≥ 1 is always equal to −τ k−1,2 i−1 /i. Together with formula 4.9.3, it gives us a very efficient algorithm to compute τ k,2 i . In particular, we have the following corollary. H n,2 (n + 1) k and ∞ n=1 (−1) n H n,2 (n + 1) k (4.9.7)
in terms of the zeta values ζ(2), · · · , ζ(k + 2). While when k is even, the two equations become the trivial identity 0 = 0.
Remark 4.10. The readers are referred to the paper [2] for the similarities between the complex numbers τ k,1 i , τ k,2 i and the periods of Calabi-Yau n-folds.
Further prospects
We will end this paper with several open questions.
(1) Prove Conjecture 3.8 and Conjecture 4.8.
(2) Generalize the method to arbitrary double zeta values ζ(k, m).
(3) Generalize the method to arbitrary MZVs.
(4) Does there exist any connection between the results in this paper and the periods of Calabi-Yau manifolds [2] .
