We eonsider the solution set S of real linear systems Ax = b with the n x n eoeffieient matrix A varying between a lower bound A and an upper bound A, and with b similarly varying between Q, b. First we list some properties on the shape of S if all matriees Aare nonsingular. Then we restrict A to be nonsingular and symmetrie deriving a eomplete deseription for the boundary of the eorresponding symmetrie solution set Ssym in the 2 x 2 ease. Finally we derive a new eriterion for the feasibility of the Cholesky method with whieh bounds for Ssym ean be found.
Introduction.
In [2] we introdueed the interval Cholesky method in order to find an interval enclosure [xjC of the symmetrie solution set where in this definition the symmetry of A is dropped. astonishing, sinee, in general, Ssym differs from S as was example.
In this paper ( §4) we want to intensify our study on the symmetrie solution set Ssym. To this end, in §3 we repeat some eharacteristie properties of S. Parts of them are stated and proved in [4] . We will prove them again in a mueh shorter way than in [4] following the lines in [8] . We then turn over to properties of Ssym' For 2 x 2 matriees Ssym ean be represented in eaeh orthant 0 as the intersection of S, 0, and two sets of whieh the boundary is formed by eonie seetions. Thus, one deduees at onee that in the general n x n ease, the boundary 8Ssym ean be eurvilinear in eontrast to 8S, whieh is shown in [4] to be the surfaee of a polytope.
In the seeond part of our paper ( §5) we prove new eriteria for the feasibility of the and where lAG I is a matrix whieh is defined later. \Ve mention that symmetrie interval systems have also been eonsidered by Jansson [5] . In his paper the symmetrie solution set is enclosed by an iterative process.
This phenomenon is not shown in [2] by a simplẽ
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Preliminaries.
We start this section with some notations that we use throughout the paper.
By Rn, Rm X n, IR, I Rn, I Rm X n, we denote the set of real vectors with n components, the set of real m x n matrices, the set of intervals, the set of interval vectors with n components, and the set of m x n interval matrices, respectively. By "interval" we always mean areal compact interval. Interval vectors and interval matrices are vectors and matrices, respectively, with interval entries. We write intervals in brackets with the exception of degenerateintervals (so-called point intervals) which we identify with the element being contained, and we proceed similarly with interval vectors and interval matrices. Examples are the ith column e(i) of the n x n identity matrix land the null matrix O. As usual, we identify RnXl and IRnxl with Rn and I Rn, respectively. We use the notation [a]= [g,a] E IR simultaneously without furt her reference and, in an analogous way, we write
For interval vectors and interval matrices, these quantities are defined entrywise, i.e., they are real vectors and matrices, respectively. In particular, lxi = (lxiI) E Rn for point vectors x. We equip Rn and also Rnxn with the natural partial ordering :::;. In addition we write x < y or, equivalently,y > x for vectors For interval vectors and interval matrices zero-symmetry is defined entrywise.
We elose this section by noting equivalent formulations of nonempty intersections of intervals and by recalling two properties of the function ß above, which are proved in [6, Lemma 1.7.5, p. 28 
. The equivalence(a) {:} (b) is knownas Oettli-Prager criterion [7] ,the equivalence (a) {:} (e) is due to Beeek [3] . We will omit the proof.
To derive some more properties on S we deeompose Rn into its closed orthants
Ok, k = 1,. . . , 2n, whieh are uniquely determined by the signs Skj E {-I, + I}, j = (3.5 ). This in turn shows that S n 0 is eonneeted. The eompaetness and the eonneetivity of S follows from the same property of [A} x [b}and from the continuity of the function
the range of whieh is S. Now S being eompaet the same holds for Sn 0 sinee 0 is closed. The remaining property of S follows trivially from 2n S= U(snOj) j=l and from (3.5) , where Oj, j = 1,..., 2n, denote the orthants of Rn numbered arbitrarily. 0 That S ean be noneonvex is seen by the following example. This proves the theorem. 0 We remark that a necessary and suffieient eriterion for the eonvexity of S ean be found in [9] .
4. On the symmetrie solution set Ssym' We now turn over to the symmetrie solution set Ssymdefined in (1.1). We again assume . Using the continuous function f from (4.1) once more shows Ssym to be connected. 0 We next investigate Ssym in the 2 x 2 case morecarefully. To this end, as in §3, we fix an orthant 0 given by the signs SI,..., Sn of the components of its interior points. We define Bi, Hi as in (3.2)-(3.4 ) and e, fERn by
For n = 2 we use the sets
Obviously, each of these two sets has a conic section as boundary provided that 
In parlieular, if Ssym n 0 is nonempty, it is eompact, but not neeessarily convex. Proof The compactness follows from Theorem 4.1. The nonconvexity is shown by Example 4.4. It remains to prove (4.4).
:
Let x E Ssym n O. Then x E S n 0, and there exists asymmetrie
Multiplying (4.5) by Xl and (4.6) by X2 and substituting tXIX2 we obtain
whence, byLemma 2.1, we get equivalently
This means X E C-and X E C+, respectively. Therefore, Ssymn 0~Sn 0 n C-n c+ . 
for the two off-diagonal entries of A in (4.9).
If tl = t2 then x E Ssym n O. Therefore, assume tI =1= t2, say (4.10)
If Xl = 0 then A ean be replaeed in (4.9) by the symmetrie matrix
thus showing x E Ssym n 0 . Analogously one proeeeds für X2 = 0 .
Let now Xl =1= 0 and X2 =1= O. We first consider the ease Xl > 0, X2 > 0, which, by (4.8), means that 0 is the first quadrant of R2. Our proof is based on the equivalenee of (4.9) with (4.11) Sinee we supposed 0 to be the first quadrant this implies X f/ C-, whieh eontradicts (4.8).
Replaeing (4.10) by t1 > t2 and assuming X f/ Ssym n 0 yields 
we get from y E C-the inequality
where Y := DxY . Henee Y E C-implies Y E 6-, and analogously Y E c+ yields Y E 6+. Therefore, x E Sn 0 n c-n c+ results in x E Sn 01 n 6-n 6+ whenee (4.15)
x E Ssym n 01 as we have proved above. Sinee (4.15) implies AsymX = b for some symmetrie matrix
and some right-hand side bE [bI, it yields X E Ssym n 0 via (4.14).
0
The generalization of Theorem 4.2 for the ease n > 2 is not straight forward sinee the elimination proeess performed in the proof does not seem to work in this ease.
Sinee X E C-n C+ is equivalentto (4.7), we obtain immediately the subsequent eorollary from Theorem 3.1(a), (e) and from Theorem 4.2. 
----. . The set S = H1nH 1nH 2 nH 2nOl ISthe convex huH of the pomts (:2' "4)' (:2' :2)' ("3'"3) and (3, 1) . The boundary of Ssym= Sn 01 n C-n C+ is formed by the foHowingfour curves. The situation is illustrated in Fig. 3 . Step 2. Forward substitution for i := 1 to n do
Step 3. Backward substitution for i := n downto 1 do
Here, 
([Ln-I] ([Dn-l] (H. ([L2]([D2]([LI] ([D1][b]))))...)))
and l] ij is computed in the jth step of the "LLT-decomposition"). By (5.2) it is easy to see that the mapping
is a sublinear one in the sense of [6, p. 98 ], Le., (i)
Ä.=~«;J~~u:\.'Pu~\).tion. yields 
With the abbreviation ( ICh ([A) , [-e(l) , e(l)}) , . . . ,ICh ([AJ, [-e(n\ e(n) 
of f which is then called normal in [6, p. 102] .
. We next recall an equivalentdefinition of Step 1 in the interval Choleskymethod. 
Then the Cholesky method is feasible for [B] . Proof by induction. The proof proceeds similarly as for Lemma 4.5.14 in [6] .
Let n = L Then (5.6) implies u > O. Again (5.6) together with 0 < Qu yields 
holds for some vector u' > 0 then~ [B] has a Cholesky decomposition, say ([i/), [i/JT) , by the hypothesis of our induction, and with (~0 )
To prove (5.9) we apply ß from (2.1) componentwise, and use the notation from (5.8) as weil as that of Lemma 2.2. We then get (5.10)
We now want to apply Lemma 2. 
Since Ul > 0, the inequality (5.12) implies (5.11), and Lemma 2. 
This proves (5.9) and terminates the induction. We are now ready to prove our main result. 6. Concluding remarks. We stress the faet that the main purpose of this paper is to give eriteria for the feasibility of the interval Cholesky method. If this feasibility is guaranteed-for example, this is the ease if one of the eriteria presented in this paper or in [2] holds-the quest ion arises immediately how dose the symmetrie solution set Ssym is induded. Especially, what is the relation between the results of applying the Gaussian algorithm (or some other method) and the interval Cholesky method, respeetively? In [2] it was shown by simple examples that generally no eomparison is possible. The examples from [2] can be generalized to arbitrary large dimensions n > 2 without any diffieulties. Henee up to now it is not dear under whieh eonditions on the given interval matrix the interval Cholesky method is superior to the interval Gaussian algorithm or viee versa. The investigation of this question andfor some statistics about the width of the bounds for systems of larger dimension will be part of further research.
We also mention that for a given real system a very careful analysis of the floatingpoint Cholesky decomposition was performed in [10] . If the matrix as weH as the right-hand side are afHicted with tolerances then bounds are computed for the set of all solutions for data within tolerances.
