The increasing quality of satellite images has generated interests in extracting man-made structures in urban areas, such as buildings and roads. A classification adapted to urban areas can help to identify these structures. In this paper, SAR information are used to improve land-cover classification. We proposed a classification process using both radar and optical data, a segmentation and a classification with Support Vector Machines (SVM).
INTRODUCTION
Among the Earth Observation sensors, optical and radar ones deliver images with different kind of information. Therefore, it is interesting to fuse such data. For this purpose, a registration process is required. But because of the particular geometric distorsions in radar images, this step may be difficult. Indeed, depending on the height, some objects can be superposed in the SAR image with other. In order to improve the registration and help to interprete the data, we want to introduce a supervised classification of the optical data. It can help to identify objects above-ground and so, to calculate the real transformation between both images.
In high or very high resolution images, spectral characteristics of urban areas such as parking, grass field or building roofs, are so similar that they are often not sufficient to separate the different classes. For now, classification accuracy of panchromatic metric resolution data is not fully satisfactory. Spectral characteristics, geometrical information and multi spectral bands are usually used in classification. It may be useful to introduce additional information into the classifier. Some methods introduced multiband images or digital elevation model [1] [2] . In this paper we study the interest of SAR data combined with optical images.
We propose an object-based method ( Figure 1 ): first a segmentation of the optical image of urban areas is performed; second, textural and geometrical characteristics are extracted from each segment; then, statistical information of SAR images are incorporated to the classifier; finally a supervised classification is performed. The model is evaluated using Support Vector Machines in a cross-validation process.
CLASSIFICATION PROCESS

Registration
The first step to classify the data is to register them. There is different way for automatic SAR/optical registration. Some use features [3] or pixel intensity [4] , others use sensors parameters. In pre-processing we used the method proposed in [5] , wich does not require any sensor parameters. First a rigid deformation is computed based on Fourier-Mellin invariant. Second, the registration is refined using a polynomial transformation. Some particular points are extracted in optical image and their corresponding are determined in the SAR by mutual information. Finally we obtain a registration with an accuracy around ten pixels.
Segmentation
The proposed framework relies on a preliminary segmentation of the data to extract shape characteristics of the segments and textural features at object scale. Due to the specific radimetry of SAR imagery, the segmentation is performed on the optical image. Different segmentation methods were tested : Watershed [6] , Guigues segmentation [7] and the segmentation tool presented in [8] by Luo, which is based on Fast Level Set Transform [9] for the decomposition and then regularized considering the noise present in optical images ( Figure  2) . These segmentations are then superposed to the SAR data, as if both images are well registered. Most of the difficulty when using Watershed or Guigues segmentation is to determine the good parameters (the flood level or scale parameters) for the segmentation. The segmentation based on Fast Level Set Transform permits to overcome the problem, since it does not require any parameters. 
Feature Extraction
Feature extraction can be seen as finding a set of vectors that represents a good observation of each target objects and helps to discriminate their classes. For this purpose, textural and geometrical characteristics are used. Gabor wavelets [10] are used to extract textural characteristics, with 4 orientations and 3 dimensions. For each object, variance and mean of the filtered image are computed; this will constitute the 4*3*2=24 textural features. Other characteristics are extracted, like mean and variance of the original image.
Textural characteristics are not sufficient to discriminate the different classes in high resolution panchromatic data. Thus, some geometrical features of each object have been computed according to their shape. For this purpose, the perimeter, surface and a term of scale (scale = surface/perimeter) of each objects have been computed.
In this paper we have investigated how the introduction of SAR data can improve the classification process. Some specific features like bright scatterers are visible on buildings, whereas roads appear dark; thus these images are particularly relevant in order to discriminate the classes of urban areas. In [11] it is shown that the 3 first log-cumulants are very useful to capture discriminative information. Log-cumulants on the SAR image over the segmented objects provide the last feature set. Moreover these parameters are really easy to compute: the log-cumulants k n are function of the log-moments m n , where m n is defined as follow.
Choice of the classifier
The third step of the classification process is the choice of the classifier. Several urban classification methods have been proposed in the remote sensing literature. Classification algorithms such as maximum likelihood [12] , neural network [1] , fuzzy models [13] or Support Vector Machines (SVM) were frequently used for the classification. All these methods have their own characteristics and advantages. For the purpose of supervised classification of optical and SAR data, one of the main difficulties of statistical methods is the small ratio between the number of training samples and the number of features. The less training samples we need, the better it is for the user. But it is proved that a low number of training samples makes it impossible to obtain a good estimation of the probability density function [14] . In consequence, we choose to use a classifier based on "geometrical" criterion instead of "statistical" criterion in this process. Several methods were compared regarding their classification result and the number of features required. The first method is the k-nearest-neighbor [15] which is a reference in pattern recognition. It is based on counting the number of nearest neighbor in the training set. The second is the Fisher linear discriminant [16] , the SVM was tested using a linear kernel (SVM-Linear) or a Gaussian kernel. The features extracted before are sorted according to their relevance. Feature selection and classification was computed with libsvm in the spider environment. Features were selected with a method based on Fisher discriminant. Figure 3 plots the accuracy of each classifier versus the number of features. It can be seen, that SVM gives better result than the other methods (76% instead of 59%). The ten first features are really significative and usefull for the classification. Amongst them, are the log-cumulants from the SAR image, that show the importance of both data. Moreover, when using a non-linear kernel, SVM gives better result. So for the classification process, SVM with Gaussian kernel were chosen.
EXPERIMENTAL RESULTS
The proposed classification process has been tested on a couple of Quickbird and Ramses images with size 2048x2048 and a resolution around 0.7m, the study area lies in Toulouse (France). The classifier returns five classes corresponding to urban areas: buildings, high vegetation, ground, roads and shadows. 
. Projection exemples of the ground truth depending on the segmentation: (a) original, (b) Watershed, (c) Guigues and (d) Luo segmentation.
In order to have a quantitative evaluation, ground truth was manually generated. Though, because of the object approach, it is necessary to project the ground truth on the segmentation. We assign the majority pixel class to each segment. Figure 4 shows the projected ground truth. 50 segments of each class were used as training set. The parameters of the SVM were evaluated through cross-validation on the training set with all the features proposed in 2.3.
Robustness to the segmentation
In order to assess the robustness of the classifier to the segmentation, each of them have been tested. For each segmentation, the classification has been trained five times with different initialisation for the training. Table 1 shows the mean percentage of good classification considering the number of segments or the surface. Depending on the segmentation, a scene can be divided into a variable number of segments. Thus it is important to jointly consider the accuracy of the segments versus the surface of the scene.
As it can be seen, all segmentation algorithms have equivalent performances, but Luo's method is higher when considering the well classified surface. However when considering the segments, Luos method has less accuracy. that none of these segmentation methods is better than the other, they all seem to have the same accuracy. That proves a robustness of the classifier to the segmentation. Considering that, in the following we use Luo segmentation. The main benefit of this method is that there is no parameters to determine. Table 2 shows the mean classification recognition rates obtained with features extracted from each and both data. It can be seen on one hand that the optical image provides good information to identify the shadows, ground and high vegetation. But the textural and geometrical features are not sufficient to recognize roads. On the other hand, the SAR image helps at identifying buildings and roads, even if the images are not exactly registered. Using the information contained in both data improves the classification performance. Figure 5 show the registered Quickbird image, the Ramses image and the classification result. Because of the number of segments (around 200000), only the largest were classified. Table 2 . Mean classification recognition rates obtained on the urban area of Toulouse, considering five classes and features extracted from optical image only, radar image only and from both data.
Feature complementarity
CONCLUSION
Recent research has shown the interest of incorporating other information for classification of urban areas in panchromatic image. Usually, multi-spectral data and geometrical characteristics are used. In this paper, we proposed a supervised classification process using an optical based segmentation, SAR and optical information and non-linear SVM. The SAR information leads to significant improvement in classification when conjugated with geometrical and optical textural features even if the data are not exactly registered. For now, the accuracy of the classification is between 75 to 80%, but this result can be improved with a pixel-based registration. As future work, we propose to evaluate the class and the position of each segment in the same time through a classification process.
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