Abstract-A new decentralized approach for solving the economic dispatch problem is presented in this paper. The proposed approach consists of either two or three stages. In the first stage, a flooding-based consensus algorithm is proposed in order to achieve consensus among the agents with respect to the units and system data. In the second stage, a suitable algorithm is used for solving the economic dispatch problem in parallel. For cases in which a nondeterministic method is used in the second stage, a third stage is applied to achieve consensus about the final solution of the problem, with a flooding-based consensus algorithm for sharing the information required during this stage. The proposed approach is highly effective for solving the non-convex formulation of the economic dispatch problem and for incorporating transmission losses accurately in a fully decentralized manner. Three case studies that were examined for validation purposes are described. The results obtained demonstrate that the proposed approach aggregates many of the advantages of both centralized and fully decentralized mechanisms for solving the economic dispatch problem.
I. INTRODUCTION

S
OLVING the economic dispatch problem (EDP) is one of the most important tools of power system operation. The objective of solving it is to minimize the total generation cost of the generation units while satisfying numerous constraints associated with both the units and the system. The simplest formulation of the EDP involves a convex cost function and neglects many practical cost functions, such as those involving the valve-point effect or prohibited operating zones and those for multiple fuel units. The simplest formulation is either an approximated formulation or, when many practical non-convex cost functions are present in the actual system, a completely improper formulation. Such an improper formulation and the solution based on it may result in monetary losses in the order of millions of dollars per year. A more practical EDP formulation is based on treating the problem as a non-convex optimization problem in which practical non-convex cost functions are taken into consideration. Almost all previously presented solutions to the non-convex economic dispatch problem (NCEDP) are centralized solutions: the problem is solved in a central authority. Recent studies directed at enabling smart grids have led to a new research trend: the development and investigation of solutions to the EDP based on decentralized and distributed mechanisms [1] - [5] . The primary motivations for this trend are as follows:
1) The extensive employment of smart grid concepts will lead to communication congestion and complexity in central management systems. The complexity inherent in centralized controllers may make it difficult for system operators to act on information collected from smart grid sensors in an appropriate time frame [1] , and the resultant communication congestion requires the implementation of a high-bandwidth communication infrastructure [5] . 2) A fully decentralized system does not give rise to concerns about reliability issues related to single point failure [1] - [5] . 3) Distributed and decentralized systems are more scalable and more flexible with respect to system changes than centralized systems and hence can more effectively accommodate the variable topology and the plug-and-play feature associated with smart grids [4] . Based on these factors, the need for consideration and investigation of decentralized EDP solutions is apparent. However, the literature describes only a few attempts to solve the NCEDP in a distributed manner. Almost all previously proposed distributed and decentralized algorithms are based on an approach involving consensus about the incremental cost [1] - [4] . This approach can be used only for solving the EDP with convex cost functions in a distributed manner, and transmission losses cannot be appropriately or accurately incorporated. Previous attempts to incorporate transmission losses, such as in [1] and [5] , are based on the assumption that the loss coefficients are always constant or are provided to the agents by a central authority. Another attempt to incorporate transmission losses into a distributed algorithm is that proposed in [4] ; however, the results produced by the first case study reported in [4] show that the methodology used to incorporate the transmission losses yields inaccurate results, especially when a substantial change in system state occurs between one dispatching period and the next, such as a significant change in system load. The only attempt to solve the NCEDP using a distributed algorithm is that reported in [5] ; however, in addition to the disadvantage of the assumption of constant loss coefficients or central authority assistance in computing the loss coefficients, another inadequacy is that better-quality solutions for the NCEDP can be obtained if an efficient metaheuristic technique were used rather than the 0885-8950 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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deterministic algorithm proposed by the authors in [5] . The innovation in this paper is presenting a new fully decentralized approach for solving the EDP. This new approach utilizes the flooding based consensus algorithm over a ring communication graph for information sharing between the agents. The advantages of the approach presented in this paper are as follows:
1) The proposed approach is fully decentralized, with no need of a central authority to compute the total number of agents, the total system load, or the transmission losses.
2) The proposed approach can be adapted for solving both the convex and the practical non-convex formulation of the EDP. 3) Transmission losses are incorporated effectively. 4) Because the proposed approach can share transmission line data and bus data among the agents in a reasonable timespan that is equal to or less than a few seconds, the proposed fully decentralized approach can be adapted for solving other power system optimization problems in a fully decentralized manner: security-constrained economic dispatch, unit commitment, and optimal power flow. The development of a fully decentralized approach that provides the above advantages for solving the EDP entails two assumptions: each bus considered in the power network must have a distinct number that characterizes it from other buses considered, and the system load can be aggregated for a specific set of buses in which each bus is responsible for estimating or forecasting its connected load for the next dispatch period. The second assumption has been implicitly taken into account in previous reported studies in which fully distributed algorithms are proposed, such as [2] , [4] , and [5] . For future power systems, i.e., smart grids, a set of intelligent buses for which the total system load can be aggregated, with the buses estimating and forecasting their load and then communicating with one another, is a reasonable assumption.
The paper is organized as follows. The formulation of the EDP is discussed in Section II. The proposed approach is introduced in Section III, and the simulation results are provided in Section IV. Section V includes a discussion of the practical issues and limitations related to the proposed approach, followed by the presentation of the conclusions in Section VI.
II. FORMULATION OF THE ECONOMIC DISPATCH PROBLEM
A. Simple Formulation
The following represents a simple formulation of the EDP:
where is the cost function of generation unit i; is the power output of generation unit i; is the number of generators; is the total system load; are the lower and upper limits of generation unit i, respectively; and is the total system losses computed using Kron's loss formula, as follows: (4) where B, and are the loss coefficients. The generation cost function is modelled with the following quadratic formula: (5) where , and are the fuel cost coefficients for unit i.
B. EDP With Consideration of the Valve-Point Effect
Real input-output cost curves for the generator units are nonconvex due to the valve-point effect. A cost function that includes the valve-point effect can be expressed as follows [6] : (6) where , and are the fuel cost coefficients for unit i.
C. EDP With Consideration of Prohibited Operating Zones
Physical operating limitations may result in generation units with prohibited operating zones. To model these zones, the following constraints must be added to the problem formulation: (7) where is the lower bound of the th prohibited operating zone of unit i, is the upper bound of the th prohibited operating zone of unit i, and is the total number of prohibited operating zones in unit i.
D. EDP With Consideration of Ramp Rate Limits
In actual systems, thermal units cannot change their output power instantaneously. A change in unit output power from one specific interval to the next cannot exceed a specified limit, as expressed using the following equations. As the output power increases (8) As the output power decreases (9) Combining (8) and (9) with (2) enables (2) to be written as (10) where is the unit output power at the previous interval, and and are the up-ramp and down-ramp limits of unit i, respectively.
III. PROPOSED APPROACH
The approach presented in this section is proposed primarily for solving the NCEDP in a fully decentralized manner. With some adaptation, the approach can also be applied for solving the EDP with convex cost functions in a fully decentralized manner. It is assumed that each power generation station in the power system has an agent responsible for solving the EDP and that this agent is embedded in the control system of the power station. An undirected ring communication graph is assumed to connect the agents. The use of a ring topology is not a restrictive assumption for the operation of the proposed flooding-based consensus (FBC) algorithm. The advantage of the ring graph is that it provides a simple and fast stopping condition for the proposed flooding algorithm, as explained later in this section. For connecting the agents, any other undirected and connected communication graph topology can be assumed. A general stopping criterion that can be used with any graph topology is based on defining a certain timing condition for each agent. The stopping criterion based on a timing condition works as follows. Once an agent sends its first message, the agent sets a time counter. When the agent receives a new different message, it then resets this time counter to zero. If the time in this time counter reached a predefined certain time, which means that the agent did not receive any new different messages for this time period, the agent will stop and will start the next stage. This predefined time period can be as small as 0.15 s. During this time period, the agent keeps switching the messages normally between its neighbors, but it does not reset the time counter or store these repeated messages in its dynamic matrix if the received message is not a different message compared to the messages it has collected already in its dynamic matrix. In the proposed algorithm, each agent communicates only with its neighbors in the graph.
The proposed approach consists of three stages. In the first stage, the agents reach consensus about the problem data, using a flooding-based consensus (FBC) algorithm. The FBC algorithm is based on the concept of flooding algorithms [7] , [8] , which are routing algorithms used in data networks for broadcasting messages or data packets between network nodes. Flooding algorithms, whose application in computer networks and ad hoc wireless networks is well known, function in the following way. In the first iteration, each node sends its data to its neighbors. In the following iterations, each node in the network that receives the data then stores a copy and resends them to all of its neighbors except the one from which it received the data. The algorithm stops when all nodes have received and transmitted the data only once. Since a ring communication graph is assumed in this work, and since this graph consists of one loop only, each agent will receive a repeated message only if this message has already been transmitted by all of the other nodes in the network. This condition can be used as a stopping criterion for each agent under the synchronized mode of operation. The synchronized mode of operation means that the agents start the algorithm according to synchronized clocks and keep switching the messages between their neighbors following a certain predefined time step. For stopping the algorithm in the case of asynchronous mode of operation of the proposed FBC algorithm, the timing based stopping condition discussed above can be defined for each agent.
When each agent receives a new message that contains unit data, it copies and stores it in a dynamic matrix. Fig. 1 shows a flowchart that clarifies the operation of the FBC algorithm; is the message that contains the data from agent i, and is the set of neighboring agents for agent i.
After the agents have reached consensus with respect to the problem data, the second stage begins, during which each agent solves the EDP locally using a suitable algorithm. For solving the NCEDP, an appropriate metaheuristic technique can be applied during this stage. A flowchart that clarifies the operation of the second stage that involves the metaheuristic technique is shown in Fig. 2 . In this figure, nr is the run counter, nrt is the total number of runs, and g is the iteration counter.
Since metaheuristic techniques are stochastic in nature, with each run of a metaheuristic algorithm possibly producing a different solution, the agents will produce different solutions for the problem. To address this issue, a third stage is incorporated to enable the agents to reach consensus about the best solution to the problem. Fig. 3 shows a flowchart that illustrates stage 3, during which each agent prepares a message that contains the best solution the agent has obtained. An example of this message is a tuple , where is the bus number; and is a vector defined as , where Total is the best cost computed by agent i, and are the corresponding power levels produced by the generation units. After the agents apply the FBC algorithm so that they can reach agreement about the best solutions, each agent computes a final solution to the problem using the following equations: (11) (12) where is the total number of generating units in the network, and is the generator index that provides the best solution to the problem. An example that clarifies the operation of the FBC on the physical level for four-bus network is shown in Fig. 4 .
To compute transmission losses in a fully decentralized manner, the loss coefficients in (4) must be computed locally by each agent, which means that each agent must solve the power flow problem locally [9] . This step can be performed if each agent has knowledge of the complete power network data represented in the transmission line data and the bus data, in the following way. It is assumed that each agent knows its own bus data plus the data related to the transmission lines connected to its bus, and each agent then prepares a message that contains a data matrix in which the first row contains the bus number, the bus stamp, and the generator data. The second row contains bus data such as the bus type; whether it is a slack, constant power, or load bus; the bus voltage; and the active and reactive load power. The next rows, one row per line, contain the data for the transmission lines connected to the bus: the resistance, the reactance, and one-half of the total line susceptance. After this message is prepared, the FBC algorithm is applied, stopping when each agent has all the data it needs to solve the power flow problem locally. At this stage, each agent can include power flow equations as constraints while solving the EDP; however, handling power flow equations in a metaheuristic technique demands substantial computational power. For this reason, after the power flow problem has been solved locally, the loss coefficients are computed from the power flow results using the technique from [9] . Kron's loss formula is then applied by each agent in order to calculate the transmission losses for each candidate solution in the metaheuristic algorithm.
IV. RESULTS AND DISCUSSION
A. Modeling Methodology and Assumptions
In this paper, the MATLAB has been used for validating the operation of the proposed approach; however, a different modeling methodology than that used by the previous literature [1] - [5] is used in this paper. This modeling methodology is more suitable for validating the operation of the proposed flooding-based consensus algorithm and hence validating the proposed approach. In this modeling methodology, each agent has been modeled as a separate MATLAB function defined in a separate MATLAB program (m-file). The local data for each agent has been defined only for that agent. Each agent also has its own dynamic matrix. In order to model the capability of each agent to communicate with its neighbors, the names of the MATLAB functions that represent the neighbor agents have been defined to each agent. Only two MATLAB functions have been defined to each agent. Thereafter, in order for an agent to send a message to one of its neighbors, it calls the function that represents this neighbor and passes to it the message which can be a matrix or a vector as an argument. Once an agent receives a message from one of its neighbors, it checks the content of the message through comparing the message content with that of the previously received messages, which are stored in its dynamic matrix. If the received message is a new different message, the agent stores it in the dynamic matrix as a new row or a set of new rows according to the number of rows in the received message. After that, the agent passes the received message to the other neighbor using a bus stamp idea. In this idea, each message contains a bus stamp element that is used as follows. First, when each agent prepares its message, it adds a bus stamp element equal to its bus number. Any agent in the network that receives a message changes the bus stamp element in the message to match its own bus number before relaying the message to its neighbors. The bus stamp enables each agent to determine which neighbor sent the message and to which neighbor it must transmit this message. In multi-agent software such as JADE, each message sent by any agent has the name and address of the sender agent attached to this message. In this case, the bus stamp idea is not needed. The bus stamp idea has been used while modelling the agents in MATLAB. After running the algorithm, the algorithm stops autonomously with each agent has all the system data in its own dynamic matrix. The previously mentioned modeling methodology has been used to validate the operation of stage one and three of the proposed approach. To run the second stage, all the meta-heuristic technique runs have been done sequentially on one computer. After finishing the first stage, one agent is chosen randomly to run the total number of runs of the meta-heuristic technique based on the data it has in its dynamic matrix and which are the same for all the other agents. After the agent finishes the total number of runs, the final solutions of the runs are distributed over all the agents and then the third stage is validated in the same way used for stage 1.
B. Experimentation With JADE and Approximating the Communication Time
JADE software was used as a means of approximating the communication time between agents using the following experimental setup. Two personal computers were located 2.4 km apart. An agent was launched on each computer using the JADE software. The internet was used for the creation of the communication link between the two agents. To determine the time required to send a message between two agents, the time difference between the sending of the message by a specific agent and receipt of a response message by the same agent was recorded. This time is equivalent to the sending of two messages. With the above experimental setup, the average time required for a message to be sent between two agents was found to be 0.046 s, which also includes the time required for the JADE software to prepare for sending a message and to check the content of the received message. In the above experimental setup, one of the computers has a Core i7 (2.4 GHz) processor and 8 GB of RAM. The second computer has a Core i5 (3 GHz) processor and 4 GB of RAM. The messages sent between the agents were containing 1 scalar number during this experiment. When the experiment has been repeated with the same specifications except that instead of sending one scalar number in each message, a matrix containing 64 scalar numbers has been used in each message the average time for sending a message in this case was found to be the same as in the previous experiment (0.046 s). When the same experiment has been repeated between two computers one has a Core i5 processor (3 GHz) and 4 GB of RAM, and the second has a Core2 Duo processor (2.13 GHz) and 3 GB of RAM, the average communication time to send a message between two agents was found to be 0.080 s.
The above experimentation for approximating the communication time of sending a message between two agents has been extended to validate the operation of the FBC algorithm over a ring communication network that connects three different personal computers. The specifications of these computers are as follows: -Computer 1: Core i5 processor (3 GHz) and 4 GB of RAM -Computer 2: Core i7 processor (2.4 GHz) and 8 GB of RAM -Computer 3: Core2 Duo processor (2.13 GHz) and 3 GB of RAM Due to the differences in the specifications between the computers, the communication time required to send a message over the three communication links is not equal. This creates an unbalanced communication network. A schematic diagram that clarifies this ring communication network is shown in Fig. 5 . Fig. 6 shows a screenshot of JADE GUI from computer 1. As shown in Fig. 6 , the platform of agent 1 is able to detect the existence of the remote platforms using the internet. In this experiment, The FBC algorithm has been validated under the asynchronous mode of operation. Testing the operation of the FBC algorithm under the asynchronous mode of operation and an unbalanced communication network represents a tough testing condition compared to testing the algorithm under a synchronized mode of operation and a balanced communication network. The algorithm started by agent 1 that sent two messages contain its data to its two neighbor agents. The algorithm has stopped successfully with each agent has the data of the other two agents in addition to its own data. The time measured by each agent is the time difference between the time of sending its first message and the time of detecting the receipt of the first repeated message. Using this experimental setup, the operation of the FBC algorithm has been tested for 10 consecutive times and the minimum, average and maximum of the time recorded by each agent is shown in Table I .
C. Calculating the Time Required by the Proposed Approach
Calculating the time needed for stage 1 and stage 3 is based on the assumption that stage 1 and stage 3 are completed over consecutive iterations under the synchronized mode of operation. With each iteration, each agent receives two messages from its two neighbors, which also means that each agent sends two messages to those two neighbors per iteration. The total number of iterations required for the information to be shared among the agents can be computed as follows: (13) where is the total number of nodes in the system. It is also assumed that the time required per iteration is equivalent to the time required for sending one message between two agents.
The time required for sending a number of consecutive messages that matches the total number of iterations is assumed to be equal to the time required for stage 1. The same methodology was also applied for approximating the time required for stage 3. The total time required for solving the EDP using the proposed approach can be computed from the following formula: (14) where is the time required for stage 1; is the time required for stage 2, as calculated using (15) ; is the time required for stage 3; and is the time required for solving the power flow problem and computing the loss coefficients, if needed: (15) where is the total time required for agent j to solve the EDP for a specified number of runs, and is the total number of generator agents.
D. Differential Evolution Algorithm
To solve the NCEDP locally by each agent, the differential evolution (DE) algorithm, proposed in [10] , has been utilized in all the case studies in this paper which involve non-convex cost functions. The main reasons for choosing the DE algorithm are its simplicity of implementation and its satisfactory convergence speed. The results obtained by the differential evolution algorithm with the constraints handling techniques adapted in this paper were found to be satisfactory compared to the results presented in the previous literature. This section aims at reviewing the DE algorithm. The differential evolution is a stochastic search method that works in the general framework of the evolutionary algorithms. The operators used by the differential evolution are the mutation, crossover and selection. The DE algorithm starts by initializing the population vectors within their limits. For each vector in the population , three other vectors , and are selected randomly from the population such that , and then these three vectors are employed to create a new mutated vector as follows: (16) where is a scaling factor. After the previous mutation process, the binomial crossover process is applied for mating the vector and the vector according to the crossover probability C to produce a new offspring . The crossover operation can be expressed as (17) where , and are the th components of the vectors , and , respectively.
is the th evaluation of a uniformly distributed random variable between 0 and 1. Finally, the selection process is applied to choose one survivor between the vector and the vector for the next generation. If the fitness value corresponding to is higher than that of , then will replace in the next generation, otherwise, will remain the same for the next generation.
E. Initialization and Handling the Constraints
In order to initialize the population, each component of the individuals is generated randomly as follows: (18) where rand is a random number between 0 and 1 that obeys the uniform distribution. For handling the inequality constraints such as the prohibited operating zone, the generator limits and the ramp rate limits, the penalty function method has been used. In this method, if any of the generators output power has violated any of the above inequality constraints, the problem solution that contains this output power is penalized with a very large positive constant. For handling the equality constraints, the concept of the dependent source [11] and [12] has been used. In this concept, a dependent unit is chosen randomly, and the power mismatch is added to the output power of this unit. If this dependent unit violates its generation limits due to the additional mismatch added to it, the unit is fixed to its violated limit, and the remaining of the mismatch is compensated from another randomly selected unit. This process continues till the mismatch vanishes. In the case of a system in which the transmission losses are not considered, the mismatch is computed as follows: (19) In the case of considering the transmission losses, the mismatch is computed as follows: (20) For the DE algorithm, the crossover probability used in this paper is 0.5, and the scaling factor is 0.09.
F. Case Study 1
The system used in this case study consists of 26 buses, six thermal units, and 46 transmission lines. The ramp rate limits, the prohibited operating zones and the transmission losses are taken into account. The transmission line and bus data are as provided in [9] , and the generator data are as given in [13] . After the proposed approach was applied, all of the agents reached consensus about the solution shown in Table II . To solve the power flow problem and to compute the loss coefficients, the MATLAB toolbox presented in [9] was used. The method that has been used to solve the power flow problem in this case study is the Newton-Raphson method. A ring communication network connects the 26 buses. It is assumed that the generator buses are responsible for solving the EDP and that each generator agent runs the differential evolution algorithm for three runs, so the total number of runs is thus 18. The number of iterations used by each agent , and the population size . Table II shows a comparison of the results obtained by the DE algorithm and some of those reported in the literature. The total losses computed in [16] - [19] are lower than those obtained using Kron's loss formula. This discrepancy means that the total power generated as shown in those studies is lower than the actual value, which results in a lower total generation cost. When the prohibited operating zones and the ramp rate limits are not considered, the resultant problem has a convex cost function and one optimal solution. This problem has been solved in [9] , and the global optimal solution has a total cost equal to 15 447.72 $/h. When the prohibited operating zones and the ramp rate limits are considered, the global optimal solution should have a total generation cost either equal to 15 447.72 $/h or higher than this value but not lower. From Table II , it can be noted that the solution provided by the DE algorithm has a mismatch equal to 0.02 MW, which is due to the rounding up of the power generated by each unit to two decimal places. This mismatch helps produce a slightly lower total cost, which might also be the case in [15] , in which the power generation from each unit is also rounded up to two decimal places, and a mismatch of 0.01 MW exists. When the DE algorithm is used without rounding up the output power computed for the units, the best solution found has a total cost of 15 449.89 $/h, with a mismatch equal to -MW. The loss coefficients used in all of the references cited in Table II are TABLE II  SIX-GENERATOR TEST SYSTEM: COMPARISON OF THE DE ALGORITHM SOLUTION WITH SOME OF THOSE REPORTED IN THE LITERATURE   TABLE III four decimal places rounded up from the original loss coefficients. When each agent solves the power flow problem and computes the original loss coefficients without rounding up, the solution obtained with the DE algorithm entails a total cost of 15 447.72369 $/h, which is approximately equal to that provided in [9] when a convex cost function is considered. After each agent has computed the loss coefficients, the loss coefficients are rounded up to four decimal places in order to provide a fair comparison with the results from other studies. The total time required for the proposed approach to solve the above problem, as computed using (14) and (15), is 3.634 s, where s, s (maximum time for running the DE algorithm for three runs over all of the generator agents), and s.
G. Case Study 2
A 40-unit system was considered in this case study. The data for the system are listed in [20] . In this system, the cost function is non-convex due to the valve-point effect. The number of iterations used by each agent , and the population size . Table III shows a comparison of the results obtained using the DE algorithm and those obtained with other algorithms reported in the literature. Total number of agents in this case study is 40.
Each agent runs the metaheuristic technique for 3 runs. The minimum total cost in Table III is the value on which the agents reached consensus.
All of the solutions shown in Table III are centralized except that from [5] , which is distributed, and that obtained using the new approach, which is decentralized. The summation of the total power generated with the best solution obtained by the DE algorithm is 10 500 MW, and the mismatch is zero. The total time required for the proposed approach to solve the above problem as computed using (14) and (15) 
H. Case Study 3 1) Part A:
Most previously proposed decentralized and distributed algorithms for solving the EDP are based on achieving consensus with respect to the lambda variable. One such algorithm is the one proposed in [2] , which has been re-simulated for comparison with the approach proposed in this paper. The same test system used in [2] , which consists of four units, was also used in this case study. The authors of [2] claimed that their proposed communication graph, which is shown in Fig. 7(a) , is sufficient to enable information sharing between the agents and is less restrictive than an undirected communication graph. These points are true; however, if a failure occurs at a specific communication link between two agents, such as link 4-1 as shown in Fig. 7(b) , the whole algorithm fails. The approach proposed in this paper has been applied to solve the same problem, and the equal incremental cost method has been used by each agent to solve the problem locally during stage 2. Stage 3 is not needed in this case. The problem has been solved for two cases: one with a loss of one communication link, and the second without this loss. For both cases, the agents reached consensus about the following solution: $/MWh, , and . An inspection of the communication graph in Fig. 7(a) reveals that the summation of the out-degree over all of the nodes in this graph is equal to 5, so five messages are assumed to be sent by the nodes for each communication iteration. Each message contains two scalars: the estimated lambda value and the power mismatch estimated by agent i. The total number of scalar values that flow over the network is equal to 10 per iteration. The total number of iterations required for solving the above problem using the consensus on lambda approach is approximately 20. With the algorithm proposed in [2] , the total number of messages that flow over the four-bus system is therefore , and the total number of scalar values transferred over the network is . The time required with the approach proposed in [2] is equal to the time required for 20 communication iterations, which is considered equal to the time required for sending 20 consecutive messages between two agents, or 0.92 sec. In contrast, if the above system is assumed for the approach proposed in this paper, each message consists of a tuple that contains 8 scalar values, as follows:
where is the load at bus i. Each node sends two messages per iteration and receives two messages per iteration. For the four-bus system, the total messages sent per iteration equals , and the total number of iterations, based on (13), is equal to 2. With the proposed algorithm, the total number of messages that flow over the four-bus system is , and the total number of scalar values transferred over the network is . The total time required for the proposed approach to solve the above problem is 0.282 s: the time required for stage 1 is 0.092 s, and the time required for each agent to solve the problem locally using the equal incremental cost method is 0.19 s using a computer with Core2 Duo processor (2.13 GHz) and 3 GB of RAM.
2) Part B: In [4] , the authors proposed a technique for incorporating transmission losses while solving the EDP using the consensus on lambda approach. They used a six-bus, threegenerator, and 11-line system, the data for which is available in [27] . They also doubled the system load from 210 MW to 420 MW and then applied their proposed algorithm in order to dispatch the system at the 420 MW load. The results obtained by this proposed algorithm was MW, MW, and MW. According to [4] , with the above dispatching, the power mismatch becomes zero, and the generation-demand equality constraint is satisfied; however, summing the output power of the three generators gives a total power generated of 426.81 MW, which means that the total transmission losses are 6.81 MW. When the power flow problem has been solved with the new load values and output generator power, the total transmission losses are found to be 19.199 MW. The proposed approach in this paper has been applied to solve the economic dispatch problem for that system. In stage 2, the penalty factors have been used with the equal incremental cost method for incorporating the transmission losses [9] , and there is no need to stage 3. To handle the significant change in load from one dispatching period to the next, the following strategy is applied. Each agent solves the EDP for a total system load of 420 MW, without the inclusion of the transmission losses. The power levels output from the units are then used as the initial values for the power flow problem in order to compute the loss coefficients, following which, each agent uses the equal incremental cost method with the penalty factors to resolve the EDP Table IV .
When the power flow problem is solved with the output power indicated in Table IV , the total transmission losses are found to be 19.2 MW. As with the first case study in [4] , this case study does not consider the generation limits.
3) Part C: This section provides a comparison of the new decentralized approach and the centralized approach with respect to solving the EDP from a communication perspective. Although more data flow over the communication network than in a centralized system, the decentralized approach has the advantage of no single system node is subject to a communication bottleneck or increased management complexity relative to the other nodes. In centralized systems, if one node is assumed to be distinct from the other system nodes so that it provides central management for the system, as shown in Fig. 8(a) , and if it is assumed that the central node needs to collect data from the other system nodes, the central node then solves the EDP and sends the results back to the other system nodes.
If the total number of nodes excluding the central node is n, then the total number of the messages communicated for the centralized system is 2n. All of these messages are either received or sent by the central node for the performance of one task such as solving the EDP. As well, n communication links end at the central node. On the other hand, if a fully decentralized operation with a ring communication graph is assumed, as shown in Fig. 8(b) , each node has only two communication channels connected to it whatever the size of the system. Based on the assumption, as stipulated in the proposed decentralized approach, that each node needs to collect system data in order to process these data locally and produce a decision with the same efficiency as that in the centralized system, the number of messages then received by each node in the system equals two per iteration. The total number of iterations required for sharing the information between the agents is proportional to the system size and can be computed according to (13) . The time required by the proposed decentralized approach to collect the data is very small, and is comparable with the time required by the central node in the centralized system to collect the data. The time required by the proposed decentralized approach to collect the data varies from few fractions of seconds in small systems to approximately 0.92 s in the 40-unit system.
V. PRACTICAL CONSIDERATIONS, LIMITATIONS, AND FUTURE WORK
This section discusses possible limitations associated with the practical application of the proposed approach in real-life systems and suggests future research that could be expected to address these limitations. During the process of tuning the DE algorithm, it was noted that the DE algorithm control parameters are sensitive to the formulation and dimensions of the problem. If the DE algorithm has been used to solve other problems with different dimensions based on the same parameter settings described in this paper, it may therefore not provide a high-quality or satisfactory solution. This problem is a general problem associated with many metaheuristic techniques and with any centralized, decentralized, or distributed approach that utilizes such techniques. This problem can be addressed through the use of a more efficient metaheuristic technique that either relies on control parameters less sensitive to the problem formulation and dimensions or incorporates a self-tuning feature. Examples of already-existing self-tuning DE algorithms are those reported in [25] and [28] .
Other challenges that may be associated with the practical implementation of the proposed approach are related to cyber-attacks. Sharing system and unit data between system nodes is not an issue because these data can be encrypted if necessary during their transfer between system nodes; however, injecting false data that will misdirect the system operation may be considered problematic. This drawback is associated with any distributed and decentralized approach, including the consensus on lambda approach, and can occur in any system that employs a communication layer for sharing data among system nodes because unauthorized individuals are able to access these data or communication networks. For this reason, although this research has included the successful use of the internet for creating a communication link between two nodes at different locations, it is expected that a practical implementation of the proposed approach would require a special dedicated communication network for connecting the system nodes, so that use of the internet could be avoided.
VI. CONCLUSION
This paper has presented a fully decentralized approach for solving the economic dispatch problem. Compared to previously proposed distributed and decentralized approaches, the new approach offers the ability to solve the non-convex economic dispatch problem and to incorporate the transmission losses accurately. With respect to solving the economic dispatch problem with convex cost functions, the proposed approach is competitive with the consensus on lambda technique. The proposed approach can also handle power flow constraints, which enables it to be extended for solving the security-constrained economic dispatch and the optimal power flow problems. In the proposed approach, a flooding-based consensus algorithm is applied as a means of sharing information among agents. An experimental setup has been employed for approximating the communication time required with the proposed approach. The three case studies described have been examined with the goals of validating the operation of the proposed approach and of providing a comparison with previously proposed approaches. The results indicate that the proposed approach offers significant advantages.
