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Abstract
Let X1 and N ≥ 0 be integer valued power law random variables. For a randomly stopped
sum SN = X1 + · · ·+XN of independent and identically distributed copies of X1 we establish
a first order asymptotics of the local probabilities P(SN = t) as t→ +∞. Using this result
we show k−δ, 0 ≤ δ ≤ 1 scaling of the local clustering coefficient (of a randomly selected
vertex of degree k) in a power law affiliation network.
Keywords: Randomly stopped sum, local probabilities, power law, lattice random vari-
ables, clustering coefficient, random intersection graph.
AMS Subject Classifications: 60G50; 60F10; 90B15.
1
ar
X
iv
:1
80
1.
01
03
5v
4 
 [m
ath
.PR
]  
5 D
ec
 20
19
1 Introduction
Let X1, X2, . . . be independent identically distributed random variables. Let N be a non-
negative integer valued random variable independent of the sequence {Xi}. The randomly
stopped sum SN = X1 + · · ·+XN is ubiquitous in many applications. The tail probabilities
P(SN > t) have attracted considerable attention in the literature and their asymptotic be-
havior as t→ +∞ is quite well understood, see, e.g. [1], [9], [12], [17] and references therein.
Here we are interested in the asymptotic behavior of the local probabilities P(SN = t). We
assume that random variables Xi are integer valued and t is an integer. Our study is moti-
vated by several questions from the area of complex network modeling. An important class
of complex networks have (asymptotic) vertex degree distributions of the form SN , where
Xi are integer valued and N and/or Xi obey power laws. For this reason a rigorous analy-
sis of network characteristics related to vertex degree (clustering coefficients, degree-degree
correlation) requires a good knowledge of the asymptotic behavior of the local probabili-
ties P(SN = t) as t → +∞, [5], [6], [7]. We will present applications in more detail after
formulating our main results.
In what follows we assume that for some α > 1 we have
P(X1 = t) = t
−αL1(t), t = 1, 2, . . . , (1)
where L1 is slowly varying at infinity. We will also be interested in the special case where
L1
(
tL
1/(α−1)
1 (t)
) ∼ L1(t). (2)
Here and below f(t) ∼ g(t) means f(t)/g(t) → 1 as t → +∞. In the particular case of (2),
where L1(t) ∼ a as t→ +∞ for some constant a > 0, we have
P(X1 = t) ∼ at−α. (3)
For X1 having a finite first moment we denote µ = EX1. In Theorem 1 below we assume
that for some γ > 1
P(N = t) = t−γL2(t), t = 1, 2, . . . , (4)
where L2 is slowly varying at infinity.
Theorem 1. Let α, γ > 1. Assume that (1) and (4) hold and P(X1 ≥ 0) = 1.
(i) For γ > α and γ > 2 we have
P(SN = t) ∼ (EN)P(X1 = t). (5)
(ii) For α > γ and α > 2 we have
P(SN = t) ∼ µ−1P
(
N = bt/µc). (6)
(iii) For α > 2, γ ≥ 2 and EN <∞ we have
P(SN = t) ∼ (EN)P(X1 = t) + µ−1P
(
N = bt/µc). (7)
(iv) For α, γ < 2 conditions (3) and (4) imply
P(SN = t) ∼ t−1−(α−1)(γ−1)L2(tα−1)a(α−1)(γ−1)/α(α− 1)EZ(α−1)(γ−1)1 . (8)
Here Z1 is an α− 1 stable random variable with the characteristic function
EeiλZ1 = exp
{
|λ|α−1Γ(2− α)
(
λ
|λ| sin
(α− 1)pi
2
− cos (α− 1)pi
2
)}
.
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In Theorems 2 - 7 below we drop the condition P(X1 ≥ 0) = 1. Instead we impose
conditions on the left tail of X1. In Theorem 2 we focus on asymptotics (5). Assuming that
(1) holds we consider the following conditions on the left tail of X1
P(X1 < −t) = O
(
P(X1 > t)
)
, (9)
EX21 I{X1<−t} = o(log
−1 t) as t→ +∞. (10)
We also relax condition (4) on the distribution of N and consider the conditions
P(N = t) = o
(
P(X1 = t)
)
, (11)
P(N > t2 ln−τ t) = o
(
tP(X1 = t)
)
as t→ +∞. (12)
Theorem 2. Suppose that EN <∞.
(i) Let 1 < α < 2. Then (3) implies (5).
(ii) Let α = 2. Assume that E(N ln2+τ N) <∞, for some τ > 0. Then (3) implies (5).
(iii) Let 2 < α < 3. For µ ≤ 0 conditions (3) and (9) imply (5). For µ > 0 conditions
(3), (9) and (11) imply (5).
(iv) Let α = 3. Assume that (3), (9) hold. For µ > 0, respectively µ = 0, we assume in
addition that P(N = t) = o(t−3(ln ln t)−1), respectively E(N ln1+τ N) <∞ for some
τ > 0. Then (5) holds.
(v) Let α > 3. Assume that (1), (10) hold. For µ = 0, respectively µ > 0, we assume in
addition that (12) holds for some τ > 0, respectively (11) holds. Then (5) holds.
Moreover, for µ = 0 conditions (3), (10) and (12) with τ = 0 imply (5).
Theorem 2 establishes (5) under very mild conditions on N . For µ < 0 we only require the
minimal condition EN <∞. Condition (11) and (12) with τ = 0 are minimal ones as well.
The logarithmic factors in (10), (ii), (iv) are perhaps superfluous. They appear in the large
deviation inequalities for the tail probabilities P(Sn > t) of sums Sn = X1 + · · · + Xn that
we apply in our proof. Furthermore, condition (3) on X1 for 1 < α ≤ 3 can be replaced by
the weaker condition (1), but then we need either an additional assumption on the slowly
varying function L1 or a bit stronger condition on N , see Theorems 3, 4 and 5 below.
Theorem 3. Let 1 < α ≤ 3. Assume that (1) holds. Assume that EN1+τ < ∞ for some
τ > 0. For 2 < α ≤ 3 we also assume that (9) holds. For µ > 0, 2 < α ≤ 3 we assume in
addition that P(N = t) = O(t−α−β) for some β > 0. Then (5) holds.
Theorem 4. Let 2 < α < 3. Suppose that µ > 0. Assume that (1), (2), (9), (11) hold.
Then (5) holds.
In some applications a moment condition can be easier to verify than (11). In the following
Theorem condition (11) is replaced by the moment condition EN1+α < ∞. Note that (11)
does not follow from EN1+α <∞.
Theorem 5. Let α > 1. If EN1+α < ∞ then (3) implies (5). If ENβ < ∞ for some
β > 1 + α then (1) implies (5).
It is interesting to compare the local probabilities of SN with those of the maximal summand
MN = max1≤i≤N Xi. Assuming that (1) holds and EN <∞ it is easy to show that
P(MN = t) ∼ (EN)P(X1 = t). (13)
Therefore, under conditions of Theorem 2 the probabilities P(SN = t) and P(MN = t) are
asymptotically equivalent.
Our next result Theorem 6 establishes (6) assuming that X1 is in the domain of attraction
of a stable distribution with a finite first moment and
P(X1 = t) = o
(
P(N = t)
)
as t→ +∞. (14)
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For 2 < α < 3 we will assume that
∃ lim
t→+∞
P(X1 < −t)
P(X1 > t)
<∞. (15)
For α > 3 we assume (10). The case of α = 3 will be treated separately in Proposition 1.
Assuming, in addition, that EN <∞ we show that as t→ +∞
P(SN = t) = (EN)P(X1 = t)(1 + o(1)) + µ
−1P
(
N = bt/µc)(1 + o(1)). (16)
In our proof of (6), (16) we use regularity condition (4). In fact it can be slightly relaxed
and replaced by the following conditions
∃ c1 > 1, c2, c3 > 0 : c2 ≤ P(N = t2)/P(N = t1) ≤ c3 for any 1 ≤ t2/t1 ≤ c1, (17)
∃κ = κα > max{(α− 1)−1, 0.5} : lim
t→+∞ sups:|t−s|≤tκ
P(N = t)/P(N = s) = 1. (18)
In several cases we assume that for some β > 0∑
n≥t
n−1−βP(N = n) = o(P(N = t)). (19)
Clearly, (4) implies (17), (18), (19) but not vice versa.
Theorem 6. Let α > 2. Suppose that µ > 0 and (17), (18) hold.
(i) For 2 < α < 3 we assume that (3), (15) hold. Then EN <∞ imply (16). Furthermore,
if (3), (14), (15) hold then either of the conditions EN <∞ or (4) with γ > 1 imply (6).
(ii) For α > 3 we assume that (1), (10) hold and (19) is satisfied for β = 1/2. Then EN <∞
imply (16). Furthermore, if in addition (14) holds then either of the conditions EN <∞ or
(4) with γ > 1 imply (6).
Theorem 6 establishes (6), (16) under mild conditions on N . An inspection of the proof
shows that (19) can be removed, but then we need a much stronger condition (than (10))
on the rate of decay of the left tail of X1. Condition (3) of statement (i) can also be slightly
relaxed, see Theorem 7 below.
Theorem 7. Let 2 < α < 3. Suppose that µ > 0 and (17), (18) hold. Assume that (19)
holds with some β ∈ (0, α− 2). Then statement (i) of Theorem 6 remains valid if we replace
condition (3) by (1), (2).
Now we consider the case where α = 3. We show in Proposition 1 that (5), (6) and (7)
extend to α = 3, but we need a stronger condition on X1 than (3), (15). Namely, we assume
that for some a, b ≥ 0 such that a+ b > 0 and for some ε > 0 we have for t = 1, 2, . . .
P(X1 = t) = at
−3(1 + r(t)), P(X1 = −t) = bt−3(1 + r(−t)), (20)
where r(s) = O
(
(ln ln |s|)−1−ε) as |s| → +∞. Note that the left relation of (20) reduces to
(3) if we only require r(s) = o(1).
Proposition 1. Let α = 3. Assume that µ > 0 and (20) holds.
(i) Suppose that (17), (18) hold. Then EN < ∞ imply (16). Furthermore, if (14), (17),
(18) hold then either of the conditions EN <∞ or (4) with γ > 1 imply (6).
(ii) Suppose that EN <∞. Then (11) implies (5).
Our proofs of Theorems 2,3,4,6,7 and Proposition 1 combine the local limit theorem for
the sums Sn and large deviations inequalities for the tail probabilities P(Sn > t). Note that
the values α = 2 and α = 3 of the power law exponent (1) are thresholds for the centering and
scaling that make the sequence of distributions of Sn tight. Consequently, large deviation
inequalities at the threshold values α = 2, α = 3 have a slightly different form comparing
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to the other (“ordinary”) values of α > 1. This is the (technical) reason why for α = 2 and
α = 3 we need more restrictive conditions on X1 and/or N . In the proof of Theorem 1 (where
non-negative summands are considered) for α > 2 we use the discrete renewal theorem [14]
and large deviation result [10] for the local probabilities P(Sn = t).
The results above are new. In the literature, see [12], [17], [26], (5) has been shown
assuming a finite exponential moment EeδN <∞, for some δ > 0 (cf. Theorem 5, where the
weaker moment condition EN1+α <∞ is assumed). (6) has been established in [21] assuming
that P(X1 ≥ 0) = 1 and Eeδ
√
X1 < ∞ for some δ > 0. On the other hand the asymptotics
of the tail probabilities P(SN > t) corresponding to (5), (6) and (7) in the presence of heavy
tails are discussed in a number of papers, see [1], [9] and references therein. We also mention a
related work [13] which establishes the limit limx→+∞P(SN ∈ (x, x+h])/P(N = bxc) in the
case of non-negative non-lattice summands using Blackwell’s continuous renewal theorem.
The ratio P(SN ∈ (x, x + h])/P(X1 ∈ (x, x + h]) for x → +∞ is studied in [2], [26], [30] in
the case where EeδN <∞ for some δ > 0.
Before turning to applications we mention two interesting questions. The first question
is about a higher order asymptotics, e.g., k term asymptotic expansion, to the probability
P(SN = t) as t → +∞, for k = 2, 3, . . . . In the particular case of positive summands with
Eeδ
√
X1 < ∞ for some δ > 0 this problem is addressed in [22], see also [3]. The second
question is what are the minimal conditions on the distributions of lattice random variables
X1 and N satisfying (1) and (4) that are sufficient for either of the relations (5), (6) and (7)
to hold for various ranges of α.
Application to complex network modeling. Mathematical modeling of complex
networks aims at explaining and reproduction of characteristic properties of large real world
networks. We mention the power law degree distribution, short typical distances and cluster-
ing to name a few. Here we focus on the clustering property meaning by this the tendency of
nodes to cluster together by forming relatively small groups with a high density of ties within
a group. In particular, we are interested in the correlation between clustering and degree
explained below. Locally, in a vicinity of a vertex, clustering can be measured by the local
clustering coefficient, the probability that two randomly selected neighbors of the vertex are
adjacent. The average local clustering coefficient across vertices of degree k, denoted C(k),
for k = 2, 3, . . . , describes the correlation between clustering and degree. Empirical studies
of real social networks show that the function k → C(k) is decreasing [18]. Moreover, in
the film actor network C(k) obeys the scaling k−1 [28]. In the Internet graph it obeys the
scaling k−0.75 [29]. We are interested in modeling and explaining the scaling k−δ, for any
given δ > 0 .
Clustering in a social network can be explained by the auxiliary bipartite structure defin-
ing the adjacency relations between actors: every actor is prescribed a collection of attributes
and any two actors sharing an attribute have high chances of being adjacent, cf. [25]. The
respective random intersection graph G = Gn,m on the vertex set V = {v1, . . . , vn} and with
the auxiliary set of attributes W = {w1, . . . , wm} defines adjacency relations between vertices
with the help of a random bipartite graph H linking actors to attributes. Actors/vertices are
assigned iid non-negative weights Y1, . . . , Yn modeling their activity and attributes are as-
signed iid non-negative weights X1, . . . , Xm modeling their attractiveness. Given the weights,
an attribute wi is linked to actor vj in H with probability min{1, XiYj/
√
mn} independently
across the pairs W × V . The pairs of vertices sharing a common neighbor in H are declared
adjacent in G. The random intersection graph G admits tunable power law degree distri-
bution, non-vanishing global clustering coefficient, short typical distances, see [6]. Here we
show that for large m,n the random graph G possesses yet another nice property, the tunable
scaling k−δ, 0 ≤ δ ≤ 1, of respective conditional probability CG(k) = P
(E23∣∣E12, E13, d1 = k),
a theoretical counterpart of C(k). By Eij we denote the event that vi and vj are adjacent
in G, di stands for the degree of vertex vi. In the following theorem, given two sequences
of random weights {Xi, i ≥ 1} and {Yj , j ≥ 1}, we consider a family of random intersec-
tion graphs {Gn,m, n,m ≥ 1}, where each Gn,m is defined, by the weights X1, . . . , Xn and
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Y1, . . . , Ym as above.
Theorem 8. Let α, γ > 6, β > 0 and a, b > 0. Suppose that {Xi, i ≥ 1} and {Yj , j ≥ 1}
are independent sequences of iid integer valued random variables such that P(Xi ≥ 0) = 1,
P(Yj ≥ 0) = 1 and P(Xi = t) ∼ a t−α, P(Yj = t) ∼ b t−γ as t → +∞. Let m,n → +∞.
Assume that m/n → β. Then for every k = 2, 3, . . . the probability CG(k) converges to a
limit, denoted C∗(k), and
C∗(k) ∼ ck−δ as k → +∞. (21)
Here δ = max
{
0; min{α − γ − 1; 1}}, C∗(k) is given in (138), and c > 0 is a constant
depending on α, γ, β, a, b and the first three moments of X1 and Y1.
A related result establishing k−1 scaling in a random intersection graph with heavy tailed
weights Yj and degenerate Xi (P(Xi = c) = 1 for some c > 0) has been shown in [4]. The
tunable scaling k−δ, δ ∈ [0, 1] in (21) is obtained due to the heavy tailed weights Xi. We
suggest a simple explanation of how the weights of attributes affect C∗(k). An attribute wi
with weight Xi generates with positive probability a clique in G of size proportional to Xi
(the clique formed by vertices linked to wi). For small α we will observe quite a few large
weights Xi. But the presence of many large cliques in G may increase the value of C∗(k)
considerably. Hence, it seems plausible, that the scaling exponent δ correlated positively
with α. For a different approach to modeling of k−δ scaling, for δ = 1, we refer to [11], [28].
Another popular network characteristic that quantifies statistical dependence of neighbor-
ing adjacency relations is the correlation coefficient (or rank correlation coefficient) between
the degrees d∗1 and d
∗
2 of the endpoints of a randomly selected edge. More generally, one
is interested in the distribution of the bivariate random vector (d∗1, d
∗
2), called the ”degree-
degree” distribution. We briefly mention that using the result of Theorem 1 one obtains
from Theorem 2 of [5] that the random intersection graph G admits a tunable power law
degree-degree distribution.
The rest of the paper is organized as follows. Section 2 contains proofs of our main results.
Large deviation inequalities used in the proofs and an upper bound for the convergence rate
in the local limit theorem under condition (20) are given in Sections 3 and 4.
2 Proofs
Before the proofs we introduce some notation and present auxiliary lemmas. Then we prove
our main results Theorems 1-7 and Proposition 1. Proofs of Theorem 8 and relation (13) are
postponed to the end of this section.
Notation and auxiliary lemmas. Given positive sequences {an} and {bn} we denote
an  bn whenever an = O(bn) and bn = O(an) as n → +∞. We denote by c, c′, c′′ positive
constants, which may depend on the distributions of X1 and N and may attain different
values at different places. But they never depend on t. For a non-random integer n we
denote Sn = X1 + · · ·+Xn and Mn = max1≤i≤nXi,
S(1)n = X1 + · · ·+Xbn/2c, S(2)n = Xbn/2c+1 + · · ·+Xn, (22)
M (1)n = max
1≤i≤bn/2c
Xi, M
(2)
n = maxbn/2c<i≤n
Xi,
Q(k)n = sup
i
P(S(k)n = i), L
(k)
n (t, δ) = P
(
S(k)n ≥ t/2, M (k)n < δt
)
, k = 1, 2.
Furthermore, in the case where EX1 < ∞, we denote X˜i = Xi − µ and Xˆi = µ − Xi. We
define S˜n, M˜n, Q˜
(k)
n , L˜
(k)
n in the same way as Sn,Mn, Q
(k)
n , L
(k)
n above, but for the random
variables X˜i, i ≥ 1. Similarly, we define Sˆn, Sˆ(k)n in the same way as Sn, S(k)n above, but for
the random variables Xˆi, i ≥ 1. Given t we denote tn = t − nµ and tˆn = nµ − t so that
P(Sn = t) = P(S˜n = tn) = P(Sˆn = tˆn).
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In the proofs we bound the probability P(Sn = t) by combining two independent argu-
ments: for large n the probability is small by the local limit theorem and for large t it is
small because of the large deviations phenomenon. The argument is formalized in Lemma 1.
Lemma 1. Let 0 < δ < 1. Let n, t ≥ 2 be integers. We have
P(Sn = t) ≤ nmax
i≥δt
P(X1 = i) +P(Sn = t, Mn < δt), (23)
P(Sn = t, Mn < δt) ≤ Q(1)n L(2)n (t, δ) +Q(2)n L(1)n (t, δ). (24)
Proof of Lemma 1. We have
P(Sn = t) = P(Sn = t, Mn ≥ δt) +P(Sn = t, Mn < δt).
We evaluate the first probability on the right using the union bound, cf. [31],
P(Sn = t, Mn ≥ δt) ≤
∑
1≤j≤n
P(Sn = t, Xj ≥ δt) = nP(Sn = t, Xn ≥ δt)
= n
∑
i≥δt
P(Xn = i)P(Sn−1 = t− i) ≤ nmax
i≥δt
P(Xn = i).
It remains to evaluate the second probability. We split
P(Sn = t, Mn < δt)
≤ P(Sn = t, S(1)n ≥ t/2,Mn < δt) + P(Sn = t, S(2)n ≥ t/2,Mn < δt)
≤ P(Sn = t, S(1)n ≥ t/2,M (1)n < δt) +P(Sn = t, S(2)n ≥ t/2,M (2)n < δt)
and use the independence of X1, . . . , Xbn/2c and Xbn/2c+1, . . . , Xn. We have
P(Sn = t, S
(1)
n ≥ t/2, M (1)n < δt) =
∑
i≥t/2
P(S(2)n = t− i)P(S(1)n = i, M (1)n < δt)
≤ Q(2)n
∑
i≥t/2
P(S(1)n = i, M
(1)
n < δt)
= Q(2)n L
(1)
n (t, δ). (25)
We similarly show that P(Sn = t, S
(2)
n ≥ t/2,M (2)n < δt) ≤ Q(1)n L(2)n (t, δ).
For integer valued iid random variables X1, X2, . . . satisfying (1), (15) the local limit
theorem [19], [23], [27] shows that
τn := sup
s
∣∣∣bnP(Sn = s)− g(b−1n (s− an))∣∣∣→ 0 as n→ +∞. (26)
Here bn = n
βL∗(n) is a norming sequence, β = max{1/(α − 1); 0.5} and L∗(n) is a slowly
varying function depending on α and L1, see (1.5.4), (1.5.5) in [8]. For α < 3 we can choose
bn = max
{
1, inf{x > 0 : P(|X1| > x) < n−1}
}
. (27)
For α > 3 we can choose L∗(s) ≡ 1. For α = 3 and X1 satisfying (3) we can choose
L∗(n) =
√
lnn. Furthermore, {an} is a centering sequence (an = 0 for α < 2 and an = nµ
for E|X1| <∞), see, e.g., [8], and g(·) is the probability density function of the stable limit
distribution of the sequence {(Sn − an)/bn}.
Lemma 2. Let α > 2. Assume that (1), (15) hold and µ > 0. Then as t→ +∞∑
n: |nµ−t|≤ut
P(Sn = t)→ µ−1 (28)
for any positive sequence {ut} satisfying
ut/bt → +∞, u3t b−2t t−1 → 0, utτ∗bt/(2µ)c/bt → 0. (29)
Here τ∗n := max{τk, k ≥ n} → 0 as n→ +∞.
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Notice that (29) requires ut/bt → +∞ at a sufficiently slow rate.
Proof of Lemma 2. Denote for short t˜ = bt/µc. Note that an = nµ.
We establish (28) in a few steps∑
n: |nµ−t|≤ut
P(Sn = t) =
∑
n: |nµ−t|≤ut
b−1n g
(
b−1n (t− nµ)
)
+ o(1) (30)
=
∑
n: |nµ−t|≤ut
b−1n g
(
b−1
t˜
(t− nµ))+ o(1) (31)
= b−1
t˜
∑
n: |nµ−t|≤ut
g
(
b−1
t˜
(t− nµ))+ o(1) (32)
= µ−1 + o(1). (33)
Here (30) follows from (26) and the third relation of (29). (31) follows from the inequality
shown below ∣∣∣ 1
bt˜
− 1
bn
∣∣∣ ≤ c′ ut
t˜bt˜
(34)
combined with the mean value theorem (note that g has a bounded derivative) and the second
relation of (29). Furthermore, we obtain (33) by approximating the sum by the integral of
the unimodal density g over the unboundedly increasing domain −utb−1t˜ ≤ x ≤ utb−1t˜
b−1
t˜
∑
n: |nµ−t|≤ut
g
(
b−1
t˜
(t− nµ)) = µ−1 ∫
|x|≤utb−1t˜
g(x)dx+ o(1)→ µ−1
∫ +∞
−∞
g(x)dx = µ−1.
(35)
Finally, (32) follows from (34) and (35).
It remains to prove (34). We have
1
bt˜
− 1
bn
=
( 1
bt˜
− 1
nβL∗(t˜)
)
+
( 1
nβL∗(t˜)
− 1
bn
)
=: I1 + I2,
|I1| = |n
β − t˜β |
nβbt˜
≤ c′ |n− t˜| t˜
β−1
nβbt˜
≤ c′ ut
t˜bt˜
, (36)
|I2| = 1
nβ
∣∣∣ 1
L∗(t˜)
− 1
L∗(n)
∣∣∣ ≤ c′ ut
bt˜t˜
. (37)
In (36) we applied the mean value theorem to x→ xβ . In (37) we applied the inequality
|1− L∗(s+ δs)/L∗(s)| ≤ c′|δs|s−1 (38)
to s = t˜ and s + δs = n. To verify this inequality for large s > 0 and δs = o(s) we use
the representation L∗(s) = c(s)e
∫ s
1
ε(y)y−1dy, where ε(y) is a function satisfying ε(y) → 0 as
y → +∞, and where the c(s) converges to a finite limit as s→ +∞, see, e.g., [8]. Note that
we can assume without loss of generality that c(s) is a constant (as long as L∗(n) defines a
norming sequence).
Lemma 3. Let α > 1. Assume that (1) holds. For any integers n > 0 and i we have
P(Sn = i) ≤ c/b+n . Here {b+n } is the norming sequence of the sums {X+1 + · · ·+X+n , n ≥ 1}
of iid random variables X+1 , X
+
2 , . . . having the distribution P(X
+
1 = t) = P(X1 = t|X1 > 0),
t = 1, 2 . . . , cf. (26), (27).
Proof of Lemma 3. Let X+1 and X
−
1 be random variables with the distributions
P(X+1 = t) = P(X1 = t|X1 > 0), P(X−1 = −t) = P(X1 = −t|X1 ≤ 0), t ≥ 0.
Let {X+i , i ≥ 1} and {X−i , i ≥ 1} be independent sequences of independent copies of X+1
and X−1 . Denote n
+ =
∑
1≤i≤n I{Xi>0}. For any integers 1 ≤ r ≤ k ≤ n we have
P(Sn = i|n+ = k) = P(X+1 + · · ·+X+k +X−k+1 + · · ·X−n = i) ≤ Qr, (39)
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where Qr = supj P(X
+
1 + · · · + X+r = j). Furthermore, we have En+ = np, where p =
P(X1 > 0). Put r = bnp/2c. Invoking Chernoff’s bound P(n+ ≤ r) ≤ e−r/4 and then (39)
we obtain
P(Sn = i) ≤ e−r/4 +P(Sn = i, n+ ≥ r) ≤ e−r/4 +Qr. (40)
Note that for α ≤ 3 (α > 3), X+1 is in the domain of attraction of α− 1 stable distribution
(normal distribution). From the local limit theorem we have Qr ≤ c/b+r . Finally, the lemma
follows from (40) combined with relations e−r = o(1/b+r ) and b
+
r  b+n , for r = bnp/2c.
Lemma 4. Let 2 ≤ α < 3. Assume that E|X1| <∞ and µ > 0. Assume that (1), (15), (2)
hold and µ > 0. For bt defined by (27) and A > 1 we have as t→ +∞∑
n: |n−t/µ|≥btA
|tn|−αL1(|tn|) ∼ c′t−1A1−α, (41)
∑
n: |n−t/µ|≥btA
|tn|−α
(
L1(|tn|)
)α/(α−1) ∼ c′t−1A1−αL∗(t). (42)
Proof of Lemma 4. Recall that bt = t
1/(α−1)L∗(t) and denote t? = btA. Note that (1)
implies
P(X1 > t) ∼ t1−αL1∗(t), where L1∗(t) := (α− 1)−1L1(t). (43)
Furthermore, (2) implies L1∗
(
tL
1/(α−1)
1∗ (t)
) ∼ L1∗(t), because L1 and L1∗ are slowly varying.
Using Theorem 1.1.4 (v) of [8], we obtain from the latter relation that
L∗(t) ∼ L1/(α−1)1∗
(
t1/(α−1)
)
. (44)
Recall that tn = t− µn. Using properties of slowly varying functions we evaluate the sums∑
n: |n−t/µ|≥t?
|tn|−αL1(|tn|) ∼ c′t1−α? L1(t?), (45)∑
n: |n−t/µ|≥t?
|tn|−α
(
L1(|tn|)
)α/(α−1) ∼ c′t1−α? (L1(t?))α/(α−1). (46)
Furthermore, in view of (44), we have
t1−α? = t
−1A1−αL1−α∗ (t) ∼ c′t−1A1−αL−11
(
t1/(α−1)
)
,
L1(t?) = L1
(
t1/(α−1)AL∗(t)
) ∼ L1(t1/(α−1)L∗(t)) ∼ L1(t1/(α−1)L1/(α−1)1 (t1/(α−1))).
Combining these relations with (2) we obtain
t1−α? L1(t?) ∼ c′t−1A1−α, (47)
L1(t?) ∼ L1
(
t1/(α−1)L1/(α−1)1 (t
1/(α−1))
)
∼ L1
(
t1/(α−1)
) ∼ c′Lα−1∗ (t). (48)
In the very last step we applied (44) once again. Finally, invoking (47) in (45) and (47), (48)
in (46) we obtain (41), (42).
Proofs of main results. We first prove Theorems 2 - 5 that establish (5). The scheme of
the proof is as follows. Given positive integer m we split
P(SN = t) = E
(
P(SN = t|N)
)
= Im(t) + I
′
m(t), (49)
Im(t) = E
(
P(SN = t|N)I{N≤m}
)
, I ′m(t) = E
(
P(SN = t|N)I{N>m}
)
and show that Im(t) = (1 + o(1))(EN)P(X1 = t) and I
′
m(t) = o(P(X1 = t)) for properly
chosen m = mt → +∞ as t→ +∞. We denote
Jm = E
(
NI{N≤m}
)
, J ′m = E
(
NI{N>m}
)
.
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We begin with the proof of Theorem 5 since it is more transparent and simple.
Proof of Theorem 5. We recall the known fact that (1) implies for any n = 1, 2, . . .
P(Sn = t) ∼ nP(X1 = t). (50)
Note that for any integer m > 0, relation (50) implies
Im(t) ∼ JmP(X1 = t). (51)
It follows from (49) and (51) that
lim inf
t→+∞
P(SN = t)
P(X1 = t)
≥ Jm.
Letting m→ +∞ we obtain Jm → EN and
lim inf
t→+∞
P(SN = t)
P(X1 = t)
≥ EN. (52)
To show the reverse inequality for lim supt
(
P(SN = t)/P(X1 = t)
)
we construct an upper
bound for I ′m(t).
We first assume (3) and EN1+α <∞. By the union bound,
P(Sn = t) ≤ nP(Xn ≥ t/n, Sn = t) = n
∑
i≥t/n
P(Xn = i)P(Sn−1 = t− i) (53)
≤ n sup
j≥t/n
P(Xn = j)
∑
i≥t/n
P(Sn−1 = t− i) ≤ n sup
j≥t/n
P(Xn = j)
≤ c′n(n/t)α.
Note that this inequality holds uniformly in n and t. Hence,
I ′m(t) ≤ c′J˜ ′mt−α, where J˜ ′m = E
(
N1+αI{N>m}
)
. (54)
It follows from (49), (51), (54) that
lim sup
t→+∞
P(SN = t)
P(X1 = t)
≤ lim sup
t→+∞
Im(t)
P(X1 = t)
+ lim sup
t→+∞
I ′m(t)
P(X1 = t)
(55)
≤ Jm + c′J˜ ′m.
Letting m→ +∞ we obtain Jm → EN and J˜ ′m → 0. Hence,
lim sup
t→+∞
P(SN = t)
P(X1 = t)
≤ EN. (56)
From (52), (56) we derive (5).
Now we asume (1) and ENβ < ∞, where β > 1 + α. In view of (52), (55) it suffices to
show that
lim
m→+∞ lim supt→+∞
I ′m(t)
P(X1 = t)
= 0. (57)
We write, for short, a1+αt = t
αL−11 (t) and split
I ′m(t) = E
(
P(SN = t|N)
(
I{m<N<at} + I{N≥at∨m}
))
=: Jm.1(t) + Jm.2(t).
Next we prove that Jm.1(t) ≤ cP(X1 = t)ENβI{m<N} and Jm.2(t) ≤ P(X1 = t)EN1+αI{N≥at∨m}.
Note that these bounds imply (57). We have, by Markov’s inequality,
Jm.2(t) ≤ P(N ≥ at ∨m) ≤ a−1−αt EN1+αI{N≥at∨m} = P(X1 = t)EN1+αI{N≥at∨m}.
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To estimate Jm.1(t) we use the property of a slowly varying function L that for any δ > 0
there exists y0 > 0 such that (x/y)
δ ≥ L(y)/L(x) ≥ (y/x)δ for all x ≥ y ≥ y0, see Thm.
1.1.2 and Thm. 1.1.4 (iii) in [8]. For δ = β − 1−α and sufficiently large t the left inequality
implies maxt/n≤j≤t L1(j) ≤ nδL1(t) for n ≤ at = o(t). For δ = α the right inequality implies
maxj≥t j−αL1(j) ≤ t−αL1(t). We have
max
t/n≤j≤t
P(X1 = j) ≤ c(n/t)α max
t/n≤j≤t
L1(j) ≤ cnβ−1t−αL1(t)
and
max
j≥t/n
P(X1 = j) ≤ max
t/n≤j≤t
P(X1 = j) + max
j>t
P(X1 = j) ≤ c(nβ−1 + 1)t−αL1(t).
Now (53) yields P(Sn = t) ≤ cnβt−αL1(t). We obtain Jm.1(t) ≤ cP(X1 = t)ENβI{m<N}.
Proof of Theorem 2. We will construct a sequence ψm = o(1) as m→ +∞ and function
g(t) = o(P(X1 = t)) such that I
′
m(t) ≤ ψmP(X1 = t) + g(t) for t > m. This inequality
together with (52), (55) implies (5).
We remark that (1) implies P(X1 = t) > 0 for sufficiently large t. For such t we denote
w∗(t) = P(N = t)/P(X1 = t) and w(t) = max{w∗(s) : s ≥ t}. Observe that (11) implies
w(t) ↓ 0 as t → +∞. In the proof of (iii-v) below we assume that t is sufficiently large so
that w(t) and w∗(t) are well defined. Denote δ = (α− 1)/(2α).
Proof of (i). We estimate the probability P(Sn = t) using Lemma 1. Invoking in (23)
and (24) the inequalities shown below
max
j≥δt
P(X1 = j) ≤ c′t−α, Q(k)n ≤ c′n−1/(α−1), L(k)n (t, δ) ≤ c′nα/(α−1)t−α, (58)
we obtain P(Sn = t) ≤ c′nt−α. The latter inequality implies I ′m(t) ≤ c′t−αJ ′m. Clearly,
J ′m = o(1) as m → +∞. It remains to prove (58). The first, second and third inequality of
(58) follows from (1), Lemma 3 and (143) respectively.
Proof of (ii). Fix τ > 0. We show below that
P(Sn = t) ≤ c′t−2n ln2+τ n. (59)
Note that (59) implies I ′m(t) ≤ c′t−2E
(
N ln2+τ N)I{N≥m} and E
(
N ln2+τ N)I{N≥m} = o(1)
as m→ +∞.
In the proof of (59) we distinguish two cases. For n ln1+0.5τ n ≥ t we have, by Lemma 3,
P(Sn = t) ≤ c′n−1 ≤ c′n−1 (n ln
1+0.5τ n)2
t2
≤ c′t−2n ln2+τ n.
For n ln1+0.5τ n < t we show that P(Sn = t) ≤ c′nt−2 using Lemma 1 similarly as in the
proof of statement (i) above. The only difference from (i) is that for α = 2 inequality (143),
used in the proof of the third inequality of (58), only holds under additional condition (144),
see Theorem 9 below. This condition (with β < τ/4) is easily verified for x = t/2, y = tδ
and each n satisfying n < t ln−1−0.25τ t. To derive the latter inequality from n ln1+0.5τ n < t
we argue by contradiction. For n0 ≥ t ln−1−0.25τ t we have (for sufficiently large t)
n0 ln
1+0.5τ n0 ≥ t
ln1+0.25τ t
ln1+0.5τ
(
t
ln1+0.25τ t
)
= (1 + o(1)
)
t ln0.25τ t > t.
Proof of (iii). Assume that µ > 0. We shall show that
I ′m(t) ≤ c′t−α
(
J ′m + w
1/2
(
t/(2µ)
))
. (60)
We split
I ′m(t) =
∑
m<n<∞
P(Sn = t)P(N = n) = I
′
m.0 + · · ·+ I ′m.4, (61)
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where I ′m.j = I
′
m.j(t) =
∑
n∈Nj P(Sn = t)P(N = n) and where
N0 = (t−; t+) , t± = t
µ
± t∗, t∗ = t1/(α−1)w−1/2
(
t/(2µ)
)
, (62)
N1 =
(
m;
t
2µ
)
, N2 =
[
t
2µ
; t−
]
, N3 =
[
t+;
2t
µ
]
, N4 =
(
2t
µ
; +∞
)
.
We obtain (60) from the bounds shown below
I ′m.0 ≤ c′P(X1 = t)w1/2 (t/(2µ)) ,
I ′m.j ≤ c′t−αw(α−1)/2 (t/(2µ)) , j = 2, 3, I ′m.j ≤ c′t−αJ ′m, j = 1, 4. (63)
For n ∈ N0 we combine the bound P(S˜n = tn) ≤ c′n−1/(α−1) of Lemma 3 with (11) and
obtain
I ′m.0 ≤ |N0| max
n∈N0
{
P(S˜n = tn)P(N = n)
} ≤ c′P(X1 = t)w1/2( t
2µ
)
. (64)
Let us prove (63). We first show that
P(Sn = t) = P(S˜n = tn) ≤ c′nt−αn , for n ∈ N1 ∪N2, (65)
P(Sn = t) = P(Sˆn = tˆn) ≤ c′ntˆ−αn , for n ∈ N3 ∪N4. (66)
We only prove (65). The proof of (66) is the same. We apply Lemma 1 to the probability
P(S˜n = tn). From (23), (24) we obtain
P(S˜n = tn) ≤ n max
j≥δtn
P(X˜1 = j) + Q˜
(1)
n L˜
(2)
n (tn, δ) + Q˜
(2)
n L˜
(1)
n (tn, δ) (67)
≤ c′nt−αn .
In the last step we used (58), which is shown using (143) similarly as in the proof of (i).
For n ∈ N1, respectively n ∈ N4, the inequalities t/2 ≤ tn < t and (65), respectively
tˆn > t and (66), imply
P(S˜n = tn) ≤ c′nt−α, P(Sˆn = tˆn) ≤ c′nt−α. (68)
Hence the bounds I ′m.j ≤ c′t−αJ ′m, j = 1, 4.
For n ∈ Nj , j = 2, 3 we use n ≤ c′t and (65), (66) to show that∑
n∈Nj
P(Sn = t) ≤ c′t
∑
n∈Nj
|t− nµ|−α ≤ c′t t1−α∗ ≤ c′w(α−1)/2
(
t/(2µ)
)
. (69)
Finally, the inequality P(N = n) ≤ c′t−α, n ∈ N2 ∪N3, which follows from (11), implies
I ′m.j ≤ c′t−αw(α−1)/2
(
t/(2µ)
)
, j = 2, 3. (70)
The proof for µ > 0 is complete.
Now assume that µ ≤ 0. Inequalities tn ≥ t and (67) imply P(S˜n = tn) ≤ c′nt−α, for
n ≥ m. Hence I ′m(t) ≤ c′t−αJ ′m. The proof for µ ≤ 0 is complete.
Proof of (iv). The proof is similar to that of (iii) above. One difference is that, for α = 3,
large deviation inequality (143), used in (67), only holds under additional condition (145)
that involves auxiliary functions V (·) and W (·), see Theorem 9 below. Let us now focus on
(145). We note that (3), (9) imply
P(X1 > u) ≤ c(1 + u2)−1, P(X1 < −u) ≤ c(1 + u2)−1, u > 0 (71)
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Using (71) we show that V (u) ≤ cu−2 lnu and W (u) ≤ cu−2 lnu and reduce (145) to
n
( | ln Π|
y
)2
ln
(
y
| ln Π|
)
≤ η, where Π := Π(x) = n(1 + x2)−1. (72)
In the proof we also use the concentration bound P(Sn = j) ≤ c/
√
n lnn, which follows
from (3) by Lemma 3. In particular, we have Q˜
(k)
n , Qˆ
(k)
n ≤ c/
√
n lnn, k = 1, 2.
Assume that µ < 0. Using tn = t−nµ ≥ n|µ| one easily shows that for some η > 0 inequality
(72) holds with x = tn/2 and y = tnδ uniformly in n. Now (143) implies
L˜(k)n (tn, δ) ≤ c′nα/(α−1)t−αn , k = 1, 2. (73)
Invoking this bound in (67) and using tn ≥ t we obtain P(S˜n = tn) ≤ c′nt−α. Hence
I ′m(t) ≤ c′t−αJ ′m. The proof for µ < 0 is complete.
Assume that µ = 0. Denote at = t
2 ln−1−0.5τ t. We split
I ′m(t) =
( ∑
m≤n<at
+
∑
n≥max{at,m}
)
P(Sn = t)P(N = n) =: J1 + J2 (74)
and estimate
J1 ≤
∑
m≤n<at
c′nt−αP(N = n) ≤ c′J ′mt−α, (75)
J2 ≤ c√
at ln at
P(N ≥ at) ≤ c
a
3/2
t ln
1.5+τ at
EN(lnN)1+τ I{N≥at} =
o(1)
t3 lnτ/4 t
. (76)
We obtain I ′m(t) ≤ c′J ′mt−3 + o
(
t−3 ln−τ/4 t
)
.
It remains to prove (75), (76). In (76) we first estimated
P(Sn = t) ≤ c(n lnn)−1/2 ≤ c(at ln at)−1/2, n ≥ at,
and then applied Markov’s inequality. In (75) we invoked (67) with tn = t − nµ = t. Note
that (67) uses the bound (73), which follows from (143). But (143) only holds if condition
(72) is satisfied. Now we show that for some η > 0 inequality (72) holds with x = t/2, y = tδ
uniformly in n, t satisfying n < at. We consider the cases n ≤ bt := t2 ln−3 t and bt ≤ n ≤ at
separately. For n ≤ bt we have c′t−2 ≤ Π ≤ c′′ ln−3 t so that the left side of (72) does not
exceed c′n(t−1 ln t)2 ln t ≤ c′′. For bt < n ≤ at we have c′ ln−3 t ≤ Π ≤ c′′ ln−1−0.5τ t so
that the left side of (72) does not exceed c′n(t−1 ln ln t)2 ln t ≤ c′′. The proof for µ = 0 is
complete.
Assume that µ > 0. We have that ψ∗(r) := maxt≥r
(
P(N = t)t3 ln ln t
) ↓ 0 as r → +∞. We
shall show that
I ′m(t) ≤ c′t−α
(
J ′m + ψ∗(t/(2µ)) + w(t/(2µ))
)
. (77)
We put t∗ =
√
t ln t (ln ln t) in (62), decompose I ′m(t) using (61) and obtain (77) from the
bounds shown below
I ′m.0 ≤ c′t−αψ∗(t−), (78)
I ′m.j ≤ c′t−αw(t/(2µ)), j = 2, 3, I ′m.j ≤ c′t−αJ ′m, j = 1, 4. (79)
We obtain (78) proceeding as in (64) and using P(N = t) ≤ ψ∗(t−)/(t3 ln ln t), n ∈ N0. To
show (79) for j = 2, 3 we note that P(N = t) = o(P(X1 = t)) and combine the inequalities
max
n∈N2∪N3
P(N = n) ≤ w(t/(2µ)) max
n∈N2∪N3
P(X1 = n) ≤ cw(t/(2µ))t−3
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with the bound
∑
n∈Nj P(Sn = t) ≤ c′tt1−α∗ that follows from (65), (66), see (69). For
j = 1, 4 the bounds (79) are derived from (65), (66) in the same way as those of (63).
Inequalities (65), (66) used in the proof of (79) above are derived from (143). In the case
of (65), respectively (66), we apply (143) to S˜n, x = tn/2, y = tnδ, n ∈ N1∪N2, respectively
Sˆn, x = tˆn/2, y = tˆnδ, n ∈ N3 ∪N4. But for α = 3 (143) only holds when condition (145) is
satisfied.
In order to verify (145) in the case of (65) we show that for some η > 0 inequality (72)
is satified by x = tn/2, y = tnδ, n ∈ N1 ∪N2. Denote at = btµ−1 − t∗ ln tc. We consider the
cases n ∈ (m; at] and n ∈ (at; t−] separately. For n ∈ (at; t−] we have c′ ln ln t ≤ | ln Π| ≤
c′′ ln ln t. Hence the left side of (72) is at most n(t−1n ln ln t)
2 ln t ≤ t−((µt∗)−1 ln ln t)2 ln t ≤ c.
For n ∈ (m; at] we have c′ ln ln t ≤ |Π| ≤ c′′ ln t. Hence the left side of (72) is at most
n(t−1n ln t)
2 ln t ≤ at(t−1at ln t)2 ln t ≤ c. Here we used the fact that n→ nt−2n is increasing.
In order to verify (145) in the case of (66) we show that for some η > 0 inequality
(72) with Π = nP(Xˆ1 > x) is satisfied by x = tˆn/2, y = tˆnδ, n ∈ N3 ∪ N4. Denote
bt = btµ−1 + t∗ ln tc, et = b2t/µc. We consider the cases n ∈ (t+; bt], n ∈ (bt; et) and n ≥ et
separately. For n ∈ (t+; bt] we have c′ ln ln t ≤ | ln Π| ≤ c′′ ln ln t. Hence the left side of (72)
is at most n(tˆ−1n ln ln t)
2 ln t ≤ bt((µt∗)−1 ln ln t)2 ln t ≤ c. For n ∈ (bt; et) we have c′ ln ln t ≤
|Π| ≤ c′′ ln t. Hence the left side of (72) is at most n(tˆ−1n ln t)2 ln t ≤ et(tˆ−1bt ln t)2 ln t ≤ c.
Finally, for n ≥ et we have nµ/2 ≤ tˆn ≤ nµ and c′ ≤ nΠ ≤ c′′. Hence the left side of (72) is
O(n−1 ln3 n) < c. The proof for µ > 0 is complete.
Proof of (v). Denote σ2 = VarX1, S
∗
n = Sn − bnµc, t∗n = t− bnµc so that P(Sn = t) =
P(S∗n = t
∗
n).
Assume that µ < 0. For n > µ−2 we have t∗n = t+ |bnµc| ≥
√
n and, by (146),
P(Sn = t) = P(S
∗
n = t
∗
n) ≤ cn−1/2e−(t
∗
n)
2/(2nσ2) + cn(t∗n)
−αL1(t∗n). (80)
Here we assume that n is sufficiently large so that (t∗n)
−1P(X1−µ > t∗n) ≤ c(t∗n)−αL1(t∗n), see
Thm.1.1.4 (iv) of [8]. Using (t∗n)
2 ≥ 2t|bnµc| ≥ 2tn|µ| we estimate the first term on the right
e−(t
∗
n)
2/(2nσ2) ≤ e−t|µ|/σ2 ≤ ct−αL1(t).
In the last step we assumed that t is sufficiently large. Furthermore, it follows from general
properties of slowly varying functions that for some s0 > 0 and c > 0 (both depending on
L1) we have x
−αL1(x) ≤ cy−αL1(y) for x > y > s0. Hence, for sufficiently large t we have
(t∗n)
−αL1(t∗n) ≤ ct−αL1(t) for each n. Now (80) implies P(Sn = t) ≤ c′nt−αL1(t). From the
latter inequality we obtain (for large m) I ′m(t) ≤ c′t−αJ ′m. The proof for µ < 0 is complete.
Assume that µ = 0 and (1) holds. Denote bt = t
2/(1 + σ2). For n ∈ (m; bt) we estimate
P(Sn = t) using (146). For n ≥ bt we apply the concentration bound P(Sn = t) ≤ cn−1/2.
We obtain
I ′m(t) ≤ c(I1 + I2 + I3),
I1 =
∑
n∈(m;bt)
n−1/2e−t
2/(2nσ2)P(N = n), I2 =
∑
n∈(m;bt)
nt−1P(X1 > t)P(N = n),
I3 =
∑
n≥bt
n−1/2P(N = n) ≤ b−1/2t P(N ≥ bt).
We shall show that Ii = o(t
−αL1(t)) for i = 1, 3 and I2 ≤ cJ ′mP(X1 = t).
The bound I3 = o(t
−αL1(t)) follows from (1) and (12) with τ ≥ 0. The bound I2 ≤
cJ ′mP(X1 = t) follows from the relation t
−1P(X1 > t)(α− 1) ∼ P(X1 = t), the well known
property of regularly varying sequences.
Let us consider I1. We denote at = t
2/(2(α+ 1)σ2 ln t) and split
I1 =
 ∑
m<n<at
+
∑
at≤n<bt
n−1/2e−t2/(2nσ2)P(N = n) =: I1.1 + I1.2.
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For n ∈ (m, at) the inequality e−t2/(2nσ2) ≤ e−t2/(2atσ2) = t−α−1 implies I1.1 = o(t−αL1(t)).
Let us show that I1.2 = o(t
−αL1(t)). We denote g(x) = x−1/2e−t
2/(2xσ2) and F (x) =
−P(N ≥ x) and apply the integration by parts formula (Sect. 2.9.24 in [15])
I1.2 =
∫ bt
at
g(x)dF (x) = F (bt)g(bt)− F (at)g(at)−
∫ bt
at
g′(x)F (x)dx =: J˜1 + J˜2 + J˜3. (81)
It remains to show that J˜i = o(t
−αL(t)), i = 1, 2, 3. For i = 1, 2 the bounds are easy. We
only prove the bound for J˜3. Note that 0 < g
′(x) < 0.5(t/σ)2x−5/2e−t
2/(2xσ2) =: h(x),
for x ∈ (at, bt). Invoking the latter inequality and changing the variable of integration
z = t2/(2xσ2) we obtain
|J˜3| ≤
∫ bt
at
h(x)P(N ≥ x)dx =
√
2
σ
t
∫ (α+1) ln t
(1+σ2)/(2σ2)
P
(
N ≥ t2/(2σ2z))e−z√z dz. (82)
Given τ > 0 condition (12) implies that P(N ≥ s2 ln−τ s)) ≤ φ(s)s1−αL1(s) with some
φ(s) ↓ 0 as s→ +∞. Furthermore, from the inequality u ≥ t2u ln−τ tu, with t2u = 4−τu lnτ u,
which holds for sufficiently large u, we obtain
P(N ≥ u) ≤ P(N ≥ t2u ln−τ tu) ≤ φ(tu)t1−αu L1(tu) (83)
≤ cφ(√4−τu lnτ u)(u lnτ u)(1−α)/2L1(√u lnτ u).
Choosing u = t2/(2σ2z) and invoking this inequality in (82) we obtain
|J˜3| ≤ ct−αφ(t1/2)
∫ (α+1) ln t
(1+σ2)/(2σ2)
e−zzα/2 ln(1−α)τ/2(t2/z)L1(tz−1/2 lnτ/2 t)dz. (84)
Here we estimated φ
(√
4−τu lnτ u
) ≤ φ(√t) using the monotonicity of φ and assuming that
t is sufficiently large. Finally, we show that the integral (84) is bounded from above by
cL1(t). Indeed, for z ∈ [(1 + σ2)/(2σ2); (1 +α) ln t] we have ln(t2/z) ≥ c′ ln t2. Furthermore,
by general properties of slowly varying functions, see, e.g., Th.1.1.4 (iii) of [8], for any
δ > 0 there exists tδ > 0 such that L1(tz
−1/2 lnτ/2 t) ≤ (ln t)δL1(t) for t > tδ. Choosing
δ < (α− 1)τ/2 we bound the integral by cL1(t). Hence the right side of (84) is o(t−αL1(t)).
Now assume that µ = 0 and (3) holds. The only difference in the proof is that for
L1(t) ∼ c and τ = 0 relation (83) reduces to P(N ≥ u2) ≤ φ(u)u1−α. Now (82) implies
|J˜3| ≤ ct−1φ(c′t/
√
ln t)
∫ (α+1) ln t
(1+σ2)/(2σ2)
t1−αzα/2e−zdz = o(t−α).
The proof for µ = 0 is complete.
Assume that µ > 0. We shall show that
I ′m ≤ c′J ′mP(X1 = t) + o
(
P(X1 = t)
)
. (85)
We put t∗ = t1/2w−1/2
(
t/(2µ)
)
in (62), then decompose I ′m(t) using (61) and derive (85)
from the bounds shown below
I ′m.j ≤ c′P(X1 = t)w1/2(t/(2µ)), j = 0, 2, (86)
I ′m.1 ≤ c′J ′mP(X1 = t), I ′m.3 + I ′m.4 = o
(
P(X1 = t)
)
. (87)
Let us prove (86). The bound for I ′m.0 is shown using the same argument as in (64) above.
Next we consider I ′m.2. For n ∈ N2 the inequalities t/(2µ) ≤ n ≤ t/µ and (146) imply
P(Sn = t) = P(S
∗
n = t
∗
n) ≤
c1√
t
e−c(t
∗
n)
2/n + c′t(t∗n)
−αL1(t∗n) =: a
(1)
n (t) + a
(2)
n (t). (88)
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We show below that A(k)(t) :=
∑
n∈N2 a
(k)
n (t) ≤ cw1/2(t/(2µ)), k = 1, 2. These bounds
combined with the inequalities that follow from (1), (11)
P(N = n) ≤ w(t/(2µ))P(X1 = n) ≤ cw(t/(2µ))P(X1 = t), n ∈ N2,
imply I ′m.2 ≤ c′P(X1 = t)w3/2(t/(2µ)). Note that w3/2(·) ≤ cw1/2(·), since w(·) ≤ c.
Let us prove (87). For n ∈ N1 inequalities t ≥ t∗n ≥ t/2, t∗n ≥ nµ and (146) imply
P(Sn = t) = P(S
∗
n = t
∗
n) ≤ c′e−ct + c′nt−αL1(t). (89)
It follows that P(Sn = t) ≤ c′nt−αL1(t). The latter inequality implies I ′m.1 ≤ cJ ′mP(X1 = t).
It remains to prove the second bound of (87). For n ∈ N3 ∪N4 we have, cf. (25),
P(Sn = t) = P(Sˆn = tˆn) ≤ P
(
Sˆ(1)n ≥ tˆn/2, Sˆn = tˆn
)
+P
(
Sˆ(2)n ≥ tˆn/2, Sˆn = tˆn
)
≤ Qˆ(2)n P(Sˆ(1)n ≥ tˆn/2) + Qˆ(1)n P(Sˆ(2)n ≥ tˆn/2). (90)
We estimate Qˆ
(k)
n ≤ cn−1/2, k = 1, 2, by Lemma 3. Furthermore, we approximate the tail
probabilities P(Sˆ
(k)
n ≥ tˆn/2) by respective Gaussian probabilities. The non-uniform error
bound of [20] implies
P(Sˆ(k)n ≥ tˆn/2) = 1− Φ
(
tˆn/(2σk)) + c(1 + (tˆn/σk)
2)−1φn. (91)
Here σ2k = Var
(
Sˆ
(k)
n
)
and φn = n
−1/2E|X1|3I{|X1|≤√n}+EX21 I{|X1|>√n}. Note that EX21 <
∞ implies φn → 0 as n→ +∞. Using relations σ2k  n, k = 1, 2, and inequality 1− Φ(x) ≤
e−x
2/2, x > 1 we obtain from (90), (91)
P(Sn = t) ≤ c′n−1/2e−ctˆ2n/n + c′n1/2tˆ−2n φn =: b(1)n (t) + b(2)n (t). (92)
We show below that B(k)(t) :=
∑
n∈N3∪N4 b
(k)
n (t) ≤ c′w1/2(t/µ) + c′t−1/2, k = 1, 2. These
bounds together with (1), (11) imply the second bound of (87).
Now we evaluate the sums A(k)(t) and B(k)(t). For n ∈ N2 inequalities t∗n ≥ t− nµ > 0
imply (t∗n)
2/n ≥ µ3(n− t/µ)2/t and (t∗n)3 ≥ µ3|n− t/µ|3. We have
A(1)(t) ≤ c
′
√
t
∑
n∈N2
e−c(n−t/µ)
2/t ≤ c
′
√
t
∫ t/(2µ)
t∗
e−cx
2/tdx ≤ c′′
√
t
t∗
= c′′w1/2
( t
2µ
)
, (93)
A(2)(t) ≤ c′t
∑
n∈N2
(t∗n)
−3 ≤ c′t
∫ t/(2µ)
t∗
x−3dx ≤ c′ t
t2∗
≤ c′w
( t
2µ
)
. (94)
In (93) we used inequality∫
x≥a
e−vx
2
dx ≤
∫
x≥a
e−vx
2 vx
va
dx ≤ (2va)−1e−va2 ≤ (2va)−1, a, v > 0. (95)
In (94) we applied inequality L1(t
∗
n) ≤ cδ(t∗n)δ with δ = α− 3 > 0, see Thm.1.1.4 in [8].
Furthermore, inequalities b
(1)
n (t) ≤ c′n−1/2e−cn, n ∈ N4, and b(1)n (t) ≤ c′t−1/2e−ctˆ2n/t, n ∈
N3, combined with (95) imply∑
n∈N4
b(1)n (t) ≤ c′n−1/2
∑
n∈N4
e−cn ≤ c′t−1/2e−ct, (96)
∑
n∈N3
b(1)n (t) ≤
c′√
t
∫ t/µ
t∗
e−cx
2/tdx ≤ c′′
√
t
t∗
= c′′w1/2
( t
2µ
)
. (97)
Hence the bound for B(1)(t). Finally, we bound B(2)(t) using the inequalities∑
n∈N3
√
n
tˆ2n
≤ c′√t
∑
t∗≤j≤t/µ
1
j2
≤ c′′
√
t
t∗
,
∑
n∈N4
√
n
tˆ2n
≤ c′
∑
n∈N4
1
n3/2
≤ c
′′
√
t
. (98)
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The proof for µ > 0 is complete.
Proof of Theorem 3. The proof is a straightforward extension of that of Theorem 2, and
we only indicate the changes. In the proof we use the property (A) of a slowly varying
function L that for any ε > 0 there exists tε,L > 0 such that L(t) ≤ tε for t > tε,L. Set
δ = (2α(α− 1)−1 + τ)−1.
Let 1 < α ≤ 2. We show that I ′m(t) ≤ c′P(X1 = t)EN1+τ I{N≥m}. Note that
EN1+τ I{N≥m} = o(1) as m→ +∞. For this purpose we establish the bound
P(Sn = t) ≤ cn1+τ t−αL1(t). (99)
Lemma 3 and (143) imply
Q(k)n ≤ c′n−1/(α−1)/L∗(n), L(k)n (t, δ) ≤ c′
(
nP(X1 ≥ tδ)
)1/(2δ)
, k = 1, 2.
Furthermore, using property (A) we estimate Q
(k)
n ≤ c′n−1/(α−1)nτ/2 and
L(k)n (t, δ) ≤ c′′
(
nt1−αL1(t)
)1/(2δ) ≤ cnα/(α−1)nτ/2t−αL1(t)
so that the right side of (24) is at most c′′′n1+τ t−αL1(t). Now Lemma 1 implies (99).
For α = 2 the same argument as in the case 1 < α ≤ 2 above establishes (99) for
n1+τ/8 < t. Indeed, we have that condition (144) (that is required by (143) for α = 2) is
implied by the inequality
t1/(1+τ/8)P(X1 > tδ)L
1+β
∆ (tδ) < η,
where η > 0 is arbitrary, but independent of t and n. The existence of such η > 0 follows
from the fact that, by property (A), the left side is o(1) as t→ +∞. For the remaining range
n1+τ/8 ≥ t we derive (99) from the concentration bound of Lemma 3 using property (A),
P(Sn = t) ≤ c n
τ/2
n1/(α−1)
≤ c n
τ/2
n1/(α−1)
(n2+τ/4
t2
) 8+2τ
8+τ ≤ c′n1+τ t−αL1(t).
Let 2 < α < 3. For µ ≤ 0 we have tn ≥ t. We derive (99) from inequalities (67), (143)
using the same argument as in the case 1 < α < 2 above. We obtain
P(Sn = t) = P(S˜n = tn) ≤ cn1+τ t−αn L1(tn) ≤ c′n1+τ t−αL1(t). (100)
Now assume that µ > 0. We can assume that τ ≤ β. We put t∗ = t(α−1)−1+β/2 in
(62), decompose I ′m(t) using (61) and estimate I
′
m.j , 0 ≤ j ≤ 4. The concentration bound
P(Sn = t) ≤ (n1/(α−1)L∗(n))−1 of Lemma 3 together with P(N = n) ≤ cn−α−β imply, cf.
(64),
I ′m.0 ≤ ct∗
(
t1/(α−1)L∗(t)
)−1
t−α−β ≤ ct−α−β/2(L∗(t))−1 = o
(
t−αL1(t)
)
.
Furthermore, proceeding as in the proof of (99) above we derive from (67), (143) the bounds
P(Sn = t) = P(S˜n = tn) ≤ c′n1+τ t−αn L1(tn), for n ∈ (m; tµ−1 − t∗], (101)
P(Sn = t) = P(Sˆn = tˆn) ≤ c′n1+τ tˆ−αn L1(tˆn), for n ≥ tµ−1 + t∗. (102)
These bounds imply I ′m.j ≤ c′P(X1 = t)EN1+τ I{N≥m}, j = 1, 4, see (68). For j = 2, 3
inequalities (101), (102) imply
∑
n∈Nj
P(Sn = t) ≤ c′t1+τ
∑
n∈Nj
|t− nµ|−αL1(|t− nµ|) ≤ c′ t
1+τ
tα−1∗
L1(t
∗).
This bound combined with P(N = n) ≤ ct−α−β , n ∈ N2 ∪N3, implies I ′m.j = o(t−αL1(t)).
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Let α = 3. We recall that for α = 3 large deviation inequality (143) used in the proofs of
(100) and (101), (102) above only holds if additional condition (145) is satisfied. We write
(145) in the form
n
( | ln Π|
y
)2
L
(
y
| ln Π|
)
≤ η, where Π = Π(x) = nc∗x−2L1(x), (103)
and where L is a slowly varying function.
For µ < 0 we have tn ≥ n|µ|. It is easy to show that for x = tn/2 and y = tnδ the left
side of inequality (103) is bounded uniformly in n and t (we assume that n, t > A, for some
large A > 0). Now (100) implies I ′m(t) ≤ c′P(X1 = t)EN1+τ I{N≥m}.
Assume that µ = 0. We apply (74) with at = t
2−2τ/(3+2τ). For n < at, x = t/2, y = tδ
we show that the left side of inequality (103) is bounded using general properties of slowly
varying functions and the fact that n < t2−ε for some given ε > 0. Then we apply (100)
to n < at and obtain the bound J1 ≤ ct−αL1(t)EN1+τ I{m<N<at} cf. (75). For n ≥ at we
estimate P(Sn = t) ≤ c′a−0.5t /L∗(at) using Lemma 3 and obtain the bound, cf. (76),
J2 ≤ c
′
a0.5t L∗(at)
P(N > at) ≤ c
a1.5+τt L∗(at)
EN1+τ I{N>at} = o(t
−αL1(t)).
We obtain I ′m(t) ≤ J1 + J2 ≤ ct−αL1(t)EN1+τ I{m<N<at} + o(t−αL1(t)).
Assume that µ > 0. For α = 3 the proof is the same as that for 2 < α < 3 above. The
only additional task is to check condition (145). Here we proceed similarly as in the proof
of Theorem 2 (iv).
Proof of Theorem 4. Note that (11) implies EN1+(α−2)/2 < ∞. The proof of Theorem
4 is similar to that of Theorem 2 (iii). Fix A > 0. In (62) we put t∗ = Abt, where
bt = t
(α−1)−1L∗(t) is defined in (27). Then we decompose I ′m(t) using (61) and estimate
I ′m.j , 0 ≤ j ≤ 4. We show that for some c′ > 0 (independent of A and t)
I ′m.0 ≤ c′Aw(t/(2µ))P(X1 = t), (104)
I ′m.1 ≤ c′P(X1 = t)EN1+0.5(α−2)I{N>m}, (105)
I ′m.j ≤ c′A1−αP(X1 = t), j = 2, 3, (106)
I ′m.4 ≤ c′w(t/µ)P(X1 = t). (107)
These bounds together with (61) imply lim supt
I′m(t)
P(X1=t)
≤ c′A1−α + c′EN1+0.5(α−2)I{N>m}.
Letting A,m→ +∞ we derive (56) from (55).
Proof of (104). The bound P(Sn = t) ≤ c′b−1n of Lemma 3 together with (11) imply (cf.
(64))
I ′m.0 ≤ c′|N0| max
n∈N0
{
b−1n P(N = n)
}
≤ c′Aw(t/2µ)P(X1 = t).
Proof of (106). We only bound I ′m.2. The proof for I
′
m.3 is much the same. Using the bound
Q˜
(k)
n ≤ c′b−1n , k = 1, 2, of Lemma 3 and invoking (143) we obtain from (67) for δ < 0.5
P(S˜n = tn) ≤ c′nt−αn L1(tn) + cδb−1n
(
nP(X˜1 > tnδ)
)1/(2δ)
, n ∈ (m, t−]. (108)
Here cδ > 0 only depends on δ and the distribution of X1. Put δ = (α− 1)/(2α). We have
P(Sn = t) = P(S˜n = tn) ≤ c′nt−αn L1(tn) + c′nt−αn (L1(tn))α/(α−1)(L∗(n))−1. (109)
For n ∈ (t/(2µ), t−] we estimate n ≤ c′t and (L∗(n))−1 ≤ c′(L∗(t))−1 in (109). Now Lemma
4 implies ∑
n∈N2
P(Sn = t) ≤ c′A1−α. (110)
This bound combined with (11) shows I ′m.1 ≤ c′A1−αP(X1 = t).
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Proof of (105). We put δ = (2α(α − 1)−1 + 2τ)−1, where τ = (a − 2)/4. Now (109) and
t/2 ≤ tn ≤ t imply for n ∈ N1
P(Sn = t) ≤ c′nt−αL1(t) + c′n1+τ (L∗(n))−1t−α−τ(α−1)
(
L1(t)
)1+τ+(α−1)−1
. (111)
For α > 2 inequality τ > 0 implies (L∗(n))−1 ≤ c′nτ and (L1(t))τ+(α−1)−1 ≤ c′tτ(α−1), by
the general properties of slowly varying functions. We obtain P(Sn = t) ≤ cn1+2τ t−αL1(t).
The latter inequality yields (105).
Proof of (107). In view of (11) it suffices to show that
∑
n∈N4 P(Sn = t) ≤ c′. Proceeding
as in the proof of (109) we show for n ∈ N4
P(Sn = t) = P(Sˆn = tˆn) ≤ c′ntˆ−αn L1(tˆn) + c′ntˆ−αn (L1(tˆn))α/(α−1)(L∗(n))−1.
Invoking the inequalities nµ ≥ tˆn ≥ nµ/2 we obtain
P(Sn = t) ≤ cn1−αL1(n)
(
1 + (L1(n))
1/(α−1)/L∗(n)
)
. (112)
We have
∑
n∈N4 P(Sn = t) ≤ c′, since
∑
n n
1−αL1(n)
(
1 + (L1(n))
1/(α−1)/L∗(n)
)
< ∞.
Now we prove Theorems 6, 7 which establish (6), (16). We begin with an outline of the
proof. We split, see (49), (61),
P(SN = t) = Im(t) + I
′
m(t) = Im(t) + I
′
m.0 + · · ·+ I ′m.4, (113)
where I ′m.j , 0 ≤ j ≤ 4 are defined by (62) with t± = tµ−1 ± t∗ and t∗ := utµ−1. The
positive sequence {ut} will be specified later. For EN < ∞ we will choose m = mt → +∞
as t→ +∞ such that
Im(t) = (EN)P(X1 = t)(1 + o(1)). (114)
For N satisfying EN = ∞ and (4) with γ > 1 we will choose m = mt → +∞ as t → +∞
such that
Im(t) = o(P(N = t)). (115)
Furthermore, we show that as t→ +∞
I ′m.0 = µ
−1P
(
N = bt/µc)(1 + o(1)) (116)
and that the remaining terms I ′m,i, 1 ≤ i ≤ 4, on the right of (113) are negligibly small.
Proof of Theorem 6. In the proof we use the observation that given a collection of
sequences {a(k)t }t≥1, k = 1, 2, 3, . . . such that ∀k ∃ limt a(k)t =: dk and
∑
k |dk|P(N = k) <∞,
one can find a non-decreasing integer sequence mt → +∞ as t→ +∞ such that∑
1≤k≤mt
a
(k)
t P(N = k)→
∑
k≥1
dkP(N = k) as t→ +∞. (117)
In (113) we choose {ut} satisfying (29) and ut = o(tκ) as t→ +∞, where κ is from (18).
Proof of (16). The cases (i) and (ii) are treated simultaneously. Note that in both cases
we require EN <∞. In the first step we establish (114) and (116). To show that there exists
{mt} converging to +∞ such that (114) holds we apply (117) to a(k)t := P(Sk = t)/P(X1 = t)
and use (50) to verify the condition ∀k limt a(k)t = n. Next we derive (116) from Lemma 2
and (18). In the second step we show that
I ′m.1 = c
′P(X1 = t)E
(
NI{mt≤N≤t/(2µ)}
)
, (118)
I ′m.i = o(P(N = t)), i = 2, 3, (119)
I ′m.4 = o(P(X1 = t)) + o(P(N = t)), for α > 3. (120)
I ′m.4 = o(P(X1 = t)), for α ≤ 3, (121)
19
Note that (118) combined with EN < ∞ implies I ′m.1 = o(P(X1 = t)). Invoking (114),
(116), (118-121) in (113) we obtain (16). It remains to prove (118-121).
Proof of (118). For α ≤ 3, respectively α > 3, we obtain from (65), (68), respectively (89),
that P(Sn = t) ≤ c′nP(X1 = t), n ∈ N1. This bound implies (118).
Proof of (119) for α ≤ 3. From (69) we obtain for i = 2, 3 that∑
n∈Ni
P(Sn = t) ≤ c′t t1−α∗ ≤ c′′t u1−αt .
This bound together with (17) imply I ′m.i ≤ c′tu1−αt P(N = t) = o
(
P(N = t)
)
. In the last
step we used t = o(uα−1t ), see the first relation of (29).
Proof of (119) for α > 3 and (120). From (92), (96), (97), (98) we obtain
I ′m.3 ≤ max
n∈N3
P(N = n)
∑
n∈N3
P(Sn = t) ≤ max
n∈N3
P(N = n)ct1/2t−1∗ , (122)
I ′m.4 ≤
∑
n∈N4
b(1)(t) +
∑
n∈N4
b(2)(t)P(N = n) ≤ c′e−ct +
∑
n∈N4
n−3/2P(N = n). (123)
The right side of (122) is o(P(N = t)) since maxn∈N3 P(N = n) ≤ cP(N = t) and
√
tt−1∗ =
o(1) by (17) and (29) respectively. The right side of (123) is o(P(X1 = t)) + o(P(N = t)) by
(19) and because e−ct = o(P(X = t)). Similarly, from (88), (93), (94) we obtain
I ′m.2 ≤ max
n∈N2
P(N = n)
∑
n∈N2
P(Sn = t) ≤ max
n∈N3
P(N = n)c(t1/2t−1∗ + tt
−2
∗ ) = o(P(N = t)).
Proof of (121). From (66), (68) we have P(Sn = t) ≤ c′nt−α, n ∈ N4. This bound implies
I ′m.4 ≤ c′P(X1 = t)E(NI{N≥2t/µ}). But E(NI{N≥2t/µ}) = o(1) since EN <∞.
Proof of (6). The cases (i) and (ii) are treated simultaneously. For EN < ∞ we derive
(6) from (14), (16). It remains to consider the case where (4) holds and EN = ∞. To
show that there exists {mt} converging to +∞ such that (115) holds we apply (117) to
a
(k)
t := P(Sk = t)/P(N = t) and use (50) and (14) to verify the condition ∀k limt a(k)t = 0.
We remark that (116), (118), (119), (120) remain true as their proofs above have not used
the condition EN <∞. Next we show that
I ′m.1 = o(P(N = t)) for α > 2 and I
′
m.4 = o(P(N = t)) for α ≤ 3. (124)
Note that (115,116,119,120,124) combined with (113) yield (6). Hence it remains to prove
(124). Note that (4) and EN =∞ imply ENI{mt≤N≤t/(2µ)} ≤ ENI{N≤t/(2µ)} ≤ c′t2−γL¯(t),
where L¯ is a slowly varying function. Invoking this inequality in (118) we obtain the first
bound of (124). Let us show that (4) implies the second bound of (124). Invoking the
inequalities P(Sn = t) ≤ cn−1/(α−1) for n > tα−1 and P(Sn = t) ≤ c′nt−α for n ≤ tα−1 (the
first one follows from Lemma 3, the second one follows from (66), (68)) we obtain
I ′m.4 ≤ c′t−α
∑
2t/µ≤n≤tα−1
n1−γL2(n) + c′
∑
n>tα−1
n−γ−(α−1)
−1
L2(n)
≤ c′t−α(tα−1)2−γL(tα−1) + c′(tα−1)1−γ−(α−1)−1L2(tα−1)
= c′t−γ−(α−2)(γ−1)
(
L(tα−1) + L2(tα−1)
)
= o
(
P(N = t)
)
.
Here L is a slowly varying function (L = L2, for γ 6= 2). In the last step we used (α− 2)(γ−
1) > 0.
Proof of Theorem 7. The proof is similar to that of Theorem 6 (i). We only prove (16).
The proof of (6) is almost the same.
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Proof of (16). We decompose P(SN = t) using (113) and (62), where we put t± =
tµ−1 ± t∗, t∗ := Abt and where A > 0 is a large number and bt is from (27). We choose
m = mt → +∞ such that (114) holds. Furthermore, we show below that for some c′ > 0
(independent of A and t)
I ′m.1 ≤ c′P(X1 = t)ENI{m≤N≤t/(2µ)}, (125)
I ′m.j ≤ c′A1−αP(N = t), j = 2, 3, (126)
I ′m.4 = o(P(N = t)). (127)
Finally, we prove that
lim sup
t→+∞
∣∣∣ I ′m.0
P(N = bt/µc) − µ
−1
∣∣∣→ 0 as A→ +∞. (128)
Invoking (114), (125), (126), (127), (128) in (113) and using our assumption EN < ∞ we
obtain (16), by letting A→ +∞.
Proof of (125). It suffices to show that P(Sn = t) ≤ c′nt−αL1(t). We choose δ < (α−1)/(2α)
and apply (67) to P(Sn = t) = P(S˜n = tn). Invoking in (67) the inequalities
max
δtn≤j≤tn
P(X˜1 = j) ≤ c′t−αn L1(tn), Q˜(k)n ≤ b−1n , c′L˜(k)n (tn, δ) ≤ c′
(
nt1−αn L1(tn)
)1/(2δ)
(the last one follows (143)) and using t/2 ≤ tn ≤ t, for n ∈ N1, we obtain
P(S˜n = tn) ≤ c′nt−αn L1(tn) + c′n(2δ)
−1−(α−1)−1(L∗(n))−1t(1−α)/(2δ)n (L1(tn))
(2δ)−1
≤ c′nt−αL1(t) + c′n(2δ)−1−(α−1)−1(L∗(n))−1t(1−α)/(2δ)(L1(t))(2δ)−1 (129)
≤ c′nt−αL1(t).
To prove the last inequality we write the second summand on the right of (129) in the form
c′nt−αL1(t)Rn(t), Rn(t) :=
(
n1/(α−1)t−1
)ατ
(L∗(n))−1(L1(t))α(1+τ)(α−1)
−1−1
and observe that Rn(t) is bounded uniformly in n ∈ N1. Here τ > 0 is defined by the
equation 1/(2δ) = (α/(α − 1))(1 + τ). Indeed, the inequality n ≤ t/(2µ) (which holds for
n ∈ N1) implies n1/(α−1)t−1 ≤ c′t−ε′ with ε′ = 1 − (α − 1)−1 > 0. In addition, by the
properties of slowly varying functions, we have |L−1∗ (n)| = o(nε) and |L1(t)| = o(tε) for any
ε > 0 as n, t→ +∞. Hence, Rn(t) ≤ c′ uniformly in n ∈ N1.
Proof of (126). This bound follows from (17) and (110).
Proof of (127). Using general properties of slowly varying functions we obtain from (112)
that P(Sn = t) ≤ c′n−1−β , n ∈ N4. Now (127) follows from (17) and (19).
Proof of (128). Proceeding as in the proof of Lemma 2 we show that for any (small) δ > 0
and (large) A0 > 0 one can find A > A0 and large t0 such that
∀ t > t0
∣∣∣ ∑
n∈N0
P(Sn = t)− µ−1
∣∣∣ < δ. (130)
We obtain (128) from (130) and the relation that follows from (18)
max
n∈N0
∣∣∣ P(N = n)
P(N = bt/µc)−1
∣∣∣ → 0 as t→ +∞.
Proof of Theorem 1. (i) follows from Theorem 2 (v) and Theorem 3 for α > 3 and α ≤ 3
respectively.
Proof of (ii) and (iii). Given 1 < mt < t/(2µ) we split
P(SN = t) = E
(
P(SN = t|N)
(
I{N≤mt} + I{mt<N< t2µ} + I{ t2µ≤N}
))
=: I˜1 + I˜2 + I˜3. (131)
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We first evaluate I˜3. We choose a nondecreasing sequence ut → +∞ which satisfies (29) and
put t± = (t± ut)µ−1. It follows from Lemma 2 and the renewal theorem [14] that∑
t−≤n≤t+
P(Sn = t) ∼ µ−1 and
∑
n≥1
P(Sn = t) ∼ µ−1 as t→ +∞.
In particular, we have
∑
n≥1,n/∈[t−,t+] P(Sn = t) = o(1). In view of (4) these relations imply
I˜3 = E
(
P(SN = t|N)I{t−≤N≤t+}
)
+ o(P(N = t)) ∼ µ−1P(N = bt/µc). (132)
Next, we estimate I˜2. By Theorem 1 of [10], for any sequence {mt} such that mt ↑ +∞
as t → +∞ there is a constant c > 0 such that P(Sn = t) ≤ cnP(X1 = bt − nµc) for
mt ≤ n ≤ t/(2µ). In view of (1) we obtain for some constant c′ > 0 (depending on {mt})
that
I˜2 ≤ c′P(X1 = t)ξt, ξt := E
(
NI{mt≤N≤ t2µ}
)
.
Let us prove (iii). We choose mt ↑ +∞ as t → +∞ such that I˜1 ∼ (EN)P(X1 = t), see
(114). Furthermore, for EN <∞ we have ξt ≤ E(NI{N≥mt}) = o(1). Hence I˜2 = o(P(X1 =
t)). Collecting these relations and (132) in (131) we obtain (iii).
Let us prove (ii). We only consider the case EN = ∞. We choose mt ↑ +∞ such
that I˜1 = o(P(N = t)), see (115). Furthermore, for EN = ∞ we have, by (4), ξt ≤
E
(
NI{N≤ t2µ}
)
= t2−γL¯2(t)→ +∞ as t→ +∞, where L¯2 is slowly varying at infinity. Hence
I˜2 ≤ ct2−α−γL1(t)L¯2(t) = o(P(N = t)). Invoking these bounds and (132) in (131) we obtain
(ii).
Proof of (iv). For n→ +∞ the standardized sums n−1/(α−1)(X1 + · · ·+Xn) converge in
distribution to an α− 1 stable random variable, which we denote by Za. Here the subscript
a refers to the constant a in (3). Note that Za and a
1/αZ1 have the same distributions.
Therefore, it suffices to show that
P(SN = t) ∼ h(t)EZ(α−1)(γ−1)a , h(t) := t−1−(α−1)(γ−1)L2(tα−1)(α− 1). (133)
Given A > 0 denote JA = E
(
Z
(α−1)(γ−1)
a I{A−1≤Zα−1a ≤A}
)
. We prove below that
JA ≤ lim inf
t
P(SN = t)
h(t)
≤ lim sup
t
P(SN = t)
h(t)
≤ JA + c′
(
A1−(α−1)
−1−γ +Aγ−2
)
. (134)
Then (133) follows from (134) by letting A→ +∞. Let us prove (134). We split
P(SN = t) =
∑
n≥1
P(Sn = t)P(N = n) = I
∗
1 + I
∗
2 + I
∗
3 , I
∗
j =
∑
n∈Nj
P(Sn = t)P(N = n)
N1 = {n ≤ A−1tα−1}, N2 = {A−1tα−1 < n < Atα−1}, N3 = {n ≥ Atα−1}.
We first show that as t→ +∞
I∗2 = h(t)(JA + o(1)). (135)
From the local limit theorem bound (26) we obtain
I∗2 =
∑
n∈N2
(g(tn) + δn)b
−1
n P(N = n) = I
∗∗
2 +R,
I∗∗2 :=
∑
n∈N2
g(tn)b
−1
n P(N = n), R :=
∑
n∈N2
δnb
−1
n P(N = n).
Here tn = tb
−1
n and bn = n
1/(α−1). g(·) stands for the density of Za and δn denotes the
remainder term. We have |δn| ≤ τn and maxk∈N2 |δk| → 0 as t → +∞. Recall that τn is
defined in (26). Using the relation
tn − tn+1 = tn(α− 1)−1n−1
(
1 +O(n−1)
)
,
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we write I∗∗2 in the form I
∗∗
2 = h(t)S, where
S =
∑
n∈N2
g(tn)t
(α−1)(γ−1)
n (tn − tn+1)
1
1 +O(n−1)
L2(n)
L2(tα−1)
converges to JA as t→ +∞. Here we used the fact that 11+O(n−1) L2(n)L2(tα−1) → 1 uniformly in
n ∈ N2. Now (135) follows from the simple bound
R ≤ (max
k∈N2
|δk|
) ∑
n∈N2
b−1n P(N = n) = o(1)
∑
n∈N2
b−1n P(N = n) = o(h(t)) as t→ +∞.
We secondly estimate I∗j , j = 1, 3. Using the the local limit theorem bound P(Sn = t) ≤
c′n−1/(α−1) for n ∈ N3 and the bound P(Sn = t) ≤ c′nt−α for n ∈ N1, see (58), we obtain
as t→ +∞
I∗3 ≤ c′
∑
n∈N3
n−1/(α−1)P(N = n) ∼ c′t−1−(α−1)(γ−1)L2(tα−1)A1−(α−1)−1−γ ,
I∗1 ≤ c′t−α
∑
n∈N1
nP(N = n) ∼ c′t−1−(α−1)(γ−1)L2(tα−1)Aγ−2.
These relations together with (135) imply (134).
Proof of Proposition 1. The proof of statement (i) is much the same as that of Theorem 6
(i), but now in (113) we choose ut =
(
t ln t
)1/2
ln ln t. Note that {ut} satisfies (29) (to check
the third condition of (29) we use Remark 1 and (20)).
To show (ii) we proceed similarly as in the proof of Theorem 2 (iv) for µ > 0. The only
difference is that now instead of (78) we use the bound that follows from Lemma 2
I ′m.0 ≤ max
n∈N0
P(N = n)
∑
n∈N0
P(Sn = t) ≤ w(t/(2µ))t−3(µ−1+o(1)) = o(t−3).
Proof of relation (13). For deterministic n relation P(Mn = t) ∼ nP(X1 = t) follows
from the inequalities
np∗ −
(
n
2
)
p∗∗ ≤ P(Mn = t) ≤ np∗, (136)
where
p∗ = P(Xn = t,Mn−1 ≤ t) = P(Xn = t)P(Mn−1 ≤ t) ∼ P(X1 = t),
p∗∗ = P(X1 = t,X2 = t) = P(X1 = t)P(X2 = t) = o
(
P(X1 = t)
)
.
Let us prove (13). To this aim we show that for any ε > 0
(1− ε)(EN) ≤ lim inf
t→+∞
P(MN = t)
P(X1 = t)
≤ lim sup
t→+∞
P(MN = t)
P(X1 = t)
≤ EN. (137)
To show the very left inequality we choose large positive integer m such that ENI{N≤m} >
(1− ε)EN and use the left inequality of (136). We obtain
P(MN = t) ≥ E
(
P(MN = t|N)I{N≤m}
)
≥ (1 + o(1))P(X1 = t)ENI{N≤m} + o
(
P(X1 = t)
)
.
The very right inequality of (137) follows by Lebesgue’s dominated convergence theorem
from the right inequality of (136)
P(MN = t) = E
(
P(MN = t|N)
) ≤ E(NP(X1 = t)) = (EN)P(X1 = t).
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Proof of Theorem 8. Before the proof we introduce some notation. Denote ai = EX
i
1,
bi = EY
i
1 . For i = 0, 1 we denote by Λ
(r)
i a mixed Poisson random variable with the
distribution
P(Λ
(r)
i = s) =
(
Eλri
)−1
E
(
e−λiλs+ri /s!
)
, s = 0, 1, 2, . . . .
Here λ0 = Y1β
1/2a1 and λ1 = X1β
−1/2b1 . Let τ1, τ2, . . . be iid copies of Λ
(1)
1 . Assuming
that {τi, i ≥ 1} are independent of Λ(r)0 , define randomly stopped sums
d
(r)
∗ =
Λ
(r)
0∑
j=1
τj , r = 0, 1, 2.
Finally, we denote
C∗(k) =
(
1 +
√
β
a22b2
a3b1
p1(k)
p2(k)
)−1
. (138)
Here
p1(k) = P
(
d
(2)
∗ + Λ
(2)
1 + Λ¯
(2)
1 = k − 2
)
, p2(k) = P
(
d
(1)
∗ + Λ
(3)
1 = k − 2
)
. (139)
The random variables d
(1)
∗ ,Λ
(3)
1 , d
(2)
∗ ,Λ
(2)
1 , Λ¯
(2)
1 in (139) are independent. Λ¯
(2)
1 has the same
distribution as Λ
(2)
1 .
We are ready to prove Theorem 8. The convergence CG(k) → C∗(k) as n,m → +∞ is
shown in Theorem 2 of [7]. Here we only prove (21). For r = 0, 1, 2, 3 we have, by Lemma 6,
P(Λ
(r)
0 = t) ∼ c0(r) t−(γ−r), P(Λ(r)1 = t) ∼ c1(r) t−(α−r). (140)
Furthermore, for r = 1, 2 we have, by Theorem 1,
P(d
(r)
∗ = t) ∼ c2(r, α, γ) t−(α−1)∧(γ−r). (141)
We note that explicit expressions of c0(r), c1(r), c2(r, α, γ) in terms a, b, β, ai, bi are easy to
obtain, but we do not write down them here. It follows from (140), (141) that
p1(t) ∼ I{α≥γ}P(d(2)∗ = t) + I{α≤γ}
(
P(Λ
(2)
1 = t) +P(Λ
(2)
2 = t)
)
∼ I{α≥γ}c2(2, α, γ)t2−γ + I{α≤γ}2c1(2)t2−α,
p2(t) ∼ I{α≥γ+2}P(d(1)∗ = t) + I{α≤γ+2}P(Λ(3)1 = t)
∼ I{α≥γ+2}c2(1, α, γ)t1−γ + I{α≤γ+2}c1(3)t3−α.
Combining these relations we conclude that p1(t)/p2(t) scales as t
κ , where κ = −1 for α ≤ γ,
κ = α− γ − 1 for γ < α < γ + 2, and κ = 1 for γ + 2 ≤ α. Now (21) follows from (138).
3 Auxiliary results
In Theorem 9 we collect several results from Theorems 2.2.1, 2.2.3, 3.1.1, 3.1.6, 4.7.6 of [8],
see also [24]. By cX1(r1, . . . , rk) we denote a positive constant depending on the distribution
of X1 and numbers r1, . . . , rk. We observe that (1) implies that for some c∗ > 0
P(X1 ≥ t) ≤ c∗t1−αL1(t), for t ≥ 1. (142)
Theorem 9. Let α, r ≥ 1. Assume that (142) holds, where L1 is slowly varying at infinity.
(i) Let 1 < α < 2. There exists c = cX1(r) such that for any n ≥ 1 and x ≥ y > 0
satisfying x/y ≤ r we have
P(Sn ≥ x, Mn < y) ≤ c
(
ny1−αL1(y)
)x/y
. (143)
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(ii) Let α = 2. For any β, η > 0 there exists c = cX1(r, β, η) such that (143) holds for
any n ≥ 1 and x ≥ y > 0 satisfying x/y ≤ r and
nP(X1 ≥ y)
(
L∆(y)
)1+β ≤ η, where L∆(y) = ∫ y0 P(X1 ≥ u)du
yP(X1 ≥ y) (144)
is a slowly varying function.
(iii) Let 2 ≤ α < 3. Assume in addition that (9) holds and E|X1| < ∞, EX1 = 0.
For α = 2 we also assume that P(X1 < −t) = O(t−β) for some β > 1. Then there exists
c = cX1(r) such that for any n ≥ 1 and x ≥ y > 0 satisfying x/y ≤ r inequality (143) holds.
(iv) Let α = 3. Assume, in addition, that (9) holds and EX1 = 0. Denote for u > 0
V (u) =
{
u−2, for
∫ +∞
0
t−1L1(t)dt <∞,
u−2
∫ u
0
s−1L1(s)ds, for
∫ +∞
0
t−1L1(t)dt =∞,
W (u) =
{
u−2, for
∫ +∞
0
t−1L1(t)dt <∞,
u−2L1(u)
∫ u
0
(∫∞
s
t−2L1(t)dt
)
ds, for
∫ +∞
0
t−1L1(t)dt =∞.
For any η > 0 there exists c = cX1(r, η) such that (143) holds for each n ≥ 1 and x ≥ y > 0
satisfying x/y ≤ r and
nV
(
y/| ln Π(x)|)+ nW (y/| ln Π(x)|) < η, where Π(x) = nc∗x−2L1(x). (145)
(v) Let α > 3. Assume that (1), (10) hold. Denote σ2 = VarX1. We have uniformly in t ≥
√
n
P(Sn − bnµc = t) ∼ 1
σ
√
2pin
e−
t2
2nσ2 + n(α− 1)t−1P(X1 − µ > t). (146)
Here an(t) ∼ bn(t) uniformly in t ≥
√
n means that limn→∞ supt≥√n an(t)/bn(t) = 1.
4 Appendix
Lemma 5. Let a, b ≥ 0 such that a+ b > 0. Let X1, X2, . . . be non-negative integer valued
iid random variables such that
P(X1 = t) = (a+ o(1))t
−3, P(X1 = −t) = (b+ o(1))t−3 as t→ +∞. (147)
Let {ηs, s = 0,±1,±2, . . . } be the sequence defined by
P(X1 = t) = (a+ ηt)t
−3 and P(X1 = −t) = (b+ η−t)t−3, t = 0, 1, 2 . . . .
Denote µ = EX1, bn =
√
0.5(a+ b)n lnn and h(k) =
∑
1≤j≤k(|ηj | + |η−j |)/j. Let ϕ(s) =
(2pi)−1/2e−s
2/2 denote the standard normal density. There exist numbers c, c1 > 0 indepen-
dent of t and n such that for each k = 0, 1, 2, . . . and each n = 1, 2, . . . we have∣∣∣P(X1 + · · ·+Xn = k)− ϕ(b−1n (k − nµ))∣∣∣ ≤ c min
1<A<ln2 n
T (A), (148)
T (A) := A5n−1 +A3
(
h(bbnc) + ln lnn
)
ln−1 n+ e−c1A.
Remark 1. For |ηs| = O
(
(ln ln |s|)−1(ln ln ln |s|)−4) as |s| → +∞, Lemma 5 implies∣∣∣P(X1 + · · ·+Xn = k)− ϕ(b−1n (k − nµ))∣∣∣ = o(1/ ln lnn). (149)
Indeed, we have for large k that h(k) ≤∑|j|≤k |ηj | ≤ c′(ln k)/((ln ln k)(ln ln ln k)4). Now
for A = An = (ln ln lnn)
5/4 we obtain T (An) = o
(
1/ ln lnn
)
.
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Proof of Lemma 5. The proof goes along the lines of the proof of Theorem 4.2.1 of [23].
We begin with introducing some notation. Denote ∆ = ∆n,k the quantity on the left of (148).
Denote f(t) = EeitX1 and φ(t) = EeitY the Fourier-Stieltjes transforms of the probability
distributions of X1 and Y = b
−1
n (X1−µ) with i standing for the imaginary unit. We denote
Dt(y) = e
ity− 1− ity and use the inequalities |Dt(y)| ≤ 2|ty| and |Dt(y) + (ty)2/2| ≤ |ty|3/6
for real numbers t and y. Note that (147) implies η(s) = o(1) as |s| → +∞.
Let us show (148). Given 1 < A < pibn we put ε = A
−1. We have (formula (4.2.5) of
[23]))
∆ ≤ I1 + I2 + I3,
where
I1 =
∫ A
−A
∣∣φn(t)− e−t2/2∣∣dt, I2 = ∫
A≤|t|≤pibn
∣∣∣fn( t
bn
)∣∣∣dt, I3 = ∫
|t|≥A
e−t
2/2dt.
Furthermore, for any 0 < δ < 2 there exist n0 > 0, cδ > 0 and εδ ∈ (0, 1) such that for
n > n0 and |t| ≤ εδbn we have
∣∣fn(b−1n t)∣∣ ≤ e−cδ|t|δ (formula (4.2.7) of [23]). We choose
δ = 1. For ε1bn ≤ |t| ≤ pi we have
∣∣fn(b−1n t)∣∣ ≤ e−c∗n, for some c∗ > 0 independent of n
(formula (4.2.9) of [23]). These upper bounds for
∣∣fn(b−1n t)∣∣ imply the bound
I2 ≤ 2c−11 e−c1A + 2pibne−c∗n. (150)
Next, we estimate I3 ≤ 2A−1e−A2/2 using the inequality P(W > A) ≤ A−1e−A2/2(2pi)−1/2
for the standard Gaussian random variable W , see Section 7.1 of [16]. Finally, we show that
I1 ≤ c′A5n−1 + c′
(
A2ε−1 +A3
(|h(bbnc)|+ | ln ε|+ ln lnn)+A4ε) ln−1 n. (151)
The bounds for I1, I2, I3 above imply (148). It remains to prove (151). The identity
φn(t)− e−t2/2 = (φ(t)− e−t2/(2n)) n∑
j=1
φn−j(t)e−(j−1)t
2/(2n)
implies
∣∣φn(t) − e−t2/2∣∣ ≤ n∣∣φ(t) − e−t2/(2n)∣∣ =: n∆∗. In order to estimate ∆∗ we expand
φ(t) and e−t
2/(2n) in powers of t. Note that EY = 0 implies φ(t)− 1 = EDt(Y ). We split
EDt(Y ) = EDt(Y )I{|Y |<ε} +EDt(Y )I{|Y |≥ε} =: J1 + J2. (152)
Using |Dt(y)| ≤ 2|ty| we obtain J2 ≤ 2|t|E|Y |I{|Y |≥ε}. A simple calculation shows that
E|Y |I{|Y |≥ε} ≤ c′ε−1b−2n . Hence J2 ≤ c′|t|ε−1b−2n . Next, using |Dt(y) + (ty)2/2| ≤ |ty|3/6
we obtain
J1 = −2−1t2EY 2I{|Y |<ε} + 6−1(it)3R, |R| ≤ E|Y |3I{|Y |<ε}. (153)
A calculation shows that |R| ≤ c′εb−2n . Furthermore, we have
b2nEY
2I{|Y |<ε} =
∑
j: |j−µ|≤εbn
(j − µ)2P(X1 = j) =
∑
0<|j|≤εbn
a+ b
j
+ r (154)
= (a+ b) ln
(bεbnc)+ r′,
where r, r′ denote the remainders. We have |r′| ≤ h(bεbnc)+ c′. Using the inequalities∣∣(a+ b)b−2n lnbεbnc − n−1∣∣ ≤ c′(| ln ε|+ ln lnn)/(n lnn),∣∣h(b(εbnc)− h(b(bnc)∣∣ ≤ c′ ∑
εbn≤|j|≤bn
j−1 ≤ c′| ln ε|
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we approximate (a + b) lnbεbnc by b2n/n and h
(b(εbnc) by h(b(bnc) in (154). From (152),
(153), (154) we obtain the expansion
n
∣∣∣φ(t)− 1 + t2
2n
∣∣∣ ≤ c′
lnn
R∗, R∗ = |t|ε−1 + t2(ln lnn+ | ln ε|+ h(bbnc))+ |t|3ε.
We compare it with the expansion n
∣∣e−t2/(2n) − 1 + t2/(2n)∣∣ ≤ t4/(4n) and conclude that
n∆∗ ≤ c′R∗ ln−1 n+ t4/(4n). This inequality implies (151).
Lemma 6. Let α > 2, a, b > 0 and let k be a positive integer. Let Z be a non-negative
integer valued random variable such that P(Z = t) ∼ at−α as t→ +∞. Then
E
(e−bZ(bZ)t
t!
)
∼ a bα−1t−α as t→ +∞. (155)
Proof of Lemma 6. Denote Z˜ = bZ, ft(λ) = e
−λλt(t!)−1 and ut = t1/2 ln t. We split
Eft(Z˜) = Eft(Z˜)I{|Z˜−t|≤ut} +Eft(Z˜)I{Z˜<t−ut} +Eft(Z˜)I{Z˜>t+ut} =: I1 + I2 + I3
and show that I1 ∼ abα−1t−α and Ij = o(t−α) for j = 2, 3.
Let η1, η2, . . . be iid Poisson random variables with mean b. By Theorem 6 chpt. 7
of [27], relation (26) holds for the sum S˜n = η1 + · · · + ηn with bn =
√
bn, an = bn and
τn = O(n
−1/2). Now from Lemma 2 (which applies to the sum S˜n as well) we obtain∑
n: |bn−t|≤ut
ft(bn) =
∑
n: |bn−t|≤ut
P(S˜n = t)→ b−1.
This relation implies I1 ∼ abα−1t−α. The remaining bounds Ij = o(t−α), j = 2, 3 are easy.
Using the fact that λ→ ft(λ) increases (decreases) for λ < t (for λ > t) we obtain for large t
I2 ≤ ft(t− ut) ≤ eut
(
1− ut
t
)t
≤ e−0.5 ln2 t,
I3 ≤ ft(t+ ut) ≤ e−ut
(
1 +
ut
t
)t
≤ e−0.1 ln2 t.
Here we applied t! ≥ (t/e)t and then evaluated
(
1 ± utt
)t
= et ln(1±utt
−1) using a two term
expansion of ln(1± utt−1) in powers of utt−1.
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