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INSTABILITE´ SPECTRALE SEMICLASSIQUE
POUR DES OPE´RATEURS
NON-AUTOADJOINTS I: UN MODE`LE
par
Mildred Hager
Re´sume´. — Dans ce travail, nous conside´rons un ope´rateur diffe´rentiel
simple ainsi que des perturbations. Alors que le spectre de l’ope´rateur
non-perturbe´ est confine´ a` une droite a` l’inte´rieur du pseudospectre,
nous montrons pour les ope´rateurs perturbe´s que les valeurs propres se
distribuent a` l’inte´rieur du pseudospectre d’apre`s une loi de Weyl.
Abstract. — In this work, we consider a simple differential operator as
well as perturbations. While the spectrum of the unperturbed operator is
confined to a line inside the pseudospectrum, we show for the perturbed
operators that the eigenvalues are distributed inside the pseudospectrum
according to a bidimensional Weyl law.
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Introduction
Il est bien connu que pour des ope´rateurs non-autoadjoints, la norme
de la re´solvante peut eˆtre tre`s grande meˆme loin du spectre. Par exemple,
dans la the´orie des ope´rateurs elliptiques non-autoadjoints, ceci constitue
une difficulte´ the´orique importante (voir par exemple [1]). Le sujet a
regagne´ de l’actualite´ avec des travaux sur les re´sonances d’une part, et
d’autre part par des contributions dans les mathe´matiques applique´es et
l’introduction par N. Trefethen de la notion de pseudospectre [15]. Parmi
les nombreuses autres contributions, on peut citer S. Reddy, P. Schmid
et D. Hennningson [7] qui ont applique´ cette notion a` l’ope´rateur d’Orr-
Sommerfeld, et ont mis en e´vidence nume´riquement l’instabilite´ spectrale.
E.B. Davies a e´tudie´ des ope´rateurs de Schro¨dinger a` potentiel com-
plexe ([3]), et a construit des quasimodes prouvant que le pseudospectre
est dans ce cas beaucoup plus grand que le spectre. M. Zworski ([18])
a observe´ que la condition d’existence de ces solutions locales asympto-
tiques s’interpre`te comme une condition de commutateur de Ho¨rmander.
Ceci a servi comme point de de´part pour ge´ne´raliser ce re´sultat a` des
ope´rateurs pseudodiffe´rentiels (dans le cadre semiclassique) et a` plusieurs
dimensions par N. Dencker, J. Sjo¨strand et M. Zworski ([11]). Voir aussi
le travail re´cent de L. Trefethen ([17]).
De manie`re e´quivalente, le pseudospectre peut s’introduire comme une
re´gion d’ « instabilite´ spectrale » (voir [4]). Ceci explique l’importance
de cette notion pour des calculs nume´riques involvant des matrices non-
normales. Notamment pour des matrices de Toeplitz, intervenant lors de
discre´tisations d’ope´rateurs diffe´rentiels, le pseudospectre semble pou-
voir jouer un role important dans l’e´tude de la stabilite´ du proble`me
d’e´volution discret correspondant ([16]). Davies ([5]) propose une ap-
proche directe des proble`mes d’e´volution utilisant le pseudospectre, et les
travaux ante´rieurs de Tang-Zworski ([13]) et de Burq-Zworski ([2]) illus-
trent bien les difficulte´s pseudospectrales pour les proble`mes d’e´volution.
M.Zworski observe aussi que lors du calcul nume´rique des valeurs propres
de certains ope´rateurs diffe´rentiels dans le cadre semiclassique, il semble
y avoir un phe´nome`ne de migration des valeurs propres vers le bord du
pseudospectre, dans la limite semiclassique([19]). Ce phe´nome`ne nous
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a motive´ d’entreprendre une e´tude des perturbations d’ope´rateurs non-
autoadjoints.
Nous allons examiner ici le comportement spectral d’un ope´rateur-
exemple sous des perturbations a` noyau oscillant, et nous allons trou-
ver une asymptotique de Weyl pour le nombre de valeurs propres de
l’ope´rateur perturbe´ dans un domaine a` l’inte´rieur du pseudospectre ;
pour ce genre de perturbations il n’y aurait donc dans notre cas pas
force´ment de migration des valeurs propres vers le bord.
De plus, nous e´tudions dans le the´ore`me 1 l’e´tendue maximale de la
zone sans valeurs propres de l’ope´rateur perturbe´ par une perturbation
ayant un seul noyau oscillatoire.
Conside´rons l’ope´rateur non-formellement-autoadjoint dans L2(S1)
P = hDx + g(x) , h ∈ (0, 1] , Dx = 1
i
∂
∂x
. (0.1)
Nous supposons :
Hypothe`se 1. — g(x) est un potentiel analytique (a` valeurs dans C)
tel que
Im g′ 6= 0 , (0.2)
sauf en deux points critiques a, b ∈ S1, avec
Im g(a) ≤ Im g(x) ≤ Im g(b), ∀x ∈ S1 .
Nous introduisons le symbole semiclassique
p(x, ξ) = ξ + g(x), (x, ξ) ∈ T ∗(S1) . (0.3)
De´finition 1. — Le pseudospectre semiclassique Σ ⊂ C de P est de´fini
par
Σ := p(T ∗(S1)). (0.4)
Ici ce sera la bande
Σ = {Im g(a) ≤ Im z ≤ Im g(b)} , (0.5)
et le spectre se situe a` l’inte´rieur de Σ (ce que nous allons montrer dans
le paragraphe suivant).
Nous de´notons par σ(A) le spectre de A.
Pour z ∈
◦
Σ, nous introduisons les points ρ±(z) = (x±, ξ±) ∈ T ∗(S1)
donne´s par
ρ±(z) ∈ p−1(z); ∓Im g′(x±) > 0 . (0.6)
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Pour Γ ⊂
◦
Σ un ensemble nous de´finissons
Γ−+(Γ) := {(ρ−(z), ρ+(z)); z ∈ Γ} (0.7)
qui est home´omorphe a` Γ.
Si Γ est un ouvert, alors Γ−+(Γ) est une sous-varie´te´ symplectique de
T ∗(S1)×T ∗(S1) pour la forme symplectique dξ∧dx−dη∧dy (voir (4.2)),
et nous notons |Γ−+| le volume symplectique correspondant.
Nous introduisons la projection
Π(x,y) : T
∗(S1)× T ∗(S1)→ S1 × S1 , (0.8)
(x, ξ, y, η)→ (x, y) .
The´ore`me 1. — Soit γ ⊂ Σ une courbe de la forme
Re z = f(Im z), Im z ∈ [a′, b′], Im g(a) < a′ < b′ < Im g(b) (0.9)
ou` f est analytique.
Alors il existe un voisinage U ⊂ S1×S1 de γ˜ = Π(x,y)(Γ−+(γ)), ǫ0 > 0,
C0 > 0, une fonction ϕ analytique dans U (et independante de z) avec
Imϕ ≥ 0, et χ ∈ C∞c (U) (inde´pendant de z), χ = 1 pre`s de γ˜ tels que :
Si Q : L2(S1)→ L2(S1) a le noyau inte´gral
k(x, y) = χ(x, y)e
i
h
ϕ(x,y) , (0.10)
et si δ = e−
ǫ
h , pour 0 < ǫ < ǫ0, alors pour h assez petit en fonction de ǫ
on a :
σ(P + δQ) ∩ Vǫ = ∅ , (0.11)
ou` Vǫ = {z ∈ Σ; dist (z, γ) ≤
√
ǫ
C0
}.
Ensuite nous conside´rons une perturbation δQ, ou` Q = Q(ǫ),
0 < ǫ ≤ ǫ0 << 1 est la somme de plusieurs termes oscillants :
Hypothe`se 2. — Soit
Q :=
N∑
j=1
Qj : L
2(S1)→ L2(S1) (0.12)
avec
kQj(x, y) = αχ(x− xj)χ(y − yj)e
i
h
ϕj(x,y)
le noyau inte´gral de Qj, ou` χ ∈ C∞c ((−π, π)), χ = 1 sur [−π2 , π2 ], est
inde´pendant de h. La phase est de la forme
ϕj(x, y) = ξj(x− xj) + i
2
(x− xj)2 − ηj(y − yj) + i
2
(y − yj)2 ,
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avec (xj , ξj) 6= (xk, ξk), (yj, ηj) 6= (yk, ηk), ∀j 6= k, et α est tel que
‖Qj‖ = 1 (donc α ∼ (πh)− 12 ). Ici N = N(ǫ) ∈ N,
(xj , ξj), (yj, ηj) ∈ R2 de´pendent de ǫ mais pas de h, alors que χ, α
ne de´pendent pas de ǫ.
Hypothe`se 4. — Soit Γ ⊂⊂
◦
Σ un ouvert simplement connexe de bord
γ = ∂Γ ∈ C∞. Nous supposons alors que pour 0 < ǫ ≤ ǫ0,
Γ−+(γ) ⊂
⋃
1≤j≤N(ǫ)
B
(
((xj , ξj), (yj, ηj)),
√
ǫ
C
)
,
ou` C devra eˆtre choisi assez grand. De manie`re ge´ne´rale B(x0, r) de´signe
la boule ouverte de centre x0 et de rayon r.
Finalement nous supposons pour chaque ǫ > 0 une hypothe`se 3 (dans
la section 7) remplie de manie`re ge´ne´rique que nous allons e´noncer.
The´ore`me 2. — Nous supposons que P remplit l’hypothe`se 1, que la
perturbation Q remplit les hypothe`ses 2, 3, 4 et que δ = e−
ǫ
h avec ǫ > 0
assez petit inde´pendant de h . Alors le nombre de valeurs propres de
P + δQ dans Γ ve´rifie
#(σ(P + δQ) ∩ Γ) = 1
2πh
|Γ−+(Γ)|+O(
√
ǫ
h
) (0.13)
pour h assez petit en fonction de ǫ. Ici |Γ−+(Γ)| de´signe l’aire symplec-
tique de Γ−+(Γ) pour la forme dξ ∧ dx− dη ∧ dy.
Pour prouver ces deux re´sultats, nous allons proce´der de la manie`re
suivante :
Nous commenc¸ons par prouver l’existence de solutions locales de
(P − z)u = 0 pre`s de x+, et de l’e´quation adjointe pre`s de x−. Ceci nous
permettra de formuler un proble`me de Grushin. Nous allons d’abord
montrer l’inversibilite´ pour les proble`mes de Grushin locaux pre`s de x±.
Ensuite nous allons construire un inverse exact global.
Ceci nous permettra alors de relier le spectre de P aux ze´ros de l’ha-
miltonien effectif, qui sera ici une fonction C→ C.
Nous conside´rons ensuite l’ope´rateur perturbe´ par une perturbation
δQ, Q e´tant borne´, et montrons que le proble`me de Grushin reste bien-
pose´. Nous pourrons faire un de´veloppement perturbatif de l’hamiltonien
effectif, et nous allons expliciter le terme de premier ordre.
Nous construisons ensuite la perturbation du the´ore`me 1.
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Apre`s nous conside´rons une perturbation remplissant les hypothe`ses
2, 3, 4 qui nous permettront, a` l’aide de la me´thode de la phase station-
naire analytique, de prouver la domination du terme de premier ordre
perturbatif.
Pour terminer la preuve du the´ore`me 2, nous allons construire des
fonctions qui rendront holomorphe l’hamiltonien effectif non-perturbe´,
respectivement perturbe´. Ceci nous permettra, avec les estimations
pre´ce´dentes, de relier ses ze´ros aux ze´ros d’une fonction holomorphe
borne´e par un poids sousharmonique, et l’atteignant pre`sque en certains
points. Le nombre de ze´ros pourra alors eˆtre exprime´ en fonction de
l’inte´grale du laplacien du poids correspondant.
Nous terminons par la preuve du the´ore`me 1.
Dans un prochain travail nous ge´ne´ralisons le the´ore`me 2 en prenant un
ope´rateur non-perturbe´ plus ge´ne´ral et des perturbations « ale´atoires ».
Remerciements : Ce travail fait partie de la the`se de l’auteur pre´pare´e
sous la direction de J. Sjo¨strand.
1. Pseudospectre et solutions BKW
1.1. De´finitions et Hypothe`ses. — Toutes les normes non-indexe´es
seront par de´faut des normes L2(S1) respectivement L(L2). Soit
g : S1 → C une fonction analytique, et soit P donne´ par (0.1).
P admet comme domaine naturel l’espace de Sobolev semiclassique
H1sc(S
1) := {u ∈ L2(S1); ‖u‖H1sc := ‖u‖+ ‖hDxu‖ <∞} . (1.1)
Le spectre de P est
σ = {z = 〈g〉+ nh;n ∈ Z}, 〈g〉 := 1
2π
∫ 2π
0
g(x)dx . (1.2)
Ceci se voit de la manie`re suivante : soit T la bijection sur H1sc donne´e
par
Tu(x) := e−
i
h
∫ x(g(y)−〈g〉)dyu(x) (1.3)
(qui est borne´e pour h ∈ (0, 1] fixe´).
Alors
T−1PT = hDx + 〈g〉, (1.4)
qui a le spectre ci-dessus.
Nous rappelons :
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Hypothe`se 1. — g(x) est un potentiel analytique tel que
Im g′ 6= 0 , (1.5)
sauf en deux points critiques a, b ∈ S1, avec
Im g(a) ≤ Im g(x) ≤ Im g(b), ∀x ∈ S1 .
Dans la suite nous identifierons souvent a et b avec les points dans R tels
que a < b < a+ 2π a` l’aide de l’application naturelle S1 = R/2πZ→ R.
Le crochet de Poisson {p, p} de p, p est donne´ par
1
2i
{p, p} := 1
2i
(pξpx − pxpξ) = Im (pξpx) . (1.6)
Dans notre cas 1
2i
{p, p} = −Im g′(x) et l’hypothe`se 1 implique que
∀z ∈
◦
Σ, p−1(z) = {ρ+(z), ρ−(z)}, avec ± 1
i
{p, p}(ρ±) > 0, (1.7)
car Im(g(x)− z) a, pour chaque valeur de z, exactement deux ze´ros non
de´ge´ne´re´s x+, x− avec
Im (g(x±)− z) = 0, ∓Im g′(x±) > 0, (1.8)
et nous pouvons poser
ρ± = (x±, ξ±), ξ± = Re z − Re g(x±). (1.9)
Nous allons restreindre la variable spectrale z a` un domaine simplement
connexe Ω ⊂⊂
◦
Σ (donc avec dist (Ω, ∂Σ) > 0 afin de se´parer les points
x± dans l’espace).
1.2. Solutions locales. — Nous allons montrer que graˆce a` l’hy-
pothe`se 1 il est possible de construire des solutions « BKW » locales des
e´quations (P − z)u = 0, (P ∗ − z)v = 0 dont la norme L2 est concentre´e
pre`s de x+ et pre`s de x− respectivement.
Nous cherchons une solution locale de la forme
u(x, z; h) = c(z; h)e
i
h
ϕ(x,z), c ≥ 0 . (1.10)
Le formalisme BKW n’est pas ne´cessaire dans notre cas, mais utile pour
indiquer une ge´ne´ralisation a` des ope´rateurs plus ge´ne´raux.
Pour obtenir une solution non-triviale de (P − z)u = 0, la phase doit
remplir l’e´quation eikonale
ϕ′(x) + g(x) = p(x, ϕ′(x)) = z . (1.11)
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En imposant ϕ(x+) = 0, et avec ϕ
′(x+) = ξ+ ∈ R, la partie imaginaire
de la phase (qui de´termine la croissance de u) est fixe´e par sa deuxie`me
de´rive´e :
Imϕ′′ = −Im
(
px
pξ
)
= − 1|pξ|2 Im (pxpξ) =
1
|pξ|2
1
2i
{p, p}, (1.12)
en de´rivant l’e´quation eikonale pour la premie`re e´galite´.
Soit I+ un intervalle ouvert inde´pendant de z avec x+(z) ∈ I+, x−(z) /∈
I+, ∀z ∈ Ω. Conside´rons sur I+
e+(x) := c+(z; h)e
− i
h
∫ x
x+
(g(x˜)−z)dx˜
= c+e
i
h
ϕ+ . (1.13)
La partie imaginaire de la phase de´croit (localement de manie`re quadra-
tique) en s’e´loignant de x+ et il est possible de choisir
c+(z; h) ∼ h− 14 (c0+(z) + hc1+(z) + ...) > 0 (1.14)
tel que ‖e+‖L2(I+) = 1.
En effet, la me´thode de la phase stationnaire implique que
c0+ =
(
Imϕ′′+(x+(z))
π
) 1
4
. (1.15)
Lemme 1.1. — e+ ∈ H1sc(I+) est la solution « BKW » normalise´e
(dans L2(I+)) a` (P − z)e+ = 0 sur I+ .
Etant donne´ que 1
i
{p, p}(ρ−) = −1i {p, p}(ρ−) > 0, il est possible de
construire une solution BKW normalise´e a` (P ∗−z)u = 0 sur un intervalle
ouvert I− avec x−(z) ∈ I−, x+(z) /∈ I−, ∀z ∈ Ω, de la forme
e−(x) := c−(z; h)e
− i
h
∫ x
x− g(x˜)−zdx˜ = c−e
i
h
ϕ−, c− ≥ 0 . (1.16)
La partie imaginaire de la phase est positive sur I−, et −Imϕ′′− est donne´e
par (1.12). c0− ve´rifie l’analogue de (1.15).
Lemme 1.2. — e− ∈ H1sc(I−) est la solution « BKW » normalise´e
(dans L2(I−)) a` (P ∗ − z)e− = 0 sur I− .
Nous avons
e− ∈ R((P − z)|C∞c (I−))⊥, (1.17)
ou` R et N de´signent l’image et le noyau d’un ope´rateur. Nous allons
utiliser ces deux solutions dans le paragraphe suivant pour la pose´e d’un
proble´me de Grushin.
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2. Enonce´ et re´solution du proble`me de Grushin
2.1. Proble`me de Grushin. — La question d’inversibilite´ de P − z
peut eˆtre reformule´e graˆce a` un proble`me de Grushin associe´. Soit
P =
(
P − z R−
R+ 0
)
: H1sc ×C→ L2 ×C (2.1)
un ope´rateur borne´. Le re´sultat suivant est bien connu :
Proposition 2.1. — Supposons que P admet un inverse borne´
E =
(
E E+
E− E−+
)
,
PE = 1L2×C et EP = 1H1sc×C.
Alors P − z admet un inverse ssi E−+ : C→ C est inversible.
De´monstration. — Nous avons :
R+E = 0 ; R+E+ = 1C,
ER− = 0 ; E−R− = 1C,
(P − z)E+ = −R−E−+ ; E−(P − z) = −E−+R+,
(P − z)E +R−E− = 1L2 ; E(P − z) + E+R+ = 1H1sc .
Si E−+ est inversible, alors la troisie`me ligne nous permet d’exprimer
R± en fonction de P − z. En inse´rant ceci dans la quatrie`me ligne nous
obtenons
(P − z)(E −E+E−1−+E−) = 1L2
(E −E+E−1−+E−)(P − z) = 1H1sc
ce qui donne un inverse explicite de P − z. Inversement pour P − z
inversible la troisie`me ligne donne E± en fonction de E−+. En utilisant
R+E+ = 1 et E−R− = 1 nous avons :
−(R+(P − z)−1R−)E−+ = −E−+(R+(P − z)−1R−) = 1C.
En montrant que P est inversible nous aurons donc re´duit le proble`me
spectral a` de´terminer le domaine d’inversibilite´ de E−+.
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2.2. De´composition en proble`mes locaux. — Nous allons
de´composer le proble`me de Grushin en deux proble`mes locaux pour
lesquels un inverse a` droite va eˆtre construit.
Soient J+ ⊂ (b, a+ 2π), J− ⊂ (a, b) des intervalles ouverts tels que
{x±(z); z ∈ Ω} ⊂ J± . (2.2)
Soit χ± ∈ C∞c (I±) avec χ± = 1 sur J±, tels que supp (χ+)∩supp (χ−) = ∅.
Nous fixons I± = S1 \ J±.
2.2.1. Re´solution sur I+. —
Lemme 2.1. — Pour v ∈ L2(I+) , v+ ∈ C le proble`me{
(P − z)u = v
R+u = v+
(2.3)
avec
R+u := 〈u, χ+e+〉 =
∫
I+
u(x)χ+(x)e+(x)dx (2.4)
admet la solution unique
u = Fv + F+v+ ∈ H1sc(I+) (2.5)
et
‖F‖L2(I+)→H1sc(I+) ≤
C√
h
, ‖F+‖
C→H1sc(I+) = O(1) . (2.6)
De´monstration. — Le proble`me{
(P − z)u = 0
R+u = v+
(2.7)
admet la solution unique
u = F+v+ :=
1
〈e+, χ+e+〉v+e+, (2.8)
tandis que le proble`me {
(P − z)u = v
R+u = 0
(2.9)
admet la solution unique
u = Fv := (1− F+R+)F˜ v, (2.10)
ou` F˜ sera defini par la suite.
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En supposant x+ = 0 et z = 0 pour alle´ger les notations, la solution
ge´ne´rale a` Pu = v s’e´crit
u(x) =
i
h
e−
i
h
∫ x
0 g(x˜)dx˜
(∫ x
0
e
i
h
∫ y
0 g(x˜)dx˜ v(y)dy + v˜+
)
=
i
h
∫ x
0
e−
i
h
∫ x
y
g(x˜)dx˜ v(y)dy + vˆ+e+
= F˜ v(x) + vˆ+e+ .
F˜ admet le noyau inte´gral
k(x, y) =
i
h
e−
i
h
∫ x
y
g(x˜)dx˜ 1{0≤y≤x} − i
h
e−
i
h
∫ x
y
g(x˜)dx˜ 1{x≤y≤0}
donc, par le lemme de Schur ([6], tome 3, p.74) sa norme L2 est majore´e
par (
sup
x
∫
|k(x, y)|dy
)1
2
(
sup
y
∫
|k(x, y)|dx
)1
2
. (2.11)
Graˆce au fait que x+ est suppose´ eˆtre un ze´ro non-de´ge´ne´re´ de Im g,
nous obtenons
1
C
≤ −Im g(x)
x
≤ C ,
ce qui implique (il suffit de conside´rer x ≥ 0)
|k(x, y)| = e 1h
∫ x
y
Im g(x˜)dx˜1{0≤y≤x} (2.12)
≤ e− 1Ch
∫ x
y
x˜dx˜1{0≤y≤x} ≤ e− 12Ch (x2−y2)1{0≤y≤x},
donc∫ x
0
|k(x, y)|dy ≤ 1
h
∫ x
0
e−
1
2Ch
(x2−y2)dy
≤


1
h
∫ x
0
e−
1
2Ch
x(x−y)dy ≤ C′√
h
pour x ≥ √h ,
1√
h
pour x ≤ √h .
De manie`re analogue pour x ≤ 0 :∫ 0
x
|k(x, y)|dy ≤ 1
h
∫ 0
x
e−
1
2Ch
(x2−y2)dy =
1
h
∫ |x|
0
e−
1
2Ch
(x2−y2)dy , (2.13)
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ce qui donne la meˆme estimation.
Nous avons donc que
sup
x∈I+
∫ x
0
|k(x, y)|dy ≤ C√
h
. (2.14)
De manie`re analogue (avec la convention que g − z est nul en dehors de
I+ ) nous avons pour 0 ≤ y ≤
√
h, avec ∂I+ = {c, d} , c < d,
sup
y≤
√
h
∫ d
y
|k(x, y)|dx ≤ 1
h
∫ d
0
e
1
h
∫ x√
h
Im g(x˜)dx˜dx
≤ 1
h
∫ ∞
0
e−
1
2Ch
(x2−(
√
h)2)dx
≤ e
1
2C
h
∫ ∞
0
e−
1
2Ch
x2dx
≤ 1
h
e
1
2C
√
Cπh
2
≤ C˜√
h
,
et pour y ≥ √h
sup
y≥√h
∫ d
y
|k(x, y)|dx ≤ sup
y≥√h
1
h
e
1
2Ch
y2
[
−2Ch
y
e−
1
2Ch
yx
]x=∞
x=y
≤ sup
y≥
√
h
2C
y
≤ 2C√
h
.
Pour y ≤ 0 on obtient les meˆmes estimations.
Donc
‖F˜‖L2(I+)→L2(I+) ≤
C√
h
ce qui implique, en utilisant l’identite´ PF˜v = v ,
‖F˜‖L2(I+)→H1sc(I+) = ‖F˜‖+ ‖hDF˜‖
≤ ‖F˜‖+ ‖1− g(x)F˜‖
≤ (1 + C√
h
) ≤ C˜√
h
.
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Finalement
‖F‖L2(I+)→H1sc(I+) ≤
(
1 + ‖F+R+‖H1sc(I+)→H1sc(I+)
) ‖F˜‖L2(I+)→H1sc(I+)
≤ C˜√
h
,
ou` nous avons utilise´ que
‖F+R+‖H1sc(I+)→H1sc(I+) ≤
1
〈e+, χ+e+〉‖χ+e+‖L2(I+)‖e+‖H1sc(I+)
et
D+ := 〈e+, χ+e+〉 = 1− |c+|2
∫
I+
(1− χ+)e− 2h Imϕ+(x)dx = 1 +O(e− 1Ch ),
(2.15)
car sur supp (1 − χ+) l’exposant est strictement ne´gatif, et
1
D+
= 1 +O(e−
C
h ).
2.2.2. Re´solution sur I−. — Pre`s de x− la situation est analogue pour
(P ∗ − z) que pre`s de x+ pour (P − z).
Lemme 2.2. — Pour v ∈ L2
comp
(I−), le proble`me
(P − z)u+R−u− = v (2.16)
ou`
R−u− := u−χ−e− , u− ∈ C ,
admet une solution unique (u, u−) ∈ H1sc,comp(I−)×C :
u = Gv, (2.17)
u− = G−v, (2.18)
et, en tant qu’ope´rateur L2
comp
(I−)→ H1sc,comp(I−) :
‖G‖L2→H1sc ≤
C√
h
, (2.19)
ainsi que, en tant qu’ope´rateur L2
comp
(I−)→ C :
‖G−‖L2→C = O(1) . (2.20)
De´monstration. — Pour x ≤ x− nous avons l’unique solution a`
(P − z)u = v˜, v˜ ∈ L2comp(I−) qui s’annule pre`s de inf(I−) :
u1(x) =
i
h
∫ x
−∞
e−
i
h
∫ x
y
(g(x˜)−z)dx˜v˜(y)dy =: G˜1v˜(x) , (2.21)
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alors que pour x ≥ x− nous avons l’unique solution qui s’annule pre`s de
sup(I−) :
u2(x) =
i
h
∫ x
∞
e−
i
h
∫ x
y
(g(x˜)−z)dx˜v˜(y)dy =: G˜2v˜(x) , (2.22)
les parties re´elles des deux exposants e´tant ne´gatives dans le support de
v˜.
Afin d’obtenir une solution continue a` support compact dans I−, il faut
imposer que
0 = u1(x−)− u2(x−) = i
h
∫ ∞
−∞
e−
i
h
∫ x−
y
(g(x˜)−z)dx˜v˜(y)dy =
i
hc−(h)
〈v˜, e−〉
(bien de´fini car v ∈ L2comp(I−)), ce qui donne, en introduisant
u− = G−v :=
1
〈χ−e−, e−〉〈v, e−〉 =
1
D−
〈v, e−〉 , (2.23)
une solution continue
u = Gv = G˜(I − R−G−)v ,
u− = G−v ,
ou` G˜ est donne´ par les expressions (2.21), (2.22). En observant que G˜ a
le noyau inte´gral
k(x, y) =
i
h
e−
i
h
∫ x
y
g(x˜)dx˜ 1{y≤x≤x−} −
i
h
e−
i
h
∫ x
y
g(x˜)dx˜ 1{x−≤x≤y}
qui est semblable au noyau inte´gral de l’adjoint de F (en remarquant que
Im g′(x+) ∼ −Im g′(x−)), nous pouvons utiliser les estimations du para-
graphe pre´ce´dent pour trouver que la norme L2 de G˜ en tant qu’ope´rateur
agissant sur C∞c (I−) ve´rifie
‖G˜‖ ≤ C√
h
, (2.24)
ainsi que
‖G‖ ≤ C√
h
, ‖G‖L2→H1sc ≤
C ′√
h
, (2.25)
ce qui reste valable pour son extension a L2comp. En remarquant que
supp (G˜v) ⊂ ch ({x−} ∪ supp (v)) (2.26)
ou` ch de´signe l’enveloppe convexe, nous avons
G : L2comp(I−)→ H1sc,comp(I−) . (2.27)
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2.3. Inverse global. — Nous allons construire un inverse a` droite a`
l’aide des inverses locaux sur I±.
Nous parame´trisons S1 en identifiant a a` l’origine de l’axe re´el et en
choisissant le sens positif de parcours. Nous choisissons une partition de
l’unite´ ψ± ∈ C∞c (I±), ψ+ + ψ− = 1, telle que χ± ≺ ψ±, ou` ψ ≺ φ signifie
supp (ψ) ∩ supp (1− φ) = ∅ . (2.28)
Nous commenc¸ons par re´soudre le proble`me{
(P − z)u = ψ+v
R+u = v+
sur I+ :
u1 := (1− χ−)Fψ+v + (1− χ−)F+v+ ,
R+u1 = 〈u1, χ+e+〉 = v+ ,
(P − z)u1 = ψ+v − [P, χ−]Fψ+v − [P, χ−]F+v+ ,
(en utilisant χ+ ≺ (1− χ−) et ψ+ ≺ (1− χ−) car χ− ≺ ψ−).
Avec (2.26), nous pouvons « corriger l’erreur » sur I− en y re´solvant
le proble`me
(P − z)u2 +R−u− = ψ−v + [P, χ−]Fψ+v + [P, χ−]F+v+ .
Nous avons la solution
u2 = G(ψ−v + [P, χ−]Fψ+v + [P, χ−]F+v+) ,
u− = G−(ψ−v + [P, χ−]Fψ+v + [P, χ−]F+v+) ,
et R+u2 = 0 car supp (u2) ∩ supp (χ+) = ∅.
Proposition 2.2. — P est inversible d’inverse
E =
(
E E+
E− E−+
)
,
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donne´ par :
E = G
(
ψ− +
h
i
χ′−Fψ+
)
+ (1− χ−)Fψ+, ‖E‖L2→H1sc = O(
1√
h
),
E+ = (1− χ−)F+ +Gh
i
χ′−F+, ‖E+‖ = O(1),
E− = G−(ψ− +
h
i
χ′−Fψ+), ‖E−‖ = O(1),
E−+ = G−
h
i
χ′−F+ = −
h
iD−D+
〈χ′−e+, e−〉, ‖E−+‖ = O(e−
1
Ch ).
De´monstration. — Avec χ′− ≺ ψ− il est clair que E est un inverse a`
droite.
On montre facilement que P est un ope´rateur de Fredholm d’indice 0
et donc E est aussi un inverse a` gauche.
E−+ sera compose´ de deux inte´grales dans lesquelles χ′− est non-nulle,
et en e´tant attentifs lors de l’identification des intervalles sur l’axe re´el
et sur S1 nous obtenons :
E−+ = − hc+c−
iD+D−
(∫
I+∩I−
χ′−e
i
h
∫ x
x−(g(x˜)−z)dx˜e
− i
h
∫ x
x+
(g(x˜)−z)dx˜
dx
+
∫
I+∩(I−+2π)
χ′−e
i
h
∫ x−2π
x− (g(x˜)−z)dx˜e−
i
h
∫ x
x+
(g(x˜)−z)dx˜
dx
)
=
hc+c−
iD+D−
(
e
i
h
∫ x+
x− (g(x˜)−z)dx˜ − e− ih
∫ x−+2π
x+
(g(x˜)−z)dx˜ )
,
e´tant donne´ que l’inte´grale sur χ′− donne −1 sur I+ ∩ I− et 1 sur
I+ ∩ (I− + 2π). Le pre´facteur est O(
√
h) car c± = O(h−
1
4 ).
Notons que E−+ est exponentiellement petit dans Σ, mais les ze´ros de
E−+ se situent exactement en z ∈ σ(P ) et sont donne´s par une condition
de quantification de type Bohr-Sommerfeld :
∮ x−+2π
x−
(g(x)− z)dx = 2πh n , n ∈ Z , (2.29)
e´quivalente a` (1.2).
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3. Perturbation
Conside´rons une perturbation δQ, ou` Q est borne´ dans L(L2),
‖Q‖ ≤ C inde´pendant de h, et δ ≥ 0 est un parame`tre de perturbation
assez petit. Nous commenc¸ons par montrer que le proble`me de Grushin
reste bien pose´.
Soit
Pδ =
(
P + δQ R−
R+ 0
)
.
Nous e´crivons PδE = 1 +K,
K =
(
δQE δQE+
0 0
)
. (3.1)
Pour
δ ≤
√
h
C
avec C assez grand, (a)
nous avons ‖K‖ ≤ C′δ‖Q‖√
h
< 1
2
. Nous obtenons la se´rie de Neumann
E δ = E(1 +K)−1 = E
∞∑
j=0
(−K)j (3.2)
avec
Kj =
(
(δQE)j (δQE)j−1(δQE+)
0 0
)
, j ≥ 1. (3.3)
Nous avons alors la
Proposition 3.1. — Soit Q uniforme´ment borne´ en h, et δ ve´rifiant
(a), alors Pδ admet un inverse
E δ =
(
Eδ Eδ+
Eδ− E
δ
−+
)
= E0 +
∑
j≥1
(−1)j
(
E(δQE)j (EδQ)jE+
E−(δQE)j E−(δQE)j−1(δQE+)
)
de norme O( 1√
h
).
Nous avons imme´diatement le
Corollaire 3.1. —
E δ − E0 =
(
O( δ
h
) O( δ√
h
)
O( δ√
h
) O(δ)
)
. (3.4)
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Nous e´crivons
Eδ−+ :=
∑
j≥0
δjE
(j)
−+, (3.5)
E
(0)
−+ := G−
h
i
χ′−F+, E
(j)
−+ := (−1)jE−(QE)j−1QE+, j ≥ 1 .
Alternativement nous pouvons partir de l’estimation ”a priori” pour
la solution du proble`me de Grushin non-perturbe´
√
h‖u‖H1sc + |u−| ≤ C(‖v‖+
√
h|v+|)
pour obtenir pour la solution du proble´me perturbe´ Pu = v+ (P δ−P )u
que
√
h‖u‖H1sc + |u−| ≤ C(‖v‖+
√
h|v+|+ δ‖Q‖H1→L2‖u‖H1sc).
4. Proprie´te´s analytiques de E−+
Nous allons d’abord trouver une fonction poids l qui nous permettra
de construire une fonction holomorphe ayant les meˆmes ze´ros que Eδ−+.
Nous partons de l’identite´
∂z(PδE δ) = 0
(e´tant donne´ que PδE δ = 1H1sc×C) et avons
∂zE
δ
−+ = −
(E δ(∂zPδ)E δ)22
= − (Eδ−(∂zR−) + (∂zR+)Eδ+)Eδ−+
= −kδ(z)Eδ−+ ,
car Pδ11 = P − z + δQ est holomorphe et P22 = 0.
Eδ−+ n’est donc pas analytique mais en cherchant une solution dans Ω
a`
1
h
∂zl
δ(z) = kδ(z)
nous obtenons une fonction holomorphe e
lδ(z)
h Eδ−+ qui aura les meˆmes
ze´ros que Eδ−+.
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4.1. Proprie´te´s analytiques de E
(0)
−+. — Rappelons que
E
(0)
−+ =
hc+c−
iD−D+
(
e
i
h
∫ x+
x− (g(x˜)−z)dx˜ − e− ih
∫ x−+2π
x+
(g(x˜)−z)dx˜)
.
En choisissant
l0(z) = −i
∫ x+
x−
(g(x˜)− z)dx˜ (4.1)
nous avons
e
l0(z)
h E
(0)
−+ =
hc+c−
iD−D+
(1− e− 2πih (<g>−z)) ,
ou` le dernier facteur est holomorphe en z.
Soit
l0(z) := l0(z)− h ln
√
hc+c−
D−D+
= l0 +O(h)
qui est bien de´fini car D± = 1 +O(e−
1
Ch ) et c± > 0.
Nous obtenons une fonction holomorphe
e
l0(z)
h E
(0)
−+ =
√
h
i
(1− e− 2πih (<g>−z))
ayant les meˆmes ze´ros que E
(0)
−+.
Lemme 4.1. — Re l0(z) est strictement sous-harmonique et nous avons
∆Re l0(z)dRe z ∧ dIm z = dξ− ∧ dx− − dξ+ ∧ dx+ , (4.2)
ou` dξ− ∧ dx− − dξ+ ∧ dx+ est la forme symplectique dξ ∧ dx − dη ∧ dy
restreinte a` Γ−+.
De´monstration. —
Re l0(z) =
∫ x+
x−
Im (g(x˜)− z)dx˜ ,
donc (avec Im (g(x±)− z) = 0)
∂zRe l0(z) =
1
2i
(x+ − x−)
20 INSTABILITE´ SPECTRALE SEMICLASSIQUE
et
∆Re l0(z) = 4∂z∂zRe l0(z) =
2
i
(∂zx+ − ∂zx−) (4.3)
= −(∂Im zx+ − ∂Im zx−)
= (
1
Im g′(x−)
− 1
Im g′(x+)
)
> 0.
Ici on utilise (1.8) qui entraine dx± = 1Im g′(x±)dIm z.
En utilisant ξ± = Re (z − g(x±)) nous obtenons
dξ± ∧ dx± = 1
Im g′(x±)
(dRe z ∧ dIm z) (4.4)
ce qui implique (4.2).
Nous avons aussi prouve´ que Γ−+ est symplectique pour la forme sym-
plectique dξ ∧ dx− dη ∧ dy.
4.2. Proprie´te´s analytiques de Eδ−+. — Nous imposons
δ << h
3
2 , (b)
ce qui implique (a) pour h assez petit.
L’e´quation ∂z pour E
δ
−+ donne, en inse´rant la se´rie de Neumann
kδ(z) = Eδ−(∂zR−) + (∂zR+)E
δ
+ (4.5)
= k0(z) +
∑
j≥1
(−1)j(E0−((δQE0)j∂zχ−e−) + 〈(E0δQ)jE0+, ∂zχ+e+〉) ,
ce qui implique
|kδ(z)− k0(z)| ≤
∑
j≥1
(
Cδ√
h
)j(‖∂ze−‖+ ‖∂ze+‖)
≤ Cδ√
h
O(
1
h
) = O(
δ
h
3
2
) .
Une solution de
1
h
∂zl
δ(z) = kδ(z) (4.6)
dans un voisinage Ω˜ ⊂⊂ Σ de Ω est donne´ par lδ = l0 + (lδ − l0) avec
(lδ − l0)(z) = h
π
∫
Ω˜
(kδ − k0)(z′)
z − z′ L(dz
′) , (4.7)
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ou` L(dz) de´signe la mesure de Lebesgue sur C. Nous obtenons une fonc-
tion holomorphe
e
lδ
h Eδ−+ (4.8)
avec
|lδ − l0| ≤ h‖kδ − k0‖L∞(Ω˜)‖
1
z
χ(
z
R
)‖L1 = O( δ√
h
) , (4.9)
si χ ∈ C∞c (C), χ(z) = 1 pre`s de z = 0 et R >> 1.
5. Analyse de Eδ−+
Nous allons reprendre le de´velopppement perturbatif (3.5) de la fonc-
tion holomorphe (en δ) e
lδ
h Eδ−+, et montrer que le terme de premier ordre
est rendu holomorphe par la fonction poids du proble`me non-perturbe´.
Lemme 5.1. — Sous les hypothe`ses (c) et (d), nous avons
e
lδ
h Eδ−+ = h
− 1
2 (−δe l0h u(z) +O(e l0h δ
2
h
3
2
)) , (5.1)
ou`
e
l0
h u(z) = e
l0
h 〈Q(1− χ−)e ihϕ+ , ψ−e ihϕ−〉 (5.2)
est holomorphe en z.
De´monstration. — Avec les ine´galite´s de Cauchy pour une fonction ho-
lomorphe en δ dans un disque de rayon O(
√
h
C
) centre´ en 0, nous avons
Eδ−+ = E
(0)
−+ + δE
(1)
−+ +O(
δ2√
h
) . (5.3)
Puisque E
(0)
−+ = O(e
− 1
C∗h ), ce terme s’absorbe dans le terme de reste si
on suppose que
e−
1
C∗h = O(
δ2√
h
) . (c)
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De plus, il existe D > 0 inde´pendant de h tel que
−e l
0
h E
(1)
−+ = e
l0
h E−QE+ (5.4)
= e
l0
h
1
D+D−
〈(ψ− + h
i
χ′−Fψ+)Q((1− χ−) +G
h
i
χ′−)e+, e−〉
= e
l0
h
c+c−
D+D−
〈Q(1− χ−)e ihϕ+ , ψ−e ihϕ−〉+ e l
0
h O(e−
1
Dh )
= h−
1
2 e
l0
h u(z) + e
l0
h O(e−
1
Dh ) .
Le premier terme est holomorphe, car Q est inde´pendant de z.
Nous supposons
e−
1
Dh = O(
δ√
h
) . (d)
En de´veloppant finalement
e
lδ−l0
h = 1 +O(
δ
h
3
2
) (5.5)
nous avons
e
lδ
h Eδ−+ = e
l0
h Eδ−+(1 +O(
δ
h
3
2
)) (5.6)
= e
l0
h (δE
(1)
−+ +O(
δ2√
h
))(1 +O(
δ
h
3
2
))
= h−
1
2 (−δu(z)e l0h +O(e l0h δ
2
h
3
2
)),
car e
l0−l0
h = O(1), ce qui termine la preuve.
6. Construction de la perturbation du
the´ore`me 1
Soit U ⊂ S1 × S1 un ouvert. Conside´rons un ope´rateur
Q : L2(S1)→ L2(S1) ayant un noyau inte´gral de la forme
k(x, y) = χ(x, y)e
i
h
ϕ(x,y) (6.1)
ou` χ ∈ C∞c (U) est inde´pendant de z, ϕ est analytique dans U et
inde´pendant de z avec Imϕ ≥ 0 ; alors, d’apre`s le lemme de Schur, Q est
borne´ uniforme´ment en h et nous avons
u(z; h) =
∫∫
a(x, y)e
i
h
(ϕ(x,y)−ϕ−(x,z)+ϕ+(y,z))dxdy , (6.2)
INSTABILITE´ SPECTRALE SEMICLASSIQUE 23
ou` a(x, y) = χ(x, y)ψ−(x)(1− χ−)(y).
Proposition 6.1. — Soit γ ⊂ Σ une courbe de la forme
Re z = f(Im z), Im z ∈ [a′, b′], Im g(a) < a′ < b′ < Im g(b) (6.3)
ou` f est analytique. Alors il existe une phase ϕ de´finie dans un voisinage
de Π(x,y)(Γ−+(γ)) = γ˜, analytique, telle que la phase totale ϕ(x, y) −
ϕ−(x, z)+ϕ+(y, z) ait un point critique non-de´ge´ne´re´ dans γ˜, pour z ∈ γ.
De´monstration. — Soit
[a′, b′] ∋ t = Im z 7→ γ˜(t) = (x−(t), x+(t)) . (6.4)
C’est une courbe injective a` diffe´rentielle non-nulle. De plus, la forme de
γ nous permet de parame´triser
[a′, b′] ∋ t 7→ (ξ−(t),−ξ+(t)) = (ξ−(f(t) + it),−ξ+(f(t) + it)) . (6.5)
Il s’agit alors de construire une phase ϕ analytique telle que
∇ϕ(γ˜(t)) =
(
ξ−(t)
−ξ+(t)
)
. (6.6)
Soit
ψ(γ˜(t)) = ψ(γ˜(0)) +
∫ t
0
(
ξ−(t)
−ξ+(t)
)
· γ˜′(t)dt . (6.7)
Soit ψ une extension analytique (a` partie imaginaire ≥ 0). Soit
ϕ = ψ + g . (6.8)
Nous voulons construire une fonction analytique g telle que g|γ˜ = 0 et
que
∇g(γ˜(t)) = ((
(
ξ−(t)
−ξ+(t)
)
−∇ψ(γ˜(t))) · n)n (6.9)
ou` n de´signe un choix de vecteur unitaire normal a` γ˜.
Pour ceci, nous nous plac¸ons dans des coordonne´es ge´ode´siques (ana-
lytiques)
vois(γ˜) ∋ (x, y)→ (x1, x2) . (6.10)
Pour s une parame´trisation par longueur d’arc de γ˜ et Πγ˜ la projection
orthogonale sur γ˜, les coordonne´es ge´ode´siques sont donne´es par :
x1 = s(Πγ˜(x, y)), |x2| = dist ((x, y), γ˜) (6.11)
et le signe de x2 est de´termine´ par la condition
∂x2
∂n
= 1.
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Dans ces coordonne´es, nous cherchons alors g re´el (ou a` partie imagi-
naire positive), analytique avec g(x1, 0) = 0 et
∇g(x1, 0) =
(
0
ν(x1)
)
, (6.12)
ou` ν(x1) est de´termine´ en exprimant (6.9) en coordonne´es ge´ode´siques.
Par exemple
g(x1, x2) = ν(x1)x2 (6.13)
et on peut rajouter des termes d’ordre supe´rieur quelconque en x2, no-
tamment i(x2)
2. En revenant dans les coordonne´s standard nous obtenons
alors une phase analytique avec les proprie´te´s voulues.
De manie`re ge´ne´rale, pour que la phase totale ait un point critique la
varie´te´ lagrangienne associe´e a` ϕ
Cϕ := {(x, ϕ′x; y,−ϕ′y)} (6.14)
doit intersecter Γ−+. Or, d’apre`s (4.2), celle-ci est symplectique, donc si
leur intersection est une varie´te´, elle sera au maximum unidimensionelle,
ce qui est le cas du lemme pre´ce´dant.
7. Perturbation par une somme de noyaux oscillants
Dans cette section on se place dans le cadre du the´ore`me 2. L’ide´e est
de conside´rer une somme de noyaux oscillants dont les lagrangiennes se
rapprochent « suffisamment souvent » de Γ−+ :
Hypothe`se 2. — Soit
Q :=
N∑
j=1
Qj : L
2(S1)→ L2(S1) (7.1)
avec
kQj(x, y) = αχ(x− xj)χ(y − yj)e
i
h
ϕj(x,y)
le noyau inte´gral de Qj, ou` χ ∈ C∞c ((−π, π)), χ = 1 sur [−π2 , π2 ], est
inde´pendant de h. La phase est de la forme
ϕj(x, y) = ξj(x− xj) + i
2
(x− xj)2 − ηj(y − yj) + i
2
(y − yj)2 ,
avec (xj , ξj) 6= (xk, ξk), (yj, ηj) 6= (yk, ηk), ∀j 6= k, et α est tel que
‖Qj‖ = 1 (donc α ∼ (πh)− 12 ). Ici N = N(ǫ) ∈ N,
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(xj , ξj), (yj, ηj) ∈ R2 de´pendent de ǫ mais pas de h, alors que χ, α
ne de´pendent pas de ǫ.
Lemme 7.1. — Il existe q inde´pendant de ǫ tel que ‖Q‖ ≤ q pour h
assez petit.
Preuve :
Nous omettons les troncatures en sous-entendant que nous inte´grons uni-
quement sur leur support.
Conside´rons le noyau inte´gral de Q∗jQk sans les troncatures sur R (l’er-
reur commise est O(e−
1
Ch )) :∫
kQj (x
′, x)kQk(x
′, y)dx′
= |α|e ih (ηj(x−yj)+ i2 (x−yj)2)e ih (−ηk(y−yk)+ i2 (y−yk)2)e ih (ξk+ξj)
xj−xk
2 e−
1
4h
|ρj−ρk|2 .
Le lemme de Schur implique donc avec la normalisation que (toujours
avec des erreurs O(e−
1
Ch ))
‖Q∗jQk‖
1
2 ≤ C0e− 14h |ρj−ρk |2 (7.2)
et de manie`re analogue
‖QjQ∗k‖
1
2 ≤ C0e− 14h |νj−νk|2 . (7.3)
Avec ∑
k
‖QjQ∗k‖
1
2 ,
∑
k
‖Q∗jQk‖
1
2 ≤ 1 +N(ǫ)e−
cj (ǫ)
h , cj(ǫ) > 0 (7.4)
et
qh,ǫ := sup
j
(1 +N(ǫ)e−
cj (ǫ)
h ) < q , (7.5)
h assez petit en fonction de ǫ, le lemme de Cotlar-Stein ([9]) implique
‖Q‖ ≤ q . (7.6)

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Afin de trouver les estimations sur e
lδ
h Eδ−+ qui nous permettront de
terminer la preuve du the´ore`me 2, il s’agit d’e´valuer
u(z) =
∑
j
uj(z) (7.7)
=
∑
j
∫∫
αχ(x− xj)χ(y − yj)(1− χ−)(y)ψ−(x)e ihψj(x,y,z)dxdy
ou`
ψj(x, y, z) := −ϕ−(x, z) + ϕj(x, y) + ϕ+(y, z) (7.8)
=: F ((x, y), (ρ−(z), ρ+(z)), (ρj , νj)),
avec ρj := (xj, ξj), νj := (yj, ηj) ∈ T ∗(S1) ; F est analytique en toutes
les variables avec ImF ∼ d((x, y), (x−, x+))2 + d((x, y), (xj, yj))2, et si
dist (Γ−+(z), (ρ, ν)) ≥ ω > 0, alors
ImF + |F ′(x,y)| ≥ c(ω) > 0 , (7.9)
donc par de´formation de contour |uj(z)| = O(e− 1Ch ).
Il suffit donc de conside´rer les uj avec dist (Γ−+(z), (ρj , νj)) assez petit.
Lemme 7.2. — (Phase stationnaire)
Si dist(Γ−+(z), (ρj , νj)) est assez petit, alors ψj(x, y, z) a un point cri-
tique Xc = (xc, yc) dans un voisinage complexe de Xj = (xj , yj). Nous
avons alors
uj(z) = hαe
i
h
Φj(z)(aj(z) +O(h)) , (7.10)
ou` Φj(z) = ψj(z, xc, yc), et e
l0
h uj, Φj(z)−il0(z) et aj(z) sont holomorphes
en z.
Soit
f(ρ−(z), ρ+(z), ρ, ν) := ImF (Xc, ρ−(z), ρ+(z), ρ, ν) , (7.11)
ce qui est analytique en (ρ, ν) et (ρ−(z), ρ+(z)).
Alors
f(ρ−(z), ρ+(z), ρ, ν) ∼ (dist(Γ−+(z), (ρ, ν)))2 , (7.12)
donc z 7→ f(ρ−(z), ρ+(z), ρ, ν) admet un minimum non-de´ge´ne´re´ en un
point Z(ρ, ν), et (ρ, ν) 7→ Z(ρ, ν) est une submersion. Ceci implique pour
ImΦj(z) = f(ρ−(z), ρ+(z), ρj , νj) que
ImΦj(z) ∼ (dist(Γ−+(z), (ρj , νj)))2 , (7.13)
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et cette fonction admet un minimum non-de´ge´ne´re´ en zj = Z(ρj , νj), et
l’amplitude aj y est elliptique.
De´monstration. — L’holomorphie de´coule de (cf. (7.8), (1.13), (1.16),
(4.1)) :
ψj − il0 =
∫ x
y
(g(x˜)− z)dx˜+ ϕj(x, y) (7.14)
ce qui est manifestement holomorphe en z, et ceci est pre´serve´ dans la
me´thode de la phase stationnaire.
Afin de simplifier les notations, nous introduisons les nouvelles va-
riables
X = (x, y); α = Γ−+(z); β = (ρ, ν) . (7.15)
Nous e´tendons F de manie`re naturelle a` α ∈ T ∗(S1) × T ∗(S1) en
conside´rant ρ+(z) et ρ−(z) comme des variables inde´pendantes dans
(7.8), avec ϕ± de´pendant de ρ±.
Soient β0 = (ρj , νj) et Xc,0 = (xj , yj). Pour α = β = β0,
X → F (X, β0, β0) a un point critique non-de´ge´ne´re´ re´el Xc,0 :
F ′X(Xc,0, β0, β0) = 0 ,
ImF (X, β0, β0) ∼ (X −Xc,0)2 .
D’apre`s le the´ore`me des fonctions implicites, pour (α, β) dans un voisi-
nage de (β0, β0), F aura un unique point critique non-de´ge´ne´re´ Xc(α, β)
(qui de´pendra de manie`re analytique de (α, β)) ; nous posons α = Γ−+(z).
Nous avons alors le de´veloppement de la phase stationnaire analytique
([10]), ce qui donne (7.10).
Pour montrer (7.13), nous partons de l’ine´galite´ fondamentale
ImF (Xc(α, β), α, β) ≥ inf
X∈vois
R
(Xc,0)
ImF (X,α, β) +
1
C
|ImXc(α, β)|2
(7.16)
(voir [10]). Dans notre cas, il existe un C > 0 tel que
ImF (X,α, β) ≥ 1
C
((X − αX)2 + (X − βX)2) ≥ 1
C ′
(αX − βX)2 (7.17)
en de´signant par αX la projection de α sur la composante X. De plus,
|ImXc(α, β)| ≥ inf
X∈vois
R
(Xc,0)
|F ′X | . (7.18)
Pour minorer |F ′X |, soit Y (α, β) l’unique point dans un voisinage re´el de
Xc,0 tel que X → ImF (X,α, β) y atteint son minimum.
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C’est un point critique non-de´ge´ne´re´ de ImF , et donc
|ImF ′X(X,α, β)| ∼ |X − Y (α, β)| . (7.19)
Ensuite, pour αX = βX nous avons
ReF ′X(αX , α, β) = αΞ − βΞ (7.20)
et donc
ReF ′X(X,α, β) = αΞ − βΞ +O(|αX − βX |) +O(|X − Y (α, β)|) . (7.21)
Nous avons au total
|F ′X |2(X,α, β) ≥ |ImF ′X |2(X,α, β) +
1
C
|ReF ′X |2(X,α, β)
≥ 1
C ′
|αΞ − βΞ|2 − C˜|αX − βX |2 + 1
C ′′
|X − Y (α, β)|2
ce qui implique
|ImXc(α, β)|2 ≥ 1
C
|αΞ − βΞ|2 − C˜|αX − βX |2 , (7.22)
donc d’apre`s (7.16), (7.17),
f(α, β) = ImF (Xc(α, β), α, β) ≥ 1
C
|α− β|2 (7.23)
qui est la minoration dans (7.13).
D’autre part, puisque ImF (Xc(α, β), α, β) est une fonction positive
analytique s’annulant pour α = β, nous avons
f(β, α) = ImF (Xc(α, β), α, β) ≤ C|α− β|2 . (7.24)
Conside´rons l’application
Π : voisT ∗(S1)×T ∗(S1)(Γ−+(Ω))→ Γ−+(Ω) (7.25)
(ρ, ν) 7→ Γ−+(Z(ρ, ν)) .
C’est une submersion idempotente.
Fixons un voisinage W ⊂ T ∗(S1)× T ∗(S1) de Γ−+(Ω). Soit
J(W, ǫ) = {j; (ρj, νj) ∈W} . (7.26)
D’apre`s l’observation pre´ce´dant le lemme 7.2, on a
|
∑
j /∈J(W,ǫ)
uj| = e− 1Ch (7.27)
pour h assez petit en fonction de ǫ, ou` C est inde´pendante de ǫ.
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Hypothe`se 3. — Nous supposons que ∀j, k ∈ J(W, ǫ)
zj 6= zk si j 6= k , (7.28)
(ce qui implique que les minima des ImΦj sont distincts).
De manie`re e´quivalente, Π(ρj , νj) 6= Π(ρk, νk), pour j, k ∈ J(W, ǫ),
j 6= k.
Remarquons que pour ǫ fixe´, l’ensemble des (ρj , νj), j = 1, ..., N(ǫ),
ne ve´rifiant pas cette hypothe`se est une re´union de sous-varie´te´s analy-
tiques de codimension 2 de (T ∗(S1) × T ∗(S1))N(ǫ), ce qui implique que
l’hypothe`se est ve´rifie´e ge´ne´riquement.
Hypothe`se 4. — Soit Γ ⊂⊂
◦
Σ un ouvert simplement connexe de bord
γ = ∂Γ ∈ C∞. Nous supposons alors que pour 0 < ǫ ≤ ǫ0,
Γ−+(γ) ⊂
⋃
1≤j≤N(ǫ)
B
(
((xj , ξj), (yj, ηj)),
√
ǫ
C
)
,
ou` C devra eˆtre choisi assez grand. De manie`re ge´ne´rale B(x0, r) de´signe
la boule ouverte de centre x0 et de rayon r.
Avec (7.13) et pour tous les j tels que dist (Γ−+(γ), (ρj , νj)) ≤
√
ǫ
C
, nous
avons
ImΦj(zj) ≤ ǫ
4
(7.29)
et dist (zj, γ) ≤
√
ǫ, si C est assez grand.
Hypothe`se 5. — Soit δ = e−
ǫ
h avec
ǫ <
1
C
inde´pendant de h, (7.30)
ou` C est assez grande pour que les conditions (c), (d) soient remplies.
Pour h0 assez petit (c’est a` dire h0(4 ln(
1
h0
)+lnC ′) < ǫ) , les conditions
(a) et (b) sont remplies pout tout h ∈ (0, h0].
En rassemblant les estimations, nous avons
Lemme 7.3. — Pour h assez petit,
|e l
δ
h Eδ−+| ≤ e
Re l0
h , z ∈ Ω . (7.31)
Il existe C > 0 et un recouvrement
γ ⊂
⋃
j∈J
B(z˜j , C
√
ǫ), |J | = O( 1√
ǫ
) (7.32)
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tel que
|e l
δ
h Eδ−+|(z˜j) ≥ e
Re l0−2ǫ
h ∀j ∈ J (7.33)
pour h assez petit.
De´monstration. — D’apre`s les lemmes (5.1), (7.1) nous avons
|e l
δ
h Eδ−+| ≤
δ√
h
|e l0h |(|u(z)|+O( δ
h
3
2
)) (7.34)
≤ eRe l0h (q(ǫ) δ√
h
+O(
δ2
h2
)) ≤ eRe l0h .
Ensuite soit J ⊂ {1, ..., N(ǫ)} un ensemble tel que :
γ ⊂
⋃
j∈J
D(zj , C
√
ǫ), |J | = O( 1√
ǫ
), (7.35)
et
ImΦj(zj) ≤ ǫ
4
, j ∈ J . (7.36)
Soit J˜j l’ensemble des k tels que φk(zj) est bien-de´finie par le lemme
7.2, et soit
Jj = {k ∈ J˜j; ImΦk(zj) ≤ ǫ
4
} . (7.37)
Alors dans tout voisinage de zj , il existe un z˜j et il existe un kj ∈ Jj
tels que
Im (Φk − Φkj )(z˜j) > 0 ∀k ∈ Jj, k 6= kj . (7.38)
En fait, les ImΦj sont analytiques avec des minima distincts, donc sur
tout ouvert (non-vide) Im (Φk − Φj) ne peut eˆtre constant si j 6= k.
Choisissant z˜j assez pre`s de zj , nous avons le recouvrement (7.32) et
ImΦkj (z˜j) ≤
ǫ
3
∀j ∈ J . (7.39)
Nous avons donc, d’apre`s le lemme 7.2,
|u(z˜j)| ≥ |ukj(z˜j)|(1− e−
1
C(ǫ)h )
≥
√
he−
ǫ
2h
pour ǫ assez petit, puis h assez petit en fonction de ǫ.
Au total nous avons alors, d’apre`s le lemme 5.1,
|e l
δ
h Eδ−+|(z˜j) ≥
√
h√
h
e
Re l0
h
− 3ǫ
2h (1− e− ǫ2h−h(4 lnh+2 lnC)2h ) > eRe l0h − 2ǫh (7.40)
pour h assez petit ce qui termine la preuve.
INSTABILITE´ SPECTRALE SEMICLASSIQUE 31
8. Ze´ros de Eδ−+ et fin de la preuve du the´ore`me 2
Soit f une fonction holomorphe dans une domaine Ω ⊂⊂ C et Γ un
domaine de bord γ = ∂Γ ∈ C∞. Si γ n’intersecte pas de ze´ros de f , alors
le nombre de ze´ros de f dans Γ est donne´ par
N(Γ, f) =
1
2πi
∫
γ
f ′
f
. (8.1)
Proposition 8.1. — Soient Γ, γ et Ω comme ci-dessus.
Soit
φ ∈ C∞(Ω,R) , (8.2)
soit f une fonction holomorphe dans Ω avec
|f(z; h)| ≤ eφ(z)h , ∀z ∈ Ω , (8.3)
et nous supposons qu’il existe zj ∈ Ω, 0 < rj , ǫj ≪ 1, j = 1, ..., N tels
que
B(zj , 3rj) ⊂ Ω et γ ⊂
⋃
j
B(zj , rj) (8.4)
avec
|f(zj; h)| > e 1h (φ(zj)−ǫj) . (8.5)
Alors nous avons
N(Γ, f) =
1
2πh
∫
Γ
∆φL(dz) +
∑
j
O(
r2j + ǫj
h
) . (8.6)
De´monstration. — Si f(z; h) a des ze´ros sur γ, on peut toujours pertur-
ber f arbitrairement peu ( et essentiellement sans changer (8.3), (8.5) )
pour envoyer ces ze´ros vers l’inte´rieur de Γ, ou vers l’exte´rieur. Il suffit
alors de montrer (8.6) dans le cas ou` f n’a pas de ze´ros sur γ.
Nous de´composons γ en des courbes disjointes γj avec γj ⊂ B(zj , rj)
et travaillons pour chaque j avec z ∈ B(zj , 3rj).
Soit
iϕj(z) := φ(zj) + 2∂zφ(zj)(z − zj) (8.7)
qui est manifestement holomorphe en z.
Alors
φ(z) = Re iϕj(z) +Rj(z) (8.8)
avec Rj(z) = O(|z − zj |2) .
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De plus
ϕ′j(z) = ∂zϕj(z) =
2
i
∂zφ(zj) =
2
i
∂zφ(z) +O(rj) . (8.9)
Soit ensuite
vj(z; h) := f(z; h)e
− i
h
ϕj(z) (8.10)
qui est manifestement holomorphe. Les hypothe`ses du the´ore`me de-
viennent
|vj(z; h)| ≤ e
Cr2j
h ,
|vj(zj ; h)| ≥ e
−ǫj−Cr2j
h .
La formule de Jensen (voir par exemple [14]) nous donne une borne du
nombre de ze´ros dans le disque de rayon R
2
d’une fonction g holomorphe
dans le disque de rayon R :
N(D(0,
R
2
), g) ln 2 ≤ 1
2π
∫ 2π
0
ln |g(Reiθ)|dθ − ln |g(0)| . (8.11)
Ceci nous donne alors (avec R = 3rj)
N(D(zj ,
3
2
rj), v) ≤
C˜(r2j + ǫj)
h
. (8.12)
Nous effectuons un changement de coordonne´es holomorphe (en omettant
les indices)
w :=
z − zj
rj
, (8.13)
et soit v˜(w) = v(z). Nous de´composons v˜ dans D(0, 3
2
) :
v˜(w) = g(w)
∏
1≤k≤N
(w − wk) , (8.14)
ou` wk sont les ze´ros de v˜ dans D(0,
3
2
) et g est une fonction holomorphe
dans D(0, 3
2
).
Nous allons montrer qu’il existe un r ∈ (4
3
, 3
2
] tel que, pour |w| = r
nous avons
N∏
k=1
|w − wk| ≥ e−NC . (8.15)
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Avec le principe du maximum et (8.12), pour |w| ≤ r ceci implique
|g(w)| ≤ |v˜(w)|eNC ≤ e
C(r2j+ǫj )
h ,
|g(0)| ≥ |v˜(0)|2−N ≥ e
−C(r2j+ǫj)
h .
Pour montrer (8.15) (d’apre`s [12]), nous avons
|w − wk| ≥ ||w| − |wk|| . (8.16)
Soit alors, pour x, xk ∈ R, F (x) := −
∑
1≤k≤N ln |x− xk|. Avec
−
∫ 3
2
4
3
ln |x− xk|dx ≤ −2
∫ 1
12
0
ln tdt ≤ C˜ (8.17)
nous avons ∫ 3
2
4
3
F (x)dx ≤ NC˜ (8.18)
et donc ∃x ∈ (4
3
, 3
2
) tel que F (x) ≤ NC, ce qui prouve l’affirmation.
Comme g est holomorphe et non-nulle, ln |g| est une fonction harmo-
nique.
De plus,
C(r2j+ǫj)
h
− ln |g| ≥ 0 donc les ine´galite´s de Harnack nous
donnent sur un disque au rayon diminue´ (on pourra choisir r = 5
4
)
−C
′(r2j + ǫj)
h
≤ ln |g| ≤ C(r
2
j + ǫj)
h
. (8.19)
Comme ln |g| est harmonique, on trouve apre`s avoir diminue´ r
le´ge`rement :
∇ ln |g|(w) ≤ C(r
2
j + ǫj)
h
, |w| ≤ 1 . (8.20)
Ceci implique que (e´tant donne´ que g est holomorphe et non-nulle)
∂w ln g(w) =
(∂wg)g
|g|2 =
∂w|g|2
|g|2 = 2∂wln|g| = O(
r2j + ǫj
h
) . (8.21)
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Avec |γj| = O(rj) nous avons, avec γ˜j de´signant l’image de γj dans le
plan des w,
1
2πi
∫
γj
f ′
f
dz =
1
2πh
∫
γj
ϕ′j(z)dz +
1
2πi
∫
γj
v′j
vj
dz
=
1
2πh
∫
γj
2
i
∂zφ(z)dz
+
1
2πi
∫
γ˜j
(
∂w ln g(w) +
∑
1≤k≤N
∂w ln(w − wk)
)
dw +O(
r2j
h
) .
Pour estimer la contribution des derniers termes, nous remarquons
d’abord que nous pouvons prendre la partie re´elle e´tant donne´ que N
est re´el. Nous avons donc
Re
1
2πi
∫
γ˜j
∂w ln(w − wk)dw = 1
2π
∫
γ˜j
dIm ln(w − wk) (8.22)
= var argγ˜j(w − wk) .
Etant donne´ que γ˜j est tre`s proche d’une droite, cette variation sera
borne´e par 2π et donc
Re
1
2πi
∑
1≤k≤N
∫
γ˜j
∂w ln(w − wk)dw ≤ O(N) ≤ O(
r2j + ǫj
h
) . (8.23)
Nous avons alors au total, en utilisant aussi (8.21) :
N(Γ, f) = Re
1
2πh
∫
γ
2
i
∂zφ(z)dz +
∑
j
O(
r2j + ǫj
h
) . (8.24)
Nous appliquons le the´ore`me de Stokes au premier terme (avec la conven-
tion d’orientation standard 1
2i
dz ∧ dz = L(dz) la mesure de Lebesgue sur
R
2) et obtenons
N(Γ, f) =
1
2πh
Re
∫
Γ
∆φL(dz) +
∑
j
O(
r2j + ǫj
h
) (8.25)
ce qui prouve la proposition.
Preuve du the´ore`me 2. — Appliquons la proposition a` f = e
lδ
h Eδ−+ pour
laquelle le lemme 7.3 donne les estimations requises avec r2j = Cǫ, ǫj = 2ǫ,
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et N(ǫ) ∼ O( 1√
ǫ
), et nous utilisons aussi (4.2) :
N(Γ, Eδ−+) =
1
2πh
∫
Γ
∆Re lo(z)L(dz) +
∑
j
O(
r2j + ǫj
h
) (8.26)
=
1
2πh
|Γ−+(Γ)|+O(
√
ǫ
h
) .
9. Preuve du the´ore`me 1
Nous terminons par prouver le the´ore`me 1 a` l’aide de la proposition
6.1 et du lemme 7.2.
Nous supposons de nouveau (c) et (d).
En utilisant le lemme 5.1, nous avons :
|e l
δ
h Eδ−+| ≥ h−
1
2 δ|e l0h u(z)| − C|e l0h | δ
2
h2
. (9.1)
On voit que le lemme 7.2 s’applique dans la nouvelle situation et nous
obtenons, avec Cϕ de´finie dans (6.14) :
|e l
δ
h Eδ−+| ≥ δe
−Re l0
h (
√
he−∼dist (Γ−+(z),Cϕ)
2 − e− ǫh− 2h lnh−h lnCh ) , (9.2)
ce qui est strictement positif pour
ǫ− C ′dist (Γ−+(z), Cϕ)2 ≫ h(lnC + 3h ln 1
h
) , (9.3)
donc dans Vǫ. 
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