Abstract-The Optimal Interpolative (01) classification network is extended to include fault tolerance and make the network more robust to the loss of a neuron. The 0 1 Net has the characteristic that the training data are fit with no more neurons than necessary. Fault tolerance further reduces the number of neurons generated during the learning procedure while maintaining the generalisation capabilities of the network. The learning algorithm for the fault tolerant 0 1 Net is presented in a recursive format, allowing for relatively short training times. A simulated fault tolerant 0 1 Net is tested on a navigation satellite selection problem.
I. INTRODUCTION
One of the difficulties that a neural net trainer often faces is deciding how many neurons to use in the network. If too many neurons are used, training time may be much longer than necessary, and the resultant network may have poor generalisation properties [I]. If too few neurons are used, the learning algorithm may not converge to a suitable configuration. It is clearly desirable to use a training method which intelligently and automatically generates the optimal number of neurons.
One solution to this difficulty is the Optimal Interpolative (01) Net. The 01 Net is a three layer classification network which grows only as many middle layer neurons as necessary to correctly classify the training set. The efficient recursive learning procedure presented in [2] makes the 01 Net an attractive architecture.
In the present paper we extend the 01 Net learning algorithm to include fault tolerance. Biological systems are inherently fault tolerant due to the distributed nature of information representation [3] . Fault tolerance has also been touted as an inherent property of artifical neural systems. But this has often been taken for granted rather than being explicitly provided for in the learning method. In this paper we explicity account for fault tolerance in the choice of the optimal weights.
PRELIMINARIES

A . The Optimal Interpolative Net
Suppose we are given a training set with q sets of input/output pairs. Each of the q training inputs zi E R" maps into one of m classes Cj. Let vi E Rm be the desired output corresponding to zi. The output # is defined as
where 6 , is the n-dimensional vector containing all reros except for the j-th element, which is one.
The 01 Net consists of three layers of neurons. The first layer has n neurons, one for each input component. The second layer has p neurons, where p is a number chosen during training. The third layer has m neurons, one for each output component. The weight between the i-th input neuron and the j-th middle layer neuron is given by I$, where
The vectors ui are called prototypes and are chosen from the training set inputs during the learning procedure. The activation function at each middle layer neuron is given by
where p is a learning constant chosen by the user. So if the network is presented with an input z E Rn, the output of the j-th middle layer neuron will be computed as output of j-th middle layer neuron =
The weight from the j-th middle layer neuron to the k- The 01 Net learning algorithm ensures that the minimization problem of ( 5 ) is well conditioned by including a training input as a prototype only if it does not induce ill conditioning in G G T .
In practice, the learning procedure is presented with q exemplars during training, one at a time. A given exemplar is included in the minimization problem of (5)- (7) only if it cannot be correctly classified by the network which has been trained up to that point. Those exemplars which are included in the Y and G matrices of (6)- where 1 is the number of subprototypes chosen from the exemplar inputs (1 5 9).
B . Fault Tolerance
Fault tolerance is a measure of the ability of a system to maintain its functionality in the presence of damage. For a neural network, fault tolerance can be defined as the ability of the network to correctly classify inputs in the presence of a failed neuron. we pick p prototypes to use in the weight matrix V. The minimization problem of (11) is solved not for every exemplar but only for those which are not classifed correctly unless included in the minimisation problem. The input exemplars which are included in the minimization problem of (11) Denote the initial set of training exemplars by A. We try to classify the exemplar zi under consideration with the neural network which has been generated so far. If the learning procedure has so far generated p prototypes and 1 subprototypes, the network mapping is denoted by f; : R" + P. If zi can be correctly classified, we retain zi in A and proceed with the next exemplar. If a!( cannot be correctly classified, we remove i d from A, append it to the matrix 2 of subprototypes, and solve the minimization problem (11). We then consider also including zi as a prototype and appending it to the weight matrix V. In order for a!{ to qualify as a prototype, it must not induce ill conditioning in the matrix ggT. This process is repeated until all of the exemplars remaining in A are correctly classified.
outputs from 1 to n, place them in the set A, and compute
Reindex the exemplars a!', . . . , zq and their corresponding
where Gj is equal to G except that the j-th row is replaced with zeros, and a is the relative weight placed on fault tolerance. This problem is in turn equivalent to solving For i = 1 to n, do the following. 
A . Navigation Satellite Selection
A Global Positioning System (GPS) receiver generates a user position and time by measuring the range from the user to four or more GPS satellites [4] , but a GPS receiver can process only a subset of available satellite signals. So before processing, the receiver must decide which subset to use. The optimal choice can be made by using the subset which results in the smallest magnification of satellite errors onto resultant user position and time. A user's GPS receiver measures the ranges (RI, Rz, . . . , R,) between the user and n GPS satellites.
The GPS satellites are at positions (zi,yi,zi). The four unknowns which the user needs to determine are the offset T between receiver time and GPS time, and the user position (z,y,z). We deno!e the user's best estimate of time offset and position as T and (2, 9, i).* We, denote!he corresponding best estimates of range as (RI, R2, . . . , R,,). and U are given by 
REITERATION.
After step (2) we check if any new subprototypes were added to Z. If so, then the network has been modified and we have to check if the exemplars remaining in A can still be correctly classified. So we set n = q -I , reindex the exemplars in A from 1 to n, reindex the corresponding outputs, and go back to step (2).
If no new subprototypes were added during step (2), then the learning procedure terminates. It is clear than step (2) is executed q -1 times at the most [2] .
In the basic 01 Net learning algorithm [2] a recursive computation of the error was derived. A given exemplar was included as a prototype only if the resultant decrease in classification error was large enough to justify the associated increase in variance. When fault tolerance is added to the learning algorithm as presented in this section, however, there is no apparent way to recursively compute the classification error. Of course, a user can still compute the error decrease to ensure that an exemplar is worth adding as a prototype. But since there is no recursive method available for this computation, it has not been included in the algorithm presented in this section.
where c is the speed of light. These equations can be linearized to obtain the matrix equation A useful scalar measure of the magnification of GPS range measurement errors (e.g., due to satellite and receiver inaccuracies) onto user position and time errors is the square root of the trace of the above matrix. This quantity is referred as Geometric Dilution of Precison (GDOP).
How can GDOP be computed without resorting to matrix inversion? Recall the following general facts about the trace and eigenvalues of a matrix [6, 71: (1) The trace of a matrix is equal to the sum of its eigenvalues; (2) The determinant of a matrix is equal to the product of its eigenvalues; and ( 
Using the above notation, the GDOP which we wish to calculate is precisely given by values of ATA, we define the following four functions.
So GDOP can_be+viewed as a scalar functional of the 7Z4 + 7Z4 mapping f(A).
The mapping from fix) to GDOP cannot be determined analytically. But this complex, nonlinear mapping is the type of problem at which neural networks excel. A neural network can be designed to inductively generate a GDOP classification algorithm by generalizing from known input/output relationships [8, 91.
B . Results
The fault tolerant 01 Net was simulated on a VAX 8650 computer. Training took place for a simulated GPS receiver located at 5000 feet above San Francisco in an 18-satellite constellation. Once each hour, for 1 2 hours, the measurement matrix (A) was generated for each visible four-satellite subset. The functions fi (i = 1,2,3,4) were calculated, and the GDOP was calculated by explicitly inverting ATA. The function values fi were normalieed to the range [0.2,0.8], saved in a training file, and then used to train the neural network. At each measurement time there were between five and seven visible satellites. There were thus between 15 and 35 four-satellite sets from which to choose. The network was then tested on a simulated missile trajectory originating from Vandenberg Air Force Base in California. The missile travelled about 12 miles south, 163 miles west, and gained 150 miles in altitude during the 120-second boost phase. The trained neural network was used to classify each satellite group (according to GDOP) every two seconds. There were between five and seven satellites visible during the boost phase, and the satellite configuration with the best GDOP changed twice during that time.
Several 01 Nets were trained and tested for different values of the weight a. Each 01 Net had three input neurons corresponding to f2, f3, and f4 (since f1 is constant), and each 01 Net had two output neurons. A satellite group with a GDOP less than the classification threshold should have an output vector of [l, Fig. 1 shows the number of prototypes (hidden layer neurons) generated as a function of the weight a. In general, the number of prototypes decreases as a increases. This is because we have assumed that each hidden layer neuron has a fixed probability of failure, so the probability of a network failure increases with the number of prototypes. Fig. 1 reflects the fact that a smaller network has a smaller probability of failure.
Figs. 2 and 3 show the performance of the fault tolerant 01 Net for various values of a. It is seen that increasing a significantly improves the fault tolerance of the 01 Net. In addition, the classification rate may reach a threshold as the fault tolerance rate increases. It is also seen that increasing a does not hurt the performance of the net even if there are no neuron failures! Adding fault tolerance can be thought of as protecting the net against misclassification due to noisy data. This leads to improved generalieation properties even for the nominal network. This shows that even if we consider the probability of failure negligible, it pays to build fault tolerance into the network.
Of course, we cannot get something for nothing. The price we pay for fault tolerance is increased training time (see Table 11 ). The addition of fault tolerance results in an increase by a factor of p of the size of many of the matrices in the learning algorithm. But the recursive learning algorithm is so efficient that this increase in training time is probably not a critical factor. (See [9] for a comparison of 01 Net and Backpropagation training times.)
V. CONCLUSION
A recursive learning algorithm for a fault tolerant 01 Net has been presented. The inclusion of fault tolerance increases the training time by a factor of between two and five, depending on the weight given to fault tolerance. But fault tolerance improves the generalieation properties of the network while at the same time decreasing the r I number of hidden layer neurons (and hence decreasing the complexity of the network).
The fault tolerance discussed in this paper applies to a single neuron failure. An extension to tolerance for failures of two or more neurons is conceptually straightforward, but may give rise to large increases in training time.
The fault tolerant 01 Net has been applied to the navigation satellite selection problem. The simulated results show that not only is fault tolerance increased, but nominal performance does not suffer relative to an 01 Net without fault tolerance. This is because the introduction of fault tolerance can be viewed as protecting the network against noisy data, and hence improving the generalization properties of the network. 
