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ABSTRACT
Multi-million atom molecular dynamics (MD) simulations o f nanoindentation o f 
silicon nitride and amorphization and fracture o f silicon diselenide nanowires are 
performed on massively parallel architectures. System sizes range from 75,803 atoms 
to over 10 million atoms. The process o f amorphization and fracture in silicon 
diselenide nanowires is followed using configuration space images in smaller wires and 
local stress and temperature calculations in larger wires. A structural transformation in 
the nanowire cross sections is investigated. The nanowires are found to contract in one 
direction perpendicular to the applied strain while expanding in the other, so that 
initially circular nanowires are transformed to elliptical shapes. 10 million atom MD 
simulations of nanoindentation o f amorphous and crystalline ((0 0 0 1 ) surface) silicon 
nitride are performed. Load-displacement curves are calculated, from which the 
theoretical hardness and elastic moduli are inferred. These data compare well with 
currently available experimental data and previous theoretical calculations.
Temperature, indentation size, and load-rate dependence are investigated. Local 
pressure distributions are investigated in the indented films and interpreted with the aid 
o f configuration space images. Brittle indentation fracture is observed in the < 12 10> 
crystallographic direction. The < 1 0 10>  fracture is more ductile. Pile-up material 
forms on the surface o f the indented films and is maximized along indenter edges and 
suppressed under the indenter comers. Local bond angle analysis shows that plastically 
deformed material under the indenter and on the surface is amorphous. Therefore, the 
mode o f plastic deformation in the crystalline silicon nitride nanoindentation simulation
xii
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is amorphization, which is arrested by either cracking at the indenter comers, or piling- 
up o f material along the indenter edges. Surface adhesion and plastic deformation 
threshold in silicon nitride are investigated and are related to the onset o f hysteresis in 
load-displacement curves for near-surface contact and small indents. These 
investigations demonstrate the feasibility of using MD methods to investigate 
nanoindentation processes in ceramic materials, and to our knowledge, they are the first 
MD simulations o f nanoindentation o f a  ceramic material having dimensions 
comparable to the capabilities of modem experiments. These are also the first MD 
simulations o f nanoindentation to observe indentation fracture.
xiii
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CHAPTER 1 
INTRODUCTION
It is now recognized that to describe precisely the atomic and sub-atomic states 
o f matter, a first principled, quantum mechanics based approach is required. However, 
the classical view that matter is composed of indivisible force centers that interact with 
each other according to the laws o f Newtonian mechanics has been very successful in 
describing the basic structural properties and failure o f materials. Most materials can be 
treated classically, at least where structural properties are concerned, as long as the 
typical molecule has a small de Broglie wavelength compared to the average molecular 
distance and is in its rotational ground state [1,2] (also see chapter 3). These conditions 
are satisfied for the majority o f molecules that don't contain hydrogen or deuterium [2 ].
Treating a material classically amounts to solving a Newtonian N-body problem, 
where N is the number of atoms in the system. The analytical problem is intractable for 
the large numbers o f atoms needed to accurately describe a solid or liquid material. 
However, using a discrete time interval and an approximate solution to the N-body 
equations o f motion, computers can be used to simulate the time progression of the 
system to arbitrary accuracy.
This is essentially what the molecular dynamics (MD) method does. The main 
input o f an MD simulation is the interaction potential used to represent the material.
The potential should accurately describe known structural properties o f the material 
while having a simple enough form to allow simulation o f a large number o f particles 
for thousands o f time steps. Using modem parallel computers, MD simulations o f
I
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materials having 106 - 10s atoms and time spans o f dozens o f picoseconds have been 
achieved [3-7]. The length scales involved are tens o f nanometers. These simulations 
have accurately described structural properties and structural failure in materials of 
technological importance such as silicon nitride, gallium arsenide, aluminum oxide, and 
noble gas elements.
In general, a computer simulation has elements o f both theory and experiment. 
Computer simulations can give accurate calculations from a model, which can then be 
compared to experiment [8]. A simulation used in this way becomes a test for the 
model. For example, an MD simulation is often used to test the quality o f an interaction 
potential, which is essentially a model of the material it is supposed to represent, by 
comparing the results o f the simulation to known experimental results. In this sense, a 
computer simulation is a  theoretical calculating tool.
A computer simulation can also be thought o f as an experiment. A theoretical 
approximation applied to a  model can be tested against the more exact results o f a 
simulation, in which case the simulation has played the role o f an experiment [2 , 8]. 
Furthermore, many technical aspects o f simulations are similar to experiments. The 
output is merely a  bunch o f data until it is analyzed. The analysis o f this data is subject 
to the same types o f error and statistical fluctuations as data from an experiment [2 ].
But the real power of computer simulation lies in its ability to study systems that 
experiments cannot. Once a model has been validated to a  certain degree o f confidence, 
a simulation can be used to study properties o f systems under conditions inaccessible to 
experiment, due to extreme conditions, expense or both. An example is the 
hypervelocity impact simulations recently performed in our laboratory [9]. A diamond
2
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
film was impacted with a nanometer scale particle having a velocity o f several 
kilometers per second. These conditions are relevant to space flight in low earth orbit, 
and are extremely expensive or impossible to recreate experimentally. In some cases 
(e.g. nuclear weapons testing) simulations may eventually completely replace 
experiments. Simulation results are still treated with skepticism, however, and the 
results o f such simulations are often seen as theoretical predictions, subject to validation 
by future experiments. A simulation that in some way "replaces" an experiment can 
therefore be viewed as both theory and experiment.
The MD simulations in this dissertation have both theoretical and experimental 
interpretations. The interaction potential o f Vashishta et al. [S] has already been well 
tested by comparison with experiment for many material properties. The simulations 
were set up using reasonable, well>tested initial conditions and the output o f the 
simulations analyzed as though they came from experiments. In a sense, the MD code 
was treated as a kind o f "black box" experimental apparatus, although in practice the 
implementation of an MD simulation is much more complex.
The processes involved in these simulations, nanoindentation and fracture, are 
extremely complex and there were no preconceptions about what the results would be. 
For example, we would never have guessed beforehand that solid state amorphization 
(no transformation to liquid state) would serve as the mechanism of plastic deformation 
in both cases. The length and time scales involved in these simulations are on the very 
edge o f experimental capabilities, so their value in studying material properties where 
experiment is not yet possible is apparent However, we still anxiously await 
experimental evidence that our theoretical predictions for these materials are accurate.
3
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If so, a  further test o f the model, the interaction potential, has been favorable. If  not, 
then perhaps a modification o f the potential is required.
The main focus o f this dissertation is multi-million atom simulations o f 
amorphization and fracture of silicon diselenide (SiSe2) nanowires and nanoindentation 
and adhesion o f silicon nitride (Si3N4). Each simulation has applications in particular 
aspects o f nanoscale materials technology.
Nanowires are an important concept in nanotechnology. They can be used for 
structural purposes or to carry current. Nanowires can also be used as reinforcing fibers 
in composite materials. A silicon diselenide nanowire serves as a prototype for 
nanowires in general. Due to the simple crystalline structure o f silicon diselenide, 
nanowires can be easily (in a theoretical sense) constructed from the bulk crystal. The 
process o f fracture in these nano wires then serves as a prototype for general nano wire 
fracture, and is a convenient starting point for such studies. The main technological 
application o f silicon diselenide is in batteries, where silver-doped amorphous silicon 
diselenide is use as a solid electrolyte [10].
Silicon nitride is a high temperature, high strength ceramic with applications in 
the electronics, engine components, and cutting tools industries. Extremely thin films 
o f silicon nitride are already used in transistors, and applications o f nanometer scale 
Si3N4 films may increase in the near future. Nanoindentation (described in chapter 4) is 
ideally suited to testing and ranking the properties o f nanometer scale films. Since the 
length scales involved are the same as length scales in some o f the most recent MD 
simulations, nanoindentation and MD simulations are an ideal combination for 
structural study. Several experimental studies o f microindentation o f Si3N4 already
4
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exist [11-16], and it is likely we will have experimental nanoindentation data in the near 
future.
This dissertation is organized as follows. The basic properties and uses of 
silicon diselenide and silicon nitride are discussed in chapter 2. In chapter 3, we present 
the main concepts involved in molecular dynamics simulations. Chapter 4 is an 
overview o f indentation experiments and the material properties derived from them. 
Chapter 5 describes the results o f MD simulations on amorphization and fracture of 
silicon diselenide nanowires. Chapter 6  presents the main results o f this dissertation, 
MD simulations o f nanoindentation and adhesion o f silicon nitride. Finally, 
conclusions and future research are discussed in chapter 7.
5
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CHAPTER 2
SILICON DISELENIDE AND SILICON NITRIDE -  GENERAL PROPERTIES
2.1 Silicon Diselenide
SiSe2 is an important chalcogenide material. The crystal consists o f parallel, 
one-dimensional chains o f exclusively edge-sharing tetrahedra [17]. The chains are 
held together by weak forces [18]. The SiSe2 unit cell is body-centered orthorhombic 
with four Si(Sei/2>4 tetrahedra per cell [17,19]. Amorphous silicon diselenide consists 
of edge-sharing chains cross-linked to each other by comer-sharing tetrahedral units 
[18]. It is thought that this occurs during melting due to the interaction o f chain ends. 
Uses of SiSe2 include electrochemical cells, where silver-doped amorphous silicon 
diselenide is used as a  solid electrolyte [10].
2.1.1 Silicon Diselenide Nanowires
The simple, one-dimensional chain structure of SiSe2 means that a wire 
consisting of non-intersecting chains can be obtained, theoretically at least, by simply 
separating some number o f chains from the bulk. The length o f the wire is along the 
direction o f the edge-sharing chains. SiSe2 nanowires have so far not been 
experimentally realized, but their theoretical structure is a convenient prototype for 
studying nanowires in general, which promise to be very important to the field of 
nanotechnology. Nanowires are also used in composite materials and as probes in 
instruments requiring nanometer-scale resolution (e.g. atomic force microscopy). 
Computational work by Li et al. [20] explored some o f the basic properties o f SiSe2 
nano wires as well as mechanical failure o f the wires.
6
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2.1.2 Crystalline Structure of SiSej
SiSe2 has a body-centered orthorbombic structure with a = 9.669 angstroms (A), 
b = 5.998 A, and c = 5.851 A. Each unit cell consists o f four Si(Sei/2)4 tetrahedra. The 
chain structure lies along the c-axis. Each silicon is four-coordinated with Si-Se bond 
length o f2.275 A, while each selenium is 2 -fold coordinated. The silicon atoms along a 
chain are separated by 2.926 A. The tetrahedral units are not ideal, but have a Si-Se-Si 
intra-chain bond angle o f 80 degrees and intra-tetrahedral Se-Si-Se angles of 100,
112.2, and 116.7 degrees. The crystalline structure o f SiSe2 is shown in figure 2.1.
2.1J Previous Simulations of SiSei Nanowires
Li et al. [20] performed simulations o f fracture o f SiSe2 nanowires. They 
applied strain along the c-axis of the nanowires and characterized a process o f solid- 
state amorphization. They simulated rectangular nanowires having 1-64 chains, overall 
lengths of 3510 A, and cross-sectional lengths ranging from 10 - 60 A.
The critical strain for fracture was found to be 15% in all cases, after which a 
process of local amorphization began in one o f the outer chains. During local 
amorphization, one o f the Si-Se bonds in an outer chain breaks and links with a nearby 
chain in a comer-sharing configuration characteristic o f amorphous silicon diselenide 
(see figure 2.2). This seeds further breaking o f edge-sharing bonds and cross-linking of 
chains and leads to a distinct amorphous region o f the nanowire. The amorphous region 
spreads along the c-axis and throughout the cross section o f the wire. When the 
amorphous region has reached the other side o f the wire, the nano wire consists o f a 
distinct amorphous section sandwiched between two crystalline sections, forming two
7
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Figure 2.1 Crystalline structure o f SiSe2. Selenium atoms are shown in grey and 
silicon in black.
Figure 2.2 Schematic o f cross-linked chains connected by comer sharing 
tetrahedra in amorphous SiSe2.
amorphous-crystalline interfaces. The final fracture o f the wire occurs at one of these 
interfaces.
Li et al. also determined Young’s moduli o f the nanowires from the elastic 
portions o f the stress-strain curves. These values range from 100 -1 3 0  GPa.
8
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2.2 Silicon Nitride
Silicon nitride has received much attention in the last several years for its 
usefulness in engineering and electronics applications. SijN4 has high strength at high 
temperatures, good corrosion resistance, and good chemical inertness [21]. It is used in 
engineering components such as turbocharger rotors and bearings. In electronics, SijN4 
is used to mask semiconductors from damage by oxygen and water vapor [22]. Very 
thin SijN* (-1,000 A) films are used as dielectric layers in transistor devices [22].
2.2.1 Crystalline Structure of Sijty
Si3N« has a hexagonal structure with two polymorphs, a  and 0 [23]. The 0- 
phase is hexagonal with a = 7.606 A and c -  2.909 A [24]. The a-phase is also 
hexagonal, but with a = 7.746 A and c = S.619 A [24]. The 0 -phase has 6  silicon and 8 
nitrogen atoms per unit cell, while the a-phase unit cell contains 12 silicon atoms and 
16 nitrogen atoms [25]. Both phases consist o f distorted silicon based tetrahedral units 
connected to nitrogen atoms at the comers, forming a three-dimensional network. The 
0-phase has a higher symmetry, with an ABAB... type stacking along the c-axis. The a - 
phase has ABCDABCD... type stacking where the CD layers are AB layers rotated 
about thee- axis [5].
SijN4 is often synthesized by chemical vapor deposition and sintering, and 
generally consists o f mixtures of both phases [26]. An a  to 0 transition is believed to 
occur under high pressures at high temperatures [26,27].
2.2.2 Properties of Silicon Nitride
Si)N4 is a  hard ceramic with a high elastic modulus. The microhardness for a -  
SijN4 is not very sensitive to the surface measured and is about 31 GPa [16]. This is
9
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comparable to other hard ceramics such as SiC (29 GPa) [28] and AI2O3 (21 GPa) [29]. 
For further comparison, elemental silicon has a hardness o f around 8  GPa [28], silver 
around 1 GPa [30], and diamond around 90 GPa [31]. Hardness values vary somewhat 
depending on experimental procedure, so the values quoted are approximate.
The Young's modulus for a>Si3N4 for various directions was reported by 
Mukaseev et al. [32], and ranges from 420 GPa parallel to the c axis to 375 GPa at a 
64.20 angle to that axis. Nakano et al. [33] obtained good agreement using MD 
methods. For comparison, the Young’s modulus for diamond is over 1000 GPa while 
that o f bulk aluminum is near 80 GPa.
Silicon nitride sublimates beyond 2,000 K and has a calculated melting 
temperature o f4,800 K [34]. Amorphous silicon nitride consists o f  a  three- 
dimensional disordered network of comer-sharing tetrahedra. Omeltchenko [34] 
calculated the Young's modulus of a-Si3N4 at densities varying between 2.0 g/cc and 3.2 
g/cc and found a power law relation,
E ~ p r (2 .1)
where the elastic exponent T -  3.6 ± 0.2, E is the Young’s modulus, and p  is the
density. The Young's modulus varied between 75 GPa at 2.0 g/cc and 300 GPa at 3.2 
g/cc.
10
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CHAPTER 3 
MOLECULAR DYNAMICS
The simulations in this dissertation use the molecular dynamics (MD) method.
In the MD method, the phase-space trajectory of a system of N  particles is calculated 
using a discrete time interval. The trajectory is calculated from Newton's equations of 
motion, where the input are the particles' masses and the interaction potentials. The MD 
method is useful for simulating classical solids and fluids. In classical systems, the 
translational and vibrational motions o f the individual atoms obey the laws of classical 
mechanics. Classical mechanics is usually sufficient for translational motion if the 
typical de Broglie wavelength is much less than the average distance between 
constituent atoms [2]. For rotational motion, a classical description suffices if the 
vibrational frequency v satisfies hv «  kt,T [8]. The main advantage of the MD method 
over non-deterministic methods such as Monte Carlo is that it can simulate non­
equilibrium trajectories. Therefore, the MD method can be used to study non­
equilibrium processes such as fracture and sintering [S, 6].
3.1 Molecular Dynamics - Basic Equations
There are various ways to write the basic equations o f motion solved by the MD 
method. They can be derived from the Lagrange equation of motion
(3.1)
where X(q,q) is given in terms of the kinetic and potential energies by
£ - x ~ y (3.2)
11
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[35]. In MD, the generalized coordinates are the N position vectors 17. In the 
microcanonical ensemble, the energy, volume, and number o f particles in the system are 
constant, and
(3-3)
where m, is the mass of atom /. The potential energy is usually divided into one-body, 
two-body, three-body, etc. terms, which depend on the coordinates o f individual atoms, 
pairs of atoms, triplets of atoms, etc.
"V -2 'V (ll(iy) + 2 2 V J>(ii,rj)+ 2 2  2 V V e r j , * ) + ... (3.4)
1 1 j>i i j>ik>j>i
Then eq. (3.1) becomes
mfc -  I) (3.5)
where
f, = -V nV  (3.6)
is the total force on atom i.
3.2 The Simulation Cell
A typical MD simulation in the microcanonical ensemble consists of a finite 
number of atoms in a fixed volume. Until recently, the sizes of these simulations were 
limited to just a few thousand atoms. Clearly, a large part o f such a problem involves 
surface effects. In order to reproduce properties of bulk materials one needs to 
eliminate the surface effects. The most common way of doing this is to use periodic 
boundary conditions, which is done by periodically repeating the simulation cell over 
all space. This eliminates surface effects in a mathematically well-defined manner and
12
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simulates a bulk system. In fact, many bulk properties are only weakly dependent on 
sample size for N > 100 [1].
In a simulation employing periodic boundary conditions, the total number o f 
atoms, N, in the simulation cell is conserved. This is achieved by "wrapping" an atom 
around the borders o f the simulation cell so that when an atom leaves one side of the 
cell it enters the other side with the same velocity. Each atom interacts with every other 
atom within the interaction range, including those in neighboring cells. Since every cell 
in the simulation has N atoms at identical positions relative to the cell walls, any point 
in the entire space could be viewed as the center o f the system (see figure 3.1).
•  . .
• • •
•  y«lt \ «
• • •
•  « > •  • < >
Figure 3.1 Periodic boundary conditions. The coordinate system is the 
center box. The atom leaving the box to the left is entering from the right. 
By wrapping the atoms this way, only the N atoms in the center box need 
to be used in calculating averages, updating positions, etc.
13
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The main simulation cell is simply a convenient coordinate system from which to view 
the N atoms. Only the atoms in the main cell need to be moved according to eq. (3.5), 
and all thermodynamic averages are taken over these N atoms. More recently, the 
number of atoms in a cell, N, has approached 100 million [3], and the types o f processes 
simulated can involve free surfaces complete with surface reconstruction and defects. 
Periodic boundary conditions are still used in the directions where surface effects are 
not wanted.
3 3  Molecular Dynamics and Statistical Mechanics
Statistical mechanics is a method for relating the atomic motions of systems 
containing many particles to macroscopically observed thermodynamic quantities. The 
microscopic states, or microstates (determined from the atomic positions and momenta), 
o f a system follow a phase-space trajectory belonging to a statistical ensemble. A 
statistical ensemble is the collection of all microstates consistent with given 
macroscopic constraints [36]. Until now, only the microcanonical ensemble, where the 
macroscopic constraints are the internal energy, system volume, and total number of 
particles, has been discussed. The time evolution of the states in the microcanonical 
ensemble traces out a phase-space surface of constant energy and volume. Other 
statistical ensembles are discussed later.
One assumption of statistical mechanics is that a  time average is equivalent to an 
ensemble average [36]. This assumption rests on the idea that every microscopic state 
consistent with macroscopic constraints is equally likely, so all such states are 
eventually realized by the system. The (time-averaged) observed macroscopic 
quantities are then actually ensemble averages of their microscopic values.
14
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Sometimes, if  the system is large enough, an average over a short time can also 
represent an ensemble average. This is because a large enough system can be divided 
into many smaller, but still large, subsystems that are considered to be in equilibrium 
and uncorrelated with each other. One can imagine decomposing the simulation cells of 
figure 3.1 even further. Then one calculation of a quantity over the whole system is 
equivalent to many independent measurements of smaller subsystems. Therefore, an 
instantaneous measurement, or one averaged over a  short time, is sufficient to obtain an 
equilibrium value if the system is large enough.
Since the MD method calculates the trajectory of the system through phase 
space, it is also possible to study the properties of systems not in equilibrium. The 
system might be perturbed somehow and the transition to the new state observed. MD 
simulation might also be used to study dramatic changes in the overall system such as 
failure of materials or sintering processes. In such cases, the configurations are still 
analyzed in terms of statistical quantities. This is done by dividing the simulation space 
into a grid of smaller cells. Each cell is then considered to be a  sub-system consisting 
of the particles in that cell. Thermodynamic and statistical quantities are then calculated 
for each cell, and a distribution o f those quantities, now called local quantities, can be 
studied. Examples are local temperature and stress, which are discussed later.
3.4 Interatomic Potential
The core of the MD method is the potential used to solve eq. (3.S) and (3.6).
The degree to which a simulation represents reality is determined by the accuracy and 
validity of the interatomic potential. Alder and Wainwright did the first MD 
simulations in 1957 using a  "hard sphere" potential [37], which treats the atoms o f a
15
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monatomic system as impenetrable hard spheres. No attractive forces are included, and 
no real materials can be simulated with such a potential.
One o f the simplest realistic potentials is the two-body Lennard-Jones (L-J) 
potential. The L-J potential represents repulsive and attractive terms by inverse-power 
dependencies o f the interatomic separations:
/  \ 12 f  V
V (^ )  = 4e
\ r*j
(3.7)
In equation (3.7), the first term is a close distance repulsive term while the second term 
is the attractive van der Waals interaction between two inert gas atoms [38]. The shape 
of the potential includes an attractive well at a separation distance 1.12o  and of depth £. 
The atom centers are kept from coming into contact by the steep r*12 repulsive 
interaction at small r, which is known as steric repulsion. Aneesur Rahman [39] used 
the L-J interaction to carry out the first MD simulations of liquid argon at Argonne 
National Laboratory in 1964.
3.4.1 2-Body Potential Terms for Silicon Diselenide and Silicon Nitride
The first term in (3.4) is an external one-body potential. None of the systems 
described in this dissertation are under the influence of an external one-body potential. 
The second term is the 2-body pair term, which depends only on the separation of 
particles. Examples of the pair term are the Coulomb potential and the Lennard-Jones 
potential discussed above. In contrast, the SiSe2 and SijN4 potentials developed by 
Vashishta et al. [S] have very complicated 2-body terms as well as three-body terms, 
which are discussed later. The form of the 2-body potential for the two materials is the 
same:
16
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P„ =(a,Z‘ +a,Zf)l2 i j  = 1 ,2,..., N. (3.11)
The 2-body parameters for the two materials are shown in tables 3.1 and 3.2. The first 
term in (3.9) is the steric repulsion term. As opposed to a hard sphere potential that 
would be infinite at short distances, the repulsion term in (3.9) rises more gradually and 
finally becomes infinite at the origin. The second term is a screened Coulomb term 
responsible for charge-transfer. The screening is necessary to keep the overall potential 
short-ranged (see below). The last term is an induced-dipole term. This term arises 
from the large polarizability of N3* in Si3N4 and Se2* in SiSe2. The functional form of 
the 2-body potential is illustrated for SiSe2 in figure 3.2.
All o f the terms in equation (3.9) fall off rather rapidly. A long-range force in 
MD simulations is defined as one that falls off no faster than r* where d is the 
dimensionality o f the system [40]. If the 2-body potential had pure Coulomb terms 
instead of the screened terms in (3.9), the forces would be very long-ranged and it 
would be necessary to take into account the interactions of particles with all their image 
particles (see figure 3.1). Equation (3.9) will obviously give a  short-range force. The
17
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Table 3.1. Parameters for SiSe2 2-body interaction
Ay (erg) n* (A) r 4s (A)
1.6l0xl0*13 4.43 4.43
Oi(A) Zt(e) <Xi(A3)
Si 0.675 1.3456 0.00
Se 2.045 -0.6728 7.00
Si-Si Si-Se Se-Se
nu 13 11 9
forces arising from (3.9) fall off very quickly with distance, and to a high degree of 
accuracy can be cut off after only a few angstroms. This makes it possible to do the 
order-N force calculations discussed later. The 2 -body cutoff for SiSe2 is 9 A, while the 
cutoff for Si3N4 is 5.5 A.
3.4.2 3-body Potentials for Silicon Diselenide and Silicon Nitride
2-body potentials are sufficient for describing many close-packed cubic 
structures. For more complicated structures and for covalent materials, the 3-body term 
in (3.4) is necessary. One example is silicon, which has a  diamond structure in its
18
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Table 3.2. Parameters for Si3N4  2-body interaction.
Atj (erg) ris (A) r4* (A)
2.00x10*12 2.5 2.5
Oi(A) Zi(e) oii(A3)
Si 0.47 1.472 0.00
N 1.30 -1.104 3.00
Si-Si Si-N N-N
*lij 11 9 7
crystalline form. The diamond lattice is built from tetrahedral structures which have 
highly directional bonds. The Stillinger-Weber potential [41] adds a  spring-like 3-body 
term that vanishes at the ideal tetrahedral angle and effectively destabilizes other cubic 
lattice types such as bcc and fee in favor of the diamond structure:
y ik  =  Bjikftrirrik'{zosQjik -c o s0 ytt]2 (3.12)
where
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Figure 3.2 Form of the SiSe2 2-body potential terms.
f ( rij ’rik) = exPj ~ T ~ ~ +TTT”
rij rc3 rik c7>
(3.13)
Bjtk and I are parameters and rcj is another cutoff; these terms are only included if  both 
rij and r,* are less than rcj. 0 is a constant that determines the preferred bond angle. In 
silicon this is the ideal tetrahedral angle, or 109.47°.
A Stillinger-Weber type 3-body term has been adapted by Vashishta et al. [S] to 
Si3N4 and SiSe2, both of which are based on tetrahedral structures. The 3-body 
parameters for eq. (3.12) for SiSe2 and S13N4 are shown in tables 3.3 and 3.4. Note that
20
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SiSe2 does not have a bond-stretching term (3.13). 3-body force cutoffs are used for 
both SiSe2 and Si3N4. The cutoffs are 3 A for SiSe2 and 2.6 A for Si3N4.
3.5 Integration Algorithms
To solve Newton's equation in (3.5), a finite-difference representation is needed. 
The solution to these finite-difference equations gives particle trajectories in an MD 
simulation. There are several integration algorithms available for solving these 
equations. Following the discussion in Allen and Tildesley [35], requirements for an 
integration algorithm might include 1) speed and memory efficiency, 2) the ability to 
use a long time step St, and 3) conservation of energy and momentum. When a 
potential like (3.9) and (3.12) is used, the force calculation is by far the most time and 
memory consuming part of the MD time step, and the speed requirements of most 
integration algorithms are negligible in comparison. In the microcanonical ensemble, 
the choice of integration algorithm and time step is usually a balance between using as 
large a time step as possible while still getting good energy conservation. The larger the 
time step, the poorer the energy conservation. A good integration algorithm allows for 
time steps as large as 10 *14 seconds while still giving 1 part in 10s energy conservation.
Table 3.3. Parameters for SiSe2 3-body interaction.
Bjik (erg) 0 jik
Si-Se-Si
Se-Si-Se
1.973x10 " 80.00 
0.986x10" 109.47
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3.5.1 Gear Predictor Corrector Algorithm
Following Allen and Tildesley [35], the Gear predictor-corrector method 
[42] begins by estimating the positions, their first derivatives, second derivatives, etc. at 
time t + St by a Taylor expansion about t:
r'(r+<5r) = r(r)+ & v(/)+ -<Sr2a(r) + - & 3b(r)+...
2 6
v ' (r+& ) = v(/)+ <Sra(r) + j« * 2b (/)+ ... (3> 14)
a p{t+ St) = a(r)+ <Srb(r)+ ... 
b,,(/+ & ) = b(r)+... .
The symbols v(t), a(t), and b(t) are the first, second, and third time derivatives of the
positions, and the superscript p  denotes their predicted values. The accelerations are
calculated (via the forces) from the predicted positions. The error,
22
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Aa(/+ fir) = *c( t+ 8 t) - ip(t+ fir), (3.15)
is used to estimate the overall error in the prediction step:
rc(t+St) = rp(t+8t) + c0A»(t+fir)
\ c(t+St) = vp(t+8t)+c. Aa(f+ fir)
1 (3.16)
ac(t+St) = ap(t+8t)+ c2Aa(r+ fit)
bc(r+ fit) = b '( f+ fit)+ c,Aa(r+ fit) 
where the coefficients are chosen for optimum stability and accuracy. The coefficients 
also depend on how many position derivatives are used in the algorithm. For example, 
the algorithm presented above uses up to third derivatives. Gear’s algorithm has broad 
applicability. However, the requirements for memory are rather severe since one has to 
store four 3N-dimensional vectors: position and its three derivatives.
3.5.2 Velocity Verlet Algorithm
The velocity Verlet algorithm is essentially a three-value predictor-corrector 
algorithm with the position-corrector coefficient set to zero [35,43]. In other words, co 
= 0 and the third position derivative in (3.14-16) is dropped:
r(/+fir) = r{t)+ firv(r)+ ^fif2a(r)
v(r+fir) = v(/)+ ifir[a(f)+a(/+fir)] . (3.17b)
m
The algorithm is implemented in two steps. First, (3.17a) is used to give the new 
positions. Then the first half o f (3.17b) is computed (with the old accelerations) to give
v (r+ ifir)  = v(f)+±fita(r) . (3.18)
Finally the forces are computed with the new positions, and the new velocities are 
calculated with the last half o f (3.17b):
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v(/+fir) = v (/+ ^fif)+ ^dra(/+ & ) . (3.19)
mt «
Tuckerman et al. gave a derivation of this algorithm starting from the Liouville 
operator, and also extended it to multiple time-step dynamics [44,45].
The velocity Verlet algorithm is simple, time-reversible, and gives good energy 
conservation with a large time step. The simulations in this dissertation use this 
algorithm and typically achieve energy conservation to 5 or 6 significant figures with 
time steps ranging from 1 to 3 femtoseconds (10*15 seconds).
3.6 Implementation of the MD Method on Parallel Platforms
The size and complexity o f recent MD simulations has necessitated the 
development of algorithms for reducing the computation time required for an MD step. 
A 2-body force calculation scales as order N2, or <9(N2) for short, since the loops must
cover all pairs of atoms. If Newton's 3rd law is invoked this can be reduced by half.
The 3-body force calculation is obviously an 0(N 3) operation. The force calculation is
the most compute-intensive part o f an MD simulation.
The linked-cell and neighbor-list methods are algorithms for organizing atoms in 
a way that takes advantage of the short-range nature o f potentials like (3.9) - (3.13). 
These reduce the 2-body force calculations to 0(N ) calculations. In addition, the 3-
body potentials used for SiSe2 and SijN* have special forms that can be written in 2- 
body form, which reduce to <9(N) using the 2-body methods. Finally, parallel platforms
provide a straightforward way of spatially decomposing a system to further reduce the 
compute time required per MD time step.
24
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3.6.1 The Linked-Cell Method
Quentrec and Brot proposed the linked-cell method for keeping track of 
atoms in the MD space [46]. The MD box (see figure 3.1) is decomposed into many 
smaller cells. The cell dimensions are typically slightly larger than the force cutoff.
The excess distance is called a "skin". Every atom is assigned to a particular cell 
according to its position before the start o f the simulation. To search over all the atoms 
to find interacting pairs, one loops over all the cells, then for each cell, loop over all 
particles in the cell, and for each particle, loop over all the particles in the cell and also 
all the particles in neighboring cells. Since the cell dimensions are slightly larger than 
the force cutoff, all interacting pairs are found. The first loop over cells and over the 
atoms in each cell is essentially equivalent to looping over all N atoms. The inner loop 
is over the average number of atoms in surrounding cells, m, so that the whole operation 
requires m-N iterations. This is an <9(N) operation since m is the same regardless of the
overall number o f particles N in the simulation. The cell structure must be updated 
periodically during the simulation to account for atoms that have moved further than the 
"skin" size.
3.6.2 Neighbor Lists
Before the actual force calculation, a loop over all atoms (using the linked-cell 
structure) is performed to identify all pairs o f interacting atoms. The neighbor lists are 
actually two lists. The first has an entry for each atom that stores the number o f atoms 
it can interact with, i.e. its neighbors. The second list is a two-dimensional list that 
stores the identities o f each of the atoms' neighbors. When the forces are calculated, all 
that is required is a loop over the neighbor list, which has literally m ' N iterations,
25
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where m' is the average number of interaction neighbors for each atom. Again, because 
o f the finite force cutoff, m ' does not depend on the total number o f atoms. The 
neighbor list and linked-cell methods are illustrated in figure 3.3. The neighbor lists are 
usually updated every few time steps along with the linked-lists. The neighbor list 
actually pre-dates the linked-cell method, having first been used by. Verlet [40,47].
•  *  •
•  • LLL I! <
•  •
i
•  •  
•  • J •  •
Figure 3.3 Linked-cell and neighbor lists. The space is divided into smaller cells 
like the dark-bordered cell in the center. For a central atom (in the dark-bordered 
cell), all atoms within the cutoff (shaded circle) are found by looping over all the 
particles in neighboring cells. These neighbor atoms are stored for each atom in the 
neighbor lis t
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3.63 Domain Decomposition on Parallel Platforms
The use of short-ranged forces leads to a straightforward implementation of the 
MD method on parallel platforms. Domain decomposition refers to the spatial 
decomposition of the MD box into many smaller parts, each o f which is mapped to a 
logical processor called a node. Each domain should be several times larger than the 
force cutoff. The simulations reported in this dissertation use one or two-dimensional 
domain decompositions. For large simulations where only short-ranged forces are used, 
most o f the computation proceeds without any exchange o f data among nodes. In other 
words, if there are n nodes, there is a nearly n-fold speedup in the overall calculation. 
This speedup is reduced by communication overhead, since edge particles on a node 
will interact with edge particles on neighboring nodes. If the linked-cell structure has 
been used, only one edge layer o f cells need to interact with neighboring nodes. In 
addition, if Newton's third law is used, the communication is only one way and only 
over half the neighboring nodes. Also contributing to communication overhead is the 
exchange of particles between nodes as they cross the node boundaries. The domain 
decomposition of an MD space is illustrated in figure 3.4.
3.7 Thermodynamics and Statistical Ensembles
As discussed in section 3.3, the MD method is a means of generating phase- 
space configurations o f a system according to a given statistical ensemble. This section 
describes some o f the more common ensembles used in MD simulations.
3.7.1 Microcanonical Ensemble
The microcanonical (EVN) ensemble is appropriate for systems having fixed 
volume, particle number, and internal energy. The first MD simulations o f hard spheres
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Figure 3.4 Domain decomposition oftheM D space in two dimensions. Small 
boxes represent linked cells while larger, thick-bordered boxes are node 
boundaries. Arrows indicate the direction of force communication between 
nodes.
used the microcanonical ensemble. For a system in equilibrium, temperature (the 
conjugate variable o f energy) and pressure (the conjugate variable o f volume) fluctuate 
about their average values. One important conserved quantity in the microcanonical 
ensemble is the total internal energy, E -  X  + V , where X  and V  are given by (3.3) 
and (3.4). Most o f the simulations in this dissertation were performed in the 
microcanonical ensemble.
3.7.2 Canonical Ensemble
Many laboratory experiments are carried out under conditions o f constant 
temperature instead o f constant energy. This situation is described by the canonical, or
28
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(TVN), ensemble. Shuichi Nose [48] formulated a method for generating canonical 
ensemble trajectories using the MD method by introducing an additional degree o f 
freedom, s, which acts as a coupling o f the system to an external heat reservoir. He 
postulated an additional potential energy term in the Lagrangian
where ka is the Boltzmann constant and 7V* is the desired equilibrium temperature. In 
addition, a kinetic term
is added, where Qs is the "mass" of the heat bath variable s. Nose showed that the 
ensemble generated by the dynamics o f the 3N coordinates and the variable s  is the 
canonical ensemble. The equations of motion for the coordinates and the variable s are
is a conserved quantity.
3.7.3 Constant-Pressure Ensemble
The constant-pressure, or ( PN), ensemble can be generated if  the box 
volume is allowed to change [35,49-52]. Andersen's original method coupled the 
system to the MD box volume, V, in a manner very similar to the Nose heat bath 





The Hamiltonian of the system,
(3.24)
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and Rahman [50-52] generalized the method to allow the box to change its shape as 
well as its volume. Because it allows for changes in the overall shape of the MD box, 
the Parrinello-Rahman formulation o f the constant pressure ensemble is useful for 
studying structural transformations in crystals.
In the Parrinello-Rahman method, the MD box is defined by a 3x3 matrix, h, 
whose vectors a, b, and c, represent the sides o f  the box. The extra 9 degrees o f 
freedom are introduced as a transformation
r - h s ,  (3.25)
where
h - (a ,b ,c )  . (3.26)
The terms added to the Lagrangian for this case are the box potential energy,
y B -P V  , (3.27)
and the box kinetic energy,
■ (3-28)
Here Q is the "mass" o f the MD box and P is the desired external pressure. The 
equations of motion are
m,s, -  - h  ‘Vr V -  ro.G 'Gs, (3.29)
Q h - ( p - l P y ( h - ' ) T (3.30)
where
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and tij is the unsealed force on / due to j  and G = hTh. The conserved quantity is the 
Hamiltonian o f the extended system,
. (3.32)
At equilibrium, the box kinetic term contributes (9/2)kgT  as compared to (3N/2)kBT 
from the atomic kinetic term. Therefore, at equilibrium,
M ~ E + P V  = H  , (3.33)
which is the enthalpy of the system.
3.7.4 Constant-Stress Ensemble
The Parrinello-Rahman constant pressure method is useful for studying 
structural transformations involving the application of external hydrostatic pressure. 
Parrinello and Rahman [51,52] extended the method to apply a general anisotropic 
stress to the system. In particular, they applied constant uniaxial load along a [100] 
direction o f an fee lattice to study the theoretical fee to bcc transformation already 
predicted by Milstein and Farber [53]. The Parrinello-Rahman method for constant 
stress starts by defining a reference state for the h-matrix, ho, with reference volume, Vo- 
The state o f the strained system can be measured from this reference state. Specifically, 
the strain tensor was found to be
£ .i( ( ll„ - |)TGk0- ' - l )  (3.34)
where G = hTh as before. The Lagrangian term (3.27) is replaced by
X - P ( V - K )  + V0Tr( S - 1 P)e  (3.35)
where P is the external hydrostatic pressure as before and S is the external stress tensor. 
The equations o f  motion for the s,- are not affected, but
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0h -  -  l^)r(h~l )T -  hS , (3.36)
where
2  - » ? ( S -  U>)(h,-')V0 (3.37)
is related to the external stress tensor and T  was defined in (3.31). At equilibrium,
so if  h0 » (h) the system will tend toward a state where T  -  S. In other words, the
instantaneous internal stress tensor given by (3.31) will eventually fluctuate about 
average values determined by the external stress tensor S.
3.8 Calculating Physical Properties from MD Simulations
The goal o f an MD simulation is to relate the microscopic trajectories to 
macroscopic values such as thermodynamic variables and bulk properties of the systems 
being studied. Statistical mechanics is a method for doing this, and most of these 
properties result from averages over quantities calculated directly from the microscopic 
state o f the system.
3.8.1 Temperature, Energy, and Pressure
The energy of the system is calculated directly from the coordinates and 
velocities of the particles via (3.3) and (3.4). The thermodynamic temperature is related 
to the microscopic velocities through the equipartition theorem:
so that the temperature is related to the mean square velocities. From this, an 
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At equilibrium in the microcanonical ensemble, T fluctuates about its average value T. 
An instantaneous pressure, J?, can also be defined:
N  , _/ W .
where
(3  42)
is the "internal" virial. The average value ofp  at equilibrium is the system pressure P.
In other ensembles, different thermodynamic variables are constant while their 
conjugate variables fluctuate around equilibrium values. In the canonical ensemble, for 
instance, the instantaneous temperature, (3.40), is constant at external temperature T 
while the total energy of the system, £, has finite fluctuations.
3.8.2 Fluctuations and Specific Heat
The mean square fluctuation of a thermodynamic variable A,
{ ( Mf )  -  ((A -  M f )  -  (a 1) -  (A)2 (3.43)
is different in different ensembles. For example, the root mean square fluctuation o f 
internal energy vanishes in the microcanonical ensemble, while its ratio to (£) is of
order J U  in the canonical ensemble. The quantities (e 2) and (£)2 are easily
calculated in MD simulations by simply accumulating running averages o f those 
quantities, so that
33
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• k , T >C ,  (3.44)
can be used to calculate the specific heat at constant volume in the canonical ensemble 
[35].
3.83  Structural Properties: Pair-Correlation Function and Structure Factor
The pair-correlation function g(r) is defined such that
r
n(r) = 4npJ x2g(x)dx  (3.45)
o
is the average number of neighbors within a distance r from a central atom. The 
average is taken over the central atom. In computer simulations integrals are computed 
as sums. For this it is useful to compute the average number of particles in the shell 
between x and x + Ax. Then
n(r) = 4npg(x)x2Ax (3.46)
where n(r) is now the average number of particles in the shell between x and x + Ax. 
Usually in MD simulations n(r) is obtained first and then g(r) inferred from (3.46).
The pair-correlation function is useful for determining the types o f ordering in 
materials. For a crystalline material, g(r) consists o f sharp, well-defined peaks, which is 
characteristic o f long-range order. Liquids have a  broader first-neighbor peak and also 
significant concentration o f particles between peaks. The well-defined peaks are not 
present at longer ranges for a liquid. In general, a  material can be characterized by its 
pair-distribution function for a particular set o f thermodynamic parameters 
(temperature, pressure, etc.).
Experimentally, the pair-correlation function is calculated from the structure 
factor, S(q), which can be obtained from x-ray or neutron scattering experiments:
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S(q) = 1+ (4rcp/q )jsin(qr)r[g(r) -1  ]dr . (3.47)
o
S(q) is the Fourier transform o f [g(r)-l]. S(q) can be calculated from MD data by 
cutting off the integral in (3.47) at half the box length and integrating with the window 
function
s ta < £ /* ) (348)
nr! R
where R is the integration cutoff.
The above formulas for g(r) and S(q) are valid for a one-component system.
The corresponding formulas for two-component systems are
g(r) = 2 c«c^ ( r ) (3-49)
afi
where g ^ ir )  is define by
»afi(r ) = 4 npcfigafi(x)x2̂ x  (3.50)
and caip = Na/p / N  are the concentrations o f species a  and f), and




Safliq) = 8 q3 + (4 n p /q)(cacp)112 • [ sin(^r)r[gap(r) -  l]d r . (3.52)
o
3.8.4 Young's Modulus
There are many mechanical properties o f interest in MD simulations. Some of 
these properties are discussed in chapter 4 and are relevant to the nanoindentation 
section only. The Young's modulus, sometimes called the elastic modulus, o f a material 
is o f enough basic importance to be discussed here.
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The underlying assumption in the theory o f elasticity is that small displacements 
in a homogeneous material obey Hooke's Law [54]. Materials simulated by computers 
are not homogenous. Still, any general function can be approximated by a quadratic 
function near its minimum, and any stable configuration o f a material is expected to 
obey Hooke's Law for very small displacements.
When uniaxial strain £ is applied to the material a  finite stress o  will result In 
the elastic regime, the relation
a  = Ee (3.53)
will hold [55]. The proportionality constant, E, is the Young's modulus. It represents 
the "stiffness" o f the material. The threshold where (3.53) begins to fail is called the 
yield strength, and is an indication o f the onset o f plastic deformation in the material.
One way to determine the Young's modulus using MD simulations is to scale all 
the coordinates in one direction (thus applying strain in that direction) and then measure 
the resulting stress component via (3.31). A stress-strain curve can be constructed this 
way. The stress-strain curve is linear in the elastic regime and the Young's modulus is 
measured from the slope o f the curve in this region.
3.8.5 Local Calculations - Temperature and Stress
MD simulations are often used for studying non-equilibrium processes such as 
fracture, sintering, and nanoindentation, and systems having inherent inhomogeneities, 
such as interfaces and grain boundaries. In such cases, it is useful to calculate the local 
variations in instantaneous variables such as temperature and stress. There are various 
formulations of this idea in the literature [56-58].
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The stress tensor for an N particle system is
where a  and 0 refer to the Cartesian components o f r  and r  and V is the system volume 
[57]. This formula is derived from the virial and represents the momentum flow 
through the surfaces of V. In a local calculation, the space is divided into many smaller 
cells and (3.54) is applied to the atoms in each cell. V now refers to the cell volume. 
This is essentially driven by the idea that a large system can be viewed as being 
composed o f many smaller equilibrium systems where equilibrium thermodynamics 
applies. The cell size is usually small compared to the variation in the quantity being 
calculated, yet large enough to include enough atoms for good statistical averaging. A 
cell side o f 10 A was used for the local calculations in chapters 5 and 6 , so that a typical 
cell contained around a hundred particles.
The local kinetic temperature can also be calculated by applying (3.40) to the 
atoms in each cell. Alternatively, the trace of (3.54) gives the local pressure for a cell.
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CHAPTER 4 
INDENTATION EXPERIMENTS
Solids have an inherent resistance to plastic deformation under externally 
applied forces. Some materials undergo significant elastic, or reversible, deformation 
before yielding plastically. Other materials are ductile and are deformed easily - in 
other words, they are malleable. Still others, especially ceramics, are brittle and tend to 
deform by compaction and crack easily.
An indentation experiment is designed to do two primary things. The first is to 
rank materials according to how easily they undergo plastic deformation under an 
external load applied with a specific geometry. This leads to the concept of a hardness 
number or hardness scale. A side effect o f such a measurement is the elastic modulus. 
These properties are used to rank materials' strengths against each other and against 
forces o f nature. The second purpose o f indentation experiments is to study the 
processes of plastic deformation and surface interactions in a specific material. The 
goal here is not to rank materials according to bulk mechanical properties but to gain a 
better understanding of how molecular forces behave and how they can be manipulated.
4.1 Indentation Defined
In an indentation experiment, an indenter with some specified geometry is 
forced into a material's surface and the resulting displacement recorded in a load- 
displacement curve. The indenter can be spherical, as in Hertzian contact, a flat 
cylindrical punch, a pointed conical shape, or a  pyramid. The spherical indenters are 
usually used for ductile materials while the sharp indenters are used for ceramic
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materials. In either case, the plastic deformation is measured and the end result o f the 
experiment is usually a depression in the material having the same shape as the surface 
o f the indenter.
4.1.1 Nanoindentation
Nanoindentation is an indentation test where the size o f the indent is too small to 
be resolved optically [59]. One way to perform such experiments is with a modified 
atomic force microscope (AFM). The first to do this were N. A. Burnham and R. J. 
Colton [60].
The atomic force microscope arose from the need to map surfaces of insulators 
the same way a scanning tunneling microscope does for metals [61]. An atomically 
sharp tip is mounted on a cantilever arm, which bends toward or away from the surface 
depending on the force experienced by the tip. The feedback mechanism in this case is 
not a tunneling current but the force o f the surface back on the tip, as measured by the 
tip deflection (the tip deflection was actually measured with a scanning tunneling 
microscope in Binning, et ai.'s design). In constant force mode, the feedback machinery 
keeps the force on the tip constant by continuously adjusting its height while it scans the 
surface o f the sample. The height is mapped as a function o f lateral position and thus a 
map of the surface topography results. Alternatively, a  preset maximum load can be 
applied to the surface, which is subsequently damaged, to study properties of extremely 
thin samples such as thin film coatings. This second configuration grew into the 
nanoindenter, variations of which are commercially available. One popular version, 
simply called the Nanoindenter, has a  force resolution o f ±  75 nN and position (depth)
39
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
resolution of ±  0. lnm [62]. A schematic o f the modified AFM/Nanoindenter is shown 
in figure 4.1.
4 2  Load-Displacement Curves
During an indentation experiment, the force that the surface exerts on the 
indenter is measured as a function of displacement The result is called a load- 
displacement curve and is the source o f almost all properties derived from the 
indentation experiment. The curve will typically include both a loading and unloading 
cycle with hysteresis (as shown in figure 4.2) due to the irreversible work done in 
deforming the sample. The irreversible work done is equal to the area inside the load- 
displacement curve. In some cases the entire indentation cycle is not completed since 







Figure 4.1 A schematic of an AFM modified for nanoindentation experiments.
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[63-65]. Hysteresis in the load/unload curve or surface approach/withdrawal curve is 
always an indication that irreversible processes were involved in the indentation 
experiment.
43  Hardness
Hardness is defined as the average pressure at maximum plastic depth [60],
H = —  (4.1)
A
where P is the indenter load and A is the projected area of the indent. Hardness is 
essentially the mean pressure that the material will support under load. The area of the 
indent can be measured optically if large enough or, if not, imaged with an AFM.
When extremely small indents are involved, the exact shape and size o f the tip is not 
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so-called area function, which gives the cross section contact area as a  function o f 
depth. The area function is then used with depth-sensing indentation apparatus to 
determine the hardness o f the material under investigation [6 6 ].
4.4 Elastic-Plastic Behavior in Nanoindentation Experiments
If the material were perfectly plastic with no elastic recovery on unloading, the 
unloading curve would drop straight down to zero at maximum depth (figure 4.3 (a)).
In a perfectly elastic material, the unloading curve would exactly retrace the loading 
curve with no hysteresis (figure 4.3 (b)). These two cases were illustrated by Burnham 
and Colton [60] when they indented a gold foil (highly plastic) and a rubber band 
(highly elastic). Most materials undergo a process o f elastic-plastic deformation where 
the load-displacement curve looks like figure 4.2. The load-displacement curve has an 
elastic component due to an overall reversible deformation of the sample in addition to 
the plastic indent caused by the external load. This elastic component leads to the finite 
slope in the unloading curve as the overall elastic deformation of the sample is relaxed. 
In addition, some materials (especially ceramics) undergo local elastic-plastic 
deformation at the site o f the indent. A critical load is required to begin plastic 
deformation in the sample [28]. Before this the indent is entirely elastic. The entire 
loading is generally characterized by these small elastic displacements followed by 
plastic rearrangements within the plastic zone of the indent. This behavior has been 
shown to lead to inaccurate hardness measurements at very small loads, since the last 
part of the loading has an elastic component which relaxes on unloading, causing the 
size o f the indent to appear smaller [28]. This problem is not encountered in 
experiments that don’t rely on imaging the indent to determine hardness [62].
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Indenter Displacement (nm) Indenter Displacement (nm)
Figure 4.3 Load-displacement curves for a) ideally plastic materials and b) 
ideally elastic materials.
4.5 Elastic Moduli
The initial slope o f the unloading curve (dP/dh) is called the stiffness [62]. If 
the area o f contact remains constant during initial unloading -  in other words, the initial 
unloading consists o f only elastic recovery -  the compliance, or inverse stiffness, can be 
used to determine the elastic modulus with respect to the direction o f the indent. The 
compliance o f the indenter in terms of the elastic modulus, E, and the area of the indent, 
A, is
where h is the indenter depth, P the indenter load, v  is the Poisson's ratio, and s and i 
refer to the sample and the indenter, respectively. This relationship was first
(4.2)
—  =  -  + --------
Er Es Ei
1 l-v ?  1 -v f
 ---------------------J -  - i____________ L
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determined by Sneddon [67] for a  flat cylindrical punch. The same relation has been 
shown to hold regardless o f indenter shape for a wide range o f indenters, provided the 
area o f contact remains constant during the initial unloading [62,68,69]. This relation 
is used for most indenter shapes under circumstances where the material indented can 
be approximated as an elastic continuum. Often the modulus o f the indenter is much 
larger than that o f the sample, so that 1/E, = (l-v ,2)/E,.
Figure 4.4 illustrates how the elastic modulus is extracted from a load- 
displacement curve. Only the initial part o f the unloading curve is linear, since the
aa
Indenter Displacement h (nm)
Figure 4.4 Determination o f elastic modulus from load-displacement 
curve in the case where the indenter modulus is much larger than the 
modulus o f the indented surface.
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contact area decreases after a certain point [59]. Therefore only the initial slope o f the 
unloading curve is used to determine the compliance and from that the elastic modulus.
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CHAPTER 5
MD SIMULATIONS OF FRACTURE AND STRUCTURAL PROPERTIES OF 
SILICON DISELENIDE NANOWIRES
Molecular dynamics simulations of fracture o f SiSe2 nanowires have been 
performed and include local stress and temperature calculations during amorphization 
and fracture. The nanowires have circular cross sections and have larger sizes than in 
previously reported simulations. In addition, a structural transformation that occurs 
under uniaxial strain is investigated.
5.1 Preparation of Silicon Diselenide Nanowires
The preparation o f SiSe2 nanowires followed that o f Li [70]. Two simulations 
were performed. In the first, 128 chains were separated from bulk SiSe2. The wire had 
117,504 atoms, a circular cross-section in the a-b plane, and a diameter o f 65 A. The 
wire was initially 895 A long. In the second simulation, 1204 chains were used. This 
wire also had a circular cross-section, but had a diameter o f 210  A and an initial length 
of3580A. There were 4,465,152 atoms in the second wire. The results for the two 
wires are qualitatively similar, but each has advantages in terms of analysis and 
presentation. The smaller 128-chain wire will be used to illustrate the main features of 
the problem. The smaller number o f atoms makes it easier to illustrate the overall 
fracture process. On the other hand, the larger wire gives better statistical averages due 
to the larger number o f atoms. The larger dimensions o f the 1204-chain wire allow 
local variations o f stress and temperature to be determined more accurately, especially 
along the wire's cross section.
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In each simulation, a one-dimensional domain decomposition was constructed 
by dividing the wire into sections along its c-axis. The 128-chain simulation was run on 
8 nodes of a parallel machine in house while the 1204 chain simulation was run on 120 
nodes of an IBM SP-1 at the U.S. Army Corps o f Engineers Waterways Experiment 
Station (CEWES), a DoD Major Shared Resource Center. The domain decomposition 
for the parallel simulation o f the 128-chain wire is illustrated in figure S.l.
The MD schedule for both wires followed that o f Li [70]. The MD time step 
was 1.5 fs. The wires were first quenched at 0.01 K. for 3,000 time steps. The 
temperature was then brought to 10 K by scaling the velocities every step for 3,000 time
C axis
Figure S. 1 Schematic of the parallel domain decomposition o f the 
128-chain nanowire. The wire was divided into 8  sections along the 
c-axis and each section assigned to one logical processor.
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steps. Then the wires were gradually heated to 100 K over 5,000 time steps. The 
preparation part of the schedule was completed by thermalizing the wires at 100 K for 
30,000 time steps. The distribution functions were calculated to confirm that the wires 
were still crystalline after the preparation phase. The MD schedule for the 128-chain 
wire is illustrated in figure 5.2. The pair correlation and bond angle distributions at 100 
K are compared to the 0 K. SiSe2 crystal in figures 5.3 and 5.4.
5.2 Fracture of 128-Chain Nanowire
External strain was applied along the c-axis o f the thermal ized nano wire by 
uniformly scaling the coordinates in that direction. Strain was applied in intervals of
Dissipate heat at 0.01 K to 
relax surfaces
Dissipate heat at 10 K to 
relax surfaces
G radually heat to 100 K 
over 5000 At
Therm alize a t 100 K for 
30,000 At
Apply 1% strain  along c-axis and 
thermalize for 3000 At




0 K damped configuration
100 K configuration 
(thermalized)
Figure 5.2 Schedule for MD simulation o f fracture of SiSe2 nanowires.
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Figure 5.3 Pair correlation functions for a) Si-Si at OK; b) Si-Si at 100K; c) 
Si-Se at OK; and d) Si-Se at 100K.
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Theta (degrees)
Figure 5.4 Bond angle distributions for a) Se-Si-Se at OK; b) Se-Si-Se at 
100K; c) Si-Se-Si at OK; d) Si-Se-Si at 100K.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
1%, followed by 3,000 time step thermalizadons. The nanowire remained highly 
crystalline and elastic for low values of strain. The pair distribution functions and bond 
angle distributions for the case of 12 % strain are shown in figures 5.5 and 5.6. The 
stress along the c-axis was computed from the virial for each strain. The stress-strain 
curve for the 128-chain nanowire is shown in figure 5.7. The Young's modulus 
obtained from this curve is 133 GPa.
At 15% strain the wire fractured. The fracture process is shown in figures 5.8 
and 5.9. At approximately 1 ps after reaching critical strain, a silicon-selenium 
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Figure 5.5 Pair distribution functions for a) Si-Si and b) Si-Se for 
128-chain nanowire at 12% strain.
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Figure S.6 Bond angle distributions for a) Se-Si-Se and b) Si-Se- 
Si angles for 128-chain nanowire at 12% strain.
selenium atom on the tetrahedral leg. This atom recoils with enough energy to 
approach a silicon in a  neighboring chain, causing it to bond with the selenium and in 
turn give up one of its own edge-sharing bonds. This results in a chain reaction 
throughout the wire where edge sharing chains cross-link at comer sharing tetrahedral 
units. As discussed in chapter 2, this is essentially the structure o f amorphous SiSe2. 
This process is therefore referred to as local amorphization.
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Figure 5.7 Stress-strain curve for elastic regime o f the 128-chain 
nanowire. The slope o f this curve gives a Young's modulus o f 
133 GPa.
In figure 5.8, The amorphous region begins in outer chains near the bottom of 
the wire and spreads in two directions diagonally upwards while simultaneously 
spreading through the a-b plane. This leads to two amorphous regions with a largely 
crystalline region sandwiched between them. This is in contrast to the wires studied 
previously by Li [70]. In those cases the piece in the center o f the amorphous regions 
was mostly amorphous material. This is probably because the wires had a different 
cross-sectional shape and smaller diameters.
Figure 5.8 shows that fracture occurs at both amorphous regions. Individual 
chains snap in the two regions alternately so that the fracture in either region doesn't 
propagate with a continuous velocity. This continues until only few chains are holding
53
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( ' - a x i s  --------------- 1
Figure 5.8 Snapshots o f amorphization and fracture o f 128-chain nanowire.
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Figure 5.8 (continued).
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the center segment to the rest of the wire. These last chains shatter on one side, sending 
particles flying and causing the wire to recoil.
Figure 5.9 shows a rotated view with the initial amorphization in the center.
Four branches o f amorphization spread diagonally in an nXn pattern from the initial site. 
These branches meet on the other side to form the two amorphous regions. This view 
shows that the center segment of the wire is held by only one or two chains on each side 
until the final chains break.
53  Fracture of 1204-Chain Nanowire
In order to study the morphology of the amorphization process, a wire with a 
large cross section was also considered. Consequently, to maintain the same aspect 
ratio, a longer wire was needed. Two aspects o f the 1204-chain nanowire simulation 
will be discussed: a  structural transformation where the initial circular cross section 
transformed to an elliptical shape under uniaxial strain, and the characterization of 
amorphization and fracture via local stress and temperature calculations. The large 
spatial dimensions and number of atoms in the 1204-chain nanowire help to minimize 
the effects o f fluctuations in calculations of local quantities and average lattice 
constants.
5.3.1 Structural Transformation Under Uniaxial Strain
The cross-sectional shape of both nano wires transformed under uniaxial strain. 
Figure 5.10 shows the shape of the 1204-chain nano wire initially at 0 K and at 100 K 
and 12% strain. The cross-sectional shape has transformed from circular to elliptical. 
This can be understood by referring to the a-b view o f the orthorhombic unit cell o f 
crystalline SiSe2 (figure 5.11). The interaction potential describes crystalline SiSe2 well
56
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C-axis ►
Figure 5.9 Rotated view o f 128-chain nanowire, directly above the 
initial amorphization.
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C-axis ----------►
Figure 5.9 (continued). 
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No Strain 12% Strain
Figure 5.10 Section o f 1204-chain nanowire showing the initial circular cross 
section at 0 K and the elliptical cross section that results after applying 12 % 
strain.
Figure 5.11 a-b plane view of the orthorhombic unit cell o f crystalline SiSe2. 
a = 9.669A and b = 5.998A.
with characteristic lattice constants a = 9.669A and b = 5.998A at 0 K. Recall that the 
nanowire was constructed by separating a certain number o f these cells from the bulk. 
While the wire remains crystalline, which it does up to 15% strain, the average lattice 
constants can be calculated by dividing the cross section diameter in the two directions 
by the total number of unit cells in those directions. There is a small error in this 
procedure due to the slight contraction o f unit cell dimensions in outer areas of the wire.
b 4  • S e
59
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
This error can be removed by counting only those cells contained in a region well 
within the interior o f the wire, and using the dimensions o f this region to determine the 
average lattice constants. However, this correction turns out to be quite small and 
insignificant
The wire undergoes two significant changes. Whereas the interaction describes 
the SiSe2 crystal at the correct experimental lattice constants, when released of shape 
constraints the crystal expands slightly in the a-direction while contracting in the In­
direction, maintaining the volume nearly constant After the initial relaxation and 
thermalization, the resulting effective lattice constants for the 100K, 0% strain 
configuration are a *  10.4 A and b = 5.86 A.
When uniaxial strain is applied along the c-axis, SiSe2 nanowires contract in one 
direction perpendicular to the applied strain while expanding in the other. By 12 % 
strain, the effective lattice constants are a = b = 7.1 A and the effect is to move toward a 
square lattice in the a-b plane (figure 5.12). The result is that the overall shape of the 
nanowire changes from circular to elliptical.
Figure 5.12 Cross-section view o f 1204-chain nanowire showing 
transformation o f a-b plane unit cell from rectangular to nearly square 
with a = b.
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53.2 Local Stress and Temperature During Fracture
The stress-strain curve for the 1204-chain nanowire is shown in figure 5.13. As 
in the previous case, the wire remained highly crystalline and elastic until the critical 
strain o f about 15%. The slope o f the stress strain curve corresponds to a Young's 
modulus o f 103 GPa. At 15% strain, which corresponds to a stress o f about 18 GPa, the 
wire began to fail through the same local amorphization process as discussed before.
The wire was divided into 10x10x10 A3 cells. The local stress tensor and 
temperature were calculated for each cell using the methods discussed in chapter 3. 
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Figure 5.13 Stress-strain curve for 1204-chain nanowire. The slope 
corresponds to a Young's modulus o f approximately 103 GPa.
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p '
Figure 5.14 Time evolution o f local 
stress, II33 for 1204-chain nanowire.
0 GPa 18 GPa >30 GPa
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Figure 5.14 (continued).
18 GPa >30 GPaOGPa
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direction o f the applied strain, or II33, where the 3 axis is the direction o f the applied 
strain. At 15% strain, most ofthe wire is initially at 18 GPa. 1.5 ps after critical strain 
the wire begins to fail. Breaking bonds in the outer chains at the surface ofthe wire 
begin to relieve the built-up stress. By 4.5 ps, there is a  distinct region where the stress 
has dropped to nearly 0. Inspection o f the atomic coordinates in this region showed that 
it roughly corresponds to the region o f local amorphization. The rest o f the frames 
show the spread o f the two amorphous branches and the formation o f three crystalline 
segments. The central segment is separated from the rest o f the wire by the amorphous 
regions, and the stress there has nearly vanished. Inspection o f the configurations at the 
interfaces showed that the chains are breaking on either side o f the central segment, as 
was the case with the 128-chain wire. By 36 ps, the stress in the rest ofthe wire is 
dropping as the final chains break and the rest o f the wire recoils.
The local temperature calculations show a thermal spike at the sites of breaking 
edge-sharing bonds. The spread o f the amorphized regions can be followed by 
following the motions o f these thermal spikes over time. Figure 5.15 shows the 
variation in the local temperature distribution with time for a view similar to the one in 
figure 5.14. The dark regions correspond to local temperatures approaching 2000 K. 
This figure again implies the existence of a highly crystalline central region separated 
from the rest of the wire by an envelope of amorphization. The rotated view in figure 
5.16 shows the process from directly above the initial point o f amorphization. This 
view shows the same "x" pattern o f amorphization as seen in the 128-chain wire, with 
four branches o f cross-linking chain ends emanating from a single point on the surface 
o f the wire.
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Figure 5.15 Time evolution ofthe 
local temperature distribution for 
1204-chain nanowire. 100 K 2000 K
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Figure 5.16 Rotated view o f 
figure S.15, directly above the 
initial amorphization.
100 K 2000 K
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MD SIMULATIONS OF NANOINDENTATION OF SILICON NITRIDE
Multimillion atom molecular dynamics simulations o f nanoindentation of 
amorphous and crystalline silicon nitride were performed using various idealized 
indenters. The main contents o f this chapter are 10 million atom simulations o f 
nanoindentation o f S ijty  films using an idealized, non-deformable diamond-like 
indenter. These simulations illustrate the main processes taking place during 
indentation o f a S ijty  film. The deformation processes o f the film are illustrated with 
the aid of local temperature and pressure distributions and snapshots o f the 
configuration space during the simulation. Hardness and elastic modulus were 
calculated and are compared with experiment. The temperature dependence of silicon 
nitride hardness is discussed. 1 million atom simulations o f indentation o f amorphous 
and crystalline Si3N4 films were also performed to illustrate what, if  any, effect 
simulation size has on the results at these scales. Finally, a step was taken toward 
simulating a more realistic surface/indenter interaction by using a non-deformable 
silicon nitride indenter. This allowed for the exploration o f surface adhesion effects 
during small indents. The threshold for the onset o f plastic deformation in S ijty  is also 
discussed.
6.1 10 Million Atom Crystalline Silicon Nitride Film
A rectangular film o f SijN4 was prepared with a free (0 0 0 1 ) surface. The 
lateral dimensions were 606.07x606.52 A and the film was 300.29 A thick. There were 
10,614,240 atoms in the film. The film was oriented so that the free (0 0 0 1 ) surface
71
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was perpendicular to the z-axis o f the simulation space. The x and y simulation cell 
walls were normal to the (10 T 0) and (T 2 10) crystallographic planes respectively. 
Periodic boundary conditions were used in the x- and y-directions.
The indenter was a square-based pyramid similar to the Vickers indenter, except 
that the angle between the apex comers was 90° instead o f the much larger 148° angle 
usually used in Vickers indentation. The indenter was constructed from a diamond 
lattice with (1 1 1 ) faces and had 27,950 atoms. The indenter was aligned so that the 
diagonals were parallel to the x- and y-axis, with the tip pointed toward the (0 0 01) 
free surface of the film. The initial setup is shown schematically in figure 6.1.
6.1.1 Indenter Approximations
The atoms in the indenter were frozen in place for the 10 million atom 
simulations. In addition, attractive forces between the indenter and substrate atoms
Indenter
< 1010>
 ►   ► x
X <12l0>
Figure 6.1 Schematic view o f the indenter/substrate system. The substrate 
has dimensions 606.07x606.52x300.29A and has 10,614,240 atoms. The x- 
and y-axes are normal to the (10 T 0) and (12 1 0 )  surfaces, respectively. 
The indent is done into the (0  0 01) surface.
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were not included. The only interactions between indenter and substrate atoms were 
short-ranged repulsive steric forces. These approximations are both convenient and 
sensible. Simulating a  "real" indenter would require an additional potential formulation 
for the bulk indenter atoms. In addition, an interface potential would have to be 
formulated for the indenter-substrate interactions. The indenter material would have to 
have an elastic modulus much larger than that o f Si3N4, at least as large as diamond. Up 
to now, such an interface model does not exist In principle, since we are interested in 
the material properties o f Sisty as determined by nanoindentation and not in the tip- 
surface interactions themselves, it's not important how the external load is applied as 
long as it is applied with the required geometry.
It should also be pointed out that these are the same approximations made in 
deriving the well-known equations for analyzing indentation data presented in chapter 
4. Therefore, the approximations made in these simulations amount to assuming an 
"ideal" indenter. These conditions are met to varying degree in experiments. It should 
be noted that silicon-silicon nitride interaction potentials exist [4], and that MD 
simulations o f nanoindentation o f silicon using a Si3N4 indenter are planned for the near 
future.
6.1.2 MD Procedure
The MD schedule for the 10 million atom simulation is shown in figure 6.2. An 
MD time step o f At -  2 fs was used for all o f the simulation except for the initial 
relaxation, where a At = 3 fs time step was used. The method o f Langevin Dynamics 
was used to control the temperature in the system. In this method, a  fictitious viscous 
force dissipates excess kinetic energy from the system at a  rate determined by a time
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Dissipate heat generated 
due to broken bonds at 
surface
Heat gradually for 500 At
Gradual displacement 





0 K relaxed configuration
Displacement = 2 A 
Calculate local stresses
Displacement = 4 A 
Calculate local stresses
Figure 6.2 Simulation schedule for crystalline Si3N« nanoindentation. 
The time step for the surface relaxation is 3 fs. A time step o f 2 fs was 
used throughout the rest o f the simulation.
constant, t .  During periods of heavy temperature control such as quenching or gradual 
heating, a small t  is used. During the main part o f the simulation when we want to 
interfere with the natural dynamics o f the system as little as possible, a large t  is used.
The free surface was relaxed at 0 K using a relaxation time T = 50 At, after 
which the system was gradually heated to 300 K over 500 At, with i -  100 At. The 
indenter was then brought toward the free surface at a rate o f 1 A per 500 time steps, or
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Reproduced with permission o fthe copyright owner. Further reproduction prohibited without permission.
100 m/s, with t  =  1,000 At. After every 500 time steps (1 ps) the configuration was 
saved and local temperature and stresses calculated. The loading cycle can be ended 
either at a maximum load or a maximum displacement. In this case, the maximum 
displacement was set at a little under 1/3 the film's thickness, at 80-90 A. After the 
loading phase (and a wait phase described below), the indenter was withdrawn using the 
same schedule as the loading phase. The total z-component o f the force on the indenter 
atoms was recorded at each time step, and from this data a load-displacement curve was 
constructed for the overall simulation. The bottom 3 A of the film was held rigid 
throughout the simulation.
6.1J Load-Displacement Curve For Crystalline Silicon Nitride
Figure 6.3 shows the load-displacement curve for the 10 million-atom MD 
simulation of crystalline Si3N,». One notable feature is the decaying of the load with 
time at maximum displacement, causing the slope o f the load-displacement curve to
Figure 6.3 Load- 
Displacement curve for 10 
million atom crystalline 
Si3N4 nanoindentation 
simulation. The 
maximum load is ~  6.4 
and the compliance is 
1.9x1 O’4 m/N, giving a 
hardness o f 50 GPa and an 
elastic modulus of 387 
GPa.
0 20 40 60 80 100
Displacement (A)
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diverge there. The time constant o f this decay is on the order o f 1 ps. This is one 
indication that the loading rate may be too fast. Some researchers have used small 
discrete displacements followed by a long thermalization and then a short run to obtain 
an average force. The results of each of these averages are the points on the load- 
displacement curve [64,65]. This approach eliminates time-dependent components of 
the force from the load-displacement curve and allows hardness calculations from any 
point on the curve. However, such an approach would have taken orders o f magnitude 
longer to compute in this case and so a continuous displacement was used. Besides this, 
understanding o f time dependent nonequilibrium processes in nanoindentation is o f 
great interest and is one aspect not readily available to experiment One o f the main 
advantages in using the MD method is the ability to observe such processes. For the 
present simulation, a wait period was inserted into the schedule to allow the load to 
decay until it oscillated about a well-defined value, and then the unloading process 
begun. This final value o f the load at maximum displacement was taken as the 
maximum load in the hardness and moduli calculations. The hardness obtained for this 
simulation is 50 GPa and the elastic modulus is 387 GPa. The modulus is within 10% 
o f the value for a-S i3N4 given by this interaction potential [33].
Values for the experimental Vickers microhardness o f a-S i3N4 vary in the 
literature. Suematsu et al. [16] give a Vickers microhardness close to 31 GPa for the 
single crystal (0 0 0 1 ) surface using a 300g maximum load. Chakraborty and Mukeiji 
[15] report a-SijN 4 microhardness o f 40 GPa for a  200g load and 48 GPa for a lOOg 
load, where the values are averages over several surfaces. The indentation size effect 
(ISE) is apparent in these experimental data.
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It has been pointed out in many places in the literature that hardness is known to 
increase with decreasing indentation sizes [28,62,71]. One explanation for the ISE 
concerns the role o f elastic-plastic processes in indentation o f ceramics [28,62]. In 
macrohardness tests, plastic deformation dominates and elastic deformation is 
negligible in comparison. As the size o f the indent is decreased to the micrometer 
range, elastic deformation plays an increasingly important role and on the nanometer 
scale plastic and elastic processes are equally important [62]. One such effect is the 
elastic recovery o f the apparent area of contact after an indentation experiment, which 
can cause the diagonals o f the indent to shrink, and therefore give higher hardness 
values [28].
The hardness o f commercial grade silicon nitride is generally load independent 
to around 1-10 N force, or about lOOg to 1 kg load, after which hardness begins to 
increase with decreasing load [12,72]. The low-load hardness o f materials suffering 
the ISE can saturate at as much as two to three times the macroscopic hardness values 
[28]. We were unable to find indentation tests of single crystal Si3N4 in the literature 
using loads less than lOOg. The true value for a-Si3N4 nanohardness is probably above 
48 GPa, but below 90 GPa, which is the bulk hardness o f diamond, the hardest known 
material. At any rate, the a-S i3N4 hardness estimated from the present simulation is in 
reasonable agreement with the experimental data discussed above.
It should be noted that previous simulations o f nanoindentation have failed to 
reproduce bulk hardness values o f other materials. Examples are silver, which came out 
4 times larger than experimental values [73,74], and diamond, which came out 10 times 
larger [65]. It is not known if all o f the discrepancy was due to the ISE.
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6.1.4 Configuration Space Images
Figure 6.4 (a) shows an overview o f the surface during the indentation cycle. 
Two major features are the elastic recovery o f the indent at the end o f the cycle and the 
significant amount o f pile-up on the surface. The hardness values were taken from data 
at maximum load, so that the elastic recovery does not contribute to an overestimation 
o f the hardness.
There is significant pile-up o f material on the surface. The figure shows that 
pile-up is largest along the edges o f the indenter, away from the comers. Pile-up is 
almost negligible at the indenter comers. Figure 6.4 (b) shows a cross sectional slice of 
the film parallel to the edge o f the indenter. Figure 6.4 (c) shows a  similar cross section 
along the indenter diagonal. The region o f plastic deformation can be estimated by 
noting the regions where the striped patterns characteristic o f the crystal have been 
destroyed. Comparison of figures 6.4 (b) and 6.4 (c) shows that more plastic 
deformation has occurred under the comers, and less in regions where significant pile- 
up has occurred. With this indenter geometry, a-Si3N4 apparently deforms by 
compaction under the comers o f the indenter and more by pile-up o f material on the 
edges.
6.1.5 Local Pressure and Temperature Distributions
The Si3N4 substrate was divided into 10x10x10 A3 cells. The local kinetic 
energy was computed for each cell from the velocities o f the atoms in the cell. There 
was a slight heating o f the system in regions that came in direct contact with the 
indenter. The temperatures never approached the theoretical melting temperature of 
Si3N4 and were quickly dissipated by the Langevin heat bath. The calculation o f the
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Figure 6.4 (a) Configuration view o f the surface during 
nanoindentation simulation. Significant pile-up occurs around 
the edges o f the pyramidal indenter and is suppressed at the 
comers.
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Figure 6.4 (b) View o f a  slice parallel to the edges o f the 
indenter showing significant pile-up effects.
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Figure 6.4 (c) View o f slice across the indenter diagonal. Pile-up 
effects are suppressed under the indenter comers.
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local stress tensor was done as described in chapter 3. The local pressure in each cell 
was calculated from the trace o f the stress tensor and mapped to a  color, so that a local 
pressure distribution was obtained. Figure 6.5 (a) shows the local pressure for a half 
slice across the diagonal o f the indenter. This figure corresponds to the view shown in 
figure 6.4 (c). Figure 6.5 (b) shows a view from directly below the indenter at a depth 
of approximately 50 A.
The hemispherical region o f high compressive pressure in the figure 6.5 (a) 
slices is typical o f indentation experiments. This region is where most o f the plastic 
deformation takes place and includes the actual visible area o f the indent The residual 
compressive pressures after unloading correspond to the edge o f the indent and to 
additional compacted, amorphous material in regions near the indent Upon unloading, 
tensile pressures appear on the edges o f the plastic zone as the pressure on the 
compacted material is released. Visual inspection of the regions showing residual 
tensile pressures revealed voids forming at the interface o f the compacted region and 
the undeformed crystalline regions.
Figure 6.5 (b) shows the normal plane pattern o f the residual compressive 
stresses and voids. The voids form under the comers o f the indenter and aren't present 
under the edges where most o f the pile-up is observed. Inspection o f normal plane 
slices throughout the sample reveal that the voids are actually the beginnings of cracks 
induced by stresses at the indenter comers. The cracks begin at the surface o f the film 
and extend throughout the depth o f the indent (figure 6.6). Along the x-direction 
(< 12 10> crystallographic direction), the cracks extend radially out from the comers of
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Pressure (GPa) -5 0 5 10 >20
Figure 6.5 (a) Local pressure distribution directly under the indenter. Frames 
from the loading and unloading cycles are shown in counter-clockwise order. 
The displacement o f the indenter is given in the top left corner o f each frame.
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Pressure (GPa) -5 0 5 10 >20
Figure 6.5 (b) Local pressure distribution perpendicular to indented 
surface at approximately 50 A depth. The displacement of the indenter 
is given in the top left comer o f each frame.
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Figure 6.6 Slices normal 
to indent direction at 
approximately 20 A (top), 
SO A (middle), and 60 A 
(bottom) below the film 
surface.
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the indenter. Along the y-direction, the cracking is more ductile, with voids forming to 
either side o f the < 1 0 10>  direction.
The nature o f the plastically deformed material in the vicinity o f the crack was 
investigated by computing local bond angle distributions in specific regions around the 
cracks. In figure 6.7, region I is a 20x20x20 A3 region between one comer o f the 
indenter and the beginning o f one o f the radial cracks. Region II is a similar region, but 
on one side o f the crack. Figure 6.7 compares the local bond angle distributions o f the 
two regions with those o f bulk amorphous and crystalline Si3N4. The figures suggest 
that the deformed material in region I is similar to amorphous Si3N4 while the material 
to the side o f the crack is largely crystalline. Analysis o f the piled-up material on the 
surface showed that it is also amorphous material. This suggests that the mode of 
deformation under the indenter is amorphization o f the silicon nitride film, and that this 
plastic deformation is arrested by either cracking, at the indenter comers, or piling up of 
material, at the indenter sides.
6.1.6 Temperature Dependence of Indentation of a-Sijty
Most materials soften as temperature increases. One characteristic o f high 
temperature ceramics is that they remain hard at high temperatures. Figure 6.8 shows a 
comparison of load-displacement curves from the 300 K simulation (described above) 
and additional 1,000 K and 2,000 K simulations. Since the maximum depth o f the 
indenter is the same in all three cases, the difference in hardness can be inferred from 
the maximum heights o f the three curves. Although a-S i3N4 softens as temperature 
increases, the figure shows that a-S i3N4 has 90% the hardness at 2,000 K as it has at 
300 K.
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Theta (degrees)
Figure 6.7 a) Bond angle distributions for crystalline (yellow) and 
amorphous (green) SisN^ b) Bond angle distributions for region I (green) 
and region II (yellow).
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Figure 6.8 Load-displacement curves for a-SijN* 
nanoindentation at 300K, 1000K, and 2000K. The hardness 
decreases only slightly as the temperature increases.
Silicon nitride sublimates above 2,000 K, ultimately resulting in decomposition 
o f the material at very high temperatures.
6.2 10 Million Atom Amorphous Silicon Nitride Film
An amorphous system was prepared from the initial 10 million atom crystalline 
film. The goal o f this section is to compare the hardness and elastic moduli of 
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The amorphous system was prepared from bulk a-SijN4 using the same 
orientation and total number o f atoms as in figure 6.1. The melting temperature of 
silicon nitride described by this interaction potential is 4,800 K. The amorphous system 
was prepared by heating the bulk material with periodic boundary conditions to 6,000 K 
and thermalizing for 15,000 time steps At, with At = 1 fs. The system was then 
gradually cooled to 0 K. Structure factor and pair correlation functions were calculated 
to confirm that the thermalization was long enough for the system to "forget" its 
crystalline structure. The calculated structure factor and pair correlations were 
characteristic of amorphous silicon nitride. A free surface was created by expanding the 
simulation cell along the z-axis and an indenter was added in order to carry out a 
nanoindentation simulation.
The system was heated to 300 K and indented using the same schedule as for the 
crystalline case shown in figure 6.2. The system expanded as it was heated. This is 
because the crystalline density for a -S ijty  is 3.2 g/cc and the system was constrained to 
the crystalline density during amorphization. On creating the free surface, the system 
expanded to the amorphous density of 3.05 g/cc.
Figure 6.9 compares the load-displacement curves for a-Si3N4 and a-Si3N4. The 
hardness for the amorphous system is 31.5 GPa and the elastic modulus is 272 GPa.
The elastic modulus o f bulk amorphous silicon nitride was calculated by Omeltchenko 
et al. at various densities using a different method [75]. They obtained 280 GPa for this 
density.
The ratio o f a-Si3N4 hardness to a-Si3N4 hardness is 0.63. The purpose o f 
indentation hardness testing is to rank materials for comparative purposes, which is why
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Figure 6.9 Comparison o f load-displacement curves for a) 
amorphous and b) crystalline silicon nitride.
most experimental tests use a hardness scale instead o f reporting an absolute hardness 
value in its natural units o f pressure. Nanoindentation simulations for gallium arsenide, 
silicon carbide, aluminum, aluminum oxide, silicon, indium arsenide, and various 
composites o f these materials are planned for the near future. It might be useful to 
construct a hardness scale tailored specifically for the nanoindentation method and 
indenter geometry used in this chapter to compare the theoretical properties of these 
materials.
63  1 Million Atom Simulations
One million atom simulations o f nanoindentation o f a-SijN 4 and a-Sisty were 
performed to determine whether a  reduction in film size or indent size would cause an 
additional hardening o f the substrate. The orientation o f the crystalline system was the
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
same as for the 10 million atom simulations. The amorphous system was prepared from 
the crystalline system in the same way as described above. The lateral dimensions of 
the systems were 282.83Ax279.93A and the film was 139.02 A thick. The indenter was 
42A tall and had base diagonals o f 85 A. The load-displacement curves for the 
amorphous and crystalline 1 million atom simulations are shown in figure 6.10. The 
hardness values are 34.6 GPa for a-Si3N4 and 54.1 GPa for a-Si3N4. The elastic moduli 
are 290 GPa for a-Si3N4 and 382 GPa for ot-Si3N4. These values are nearly the same as 
those obtained in the 10 million-atom simulation. Additional simulations of the 10 
million atom films were also performed with shallower indents with no increase in film 
hardness. Any ISE effect has clearly saturated before reaching these length scales. 
Simulations o f much larger films are needed in order to establish any ISE effect in MD 




f  1.0 






0 10 20 30 40 50 0 10 20 30 40 50
Displacement (A )
Figure 6.10 Load-displacement curves for 1 million atom simulations of 
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6.4 Surface Adhesion and Hysteresis in the Load-Displacement Curve
Nanoindentation is an elastic-plastic process. The onset o f plastic deformation 
can be determined from the onset o f hysteresis in a  complete cycle of the load- 
displacement curve. It is also possible to use an indenter to study near-contact surface 
forces. These features are studied in the following sections using a more realistic 
indenter-surface interaction.
6.4.1 Simulation Setup
The Si3N4 film had the same orientation as before, but contained only 75,803 
atoms since several complete indentation cycles were required. The film had 
dimensions o f 121.21x116.64A in the x-y plane and was 55.61 A thick. For the 
indenter, a conical shaped section was cut out o f the SijN4 bulk crystal with the c-axis 
parallel to the indent direction. The radius o f the tip was approximately 5 A. The 
indenter height was 27 A and the radius of the base was approximately 23 A. The 
indenter atoms were held rigid to avoid the complications o f having an indenter and 
substrate with the same elastic modulus. However, this choice o f indenter gives a 
realistic tip-surface interaction. This simulation removes one constraint, i.e. neglecting 
tip-surface adhesion, from the simulations discussed previously in this chapter.
6.4.2 Load-Displacement Curve for Small Indent
Figure 6.11 shows the loading part o f the load-displacement curve for a 
maximum load o f approximately 0.21 pN. There are two notable features in figure 
6.11. First is the addition of an attractive well with a minimum near 0.5 A from the 
surface. The surface is defined by the displacement where the force returns to zero. 
The attractive well is not in previous load-displacement curves since the attractive
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Figure 6.11 Initial setup and load-displacement curve for a 6 A indent 
of a silicon nitride film with a rigid silicon nitride indenter.
interactions between the indenter and substrate were turned off. The second feature is 
the region around 2 A displacement where the load suddenly relaxes with increasing 
displacement. The onset o f hysteresis in load-displacement curves was studied for 
complete cycles o f varying depth. These curves illustrate the near-surface behavior of 
tip-surface interactions and the elastic-plastic nature o f nanoindentation of silicon 
nitride.
6.4.2.1 Tip Approach without Surface Contact
The region o f the load-displacement curve near the attractive minimum was 
studied by loading and unloading the surface to displacements just before and just after 
the minimum. Figures 6.12 (a) and 6.12 (b) show complete loading and unloading 
cycles. Figure 6.12 (a) shows loading to just over 0.5A and figure 6.12 (b) shows 
loading to just under O.SA. The loading and unloading curves in figure 6.12 (a) 
completely overlap, indicating a reversible process. Hysteresis is evident in figure 6.12
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Figure 6.12 a) (top) Tip approach and retract without surface contact. Indenter 
displacement is just before the attractive minimum o f figure 6.11. b) (bottom) 
Tip approach and retraction where maximum displacement is just after the 
attractive minimum o f figure 6.11.
(b), indicating an irreversible process. Analysis of the coordination o f the silicon atoms 
in the tip revealed that 3 coordinated silicon tip atoms became 4 coordinated somewhere 
between the loads in figures 6.12 (a) and 6.12 (b). This is because the surface nitrogen 
atoms have begun to participate in tetrahedral units with the under-coordinated silicon 
atoms in the dp (see figure 6.13). The formation and breaking o f these bonds is an 
irreversible process, leading to a finite amount of work done on the surface in the 
overall indentation process.
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6.412 Small Indents
Indents o f small displacements were performed in order to illustrate the elastic- 
plastic nature o f nanoindentation of silicon nitride. Figures 6.14 (a) and 6.14 (b) show 
complete indentation cycles with maximum displacements slightly before (figure 6.14 
(a)) and slightly after (figure 6.14 (b)) the first peak in the load-displacement curve of 
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Figure 6.13 Bond coordinations for the silicon atoms in the indenter tip. 
The top picture shows 3 coordinated silicon atoms at the end o f the tip, 
where the indenter displacement is just over O.S A. The bottom picture 
shows 4 coordinated silicon atoms as the indenter displacement rounds 
the attractive mimimum at around 0.5 A. These silicon atoms are 
participating in SiN* tetrahedral units with surface nitrogen atoms.
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Figure 6.14 (a). Small 
indent with maximum 
displacement just before 
the first peak in the load- 
displacement curve. The 
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Figure 6.14(b). Small 
indent with maximum 
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first peak in the load- 
displacement curve. The 
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curve (except for the attractive well discussed above). The material has deformed 
elastically and completely recovered on unloading. Inspection o f the surface after 
indentation revealed no damage. In figure 6.14 (b), hysteresis is evident in the load- 
displacement curve, indicating the onset o f plastic deformation. Inspection of the 
surface showed that some o f the surface nitrogen atoms had been pulled out of their 
lattice positions (figure 6. IS). In this case, the onset of plastic deformation for silicon 
nitride is at about 0.12 pN, or at about 2.S A displacement.
The load-displacement curves for the 1 million and 10 million atom simulations 
show similar behavior. There are additional relaxations of the load beyond the first 
peak discussed here which probably have similar interpretations. In general, ceramics 
undergo elastic-plastic deformation during indentation where the material deforms 
elastically until plastic rearrangement is required to relieve the built-up stress.
Figure 6.15 Close-up view of 
damage caused by indent of 
figure 6.14(b). Some of the 
nitrogen atoms have been 
pulled from their lattice sites.
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CHAPTER 7 
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
This dissertation has presented multi-million atom massively parallel MD 
simulations o f  nanoindentation o f silicon nitride and amorphization and fracture o f 
silicon diselenide nanowires. Both problems help to illustrate the role o f large-scale 
MD simulations in the study o f material properties. Nanoindentation and fracture in 
these materials involve very complicated processes o f local plastic deformation, 
including solid state amorphization and the creation o f interfaces and new surfaces. The 
ability to obtain reasonable hardness values and to observe indentation fracture is 
probably a result o f simulating a  system large enough to produce a well defined indent, 
with clearly measurable diagonals. Clearly, these results could not have been obtained 
from a simple scaling of smaller simulations or other theoretical results.
The simulations also demonstrate the ability o f computers to study materials not 
yet realized, as in the case of silicon diselenide nanowires, or to study processes 
currently inaccessible to experiment, such as local pressure and temperature 
distributions in nanoindentation, or solid state amorphization in nanowire fracture.
By comparing the nanoindentation results with experiment, the ability o f the 
potential to accurately describe the characteristics o f the corresponding material is 
tested. A potential developed to reproduce bulk properties o f a material does not 
automatically describe surface interactions o f the material accurately. Simulations 
involving surface properties such as nanoindentation and surface adhesion could
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ultimately lead to modifications of the interaction potential as more experimental data 
become available. Unfortunately, in the case of SiSe2 nanowires, there is no 
experimental data at all.
In this dissertation, simulations o f fracture of SiSe2 nanowires containing 128 
chains and 117,504 atoms and 1204 chains and 4,465,152 atoms with circular cross 
sections were performed. The 1204-chain nanowire was over 4000 A long after 
stretching, nearly half a micron, and had a 200 A cross-section diameter. Uniaxial 
strain was applied along the c-axis o f the nanowires.
The process of local solid-state amorphization was followed using configuration 
images and local temperature and stress distributions. The amorphization began with 
the breaking of a single edge-sharing tetrahedral bond on the surface o f the wire and 
spread in four branches in an "x" pattern around the surface o f the wire. The 
amorphization simultaneously spread through the cross section o f the wire. This 
resulted in a central, highly crystalline section being separated from the rest o f the wire 
by two amorphous sections, forming two amorphous-crystalline interfaces. The fracture 
proceeded on both sides o f the central section as individual chains snapped, until only a 
few chains held the segment in place.
The Young's modulus was calculated from the average o f local stresses and was 
133 GPa for the 128-chain wire and 103 GPa for the 1204-chain wire. A structural 
transformation that occurred under strain was explained as the tendency o f the 
orthorhombic unit cell to transform to a square shape in the a-b plane. Nanowires that 
began with a  circular cross section transformed to an elliptical shape by 15% strain.
99
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Multi-million atom simulations o f nanoindentation and adhesion o f S i ^  were 
performed. These are the first MD simulations of a ceramic material on this scale. 10 
million atom simulations o f nanoindentation o f amorphous and crystalline silicon 
nitride were performed to compare the theoretical hardness values o f the two materials. 
The hardness estimated from these simulations is S0.3 GPa for crystalline and 31.5 GPa 
for amorphous silicon nitride. The elastic moduli were estimated at 387 GPa for 
crystalline and 272 GPa for amorphous silicon nitride. These values agree well with 
available experimental data. 1 million atom simulations were performed with similar 
results for hardness and moduli. Temperature dependence o f crystalline silicon nitride 
hardness was investigated, showing that the material remains hard to high temperatures.
Local pressure distributions were interpreted with the aid o f configuration space 
images o f the indented films. Regions o f residual tensile pressures were found to 
contain minute fractures: brittle and radial in the < 12 !o >  crystallographic direction, 
ductile and less well defined in the <10 !  0> direction. Plastically deformed material 
under the indenter and on the surface was found to be amorphous. Since the piled-up 
material was mostly along the indenter edges, while the cracking was at the indenter 
comers, the material deforms primarily by solid-state amorphization, which is arrested 
by either indentation cracking, at the comers, or the upward flow o f material out the 
indenter edges, which becomes pile-up on the surface.
Surface adhesion and plastic deformation threshold was investigated in the last 
sections o f the dissertation. The addition o f attractive tip-surface interactions was found 
to lead to an attractive component in the load-displacement curve just before surface 
contact, the minimum of which corresponds to the onset o f irreversible behavior in the
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load/unload cycle for near-surface tip approach. This behavior could be related to the 
tip "jump to contact" phenomenon that Landman et al. [64,76] found in their MD 
simulations o f nanoindentation of embedded-atom metals. All the load-displacement 
curves had an initial peak at small indent where the indenter load actually decreases 
with increasing displacement. This was found to correspond to the onset o f hysteresis 
in the indentation cycle and therefore the onset o f plastic deformation.
7.2 Future Work
The nanoindentation work can be extended in several directions in the near 
future. First, since hardness is a comparative measure it is a relatively meaningless 
concept without a scale to rank materials against one another. The procedure described 
in chapter 6 will be used in MD nanoindentation simulations of other ceramic and semi­
conductor materials such as aluminum oxide, silicon carbide, gallium arsenide, and 
composites of these materials. Comparing the relative hardness rankings o f these 
materials with experiment is much more meaningful than trying to compare absolute 
hardness values o f the individual materials with specific experiments, since a hardness 
test is extremely sensitive to testing conditions.
Second is the study of the indentation size effect (ISE). It is not currently 
known whether the ISE is caused by a decrease in defect density, an increase in the 
influence of elastic processes, or is a result o f the elastic (homogeneous) approximation 
o f materials breaking down as the length scale o f the indent decreases. We are in a 
position to study each o f these possibilities as the length scales possible in MD 
simulations continue to grow. Defects can be added to our descriptions o f silicon 
nitride and other materials. Also, larger scale simulations will be performed as future
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resources and algorithms permit. At some point, we might begin to see a decrease in 
hardness as the indentation sizes grow into the length scales affected by the ISE. This 
might take a  while in the case o f silicon nitride if the hardness has already saturated at 
~100g loads, as is probably the case. Other materials might be found to suffer the ISE 
at much smaller length scales.
As mentioned in chapter 6, a  silicon-silicon nitride interaction potential exists 
and will be used to perform more realistic indentation simulations. The high hardness 
and elastic modulus of silicon nitride means that it can be used to indent silicon in an 
MD simulation without using the indenter approximations made in this dissertation. In 
addition, an aluminum-aluminum oxide interaction exists [7], and MD simulation of 
nanoindentation o f aluminum with an aluminum oxide indenter is also possible.
Finally, as experimental data on smaller scale indentation experiments o f silicon 
nitride and other materials becomes available, adhesion simulations can be used to test 
and refine the surface properties o f potentials already well tested for bulk materials.
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