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Â  . .In an earlier paper Agoston et al., CMS Conf. Proc. 18 1996 , 17]37 we studied
the so-called Frobenius functions on certain translation quivers. Here we show that
the classification given there is in some sense complete: every Frobenius length
 .  .function on the wing W n and the tube T n is equivalent to the length function
on a convex subquiver of the Auslander]Reiten quiver of the module category over
some algebra A. Q 1998 Academic Press
1. INTRODUCTION
 .  .Let G s G , G , t be a translation quiver without multiple arrows ,0 1
and let f : G ª Z be an integral valued function defined on the vertices of0
G. For any z g G a nonprojective vertex, we define the defect of the0
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 .function f at the vertex z or rather on the mesh ending at z by
 .  .  .  .  .d z s d z s f z q f t z y  f y . We call the function f a Frobe-f y ª z
 .  .  .  .  .nius function if d z / 0 implies d z ) f z and d z ) f t z . A Frobe-
nius function with positive values only is said to be positi¨ e. Meshes with
nonzero defect are called incomplete meshes; otherwise we say that f is
additive on the mesh. Two Frobenius functions are said to be equi¨ alent
provided they have the same set of incomplete meshes. A typical example
of a positive Frobenius function is the dimension function on the stable
Auslander]Reiten quiver of a finite-dimensional self-injective algebra over
a field k. A Frobenius length function is a positive Frobenius function for
 .  .  .  .which d z y f z s d z y f t z s 1 whenever the mesh ending at the
 .vertex z is incomplete. A typical example of a Frobenius length function
is the length function l on the stable Auslander]Reiten quiver of a
finite-dimensional self-injective algebra over a field k.
w xIn ALR we studied in detail positive Frobenius functions on certain
translation quivers. In particular, we investigated the cases of the wings
 .  .W n , the stable tubes T n , and the related translation quivers Z A and`
Z A` and gave a full description of the equivalence classes of Frobenius`
functions on these quivers by describing geometrically the possible config-
urations of incomplete meshes. The aim of this paper is to give algebraic
 .  .realizations for Frobenius length functions on W n and T n . We want to
prove the following two theorems.
THEOREM 1.1. Let f be a positi¨ e Frobenius length function on the
 .translation qui¨ er W n . Then there exists a finite-dimensional, basic special
biserial algebra C and a translation subqui¨ er G of the Auslander]Reiten
 .  .  .qui¨ er G C , isomorphic to hence may be identified with W n , so that
 .i the length function on G is equi¨ alent to f ;
 .ii the incomplete meshes of G with respect to f are precisely those from
 .which a projecti¨ e-injecti¨ e ¨ertex in the Auslander]Reiten qui¨ er G C has
been remo¨ed to obtain G.
THEOREM 1.2. Let f be a positi¨ e Frobenius length function on the
 .translation qui¨ er T n . Then there exists a finite-dimensional special biserial
algebra C and a translation subqui¨ er G of the Auslander]Reiten qui¨ er
 .  .  .G C , isomorphic to hence may be identified with T n , so that
 .i the length function on G is equi¨ alent to f ;
 .  .ii G can be obtained from a component of G C by remo¨ing all of
the projecti¨ e-injecti¨ e ¨ertices;
 .iii the incomplete meshes of G with respect to f are precisely those
 .from which a projecti¨ e-injecti¨ e ¨ertex in the Auslander]Reiten qui¨ er G C
has been remo¨ed.
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Both theorems assert that we may realize positive Frobenius length
functions at least up to equivalence. It is easy to see that for a stable tube
 .T n not all positive Frobenius length functions themselves can be realized
 .in this way. For a wing W n , our proof of Theorem 1.1 will give a
realization of all positive Frobenius length functions that are basic in the
w x  .sense of ALR we are going to recall the definition below . Note that
 .every Frobenius length function on W n is equivalent to a basic Frobenius
w xlength function ALR .
Let us fix some of the notation used throughout the paper. In particular,
we will need a coordinatization for the relevant translation quivers: the
 .  . `wings W n and the stable tubes T n , but also Z A and Z A . The set of` `
vertices of Z A` is the set Z = Z of integral lattice points in the plane.`
 .  .  .  .There are arrows i, j ª i q 1, j and i, j ª i, j q 1 , and the transla-
 .  .  .tion is defined by t i, j s i y 1, j y 1 for any i, j g Z = Z. We intro-
`  .duce Z A as the full subquiver of Z A on the set of vertices i, j g Z =` `
4  .Z N i F j . For W n we fix a standard embedding, mapping the projective
 .  .  .  .vertices p , p , . . . , p to the points 1, 1 , 1, 2 , . . . , 1, n . Hence, W n s1 2 n
 . 4i, j N 1 F i F j F n . Finally, we also consider Z A as the universal cover`
 .  .of T n , so that the vertices on the mouth of T n correspond to the
 . 4  .boundary i, i N i g Z of Z A . The standard coordinatization of T n`
 .  . 4maps the points of T n to the strip i, j N 1 F i F j, i F n .
w x  .Recall from ALR that to any Frobenius function f on the wing W n
 .   .  .  ..we can attach a binary ¨ector f , f , . . . , f s f p , f p , . . . , f p i.e.,1 2 n 1 2 n
a vector where f s f for i - j implies that there is an index l such thati j
.i - l - j and f - f , and to this we can attach a rooted embedded binaryl i
 .  4tree B f on the vertex set 1, 2, . . . , n by the following recursion. If f isr
 .the unique minimal element of the binary vector, then the root of the
tree will be the vertex r. Furthermore, we put an arrow going from r to
 .the root of the binary tree assigned to the vector f y f , . . . , f y f1 r ry1 r
and an arrow going from the root of the binary tree assigned to f yrq1
.  .f , . . . , f y f into the vertex r. The first arrow if it exists will ber n r
 .``colored'' by w, and the second one if it exists by c . The arrows colored
by w will be called w-arrows, those colored by c are the c-arrows. A
binary vector is called basic if the minimal elements of the binary vectors
considered in the above recursion are always 1. It is easy to see that if
 .  .f , f , . . . , f is a basic binary vector, and B f is the associated binary1 2 n
tree, then f is equal to the number of vertices in the unique path in thei
 . underlying unoriented graph of B f from the vertex i to the root r. Note
ª .  . w xthat the rooted embedded binary tree B f was denoted by B f in ALR ,
.but here we will use this simplified notation. A positive Frobenius func-
 .tion on W n is called basic if the restriction of f to the projective vertices
gives a basic binary vector.
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The structure of the paper is as follows. We describe the constructions
in Section 2, first those concerning the realization of Frobenius functions
 .  .on a wing W n , then those dealing with the tube T n . All proofs are
deferred to Section 3. We would like to mention that the ideas used in the
w x w xpaper rely very much on ideas contained in the works HW and WW . In
particular, we use the explicit description of the Auslander]Reiten se-
w x  w x.quences for special biserial algebras, given in WW see also BR . For
w x w xunexplained notation and background we refer to ALR and R .
2. CONSTRUCTION OF THE ALGEBRAS
In what follows, k will be an arbitrary field. We will consider k-algebras
 .not necessarily finite-dimensional which will be given as path algebras of
some finite quiver modulo some relations.
Thus let C be such a k-algebra. The C-modules considered will always
be left modules. We will ``multiply the arrows'' of the quiver from the left:
if a and b are arrows in the quiver, then ab will stand for the path with
b followed by a . The category of all left C-modules that are finite-dimen-
sional over k will be denoted by C-mod.
The aim of this section is to describe in detail some finite-dimensional,
basic special biserial algebras C and part of their Auslander]Reiten
quivers. These are the algebras whose existence is asserted in Theorems
1.1 and 1.2. The constructions presented here are complete, but proofs are
deferred to Section 3. We separate the two cases; first we will deal with a
 .wing W n , then the construction will be modified to cover the case of a
 .stable tube T n . In addition, a typical example is exhibited in detail in
Section 2 and used as an illustration throughout the paper.
 .The Case of a Wing W n
 .We fix a basic Frobenius length function on W n and are going to
exhibit an algebra C satisfying the requirements of Theorem 1. First, we
will construct the quiver of C.
 .We start with the binary tree B s B f corresponding to the basic
 .binary vector f , f , . . . , f as defined above and let B be the algebra1 2 n
 .given by the quiver B s B f together with the relations wc s 0 for all
arrows of type w and c . We denote by r the root of B. Note that it is well
 .known how to attach to f a basic tilting A k -module with dimensionn
 .  .vector f , f , . . . , f ; here A k is the quiver algebra over k for the1 2 n n
w xlinearly ordered quiver of type A ; see HR . The algebra B is just then
.corresponding tilted algebra.
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We define the convex subquiver Aq of B formed by the end points of
the w-arrows in B, and let A0 be the set of vertices of B not belonging to
Aq. Notice that Aq is the disjoint union of the maximal w-paths of B
without their starting points. To stress that a vertex i belongs to Aq, we
will sometimes write iq instead of i. Let Ay be an additional copy of the
quiver Aq, hence isomorphic to Aq, with the correspondence i ¬ iy
 y qgiving the isomorphism the inverse isomorphism from A to A is
q.denoted by j ¬ j .
Finally we define the quiver C on the disjoint union of B and Ay with
additional arrows going from Ay to B as follows. If there is a maximal
w-path in B of length at least 1 starting in i and ending in j, then j
belongs to Aq and we add a w-arrow from jy to i. If there is a maximal
c-path starting in i and ending in j, and if j belongs to Aq, then we add a
c-arrow from jy to i.
Thus for the sets of vertices we have C s Aqj A0 j Ay, and B is the
full subquiver of C generated by Aqj A0. We will denote by By the full
subquiver of C generated by A0 j Ay. To emphasize a duality between B
and By, we occasionally write B s Bq.
We note the following property of C. Every vertex is the starting point
of at most one w-arrow and at most one c-arrow, and it is the end point of
at most one w-arrow and at most one c-arrow.
EXAMPLE. Start with the basic binary vector
4, 3, 5, 6, 7, 4, 2, 1, 2, 3, 6, 5, 4 . .
 . The quiver B f has the shape in Fig. 1 the dots indicate where a w-arrow
.follows a c-arrow . In contrast to a usual convention, the root of the tree
 .FIG. 1. The quiver B f .
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 .vertex 8 is drawn at the left, not at the bottom of the picture; in this way,
 .all arrows point downward this will be helpful for visualizing ``strings'' .
The subquiver Aq has three components, namely 7 ª 2 ª 1, 3 and 12 ª
11; therefore the quiver C is as in Fig. 2 again we have added dots to
indicate the positions where a w-arrow and a c-arrow follow each other, in
.any order . Some arrows are drawn curved to indicate the local similarity.
We define the algebra C to be the path-algebra of the quiver C modulo
the relations wc s 0 and cw s 0 for all arrows of type w and c in C, all
commutativity relations for the paths going from iy to iq for i g Aq, plus
wqthe following zero relations: if i, j g A with an arrow i ª j and a is the
w-path from iy to iq, then we set the product wa s 0.
We note here that, alternatively, we could have defined C as the matrix
algebra
qB IC s ,y0 A
where Ay is the path algebra of Ay, the bimodule Iq is the direct sum of
the indecomposable injective B-modules corresponding to the vertices in
Aq, with the right action of Ay on Iq given by the canonical isomorphism
y  q.A , End I .B
FIG. 2. The quiver C.
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We have completed the construction of C. To verify that C is as
required, we need to consider its Auslander]Reiten quiver. Given a vertex
 .i, we denote by P i the indecomposable projective C-module corre-C
 .sponding to i and by I i the indecomposable injective C-module corre-C
sponding to i a similar notation will be used when we consider indecom-
.posable projective or injective modules over other algebras . It is easy to
 .  y. qsee that I i s P i is a projective-injective C-module for every i g A .C C
We claim that the convex subquiver of the Auslander]Reiten quiver of C
 .  .  .spanned by P r and I n , with the projective-injective modules I iC C C
for i g Aq removed, gives a required representation of the Frobenius
function f.
To verify this claim, we will work with the following factor algebra
C s CrJ of C. Let J be the direct sum of the socles of the projective
 y. qC-modules P i with i g A . This is an ideal of C. Since the modulesC
 y. qP i with i g A are projective-injective, the ideal J annihilates everyC
other indecomposable module. The quiver of C remains the same as that
of C , i.e., it is C, and besides the relations for C , we add the new relations
a s 0 for every path a going from iy to i for some i g Aq. These
paths will be called Nakayama paths. The only difference between the
Auslander]Reiten quivers of C and C is that in the latter we have
 .  y. qremoved the projective-injective modules I i s P i with i g A , andC C
have broken the t-orbits at these places.
Observe first that both C and C are special biserial algebras, thus we
may use the description of the Auslander]Reiten sequences for these
w x w xalgebras given in WW . Because of the technical requirements in WW ,
we will obtain in this way an explicit description of the convex subquiver
 .  .  .  .spanned by P r s P r and I n s I n in C-mod rather than inC C C C
 .C-mod but, as we have noted, this does not matter .
 .  .Note that both P r and I n are so-called string modules. Thus toC C
describe the corresponding subquiver, we first make a few observations
concerning strings and string modules over C and C. The proofs, like all
others, will be deferred to the last section.
 .Recall the definition of a string. Suppose u s u , u , . . . , u is a se-1 2 t
quence of vertices in C such that for every i s 1, . . . , t y 1 we have either
w c
u ª u or u ¤ u . We will also assume that no substring is a 0 pathi iq1 i iq1
 .in the algebra C i.e., strings cannot contain Nakayama paths . Such a
sequence is called a string from u to u o¨er C.1 t
Note that defining strings in this way, we give a direction to the walks in
the graph C that correspond to nonzero elements in C. Hence a string
from a to b is different from a string from b to a for any vertices a / b
of C. With this definition we have the following uniqueness result for
strings.
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LEMMA 2.1. For any a, b g C we ha¨e at most one string from a to b
o¨er C.
To each string u over C we can attach a uniquely defined indecompos-
 .  w x.able C-module M u , called a string module see, for example, WW .
 .  .Observe that u / v implies that M u ` M v .
The previous lemma shows that we may introduce the following nota-
tion: if a, b g B and there exists a string from a to b, then the correspond-
 .ing unique string module will be denoted by M a, b .
To deal with the explicit structure of the Auslander]Reiten quivers of C
and C , respectively, we first observe a partial symmetry of the graph C.
 . y1 .If x is a vertex of C, write w x s y and w y s x, provided that
 .there is a w-arrow from x to y in C. In particular, w x is defined for all
y y1 . qvertices in A , and w x is defined for all vertices in A .
v . Furthermore, we write w x s y, provided the longest w-path possibly
.of length 0 that starts in x and does not include a Nakayama path, ends
yv  .in y. Similarly, we write w y s x, provided the longest w-path that
ends in y and does not include a Nakayama path starts in x. Note that
these functions w v and wyv are defined for all vertices of C. They are not
inverse to each other, but they do satisfy the relations w vwyvw v s w v and
wyvw vwyv s wyv . It is clear that the image of w v is the set of vertices of
B s Bqs A0 j Aq, that of wyv is the set of vertices of Bys A0 j Ay,
and it follows that the restriction of w v is a bijection from the set of
vertices of By to the set of vertices of Bq, with the inverse map being
yv U yv  .w . To simplify the notation, we write i for w i for any vertex i of
Bq. Thus, for example, 1U s r, where r is the root of the binary tree
B s Bq.
We deal with the c-arrows similarly. If there is a c-arrow in C from x
 . y1 . vto y, then we write c x s y and c y s x. Moreover, we define c
yv v  .and c as above: we put c x s y, provided the longest c-path that
starts in x and does not include a Nakayama path ends in y, and
yv  .c y s x, provided the longest c-path that ends in y and does not
include a Nakayama path starts in x.
Note that, for any vertex of C, there is at most one w-arrow and one
c-arrow that starts at this vertex, and at most one of each type that ends at
this vertex. Thus the above maps and partial maps are well defined.
Since the vertices of B are indexed by the numbers from 1 to n, they
may be considered to be totally ordered. Actually, this ordering may be
recovered from the binary tree structure of B. Using the correspondence
wyv between the vertices of B and By, we get a similar total ordering on
the vertices of By. The next lemma shows that this ordering, given by
 U U U .1 , 2 , . . . , n , coincides with the ordering determined by the binary tree
structure of By, provided we switch the role of the w- and c-arrows.
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LEMMA 2.2. For i s 1, . . . , n y 1 we ha¨e
w vcy1 i if i g c C , .  .
i q 1 s y1 v q w c i if i f c B ; .  .
c vwy1 iU if iU g w C , .  .U
i q 1 s . U Uy1 v y c w i if i f w B . .  .
 .UNote that the cases for i q 1 and i q 1 are not disjoint; if both
conditions are satisfied, then the two expressions will coincide.
Using this notation and the duality between Bq and By, we can
completely describe the subquiver under consideration.
 U .PROPOSITION 2.3. The string modules M s M i , j exist for e¨ery pairi, j
of indices 1 F i F j F n, and together they form a con¨ex subqui¨ er U of the
 .Auslander]Reiten qui¨ er of C. This subqui¨ er U is isomorphic to W n , with
 .  .M corresponding to the point i, j in the standard embedding of W n . Thisi, j
is also an isomorphism of translation qui¨ ers when the ¨ertices of U are
considered as C-modules.
To conclude the proof of Theorem 1.1, we will need only the following
statement.
 .LEMMA 2.4. Denote by l i, j the composition length of the module M ,i, j
 .  .  .  .defined abo¨e. Then l i, j s f i, j for e¨ery i, j g W n .
We have illustrated these results for the Auslander]Reiten quiver of the
algebra C given by our example in Fig. 3.
 .The Case of a Stable Tube T n
w x  .Recall first from ALR that for every Frobenius function f on T n
 .  .there is a maximal subwing U of T n , isomorphic to W n , so that f is
additive on the meshes outside U.
 .Thus let us take a Frobenius length function f on T n and choose a
 .maximal wing, denoted by W n , containing all of the incomplete meshes.
We may assume that the restriction of f to the wing is basic, since we will
represent our Frobenius function only up to equivalence.
 .  .The restriction of f to W n will give us a tree B s B f , as explained
above, and we may construct the graph C as before. To get a representa-
 .tion of the Frobenius function on the whole of T n , we have to add to C
 .one c-arrow, joining the root r of the tree B f to the vertex n, and then
to take the path algebra modulo relations as defined previously now also
including those new relations of the type wc s 0 or cw s 0 that arise from
































.adding the new c-arrow . Unfortunately, by adding this new c-arrow, we
get a cycle in the graph; hence the corresponding algebra will be infinite-
dimensional, and in general it will not have almost split sequences.
To obtain a finite-dimensional algebra, we can do the following. Replace
 . Xthe root r of the binary tree B f by two vertices, r and r , and a w-arrow
X  .joining r to r in the following way. The old c-arrow if any in C going to
r will now still go to r, while the old w-arrow will go to rX. The old w-arrow
going from r will now still go from r, while the newly added c-arrow,
joining r to the vertex n will go from rX. The local situation around r and
rX is shown in Fig. 4. We denote the new graph by D, and the correspond-
ing algebras by D and D, respectively. As before, D is obtained from D
by factoring out the Nakayama paths for every i g Aq.
From our earlier example we will get the graph D in Fig. 5.
We note first that the maps w v, wyv , c v, and cyv are still well
U yv  .defined, and we keep the notation i to denote w i for 1 F i F n.
Observe, however, that now 1U s rX.
If we consider the strings over D, defined analogously to strings over C ,
it is obvious that the uniqueness of strings stated in Lemma 2.1 no longer
holds under the new circumstances. For example, there are many strings
from r to n: apart from the ``straightforward'' cy1 path between them,
one may get another path by adding a step from n to rX on the inverse of
the newly added c-arrow, then continuing to r on a w-arrow and finally
repeating the walk along the cy1-path from r to n. By repeating the
procedure, we obtain infinitely many such paths.
A crucial fact in this example is that, to get new paths, we have to go
cXthrough the inverse of the new arrow r ª n at least once. Thus for a
 .string u, denote by w u the number of occurrences of this arrow in u; we
call it the winding number of u. Now we may formulate the following
uniqueness statement.
LEMMA 2.5. For any a, b g D and any natural number t G 0, we ha¨e at
most one string from a to b o¨er D with winding number equal to t.
FIG. 4. The local situation around r and rX.
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FIG. 5. The graph D.
 .This allows us to define M a, b to be the unique string modulet
corresponding to a string from a to b with winding number t, provided
such a string exists. With this notation we have the following proposition.
 U .PROPOSITION 2.6. The string modules M i , j exist for e¨ery pair oft
indices 1 F i F j F n, and t s 0 and for e¨ery 1 F i, j F n and t ) 0. The
isomorphism classes of these modules form a component S of the
Auslander]Reiten qui¨ er of D. This component S is isomorphic, as a qui¨ er,
 .  .to the underlying qui¨ er of T n , with M i, j corresponding to the pointt
 .  .i, t ? n q j in the standard coordinatization of T n . This is also an iso-
morphism of translation qui¨ ers, when the ¨ertices of S are considered as
D-modules.
 . 4Denote by U the maximal wing i, j N 1 F i F j F n in S. Thus U
consists of those modules in S whose underlying string has winding
number 0.
Note that by ``doubling'' the vertex r, we will not get the original
Frobenius function f on U, but we will get one equivalent to f.
 .LEMMA 2.7. Denote by l i, j the length of the module corresponding to
 .  .  .the ¨ertex i, j in S. Then we ha¨e l 1, j s f 1, j q 1 for 1 F j F n. Thus
l and f are equi¨ alent Frobenius length functions on U, and hence they ha¨e
the same set of incomplete meshes on S.
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 .In this way we have obtained a realization of f on T n up to an
equivalence, as stated in Theorem 1.2. If we want to obtain a realization of
f itself, we should not insist on working with finite-dimensional algebras
only.
 .We consider the case of a positive Frobenius length function on T n
and assume that f is basic on a maximal wing that contains the incomplete
meshes. We go back to the construction of D, but keep the root ``together,''
wX .  .as was originally the case in B f and C i.e., not replacing it with r ª r .
Denote by E the corresponding algebra over this quiver with the usual
c
relations. The new arrow r ª n makes the algebra E infinite-dimensional.
 .Note that the category of left E-modules in general will not have
Auslander]Reiten sequences. For instance, in our Example there is no
almost split sequence starting with the simple module corresponding to the
vertex 12.
 .On the other hand, it is clear that the category of left E-modules can
 .be identified with the full subcategory of left modules M over D for
wXwhich multiplication by the arrow r ª r is an isomorphism of the cor-
responding vector spaces M X and M . This subcategory, as indicated, willr r
not have Auslander]Reiten sequences in general. However, it contains the
full component S, defined in Proposition 2.6, of the Auslander]Reiten
quiver of D, and it is clear that S will remain a full component of the
``partial'' Auslander]Reiten quiver within this subcategory. Furthermore,
if we consider the elements of this component as E-modules, the length
function on S will coincide with the original Frobenius function f , thus
 .giving a realization of the function itself not only up to equivalence .
3. THE PROOFS
Proof of Lemma 2.1. Suppose the statement is false and take a minimal
counterexample, i.e., consider points a, b g C such that there are two
different strings from a to b, and assume that the sum of the lengths of
 . the two strings is minimal. Let a s u , . . . , u , . . . . . . , u s b and a s0 1 s
.  . ¨ , . . . , ¨ , . . . . . . , ¨ s b be two such strings, where u , . . . , u for0 1 t i iq1
.  .  .0 F i F s y 1 and ¨ , . . . , ¨ for 0 F j F t y 1 are the maximal ori-j jq1
ented subpaths of the two strings. As a consequence of the minimality
assumption, we may assume that the first string starts with a w-arrow,
y1  .while the second starts with c Fig. 6 .
 .Since c C : B, we see that a g B. Now, it follows by induction that
u g Aq and u g A0 for i G 1, and it is easy to see that the first2 iy1 2 i
string belongs completely to B.
The minimality of the strings clearly implies that, if the first string ends
with a w-arrow, then the second one will have to end in a cy1-step. This
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FIG. 6. Different strings from a to b.
would lead to a contradiction, since then we would have b g Aq, but c is
not defined on vertices of Aq. Hence s and t are even, and b g A0;
furthermore, the last arrow of the second string is a w-arrow. Now we can
use induction once more to show that ¨ g Ay and ¨ g A0 forty2 iq1. ty2 i
every i G 0. In particular, we find that a g A0.
Since ¨ g Ay, we can take the corresponding elements w s2 iq1 2 iq1
¨q g Aq, i.e., we have ¨ s wy for 0 F i F tr2. The construction2 iq1 2 iq1 2 iq1
of C shows that the existence of an oriented w-path in B from c g B to
d g Aq is equivalent to the existence of an oriented w-path in C from dy
 .to c similarly for the c-paths . This will give us a nontrivial string from a
to a through the elements a s u , u , . . . , u s ¨ , w , ¨ , w , . . . ,0 1 s t ty1 ty2 ty3
¨ s a with all of the intermediate steps inside B. But B is a tree, so we0
get a contradiction.
Proof of Lemma 2.2. Observe first that the natural ordering of the tree
B implies that the following holds for 1 F i F n y 1:
v y1 .  .  v y1 .w c i if i g c B note: w c i is the first ele-¡
ment of the c branch of the
subtree whose root is i}if there~ .is still such a branch ;i q 1 s
y1 v y1 v .  .   .w c i if i f c B note: w c i is the root of the
tree whose w branch we have just¢ .finished .
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 q.This establishes the formula for i q 1 in the case i f c B . We still
 .  .have to show that the first formula is also valid if i g c C _ c B s
 y. y1 . y v y1 . v y.c A . So let c i s j ; then we get w c i s w j s
y1 v y.. y1 . y1 v  y.. y1 v  .w ww j s w j s w c c j s w c i , as required.
 .U U  y.Turning now to the formulas for i q 1 , if i f w B , then we have
v U . 0  .i s w i g A . Since i - n, we get from here i g c C ; hence we may
v y1 . y1 . yuse the first formula for i q 1 to get i q 1 s w c i . Since c i g B ,
 .U yv v y1 . y1 . y1 v  U .we get i q 1 s w w c i s c i s c w i . Thus the second
case of the formula holds.
U  .As for the first case, note that the condition i g w C is equivalent to
U  y. q  . the condition i s w i , where i g A . Now, if i g c C and equiva-
y y1 ..lently, i g c C , then using the first case of the formula for i q 1, we
v y1 .  .U yv v y1 .get i q 1 s w c i , and as in the previous case, i q 1 s w w c i
y1 . v y. v y1 U .  .s c i s c i s c w i , as required. Finally, if i f c C , then
q y y1 . v y. yi g A implies that i f c C ; thus, in particular, c i s i . Note
q y1 . v .that i g A also implies that i f c C , i.e., c i s i. Hence by the
 .U yv  .second case of the formula for i q 1 we get i q 1 s w i q 1 s
yv  y1 v  .. y1 yv  . y v  y. v y1 U .w w c i s w w i s i s c i s c w i . Thus the first
U .case of the formula for i q 1 is fully proved.
Proof of Proposition 2.3. The string from 1U s r to 1 is the w-path from
 .the root of B to the vertex 1. Thus M , P r . We use the characteriza-1, 1 C
w xtion of the irreducible maps given in WW to show inductively that the
other string modules also exist, and that there are irreducible maps going
from M to M for 1 F i - j F n and to M for 1 F i F j - n.i, j iq1, j i, jq1
w x  .According to WW , for a string a, . . . , b there are at most two
 .irreducible morphisms going from the module M a, b : one to a string
 .  .module M a, c and one to a string module M d, b . We get the corre-
sponding strings by the following algorithm.
 .  y1 ..1 If a, . . . , b, c b is a string, then we complete it by w-arrows
 v y1 . .to a string a, . . . , b, . . . , w c b s c . Otherwise let ¨ be the first
 .  .element in a, . . . , b such that the string ¨ , . . . , b contains only
y1 y1 .c -arrows. Then either a / ¨ , in which case we choose c s w ¨ ,
 .  . this way obtaining a, . . . , c as a substring of a, . . . , b s a, . . . , c, . . . ,
yv  . .c w c s b or a s ¨ , and then this type of morphism does not exist.
 .  y1 . . y12 If w a , a, . . . , b is a string, then we complete it by c -arrows
 v y1 . .to the string d s c w a , . . . , a, . . . , b . Otherwise let u be the last
 .  .element in a, . . . , b such that the string a, . . . , u contains only w-arrows.
y1 .Then either u / b, in which case we choose d s c u , this way obtain-
 .  .  yv  . .ing d, . . . , b as a substring of a, . . . , b s a s w c d , . . . , d, . . . , b , or
u s b, and then this type of morphism does not exist.
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 .We consider strings of the form a, . . . , u, . . . , ¨ , . . . , b , where u is the
last element of the string such that the substring from a to u is a possibly
.empty w-path, while ¨ is the first element of the string such that the
 . y1substring from ¨ to b is a possibly empty c -path.
 .We are going to prove the existence of a morphism of type 1 from Mi, j
 .  y1 ..to M when 1 F i F j - n. If j g c C and ¨ , . . . , j, c j is ai, jq1
string, then the first case of the formula for j q 1 in Lemma 2.2 and the
. Uuniqueness of strings shows that we have a string from i to j q 1 of the
yv  . y1specified form. Otherwise j s c ¨ . Consider the directed c -path
 v . . v . qp s c j , . . . , ¨ , . . . , j . Since j g B, we have either c j g A or
v . v . yv  . yv  .c j s r. But c j s r would imply j s c ¨ s c r s n, contra-
v . q v  .dicting j - n. Thus c j g A . If p is of length 0, then clearly c j s ¨ .
 v . y1 ..Otherwise c j , . . . , ¨ , . . . , j, c j is a Nakayama path, and since
 y1 .. v .¨ , . . . , j, c j is not a string, ¨ s c j must hold in this case, too.
v . q U  U y1 ..Now, ¨ s c j g A implies that i / ¨ ; hence i , . . . , w ¨ is a
 U . y1 . y1 v  .substring of i , . . . , j , and w ¨ s w c j s j q 1 by Lemma 2.2.
 .This proves the second case of 1 .
Now we assume that 1 F i - j F n. We are going to prove the existence
 . U  .of a morphism of type 2 from M to M . If i g w C andi, j iq1, j
 y1 U . .  .Uw i , i, . . . , u is a string, then the formula of Lemma 2.2 for i q 1
U  .  .Uin the case i g w C shows that there is a string from i q 1 to j of the
U yv  .specified form. Otherwise i s w u . Observe that i / j implies that
yv  . U U yv  .w u s i / j s w j , so u / j. Hence by the choice of u we find
 . v yv  . v U .that u g c C and hence u g B. But then u s w w u s w i s i,
y1 . y1 . y1 v  U .and the new string will go from c u to j, and here c u s c w i
 .U  .s i q 1 by Lemma 2.2. This proves the second case of 2 .
 .Thus we have proved that the modules M 1 F i F j F n form ai, j
subquiver U of the Auslander]Reiten quiver of C isomorphic to the wing
 .W n . We still have to show that this subquiver is convex. Note that for the
 .  .modules M i s 1, . . . , n the morphisms of type 2 do not exist, sincei, i
 U .the string i , . . . , i is a maximal w-path, so it can neither be completed
nor shortened in the specified way. It is also worth mentioning that there is
 .no morphism of type 1 going into these modules, since these morphisms
cannot go to modules corresponding to maximal w-strings. The only way to
 .leave the wing is by a morphism of type 1 from a module M . But ai, n
 .  .  4 ymorphism of type 1 will map a module M a, b with b g n j A into a
 . y  .module M a, c with c g A , since b f c C , and in this case when
yv  .  . q yb s c w c , we find that w c f B and so c g A . On the other hand,
 .morphisms of type 2 do not change the end vertex of the string, so once
we have left the wing, we cannot get back again by a sequence of
irreducible morphisms.
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It is clear that knowledge of the irreducible maps determines the
translation structure of U for nonprojective vertices. Thus to finish the
proof, we still have to show that a projective vertex in U that is not
 .projective in W n is the end term of an incomplete mesh from which a
projective-injective C-module has been removed. More precisely, we will
prove that a string module M from U for some 1 F i - j F n isiq1, j w
projective in C-mod if and only if there is an arrow j ª i in B; moreover,
y .we will also show that in this case M , P i in C-mod. Thus theiq1, j C
mesh ending at this vertex will be completed with the projective-injective
 .  y.module I i s P i in C-mod.C C
Assume that M is projective as a C-module for some 1 F i - j F n.iq1, j
 .U  .UThen the string from i q 1 to j must be of the form i q 1 , . . . ,
. v .  .U v  .w, . . . , j with c w s i q 1 and w w s j. Clearly, we must have
U U .  .M , P w g C-mod. Observe first that i q 1 / 1 s r, soiq1, j C
v .  .U q y yc w s i q 1 f A implies that w g A . Thus w s t for t s
v y. v .  . q U  .ww t s ww w s w j g A . But then t s w w ; therefore Lemma
 .U v  .  .U2.2 implies that t q 1 s c w s i q 1 . So t s i; hence M ,iq1, j
wy .  .P i , and we have an arrow j ª i in B Fig. 7 .C
w qFinally, if there is an arrow j ª i in B, then i g A implies that there is
w U Uy  .an arrow i ª i in C; hence i g w C . Thus the formula of Lemma 2.2
 .U U  .  .U v y1 U .for i q 1 in the case i g w C shows that i q 1 s c w i s
v y. v y.  .Uc i , and we have j s w i . Since the string from i q 1 to j is
y .unique, we get M , P i , as required.iq1, j C
This finishes the proof.
We should mention that instead of proving the existence of irreducible
 .maps of type 2 between modules M and M , for 1 F i - j F n, wei, j iq1, j
FIG. 7. The string for a projective module M .iq1, j
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could first show the existence of these morphisms for the modules Mi, iq1
and M }this is a simple special case of the general argument}andiq1, iq1
then, by induction on the difference j y i, show that t M s M foriq1, jq1 i, j
1 F i F j - n. This would also imply the existence of all required mor-
 .phisms of type 2 .
Proof of Lemma 2.4. Proposition 2.3 gives us that the length function
 .  .l i, j defined on W n is a Frobenius length function with the same set of
incomplete meshes as the original Frobenius function f. What remains to
be shown is that the two functions are actually equal. To this end it is
enough to show that the two functions agree on the projective vertices of
 .the wing W n , since the extension of a basic binary vector to a Frobenius
 .  w x.length function on W n is unique cf. ALR, Lemma 5.1 .
 .Any projective vertex of W n corresponds to a string module of the
 U .form M s M 1 , j for 1 F j F n, and the composition length of this1, j
 .module coincides with the number of vertices in the unique path string
U  .from the root 1 s r to the vertex j in the binary tree B s B f . On the
other hand, since the given Frobenius function was basic, this is also the
 .value of f s f p .j j
Thus the composition length of the modules M for 1 F i F j F n isi, j
 .f i, j , as required.
Proof of Theorem 1.1. By Lemma 2.4 and Proposition 2.3, the algebra
C , together with the subquiver U, gives the required realization.
Proof of Lemma 2.5. It is enough to prove that for any a, b g D there
is at most one string from a to b with winding number equal to 0. Namely,
every string u with winding number equal to k ) 0 can be partitioned
uniquely into substrings as follows: u s u , . . . , u , u , . . . , u , . . . , u ,1 i i q1 i i1 1 2 k
. Xu , . . . , u , where u s n, u s r for 1 F j F k; furthermore, thei q1 t i i q1k j j
 .  .winding number of the substrings u , . . . , u , u , . . . , u , . . . ,1 i i q1 i1 1 2
 .u , . . . , u is 0. Then, using the uniqueness of the strings with windingi q1 tk
number equal to 0, we see that knowledge of the end terms of the string
and of the winding number uniquely determines the string.
Thus we can work with strings over the graph DX obtained from D by
c wX Xremoving the arrow r ª n. Furthermore, by collapsing the arrow r ª r to
one vertex r, any string over DX gives a string over C. Two distinct strings
over DX from a to b would go to distinct strings over C, since clearly a
given string over DX from a to b can be recovered from the collapsed one
w w wXand knowledge of the end points a and b, by replacing ª r by ª r ª r,
if necessary. Thus the uniqueness result of Lemma 2.1 gives the required
statement.
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Proof of Proposition 2.6. We use again the classification of irreducible
w xmorphisms by WW , described earlier in the proof of Proposition 2.3.
First we have to show that for 1 F i, j F n the following sequence of
 .  U .  U .irreducible morphisms of type 1 exists: M i , i ª M i , i q 1 ª ???0 0
 U .  U .  U .  U .  U .ªM i , n ªM i , 1 ªM i , 2 ª???ªM i , n ªM i , 1 ª??? .0 1 1 1 2
Similarly, for 1 F i, j F n the following sequence of irreducible mor-
 .  .U .  U .  U .phisms of type 2 exists: ??? ª M n y 1 , j ª M n , j ª M 1 , j2 2 1
 U .  U .  U .  .U .ª M 2 , j ª ??? ª M n , j ª M 1 , j ª ??? ª M j y 1 , j ª1 1 0 0
 U .M j , j .0
 U .Observe that the existence of string modules of type M i , j for0
1 F i F j F n and of the specified irreducible morphisms between them
follows from the proof of Proposition 2.3. Note first that, having winding
number 0, these strings are not affected by the existence of the new arrow
cXr ª n. Second, none of the strings under consideration will start with r or
Xend with r . Thus, the required strings over D can be obtained from
w
the corresponding strings over C by replacing the steps of type ª r in
w wX Xthe interior of the string with ª r ª r ; if the string starts with r , take
wXthe string over C starting with r and add r ª r. The morphisms will not
be affected because the formulas of Lemma 2.2 are still valid in this new
graph D.
 U .Next, the existence of the modules M i , j for t ) 0 and 1 F i, j F nt
 U .  U .  .and of the morphisms M i , j ª M i , j q 1 for 1 F j - n of type 1t t
 U .follows from the existence of the modules M 1 , j and of morphisms0
 U .  U .M 1 , j ª M 1 , j q 1 . This can be seen by writing the corresponding0 0
string from iU to j with winding number t as the concatenation of a string
from iU to n, then of t y 1 copies of the string from 1U s rX to n, and
U finally of the string from 1 to j. The various pieces are joined by the
cX .inverse of the arrow r ª n. Similar considerations show the existence of
 U .  .U .  .the specified morphisms M i , j ª M i q 1 , j of type 2 with 1 Ft t
i - n and t ) 0 between modules with winding number t.
 U .  U .Finally, we consider the ``connecting morphisms'' M i , n ª M i , 1t tq1
 .of type 1 for 1 F i F n and t G 0. As in the previous case, the string
 U .corresponding to M i , n can be written as the concatenation of a stringt
from iU to n and of t copies of the string from 1U to n. Since adding at the
y1 . X  .end the vertex c n s r gives a string no zero relation is involved , the
 U .algorithm implies that the irreducible morphism must go from M i , n tot
 U v  X..  U .M i , w r s M i , 1 , as required. Similarly, the string modules oftq1 tq1
 U .  U .the form M n , j for 1 F j F n and t ) 0 will be mapped to M 1 , jt ty1
 . U  .by a morphism of type 2 , since n f w D . Hence one has to cut off the
whole substring from nU to rX, thus decreasing the winding number by one.
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The fact that S is a full component of the Auslander]Reiten quiver of
 .D can be shown by observing as in the proof of Proposition 2.3 that there
 .  U .is no irreducible morphism of type 1 going into the modules M i , i ,0
 .and there is no irreducible morphism of type 2 leaving from these
modules, since these modules correspond to maximal w-strings. Otherwise
all of the other vertices of S have two incoming and two outgoing arrows.
To finish the proof, we need only note that the proof given for the
position of the projective vertices over C , given in the proof of Proposition
2.3, goes through almost verbatim for this situation. The only thing we still
have to check is that neither the modules outside U nor the modules
U .M 1 , j for 1 F j F n can be projective over D. To this end, note first0
that all of these modules contain a simple composition factor of type
corresponding to rX s 1U in their top. Thus we have to show only that
U U .  .  .P 1 cannot occur among the modules in S. But P 1 , M r, 1 , andD D 1
yv  .since r f w D , we are done.
In particular, observe that there are no incomplete meshes outside U.
We remark here that the decomposition of the strings with higher
winding number as a concatenation of maximal substrings with winding
number equal to 0 corresponds to filtrations of these modules with
 U .quotients belonging to U. In particular, the module M i , j for t ) 0 willt
have a filtration where the first quotient which is a submodule of
 U ..  U .M i , j is isomorphic to M i , n ; then t y 1 quotients follow, eacht 0
 U .isomorphic to M 1 , n ; and finally the top quotient is isomorphic to0
 U .M 1 , j .0
Proof of Lemma 2.7. The length of the string from 1U to j for 1 F j F n
is always greater by 1 than that of the string from r to j since we start
wXU .with the arrow 1 s r ª r . On the other hand, since we started with a
 .Frobenius function that was basic on U, the values f 1, j for 1 F j F n are
 .equal to the length of the string from the root r of the tree B s B f to j.
 .  .Thus, indeed, l 1, j s f 1, j q 1 for 1 F j F n. This implies, in particu-
  .  ..   .  ..lar, that the sequences f 1, 1 , . . . , f 1, n and l 1, 1 , . . . , l 1, n give
w xrise to the same binary tree and hence, by Theorem 1.3 of ALR , the
Frobenius functions l and f are equivalent, i.e., they have the same set of
 .incomplete meshes on S s T n .
Proof of Theorem 1.2. Lemma 2.7 and Proposition 2.6 show that the
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