Issues in Electric-Magnetic Duality by Bekaert, Xavier
ar
X
iv
:h
ep
-th
/0
20
91
69
v1
  2
0 
Se
p 
20
02
UNIVERSITE´ LIBRE DE BRUXELLES
Faculte´ des Sciences
Service de Physique The´orique et Mathe´matique
Issues in electric-magnetic duality
Dissertation pre´sente´e en vue de l’obtention
du grade de Docteur en Sciences
Xavier Bekaert
Anne´e acade´mique 2001–2002

Aux Mauvaises Herbes.

Remerciements
Avant toute chose, je constate qu’il est difficile de rendre justice aux
innombrables personnes qui ont pu m’aider et m’influencer durant ces quatre
ans de the`se.
Il va sans dire que les travaux pre´sente´s ici n’ont pas e´te´ accomplis de
manie`re isole´e. Ils trouvent tous leurs sources dans diverses discussions et
dans de nombreuses collaborations. Je voudrais commencer par remercier
toutes les personnes avec qui j’ai eu la joie de travailler directement. Ma
the`se a de´bute´ par une collaboration avec Christiane Schomblond et Bernard
Knaepen. A` l’instar de nombreuses discussions avec Glenn Barnich, cette
collaboration m’a familiarise´e avec les techniques de la cohomologie BRST,
ce qui m’a e´te´ extreˆmement utile par la suite. Elle a e´te´ suivie par une
collaboration avec Marc Henneaux et Alexander Sevrin sur les de´formations
des the´ories de champs de jauges chiraux. J’ai eu ensuite le plaisir de tra-
vailler avec Odile Saliu et Constantin Bizdadea en Roumanie sur un pro-
jet que nous n’avons malheureusement pas re´ussi a` conclure. Cependant
j’ai tire´ grand be´ne´fice de cette rencontre puisqu’elle m’a amene´ a` appren-
dre concre`tement la quantification BRST Hamiltonienne. La rencontre avec
Sorin Cucu et les travaux qui en suivirent ont e´te´ une longue expe´rience
tre`s enrichissante. Les visites d’Andres Gomberoff a` Bruxelles m’ont donne´
l’opportunite´ de travailler sur la non-conservation de la charge e´lectrique
en supergravite´. Dernie`rement, j’ai effectue´ une bre`ve incursion dans la
phe´nome´nologie des branes avec Nicolas Boulanger et Justin Vazquez-Poritz.
Cet doctorat s’ache`ve par une collaboration avec Nicolas Boulanger et Marc
Henneaux sur la dualisation de la gravitation line´arise´e.
Parmi les personnes avec qui j’ai converse´ pendant la dure´e de cette the`se,
je remercie particulie`ment toutes celles qui ont participe´ aux divers groupes
d’e´tudes et se´minaires informels qui ont jalonne´ ces quatres anne´es. J’ai
particulie`rement appre´cie´ les multiples e´changes que nous avons pu avoir en-
tre membres du service de physique the´orique et du groupe de physique
mathe´matique des interactions fondamentales de l’ULB. J’ai e´galement
profite´ des rencontres, plus rares mais tout aussi enrichissantes, avec les mem-
bres du Centro de Estudios Cient´ificos de Chile.
J’ai partage´ un bureau avec Nicolas Boulanger pendant trois ans. Ce
dernier a pu faire connaissance avec mes humeurs changeantes et je le fe´licite
pour sa patience. Cette cohabitation prolonge´e m’a beaucoup apporte´ sur
les plans de la physique et de l’amitie´.
C’est avec plaisir que je remercie e´galement la chaleureuse hospitalite´
roumaine dont je n’ai jamais rencontre´ dans nul autre pays d’analogue aussi
frappant. En particulier, un grand merci a` tous les amis roumains de
l’Universite´ de Craiova.
Je suis tre`s reconnaissant a` Glenn Barnich, Bernard Knaepen, et Olivier
Debliquy pour leur aide re´pe´te´e et patiente en informatique. Cette the`se
n’aurait probablement jamais pu voir le jour sans les milles coups de main
qu’ils m’ont donne´s dans ce domaine qui conservera toujours pour moi sa
part d’absurde.
Je suis e´galement tre`s reconnaissant a` Fabienne Deneyn pour son aide
indispensable dans bon nombre de questions administratives.
Je remercie chaleureusement Christiane Schomblond pour sa disponi-
bilite´, son aide scientifique et son soutien moral durant ces anne´es d’e´tudes.
Je remercie vivement mon promoteur Marc Henneaux pour ses ide´es stim-
ulantes, ses remarques, ses encouragements et ses conseils opportuns lors de
tous les moments de´cisifs du long parcours scientifique (et initiatique) qu’est
le doctorat.
Une fois de plus, je remercie Christiane Schomblond, Marc Henneaux et
Nicolas Boulanger; cette fois ci, pour leur lecture attentive de cette the`se
et leurs commentaires constructifs. Pour ces meˆmes raisons, je remercie
e´galement les membres du jury Laurent Houart, Alexander Sevrin, Mario
Tonin et Michel Tytgat.
Je n’ai pas tant d’amis que pour ne pouvoir les citer tous ici mais, de
peur d’en omettre un seul, je pre´fe`re les remercier tous ensemble, d’un seul
e´lan. Chacun d’entre eux s’y reconnaitra aise´ment car ils savent combien
leur amitie´ m’est chaque jour indispensable.
Pour terminer, mes remerciements vont a` mes parents pour toutes ces
innombrables choses, petites ou grandes, sans lesquelles ce travail n’aurait
certainement pas pu voir le jour.
Contents
1 Introduction to electric-magnetic duality 1
1.1 Modifying Maxwell’s equations with Dirac . . . . . . . . . . . 1
1.1.1 Magnetic monopoles . . . . . . . . . . . . . . . . . . . 2
1.1.2 Charge quantization . . . . . . . . . . . . . . . . . . . 3
1.1.3 Dirac’s aesthetic . . . . . . . . . . . . . . . . . . . . . 3
1.2 Preliminary remarks . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Overview of the thesis . . . . . . . . . . . . . . . . . . . . . . 5
2 Classical duality in bosonic brane electrodynamics 6
2.1 Let’s use differential forms . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Duality rotation . . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Energy-momentum tensor . . . . . . . . . . . . . . . . 7
2.2 Brane electrokinematics . . . . . . . . . . . . . . . . . . . . . 8
2.2.1 Gauge field theory of branes . . . . . . . . . . . . . . . 9
2.2.2 Antisymmetric tensor fields as Abelian connections . . 10
2.3 de Rham currents and Dirac branes . . . . . . . . . . . . . . . 11
2.3.1 Extended sources as de Rham currents . . . . . . . . . 12
2.3.2 Dirac branes . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Charge conservation . . . . . . . . . . . . . . . . . . . 12
2.4 Linear electrodynamics . . . . . . . . . . . . . . . . . . . . . . 13
2.4.1 Electrodynamics equations . . . . . . . . . . . . . . . . 13
2.4.2 Electric and magnetic sources . . . . . . . . . . . . . . 14
2.4.3 Dirac procedure . . . . . . . . . . . . . . . . . . . . . . 15
2.4.4 Gauge freedom . . . . . . . . . . . . . . . . . . . . . . 15
2.4.5 Action principle . . . . . . . . . . . . . . . . . . . . . . 16
2.4.6 Counting physical degrees of freedom . . . . . . . . . . 18
2.4.7 Duality symmetry group . . . . . . . . . . . . . . . . . 19
2.5 Non-linear electrodynamics . . . . . . . . . . . . . . . . . . . . 20
2.5.1 Action principle . . . . . . . . . . . . . . . . . . . . . . 20
2.5.2 Four dimensional nonlinear electrodynamics . . . . . . 21
2.5.3 Duality condition . . . . . . . . . . . . . . . . . . . . . 21
2.5.4 Courant-Hilbert equation . . . . . . . . . . . . . . . . . 22
2.5.5 Analytic solutions to the Courant-Hilbert
equation . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.6 Born-Infeld electrodynamics . . . . . . . . . . . . . . . 25
2.6 SL(2, IR) symmetry . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.1 Theta angle and Witten effect . . . . . . . . . . . . . . 27
2.6.2 Mo¨bius transformation . . . . . . . . . . . . . . . . . . 28
ii CONTENTS
2.7 “Brane surgery” . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7.1 Closed brane . . . . . . . . . . . . . . . . . . . . . . . 29
2.7.2 Open brane . . . . . . . . . . . . . . . . . . . . . . . . 29
2.7.3 Brane ending on brane . . . . . . . . . . . . . . . . . . 30
2.8 Chern-Simons coupling . . . . . . . . . . . . . . . . . . . . . . 32
2.8.1 Topologically massive electrodynamics . . . . . . . . . 33
2.8.2 Cubic Chern-Simons term . . . . . . . . . . . . . . . . 34
3 Massless spin two gauge theory 40
3.1 Linearized gravity . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.1 Pauli-Fierz action . . . . . . . . . . . . . . . . . . . . . 40
3.1.2 Minimal coupling . . . . . . . . . . . . . . . . . . . . . 42
3.2 Mixed Young arrays . . . . . . . . . . . . . . . . . . . . . . . 43
3.2.1 Duality in linearized gravity . . . . . . . . . . . . . . . 43
3.2.2 Mixed symmetry type gauge fields . . . . . . . . . . . . 44
3.3 N -complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.4 Symmetric gauge tensors and maximal sequences . . . . . . . 47
3.4.1 Massless spin one gauge field . . . . . . . . . . . . . . . 47
3.4.2 Massless spin two gauge field . . . . . . . . . . . . . . 48
3.5 Rectangular diagrams . . . . . . . . . . . . . . . . . . . . . . . 49
3.6 Multiforms and Hodge duality . . . . . . . . . . . . . . . . . . 50
3.6.1 Multiforms . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6.2 Hodge and trace operators . . . . . . . . . . . . . . . . 52
3.7 Linearized gravity field equations . . . . . . . . . . . . . . . . 54
3.7.1 Dual linearized Riemann tensor . . . . . . . . . . . . . 55
3.7.2 Comparison with electrodynamics . . . . . . . . . . . . 56
3.8 Generalized Poincare´ lemma . . . . . . . . . . . . . . . . . . . 57
3.8.1 Generalized nilpotency . . . . . . . . . . . . . . . . . . 57
3.8.2 Generalized cohomology . . . . . . . . . . . . . . . . . 59
3.8.3 Applications to gauge theories . . . . . . . . . . . . . . 60
3.9 Arbitrary Young symmetry type gauge field theories . . . . . . 63
3.9.1 Bianchi identities . . . . . . . . . . . . . . . . . . . . . 63
3.9.2 Reducibilities . . . . . . . . . . . . . . . . . . . . . . . 63
3.9.3 Field equations . . . . . . . . . . . . . . . . . . . . . . 64
4 Duality-symmetric actions and chiral forms 67
4.1 Duality-symmetric equations of motion . . . . . . . . . . . . . 67
4.1.1 Electrodynamics (Double-potential formulation) . . . . 67
4.1.2 Linearized gravity (Four-potential formulation) . . . . 70
4.1.3 Link with chiral fields . . . . . . . . . . . . . . . . . . 71
4.2 Non-covariant action . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.1 Self-duality condition . . . . . . . . . . . . . . . . . . . 72
4.2.2 Self-dual gauge fields . . . . . . . . . . . . . . . . . . . 73
4.2.3 Action principle . . . . . . . . . . . . . . . . . . . . . . 73
4.3 PST action . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.1 Self-duality condition . . . . . . . . . . . . . . . . . . . 74
4.3.2 Action principle . . . . . . . . . . . . . . . . . . . . . . 75
4.3.3 Gauge invariance . . . . . . . . . . . . . . . . . . . . . 78
4.3.4 Equations of motion . . . . . . . . . . . . . . . . . . . 79
CONTENTS iii
4.3.5 Chiral decomposition . . . . . . . . . . . . . . . . . . . 79
4.4 D-brane electrodynamics . . . . . . . . . . . . . . . . . . . . . 80
4.4.1 Worldsheet action . . . . . . . . . . . . . . . . . . . . . 81
4.4.2 Supergravity sector . . . . . . . . . . . . . . . . . . . . 83
4.4.3 Dirac-Born-Infeld action . . . . . . . . . . . . . . . . . 84
4.4.4 Wess-Zumino term . . . . . . . . . . . . . . . . . . . . 85
4.4.5 Coinciding branes . . . . . . . . . . . . . . . . . . . . . 85
5 BRST quantization of duality-symmetric Maxwell’s theory 87
5.1 Quantum oscillator . . . . . . . . . . . . . . . . . . . . . . . . 88
5.1.1 Harmonic oscillator . . . . . . . . . . . . . . . . . . . . 88
5.1.2 Anharmonic oscillator . . . . . . . . . . . . . . . . . . 90
5.2 Hamiltonian BRST gauge-fixing of Maxwell’s action . . . . . . 92
5.2.1 Hamiltonian analysis . . . . . . . . . . . . . . . . . . . 92
5.2.2 BRST charge and cohomology . . . . . . . . . . . . . . 93
5.2.3 Path integral quantization of Maxwell’s theory . . . . . 95
5.3 Batalin-Vilkovisky quantization of PST action . . . . . . . . . 98
5.3.1 Gauge symmetries of the classical action . . . . . . . . 98
5.3.2 Basic ingredients of antifield-BRST formalism . . . . . 99
5.3.3 Minimal solution of the master equation . . . . . . . . 101
5.3.4 The gauge-fixed action . . . . . . . . . . . . . . . . . . 102
5.3.5 Path integral . . . . . . . . . . . . . . . . . . . . . . . 105
6 Quantization conditions 107
6.1 Charge quantization condition . . . . . . . . . . . . . . . . . . 108
6.1.1 Dual branes . . . . . . . . . . . . . . . . . . . . . . . . 108
6.1.2 Dyonic branes . . . . . . . . . . . . . . . . . . . . . . . 109
6.1.3 Charge lattice . . . . . . . . . . . . . . . . . . . . . . . 110
6.1.4 Chiral forms . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Topological mass quantization condition . . . . . . . . . . . . 113
6.2.1 Topologically massive Yang-Mills theory . . . . . . . . 113
6.2.2 Topologically massive electrodynamics . . . . . . . . . 114
6.3 Chern-Simons coefficient quantization condition . . . . . . . . 115
6.3.1 Non-Abelian gauge group . . . . . . . . . . . . . . . . 115
6.3.2 M-theoretic electrodynamics . . . . . . . . . . . . . . . 115
7 Consistent deformations 117
7.1 Toroidal compactifications of M-theory . . . . . . . . . . . . . 118
7.1.1 M5-branes . . . . . . . . . . . . . . . . . . . . . . . . . 118
7.1.2 Compactification over a circle . . . . . . . . . . . . . . 118
7.1.3 Compactification over a torus . . . . . . . . . . . . . . 120
7.1.4 (4, 0) superconformal theory . . . . . . . . . . . . . . . 122
7.2 Constructing deformations as a cohomological problem . . . . 123
7.2.1 Noether method . . . . . . . . . . . . . . . . . . . . . . 123
7.2.2 BRST formulation . . . . . . . . . . . . . . . . . . . . 124
7.3 Local BRST cohomology . . . . . . . . . . . . . . . . . . . . . 125
7.3.1 Fields - Antifields - Solution of the master equation . . 127
7.3.2 BRST operator . . . . . . . . . . . . . . . . . . . . . . 127
7.3.3 Local forms - Algebraic Poincare´ lemma . . . . . . . . 128
iv CONTENTS
7.3.4 Wess-Zumino consistency condition . . . . . . . . . . . 130
7.4 Self-interactions of a single gauge vector . . . . . . . . . . . . 130
7.4.1 The return of the Courant-Hilbert equation . . . . . . 130
7.4.2 Self-couplings of the PST model . . . . . . . . . . . . . 133
A Algebraic preliminaries 135
A.1 Fundamental structures . . . . . . . . . . . . . . . . . . . . . . 135
A.2 Grading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.3 Complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
A.4 (Co)homology . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
B Differential form toolkit: definitions, conventions and all
that 139
B.1 Wedge product . . . . . . . . . . . . . . . . . . . . . . . . . . 139
B.2 Pull-back . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
B.3 Exterior derivative . . . . . . . . . . . . . . . . . . . . . . . . 140
B.4 Epsilon densities and integration . . . . . . . . . . . . . . . . 140
B.5 Epsilon tensors and volume form . . . . . . . . . . . . . . . . 141
B.6 Hodge ∗ operator . . . . . . . . . . . . . . . . . . . . . . . . . 142
B.7 Interior product . . . . . . . . . . . . . . . . . . . . . . . . . . 143
C Some taste of algebraic topology 144
C.1 Simplicial homology . . . . . . . . . . . . . . . . . . . . . . . . 144
C.2 de Rham currents . . . . . . . . . . . . . . . . . . . . . . . . . 145
C.2.1 Poincare´ duality . . . . . . . . . . . . . . . . . . . . . . 146
C.2.2 Intersection and linking number . . . . . . . . . . . . . 147
C.3 “Everything is relative” . . . . . . . . . . . . . . . . . . . . . . 148
C.3.1 Relative Homology . . . . . . . . . . . . . . . . . . . . 148
C.3.2 Relative de Rham complex . . . . . . . . . . . . . . . . 149
C.3.3 Integration on relative chains . . . . . . . . . . . . . . 149
C.3.4 Relative Poincare´ duality . . . . . . . . . . . . . . . . . 150
D Young diagrams 151
D.1 Diagrams with at most S columns . . . . . . . . . . . . . . . . 151
D.2 Order relations . . . . . . . . . . . . . . . . . . . . . . . . . . 152
D.3 Maximal diagrams . . . . . . . . . . . . . . . . . . . . . . . . 152
D.4 Schur module . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
E Lemmas for the analyticity conditions 155
F Proof of the generalized Poincare´ lemma 158
F.1 Inductive proof . . . . . . . . . . . . . . . . . . . . . . . . . . 158
F.1.1 Generalized cohomology in Ω
(∗,1)
(2) (R
D) . . . . . . . . . . 158
F.1.2 Generalized cohomology in Ω
(∗,∗)
(2) (R
D) . . . . . . . . . . 162
F.1.3 Diagrammatically . . . . . . . . . . . . . . . . . . . . . 166
F.1.4 Generalized Poincare´ lemma in Ω
(∗,...,∗)
(∗) (R
D) . . . . . . 168
F.1.5 Plan of the proof of proposition F.4 . . . . . . . . . . . 169
F.2 Algebraic proof . . . . . . . . . . . . . . . . . . . . . . . . . . 170
F.2.1 Young symmetrization . . . . . . . . . . . . . . . . . . 170
CONTENTS v
F.2.2 Trivial polynomial irreducible tensors . . . . . . . . . . 171
G Proof of the no-go theorem 177
G.1 Cohomology of γ . . . . . . . . . . . . . . . . . . . . . . . . . 177
G.2 Cohomology of γ modulo d at positive antighost number . . . 179
G.3 Cohomology of γ modulo d at zero antighost number . . . . . 182
G.4 Invariant cohomology of δ modulo d˜ in
even antifield number . . . . . . . . . . . . . . . . . . . . . . . 183
G.5 Decomposition of the Wess-Zumino equation . . . . . . . . . . 185
Chapter 1
Introduction to
electric-magnetic duality
Electric-magnetic duality symmetry has a rather old history, going back to
the birth of Maxwell’s equations:
∇ · E = ρ , (1.0.1)
∇ ·B = 0 , (1.0.2)
∇×B = j + ∂E
∂t
, (1.0.3)
∇× E = − ∂B
∂t
. (1.0.4)
It seems likely that the symmetric role played by the electric and the magnetic
fields in the laws of electromagnetism, has been one of the motivations of
Maxwell to introduce in the Ampe`re law, the “displacement current” ∂E
∂t
,
which was not sanctioned by experiment at that time1. Significantly, this
led him to the correct equation (1.0.3). When there is no electric current
(j = 0) this equation takes indeed the same form as the Faraday law (1.0.4)
up to a change of sign. Maxwell was known to have an aesthetic appreciation
for mathematical structures: “I always regarded mathematics as the method
of obtaining the best shapes and dimensions of things; and this meant not
only the most useful and economical, but chiefly the most harmonious and
the most beautiful”.2 In this light, it is reasonable to accept the conclusion of
Roger Penrose: “It would seem that the symmetry of these equations and the
aesthetic appeal that this symmetry generated must have played an important
role for Maxwell in his completion of these equations” [2].
1.1 Modifying Maxwell’s equations with
Dirac
The above-mentioned symmetry can be more precisely expressed as the in-
variance of sourceless (ρ = j = 0) Maxwell’s equations under a “rotation” of
1The displacement current also ensures electric charge conservation, which was another
reason to introduce the former.
2Quotation of Maxwell’s letter to Galton [1].
2 Introduction to electric-magnetic duality
the electric and magnetic fields
E → cosαE− sinαB,
B → + sinαE+ cosαB. (1.1.1)
A physical important point is that the energy-momentum tensor is also left
invariant under the transformation (1.1.1). This can be easily checked for
the energy and momentum densities of the electromagnetic field:
E = 1
2
(E2 +B2), P = E×B , (1.1.2)
as well as for the stress tensor Tij = −Ei Ej −BiBj + E δij .
1.1.1 Magnetic monopoles
Basically, the equation (1.0.2) states that if one breaks a magnet bar in two
pieces in its middle, one always obtains two smaller magnets and never a
North pole in one hand and a South pole in the other hand, as it could occur
for an electric dipole. The absence of isolated magnetic charge in Maxwell’s
equations (1.0.1)-(1.0.4) spoils the possibility of the symmetry (1.1.1) in the
presence of sources. Since it appears deceiving that Nature is deprived from
such a beautiful symmetry, it would be satisfactory to find an explanation
of its absence. The first natural step is to assume the existence of magnetic
pole and investigate whether this leads to any contradiction with known
principles. This is what Dirac did in 1931 [3].
To establish the symmetry between the electric and magnetic fields in the
presence of sources, we have to assume the existence of magnetic densities of
charge and current ρm and jm, in addition to the usual electric charge density
and current ρe = ρ and je = j. The Maxwell equations then take the form
∇ ·E = ρe ,
−∇×E = jm + ∂B
∂t
,
∇ ·B = ρm ,
∇×B = je + ∂E
∂t
. (1.1.3)
The EM symmetry can easily be seen by rewriting the modified Maxwell
equations as
∇ · (E+ i B) = ρe + i ρm ,
∇× (E+ i B) = i
[
(je + i jm) +
∂
∂t
(E+ i B)
]
. (1.1.4)
In terms of the fields, the rotation (1.1.1) reads :
E+ i B → ei α (E+ i B) ,
ρe + i ρm → ei α (ρe + i ρm) ,
je + i jm → ei α (je + i jm) . (1.1.5)
1.1 Modifying Maxwell’s equations with Dirac 3
The electromagnetic energy density reads
E = 1
2
|E+ i B|2 , (1.1.6)
which is manifestly invariant under (1.1.5).
As noticed in [4], it is a matter of convention to speak of a single electri-
cally charged but not magnetically charged particle : “The only meaningful
question is whether or not all particles have the same ratio of magnetic to
electric charge.” If they do, we can choose an appropriate duality rotation
which makes the magnetic charge and current to vanish, and we recover the
ordinary Maxwell equations.
1.1.2 Charge quantization
In 1931 Dirac showed that if one wants the associated quantum theory to be
consistent in the presence of an electric charge e and a magnetic monopole
of charge g, they have to satisfy the following quantization relation [3]
e g = nh n ∈ N . (1.1.7)
Therefore the existence of a single magnetic charge could explain the quanti-
zation of electric charge in Nature. This is how Dirac left the subject in 1931.
He came back to it in 1948, to clarify their dynamical behaviour [5]. How-
ever many questions were left unresolved, including the puzzling remark that
the quantization condition (1.1.7) does not respect the proposed rotational
symmetry (1.1.1). Several of these questions will be addressed in the sequel;
the chapter 6 is devoted to the particular topic of the charge quantization
condition.
The known unit of pure electric charge is known to be small: e2/4π =
α ≪ 1. We point out that (1.1.7) implies that the magnetic charge of a
monopole is expected to be large in natural units: g ≫ 1 since e≪ 1.
The 1931 and 1948 Dirac’s arguments for charge quantization were es-
sentially topological in nature3. It seems to be the first notable appearance
of topology in twentieth century physics4. It is surprising that one had to
wait until the 1959 paper of Aharonov and Bohm (almost thirty years after
Dirac’s monopole !) to pinpoint a significant instance of an interaction be-
tween topology and physics. As is well known, it has been followed by an
amazing number of other fruitful appearances in many areas of theoretical
physics during the past four decades.
1.1.3 Dirac’s aesthetic
In some sense, Dirac pursued Maxwell’s quest of mathematical beauty by
modifying the electromagnetism equations on aesthetic grounds. Dirac might
3The appendix C will cover some useful tools in algebraic topology to follow Dirac’s
arguments in a modern fashion.
4There exist a pleasant historical presentation by C. Nash of the major fruitful inter-
actions between topology and physics since the seminal work of Gauss where one finds the
modern definition of the linking number in its close integral form, which was found during
his researches on electromagnetism [6].
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be the physicist who insisted the most on the role played by the inherent
mathematical beauty of physics equations. At the advanced age of 78, he
described his main attitude regarding mathematics and physics: “A good
deal of my research work in physics has consisted in not setting out to solve
some particular problem, but simply examining mathematical quantities of a
kind that physicists used and trying to fit them together in an interesting way,
regardless of any application that the work may have. It is simply a search
for pretty mathematics. It may turn out later that the work does have an
application. Then one has good luck.” [7].
Nevertheless, since the existence of the magnetic monopole is still not
experimentally established, it is not yet clear if Dirac’s monopole will follow
the same fate as Maxwell’s displacement current or Dirac’s positron. Anyway,
the investigation of the magnetic monopole is, according to David I. Olive,
“perhaps the single contribution that best illustrates Dirac’s fearlessness”5
because “it certainly required courage to initiate a theory of an undetected
particle. Because of what Dirac found, that theory has continued to intrigue
researchers and continues to develop (...) The story of magnetic monopole
is still far from complete and indeed promises more revelations”. The role
played by dualities in the emergence of the M-theory conjecture and the
better understanding of EM duality obtained in this framework extensively
confirms the fertility of Dirac’s seminal idea as well as Dirac’s “good luck”
in discovering new areas in physics.
1.2 Preliminary remarks
Let us stress an important restriction in the present thesis: the absence of
fermions. Despite the fact that supersymmetry and, more recently, super-
gravity together with superstring theory gave birth to numerous develop-
ments in the subject, we will restrict ourselves to purely bosonic theories (or
to the bosonic sectors of supersymmetric ones). This is legitimated by the
fact that fermions are inert under EM duality rotation in all known cases,
therefore they will play no role in the topics discussed here.6
In order to separate the original results obtained during this thesis from
the works on which they are based, we reserve the label “theorem” to the
main original mathematical material presented here. Results imported from
outside will be referred to as lemmas or propositions, without respect of their
scientific importance. Multiple citations are given in the chronological order
of publication. Mathematical definitions are written in bold type. Physical
definitions are italicized.
We use a unit system for which ~ = c = 1.
5Quoted from the very nice non-technical introduction to the subject given by Olive in
a lecture celebrating Dirac’s life and work [7].
6There exist a huge number of reviews on electric-magnetic duality in supersymmetric
gauge theories. The reader interested in this topic could for instance have a look at the
introductions [8, 9].
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1.3 Overview of the thesis
In the chapter 2, our discussion will mainly focus on the non-manifest
classical duality symmetry of the equations of motion (derived from standard
actions) of various kind of bosonic brane electrodynamics. Our theorem 1
is given and its relevance for four-dimensional non-linear electrodynamics is
explained [10]. A new discussion of open brane charge in the language of
relative (co)homology is presented in section 2.7.
Possible generalizations of EM duality for linearized gravity are discussed
in the chapter 3. We make some comments on the differences with electro-
dynamics. The main result of this chapter is our theorem 2 which generalizes
the Poincare´ lemma to tensors in arbitrary representations of the general lin-
ear group GL(D,R) [11]. This theorem allows a systematic discussion of
duality properties of such tensors that is done in section 3.9.
The chapter 4 is devoted to manifest duality symmetry. Different ways
to implement the duality symmetry at the level of the action are reviewed.
In the section 4.4, we introduce a topological derivation of the D-brane-
boundary rule from the Wess-Zumino coupling in the duality-symmetric for-
mulation of IIA supergravity.
We perform the Batalin-Vilkovisky quantization of Maxwell’s theory in
its manifestly Lorentz and duality symmetric formulation in the chapter 5
[12]. The Hamiltonian BRST quantization of Maxwell’s theory is reviewed.
In the chapter 6, we first review some quantization conditions that gen-
eralizes Dirac’s work and then we derive a quantization condition of the
Chern-Simons coefficient of eleven-dimensional supergravity in section 6.3
[13].
The chapter 7 is a discussion on consistent deformations of self-dual
gauge fields in the M-theory perspective. Our no-go theorem 3 on local
consistent deformations is presented [14, 15, 10]. More specifically, in the
section 7.4 we also compute all consistent, continuous, local and Lorentz
invariant deformations of a system of Abelian self-dual vector gauge fields
[10]. Our no-go theorem 4 on deformations of a mixed symmetry type gauge
field of interest in gravity duality properties is also given [16].
The first four appendices A-D review mathematical definitions (that
the reader might be familiar with) which are used throughout the thesis in
order to be as much self-contained as possible (and to provide some reference
map for the author himself not to get completely lost in this mathematical
jungle !). Some choices of conventions and notations are also presented there.
All this material is placed at the end of the thesis to separate the physical
exposure from the necessary mathematical machinery exposition.
The full proofs of the three theorems 1-3 are given in the last three ap-
pendices E-G since they are technical and lengthy.
Chapter 2
Classical duality in bosonic
brane electrodynamics
This introductory chapter is aimed to give an overview (far from being
complete) of Maxwell’s electrodynamics generalizations which appear in
string/M-theory, and of several possible extensions of the electric-magnetic
(EM) duality symmetry (1.1.1) in this context.
In the first section we generalize the concept of EM duality to higher di-
mensional sources and spacetime. The electrokinematics section 2.2 tries
to motivate geometrically the use of p-form gauge fields in generalizing
Maxwell’s theory. It may be skipped by the reader without inconvenience.
The section 2.3 introduces the mathematical tools chosen to deal with ex-
tended sources. In section 2.4, linear electrodynamics for extended objects
is presented and its properties are discussed in details. The section 2.5 gives
up the linearity assumption and generalizes the duality transformation in the
(Abelian) self-interacting context. In the short section 2.6, we briefly discuss
some consequences of the addition of a theta term in the Lagrangian in di-
mensions multiple of 4. A reformulation of charge non-conservation issues in
the presence of a Chern-Simons (CS) coupling is presented in the language
of de Rham currents in section 2.7. We end up this chapter by applying the
previous discussion to two specific electrodynamics with CS coupling in the
last section 2.8.
2.1 Let’s use differential forms
In order to render higher dimensional generalizations more transparent in the
next section, we will reformulate the modified Maxwell equations in terms of
differential forms1. Their use is very convenient because their minimal cou-
pling with a background metric is automatically implemented. To proceed,
we define the electric and magnetic fields as components of the field strength
two-form F : the electric and magnetic fields are the components of the field
strength: Ei ≡ F 0i, Bi ≡ −(∗F )0i = 1
2
ǫijkFjk. The charge and current
densities are, respectively, the time and spatial components of a one-form J .
1For fundamental definitions and conventions, see section B.
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Equations (1.1.3) are rewritten as
d
(
F
F
)
=
( ∗Jm
Je
)
. (2.1.1)
In the absence of magnetic monopole (i.e. Jm = 0), the Poincare´ lemma is
used to derive from the Bianchi identity (dF = 0) the existence of a potential
vector A such that F = dA. The field equation d ∗ F = ∗Je arises from the
Maxwell action
SM [A, Je] = −1
2
∫
F ∧ ∗F +
∫
A ∧ ∗Je. (2.1.2)
When Jm 6= 0, one introduces a Dirac string G such that d ∗G = ∗Jm; there-
fore the modified Bianchi dF = ∗Jm gives F = dA+ ∗G. The field equation
is derived from the same action with F replaced by dA+ ∗G. In subsection
2.3 we will explain in more details the precise definition of the Dirac strings
and their use to deal with magnetic monopoles in an action principle. Elec-
tric charges and magnetic monopoles are not the only possibilities. Particles
carrying both electric and magnetic charges also make sense, they have been
christened as dyons by Schwinger [17].
2.1.1 Duality rotation
The duality rotation (1.1.5) takes the form(
F
*F
)
→ R
(
F
*F
)
,(
Jm
Je
)
→ R
(
Jm
Je
)
, (2.1.3)
where R ∈ SO(2).
Let us stress two points that arise if the fieldstrength is expressed in terms
of a gauge field A (which is the fundamental field in the variational principle).
The first point is that the duality rotation is only well-defined on-shell. In the
chapter 4.1, a formulation for which duality rotation is an off-shell symmetry
is presented. For an infinitesimal rotation of angle δα one has δF = ∗F δα,
therefore the variation of the Bianchi identity requires d ∗ F = 0 because
d δF = δ dF = 0. The second point is that the duality rotation becomes
a non-local map when expressed in terms of the gauge field A. Indeed, for
an infinitesimal rotation of angle δα we have δA = d−1(∗F ) δα, where d−1
stands for the non-local operator which is the inverse of the differential d.
2.1.2 Energy-momentum tensor
Let S =
∫ L(gµν) be a matter action in a metric background gµν . The
energy-momentum tensor is defined as
Tµν ∗ 1 = −2 ∂ L
∂gµν
, (2.1.4)
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where ∗1 is the volume form onM. The Maxwell energy-momentum tensor
is defined by using the differential form LMaxwell = −12 ∗ F ∧ F in (2.1.4) to
get
TMaxwellµν ∗ 1 = Fµ Fν + gµν LMaxwell , (2.1.5)
where Fµ is a one-form defined by (B.6.12). We made use of the identity
(B.6.11).
Let us introduce the (D−3)-form (∗F )µ defined by (B.6.12). The relation
∗ (∗F )µ ∧ (∗F )ν − ∗Fµ ∧ Fν = 2gµν LMaxwell , (2.1.6)
follows from the identity (B.6.13). So, one can rewrite the energy-momentum
tensor in a more convenient form [18]
2 TMaxwellµν ∗ 1 = ∗Fµ ∧ Fν + ∗(∗F )µ ∧ (∗F )ν . (2.1.7)
It is now straightforward to check the invariance of the energy-momentum
Tµν since ∗2F = −F .
2.2 Brane electrokinematics
Having string theory in mind, it is natural to try to extend the usual Maxwell
point particles electrodynamics to incorporate extended objects. The objects
we will consider are the so-called p-branes. They are (p + 1)-dimensional
submanifolds of the D-dimensional spacetime manifoldM (called the target
space in this context) with the induced metric of signature (−,+, . . . ,+).
One has 0 ≤ p+ 1 ≤ D.
The limiting case p = −1 corresponds to instantons which are localized
both in space and time. The 0-branes are the standard relativistic particles
while the 1-branes are called strings and the 2-branes have been christened
membranes. This is summarized in the table 2.1
p p-brane worldhistory
−1 instanton point
0 particle worldline
1 string worldsheet
2 membrane worldvolume
3 3-brane worldvolume
...
...
...
Table 2.1: p-brane dictionary
In 1986, Teitelboim and Nepomechie already studied generalized electro-
dynamics and the Dirac quantization condition in the presence of magnetic
extended sources [19, 20].
A p-brane worldvolume is a manifold ∈ Λp+1(M) (= the space of all (p+
1)-dimensional smooth orientable submanifolds in the manifold M) defined
by the parametric equations xµ = xµ(τ, σ1, . . . , σp). We assume the target
space and the worldvolume to be smooth orientable manifolds throughout
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this thesis. The index µ is the spacetime index (µ = 0, . . . , D − 1), τ is the
time coordinate along the brane worldvolume and σ = (σ1, . . . , σp) denote
the set of spatial coordinates.
The remaining of this section tries to motivate and to discuss on geomet-
rical grounds the introduction of (p+ 1)-form gauge fields when considering
p-branes. It is heuristic in spirit and is not essential for understanding the
following “brane electrodynamics”.
2.2.1 Gauge field theory of branes
In a naive gauge field theory of branes a` la Schro¨dinger, we would consider
“wave-functionals” Ψ[x(σ)] defined on the configuration space Λp(M).
We define a p-derivative δ
δxµ(σ)
which generalizes the usual derivative ∂
∂xµ
and the loop-derivative δ
δxµ(s)
[21]. It can be seen (without genuine mathe-
matical rigor) in the following way: Given xν(σ′), we can make a δ-function
variation in the direction µ at any point of coordinates σ. This variation
gives x
′ν(σ′) = xν(σ′) +∆δνµδ(σ
′− σ). The derivative δ
δxµ(σ)
of the functional
Ψ[x], defined on Λp(M), is defined by
δΨ[x]
δxµ(σ)
= lim
∆→0
Ψ[x′]−Ψ[x]
∆
. (2.2.1)
The set of all p-derivatives { δ
δxµ(σ)
} provides a basis of the tangent space to
Λp(M).
Formally, we can now write a Dirac equation for a “wave-functional”
Ψ[x(σ)] (invariant under Lorentz transformation of the embedding Minkowski
space) by extending naturally the usual Dirac equation. Let us assume that
this “first quantized” theory possess a global invariance under an internal Lie
group G (which, for generality, will be assumed to be semi-simple) acting as
Ψ[x(σ)]→ exp(igα) Ψ[x(σ)] (2.2.2)
where α is an element of the matrix representation of the Lie algebra G tan-
gent to the group G. We would extend (2.2.2) into a local gauge invariance,
i.e. replace α by a x(σ)-dependent matrix α[x(σ)] in (2.2.2). In order to pre-
serve the invariance of the “Dirac equation”, we would replace the derivatives
δ
δxµ(σ)
by covariant derivatives ∆
∆xµ(σ)
.
To do so, let us introduce a G-Lie-algebra-valued connection 1-form
A[x(σ)] defined on Λp(M). The parallel transport of the “wave-function”
along a path xµu(σ) in Λp+1(M), enters the theory through the equation
δ‖Ψ[xu(σ)] = igA[xu(σ)]Ψ[xu(σ)]du, (2.2.3)
where g is a coupling constant. This equation defines the infinitesimal parallel
transport of the wave-function from xu(σ) to xu+du(σ) as
Ψ‖[xu+du(σ)] = Ψ[xu+du(σ)] + δ‖Ψ[xu(σ)]. (2.2.4)
Hence, the covariant derivative of the wave-function is given by
∆
∆xµ(σ)
Ψ[xu(σ)] =
(
δ
δxµ(σ)
+ igA[xu(σ]
)
Ψ[xu(σ)] (2.2.5)
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The searched-for covariantized “Dirac equation” will be invariant under the
gauge transformation of the wave-function
Ψ[x(σ)]→ U [x(σ)]Ψ[x(σ)], (2.2.6)
where U [x(σ)] = exp(igα[x(σ)]) if, at the same time, A transforms as a
connection
A[x(σ)]→
(
i
g
δU [x(σ)] + U [x(σ)]A[x(σ)]
)
U−1[x(σ)], (2.2.7)
where δ is the exterior differential on Λp(M). As usual, this is the patch-
ing condition of the A seen as a local connection on the principal bundle
P (Λp(M), G) of basis Λp(M) and of structure group G.
We can now parallel-transport the wave-function from x0(σ) to x1(σ)
along the p+ 1-dimensional path Γp+1. The solution of (2.2.3) is then
Ψ[x1(σ)] = Pu exp
[
ig
∫
Γp+1
A
]
Ψ[x0(σ)]. (2.2.8)
The symbol Pu denotes path ordering in the u-parameter.
Up to now, we have no guarantee that the previous objects are well-
defined and that nothing prevents the existence of the connection A. To
address more rigorously this issue, we add a requirement necessary to make
contact with standard local field theory: the requirement of locality. As
shown in [22, 23] this will impose strong restrictions on the gauge group for
p ≥ 1.
2.2.2 Antisymmetric tensor fields as Abelian connec-
tions
The locality requirement states that along the path Γp+1, the connection A
should be given by [23]
A[xu(σ)] du =
1
(p+ 1)!
∫
Γup
Aµ1...µp+1(xu) dx
µ1
u ∧ . . . ∧ dxµp+1u (2.2.9)
where Aµ1...µp+1 are the components of a (p + 1)-form on the spacetime
manifold M, and the integral is extended over the p-dimensional manifold
Γup ≡ x = xu(σ) (u is fixed). The exterior product dxµ1 ∧ . . . ∧ dxµp+1 is the
tangent to the path Γp+1, and is equal to
dxµ1 ∧ . . . ∧ dxµp+1 = ∂x
[µ1
∂σ1
. . .
∂xµp
∂σp
∂xµp+1]
∂u
dσ1 ∧ . . . ∧ dσp ∧ du. (2.2.10)
An important constraint is that: in order to be well-defined, the paral-
lel transport operator in (2.2.8) must be reparametrisation invariant, that
is, it must remain invariant under general coordinate transformations of the
coordinates (u, σ1, . . . , σp) ≡ (ξ0, . . . , ξp) on Γp+1. Teitelboim proved by ge-
ometrical arguments that this is impossible for p ≥ 1, except if the gauge
group is Abelian [22]. In the Abelian case, the path ordering on u is no longer
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necessary and the “integral” in the exponential of the parallel transport in
(2.2.8) becomes the usual volume integral
∫
Γp+1
Aµ1...µp+1(x) dx
µ1∧. . .∧dxµp+1 ,
the reparametrisation invariance of which is well known.
In other words, Abelian (p + 1)-forms do not allow for simple local non-
Abelian extensions when p ≥ 1. The possibility for p = 0 is obvious, because
it is nothing else than the Yang-Mills theory. It can even be proved that,
under certain assumptions, the Yang-Mills theory is the unique local consis-
tent2 non-trivial deformation of the free Abelian theory [24]. In the papers
[25, 26, 27, 28], general local and continuous deformations of free Abelian
forms of rank higher than one have been classified at first order in the cou-
pling constant, using the powerful algebraic tools of homology (reviewed in
chapter 7), thereby dropping any geometric prejudice. Though both already
known and novel deformations were discovered, none of them had the re-
quired property that the gauge algebra becomes “genuinely” non-Abelian
(i.e. at first order in the coupling constant g, as in the Yang-Mills con-
struction). The possibility of non-local (or non-perturbative) extensions of
antisymmetric tensor gauge fields of course remains, but such a theory (if
it exists) is still lacking3. Furthermore, it is not granted that such a theory
could be really interpreted as a field theory of a connection for extended
objects, as in the Abelian case explained here. Anyway, M-theory seems to
require a non-Abelian extension of chiral 2-forms (see chapter 7), hence there
still exists some clues of the existence of a field theory (maybe “exotic”) of
non-Abelian (p+ 1)-forms.
To conclude this subsection, let us briefly remark that a more precise
mathematical formulation of antisymmetric tensors as connections for ex-
tended objects is provided by Abelian gerbes [30]. The Abelian p-gerbes
are the generalization of bundles for (p + 2)-field strength. For p = 0, they
correspond to the usual principal bundle formulation of point particle gauge
theory. Recently, a global approach to the study of duality transformations
has been undertaken in the geometrical setting of gerbes [31].
2.3 de Rham currents and Dirac branes
We start by introducing a convenient tool to deal with charged extended
objects: the de Rham currents4.
2In the chapter 7 we will explain in more details what we mean by “consistent”. Roughly
it says that the (deformed) theory should be free of: negative-energy (ghost) propagating
excitations, algebraic inconsistencies among field equations, discontinuities in the degree-
of-freedom content, etc.
3The author of [29] tried to construct such a theory, but as he explaines, this attempt
was unsuccessful. The reason might be the small loop limit that this author eventually
takes. Indeed, in that limit all (possibly unavoidable) non-local features of non-Abelian
p-forms are lost.
4It may be useful for the reader to first read the review given in the introduction of
appendix C.2 before going on, since this formulation is not so frequent in the physics lit-
erature. Some notations and definitions used in this section are presented in the appendix
C.2. We will refer to them when they will be needed.
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2.3.1 Extended sources as de Rham currents
LetWp+1 be the worldvolume of a p-brane with charge density q. The image
ofWp+1 by the Poincare´ dual map (C.2.2) is the differential form P (Wp+1) =
∗αp+1 of form degree D−p−1. Its current Jp is defined to be equal to qαp+1.
Explicitly, one has
Jµ1...µp+1(x) = q
∫
Wp+1
δ(D) (x−W (ξ))dW µ1 ∧ . . . ∧ dW µp+1 , (2.3.1)
if xµ =W µ(ξ) is the parametric equation of the p-brane worldvolume Wp+1.
For several, say n, branes of worldvolumes W(i)p+1 and charge qi (i =
1, . . . , n), we define the manifold Wp+1 to be the sum Wp+1 ≡
∑
iW(i)p+1
(which is well defined in Ω∗(M;Z)). Without loss of generality the subman-
ifolds W(i)p+1 are assumed not to intersect with each other, W(i)p+1 ∩W(j)p+1 = ∅
for i 6= j. We define the current Jp as the weighted sum
∑
i qiα
(i)
p+1 ≡ Jp with
P (W(i)p+1) = ∗α(i)p+1. The Poincare´ dual forms ∗α(i)p+1 are integer forms (This
kind of property will be extremely useful in the chapter 6).
2.3.2 Dirac branes
From now on, we assume that the spacetime manifold has no boundary,
∂M = 0. Let us further assume that the brane charge is conserved5, that
is d ∗ Jp = 0. The Poincare´ dual statement is that the worldvolume has
no boundary ∂W(i)p+1 = 0. If the (p + 1)-th homology group of the space-
time manifold M is trivial, i.e. Hp+1(M) = 0, then one finds that W(i)p+1
is the boundary of some manifold V(i)p+2 (see appendix C.1), called a Dirac
(p + 1)-brane worldvolume, W(i)p+1 = ∂V(i)p+2. The Dirac brane current G is
naturally taken to be G ≡ ∑i qiβ(i)p+2 with P (V(i)p+2) = (−)D−p−1 ∗ β(i)p+2 such
that d ∗G = ∗J due to the formula (C.2.6).
2.3.3 Charge conservation
A first application of algebraic topology considerations arises in the definition
of charge (it might be useful for the reader to look at the subsection C.2.2).
Let us take a (D− p− 1)-dimensional (spacelike) submanifold ΣD−p−1 ⊂M
that intersects the manifold Wp+1 at a finite number of points. From the
definition (C.2.9), ∫
ΣD−p−1
∗J =
∑
i
qi I(ΣD−p−1,W(i)p+1) . (2.3.2)
where I(ΣD−p−1,W(i)p+1) is the intersection between ΣD−p−1 andW(i)p+1. There-
fore if Σ
(i)
D−p−1
(i) intersects the p-brane worldvolume W(i)p+1 only and
5The general case will be considered the in subsection 2.7.
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(ii) is such that ∂Σ
(i)
D−p−1 wraps once around W(i)p+1,
then
qi =
∫
Σ
(i)
D−p−1
∗J , (2.3.3)
since from the definition (C.2.11) the linking number L(∂Σ
(i)
D−p−1,W(i)p+1) is
equal to one. More precisely, the charge (2.3.3) is defined by the linking
homology class6 [Σ
(i)
D−p−1] with respect to W(i)p+1, whose linking number is
equal to one. In general, the boundary ∂W(i)D−p−1 has the topology of a
(D − p− 2)-sphere SD−p−2 wrapping around the brane worldvolume.
Let us assume that the spacetime can be foliated by time asM = R×Σ
with Σ(t) a spacelike slice at time t (Σt ⊂ Σ). As is standard, we say that
the charge qi is conserved because the charge qi(t) at time t is defined by a
homology class [Σ
(i)
D−p−1(t)] such that Σ
(i)
D−p−1(t) ⊂ Σ(t) for all t. The charge
variation between two times t1 and t0,
qi(t1)− qi(t0) =
∫
Σ
(i)
D−p−1(t1)
∗J −
∫
Σ
(i)
D−p−1(t0)
∗J , (2.3.4)
is equal to minus the integral of the p-brane current on [t0, t1] × ∂Σ(i)D−p−1,
which is the volume covered by the boundary of the manifolds Σ
(i)
D−p−1(t)
over the time interval [t0, t1]. Since the manifolds Σ
(i)
D−p−1(t) are assumed to
belong to a well-defined linking homology class the charge variation vanishes.
Indeed they never intersect the p-brane, the variation vanishes and the charge
(2.3.3) is indeed conserved over time.
2.4 Linear electrodynamics
The Maxwell equations describes the electrodynamics of charged particles in
3 + 1 dimensional spacetimes. It is easy to generalize it to electrodynamics
of higher dimensional objects embedded in a spacetime of dimension other
than 4.
2.4.1 Electrodynamics equations
The electromagnetic field strength F ruling the dynamics of electric p-branes
is expected to be a (p + 2)-form. A direct generalization of point particle
electrodynamics provides the following set of equation
d
(
F
F
)
=
( ∗Jm
Je
)
. (2.4.1)
The electric and magnetic “currents”, Je and Jm are conserved since the
action of the operator d on both sides of (2.4.1) gives
d ∗
(
Jm
Je
)
= 0 . (2.4.2)
6For more information, see the definition (C.2.13) of linking homology class.
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The elementary extended objects are electric p-branes and magnetic p˜-branes.
A simple counting of form degrees indicates that p˜(D, p) = D − p − 4. The
table 2.2 summarizes the first possibilities that arise.
p p˜(D = 2) p˜(D = 3) p˜(D = 4) p˜(D = 5) p˜(D = 6)
instanton instanton particle string membrane 3-brane
particle − instanton particle string membrane
string − − instanton particle string
membrane − − − instanton particle
3-brane − − − − instanton
Table 2.2: Electric p-branes and their respective magnetic p˜-branes in D
dimensions.
Following [32, 33] one describes charged sources in the appropriate math-
ematical scheme of de Rham currents (see appendix C.2). This is the task of
next subsection.
2.4.2 Electric and magnetic sources
For simplicity, one will consider a single brane (For several branes one intro-
duces the appropriate sum over the branes.). In that caseMe (Mm) denotes
the worldvolume of an electric (magnetic) brane of dimension p + 1 (resp.
D − p − 3) and charge density e (resp. g). The image of Me (Mm) by the
Poincare´ dual map (C.2.2) is written ∗αe (resp. ∗αm), and is of form degree
D − p − 1 (p + 3). The electric (magnetic) current Je (Jm) is equal to eαe
(gαm).
To be more explicit, let the electric brane worldvolumeMe be defined by
the equation Xµ = Xµ(ξa) (a = 0, 1, . . . , p). Then the electric current reads
Jµ1...µp+1e (z) = e
∫
Me
δ(D) (z −X(ξ))dXµ1 ∧ . . . ∧ dXµp+1 , (2.4.3)
In the same way, if the parametric equation xµ = Y µ(ζm) (m = 0, 1, . . . , D−
p − 4) defines the magnetic brane worldvolume Me, the magnetic current
explicitly reads
Jµ1...µD−p−3m (z) = g
∫
Mm
δ(D) (z − Y (ζ))dY µ1 ∧ . . . ∧ dY µD−p−3 . (2.4.4)
Let ΣD−p−1 be a spacelike manifold such that ∂Σ
(i)
D−p−1 wraps once around
Me, then one can use (2.4.1) to express the electric charge as an electric flux
through the boundary of Σ
(i)
D−p−1
e =
∫
ΣD−p−1
∗Je =
∫
∂ΣD−p−1
∗F . (2.4.5)
The analogue construction for the magnetic charge gives
g =
∫
Σp+3
∗Je =
∫
∂Σp+3
F .
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As one can see, the de Rham current scheme indeed provides an appropri-
ate mathematical formulation of the standard definitions (2.4.3) and (2.4.4).
Its main interest for the present purposes is that the Poincare´ duality provides
a simple translator of the brane geometrical properties in terms of algebraic
relations of their currents (that practically one works with). As one will see,
it also replaces tedious tensorial manipulations by mere algebraic ones.
2.4.3 Dirac procedure
As previously seen in the section 2.1, in order to find an action principle for
(2.4.1) one should first solve dF = ∗Jm in terms of a potential A. To that
end, one follows the remarkable idea of the seminal paper [5] by introducing
the Dirac branes for magnetic charges.
For simplicity, one will assume from now on that M is such that the
homology group H∗(∂,M) is trivial (which is equivalent to ask thatH∗(d,M)
is trivial). In that case one can simply define a Dirac brane MD from the
condition ∂MD =Mm coming from the fact that the magnetic worldvolume
∂Mm is closed. The Dirac brane current G is equal to ∗G = (−)p+1gP (MD).
More explicitly,
Gµ1...µD−p−2(z) = (−)p+1g
∫
MD
δ(D) (z − Z(ς)) dZµ1∧ . . .∧dZµD−p−2 . (2.4.7)
with xµ = Zµ(ςr) (r = 0, . . . , D − p − 3) the parametric equation for the
Dirac brane worldvolume MD.
Since the Poincare´ dual map is a morphism of complexes by (C.2.6), the
equation ∂MD =Mm becomes in the language of forms d ∗ G = ∗Jm. This
is very helpful since now one has the equation d(F − ∗G) = 0 which allows
the fieldstrength to derive from a potential A: F = dA + ∗G. Even if F is
smooth in a neighborhood of the Dirac brane, there is a singularity in A at
the location of the Dirac brane. This point can be seen in explicit monopole
solutions7.
For Maxwell’s electrodynamics (D = 4, p = 0) the Dirac brane is the
famous Dirac string [5]. In that case, −G can be physically interpreted
as the magnetic field produced by a semi-infinite extremely thin solenoid
surrounding the Dirac string which ends at the magnetic monopole location.
The solenoid brings from infinity the magnetic flux that evades from the
magnetic monopole. Thus, in the magnetic field configuration corresponding
to F − ∗G the magnetic flux vanishes around the magnetic monopole. So
we are back in standard Maxwell’s theory where the existence of scalar and
vector potentials results from (1.0.2) and (1.0.4).
2.4.4 Gauge freedom
To end up with the ingenious procedure of [5], one should remember that a
Dirac brane is unphysical and that its location must therefore be unobserv-
able. Indeed, one has some freedom in the choice of a Dirac brane because
7At the magnetic source is located an “essential” singularity in the explicit solution
while only a “coordinate” singularity takes place at the Dirac brane location.
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the equation ∂MD = Mm only defines the homology class [MD] of MD
since the homology is trivial. Otherwise, one has the following freedom in
the choice of the Dirac brane: MD →MD+∂V. In terms of forms, one gets
the new gauge freedom
∗G→ ∗G+ d ∗ V , (2.4.8)
where ∗V = −gP (V). But the physics must remain unchanged, i.e. F must
be left unaffected; that requires a simultaneous transformation of A
A→ A+ dΛ− ∗V . (2.4.9)
The exact term dΛ is the usual (p+ 1))-form gauge field transformation. In
the literature, the third term is sometimes interpreted as a (singular) gauge
transformation. This comes from the fact that outside V, the differential
form ∗V is closed, and is therefore locally exact.
2.4.5 Action principle
Let A be an Abelian (p+1)-form gauge field (i.e. a local Abelian connection
of p-branes, or the connection of an Abelian p-gerbe) the dynamics of which
is given by the action
S[Aµ1...µp+1 , G
µ1...µD−p−2 , Jµ1...µp+1e ] =
= −1
2
∫
∗F ∧ F + (−)D−p−1
∫
∗Je ∧ A+ IK , (2.4.10)
where IK is a sum of kinetic terms for the branes. The field equation obtained
by varying A is precisely d ∗ F = ∗Je.
The energy momentum tensor is given by
2 Tµν ∗ 1 = Fµ Fν + (∗F )µ (∗F )ν , (2.4.11)
which generalizes (2.1.7). For later purpose, one notes that the trace of
(2.4.11) is equal to
T ∗ 1 = (D − 2(p+ 2)) ∗ F ∧ F . (2.4.12)
To get this, (B.6.7) and (B.6.9) are used.
The variation of the action under a finite gauge transformation (2.4.8)-
(2.4.9) is equal to
∆S = (−)D−p−1
∫
∗Je ∧ ∗V = (−)D−p eg L(Me,∆MD) , (2.4.13)
with L(Me,∆MD) the linking number between the electric brane worldvol-
umeMe and the Dirac brane worldvolume variation ∆MD in the spacetime
M (see subsection C.2.2). Since this is a topological quantity, the action
is strictly invariant under infinitesimal gauge transformations. Anyway, the
e.o.m. do not depend on the choice of the Dirac string, therefore the physics
is independent of the location of the string, as it should be. Therefore ev-
erything seems to be all right; one succeeds to derive the electrodynamics
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equation (2.4.1) from an action principle. Still, one should care not to have
introduced dynamical inconsistencies with the Dirac brane.
Let us vary independently from A the Dirac brane position Zµ(ςr) without
varying the magnetic brane worldvolume, in geometrical terms δMm = 0.
Hence δMD = ∂V, where V is an infinitesimal band, one border of which is
the Dirac brane. One defines the current ∗V ≡ −gP (V). Explicitly,
V µ1...µD−p−2(z) =
−g
∫
MD
δ(D) (z − Z(ς)) ∂
∂ς0
Z [µ1 . . .
∂
∂ςD−p−3
ZµD−p−2 δZµD−p−3] .
The variation of the action then reads
δZS = (−)D−p
∫
M
d ∗ F ∧ ∗V = g(−)(D−p)p+1
∫
V
d ∗ F . (2.4.14)
since δ ∗ G = d ∗ V . A sufficient condition to ensure that the equations of
motion obtained from varying A and G are consistent with each other is the
Dirac veto: a Dirac brane must never touch an electric brane. Better, the
Dirac brane e.o.m. is then a consequence of the gauge field e.o.m., as one
expects since the Dirac brane is unphysical and should not introduce any
new dynamics.
The Abelian form A is of mechanical dimension L−D/2+p+2. The gauge
field A is minimally coupled to the p-branes of electric current Je by the term∫
M
∗Je ∧A =
∑
i
ei
∫
M(i)e
A (2.4.15)
where the coupling constants ei are the electric charge densities of mechanical
dimension LD/2−p−2. The gauge field couples non-minimally to magnetic
(D − p − 4)-brane current Jm by the Dirac (D − p − 3)-brane of current G
which enters in the combination F = dA+ ∗G.
The brane kinetic term is taken to be the sum of the Nambu-Gotto (NG)
actions for the electric and magnetic branes,
IK = SNG[J
µ1...µp+1
e ] + SNG[J
µ1...µD−p−3
m ] . (2.4.16)
The NG action, for a p-brane of worldvolume Wp+1 ≡ Xµ = Xµ(ξa)
(a = 0, . . . , p), is proportional to the “proper” volume of Wp+1 (Lorentzian
signature). More precisely
SNG[J
µ1...µp+1] = −Tp
∫
Wp+1
(∗1)
= −Tp
∫ √
− det (gab) dp+1ξ , (2.4.17)
where Tp is the tension (units [L]
−(p+1) = [M ][L]−p), ∗1 is the volume form
on the worldvolume Wp+1 and gab ≡ Gµν∂aXµ∂bXν is the pulled back of the
bulk metric Gµν .
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With a kinetic term for the branes, they now become dynamical. The
position fluctuations of the electric p-brane satisfies
Tp
∂
∂ξc
(√
− det (gab) gcdGµν(X) ∂X
ν
∂ξd
)
+
+
e
(p+ 1)!
Fν1...νp+1µ(X)
∂Xν1
∂ξ0
. . .
∂Xνp+1
∂ξp
= 0 , (2.4.18)
which is a generalized “Lorentz force” formula. The magnetic (D − p − 4)-
brane position Y µ(ζm) obeys
TD−p−4
∂
∂ζq
(√
− det (gmn) gqrGµν(Y ) ∂Y
ν
∂ζr
)
+
+(−)D(p+1) g
(D − p− 2)! (∗F )ν1...νD−p−2 µ(Y )
∂Y ν1
∂ζ0
. . .
∂Y νD−p−2
∂ζD−p−3
= 0 .
2.4.6 Counting physical degrees of freedom
Let A[q] be an Abelian q-form gauge field in a D-dimensional spacetime. It
undergoes a gauge transformation A[q] → A[q]+dΛ[q−1]. This gauge transfor-
mation is of reducibility order q−1 due to the chain of reducibility identities
δA[q] = 0 when Λ[q−1] = dΛ[q−2] ,
Λ[q−i] = 0 when Λ[q−i] = dΛ[q−i−1] (i = 2, . . . , q − 1) .
As a remark, let us stress that this chain of gauge and reducibility parameters
finds a geometrical interpretation in terms of transition functions between
patches for an Abelian (q − 1)-gerbe [30].
The number of physical degrees of freedom of an Abelian q-form gauge
field living in D dimensions is given by(
D − 2
q
)
≡ CqD−2 . (2.4.19)
A completely systematic proof amounts to apply the Hamiltonian procedure
of a system with constraints, that is: take into account all primary and
secondary constraints that appear, compute their algebra and then, separate
them between first and second class constraints. Here, due to its simplicity,
we shortcut the detailed analysis and give the set of Hamiltonian (all first
class) and reducibility constraints
Φ
i1...iq−1
(0) ≡ π0 i1...iq−1 = 0 , (2.4.20)
Φ
i1...iq−1
(1) ≡ ∂jπj i1...iq−1 = 0 (2.4.21)
Φ
i1...iq−2
(2) ≡ ∂jΦj i1...iq−2(1) = 0 , (2.4.22)
Φ
i1...iq−3
(3) ≡ ∂jΦj i1...iq−3(2) = 0 , (2.4.23)
... (2.4.24)
Φ(q) ≡ ∂jΦj(q−1) = 0 , (2.4.25)
2.4 Linear electrodynamics 19
where πµ1...µq is the momentum conjugate to Aµ1...µq . The set of constraints
Φ(0) is irreducible: hence they count for C
q−1
D−1. The set of constraints Φ(1)
(the “Gauss law”) is of order q − 1. This set is equivalent to a set of Cq−1D−2
independent constraints since
Cq−1D−1 − Cq−2D−1 + Cq−3D−1 − . . .+ (−)q+1 = Cq−1D−2 . (2.4.26)
The gauge field A[q] has C
q
D independent components. To end up, we subtract
the number of first class constraints and obtain the correct number of physical
degrees of freedom: CqD − Cq−1D−1 − Cq−1D−2 = CqD−2.
2.4.7 Duality symmetry group
For an electric-magnetic duality rotation to be meaningful, a necessary con-
dition is that the electric and magnetic fields should have the same rank.
This happens when
D = 2p+ 4 , (p = −1, 0, 1, 2, . . .) (2.4.27)
Then the possibility of branes both electrically and magnetically charged
arises (as can be checked on table 2.2). Such dyonic branes carrying both
types of charge can only exist in spacetimes of the appropriate dimensionality
(2.4.27). Another property suggesting duality symmetry in these dimensions
is the matching of physical degrees of freedom since(
D − 2
p+ 1
)
=
(
D − 2
D − p− 3
)
. (2.4.28)
These dimensions are also of particular interest because precisely in these
dimensions (2.4.27) the coupling constant is dimensionless. Another notewor-
thy related property is that F ∧ ∗F is invariant under pointwise conformal
rescaling of the metric as is reflected in the identical tracelessness of the
energy momentum tensor (Take a look at (2.4.12)).
To find the duality symmetry group one follows the straightforward
derivation of [18]. At first sight, the system (2.4.1) of equations is invari-
ant under any linear transformation(
F
*F
)
→ A
(
F
*F
)
, (2.4.29)(
Jm
Je
)
→ A
(
Jm
Je
)
, (2.4.30)
with
A =
(
a b
c d
)
∈ GL(2,R) . (2.4.31)
But one should remember that ∗2F = (−)p+1F in our specific case; that
implies
a = d , b = (−)p+1c . (2.4.32)
Hence the duality symmetry group of p-brane electrodynamics field equations
is
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• R+ × SO(2) for p even, and
• R+ × SO(1, 1)× Z2 for p odd,
where the factor Z2 for p odd corresponds to the exchange F ↔ ∗F . The R+
factor corresponds to global scale transformation.
The last requirement is that the duality symmetry should leave the energy
momentum tensor invariant . The transformation of (2.4.11) is
Tµν ∗ 1 → (a2 + b2) Tµν ∗ 1 + 1
2
ab
(
1 + (−)p+1) [∗Fµ ∧ (∗F )ν + ∗(∗F )µ ∧ Fν ] .
This leads to the duality symmetry group of p-brane electrodynamics, which
is
• SO(2) for p even, and
• Z2 × Z2 for p odd.
It was expected that the global scale transformation would be eliminated.
The more subtle issue is that hyperbolic rotations do not preserve the energy-
momentum tensor. The extra factor Z2 for p odd that survived corresponds
to the trivial sign change F → −F .
2.5 Non-linear electrodynamics
The investigation of non-linear electrodynamics can be traced back to the
years 1932-1934 with the birth of the Born-Infeld (BI) action [34]. The
initial motivations for its introduction were two-fold: 1) to have a unitary8
formulation of electromagnetism and 2) to find a finite value fot the proper
energy of an electron. A nice (but somewhat old-fashioned) review of non-
linear electrodynamics may be found in [35].
The dual Lagrangian has been explicitly worked out by Born and Infeld
themselves in their original paper [34] but they did not insist on the symmetry
property. The SO(2) duality symmetry of BI theory has really been pointed
out by Schro¨dinger one year after when he formulated the BI theory in terms
of complex electromagnetic fields [36].
After an analysis of duality invariance of any non-linear electrodynamics
by Gaillard and Zumino [37], Gibbons and Rasheed found the necessary and
sufficient condition to possess EM duality invariance [38]. Due to its elegance
and simplicity, we will briefly reproduce their main derivations here.
2.5.1 Action principle
Let us start with the action
S[Aµ1...µp+1 , Gµ1...µD−p−2 ] =
∫
L(Fµ1...µp+2) + (−)D−p−1
∫
∗Je ∧ A. (2.5.1)
8In the sense that Maxwell’s electrodynamics theory is “dual” because it requires two
independent ingredients: the electromagnetic field and the charged sources. Born and
Infeld failed in their attempt to construct a theory of electric charges solely from the
electromagnetic field because of their misunderstanding of the Dirac delta.
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The charged sources are here assumed to be fixed because their dynamics
plays no role. One defines the antisymmetric tensor
Eµ1...µp+2 = − ∂L
∂Fµ1 ...µp+2
, (2.5.2)
where we take the derivatives not treating the Fµ1...µp+2 with permuted indices
as independent variables and L(F ) = L(F ) ∗ 1. For L = −1
2
∗ F ∧ F one
has E = F . In general, a variation of F gives δL = − ∗ E ∧ δF hence the
non-linear electrodynamics equations are
d
(
F
E
)
= ∗
(
Jm
Je
)
. (2.5.3)
The energy-momentum tensor is found to be
Tµν ∗ 1 = ∗E(µ ∧ Fν) + gµν L . (2.5.4)
2.5.2 Four dimensional nonlinear electrodynamics
In four dimensions there is a simple physical interpretation of the tensor field
Eµν . Let us define the electric induction vector D and the magnetic intensity
H as
Di = E0i , H i =
1
2
εijkEjk (2.5.5)
The equation (2.5.3) rewrites as
∇.D = ρe
−∇× E = jm + ∂B
∂t
∇.B = ρm
∇×H = je + ∂D
∂t
These equations have exactly the form of the phenomenological Maxwell’s
equations in the presence of exterior sources. The definition (2.5.2) now
reads
D =
∂L
∂E
H = − ∂L
∂B
(2.5.6)
which suggests to call (2.5.2) the constitution relations. The energy density
is given by
E =
√
|g|T00 , T00 = D ·E− L . (2.5.7)
2.5.3 Duality condition
In order to speak about duality symmetry we have to restrict the discussion
to branes with p = 2k − 2 embedded in spacetimes of dimension D = 4k.
Looking at (2.5.3) the duality rotation is easily generalized to(
F
*E
)
→ R
(
F
*E
)
,(
Jm
Je
)
→ R
(
Jm
Je
)
, (2.5.8)
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where R ∈ SO(2) is a rotation of angle α. The equation (2.5.3) is formally
invariant under (2.5.8). Though we should not forget that F and E are not
independent fields. As a result it is necessary and sufficient to preserve the
constitution relation (2.5.2) in order for the duality rotation to be a symmetry
of the non-linear electrodynamics. For an infinitesimal duality rotation this
requirement leads to [38]
F ∧ F = E ∧ E + 2C ∗ 1 , (2.5.9)
where C is a constant of integration. We will refer to the equation (2.5.9) as
the duality condition. If the Lagrangian goes to the quadratic Lagrangian in
the weak field limit: C = 0. In four dimensions, the duality condition with
C = 0 reads
E ·B = D ·H (2.5.10)
due to (2.5.5).
Furthermore the variation of the stress-energy-tensor under an infinitesi-
mal duality rotation of parameter δα is equal to [38]
δTµν = C gµν . (2.5.11)
Therefore the vanishing of the constant C in the duality condition is a nec-
essary and sufficient condition to get the energy-momentum tensor invariant
under duality rotations.
As an example, non-linear Lagrangians reducing to the free theory in the
weak field limit and leading to duality invariant electrodynamics equations
have a duality invariant energy-momentum tensor.
2.5.4 Courant-Hilbert equation
A nice feature in four dimensions is that only two independent Lorentz in-
variants can be built from the field strength Fµν . In that case, the condition
(2.5.9) translates into a non-linear partial differential equation in two vari-
ables [38] which has later been re-obtained from many different approaches
in different (but related) contexts [39, 40, 41, 42].
We start from the manifestly gauge and Lorentz invariant action S[Aµ] =∫
d4xL(x, y). The function L depends only on the two independent Lorentz
scalars constructed from the curvature Fµν , namely
x = −1
4
FµνF
µν =
1
2
(E2 −B2) , (2.5.12)
and
y = − 1
64
(Fµν ∗ F µν)2 = −1
4
(E ·B)2 . (2.5.13)
An important physical requirement is to recover Maxwell’s theory in the weak
field limit. For this, we require L(x, y) to be analytic in the neighborhood of
x = y = 0 and
L(x, y) = x+O(x2, y). (2.5.14)
It turns out to be most convenient to pass to a Lorentz frame in which both
E and B are parallel. This is always possible when E ·B 6= 0. In such a case
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the two invariants can be taken to be the norms of the electric and magnetic
field in this frame, E = |E| and B = |B|. If we ask for (*) duality invariance
of the equations of motion together with (**) the weak field limit (2.5.14),
we find the equation
∂L
∂E
∂L
∂B
= −EB
where we simply used the constitution relation (2.5.6).
We make the change of variable
x = u+ + u− , y = u+u−. (2.5.15)
and obtain for the function
f(u+, u−) := L(x, y) (2.5.16)
the remarkably simple first-order differential equation [38, 39, 41, 42]
f+f− = 1. (2.5.17)
We will refer to this equation enforcing duality symmetry as the Courant-
Hilbert equation. We just mention that, surprisingly, this equation also ap-
pears as a condition on the Hamiltonian for a self-interacting massless scalar
field in four dimensions to be Lorentz covariant [41]. The Courant-Hilbert
equation will reappear several times in this thesis.
For instance the Courant-Hilbert equation has also been obtained for a
chiral two-form in six dimensions, with a choice of the fifth direction in [39],
or the time direction in [42]. This comes from the fact that dimensional
reduction of a chiral two-form from six to four dimensions gives duality-
symmetric electrodynamics, at the linear [43] and non-linear [44] level. This
will be explained in more details in the chapter 4.
Extending the analysis of [39], we determine the necessary and sufficient
set of conditions for the analyticity (in the weak field limit) of solutions to
this differential equation in next subsection.
2.5.5 Analytic solutions to the Courant-Hilbert
equation
We have seen that the Courant-Hilbert equation is central in the study of EM
duality symmetric systems in 4 dimensions, and that it reappears in many
different approaches. This provides a strong motivation to study in detail
the solutions of this simple (but highly non-linear) differential equation.
As pointed out in [39], the general solution of (2.5.17) has been given by
Courant and Hilbert [45].9 But the general solution is given only implicitly
in terms of an arbitrary function z(t):{
f = 2u+
z˙(t)
+ z(t) ,
u− =
u+
(z˙(t))2
+ t.
(2.5.18)
9Of course, this is the reason why we refer it as the Courant-Hilbert equation. Let
us mention that the authors of [46] gave an interesting alternative form of the general
solutions.
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The dot means the derivative of the function with respect of its argument.
In principle, the second equation determines t in terms of u+ and u−, which
can then be substituted into the first one to give f in terms of u+ and
u−. Unfortunately, in practice this method for generating solutions is not
tractable for arbitrary z(t).
Furthermore, we should not forget that L(x, y) is required (i) to be an-
alytic at the origin and (ii) to obey (2.5.14). The following theorem states
that these two requirements can be equivalently translated into a precise
condition on the generating function z(t) [39, 10].
Theorem 1. Let f(u+, u−) be a solution of: f+f− = 1. The function
L(x, y) ≡ f (u+(x, y), u−(x, y))
• is analytic near (x, y) = (0, 0) and
• satisfies L(x, y) = x+O(x2, y),
if and only if the boundary condition L(t, 0) ≡ z(t) is such that the
function Ψ(t) ≡ −tz˙2(t)
(i) is equal to its inverse: Ψ (Ψ(t)) = t,
(ii) is distinct from the identity: Ψ(t) 6= t,
(iii) is analytic near the origin t = 0 and
(iv) vanishes at the origin: Ψ(0) = 0.
Proof:
⇒: It has been shown by Perry and Schwarz that (i) − (iv) were
necessary [39]. We will not reproduce their proof here.
⇐: The proof that it is also sufficient was given in [10]. It amounts
to glue together the lemmas E.1-E.3 with the last remark of ap-
pendix E. The proof is a bit lengthy because we make use of
f(u+, u−) as an intermediate function to propagate an equivalence
between the analyticity conditions on Lagrangian density L(x, y)
that generates duality-invariant equations of motion and the con-
ditions (i)-(iv) on the generating function z(t) = L(t, 0).
One of the main physical interests of the theorem 1 is to allow the proof of
the
Corollary 2.1. There exists an infinite class of four-dimensional electro-
magnetism Lagrangians which
• are gauge and Lorentz invariant,
• approach Maxwell’s Lagrangian in the weak-field regime,
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• are analytic functions in the weak-field regime, and
• have duality-symmetric equations of motion.
Although only a single explicit example is known (the BI Lagrangian)
there exists an infinite class of physically relevant duality-symmetric theories.
To see this, we use the procedure given by Perry and Schwarz [39] to generate
a large class of solutions for Ψ (Ψ(t)) = t. We prove the
Proposition 2.1. Let F (s, t) be an analytic function near the origin,
• symmetric in its two arguments F (s, t) = F (t, s) and
• such that F (s, t) = s + t+O(s2, t2, st).
Then the implicit equation
F (s, t) = 0 ⇔ s = Ψ(t)
defines a function Ψ(t) satisfying the conditions (i)− (iv) of theorem 1.
The proof is straightforward. The property (i) comes from the symmetry
property of F . Indeed F (s, t) = F (t, s) = 0 implies t = Ψ(s) = Ψ (Ψ(t)),
that is, the implicit function Ψ(t) is equal to its inverse. The analyticity near
the origin of the function Ψ(t) = −t+O(t2) follows as a mere application of
the implicit function theorem [47].
2.5.6 Born-Infeld electrodynamics
Let us consider the simplest non-trivial example of functions satisfying the
assumption of proposition 1 to generate analytic solutions: F (s, t) = s+ t+
αst. It generates the BI electrodynamics at the end of the whole procedure
(α = 0 corresponds to Maxwell’s theory, which is not considered here as a
distinct example of solution). Explicitly,
f = − 2
α
(
1−
√
(1 + αu+) (1 + αu−)
)
(2.5.19)
or
L = − 2
α
(
1−
√
1 + αx+ α2y
)
(2.5.20)
Let us denote α = −2b2, one finds
L =
1
b2
{
1−
√
1 + b2 (B2 − E)2 − b4 (E ·B)2
}
which is the BI Lagrangian in its original form. The constant 1/|b| was called
absolute field.
Unfortunately, this procedure for generating solutions becomes rapidly
cumbersome and no other explicit example of duality-symmetric theory is
known. Anyway, our theorem shows that duality invariance together with
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analyticity is not enough to single out uniquely BI theory10, contrary to what
might have been conjectured from the fact that only one explicit example is
known. The theorem 1 ensures that we can generate implicitly an infinite
class of analytic solutions at the origin.
It is standard to express the BI action in a determinant form. We take
a coordinate system such that the metric Gµν at the point x is equal to ηµν ,
hence L(x) = L(F ) dDx. Moreover one has still enough freedom to take the
coordinate system such that E(x) and B(x) are parallel, we take the two
invariants to be the norms of the electric and magnetic field in this frame: E
and B. In this coordinate, the field strength at the point x takes the form
Fµν(x) =

0 -E 0 0
E 0 0 0
0 0 0 B
0 0 -B 0

if one takes the x1-axis to be parallel to E(x). One computes the determinant
det(ηµν+bFµν) = det

-1 -bE 0 0
bE 1 0 0
0 0 1 bB
0 0 -bB 1
 = −1+b2(E2−B2)+b4(EB)2 .
Therefore the BI action can be written as
SBI =
∫
d4x
1
b2
{
1−
√
− det(Gµν + bFµν)
}
(2.5.21)
Due to its square root form, the BI theory is roughly speaking to the
Maxwell theory what relativistic particles are to Newtonian particles. In
fact, this analogy was the guiding principle that led Mie, in 1912, to write a
first version of non-linear electrostatics, followed by 1932 Born’s version for
a non-linear electrodynamics (without the b4 term). It was the electromag-
netic analogue to the replacement of the Newtonian Lagrangian 1
2
mv2 by the
relativistic expression mc2(1−√1− v2/c2) (with vi = dxi
dx0
).
The relativistic particle velocity and the BI electric field share a common
“limiting principle”. The velocity is limited by the speed of light, |v| ≤ c.
For the BI theory, the electric field norm E is bounded by the absolute field,
E ≤ 1|b| . To see this, let u+ and u− be the two roots of the second order
polynomial in u
R(u) ≡ u2 − xu+ y = (u− u+)(u− u−) . (2.5.22)
This definition of u± is equivalent to (2.5.15). Now we notice that
α2R(−1/α2) = (1 + αu+) (1 + αu−) , (2.5.23)
10The authors of [48] imposed both duality and shock-free propagation. These two
requirements single out BI, without even requiring the solutions to reduce to Maxwell in
the weak field limit (something that is used to select BI in the derivations of each separate
demand).
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which should be positive since it is under the square root in (2.5.19). More-
over,
R(u) ≥ 0 ⇔ u ≤ u− or u+ ≤ u . (2.5.24)
The limiting value for the electric field follows.
Above all, this analogy is crowned by the “unification” of the NG action
(that generalizes the relativistic particle action for extended objects) and the
BI action in the Dirac-Born-Infeld action describing the fluctuations of the
D-brane.
2.6 SL(2, IR) symmetry
The EM duality symmetry can be generalized further in the presence of
scalars, as in many supergravity theories. For instance, in 4 dimensions the
bosonic sector of N = 4 supergravity and string theory compactified on a
six-torus may be described, at lowest order, by the following Lagrangian [49]
L = R − 1
2
(∇φ)2 − 1
2
e2φ (∇a)2 + 1
4
aFµν(∗F )µν − 1
4
e−φFµνF µν (2.6.1)
where for simplicity we consider only a single U(1) gauge field.
The resulting theory admits an SL(2,R) duality symmetry which mixes
the electromagnetic field equations with the Bianchi identities and also trans-
forms the axion a and dilaton φ.
2.6.1 Theta angle and Witten effect
If we restrict ourselves to bosonic 2k-brane electrodynamics in dimensionD =
4(k+1), one can add a parity-breaking gauge invariant term proportional to
F ∧ F in the Lagrangian, the so-called θ-term.11
For later convenience and in order to make contact with standard conven-
tions in this context, we make a standard redefinition of the fields F → 1/e F .
Therefore the charges underwent e→ 1 and g → g/e. This provides the fol-
lowing linear action of 4(k + 1)-dimensional 2k-brane electrodynamics
S[Aµ1...µ2k+1 , G
µ1...µ2(k+1) ] = − 1
2 e2
∫
∗F ∧ F + θ
4π
∫
F ∧ F −
∫
Me
A (2.6.2)
where e and θ are dimensionless coupling constants. The constant θ is known
as the vacuum angle. The minimal coupling term is gauge invariant up to a
boundary term. As in the previous section, the charged sources are assumed
to be fixed (This assumption will also be done in the following sections). In
four dimensions this action is obtained from (2.6.1) with given expectation
values of the axion and dilaton.
If there is no magnetic source the curvature form F is exact and the
equations of motion are not modified by the presence of the θ-term since∫
dA∧ dA is a boundary term. If there are magnetic sources such that their
11It is also possible to add θ-like terms in dimensions 2 modulo 4 if there are several
Abelian forms [50].
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Dirac branes do not intersect, then then the identity ∗G∧∗G ≡ 0 holds. We
can rewrite the action as
S = − 1
2e2
∫
∗F ∧ F +
∫
A ∧ (∗Je + θ
2π
∗ Jm) . (2.6.3)
The electrodynamics equation derived from this action are now
d
(
F
1
e2
∗ F
)
=
( ∗Jm
Je +
θ
2π
∗ Jm
)
. (2.6.4)
We notice that in the case of a dyonic brane of magnetic charge g, its electric
charge is shifted by an amount θg
2π
. Pointed out for the first time in [51], this
charge shift is the by now celebrated Witten effect.
2.6.2 Mo¨bius transformation
It is standard to combine the coupling constants into the complex modulus
τ = τ1 + iτ2 =
θ
2π
+
i
e2
.
Since one works with complex numbers, one introduces the complex field-
strength
F ≡ F + i ∗ F .
Then the electrodynamics equation (2.6.4) can be rewritten as
d Re
(
F
−τ F
)
= ∗
(
Jm
Je
)
. (2.6.5)
It is convenient to define a complex 2-component vector ψ by
ψ =
(
1
−τ
)
. (2.6.6)
The electrodynamics equation are left invariant by the (formal) duality trans-
formation defined by ψ → Aψ with A ∈ GL(2,R) if the sources transform
as in (2.4.30).
One can check that the energy momentum tensor is unchanged under the
action of SL(2,R) [52]. If
A =
(
p q
r s
)
where ps− qr = 1, (2.6.7)
then the induced transformations of the coupling constants are given by a
Mo¨bius transformation of τ
τ → p τ + q
r τ + s
. (2.6.8)
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2.7 “Brane surgery”
The presence of CS terms in the dynamics of gauge fields is one of the unusual
properties of supergravity theories. A dual property is that the Bianchi
identities are “modified”.12 Such CS terms complicate our understanding of
charge13 since they allow an “opening of brane”. This section attempts to
clarify this issue by generalizing the discussion made in section 2.3.
Let the submanifoldWp+1 ⊂M be defined by the equationW µ = W µ(ξa)
(a = 0, 1, . . . , p). The submanifold Wp+1 is the worldvolume of an arbitrary
p-brane with charge density qp. If P (Wp+1) = ∗αp+1, then the current Jp is
defined to be equal to Jp = qpαp+1. Explicitly,
Jµ1...µp+1p (x) = qp
∫
Wp+1
δ(D) (x−W (ξ))dW µ1 ∧ . . . ∧ dW µp+1 . (2.7.1)
For simplicity, we explicitly cover the case of a single brane of each type
at a time because it is straightforward to generalize the procedure for an
arbitrary configuration.
2.7.1 Closed brane
This case is the simplest one since charge is always conserved. We already
covered it with many details in the section 2.3. Physically speaking, this case
corresponds to a brane electrodynamics with no CS coupling.
2.7.2 Open brane
Let Wp be the boundary of the (so-assumed) open p-brane worldvolume, i.e.
∂Wp+1 =Wp. By definition the (p− 1)-brane current J¯p−1 associated to the
worldvolume Wp is set equal to J¯p−1 = qp−1αp where P (Wp) = ∗αp. Let us
parametrize the worldvolume Wp of the closed (p−1)-brane by wµ = wµ(ζα)
(α = 0, 1, . . . , p− 1). The current explicit expression reads
J¯
µ1...µp
p−1 (x) = qp−1
∫
Wp
δ(D) (x− w(ζ))dwµ1 ∧ . . . ∧ dwµp . (2.7.2)
The p-brane charge non-conservation and the (p − 1)-brane charge con-
servation read
d ∗ Jp = α ∗ J¯p−1 , d ∗ J¯p−1 = 0 , (2.7.3)
The proportionality coefficient α will be called the Chern-Simons coefficient.
Equations like (2.7.3) appear for p-brane electrodynamics with linear Chern-
Simons coupling considered in section 2.8.1. In this example, the magnetic
(p− 1)-branes live at the boundary of electric p-brane worldvolumes.
Putting everything together we find that the charge densities must satisfy
the relation
qp = (−)D−p α qp−1 . (2.7.4)
12The section title is the one of a Townsend’s paper [53] from which the subsequent
discussion is partly inspired.
13Three distinct type of charge definitions that appeared in the strings/M physics liter-
ature were identified in the reference [54].
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This discussion can be formulated in the setting of relative (co)homology,
as we do below. Nevertheless this mathematical reformulation is not manda-
tory for further understanding and can be skipped by the reader in a first
reading.
Relative (co)cycle condition
Mathematically speaking, the set of two equations in (2.7.3) states that the
relative (D−p)-form (α∗J¯p−1, ∗Jp) is a cocycle of the cohomology CHD−p(M)
of the de Rham complex cone CΩD−p(M) since14
d(α ∗ J¯p−1, ∗Jp) := (α d ∗ J¯p−1 , α ∗ J¯p−1 − d ∗ Jp) = (0, 0) . (2.7.5)
In fact, this is the translation by Poincare´ of the fact that (Wp,Wp+1) is a
(p+1)-cycle of the CHp+1(M) homology group of the cone CΩp+1(M), that
is
∂(Wp,Wp+1) := (∂Wp,Wp − ∂Wp+1) = (0, 0) . (2.7.6)
2.7.3 Brane ending on brane
More specifically we consider the case of an open p-brane ending on a closed
q-brane. The (absolute) boundary (p − 1)-brane worldvolume Wp is a sub-
manifold of a (q + 1)-dimensional closed brane worldvolume Vq+1 [55], that
is Wp ⊂ Vq+1 with ∂Vq+1 = 0. We consider p ≤ q since the case p = q + 1 is
the previous case, called “open brane” case.
An example of “brane ending on brane” case is the p-brane electrodynam-
ics in (3p+5) dimensions with quadratic CS coupling that will be considered
in section 2.8.2. The EM duals to electric p-branes are magnetic (2p + 1)-
branes, on which electric branes can end. At the boundary of the electric
brane, lives a dyonic (p− 1)-brane.
Obviously the q-brane current Jq is defined to be equal to Jq = qqαq+1 with
P (Vq+1) = ∗αq+1. Let PVq+1 : Ωp(Vq+1)→ Ωq−p+1(Vq+1) be the Poincare´ dual
map on Vq+1 ∈ Hq(M) and let ∗ : Ωp(Vq+1) → Ωq−p+1(Vq+1) be the Hodge
dual operator on Vq+1. Since the (p − 1)-brane is confined on the q-brane,
it is natural to define the (p − 1)-brane current as J¯p−1 = qp−1αp, where
PVq+1(Wp) = ∗αp. Since the worldvolumes Vq+1 and Wp have no boundary,
one has
d ∗ Jq = 0 , d∗¯J¯p−1 = 0 . (2.7.7)
The Chern-Simons coefficient is defined by the relation
qp = (−)D−p α qq qp−1 , (2.7.8)
the choice of which is such that
d ∗ Jp = α ∗ Jq ∧ ∗¯J¯p−1 , (2.7.9)
since (d ◦ P )(Wp+1) = (−)D−pP (Wp) and P (Vq+1) ∧ PVq+1 = P from the
properties (C.2.6) and (C.2.8).
14For more details concerning relative cohomology we refer to sections A.3 and C.3.
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Surgical graft
There exists a surgical operation that cures the charge non-conservation ill-
ness forbidding a naive definition of the p-brane charge as in subsection 2.3.
Let Vp+1 ⊂ Vq+1 a Dirac p-brane worldvolume attached to the (p− 1)-brane
closed worldvolume Wp. The Dirac p-brane worldvolume (embedded in the
q-brane worldvolume) is seen as the necessary organ to graft on to the p-
brane worldvolume so that the cured brane Wp+1 −Vp+1 has no boundary15
because this surgical operation allows a well-defined definition of qp.
The Dirac p-brane current G¯ is naturally taken to be G¯ ≡ qp−1βp+1 with
P (Vp+1) = (−)q−p+1 ∗ βp+1 such that d∗¯ G¯ = ∗¯J¯p−1. From the definitions, we
have
∗ Jp + (−)D−qα ∗ Jq ∧ ∗¯ G¯ = qp P (Wp+1 − Vp+1) . (2.7.10)
Let us take a spacelike (D − p − 1)-dimensional manifold ΣD−p−1 ⊂ M
in the linking number one homology class of Wp+1 − Vp+1, then a definition
of the p-brane charge analogous to (2.3.3) is
qp =
∫
ΣD−p−1
(∗Jp + (−)D−qα ∗ Jq ∧ ∗¯ G¯)
=
∫
ΣD−p−1
∗Jp + (−)D−q αqq
∫
ΣD−p−1∩Vq+1
∗¯ G¯ . (2.7.11)
Basically, this definition works because
d(∗Jp + (−)D−qα ∗ Jq ∧ ∗¯ G¯) = 0 . (2.7.12)
Of course, physically speaking, this definition is a bit odd since the Dirac
p-brane is unphysical, however this definition seems unavoidable if one wants
a “topological” definition of the open p-brane charge.
As before this discussion can be formulated in the setting of relative
currents. We repeat that it can be skipped by the reader in a first reading.
Relative currents
The study of the previous case suggests16 that we can generically de-
scribe an open p-brane ending on a q-brane17 by a relative (p + 1)-cycle
(Wp,Wp+1) ∈ Hp+1(M,Vq+1), due to the equation (2.7.6). The Poincare´
duality map (C.3.19) relative to Vq+1 applied on this (p+ 1)-cycle gives
P (Wp,Wp+1) =
(−P (Wp) , (−)D−p−1P (Wp+1) ) . (2.7.13)
The relative Poincare´ duality map P is a morphism, thus the relative current
(α ∗ Jq ∧ ∗¯J¯p−1 , ∗Jp) ≡ (−)D−p−1qp P (Wp,Wp+1) , (2.7.14)
15This surgical operation was inspired by a comment made by Sorokin at the end of [56]
in the context of M-branes couplings.
16Let us mention that, besides relative (co)homology, there exist alternative mathemat-
ical tool for brane surgery, e.g. Thom classes [57].
17If Vq+1 was not assumed to be closed, one should presumably consider instead a higher
order relative homology group (i.e. “relative of relative”).
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is a cocycle of CHD−p(M), i.e.
d(α∗Jq∧∗¯J¯p−1 , ∗Jp) =
(
α d(∗Jq ∧ ∗¯J¯p−1) , α ∗ Jq ∧ ∗¯J¯p−1 − d ∗ Jp
)
= (0, 0) .
(2.7.15)
A natural object to consider that uses the Poincare´ dual (C.3.16) is the
cocycle of Hq−p+1(Vq+1,M)
(aα∗¯J¯p−1 , ∗Jp) = (−)D−p−1qp PVq+1,M(Wp,Wp+1) , (2.7.16)
which is the inverse image of (2.7.14) by the map (C.3.10) with a a mere sign
equal to a = (−)(D−q−1)(q+1−p).
We introduce the Dirac membrane ΣD−p corresponding to the repre-
sentative ΣD−p−1 ∈ HD−p−1(M) introduced above equation (2.7.11), i.e.
∂ΣD−p = ΣD−p−1. From (2.7.10) we find that the topological charge defi-
nition (2.7.11) is proportional to∫
ΣD−p−1
P (Wp+1 − Vp+1) =
∫
ΣD−p−1
P (Wp+1) + (−)D−p−1
∫
ΣD−p
P (Wp)
= −
∫
(ΣD−p,ΣD−p−1)
P (Wp,Wp+1)
= I
[
(ΣD−p,ΣD−p−1), (Wp,Wp+1)
]
, (2.7.17)
where I is the relative intersection number defined by (C.3.22) which is well-
defined in (2.7.17) because (ΣD−p,ΣD−p−1) and (Wp,Wp+1) are cocycles of
the relative homology H∗(M,Vq+1).
One of the main point of this last discussion was to point out that while
the p-brane current ∗Jp is not conserved, the relative current (aα∗¯J¯p−1 , ∗Jp)
is conserved, in the sense that it is a cocycle of Hq−p+1(Vq+1,M). The inter-
ests of relative currents is that if one replaces everywhere the “absolute” ob-
jects by “relative” ones, the standard discussion of section 2.3 can be repeated
exactly without any change. It is also useful for Dirac brane construction
purposes to know from proposition A.2 that all the relative (co)homology
groups are trivial if the homologies H∗(Wq+1) and H∗(M) are trivial.
2.8 Chern-Simons coupling
A CS coupling was first introduced in 1982 by Deser, Jackiw and Templeton
[58] by considering three-dimensional Yang-Mills (YM) theory augmented
by a topological term which preserves local gauge invariance. They pointed
out that the vector field becomes massive, despite the gauge invariance. CS
terms, cubic in the Abelian gauge fields, appear in the bosonic sector of many
supergravity theories. Example of such a theory is given by the celebrated
eleven-dimensional supergravity [49], describing the low energy effective ac-
tion of M-theory. The five-dimensional simple supergravity also contains
such a CS coefficient. This theory is known to resemble D = 11 supergravity
in many respects [59, 60] and can be used as a toy model to test various
ideas of M-theory in a simpler setting. Anyway, this similarity is understood
from the fact that D = 5 simple supergravity can be realized as a specific
truncation of a Calabi-Yau compactification of D = 11 supergravity [61, 62].
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2.8.1 Topologically massive electrodynamics
It is possible to add a quadratic CS term A∧ dA in the action in dimensions
D = 2p+3. This term is a boundary term (i.e. A∧dA = 1/2d(A∧A)) when
p is odd. Therefore we will focus on 2k-brane electrodynamics in spacetimes
of dimension D = 4k + 3.
As usual, we assume for simplicity the existence of a single electric 2k-
brane of worldvolume Me and a single magnetic (2k − 1)-brane the world-
volume of which is Mm. Their respective currents are ∗Je = eP (Me) and
∗Jm = gP (Mm). Following the procedure sketched in subsection 2.3, we
graft a Dirac 2k-brane of worldvolume MD on to the magnetic (2k − 1)-
brane worldvolume Mm, that is ∂MD = Mm. The Dirac current is taken
to be ∗G = −gP (MD) such that d ∗ G = ∗Jm. The Dirac brane position is
pure gauge: MD →MD + ∂V. In terms of forms, we get the gauge freedom
∗G→ ∗G+ d ∗ V , A→ A + dΛ− ∗V . (2.8.1)
where ∗V = −gP (V).
The action of topologically massive electrodynamics is [63]
S[Aµ1...µ2k+1 , G
µ1...µ2k+1 ] = −1
2
∫
∗F∧F−α
2
∫
A∧dA−α
∫
∗G∧A+
∫
∗Je∧A .
(2.8.2)
The electric charge has the unit L−1/2, the magnetic L1/2 and the Chern-
Simons coefficient L−1.
The e.o.m. obtained from varying the gauge field A together with the
“Bianchi identity” is the system
d ∗ F + αF = ∗Je , dF = ∗Jm . (2.8.3)
Applying the differential d on these equations, we get
d ∗ Je = α ∗ Jm , d ∗ Jm = 0 , (2.8.4)
The gauge field e.o.m. are therefore consistent with the assumption that the
magnetic charge is conserved, necessary to define the Dirac brane according
to the procedure exposed in subsection 2.3.
The set of equation (2.8.4) can be formulated as the (relative) cocycle
condition of (α ∗ Jm, ∗Je). Furthermore, a property specific to topologically
massive electrodynamics (α 6= 0) is that its field equations (2.8.3) are equiv-
alent to a single condition on (αF,− ∗ F ):
d(αF,− ∗ F ) = (α ∗ Jm, ∗Je) . (2.8.5)
An infinitesimal variation δMD = ∂V of the Dirac brane worlvolume
location leads to the following variation of the action
δS = −
∫
M
(d ∗ F + α dA) ∧ ∗V . (2.8.6)
where we defined the current ∗V = −gP (V) such that δ ∗G = d ∗ V . It can
be proved that ∗G ∧ ∗V ≡ 0, thus the variation of the action (2.8.6) can be
rewritten as
δS = g
∫
V
(d ∗ F + αF ) . (2.8.7)
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Hence, the Dirac veto is still a sufficient condition to ensure that the Dirac
brane is unphysical and does not introduce any new dynamics.
The first equation of (2.8.4) states that the the magnetic (2k − 1)-brane
must live on the boundary of the electric 2k-brane worldvolume. For instance,
in the limiting three dimensional case a magnetic instanton either creates
an electric particle or is the endpoint of an electric worldline. Consistency
requires the following relation between the electric and magnetic charge
e+ αg = 0 . (2.8.8)
This kind relation allows us to observe the success of the surgical transplant
that grafted the Dirac brane on to the magnetic charge. In fact, the Dirac
brane can be considered as the continuation of the electric brane in spacetime,
since the manifoldMe −MD has no boundary. Accordingly, we rewrite the
action as
S = −1
2
∫
M
∗F ∧ F − α
2
∫
M
A ∧ dA + e
∫
Me−MD
A . (2.8.9)
A large gauge transformation (2.8.1) leads to the following variation of the
action
∆S = e
∫
Me−MD
(dΛ− ∗V ) = −egL(Me −MD,∆MD) . (2.8.10)
2.8.2 Cubic Chern-Simons term
A non-vanishing quadratic coupling in the e.o.m. of p-brane electrodynamics
exists only in (3p+5)-dimensional spacetimes with p even. For non-vanishing
CS coefficient, electric p-branes can end on magnetic (2p+ 1)-branes.
Five-dimensional toy model
We start with the 5-dimensional theory with only pointlike electric sources18
as charged object:
S = −1
2
∫
M5
∗F ∧ F − α
6
∫
M5
F ∧ F ∧A +
∫
M5
∗Je ∧A , (2.8.11)
where A is the gauge field, F = dA its curvature, Je is the electric current.
The equations of motion and Bianchi identity are{
d ∗ F + α
2
F ∧ F = ∗Je
dF = 0 .
The action is gauge invariant if Je is a conserved current, i.e. if d ∗ Je = 0.
This requirement is consistent with the equations of motion, as we can see
if one takes the exterior derivative of the first one, taking into account the
18By analogy with eleven-dimensional supergravity, we could call them M0-branes while
the magnetic strings could be christened M1-branes.
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second. Let be an electric particle of charge e and of worldlineM1. Since the
electric charge is conserved,M1 is a closed submanifold ofM5. Its associated
current is defined as ∗Je = e P (M1), where P (M1) is the Poincare´ dual of
M1 with the whole worldline as support.
We would now like to introduce magnetic sources. In 5D these will cor-
respond to one-dimensional extended objects (because ∗F is a 3–form), that
we will call magnetic strings. The magnetic string current will be described
by a 2–form, Jm, and we expect the equations to take the form{
d ∗ F + α
2
F ∧ F = ∗Je
dF = ∗Jm . (2.8.12)
These equations are gauge invariant, but the electric current Je cannot
be conserved. In fact, taking the exterior derivative of the first equation of
(2.8.12) we get
d ∗ Je = α ∗ Jm ∧ F . (2.8.13)
This last equation is telling us that electric current does not need to be
conserved on the worldsheet of a magnetic string. Let be one magnetic string
of two-dimensional closed worldsheet M2 since the magnetic current Jm is
conserved, we can also safely assume it to be defined by : ∗Jm = g P (M2),
where g is a constant measuring the charge of the magnetic source.
We now construct an action principle giving rise to the equations (2.8.12).
First of all, we consider the modified Bianchi identity. Following the standard
procedure, we introduce a Dirac membrane M3 with the magnetic string as
boundary: M2 = ∂M3. This is translated in terms of the Poincare´ duals
into ∗Jm = d ∗ G with ∗G = −gP (M3). As usual one sets F = dA + ∗G.
The “gauge freedom” associated to the position of the Dirac brane alone is
translated into ∗G→ ∗G+d∗V , where ∗V = −gP (V4) with V4 the manifold
described by the displacement of the Dirac brane δM3 = ∂V4.
Consider the following action in 5 spacetime dimensions:
I = −1
2
∫
∗F ∧ F − α
6
∫
dA ∧ dA ∧A− α
2
∫
∗G ∧ dA ∧ A
+
∫
∗Je ∧A+ α
2
∫
∗Jm ∧
(
f ∧ A+ v
2
∗¯f ∧ f + Φ∗¯j
)
+ IK .
(2.8.14)
Here f = dΦ− i∗A+ ∗¯g where i∗A denotes the pullback of A onM2, and ∗¯
is the Hodge star on the worldvolume M2. Φ is a scalar field living on the
string, v some real parameter and IK is the sum of the kinetic terms for the
three present branes. We will assume for simplicity that electric source Je is
external and therefore not to be varied in the action principle.
Finally, g defines a Dirac worldline which originates from the instanton
on the magnetic string. The case of one instanton of strength ν located at the
point M0 (denoted in that way to make higher dimensional generalization
straightforward) is described by the instanton “current” ∗¯j = ν PN2(M0), a
two-form proportional to the Poincare´ dual to M0 in M2. The Dirac point
is defined by a worldine N1 ending or originating at the instanton, in such
a way that ∗¯j = d∗¯g if ∗¯g = ν PN2(N1). The set of manifolds and their
corresponding brane is summarized in the table 2.3
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manifold brane worldhistory
M0 dyonic instanton location
M1 electric particle worldline
M2 magnetic string worldsheet
M3 Dirac membrane worldvolume
N1 Dirac string worldline
Table 2.3: Worldhistory notations
Using the definition of the Poincare´ dual, we can rewrite the action as
I = −1
2
∫
M5
∗F ∧ F − α
6
∫
M5
dA ∧ dA ∧ A+ αg
2
∫
M3
dA ∧A
+ e
∫
M1
A+
αg
2
∫
M2
f ∧A + αgv
4
∫
M2
∗¯f ∧ f + αgν
2
∫
M0
Φ + Ik .
Note that, to simplify notations, we sometimes make use of dΦ and ∗¯g
in the action as forms of Ω(M5). This should be understood as extensions
whose pull-back gives the corresponding differential form of Ω(M2) on the
string worldsheet.
The equation of motion coming from varying A is
d ∗ F + α
2
F ∧ F + α
2
∗ Jm ∧ (v∗¯f − f) = ∗Je , (2.8.15)
where one used the fact that the highly singular product vanishes,
∗G ∧ ∗G = 0 , (2.8.16)
when the Dirac membranes never touch each other 19, which will be assumed
throughout this discussion. Varying Φ we obtain,
(df + v d∗¯f) ∧ ∗Jm = 0 (2.8.17)
Taking the exterior derivative of (2.8.15) we get
α ∗ Jm ∧ ∗¯j = d ∗ Je . (2.8.18)
We made use of (2.8.17) and ∗Jm∧∗G ≡ 0, which is a consequence of (2.8.16).
The equation (2.8.18) means that we can specify external sources (contrarily
to (2.8.13)), but they must satisfy the above condition. Also note that in the
absence of instantons on the worldsheet of the string, we get conservation of
the electric charge. Electric charge can end on magnetic string and create
an instanton on it. The eleven dimensional analogue is the well known fact
that M2-branes can end on M5-brane with a string as intersection. In that
case, a spacelike picture is possible because there is “more room” in eleven
dimensions.
19This follows from general arguments of appendix C.2.1.
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Since M1 is not closed, the linking number is ill defined (see appendix
C.2.2). In the same vein, the electric charge is not simply equal to the integral
of ∗Je because the electric current is not conserved. But the problem can be
solved if we rewrite the electric charge non-conservation law as
d(∗Je + α ∗ Jm ∧ ∗¯g) = 0 (2.8.19)
Let S3 be a hypersphere wrapped around the electric worldline continued in
the magnetic worldvolume by the Dirac worldine of the instanton. We can
define the electric charge as∫
D4
(∗Je + α ∗ Jm ∧ ∗¯g) (2.8.20)
with ∂D4 = S3. It is a well defined number because it only depends on the
homology class D4 ∼ D4 + ∂B5. Then, let us take two different representa-
tives, D4(1) and D
4
(2). The first one does not intersect the magnetic worldsheet
while the second one has no intersection with the worldline. If we evaluate
the tension with D4(1) we get ∫
D4
(1)
∗Je = e
and with D4(2)
α
∫
D4
(2)
∗Jm ∧ ∗¯g = αg
∫
S1
∗¯g = αg
∫
B2
∗¯j = αgν
where D4(2) ∩M2 = S1 = ∂B2. In conclusion, the charges are related by
e = αgν. (2.8.21)
Note that (2.8.15) is similar to but not identical with the first equation
in (2.8.12). They differ from each other on the worldsheet of the string. In
order to get the equations we want, we have to impose one further condition:
self–duality of f on the string worldsheet
f = ∗¯f . (2.8.22)
Obviously, this makes the instanton dyonic. Now equation (2.8.15) takes the
form
d ∗ F + α
2
F ∧ F + α(v − 1)
2
∗ Jm ∧ f = ∗Je . (2.8.23)
If the action (2.8.14) aims to represent the bosonic sector of simple D=5
supergravity, we should take v = −1. In this paper, for simplicity, the self-
duality condition is imposed by hand at the level of the equations of motion
but it is possible to write an action similar to (2.8.14) for which (2.8.22) arises
as a consequence of the variation of the action. It has been done in D = 11
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Figure 2.1: An electric worldlineM1 ends on a magnetic worldsheetM2 and
produces a magnetic instanton M0.
(and v = −1) in [64]. A regularized version has been proposed recently in
[65].
With all this in mind, we can now rewrite the charge definition. For
v = −1, we have the explicit expression
e =
∫
S3
(∗F + α
2
A ∧ dA)− αg
∫
S1
∗¯f . (2.8.24)
where S1 = S3 ∩M2.
The Dirac membrane should be classically unobservable. This means that
the action (2.8.14) should possess the gauge invariance
A −→ A + dΛ− ∗V
Φ −→ Φ + i∗Λ
G −→ ∗G+ d ∗ V ,
where A (and Φ) transforms in such a way that the field strength F (and
f) is invariant. The pull-back of ∗V can be shown to vanish and Φ can be
left invariant. The action (2.8.14) is invariant under small displacements of
the Dirac brane. To check this, the identity ∗G ∧ ∗V = 0 is needed (This
identity follows from taking the variation of the identity (2.8.16) and using
∗V ∧ ∗V = 0).
The same remark applies to the Dirac point living on the magnetic string.
The corresponding gauge transformation is
∗¯g → ∗¯g + d∗¯v , Φ→ Φ− ∗¯v. (2.8.25)
The scalar ∗¯v is proportional to the Poincare´ dual of the surface described
by the Dirac worldline in the string worldsheet. The action is obviously
invariant under infinitesimal transformations (2.8.25).
2.8 Chern-Simons coupling 39
M-theoretic example
Due to its modern relevance, we briefly mention the case p = 2, that is
bosonic gauge sector of M-theory in the weak field limit and fixed gravita-
tional background.
The fundamental objects living in the eleven dimensional bulk M11 are
M2-brane of worldsheet M3 and electric charge density e
M5-brane of worldsheet M6 and magnetic charge density g
On the M5-brane lives a
Dyonic string of worldsheet N2 and self-dual charge ν
Chapter 3
Massless spin two gauge theory
It is well known that the gravity field equations in four-dimensional spacetime
are formally invariant under a duality rotation. As usual the Bianchi iden-
tities (I and II) get exchanged with Einstein field equations. But a problem
(present also in Yang-Mills theories) seems to prevent this duality rotation
from being a true symmetry of gravity (This question is addressed in more
details in section 7.1.3 for Yang-Mills gauge theories). However, linearized
gravity does not present this problem and the duality rotation is a true sym-
metry. Massless spin two free fields are similar to Abelian form gauge fields
in many aspects. This chapter provides a reformulation of known results
in a systematic unified mathematical framework. Complete proofs are also
presented.
The section 3.1 is a review of massless spin two gauge fields. In section
3.2, we review the Hodge duality for linearized gravity and the free dual
gauge fields obtained, which are in the representation of GL(D,R) corre-
sponding to Young diagrams with one row of two columns and all other rows
of length one. The sections 3.3, 3.4 and 3.5 provides a review of linearized
gravity gauge structure in the language of N -complexes. Multiforms and
some operations useful later on, are introduced in section 3.6. Linearized
gravity field equations and their duality properties are discussed in 3.7 in
the introduced mathematical framework. The section 3.8 presents our the-
orem 2, which generalizes the standard Poincare´ lemma to arbitrary finite
dimensional representations of GL(D,R). Some useful corollaries are also
given. All this mathematical machinery is used in the section 3.9 to provide
a systematic treatment of tensor gauge fields in arbitrary representations of
GL(D,R).
3.1 Linearized gravity
3.1.1 Pauli-Fierz action
A free symmetric tensor gauge field hµν in D dimensions has the gauge sym-
metry
δhµν = 2∂(µξν). (3.1.1)
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The linearized Riemann tensor for this field is
Rµν στ ≡ 1
2
(∂µ∂σhντ + . . .) = −2∂[µhν][σ,τ ] (3.1.2)
It satisfies
Rµν στ = Rστ µν (3.1.3)
together with the first Bianchi identity
R[µν σ]τ = 0 (3.1.4)
and the second Bianchi identity
∂[ρRµν] στ = 0 (3.1.5)
It has been shown by Pauli and Fierz [66] that there is a unique, consistent
action describing a pure massless spin-two field. This action happens to be
the Einstein action linearized around a Minkowski background1
SEH [gµν ] =
2
κ2
∫
dDx
√−g Rfull , gµν = ηµν + κhµν , (3.1.6)
with Rfull the scalar curvature for the metric gµν . The constant κ has me-
chanical dimensions LD/2−1. The term of order 1/κ2 in the expansion of SEH
vanishes since the background is flat. The term of order 1/κ is equal to zero
because it is proportional to the (sourceless) Einstein equations evaluated at
the Minkowski metric. The next order term in the expansion in κ is (up to a
boundary term) the action for a massless spin-2 field in spacetime dimension
D [66]
SPF [hµν ] =
∫
dDx
[
−1
2
(∂µhνρ) (∂
µhνρ) + (∂µh
µ
ν) (∂ρh
ρν)
− (∂νhµµ) (∂ρhρν) + 12 (∂µhνν) (∂µhρρ)
]
. (3.1.7)
Since we linearize around a flat background, spacetime indices are raised and
lowered with the flat Minkowskian metric ηµν . For D = 3 the Lagrangian
is a total derivative so we will assume D ≥ 3. The (vacuum) equations of
motion are the natural free field equations
Rσµσν = 0 (3.1.8)
which are the linearized Einstein equations. Together with (3.1.2) the Ein-
stein equations imply
∂µRµν στ = 0 . (3.1.9)
1Note that, the way back to full gravity is quite constrained. It has been shown that
there is no local consistent coupling, with at most two derivatives of the fields, that can
mix various gravitons [67]. In other words, there are no Yang-Mills-like spin-2 theories
(like for antisymmetric tensor gauge theories, as reviewed in subsection 2.2.2). The only
possible deformations are given by a sum of individual Einstein-Hilbert actions. Therefore
in the case of one graviton, [67] provides a strong proof of the uniqueness of Einstein’s
theory.
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3.1.2 Minimal coupling
The Euler-Lagrange variation of the Pauli-Fierz action is
δSPF
δhµν
= Rσµσν −
1
2
ηµν R
στ
στ . (3.1.10)
It can be shown that the second Bianchi identities imply
∂µRµσνρ + ∂ρR
µ
νµσ − ∂νR µρµσ = 0 , (3.1.11)
and taking the trace again leads to
∂µRσµσν −
1
2
∂νR
στ
στ = 0 . (3.1.12)
From another perspective, the equations (3.1.12) are the Noether identities
corresponding to the gauge transformations (3.1.1).
Let us introduce a source Tµν which couples minimally to hµν through
the term
Sminimal = −κ
∫
dDxhµνTµν . (3.1.13)
We add this term to the Pauli-Fierz action (3.1.7) together with a kinetic
term SK for the sources to get the action
S = SPF + SK + Sminimal . (3.1.14)
The field equations for the symmetric gauge field hµν are the linearized Ein-
stein equations
Rσµσν −
1
2
ηµν R
στ
στ = κTµν . (3.1.15)
Consistency with (3.1.12) imply that the linearized energy-momentum tensor
is conserved ∂µTµν = 0.
The simplest example of source is the one of a free particle of mass m
following a worldline xµ(s) with s the proper time along the worldline. The
Polyakov action for the massive particle reads
SPolyakov[x
µ(s)] = −m
∫
ds gµν
dx
ds
µdx
ds
ν
. (3.1.16)
It results as the sum of the two actions
SK = −m
∫
ds ηµν
dx
ds
µdx
ds
ν
, (3.1.17)
Sminimal = −mκ
∫
ds hµν
dx
ds
µdx
ds
ν
, (3.1.18)
from which one infers that the (matter) source Tµν for a massive particle is
equal to
T µν(x) = m
∫
ds δD (x− x(s)) dx
ds
µdx
ds
ν
. (3.1.19)
It is conserved if and only if d
2x
ds2
µ
= 0, which means that the test particle fol-
lows a straight worldline. In general, if one considers a free massless spin-two
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theory coupled with matter, then the latter has to be constrained in order
to be consistent with linearized energy-momentum tensor conservation2. At
first sight, it is however inconsistent with the natural expectation that matter
reacts to the gravitational field. Anyway, the condition d
2x
ds2
µ
= 0 is math-
ematically inconsistent with the e.o.m. obtained from varying (3.1.17) and
(3.1.18) with respect to the worldline xµ(s) which constrains the massive
particle to follow a geodesic for gµν (and not a straight line). In fact, if one
wants the matter to respond to the gravity field, we must add a source κT selfµν
for the gravitational field itself, in such a way that the sum Tµν + T
self
µν is
conserved if the matter obeys its own equation to first order in κ and if the
gravity field obeys (3.1.15). This gravitational self-energy must come from
a first order (in κ) deformation of the Pauli-Fierz action. This modification
has been the starting point of Feynman in the late fifities when he derived
the Einstein gravity action by deforming the Pauli-Fierz action consistently
with matter back reaction3. At the end of the perturbative procedure, one
obviously obtains that the free-falling particle must follow a geodesic for
consistency with the (full) Einstein equations.
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3.2.1 Duality in linearized gravity
Let us mention for further purpose that the last equation (3.1.9) can be
directly deduced from the equations (3.1.4)-(3.1.5)-(3.1.8) for the linearized
Riemann tensor without using its explicit expression (3.1.2). To simplify the
proof and prepare the ground for a discussion about duality properties, let
us introduce the tensor
(∗R)µ1...µD−2 | ρσ =
1
2
εµ1 ... µD R
µD−1µD
ρσ (3.2.1)
The linearized second Bianchi identity and the Einstein equations rewrite in
terms of this new tensor respectively as
∂µ
[
(∗R)µ ...ν | ρσ
]
= 0 (3.2.2)
and
(∗R)[µ ...ν | ρ]σ = 0. (3.2.3)
If one takes the divergence of (3.2.3) with respect to the first index µ, and
uses (3.2.2), one gets
∂µ
[
(∗R)ρ ...ν |µσ
]
= 0 (3.2.4)
2This should not be too surprising since it is well known that the Einstein equations
simultaneously determine the gravity field and the motion of matter.
3In 1962, Feynman presented this derivation in his sixth Caltech lecture on gravita-
tion [68]. In their foreword of Feynman’s lectures, J. Preskill and K.S. Thorne give an
interesting historical account of the field-theoretic approach to Einstein’s theory as a self-
interacting massless spin-two field theory ([68], pp. x-xv, and references therein). One
of the intriguing features of this viewpoint is that the initial flat background is no longer
observable in the full theory. In the same vein, the fact that the self-interacting theory has
a geometric interpretation is “not readily explainable - it is just marvelous”, as Feynman
expressed.
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which is equivalent to
∂µRαβ µσ = 0 (3.2.5)
as follows from the definition (3.2.1). Using the symmetry property (3.1.3)
of the Riemann tensor we recover (3.1.9).
Later on (in the corollary 3.2), we will prove that the equations
Rσµσν = 0 , ∂
µRµν στ = ∂
σRµν στ = 0 (3.2.6)
are (locally) equivalent to the following equation [69]
(∗R)µ1...µD−2 | ρσ = ∂[µ1 h˜µ2...µD−2] | [ρ,σ] , (3.2.7)
which defines the tensor field h˜[µ1...µD−3] | ρ called the dual gauge field of hµν
and which is said to have a mixed symmetry because it is neither (completely)
antisymmetric nor symmetric. In fact, it obeys the identity
h˜[µ1...µD−3 | ρ] ≡ 0 . (3.2.8)
Still, for D = 4 the dual gauge field is a symmetric tensor h˜µν , which signals
a possible duality symmetry. The curvature dual (3.2.7) is left invariant by
the transformations
δh˜µ1...µD−3 | ρ = ∂[µ1Sµ2...µD−3] | ρ + ∂ρAµ2...µD−3µ1 + Aρ[µ2...µD−3,µ1] (3.2.9)
where the complete antisymmetrization of the gauge parameter
S[µ1...µD−4] |µD−3 vanishes while the other gauge parameter Aµ1...µD−3 is
completely antisymmetric.
3.2.2 Mixed symmetry type gauge fields
More generally, let us consider massless gauge fields Mµ1µ2...µn |µn+1 having
the same symmetries than the above-mentioned dual gauge field h˜µ1...µD−3 | ρ.
It is represented by the Young diagram
1 n+1
2
...
n
, (3.2.10)
which implies that the field obeys the identity
M[µ1µ2...µn |µn+1] ≡ 0. (3.2.11)
Such tensors gauge fields have been studied two decades ago by the authors
of [70, 71, 72] and appear in the bosonic sector of some odd-dimensional CS
supergravities [73, 74, 75]. Here, n will denote the number of antisymmetric
indices carried by the fieldMµ1µ2...µn |µn+1 . This is also the number of boxes in
the first column of the corresponding Young array. The tensorsMµ1µ2...µn |µn+1
have n(D+1)!
(n+1)!(D−n)! components in D dimensions.
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The action of the free theory is
S0[Mµ1µ2...µn |µn+1 ] =
∫
dDxL (3.2.12)
where the Lagrangian is [71]
L = Mµ1...µn |µn+1∂2Mµ1...µn |µn+1 − 2nMµ1...µn |µn+1∂µ1∂λM µ2...µn |µn+1λ
− nMµ1µ2...µn |µ1∂2Mµ1...µnµ1 + n(n− 1)Mµ1µ2...µn |µ∂µ1∂νM µ2...µn−1µ |µnν
+ n(n− 1)M ββγµ3...µn ∂γ∂µM µ3...µn | ννµ
+ 2nMµ1µ2...µn |µ1∂
µ∂νM
µ2...µn | ν
µ . (3.2.13)
The field equations derived from (3.2.13) are equivalent to
ηµ1ν1Kµ1µ2...µn+1 | ν1ν2 = 0 (3.2.14)
where
Kµ1µ2...µn+1 | ν1ν2 ≡ ∂[µ1Mµ2...µn+1] | [ν1 , ν2] , (3.2.15)
is the curvature; it obeys the algebraic identity
K[µ1...µn+1 | ν1]ν2 = 0 . (3.2.16)
Notice that for n = 1 one recovers the linearized gravity theory.
The action (3.2.12) and the curvature (3.2.15) are invariant under the
following gauge transformations
δS,AMµ1...µn+1 = ∂[µ1Sµ2...µn] |µn+1 + ∂[µ1Aµ2...µn]µn+1 + ∂µn+1Aµ2...µnµ1 (3.2.17)
where the gauge parameters Sµ2...µn |µn+1 and Aµ2...µn+1 have the symmetries
2 n+1
3
...
n
and
2
3
...
n+1
, respectively. These gauge transformations come with
a chain of reducibilities (actually n − 1 of them) on the gauge parameters.
These reducibilities read, with 1 ≤ i ≤ n
(i)
S µ1...µn−i |µn−i+1 = ∂[µ1
(i+1)
S µ2...µn−i] |µn−i+1 +
(n+ 1)
(n− i+ 1) ∂[µ1
(i+1)
A µ2...µn−i]µn−i+1 +
+
(n + 1)
(n− i+ 1) ∂µn−i+1
(i+1)
A µ2...µn−iµ1 , (3.2.18)
(i)
Aµ1...µn−i+1 = ∂[µ1
(i+1)
A µ2...µn−i+1] (3.2.19)
with the conventions that
(1)
S µ1...µn−1 |µn = Sµ1...µn−1 |µn ,
(n)
S µ= 0 ,
(1)
Aµ1...µn = Aµ1...µn .
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The reducibility parameters at reducibility level i have the symmetry
(i+1)
S µ1...µn−i−1 |µn−i≃
1 n−i
2
...
n−i−1
and
(i+1)
A µ1...µn−i≃
1
2
...
n−i
.
Notice that
(n−1)
S µν ≃ µ ν . These gauge transformations and reducibilities
were introduced and discussed in [70, 71, 72]. Our theorem 2 will provide
a more systematic tool for the investigation of mixed symmetry type gauge
field theories.
Following closely the derivation of section 2.4.6, one obtains the number
of physical degrees of freedom, which is equal to
(D − 2)!D (D − n− 2)n
(D − n− 1)! (n+ 1)! . (3.2.20)
This number is manifestly invariant under the exchange n ↔ D − n − 2
which corresponds to a Hodge duality transformation. This confirms that
the dimension for which the theory is dual to a symmetric tensor is equal to
D = n + 3; this is also the critical dimension for the theory to have local
physical degrees of freedom.
3.3 N-complexes
The idea of [76, 77, 78] is to construct complexes for irreducible tensor fields of
mixed Young symmetry type generalizing thereby to some extent the calculus
of differential forms. This tool provides an elegant formulation of symmetric
tensor gauge fields and their Hodge duals (like differential form notation
within electrodynamics). It is strongly advised for the reader to take a look
at the appendix D.
Let (Y ) = (Yp)p∈N be a given sequence of Young diagrams such that the
number of cells of Yp is p, ∀p ∈ N. For each p, there is a single shape Yp)
and Yp ⊂ Yq for p < q. We define Ωp(Y )(M) to be the vector space of smooth
covariant tensor fields of rank p onM which have the Young symmetry type
Yp (i.e. their components T (x) belong to the Schur module associated to Yp).
More precisely they obey the identity Yp T (x) = T (x), ∀x ∈M, with Yp the
Young symmetrizer on tensor of rank p associated to the Young symmetry
Yp. Let Ω(Y )(M) be the graded vector space ⊕pΩp(Y )(M) of irreducible tensor
fields on M. One can define a product in Ω(Y )(M) but it is not associative
[77, 78].
One then generalizes the exterior differential by setting [77, 78]
d ≡ Yp+1 ◦ ∂ : Ωp(Y )(M)→ Ωp+1(Y ) (M) , (3.3.1)
that is to say one first takes the partial derivative of the tensor T ∈ Ωp(Y )(M)
and one acts with the Young symmetrizer Yp+1 to obtain a tensor in
Ωp+1(Y ) (M). Examples are provided in the next section. Let us briefly mention
that there are no dxµ in this definition of the operator d. The operator d is
not nilpotent in general, therefore d does not always endow Ω(Y )(M) with a
structure of differential complex.
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If we want to generalize the calculus of differential forms, we have to
use the extension of the structure of differential complex with higher order of
nilpotency. Anyway, let us stress that the operator d is not really a differential
because, in general, d is neither nilpotent nor a derivative (even if one defines
a product in Ω(Y )(M) the non-trivial projections destroy the Leibnitz rule).
A sufficient condition for d to endow Ω(Y )(M) with a structure of N -
complex is that the number of columns of any Young diagram be strictly
smaller than N .
Lemma 3.1. Let S be a non-vanishing integer and assume that the sequence
(Y ) is such that the number of columns of the Young diagram Yp is strictly
smaller than S + 1 (i.e. ≤ S) for any p ∈ N. Then the space Ω(Y )(M)
endowed with the operator d is a (S + 1)-complex.
Indeed, one has dS+1 = 0 since the indices in one column are antisymmetrized
and dS+1ω necessarily involves at least two partial derivatives ∂ in one of the
columns (there are S+1 partial derivatives involved and at most S columns).
3.4 Symmetric gauge tensors and maximal
sequences
A Young diagrams sequence of interest in theories of spin S ≥ 1 is the
maximal sequence Y S = (Y Sp )p∈N [77, 78]. This sequence is defined as the
naturally ordered sequence of diagrams with maximally filled rows.
Notation: In order to simplify the notation, we shall denote Ωp
(Y S)
(M) by
ΩpS(M) and Ω(Y S)(M) by ΩS(M).
If D is the dimension of the manifoldM then the subcomplexes ΩpS(M) with
p > SD are trivial since, for these values of p, the Young diagrams Y Sp have
at least one column with more than D cells.
3.4.1 Massless spin one gauge field
It is clear that Ω1(M) with the differential d is the usual complex Ω(M) of
differential forms onM. The connection between the complex of differential
forms on M and the theory of classical q-form gauge fields is well known.
Indeed the subcomplex
Ω0(M) d0→ Ω1(M) d1→ . . . dq−1→ Ωq(M) dq→ Ωq+1(M) dq+1→ Ωq+2(M) (3.4.1)
with dp ≡ d : Ωp → Ωp+1, has the following interpretation in terms of q-
form gauge field A[q] theory (see subsection 2.4.6). The space Ω
q+1(M) is
the space which the field strength F[q+1] lives in. The space Ω
q+2(M) is the
space of Hodge duals to magnetic sources ∗Jm (at least if we extend the space
of “smooth” (q + 2)-forms to de Rham currents) since dF[q+1] = (∗Jm)[q+2].
If there is no magnetic source, the fieldstrength belongs to the kernel of
dq+1. The Abelian gauge field A[q] belongs to Ω
q(M). The subspace Kerdq
of Ωq(M) is the space of pure gauge configurations (which are physically
irrelevant). The space Ωq−1(M) is the space of infinitesimal gauge parameters
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Λ[q−1] and Ωq−2(M) is the space of first reducibility parameters Λ[q−2]. The
story continues for higher order reducibility parameters. If the manifold M
has the topology of RD then (3.4.1) is an exact sequence.
3.4.2 Massless spin two gauge field
As another example, we exhibit the correspondence between some spaces
Young diagrams in the maximal sequence with at most two columns and
their corresponding spaces in the differential 3-complex Ω2(M)
Young diagram Vector space Example Components
Ω12(M) lin. diffeomorphism parameter ξµ
Ω22(M) graviton hµν
Ω32(M) mixed symmetry type field Mµν | ρ
Ω42(M) Riemann tensor Rµν ρσ
Ω52(M) Bianchi identity ∂[λRµν] ρσ
Table 3.1: Two-column maximal sequence and its physical relevance.
The interest of Ω2(M) is its direct applicability in free spin two gauge
theory. Indeed in this case, the analog of the sequence (3.4.1) is
Ω12(M) d→ Ω22(M) d
2→ Ω42(M) d→ Ω52(M) (3.4.2)
since Ω12(M) is the space of covariant vector fields (ξµ) on M, Ω22(M) the
space of covariant rank 2 symmetric tensor fields (hµν) on M, Ω42(M) the
space of covariant tensor fields of degree 4 (Rµν ρσ) on M having the sym-
metries of the Riemann curvature tensor and Ω52(M) the space of covariant
tensor fields of degree 5 having the symmetries of the left-hand side of the
Bianchi II identity. The action of the 3-differential writes explicitly in terms
of components
(dξ)µν =
1
2
(∂µξν + ∂νξµ) (3.4.3)
(d2h)λµρν =
1
4
(∂λ∂ρhµν + ∂µ∂νhλρ − ∂µ∂ρhλν − ∂λ∂νhµρ) (3.4.4)
(dR)λµναβ =
1
3
(∂λRµν αβ + ∂µRνλαβ + ∂νRλµαβ). (3.4.5)
The generalized 3-complex Ω2(M) can be pictured as the commutative
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diagram
· · ·
Ω62(M) d //
d2
::
u
u
u
u
u
u
u
u
u · · ·
Ω42(M) d //
d2
99
s
s
s
s
s
s
s
s
s
s
Ω52(M)
d
OO
Ω22(M) d //
d2
99
s
s
s
s
s
s
s
s
s
s
Ω32(M)
d
OO
Ω02(M) d //
d2
99
s
s
s
s
s
s
s
s
s
s
Ω12(M)
d
OO
(3.4.6)
In terms of this diagram, the higher order nilpotency d3 = 0 translates into
the fact that (i) if one takes a vertical arrow followed by a diagonal arrow,
or (ii) if a diagonal arrow is followed by a horizontal arrow, one is always
mapped to zero.
3.5 Rectangular diagrams
The generalized cohomology [79] of the N -complex ΩN−1(M) is the fam-
ily of graded vector spaces H(k)(d) with 1 ≤ k ≤ N − 1 defined by
H(k)(d) = Ker(d
k)/Im(dN−k). In general the cohomology groups Hp(k)(d) are
not empty, even when M has a trivial topology. Nevertheless there exists a
generalization of the Poincare´ lemma for N -complexes of interest in gauge
theories.
Let Y S be a maximal sequence of Young diagrams. The (generalized)
Poincare´ lemma says that for M with the topology of RD the generalized
cohomology4 of d on tensors represented by rectangular diagrams is empty
in the space of maximal tensors [76, 77, 78]. We have the
Proposition 3.1. (Generalized Poincare´ lemma for rectangular diagrams)
• H0(k)
(
ΩS(R
D)
)
is the space of real polynomial functions on RD of degree
strictly less than k (1 ≤ k ≤ N − 1) and
• HnS(k)
(
ΩS(R
D)
)
= 0 ∀n such that 1 ≤ n ≤ D − 1.
This is the first theorem of [78], the proof of which is given therein.
This theorem strengthens the analogy between the two complexes (3.4.1) and
(3.4.2) since the generalized Poincare´ lemma implies that (3.4.2) is also an
exact sequence when M has a trivial topology. Exactness at Ω22(M) means
4Strictly speaking, the generalized Poincare´ lemma for rectangular diagrams was proved
in [77, 78] with an other choice of convention for the Young symmetrizer Y where one
first antisymmetrizes the columns. This other Young symmetrizer is more convenient to
proof the theorem in [78] but is inappropriate for considering Hodge dualization properties.
This explains our choice of convention; still, as we will show later, the generalized Poincare´
lemma for rectangular diagrams remains true with the definition (3.3.1).
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H2(2)
(
Ω2(R
D)
)
= 0 and exactness at Ω42(M) meansH4(1)
(
Ω2(R
D)
)
= 0. These
properties have a physical interpretation in terms of the linearized Bianchi
identity II and gauge transformations. Let Rµνρσ be a tensor antisymmetric
in its two pairs of indices Rµνρσ = −Rνµρσ = −Rµνσρ, namely it has the
symmetry of the Young diagram
⊗
. This one decomposes according
to
⊗
=
⊕ ⊕
(3.5.1)
If we ask R to obey the first Bianchi identity (3.1.4), we kill the last two
terms in its decomposition (3.5.1) hence the tensor R has the symmetries
of the Riemann tensor and belongs to Ω42(M). Furthermore, from (3.4.5)
it is obvious that the linearized second Bianchi identity (3.1.5) for R reads
dR = 0. Since the Riemann tensor has the symmetries of a rectangular
diagram, we get from the exactness of the sequence (3.4.2) that R = d2h
with h ∈ Ω22(M). This means that R is effectively the linearized Riemann
tensor associated to the spin two field h, as can be directly seen from (3.4.4).
However, the definition of the metric fluctuation h is not unique : the gauge
field h + δh is physically equivalent to h if it leaves the physical linearized
Riemann tensor invariant, i.e. d2(δh) = 0. Since the sequence (3.4.1) is exact
we find : δh = dξ with ξ ∈ Ω12(M). As a result we recover the standard gauge
transformations (3.1.1).
3.6 Multiforms and Hodge duality
For practical purpose, we will consider the set Y(S) of all Young diagrams
Y
(S)
(l1,l2,...,lS)
with at most S columns of respective length 0 ≤ lS ≤ lS−1 ≤ . . . ≤
l2 ≤ l1 ≤ D − 1.
Notation: The space Ω(Y (S))(M) is a (S + 1)-complex that we denote
Ω(S)(M). The subcomplex ΩY (S)
(l1,l2,...,lS)
(M) is denoted by Ω(l1,l2,...,lS)(S) (M).
This generalized complex Ω(S)(M) is the generalization of the differential
forms complex Ω(M) = Ω(1)(M) we are looking for, in which each proper
space is invariant under the action of GL(D,R). As an example, the previ-
ously mentioned mixed symmetry type gauge field M belongs to Ω
(n,1)
(2) (M)
by (3.2.10).
A good mathematical understanding of the gauge structure of free sym-
metric tensor gauge field theories is provided by the maximal sequence and
the vanishing of the rectangular diagrams cohomology. Though, several new
mathematical ingredients are needed as well as an extension of the proposi-
tion 3.1 to capture their dynamics on-shell. A useful new ingredient is the
obvious generalization of Hodge’s duality for ΩS(R
D), which is obtained by
contractions of the columns with the epsilon tensor εµ1...µD ofM and lower-
ing the indices with the Minkowskian metric. For rank S symmetric tensor
gauge theories there are S different Hodge operations since the correspond-
ing diagrams may contain up to S columns. A simple but important point
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to notice is the following: generically the Hodge duality is not an internal
operation in the space ΩS(M). For that reason we must come back to the
complex Ω(S)(M) (defined at the end of the subsection 3.3) for which the
Hodge operation is internal (up to some column reordering, that have to be
understood in what follows).
3.6.1 Multiforms
Another ingredient is the graded tensor product of C∞(M) with S copies
of the exterior algebra Λ(RD∗) where RD∗ is the dual space of basis dixµ
(1 ≤ i ≤ S, µ = 0, 1, . . . , D). Elements of this space will be referred to as
multiforms [78]. They are sums of products of the generators dix
µ with
smooth functions on M. The components of a multiform define a tensor
with the symmetry properties of the product of S columns
......
⊗
...
⊗
. . .
⊗
...
Notation: We shall denote this complex by Ω[S](M). The subspace
Ωl1,l2,...,lS[S] (M) is defined as the space of multiforms whose components have
the symmetry properties of the diagram Dl1,l2,...,lS :=
S⊗
i=1
Y
(1)
(li)
which repre-
sents the above product of S columns with respective lengths l1, l2, ..., lS.
The tensor field α[µ11...µ1l1 ]...[µ
S
1 ...µ
S
lS
](x) defines a multiform α ∈ Ωl1,...,lS[S] (M)
which explicitly reads
α = α[µ11...µ1l1 ]...[µ
S
1 ...µ
S
lS
](x) d1x
µ11∧. . .∧d1xµ
1
l1⊗. . .⊗dSxµS1∧. . .∧dSxµ
S
lS . (3.6.1)
In the sequel, when we refer to the multiform α we will speak either of
(3.6.1) or of its components. More accurately, we will identify Ω[S](M) with
the space of the smooth tensor field components.
We endow Ω[S](M) with the structure of a (multi)complex by defining S
anticommuting differentials
di : Ω
l1,...,li,...,lS
[S] (M)→ Ωl1,...,li+1,...,lS[S] (M) , 1 ≤ i ≤ S , (3.6.2)
defined by adding a box containing the partial derivative in the i-th column.
For instance, d2 acting on the previous diagrammatic example is
......
⊗
...
∂
⊗
. . .
⊗
...
Summary of notations: The complex Ω[S](M) is the subspace of S-
uple multiforms. The space Ω(S)(M) is the (S + 1)-complex of tensors
represented by Young diagrams with at most S columns. It is the di-
rect sum of subcomplexes Ω
(l1,l2,...,lS)
(S) (M). The space ΩS(M) = ⊕pΩpS(M)
is the space of maximal tensors. Thus we have the chain of inclusions
ΩS(M) ⊂ Ω(S)(M) ⊂ Ω[S](M).
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3.6.2 Hodge and trace operators
We introduce the following notation for the S possible Hodge dual definitions
∗i : Ωl1,...,li,...,lS[S] (M)→ Ωl1,...,D−li,...,lS[S] (M) , 1 ≤ i ≤ S . (3.6.3)
The operator ∗i is defined as the action of the Hodge operator on the indices
of the i-th column. To remain in the space of covariant tensors requires the
use of the flat metric to lower down indices.
Using the metric, another simple operation that can be defined is the
trace. The convention is that we always take the trace over indices in two
different columns, say the i-th and j-th. We denote this operation by
Trij : Ω
l1,...,li,...,lj ,...,lS
[S] (M)→ Ωl1,...,li−1,...,lj−1,...,lS[S] (M) , i 6= j . (3.6.4)
The Schur module definition (see appendix D) gives the necessary and suffi-
cient set of conditions for a (covariant) tensor Tµ1µ2...µp(x) of rank p to be in
the irreducible representation of GL(D,R) associated to the Young diagram
Y (with |Y | = p). Every index of Tµ1µ2...µp(x) is placed in one box of Y . The
set of conditions is the following :
(i) Tµ1µ2...µp(x) is completely antisymmetric in the entries of each
column of Y ,
(ii) complete antisymmetrization of Tµ1µ2...µp(x) in the entries of
a column of Y and another entry of Y which is on the right-hand
side of the column vanishes.
Using the previous definitions of multiforms and of the Hodge dual and trace
operators, this set of conditions can translate the proposition D.1 in the
Proposition 3.2. (Schur module)
Let α be a multiform in Ωl1,...,lS[S] (M). If
lj ≤ li < D , ∀ i, j ∈ {1, . . . , S} ,
then one has the equivalence
Trij { ∗i α } = 0 ∀ i, j : 1 ≤ i < j ≤ S ⇐⇒ α ∈ Ω(l1,...,lS)(S) (M) .
The condition (i) is satisfied since α is a multiform. The condition (ii)
is written in terms of tracelessness conditions. Let us mention that such
rewriting is only possible for metric spaces, not required by the study of
representations of GL(GR).
Another useful property, that generalizes the derivation followed in the
chain of equations (3.2.1)-(3.2.5), is for any i, j ∈ {1, . . . , S}
•
{
Trij α = 0
diα = 0
=⇒ dj (∗j α) = 0 . (3.6.5)
The following property on powers of the trace operator will also be useful
later on. We state it as the
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Proposition 3.3. Let α ∈ Ωl1,...,lS(S) (M) be a multiform such that lj ≤ li. For
any m ∈ N ( 0 ≤ m ≤ D − li ), one has the equivalence
(Trij)
m{∗i ∗j α} = 0 ⇐⇒ (Trij)m+li+lj−D {α } = 0 .
Proof: The proposition 3.3 is a direct consequence of (B.5.7).
⇒: We proceed by recurrence on the number of traces (acting on
α). More precisely, the recurrence hypothesis is that, for any p ∈
N0, if (Trij)
lj−n{α} = 0 for all n ≥ p− 1, then
(Trij)
D−li−p{∗i ∗j α} = 0 ⇒ (Trij)lj−p{α} = 0 . (3.6.6)
This is true because (Trij)
D−li−p{∗i ∗j α} is equal to a sum of
terms proportional to (Trij)
lj−n{α} for all n ≥ p (due to (B.5.7)),
and these last terms vanish by hypothesis except the one propor-
tional to (Trij)
lj−p{α}. And the final step to proof the recurrence
hypothesis is that the vanishing of (Trij)
D−li−p{∗i ∗j α} implies
(Trij)
lj−p{α} = 0.
The recurrence hypothesis will proof the proposition because
(Trij)
m{∗i ∗j α} = 0 implies that (Trij)m{∗i ∗j α} = 0 for all
m ≥ m. Indeed, we start from (Trij)D−li{∗i ∗j α} = 0 to deduce
that (Trij)
lj{α} = 0, as follows immediately from (B.5.7). The
recurrence (3.6.6) can be applied from p = 1 to p = D − li − m
and one goes down from (Trij)
lj{α} = 0 to the desired vanishing
of (Trij)
m+li+lj−D {α }.
⇐: That the sufficiency is also true is obvious from the implication
(3.6.6) since ∗i ∗j (∗i ∗j α) = ±α.
We end up this section by a result on the irreducible representations of
O(D − 1, 1) [80] which is a corollary of the proposition 3.3.
Corollary 3.1. The (completely) traceless tensors corresponding to Young
diagrams in which the sum of the lengths of the first two columns exceeds D
must be identically zero.
In other words, let α ∈ Ω(l1,...,lS)(S) (M) be an irreducible tensor such that
l1 + l2 ≤ D. Then, one has the equivalence
(Trij){α} = 0 ∀i, j ⇐⇒ α ≡ 0 .
The hypotheses of the corollary 3.1 are different with the ones of the
proposition 3.2 because lj ≤ li implies that the dual ∗i α has the sum of the
lengths of the i-th and j-th columns equal to ℓi + ℓj = D − li + lj ≤ D.
Let us now apply all these new tools to the specific case of linearized
gravity.
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3.7 Linearized gravity field equations
From now on, we restrict ourselves to the case of linearized gravity, i.e. S = 2
symmetric gauge fields. So there are two possible Hodge operations, denoted
by ∗, acting on the first column if it is written on the left and on the second
column if it is written on the right. Since we are no longer restricted to
maximal Young diagrams the notation d is ambiguous (we do not know a
priori on which Young symmetry type we should project in the definition
(3.3.1)). Instead we use the above differentials di. For linearized gravity
there exist only two of them : d1 called the (left) differential d
L and d2, the
(right) differential dR. With these differentials it is possible to rewrite (3.2.6)
in the compact form dL ∗R = dRR∗ = 0. The second Bianchi identity reads
dLR = dRR = 0.
Our convention is that we take the trace over indices in the same row,
using the flat background metric ηµν . We denote this operation by Tr (which
is Tr12 according to the definition given in the previous section). In this
notation the Einstein equation (3.1.8) takes the form TrR = 0 while the
first Bianchi identity (3.1.4) reads Tr∗R = 0. From the proposition 3.2, the
following property holds : Let B be a “biform” in Ωp,q[2] (M) which means B
is a tensor with symmetry
......
⊗
...
Then, B obeys the (first) “Bianchi identity”
Tr(∗B) = 0 (3.7.1)
if and only if B ∈ Ω(p,q)(2) (M). Pictorially it is described by the diagram
......
...
that is, the two columns of the product are glued together.
With all this new artillery, it becomes easier to extend the concept of EM
duality for linearized gravity. First of all we emphasize the analogy between
the Bianchi identities and the field equations by rewriting them respectively
as {
Tr ∗R = 0
dLR = dRR = 0
, (3.7.2)
and {
TrR = 0
dL ∗R = dRR∗ = 0 , (3.7.3)
where Rµν ρσ ≡
µ
ν
⊗ ρ
σ . We recall that dL ∗R = dRR∗ = 0 was obtained
in section 3.1 by using the second Bianchi identity.
As discussed at the end of the subsection 3.6, the first Bianchi identity
implies that R effectively has the symmetry properties of the Riemann tensor,
i.e. Rµν ρσ ≡
µ
ν
ρ
σ . Using this symmetry property, the two equations dLR =
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dRR = 0 can now be rewritten as the single equation dR = 0. Therefore if the
manifold M is of trivial topology then, for a given multiform R ∈ Ω2,2[2] (M),
one has the equivalence{
Tr ∗R = 0
dLR = dRR = 0
⇔
{
R = d2h
h ∈ Ω22(M) , (3.7.4)
due to proposition 3.1.
3.7.1 Dual linearized Riemann tensor
By proposition 3.2, the (vacuum) Einstein equation TrR = 0 can then
be translated into the assertion that the dual of the Riemann tensor has
(on-shell) the symmetries of a diagram (D − 2, 2), in other words ∗R ∈
Ω
(D−2,2)
(2) (M). The second Bianchi identity dRR = 0 together with the Ein-
stein equations imply the equation dL ∗ R = 0. Furthermore the second
Bianchi identity dRR = 0 is equivalent to dR ∗ R = 0, therefore we have the
equivalence{
TrR = 0
dRR = 0
⇔
{
∗R ∈ Ω(D−2,2)(2) (M)
dL ∗R = dR ∗R = 0 . (3.7.5)
In addition dL ∗ R = dR ∗ R = 0 now imply ∗R = d2h˜ (where we denote
the non-ambiguous product dL dR by d2). The tensor field h˜ ∈ Ω(D−3,1)(2) (M)
is the dual gauge field of h obtained in (3.2.7). This property (3.2.7) which
holds for manifoldsM with the topology of RD is a direct application of the
corollary 3.2 of the generalized Poincare´ lemma given in the next subsection;
we anticipate this result here in order to motivate the theorem 2 by a specific
example. We have an analogue of (3.7.4) that exhibits a duality symmetry
similar to the EM duality of electrodynamics under the interchange of Bianchi
identities and field equations,{
TrR = 0
dL ∗R = dR ∗R = 0 ⇔
{
∗R = d2h˜
h˜ ∈ Ω(D−3,1)(2) (M)
. (3.7.6)
Tensor gauge fields in Ω
(D−3,1)
(2) (M) have mixed symmetry and are discussed
above in section 3.2.2. The right-hand-side of (3.2.7) is represented by
∂
......
∂
.
The appropriate symmetries are automatically implemented by the antisym-
metrizations in (3.2.7) since the dual gauge field h˜ has already the appropriate
symmetry
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...... .
In other words, the two explicit antisymmetrizations in (3.2.7) are sufficient
to ensure that ∗R has the symmetries associated with Y (2)(D−2,2). A general
explanation of this fact will be given at the end of the next subsection.
The dual linearized Riemann tensor is invariant under the transformation
δh˜ = d(S + A) with S ∈ Ω(D−4,1)(2) (M) , A ∈ Ω(D−3,0)(2) (M) ∼= ΩD−3(M) .
(3.7.7)
The right-hand-side of this gauge transformation, explicitly written in (3.2.9),
is represented by
......
∂
⊕
......
∂
In this formalism, the reducibilities (3.2.18) and (3.2.19) respectively read
(up to coefficient redefinitions)
(i−1)
S = d(
(i)
S +
(i)
A) ,
(i−1)
A = −d
(i)
A , (i = 2, . . . , D − 2) ,
(i)
S∈ Ω(D−3−i,1)(2) (M) ,
(i)
A∈ ΩD−2−i(M) . (3.7.8)
These reducibilities are a direct consequence of the corollary 3.3.
3.7.2 Comparison with electrodynamics
Compared to electromagnetism, linearized gravity presents several new fea-
tures. First, there are now two kinds of Bianchi identities, some are algebraic
relations (Bianchi I) and the other are differential equations (Bianchi II). In
electromagnetism, only the latter are present. Second (this is perhaps more
important), the equation of motion of linearized gravity theory is an alge-
braic equation for the curvature (TrR = 0). This is natural since the cur-
vature tensor already contains two derivatives of the gauge field. Moreover
for higher spin gauge fields h ∈ Ω(1,...,1)S (S ≥ 3) the natural gauge invariant
curvature dSh ∈ Ω(2,...,2)S contains S derivatives of the completely symmetric
gauge field, hence natural second order equations of motion cannot contain
this curvature5. Third the current conservation in electromagnetism is a di-
rect consequence of the field equation while for linearized gravity the Bianchi
identities play a crucial role.
In relation with the first remark, the introduction of sources for linearized
gravity seems rather cumbersome to deal with. A natural proposal is to
replace the Bianchi I identities by equations
Tr ∗R = Tˆ , Tˆ ∈ ΩD−3,1[2] (M) . (3.7.9)
5In some recent work [81], Sagnotti et al. wrote the (second order) e.o.m. of [82, 83]
in terms of the curvature, by formally dividing by d’Alembertian. This new formulation
[81] avoids the tedious trace conditions of [82, 83] but the price paid is high : non-locality
of field equations.
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If one uses the terminology of electrodynamics, it is natural to call Tˆ a
“magnetic” source. If a dual source is effectively present, i.e. Tˆ 6= 0, the
tensor R is no longer irreducible under GL(D,R), that is to say R becomes
a sum of tensors of different symmetry types and only one of them has the
symmetries of the Riemann. This case is not considered in this work. The
linearized Einstein equations reads
TrR = T , T ∈ Ω1,1[2] (M) . (3.7.10)
The sources T and Tˆ respectively couple to the gauge fields h and h˜. The
“electric” source T is a symmetric tensor (related to the energy-momentum
tensor) if the dual source Tˆ vanishes, since R ∈ Ω42(M) in that case. An
other intriguing feature is that a violation of Bianchi II identities implies a
non-conservation of the linearized energy-momentum tensor because
∂µTµν =
3
2
∂[µR
µρ
νρ] , (3.7.11)
according to the linearized Einstein equations (3.1.15).
Let us now stress some peculiar features of D = 4 dimensional spacetime.
From our previous experience with electromagnetism and our definition of
Hodge duality, we naturally expect this dimension to be privileged. In fact,
the analogy between linearized gravity and electromagnetism is closer in four
dimensions because less independent equations are involved: ∗R has the
same symmetries as the Riemann, thus the dual gauge field h˜ is a symmetric
tensor in Ω22(M). So the Hodge duality is a symmetry of the theory only in
four dimensional spacetime. The dual tensor ∗R is represented by a Young
diagram of rectangular shape and the proposition 3.1 can be used to derive
the existence of the dual potential as a consequence of the field equation
d ∗R = 0.
3.8 Generalized Poincare´ lemma
In the previous subsection, the Hodge duality operation enforced the use of
the space Ω(S)(M) of tensors with at most S columns. This unavoidable
fact asks for an extension to general irreducible tensors in Ω(S)(M) of the
proposition 3.1.
3.8.1 Generalized nilpotency
Let Yp be well-included
6 into Yp+q, that is Yp ⋐ Yp+q. We “generalize” (3.3.1)
by introducing the differential operators dI with I ⊂ {1, 2, . . . , S} (#I = q)
by
dI ≡ cI Yp+q ◦ (
∏
i∈I
∂i) : Ω
p
(Y )(M)→ Ωp+q(Y ) (M) (3.8.1)
6See appendix D for the definition of this stronger notion of inclusion.
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where ∂i means that the index corresponding to this partial derivative is
placed at the bottom of the i-th column7 and cI is a normalization factor
such that in the proposition 3.4 we have strict equalities8. When I contains
only one element (q = 1) we recover the definition of d. The operator dI will
be represented by the Young diagram Yp+q where we put a partial derivative
symbol ∂ in the q boxes which do not belong to the subdiagram Yp ⋐ Yp+q.
The product of operators dI is commutative: dI ◦ dJ = dJ ◦ dI for all
I, J ⊂ {1, . . . , S} (#I = q, #J = r) such that the product maps to a well-
defined Young diagram Yp+q+r. The following proposition gathers all these
properties
Proposition 3.4. Let I and J be two subsets of ⊂ {1, . . . , S}. Let α be an
irreducible belonging to Ω(2)(M). The following properties are satisfied9
• dIα = d#Iα
• If I ∩ J = φ, then (dI ◦ dJ)α = d I∪Jα.
• If I ∩ J 6= φ, then (dI ◦ dJ)α = 0.
This proposition 3.4 is proved in [76]. In general, the operator dI , is
represented by the diagram Y˜p+q with a partial derivative in the cells at the
bottom of the q columns. The last property states that the product of dI and
dJ identically vanishes if it is represented by a diagram Y˜p+q+r with at least
one column containing two partial derivatives. The proposition 3.4 proves
that the operator dI provides the most general non-trivial way of acting with
partial derivatives in Ω(S)(M).
The proposition 3.4 is also helpful because it makes contact with the
definition (3.3.1) by noticing that the operator dI can be identified, up to
a constant factor, with the (non-trivial) q-th power of the operator d. De-
spite this identification, we frequently make use of the notation dI because
it contains more information than the notation d#I .
The space Ω(2)(M) can be pictured analogously to the representation
7The other choice of Young symmetrizer is more convenient because for any α ∈
Ω(Y )(M), one has (
Y ◦
∏
i∈I
∂i
)
α =
(
Y ◦
∏
i∈I
di
)
α (3.8.2)
since one starts by the antisymmetrization in the columns. Other kind of gentle properties
relating the action of dI and the one of d#I in the space of maximal tensors can be found
in [78].
8The precise expression for the constant cI was obtained in [76]. A summary of the
results of the unpublished [76] can be found in the contribution “Invariant theory and
differential equations” of Olver in [84].
9According to the terminology of [76], these properties means that the set Y(S) is
endowed with the structure of hypercomplex by means of the maps dI .
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(D.2.3) of the set of Young diagrams Y(2)
. . .
Ω
(3,3)
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· · ·
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· · ·
From the previous discussions, the definitions of the arrows should be obvi-
ous:
→ : Horizontal arrows are maps d ∝ d{1}.
↑ : Vertical arrows are maps d ∝ d{2}.
ր : Diagonal arrows are maps d2 ∝ d{1,2}.
The proposition 3.4 translates in terms of this diagram into the fact that
• this diagram is completely commutative (modulo numerical factors),
and
• the composition of any two arrows with at least one common direction
maps to zero identically.
Of course, these diagrammatic properties hold for arbitrary S (the corre-
sponding picture is a mere higher-dimensional generalization since Y(S) ⊂
RS).
3.8.2 Generalized cohomology
The generalized cohomology10 of the generalized complex Ω(S)(M) is de-
fined to be the family of graded vector spaces H(m)(d) = ⊕Y(S)H(l1,...,lS)(m) (d)
with 1 ≤ m ≤ S where H(l1,...,lS)(m) (d) is the set of α ∈ Ω(l1,...,lS)(S) (M) such that
dIα = 0 ∀I ⊂ {1, 2, . . . , S} | #I = m, dIα ∈ Ω∗(S)(M) (3.8.3)
with the equivalence relation
α ∼ α +
∑
J ⊂ {1, 2, . . . , S}
#J = S −m+ 1
dJβJ , βJ ∈ Ω∗(S)(M) . (3.8.4)
10This definition of generalized cohomology extends the definition of “hypercohomology”
introduced in [76].
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Let us stress that each βJ is a tensor in an irreducible representation of
GL(D,R) and such that dJβJ ∈ Ω(l1,...,lS)(S) (M). In other words, each irre-
ducible tensor dJβJ is represented by a specific diagram Y
J
(l1,...,lS)
constructed
in the following way:
1st One starts from the Young diagram Y
(S)
(l1,...,lS)
of the irreducible tensor
field α.
2nd One removes one cell in S−m+1 columns of the diagram, making sure
that the reminder is still a Young diagram.
3rd One replaces all the removed cells by cells containing a partial derivative.
This procedure is a direct application of the lemma 3.4. The irreducible
tensors βJ are represented by a diagram obtained at the second step. They
are well included into the one of α; more precisely all these diagrams belong
to Ker⋐ α. A less explicit definition of the generalized cohomology is by the
following quotient
H(m)(d) =
⋂
Ker dm∑
Im dS−m+1
. (3.8.5)
We can now state a generalized version of the Poincare´ lemma, the proof
of which will be postponed to the next subsection because it is rather lengthy
and technical. We have the
Theorem 2. (Generalized Poincare´ lemma)
Let Y
(l1,...,lS)
(S) be a Young diagram with lS 6= 0 and columns of lengths
strictly smaller than D : li < D, ∀i ∈ {1, 2, . . . , S}. For all m ∈ N such
that 1 ≤ m ≤ S one has that
H
(l1,...,lS)
(m)
(
Ω(S)(R
D)
)
= 0 .
The theorem 2 extends the proposition 3.1; the latter can be recovered retro-
spectively by the fact that, for rectangular tensors, there exist only one dIα
and one βJ .
3.8.3 Applications to gauge theories
In linearized gravity, one considers the action of nilpotent operators di on
the tensors instead of the distinct operators d{i}. But it is possible to show
the useful
Proposition 3.5. Let α be an irreducible tensor of Ω(S)(M). We have the
implication
(
∏
i∈I
di ) α = 0 , ∀I ⊂ {1, 2, . . . , S} | #I = m
=⇒ dIα = 0 , ∀I ⊂ {1, 2, . . . , S} | #I = m.
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Therefore, the conditions appearing in symmetric tensor gauge theories are
stronger than the cocycle condition of H(m)(d) and the coboundary property
also applies.
Now we enunciate the following corollary which is a specific application
of the theorem 2 together with the proposition 3.5. Its interest resides in its
applicability in linearized gravity field equations (we anticipated the use of
this corollary in the previous subsection).
Corollary 3.2. Let κ ∈ Ω(S)(M) be an irreducible tensor field represented
by a Young diagram with at least one row of S cells and without any column
of length ≥ D − 1. If the tensor κ obeys
diκ = 0 ∀i ∈ {1, . . . , S} ,
then
κ = (
S∏
i=1
di)λ
where λ belongs to Ω(S)(M) and the tensor κ is represented by a Young
diagram where all the cells of the first row are filled by partial derivatives.
The proof amounts to notice that the two tensors with diagrams
......
∂
...
∂
. . . ...
∂
∂
......
∂
...
. . . ∂...
are proportional since the initial symmetrization of the partial derivatives
∂ in each row will be killed by the antisymmetrization in the columns that
immediately follows for two glued columns of different length (if they have
the same length the partial derivatives are in the same row and the sym-
metrization is automatic). By induction, starting from the left, one proves
that this is true for an arbitrary number of columns. This argument remains
true if we add smaller columns at the right of the Young diagram.
The last subtlety in the corollary is that antisymmetrization in each row
(κ = (
∏
di)λ) automatically provides the appropriate Young symmetrization
since λ has the appropriate symmetry. This can easily be checked by taking
a complete antisymmetrization of the tensor κ in the entries of a column and
another entry which is on the right-hand side. This automatically vanishes
because the index in the column at the right is either
• attached to a partial derivative, in which case the antisymmetrization
contains two partial derivatives, or
• attached to the tensor λ. Therefore the antisymmetrization over the
indices of the column except the one in the first row (containing a
partial derivative symbol ∂) takes an antisymmetrization of the tensor λ
in the entries of a column and another entry which is on the right-hand
side. This vanishes since λ has the symmetry properties corresponding
to the diagram obtained after eliminating the first row of κ.
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This last discussion can be summarized by the operator formula
Y
(S)
(l1+1,...,lS+1)
◦ ∂S ◦Y(S)(l1,...,lS) ∝
S∏
i=1
di ◦Y(S)(l1,...,lS) , (3.8.6)
where ∂S are S partial derivatives with indices corresponding to the first row
of a given Young diagram.
We present another corollary, which determines the reducibility identities
for the mixed symmetry type gauge field.
Corollary 3.3. Let λ ∈ Ω(2)(M) be a sum of two irreducible tensors λ1 ∈
Ω
(l1−1,l2)
(2) (M) and λ2 ∈ Ω(l1,l2−1)(2) (M) with l1 ≥ l2 (λ1 = 0 if l1 = l2). One has
the implication
2∑
i=1
d{i}λi = 0 ⇒ λi =
2∑
j=1
d{j}µij (i = 1, 2) ,
where
- µ11 ∈ Ω(l1−2,l2)(2) (M) (which vanishes if l1 ≤ l2 + 1),
- µ12, µ2,1 ∈ Ω(l1−1,l2−1)(2) (M) (µ1,2 = 0 if l1 = l2), and
- µ22 ∈ Ω(l1,l2−2)(2) (M).
Furthermore, if l1 > l2 we can assume, without loss of generality, that
µ21 = −µ12 .
Proof: We apply d{1} and d{2} to the equation
2∑
i=1
d{i}λi = 0 and get
d1d2λi = 0 in view of the remarks made below the corollary 3.2. From
the theorem, we deduce that λi =
2∑
j=1
d{j}µij with tensors µij in the
appropriate spaces given in the corollary 3.3. Their vanishing agree
with the above-given rule.
To finish the proof we should consider the case l1 > l2. Assembling
the results together,
2∑
i=1
d{i}λi = d{1,2}(µ12 + µ21) = 0 because d{1}
and d{2} commute in Ω(2)(M). Thus, d1d2(µ12 + µ21) = 0. Using
again the corollary 3.3, one obtains µ12 + µ21 =
∑2
k=1 d
{k}νk with ν1 ∈
Ω
(l1−2,l2−1)
(2) (M) and ν2 ∈ Ω(l1−1,l2−2)(2) (M) (ν1 = 0 if l1 = l2). Hence we
can make the redefinitions µ12 → µ12 − d{2}ν2 and µ21 → µ21 − d{1}ν1
which do not affect λ, in such a way that we have (without loss of
generality) µ21 = −µ12.
This proposition can be generalized to give a full proof of the gauge reducibil-
ity rules given in [72] and reviewed in next section.
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3.9 Arbitrary Young symmetry type gauge
field theories
We now generalize the section 3.7 for arbitrary irreducible tensor represen-
tations of GL(D,R). The discussion presented below fits in the approach
followed by [71] for two columns (S = 2) and by [72, 69] for an arbitrary num-
ber of columns. The interest of this section is its translation in the present
mathematical language and the use of the generalized Poincare´ lemma to
give a more systematic mathematical foundation to this approach.
3.9.1 Bianchi identities
First of all, we generalize our previous discussion on linearized gravity by in-
troducing a will-be curvature K, which is a priori a multiform in Ωl1,...,lS[S] (M)
(lS 6= 0) with 1 ≤ lj ≤ li < D for i ≤ j. Secondly, suppose the (algebraic)
Bianchi I relations to be
Trij{ ∗iK} = 0 , ∀i, j : 1 ≤ i < j ≤ S , (3.9.1)
in order to obtain, from the proposition 3.2, that K is an irreducible tensor
belonging to Ω
(l1,...,lS)
(S) (M). Thirdly, decide that the (differential) Bianchi
II relations are
diK = 0 , ∀i : 1 ≤ i ≤ S , (3.9.2)
in such a way that, from corollary 3.2, one gets that
K = d1d2 . . . dSκ . (3.9.3)
In that case, the curvature is indeed a natural object for describing a theory
with gauge fields κ ∈ Ω(l1−1,...,lS−1)(S) (M). The gauge invariances are then
κ→ κ+ d{i}βi , (3.9.4)
where the gauge parameter βi is an irreducible tensors βi in
Ω
(l1−1,...,li−2,...,lS−1)
(S) (M) for any i such that li ≥ 2, as follows from theorem 2
and proposition 3.5.
3.9.2 Reducibilities
In general the gauge transformations (3.9.4) are reducible, i.e. d{j}βj ≡ 0
for non-vanishing irreducible tensors βj 6= 0. The procedure followed in the
proof of the corollary 3.3 can be applied in the general case. We then recover
the rules of [72] to form the (i+1)-th generation reducibility parameters from
the i-th generation Young diagrams :
(A) Start with the curvature Young diagram Y
(S)
(l1,...,lS)
.
(B) Remove a box in a row which has not had a box removed previously (in
forming the lower generations of reducibility parameters) such as the
result is a standard Young diagram.
64 Massless spin two gauge theory
(C) There is one and only one reducibility parameter for each Young dia-
gram.
Of course the gauge parameters are taken to be the first reducibility param-
eters. The Labastida rules provide the complete BRST spectrum with the
full tower of ghosts of ghosts.
More explicitly, the chain of reducibilities is
(i)
β j1j2...ji= d
ji+1
(i+1)
β j1j2...jiji+1= 0 , (i = 1, 2, . . . , r) (3.9.5)
where r = l1−1 is the number of rows of κ. The chain is of length r because at
each step one removes a box in a row which has not been chosen before. We
take βj =
(1)
β j since the gauge parameters are the first reducibility parameters.
We can see that the order of reducibility of the gauge transformations (3.9.4)
is equal to l1 − 2.
The subscripts of the i-th reducibility parameter
(i)
β j1j2...ji belong to the
set {1, . . . , S}. They determine the Young diagram corresponding to the
irreducible tensor
(i)
β j1j2...ji : reading from the left to the right, the subscripts
give the successive columns in which one removed the bottom box following
the rules (A) and (B). A reducibility parameter
(i)
β j1j2...ji vanishes if these two
rules are not fulfilled. Furthermore, they are antisymmetric in any pair of
different indices
(i)
β j1...jk...jl...ji= −
(i)
β j1...jl...jk...ji , ∀jl 6= jk . (3.9.6)
This property ensures the rule (C) and provides the correct signs to fulfill
the reducibilities. Indeed,
dji
(i)
β j1j2...ji= d
jidji+1
(i+1)
β j1j2...jiji+1= 0 , (3.9.7)
due to proposition 3.4 and (3.9.6).
3.9.3 Field equations
We make the important assumption
li + lj ≤ D , ∀ i, j (3.9.8)
and take the field equations to be in that case
Trij{K} = 0 , ∀ i, j . (3.9.9)
The assumption (3.9.8) comes from the corollary 3.1. Indeed, since lj ≤ li
for i ≤ j, the condition (3.9.8) reduces to l1 + l2 ≤ D which is necessary to
allow a non-trivial curvature, K 6= 0.
Together with the Bianchi I identities, we deduce that, for any non-empty
subset I ⊂ {1, 2, . . . , S} (#I = m),
Trij { ( ∗i
∏
k∈I
∗k)K } = 0 , ∀i, j : ℓj ≤ ℓi (3.9.10)
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with ℓi the length of the i-th column of the tensor (
∏
k∈I ∗k)K :
ℓi ≡
{
li if i 6∈ I ,
D − li if i ∈ I . (3.9.11)
Indeed, let be i and j such that ℓj ≤ ℓi. There are essentially four possibilities:
• i 6∈ I and
– j 6∈ I: Then lj ≤ li and the Bianchi I identity (3.9.1) is equivalent
to (3.9.10) since Trij and ∗k commute if i 6= k and j 6= k.
– j ∈ I: Then one should have D − lj ≤ li which means that D ≤
li+ lj which is in contradiction with the hypothesis (3.9.8) except
if li + lj = D. From the proposition 3.3, we deduce that in such
case the field equation (3.9.9) is equivalent to (3.9.10).
• i ∈ I and
– j 6∈ I: We have lj ≤ D − li which is equivalent to li + lj ≤ D.
The field equation (3.9.9) is of course equivalent to (3.9.10) since
∗2iK = ±K.
– j ∈ I: We have D − lj ≤ D − li which is equivalent to li ≤ lj .
The Bianchi I identity Trj i{∗jK} = 0 is therefore satisfied and
equivalent to (3.9.10) because Trij = Trji.
Due to the proposition 3.2, it follows from (3.9.10) that
(
∏
k∈I
∗k)K ∈ Ω(l1,...,D−lk1 ,...,D−lkm ,...,lS)(S) (M) , (3.9.12)
with
ki ∈ I , ∀i ∈ {1, . . . , m} , (3.9.13)
and ki < kj for any i, j ∈ {1, . . . , m}.
Now we use the property (3.6.5) to deduce from the Bianchi II identities
(3.9.2) and the field equations (3.9.9) that di ∗i K = 0 for any i. Therefore
di(
∏
k∈I
∗k)K = 0 , ∀i ∈ {1, . . . , S} , (3.9.14)
because di and ∗j commute if i 6= j, and either
• i 6∈ I, and (3.9.14) follows from diK = 0, or
• i ∈ I and then (3.9.14) is a consequence of di ∗i K = 0.
In other words, any (
∏
k∈I ∗k)K satisfies (on-shell) its own Bianchi II identity
(3.9.14) which, together with (3.9.12), implies the (local) existence of a dual
gauge field κ˜I such that
(
∏
k∈I
∗k)K = d1d2 . . . dSκ˜I , (3.9.15)
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with
κ˜I ∈ Ω(l1−1,...,D−lk1−1,...,D−lkm−1,...,lS−1)(S) (M) . (3.9.16)
The Hodge operators therefore relates different free field theories of arbitrary
tensor gauge fields, extending the EM duality property of electrodynamics.
The field equations of the dual theory are
Tr
mij
ij { (
∏
k∈I
∗k)K } = 0 , ∀i, j : i < j if i ∈ I , j 6∈ I (3.9.17)
where
mij ≡
{
1 +D − li − lj if i and j ∈ I ,
1 if i or j 6∈ I . (3.9.18)
Since the trace is symmetric in i and j we consider only three distinct cases:
• i 6∈ I and j 6∈ I: The starting field equation (3.9.9) is of course equiva-
lent to the dual field equation (3.9.17).
• i ∈ I and
– j 6∈ I: If i < j the Bianchi I relation (3.9.1) is satisfied and it
implies (3.9.17).
– j ∈ I: A direct use of proposition 3.3 leads from the field equation
(3.9.9) to (3.9.17).
As one can see, a seemingly odd feature of some dual field theories is that
their field equations are not of the same type that (3.9.9). In fact, the dual
field equations are of the type (3.9.9) for all I only in the exceptional case
where D is even and li = lj = D/2. Notice that this is satisfied for free gauge
theories of completely symmetric tensors in D = 4 flat space. The point is
that ℓi + ℓj = 2D − li − lj ≥ D for i, j ∈ I, therefore the property (3.9.8) is
in general not satisfied by the dual tensor (
∏
k∈I ∗k)K.
A natural idea is that when li + lj > D for a tensor K ∈ Ωl1,...,lS[S] (M)
(lS 6= 0) with i and j two elements of ∈ {1, . . . , S}, the corresponding field
equation is modified [69] to follow
Tr
1+li+lj−D
ij {K } = 0 . (3.9.19)
This condition is gentle because for m ≥ li + lj − D the irreducible tensor
Trmij {K } is represented by a diagram whose the sum of the lengths of i-th
and j-th column (equal to li + lj − 2m) is smaller than D. Therefore, the
trace power in (3.9.19) is precise the critical exponent such that (3.9.19) does
not necessarily imply K ≡ 0 (due to the proposition 3.1).
Chapter 4
Duality-symmetric actions and
chiral forms
To make EM-duality symmetry manifest in the action itself is an old goal
of theoretical physicists. Efforts in this direction have been undertaken long
time ago [85, 86], but more substantial results have been achieved during
the last decade, when the connections with supergravity and string theory
prompted further investigation.
As a result one counts different formulations. Firstly, quadratic but non-
covariant versions [86, 87], and also quadratic and covariant actions but with
an infinite number of auxiliary fields [88, 89]. In 1994, Khoudeir and Pantoja
proposed a manifestly Lorentz invariant duality symmetric action [90] by
covariantizing the action of [86, 87] but this attempt failed because this action
does not really describe a single gauge vector field [91]. Still, by introducing
an auxiliary field to their action, Pasti, Sorokin and Tonin were able to
construct non-polynomial Lagrangians with manifest space-time symmetry
[92, 93], the so-called PST model. Obviously, it appears that (in any of the
formulations) a high price has to be paid in order to implement the duality
symmetry at the level of the action.
The field equations of electrodynamics and linearized gravity are pre-
sented in a duality-symmetric form in section 4.1. A link is also made with
chiral fields, which is used in section 4.2 to derive the duality-symmetric
equations from an action principle where the Lorentz symmetry is not man-
ifest. In section 4.3, we review the PST construction. We end this chapter
by rederiving the boundary rules of D-brane electrodynamics from compact
formulae in section 4.4.
4.1 Duality-symmetric equations of motion
4.1.1 Electrodynamics (Double-potential formulation)
One of the basic ingredients of the duality-symmetric formulation resides in
increasing the number of gauge fields (doubling in that case) to make global
symmetries manifest. At the same time, the number of gauges symmetries
increases in such a way that the theory still possesses the same number of
physical degrees of freedom.
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Let us start with D-dimensional electrodynamics equations (2.4.1) for
electric p-branes, written as
dF = ∗J (4.1.1)
where we defined
F ≡
(
F
*F
)
, J ≡
(
Jm
Je
)
. (4.1.2)
We define the graded space of differential form doublets Ω(M) ≡
D⊕
p,q=0
Ω
(p,q)
(M) with Ω(p,q)(M) ≡ Ωp(M)⊗ Ωq(M).
Formally, one can solve the sourceless Maxwell equations by using the
Poincare´ lemma in Ω(M) and obtain
F = dA+ ∗G (4.1.3)
with
A ≡
(
A1
A2
)
, G ≡
(
G1
G2
)
(4.1.4)
where G1 = G the usual Dirac brane current and G2 its electric analogue
such that d ∗ G2 = ∗Je. The Hodge dual ∗ is defined on Ω(M) by acting
simultaneously on the two components. The electric and magnetic variables
are now on the same footing. In this formulation, there is a pair of gauge
fields Aα (α = 1, 2).
The Hodge square relation (B.6.5)
∗2 F = σF , σ = (−)p(D−p)+1 , (4.1.5)
imposes for consistency
F = (∗J)F . (4.1.6)
This equation, which is an identity for an F defined by (4.1.2), is a self-duality
condition with involution operator ∗J acting on the space1 Ω(p,D−p)(M)
((∗J)2 =Identity), where J is the matrix
J =
(
0 σ
1 0
)
(4.1.8)
which satisfies the useful identities
J2 = σI , JT = σJ . (4.1.9)
As one can see, for a self-dual field, the field equation now follows from
the Bianchi identity; the dynamics is really produced by the self-duality
condition. Therefore, the idea is simply to obtain this self-duality equation
as an e.o.m. derived from an action principle (this gives some hint that a
relation might exist between EM-duality symmetry and chiral forms, as will
be explained later on).
1If we define the product in the graded space Ω(M) ≡ ⊕pΩ(p,D−p)(M) by(
A[p]
B[D−p]
)
∧
(
C[q]
D[D−q]
)
≡
(
σp σq A[p] ∧ C[q][
(∗D)[p] ∧ (∗B)[q]
] ) , (4.1.7)
then the operator ∗J is an involution of the (supercommutative) algebra Ω(M). This
algebra is not a complex for the nilpotent operator d since this operator is not internal in
Ω(M).
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Duality symmetry
In dimensions D = 2(p+ 2) with p even, the EM-duality rotations are sym-
metries of the action. The matrix J is an antisymmetric matrix, invariant
under orthonormal change of basis, namely J → R−1JR = J , R ∈ SO(2).
Consequently the e.o.m. (4.1.6) is manifestly invariant under the EM-duality
rotation (2.1.3) rewritten in terms of the new variables
A → RA , G → RG , R ∈ SO(2). (4.1.10)
Besides the manifest symmetry, a nice feature of the duality-symmetric for-
mulation is that the duality rotation is an off-shell local transformation of
the gauge fields Aα.
With a theta-term in the action, we have seen that the duality group is
enhanced to SL(2,R). The natural two-component fieldstrength is now
F = Re(ψ F ) ≡
(
F
1
g2
∗ F − θ
2π
F
)
. (4.1.11)
due to (2.6.5). It fulfills a self-duality condition
F = 1√
det γ
γ J ∗ F (4.1.12)
where γ is the symmetric matrix
γ =
(
1 τ1
τ1 |τ |2
)
=
(
1 − θ
2π
− θ
2π
1
g4
+ θ
2π
2
)
. (4.1.13)
of determinant equal to (τ1)
2 = g−4.
Using a trick given in [52] the matrix 1√
det γ
γ may be written as
γ =
ψψ† + c.c.√
det (ψψ† + c.c.)
. (4.1.14)
The choice of the first component of ψ equal to 1 fixes the representation of
γ. The SL(2,R) duality transformation may then be constructed so that it
automatically leaves the self-duality equation invariant:
ψ → ψ′ ∝ Sψ ⇒ γ → S γ ST
where S ∈ SL(2,R). This is the SL(2,R) duality symmetry of the classical
theory. In the quantum theory, the invariance of the charge lattice restricts
the SL(2,R) group to its discrete SL(2,Z) subgroup, which is by-now usually
referred as S-duality (where S stands for strong/weak coupling duality cor-
responding to the transformation τ → −1/τ that relates a strongly coupled
electrodynamics to its weakly coupled counterpart).
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4.1.2 Linearized gravity (Four-potential formulation)
Following [69] we introduce a matrix R defined by
R =
(
R R∗
R ∗R∗
)
, (4.1.15)
with R ∈ Ω2,2[2] (M). A tensor R of the form (4.1.15) fulfills the identities
R = ∗J R = σR ∗ J. (4.1.16)
One may start without assuming (4.1.15) and see (4.1.16) as self-duality
conditions with involution operator ∗J .
We can now rewrite the linearized Bianchi I and Einstein equations in
the empty Minkowski space as{ R ∈ Ω(2)(M)
dL,RR = 0 . (4.1.17)
As explained in section 3.7, on a spacetime manifold with the topology of
RD the system (4.1.17) for an arbitrary R is equivalent to
R = d2H , H =
(
h h¯
h˜ hˆ
)
. (4.1.18)
with h ∈ Ω2(M), h˜ ∈ Ω(D−3,1)(2) (M), h¯ ∈ Ω(1,D−3)(2) (M) and hˆ ∈
Ω
(D−3,D−3)
(2) (M). This leads to a four-potential formulation of linearized grav-
ity. With the two self-duality equations (4.1.16), we recover one independent
graviton among the four.
Duality symmetry
To deal with duality symmetry, we immediately focus to D = 4 Minkowski
background space M4. The matrix J is now an antisymmetric two-by-two
matrix. This matrix J is invariant under an orthonormal change of basis.
Therefore the self-duality equations (4.1.16) are manifestly invariant under
the transformations
R → R1RR2 , R1, R2 ∈ SO(2) , (4.1.19)
which are the duality transformations for linearized gravity.
As pointed earlier, a nice feature in four dimensions is that we can solve
(3.7.3) in the same way as (3.7.2), in the sense that we remain in the space
of rectangular tensors. For an arbitrary R satisfying (4.1.17) with entries in
Ω
(2,2)
2 (M) we have R = d2H with H the two by two matrix with entries in
Ω22(M) [69], hence the entries of R belong to Ω42(M). Making use of H a
duality transformation becomes the local transformation of the gauge field:
H → R1HR2, R1, R2 ∈ SO(2). In the (off-shell) four-potential formulation,
the duality group is therefore SO(2)×SO(2). The discrete duality subgroup
corresponds to rotations of angles that are multiple of π/2 is Z4 × Z2.
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The linearised Riemann tensor R belongs to R ∈ Ω22(M). In four dimen-
sions, this implies ∗R = R∗, which itself implies R = − ∗ R∗. Therefore,
there is one supplementary constraint in four dimensions: the two by two
matrix R must be symmetric and traceless. It can be checked that if R
is symmetric, then one self-duality condition in (4.1.16) implies the other.
Furthermore, we can assume h˜ = h¯ and h = −hˆ without loss of generality
since the matrix R is symmetric and traceless, hence H can be assumed to
have the same properties. This again leads to a two-potential formulation.
In this case, the effective duality group is SO(2) because if R1 and R2 rotates
with the same angle, a symmetric traceless matrix is unaffected by a duality
transformation.
4.1.3 Link with chiral fields
Electrodynamics
In a spacetime of dimension D = 2 modulo 4, it is possible to define a
strict Hodge self-duality for D/2-forms since the Hodge dual operator ⋆ is an
involution in the space Ω
D
2 (M). In other words, an odd p-brane in 2p + 4
dimensions can be charged under a chiral (p+ 1)-forms A, the fieldstrength
of which is self-dual:
F = ⋆F . (4.1.20)
Let us assume that the D-dimensional spacetime MD is a direct prod-
uct involving a spacelike two-torus, MD = MD−2 × T 2. Our dimensional
reduction ansatz are that (i) the six-dimensional metric is the direct product
the two-torus metric with a (D−2)-dimensional metric and (ii) the self-dual
field decomposes as the sum
F = F 1dx4 + F 2dx5 , (4.1.21)
where F 1 and F 2 belong to ΩD/2−1(MD−2). The 2-metric on the two-torus
is taken to be
ds22−torus = (dy
1)2 + (dy2)2 . (4.1.22)
The complex modulus τ is the complex structure of the two-torus
y ∼ y + 1 , y ∼ y + τ , y = y1 + iy2 . (4.1.23)
Therefore if one takes a coordinate system (x1, x2) with identifications
(x1, x2) ∼ (x1 + 1, x2) , (x1, x2) ∼ (x1, x2 + 1) , (4.1.24)
one can make the substitution dy1 = dx1+ τ1dx
2 and dy2 = τ2 dx
2 in (4.1.22)
to get (4.1.13). The SL(2,Z) acts as large diffeomorphisms on the two-
torus, i.e. modular transformations. The D-dimensional self-duality equation
becomes (4.1.12) and the quantum S-duality symmetry finds a geometrical
“explanation” as the two-torus symmetry [43].
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Linearised gravity
Having the previous example in mind, Hull argued that something analogous
happens for four-dimensional linearised gravity [94, 95]. Indeed, let us define
the chiral field2 h ∈ Ω42(M6) on the six-dimensional spacetime manifold
M6. It possesses the symmetries of the Riemann tensor and its fieldstrength
R = d2h is a self-dual tensor of Ω62(M6) with respect to the two Hodge dual
operations:
R = ⋆ R = R ⋆ . (4.1.25)
In fact, one self-duality condition imply the other since ⋆R = R⋆ for R ∈
Ω62(M6).
Our dimensional reduction ansatz are the following: (i) the flat six-
dimensional spacetime manifold is the direct product M6 = M4 × T 2 and
(ii) the self-dual field decomposes as the sum
R = R1 (dLx4 ⊗ dRx4 − dLx5 ⊗ dRx5) +R2 (dLx4 ⊗ dRx5 + dLx5 ⊗ dRx4) ,
(4.1.26)
where R1 and R2 are biforms whose components have the symmetries of
the Riemann, i.e. they belong to Ω42(M4). With these ansatz, the self-
duality equations (4.1.25) translate into the equations (4.1.16) if the torus is
rectangular and if one defines R as
R =
(
R1 R2
R2 −R1
)
. (4.1.27)
The general case for which the torus is not assumed to be rectangular can
be found in [96]. To summarize, the duality-symmetric four dimensional
massless spin-two theory can be understood as the dimensional reduction of
the exotic chiral theory for the gauge field h with symmetries of the Riemann
tensor. As before, the duality symmetry finds a geometric origin in this
picture.
4.2 Non-covariant action
The implementation of the self-duality condition in variational principles has
been achieved in several steps and approaches. By the way we can refer to the
following main stages [86, 97, 98, 87, 92, 93] (given in chronological order).
We begin with the non-covariant approach [86, 97, 98, 87]. The natural
framework for this non-covariant action is the Hamiltonian formalism. Still,
in this section we will directly present the result.
4.2.1 Self-duality condition
A starting point to derive the self-duality condition (4.1.6) from an action
principle is the important remark that the set of equations (4.1.6) is re-
dundant; it contains twice the same information since the covariant set of
equations
Fαµ1...µpα = Jαβ (∗F)βµ1...µpα (4.2.1)
2This object appears in the bosonic sector of the (4,0) superconformal theory [94].
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is equivalent to the non-covariant conditions
Eαi1...ipα−1 = Jαβ B
β
i1...ipα−1
. (4.2.2)
with
Eαi1...ipα−1 = Fα0i1...ipα−1 , B
β
i1...ipα−1
= (∗F)β0i1...ipα−1 , (4.2.3)
and
pα ≡
(
p + 2
D − p− 2
)
. (4.2.4)
In curved space, one foliates the spacetime manifoldM by spacelike surfaces
Σ with normal v = dx0 = dt. The set of equations (4.2.1) is equivalent to its
contraction with vµ1 as is proved in subsection 4.3.1.
4.2.2 Self-dual gauge fields
From now on, we focus on theeven dimensions D = 2(p + 2) with self-dual
fields, that is on duality-symmetric theories. Since the time direction is
privileged it is natural to work with spatial forms of the vector space Ω(Σ).
The spatial differential d˜ ≡ dxi∂i endows Ω(Σ) with a differential complex
structure. For simplicity, we assume the absence of charged sources.
In form notations (4.2.3) reads
F = dt ∧ E − σ ∗ (dt ∧ B) , (4.2.5)
where E and B belong to Ω(Σ). The gauge field doublet can also be decom-
posed in a part containing dt and a purely spatial part
A = dt ∧ A˜0 + A˜ , (4.2.6)
where A˜0 and A˜ belong to Ω(Σ). Combining (4.2.5) with (4.2.6) and the
operatorial identity in Ωp(Σ)
∗ dt = (−)D−p ∗˜ (4.2.7)
where ∗˜ is the Hodge dual operator on Σ, one finds in the absence of charged
sources
E = ∂0A˜ − d˜A˜0 , B = ∗˜(d˜A˜) . (4.2.8)
In components, we have
Eαi1...ip+1 = ∂0Aαi1...ip+1 + (p + 1) (−)p+1 ∂[i1Aαi2...ip+1] 0 ,
Bi1...ip+1 α = 1
p!
εi1...iD−1∂ip+2A
α
ip+3...iD−1
. (4.2.9)
4.2.3 Action principle
We introduce an obvious notation for the (matrix and wedge) product of two
arbitrary elements of Ω(Σ)
A ≡
(
A[p]
A[q]
)
, B ≡
(
B[r]
B[s]
)
. (4.2.10)
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The following notation is useful for formulating duality-symmetric actions
AT ∧ B ≡ A[p] ∧B[r] + A[q] ∧ B[s] . (4.2.11)
In the absence of sources, the non-covariant action for self-dual gauge
fields is taken to be
Snon−cov ≡ −1
2
∫
dt
∫
Σ
∗˜ BT ∧ (J E + B)
= − 1
2(p+ 1)!
∫
M
dDx Bi1...ip+1α (Jαβ Ei1...ip+1 β + Bαi1...ip+1) .(4.2.12)
This action possesses the gauge invariances
A˜ → A˜+ d˜Λ˜ , A˜0 → A˜0 + d˜Λ˜0 . (4.2.13)
In the presence of charged sources, one should add a term 1
2
∫ AT ∧∗ J J .
The e.o.m. is
d˜ (J E + B) = 0 . (4.2.14)
If the de Rham cohomology group Hp+1(Σ) is trivial, then the e.o.m. is
equivalent to E −J B = d˜Φ˜. In an appropriate gauge, we have the looked-for
self-duality equation E − J B = 0.
In [99], the authors have shown how to implement the SL(2,Z) symmetry
of the Maxwell and BI theories off-shell, that is, with transformations imple-
mented on the potential, along the lines proposed be by Deser and Teitelboim
many years ago.
4.3 PST action
The nice feature of the PST action is that besides the EM duality it also
exhibits manifest Lorentz covariance. The PST action (5.3.1) has been ob-
tained precisely by “covariantizing” the previous non-covariant action. The
price paid for keeping the Lorentz covariance as a symmetry for the action S0
is given by an extra gauge transformation compared to the non-covariant for-
mulation. It is precisely this symmetry that will be deformed when looking
at the interacting theory.
The new feature of the PST formulation is the presence of the auxiliary
field a. In the sequel, we will always assume that ∂a is timelike ((∂a)2 < 0)
to make contact with the previous section, in which the time direction is
privileged. Hence the normalized vector field (v2 = −1) is
v ≡ da√−(∂a)2 . (4.3.1)
4.3.1 Self-duality condition
The PST treatment applies to all cases, in particular to the even dimensions
D = 2(p+2) with self-dual fields, that is the duality-symmetric (p even) and
chiral (p odd) case. Here we will focus on the duality-symmetric treatment in
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dimensions D = 2(p+2), after we will consider the chiral forms. We introduce
the interior product of the unit timelike vector v with the anti-self-dual part
of the (p+ 2)-form field strength
F ≡ iv(F − ∗˜F) , (4.3.2)
where ∗˜ := J∗ is the involution operator in Ω¯(M). The interest of F is
that the self-duality of F is exactly equivalent to the vanishing of F, which
generalizes the discussion made at the beginning of section 4.2.
F = ∗˜F ⇔ F = 0 . (4.3.3)
This is easily proved for any v by exhibiting the identity
• F − ∗˜F + v ∧ F + ∗˜(v ∧ F) = 0 . (4.3.4)
This identity itself is straightforwardly proven
F − ∗˜F (B.7.6)= −(viv − ∗˜viv∗˜)(F − ∗˜F) (4.3.2)= −v ∧ F− ∗˜(v ∧ F)
In conclusion v ∧ F = 0 is an equation that one would get derived from an
action principle. This is the task of next subsection.
4.3.2 Action principle
In order to obtain this equation from an action principle in the sequel we
need a sample of convenient identities and conventions.
Useful identities
First of all we need some identities for the (matrix and wedge) product of
two arbitrary elements of Ω(M). More specifically, one is interested in
AT ∧ J B ≡ A[q] ∧B[r] + σA[p] ∧B[s] . (4.3.5)
For biforms A and B with the same parities as F we have
• AT ∧ J B = −BT ∧ J A . (4.3.6)
For biforms A and B with the same parities as F one has instead
• AT ∧ J B = BT ∧ J A . (4.3.7)
Furthermore,
• d(AT ∧ J B) = dAT ∧ J B + dBT ∧ J A . (4.3.8)
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PST action
The PST action is defined as
SPST ≡ 1
2
∫ (
v ∧ FT ∧ J F +AT ∧ ∗˜J ) . (4.3.9)
The PST action can be rewritten in a formmore convenient for computational
purposes, using the identity
• 2σ v ∧ FT ∧ J F = FT ∧ ∗F + FT ∧ ∗F (4.3.10)
The proof of this identity takes several elementary steps
FT ∧ ∗F (4.3.2)= FT ∧ ∗iv(F − ∗˜F) (B.7.4)= −v ∧ FT ∧ ∗(F − ∗˜F)
(4.1.9)
= σ(v ∧ F)T ∧ J(F − ∗˜F)
(B.6.7)
= σ [ (v ∧ F)T ∧ J F − FT ∧ J ∗˜(v ∧ F) ]
(4.3.4)
= σ [ v ∧ FT ∧ J F + FT ∧ J(F − ∗˜F + v ∧ F) ]
(4.1.9)
= σ(2 v ∧ FT ∧ J F + FT ∧ J F︸ ︷︷ ︸
(4.3.6)
= 0
)− FT ∧ ∗F .
Therefore the PST action also reads in form notation
SPST
(4.3.10)
=
1
4
σ
∫ [FT ∧ ∗F + FT ∧ ∗˜F]+ 1
2
∫
AT ∧ ∗˜J , (4.3.11)
and in components,
SPST
(B.6.7)
= − 1
4(p + 2)!
∫
Fαµ1...µp+2Fµ1...µp+2α
+
1
4(p+ 1)!
∫
J βα F
α
µ1...µp+1
F
µ1...µp+1
β
+
1
2(p+ 1)!
∫
J βα Aαµ1...µp+1J
µ1...µp+1
β .
Variation of the action with respect to the Dirac brane G
The variation of the action under a variation of the Dirac brane positions
can be read from (4.3.11) by inserting δF = 0 coming from δ ∗G = d ∗V and
δA = − ∗ V to obtain
δGSPST = −1
2
∫
VT ∧ ∗˜J . (4.3.12)
To obtain the general variation of (4.3.11) we first proceed in a way similar
to the derivation of (4.3.10)
FT ∧ ∗δFF = σ v ∧ FT ∧ J δ(F − ∗˜F)
(4.1.9)
= σ v ∧ FT ∧ J δF − v ∧ FT ∧ ∗δF
(B.6.7)
= σ v ∧ FT ∧ J δF − δFT ∧ ∗(v ∧ F)
(4.3.4)
= σ [v ∧ FT ∧ J δF + δFT ∧ J(F − ∗˜F + v ∧ F)]
(4.1.9)
= σ(2 v ∧ FT ∧ J δF + δFT ∧ J F)− δFT ∧ ∗F
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and we find
δFSPST
(4.3.6)
=
∫ (
v ∧ FT − 1
2
FT
)
∧ J δF (4.3.13)
We can now treat the
Variation of the action with respect to the gauge field A
It is necessary to evaluate∫
FT ∧ J δAF (4.3.6)= −
∫
d δAT ∧ J F (4.3.8)= (−)D
∫
dFT ∧ J δA
(4.3.7)
=
∫
δAT ∧ ∗˜J
With (4.3.13) this implies
δASPST =
∫
v ∧ FT ∧ J δAF (4.3.7)= −
∫
δAT ∧ J d(v ∧ F) . (4.3.14)
We are also interested in the
Variation of the action with respect to the auxiliary field a
The variation of v is given by
δv
(4.3.1)
=
d(δa)
(−(∂a)2) 12
+
da
(−(∂a)2) 32
idad(δa)
=
1√−(∂a)2 (I + viv)d(δa)
(B.7.5)
= − 1√−(∂a)2 iv (v ∧ d(δa)) (4.3.15)
For the second term in (4.3.11), containing v, we evaluate the variation
σFT ∧ ∗δaF (B.7.4)= δv ∧ FT ∧ ∗(F − ∗˜F) (4.3.16)
σFT ∧ ∗δaF (4.3.15)= − 1√−(∂a)2 iv (v ∧ d(δa)) ∧ FT ∧ ∗(F − ∗˜F)
(B.6.7), ivF = 0
= − 1√−(∂a)2 (F − ∗˜F)T ∧ ∗iv (v ∧ d(δa) ∧ F)
(B.7.4)
=
1√−(∂a)2 v ∧ (F − ∗˜F)T ∧ ∗ (v ∧ d(δa) ∧ F)
= − d(δa)√−(∂a)2 ∧ v ∧ FT ∧ ∗ (v ∧ (F − ∗˜F))
(B.7.4)
= − d(δa)√−(∂a)2 ∧ v ∧ FT ∧ J F (4.3.17)
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We need some intermediate steps before arriving at the variation in a
close form. Directly from (4.3.1) we get dv = d( 1√−(∂a)2 ) ∧ da. Therefore,
dv√−(∂a)2 = d( 1√−(∂a)2 ) ∧ v (4.3.18)
This simple identity allows us to deduce
• d
(
1√−(∂a)2 v ∧ FT ∧ J F
)
=
2√−(∂a)2 d (v ∧ FT ) ∧ J F (4.3.19)
A direct check is
d
(
1√−(∂a)2 v ∧ FT ∧ J F
)
(4.3.8)
= d(
1√−(∂a)2 ) v ∧ FT ∧ J F + 1√−(∂a)2 (dv ∧ FT ∧ J F− 2v ∧ dFT ∧ J F)
(4.3.18)
=
2√−(∂a)2 (dv ∧ FT − v ∧ dFT ) ∧ J F = 2√−(∂a)2 d (v ∧ FT ) ∧ F .
Eventually, from (4.3.17) and (4.3.19) we get
δaSPST =
∫
δa√−(∂a)2 d (v ∧ FT ) ∧ J F (4.3.20)
4.3.3 Gauge invariance
Putting together (4.3.14) and (4.3.20) the general variation of the PST action
gives
δSPST
(4.3.7)
=
∫
(
δa√−(∂a)2 FT − δAT ) ∧ J d(v ∧ F) . (4.3.21)
We have already anticipated the gauge transformations associated to the ar-
bitrariness of Dirac branes. Besides of this one, there are three different type
of gauge transformations that leave the action invariant up to a boundary:
Gauge transformations I
First, one has the standard transformations of Abelian antisymmetric gauge
fields
δIa = 0 , δIA = dϕ . (4.3.22)
Gauge transformations II
The second type of gauge transformations are really specific to the PST
model
δIIa = φ , δIIA = φ√−(∂a)2 F . (4.3.23)
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We see explicitly that a is pure gauge. A convenient gauge-choice is to choose
v as a unit timelike vector, with which one recovers the non-covariant action
since one can take a frame such that vµ = (1, 0, . . . , 0). The residual gauge
transformations II then corresponds to the non-manifest invariance under
Lorentz boosts. This convenient gauge-choice proves that the PST and non-
covariant actions are equivalent at the classical level.
Gauge transformations III
The trivial identity da ∧ da ≡ 0 imply the gauge transformations
δIIIa = 0 , δIIIA = da ∧ E . (4.3.24)
Once the previous gauge choice is done, the transformations III correspond
to a shift of the temporal component of the two gauge fields.
4.3.4 Equations of motion
From (4.3.14) and (4.3.20), we obtain the e.o.m. for A and a. The equation
for a is a consequence of the equation for A, which is consistent with the fact
that the former is pure gauge. Hence the e.o.m. reduce to
d(v ∧ F) = 0 . (4.3.25)
If Hp+2(M) = HD−p−2(M) are trivial, then (4.3.25) is equivalent to v ∧F =
dΣ but the left-hand-side is proportional to da therefore v ∧ F = da ∧ dE ′.
But the variation of v ∧ F under a gauge transformation III is equal to
δIII(v ∧ F) (4.3.2)= viv δIII(F − ∗˜F) (B.7.5), (B.7.4)= −(I + ivv + v ∗ v JT )δIIIF .
(4.3.26)
Inserting (4.3.24) in (4.3.26), one finds δIII(v∧F) = da∧dE since v∧da ≡ 0.
Therefore, with an appropriate gauge choice we can always arrive at the
desired equation v ∧ F = 0, which is equivalent to the self-duality condition.
4.3.5 Chiral decomposition
When σ = 1 we can diagonalize the matrix J by the orthonormal change of
basis defined by
V =
(
1√
2
1√
2
1√
2
− 1√
2
)
= V T , V T V = I , (4.3.27)
i.e.
V J V T =
(
1 0
0 −1
)
= σ3 . (4.3.28)
In dimensions equal to 2 mod 4, the field strength is equal to the sum
of a self-dual
(+)
F = 12(F + ∗F ) = 12(F1 + F2) and an anti-self-dual part
(−)
F =
1
2
(F − ∗F ) = 1
2
(F1 −F2), i.e.
F =
(+)
F +
(−)
F , ∗
(±)
F = ±
(±)
F . (4.3.29)
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In the diagonal basis, the PST action (4.3.9) reads
SPST =
1
2
∫
(v ∧ FT ∧ σ3 F +AT ∧ ∗ σ3J ) , (4.3.30)
where
F ≡ V F =
√
2
 (+)F
(−)
F
 = dA
A ≡ VA ≡
√
2
 (+)A
(−)
A
 ,
F = iv(F − σ3F)
J ≡ V J = dG
G ≡ V G ≡
√
2
 (+)G
(−)
G
 ,
(4.3.31)
Consequently the action is equal to the difference of two actions: one de-
scribing a chiral (p+ 1)-form and one describing an antichiral (p+ 1)-form
1
2
SPST =
(+)
S [
(+)
A ,
(+)
G ]−
(+)
S [
(−)
A ,
(−)
G ] . (4.3.32)
The action for (anti)-chiral forms is
(±)
S [
(±)
B µ1...µp+1,
(±)
G µ1...µp+2 ] =
1
2
∫
v ∧ (±)H ∧
(±)
H +
(±)
B ∧∗
(±)
J , (4.3.33)
with
(±)
H≡ iv(
(±)
H ∓∗
(±)
H ) ,
(±)
H= d
(±)
B . (4.3.34)
Following the steps of subsections 4.3.2-4.3.4, one easily shows that the e.o.m.
derived from
(±)
S by varying
(±)
B is
(±)
H= 0.
4.4 D-brane electrodynamics
Of particular interest in the modern understanding of type I and II string
theories are the Dirichlet branes (D-branes) which are (extended) solitons
carrying Ramond-Ramond (R⊗R) charges. Their name arises from the fact
that they support the endpoints of open strings.
The low-energy dynamics of a pointlike soliton can be approximated by
quantum mechanics in the moduli space of zero modes. The generalization
for p-dimensional extended defect is that the zero modes give rise to massless
worldvolume fields ; the quantum mechanics becomes a (p + 1)-dimensional
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field theory. More precisely, let Mp+1 be the worldvolume of a single Dp-
brane. The worldvolume massless modes of the open string theory form a
supersymmetric U(1) gauge theory with a vector Aµ (µ = 0, . . . , p), 9 − p
real scalars Φi and their fermionic superpartners3.
(a)                              (b)
Figure 4.1: Fundamental open strings can end on D-brane.
The bosonic sector of this effective superstring theory will be called the
“D-brane electrodynamics”, the dynamics of which is described by the action
SD, that is a sum of three distinct terms:
SD = SSUGRA + SDBI + SWZ , (4.4.1)
where SSUGRA describes the bulk dynamics of the fields in the bosonic sec-
tor of supergravity (SUGRA). The so-called Dirac-Born-Infeld (DBI) action
SDBI gives the coupling of the worldvolume modes to the massless Neveu-
Schwarz (NS) fields of the bulk closed string theory, i.e. the metric Gµν , the
dilaton φ and the NS two-form Bµν . Finally, SWZ is the Wess-Zumino (WZ)
term which is the D-brane extension of the minimal coupling between the
R⊗R form gauge fields and the D-brane worldvolume.
4.4.1 Worldsheet action
The bosonic sigma model corresponding to the introduction of background
fields for the massless NS bulk fields: the metric, the antisymmetric tensor
and the dilaton:
Sσ =
1
4πα′
∫
Ws
d2σ g1/2
{
(gabGµν(X) + ǫ
abBµν(X))∂aX
µ∂bX
ν + α′φR
}
,
(4.4.2)
where Bµν is the background antisymmetric tensor field and Φ is the back-
ground value of the dilaton.
This worldsheet theory defined by the sigma model (4.4.2) is classically
Weyl invariant. In the quantum theory, Weyl invariance imposes condition
on the massless background fields, which can be seen as e.o.m. derived from
the bulk action
SNS =
∫
M
e−2φ
(
R ∗ 1 + 4 ∗ (dφ) ∧ dφ− 1
2
∗H ∧H
)
+O(α′) , (4.4.3)
3For reviews on D-branes, the reader may read [100, 101, 102].
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where R is the scalar curvature of the metric G and H = dB is the field
strength of the NS two-form B in the absence of the NS5-brane (magnetically
charged).
Turning to the open string sector, we may also write the effective action
which summarizes the leading order (in α′) open string physics at tree level:
S = −1
2
∫
e−Φ ∗ F ∧ F +O(α′) , (4.4.4)
for an Abelian gauge field A living in the bulk, i.e. A ∈ Ω1(M).
Minimal coupling
The sigma model action provides the minimal coupling 1/2πα′
∫
B to the
NS two-form B. A fundamental string may end on any D-brane on whose
worldvolume Wp it couples as an elementary electrically charged particle,
∂Ws ⊂ Wp. A gauge field A ∈ Ω1(Wp) is coupled in the sigma-model
fashion to the boundary ∂Ws of the fundamental string worldsheet by
∫
∂Ws A.
Mathematically speaking this is natural because in terms of the definition
(C.3.7), this coupling
1/2πα′
∫
Ws
B +
∫
∂Ws
A =
∫
(∂Ws,Ws)
(1/2πα′B,−A) , (4.4.5)
is the integral of (1/2πα′B,−A) ∈ Ω2(M,Wp) on the relative 1-cycle
(∂Ws,Ws) ∈ H1(Wp,M).
The NS two-form B possesses the following gauge transformation B →
B + dα, where α ∈ Ω1(M). For closed strings, one does not need any
supplementary term to have gauge invariance. But for open strings, gauge
invariance requires that the gauge field possesses the gauge transformations
A → A − (2πα′)−1α + dβ, where β ∈ Ω0(Wp). In terms of the relative de
Rham complex Ω∗(M,Wp), we have
(B,−2πα′A)→ (B,−2πα′A) + d(α, 2πα′β) , (4.4.6)
which leaves the minimal coupling term (4.4.5) invariant due to a general-
ization of Stokes’ theorem.
All this suggests the following gauge invariant field strength:
F = dA+ (2πα′)−1 i∗B + ∗¯g , (4.4.7)
in the presence of a magnetically charged brane living on the D-brane world-
volume of current ∗¯jm such that d∗¯g = ∗¯jm. We define the form A to be the
formal sum of all the spacetime extensions of the vector gauge field living in
Dp-brane worldvolumes. We anticipate the knowledge of the set υ of integers
p such that the corresponding Dp-branes are known to be stable. One has
fot type II superstring theories
υ ≡
{ {0, 2, 4, 6} for IIA
{1, 3, 5, 7} for IIB . (4.4.8)
The previosuly defined gauge field A belongs to Ω1(
⋃
p∈υ
Wp).
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4.4.2 Supergravity sector
To avoid self-duality condition subtleties in case IIB, we restrict to the IIA
string theory. The bosonic part of the low-energy action (D = 10) of which
is the sum
SSUGRA = SNS + SR + SCS . (4.4.9)
In the absence of magnetically charged brane, it reads (in the string frame)
SR = −1
2
∫
∗F[2] ∧ F[2] − 1
2
∫
∗F[4] ∧ F[4] , (4.4.10)
SCS = −1
2
∫
B ∧ dC[3] ∧ dC[3] , (4.4.11)
where F[2] = dC[1] and F[4] = dC[3] +H ∧ C[1] are the R⊗R field strengths.
In the sequel we will focus on the “D-brane” electrodynamics by considering
all the NS gauge fields that appear in SNS to be non-dynamical.
The gauge transformations which leave the field strengths and the action
invariant are
B → B + dΣ[1] , (4.4.12)
C[1] → C[1] + dΛ[0] , (4.4.13)
C[3] → C[3] + dΛ[2] −B ∧ dΛ[0] . (4.4.14)
Now we assume the absence of any charged Dp-brane, in which case the
WZ term vanishes. The “modified” Bianchi identities are
dF[2] = 0 , (4.4.15)
dF[4] +H ∧ F[2] = 0 (4.4.16)
The e.o.m. obtained from varying C[1] and C[3] in the absence of any charged
D-brane
d ∗ F[2] −H ∧ ∗F[4] = 0 , (4.4.17)
d ∗ F[4] +H ∧ F[4] = 0 , (4.4.18)
where we used H ∧H ≡ 0 since H is of odd parity. Let us introduce the non
homogeneous form [103]
R ≡ F[2] + F[4] + ∗F[4] − ∗F[2] . (4.4.19)
We notice that eBR is closed since
dR +H ∧ R = 0 (4.4.20)
is a compact form of the set of Bianchi and field equations (4.4.15)-(4.4.18).
From this, we deduce the exactness of eBR and derive the potential C of
inhomogeneous form degree:
eB ∧R ≡ d(eB ∧ C) . (4.4.21)
Since this means that
R = dC +H ∧ C , (4.4.22)
we identify the first two terms in C as C[1] and C[3]. The other two terms are
defined to be the two dual potentials C˜[5] and C˜[7] (up to a sign) :
C = C[1] + C[3] + C˜[5] − C˜[7] . (4.4.23)
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Double potential formulation of the field equations
As previously seen from type IIA SUGRA, the R⊗R tensor field fulfills
Bianchi identities which are “modified”. In fact, for the two type II ten
dimensional SUGRAs, it is convenient to collect all the R⊗R gauge fields in
terms of a non homogeneous element of the de Rham complex
C ≡
∑
p∈υ
C[p+1] , (4.4.24)
which contains at the same time the potential C[p+1] and its dual C˜[7−p] [103].
Still, it has a well-defined parity opposite to the one of any element of υ (In
ten-dimensional string theories, only branes with rank of definite parity υ
are stable). We anticipate the knowledge of the charge non-conservation rule
and define the field strength as
eB ∧ R ≡ d(eB ∧ C) + e−2πα′ dA ∗G , (4.4.25)
where ∗G is a formal Dirac brane, associated to all the D-branes, such that
d ∗G = e−∗¯g ∗ J with
∗ J ≡
∑
p∈υ
∗Jp (4.4.26)
the sum of all Dp-brane currents and g the sum of the Dirac brane currents
associated to the magnetic charge living on the D-brane worldvolumes, that
is, ∗¯g is a two-form such that d∗¯g = ∗¯jm. The natural gauge transformations
are C → C+e−BdΛ. Of course SUGRA e.o.m. are not EM duality symmetric
but the double potential formulation still allows a more symmetric treatment
of D-branes charged either electrically or magnetically under the R⊗R gauge
fields.
Applying d on the definition (4.4.25) we get
dR +H ∧R = e−2πα′ F ∧ ∗J . (4.4.27)
which is the compact form of type II SUGRA Bianchi and field equations in
the presence of D-branes charged under the R⊗R gauge fields. If we apply d
once more we get
d ∗ J = (2πα′) ∗¯jm ∧ ∗J , (4.4.28)
which provides the D-brane-boundary rule [104]. The charge non-
conservation is entirely determined by other currents and we can therefore
apply the prescribed surgical brane operation. By the way, decomposing
(4.4.28) in form degree and comparing with (2.7.9) we get the well-known rule
that: The Dp-brane worldvolume boundary happens to lie on the worldvol-
ume of a D(p+2)-brane, on which it appears as the worldvolume of magnetic
(p− 1)-brane.
4.4.3 Dirac-Born-Infeld action
At leading order, the low-energy effective action of a single Dp-brane corre-
sponds to the sum of the NG action p-brane action (2.4.17) with the dimen-
sional reduction of ten-dimensional U(1) super-YM action (4.4.4). As usual
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in string theory, there are higher order α′ = ℓ2s corrections, where ℓs is the
string length scale. The action incorporating these corrections to all orders
in the slowly varying field strength is [105, 106, 107]
SDBI = −Tp
∫
Mp+1
dp+1ξ e−φ
√
− det(i∗G+ 2πα′F ) . (4.4.29)
where Tp is the Dp-brane tension and F is the gauge field strength. It can be
trusted as long as derivatives of the gauge field strength and second deriva-
tives of the scalar are small on the string scale ℓs. If φ and B vanish, (4.4.29)
is closely related to the BI action for b = 2πα′. The DBI action reveals that
the D-branes are dynamical objects, whose transverse displacements are de-
scribed by Φi, i.e. ∆X i(ξ) = 2πα′Φi in the transverse gauge (Xµ) = (ξa, X i).
It is implicit in the pull-back of the bulk spacetime tensors on the D-brane
worldvolume; more precisely in the static gauge
i∗(G+B)ab = Gab +Bab + 4πα′(Gi(a∂b)Φi +Bi[a∂b]Φi)
+4π2α′2(Gij +Bij)∂aΦi∂bΦj . (4.4.30)
4.4.4 Wess-Zumino term
Since a D-brane carries a R⊗R charge [108], there must exist couplings to the
massless R⊗R states of the closed string. These interactions are incorporated
in a CS term equal to
SWZ =
∫
M
∗J ∧ e−2πα′F ∧ C . (4.4.31)
The integral onM picks up from the integrand the component of form degree
equal to ten. An other way to derive the D-brane-boundary rule would be
to consider the dictum of the gauge invariance under
C → C + eBdΛ . (4.4.32)
When the R⊗R gauge fields are not magnetically charged, there is no
need to complete the supergravity sector by Dirac brane currents and the
WZ term is gauge invariant by itself4 under (4.4.32). In general, the WZ
variation is equal to ∫
M
e−2πα
′(dA+∗¯g) ∧ ∗J ∧ dΛ = 0 . (4.4.33)
If we ask this to be true for all Λ, the simple brane-boundary rule (4.4.28)
follows.
4.4.5 Coinciding branes
As previously seen, much can be deduced from an analysis of low-energy
SUGRA solutions. However, when several, say n, identical D-branes coin-
cides (i.e. they are closely spaced, L ∼ ℓs) a typically stringy effect appears:
4TheWZ term is gauge invariant because the supergravity action with no Dirac currents
is gauge invariant by construction.
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L
D4
Corde
Figure 4.2: Parallel D4-branes separated by a distance of the order of L with
strings stretching from one to another.
the worldvolume theory gauge group is enhanced to U(n). This results from
the appearance of extra massless degrees of freedom corresponding to the
open strings stretching between different Dp-branes. The theory becomes a
non-Abelian gauge theory which is not yet fully understood. We will briefly
come back to this issue in section 7.1.
Chapter 5
BRST quantization of
duality-symmetric Maxwell’s
theory
The quantization of theories containing chiral p-forms has been already per-
formed for several values of p and different formulations of the systems. The
covariant Hamiltonian BRST (Becchi-Rouet-Stora-Tyutin) quantization of
one chiral boson was realized in [88] and generalized to chiral p-forms in [109],
applying the formulation of infinitely many ghosts. On the other hand, chiral
2–forms in 6 dimensions have been recently quantized [110, 111] within the
covariant Batalin-Vilkovisky (BV) treatment making use of various gauge-
fixing conditions. The BV method has been also adopted [112] in proving
the quantum equivalence of the non-covariant [87] and the Maxwell [92, 93]
theories. Nevertheless, the generating functionals derived in [112] do not
exhibit a manifest Lorentz covariance.
The present chapter presents the path-integral quantization for the co-
variant duality-symmetric Maxwell theory, that is the PST formulation. The
presence of the auxiliary field non-polynomially coupled to the two gauge po-
tentials makes the gauge algebra non-Abelian, with field-dependent structure
functions. As a consequence, we must choose a suitable quantization pro-
cedure. The antifield-BRST method [113] is considered here because it is a
powerful quantization technique applicable also for models with open and/or
non-Abelian (field-dependent) algebras. This approach resides in compen-
sating all the (commuting) gauge symmetries of the original system by some
(fermionic) variables, called ghosts. After extending the action to a suitable
chosen non-minimal sector, we have to fix the gauge. We are able to perform
two different gauge-fixings [12]. The covariant one preserves Lorentz invari-
ance but it has the disadvantage of an intricate form in the ghost sector which
makes its integration difficult. On the other hand, giving up explicit Lorentz
symmetry we present also a non-covariant gauge which has a simple struc-
ture in its fermionic part leading us the (formal) equality of the generating
functional of PST action with the non-covariant action.
In section 5.1, we briefly illustrate the duality symmetry concepts in its
most simple realization: the good old harmonic oscillator. The Hamiltonian
BRST gauge-fixing of Maxwell’s action is performed in section 5.2. This
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shows that the generating functional of Maxwell’s theory is equal to its non-
covariant (Hamiltonian) but duality-symmetric formulation, which proves
their quantum equivalence [112]. In section 5.3 we compute the minimal
solution of the master equation corresponding to the four-dimensional PST
action. We also infer the BRST symmetry. By a well chosen non-minimal
sector and an adequate gauge-fixing fermion the remaining gauge invariances
are fixed. The non-covariant gauge is the starting point in proving that the
generating functional of the PST and non-covariant formulations of duality-
symmetric Maxwell’s theory are formally equal [10]. The latter is quantum
mechanically equivalent to the ordinary Maxwell theory, so that all these
models are physically related (on-shell) at the classical and quantum level,
even if their off-shell descriptions are different. Still, we perform a “formal”
path integral quantization in the sense that the possible UV divergences due
to the non-Gaussian character of the integral were not considered. Inciden-
tally, the absence of anomalies and non-trivial counterterms has been shown
recently in [114] by power counting argument. On this basis, it seems that
the PST model can be trusted at the quantum level also.
5.1 Quantum oscillator
5.1.1 Harmonic oscillator
The good old harmonic oscillator is a gentle toy model which shares anal-
ogous properties to duality symmetric electrodynamics. For instance, its
manipulation suggests a convenient track to follow for Maxwell’s theory.
The harmonic oscillator Schro¨dinger equation kernel is equal to
< q2, t2|q1, t1 >=
∫
DqDp exp
(
i
∫ t2
t1
dt [p(t)q˙(t)−H (q(t), p(t))]
)
(5.1.1)
where the Hamiltonian is
H(q, p) =
1
2
p2 +
1
2
q2 . (5.1.2)
The boundary conditions are in the configuration space: q(t1) = q1 and
q(t2) = q2. In the same way, in momentum space the kernel is equal to the
path integral
< p2, t2|p1, t1 >=
∫
DqDp exp
(
i
∫ t2
t1
dt [−q(t)p˙(t)−H (q(t), p(t))]
)
(5.1.3)
with boundary conditions: p(t1) = p1 and p(t2) = p2. In other words, the
quantum harmonic oscillator Hamiltonian is invariant under the “duality”
transformation
q → −p,
p → q, (5.1.4)
and kernel (5.1.1) goes into kernel (5.1.3). This configuration-momentum
space duality of the harmonic oscillator could seem pretty trivial, neverthe-
less, the electric-magnetic duality is (in some sense) nothing else than its
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generalization for Abelian gauge field theory. Indeed, in the Hamiltonian
formalism the electric field E is “conjugate” to the magnetic field B, and the
Hamiltonian density 1
2
(E2 +B2) has the quadratic form (5.1.2).
The (classical) Hamiltonian equations are
q˙ − p = 0 , p˙+ q = 0 . (5.1.5)
They are left invariant by the “duality rotation”
q → cosα q − sinα p,
p → − sinα q + cosα p. (5.1.6)
Moreover, the Hamiltonian itself is manifestly invariant under this rotation.
This is natural since the duality symmetry is essentially Hamiltonian in
nature. We already met this fact when we looked for manifestly duality-
symmetric actions. The duality rotation is a canonical transformation gen-
erated by qp.
To make a connection with Maxwell’s theory, we take a look at the La-
grangian formalism. The Green functions generating functional is
Z[J ] =
∫
Dq exp
(
i
∫
dt[L (q(t)) + J(t)q(t)]
)
(5.1.7)
where
L(q) =
1
2
q˙2 − 1
2
q2 . (5.1.8)
The boundary conditions are q(t1 → −∞) = 0 and q(t2 → +∞) = 0. The
Euler-Lagrange equation derived from (5.1.8) is
q¨ + q = 0 . (5.1.9)
We have
Z[J ] = Z[0] exp
(−i
2
∫
dt dt′ J(t)∆(t− t′)J(t′)
)
(5.1.10)
where
∆(t− t′) = 1
2π
+∞∫
−∞
dω
e−iω(t−t
′)
ω2 − 1 + iǫ (5.1.11)
To go back to a first order formalism, we can insert1∫
Dp exp
(
− i
2
∫
dt (p− q˙)2
)
= const, (5.1.12)
in the path integral, and get
Z[0] =
∫
DqDp exp
(
i
∫
dt [p(t)q˙(t)−H (q(t), p(t))]
)
(5.1.13)
1This is a constant in q(t) by the change of variable p(t) = p(t) − q˙(t) and a constant
in p¯(t) by the integration.
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with supplementary boundary conditions p(t1 → −∞) = 0 and p(t2 →
+∞) = 0. If we integrate by part the kinetic term and use∫
Dq exp
(
− i
2
∫
dt (p˙− q)2
)
= const. (5.1.14)
we arrive at the dual formulation
Z[0] =
∫
Dp exp
(
i
∫
dtL (p(t))
)
, (5.1.15)
which is exactly identical to the original one as previously stated.
As we will see in the sequel, the Maxwell theory possesses two significant
new features: it is a
• Linear field theory; hence its dynamics is described by an infinite set
of decoupled harmonic oscillators.
• Gauge theory; i.e. it is a system with constraints and we need to
gauge-fix the action in the path integral.
In this picture non-linear electrodynamics or Yang-Mills theories appear
as sophisticate systems of coupled anharmonic oscillators, which make them
difficult to study outside the scope of perturbative treatment. Unfortunately,
many of the beautiful mathematical results on EM duality concerns the ana-
logue of harmonic oscillators because we mainly deal with free (= quadratic)
theories. A seductive conjecture is that some (unknown) duality symmetry
exists for self-interacting systems with non-Abelian gauge symmetries, like
Yang-Mills theories. We will address this question in chapter 7.
5.1.2 Anharmonic oscillator
By the way, as we have seen previously with electrodynamics, some results
can be generalized to some extent for non-linear theories. Presently, one
can consider a general Lagrangian L(q, q˙) and look for a necessary condition
leading to a duality rotation invariant Hamiltonian: H(q, p) = h(q2+p2). The
variation of the Legendre transform of the Lagrangian under an infinitesimal
duality rotation is asked to vanish
δH = δp q˙ − δq∂L
∂q
= 0 ⇔ qq˙ + ∂L
∂q
∂L
∂q˙
= 0 . (5.1.16)
We recognize the Courant Hilbert equation (2.5.17) if we define u+ ≡ 12 q˙2,
u− ≡ −12q2, f(u+, u−) ≡ L (q(u+, u−), q˙(u+, u−)). The configuration-
momentum duality symmetry will also hold for the quantum dynamics of
models satisfying the equation (5.1.16). A specific example is provided by
the BI-like oscillator of Lagrangian
L =
1
b
(
1−
√
(1− b q˙2) (1 + b q2)
)
(5.1.17)
arising from the solution (2.5.19) of the Courant Hilbert equation, where we
defined b = α
2
. Its corresponding Hamiltonian is given by
H =
1
b
(√
1 + b (p2 + q2)− 1
)
. (5.1.18)
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The following proposition also proves that there exists an infinite class of
physically interesting duality-symmetric anharmonic oscillators.
Proposition 5.1. Let f(u+, u−) be a solution of: f+f− = 1. The function
L(q, q˙) ≡ f (u+(q, q˙), u−(q, q˙))
• is analytic near (q, q˙) = (0, 0) and
• satisfies L(q, q˙) = 1
2
(q˙2 − q2) +O(q4, q˙4),
if and only if the Legendre transform h(q2+p2) ≡ pdotq−L(x(q, q˙), y(q, q˙)),
where p = ∂L
∂q˙
defines implicitly q˙(q, p), is such that the function h(z)
(i) is analytic near the origin z = 0 and
(ii) satisfies h(z) = 1
2
z +O(z2).
Furthermore, if h(z) is strictly increasing (i.e. h′(z) 6= 0) then the boundary
condition defines the Hamiltonian: L(q, 0) ≡ −h(q2).
Proof: First of all, the Courant Hilbert equation (2.5.17) is a neces-
sary and sufficient requirement to have a duality-invariant Hamiltonian
H(q, p) ≡ p q˙ − L(q, q˙).
The dynamical system is has no constraint by hypothesis. Indeed,
the two functions p(q, q˙) and q˙(q, p) are invertible and are inverse of
each other
p =
∂L
∂q˙
⇔ q˙ = ∂H
∂p
. (5.1.19)
This comes from the fact that, at the origin ∂
2L
∂q˙2
= 1 6= 0 and ∂2H
∂p2
=
1 6= 0, due to the hypotheses of the proposition 5.1. From standard
theorems on implicit functions [47] we find also that the two functions
p(q, q˙) = q˙ +O(q2, q˙2) and q˙(q, p) = p+O(q2, p2) are analytic near the
origin.
⇒: We first prove the necessity. The composition of two analytic
functions in a neighborhood is also an analytic function (in the
corresponding neighborhood). Since q˙(q, p) = p + O(q2, p2) and
L(q, q˙) = 1
2
(q˙2 − q2) + O(x, y) are analytic near the origin, the
Hamiltonian H(q, p) = 1
2
(q2 + p2) + O(q4, p4) is analytic near the
origin (q, p) = (0, 0).
Furthermore, since f is a solution of f+f− = 1 we know that the
Hamiltonian is duality-invariant: H(q, p) = h(p2 + q2). Therefore
the function h(z) = z +O(z2) is analytic near z = 0.
When q 6= 0, the variables y vanishes if and only if q˙ = 0. If p
vanishes, then also does q˙ since q˙ = 2p h′(p2 + q2). Conversely, if
h′(z) 6= 0 then q˙ = 0 implies p = 0 for consistency, which proves
L(q, 0) ≡ −h(q2).
⇐: By the same argument than before one proves that the function
L(q, q˙) = 1
2
(q˙2 − q2) + O(q4, q˙4) is analytic near the origin (with
the appropriate behaviour).
92 BRST quantization of duality-symmetric Maxwell’s theory
In general, it is untractable to write a Lagrangian path integral corre-
sponding to a duality rotation invariant Hamiltonian: H = h(q2 + p2) be-
cause the explicit integration over the momentum p is rather awkward for
an arbitrary function h. One has to resort to approximate methods because
the classical Lagrangian receives quantum corrections, as follows from the
stationary phase method (e.g. see [115], pp.344-346). Fortunately, it is easy
compute the energy spectrum in the Fock basis for a duality-invariant anhar-
monic oscillator. First, one introduces the destruction and creation operators
a =
1
2
(x+ ip) , a+ =
1
2
(x− ip) . (5.1.20)
Second, one defines the operator
N = a+a =
1
2
(x2 + p2 − 1) , (5.1.21)
the spectrum of which is known to be N if there exists a lowest state |0 >, the
“vacuum”. Thus the energy spectrum of the duality-symmetric anharmonic
oscillator is given by the formula
En = h(2n+ 1) , n ∈ N . (5.1.22)
As an example, for the BI-like oscillator defined by the Lagrangian (5.1.17)
its energy spectrum is read directly from (5.1.18):
En =
1
b
(√
2b n+ (b+ 1)− 1
)
. (5.1.23)
For large n, the energy levels go as
√
n while they go as n for the harmonic
oscillator.
5.2 Hamiltonian BRST gauge-fixing of
Maxwell’s action
As a warm-up, let us start with Maxwell’s theory in its standard form, i.e.
non-manifestly covariant. This rather standard exercise will reveal useful
by itself (i) in providing a better understanding of duality symmetry in its
most natural (= Hamiltonian) formulation and (ii) in deriving the correct
path integral measure from the Hamiltonian formalism (the most foolproof
treatment of gauge systems).
We review the standard Hamiltonian BRST procedure by a direct glance
at this specific example. Most of the material presented in the two next
subsections is taken from [115], chapter 19.
5.2.1 Hamiltonian analysis
The sourceless Maxwell action (2.1.2) is equal to
SM = −1
4
∫
d4xF µνFµν . (5.2.1)
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The action is left invariant by the gauge transformations
δAµ = ∂µǫ (5.2.2)
The canonical momenta are
π0 = 0 πi = F i0 = −Ei , (5.2.3)
{Aµ(x), πν(x′)} = δνµ δ(x− x′) (5.2.4)
where i, j, . . . stand for spatial indices in the 3 dimensional hyperplane x0
constant and { , } is the canonical Poisson bracket.
The canonical Hamiltonian HC (only well-defined on the submanifold
defined by the primary constraint π0 ≈ 0) is given by
HC = H0 −
∫
d3xA0 ∂iπ
i (5.2.5)
where H0 =
∫
d3xH0. The Hamiltonian density H0 is equal to
H0 = 1
2
(πiπi +B
iBi) . (5.2.6)
The consistency condition π˙0 ≈ 0 leads to the secondary constraint
{π0, HC} = ∂iπi ≈ 0 , (5.2.7)
which one recognizes as the Gauss law ∂iE
i = 0. There is no further con-
straint. The two constraints are first class, they generate the gauge transfor-
mations (5.2.2).
The extended Hamiltonian HE reads
HE = HC +
∫
d3x(λ π0 + µ ∂iπ
i)
= H0 +
∫
d3x(λ π0 + µ′ ∂iπi) , (5.2.8)
where λ, µ and µ′ play the role of Lagrange multiplier for the constraints.
The extended Hamiltonian generates the time evolution and exhibits all the
degrees of freedom in the equations of motion. In the present case, the
equations contain indeed two arbitrary functions of time corresponding to
the two first class constraints.
5.2.2 BRST charge and cohomology
The central idea of the BRST scheme is to replace the original gauge sym-
metries by a fermionic rigid symmetry acting on an appropriately extended
phase space, enlarged by the “ghosts”.
For each first class constraint, we introduce a ghost: c¯ corresponds to
π0 ≈ 0 and c corresponds to the Gauss law. Their respective momenta are
P¯ and P. The Poisson bracket is extended to a (graded) bracket by the
relations
{c¯(x), P¯(x′)} = δ(x− x′) , {c(x),P(x′)} = δ(x− x′) . (5.2.9)
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A conventional distinction can be drawn between what is called the min-
imal and non-minimal sectors. The minimal sector is usually taken to be
the conjugate pairs (Ai, π
i) and (c,P). The addition of the conjugate pairs
(A0, π
0) (c¯, P¯) provides the non-minimal sector. This distinction arises nat-
urally if one considers that A0 plays the role of a Lagrange multiplier for the
Gauss law in the canonical Hamiltonian (5.2.6).
The different gradings of the non-minimal sector of fields, ghosts and their
momenta dictated by the set of first class constraints is listed in Table 5.1.
The ghost number is defined to be the difference between the pure ghost
field & ghosts Aµ c¯ c π
µ P¯ P
pure ghost 0 1 1 0 0 0
antighost 0 0 0 0 1 1
statistic + − − + − −
Table 5.1: Pure ghost number, antighost number and statistics of the (non-
minimal) extended phase space.
number and the antighost number.
The BRST charge is found to be
Ω =
∫
d3x (∂iπ
ic− i c¯ π0). (5.2.10)
Its ghost number is equal to one. It fulfills
{Ω,Ω} = 0 (5.2.11)
The BRST transformation is the canonical transformation s · = {·,Ω}.
From the Jacobi identity, the equation (5.2.11) is equivalent to the nilpotency
of the BRST operator, s2 = 0.
The (classical) cohomology of the BRST differential is easily worked out
if one introduces the transverse and longitudinal components of Ai and π
i
according to the general decomposition of a vector Zi = ∂iZ
L + ZTi
ZTi = Zi − ∂i △−1 (∂jAj) , ZL = △−1(∂jAj) , (5.2.12)
where △−1 is the inverse Laplace operator. The BRST symmetry takes then
a form where all the contractible pairs are manifest
sAL = c , sc = 0 , sP = −πL , sπL = 0 ,
sA0 = −ic¯ , sc¯ = 0 , sP¯ = −iπ0 , sπ0 = 0 ,
sATi = 0 , sπ
T
i = 0 . (5.2.13)
Therefore the BRST cohomology H(s) is only non-trivial in vanishing ghost
number, the set of observables, and is the space of functions on the reduced
phase space, that is the quotient of the constraint surface by the gauge orbits,
which is generated by the (two) conjugate pairs (ATi , π
T
i ).
The previous non-minimal set of ghosts and momenta is necessary to im-
plement the covariant Lorentz gauge. However, for later use we will consider
the Coulomb gauge. To go to the temporal gauge, we will make use of a
singular change of variable.
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5.2.3 Path integral quantization of Maxwell’s theory
For the parallel with the next section, we explicitly treat our two favorite
gauge-choices: the Lorentz and Coulomb gauges.
The generating functional for the Maxwell theory in the Hamiltonian
approach can be obtained from
Z[0] =
∫
DAµDπµDcDP Dc¯DP¯ exp iSMΨ (5.2.14)
The Hamiltonian gauge-fixed action is given by
SMΨ =
∫
d4x (πµA˙µ + P c˙ + P¯ ˙¯c−H0 − {Ψ,Ω}) (5.2.15)
where the function Ψ is the gauge-fixing fermion (gh(Ψ) = −1). The gauge
fixed Hamiltonian density is the sum of the gauge-fixing term {Ψ,Ω} and
the density of the BRST-invariant extension of the extended Hamiltonian in
the multiplier gauge λ = µ′ = 0 (In that case, it is simply equal to H0 since
{H0,Ω} = 0). It generates a nonambiguous time evolution in the extended
phase space with no arbitrariness once the gauge-fixing fermion Ψ is chosen.
The Fradkin-Vilkovisky theorem ensures that the path integral is inde-
pendent on the choice of gauge-fixing fermion if the boundary conditions
select definite physical states at the endpoints (in such a way that the path
integral stands for an expectation value between physical states). Moreover,
the path integral associates well-defined (gauge choice independent) quantum
average to all the BRST invariant functions of the extended phase space that
belong to the same BRST cohomological class ([115], chapter 16). In other
words, a change of Ψ does not modify the dynamics of the BRST-invariant
functions at the cohomological level.
Lorentz gauge-fixing
The gauge-fixing fermion corresponding to the Lorentz gauge is given by
Ψ = i P¯ ∂iAi + PA0 (5.2.16)
With such a choice, the gauge-fixed Hamiltonian density reads
H = H0 − A0∂iπi − π0∂iAi − iP c¯ + iP¯ △ c . (5.2.17)
One can easily integrate the fields π0, the conjugate momenta P, P¯ as
well as their corresponding ghosts c, c¯. Then, we obtain that
Z[0] =
∫
DAµDπi det(✷) δ(∂µAµ) exp iS˜MΨ (5.2.18)
with
S˜MΨ =
∫
d4x (πiA˙i −H0 − A0∂iπi). (5.2.19)
The integration on π0 gives the delta-function enforcing the Lorentz gauge
while the determinant of the d’Alembert operator ✷ comes from the integra-
tion on the fermionic ghosts and momenta.
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A last (Gaussian) integration over πi leads to a Lagrangian generating
functional that could have been derived a´ la Fadeev-Popov (see Faddeev
formula in [115], chapter 16)
Z[0] =
∫
DAµ det(✷) δ(∂µAµ) exp iSM . (5.2.20)
The Maxwell action SM is given in (5.2.1). One can completely eliminate
the momenta in the gauge-fixed action, the terminology is that it is a “prop-
agating gauge”.
Coulomb gauge-fixing
We will now follow the road chosen in [112] to make a connection with the
non-covariant duality-symmetric formulation of Maxwell’s theory. We will
first implement the Coulomb gauge in the path integral and then we will
solve the Gauss law in terms of a new potential vector.
One starts by redefining the gauge-fixing function in the following way
∂iA
i → 1
ǫ
∂iA
i . (5.2.21)
At the same time one performs the following field redefinition
π0 → ǫπ0 , P¯ → ǫP¯ , (5.2.22)
which is of trivial(=1) super-Jacobian2. The gauge-fixing fermion (5.2.16) is
not modified by this change of variable. One can now get rid of the kinetic
term containing π0 by taking the limit ǫ→ 0.
One easily integrates the field A0 and then, as before, one integrates π
0,
the conjugate momenta P, P¯ as well as their corresponding ghosts c, c¯. After
all this one finds
Z[0] =
∫
DAiDπi det(✷) δ(∂iπi) δ(∂iAi) exp iSΨ (5.2.23)
with
SΨ =
∫
d4x (πiA˙i −H0). (5.2.24)
The integration on A0 and π
0 gave the delta-functions enforcing, respectively,
the Gauss law and the Coulomb gauge.
The previous field redefinition and limit process is a trick which works
for any internal gauge symmetries (= constraints linear and homogeneous in
the momenta) to get the reduced phase space path integral (see [115], p.398)
from the non-minimally extended BRST path integral. More accurately, in
our case we get
Z[0] =
∫
DATi DπT i det2(▽) det(✷) det−2(△) exp iS˜Ψ (5.2.25)
2Fermionic volume elements have an inverse transformation law under scale transfor-
mation.
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with
S˜Ψ =
∫
d4x
(
πT iA˙Ti −H0(ATi , πT i)
)
(5.2.26)
since the Jacobian of Zi = ∂iZ
L + ZTi → (ZL, ZTi ) is equal to det(∇) and
δ(∂iZ
i) = δ(△ZL) = det−1(△) δ(ZL) . (5.2.27)
Duality-invariant gauge-fixed path integral
In order to make the connection with the gauge-fixed duality-symmetric ac-
tion, we have to move to a two-potential formulation. For this purpose, we
solve the Gauss constraint ∂iπ
i = 0 by introducing a potential Z i such that
πi = ǫijk∂jZk. (5.2.28)
The potential Zi can be decomposed into a sum of a longitudinal and a
transverse part: Zi = Z
L
i + Z
T
i . When Zi is transverse (Zi = Z
T
i ), the
equation (5.2.28) is invertible (with appropriate boundary conditions). More
precisely, in that case one expresses Zi as
Zi = −△−1 (ǫijk∂jπk) . (5.2.29)
We can introduce the field Z i in the path integral in the following way
Z[0] =
∫
DAiDπiDZi det(✷) δ(∂iπi) δ(∂iAi) δ(Z i +△−1ǫijk∂jπk) exp iS˜MΨ .
(5.2.30)
In order to make the comparison with the non-covariant approach we will
use the relation
δ(Z i +△−1ǫijk∂jπk) = δ(ZL i)δ(ZT i +△−1ǫijk∂jπk) . (5.2.31)
We also notice that
δ(ZT i +△−1ǫijk∂jπk) = det−1 (△−1curl)︸ ︷︷ ︸
=det(curl)
δ(πT i − ǫijk∂jZTk )
where “curl” stands for the operator ǫijk∂j , and ∂iπ
T i = 0. Indeed, det(△) =
det2(curl).
In addition we have the relation
δ(∂iπ
i)δ(ZL i) = δ(πL i)δ(∂iZ
i). (5.2.32)
We finally identify the two potentials as follows
A1i = Ai , A
2
i = Zi. (5.2.33)
Putting all these remarks together we can integrate out the πi to obtain the
non-covariant duality-symmetric generating functional found in [112]
Z[0] =
∫
DAαi det(✷) det(curl) δ(∂iAαi ) exp iSnon−cov , (5.2.34)
where Snon−cov is given in the equation (4.2.12).
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5.3 Batalin-Vilkovisky quantization of PST
action
5.3.1 Gauge symmetries of the classical action
We start our discussion by considering the PST action proposed to mani-
festly implement two symmetries in the description of free Maxwell’s theory:
Lorentz invariance and electric-magnetic duality. Since we are interested in
studying the gauge invariances for a system with this two symmetries we
will neglect here a possible supersymmetrization of the model which can be
attained through a kinetic fermionic contribution of type iψ¯∂/ψ in the La-
grangian. After fixing the notation, we emphasize the physical content of
this model. Next, we briefly present its gauge algebra.
The sourceless PST action [93] constructed for the description of self-dual
vector field is
S0 =
∫
d4x
(
−1
8
F αµνF
αµν +
1
4(−uλuλ)u
µFαµνFανρuρ
)
. (5.3.1)
As explained before the Lagrangian contains two gauge potentials (Aαµ)α=1,2
and one auxiliary field a, appearing here only as the gradient uµ = ∂µa. The
notation used throughout this paper is
u2 = uµuµ , vµ =
uµ√−u2 , (5.3.2)
F αµν = 2∂[µA
α
ν] , ∗F αµν =
1
2
ǫµνρσF
αρσ , (5.3.3)
Fαµν = ǫαβF βµν − ∗F αµν , H(−)αµ = Fαµνvν (5.3.4)
with ǫαβ being the antisymmetric matrix of so(2) with ǫ12 = +1. The equa-
tions of motion associated to 5.3.1 read
δAαµ : ǫ
µνρσ∂ν(vρH
(−)α
σ ) = 0 , (5.3.5)
δuµ :
1
2
√−u2
(
H(−)αν Fαµν −H(−)αν H(−)ανvµ
)
= 0 . (5.3.6)
It is straightforward to check the following gauge invariances of the action
(5.3.1)
δIA
α
µ = ∂µϕ
α , δIa = 0 , (5.3.7)
δIIA
α
µ = −ǫαβH(−)βµ
φ√−u2 , δIIa = φ , (5.3.8)
δIIIA
α
µ = uµε
α , δIIIa = 0 . (5.3.9)
They are irreducible. Pasti-Sorokin-Tonin have shown [92, 93] that this model
is in fact classically equivalent to the non-covariant action [87] describing the
dynamics of a single Maxwell field. Indeed, using the equations of motion
(5.3.5) we can fix the gauge degrees of freedom of (5.3.9) in such a way that
the self-duality condition
Fαµν = 0 (5.3.10)
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is satisfied. Such a consequence of the equations of motion allows us to
express one of the gauge fields Aαµ as function of the other one yielding
the usual Maxwell Lagrangian (with remaining symmetry (5.3.7)) plus a
contribution of uµ field. Further, we remark from the second invariance
(5.3.8) that a is pure gauge. Another way to see that is by expressing the
field equation for a as a consequence of the equation of motion for Aαµ. That
is why a can be easily fixed away using a clever gauge condition (avoiding
the singularity u2 = 0). So, the field uµ as well as one of the two A
α
µ are
auxiliary in the sense that one needs them only to lift self-duality and Lorentz
invariance at the rank of manifest symmetries of the action. But, they can
be removed on the mass-shell taking into account the gauge invariances of
the new system. The manner of fixing the unphysical degrees of freedom in
the BRST formalism will be clarified in subsection 5.3.4.
For the gauge algebra we get
[δII(φ1), δII(φ2)] = δIII
(
ǫαβH
(−)β
µ
(−u2)3/2 (φ1∂
µφ2 − φ2∂µφ1)
)
, (5.3.11)
[δII(φ), δIII(ε
α)] = δI(φε
α) + δIII
(
uµφ
(−u2)∂µε
α
)
. (5.3.12)
Thus, our system describes a non-Abelian gauge theory with structure con-
stants replaced by non-polynomial structure functions.
5.3.2 Basic ingredients of antifield-BRST formalism
Here we give only some of the main ideas underlying the Lagrangian BRST
method. For more details we refer the reader to [113, 115, 116, 117] and
references therein).
Let S0[φ
i] be an action with the following bosonic gauge transformations3
δεφ
i = Riαǫ
α (5.3.13)
which are irreducible. Then, one has to enlarge the “field” content to
{ΦA} = {φi, Cα}. (5.3.14)
The fermionic ghosts Cα correspond to the parameters εα of the gauge trans-
formations (5.3.13). To each field ΦA we associate an antifield Φ∗A of opposite
parity. The set of associated antifields is then
{Φ∗A} = {φ∗i , C∗α}. (5.3.15)
The fields possess a vanishing antighost number ( antigh) and a nonvanishing
pureghost number ( pgh)
pgh(φi) = 0, pgh(Cα) = 1. (5.3.16)
The pgh number of the antifields vanish but their respective antigh number
is equal to
antigh(Φ∗A) = 1 + pgh(Φ
A). (5.3.17)
3We use the DeWitt notation.
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The total ghost number ( gh) equals the difference between the pgh number
and the antigh number. The antibracket of two functionals X [ΦA,Φ∗A] and
Y [ΦA,Φ∗A] is defined as
(X, Y ) =
∫
dnx
(
δRX
δΦA(x)
δLY
δΦ∗A(x)
− δ
RX
δΦ∗A(x)
δLY
δΦA(x)
)
, (5.3.18)
where δR/δZ(x) and δL/δZ(x) denote functional right- and left-derivatives.
The extended action S is defined by adding to the classical action S0
terms containing the antifields coupled to the BRST variations of the fields
in such a way that the classical master equation,
(S, S) = 0 , (5.3.19)
is satisfied, with the following boundary condition:
S = S0 + φ
∗
iR
i
αC
α + ... (5.3.20)
This imposes the value of terms quadratic in ghosts and antifields. The
extended action has also to be of vanishing gh number. If the algebra is
non-Abelian, we know that we have to add other pieces of antigh number
two in the extended action with the general form (due to structure functions)
S2a2 =
1
2
C∗αf
α
βγC
βCγ . (5.3.21)
If the algebra is open, other terms in antigh number must be added,
quadratic in φ∗i ’s. Furthermore, other terms in higher antigh number could
be necessary, e.g. when the structure functions depend on the fields φi.
The extended action captures all the information about the gauge struc-
ture of the theory: the Noether identities, the (on-shell) closure of the gauge
transformations and the higher order gauge identities are contained in the
master equation.
The BRST transformation s in the antifield formalism is a canonical trans-
formation, i.e. sA = (A, S). It is a differential: s2 = 0, its nilpotency being
equivalent to the master equation (5.3.19). The BRST differential decom-
poses according to the antigh number as
s = δ + γ + ”more”
and provides the gauge invariant functions on the stationary surface, through
its cohomology group at gh number zero H0(s). The Koszul-Tate differential
δ defined by
δΦ∗i = (Φ
∗
i , S)|Φ∗A=0 (5.3.22)
implements the restriction on the stationary surface, and the exterior deriva-
tive along the gauge orbits γ
γΦi = (Φi, S)|Φ∗A=0
picks out the gauge-invariant functions.
The solution S of the master equation possesses gauge invariance, and
thus, cannot be used directly in a path integral. There is one gauge symmetry
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for each field-antifield pair. The standard procedure to get rid of these gauge
degrees of freedom is to use the gauge-fixed action SΨ defined by
SΨ = Snon−min
[
ΦA,Φ∗A =
δΨ[ΦA]
δΦA
]
. (5.3.23)
The functional Ψ[ΦA] is known as the gauge-fixing fermion and must be
such that SΨ[Φ] is non-degenerate, i.e. the equations of motion derived from
the gauge-fixed action δSΨ[Φ
A]/δΦA = 0 have unique solution for arbitrary
initial conditions, which means that all gauge degrees of freedom have been
eliminated. It also has to be local in order that the antifields be given by
local functions of the fields.
The generating functional of the theory is then
Z =
∫
[DΦA] exp iSΨ (5.3.24)
The value of the path integral is independent of the choice of the gauge-
fixing fermion Ψ. The notation [DΦ] stands for DΦµ[Φ], where µ[Φ] is the
measure of the path integral. It is important to notice that the expression
of the measure µ[Φ] in this path integral is not completely determined by
the Lagrangian approach. A correct way to determine it, would be to start
from the Hamiltonian approach for which the choice of measure is trivial,
indeed it is known to be DΦDΠ, that is the product over time of the Liouville
measure dΦAdΠA. The Hamiltonian formalism meets no problem because the
Hamiltonian gauge-fixed action has no gauge invariance. It can be proved
that, if correctly handled, the two approaches are equivalent (see [115] for
instance). This justifies a posteriori the choice of the measure µ[Φ] in (5.3.24).
5.3.3 Minimal solution of the master equation
Having made the classical analysis of the model, we can start now the stan-
dard BRST procedure. The first step is to construct the minimal solution
of the master equation with the help of the gauge algebra. In order to reach
that end we will introduce some new fields called ghosts and their antibracket
conjugates known as antifields.
The minimal sector of fields and antifields dictated by the gauge invari-
ances (5.3.7)-(5.3.9) as well as their ghost numbers and statistics are listed
in Table 5.2.
Φ Aαµ a A
α∗
µ a
∗ cα c c′α cα∗ c∗ c′α∗
gh(Φ) 0 0 −1 −1 1 1 1 −2 −2 −2
antigh(Φ) 0 0 1 1 0 0 0 2 2 2
stat(Φ) + + − − − − − + + +
Table 5.2: Ghost number, antighost number and statistics of the minimal
fields and their antifields.
The transformations (5.3.7)-(5.3.9) determine directly the antigh number
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one piece of the extended action, i.e.
S1 =
∫
d4 x
[
Aα∗µ
(
∂µc
α − ǫαβH(−)βµ
c√−u2 + uµc
′α
)
+ a∗c
]
.(5.3.25)
In order to take into account the structure functions one has to insert in the
solution of the master equation a contribution with antigh number two of
the form
S2 =
∫
d4 x
[
c′α∗
(
ǫαβH
(−)β
µ
(−u2)3/2 c ∂
µc+
vµ√−u2 c ∂
µc′α
)
+ cα∗c c′α
]
.(5.3.26)
Due to the field dependence of the structure functions one should expect
that S1 and S2 are not enough to completely determine the extended action
and one will need an extra piece of antigh number three to do the job.
Indeed, that was already the case for chiral 2–forms in 6 dimensions discussed
in [110]. Nevertheless, one can readily check that in the present situation
Smin = S0 + S1 + S2 is the minimal solution of the classical master equation
(Smin, Smin) = 0, i.e.
(S1, S1)1 + 2(S1, S1)1 = 0 ,
(S2, S2)2 + 2(S1, S2)2 = 0 . (5.3.27)
This follows also as a consequence of the irreducibility of our model.
Once Smin has been derived, we can infer the BRST operator s, which is
the sum of three operator of different antigh number
s = δ + γ + ρ . (5.3.28)
For instance, the non-trivial action of the Koszul-Tate differential, of antigh
number −1, is in our case given by
δAα∗µ = ǫµνρσ∂ν(vρH(−)ασ ) , (5.3.29)
δa∗ = ∂µ
(
1
2
√−u2
(
H(−)αν Fαµν −H(−)αν H(−)α νvµ
))
, (5.3.30)
δcα∗ = −∂µAα∗µ , (5.3.31)
δc∗ = −ǫ
αβH(−)βµ√−u2 A
α∗
µ + a
∗ , (5.3.32)
δc′α∗ = uµAα∗µ . (5.3.33)
The third piece, ρ, of antigh number +1 is present also because the structure
functions determined by (5.3.7)-(5.3.9) depend explicitly on the fields.
In this way the goal of this section, i.e. the construction of the minimal
solution for the master equation, has been achieved.
5.3.4 The gauge-fixed action
The minimal solution Smin will not suffice to fix all the gauge invariances of
the system and, before fixing the gauge, we need a non-minimal solution for
(S, S) = 0 in order to take into account the trivial gauge transformations. In
this section we first construct such a non-minimal solution and, afterwards,
we propose two possible gauge-fixing conditions which will yield two versions
for the gauged-fixed action: a covariant and a non-covariant one.
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Non-minimal sector
Inspired by the gauge transformations (5.3.7)-(5.3.9) and their irreducibility
we propose a non-minimal sector described in Table 5.3.
Φ Bα B B′α C¯α C¯ C¯ ′α Bα∗ B∗ B′α∗ C¯α∗ C¯∗ C¯ ′α∗
gh(Φ) 0 0 0 −1 −1 −1 −1 −1 −1 0 0 0
stat(Φ) + + + − − − − − − + + +
Table 5.3: Ghost number and statistics of the non-minimal fields and their
antifields.
They satisfy the following equations
sC¯ ··· = B··· , sB··· = 0 ,
sB···∗ = C¯ ···∗ , sC¯ ···∗ = 0 . (5.3.34)
The dots are there to express that these relations are valid for the corre-
spondingly three kinds of non-minimal fields. We immediately see that C¯ ···’s
and B···’s constitute trivial pairs, as well as their respective antifields, in such
a way that they do not enter in the cohomology of s. Hence, they are called
non-minimal. Their contribution to a solution of the master equation is
Snon−min = Smin +
∫
d4 x
(
C¯α∗Bα + C¯∗B + C¯ ′α∗B′α
)
. (5.3.35)
Covariant gauge fixing
We will first try a covariant gauge fixing leading in principle to a covariant
gauge-fixed action: we will see what is the main problem that occurs. We
can consider the following covariant gauge choices
δI → ∂µAαµ = 0 , (5.3.36)
δII → u2 + 1 = 0 , (5.3.37)
δIII → uµAαµ = 0 . (5.3.38)
The gauge choice (5.3.36) is analogous to the Lorentz gauge. In its turn
(5.3.37) allows to take a particular Lorentz frame in which uµ(x) is the unit
time vector at the point x. In such a case, at the point x, (5.3.38) is the
temporal gauge condition for the two potentials.
A gauge-fixing fermion corresponding to the gauge choices (5.3.36)-
(5.3.38) is
Ψ[ΦA] = −
∫
d4 x
[
C¯α∂µAαµ + C¯(u
2 + 1) + C¯ ′αuµAαµ
]
. (5.3.39)
We express now all the antifields with the help of Ψ[Φ], i.e.
Φ∗A =
δΨ[ΦA]
δΦA
(5.3.40)
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getting
Aα∗µ = ∂µC¯
α − uµC¯ ′α , (5.3.41)
a∗ = 2∂µ(uµC¯) + ∂µ(AαµC¯
′α) , (5.3.42)
c···∗ = 0 , (5.3.43)
B···∗ = 0 , (5.3.44)
C¯α∗ = −∂µAαµ , (5.3.45)
C¯∗ = −(u2 + 1) C¯ ′α∗ = −uµAαµ . (5.3.46)
Using the last relations we can find the gauge fixed action as in (5.3.23) which
in our case reads
SΨ = S0 +
∫
d4 x
[
−C¯α✷cα − ǫ
αβH(−)βµ√−u2 ∂µC¯
α · c+ uµ∂µC¯α · c′α
−uµC¯ ′α∂µcα − u2C¯ ′αc′α − (2uµC¯ + AαµC¯ ′α)∂µc
−(∂µAαµ)Bα − (u2 + 1)B − (uµAαµ)B′α
]
. (5.3.47)
Writing down the path integral (5.3.24), we integrate directly the fields B···
producing the gauge conditions (5.3.36)-(5.3.38). A further integration of C¯,
C¯ ′α and c′α (in this order) leads to
Z[0] =
∫
DAαµDaDcαDcDC¯α δ(∂µAαµ) δ(u2 + 1) δ(uµAαµ) δ(uµ∂µc) exp iS ′Ψ
(5.3.48)
where
S ′Ψ =
∫
d4x
[
−C¯α✷cα +
(
ǫαβH(−)βµ√−u2 c+
uµ
u2
(up∂pc
α + Aαν∂
νc)
)
∂µC¯
α
]
.
(5.3.49)
Of course, the next step in getting a covariant generating functional from
which we would read out the covariant propagator for the fields Aαµ would
be the elimination of c and a in (5.3.48). Due to the “gauge condition” for
the ghost c (i.e. uµ∂µc = 0) and the way it enters the gauge-fixed action S
′
Ψ,
this integration is technically difficult. What one could try is to integrate
both c and a at the same time. This is also not straightforwardly possible
as a consequence of the gauge condition (5.3.37). This requirement was
necessary to covariantly fix the symmetry (5.3.8). Nevertheless, one can
attempt to find the general solution to this equation (5.3.37), which reduces
to the integration of ∂µa = Λµp(x)n
p (with Λµp(x) a point-dependent Lorentz
boost and np a constant time-like vector, i.e. npn
p = −1). Such a solution is
still unconvenient due to x-dependence of the Lorentz transformation matrix
Λµp(x).
A way to overcome this sort of complication is to choose a particular form
for this matrix, breaking Lorentz symmetry. It is precisely this price that we
have to pay in order to explicitly derive the propagator of Aαµ fields. As it
will be explained in the next subsection, by taking a particular solution for
(5.3.37), i.e. by giving up Lorentz invariance, we will be able to express the
gauged-fixed action in a more convenient form for our purposes.
5.3 Batalin-Vilkovisky quantization of PST action 105
Non-covariant gauge fixing
As it was remarked in the previous subsection in order to explicitly derive the
Feynman rules for the PST model one has to break up its Lorentz symmetry
by taking a specific solution of the equation (5.3.37). In this subsection we
present a non-covariant gauge of the theory and the advantages for such a
choice will become clear in the next sections. A possible non-covariant gauge
fixing is
δI → ∂µAαµ = 0 , (5.3.50)
δII → a− nµxµ = 0 , nµnµ = −1 , (5.3.51)
δIII → nµAαµ = 0 . (5.3.52)
By (5.3.51), the gradient ∂µa becomes equal to the vector nµ introduced
above. In a Lorentz frame where nµ = (1, 0, 0, 0) the requirement (5.3.52) is
the temporal gauge condition and (5.3.50) the Coulomb gauge condition for
the two potentials Aαµ.
Then, the gauge-fixing fermion will be
Ψ[ΦA] = −
∫
d4 x
[
C¯α∂µAαµ + C¯(a− nµxµ) + C¯ ′αnµAαµ
]
. (5.3.53)
Using the same non-minimal contribution Snon−min as before, the non-
covariant gauge-fixed action is
SΨ = S0 +
∫
d4 x
[(
∂µC¯α − uµC¯ ′α)(∂µcα − ǫαβH(−)βµ c√−u2 + uµc′α
)
+
(−C¯ + ∂µ(AαµC¯ ′α)) · c− ∂µAαµBα
−(a− nµxµ)B − uµAαµB′α
]
. (5.3.54)
This action is by far more convenient in deriving the propagator of the
gauge fields than its covariant expression (5.3.49) because we can completely
integrate the ghost sector. Also, the bosonic part takes a more familiar form.
The quantum equivalence of the PST model with ordinary Maxwell’s theory
will be based also on this non-covariant action.
5.3.5 Path integral
The gauge-fixed action corresponding to the non-covariant gauge choice can
be used to recover the non-covariant theory, which is itself equivalent to the
Maxwell theory. The generating functional is taken to be
Z =
∫
DAαµ DaDc···DB···DC¯ ··· det(✷) det−1(curl) exp iSΨ (5.3.55)
where SΨ is given by (5.3.54).
After integrating out some fields, in the following order (B···, C¯, c, C¯ ′α,
c′α, a), we obtain the path integral
Z =
∫
DAαµDC¯αDcα det(✷) det−1(curl) δ(∂µAαµ) δ(nµAαµ) exp iS ′Ψ
(5.3.56)
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where the gauge-fixed action reduces now to
S ′Ψ =
∫
d4 x
[
−1
2
nµ ∗ F αµνFανρnρ − C¯α✷cα − C¯αnµnν∂µ∂νcα
]
(5.3.57)
If we place ourselves in a Lorentz frame where nµ = (1, 0, 0, 0), the functional
S ′Ψ assumes the form of the sum of non-covariant gauge-fixed action (4.2.12)
with a ghost term
−
∫
d4x C¯α △ cα . (5.3.58)
At this point we can integrate out the ghosts C¯α and cα, and the two fields Aα0 ,
obtaining exactly the generating functional (5.2.34) of the Maxwell theory in
the non-covariant formulation (see section 5.2).
This proves a formal (quantum) equivalence of the PST action (5.3.1) with
the Maxwell theory [10] which was already known at the classical level. The
equality of the two generating functionals was not obvious a priori because
the PST action of the free Maxwell’s theory is not quadratic (and so the path
integral is not Gaussian) and the pure gauge field a is not, strictly speaking,
an auxiliary field (its equation of motion is not an algebraic relation which
allows its elimination from the action). The absence of anomalies and non-
trivial counterterms has been proved in [114] which strongly supports the
true equivalence of the PST model with the Maxwell theory.
Chapter 6
Quantization conditions
Yang-Mills gauge theory in 2 + 1 dimensions with a CS term (also called
topological mass term) is known to have its topological mass quantized for
gauge groups with a non-trivial third homotopy group [58]. In general, the
CS coefficient is quantized since π3(G) ∼= Z for any semi-simple Lie group
G. However, in the Abelian case with compact group manifold G = U(1)
all the homotopy groups higher than π1 are trivial and, a priori, the CS
coefficient can take arbitrary values. The authors of [63] have pointed out
that when electric and magnetic charges are present the CS coefficient must
also be quantized, just as in the non-Abelian case. The quantization arises
from two key features. The first one is that, for non-vanishing CS coefficient,
electric worldlines can end on magnetic sources, thereby relating the electric
charge to the magnetic charge via the CS coefficent. The second key property
is the usual Dirac charge quantization condition that was shown to remain
valid in the presence of a CS term by the authors. As they noticed, their
construction can be straightforwardly generalized to p-brane electrodynamics
in (2p+ 3)-dimensional spacetime where the electric p-branes have the same
dimensionality than the Dirac branes attached to the magnetic (p−1)-brane,
and for which equations of motion are linear.
The next step would be to consider theories with a cubic CS term in the
action. This is the subject of section 6.3. For p-brane electrodynamics, a
cubic term exists only in (3p+5)-dimensional spacetime. The extended dual
objects carrying magnetic charge have 2p + 1 spacelike dimensions. With
a non-vanishing CS coefficient, electric branes can end on magnetic branes.
A new feature is that the boundary of the electric brane creates a dyonic
(p− 1)-brane living on the worldvolume of the magnetic brane. In the cubic
case, it is the electric brane and the Dirac brane attached to the dyonic
brane, who shares the same dimensionality but a modified version of the
previous argument [63] can provide a new quantization of the corresponding
CS coefficient.
In supergravity theories, the CS coefficent is usually fixed by supersym-
metry. Therefore the fact that the CS coefficient is quantized (without any
help of supersymmetry) can be understood as another supporting evidence
of the M-theory conjecture, since the bosonic sector of the effective quantum
theory somehow “feels” supersymmetry.
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6.1 Charge quantization condition
There exists such a huge number of different derivations of the charge quan-
tization condition that we just give few examples. The most standard ap-
proach might be the Dirac’s 1948 derivation [5] based on the unobservability
of the Dirac string. But there are other formulations in which one does not
even need to introduce a Dirac brane: for instance, if one proceeds a` la Wu-
Yang [118], or if one uses the electromagnetic momentum quantization [4]. In
1968, Zwanziger derived the charge quantization condition for dyons by using
the Dirac-Schwinger criterion [119, 120] to enforce Lorentz invariance [121].
Consistency under charge shifts produced by (generalized) θ-terms or com-
pactification effects were also used in [50] to derive the quantization condition
for dyonic branes. Recently, it was reobtained geometrically from the clas-
sification of p-gerbes [31]. Here we will follow the Lagrangian path-integral
approach chosen by the authors of [32, 33]. With the aim of simplicity we will
work without manifest duality symmetry. For a duality-symmetric treatment
we refer to [32, 33].
6.1.1 Dual branes
For simplicity, we will consider the electrodynamics for a system with a single
brane only electrically charged and a single (distinct) brane only magnetically
charged. We take an action inspired from section 2.5 which reads
S[Aµ1...µp+1 , Gµ1...µD−p−2 , J
µ1...µp+1
e ] =
=
∫
M
L(Fµ1...µp+2) + (−)D−p−1
∫
M
∗Je ∧ A− Te
∫
Me
(∗1)− Tm
∫
Mm
(∗1) .
with the same definitions as before. Furthermore, Te and Tm are the brane
tensions. The Dirac brane is assumed to obey the Dirac veto. As seen in
subsection 2.3, one has the following gauge freedom
∗G→ ∗G+ d ∗ V , A→ A+ dΛ− ∗V , (6.1.1)
corresponding to a change ∆MD = ∂V in the Dirac brane, ∗V = gP (V).
The variation of the action under such a large gauge transformation is equal
to
∆S = (−)D−p eg L(Me,∆MD) , (6.1.2)
where L(Me,∆MD) is the linking number between the electric brane world-
volume Me and the Dirac brane variation ∆MD in the spacetime M. As
pointed earlier, since this is a topological quantity, the physics is indepen-
dent of the choice of Dirac brane at the classical level. But at the quantum
level, the path integral would not be invariant in general and there would be
some kind of anomaly. If there exist a (purely) electric brane and a (purely)
magnetic brane, quantum consistency enforces the product of the electric
charge density e (of unit LD/2−p−2) with the magnetic charge density g (of
unit Lp−D/2+2) to be equal to a multiple of 2π, i.e.
eg = 2πn, n ∈ Z . (6.1.3)
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This requirement is the so-called Dirac quantization condition.1
Remark: There is no quantization condition if the electric and magnetic
branes are in a configuration such that the variation of the Dirac brane
worldvolume ∆MD cannot link around the electric charge worldvolumeMe.
An example of such a configuration is when infinite magnetic and electric
branes have some common asymptotic spatial direction. Such configurations
were called Dirac insensitive by the authors of [122]. As they have shown,
this property is essential for consistency with Kaluza-Klein reductions.
Application in M-theory
As an example, it is known that the F -string and the NS5-brane, the dual
Dp-branes, the M2-brane and M5-brane obeys the Dirac quantization con-
dition (remarkably, for the minimal value |n| = 1). One of the non-trivial
consistency check of the M-theory conjecture has been to check if they fulfill
the Dirac charge quantization condition2. Consistency with the web of dual-
ities determined the BPS brane tensions in terms of the fundamental length
scale (this result is reviewed in [124]).
Further, by considering the implications of consistency with T -duality to-
gether with some special “scale setting” (e.g. for the dyonic D3-brane in type
IIB superstring theory), charge scales in D ≤ 10 supergravity theories were
determined without recourse to M-theory [122]. In fact the derived relations
can be interpreted as supporting evidence for the M-theory conjecture.
6.1.2 Dyonic branes
We now restrict ourselves to the p-brane electrodynamics in D = 2p+4 (the
case p even was considered in section 2.6) where dyonic branes may exist.
For simplicity, let us assume that there are only two dyons of charge density
(e1, g1) and (e2, g2), of worldvolume M2 = ∂N 1 and M1 = ∂N 2 with Dirac
brane N 1 and N 2. One takes the following action3
S[Aµ1...µp+1 , G
µ1...µp+2 , Jµ1...µp+1e ] =
=
∫
M
L(Fµ1...µ2(p+1)) +
1
2
θ
∫
M
F ∧ F + (−)p+1
∫
M
∗Je ∧A + IK(6.1.4)
For p odd, the θ-term is not really present since F ∧ F ≡ 0. The variation
of the action under a large gauge transformation (largeg) corresponding to a
change of Dirac brane
N 1 → N ′1 = N 1 + ∂V1 , N 2 → N ′2 = N2 + ∂V2 , (6.1.5)
1The first appearance of this path integral derivation of the Dirac quantization condi-
tion for closed branes was in [32]. To our knowledge, the path integral derivation in the
case of open branes given below in sections 6.2 and 6.3 is new.
2For instance, Schwarz investigated what could be learned from identifying either M-
theory on R9 × T 2 with IIB string theory on R10 × S1 or M-theory on R10 × S1 with IIA
string theory on R10 [123].
3The conventions are different from the one chosen in section 2.6.
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is equal to
∆S = (−)p
∫
M
∗Je ∧ ∗V (6.1.6)
Now, we use the identity ∗Je ∧ ∗V = ∗J1e ∧ ∗V 2 + ∗J2e ∧ ∗V 1 to get
S ′ − S = (−)p
[
e1g2L(M1,N ′2 −N2) + e2g1 L(M2,N ′1 −N 1)
]
(6.1.7)
We have the topological relations
L(M1,N ′2 −N2) = I(N 1,N ′2)− I(N 1,N2) , (6.1.8)
L(M2,N ′1 −N 1) = I(N ′2,N
′1)− I(N ′2,N 1) , (6.1.9)
where I(B, C) is the intersection number between the submanifolds B and C
such that dim(B)+dim(C) = D (see the section C.2.2 for precise definitions).
Let us now assume that the initial and final Dirac branes do not touch
each other, it follows that
I(N 1,N2) = I(N ′2,N ′1) = 0 . (6.1.10)
Eventually, we use
I(N 1,N ′2) = (−)p2I(N ′2,N 1) (6.1.11)
to find that
S ′ − S = (−)p (e1g2 + (−)p+1e2g1) I(N 1,N ′2) (6.1.12)
Applying the same argument than in previous section, we find that if there
exist two dyonic branes of (dimensionless) charge density (e1, g1) and (e2, g2),
quantum consistency imposes
e1g2 + (−)p+1e2g1 = 2πn, n ∈ Z . (6.1.13)
This requirement is the so-called Dirac-Schwinger-Zwanziger quantization
condition4, which is hopefully left invariant by the corresponding duality
symmetries. If one of the two dyonic brane has a (electric or magnetic) van-
ishing charge density, we recover the previous quantization condition (6.1.3).
Conversely, the condition (6.1.13) is weaker than (6.1.3) since the Dirac con-
dition imply the Dirac-Schwinger-Zwanziger (DSZ) condition. The Dirac
condition (6.1.3) becomes necessary if one admit the Dirac branes to touch.
6.1.3 Charge lattice
Let be a set of dyonic branes numbered by i with electric and magnetic
charges pictured on a plane (ei, gi). We are looking for the set of points on
the plane (e, g) determined by the DSZ condition. Can be applied to any
couple of charged p-brane to find the general relation
eigj + (−)p+1ejgi = 2πnij , nij ∈ Z , nij = (−)p+1nji . (6.1.14)
4Schwinger and Zwanziger derived this condition in four dimensions in 1968 [125, 121].
Some years ago, it was extended to p-brane electrodynamics in [18, 126].
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Even dyonic branes
The most interesting cases arise in dimensions 0 modulo 4, the DSZ quanti-
zation condition is
eigj − ejgi = 2πnij , nij ∈ Z , nij = −nji . (6.1.15)
The minus sign in (6.1.15) plays an important role for several reasons. For
instance the dyonic branes are “Dirac insensitive” to themselves. Also the
DSZ condition (6.1.15) allows the existence of a Witten effect since such the
respective shifts in the electric charges cancel out. The minus sign is also
responsible for the invariance of the quantization condition under the action
of the duality group SL(2,R).
We now look for the general solution to the DSZ condition. We represent
the complex plane to represent the charges: q = e + ig. Let be the dyonic
brane with minimal strictly positive magnetic charge in the universe. We
normalize its magnetic charge to 2π in order to make link with conventions
of section 2.6. Let be a purely electrically charged particle of charge e. Then
the condition (6.1.15) gives e = m ∈ Z. Therefore 1 is the minimal non-
vanishing electric charge magnitude of a purely electrically charged particle
and all of them have an electric charge which is an integer. Now let us
consider an arbitrary dyonic brane represented by the complex number q in
the charge plan. If there exists a purely electrically charged particle with
unit minimal charge. The DSZ condition imply that its magnetic charge
g is a multiple of 2π, i.e. q = e + i 2πn where n ∈ Z. Let now be the
dyonic brane with minimal magnetic charge 2π and minimal non-vanishing
positive electric charge θ/2π. The DSZ quantization condition imposes that
e = θn+2πm with m ∈ Z. To sum up, one finds the following charge lattice
in the complex plane
q = (m+ θn) + i 2πn , (m,n) ∈ Z2 . (6.1.16)
It can be easily checked that this lattice obeys the DSZ quantization con-
dition. The fundamental cell of this lattice is a two torus defined by the
following identifications in C
q ∼ q + 1 q ∼ q + 2πτ . (6.1.17)
The duality group SL(2,R) is broken at the quantum level to the discrete
subgroup SL(2,Z) if one wants to preserve the charge lattice. If θ is con-
strained to vanish, the charge lattice is rectangular and the SO(2) duality
rotation group is broken to the discrete subgroup Z4.
Odd dyonic branes
In dimensions 2 modulo 4, there is a plus sign in the DSZ quantization
condition (6.1.14) and the integers nij are symmetric under the exchange of
two dyonic branes,
eigj + ejgi = 2πnij , nij ∈ Z . (6.1.18)
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Thus one can take i = j to find
eigi = πni, ni ∈ Z . (6.1.19)
In this case, dyonic branes are “sensitive” to themselves.
Reproducing the previous discussion, one obtains the following charge
lattice
(e,
g
2π
) ∈ Z2 , (6.1.20)
because the DSZ quantization condition (6.1.18) preserves the lattice (6.1.16)
if and only if θ = 0. Indeed, the condition (6.1.18) for i 6= j imposes that θ
vanishes or is equal to one half. The condition (6.1.19) finally constrain θ to
vanish. As it should, the charge lattice is left invariant by the action of the
duality group Z2 × Z2. The fundamental cell of this lattice is a rectangular
two-torus defined by the following identifications in C
q ∼ q + 1 q ∼ q + i . (6.1.21)
Duality symmetry
We recall that the DSZ condition (6.1.14) is duality-invariant. This can be
seen easily in a duality-symmetric fashion by noticing that, for a dyonic brane
of charge (ei, gi) and worldsheet Mi the bicurrent definition (4.1.2) gives
∗ J ≡
( ∗Jm
Je
)
=
∑
i
QiP (Mi) , (6.1.22)
where
Qi ≡
(
gi
ei
)
. (6.1.23)
The DSZ quantization (6.1.14) can be rewritten as
QTi J Qj = 2πnij . (6.1.24)
The left-hand-side is obviously invariant under a duality rotation transfor-
mation
Qi → RQi , J → R−1JR = J ,R ∈ SO(2) . (6.1.25)
(This works also for SL(2,R).) In fact, the DSZ condition could have been
deduced in this form directly from the variation (4.3.12) of the duality-
symmetric action.
While the DSZ condition (6.1.14) is invariant under the duality group, the
lattice is only invariant under one of its discrete subgroup. More precisely,
in dimensions 0 modulo 4 the SL(2,R) duality group is broken to SL(2,Z).
If the vacuum angle θ is fixed to zero, SO(2) is broken at the quantum level
to Z4.
It is remarkable that this symmetrical viewpoint does not contradict the
empirical assymmetry between electric and symmetric charges, as pointed by
Schwinger in 1975. More accurately, for Schwinger “what is special about the
world thus far disclosed by experiment is simply that no large charges have
yet been produced” [127]. To understand properly Schwinger’s statement, one
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should understand “small charge” as duality-invariant statement. The most
natural choice available is the norm ||(ei, gi)||. Schwinger considered the work
hypothesis
||(ei, gi)||2 = e2i + g2i ≪ 1 , ∀i . (6.1.26)
The Cauchy-Schwarz inequality implies that
|eigj − ejgi|2 ≤ (e2i + g2i )(e2j + g2j ) . (6.1.27)
The DSZ condition (6.1.14) combined with (6.1.26) leads to 2π|nij| ≪ 1, but
nij is an integer thus it must strictly vanish. Therefore, any two particles
that obeys (6.1.26) have the same ratio of electric to magnetic charge, i.e.
ei/gi = ej/gj and, as explained in subsection 1.1.1, the magnetic charges gi
can be made to vanish by a duality rotation.
6.1.4 Chiral forms
Chiral gauge fields live in dimensions 2 modulo 4, for which there is a plus
sign in the DSZ quantization condition (6.1.14). Using the action (4.3.33),
it can be proved that one gets
νi νj = 2πnij , nij ∈ Z , (6.1.28)
with nij = nji. Surprisingly this is twice the quantization (6.1.18) of the
product νi νj with νi := ei = gi (the fieldstrength is self-dual). One can take
i = j to find
ν2i = 2πni, ni ∈ N . (6.1.29)
As one can see, this self-sensitiveness is different from what one would have
obtained naively from the Dirac condition (6.1.3). This remark will be used
below.
We claim that if there exists a self-dual brane with minimal charge ν =√
2π, then (6.1.28) enforces the self-dual charges νi to satisfy
νi = mi ν mi ∈ Z . (6.1.30)
Indeed, (6.1.29) says that ν2i = ni ν
2. Furthermore, (6.1.28) implies νiν =
2πmi (mi is an integer), the square of which gives ni = m
2
i .
6.2 Topological mass quantization condition
6.2.1 Topologically massive Yang-Mills theory
This theory is described by the usual YM gauge action with an added topo-
logical term which preserves local gauge invariance.
2 + 1 dimensions
Yang-Mills gauge theory in 2 + 1 dimensions with a CS term have their
topological mass quantized for gauge groups with a non-trivial third homo-
topy group [58]. The argument goes as follows. The CS term added to the
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Yang-Mills action preserves local gauge invariances for spacetime manifold
without boundary, but is not invariant under large gauge transformations. If
we assume a compactification of space time to a three-sphere S3, large gauge
transformations provide a map between S3 to the group manifold G. They
fall into topological classes of the third homotopy group π3(G). Under topo-
logically non-trivial large gauge transformations, the total action varies by
a term proportional to the instanton number representing π3(G). If we ask
for the invariance of the path integral under topologically non-trivial gauge
transformations when π3(G) is non-trivial, we get a quantization condition
of the topological mass, called here CS coefficient. Stronger quantization
conditions holds in specific cases [128].
6.2.2 Topologically massive electrodynamics
The topologically massive 2k-brane electrodynamics action in spacetimes of
dimension D = 4k + 3 is (see section 2.8.1)
S[Aµ1...µ2k+1 , G
µ1...µ2k+1 , Jµ1...µ2k+1e ] =
= −1
2
∫
∗F ∧ F − α
2
∫
A ∧ dA+
∫
(∗Je − α ∗G) ∧A + IK .
The gauge field e.o.m. is
d ∗ F + αF = ∗Je , (6.2.1)
which implies
d ∗ Je = α ∗ Jm , d ∗ Jm = 0 , (6.2.2)
in a way such that the relation
e + αg = 0 , (6.2.3)
is imposed. A large gauge transformation (2.8.1) leads to
∆S = e
∫
Me−MD
(dΛ− ∗V ) = −egL(Me −MD,∆MD) . (6.2.4)
Therefore the Dirac quantization condition (6.1.3) also applies here. As
pointed in [63] we can now combine (6.2.3) with (6.1.3) to get a quantization
of the CS coefficient
α =
2π
g2
m, m ∈ Z , (6.2.5)
which is reminiscent of the non-Abelian case.
The quantization of the Abelian CS coefficient was rederived in [129] with
spacetime compactified to S1 ×M2 in the presence of a non-vanishing total
magnetic flux onM2. The Abelian group manifold is U(1) so we expect some
quantization from π1 (U(1)) ∼= Z. There exist another physical situation for
which we have the same quantization: at finite temperature5 [130] and on
the non-commutative plane [131].
5An heuristic argument is that when the theory is formulated at finite temperature,
the time direction is effectively compactified into a circle.
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6.3 Chern-Simons coefficient quantization
condition
6.3.1 Non-Abelian gauge group
A non-Abelian cubic CS term can be found in gauged five-dimensional N = 8
supergravity [132, 133]. The CS term can exist only with the gauge vectors
in the adjoint of the gauge group, which is SO(6) in the compact version.
It is possible to get the quantization of the CS coefficent for specific
non-Abelian theories by using an argument similar to the original one of
Deser, Jackiw and Templeton [58]. The variation of the action in D gives
the Cartan-Maurer integral invariant, the integral of the trace of the Cartan
D-form corresponding to the gauge transformation, which might provide a
fidel representation of theD-th homotopy group of G (see for instance section
23.4 of [134]). In the compact version of gauged five-dimensional maximal
supergravity, we expect the CS coefficient to be quantized since π5 (SO(6))
is isomorphic to Z.
6.3.2 M-theoretic electrodynamics
Now we comeback to the section 2.8.2 where we consider a p-brane electro-
dynamics with a non-linear Chern-Simons coupling in (3p + 5)-dimensional
spacetimes with p even, for which electric p-branes can end on magnetic
(2p + 1)-branes, creating thereby a self-dual (p − 1)-brane. For definite-
ness, we consider again the five-dimensional toy model. With the experience
gained from the previous examples, the derivation of the CS quantization
condition is straightforward.
Quantization condition in the bulk
For a finite displacement δM3 = ∂V4 of the Dirac membrane, we have ∗G→
∗G + d ∗ V where ∗V = −gP (V4) with V4 the manifold described by the
displacement of the Dirac brane. The action changes by
δV I =
∫
M5
∗V ∧ ∗Je (6.3.1)
It is proportional to the linking number in the space-time between the varia-
tion δN3 of the Dirac membrane worldvolume and the electric charge world-
line M1.
δV I = eg L(δN3,M1) (6.3.2)
The important factor eg is present because the Poincare´ duals are normal-
ized to unity. Obviously, for an infinitesimal variation the linking number
vanishes, hence this anomaly appears only for large gauge transformations.
If we require that the change of phase in the path integral vanishes for
L(δN3,M1) = 1, we obtain the usual Dirac quantization condition
eg = 2πn , n ∈ Z . (6.3.3)
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Quantization condition on the worldsheet
In the case of the instanton, what one could call the Dirac anomaly is equal
to
δvI =
αg
2
∫
M2
∗¯v ∧ ∗¯j . (6.3.4)
The integral is equal to the square of the instanton charge ν times the “link-
ing number” on the magnetic string worldsheet between the variation of the
Dirac point worldline and the instanton. Inserting this in the path integral,
consistency at the quantum level imposes at first sight αgν
2
2
= 2πm with m
integer. The quantization of an instanton in two dimensions was previously
considered in [135]. An point to take into account is that the instanton is in
fact self-dual. Since we impose this by hand in the equations of motion, this
cannot appear by a Lagrangian analysis. Fortunately, the analysis of sub-
section 6.1.4 shows that the quantization condition for chiral gauge fields is
equal to the one obtained by a blind application of Dirac formula. Therefore,
one has
αgν2 = 4πm , m ∈ Z . (6.3.5)
Quantization of the CS coefficient
From (2.8.21), (6.3.3) and (6.3.5) we obtain [13]
α = e3/8π2p , p ∈ Z . (6.3.6)
Up to a different choice of normalization, this is the quantization condition
obtained by Bachas [100], except that the integer is in the denominator in our
relation (6.3.6) while it is in the numerator for Bachas6. This is not para-
doxal because Bachas’ derivation was based on a different argumentation,
using compactification to four dimensions together with the Witten effect. A
possible viewpoint on this issue is that the two quantization conditions to-
gether determines uniquely the value α = e3/8π2 of the CS coefficient, which
is precisely the only value consistent with supersymmetry [136].
6Compare the relation (6.3.6) with equation (4.22) of [100]. The different normaliza-
tions can be translated into α = sqrt2κ(5) k and e =
√
2κ(5) q.
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Consistent deformations
Glancing at the huge list of possible extensions of EM-duality symmetry
(some of which are presented in chapter 2), one might be tempted to try to
generalize EM-duality to non-Abelian gauge theories. The M-theory conjec-
ture even brings in some argument that such a generalization could exist in a
way or another, as is reviewed in section 7.1. Still, we proved the no-go the-
orem 3 which shows that the standard Noether procedure will not provide
such a non-Abelian theory as a local deformation of the Abelian self-dual
gauge field theory. Since the two main assumptions of this no-go theorem
are locality and continuity of the deformations, in order to escape its conclu-
sion, one should perhaps leave the standard formalism of perturbative local
field theory.
The theoretical problem of determining consistent interactions is an hard
task in general. The equations for the consistent interactions are rather intri-
cate because they may be non linear and involve simultaneously not only the
deformed action, but also the deformed structure functions of the deformed
gauge algebra (as well as the deformed reducibility coefficients if the gauge
transformations are reducible). Furthermore, “trivial” interactions that are
simply induced by a change of variables should be factored out. As we review
in section 7.2, one can reformulate the problem as a cohomological problem
[137]. This approach systematizes the perturbative construction of the con-
sistent interactions (the Noether method) and, furthermore, enables one to
use the powerful tools of homological algebra. We present the BRST ma-
chinery used in the proof of our theorem 3 in the section 7.3. In section 7.4,
we determine all consistent, continuous, local and Lorentz invariant defor-
mations of a system of Abelian self-dual vector gauge fields, with the help of
the previously obtained results.
A better understanding of non-Abelian duality remains a seducing goal.
Indeed, duality lead to an indirect approach of non-perturbative phenom-
ena. For instance, a satisfactory definition of EM duality for Non-Abelian
gauge theories should provide an explicit definition of ’tHooft topological op-
erators and a full proof of their commutation relation, thereby approaching
closer to a rigorous proof of quark confinement [138]. Full understanding
of non-Abelian duality is probably also an unavoidable step to achieve the
following ultimate dream: write all equations of “M-theory” with all duality
symmetries manifest.
The authors of [139, 140] proposed an interesting tentative of definition
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of EM duality for non-Abelian Yang-Mills gauge fields in terms of loop space
variables (which are intrinsically non-local), but their lack of completely con-
crete mathematical expressions makes their full success unclear yet1.
7.1 Toroidal compactifications of M-theory
7.1.1 M5-branes
In the low energy limit where bulk gravity decouples, a single M5-brane is
described by a six-dimensional N = (2, 0) superconformal field theory. Its
field content consists of five scalar fields and a single chiral two-form. A
Lorentz non-covariant action was constructed in [39, 40, 145]. A covariant
action was obtained in [146, 147]. The covariant action contains appropriate
extra auxiliary fields and gauge symmetries. Partial gauge fixing of the co-
variant action yields the non-covariant action. Once n M5-branes coincide,
the situation changes and little is known about the underlying physics.
7.1.2 Compactification over a circle
Let us compactify one direction of the eleven dimensional space on a circle of
radius R. For small radius, the resulting theory is the weakly coupled type
IIA string theory. When the M5-branes are transversal to the circle, they
appear in the type IIA theory as n coinciding NS5-branes. In fact, not much
is explicitly known about this system. However, when the M5-branes are
longitudinal to the circle, they emerge as n coinciding D4-branes. The figure
7.2 should be compared to the figure 4.2. The effective action for such a
system is a U(n) non-Abelian Born-Infeld action. Ignoring higher derivative
terms and focusing on the leading term, one gets that the dynamics of the
D4 system is governed by 5 scalar fields in the adjoint representation of U(n)
coupled to a 5-dimensional U(n) gauge theory.
Going back to the eleven dimensional picture, this observation suggests
the existence of a non-Abelian extension of chiral two-forms living on the
worldvolume of n coinciding M5-branes worldvolumes, the theory of which is
believed to be a non-trivial superconformally invariant quantum theory. The
5-dimensional coupling arises as the radius of compactification g2YM = R.
M-theoretical considerations indicate that n coinciding M5-branes consti-
tute a highly unusual physical system. Indeed, the supergravity description of
n M5-branes predicts that both the entropy [148] and the two-point function
for the stress-energy tensor [149] scale as n3 in the large n limit. Anomaly
considerations lead to a similar behaviour [150]. Some people expect the
interacting (2, 0) theory to fall outside the scope of perturbative covariant
local field theory [94, 95, 96]. The same could be expected to occur for
SL(2,Z) duality symmetry of four dimensional non-Abelian vector theory,
as is reviewed in subsection 7.1.3.
1For reviews of their work and its possible phenomenological applications one might
see [141, 142, 143, 144].
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M2
M5
R
D4
CordeR     > 0
D=11 : M D=10 : IIA
Figure 7.1: A M5 wrapped along a shrinked circle becomes a D4 brane.
L
M2
M5
R
Figure 7.2: Parallel M5 separated by a distance of the order of L with M2
stretching from one to the other.
No-go theorem for self-dual fields
By free self-dual theories we understand a 2(p+1)-dimensional linear p-brane
electrodynamics described for
• p even by two gauge fields dual to each other, as considered in the
duality-symmetric formulation of subsection 4.1.1.
• p odd by a single chiral gauge field, as discussed in subsection 4.1.3.
In some sense, self-dual gauge fields satisfy the more restrictive self-duality
condition possible in their spacetime. We refer to the section 4.1 for a com-
plete discussion of their self-duality equations.
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Due to the following theorem, no local field theory seems to be able to
describe a system of coinciding M5-branes.
Theorem 3. (No-go theorem for self-dual gauge fields)
No consistent, local interactions of a set of free self-dual fields can de-
form the Abelian gauge transformations if the local deformed action (free
action + interaction terms) continuously reduces to a sum of free, duality-
symmetric, non-covariant actions in the zero limit for the coupling con-
stant.
The proof of this theorem is essentially algebraic [14, 15, 12] and is based
on a cohomological reformulation of the Noether procedure for constructing
consistent deformations [24]. The next section elaborates on the techniques
required for the above proof.
Local deformations of the action cannot modify the Abelian nature of
the algebra of the two-form gauge symmetries. The no-go theorem 3 holds
under the assumption that the deformed action is continuous in the coupling
constant (i.e., possible non-perturbative “miracles” are not investigated) and
reduces, in the limit of vanishing coupling constant, to the action describing
free chiral 2-forms. In particular, no assumption is made on the polynomial
order (cubic, quartic, ...) of the interaction terms.
7.1.3 Compactification over a torus
New insights on EM-duality symmetry have been provided by M-theory. The
type IIB string theory reduced on a circle is known to be T-dual to M-theory
on a two-torus. Accordingly, the S-duality symmetry of the IIB string theory
is a consequence of the invariance of the torus under large diffeomorphisms,
the SL(2,Z) symmetry of the IIB theory being associated with the modular
group of the torus. Thus, in the M-theory context the S-duality of IIB
string theory arises elegantly from simple geometric arguments. Likewise,
the system of a single M5-brane system provides an appealing geometric
understanding of EM-duality symmetry.
The worldvolume of the M5-brane supports a self-interacting chiral two-
form potential which couples minimally to dyonic strings located at the inter-
section of the M5-brane and some M2-branes ending on it. If the M5-brane
is wrapped around the torus, the T-dual picture in IIB theory is a D3-brane
with fundamental strings ending on it. As a consequence the D3-brane itself
is inert under the modular group SL(2,Z). In terms of the D3-brane world-
volume theory, this symmetry translates into the EM-duality symmetry of
Abelian BI theory [151, 152]. This sheds some light on the relation between
duality-symmetric theories and chiral forms. Indeed, the e.o.m. (4.1.6) in
four dimensions finds its origin in the self-duality equation of the three-form
field strength living on the wrapped M5-brane. A Z4-duality transformation
then corresponds to the “exchange” of the two circles in the compactification
from M to IIB theory.
The next step of interest is to consider a system where n wrapped M5-
branes coincide. Unfortunately little is known about this interacting (2,0)
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superconformal theory. In the T-dual picture, the M5-branes appear as a set
of coinciding D3-branes. Their dynamics is governed by a four-dimensional
U(n) supersymmetric DBI theory which, in the weak field limit, is an ordi-
nary U(n) non-Abelian gauge theory with N = 4 supersymmetry. The de-
termination of all higher order terms in α′ is still an open question but some
progress has been made recently in this direction (see [153, 154, 155, 156]
and references therein). In any case, from the same arguments as before, the
non-Abelian gauge theory on the coinciding D3-brane worldvolumes should
possess an SL(2,Z) symmetry2.
The BRST techniques can be applied in a straightforward fashion to prove
the results in [157] as well. There, deformations of chiral four-forms in ten
dimensions were analyzed leading to the conclusion that the only consistent
deformation in the type IIB coupling of the chiral four-form to the NS⊗NS
and the R⊗R two-forms familiar from IIB supergravity.
No-go theorems for Yang-Mills fields
To conclude, let us consider the sourceless Yang-Mills equations and look
after any duality symmetry property. They read
DA
(
F
*F
)
= 0, (7.1.1)
where A is Lie-algebra valued one-form, its curvature is equal to F = DAA =
dA+A2 and the covariant derivative acts as DA = d+ [A, ] on other forms.
Naively, one could think that the Yang-Mills equations (7.1.1) are left invari-
ant by the duality rotation (2.1.3). However, that is not the case since the
covariant derivative DA depends on A, which is not inert under the duality
rotation.
In the seventies, two no-go theorems [86, 158] were found to prevent such
a trivial generalization of EM-duality for Abelian gauge fields:
Proposition 7.1. Generically, there is no infinitesimal transformation δA
which is able to implement the infinitesimal duality rotation
δF = ∗F δα , δ ∗ F = −F δα.
Proposition 7.2. There exists an example of gauge field A with curvature
F = DAA solution of the Yang-Mills equation DA ∗F = 0 but without “dual”
gauge field A˜. In other words, there exists no vector field A˜ such that ∗F =
DA˜A˜.
The second no-go theorem is essentially a counterexample obtained by Gu
and Yang [158]. It teaches us that the Poincare´ lemma does not generalize
straightforwardly to covariant derivative DA (Anyway, DA is not nilpotent
since D2A = [F, ]). This prevents a direct application of the scheme of the
section 4.1 to obtain a duality-symmetric formulation of Yang-Mills theory.
2This conjectured duality symmetry could be a new constraint to be imposed in order
to derive the full non-Abelian BI action.
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Of course, no-go theorems have the weakness of their hypotheses. In
consequence, a priori nothing prevents less “trivial” generalizations of EM-
duality symmetry for non-Abelian gauge theories. The no-go theorem of
the previous subsection further restricts the generalization possibilities [10].
Below, the proposition 7.6 gives a complete classification of the possible local
interactions of a sum of duality-symmetric non-covariant actions.
7.1.4 (4, 0) superconformal theory
Hull considered the 5-dimensional N = 8 (ungauged) supergravity, arising
as a massless sector of M-theory compactified on a six-torus T 6. Using a
line of arguments similar to those used previously, Hull conjectured that its
strong coupling dual field theory should be a 6-dimensional (4, 0) supercon-
formal theory [94, 95, 96] containing an exotic fourth-rank tensor described
in subsection 4.1.3. In [94], it was shown that the dimensional reduction of
the free 6-dimensional (4, 0) theory on a circle indeed gives the linearized
5-dimensional N = 8 supergravity theory, with Planck length given by the
circle radius lP = R.
In the dimensional reduction, the 6-dimensional self-dual gauge field in
the irrep. of GL(6,R) associated to the Young diagram reduces, in the
5-dimensional picture, to gauge fields in irrep. of GL(5,R) corresponding to
the diagrams , , and . To show that, on-shell, these three gauge
fields describe a single 5-dimensional graviton it was necessary to dualize the
5-dimensional gauge field to a symmetric tensor (see section 3.2
for more explanations).
No-go theorem for mixed symmetry type fields
Here also, we proved a no-go theorem which shows once again that dual-
ization of non-Abelian gauge fields falls outside the conventional pattern.
Indeed, the 5-dimensional duality between a symmetric gauge field hµν and a
mixed Young symmetry type gauge field h˜µν | ρ (see section 3.2) holds at the
linearized level, but the following no-go theorem says that it seems difficult to
reconstruct a self-interacting theory for h˜µν | ρ corresponding to the Einstein
theory for the metric gµν = ηµν + hµν .
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Theorem 4. In D ≥ 5 dimensions and under the hypothesis of
• locality,
• Lorentz invariance,
• smooth deformation,
there is no deformation of the free theory of the gauge field Mµν | ρ ≡
µ
ν
ρ
which would modify the gauge algebra. If one adds the restriction that
there should be
• no deformation involving four derivatives or more in the Lagrangian,
then there are no deformation of the free theory which would modify the
gauge transformations without modifying the gauge algebra.
Of course, one could add higher derivative terms involving product of the field
strength and its derivatives. Such deformations modify neither the gauge
algebra nor the gauge transformations.
7.2 Constructing deformations as a cohomo-
logical problem
This section follows closely [137, 159] and the section 2.2 of [160].
7.2.1 Noether method
Let
(0)
S0 [ϕ
i] be a “free” action with “free” gauge symmetries3
δεϕ
i =
(0)
R
i
α ε
α . (7.2.1)
They lead to the so-called Noether identities [115] of the “free” theory
δ
(0)
S
δϕi
(0)
R
i
α= 0 . (7.2.2)
We now start to perturb the “free” theory by introducing new terms
(i)
S0
(i = 1, 2, . . .) to the action. The perturbation is controlled by a coupling
constant g which appears in the expansion of the “deformation” S0,
S0 =
(0)
S0 +g
(1)
S0 +g
2
(2)
S0 +... (7.2.3)
By consistent deformations, one means that the deformed action should be
gauge invariant under the (possibly deformed) gauge transformation rules,
Riα =
(0)
R
i
α +g
(1)
R
i
α +g
2
(2)
R
i
α +.... (7.2.4)
3We use de Witt’s notation.
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As in the “free” case, it may be translated into the requirement that the
Noether identities should hold to all orders
δS
δϕi
Riα = 0, (7.2.5)
where,
δεϕ
i = Riαε
α. (7.2.6)
As one can see by expanding (7.2.5) order by order in the coupling constant,
there are a priori an infinite number of consistency conditions (of increasing
complexity) to take into account.
For reducible theories, which is the case relevant to chiral p-forms, there
are even additional constraints. The gauge transformations of the free theory
are not independent,
(0)
R
i
α
(0)
Z
α
A= 0 (7.2.7)
(possibly on-shell). There could be higher reducibility conditions (e.g. re-
ducibilities of reducibilities). One must then also impose that the gauge
transformations remain reducible, possibly in a deformed way. This yields
further constraints. The conclusion is that to be consistent, the deformation
should preserve the gauge structure of the theory.
7.2.2 BRST formulation
A convenient toolkit for translating the problem of consistent interactions
into a cohomological problem is the antifield formalism [113].4 If the unde-
formed theory is actually free, it is a relatively easy task to solve the master
equation for the “free” theory. Let
(0)
S be a solution of the undeformed master
equation (
(0)
S ,
(0)
S ) = 0. Since the master equation captures all the informa-
tion about the gauge structure of the theory, the existence of a consistent
deformation S0 of the original gauge invariant action
(0)
S 0 is equivalent to the
existence of a deformation S of
(0)
S ,
S =
(0)
S +g
(1)
S +g
2
(2)
S +... (7.2.8)
which is a solution to the master equation (S, S) = 0. Expanding this equa-
tion order by order in the coupling constant yields various consistency rela-
tions,
(
(0)
S ,
(0)
S ) = 0 (7.2.9)
(
(0)
S ,
(1)
S ) = 0 (7.2.10)
2(
(0)
S ,
(2)
S ) + (
(1)
S ,
(1)
S ) = 0 (7.2.11)
... .
4For reviews, we refer to [115, 117]. The section 5.3.2 also presents a short review of
the BV formalism.
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The first equation is satisfied by assumption. Now comes the cohomology.
Let
(0)
s be the “free” BRST differential defined by
(0)
s≡ (
(0)
S , ·) (7.2.12)
The crucial point for us is now that the second equation states that
(1)
S is a
cocycle for
(0)
s . Furthermore, if
(1)
S were a coboundary,
(1)
S= (
(1)
T ,
(0)
S ), we can
show that this would correspond to a trivial deformation of
(0)
S (i.e. a defor-
mation which amounts to a simple redefinition of the fields). The solution
of the master equation S0 is of definite vanishing ghost number, therefore
the cohomology group of interest in the study of first order deformations is
H0(
(0)
s ).
For practical purpose, we more precisely consider deformations which
are local in spacetime, i.e., we impose that
(1)
S ,
(2)
S , ... be local functionals.
Reformulating the equations in terms of the Lagrange densities takes care of
this problem. Then, in the local context, the proper cohomology group to
evaluate is H0,D(
(0)
s | d) where the first and second superscripts denote the
ghost number and form degree, respectively.
Let us consider briefly the case when all the representatives of HD,0(
(0)
s | d)
can be taken not to depend on the antifields, which is the situation met for the
systems considered in this chapter. We may take the first-order deformations
(1)
S to be antifield-independent. In this case equation (7.2.10) reduces to
(
(0)
S ,
(2)
S ) = 0 and implies that the deformation at order g2 defines also an
element of HD,0(
(0)
s | d). We can thus take (2)S not to depend on the antifields
either. Proceeding in this manner order by order in the coupling constant, we
conclude that the additional terms in S are all independent of the antifields.
Since the antifield-dependent terms in the deformation of the master equation
are related to the deformations of the gauge transformations, this means that
there is no deformation of the gauge transformations. Summarizing, if there
is no non-trivial dependence on the antifields in HD,0(
(0)
s | d) = 0, the only
possible consistent interactions are of the first class and do not modify the
gauge symmetry.
7.3 Local BRST cohomology
We will illustrate the computation of the local BRST cohomology in vanishing
ghost number on a particular example: a system of N free chiral 2-forms AAij
(A = 1, . . . , N),5 the dynamics of which is described by the non-covariant
action [161, 98],
S0[A
A
ij ] =
∑
A
∫
dt d5xBA ij(A˙Aij − BAij), (A = 1, . . . , N), (7.3.1)
5The integer N could be a function of the number n of coincident M5-branes (e.g.,
N ∼ n3) in an M-theoretic picture.
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where
BA ij =
1
6
ǫijklmFAklm =
1
2
ǫijklm∂kA
A
lm. (7.3.2)
The action (7.3.1) differs from the one in [39, 145] where a space-like di-
mension was singled out. Here we take time as the distinguished direction;
from the point of view of the PST formulation [146, 147], the two approaches
simply differ in the gauge fixation.
We work in Minkowski spacetime. This implies, in particular, that the
topology of the spatial sections are the same as R5. Most of our consid-
erations would go unchanged in a curved background of the product form
R × Σ provided the De Rham cohomology groups H2(Σ) and H1(Σ) of the
spatial sections Σ vanish. [If H2(Σ) is non-trivial, there are additional gauge
symmetries besides (7.3.3) below, given by time-dependent spatially closed
2-forms; similarly, if H1(Σ) is non-trivial, there are additional reducibility
identities besides (7.3.4) below. We would thus need additional ghosts and
ghosts of ghosts. These, however, would not change the discussion of local
Lagrangians because they would be global in space (and local in t).]
The action S0 is invariant under the following gauge transformations
δΛA
A
ij = ∂iΛ
A
j − ∂jΛAi , (7.3.3)
because BA ij is gauge-invariant and identically transverse (∂iB
Aij ≡ 0) 6.
As δAAij = 0 for
ΛAi = ∂iε
A, (7.3.4)
this set of gauge transformations is reducible. This exhausts completely the
redundancy in ΛAi since H
1(R5) = 0.
The equations of motion obtained from S0[A
A
ij ] by varying A
A
ij are
ǫijklm∂kA˙
A
lm − 2∂kFA ijk = 0⇔ ǫijklm∂k(A˙Alm − BAlm) = 0. (7.3.5)
Using H2(R5) = 0, one finds that the general solution of (7.3.5) is
A˙Aij − BAij = ∂iΛAj − ∂jΛAi . (7.3.6)
The ambiguity in the solutions of the equations of motion is thus completely
accounted for by the gauge freedom (7.3.3). Hence the set of gauge transfor-
mations is complete.
We can view ΛAi as A
A
0i, so the equation (7.3.6) can be read as the self-
duality equation
FA0ij − ∗FA0ij = 0, (7.3.7)
where FA0ij = A˙
A
ij + ∂iA
A
j0 + ∂jA
A
0i. Alternatively, one may use the gauge
freedom to set ΛAi = 0, which yields the self-duality condition in the temporal
gauge.
6Since AA0i does not occur in the action – even if one replaces ∂0A
A
ij by ∂0A
A
ij − ∂iAA0j −
∂jA
A
i0 (it drops out because B
A ij is transverse) –, the action is of course invariant under
arbitrary shifts of AA0i.
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7.3.1 Fields - Antifields - Solution of the master equa-
tion
The solution of the master equation is easy to construct in this case because
the gauge transformations are Abelian.
The fields in presence here are
{ΦM} = {AAij, CAi , ηA}. (7.3.8)
The ghosts CAi correspond to the gauge parameters Λ
A
i , and the ghosts of
ghosts ηA correspond to ǫA.
Now, to each field ΦM we associate an antifield Φ∗M . The set of antifields
is then
{Φ∗M} = {A∗Aij , C∗Ai, η∗A}. (7.3.9)
The fields and antifields have the respective parities
ǫ(AAij) = ǫ(η
A) = ǫ(C∗Ai) = 0 (7.3.10)
ǫ(CAi ) = ǫ(A
∗Aij) = ǫ(η∗A) = 1. (7.3.11)
The antibracket is defined as
(X, Y ) =
∫
dnx
(
δRX
δΦM(x)
δLY
δΦ∗M(x)
− δ
RX
δΦ∗M(x)
δLY
δΦM(x)
)
(7.3.12)
where δR/δZ(x) and δL/δZ(x) denote functional right- and left-derivatives.
Because the set of gauge transformations is complete and defines a closed
algebra, the (minimal, proper) solution of the master equation (S, S) = 0
takes the general form
S = S0 +
∑
M
∫
(−)ǫ(M)Φ∗MsΦM , (7.3.13)
where ǫ(M) is the Grassmann parity of ΦM . More explicitly, we have
S = S0 +
∑
A
∫
dtd5x(A∗Aij∂iCAj − C∗Ai∂iηA) (7.3.14)
The solution S of the master equation captures all the information about
the gauge structure of the theory : the Noether identities, the closure of
the gauge transformations algebra and the higher order gauge identities are
contained in the master equation. The existence of S reflects the consistency
of the gauge transformations.
7.3.2 BRST operator
The BRST operator s is obtained by taking the antibracket with the proper
solution S of the classical master equation,
sX = (S,X). (7.3.1)
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The BRST operator can be decomposed as
s = δ + γ (7.3.2)
where δ is the Koszul–Tate differential [115]. What distinguishes δ and γ is
the antighost number (antigh) defined through
antigh(AAij) = antigh(C
A
i ) = antigh(η
A) = 0, (7.3.3)
antigh(A∗A ij) = 1, antigh(C∗A i) = 2, antigh(η∗A) = 3. (7.3.4)
The ghost number (gh) is related to the antighost number by
gh = puregh− antigh (7.3.5)
where puregh is defined through
puregh(AAij) = 0, puregh(C
A
i ) = 1, puregh(η
A) = 2, (7.3.6)
puregh(A∗Aij) = puregh(C∗Ai) = puregh(η∗A) = 0. (7.3.7)
The differential δ is characterized by antigh(δ) = −1, i.e. it lowers the
antighost number by one unit and acts on the fields and antifields according
to
δAAij = δC
A
i = δη
A = 0, (7.3.8)
δA∗A ij = 2∂kFAkij − ǫijklm∂kA˙Alm, (7.3.9)
δC∗A i = ∂jA∗A ij , (7.3.10)
δη∗A = ∂iC∗A i. (7.3.11)
The differential γ is characterized by antigh(γ) = 0 and acts as
γAAij = ∂iC
A
j − ∂jCAi , (7.3.12)
γCAi = ∂iη
A, (7.3.13)
γηA = 0, (7.3.14)
γA∗A ij = γC∗A i = γη∗A = 0. (7.3.15)
Furthermore we have,
sxµ = 0, s(dxµ) = 0. (7.3.16)
7.3.3 Local forms - Algebraic Poincare´ lemma
A local function is a function of the fields, the ghosts, the antifields, and
their derivatives up to some finite order k (which depends on the function),
f = f(Φ, ∂µΦ, . . . , ∂µ1 . . . ∂µkΦ). (7.3.17)
A local function is thus a function over a finite dimensional vector space Jk
called jet space. A local form is an exterior polynomial in the dxµ’s with
local functions as coefficients. The algebra of local forms will be denoted by
A. In practice, the local forms are polynomial in the ghosts and the antifields,
7.3 Local BRST cohomology 129
as well as in the differentiated fields, so we shall from now on assume that the
local forms under consideration are of this type. We can actually show that
polynomiality in the ghosts, the antifields and their derivatives follows from
polynomiality in the derivatives of the Aij by an argument similar to the one
used in [162] for 1-forms; and polynomiality in the derivatives is automatic
in our perturbative approach where we work order by order in the coupling
constant(s).
Note that we also exclude an explicit x-dependence of the local forms.
We could allow for one without change in the conclusions. In fact, as we
shall indicate below, allowing for an explicit x-dependence simplifies some of
the proofs. We choose not to do so here since the interaction terms in the
Lagrangian should not depend explicitly on the coordinates in the Poincare´-
invariant context.
The following proposition describes the cohomology of d in the algebra A
of local forms, in degree q < D.
Proposition 7.3. The cohomology of d in the algebra of local forms of degree
q < D is given by
H0(d,A) ∼= R,
Hq(d,A) = {Constant Forms}, 0 < q < D.
Constant forms are by definition polynomials in the dxµ’s with constant
coefficients. This proposition is called the algebraic Poincare´ lemma (for
q < D). There exist many proofs of this lemma in the literature.
Constant q-forms are trivial in degree 0 < q < D in the algebra of local
forms with an explicit x-dependence; e.g., dx0 = df , where f is the x0-
dependent function f = x0. Thus, in this enlarged algebra, the cohomology
of d is simpler and vanishes in degrees 0 < q < D. This is the reason
why the calculations are somewhat simpler when we allow for an explicit
x-dependence.
We work in a formalism where the time direction is privileged. For this
reason, it is useful to introduce the following notation : the l-th time deriva-
tive of a field Φ (including the ghosts and antifields) is denoted by Φ(l)
(= ∂l0Φ), and the spatial differential is denoted by d˜ = dx
i∂i.
A local spatial form is an exterior polynomial in the spatial dxk’s with
coefficients that are local functions. The algebra of local spatial forms will
be denoted by A˜. If we write the set of the generators of the jet space Jk as
{Φ(l0), ∂i1Φ(l1), . . . , ∂i1 . . . ∂ikΦ(0); lj = 0, . . . , k − j}, (7.3.18)
it is clear that
Proposition 7.4. The cohomology of d˜ in the algebra A˜ of local spatial forms
of degree q < D − 1 is given by
H0(d˜, A˜) ∼= R,
Hq(d˜, A˜) = {Constant spatial forms}, 0 < q < D − 1.
A similar decomposition of space and time derivatives occurs of course in
the Hamiltonian formalism. A discussion of the problem of consistent defor-
mations of a gauge invariant action has been carried out in the Hamiltonian
context in [163, 164].
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7.3.4 Wess-Zumino consistency condition
The local BRST cohomology is defined as the cohomology H(s | d,A) of s
modulo d in the graded algebra A of local forms. The algebra A is graded
according to many degrees ; for instance, the form degree, the pure ghost
number, the antighost number, the degree of polynomiality, etc. Two degrees
are of particular interest: the form degree p and the ghost number g. This
grading of A = ⊕p,gAp,g induces a grading of the local BRST cohomology
H(s | d,A) ≡ ⊕p,gHp,g(s | d) (7.3.19)
where Hp,g(s | d) is defined by (i) the so-called Wess-Zumino consistency
condition, that is αp,g ∈ Hp,g(s | d) if and only if
sαp,g + dβp−1,g+1 = 0 , αp,g ∈ Ap,g , αp−1,g+1 ∈ Ap−1,g+1 , (7.3.20)
and (ii) the equivalence relation
αp,g ∼ αp,g + sρp,g−1 + dσp−1,g , ρp,g−1 ∈ Ap,g−1 , , σp−1,g ∈ Ap−1,g .(7.3.21)
Now, all the necessary tools have been presented to proof the theorem 3.
As explained in subsection 7.2.2, it follows from the
Proposition 7.5. There is no non trivial dependence on the antifields for
the elements of HD,0(s | d).
In conclusion the proof of theorem 3 reduces to the computation of the
cohomology HD,0(s | d) for the free theory. The detailed computation for the
chiral two-forms system, using homological perturbation theory techniques,
has been placed in the appendix G since the proof is rather lengthy and
technical. It follows the path cleared by the general theorems of [165, 162].
7.4 Self-interactions of a single gauge vector
In this section we want to generalize the PST action describing a single free
Maxwell field to an interacting theory with only one on-shell gauge vector
(the e.o.m. allows to express on of the two gauge field in term of the other).
The interacting model should of course maintain the Lorentz covariance and
should lead to a deformed self-duality condition. Firstly, we review in subsec.
7.4.1 how this has been achieved in the non-covariant approach, then we
extend it in subsec. 7.4.2 for the covariant case, and finally we look for the
solutions of the Courant-Hilbert equation.
7.4.1 The return of the Courant-Hilbert equation
We want to introduce self-couplings for the non-covariant EM duality-
symmetric action. In [41] it was proposed to attack this problem using the
Hamiltonian formulation, which is appropriate for first-order actions. Let us
review their approach, trying to justify completely the ansatz in the light
of the results obtained in the appendix G, where a classification of local
consistent deformations is given for a set of chiral two-forms. The analogue
of proposition G.1 for the four-dimensional duality-symmetric theory under
consideration is the
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Proposition 7.6. All consistent, continuous, local deformations of a system
of free Abelian vector fields (labelled by indices A,B = 1, · · · , N) described
by a sum of N free, duality-symmetric, non-covariant actions as the coupling
constant goes to zero, are only of two types:
I. Those which are strictly invariant under the original gauge transforma-
tions AαAi → AαAi +∂iΛαA; they are polynomials in the gauge-invariant
fieldstrength F αAij = ∂iA
αA
j − ∂jAaAi and their partial derivatives, i.e.
they are of the form∫
d4x f(∂µ1...µrF
αA
ij ) , (r = 0, 1, . . .) . (7.4.1)
II. Those which are invariant only up to a boundary term; they are linear
combinations of Chern-Simons like terms, i.e.∫
d4xλrsαβ AB (∂0)
rAαAi (∂0)
sBβ B i , (7.4.2)
where λrsαβ AB (α, β = 1, 2) are constants such that λsr βαBA =
λrsαβ AB .
For instance, the Hamiltonian of the free theory is a term of type I, as
well as the Hamiltonian for Born-Infeld theory. The kinetic term is of type
II.
From the very beginning we state three basic requirements made on the
model in this approach: (i) The deformation remains a first-order action,
(ii) manifest rotation invariance, (iii) manifest duality-symmetry. The first
assumption comes from the fact that we work in Hamiltonian formalism.
The second and third requirements simply extend the properties of the free
model.
The requirement (i) combined with proposition 7.6 and with the fact
that we deal with a single on-shell vector gauge field (N = 1) eliminates
deformations of the type II besides the one without any derivative. Thus,
the non-linear action is
S = −1
2
∫
d4xBiαJαβE
β
i −
∫
dx0H, (7.4.3)
where
H =
∫
d3x
(H(∂i1...ik−1Bαik) + χAαi Biα) (7.4.4)
stands for the Hamiltonian of the model. The constant factor of the Chern-
Simons like term is denoted by χ. If we now restrict ourself to (iv) Hamilto-
nian densities that do not explicitly depend on the derivatives of the magnetic
field7: H = H(BαAi ), we can deduce from (ii) and (iii) that the Hamiltonian
density H only depends on two independent space scalars that are manifestly
duality invariant, namely
y1 =
1
2
Bαi B
αi , y2 =
1
4
Bαi B
βiBαj B
βj . (7.4.5)
7In other words, we assume a slowly varying fieldstrength.
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We set H = f(y1, y2).
Now, all the symmetries are manifest except Lorentz symmetry. With the
help of tensor calculus, it is rather easy to construct interactions that pre-
serve Lorentz invariance. But there is an alternative way to control Lorentz
invariance. It is through the commutation relations of the energy-momentum
tensor components: Dirac and Schwinger have established a sufficient con-
dition for a manifestly rotation and translation invariant theory (in space)
to be also Lorentz-invariant [119, 120]. The condition becomes also nec-
essary when one turns to couplings with gravitation [120] or if one asks for
diffeomorphism-invariance (“path independence of the dynamical evolution”)
[166]. The Dirac-Schwinger criterion yields in our case χ = 0 and a non-
linear first-order differential equation for f [42]
f 21 + 2y1f1f2 + 2(y
2
1 − y2)f 22 = 1 , (7.4.6)
where fi =
∂f
∂yi
for i = 1, 2. The equation (7.4.6) can be given a simpler look
by the change of variables{
y1 = u+ + u−
y2 = u
2
+ + u
2
−
. (7.4.7)
Denoting the function derivatives by f± ≡ ∂f∂u± , one gets again the Courant-
Hilbert equation (2.5.17). It is not surprising to find the same equation for
the Hamiltonian density and the Lagrangian density because they are related
by a Legendre transformation, and Legendre transformation relates a model
and its dual [37].
This rederivation of (2.5.17) proves that the class of duality-symmetric
non-linear electrodynamics considered in subsection 2.5.5 covered the most
general set of physically natural possibilities, since the Dirac-Schwinger con-
dition becomes necessary when one turns to general covariance. Combining
the proposition 7.6 with the Dirac-Schwinger criterion, we prove the stronger
Corollary 7.1. Any
• non-trivial
• local
• consistent
• diffeomorphism-invariant
• analytic in the weakly-coupled regime
deformation of the four-dimensional free non-(manifestly)-covariant self-dual
gauge field theory is entirely characterized by a function Ψ(t) satisfying the
conditions (i)− (iv) of theorem 1.
Therefore, the class satisfying the reasonable physical requirements of the
corollary 7.1 is precisely the class infinite class of duality-symmetric theories
of the corollary 2.1. Once again, we observe that manifest duality symmetry
does not easily combine with Lorentz symmetry and locality.
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7.4.2 Self-couplings of the PST model
In this section, we “covariantize” the results of the previous section, gen-
eralizing the procedure of the free PST model. In this way, we construct
a deformed theory describing self-couplings of one Maxwell field (on-shell)
which is manifestly duality-symmetric and Lorentz covariant.
Just as in the case of the free system the covariantization involves an
auxiliary field and an extra gauge invariance. As we showed in [10], it is the
deformation of this symmetry that leads to the Courant-Hilbert equation.
To recall the assumptions we stress that it seems natural to require the
interacting action to satisfy the same kind of symmetries as the free one. In
other words we should expect besides the Lorentz invariance also a manifest
duality-symmetry. From the analysis on the consistent deformations of the
non-covariant action, we know that the interaction should depend only on
the field strengths and its derivatives. If we are in the weakly varying field
limit, this reduces the number of independent invariants to only two (since
we neglect derivative of the field strength), namely
z1 =
1
2
H˜αµH˜αµ , z2 =
1
4
H˜αµH˜β µH˜αν H˜β ν . (7.4.8)
Similarly to the non-covariant situation, we keep the “kinetic” term and add
an interaction term f(z1, z2) depending only on the invariants of the theory.
As an assumption, we take the following action for a self-interacting gauge
vector
SI =
∫
d4x
(
1
2
HαµH˜αµ − f(z1, z2)
)
(7.4.9)
A priori f is a general function but the connection with the free theory
(5.3.1) imposes its analyticity at the origin and its reduction to f → z1 in
the weak field limit. We are going to restrict the class of possible interactions
by demanding the field equations as well as the action to remain invariant
(up to a boudary term) under some modified transformations of type (5.3.7)-
(5.3.9). In fact we deform only the gauge symmetry8 (5.3.8) to
δAαµ = ǫ
βα(Hβµ −Kβµ)
φ√−u2 , δa = φ , (7.4.10)
where we denoted the deforming contribution as Kβµ = δfδH˜β µ . In the free limit
case the last transformation is nothing but (5.3.8), as it should be.
Using an approach similar to the free case (i.e. gauge-fixing (5.3.9) the
solution to the equations of motion determined by SI read
Hαµ = Kαµ = f1H˜αµ + f2(H˜3)αµ , (7.4.11)
where fi =
∂f
∂zi
for i = 1, 2 and (H˜3)αµ = H˜βµH˜β νH˜αν . The general variation of
this equation is very intricate but we can make use of the other symmetries
of the system (Lorentz and SO(2) rotation invariance) to choose a basis in
8The other two gauge symmetries remain the same and play the same role as in the free
model. The deformed action (7.4.9) is trivially invariant under these two transformations.
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which the vector uµ = δ
0
µ (i.e. it is time-like) and the only non-vanishing
components of the tensor H˜αµ are
H˜11 = λ+ , H˜22 = λ− . (7.4.12)
In this special choice the equation of motion reduces to only
γ± = λ±(f1 + f2λ2±) (7.4.13)
where γ+ = H11, γ− = H22 are the non-zero components of Hαµ in this basis.
After using the field equations (7.4.11), the variation (7.4.11) takes the form
δH13 = λ−, δH˜13 = γ−. (7.4.14)
The variation of the e.o.m. (7.4.13) is then
λ− = f1γ− + f2γ−λ2+ ,
which upon using once more the equations of motion gives
(f1 + f2λ
2
+)(f1 + f2λ
2
−) = 1 . (7.4.15)
We can reformulate it in terms of the two invariants z1 =
1
2
(λ2+ + λ
2
−) and
z2 =
1
4
(λ4+ + λ
4
−). Eventually performing the transformation (7.4.7) we end
up with the Courant-Hilbert equation (2.5.17). Thus, we derived this equa-
tion by imposing the invariance of the equations of motion under the gauge
transformation (7.4.10).
We now briefly show that the action is also invariant (up to total deriva-
tives) under the same gauge transformations (7.4.10). Inserting (7.4.10) in
the general variation of the action
δSI =
∫
d4x
[
(Hαµ −Kαµ)δA,aH˜αµ +
1
2
δaHαµH˜αµ −
1
2
HαµδaH˜αµ
]
and, after canceling the contributions of first-order in the derivatives of f
coming from the variation with respect to Aαµ, respectively a, we deduce
δSI =
1
2
∫
d4x ǫµνλρǫβαδvµvν
(
H˜αλH˜βρ −KαλKβρ
)
.
We evaluate this variation in the special basis mentioned above and get
δSI = −2
∫
d4x δv3 λ+λ− [(f1 + f2λ2+)(f1 + f2λ
2
−)− 1] . (7.4.16)
The restriction (7.4.15) is sufficient to guarantee the invariance of both,
field equations and action, since upon applying the Courant-Hilbert equa-
tion (2.5.17) we get δSI = 0.
To conclude, we have constructed a modified Lorentz covariant theory
that also possesses a manifest EM duality. The allowed self-interactions
are restricted to a class of functions of two variables that must satisfy the
Courant-Hilbert equation. Our analysis straightforwardly generalizes the
PST formulation of BI electrodynamics [147] to any non-linear theory of a
single gauge vector in four dimensions.
Appendix A
Algebraic preliminaries
A.1 Fundamental structures
A ring Λ is a set endowed with two internal laws + and · for which1
- (Λ,+) is an Abelian group
- · is associative and admits a unit element 1
- · is distributive with respect to +
One speaks of a commutative ring if · is commutative. A ring K is a
field if (i) the unity 0 for the addition is distinct from the unity 1 for the
multiplication, and (ii) (K0, ·) is a commutative group.2
A (left) module over Λ is an (additive) Abelian group (V,+) together
with an external law Λ× V → V : (λ, x)→ λx which
- is distributive with respect to the addition in V
- is distributive with respect to the addition in Λ
- is associative: (λµ)x = λ(µx)
- satisfies 1x = x.
A module V over a field K is called a vector space (or, simply, a space).
An algebra A over Λ is a module over Λ endowed with an internal law
∗ : A×A→ A which is a bilinear map.
Let V be a vector space over K. The set End(V ) of linear transformations
V → V is a vector space over K, whose elements are called endomorphisms.
The invertible endomorphisms are called automorphisms.
If V is a vector space over R, we say that an automorphism ∗ : V → V :
x → x∗ is said to be an involution if it is its own inverse, i.e. (x∗)∗ = x
for any x in V . We call the equation x = x∗ a self-duality condition.
Further, if V is an algebra, the endomorphism ∗ is an involution if it obeys
1The following basic definitions are taken from [167].
2For instance let n be in N0, then nZ is a (commutative) ring only for n = 1 (such that
1 ∈ nZ) but Zn ≡ Z/nZ is always a commutative ring under the congruence-class addition
and multiplication. Furthermore, when n is a prime integer Zn is a field. Other familiar
examples of fields are Q, R and C (under the usual addition and multiplication laws).
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the additional property: (x ∗ y)∗ = y∗ ∗ x∗, ∀x, y ∈ V . The self-duality
condition defines a well-defined subspace (subalgebra) of V .3
A.2 Grading
Let {Vi}i∈G be a family of modules indexed by the Abelian group (G,+).
The direct sum V = ⊕iVi is called the G-graded module associated with
the family {Vi}i∈G. An element x which belongs to one of the Vi is said to
be homogeneous.
The algebra A is G-graded4 if (i) it splits as A = ⊕nAn, (ii) the unit
belongs to A0, (iii) the multiplication is such that An ∗ Am ⊂ An+m. If
x ∈ An, one says that the degree of x is equal to n ∈ G.
The set End(A) of endomorphisms A → A is an associative algebra
with unit. The grading of A endows End(A) with a natural grading. An
endomorphism N has degree deg(M) iff for any homogeneous x ∈ A
deg(Mx) = deg(M) + deg(x).
A Z2-graded associative algebra A = A0 ⊕ A1 is said to be supercom-
mutative if
x ∗ y = (−)ǫxǫyy ∗ x ,
where the degree is denoted by ǫ and is usually called the (Grassmann)
parity.
For a Z2-graded vector space V the ordinary multiplication of endomor-
phisms preserves the grading of End(V ), ǫN1 N2 = ǫN1 + ǫN2 . Given two
endomorphisms N1 and N2, their graded commutator [N1, N2] is defined
by
[N1, N2] = N1N2 − (−)ǫN1 ǫN2N2N1
The commutator (A.2.1) endows End(V ) with a graded Lie algebra structure
(for which a graded version of the Jacobi identity is used).
A.3 Complexes
A differential complex is defined to be a Z-graded module V = ⊕iVi with
a nilpotent endomorphism d of degree ±1, that is there is a chain of linear
transformations di
. . .
di−2 deg(d)−→ Vi−deg(d)
di−deg(d)−→ Vi di−→ Vi+deg(d)
di+deg(d)−→ . . .
such that di ◦ di−deg(d) = 0, ∀i. The sequence is said to be exact if for all i
the kernel of di is equal to the image of its predecessor di−deg d.
3The most simple example of involution is the conjugation operation in the commutative
algebra C over R. The self-duality condition is the reality condition which defines the
subalgebra R ⊂ C.
4The subsequent set of definitions is taken from [115], chapter 8.
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Let (V, d) and (W, δ) be two differential complexes with grading V = ⊕iVi
and W = ⊕jWj. A morphism of complexes is a sequence
fi : Vi →Wj
of homomorphisms such that for all i the following square commutes:
Vi
fi //
di

Wj
δj

Vi+deg(d)
fi+deg(d)// Wj+deg(δ)
Let A be a supercommutative algebra, of particular interest are the ele-
ments D ∈ End(A) that obey the Leibnitz rule,
D(x ∗ y) = (Dx) ∗ y + (−)ǫDǫx x ∗ (Dy)
These endomorphisms are called derivations. We adopt the left action for
derivations. A differential d is an odd derivation (ǫd = 1) that is nilpo-
tent of order two, (d2 = 0). A graded differential algebra is a graded
supercommutative algebra with a differential d such that | deg(d)| = 1.
An N-complex is defined5 as a graded complex V = ⊕iVi equipped with
an endomorphism d of degree ±1, that is nilpotent of order N : dN = 0. For a
generalized differential algebra, the operator d is called its N- differential.
Let (V, d) and (W, δ) be two differential complexes with deg(d) = deg(δ) =
±1 related by a complex morphism f : V → W . The graded module U =
⊕iUi with Ui ≡ Vi ×Wj∓1 equipped with
∆ : Ui → Ui±1 : (v, w)→ (dv, f(v)− δw) ,
is a differential complex Cf ≡ (U,∆), that is called the mapping cone of
the complex morphism f . The mapping cone of the identity Id : V → V is
called cone of V and is denoted by CV .6
The following straightforward proposition is a mere application of the
definitions. This proposition is used in section C.3.
Proposition A.1. Let (A, d) be a differential algebra. Let B = CA be
the cone of A. We equipped this graded space B = ⊕mBm (with Bm ≡
Am ⊗Am−deg(d)) by the external map ⋆ : Bm ⊗ Bn → Am+n−deg(d) defined by
(x, y) ⋆ (z, t) = x ∗ t + (−)(ǫx+1)(ǫz+1)z ∗ y .
This map obeys a kind of Leibnitz rule since
(x, y) ⋆ (z, t) = (−)(ǫx+1)(ǫz+1)(z, t) ⋆ (x, y) ,
d [(x, y) ⋆ (z, t)] = [∆(x, y)] ⋆ (z, t) + (−)(ǫx+1) (x, y) ⋆ [∆(z, t)] .
5One refers to [79] for a detailed exposure on generalized differential complexes.
6These two definitions and the proposition A.2 are taken from [168], chapter II.
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A.4 (Co)homology
Let (V, d) be differential complex. One can define the quotient H(d) ≡ KerdImd
called the cohomology if deg(d) = +1, and homology if deg(d) = −1.
This complex inherits the grading of V . The elements of H(d) are called
(co-)cycles. An element of Kerd that is not in Imd is called a non-trivial
(co)-cycle. Elements of Imd are said to be exact trivial or exact (co)-cycles.
Let A be a graded differential algebra with respect to two differentials d
and δ. If these two differentials anticommute (i.e. [d, δ] = 0) we can define
the cohomology of d modulo δ. This cohomology is denoted by H(d|δ)
and defined as
H(d|δ) = {α ∈ A | dα + δβ = 0, α ∼ α + dρ+ δσ} .
The generalized cohomology of the N -complex V is the family of
graded modules H(k)(d)) with 1 ≤ k ≤ N − 1 defined by H(k)(d) =
Ker(dk)/Im(dN−k), i.e. H(k)(d) = ⊕iH i(k)(d) where
H i(k)(d) =
{
α ∈ V i | dkα = 0, α ∼ α + dN−kβ, β ∈ V p+k−N} .
A straightforward proposition ends this section.
Proposition A.2. Let (V, d) and (W, δ) be two differential complexes. Let
Cf ≡ (U,∆) be the cone of the complex morphism f : V → W . Then
H(d) ∼= H(δ) ⇔ H(∆) = 0 .
In particular, H(d) and H(δ) are trivial if and only if H(∆) is trivial.
Appendix B
Differential form toolkit:
definitions, conventions and all
that
B.1 Wedge product
Let M be a manifold of dimension D with coordinates xµ. The space of
differential forms on M is denoted by Ω(M) and is the graded vector
space over R of (covariant) antisymmetric tensor fields onM with graduation
induced by the tensor rank. A non homogeneous differential form α is an
element of Ω(M) which is the sum of forms with different form degrees.
Obviously, one has Ωp(M) = 0 for p > D.
Let {1, dxµ, dxµ ∧ dxν , . . .} be a basis of the exterior algebra ΛRD. The
components of a p-form in Ωp(M) are defined through
α =
1
p!
αµ1...µp(x) dx
µ1 ∧ . . . ∧ dxµp , α ∈ Ωp(M). (B.1.1)
The definition of the wedge product ∧ is self-explanatory from the notation
used for the basis of ΛRD. With this product, Ω(M) becomes a supercom-
mutative algebra graded since
α ∧ β = (−)pqβ ∧ α α ∈ Ωp(M), β ∈ Ωq(M) . (B.1.2)
B.2 Pull-back
Let f : N →M be a smooth map between the two manifolds N andM with
respective coordinates ym and xµ. If, in local coordinates, f is defined by
xµ(ym), the pull-back (i∗α) of a p-form α ∈ Ωp(M) writes in components1
(i∗α)m1...mp = αµ1...µp (x(y))
∂xµ1
∂ym1
. . .
∂xµp
∂ymp
. (B.2.1)
It fulfills i∗(α ∧ β) = i∗α ∧ i∗β for arbitrary α, β ∈ Ω(M)
1In this thesis, we frequently make an abuse of notation by not doing an explicit
distinction between a form and its pull-back when the context makes it clear.
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B.3 Exterior derivative
We introduce the exterior derivative d defined as the composition of the
derivative operator ∂ with antisymmetrization:
d ≡ Ap+1 ◦ ∂ : Ωp(M)→ Ωp+1(M) (B.3.1)
Due to the previous definitions, we can write d = dxµ ∂
∂xµ
. Since d is a differ-
ential of degree 1, the graded algebra Ω∗(M) is endowed with a differential
algebra structure and is called the de Rham complex. The cohomology
H∗(M) of the differential d in the space Ω∗(M) is called the de Rham coho-
mology.
From the definitions, it follows that the components of dα ∈ Ωp+1 are
(dα)µ1...µp+1 = (p+ 1) ∂[µ1αµ2...µp+1] , (B.3.2)
where the complete antisymmetrization over the indices is denoted by
the brackets; the weight is taken to be one, that is
αµ1...µp ≡
1
p!
(
αµ1...µp + even perms− odd perms
)
, (B.3.3)
in such a way that: αµ1...µp = α[µ1...µp] for an antisymmetric tensor. It can be
explicitly checked that the pull-back map
i∗ : Ωp(M)→ Ωp(N ) (B.3.4)
is a morphism of complexes, i.e. d ◦ i∗ = i∗ ◦ d.
B.4 Epsilon densities and integration
IfM is an orientable manifold of dimensionD, one can define two numerically
invariant tensor densities by
ǫµ1...µD = ǫ
µ1...µD =

1 for any even permutation of the set 1, . . . , D
0 if two indices are equal
−1 for any odd permutation of the set 1, . . . , D
(B.4.1)
In form notation, the tensor density ǫµ1...µD gives the components of the
“volume element” ǫ = dDx (which is not a differential form because its
components are densities). Since M is orientable, this D-form is globally
well-defined.
The two tensors densities naturally define the determinant of any matrix
A. For instance,
ǫβ1...βD det(A
α
β) = ǫα1...αDA
α1
β1
. . . AαDβD (B.4.2)
If we insert the Jacobian matrix J into (B.4.2) one can immediately see that
ǫµ1...µD is a tensor density of weight one. Analogously, inserting A = J
−1 one
obtains that ǫµ1...µD is a tensor density of weight minus one.
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All this provides the integration measure necessary to define the inte-
gration of D-forms on orientable manifolds M. Let α ∈ ΩD(M) be equal
to
α = α(x) ǫ , (B.4.3)
where α(x) is a scalar density of weight minus one defined on U ⊂ RD,
the definition domain of the coordinates system on M. The integral of the
differential form α on M is defined as∫
M
α ≡
∫
U
α(x) dDx (B.4.4)
The integral of a non homogeneous form picks up the component of degree
D and integrates it according to the previous definition.
B.5 Epsilon tensors and volume form
From now onM is taken to be a smooth orientable manifold of dimension D.
Let a metric gµν be defined onM with t timelike directions. The metric en-
ables us to define a tensor from the epsilon densities since |g| = (−)t det(gµν)
is a (strictly positive) scalar density of weight minus two. The Levi-Civita
tensor is defined by
εµ1...µD =
√
|g| ǫµ1...µD . (B.5.1)
The Levi-Civita tensor defines the (coordinate invariant) volume form
ε =
√
|g| dDx . (B.5.2)
Combining (B.4.1) with (B.4.2) one get the contravariant form of the Levi-
Civita tensor
εµ1...µD =
(−)t√|g| ǫµ1...µD . (B.5.3)
The Kronecker symbols are defined by
δν1...νpµ1...µp ≡ δ[ν1µ1 . . . δνp]µp = δν1[µ1 . . . δ
νp
µp]
(B.5.4)
They are numerically invariant tensors which define projectors onto the com-
pletely antisymmetric representation. For instance,
δν1...νpµ1...µpAν1...νp = A[µ1...µp] . (B.5.5)
It follows directly from the definition of the ǫ densities the extremely useful
identity
εµ1...µD ε
ν1...νD = (−)tD! δν1...νDµ1...µD , (B.5.6)
which is most usually used with some contraction of indices
εµ1...µp ρ1...ρD−p ε
ν1...νp ρ1...ρD−p = (−)t p ! (D − p)! δν1...νpµ1...µp . (B.5.7)
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B.6 Hodge ∗ operator
The Hodge ∗ or dual is a map from p-forms to (D − p)-forms
∗ : Ωp(M)→ ΩD−p(M) (B.6.1)
acting as
∗ (dxµ1 ∧ . . . ∧ dxµp) ≡ 1
(D − p)! ε
µ1...µp
ν1...νD−p
dxν1 ∧ . . . ∧ dxνD−p (B.6.2)
Note in particular that taking p = 0 in (B.6.1) gives ∗1 = ǫ. Therefore, with
the definition (B.5.1) one derives
∂(∗1)
∂gµν
= −1
2
gµν (∗1) , (B.6.3)
since ∂g/∂gµν = − g gµν .
In terms of components the definition (B.6.1) translates into
(∗α)µ1...µp =
1
(D − p)! εµ1...µDα
µp+1...µD−p (B.6.4)
Apply ∗ twice on a p-form, we get
∗2 = (−)p(D−p)+t . (B.6.5)
As a consequence we find
dxµ1 ∧ . . . ∧ dxµD = (−)t εµ1...µD ∗ 1 . (B.6.6)
The Hodge dual definition implies the following identity for two arbitrary
p-forms α and β
∗ α ∧ β = ∗β ∧ α = 1
p!
αµ1···µpβ
µ1···µp ∗ 1 . (B.6.7)
Therefore
∗ α ∧ β = (−)p(D−p)α ∧ ∗β , (B.6.8)
which, combined with (B.6.5), gives
(D − p)!αµ1···µpβµ1···µp = (−)t p! (∗α)µ1···µD−p(∗β)µ1···µD−p . (B.6.9)
This also follows from (B.5.7) and the definition (B.6.4).
If the components of α and β are assumed not to depend explicitly on
the metric, then
∂(αρ1···ρpβ
ρ1···ρp)
∂gµν
= p α(µ|ρ2···ρp| β
ρ2···ρp
ν) . (B.6.10)
We get from (B.6.3) and (B.6.7) the useful identity
∂(∗α ∧ β)
∂gµν
= ∗α(µ ∧ βν) − 1
2
gµν (∗α ∧ β) , (B.6.11)
where we introduced the forms αµ and βν defined in the same way by
αµ =
1
(p− 1)! αµρ1...ρp−1(x) dx
ρ1 ∧ . . . ∧ dxρp−1 , αµ ∈ Ωp−1(M). (B.6.12)
Using carefully (B.6.9) and (B.6.11) we obtain another useful identity
∗ (∗α)(µ ∧ (∗β)ν) = (−)t 1
2
gµν ∗ α ∧ β , (B.6.13)
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B.7 Interior product
Let v = vµ∂µ be a vector field. The interior product of v with a p-form is a
map from p-forms to p− 1-forms
iv : Ω
p(M)→ Ωp−1(M) (B.7.1)
defined by
iv(dx
µ1 ∧ . . . dxµp) ≡ p v[µ1dxµ2 ∧ . . . ∧ dxµp] (B.7.2)
In terms of components the interior product of the vector field v with a
p-form α writes
(ivα)µ1···µp−1 = v
µαµµ1···µp−1 .
As d, the interior product iv is a differential acting from the left.
In this sequel of this subsection, the product between forms will always
be the wedge product and the symbol ∧ will be omitted for convenience
since we are dealing with operatorial identities. The interior product can be
alternatively defined in an operatorial way
iv = (−)p(D−p+1)+t+1 ∗ v ∗ (B.7.3)
which holds on any p-form and for any vector field v. From this we can derive
the following operatorial identities2:
∗ iv = (−)D−p v∗ , iv∗ = (−)D−p+1 ∗ v . (B.7.4)
Obviously we have ivv = gµνv
µvν ≡ v2. It is a particular case of the
operatorial identity
ivv + viv = v
2 . (B.7.5)
We can make the small remark that if we take for v the differential d, then
id is usually denoted by δ and corresponds to the divergence. Furthermore,
in that case the equation (B.7.5) defines the Laplacian ∆ (t = 0) or the
d’Alembertian ✷ (t = 1).
From (B.7.5) we derive ∗ivv ∗ + ∗ viv∗ = (−)p(D−p)+tv2. The identity
(B.7.4) gives ∗(ivv)∗ = (−)p(D−p)+t+1viv. Particularly useful will be the fol-
lowing decomposition of the identity I that follows from the previous relations
I =
1
v2
[viv + (−)p(D−p)+t+1 ∗ viv∗] (B.7.6)
2All the following identities have been inspired from a convenient set used in [169] to
treat the PST model in form language.
Appendix C
Some taste of algebraic
topology
C.1 Simplicial homology
To begin with one considers the notions of singular q-simplex ∆q and bound-
ary map to be defined already1. A formal finite sum of q-simplexes with
coefficients in an (additive) Abelian group G is a singular q-chain. If the
coefficients are ±1, the chain is called an integer q-chain. The singular
q-chain group is the Abelian group of q-chains and is denoted by Ωq(M;G).
The boundary operator for singular q-simplexes induces the boundary homo-
morphism
∂ : Ωq(M;G)→ Ωq−1(M;G) (C.1.1)
The boundary operator ∂ is nilpotent. Therefore one can define the quotient
group Hq(M;G) ≡ Ker∂Im∂ called the q-th homology group. For instance,
the manifoldM is path-connected ifH0(M;G) is generated by a single point.
If the q-chain coefficents are in a subring Λ of R, then Ωq(M; Λ) becomes
a module over Λ. Therefore Ω∗(M; Λ) is a Z-graded module which, endowed
with the boundary homomorphism ∂, becomes a complex. For simplicity, the
complex of singular chains with real coefficients will be denoted by Ω∗(M) ≡
Ω∗(M;R) in the sequel. A singular q-chain complex allows a convenient
definition of the differential q-form integration such that∫
: Ωq(M; Λ)⊗ Ωq(M)→ R : (ρ, α)→
∫
ρ
α (C.1.2)
is a bilinear map, and such that the Stokes theorem∫
σ
dα =
∫
∂σ
α (C.1.3)
is true for all α ∈ Ωq(M; Λ), σ ∈ Ωq+1(M).
Let us denote Λq(M) the set of all q-dimensional smooth orientable sub-
manifolds N in the manifoldM. The subset of closed submanifold is denoted
1The material presented in this section arises from the chapter 13 of [170].
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by Λq(M). Of course Λ0(M) = Λ0(M) = M and 0 ≤ q ≤ D. Each sub-
manifold N is defined by an embedding i : N →֒ M.
There exist an important correspondence between closed orientable sub-
manifolds and singular simplexes which can be observed in the following two
algebraic topology theorems. First, every closed oriented submanifold N of
Λq(M) defines a q-cycle in Hq(M;G) by associating the same coefficient g
to each oriented q-triangle in a suitable triangulation of N . In this thesis,
we consider the specific case where g is only determined by the orientation.
We use the natural map
tri : Λq(M)→ Ωq(M;Z2) (C.1.4)
from the subset Λq(M) ⊂ Λq(M) of closed q-dimensional submanifolds to
the module Ωq(M;Z2) of integer q-chains Ωq(M;Z2), which is such that
tri(∪iNi) =
∑
i
(−)o(i)tri(Ni) (C.1.5)
where o(i) is equal to 0 or 1 according to the orientation of Ni. Moreover,
R. Thom has proved a converse of the previous theorem in the case of real
coefficients [170]. In the sequel, with the previous theorems in mind, one
will seldom make the distinction between an orientable submanifold and its
associated simplex with integer (or real) coefficients.
C.2 de Rham currents
From now on,M is a boundaryless orientable manifold of dimension D. We
point out that, up to now, we did not specified the regularity properties of
the differential p-forms. Usually it is assumed implicitly that their compo-
nents are smooth functions (sometimes compact support is also required).
However, for physical applications it may be convenient to work with de
Rham currents [32, 33], i.e. linear functionals on the space of smooth
differential forms with compact support, which are continuous in the sense
of distributions2. Also, the space of currents with compact support is the
topological dual of Ω(M). For any practical purpose, p-currents are p-forms
with distribution-valued components. Throughout the text, we still call them
“forms” and we use the notation Ω(M) for the space of currents. This ab-
sence of distinction is partly justified by the fact that any closed current is
cohomologous to a smooth differential form (theorem 14 of [171], p.94).
In the space of de Rham current, we define the extension map which is
a complex morphism,
e : Ωp(N )→ Ωp(M) , (C.2.1)
going in the direction inverse to the pull-back. The current e(α) is defined
as the current with support on N and such that its pull-back on N is equal
to α. In other words, one has i∗ ◦ e = Id(Ω(N )). From now on, the action
of the map e will not be explicitly stated but understood from the context.
2For a rigorous treatment of currents, one refers to the chapter III of [171].
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C.2.1 Poincare´ duality
With the space of de Rham currents we can define a map
P : Ωp(M)→ ΩD−p(M) : N → ∗α (C.2.2)
which associates to every p-dimensional manifold N ∈ Λp(M) a (D − p)-
current ∗α = P (N ). If ym are coordinates on N , the embedding i : N →֒ M
is locally defined by xµ(ym). The explicit expression for the p-form α is
αµ1...µp(x) =
∫
N
δ(D) (x− x(y)) dxµ1 ∧ . . . ∧ dxµp . (C.2.3)
We call the form P (N ) = ∗α the Poincare´ dual of N . This nomenclature
is justified below.
The map P satisfies an interesting number of properties:
• By construction, the Poincare´ dual ∗α has its support on the corre-
sponding manifold N and obeys the nice identity
∗ α ∧ ∗α ≡ 0. (C.2.4)
• The Poincare´ dual P (N ) = ∗α of N is such that for all β ∈ Ωp(M).∫
M
∗α ∧ β =
∫
N
β . (C.2.5)
This is a direct consequence of the property (B.6.7) and the definition
of the Dirac delta3.
• IfM is closed, the Poincare´ dual map is a morphism of complexes, that
is
P ◦ ∂p + (−)D−p dD−p ◦ P = 0 (C.2.6)
where ∂p : Ωp(M) → Ωp−1(M) is the boundary map acting on p-
dimensional manifolds and dp : Ω
D−p(M) → ΩD−p+1(M) is the de
Rham differential acting on (D − p)-forms. Consequently, there is a
well-defined Poincare´ dual map P ∗ induced in (co)homology. Loosely
speaking, the Poincare´ duality is our translator between algebraic topol-
ogy and differential geometry concepts.
• Furthermore, the induced Poincare´ dual map provides an isomorphism
P ∗ : Hp(∂,M)→ HD−p(d,M) (C.2.7)
between a certain homology group for the boundary operator ∂ and a
corresponding De Rham cohomology group. This is the origin of our
Poincare´ duality definition. This isomorphism is also valid for smooth
differential forms if P is instead defined by means of (C.2.5) (see p.44
and pp.50-52 in [172]).
3In [171] the map P is a mere definition of the current ∗α associated to the chain N
(see [171], p.40).
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• Let PM : Ωp(M) → ΩD−p(M) be the Poincare´ dual map on M and
let PN : Ωp(N )→ Ωq−p(N ) be the Poincare´ dual map on N ∈ Λq(M).
Then
PM(N ) ∧ PN = PM . (C.2.8)
To prove the point (C.2.4), let us introduce the following definition: A
form β ∈ Ωp(M) is decomposable if β = Φ1∧· · ·∧Φp for some Φi ∈ Ω1(M).
In other words, in an appropriate system of coordinates β has only one non-
vanishing independent component. The property β ∧ β = 0 is valid for any
decomposable form β since we find two times the same Grassmannian 1-
form Φi in the exterior product. To end the proof of (C.2.4) one remarks
that volume forms are decomposable. This is of interest because the Poincare´
dual ∗α evaluated at x ∈ N is proportional to the (D-dimensional) Hodge
dual of the volume form of N . Furthermore the support of ∗α is on the
corresponding manifold N .
C.2.2 Intersection and linking number
Let B and C be two orientable submanifolds ofM with respective dimensions
p and D− p transversally intersecting on a finite number of points only. Let
P (B) and P (C) be their respective images by the Poincare´ dual map. A
basic consequence of Poincare´ duality is that the integral of P (C) over B is
an integer, counting the number of intersections with sign between B and C.
We call it the intersection number4, it is equal to
I(B, C) =
∫
M
P (B) ∧ P (C) (C.2.9)
= (−)p(D−p)I(C,B) . (C.2.10)
Linear combinations of such Poincare´ dual p-forms with integer coeffi-
cients are called integer forms [32, 33] (they are the Poincare´ images of
integer (D− p)-chains). The integral of a product of two integer forms is an
integer forms, whenever the integral is well defined.
A nice geometric application of the intersection number is the linking
number. LetA and B be two trivial cycles ofH(M, ∂) such that (i)A∩B = ∅,
(ii) dim(A) + dim(B) + 1 = dim(M) and (iii) ∂M = 0. Let ηA = dωC and
ηB = dωD be the respective Poincare´ duals of A = ∂C and B = ∂D. The
linking number L(B,A) of B andA is defined to be the intersection number
between B and C. It is given by (pp. 229-234 of [172])
L(B,A) =
∫
M
P (B) ∧ P (C) (C.2.11)
= (−)[dim(A)+1] dim(B)L(A,B) . (C.2.12)
A nice property is that the linking number only depends on the (co)homology
classes chosen to compute it. The linking number is therefore a well-defined
topological quantity since it only depends on what we will call the linking
4It is also called Kronecker index (for more details, see [171], p.101).
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homology class of A (the same is true for B of course), which is defined by
the equivalence relation
A ∼ A+ ∂K , I(K,B) = 0 . (C.2.13)
These properties can be checked easily using the Stokes theorem together
with the previous assumptions.
C.3 “Everything is relative”
C.3.1 Relative Homology
The topological cycles that we have been involved with so far are called ab-
solute cycles.5 Given N ∈ Λn(M) a submanifold of M without boundary
we can define a relative q-cycle to be a q-chain on M whose boundary, if
there is one, lies on N . Every absolute cycle is of course a relative cycle. We
shall say that two relative q-cycles are homologous provided they differ by
an absolute boundary plus, perhaps, a q-chain that lies wholly on N ,
α ∼ α + ∂σ − ρ (C.3.1)
where α ∈ Ωq(M), ρ ∈ Ωq(N ) and σ ∈ Ωq+1(N ). In other words a relative
q-boundary is an absolute q-boundary plus any q-chain on N (The previous
definitions are taken from [170]).6
A more formal definition7 uses the mapping cone definition. The inclusion
map i : N →֒ M induces an obvious complex morphism i∗ : Ω(N ) →
Ω(M). The space of relative q-chains is defined as Ωq(N ,M) ≡ Ωq−1(N )×
Ωq(M). The graded complex Ω∗(N ,M) = ⊕qΩq(N ,M) is equipped with
the “relative boundary operator” ∂ defined by
∂(ρ, σ) = (∂ρ, i∗ρ− ∂σ) , ∀ρ ∈ Ωq−1(N ) , ∀σ ∈ Ωq(M) . (C.3.2)
The interest of the relative chains is that they keep track of the information on
N also. It can be checked that the relative homology group H∗(N ,M) ≡
Ker∂
Im∂
fits in the previous definitions.
There is an analogue construction for differential forms: the relative de
Rham cohomology8.
5The section title quotes a by-now famous sentence made by an amateur violin player
who worked as a third class technical expert at the Swiss Patent Office in Bern. Lastly,
he became famous for his early anticipation of post-modern relativism.
6A simple example arises in string theory. Let N be a Dq-brane and M the space. A
string with both ends sitting on the Dq-brane is a relative 1-cycle homologous to a closed
string living in the bulk.
7The related set of definitions and proposition is inspired from an illuminating expla-
nation of J. Kalkkinen on the use of relative (co)homology in M -theory, followed by the
reading of [173].
8It is a particular case of relative cohomology in the sense of [172], see pp. 78-79.
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C.3.2 Relative de Rham complex
Following the mapping cone construction with the pull-back complex mor-
phism i∗ : Ωp(M) → Ωp(N ), one defines the relative de Rham complex
Ω∗(M,N ) = ⊕pΩp(M,N ) with Ωp(M,N ) ≡ Ωp(M)⊗Ωp−1(N ). The nilpo-
tent operator d is defined by
d(β, α) = (dβ, i∗β − dα) , ∀β ∈ Ωp(M), ∀α ∈ Ωp−1(N ) . (C.3.3)
The relative de Rham cohomology H∗(M,N ) is the module of relative
cocycles, i.e. closed forms β on M which becomes exact when pulled-back
on N ,
dβ = 0 , i∗β = dα , (C.3.4)
with the equivalence relation
β ∼ β + dµ ,
α ∼ α + i∗µ− dρ . (C.3.5)
The inclusion map i : N →֒ M induces the useful relative pull-back
from the cone CΩ∗(M) of Ω∗(M) to the relative de Rham complex Ω∗(M,N )
i∗ : CΩp(M)→ Ωp(M,N ) : (α, β)→ (α, i∗β) . (C.3.6)
The relative pull-back provides a useful link with the relative differential
forms. More precisely, it is a morphism of complexes.
C.3.3 Integration on relative chains
A natural definition of the integration of a relative q-form (α, β) on a rela-
tive q-chains (ρ, σ) is ∫
(ρ,σ)
(α, β) =
∫
σ
α−
∫
ρ
β . (C.3.7)
In fact, this definition is natural because it obeys the analogue of Stokes
theorem9 (C.1.3) ∫
(ρ,σ)
d(α, β) = −
∫
∂(ρ,σ)
(α, β) . (C.3.8)
The integration is a bilinear map
Ω∗(N ,M)× Ω∗(M,N )→ R . (C.3.9)
We define the complex morphism
ext : Ωp(M)→ ΩD+p−n(M) : α→ α ∧ P (N ) . (C.3.10)
The mapping cone of ext ◦ e is the space Ω∗(N ,M) = ⊕np=0Ωp(N ,M) with
Ωp(N ,M) ≡ Ωp(N ) × ΩD+p−n−1(N ) endowed with nilpotent operator d
defined by
d(α, β) = (dα, α ∧ P (N )− dβ) , ∀α ∈ Ωp(M), ∀β ∈ ΩD+p−n−1(N ) .
(C.3.11)
9The minus sign is irrelevant and originates from choice of orientation.
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C.3.4 Relative Poincare´ duality
Nicely, the Poincare´ duality also finds a place in this framework. For this
purpose, one will have to work with differential forms on M only and make
use of the proposition A.1. The product ext ◦ e induces the natural complex
morphism from the mapping cone Ω∗(N ,M) to the cone CΩ(M)
ext : Ωp(N ,M)→ CΩD+p−n−1(M) : (α, β)→ ( ext(α) , β) . (C.3.12)
We introduce a bilinear map
∧ : CΩp(M)⊗ CΩq(M)→ Ωp+q−1(M) , (C.3.13)
that we call the relative wedge product of CΩ(M). It is defined by
(α, β) ∧ (α′, β ′) = α ∧ β ′ + (−)(p+1)(q+1)β ∧ α′ . (C.3.14)
From proposition A.1, one knows that
d [(α, β) ∧ (α′, β ′)] = d(α, β) ∧ (α′, β ′) + (−)p+1(α, β) ∧ d(α′, β ′) . (C.3.15)
We define the natural Poincare´ duality map as the complex morphism
PN ,M : Ωp(N ,M)→ Ωn−p(N ,M) (C.3.16)
defined by
PN ,M (ρ, σ) = ( (−)(D−n)(n−p)+1PN (ρ) , (−)D−pP (σ) ) . (C.3.17)
The relative Poincare´ duality over the relative de Rham complex is the
map
P ≡ ext ◦ PN ,M : Ωp(N ,M)→ CΩD−p+1(M) (C.3.18)
which, due to (C.2.8), acts as
P (ρ, σ) =
(−P (ρ) , (−)D−pP (σ) ) . (C.3.19)
This definition seems satisfactory because it is a morphism of complexes10
and it obeys a generalization of (C.2.5),∫
M
P (ρ, σ) ∧ (α, β) =
∫
(ρ,σ)
i∗(α, β) , (C.3.20)
for any (ρ, σ) ∈ Ωp(N ,M), (α, β) ∈ CΩp(M).
Let (ρ, σ) ∈ Ωp+1(N ,M) and (λ, µ) ∈ ΩD−p(N ,M) be two chains such
that the intersections ρ∩µ and σ∩λ contains only a finite number of points.
We define the relative intersection number as
I [(ρ, σ), (λ, µ)] =
∫
M
P (ρ, σ) ∧ P (λ, µ) (C.3.21)
= (−)(p+1)(D−p)I [(ρ, σ), (λ, µ)] . (C.3.22)
It can be written in terms of absolute intersection as
I [(ρ, σ), (λ, µ)] = (−)p+1I(ρ, µ) + (−)(D−p)(p+1)I(σ, λ) . (C.3.23)
10More precisely, it obeys the same formula (C.2.6).
Appendix D
Young diagrams
A Young diagram Y is a diagram which consists of a finite number S > 0
of columns of identical squares (referred to as the cells) of finite decreasing
lengths l1 ≥ l2 ≥ . . . ≥ lS ≥ 0.1 For instance,
Y ≡
The total number of cells of the Young diagram Y is denoted by
|Y | =
S∑
i=1
li . (D.0.1)
D.1 Diagrams with at most S columns
For later use, one defines the subset Y(S) of NS by
Y(S) ≡ {(n1, . . . , nS) ∈ NS|n1 ≥ n2 ≥ ... ≥ nS ≥ 0} . (D.1.1)
For two columns, the set Y(2) is in the plane R2 and can be pictured as the
following set of points in the plane R2
. . .
(3,3)• . . .
(2,2)• (3,2)• . . .
(1,1)• (2,1)• (3,1)• . . .
(0,0)• (1,0)• (2,0)• (3,0)• . . .
(D.1.2)
Let Yp be a diagram with p boxes and S columns of respective lengths l1, l2, ...,
lS (
∑S
i=1 li = p). If Yp is a well defined Young diagram, then (l1, l2, . . . , lS) ∈
Y(S). Conversely, a Young diagram Y with at most S columns is uniquely
determined by the gift of an element of Y(S), and can therefore be labeled
unambiguously as Y
(S)
(l1,l2,...,lS)
. The set of all diagrams with at most S columns
is identified with Y(S).
1The present set of definitions comes essentially from [174, 78]. The fourth chapter of
[175] gives a nice introduction to Young diagrams and possible use in physics.
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D.2 Order relations
There is natural definition of inclusion of Young diagrams
Y
(S)
(m1,...,mS)
⊂ Y (S)(n1,...,nS) ⇔ m1 ≤ n1 , m2 ≤ n2 , . . . , mS ≤ nS . (D.2.1)
We can define a stronger notion of inclusion. Let Y
(S)
(m1,...,mS)
and Y
(S)
(n1,...,nS)
be
two Young diagrams of Y(S). We say that Y
(S)
(m1,...,mS)
is well-included into
Y
(S)
(n1,...,nS)
if Y
(S)
(m1,...,mS)
⊂ Y (S)(n1,...,nS) and ni −mi ≤ 1 for all i ∈ {1, . . . , S}. In
other words, the difference of the two Young diagrams does not contain any
column (greater than a single box). We denote this particular inclusion by
⋐, i.e.
Y
(S)
(m1,...,mS)
⋐ Y
(S)
(n1,...,nS)
⇔ mi ≤ ni ≤ mi + 1 ∀i ∈ {1, . . . , S} . (D.2.2)
This new inclusion suggests the following diagram of Y(S)
. . .
(3,3)• //
<<
z
z
z
z
z
z
z
z
· · ·
(2,2)• //
>>
~
~
~
~
~
~
~
(3,2)•
OO
//
??









· · ·
(1,1)• //
>>
~
~
~
~
~
~
~
(2,1)• //
OO >>
~
~
~
~
~
~
~
(3,1)•
OO
//
??









· · ·
(0,0)• //
>>
~
~
~
~
~
~
~
(1,0)•
OO
//
>>
~
~
~
~
~
~
~
(2,0)•
OO
//
>>
~
~
~
~
~
~
~
(3,0)•
OO
//
??









· · ·
(D.2.3)
where all the arrows represent maps ⋐. This diagram is of course is com-
pletely commutative.
The previous inclusions ⊂ and ⋐ provide partial order relations for Y(S)
because all Young diagrams are not comparable. We now introduce a total
order relation for Y(S): the lexicographic order ≪. If (m1, . . . , mS) and
(n1, . . . , nS) belong to Y
(S), then
Y
(S)
(m1,...,mS)
≪ Y (S)(n1,...,nS) ⇔ ∃K ∈ {1, . . . , S} :
{
mi = ni , ∀i ∈ {1, . . . , K} ,
mK+1 ≤ nK+1 .
(D.2.4)
We will call this order the Y−grading.
D.3 Maximal diagrams
A sequence of Y(S) which is of physical interest is the maximal sequence
denoted by Y S ≡ (Y Sp )p∈N, with |Y Sp | = p. It is defined as the naturally
ordered sequence of maximal diagrams2 (The ordering is induced by the
2The subsequent notations for maximal sequences are different from the one of [77, 78].
We have shifted the index by one unit.
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inclusion of Young diagrams). Maximal diagrams are diagrams with maxi-
mally filled rows, that is the Young diagram with p cells Y Sp defined in the
following manner : we put cells in a row until it contains S cells and then
we proceed in the same way with the row below, and so on until all the p
cells have been used. Consequently all rows but the last one are of length S
and, if rp is the rest of the division of p by S (rp ≡ p modS < S) then the
last row of the Young diagram Y Sp contains rp ≤ S cells (if rp 6= 0). For two
columns (S = 2) the maximal sequence is represented as the following path
in the plane R2
(2,2)•
⊂ // (3,2)•
∪
OO
(1,1)•
⊂ // (2,1)•
∪
OO
(0,0)•
⊂ // (1,0)•
∪
OO
Diagrams for which all the rows have exactly S cells are called rectangular
diagrams. They sit at the diagonal of the diagram Y(S).
D.4 Schur module
Let V be a finite-dimensional vector space of dimension D and V ∗ its dual.
The n-th tensor power V n of V is canonically identified with the space of
multilinear forms (V n)∗ ∼= (V ∗)n, i.e. multilinear applications from V n to R.
To a Young diagram, one associates multilinear applications with a definite
symmetry.
Let Y be a Young diagram and let us consider that the |Y | copies of V ∗
in (V ∗)|Y | are labeled by the cells of Y so that an element of (V ∗)|Y | is given
by specifying an element of V ∗ for each cell of Y . The Schur module V Y is
defined to be the vector space of all multilinear forms T in (V ∗)|Y | such that:
(i) T is completely antisymmetric in the entries of each column
of Y ,
(ii) complete antisymmetrization of T in the entries of a column
of Y and another entry of Y which is on the right-hand side of
the column vanishes.
If Y is single column, then the Schur module V Y is the |Y |-th exterior product
Λ|Y |V ∗, a subspace of the exterior agebra ΛV ∗. If Y is a single row, then V Y
is the |Y |-th symmetric product Sym|Y |V ∗.
The main motivation of Schur modules comes from representation theory
because one has the
Proposition D.1. • The Schur module V Y is an irreducible subspace
invariant for the action of GL(D,R) on V |Y |.
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• All finite dimensional representations of GL(D,R) can be described in
terms of representations V Y .
Let Y be a Young diagram and T an arbitrary multilinear form on (V ∗)|Y |,
(T ∈ V |Y |). Define the multilinear form Y(T ) on (V ∗)|Y | by
Y(T ) = T ◦ A ◦ S
with
A =
∑
c∈C
(−)ε(c)c , S =
∑
r∈R
r
where C is the column group, i.e. the group of the permutations which
permute the entries of each column and R is the row group made of the
permutations which permute the entries of each row of Y . One has Y(T ) ∈
V Y and the application Y of V |Y | satisfies Y2 = λY for some number λ 6= 0.
Thus Y = λ−1Y is a projection of V |Y | into itself, i.e. Y2 = Y, with
image Im(Y) = V Y . The projection Y will be referred to as the Young
symmetrizer of the Young diagram Y .
A less common choice of Young symmetrizer is also possible. One defines
the multilinear form Y(T ) on (V ∗)|Y | by
Y(T ) = T ◦ S ◦ A .
One has Y(T ) ∈ V Y and the application Y of V |Y | satisfies (Y)2 = µY for
some number µ 6= 0. Thus Y = µ−1Y is a projection of V |Y | into itself, i.e.
(Y)2 = Y, with image Im(Y) = V Y .
Appendix E
Lemmas for the analyticity
conditions
We present here a number of lemmas necessary in the proof of theorem 1.
The first lemma of this appendix allows us to reformulate the analyticity of
L(x, y) as the analyticity of the function f(u+, u−) together with its symme-
try property. The function f(u+, u−) is only an intermediate tool necessary
to achieve the proof of theorem 1. The second lemma provides a necessary
and sufficient requirement on the function z(t) to generate symmetric func-
tions while the third one relates the analyticity of f(u+, u−) at the origin
with the analyticity of z(t) at the origin, giving also the behaviors of f and
z. All together, these lemmas lead us to the theorem 1.
The property (2.5.22) suggests the use of Newton’s theorem on symmetric
polynomials [176], which states (in particular) that any symmetric polyno-
mial P (u+, u−) = P (u−, u+) in the roots u+ and u− can be re-expressed as a
polynomial Q(x, y) := P (u+(x, y), u−(x, y)) in the coefficients x and y. The
following lemma provides a generalization of this last property for functions
of two variables, analytic at the origin.
Lemma E.1. A function L(x, y) is analytic at the origin (x, y) = (0, 0) if
and only if the symmetric function
f(u+, u−) := L (x(u+, u−), y(u+, u−)) (E.0.1)
is analytic at the origin (u+, u−) = (0, 0).
Proof: Due to Newton’s theorem, this lemma is obvious for formal power
series but convergence matters are rather intricate to handle from that
point of view, so we choose an other path.
⇒: The analyticity of f(u+, u−) at the origin is of course necessary
since the composition of two analytic functions in a neighborhood is
also an analytic function (in the corresponding neighborhood) and the
functions x(u+, u−) and y(u+, u−) are analytic at the origin.
⇐: To prove that the analyticity of f(u+, u−) at the origin is suffi-
cient to ensure that L(x, y) is also analytic at that point, we make the
following change of variables: x = u+ + u−, z = u+ − u−. This is a
diffeomorphism everywhere, thus the function
h(x, z) := f (u+(x, z), u−(x, z)) (E.0.2)
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is analytic at the origin (x, z) = (0, 0). But the symmetry of f(u+, u−)
implies that h(x, z) is even in z, i.e. h(x, z) = h(x,−z). Therefore, h is
only a function of z2: h(x, z) = h(x, z2). But z2 = x2 − 4y is analytic
function of x and y, hence
L(x, y) := h
(
x(x, y), z2(x, y)
)
(E.0.3)
is analytic at the origin (x, y) = (0, 0).
Lemma E.2. A necessary and sufficient condition for the symmetry of the
function f(u+, u−) defined implicitly by (2.5.18) is that the function
Ψ(t) ≡ −tz˙2(t) (E.0.4)
is equal to its inverse: Ψ (Ψ(t)) = t.
Proof: It has been proved in [39] that it is necessary. One can argue as
follows that the requirement on z to satisfy Ψ (Ψ(t)) = t suffices to have
f(u+, u−) symmetric. We begin by noticing that this last requirement
implies
z˙
(−tz˙2(t)) z˙(t) = ±1 (E.0.5)
Taking (E.0.5) at t = 0 will select the positive sign. Consider f(u+, u−)
the function defined by (2.5.18). We have to show that this function is
symmetric. From
u+ = z˙
2(t) (u− − t) (E.0.6)
together with (E.0.5), we deduce that
u+ =
u−
z˙2 (s)
+ s , (E.0.7)
with s := Ψ(t). With the help of (E.0.5) and (E.0.6) we also get
f =
2u−
z˙ (−tz˙2(t)) − 2tz˙(t) + z(t) . (E.0.8)
By taking the derivative, it can be checked that
z(t)− 2tz˙(t) = z (−tz˙2(t))+K (E.0.9)
where K is a constant. By taking (E.0.9) at t = 0, we find that K
vanishes. Combining (E.0.7), (E.0.8) and (E.0.9) together we infer the
symmetry of f , i.e.
f (u+, u−) = f (u−, u+) ≡
{
f = 2u−
z˙(s)
+ z (s)
u+ =
u−
(z˙(s))2
+ s
. (E.0.10)
Lemma E.3. Let f(u+, u−) be a function defined implicitly by (2.5.18). It
satisfies the following conditions
157
(i) analyticity near (u+, u−) = (0, 0),
(ii) f(u+, u−) = u+ + u− +O(|u±|2),
if and only if the generating function z(t) is analytic near 0 and z(t) =
t+O(t2).
Proof: That the condition is necessary is trivial so we immediately focus
on the proof that it is sufficient. Let us define the function
F (u+, u−, t) ≡ u− − u+
(z˙(t))2
− t . (E.0.11)
The function 1
(z˙(t))2
is analytic near t = 0 as z(t) is also (near t = 0) and
z˙(0) = 1. Hence, F (u+, u−, t) is analytic near (0, 0, 0). Furthermore,
∂F
∂t
(u+, u−, t) =
2u+z¨(t)
(z˙(t))3
− 1→ ∂F
∂t
(0, 0, 0) = −1 6= 0 . (E.0.12)
From standard theorems on implicit functions [47], we find that the
function g(u+, u−) defined by F (u+, u−, g(u+, u−)) = 0 is analytic near
(u+, u−) = (0, 0). The behavior of g near the origin is g(u+, u−) = u−−
u+ + O(|u±|2). Putting all things together one derives the analyticity
of
f(u+, u−) ≡ 2u+
z˙ (g(u+, u−))
+ z (g(u+, u−)) (E.0.13)
near (u+, u−) = (0, 0) and f(u+, u−) = u+ + u− +O(|u±|2).
To finish the proof of theorem 1, we show that the four conditions:
Ψ (Ψ(t)) = t, Ψ(t) 6= t, Ψ(0) = 0 and z(0) = 0 imply the good behavior
of z(t), i.e.
z(t) = t+O(t2),
as in lemma E.3. Indeed, if we take the derivative of the first condition, we
get Ψ˙ (Ψ(t)) Ψ˙(t) = 1. This implies
(
Ψ˙(0)
)2
= 1 (using the third condition),
hence Ψ˙(0) = ±1. The positive sign corresponds to the identity1 Ψ(t) = t
that we discard due to the second condition. The negative sign together
with Ψ(0) = 0 gives: Ψ(t) = −tΦ(t) with Φ(t) = 1 + O(t). Finally, from
z˙2(t) = Φ(t) = 1 +O(t) and z(0) = 0, we arrive at the expected conclusion:
z(t) = t+O(t2).
1The uniqueness of this solution can be seen from a simple symmetry argument with
respect to the diagonal in the (t,Ψ)-plane.
Appendix F
Proof of the generalized
Poincare´ lemma
We first provide an algorithm that recursively makes use of the standard
Poincare´ lemma for multiforms. In practice, this algorithm leads to a gen-
eralized Poincare´ lemma. It is presented for the specific case of the mixed
symmetry type tensors of section 3.2.2. In the second section, we give a more
abstract proof which is a mere adaptation of the one given in [78] for a more
general sequence of Young diagrams.
F.1 Inductive proof
The algorithm presented below is made of successive applications of the stan-
dard Poincare´ for multiforms. It provides a general recipe for computing any
generalized cohomology. In practice, the algorithm amounts to play with
Young diagram with some boxes filled by partial derivatives.
This algorithm can provide a proof of the generalized Poincare´ lemma,
which is recursive in several directions. First, there is an induction on the
number S of columns (For instance we start from the standard Poincare´
lemma). Second, in order to compute completely a cohomology group, we
use an induction on the number l of cells in the new column. This induction
in the case ofH
(n,l)
(∗)
(
Ω(2)(R
D)
)
corresponds to the first three subsections. The
plan of the proof for an arbitrary number of column S is given in subsection
F.1.4.
F.1.1 Generalized cohomology in Ω
(∗,1)
(2) (R
D)
We begin by providing a proof that the two cohomologies H
(n,1)
(1)
(
Ω(2)(R
D)
)
and H
(n,1)
(2)
(
Ω(2)(R
D)
)
are trivial for 0 < n < D, i.e. (1) that
d{i}
1 n+1
2
...
n
= 0 , i = 1, 2 (F.1.1)
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implies
1 n+1
2
...
n
=
1 ∂
2
...
∂
(F.1.2)
and (2) that
d{1,2}
1 n+1
2
...
n
= 0 (F.1.3)
implies
1 n+1
2
...
n
=
1 ∂
2
...
n
+
1 n+1
2
...
∂
. (F.1.4)
So far the notation introduced is self-explanatory. The numbers in the cells
are irrelevant, they just signal the length of columns. For later convenience
we review our following convention : whenever a Young diagram Y appears
with certain boxes filled in with partial derivatives ∂, one takes a field with
the representation of the Young diagram obtained by removing from Y all
the ∂-boxes, one differentiates this new field as many times as there are
derivatives in Y and then project the result on the Young symmetry of Y .
First cohomology group
For the two different possible values of i in (F.1.1) we have the two conditions
on the field (n, 1) :
•
1 n+1
...
n
∂
= 0 for i=1
and
•
1 n+1
∂...
n
= 0 for i=2.
The first condition is treated now : one considers the index of the second
column as a spectator, which yields
1
2
n+1
...
n
∂
≃
1
2
...
n
∂
⊗ n+1 = 0
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where the symbol ≃ means that there is an implicit projection using
Y on the right-hand-side in order to agree with the left-hand-side (in other
words the symbol ≃ replaces the expression = Y). One uses the Poincare´
Lemma on the first column and write (The decomposition of the tensor
product of irrep. of GL(D,R) into a direct sum of irrep. GL(D,R) is
obtained by following the general procedure given in [175], pp. 91-92.)
1 n+1
...
n
=
1
2
...
n−1
∂
⊗ n
≃ ∂ ⊗
( 1
2
...
n−1
⊗ n
)
(F.1.5)
In the second line, we have undone the manifest antisymmetrization
with the index carrying the partial derivative; we are more interested in the
symmetries of the tensor under the derivative.
Now we first perform the product in the bracket to obtain a sum of
different types of irreducible tensors. Then, we perform the product with the
partial derivative to get
1 n+1
...
n
≃
1 ∂
2
...
n−1
n
⊕
1 n
2
...
n−1
∂
⊕
1
2
...
n−1
n
∂
. (F.1.6)
The last term on the above equation (F.1.6) does not match the symmetry
of the left-hand-side, so it must vanish. Using the Poincare´ lemma, which is
applicable since one is not in top form degree (n < D), one gets
1
2
...
n
=
1
2
...
∂
. (F.1.7)
Substituting this result in the decomposition (F.1.6) yields
1 n+1
2
...
n−1
n
≃
1 ∂
2
...
n−1
∂
⊕
1 n
2
...
n−1
∂
−→
1 n
2
...
n−1
∂
(F.1.8)
where the arrow means that we performed a field redefinition. Thus, with-
out loss of generality, the right-hand-side can be assumed to contain a partial
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derivative in the first column. With this preliminary result, the second con-
dition expressed in (F.1.1),
d{2}
1 n+1
2
...
n
≡
1 n+1
∂2
...
n
= 0 (F.1.9)
gives
1 n
2 ∂
...
n−1
∂
= 0 . (F.1.10)
The Poincare´ lemma on the second column leads to
1 n
2
...
n−1
∂
≃ ∂ ⊗
1
2
...
n−1
n
≃
1
2
...
n−1
n
∂
⊕
1 ∂
2
...
n−1
n
. (F.1.11)
The first totally antisymmetric component vanishes since there is no compo-
nent with the same symmetry on the left-hand-side, implying that
1
2
...
n−1
n
=
1
2
...
n−1
∂
(F.1.12)
which in turn, inserted in (F.1.11), gives
1 n
2
...
n−1
∂
=
1 ∂
2
...
n−1
∂
. (F.1.13)
Substituting this result in (F.1.8) proves (F.1.2).
Second cohomology group
We now turn to the proof that (F.1.3) implies (F.1.4). The condition (F.1.3)
reads
1 n+1
2 ∂
...
n
∂
= 0 (F.1.14)
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whose type was already encountered in (F.1.10) above. We use our previous
result (F.1.13) and write
1 n+1
2
...
n
∂
=
1 ∂
2
...
n
∂
(F.1.15)
or
1 n+1
2
...
n
∂
−
1 ∂
2
...
n
∂
= 0 . (F.1.16)
This kind of equation also came before, in (F.1.1), when i=1. Then we are
able to write
1 n+1
2
...
n
−
1 ∂
2
...
n
=
1 n
2
...
∂
(F.1.17)
which is the analogue of (F.1.8). Equivalently,
1 n+1
2
...
n
=
1 ∂
2
...
n
+
1 n+1
2
...
∂
(F.1.18)
which is the desired result.
F.1.2 Generalized cohomology in Ω
(∗,∗)
(2) (R
D)
We extend the previous results to the cases where the Young diagrams have
two columns filled by an arbitrary number of cells. That is to say, we show
now that H
(∗,∗)
(∗) (Ω(2)(R
D)) ∼= 0. We will proceed by induction on the number
of boxes in the last (second) column: what we showed in the above subsection
constitutes the “stage zero” of our induction proof.
We leave for a moment the diagrammatic exposition. For an easier
understanding of the following propositions, we sketch in the subsection
F.1.3 a pictorial translation of the proof thatH
(n,l)
(1) (Ω2)
∼= 0 , 0 < l < n < D.
Induction hypothesis : We suppose that the following results are known :
d{1}µ(l1, l2) = 0 , 0 < l1 < D, 0 < l2 < ℓ < l1
⇒ µ(l1, l2) = d{1}ν(l1 − 1, l2) , (F.1.19)
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where the notation µ(l1, l2) indicates that µ ∈ Ω(l1,l2)(2) , similarly ν ∈ Ω(l1−1,l2)(2) .
The integer ℓ is fixed. Also, we suppose that one has the vanishing coho-
mologies
H
(l1,l2)
(1) (Ω(2)(R
D)) ∼= 0 , and (F.1.20)
H
(l1,l2)
(2) (Ω(2)(R
D)) ∼= 0 , (F.1.21)
for 0 < l1 < D and 0 < l2 < ℓ < l1.
Basically, the induction hypothesis is that one knows the cohomology of
d{1} and the generalized cohomology for all tensors with second column of
length strictly smaller than ℓ. Now we prove that we have similar results after
having put a new box in the second column, i.e. the second column can have a
length ℓ. In the induction hypothesis, 0 < l2 ≤ ℓ < l1 is therefore substituted
for 0 < l2 < ℓ < l1 everywhere. The case ℓ = l1 will be treated separately
along the same lines. This will prove inductively that H
(l1,l2)
(∗) (Ω(2)(R
D)) ∼= 0
for any (l1, l2) ∈ Y(2).
Before starting the proof and for later purposes, we introduce an order
relation in the space Ω(S) of irreducible tensors under GL(D,R) naturally
induced by the lexicographic order relation (??) for Y(S).
If α(l1, . . . , lS) and β(l
′
1, . . . , l
′
S′) belong to Ω
(l1,...,lS)
(S) and Ω
(l′1,...,l
′
S′
)
(S′) , respec-
tively, then
α(l1, . . . , lS)≪ β(l′1, . . . , l′S′) (F.1.22)
if and only if
lk = l
′
k , 1 ≤ k ≤ K , and
lK+1 ≤ l′K+1 , (F.1.23)
where K is an integer satisfying 1 ≤ K ≤ min(S, S ′). This lexicographical
ordering naturally induces a N-grading that we call the L−grading of Ω(S).
Turning back to our inductive proof, we first show the
Lemma F.1.
d{1}µ(l1, ℓ) = 0 , 0 < l1 < D, 0 < ℓ < l1 , (F.1.24)
implies that
µ(l1, ℓ) = d
{1}ν(l1 − 1, ℓ). (F.1.25)
Proof: Applying the Poincare´ lemma on equation (F.1.24), viewing the
second column as spectator, yields1 µ(l1, ℓ) ≃ d1νˆ(l1−1, ℓ), where νˆ(l1−
1, ℓ) ∈ Ωl1−1,ℓ[2] . Decomposing the right-hand-side (expressed in terms of
multiforms) into irrep. of GL(D,R) gives
µ(l1, ℓ) ≃ d{1}ν(l1 − 1, ℓ) + d{2}ν(l1, ℓ− 1) + d{1}ν(l1, ℓ− 1)
+d{2}ν(l1 + 1, ℓ− 2) + (. . .) , (F.1.26)
1We will use hated symbols to denote multiforms of Ω[S](R
D), while the unhated tensors
belong to Ω(S)(R
D).
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where the (. . .) denote tensors of higher L-grading. Because the third
and fourth terms do not belong to Ω
(l1,ℓ)
(2) , they must cancel :
d{1}ν(l1, ℓ− 1) + d{2}ν(l1 + 1, ℓ− 2) = 0 . (F.1.27)
Applying the operator d{2} to (F.1.27) gives d{1,2}ν(l1, ℓ− 1) = 0. The
induction hypothesis allow us to write ν(l1, ℓ − 1) = d{1}ν(l1 − 1, ℓ −
1)+ d{2}ν(l1, ℓ−2). Plugging back in the decomposition of µ(l1, ℓ), one
finds, after a redefinition of ν(l1− 1, ℓ), the result we were looking for :
µ(l1, ℓ) = d
{1}ν(l1 − 1, ℓ). (F.1.28)
The case ℓ = l1 comes in the same way. The equation
d{1}µ(l1, l1) = 0 , 0 < l1 < D (F.1.29)
gives, after using standard Poincare´ lemma, that µ(l1, l1) ≃ d1νˆ(l1 − 1, l1),
νˆ(l1 − 1, l1) ∈ Ωl1−1,l1[2] ≃ Ωl1,l1−1[2] . In terms of irrep. of GL(D,R), we get
µ(l1, l1) ≃ d{2}ν(l1, l1 − 1) + d{1}ν(l1, l1 − 1) + d{2}ν(l1 + 1, l1 − 2) + (. . .)
where (. . .) denote terms of higher L-grading. The sum of the second and
third terms must vanish, and applying d{2} gives d{1,2}ν(l1, l1 − 1) = 0. By
our hypothesis of induction we obtain ν(l1, l1 − 1) = d{1}ν(l1 − 1, l1 − 1) +
d{2}ν(l1, l1 − 2). Here, the result which emerges after substituting the above
equation in the decomposition of µ(l1, l1) and field redefinition, is
µ(l1, l1) = d
{1,2}ν(l1 − 1, l1 − 1). (F.1.30)
In other words, we got for free the
Proposition F.1. H
(l,l)
(1) (Ω(2)(R
D)) ∼= 0 , 0 < l < D.
Having the Lemma F.1 at our disposal, we now proceed to prove the
Proposition F.2. H
(l1,ℓ)
(1) (Ω(2)(R
D)) ∼= 0 , 0 < l1 < D, 0 < ℓ < l1 .
It states that the cocycle conditions
d{i}µ(l1, ℓ) = 0 , i ∈ {1, 2}, 0 < l1 < D, 0 < ℓ < l1 (F.1.31)
imply that
µ(l1, ℓ) = d
{1,2}ν(l1 − 1, ℓ− 1) . (F.1.32)
Proof: In the case i = 1, the conditions (F.1.31) give, using Lemma F.1,
that
µ(l1, ℓ) = d
{1}ν(l1 − 1, ℓ). (F.1.33)
Plugging this in the condition (F.1.31) for i = 2 yields
d{1,2}ν(l1 − 1, ℓ) = 0. (F.1.34)
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Using Poincare´ lemma on the second column, we have
d{1}ν(l1 − 1, ℓ) ≃ d1νˆ(l1 − 1, ℓ)
≃ d{2}ν(l1, ℓ− 1) + d{1}ν(l1, ℓ− 1)
+d{2}ν(l1 + 1, ℓ− 2) + (. . .) , (F.1.35)
where as before we used the branching rule for GL(D,R) and the (. . .)
correspond to terms of higher L-grading. The sum of the second and
third terms of the right-hand-side must vanish, so does the action of d{2}
on it. As a consequence, ν(l1, ℓ−1) = d{1}ν(l1−1, ℓ−1)+d{2}ν(l1, ℓ−2),
hence d{1}ν(l1 − 1, ℓ) = d{1,2}ν(l1 − 1, ℓ − 1). Injecting in (F.1.33) we
finally have
µ(l1, ℓ) = d
{1,2}ν(l1 − 1, ℓ− 1). (F.1.36)
which proves the proposition.
It still remains to show the following vanishing of cohomologies
Proposition F.3. H
(l1,ℓ)
(2) (Ω(2)(R
D)) ∼= 0 , 0 < l1 < D, 0 < ℓ < l1 .
Proof: Actually the cocycle condition was already encountered in
(F.1.34). We can then use the results already obtained in the proof
of the Theorem F.2 to write that the cocycle condition
d{1,2}µ(l1, ℓ) = 0 , 0 < l1 < D, 0 < ℓ ≤ l1 (F.1.37)
leads to d{1}µ(l1, ℓ) = d{1,2}µ(l1, ℓ − 1). Rewriting this equation as
d{1}[µ(l1, ℓ)− d{2}µ(l1, ℓ− 1)] = 0 and using the results of Lemma F.1
we obtain µ(l1, ℓ)− d{2}µ(l1, ℓ− 1) = d{1}µ(l1 − 1, ℓ), i.e.
µ(l1, ℓ) = d
{2}µ(l1, ℓ− 1) + d{1}µ(l1 − 1, ℓ). (F.1.38)
Had we started with the cocycle condition d{1,2}µ(l1, l1) = 0, 0 < l1 <
D, we would have found d{1}µ(l1, l1) = d{1,2}µ(l1, l1−1), then µ(l1, l1)−
d{2}µ(l1, l1 − 1) = d{1,2}µ(l1 − 1, l1 − 1), and after a field redefinition,
the result
µ(l1, l1) = d
{2}µ(l1, l1 − 1). (F.1.39)
which is the coboundary condition analogous to (F.1.38) in the case of
maximally filled tensors in Ω2(R
D).
Conclusions
Our inductive proof gave us the following results about the generalized co-
homologies of d{i}, i ∈ {1, 2}, in the space Ω(2) :
H
(l1,l2)
(∗) (Ω(2)(R
D)) ∼= 0 , ∀(l1, l2) ∈ Y(2). (F.1.40)
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F.1.3 Diagrammatically
The pictorial translation of the lemma F.1 reads
1
...
1
l
...
...
n
∂
= 0 ⇒
1
...
1
l
...
...
n
=
1
...
1
l
...
...
∂
. (F.1.41)
For practical purposes, we take l = 2 to show the lemma F.1 with Young
diagrams. Using standard Poincare´ Lemma, one has
1
2
...
n
∂
∗
∗
= 0 ⇒
1
2
...
n
∗
∗ ≃ ∂ ⊗
( 1
2
...
n−1
⊗ ∗∗
)
(F.1.42)
i.e.
1
2
...
n−1
n
∗
∗ ≃
1
2
...
n−1
∂
∗
∗ ⊕
1
2
...
n−1
∗
∗
∂ ⊕
1
2
...
n−1
∗
∂
∗
⊕
1
2
...
n−1
∗
∗
∂
⊕
1
2
...
n−1
∗
∗
∂
. (F.1.43)
The condition that the sum of the third and fourth terms of the right-hand-
side vanishes, implies due to the induction hypothesis, that the tensor coming
in the second term writes as
1
2
...
n−1
∗
∗
=
1
2
...
n−1
∂
∗
+
1
2
...
n−1
∗
∂
(F.1.44)
which, substituted into (F.1.43), gives
1
2
...
n−1
n
∗
∗ =
1
2
...
n−1
∂
∗
∗ . (F.1.45)
The lemma F.1 revealed crucial in proving H
(n,l)
(1) (Ω(2)(R
D)) ∼= 0.
The equation
d{1}α(n, l) = 0 (F.1.46)
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writes 1
...
1
l
...
...
n
∂
= 0 . (F.1.47)
Its solution is, as we just showed pictorially for l = 2,
1
...
1
l
...
...
n
=
1
...
1
l
...
...
∂
. (F.1.48)
Substituting in the second cocycle condition
d{2}α(n, l) = 0 (F.1.49)
yields
1
...
1
l
∂...
...
n−1
∂
= 0 . (F.1.50)
Applying the Poincare´ lemma on the second column, viewing the first one as
spectator, yields
1
...
1
l
...
...
n−1
∂
≃ ∂ ⊗
( 1
...
n
⊗
1
...
l−1
)
≃
1
...
1
l−1
∂...
...
n
⊕
1
...
1
l−1
...
...
n
∂
⊕
1
...
1
l−2
∂...
...
n
n+1
⊕ . . . (F.1.51)
where the dots in the above equation correspond to tensors of higher
order L-grading (whose first column has length greater or equal to n + 2).
The second and third terms must cancel because they don’t have the
symmetry of the left-hand-side. Applying d{2} on the sum of the second and
third term and using our hypothesis of reccurence, we obtain
1
...
1
l−1
l
...
n−1
∂
≃
1
...
1
l−1
∂
...
n−1
∂
. (F.1.52)
This, substituted back in (F.1.48), gives us the vanishing of H
(n,l)
(1) (Ω(2)(R
D))
for n 6= D, l 6= D and l 6= 0.
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F.1.4 Generalized Poincare´ lemma in Ω
(∗,...,∗)
(∗) (R
D)
Here comes the final inductive proof of
H
(∗,...,∗)
(∗) (Ω(∗)(R
D)) ∼= 0 , (F.1.53)
for diagrams obeying the assumption of the theorem 2, the generalized
Poincare´ lemma.
It is really proved if one has the following inductive progression:
Proposition F.4. Under the assumption that
H
(l1,...,lS−1,lS)
(k) (Ω(S)(R
D)) ∼= 0 (F.1.54)
∀(l1, . . . , lS−1) ∈ Y(S−1), ∀k ∈ {1, . . . , S}, and lS fixed such that 0 < lS < lS−1,
the following holds :
H
(l1,...,lS−1,lS+1)
(k) (Ω(S)(R
D)) ∼= 0, (F.1.55)
and
H
(l1,...,lS−1,lS ,1)
(l) (Ω(S+1)(R
D)) ∼= 0 , (F.1.56)
0 < l < S + 2.
More explicitely, if the next-coming statements are fulfilled :
d{I}µ(l1, . . . , lS−1, lS) = 0 ∀I ⊂ {1, 2, . . . , S} | # I = m
=⇒ µ(l1, . . . , lS−1, lS) =
∑
J d
{J}νJ
∀J ⊂ {1, 2, . . . , S} | # J = S+1−m and d{J}νJ ∈ Ω(l1,...,lS−1,lS)(S) (RD) ,
it can be showed that the ones below are also true :
• d{I}µ(l1, . . . , lS−1, lS + 1) = 0 ∀I ⊂ {1, 2, . . . , S} | # I = m
=⇒ µ(l1, . . . , lS−1, lS + 1) =
∑
J d
{J}νJ
∀J ⊂ {1, 2, . . . , S} | # J = S+1−m and d{J}νJ ∈ Ω(l1,...,lS−1,lS+1)(S) (RD)
and
• d{I}µ(l1, . . . , lS−1, lS, 1) = 0 ∀I ⊂ {1, 2, . . . , S, S + 1} | # I = m
=⇒ µ(l1, . . . , lS−1, lS, 1) =
∑
J d
{J}νJ
∀J ⊂ {1, . . . , S, S + 1} | # J = S+2−m and d{J}νJ ∈ Ω(l1,...,lS ,1)(S) (RD) .
Once this proposition is proved, H
(∗,...,∗)
(∗) (Ω(∗)(R
D)) ∼= 0 follows by induction.
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F.1.5 Plan of the proof of proposition F.4
The plan is a direct generalization of the one we used to prove that
H
(l1,l2)
(k) (Ω(2)(R
D)) ∼= 0, ∀(l1, l2) ∈ Y(2), l2 6= 0, 0 < k < 3. The strategy
is to start by proving the
Lemma F.2. Knowing that
dIµ(l1, . . . , lM , . . . , lS) = 0
∀I ⊂ {1, 2, . . . ,M} | # I = m, 0 < M < S + 1,
∀(l1, . . . , lS−1) ∈ Y (S−1) and lS fixed s.t. 0 < lS < lS−1
implies
µ(l1, . . . , lM , . . . , lS) =
∑
J d
JβJ
∀J ⊂ {1, 2, . . . ,M} | # J =M + 1−m, dJβJ ∈ Ω(l1,...,lS)(S) (RD),
then one has also that
dIµ(l1, . . . , lM , . . . , lS + 1) = 0
∀I ⊂ {1, 2, . . . ,M} | # I = m, 0 < M < S + 1
implies
µ(l1, . . . , lM , . . . , lS + 1) =
∑
J d
JαJ
∀J ⊂ {1, 2, . . . ,M} | # J = M + 1−m, dJαJ ∈ Ω(l1,...,lS+1)(S) (RD).
and that
dIµ(l1, . . . , lM , . . . , lS, 1) = 0
∀I ⊂ {1, 2, . . . ,M} | # I = m, 0 < M < S + 1
implies
µ(l1, . . . , lM , . . . , lS, 1) =
∑
J d
JαJ
∀J ⊂ {1, 2, . . . ,M} | # J = M + 1−m, dJαJ ∈ Ω(l1,...,lS ,1)(S+1) (RD).
Subsequently and with the help of lemma F.2, one shows the
Lemma F.3. Under proposition F.4’s assumptions, the following vanishing
of cohomology groups arises :
H
(l1,...,lS+1)
(S) (Ω(S)(R
D)) ∼= 0 ,
H
(l1,...,lS ,1)
(S+1) (Ω(S+1)(R
D)) ∼= 0 .
The proof of the proposition F.4 can directly be done using the three
previous lemma’s.
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F.2 Algebraic proof
To begin with, we state our hypothesis: we have a tensor α ∈ Ω(l1,...,lS)(S) (M) ⊂
Ωl1,...,lS[S] (M) such that
(
∏
i∈I
di)α = 0 ∀I ⊂ {1, 2, . . . , S} | #I = m (F.2.1)
with m ≤ S a fixed integer such that lS−m+1 6= 0. In other words, our
closure condition is weaker than the one of the generalized cohomology due
to proposition 3.5. Strictly speaking, we will not proof here the generalized
Poincare´ lemma, but only what is necessary for all practical purposes in
gauge theories.
The first step of this algebraic proof uses the second theorem of [78] which
we remind here in the
Lemma F.4. Let K be an arbitrary non-empty subset of {1, 2, . . . , S}. If
the multiform α ∈ Ω[S](M) is such that all form degrees are smaller than D
and
(
∏
i∈I
di)α = 0 ∀I ⊂ K |#I = m
with m a fixed integer ≤ #K, then
α = α(m−1) +
∑
J ⊂ K
#J = #K −m+ 1
(
∏
j∈J
dj)αJ
where α(m−1) is a polynomial multiform of degree ≤ m− 1, that is the coeffi-
cients are polynomial functions.
With the lemma F.4, we derive from (F.2.1) with K = {1, 2, . . . , S} that
α = α(m−1) +
∑
J ⊂ {1, 2, . . . , S}
#J = S −m+ 1
(
∏
j∈J
dj)αJ , (F.2.2)
where α(m−1) is a polynomial multiform of degree ≤ m − 1. In consequence
one might try to proof the theorem separately for α(m−1) and for the second
term in the right hand side. Therefore the proof decomposes in two: we
first show that if we project a multiform
∑
J(
∏
j∈J dj)αJ on the symmetry
of α we get (
∑
J d
J)-trivial terms, that is trivial according to the equivalence
relation (3.8.4). The second part of the proof amounts to show that α(m−1)
is trivial if its Young diagram is at least S−m− 1 columns long. These two
results will prove the theorem.
F.2.1 Young symmetrization
Let J be a subset of {1, 2, . . . , S} with S − m + 1 elements. A multiform
β ∈ Ωl1,...,lS[S] (M) which is equal to (
∏
j∈J dj)βJ is represented by a tensor
product of the form
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.........
⊗
. . .
⊗
......
∂
⊗
. . .
⊗
...
∂
⊗
. . .
⊗
...
Furthermore βJ has components with symmetry represented in terms of
Young diagrams as
.........
⊗
. . .
⊗
......
⊗
. . .
⊗
...
⊗
. . .
⊗
...
Thus the components of the multiform β transform in the tensor product
of the representation with the previous diagram (symmetry of βJ) and the
completely symmetric representation with S − m + 1 boxes (symmetry of
∂S−m+1)
.........
⊗
. . .
⊗
......
⊗
. . .
⊗
...
⊗
. . .
⊗
...
⊗
∂ . . . ∂
With this Young diagram, the S−m+1 antisymmetrizations with the partial
derivatives are no longer manifest.
Now one considers more specifically the multiform θJ ≡ (
∏
j∈J dj)αJ with
the same symmetry properties than α, i.e. θJ ∈ Ω(l1,...,lS)(S) (M). Thus in the
direct sum of representations obtained from the last tensor product, we must
only keep the ones associated with the Young diagram Y
(S)
(l1,...,lS)
. From the
lemma 3.4 we know that the only possible Young diagrams for αJ which gives
a non-vanishing contribution to θJ belongs the set of diagrams where one has
removed the last box in S −m+ 1 columns such that the final result is still
a well-defined Young diagram. The argument works for all J , hence the sum
on all possible J will also obey the rule given in theorem 2.
F.2.2 Trivial polynomial irreducible tensors
The present aim is to show that any polynomial tensor α(m−1) ∈
Ω
(l1,...,lS)
(S) (M), with at least S−m+1 columns and of degree of polynomiality
in xµ strictly smaller than m, is equal to a sum of dJβJ with #J = S−m+1
and βJ ∈ Ω(S)(M). To proof that, we will show (in a constructive way)
that this is true for any monomial tensor of degree strictly smaller than m
represented by the Young diagram Y
(S)
(l1,...,lS)
with lS−m+1 6= 0, which will end
the proof of the generalized Poincare´ lemma.
Comments on irreducible monomial tensor fields
Before entering into the core of the proof itself, we should get more familiar
with irreducible monomial tensor fields. Let us consider an arbitrary mono-
mial tensor fieldM (λ1,...,λS),nˆ ∈ Ω(λ1,...,λS)(S) (M) of degree of polynomiality equal
to n ≤ S which reads explicitly
M
(λ1,...,λS),nˆ
[µ11...µ
1
λ1
]...[µS1 ...µ
S
λS
]
=
1
n!
µ
(λ1,...,λS)⊗n
[µ11...µ
1
λ1
]...[µS1 ...µ
S
λS
] (ν1...νn)
xν1 . . . xνn , (F.2.3)
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where µ
(λ1,...,λS)⊗n
[µ11...µ
1
λ1
]...[µS1 ...µ
S
λS
] (ν1...νn)
∈ R. The formula (F.2.3) states that
any monomial tensor M (λ1,...,λS),nˆ is characterized by a constant tensor
µ(λ1,...,λS)⊗n, symmetric in n indices. Conversely, to any constant tensor sym-
metric in at least n indices, we can associate a monomial tensor.
If the Young diagram Y
(S)
(λ1,...,λS)
is pictured as
.........
. . .
. . .
......
. . .
. . .
...
then the constant tensor µ characterizing M (λ1,...,λS),nˆ is described by the
tensor product diagram Dˆ(λ1,...,λS)⊗n ≡ Y (S)(λ1,...,λS) ⊗ Yˆ Sn pictured as
.........
. . .
. . .
......
. . .
. . .
...
⊗ × . . . ×
where we used the notation according to which we fill by a cross symbol
× all the cells in the empty Young diagram D(λ1,...,λS)⊗n ≡ Y (S)(λ1,...,λS) ⊗ Y Sn
(associated to µ(λ1,...,λS)⊗n) that corresponds to indices contracted with a x
in M (λ1,...,λS),nˆ. This explains why the second factor in the tensor product is
a row of n cells, all filled by a cross. In the sequel, the hat will signify that
the diagram is filled with crosses according to the previous rule.
Notation: Let us denote the space of monomial tensor fields on M in the
irreducible representation associated with the Young diagram Y
(S)
(λ1,...,λS)
and
of degree n by Ω
(λ1,...,λS),nˆ
(S) (M). The space Ωˆ(λ1,...,λS)⊗n is defined as the space
of constant tensors in the tensor product representation Dˆ(λ1,...,λS)⊗n.
Mathematically speaking, the previous equation (F.2.3) defines a bijective
map
f : Ωˆ(λ1,...,λS)⊗n → Ω(λ1,...,λS),nˆ(S) (M) : µ(λ1,...,λS)⊗n →M (λ1,...,λS),nˆ . (F.2.4)
We can decompose the constant tensor µ(λ1,...,λS)⊗n ∈ Ωˆ(λ1,...,λS)⊗n ac-
cording to its irreducible representations under GL(D): µ(λ1,...,λS)⊗n =
µ(1),n + . . . + µ(r),n. This sum corresponds to the direct sum of Young di-
agram Dˆ(λ1,...,λS)⊗n = Yˆ(1),n ⊕ . . . ⊕ Yˆ(r),n using successively the branching
rule. But some µ(i),nˆ identically vanish. They are characterized by Young
diagrams Yˆ(i),n such that two cells containing a cross are present in the same
column. Let µJ be the constant tensors associated to the Young diagrams
Yˆ
(S+n)
J with J ⊂ {1, . . . , S + n} (#J=n) constructed according to the selec-
tion rule :
1. One starts from the Young diagram Y
(S)
(λ1,...,λS)
.
2. One adds n cells containing a cross to this diagram. At each step one can
put a cell either
- at the bottom of a column with no cross or
- in the first row, at the right of the diagram.
3. The result must be a well defined Young diagram.
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The set J encodes the column whose bottom cell contains a cross. The selec-
tion amounts to require that Y
(S)
(λ1,...,λS)
⋐ Yˆ
(S+n)
J . The previous construction
is nothing else than what is called the Pieri map in the mathematical litter-
ature.
The monomial tensor M Jˆ is equal to
M Jˆ[µ11...µ1λ1 ]...[µ
S
1 ...µ
S
λS
] =
1
n!
∑
J
(µJ[µ11...µ1ℓJ1
]...[µS1 ...µ
S
ℓJ
S
] (ν1...νn)
∏
j∈J
xµ
j
1 ) , (F.2.5)
where we introduce some
Notations: Let N be a natural number in N0. For any subset J ⊂
{1, . . . , N} we define the numbers ℓJj for any j ∈ {1, . . . , N} by
ℓJj ≡
{
λj if j 6∈ J ,
λj + 1 if j ∈ J . (F.2.6)
Let {Y (S+n)J } be the set of Young diagrams Y (S+n)J in the tensor product
D(λ1,...,λS)⊗n which are obtained from Y
(S)
(λ1,...,λS)
following the selection rule.
The space of the associated constant tensors µJ is denoted by ΩˆJ(S+n). There
is an implicit symmetrization in the constant tensor µJ due to the contraction
with the x’s. The space of monomial tensors M Jˆ is denoted by ΩJˆ(S)(M).
Since Ωˆ(λ1,...,λS)⊗n = ⊕JΩˆJ(S+n), we can define the restriction of the bijec-
tive map (F.2.4) to each irreducible invariant subspace
fJ : ΩˆJ(S+n) → ΩJˆ(S)(M) : µJ →M Jˆ . (F.2.7)
The partial derivative ∂α of the product of x’s is equal to
∂α(
∏
j∈J
xµ
j
) =
∑
i∈J
δµ
i
α (
∏
j∈J=J−{j}
xµ
j
) . (F.2.8)
The polynomial ∂M Jˆ is of course of degree n− 1. Due to the implicit sym-
metrization of µJ , the n terms obtained by the derivation of
∏
j∈J x
µj1 in
(F.2.5) are equal. This gives a factor n which implies that the constant
tensor characterizing ∂M Jˆ is exactly equal to µJ (with the appropriate sym-
metrization on the indices corresponding to cells containing a cross). In terms
of diagrams associated with µJ , the operation of differentiation becomes a
sum on the set of diagrams obtained by removing a cross in one cell of the
Young diagram of M Jˆ .
The operator
dI : Ω
(λ1,...,λS)
(S) (M)→ Ω
(ℓI1,...,ℓ
I
S)
(S) (M) (F.2.9)
with I ⊂ {1, . . . , S} (#I = m). Its action in the space of monomial tensor
fields defines a map
dI : ΩJˆ(S)(M)→ ΩKˆ(S)(M) (F.2.10)
with K = J − I (#K=n-m). It induces a map
δI : Ωˆ
J
(S+n) → ΩˆK(S+n−m) (F.2.11)
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such that fK is a morphism between the space of constant tensors in the
representation pictured by Yˆ
(S+n)
J and the space of polynomial tensors of
order n pictured by Y
(S)
J . Indeed, the following square commutes
ΩˆJ(S+n)
fJ //
δI

ΩJˆ(S)(M)
dI

ΩˆK(S+n−m)
fK // ΩKˆ(S)(M)
(F.2.12)
The Young diagram Yˆ
(S+n−m)
K is obtained by the superposition rule:
1 One superposes the Young diagram Yˆ
(S+n)
J with the Young diagram
Y˜
(S)
(ℓI1,...,ℓ
I
S)
characterizing dI .
2 One suppresses a cross in the superposed diagram if there is a partial
derivative in the same cell
3 The operator δI acts trivially if there exist a cell which contain a partial
derivative but no cross or if Y
(S)
(ℓI1,...,ℓ
I
S)
is not a subdiagram of Y
(S+n)
J .
Example: To fix the ideas, let us consider a specific example: µ ∈ Ωˆ(1,1)⊗2.
It belongs to the tensor product representation associated to
⊗ × ×
It decomposes into the sum µ = µ(1) + µ(2) + µ(3) + µ(4) where µ(1) ∈ Ωˆ(3,1)(2) ,
µ(2) ∈ Ωˆ(2,2)(2) , µ(3) ∈ Ωˆ(2,1,1)(2) , and µ(4) ∈ Ωˆ(1,1,1,1)(2) . Diagramatically, we have
×
×
⊗
× ×
⊗
×
× ⊗ × ×
We have f(µ(1)) ≡ 0 since the diagram of µ(1) has two cells containing a
cross which are present in the same column. Thus we have: f(µ) := M2 =
M
{1,2}
2 +M
{1,3}
2 +M
{3,4}
2 . This follows effectively the selection rule. Let us
now take a look at d{1}M2 where the action of d{1} := d is represented by the
diagram
∂
In that case, dM
{3,4}
2 ≡ 0. For dM2 = f(δµ), the constant tensor δµ falls
into the representation
×
⊗ ×
The result follows the superposition rules.
With the help of the following lemma, we get closer to the complete proof
of theorem 2.
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Lemma F.5. Let Y˜
(S)
(ℓI1,...,ℓ
I
S)
be the Young diagram representing the map dI :
ΩJˆ(M) → ΩKˆ(M). The corresponding map δI : ΩJ → ΩK provides an
isomorphism between ΩJ and ΩK if and only if
• Y (S)
(ℓI1,...,ℓ
I
S)
is a subdiagram of Y
(S+n)
J and
• Any box in Y˜I containing a partial derivative corresponds to a box con-
taining a cross in Yˆ
(S+n)
J .
Among other things, the map δI is surjective, which will be extremely
useful in the sequel. The proof of the lemma F.5 amounts to notice that δq
(i) satisfies the assumptions of the Schur lemma and (ii) acts non trivially
on ΩJ .
End of the algebraic proof
After all these preliminaries, let us come back to our initial aim. We now want
to show that any monomial tensor Mp,nˆ ∈ Ω(λ1,...,λS),nˆ(S) (M) of polynomiality
degree n ≤ m − 1 which is represented by a Young diagram Y (S)(l1,...,lS) with
lS−m+1 6= 0 can be represented as a direct sum of Young diagrams constructed
by putting a partial derivative in the last cell of S−m+1 columns of Y (S)(l1,...,lS).
To start with, we know that the maps fJ are bijective, so let µJ ∈
Ωˆ(λ1,...,λS)⊗n be the inverse image of the monomial tensor M Jˆ ∈ ΩJˆ(S)(M)
by fJ , i.e. M Jˆ = fJ(µ(l1,...,lS)⊗n). These corresponding Young diagrams
obeys the assumption of the following lemma which makes a link between
the coefficients of M (l1,...,lS),nˆ and the coefficients of a potential inverse image
by dI with #I = S −m+ 1.
Lemma F.6. Let
- Y
(S)
(ℓ1,...,ℓS)
be a Young diagram with at least S−m+1 columns (ℓS+m−1 6= 0).
- I be a subset of {1, . . . , S} with #I = S −m+ 1.
- Y
(S)
(λI1,...,λ
I
S)
be a Young diagram constructed from the Young diagram Y
(S)
(ℓ1,...,ℓS)
by removing a cell in S −m + 1 distinct columns characterized by the
elements of I.
- Y˜ I(ℓ1,...,ℓS) be the Young diagram associated to Y
(S)
(λI1,...,λ
I
S
)
by replacing the S−
m + 1 removed boxes from Y
(S)
(ℓ1,...,ℓS)
with boxes containing a partial
derivative symbol.
- n be an integer obeying n ≤ m− 1 ≤ S.
- Dˆ(ℓ1,...,ℓS)⊗n = ⊕J Yˆ (S+n)J be the decomposition of Dˆ(ℓ1,...,ℓS)⊗n following the
selection rule.
- Dˆ(λI1,...,λIS)⊗(S+n−m+1) = ⊕K Yˆ
(2S+1+n−m)
I,K be the decomposition of
Dˆ(λI1,...,λIS)⊗n following the selection rule (one adds S + n−m+ 1 filled
cells to Y
(S)
(λI1,...,λ
I
S)
).
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First of all, we have {Yˆ (S+n)J } ⊂ {Yˆ (2S+1+n−m)I,K }. Secondly, the diagram
Y˜ I(ℓ1,...,ℓS) defines an application
dI : ΩJˆ(S)(M)→ Ω(ℓ1,...,ℓS)(S) (M) .
Finally, for all J there always exists an I and a K such that, following the
superposition rule, the operator dS−m+1J sends Yˆ
(2S+1+n−m)
I,K on Yˆ
(S+n)
J .
Proof: For any empty Young diagram Yˆ
(S+n)
J there exists a K and an I
such that Yˆ
(S+n)
J = Yˆ
(2S+n−m+1)
I,K since the boxes removed to Y
(S)
(ℓ1,...,ℓS)
by constructing Y
(S)
(λI1,...,λ
I
S)
are given back in one of the diagram of
Dˆ(λI1,...,λIS)⊗(S+n−m+1) due to the selection rule. The second point is
trivial from the definition of Y˜ I(ℓ1,...,ℓS). The final point of the lemma
F.6 can be understood from the proof of the first point, working with
hatted tensors this time. We understand from the superposition rule
that the removed boxes correspond to boxes with partial derivatives
in Y˜ I(ℓ1,...,ℓS) while all boxes given back by the selection rule obviously
contain a hat.
To end up, we deduce from lemmas F.5 and F.6 that, for any given
constant tensor µJ , we have a constant tensor νI,KJ ∈ ΩˆI,K(2S+1+n−m) such that
µJ = δI(ν
I,K
J ). If we take µ
J to be the inverse image of M Jˆ , then we have,
putting everything together,
dI
(
f(νI,KJ )
)
= (dI ◦ fK)(νI,KJ )
= (fJ ◦ δI)(νI,KJ )
= fJ(µJ) = M Jˆ
where we used at the second line that the square (F.2.12) commutes. In
conclusion we have succeeded to proof that any monomial irreducible tensor
field of degree n ≤ m−1 with at least S−m+1 columns is trivial according to
the equivalence relation (3.8.4). Therefore this is also true for any polynomial
tensor of degree n ≤ m− 1 with at least S −m+ 1 columns.
Appendix G
Proof of the no-go theorem
G.1 Cohomology of γ
The following lemma completely gives H(γ).
Lemma G.1. The cohomology of γ is given by,
H(γ,A) = I ⊗ V. (G.1.1)
Here, the algebra I is the algebra of the local forms with coefficients that
depend only on the variables FAijk, the antifields φ
∗
M , and all their partial
derivatives up to a finite order (“gauge-invariant” local forms). These vari-
ables are collectively denoted by χ. The algebra V is the polynomial algebra
in the ghosts ηA of ghost number two and their time derivatives.
Proof: The generators of A can be grouped in three sets:
T = {ti} = {∂µ1...µkFAijk, ∂µ1...µkφ∗M , ηA(l), dxµ} (G.1.2)
U = {uα} = {∂(i1...ikA
A(l)
[i)2j]1
, ∂(i1...ik−1C
A(l)
ik)
} (G.1.3)
V = {vα} = {∂i1...ik∂[iC
A(l)
j] , ∂i1...ikη
A(l)} (G.1.4)
(k, l = 0, · · ·) where [ ] and ( ) mean respectively antisymmetrization
and symmetrization; the subscript indicates the order in which the
operations are made.
The differential γ acts on these three sets in the following way
γT = 0, γU = V, γV = 0. (G.1.5)
The elements of U and V are in a one-to-one correspondence and are
linearly independent with respect to each other, so they constitute a
manifestly contractible part of the algebra and can thus be removed
from the cohomology.
No element in the algebra of generated by T is trivial in the coho-
mology of γ, except 0. Indeed, let us assume the existence of a local
form F (ti) 6= 0 which is γ-exact, then
F (ti) = γG(ti, uα, vα) = vα
∂LG
∂uα
(ti, uα, vα). (G.1.6)
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But this implies that
F (ti) = F (ti) |vα=0= 0, (G.1.7)
as announced.
Note that contrary to what happens in the non-chiral case, the temporal
derivatives of the ghosts ηA are non-trivial in cohomology. There is thus an
infinite number of generators in ghost number two for H(γ), namely, all the
ηA(l)’s. In contrast, in the non-chiral case, one has ∂0η
A = γCA0 and so ∂0η
A
(and all the subsequent derivatives) are γ-exact. In the chiral case, there is
no CA0 .
Let{ωI} be a basis of the vector space V of polynomials in the variables
ηA and all their time derivatives. Theorem G.1.1 tells us that
γα = 0, α ∈ A ⇔ α =
∑
I
PI(χ)ωI + γβ. (G.1.8)
Furthermore, because ωI is a basis of V∑
I
PI(χ)ω
I = γβ ⇒ PI(χ) = 0. (G.1.9)
It will be useful in the sequel to choose a special basis {ωI}. The vector
space V of polynomials in the ghosts ηA and their time derivatives splits as
the direct sum V 2k of vector spaces with definite pure ghost number 2k. The
space V 0 is one-dimensional and given by the constants. We may choose
1 as basis vector for V 0, so let us turn to the less trivial spaces V 2k with
k 6= 0. These spaces are themselves the direct sums of finite dimensional
vector spaces V 2kr containing the polynomials with exactly r time derivatives
of the η’s (e.g., ∂0η
A ∂00η
B is in V 43 ). The following lemma provides a basis
of V 2k for k 6= 0:
Lemma G.2. Let V 2k be the vector space of polynomials in the variables
ηA(l) with fixed pure ghost number 2k 6= 0. V 2k is the direct sum
V 2k = V 2k0 ⊕ V 2k1 ⊕ . . . , (G.1.10)
where V 2km is the subspace of V
2k containing the polynomials with exactly m
derivatives of ηA. One has dimV 2km ≤ dimV 2km+1. There exist a basis of V 2km
{ωIm(m) : Im = 1, . . . , qm; m = 0, . . .}, (G.1.11)
which fulfills
ωIm(m) = ∂0ω
Im
(m−1) (Im = 1, . . . , qm−1). (G.1.12)
In other words, the first qm−1 basis vectors of V 2km are directly constructed
from the basis vectors of V 2km−1 by taking their time derivative ∂0.
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Proof: We will prove the lemma by induction. For m = 0, take an
arbitrary basis of V 2k0 (space of polynomials in the undifferentiated
ghosts ηA of degree k). Assume now that a basis with the required
properties exists up to order m − 1. Let {ωI(m−1); I = 0, . . . , qm−1} be
a basis with those properties for V 2km−1. We want to prove that it is
possible to construct a basis of V 2km where the first qm−1 basis vectors
are the time derivatives of the basis vectors of V 2km−1. We only have
to show that the ∂0ω
I
(m−1) are linearly independent (because they can
always be completed to form a basis of V 2km ). In other words, we must
prove that
qm−1∑
I=1
λI∂0ω
I
(m−1) = ∂0(
qm−1∑
I=1
λIω
I
(m−1)) = 0 (G.1.13)
implies λI = 0. But (G.1.13) is equivalent to
qm−1∑
I=1
λIω
I
(m−1) = K, (G.1.14)
where K is a constant (algebraic Poincare´ lemma in form degree 0). K
must be equal to zero because we are in pure ghost number 6= 0. By
hypothesis, the ωI(m−1) are linearly independent, hence the λI must be
all equal to zero, which ends the proof.
G.2 Cohomology of γ modulo d at positive
antighost number
Let be ap a local p-form of antighost number k 6= 0 fulfilling
γap + dbp−1 = 0. (G.2.1)
We want to show that if we add to ap an adequate d-trivial term, the equation
(G.2.1) reduces to γap = 0.
From (G.2.1), using the algebraic Poincare´ lemma and the fact that γ is
nilpotent and anticommute with d, we can derive the descent equations
γap + dbp−1 = 0 (G.2.2)
γbp−1 + dcp−2 = 0 (G.2.3)
...
γeq+1 + df q = 0 (G.2.4)
γf q = 0, (G.2.5)
Indeed, the fact that the antighost number is strictly positive eliminates the
constants. [E.g., from (G.2.1), one derives dγbp−1 = 0 and thus γbp−1 +
dcp−2 = constant, but the constant must vanish since it must have strictly
positive antighost number.] We suppose q < p, since otherwise γap = 0,
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which is the result we want to prove. The equation (G.2.5) tells us that f q
is a cocycle of γ. It must be non-trivial in Hq(γ) because if f q = γgq, then
(G.2.4) becomes γ(eq+1 − dgq) = 0. The redefinition e′q+1 = eq+1 − dgq does
not affect the descent equation before (G.2.4), which means that the descent
stops one step earlier, at q − 1.
Using lemma G.1.1, we deduce from (G.2.5) that
f q =
∑
m,Im
[P˜
(m)
Im
(χ) + dx0Q˜
(m)
Im
(χ)]ωIm(m), (G.2.6)
where P˜
(m)
Im
and Q˜
(m)
Im
are local spatial forms of respective degree q and q −
1. We take the basis elements ωIm(m) to fulfill the conditions of lemma G.2.
Differentiating (G.2.6), we find
df q =
∑
m,Im
{d˜P˜ (m)Im ωIm(m) + γ(P˜ (m)Im ωˆIm(m))
+dx0[(∂0P˜
(m)
Im
− d˜Q˜(m)Im )ωIm(m) + P˜ (m)Im ∂0ωIm(m)]}. (G.2.7)
The local function ωˆIm(m) is defined by d˜ω
Im
(m) = γωˆ
Im
(m) ( and exists thanks to
equation (7.3.13)).
Now, we will show that the component P˜
(m)
Im
can be eliminated from f q by
a trivial redefinition of f q. In order to satisfy (G.2.4), the term independent
of dx0 and the coefficient of the term linear in dx0 in (G.2.7) must separately
be γ-exact. The second condition gives explicitly∑
m,Im
[(∂0P˜
(m)
Im
− d˜Q˜(m)Im )ωIm(m) + P˜ (m)Im ∂0ωIm(m)] = γβ, (G.2.8)
To analyze precisely this equation, we define a degree T by
T (χ) = 0, T (ηA(m)) = m. (G.2.9)
In fact, T simply counts the number of time derivative of ηA. We can decom-
pose (G.2.8) according to the degree T . Let p be the highest degree occurring
in f q. Then, the highest degree occurring in (G.2.8) is p + 1 and we must
have
qp∑
I=1
P˜
(p)
I ∂0ω
I
(p) = γβp+1. (G.2.10)
From the proof of the lemma G.2, we find that
P˜
(p)
I = 0 (I = 1, . . . , qp) (G.2.11)
because the ∂0ω
I
(p) are linearly independent. In T -degree p, (G.2.8) gives then
γβp = −
qp∑
I=1
d˜Q˜
(p)
I ω
I
(p) +
qp−1∑
I=1
P˜
(p−1)
I ∂0ω
I
(p−1) (G.2.12)
=
qp−1∑
I=1
(P˜
(p−1)
I − d˜Q˜(p)I )ωI(p) −
qp∑
I=qp−1+1
d˜Q˜
(p)
I ω
I
(p), (G.2.13)
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where we have used the property (G.1.12) of the basis {ωI}. This implies
that
P˜
(p−1)
I = d˜Q˜
(p)
I (I = 1, . . . , qp−1) (G.2.14)
Inserting this equation in (G.2.6), we find that P˜
(p−1)
I can be removed from f
q
by eliminating a trivial cocycle of γ modulo d and redefining Q˜
(p−1)
I . It only
affects eq+1 by a d-exact term. Next, the equation (G.2.8) at T -degree p− 1
shows that P˜
(p−2)
I is also d˜-exact and can thus also be removed. Proceeding
in the same way until the order 1 in T , we have proved that all the P˜
(m)
I can
be eliminated from f q.
Looking back at (G.2.8) and taking into account that P˜
(m)
Im
can be set
equal to zero by the above argument, we find that
d˜Q˜
(m)
Im
= 0. (G.2.15)
Now, we must use the invariant Poincare´ lemma (invariant means in the
algebra I of gauge-invariant forms) stating that
Lemma G.3. Let be P˜ (χ) a local spatial form of degree q < 5, then
d˜P˜ (χ) = 0⇒ P˜ (χ) = R˜(FA(l)) + d˜Q˜(χ), (G.2.16)
where R˜(FA(l)) is a polynomial in the curvature forms FA = 1
6
FAijkdx
idxjdxk
and all their time derivatives (with coefficients that may involve dxk, which
takes care of the constant forms).
Proof: The set of the generators of the algebra I is
{χ} = {∂i1...ikF
A(l)
ijk , ∂i1...ikφ
∗(l)
M , η
A(l), dxµ} (G.2.17)
The 1-form dx0 is not present in our problem since P˜ is a spatial local
form (it only involves dxk). Considering l and A as only one label (call
it α) and forgetting about dx0, the set (G.2.17) is the same as the corre-
sponding set of generators of the algebra I(≡ H(γ) in pureghost num-
ber 0) for a system of spatial two-forms {Aαij ≡ AAij, ∂0AAij , ∂00AAij , · · ·}
in 5 dimensions. Consequently, we can simply use the results proved in
[25, 160] for a system of p-forms in any dimension.
We assumed before that f q is of degree q < 6, hence Q˜I is of degree < 5.
Thus, (G.2.15) implies
Q˜
(m)
Im
= d˜R˜
(m)
Im
, (G.2.18)
where R˜
(m)
Im
is a spatial form which only depends on the variables χ. There
is no exterior polynomial in the curvatures in Q˜
(m)
Im
because Q˜
(m)
Im
has strictly
positive antighost number. We can therefore conclude that f q is trivial in
Hq(γ | d) and can be eliminated by redefining eq+1. The true bottom is then
one step higher. We can proceed in the same way until we arrive at γa
′p = 0
with a
′p = ap + dgp−1. This can be translated into the following lemma
Lemma G.4. Let be a local form a of antighost number 6= 0 fulfilling γa +
db = 0. There exists a local form c such as a′ := a+ dc satisfies γa′ = 0.
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G.3 Cohomology of γ modulo d at zero
antighost number
Now, we want to study H6,0(γ | d) in pureghost number 0. Let be a(6,0) ∈
A of form degree 6, of antighost and pureghost number 0, and fulfilling
γa(6,0) + da(5,1) = 0. If a(5,1) is trivial γ modulo d, this equation reduces to
γa(6,0) + db(5,0) = 0, which gives a(6,0) = f(∂µ1...µkF
A
ijk)d
6x plus a term trivial
in the cohomology of γ modulo d.
Otherwise, we can derive the non trivial descent equations
γa(6,0) + da(5,1) = 0 (G.3.1)
γa(5,1) + da(4,2) = 0 (G.3.2)
...
γa(7−g,g−1) + da(6−g,g) = 0 (G.3.3)
γa(6−g,g) = 0, (G.3.4)
because pureghost(γa(6−i,i)) > 0 eliminates the constants. If a(6−g,g) is trivial
γ modulo d, the bottom is really one step higher.
Eq. (G.3.4) implies that
a(6−g,g) =
∑
I
(P˜ 6−gI (χ) + dx
0Q˜5−gI (χ))ω
I + γb(6−g,g−1), (G.3.5)
where P˜ 6−gI and Q˜
5−g
I are local spatial forms, the superscript giving the form
degree. Because the pureghost number of η is two, a(6−g,g) is non trivial only
for g even. So, three cases are of interest: g = 0, 2, 4.
The case g = 0 corresponds to γa(6,0) = 0 and has been already studied
so let us assume g > 0. The equations (G.3.3) and (G.3.5) imply together∑
I
(∂0P˜
6−g
I − d˜Q˜5−gI )ωI +
∑
I
P˜ 6−gI ∂0ω
I = γβ. (G.3.6)
Repeating the same analysis as for the equation (G.2.8), we arrive at the
conclusion that P˜ 6−gI is trivial in the invariant cohomology of d˜ (or vanishes)
and can thus be removed from a(6−g,g) by the addition of trivial terms in the
cohomology of γ modulo d and a redefinition of Q˜5−gI . The case g = 6 is
then eliminated because in that case Q˜5−gI is not present at all. Hence, there
remains only two cases to examine: g = 2 and g = 4.
Once P˜ 6−gI is removed, the equation (G.3.6) gives d˜Q˜
5−g
I = 0. Using the
invariant Poincare´ lemma, we find Q˜5−gI = R˜
5−g
I (F
A(l))+ d˜S˜
(4−g,g)
I (χ). Hence,
the form of the bottom is
a(6−g,g) = dx0
∑
I
R˜5−gI (F
A(l))ωI + γb(6−g,g−1) + dc(5−g,g). (G.3.7)
But FA(l) is of form degree 3, thus if g = 4, R˜5−gI must be a constant spatial
1-form. In that instance, the ωI must be quadratic in the ghosts ηA(l). The
lift of such a bottom is obstructed (i.e., leads to no a6,0) unless it is trivial
(see [25, 26, 27, 28, 160]), so that the case g = 4 need not be considered. [In
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the algebra of x-dependent local forms, the argument is simpler: the bottom
is always trivial and removable since it involves a constant 1-form, which is
trivial.]
It only remains to examine the case g = 2. R˜ must then be a 3-form. One
can take R˜ linear in FA(l). In that case, the lift gives Chern-Simons terms,
which are linear combinations of dx0FA(l)AB(m), with AB(m) = 1
2
A
B(m)
ij dx
idxj .
Or one can take R˜ to be a constant 3-form. The corresponding deformation
is linear in the 2-form AA(l) with coefficients that are constant forms. This
second possibility is not SO(5) invariant and leads to equations of motion
that are not Lorentz invariant. It will not be considered further.
Dropping the latter possibility, all these results can be summarized in the
Proposition G.1. The non trivial elements of H6,00 (γ | d,A) are of two
types: (i) those that descend trivially; they are of the form f(∂µ1...µkB
A
ij)d
6x;
(ii) those that descend non trivially; they are linear combinations of the
Chern-Simons terms ∂l0B
Aij∂m0 A
B
ijd
6x.
Note that the kinetic term in the free action is precisely of the Chern-
Simons type (with l = 0 and m = 1).
G.4 Invariant cohomology of δ modulo d˜ in
even antifield number
To pursue the analysis, we need some results on the cohomology of the
Koszul-Tate differential δ as well as on its mod-d and mod-d˜ cohomologies.
We can rewrite the action of the Koszul-Tate differential in the following
way
δA
A(l)
ij = δC
A(l)
i = δη
A(l) = 0, (G.4.1)
δA∗A(l)ij = 2∂kFA(l)kij − ǫijklm∂kAA(l+1)lm , (G.4.2)
δC∗A(l)i = ∂jA∗A(l)ij , (G.4.3)
δη∗A(l) = ∂iC∗A(l)i. (G.4.4)
If we regard A and l as only one label, these equations corresponds to an
infinite number of coupled non-chiral 2-forms in 5 dimensions.
It is useful to introduce a degree N defined as
N(Φ∗M ) = 1, N(Φ
M ) = 0, (G.4.5)
N(∂k) = 1, N(∂0) = 0 (G.4.6)
N(dxµ) = 0. (G.4.7)
N counts the number of spatial derivatives as well as the antifields (with equal
weight given to each). According to this degree, δ decomposes as δ0+δ1. The
differential δ1 acts exactly in the same way as the Koszul-Tate differential for
a system of free 2-forms in 5 dimensions.
We are now able to prove the
Lemma G.5. Hi(δ,A) = 0 for i > 0, where i is the antighost number, i.e,
the cohomology of δ is empty in antighost number strictly greater than zero.
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Proof: From [25, 160], we know that Hi(δ1) = 0. Let be a ∈ A a δ-closed
local function of antighost number i > 0. We decompose a according
to the degree N
a = a1 + . . .+ am. (G.4.8)
The expansion stops because a is polynomial in the antifields and the
derivatives. Furthermore, a0 = 0 because antigh(a) = i > 0. The
equation δa = 0 gives in N -degree m + 1: δ1am = 0. But Hi(δ1) = 0,
hence am = δ1bm−1. We can define an a′ as being
a′ = a− δbm−1 = a1 + . . .+ am−2 + a′m−1, (G.4.9)
with a′m−1 = am−1 − δ0bm−1. We can proceed in the same way as
before with a′, whose component of higher N -degree is of degree less
than m. We will then find a new a′ of highest degree less than m− 1,
and so on, each time lowering the N -degree. After a finite number of
steps, we arrive at a
′
= a
′
1 = a − δb. Then, δa = 0 implies δ1a′1 = 0.
Hence, a′1 = δ1b0 = δb0 because δ0Φ
M = 0. In conclusion a = δb, with
b = b0 + . . .+ bm−1.
Of course, this lemma is really a consequence of general known results
on the cohomology of the Koszul-Tate differential. It simply confirms, in a
sense, that we have correctly taken into account all gauge symmetries and
reducibility identities in constructing the antifield spectrum.
The cohomological space H5,invk (δ | d˜) is defined as H5k(δ | d˜, A˜ ∩ I) and
is called the local, spatial, invariant Koszul-Tate cohomology since we work
in the space of local spatial forms that belongs to I, i.e. that are invariant.
We want to compute it for k even and 6= 0. To do this, we will proceed as in
the proof of lemma G.5. We first prove the requested result for δ1; we then
use “cohomological perturbation” techniques to extend the result to δ.
Lemma G.6. For k = 2, 4, 6, . . .
H5,invk (δ1 | d˜) = 0. (G.4.10)
Again, this result is simply a particular case of more general results, which
were previously known, but for completeness, we prove it here.
Proof: Firstly, the theorem 9.1 of [165] says that for a linear gauge theory
of reducibility order p in n dimensions Hnk (δ | d) = 0 for k > p + 2.
A system of Abelian spatial 2-forms in 5 dimensions is a linear gauge
theory of reducibility order 1 (see subsection 2.4.6), thus, we can state
that H5k(δ1 | d˜) = 0 for k > 3.
Secondly, the theorem 7.4 of [25] gives here : H52 (δ1 | d˜) = 0.
Finally, the theorem 10.1 of [25] says that for a system of space-time
p-form gauge fields of the same degree Hnk (δ | d) ∼= Hn,invk (δ | d) for
k > 0. For the system under consideration here, this can be translated
into: H5k(δ1 | d˜) ∼= H5,invk (δ1 | d˜) for k > 0. Putting all these results
together completes the proof.
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Let be a5(χ) a local spatial 5-form in I of strictly positive and even antighost
number, satisfying
δa5(χ) + d˜b4(χ) = 0. (G.4.11)
We can decompose a5 and b4 according to the degree N
a5 = a51 + . . .+ a
5
n, (G.4.12)
b4 = b41 + . . .+ b
4
m. (G.4.13)
a50 = 0 and b
4
0 = 0 because a
5 and b4 are of antighost number > 0. We can
always suppose m ≤ n because if m > n, (G.4.11) gives in N -degree m+ 1:
d˜b4m = 0. Using the invariant Poincare´ lemma, this yields b
4
m = d˜c
3
m−1.
Hence, b4m only contributes to b
4 by a d˜-trivial term which can be eliminated.
Proceeding in the same way until m = n, we arrive at the equation
δ1a
5
n(χ) + d˜b
4
n(χ) = 0. (G.4.14)
It has already been noticed above that the algebra I without dependence
on dx0 is the same as for a system of spatial 2-forms. We can thus use the
lemma G.6 in (G.4.14) to find that
a5n(χ) = δ1e
5
n−1(χ) + d˜f
4
n−1(χ). (G.4.15)
Therefore, a
′5 = a5−δe5n−1− d˜f 4n−1 satisfies the same properties as a5, except
that its component of highest N -degree is of degree < D. We can now apply
the same reasoning as before to a
′5, and so on, until we arrive at
a
′5 = a
′5
1 = a
5 − δ(
n−1∑
i=1
e5i )− d˜(
n−1∑
i=1
f 4i ) (G.4.16)
This leads to
a
′5
1 = δ1e
5
0(χ) + d˜f
4
0 (χ). (G.4.17)
But δ1e
5
0 = δe
5
0 because δ0Φ
M = 0. Eventually, we have a5 = δe5(χ)+ d˜f 4(χ),
with e5 =
n−1∑
i=0
e5i and f
4 =
n−1∑
i=0
f 4i . This gives the awaited lemma:
Lemma G.7. For k = 2, 4, . . .
H5,invk (δ | d˜) = 0. (G.4.18)
G.5 Decomposition of the Wess-Zumino
equation
We now have all the necessary tools to solve the Wess-Zumino consistency
condition that controls the consistent deformations (to first-order) of the
action,
sa6 + db5 = 0, (G.5.1)
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where a6 and b5 are local forms of respective form degrees 6 and 5, and
ghost number 0 and 1. These forms are defined up to the following allowed
redefinitions
a6 → a6 + sf 6 + dg5 (G.5.2)
b5 → b5 + sg5 + dh4, (G.5.3)
which preserve (G.5.1). We can decompose a6 and b5 according to antighost
number, which gives
a6 = a60 + . . .+ a
6
k, (G.5.4)
b5 = b50 + . . .+ b
5
q , (G.5.5)
with a6k 6= 0.
We suppose k > 0 and we will show that a6k can be eliminated if we
redefine a6 in an appropriate way. In antighost number k, the equation
(G.5.1) just reads
γa6k + db
5
k = 0. (G.5.6)
We can always assume k ≥ q because if q > k, the equation (G.5.1) gives in
highest antighost number db5q = 0. Using the algebraic Poincare´ lemma, we
find that b5q = dc
4
q. Hence, we can remove the component b
5
q up to a d-trivial
redefinition of b5.
From the lemmas G.1.1 and G.4, we know that Eq. (G.5.6) implies
a6k =
∑
I
PI(χ)ω
I + γf 6k + dg
5
k. (G.5.7)
The γ modulo d trivial part of a6k can be eliminated by redefining a
6 in the
following way
a6 → a6 − sf 6k − dg5k. (G.5.8)
We notice thatH6,0k (γ) is non trivial only in even antighost number k (because
η is of pureghost number 2). This implies that we can assume k to be even.
The Wess-Zumino consistency condition in antighost number k − 1 is
γa6k−1 + δa
6
k + db
5
k−1 = 0. (G.5.9)
The term b5k−1 is invariant because (G.5.9) implies d(γb
5
k−1) = 0. Therefore,
the algebraic Poincare´ lemma gives γb5k−1 + dc
4
k−1 = 0 because k > 1.
From the lemma G.4 we know that we can suppose γb5k−1 = 0 without
affecting a6. Furthermore, if b5k−1 = γc
5
k−1 we can eliminate b
5
k−1 by redefining
b5 in the following way: b5 → b5 − sc5k−1, which does not modify a6k.
Therefore, we can assume
a6k =
∑
I
dx0P˜ 5I ω
I , (G.5.10)
b5k−1 =
∑
I
(Q˜5I + dx
0R˜4I)ω
I . (G.5.11)
The P˜ 5I , Q˜
5
I , and R˜
4
I are local spatial forms belonging to I.
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Inserting (G.5.10) and (G.5.11) in (G.5.9), we find
γa6k−1 =
∑
I
{−d˜Q˜5IωI − γ[(Q˜5I + dx0R˜4I)ωˆI ] (G.5.12)
+dx0[(δP˜ 5I + d˜R˜
4
I − ∂0Q˜5I)ωI − Q˜5I∂0ωI ]}, (G.5.13)
with d˜ωI = γωˆI . This implies that∑
I
[(δP˜ 5I + d˜R˜
4
I − ∂0Q˜5I)ωI − Q˜5I∂0ωI ] = γβ. (G.5.14)
If we analyse this equation in the same way as the equation (G.2.8), we can
prove that Q˜5I = δP˜
5
I + d˜R˜
4
I (or simply vanishes). Inserting these equations
in (G.5.11), we find that b5k−1 is of the form
b5k−1 = δc
5
k + de
4
k−1 + γf
5
k−1 + dx
0
∑
I
R˜
′4
I (χ)ω
I , (G.5.15)
where c5k and e
4
k−1 belong to H(γ). In conclusion, we can eliminate Q˜
5
I from
b5k−1 by redefining a
6 and b5 in the following way
a6 → a6 − d(c5k + f 5k−1), (G.5.16)
b5 → b5 − s(c5k + f 5k−1)− de4k−1, (G.5.17)
which does not affect the condition γa6k = 0, because γc
5
k = 0.
Therefore, we can finally assume
a6k =
∑
I
dx0P˜ 5I (χ)ω
I , b5k−1 =
∑
I
dx0R˜4I(χ)ω
I . (G.5.18)
The equation (G.5.9) becomes
γa
′
k−1 + dx
0
∑
I
(δP˜ 5I (χ) + d˜R˜
4
I(χ))ω
I = 0, (G.5.19)
which implies that δP˜ 5I (χ) + d˜R˜
4
I(χ) = 0. We know that we are in even
antighost number, thus we can use the lemma G.7 to find that P˜ 5I = δS˜
5
I (χ)+
d˜T˜ 4I (χ). Hence,
a6k = sf
6
k+1 + dg
5
k + γh
6
k, (G.5.20)
where we have defined
f 6k+1 = −dx0
∑
I
S˜5Iω
I , g5k = −dx0
∑
I
T˜ 4I ω
I , (G.5.21)
h6k = dx
0
∑
I
T˜ 4I ωˆ
I , d˜ωI = γωˆI . (G.5.22)
Thus a6k can be completely eliminated by redefining a
6 as
a
′6 = a6 − s(f 6k+1 + h6k)− dg5k, (G.5.23)
which only affects the components of antighost number < k. Repeating
the argument at lower antighost numbers enables one to remove successively
ak−1, ak−2, ..., up to a1. This completes the proof of the proposition 7.5.
A direct consequence of the proposition 7.5 is the
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Corollary G.1. H6,0(s | d) ∼= H6,0(γ | d)
Indeed, for antifield-independent local forms, the cocycle condition
H6,0(s | d) reduces to the cocycle condition for H6,0(γ | d). Furthermore,
for vanishing antifield number γ-exact (mod-d) solutions are also s-exact
(mod-d). Thus, we are led to consider H6,0(γ | d). This cohomology is given
by the proposition G.1. [The terms in that cohomology that vanish on-shell
are trivial in the s-cohomology.] Thus, the only consistent deformations of
the free action for a system of Abelian chiral 2-forms are either functions of
the curvatures or of the Chern-Simons type. In both cases, the integrated
deformations are off-shell gauge invariant and yield no modification of the
gauge transformations.
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