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Abstract
Starting with a compact hyperbolic cone-manifold of dimension n ≥ 3, we study the deformations of the
metric with the aim of getting Einstein cone-manifolds. If the singular locus is a closed codimension 2
submanifold and all cone angles are smaller than 2π, we show that there is no non-trivial infinitesimal
Einstein deformations preserving the cone angles.
Re´sume´
Partant d’une coˆne-varie´te´ hyperbolique compacte de dimension n ≥ 3, on e´tudie les de´formations de
la me´trique dans le but d’obtenir des coˆnes-varie´te´s Einstein. Dans le cas ou` le lieu singulier est une
sous-varie´te´ ferme´e de codimension 2 et que tous les angles coniques sont plus petits que 2π, on montre
qu’il n’existe pas de de´formations Einstein infinite´simales non triviales pre´servant les angles coniques.
1 Introduction
Dans leur ce´le`bre article [8], Hodgson et Kerckhoff montrent que pour une large classe de coˆnes-
varie´te´s hyperboliques de dimension 3, l’espace des structures coniques hyperboliques au voisinage
d’une coˆne-varie´te´ donne´e est parame´tre´ par les angles coniques. Leur re´sultat principal est le the´ore`me
de rigidite´ infinite´simale suivant : si M est une coˆne-varie´te´ hyperbolique de dimension 3 de volume
fini, dont le lieu singulier forme un entrelacs et dont tous les angles coniques sont infe´rieurs a` 2π,
alors il est impossible de la de´former sans modifier ses angles. Ce re´sultat, comple´te´ par des travaux
plus re´cents (cf notamment [11], [17] et [9]), a e´te´ le point de de´part de nombreux de´veloppements
dans l’e´tude de la ge´ome´trie des varie´te´s hyperboliques de dimension 3, tels que la ge´ome´trisation des
petites orbifolds ou l’e´tude des groupes kleiniens ([4], [5]).
Le principe de la de´monstration du the´ore`me de rigidite´ infinite´simale de Hodgson et Kerckhoff est
de re´ussir a` appliquer la me´thode de Calabi-Weil aux coˆnes-varie´te´s : on montre que la repre´sentation
d’holonomie n’admet pas de de´formations non triviales de la forme voulue. Cela ne´cessite d’e´tablir
des formules d’inte´gration par parties ainsi qu’un re´sultat du type the´ore`me de Hodge. Ce genre de
difficulte´s est inhe´rent a` l’e´tude des coˆnes-varie´te´s ; nous les reverrons plus en de´tail.
Dans le cas des varie´te´s ferme´es, Koiso [10] a donne´ un analogue de la me´thode de Calabi-Weil, qui
n’utilise plus la repre´sentation d’holonomie mais e´tudie directement les de´formations de la me´trique
(cf aussi [2], §12.H). Cette deuxie`me me´thode pre´sente l’avantage d’eˆtre plus facilement ge´ne´ralisable
et de s’appliquer, en dimension supe´rieure, a` une classe de varie´te´s plus vaste, a` savoir les varie´te´s
Einstein (ve´rifiant de bonnes conditions de courbure).
Le but de ce papier est d’adapter la me´thode de Koiso pour de´montrer qu’en dimension supe´rieure
ou e´gale a` trois, et sous des hypothe`ses voisines de celles du the´ore`me de Hodgson et Kerckhoff, on
ne peut pas de´former une coˆne-varie´te´ hyperbolique en des coˆnes-varie´te´s Einstein sans en modifier
les angles coniques. En particulier, on rede´montre dans le cas de la dimension trois le the´ore`me de
rigidite´ infinite´simale ci-dessus.
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1.1 Pre´sentation des re´sultats
Le re´sultat que l’on se propose de de´montrer ici est le suivant :
The´ore`me (7.1). Soit M une coˆne-varie´te´ hyperbolique compacte, dont le lieu singulier forme une
sous-varie´te´ ferme´e de codimension 2, et dont tous les angles coniques sont strictement infe´rieurs a`
2π. Alors toute de´formation Einstein infinite´simale ne modifiant pas les angles coniques est triviale.
Les restrictions impose´es a` la ge´ome´trie des coˆnes-varie´te´s sont essentiellement les meˆmes que
dans l’article de Hodgson et Kerckhoff [8]. On aurait pu remplacer l’hypothe`se “M compacte” par
l’hypothe`se “M de volume finie”, mais les choses sont quand meˆme plus simples dans le cas compact.
La condition sur la ge´ome´trie du lieu singulier est plus cruciale : c’est elle qui permet d’avoir un
bon mode`le local et qui permet ainsi de faire les calculs. De manie`re ge´ne´ral, le lieu singulier d’une
coˆne-varie´te´ peut eˆtre beaucoup plus complique´. Enfin, la condition sur les angles coniques est une
hypothe`se technique qui paraˆıt de prime abord assez myste´rieuse. En fait, on verra dans la section
6 que les angles coniques re´gissent en partie la croissance au voisinage du lieu singulier des solutions
d’un laplacien ; plus les angles sont petits, plus on controˆle ces solutions.
La de´finition pre´cise des coˆnes-varie´te´s envisage´es se trouve dans la section 2. Ce qu’il faut re-
marquer est que les de´formations infinite´simales d’une telle structure peuvent toujours se mettre sous
une forme standard (i.e. appartenant a` une certaine famille – de dimension infinie – de de´formations)
au voisinage du lieu singulier. En particulier, une de´formation ne modifiant pas les angles a la pro-
prie´te´ d’eˆtre L2, a` de´rive´e covariante L2. C’est entre autres pour cette raison que nous travaillerons
principalement dans le cadre L2.
La section suivante rappelle la de´finition des me´triques et de´formations infinite´simales Einstein ;
on y expose aussi le proble`me des de´formations triviales. Pour s’en de´barrasser on cherche a` imposer
la condition de jauge de Bianchi, ce qui revient a` pouvoir re´soudre une e´quation de normalisation. On
trouve ensuite dans la section 4 quelques re´sultats de la the´orie des ope´rateurs non borne´s d’un espace
de Hilbert qui nous serons utiles pous re´soudre cette e´quation.
L’outil principal dans la de´monstration de la rigidite´ infinite´simale est connu sous le nom de
technique de Bochner. En partant d’une e´quation du type Pu = 0 ou` P est un ope´rateur diffe´rentiel
du deuxie`me ordre de type Laplacien, on exprime P comme somme d’un ope´rateur auto-adjoint positif
Q∗Q de degre´ 2 et d’un ope´rateur R de degre´ 0 faisant intervenir la courbure. Une telle de´composition
P = Q∗Q+R
s’appelle une formule de Weitzenbo¨ck ; on en rencontrera a` plusieurs reprises dans ce texte. Ensuite,
dans le cas ou` l’on travaille sur une varie´te´ ferme´e, une inte´gration par parties donne
0 = 〈Pu, u〉 = ||Qu||2 + 〈Ru, u〉.
Si l’ope´rateur R est tel que 〈Ru, u〉 ≥ c||u||2 avec c > 0, on trouve alors u = 0. Le lecteur inte´resse´ par
le sujet pourra se re´fe´rer a` [2], §1.I.
Pour pouvoir adapter cette technique aux coˆnes-varie´te´s il faut pouvoir faire les inte´grations par
parties, et il est naturel pour cela de travailler ici aussi avec des objets appartenant a` des espaces
L2. On donne dans la section 5 deux re´sultats dans ce sens, ainsi que leur interpre´tation en termes
d’ope´rateurs non borne´s.
La partie suivante (section 6) est le cœur de ce texte. Elle consiste en une e´tude de´taille´e de
l’e´quation de normalisation et de l’ope´rateur correspondant
L = ∇∗∇+ (n− 1)Id = ∆+ 2(n − 1)Id
agissant sur les 1-formes. Le but est de trouver des bons domaines sur lesquels L est auto-adjoint et
donc inversible. Pour ce faire, et apre`s avoir pre´alablement exhibe´ une de´composition adapte´e en se´ries
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de Fourier ge´ne´ralise´es (§6.3), on e´tudiera le comportement des solutions de l’e´quation homoge`ne au
voisinage de la singularite´. On montrera que ce comportement est e´troitement lie´ aux angles coniques ;
par exemple, la norme ponctuelle d’une solution donne´e au voisinage d’une composante connexe du
lieu singulier d’angle conique α est en rk avec k ∈ {±1 ± 2pπα−1,±2pπα−1/p ∈ Z}. Les restrictions
impose´es sur les angles coniques permettent de controˆler suffisamment les solutions de l’e´quation ho-
moge`ne, et finalement les solutions de l’e´quation de normalisation tout court. On aboutit au the´ore`me
suivant :
The´ore`me (6.5). SoitM une coˆne-varie´te´ hyperbolique dont tous les angles coniques sont strictement
infe´rieurs a` 2π. Soit φ une forme lisse appartenant a` L2(T ∗M). Alors il existe une unique forme
α ∈ C∞(T ∗M) solution de l’e´quation Lu = φ telle que α, ∇α, dδα, et ∇dα soient dans L2.
Une fois ce re´sultat e´tabli, il est relativement facile de faire fonctionner la me´thode de Koiso pour
de´montrer le the´ore`me 7.1 ; c’est l’objet de la section 7. Partant d’une de´formation infinite´simale
Einstein h0 pre´servant les angles (donc a` de´rive´e covariante L
2) d’une coˆne-varie´te´ hyperbolique, dont
tous les angles coniques sont infe´rieurs a` 2π, la de´monstration de sa trivialite´ se fait en deux temps.
On a d’abord besoin de se de´barrasser des de´formations triviales, on utilise donc le re´sultat mentionne´
ci-dessus pour re´soudre l’e´quation de normalisation. On applique ensuite une technique de Bochner a`
la de´formation normalise´e h = h0 − δ∗α. En utilisant la formule de Weitzenbo¨ck idoine et le premier
re´sultat d’inte´gration par parties, on obtient
δ∇d∇h+ (n− 2)h = 0.
Une deuxie`me inte´gration par parties, un peu plus complique´e, permet de conclure que h0 = δ
∗α, et
donc que l’on a bien rigidite´ infinite´simale relativement aux angles coniques au sein des coˆnes-varie´te´s
Einstein.
2 Les coˆnes-varie´te´s et leurs de´formations
Nous allons maintenant pre´ciser le cadre dans lequel on se place. La notion de coˆne-varie´te´, plus
ge´ne´rale que celle d’orbifold, a e´te´ introduite par Thurston [14] pour l’e´tude des de´formations des
varie´te´s hyperboliques a` cusps en dimension 3. Le cas le plus fre´quemment rencontre´ est celui des
coˆnes-varie´te´s a` courbure constante. Celles-ci sont relativement simples a` de´finir, soit ge´ome´triquement
comme un recollement de simplexes ge´ode´siques, soit en explicitant la me´trique en coordonne´es ; c’est
cette dernie`re approche qui sera utilise´e ici. Le lecteur inte´resse´ pourra se reporter a` [15] pour une
de´finition par re´currence des coˆnes-varie´te´s modele´es sur une ge´ome´trie.
La ge´ome´trie du lieu singulier d’une coˆne-varie´te´ arbitraire peut eˆtre tre`s complique´e. Dans le cadre
de notre e´tude nous nous limiterons au cas ou` il forme une sous-varie´te´ de codimension deux, ce qui
permet de parler d’angle conique le long de chaque composante connexe du lieu singulier et d’avoir
des bons mode`les locaux pour mener a` bien les calculs.
Enfin, comme notre but est de s’inte´resser a` des varie´te´s Einstein, on s’autorise une classe assez large
de me´triques a` singularite´s : on demande juste que la me´trique conique ressemble asymptotiquement
au produit de la me´trique du lieu singulier avec la me´trique d’un coˆne (de dimension deux).
Soit M une varie´te´ compacte de dimension n ≥ 3, et Σ =∐pi=1Σi une sous-varie´te´ ferme´e plonge´e
de codimension 2, dont les Σi sont les composantes connexes. Dans la suite de ce texte on emploiera
souvent la notation M pour de´signer improprement M \ Σ.
De´finition 2.1. Soient α1, . . . , αp des re´els positifs. La varie´te´ M est munie d’une structure de coˆne-
varie´te´, de lieu singulier Σ =
∐p
i=1Σi et d’angles coniques les αi, si :
– M \Σ est munie d’une me´trique riemannienne g, non comple`te ;
– pour tout i, Σi est munie d’une me´trique riemannienne gi ;
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– pour tout i, tout point x de Σi a un voisinage V dans M diffe´omorphe a` D
2×U , avec U = V ∩Σi
un voisinage de x dans Σi, dans lequel g s’exprime en coordonne´es cylindriques locales sous la
forme
g = dr2 + (
αi
2π
)2r2dθ2 + gi + q,
ou` q est un 2-tenseur syme´trique ve´rifiant g(q, q) = O(r2) et g(∇q,∇q) = O(r).
Dans la suite on exprimera souvent la me´trique g sous la forme le´ge`rement diffe´rente
g = dr2 + r2dθ2 + gi + q,
ou` la coordonne´e d’angle θ est de´finie non plus modulo 2π mais modulo l’angle conique αi.
Une coˆne-varie´te´ hyperbolique est alors une coˆne-varie´te´ telle que les me´triques g et gi soient
hyperboliques. On a dans ce cas, en reprenant les notations de la de´finition,
q = (
αi
2π
)2(sinh(r)2 − r2)dθ2 + (cosh(r)2 − 1)gi.
Pour de´montrer la rigidite´, nous aurons besoin que tous les angles coniques soient infe´rieurs a` 2π,
mais cette condition n’apparaˆıt qu’a` partir de la fin de la partie 6.
Le caracte`re singulier des coˆnes-varie´te´s pose certains proble`mes pour adapter la me´thode de Koiso
et faire fonctionner une technique de Bochner. Il faut toujours ve´rifier si les choses marchent de la
meˆme manie`re que dans le cas compact.
La premie`re difficulte´ va venir des inte´grations par parties. Premie`rement, pour garantir que les
expressions manipule´es ont un sens, nous serons oblige´s de travailler avec des objets L2. Deuxie`mement,
il va falloir de´montrer qu’on peut effectivement appliquer des formules de type Stokes : ce sera l’objet de
la partie 5. Au final nous serons en mesure d’effectuer des inte´grations par parties pour les ope´rateurs
d et δ, et ∇ et ∇∗. Mais un tel re´sultat n’existe pas (a` notre connaissance) pour les ope´rateurs d∇ et
δ∇ ; nous devrons donc contourner cette difficulte´ quand nous en aurons besoin (section 7).
La plus grande difficulte´ va venir de l’e´quation de normalisation, e´tudie´e dans la section 6. Bien
qu’en pre´sence d’un sympathique ope´rateur elliptique, on ne peut pas appliquer la the´orie classique
sur une coˆne-varie´te´, dont la me´trique est singulie`re. L’e´quation admettra encore des solutions, mais
celles-ci ne seront plus uniques, et on aura quoi qu’il arrive une perte de re´gularite´. Cependant, en
imposant que les angles coniques soient infe´rieurs a` 2π nous aurons suffisamment de controˆle sur
la norme de certaines combinaisons line´aires des de´rive´es des solutions pour faire fonctionner une
technique de Bochner.
Soit (M,g) une coˆne-varie´te´ au sens ci-dessus, de lieu singulier Σ. Soit maintenant gt une famille
de me´triques singulie`res, de´rivable, telle que g0 = g et que pour tout t, (M,gt) soit une coˆne-varie´te´
de lieu singulier Σ.
Si x est un point de Σ, pour tout t il existe par de´finition un voisinage de x dans M dans lequel
on a l’expression ci-dessus pour la me´trique en coordonne´es cylindriques. Quitte a` les restreindre, ces
voisinages sont tous diffe´omorphes, et on peut donc faire agir une famille φt de diffe´omorphismes de
telles fac¸ons que les coordonne´es cylindriques locales pour l’expression de φ∗t gt soient les meˆmes pour
tout t.
Dit d’une autre manie`re, il existe un voisinage V de x dansM , diffe´omorphe a` D2×U ou` U = V ∩Σ
est un voisinage de x dans Σ, dans lequel on peut trouver des coordonne´es cylindriques telles que pour
tout t, on ait :
φ∗t gt = dr
2 + (
αt
2π
)2r2dθ2 + ht + qt.
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Dans cette expression, ht de´signe une me´trique sur U et qt est un 2-tenseur syme´trique qui ve´rifie les
conditions de la de´finition 2.1.
Finalement, quitte a` modifier la famille gt par des diffe´omorphismes, ce qui revient a` modifier
la de´formation infinite´simale par une de´formation ge´ome´triquement triviale, on peut montrer que
h = dgtdt |t=0 est au voisinage du lieu singulier combinaison line´aire des quatres types de de´formations
suivants, modifiant :
- l’angle,
- la me´trique du lieu singulier,
- le reste,
- et enfin, la fac¸on de “recoller” la variable d’angle quand on passe d’un syste`me de coordonne´es
a` un autre.
Il est important de noter que les toutes ces de´formations infinite´simales sont L2, mais que seules
les trois dernie`res ont leur de´rive´e covariante dans L2. Ainsi, c’est au niveau du caracte`re L2 ou non
de la de´rive´e covariante de la de´formation que l’on voit si celle-ci pre´serve ou non les angles coniques.
3 Les me´triques Einstein, leurs de´formations et l’e´quation de nor-
malisation
Par de´finition, une me´trique Einstein est une me´trique riemannienne g ve´rifiant l’e´quation
ric(g) = cg,
ou` le terme de gauche est le tenseur de courbure de Ricci et ou` c est une constante. Notons que si
on remplace g par λg, avec λ une constante strictement positive, alors la nouvelle me´trique ve´rifie
l’e´quation ci-dessus en remplac¸ant c par λ−1c ; donc en fait c’est principalement le signe et non la
valeur exacte de la constante c qui compte. On peut ainsi distinguer trois grandes classes de me´triques
Einstein suivant que c est ne´gatif, positif ou nul.
Les me´triques a` courbure sectionnelle constante sont toujours Einstein ; en dimension 3 ce sont les
seules. Par contre de`s la dimension 4 il y a beaucoup plus de me´triques Einstein que de me´triques a`
courbure sectionnelle constante ; on peut donc conside´rer la condition Einstein comme un affaiblisse-
ment ou une ge´ne´ralisation de la condition courbure sectionnelle constante.
Puisque l’on s’inte´resse principalement aux coˆnes-varie´te´s hyperboliques, on ne conside`rera que des
me´triques Einstein ve´rifiant E(g) = 0, avec
E(g) = ric(g) + (n− 1)g.
La constante (n− 1) est choisie de telle sorte que les me´triques hyperboliques ve´rifient cette e´quation.
Soit gt une famille lisse de me´triques Einstein (c’est-a`-dire ve´rifiant E(gt) = 0) sur une varie´te´
donne´e M , avec g0 = g. Le 2-tenseur syme´trique h =
d
dtgt|t=0 ve´rifie alors l’e´quation d’Einstein
line´arise´e
E′g(h) = 0.
Le calcul de E′g est classique, cf par exemple [2] §1.K :
E′g(h) = ∇∗g∇gh− 2R˚gh− δ∗g(2δgh+ dtr gh).
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Les ope´rateurs utilise´s ici ne´cessitent un peu d’explication. La notation ∇g, ou ∇ pour simplifier,
de´signe la de´rive´e covariante ou connexion de Levi-Civita` associe´e a` la me´trique riemannienne g. Elle
admet un adjoint formel note´ ∇∗g : si (ei)i=1...n est une base orthonorme´e, on a
∇∗gα(X1, . . . ,Xp) = −
n∑
i=1
(∇eiα)(ei,X1, . . . ,Xp).
Pour les tenseurs syme´triques, on de´finit δ∗g : SpM → Sp+1M comme e´tant la compose´e de la
de´rive´e covariante et de la syme´trisation. En particulier, si α ∈ Ω1M = S1M , alors
δ∗gα(x, y) =
1
2
((∇xα)(y) + (∇yα)(x)
=
1
2
(g(∇xα♯, y) + g(∇yα♯, x))
=
1
2
Lα♯g(x, y),
ou` Lα♯ de´signe la de´rive´e de Lie le long du champ de vecteur α
♯ dual (pour la me´trique g) a` la forme
α. L’adjoint formel de l’ope´rateur δ∗g se note δg ; c’est juste la restriction de ∇∗g a` Sp+1M .
Ensuite, R˚g de´signe l’action du tenseur de courbure Rg sur les 2-tenseurs syme´triques : si h est
une section de S2M , on pose
R˚gh(x, y) =
n∑
i=1
h(Rg(x, ei)y, ei),
ou` (ei) est une base orthonormale pour TM ; c’est encore un 2-tenseur syme´trique. Si g est hyper-
bolique, on a alors
R˚gh = h− (tr gh)g.
Enfin, la notation tr g de´signe juste la trace par rapport a` g : si h est un 2-tenseur,
tr gh =
n∑
i=1
h(ei, ei).
Dans la suite et pour alle´ger les notations, on omettra le plus fre´quemment l’indice g.
Par de´finition, une de´formation Einstein infinite´simale de la varie´te´ Einstein (M,g) est un 2-tenseur
syme´trique h ve´rifiant l’e´quation E′g(h) = 0.
Maintenant, si g est Einstein et si φ est un diffe´omorphisme de M , alors la me´trique tire´e en
arrie`re φ∗g est aussi Einstein. Par conse´quent, si φt est une famille lisse de diffe´omorphismes telle
que φ0 soit l’identite´, alors la de´formation infinite´simale associe´e
d
dtφ
∗
t g|t=0 est naturellement Einstein.
Une telle de´formation est qualifie´e de triviale. Soit X le champ de vecteurs sur M de´fini par X(x) =
d
dt(φt(x))|t=0, et soit α = X♭ la 1-forme duale, c’est-a`-dire ve´rifiant α(Y ) = g(X,Y ) pour tout vecteur
Y . On a les relations
d
dt
(φ∗t g)|t=0 = LXg = 2δ∗gα;
l’espace des de´formations infinite´simales triviales est donc e´gal a` Im δ∗g .
La fac¸on habituelle de se de´barrasser des de´formations triviales est d’imposer une condition de
jauge, c’est-a`-dire de ne conside´rer que des de´formations infinite´simales ve´rifiant une certaine e´quation.
On en trouve plusieurs dans la litte´rature, on utilisera ici la jauge de Bianchi (cf [3] §I.1.C, [1] §2.3, a`
comparer a` [2] §12.C). On veut donc que nos de´formations infinite´simales h ve´rifient
βg(h) = 0,
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ou` βg : S2M → Ω1M est l’ope´rateur de Bianchi (associe´ a` la me´trique g) de´fini par
βg(h) = δgh+
1
2
dtr gh.
Ainsi, e´tant donne´e une de´formation infinite´simale h0, on veut pouvoir la modifier par une de´forma-
tion triviale, de fac¸on essentiellement unique, de telle sorte que le re´sultat ve´rifie la condition de jauge.
Dit plus pre´cise´ment, on veut trouver une 1-forme α telle que la de´formation normalise´e h = h0− δ∗α
satisfasse β(h) = 0 ; de fac¸on e´quivalente, on cherche a` re´soudre l’e´quation de normalisation (on omet
les indices)
β ◦ δ∗α = β(h0).
L’e´tude de cette e´quation et de l’ope´rateur β ◦ δ∗ est l’objet de la section 6. On se placera entre
autre dans le cadre de la the´orie des ope´rateurs non borne´s entre espace de Hilbert, dont les re´sultats
principaux sont cite´s dans la section suivante.
4 Quelques rappels sur les ope´rateurs non borne´s
Nous allons annoncer un certain nombre de de´finitions et proprie´te´s concernant les ope´rateurs non
borne´s ; le lecteur inte´resse´ pourra consulter [12], chapitre 8, ou [13], chapitre 13.
Soient E et F deux espaces de Hilbert. Un ope´rateur non borne´ est une application line´aire
A : D(A)→ F
ou` D(A) (le domaine de A) est un sous-espace vectoriel de E. En particulier, toute application line´aire
(continue ou non) de E dans F est un ope´rateur non borne´.
Soit A et B deux ope´rateurs non borne´s. On dit que B est un prolongement de A, note´ A ⊂ B, si
D(A) ⊂ D(B) et B|D(A) = A.
Un ope´rateur non borne´ A est ferme´ si son graphe G(A) = {(u,A(u))|u ∈ D(A)} est ferme´ dans
E×F , ce qui revient a` dire que pour toute suite (un) de D(A) telle que un → u ∈ E et A(un)→ v ∈ F ,
on a u ∈ D(A) et v = A(u).
Si A est a` domaine dense dans E, on peut de´finir son adjoint A∗ : D(A∗) ⊂ F → E de la fac¸on
suivante :
v ∈ D(A∗)⇐⇒ ∃w ∈ E tel que ∀u ∈ D(A), 〈u,w〉E = 〈A(u), v〉F .
Comme D(A) est dense dans E, l’e´le´ment w (si il existe) est unique ; on pose w = A∗(v). Remarquons
que l’adjoint d’un ope´rateur est toujours ferme´. On a aussi la proprie´te´ e´vidente (si les ope´rateurs
conside´re´s sont a` domaine dense) A ⊂ B =⇒ B∗ ⊂ A∗.
Pour de´finir A∗∗, il faut ve´rifier que A∗ est a` domaine dense, ce qui n’est pas toujours le cas. Mais
on a la proprie´te´ suivante (cf [12] §117) :
Proposition 4.1. Soit A un ope´rateur non borne´ de E dans F , a` domaine dense. Alors A∗ est a`
domaine dense si et seulement si A admet un prolongement ferme´. Dans ce cas, A∗∗ est le plus petit
prolongement ferme´ de A, i.e. si on a A ⊂ B avec B ferme´, alors A∗∗ ⊂ B.
On remarque aussi que le graphe de A∗∗ n’est autre que l’adhe´rence dans E × F du graphe de
A. D’autre part, si A est ferme´, on a A∗∗ = A. En particulier, de`s que cela a un sens, on a toujours
A∗∗∗ = A∗ (notons au passage que l’on a bien (A∗)∗∗ = (A∗∗)∗).
Si A est injectif, on peut de´finir son inverse A−1 : son domaine n’est autre que l’image de A.
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Pour pouvoir de´finir la composition de deux ope´rateurs non borne´s A : D(A) ⊂ E → F et
B : D(B) ⊂ F → G, on pose, par de´finition,
D(B ◦ A) = {x ∈ D(A)|A(x) ∈ D(B)} .
De meˆme, la somme se de´finit naturellement sur le domaine
D(A+A′) = D(A) ∩D(A′).
Il se peut e´videmment que ces domaines soient re´duits a` l’e´le´ment nul. Cependant, on a le the´ore`me
relativement surprenant suivant ([12], §118, ou [13], the´ore`me 13.13) :
The´ore`me 4.2. Si l’ope´rateur non borne´ A : E → F est ferme´ et de domaine dense, alors les
ope´rateurs
B = (A∗ ◦A+ Id)−1, C = A ◦ (A∗ ◦A+ Id)−1
sont des applications line´aires continues de E dans E et de E dans F ; de plus ||B|| ≤ 1, ||C|| ≤ 1, et
B est auto-adjointe positive.
Maintenant, soit M une varie´te´ riemannienne, et soit E et F deux fibre´s vectoriels sur M , mu-
nis de me´triques riemanniennes (., .)E et (., .)F . On note C
∞
0 (E) (resp. C
∞(E), resp. L2(E)) l’es-
pace des sections de E qui sont C∞ a` support compact (resp. C∞, resp. L2) ; de meˆme pour F . La
me´trique sur E et la forme volume surM font de L2(E) un espace de Hilbert (pour le produit scalaire
〈f, g〉E =
∫
M (f, g)EdvolM ) dont C
∞
0 (E) est un sous-espace dense ; de meˆme pour F .
Soit A un ope´rateur diffe´rentiel agissant sur les sections de E. On le conside`re comme un ope´rateur
non borne´ de domaine les sections C∞ a` support compact, i.e.
A : C∞0 (E)→ C∞0 (F ) ⊂ L2(F ),
et on suppose que A admet un adjoint formel At : C∞0 (F )→ C∞0 (E), i.e. tel que
〈Au, v〉F = 〈u,Atv〉E ∀u ∈ C∞0 (E) et ∀v ∈ C∞0 (F ).
On a clairement At ⊂ A∗ donc A∗ est a` domaine dense.
On pose alors Amin = A
∗∗, c’est, on l’a vu, le plus petit prolongement ferme´ de A. Le graphe de
A∗∗ est l’adhe´rence du graphe de A, donc (et on peut prendre c¸a comme de´finition)
u ∈ D(Amin)⇐⇒ ∃(un) ∈ C∞0 (E) telle que limn→∞un = u et que la suite (Aun) converge dans L
2,
Aminu est alors la valeur de cette limite.
On pose aussi Amax = (A
t)∗ ; comme At ⊂ A∗, on a A∗∗ ⊂ Amax et donc A ⊂ Amax. De plus
At ⊂ (At)∗∗ = (Amax)∗, et, vu la proprie´te´ de minimalite´ de ∗∗, on en de´duit que Amax est le plus
grand prolongement de A dont l’adjoint prolonge aussi At. Plus pre´cise´ment,
u ∈ D(Amax)⇐⇒ ∃v ∈ L2(F ) tel que ∀φ ∈ C∞0 (F ), 〈u,Atφ〉E = 〈v, φ〉F ,
ce qui signifie exactement que v = Au “au sens des distributions”. En utilisant des techniques standards
d’analyse (convolution), on montre qu’on peut approcher u ∈ D(Amax) par des sections lisses, i.e. (et
on peut prendre c¸a comme de´finition)
u ∈ D(Amax)⇐⇒ ∃(un) ∈ C∞(E) telle que lim
n→∞
un = u et que la suite (Aun) converge dans L
2
(Amaxu est alors la valeur de cette limite).
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5 Deux re´sultats d’inte´gration par parties sur les coˆnes-varie´te´s
Pour faire fonctionner la technique de Bochner nous avons besoin de proce´der a` des inte´grations par
parties. Les deux re´sultats suivants ainsi que leur interpre´tation en termes d’ope´rateurs non borne´s
sont a` notre disposition. Le premier the´ore`me d’inte´gration par parties sur une coˆne-varie´te´ est le
suivant, duˆ a` Cheeger [6] :
The´ore`me 5.1. Soient α ∈ ΩpM et β ∈ Ωp+1M deux formes C∞ sur M telles que α, dα, β, et δβ
soient dans L2. Alors
〈α, δβ〉 = 〈dα, β〉.
En fait il faut adapter un tout petit peu la de´monstration, ou combiner deux re´sultats de l’article
cite´ (cf aussi [8], appendice).
Par passage a` la limite, il est clair que l’on a encore
〈α, δmaxβ〉 = 〈dmaxα, β〉
quel que soit α ∈ D(dmax) et β ∈ D(δmax). On en de´duit imme´diatement (cf aussi [7]) que :
Corollaire 5.2. Les ope´rateurs dmax et δmax sont adjoints l’un de l’autre ; on a dmax = dmin et
δmax = δmin.
De´monstration. En effet, l’e´galite´ 〈α, δmaxβ〉 = 〈dmaxα, β〉 quel que soit α ∈ D(dmax) et β ∈ D(δmax)
implique que δmax ⊂ d∗max. Or d∗max = δmin ⊂ δmax. Donc δmax = δmin = d∗max. Le meˆme argument
montre que dmax = dmin = δ
∗
max.
Le deuxie`me re´sultat concerne les tenseurs et non plus les formes diffe´rentielles :
The´ore`me 5.3. Soient u ∈ C∞(T (r,s)M), v ∈ C∞(T (r+1,s)M) tels que u, ∇u, v, ∇∗v soient dans
L2. Alors
〈u,∇∗v〉 = 〈∇u, v〉.
De´monstration. On va de´montrer ce re´sultat en utilisant une me´thode similaire a` celle de Cheeger [6].
Pour simplifier, nous supposerons que la me´trique au voisinage de Σ est exactement, en coordonne´es
locales, de la forme g = dr2 + r2dθ2 + g|Σi , ou` θ est de´finie modulo l’angle conique α. Le cas ge´ne´ral
se traite exactement de la meˆme fac¸on, les expressions sont juste un peu plus complique´es.
Soit a un re´el positif suffisamment petit pour que le a-voisinage ferme´ de Σ dans M soit tubulaire.
Pour t ≤ a, on pose Ut le t-voisinage de Σ dans M , Σt = ∂Ut, et Mt =M \Ut. Le vecteur ∂∂r = er est
une normale unitaire en tout point de Σt. Avec ces notations, une inte´gration par parties ( c’est-a`-dire
la formule de Stokes ) nous donne :∫
Mt
(g(u,∇∗v)− g(∇u, v)) =
∫
Σt
g|Σt(u, ierv)
ou` ierv = v(er, .). Le terme de gauche converge vers 〈u,∇∗v〉 − 〈∇u, v〉 quand t tend vers 0. Notons
It le terme de droite de l’e´galite´, qui correspond au terme de bord. On a alors les ine´galite´s suivantes
(la notation |.| de´signe la valeur absolue aussi bien que la norme ponctuelle pour la me´trique g) :
|It| ≤
∫
Σt
|u||ierv|
≤
(∫
Σt
|u|2
)1/2(∫
Σt
|ierv|2
)1/2
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On va montrer que le fait que ∇u soit L2 permet d’avoir une bonne majoration de ∫Σt |u|2. Et
comme ierv est L
2 (car v l’est aussi),
∫
Σt
|ierv|2 ne peut pas croˆıtre trop vite quand t tend vers 0. Ce
deux re´sultats nous permettront d’affirmer que Itn tend vers 0 pour une suite tn tendant vers 0.
En tout point ou` |u| 6= 0, la fonction |u| est de´rivable, et d|u|(x) = g(∇xu, u|u|). On pose
∂|u|
∂r
= g(∇eru,
u
|u|)
si |u| 6= 0, et ∂|u|∂r = 0 sinon. Il s’agit de la de´rive´e partielle distributionnelle de |u|, au sens ou` l’on a,
si les coordonne´es autres que r restent fixe´es,
|u(t)| − |u(a)| =
∫ t
a
∂|u|
∂r
(r)dr.
Or |∂|u|∂r | ≤ |∇eru| ≤ |∇u|, et donc, si t ≤ a,
|u(t)| ≤ |u(a)| +
∫ a
t
|∇u|dr
et
|u(t)|2 ≤ 2|u(a)|2 + 2(
∫ a
t
|∇u|dr)2.
En appliquant l’ine´galite´ de Cauchy-Schwarz il vient(∫ a
t
|∇u|dr
)2
≤
∫ a
t
dr
r
∫ a
t
r|∇u|2dr
≤ | ln( t
a
)|
∫ a
t
r|∇u|2dr
En inte´grant sur Σt on trouve∫
Σt
|u|2 ≤
∫
Σt
2|u(a)|2 +
∫
Σt
(
2 ln(
t
a
)
∫ a
t
r|∇u|2dr
)
≤ 2
∫
Σt
|u(a)|2 + 2| ln( t
a
)|
∫
Σt
∫ a
t
r|∇u|2dr
≤ 2
∫
Σ
∫ α
θ=0
|u(a)|2tdθdvolΣ + 2| ln( t
a
)|
∫
Σ
∫ α
θ=0
(∫ a
t
r|∇u|2dr
)
tdθdvolΣ
≤ 2 t
a
∫
Σa
|u|2 + 2t| ln( t
a
)|
∫
Σ
∫ α
θ=0
∫ a
t
|∇u|2rdrdθdvolΣ
≤ 2 t
a
∫
Σa
|u|2 + 2t| ln( t
a
)|
∫
Ua
|∇u|2
= O(t| ln(t)|)
Il reste a` controˆler le terme
∫
Σt
|ierv|2 ≤
∫
Σt
|v|2. Comme v est L2,∫ a
0
(
∫
Σt
|v|2)dt =
∫
Ua
|v|2 < +∞,
et donc la fonction t 7→ ∫Σt |v|2 est inte´grable sur ]0, a]. Or la fonction (t ln(t))−1 n’est pas inte´grable
en 0. On en de´duit donc qu’il existe une suite tn tendant vers 0 pour laquelle∫
Σtn
|v|2 = o((tn ln(tn))−1).
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En combinant avec la majoration obtenue pour
∫
Σt
|u|2, on en de´duit imme´diatement que
lim
n→+∞
Itn = 0.
Or It → 〈u,∇∗v〉 − 〈∇u, v〉 quand t→ 0 ; on a donc bien 〈u,∇∗v〉 = 〈∇u, v〉.
Corollaire 5.4. On conside`re ∇ comme un ope´rateur non borne´ ∇ : C∞0 (T (r,s)M)→ C∞0 (T (r+1,s)M).
Alors ∀u ∈ D(∇max), ∀v ∈ D(∇∗), on a l’e´galite´
〈∇maxu, v〉 = 〈u,∇∗v〉.
Ceci implique en particulier que ∇min = ∇max et que ∇tmin = ∇tmax = ∇∗.
De´monstration. La premie`re e´galite´ se de´montre directement en prenant des suites re´gularisantes pour
u et pour v : en effet on a vu dans la section pre´ce´dente que si u ∈ D(∇max) (resp. v ∈ D(∇∗)), il existe
une suite un ∈ C∞(T (r,s)M) (resp. vn ∈ C∞(T (r+1,s)M)) telle que limn→∞ un = u et limn→∞∇un =
∇maxu dans L2 (resp. limn→∞ vn = v et limn→∞∇∗vn = ∇∗v). Alors
〈u,∇∗v〉 = lim〈un,∇∗vn〉 = lim〈∇un, vn〉 = 〈∇maxu, v〉.
La suite se de´montre comme le corollaire 5.2.
Dans la suite les notations ∇ et ∇∗ de´signeront donc (sauf exception) les ope´rateurs ∇max(= ∇min)
et ∇tmax(= ∇tmin = ∇∗).
On employera fre´quemment le corollaire suivant, simple reformulation du pre´ce´dent :
Corollaire 5.5. Soit u appartenant a` D(∇), c’est-a`-dire tel que u et ∇u sont L2. Alors il existe une
suite (un), C
∞ a` support compact, telle que un → u et ∇un → ∇u dans L2 quand n→∞.
De´monstration. C’est juste la de´finition de u ∈ D(∇min).
Remarque : dans les the´ore`mes ci-dessus, la condition L2 paraˆıt naturelle, ne serait-ce que pour
s’assurer de l’existence des termes du type 〈∇u, v〉. Cependant il est inte´ressant de noter que la
de´monstration donne´e du the´ore`me 5.3 ne fonctionne pas avec des hypothe`ses du type u, ∇u ∈ Lp et
v, ∇∗v ∈ Lq, avec p et q des exposants conjugue´s. La condition L2 est donc plus importante qu’il n’y
paraˆıt.
6 Etude de l’e´quation de normalisation
Dans toute cette section, nous supposerons que la me´trique conique g est hyperbolique.
Comme on l’a vu dans la section 3, pour se de´barrasser des de´formations triviales on cherche a` im-
poser la condition de jauge de Bianchi. Montrer qu’une de´formation infinite´simale peut se mettre sous
une forme normalise´e ve´rifiant la condition de jauge revient a` re´soudre l’e´quation de normalisation :
β ◦ δ∗α = βh0.
Cette e´quation peut se mettre sous une forme plus lisible. Pour cela, on utilise le fait que
∇α = δ∗α+ 1
2
dα
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(il s’agit juste de la de´composition du 2-tenseur ∇α en partie syme´trique et anti-syme´trique), que δ
est toujours la restriction de ∇∗ au sous-fibre´ correspondant, et donc que
δα = ∇∗α = −tr∇α = −tr δ∗α,
la trace de dα e´tant nulle puisque dα est anti-syme´trique. On obtient alors
2β(δ∗α) = 2δδ∗α+ dtr δ∗α
= 2∇∗(∇α− 1
2
dα) − dδα
= 2∇∗∇α− δdα − dδα
= 2∇∗∇α−∆α.
Ici ∆ = dδ + δd est l’ope´rateur de Laplace-Beltrami sur les 1-formes. Or ∆ et ∇∗∇ (parfois nomme´
laplacien de connexion) sont relie´s par la classique formule de Weitzenbo¨ck
∆α = ∇∗∇α+ ric(α),
cf [2] §1.155. En utilisant cette formule et le fait que la me´trique g est hyperbolique, on trouve
2β(δ∗α) = ∆α+ 2(n − 1)α
= ∇∗∇α+ (n− 1)α.
On est donc amener a` e´tudier l’ope´rateur L : α 7→ ∇∗∇α+ (n− 1)α.
6.1 Premie`res proprie´te´s
La premie`re chose a` remarquer sur L est qu’il est elliptique. En particulier, si φ est C∞ et que
Lα = φ au sens des distributions, alors α est C∞. Malheureusement, le caracte`re singulier d’une
coˆne-varie´te´ nous empeˆche d’utiliser directement les ine´galite´s de type Schauder ou G˚arding. Par
exemple, on peut montrer qu’il existe des 1-formes α appartenant a` L2 telles que Lα = 0 au sens des
distributions avec ∇α qui n’est pas dans L2.
Il est clair que L, vu comme un ope´rateur non borne´ C∞0 (T
∗M) → C∞0 (T ∗M), est formellement
syme´trique : avec les notations de la section 4, Lt = L. Malheureusement, il est possible de montrer que
de`s que la dimension de notre coˆne-varie´te´ est supe´rieure a` 2, l’ope´rateur L n’est pas essentiellement
auto-adjoint, i.e. Lmin 6= Lmax (ou si l’on pre´fe`re, L∗∗ 6= L∗). On va donc e´tudier des extensions
auto-adjointes L¯ de L, avec Lmin ⊂ L¯ ⊂ Lmax.
Le the´ore`me 4.2 nous donne une premie`re telle extension : toujours avec les conventions de la
section 4, l’ope´rateur ∇∗ ◦∇+(n− 1)Id est auto-adjoint et inversible. Son domaine est par de´finition
D = {α ∈ D(∇)| ∇α ∈ D(∇∗)} = {α ∈ L2| ∇α, ∇∗∇α ∈ L2}
(dans la deuxie`me de´finition, il faut conside´rer ∇ et ∇∗∇ au sens des distributions).
On va maintenant introduire une deuxie`me extension auto-adjointe. On doit a` Gaffney [7] le re´sultat
ge´ne´ral suivant : les ope´rateurs dminδmax + δmaxdmin et dmaxδmin+ δmindmax (encore avec les conven-
tions de la section 4) sont toujours auto-adjoints. Or d’apre`s le corollaire 5.2, on a dmin = dmax et
δmin = δmax ; les deux ope´rateurs ci-dessus sont donc les meˆmes sur une coˆne-varie´te´. On en de´duit
que l’ope´rateur dmaxδmax + δmaxdmax + 2(n− 1)Id, de´fini sur le domaine
D′ = {α ∈ D(dmax) ∩D(δmax)| dmaxα ∈ D(δmax) et δmaxα ∈ D(dmax)}
=
{
α ∈ L2| dα, δα, dδα, δdα ∈ L2} ,
est positif auto-adjoint et donc inversible (encore une fois dans la deuxie`me de´finition, il faut conside´rer
les ope´rateurs au sens des distributions). Nous montrerons plus loin que ces deux domaines D et D′
sont en fait confondus quand tous les angles coniques sont infe´rieurs a` 2π.
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6.2 Expression du laplacien de connexion en coordonne´es cylindriques
On va maintenant sauter a` pieds joints dans les calculs. Soit a un re´el positif suffisament petit
pour que le a-voisinage ferme´ de Σ dans M soit un voisinage tubulaire. Si r est plus petit que a, on
note Ur le r-voisinage de Σ dans M et Σr le bord de Ur.
Par de´finition, si x est un point de Σ, il existe un voisinage V de x dans Ua et un voisinage U de
x dans Σ, tels que U = V ∩Σ et V ≃ U ×D2, et dans les coordonne´es cylindriques locales adapte´es a`
la de´composition V ≃ U ×D2, la me´trique est de la forme
g = dr2 + sinh(r)2dθ2 + cosh(r)2gΣ,
ou` θ est de´fini non pas modulo 2π mais modulo l’angle conique α. On utilisera les notations suivantes :
er = dr, eθ = sinh(r)dθ, er = (e
r)♯ = ∂∂r , et eθ = (e
θ)♯ = 1sinh(r)
∂
∂θ .
Soit u une section de T ∗M . Au voisinage de Σ on peut faire une de´composition orthogonale et on
e´crit
u = fer + geθ + ω,
avec f , g, deux fonctions de M dans R (ou C, on sera souvent amene´ dans la suite a` complexifier les
fibre´s sur lesquels on travaille), et ω une 1-forme. On remarque que bien que les coordonne´es ne soient
que locales, les formes er et eθ sont bien de´finies sur tout Ua, ainsi que la de´composition orthogonale
pre´ce´dente.
Au vu de la forme de notre voisinage tubulaire, sur tout ouvert V de Ua du type ci-dessus et
suffisament petit, on peut de´finir localement des champs de vecteur e1, . . . en−2 de telle sorte que
(er, eθ, e1, . . . en−2) forme un repe`re mobile orthonorme´ (local), ve´rifiant
∇erek = ∇eθek = 0
pour tout k dans 1 . . . n− 2. On de´finit de meˆme des 1-formes locales e1, . . . en−2 telles que
(er, eθ, e1, . . . en−2) soit le repe`re mobile dual du pre´ce´dent.
Avant de commencer les calculs, introduisons encore quelques notations. On note N le (sous-)fibre´
vectoriel au-dessus de Ua, dont la fibre au-dessus de x ∈ Ua est le sous-espace vectoriel de T ∗xM
orthogonal a` eθ et er, et N∗ le (sous-)fibre´ vectoriel au-dessus de Ua, dont la fibre au-dessus de x ∈ Ua
est le sous-espace vectoriel de TxM orthogonal a` eθ et er. La 1-forme ω introduite plus haut est
naturellement une section de N . Les sections (e1, . . . , en−2) forment localement une base de N
∗, de
meˆme pour (e1, . . . , en−2) et N . Si s est section de N∗, et t une section de N ou de N∗, on note
(∇Σ)(s, t) la projection orthogonale sur N ou sur N∗ de ∇st.
Si f est une fonction de Ua, on pose
dΣf =
n−2∑
k=1
(ek.f)e
k,
et
∆Σf = cosh
2 r
n−2∑
k=1
(∇Σ)(ek, ek).f − ek.ek.f
(c’est a` un facteur pre`s l’oppose´ de la trace de la hessienne de f restreinte a` N∗). Ces deux ope´rateurs
sont inde´pendants du choix des ek. En fait, avec les notations ci-dessus, dans V on a une identification,
a` r et θ fixe´, de U × {r, θ} a` U ⊂ Σ, et N∗ et N restreints a` U × {r, θ} s’identifient de la meˆme fac¸on
a` TU et T ∗U . Les ope´rateurs ci-dessus correspondent via ces identifications a` la diffe´rentielle et au
laplacien de U ⊂ Σ.
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Il en est de meˆme pour ∇Σ, et pour les deux ope´rateurs suivants. Si ω est une section de N , on
pose
δΣ(ω) = − cosh2 r
n−2∑
k=1
∇Σ(ek, ω)(ek)
= cosh2 r
n−2∑
k=1
ω(∇Σ(ek, ek))− ek.ω(ek),
et
(∇∗∇)Σω = cosh2 r
n−2∑
k=1
∇Σ(∇Σ(ek, ek), ω)−∇Σ(ek,∇Σ(ek, ω)),
qui correspondent a` la codiffe´rentielle et au laplacien de connexion pour les 1-formes de Σ.
On est maintenant arme´ pour le calcul explicite de ∇∗∇u. En utilisant notre repe`re mobile, on a
∇∗∇u = −∇er∇eru−∇eθ∇eθu+∇∇er eru+∇∇eθeθu+
n−2∑
k=1
∇∇ekeku−∇ek∇eku.
Comme la me´trique conique est hyperbolique, on a les expressions suivantes :
∇erer = 0, ∇eθeθ = −
1
tanh(r)
er, et ∇ekek = ∇Σ(ek, ek)− tanh(r) er.
On trouve alors que
∇∗∇u = −∇er∇eru−∇eθ∇eθu− (
1
tanh(r)
+ (n− 2) tanh(r))∇eru+
n−2∑
k=1
∇∇Σ(ek,ek)u−∇ek∇eku.
En remplac¸ant u par fer + geθ + ω, un calcul explicite nous donne l’expression suivante pour les
composantes de ∇∗∇u ; selon er :
−∂
2f
∂r2
− 1
sinh(r)2
∂2f
∂θ2
−
(
1
tanh(r)
+ (n− 2) tanh(r)
)
∂f
∂r
+
(
1
tanh(r)2
+ (n− 2) tanh(r)2
)
f
+
2
sinh(r) tanh(r)
∂g
∂θ
+
1
cosh(r)2
∆Σf+
2 tanh(r)
cosh(r)2
δΣω,
selon eθ :
−∂
2g
∂r2
− 1
sinh(r)2
∂2g
∂θ2
−
(
1
tanh(r)
+ (n− 2) tanh(r)
)
∂g
∂r
+
g
tanh(r)2
− 2
sinh(r) tanh(r)
∂f
∂θ
+
1
cosh(r)2
∆Σg,
et selon la composante incluse dans N :
−∇er∇erω−∇eθ∇eθω−
(
1
tanh(r)
+ (n− 2) tanh(r)
)
∇erω+tanh(r)2ω
+
1
cosh(r)2
(∇∗∇)Σω−2 tanh(r) dΣf
Pour pouvoir manipuler cette expression, nous allons effectuer dans la section suivante une sorte
de de´composition en se´ries de Fourier ge´ne´ralise´es.
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6.3 De´composition en se´rie de Fourier ge´ne´ralise´e
On sait qu’au voisinage du lieu singulier, la me´trique g se met localement sous la forme
g = dr2 + sinh(r)2dθ2 + cosh(r)2gΣ.
Si la coordonne´e θ e´tait de´finie (toujours modulo l’angle conique α) sur tout un voisinage du lieu
singulier, on pourrait faire des de´compositions en se´ries de Fourier, du type
f(r, θ, z) =
∑
fn(r, z) exp(2iπnθ/α).
Mais en ge´ne´ral la coordonne´e d’angle θ n’est de´finie que localement, ce qui empeˆche d’e´crire de telles
de´compositions. On va donc proce´der a` une autre sorte de de´composition ; on obtiendra finalement
des e´critures du type
f(r, θ, z) =
∑
fn(r)ψn(θ, z)
ou` les (ψn) forment une base hilbertienne bien choisie du bord d’un voisinage tubulaire du lieu singulier.
6.3.1 Une base hilbertienne adapte´e
Pour faciliter les calculs, nous serons amener a` complexifier les fibre´s usuels. Comme pre´ce´demment,
on choisit un re´el positif a suffisament petit pour que le a-voisinage ferme´ de Σ dansM soit un voisinage
tubulaire. Si r est infe´rieur ou e´gal a` a, on note Ur le r-voisinage de Σ dans M et Σr le bord de Ur.
On va particulie`rement s’inte´resser a` la sous-varie´te´ Σa. Tout point x de Σa admet un voisinage V
de la forme U × S1, ou` U est un ouvert de Σ. Dans ce voisinage, la me´trique de Σa, induite par celle
de M , s’exprime comme une me´trique produit ; plus pre´cisement on a, dans les coordonne´es adapte´es,
ga = sinh(a)
2dθ2 + cosh(a)2gΣ.
Dans cette sous-section, et seulement dans celle-ci, les notations ∇, ∇∗, ∆, etc. de´signeront les
ope´rateurs correspondants pour la me´trique ga.
Pour pouvoir faire les de´compositions voulues, on veut trouver une “bonne” base hilbertienne sur
Σa, pour les fonctions comme pour les 1-formes, ou plus pre´cise´ment pour les sections du sous-fibre´
N de´fini pre´ce´demment. On se propose donc de de´montrer le re´sultat suivant :
Proposition 6.1. Il existe une base hilbertienne (ψj)j∈N du complexifie´ de L
2(Σa), telle que pour tout
indice j, il existe un re´el λj et un entier relatif pj, ve´rifiant
λj ≥
p2jβ
2
sinh(a)2
,
pour lesquels {
∆ψj = λjψj
eθ.ψj =
ipjβ
sinh(a)ψj .
Soit J l’ensemble des j pour lesquels λj >
p2jβ
2
sinh(a)2
. Il existe une base hilbertienne (φj)j∈J ∪ (ϕj)j∈N
du complexifie´ de L2(N), telle que :
– pour tout indice j appartenant a` J , φj =
(
λj − p
2
jβ
2
sinh(a)2
)−1/2
dΣψj, et donc

∇∗∇φj =
(
λj +
n−3
cosh(a)2
)
φj
∇eθφj = ipjβsinh(a)φj
δΣφj = cosh(a)
2
(
λj − p
2
jβ
2
sinh(a)2
)1/2
ψj ;
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– pour tout indice j ∈ N, il existe un re´el µj et un entier relatif p′j, pour lesquels{
∇∗∇ϕj = µjϕj
∇eθϕj =
ip′jβ
sinh(a)ϕj ,
et on a de plus δΣϕj = 0.
De´monstration. Soit (e1, . . . , en−2) un repe`re mobile orthonorme´ de U ≃ U × {θ}, pour la me´trique
cosh(a)2gΣ. C’est la restriction a` Σa du repe`re mobile local de´fini dans la section pre´ce´dente. Alors
(eθ, e1, . . . , en−2) est un repe`re mobile orthonorme´ de V, ve´rifiant
∇eθek = ∇ekeθ = 0
pour k = 1 . . . n − 2 (rappelons qu’ici et dans la suite de la preuve, on re´emploie pour simplifier la
notation ∇ pour la connexion de Levi-Civita` pour la me´trique ga de Σa, a` ne pas confondre avec la
connexion de Levi-Civita` de la me´trique g).
Inte´ressons-nous maintenant au laplacien ∆ sur (Σa, ga). La sous-varie´te´ Σa e´tant compacte, on
peut utiliser le the´ore`me de de´composition spectrale des ope´rateurs elliptiques auto-adjoints pour
montrer qu’il existe une base hilbertienne de L2(Σa), forme´e de fonctions propres du laplacien. De
plus chaque sous-espace propre est de dimension finie, et chaque fonction propre est C∞.
Si f est une fonction sur Σa, en utilisant le repe`re mobile ci-dessus, on obtient
∆f = −eθ.eθ.f +
n−2∑
k=1
∇ekek.f − ek.ek.f .
On peut ve´rifier sur cette expression que eθ.∆f = ∆(eθ.f), donc que
∂
∂θ (∆f) = ∆(
∂
∂θf), c’est-a`-
dire que ∆ et ∂∂θ commutent (rappelons que le champ de vecteur eθ est bien de´fini dans tou Ua, ainsi
donc que ∂∂θ ). De plus une inte´gration par parties e´vidente donne, si f et g sont deux fonctions C
1 sur
Σa, ∫
Σa
∂f
∂θ
g = −
∫
Σa
f
∂g
∂θ
.
Soit donc λ une valeur propre du laplacien et Eλ le sous-espace propre associe´. On a vu que Eλ
e´tait de dimension fini et compose´ de fonctions C∞. Comme ∆ et ∂∂θ commutent, la restriction de
ce dernier a` Eλ est un endomorphisme de Eλ ; et d’apre`s ce qui pre´ce`de cet endomorphisme est anti-
syme´trique pour le produit scalaire L2. Comme Eλ est de dimension finie, on peut donc (en passant
dans les complexes) trouver une base orthonorme´e (ψj) de Eλ, forme´e de fonctions propres de
∂
∂θ ,
c’est-a`-dire que l’on a : {
∆ψj = λψj
∂
∂θψj = iµjψj.
Cette dernie`re e´quation implique que, dans les coordonne´es (z, θ) adapte´es a` V ≃ U × S1,
ψj(z, θ) = exp(iµjθ)φj(z),
ou` φj est une fonction ne de´pendant pas de la variable θ. Comme θ est de´finie modulo l’angle conique
α, on en de´duit que µj ∈ 2πα Z, c’est-a`-dire qu’il existe un entier pj tel que
ψj(z, θ) = exp(
2iπpj
α
θ)φj(z),
et donc en particulier
∂
∂θ
ψj =
2iπpj
α
ψj.
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Si on exprime a` nouveau le laplacien a` l’aide du repe`re mobile, on obtient
∆ψj = λψj
= −eθ.eθ.ψj +
n−2∑
k=1
∇ekek.ψj − ek.ek.ψj
= − 1
sinh(a)2
∂2
∂θ2
ψj +
n−2∑
k=1
∇ekek.ψj − ek.ek.ψj
=
p2jβ
2
sinh(a)2
ψj +
n−2∑
k=1
∇ekek.ψj − ek.ek.ψj
avec la notation β = 2πα . De´signons, comme dans la section pre´ce´dente, par ∆Σ l’ope´rateur
f 7→ cosh(a)2
n−2∑
k=1
(∇ekek.f − ek.ek.f);
si f est une fonction de´finie sur U ×{θ}, alors ∆Σf est le laplacien de f pour la me´trique obtenue en
identifiant U × {θ} a` U ⊂ Σ. On a alors
∆Σ(ψj) = cosh(a)
2
(
λ− p
2
jβ
2
sinh(a)2
)
ψj.
Passons maintenant aux 1-formes sur Σa. Rappelons qu’ici les notations ∇ et ∇∗ de´signent la
connexion de Levi-Civita` et son adjoint pour la me´trique ga de Σa. Le laplacien de connexion ∇∗∇
s’exprime alors a` l’aide du repe`re mobile de la fac¸on suivante :
∇∗∇η = −∇eθ∇eθη +
n−2∑
k=1
∇∇ekekη −∇ek∇ekη.
Si on de´compose η orthogonalement, η = feθ + ω, alors
∇∗∇η = (∆f)eθ +∇∗∇ω,
et cette de´composition est a` nouveau orthogonale. Dit autrement, si ω est une 1-forme sur Σa, en
tout point perpendiculaire a` eθ, alors ∇∗∇ω est aussi en tout point perpendiculaire a` eθ. On va donc
conside´rer le sous-fibre´ vectoriel N ⊂ T ∗Σa, dont la fibre au-dessus de x ∈ Σa est le sous-espace
vectoriel de T ∗xΣa orthogonal a` e
θ ; c’est la restriction a` Σa du fibre´ N de´fini a` la section pre´ce´dente.
L’ope´rateur ∇∗∇ se restreint ainsi a` un ope´rateur non borne´ de L2(N) dans lui-meˆme.
Si ω est une section de N , alors ∇eθω est encore une section de N . Comme pour les fonctions,
on ve´rifie sur l’expression ci-dessus que ∇eθ(∇∗∇ω) = ∇∗∇(∇eθω), c’est-a`-dire que ∇∗∇ et ∇eθ
commutent. L’ope´rateur ∇eθ est a` nouveau anti-syme´trique pour le produit scalaire L2 : en effet, pour
φ, φ′ deux sections de N , on a∫
Σa
eθ.ga(φ, φ
′) = 0
=
∫
Σa
ga(∇eθφ, φ′) +
∫
Σa
ga(φ,∇eθφ′)
En utilisant ces deux proprie´tes et le the´ore`me de de´composition spectrale des ope´rateurs elliptiques
auto-adjoints, on montre, comme dans le cas des fonctions, qu’il existe un base hilbertienne (φj)j∈N
de L2(N), telle que pour tout j, on ait :{
∇∗∇φj = λjφj
∇ ∂
∂θ
φj = iµjφj .
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Pour k = 1 . . . n − 2, on note comme pre´ce´demment ek la forme duale de ek. Les sections locales
e1, . . . , en−2 forment alors une base de N sur V. En de´composant dans cette base
φj =
n−2∑
k=1
ak(z, θ)e
k,
la dernie`re e´quation ci-dessus donne
n−2∑
k=1
∂
∂θ
(ak(z, θ))e
k = iµj
n−2∑
k=1
ak(z, θ)e
k,
qui s’inte`gre en
ak(z, θ) = bk(z) exp(iµjθ)
pour k = 1 . . . n− 2. La coordonne´e θ e´tant de´finie modulo l’angle conique α, on en de´duit encore une
fois que µj ∈ 2πα Z, c’est-a`-dire qu’il existe un entier pj tel que ∇ ∂
∂θ
φj = ipjβφj (avec toujours β =
2π
α ).
Rappelons maintenant quelques notations. Si f est une fonction sur Σa, on a
dΣf =
n−2∑
k=1
(ek.f)e
k,
c’est une section de N . Il s’agit en chaque point (x, θ) ∈ U × S1 ≃ V ⊂ Σa de la diffe´rentielle de la
restriction de f a` U × {θ}. Ensuite, si ω est une section de N , on a
δΣ(ω) = − cosh(a)2
n−2∑
k=1
(∇eku)(ek)
= cosh(a)2
n−2∑
k=1
u(∇ekek)− ek.u(ek),
et
(∇∗∇)Σω = cosh(a)2
n−2∑
k=1
∇∇ekekω −∇ek∇ekω.
Si l’on se restreint a` U×{θ}, il s’agit de la codiffe´rentielle et du laplacien de connexion sur les 1-formes,
pour la me´trique obtenue en identifiant U × {θ} a` U ⊂ Σ.
Soit f une fonction sur Σa. Avec ces notations, on a :
∇∗∇(dΣf) = −∇eθ∇eθ(dΣf) +
1
cosh(a)2
(∇∗∇)Σ(dΣf).
Or
∇eθ∇eθ(dΣf) = ∇eθ∇eθ
n−2∑
k=1
(ek.f)e
k
=
n−2∑
k=1
(eθ.eθ.(ek.f))e
k
=
n−2∑
k=1
ek.(eθ.eθ.f)e
k
= dΣ(eθ.eθ.f).
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De plus, la me´trique de U ⊂ Σ est hyperbolique, et on peut donc utiliser la formule de Weitzenbo¨ck
suivante, valable pour les 1-formes :
(∇∗∇)Σ = ∆Σ + (n− 3)Id = dΣδΣ + δΣdΣ + (n− 3)Id.
C’est la meˆme formule qu’au de´but de cette section, cf [2] §1.155. On en de´duit que
(∇∗∇)Σ ◦ dΣ = (∆Σ + (n− 3)Id) ◦ dΣ = dΣ ◦ (∆Σ + (n− 3)Id).
Par suite,
(∇∗∇)Σ(dΣf) = dΣ(∆Σ(f)) + (n− 3)dΣ(f),
et donc
∇∗∇(dΣf) = −dΣ(eθ.eθ.f) + 1
cosh(a)2
(dΣ(∆Σ(f)) + (n− 3)dΣ(f))
= dΣ(∆f) +
n− 3
cosh(a)2
dΣf.
On obtient finalement, si ψj est une des fonctions de´finies plus haut (c’est-a`-dire telle que ∆ψj = λψj
et ∂∂θψj = ipjβψj) :
∇∗∇(dΣψj) = dΣ(λψj) + n− 3
cosh(a)2
dΣψj
=
(
λ+
n− 3
cosh(a)2
)
dΣψj.
Par conse´quent dΣψj est un vecteur propre de ∇∗∇. De plus ∇ ∂
∂θ
(dΣψj) = dΣ(
∂
∂θψj) = ipjβ dΣψj .
De la meˆme manie`re, si ω est une section de N , alors
∆(δΣω) = −eθ.eθ.(δΣω) + 1
cosh(a)2
∆Σ(δΣω).
La meˆme formule de Weitzenbo¨ck nous donne
∆Σ ◦ δΣ = δΣ ◦∆Σ
= δΣ ◦ ((∇∗∇)Σ − (n− 3)Id)
= δΣ ◦ (∇∗∇)Σ − (n− 3)δΣ,
et on a aussi eθ.eθ.(δΣω) = δΣ(∇eθ∇eθω), soit finalement
∆(δΣω) = −δΣ(∇eθ∇eθω) +
1
cosh(a)2
(δΣ((∇∗∇)Σω)− (n− 3)δΣω)
= δΣ(∇∗∇ω)− n− 3
cosh(a)2
(δΣω).
Comme pre´ce´demment, on constate que si φj est une des sections de´finies plus haut, c’est-a`-dire telle
que ∇∗∇φj = λjφj et ∇ ∂
∂θ
φj = ipjβφj , alors
∆Σ(δΣφj) =
(
λj − n− 3
cosh(a)2
)
δΣφj
et que
∂
∂θ
(δΣφj) = ipjβ δΣφj .
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Pour clarifier tout ceci, on introduit les notations suivantes. Pour λ ∈ R, p ∈ Z, on pose :
Eλ = {f ∈ L2(Σa)|∆f = λf},
Fλ = {ω ∈ L2(N)|∇∗∇ω = λω},
Eλ,p = {f ∈ Eλ| ∂
∂θ
f = ipβ f},
et Fλ,p = {ω ∈ Fλ|∇ ∂
∂θ
ω = ipβ ω}.
Chacun de ces sous-espaces vectoriels est de dimension finie, compose´ de fonctions ou sections C∞.
Les Eλ,p sont deux a` deux orthogonaux, ainsi que les Fλ,p, les Eλ et les Fλ. On a Eλ =
⊕
p∈ZEλ,p
et Fλ =
⊕
p∈Z Fλ,p, et a` chaque fois la somme est en fait finie car Eλ et Fλ sont de dimension finie.
On note S, resp. S′, le spectre du laplacien sur les fonctions, resp. sur les 1-formes, i.e. l’ensemble
des valeurs de λ pour lesquelles Eλ, resp. Fλ, est non re´duit a` 0. Ce sont des ensembles discrets,
minore´es, avec +∞ comme seul point d’accumulation. Alors ⊕λ∈S Eλ(=⊕λ∈S⊕p∈ZEλ,p) est dense
dans L2(Σa), idem pour
⊕
λ∈S′ Fλ dans L
2(N).
D’apre`s ce qui pre´ce`de, dΣ envoie Eλ,p dans Fλ+(n−3)/ cosh(a)2,p, et δΣ envoie Fλ+(n−3)/ cosh(a)2,p
dans Eλ,p. De plus, si ψ,ψ
′ appartiennent a` Eλ,p, alors, comme l’adjoint de dΣ est cosh(a)
−2δΣ, en
inte´grant par parties on trouve∫
Σa
ga(dΣψ, dΣψ
′) =
∫
Σa
1
cosh(a)2
ψ(δΣdΣψ
′)
=
∫
Σa
1
cosh(a)2
ψ∆Σψ
′
=
∫
Σa
1
cosh(a)2
ψ cosh(a)2(λ− p
2
jβ
2
sinh(a)2
)ψ′
= (λ− p
2β2
sinh(a)2
)
∫
Σa
ψψ′.
En prenant ψ = ψ′ on trouve que, si Eλ,p 6= {0}, alors ne´cessairement
λ ≥ p
2β2
sinh(a)2
.
On en de´duit aussi que, pour le produit scalaire L2, dΣ est une homothe´tie de Eλ,p sur son image, de
rapport
(
λ− p2β2
sinh(a)2
)1/2
.
De plus, du fait que l’adjoint de dΣ est cosh(a)
−2δΣ, si un e´le´ment φ de Fλ,p est dans l’orthogonal
de l’image de Eλ−(n−3)/ cosh(a)2,p par dΣ (ce qui est en particulier le cas si Eλ−(n−3)/ cosh(a)2,p = {0}),
alors ne´cessairement δΣφ = 0.
On a maintenant tout ce qu’il faut pour obtenir les bases hilbertiennes de´sire´es. On choisit pour
chaque Eλ,p une base orthonormale, leur re´union (ψj)j∈N forme une base hilbertienne de L
2(Σa).
Ensuite, sur chaque Fλ,p, on a de´ja` une famille orthonormale (finie), a` savoir l’image par (λ −
p2β2
sinh(a)2
)−1/2 dΣ de la base orthonormale de Eλ−(n−3)/ cosh(a)2,p (cela e´videmment dans le cas ou` l’on
a λ > p
2β2
sinh(a)2
et Eλ−(n−3)/ cosh(a)2,p 6= {0}). La re´union de ces familles orthonormales nous donne les
(φj)j∈J de la proposition. Enfin, on comple`te sur chaque Fλ,p cette famille en une base orthonorme´e ;
la re´union des e´le´ments ainsi rajoute´s constitue les (ϕj)j∈N de la proposition.
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Notons que les e´le´ments de ces bases hilbertiennes ve´rifient aussi

∆Σψj = cosh(a)
2
(
λj −
p2jβ
2
sinh(a)2
)
ψj
(∇∗∇)Σφj = cosh(a)2
(
λj +
n− 3
cosh(a)2
− p
2
jβ
2
sinh(a)2
)
φj
(∇∗∇)Σϕj = cosh(a)2
(
µj −
p′j
2β2
sinh(a)2
)
ϕj .
Pour simplifier ces expressions, qui sont celles qui vont nous servir, on pose, pour tout indice j ∈ N,
λ′j = cosh(a)
2
(
λj −
p2jβ
2
sinh(a)2
)
,
ainsi que
µ′j = cosh(a)
2
(
µj −
p′j
2β2
sinh(a)2
)
.
On a alors 

∆Σψj = λ
′
jψj
(∇∗∇)Σφj = (λ′j + n− 3)φj
(∇∗∇)Σϕj = µ′jϕj .
On peut aussi exprimer plus simplement les relations suivantes :

dΣψj =
(λ′j)
1/2
cosh(a)
φj
δΣφj = cosh(a)(λ
′
j)
1/2ψj .
6.3.2 Expression du laplacien dans cette de´composition
Maintenant, on va utiliser les re´sultats pre´ce´dents pour proce´der a` la de´composition de u = fer +
geθ + ω sur tout Ua.
Pour passer de Σa a` Σr, on utilise le transport paralle`le et le flot le long des ge´ode´siques, inte´grales
du champ de vecteur er. Cela revient a` e´tendre a` tout Ua les fonctions ψj et les formes φj, ϕj , en
demandant seulement que er.ψj = 0, et que ∇erφj = ∇erϕj = 0. On note encore ψj , φj et ϕj ces
extensions.
Pour un r fixe´, on note fr la restriction de f a` Σr. On peut de meˆme e´tendre fr en une fonction
f˜r de´finie sur tout Ua en utilisant le flot du champ de vecteur er, c’est-a`-dire en demandant seulement
que er.f˜r soit identiquement nul (et e´videmment que f˜r = fr sur Σr). En particulier, on peut regarder
la restriction a` Σa de f˜r, note´e f˜r|Σa . On peut maintenant utiliser les re´sultats de la proposition 6.1
pour de´composer f˜r|Σa sous la forme d’une se´rie : f˜r|Σa =
∑
f jrψj . Finalement, en re´utilisant le flot
pour se ramener a` Σr, on obtient la de´composition suivante, valable sur Σr : fr =
∑
f jrψj. En faisant
cette manipulation pour tout r, et en posant fj(r) = f
j
r , on obtient
f =
∑
j∈N
fj(r)ψj .
On effectue e´videmment une de´composition similaire pour la fonction g. Pour la section ω, le meˆme
proce´de´ fonctionne, en remplac¸ant le flot par le transport paralle`le, et on obtient une de´composition
ω =
∑
j∈J
ωj(r)φj +
∑
j∈N
̟j(r)ϕj .
21
On peut ve´rifier facilement que si u est C∞ alors les coefficients fj, gj, ωj et ̟j le sont aussi (en
effet, fj(r) =
∫
Σa
ψj f˜r et on peut de´river sous l’inte´grale ; il en est de meˆme pour les autres coefficients).
On a finalement obtenu l’expression suivante pour u :
u =
∑
j∈N
fj(r)ψj e
r +
∑
j∈N
gj(r)ψj e
θ
+
∑
j∈J
ωj(r)φj +
∑
j∈N
̟j(r)ϕj .
Il est plus judicieux de regrouper les termes de cette de´composition de la fac¸on suivante, faisant
apparaˆıtre des “blocs e´le´mentaires” de meˆme fre´quence :
u =
∑
j∈J
(
fj(r)ψj e
r + gj(r)ψj e
θ + ωj(r)φj
)
+
∑
j∈N\J
(
fj(r)ψj e
r + gj(r)ψj e
θ
)
+
∑
j∈N
̟j(r)ϕj .
En partant de cette expression pour u, on va effectuer cette de´composition pour ∇∗∇u. On note
toujours β pour 2πα . Il faut d’abord voir comment se comporte les fonctions et formes e´tendues. En
proce´dant a` de simples changement d’e´chelle, on arrive a` :

∂
∂r
ψj = 0
∂
∂θ
ψj = ipjβ ψj
∆Σψj = λ
′
jψj
dΣψj =
(λ′j)
1/2
cosh(r)
φj ,


∇ ∂
∂r
φj = 0
∇ ∂
∂θ
φj = ipjβ φj
(∇∗∇)Σφj = (λ′j + n− 3)φj
δΣφj = cosh(r)(λ
′
j)
1/2ψj,
et 

∇ ∂
∂r
ϕj = 0
∇ ∂
∂θ
ϕj = ip
′
jβ ϕj
(∇∗∇)Σϕj = µ′jϕj
δΣϕj = 0
.
On obtient alors, pour la composante de ∇∗∇u en ψjer, si j ∈ J :
−f ′′j −
(
1
tanh(r)
+ (n− 2) tanh(r)
)
f ′j+
(
1
tanh(r)2
+ (n− 2) tanh(r)2 + p
2
jβ
2
sinh(r)2
+
λ′j
cosh(r)2
)
fj
+
2ipjβ
sinh(r) tanh(r)
gj+
2 tanh(r)(λ′j)
1/2
cosh(r)
ωj,
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si j /∈ J :
−f ′′j −
(
1
tanh(r)
+ (n− 2) tanh(r)
)
f ′j+
(
1
tanh(r)2
+ (n− 2) tanh(r)2 + p
2
jβ
2
sinh(r)2
+
λ′j
cosh(r)2
)
fj
+
2ipjβ
sinh(r) tanh(r)
gj ,
pour la composante en ψje
θ :
−g′′j −
(
1
tanh(r)
+ (n− 2) tanh(r)
)
g′j +
(
1
tanh(r)2
+
p2jβ
2
sinh(r)2
+
λ′j
cosh(r)2
)
gj − 2ipjβ
sinh(r) tanh(r)
fj,
pour la composante en φj :
−ω′′j −
(
1
tanh(r)
+ (n− 2) tanh(r)
)
ω′j+
(
tanh(r)2 +
p2jβ
2
sinh2(r)
+
λ′j + n− 3
cosh(r)2
)
ωj−
2 tanh(r)(λ′j)
1/2
cosh(r)
fj,
et pour la composante en ϕj :
−̟′′j −
(
1
tanh(r)
+ (n− 2) tanh(r)
)
̟′j +
(
tanh(r)2 +
p′j
2β2
sinh(r)2
+
µ′j
cosh(r)2
)
̟j .
6.4 Comportement des solutions au voisinage de la singularite´
On va maintenant chercher a` re´soudre l’e´quation Lu = 0 au voisinage de Σ. La de´composition ci-
dessus permet de passer d’une e´quation aux de´rive´es partielles a` une infinite´ d’e´quations diffe´rentielles
ordinaires. Re´soudre l’e´quation Lu = 0 revient donc a` re´soudre une e´quation diffe´rentielle line´aire
pour chaque coefficient de la de´composition.
L’e´quation qu’on obtient ici pre´sente une singularite´ “re´gulie`re” en r = 0. On sait (cf [16]) que
les solutions d’une telle e´quation sont des combinaisons line´aires de fonctions de la forme rkf(r) avec
f une fonction analytique, ou` les exposants k s’obtiennent comme racines de l’e´quation indicielle (en
cas de racines multiples ou se´pare´es par des entiers, il faut e´ventuellement rajouter des termes en ln r
dans l’expression des solutions).
On pose donc, pour un entier j donne´,

fj(r) = r
k(f0 + f1r + f2r
2 + · · · ),
gj(r) = r
k(g0 + g1r + g2r
2 + · · · ),
ωj(r) = r
k(ω0 + ω1r + ω2r
2 + · · · ),
̟j(r) = r
k(̟0 +̟1r +̟2r
2 + · · · ).
On obtient alors les syste`mes d’e´quations indicielles suivants (on omet de noter les indices) : si
j ∈ J , 

(−k2 + 1 + p2β2)f0 + 2ipβg0 = 0
−2ipβf0 + (−k2 + 1 + p2β2)g0 = 0
(−k2 + p2β2)ω0 = 0,
si j /∈ J , {
(−k2 + 1 + p2β2)f0 + 2ipβg0 = 0
−2ipβf0 + (−k2 + 1 + p2β2)g0 = 0,
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et enfin
(−k2 + p′2β2)̟0 = 0.
Commenc¸ons par e´tudier le premier syste`me, le plus complique´. Les valeurs de l’exposant k pour
lesquelles il admet des solutions non triviales (racines indicielles) sont±pβ±1 et±pβ. Plus pre´cise´ment,
pour k = ±(pβ + 1), les coefficients dominants (f0, g0, ω0) sont engendre´s par (1,−i, 0), pour k =
±(pβ − 1), par (1, i, 0), et pour k = ±pβ, par (0, 0, 1). On remarque que l’on a toujours des racines
se´pare´es par des entiers, ce qui rajoute des termes logarithmiques, mais nous n’aurons pas a` en tenir
compte car seul l’exposant dominant va nous inte´resser.
Le cas des racines doubles est un peu plus complique´. Elles apparaissent si p = 0, pβ = ±1, ou
pβ = ±12 . En fait si pβ = 12 , les solutions correspondant a` k = pβ et a` k = 1 − pβ sont line´airement
inde´pendantes, on n’a donc pas besoin de termes logarithmiques ; meˆme chose pour pβ = −12 .
Pour pβ = 1, les solutions pour k = pβ − 1 et k = −(pβ − 1) sont les meˆmes. On a donc besoin
d’un terme logarithmique. Meˆme chose si pβ = −1.
Enfin, pour p = 0, il y a trois de´ge´ne´rescence. Cependant pour k = 1 ou k = −1, on n’a pas de
perte de dimension et donc pas besoin de termes logarithmiques. Par contre, pour k = 0, le terme en
logarithme est ne´cessaire.
On remarque que les deux premiers cas de racines doubles ne se rencontrent que pour des valeurs
particulie`res de l’angle conique. Par contre le dernier cas se rencontre quel que soit l’angle. C’est
l’existence de ces solutions logarithmiques, qui sont dans L2 mais dont la de´rive´e covariante ne l’est
pas, qui fait que l’ope´rateur L n’est jamais essentiellement auto-adjoint dans notre cadre.
Les deux syste`mes restant sont plus simples a` e´tudier et ne pre´sentent rien de nouveau par rapport
a` ce qui pre´ce`de. La proposition suivante regroupe tous ces re´sultats :
Proposition 6.2. Soit u une solution de l’e´quation Lu = 0 sur un voisinage d’une composante
connexe de Σ, d’angle conique α. Alors chacun des termes apparaissant dans la de´composition
u =
∑
j∈J
(
fj(r)ψj e
r + gj(r)ψj e
θ + ωj(r)φj
)
+
∑
j∈N\J
(
fj(r)ψj e
r + gj(r)ψj e
θ
)
+
∑
j∈N
̟j(r)ϕj .
est solution de l’e´quation.
Soit j un indice appartenant a` J . L’ensemble des solutions du type
fj(r)ψj e
r + gj(r)ψj e
θ + ωj(r)φj
forme un espace vectoriel (de dimension 6). Si pjβ /∈ {−1, 0, 1}, alors on dispose d’une base constitue´e
de solutions e´le´mentaires pour lesquelles v(r) = (fj(r), gj(r), ωj(r)) est de la forme r
k(v0+ v1r+ · · · ),
avec k ∈ {±pjβ±1,±pjβ}. Pour k = ±(pjβ+1), on peut prendre v0 = (1,−i, 0), pour k = ±(pjβ−1),
(1, i, 0), et pour k = ±pjβ, (0, 0, 1). Si pjβ = −1, resp. 1, resp. 0, les deux solutions e´le´mentaires ci-
dessus correspondant a` k = 0 sont identiques, il faut donc rajouter une solution de la forme ln(r)(v0+
v1r + · · · ) avec v0 = (1,−i, 0), resp. (1, i, 0), resp. (0, 0, 1).
Maintenant si l’indice j n’appartient pas a` J , l’ensemble des solutions du type
fj(r)ψj e
r + gj(r)ψj e
θ
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forme un espace vectoriel (de dimension 4). Si pjβ /∈ {−1, 1}, alors on dispose d’une base constitue´e
de solutions e´le´mentaires pour lesquelles v′(r) = (fj(r), gj(r)) est de la forme r
k(v′0 + v
′
1r+ · · · ), avec
k = ±pjβ± 1. Pour k = ±(pjβ+1), on peut prendre v′0 = (1,−i), et pour k = ±(pjβ− 1), v′0 = (1, i).
Si pjβ = −1, resp. 1, les deux solutions e´le´mentaires ci-dessus correspondant a` k = 0 sont identiques,
il faut donc rajouter une solution de la forme ln(r)(v′0 + v
′
1r + · · · ) avec v′0 = (1,−i), resp. (1, i).
Enfin, pour tout indice j, l’ensemble des solutions du type ̟j(r)ϕj forme un espace vectoriel (de
dimension 2). Si p′j 6= 0, alors on dispose d’une base constitue´e de deux solutions e´le´mentaires pour
lesquelles ̟j(r) = r
k(1+̟1r+· · · ), avec k = ±pjβ. Si p′ = 0 les deux solutions e´le´mentaires ci-dessus
sont identiques, il faut donc rajouter une solution pour laquelle ̟j(r) = ln(r)(1 +̟1r + · · · ).
6.5 Re´solution de l’e´quation
Dans cette sous-section ainsi que dans toute la suite de ce papier, tous les angles coniques
seront suppose´s strictement infe´rieurs a` 2π. En particulier, si p est un entier, alors soit pβ = 0,
soit |pβ| > 1.
On va e´tudier maintenant quels sont les exposants dominants possibles pour une solution de
l’e´quation Lu = 0 au voisinage du lieu singulier, en fonction des diffe´rentes conditions impose´es a`
u.
Notons tout d’abord que, vu la forme de la me´trique, une forme u, telle qu’au voisinage d’une
composante connexe du lieu singulier sa norme (ponctuelle) ve´rifie |u| ∼ rk, est dans L2 si et seulement
si k > −1. Par conse´quent, si u ∈ L2 ve´rifie Lu = 0 au voisinage du lieu singulier, les exposants k
apparaissant dans le de´veloppement de u donne´ a` la proposition 6.2 sont tous strictement supe´rieurs a`
−1. Or on a vu que k est de la forme ±pβ±1 ou ±pβ, ou` p est un entier que l’on peut supposer positif,
et β vaut 2π divise´ par l’angle conique de la composante connexe du lieu singulier. Par conse´quent
le fait que u soit dans L2 e´limine les solutions avec k = −pβ − 1, avec k = −pβ pour p 6= 0, et avec
k = −pβ + 1 pour p > 1 (et aussi p = 1 si β ≥ 2, c’est-a`-dire si l’angle conique est infe´rieur ou e´gal a`
π).
Le premier re´sultat est le lemme suivant :
Lemme 6.3. Soit M une coˆne-varie´te´ hyperbolique dont tous les angles coniques sont strictement
infe´rieurs a` 2π. Soit u une 1-forme telle que Lu soit e´gal a` 0 au voisinage du lieu singulier et que u
et du soient dans L2. Alors ∇u et ∇du sont dans L2.
De´monstration. Pour j ∈ J , si u est une 1-forme du type
f(r)ψje
r + g(r)ψje
θ + ω(r)φj,
alors du est de la forme
a(r)ψje
r ∧ eθ + b(r)er ∧ φj + c(r)eθ ∧ φj ,
avec (je passe les calculs)
a(r) = g′ +
1
tanh(r)
g − ipjβ
sinh(r)
f,
b(r) = ω′ − tanh(r)ω − (λ
′
j)
1/2
cosh(r)
f,
c(r) =
ipjβ
sinh(r)
ω − (λ
′
j)
1/2
cosh(r)
g.
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On suppose qu’en plus u est une solution e´le´mentaire de l’e´quation Lu = 0 au voisinage d’une
composante connexe de Σ, avec (f(r), g(r), ω(r)) de la forme rk(v0 + v1r + · · · ) (cf proposition 6.2).
Alors (a(r), b(r), c(r)) est de la forme rk−1(w0 + w1r + · · · ), et, si on note v0 = (f0, g0, ω0), alors
w0 = ((k + 1)g0 − ipjβ f0, kω0, ipjβ ω0).
On constate que si k = ±pjβ − 1, ou si k = pjβ avec pj = 0, alors w0 = 0, c’est-a`-dire que dans
ces deux cas (et seulement dans ces deux cas-la`) u et du ont le meˆme exposant dominant. Et si on
est dans le cas d’un terme logarithmique duˆ a` une racine indicielle multiple (pjβ = −1, 0, ou 1), avec
(f(r), g(r), ω(r)) de la forme ln(r)(v0 + v1r + · · · ), alors l’expression de du comprend toujours des
termes non nuls en r−1.
Maintenant pour j /∈ J , si u est une 1-forme du type
f(r)ψje
r + g(r)ψje
θ,
l’expression de du est assez simple puisqu’on trouve
du =
(
g′ +
1
tanh(r)
g − ipjβ
sinh(r)
f
)
ψje
r ∧ eθ.
Si u est une solution e´le´mentaire de l’e´quation Lu = 0 au voisinage (d’une composante connexe) de
Σ, avec (f(r), g(r)) de la forme rk(v′0+v1r+· · · ) (cf proposition 6.2), alors a(r) = g′+ 1tanh(r)g−
ipjβ
sinh(r)f
est de la forme rk−1(a0 + a1r + · · · ), et, si on note v′0 = (f0, g0), alors
a0 = (k + 1)g0 − ipjβ f0.
On constate, de la meˆme fac¸on que dans le cas j ∈ J , que si k = ±pjβ−1 alors w0 = 0, c’est-a`-dire que
dans ce cas (et seulement dans ce cas-la`) u et du ont le meˆme exposant dominant. Et si on est dans le
cas d’un terme logarithmique duˆ a` une racine indicielle multiple (pjβ = −1 ou 1), avec (f(r), g(r)) de
la forme ln(r)(v′0+ v1r+ · · · ), alors l’expression de du comprend toujours des termes non nuls en r−1.
Il reste a` voir ce qu’il se passe quand la solution u est de la forme ̟(r)ϕj . On trouve, de la meˆme
fac¸on, que si l’exposant dominant de u vaut k, alors l’exposant dominant de du vaut k − 1, sauf pour
la solution non logarithmique quand k = 0.
Re´capitulons tout cela. Soit u une solution de l’e´quation Lu = 0 au voisinage d’une composante
connexe de Σ, d’exposant dominant k. On note k′ l’exposant dominant pour du. Alors k′ = k−1, sauf
pour k de la forme ±pβ − 1 et pour k = 0. Donc si u et du sont toutes les deux dans L2, alors les
seules valeurs possibles pour k sont 0, 1, pβ− 1, pβ et pβ+1 (les autres valeurs pour lesquelles u e´tait
L2, a` savoir k = −pβ + 1 et la solution logarithmique pour k = 0, donnent k′ ≤ −1). En particulier,
on a alors k ≥ 0 et k′ ≥ 0.
Il n’est pas difficile de montrer, a` l’instar de ce que l’on a fait pour du, que si une solution u de
l’e´quation Lu = 0 au voisinage d’une composante connexe de Σ a pour exposant dominant k, alors ∇u
a pour exposant dominant k − 1, sauf si k = 0, auquel cas ∇u et u ont le meˆme exposant dominant
k = 0.
Il en est de meˆme pour du et ∇du : si on note encore k′ l’exposant dominant de du, alors ∇du a
pour exposant dominant k′ − 1, sauf si k′ = 0, auquel cas ∇du et du ont le meˆme exposant dominant
k′ = 0.
En conclusion : si u est une solution de l’e´quation Lu = 0 au voisinage de Σ, telle que u et du soient
dans L2, on a vu que les exposants dominants k et k′ de u et de du sont tous les deux supe´rieurs ou
e´gaux a` 0. Par conse´quent les exposants dominants de ∇u et de ∇du sont tous les deux strictements
supe´rieurs a` −1, et donc ∇u et ∇du sont tous les deux dans L2.
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L’inte´reˆt de ce lemme re´side principalement dans la de´monstration des deux re´sultats suivants, qui
nous font passer de l’e´tude des solutions de l’e´quation Lu = 0 au voisinage du lieu singulier a` celle des
solutions de l’e´quation Lu = f sur M entie`re.
The´ore`me 6.4. Si M est une coˆne-varie´te´ hyperbolique dont tous les angles coniques sont strictement
infe´rieurs a` 2π, alors D = D′.
De´monstration. Supposons que les deux domaines D et D′ soient diffe´rents ; par exemple, D * D′.
Alors il existe α ∈ D\D′. Comme L|D′ est bijectif, il existe aussi α′ ∈ D′ tel que Lα′ = Lα. Donc
α− α′ ∈ kerL, et on connait le comportement de α− α′ au voisinage du lieu singulier.
Par de´finition de D et D′ (cf 6.1), on sait que α, α′, ∇α et dα′ sont dans L2, et donc aussi dα. Par
conse´quent α−α′ et d(α−α′) sont dans L2. D’apre`s le lemme pre´ce´dent ceci implique que ∇(α−α′)
est dans L2.
On peut alors appliquer le the´ore`me 5.3 pour proce´der a` une inte´gration par parties :
0 = 〈L(α − β), α− β〉
= 〈∇∗∇(α− β) + (n − 1)(α − β), α − β〉
= ||∇(α − β)||2 + (n− 1)||α − β||2
et on trouve finalement α− β = 0, ce qui contredit l’hypothe`se α ∈ D\D′.
Remarque : Bien que nous ne le montrions pas ici, il est inte´ressant de noter que de`s qu’un angle
conique est plus grand que 2π, les deux domaines ci-dessus ne co¨ıncident plus. Il devient donc beaucoup
plus difficile de trouver un “bon” domaine pour re´soudre l’e´quation de normalisation, cf [9] et [5] pour
des re´sultats dans cette direction.
Nous allons maintenant montrer un re´sultat comple´mentaire pour les solutions de l’e´quation de
normalisation.
The´ore`me 6.5. Soit M une coˆne-varie´te´ hyperbolique dont tous les angles coniques sont strictement
infe´rieurs a` 2π. Soit φ une section de L2(T ∗M). Alors il existe une unique section α de L2(T ∗M),
solution de l’e´quation Lα = φ, telle que α, ∇α, dδα, et ∇dα (au sens des distributions) soient dans
L2.
De´monstration. On sait depuis la section 6.1 que l’on peut re´soudre de fac¸on unique l’e´quation Lα = φ
avec α ∈ D. Maintenant, le the´ore`me 6.4 ci-dessus nous assure que l’on a aussi α ∈ D′ ; finalement α,
∇α (et donc aussi dα et δα), dδα et δdα (et donc aussi ∇∗∇α) sont dans L2. Le seul point qui reste
a` montrer est que ∇dα est aussi L2.
Les formes C∞ a` support compact e´tant dense dans L2, on peut trouver une suite (φn) de 1-formes
C∞ a` support compact telle que φn → φ dans L2 quand n → ∞. Soit (αn) la suite d’e´le´ments de D
telle que pour tout entier n, Lαn = φn. On applique alors le the´ore`me 4.2 (avec, a` un facteur pre`s,
A = ∇ et A∗ = ∇∗) : les transformations (∇∗∇+(n−1)Id)−1 et ∇(∇∗∇+(n−1)Id)−1 sont continues,
donc
lim
n→∞
αn = lim
n→∞
(∇∗∇+ (n− 1)Id)−1(φn) = (∇∗∇+ (n− 1)Id)−1(φ) = α
et
lim
n→∞
∇αn = lim
n→∞
∇((∇∗∇+ (n− 1)Id)−1(φn)) = ∇((∇∗∇+ (n− 1)Id)−1(φ)) = ∇α,
les limites e´tant au sens L2. Comme dαn est la partie antisyme´trique de ∇αn, la suite (dαn) est
aussi convergente, avec limn→∞ dαn = dα. Maintenant, comme φn est a` support compact, Lαn est
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identiquement nul au voisinage du lieu singulier, et αn rentre donc dans le cadre de la proposition 6.2.
Comme αn appartient a` D(= D
′), αn ainsi que dαn sont dans L
2, et on a vu au lemme 6.3 qu’alors
∇dαn ∈ L2. On va maintenant montrer que (∇dαn), suite de sections du fibre´ T ∗M⊗Λ2M , est borne´e
dans L2.
Pour cela, on conside`re ξ, section C∞ a` support compact de T ∗M ⊗ Λ2M (“section test”), et on
s’inte´resse au produit scalaire 〈∇dαn, ξ〉. Le but est d’arriver a` monter que
|〈∇dαn, ξ〉| ≤M ||ξ||,
ou` M ne de´pend pas de n.
La restriction de la de´rive´e covariante a` Ω2M nous donne un ope´rateur (non borne´)∇ : L2(Λ2M)→
L2(T ∗M ⊗ Λ2M) ; son adjoint est la restriction de ∇∗ a` T ∗M ⊗ Λ2M , et les re´sultats de la section 5
s’appliquent. Maintenant, en utilisant la de´finition de l’adjoint d’un ope´rateur, on a l’e´galite´ ker∇∗ =
(Im∇)⊥ et donc on a aussi la de´composition orthogonale suivante :
L2(T ∗M ⊗ Λ2M) = ker∇∗ ⊕ Im∇.
On voudrait pouvoir e´crire ξ = k + ∇ζ dans cette de´composition, mais il faut d’abord montrer que
l’image de ∇ est ferme´e. Pour cela on utilise la formule de Weitzenbo¨ck suivante, valable pour une
me´trique hyperbolique, qui est un analogue de la formule pour les 1-formes que l’on a de´ja` utilise´e a`
plusieurs reprises (cf [2] §1.I) :
∀ω ∈ Ω2M, ∇∗∇ω = ∆ω + 2(n− 2)ω.
En particulier, de`s que ω est C∞ a` support compact, en inte´grant par parties contre ω on obtient
||∇ω||2 = ||dω||2 + ||δω||2 + 2(n− 2)||ω||2,
ce qui implique
||ω|| ≤ c||∇ω||,
avec c = (2(n − 2))−1/2. Maintenant, cette ine´galite´ est aussi vraie pour tout ω ∈ L2(Λ2M) tel que
∇ω ∈ L2 ; il suffit de prendre une suite ωn ∈ C∞0 telle que ωn → ω et ∇ωn → ∇ω au sens L2 (cf
corollaire 5.5). Cette ine´galite´ implique imme´diatement que l’image de ∇ est ferme´, et donc que
L2(T ∗M ⊗ Λ2M) = ker∇∗ ⊕ Im∇.
Donc on peut bien e´crire ξ = k + ∇ζ, ou` k ∈ ker∇∗, et ||ζ|| ≤ c||∇ζ|| ≤ c||ξ||. Retournons au
produit scalaire :
〈∇dαn, ξ〉 = 〈∇dαn,∇ζ + k〉
= 〈∇dαn,∇ζ〉.
Pour pouvoir faire une inte´gration par parties, il faut ve´rifier que tous les termes implique´s sont L2.
On sait de´ja` que ζ, ∇ζ, ∇dαn le sont. Or d’apre`s la formule de Weitzenbo¨ck ci-dessus,
∇∗∇dαn = ∆dαn + 2(n− 2)dαn = d∆αn + 2(n− 2)dαn,
car d et ∆ = dδ + δd commutent. D’autre part
∆αn = Lαn − 2(n− 1)αn = φn − 2(n− 1)αn.
Finalement,
∇∗∇dαn = dφn − 2dαn.
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Comme φn est a` support compact et que αn ∈ D, les formes dφn et dαn sont L2, donc ∇∗∇dαn
est L2, donc on peut donc inte´grer par parties (the´ore`me 5.3) :
〈∇dαn, ξ〉 = 〈∇dαn,∇ζ〉
= 〈∇∗∇dαn, ζ〉
= 〈dφn − 2dαn, ζ〉.
Comme ∇ζ est L2, δζ = −tr g∇ζ est aussi L2, on a meˆme ||δζ|| ≤
√
n||∇ζ||. D’autre part φn, dφn
et ζ sont L2, on peut encore inte´grer par parties :
〈∇dαn, ξ〉 = 〈dφn − 2dαn, ζ〉
= 〈φn, δζ〉 − 2〈dαn, ζ〉.
Pour finir on majore avec Cauchy-Schwarz :
|〈∇dαn, ξ〉| ≤ ||φn|| ||δζ|| + 2||dαn|| ||ζ||
≤ (√n||φn||+ 2c||dαn||) ||∇ζ||
≤ M ||ξ||
car les suites (φn) et (dαn) sont convergentes, donc borne´es, dans L
2. Cette majoration, valable pour
toute section test ξ, implique directement que la suite (∇dαn) est borne´e dans L2.
Par conse´quent, on peut extraire une sous-suite, encore note´e (∇dαn), qui converge faiblement vers
une limite l ∈ L2 : c’est-a`-dire que quel que soit ξ ∈ L2(T ∗M ⊗ Λ2M),
lim
n→∞
〈∇dαn, ξ〉 = 〈l, ξ〉.
Mais alors, si ξ est C∞ a` support compact,
〈∇dαn, ξ〉 = 〈dαn,∇∗ξ〉,
et
lim
n→∞
〈dαn,∇∗ξ〉 = 〈dα,∇∗ξ〉
car (dαn) converge dans L
2 vers dα. Par conse´quent, on a
〈dα,∇∗ξ〉 = 〈l, ξ〉
pour tout ξ ∈ C∞0 , ce qui signifie exactement que
l = ∇maxdα = ∇dα,
et par suite ∇dα appartient a` L2.
Notons que si en plus φ est C∞, alors par re´gularite´ elliptique la solution α ci-dessus est aussi de
classe C∞.
29
7 Rigidite´ infinite´simale des coˆne-varie´te´s
Nous avons maintenant en main tous les outils pour montrer le the´ore`me suivant :
The´ore`me 7.1. Soit M une coˆne-varie´te´ hyperbolique dont tous les angles coniques sont strictement
infe´rieurs a` 2π. Soit h0 une de´formation Einstein infinite´simale (i.e. ve´rifiant l’e´quation E
′
g(h0) = 0)
telle que h0 et ∇h0 soient dans L2. Alors la de´formation h0 est triviale, i.e. il existe une forme
α ∈ Ω1M telle que h0 = δ∗α.
Dans toute cette section nous supposerons donc que les angles coniques sont toujours infe´rieurs a`
2π.
De´monstration. La premie`re e´tape de la de´monstration consiste a` normaliser h0, c’est-a`-dire a` chercher
α tel que h = h0 − δ∗α ve´rifie la condition de jauge β(h) = 0, ce qui revient a` re´soudre l’e´quation
β ◦ δ∗α = βh0. Comme ∇h0 est dans L2, βh0 l’est aussi, et d’apre`s le the´ore`me 6.5 cette e´quation
admet une unique solution α telle que α, ∇α, dδα et ∇dα soient dans L2. On pose h = h0 − δ∗α.
Notons que l’on a perdu des informations en normalisant : en effet, rien ne garantit que la de´formation
normalise´e h ve´rifie encore ∇h = 0, puisqu’on ne connaˆıt rien pour l’instant sur ∇δ∗α.
La de´formation h ve´rifie alors : {
∇∗∇h− 2R˚h = 0
δh + dtr h = 0
En prenant la trace par rapport a` g de la premie`re e´quation, on obtient
∆(tr h) + 2(n − 1)tr h = 0,
ce qui incite a` inte´grer par parties, mais pour le faire il faut d’abord ve´rifier que les termes implique´s
sont L2, avant de pouvoir appliquer le the´ore`me 5.1. Comme h0 et δ
∗α sont L2, h est bien L2, donc
tr h aussi, et donc ∆trh aussi. Maintenant,
dtrh = dtrh0 + dtr δ
∗α = dtrh0 − dδα,
donc dtrh est L2 (dtr h0 est L
2 car ∇ho l’est). Par suite, on trouve en inte´grant contre trh :
0 = 〈trh,∆(tr h) + 2(n − 1)tr h〉
= ||dtr h||2 + 2(n − 1)||tr h||2
et donc trh = 0, ce qui, avec β(h) = 0, implique aussi δh = 0. Finalement, on a

∇∗∇h− 2R˚h = 0
δh = 0
trh = 0
La deuxie`me e´tape de la de´monstration consiste a` utiliser une autre formule de Weitzenbo¨ck (cf [2],
§12.69). Un 2-tenseur peut toujours se voir comme une 1-forme a` valeur dans le fibre´ cotangent T ∗M .
Ce fibre´ e´tant muni de la connexion de Levi-Civita` ∇, on note d∇ la diffe´rentielle exte´rieure associe´e
sur les formes a` valeurs dans T ∗M . L’ope´rateur adjoint est la codiffe´rentielle note´e δ∇. Notons que si
α est une 0-forme a` valeurs dans T ∗M (c’est-a`-dire une 1-forme usuelle), alors d∇α = ∇α ; de meˆme
pour une 1-forme a` valeurs dans T ∗M , δ∇h = ∇∗h. On a alors la formule suivante, valable pour tout
2-tenseur syme´trique :
∇∗∇h = (δ∇d∇ + d∇δ∇)h+ R˚h− h ◦ ric.
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Pour une me´trique hyperbolique, cela se simplifie en
∇∗∇h = (δ∇d∇ + d∇δ∇)h+ nh− (trh)g.
En combinant avec ce qui pre´ce`de, on obtient

δ∇d∇h+ (n− 2)h = 0
δh = 0
trh = 0
Pour conclure, “il suffit” d’une inte´gration par parties contre h. Comme h est dans L2, δ∇d∇h est
aussi dans L2 ; si ∇h, ou meˆme seulement ∇erh, e´tait L2 on pourrait conclure en utilisant une me´thode
analogue a` celle employe´e dans la de´monstration du the´ore`me 5.3. Malheureusement on ne sait rien
sur le caracte`re L2 ou non de ∇δ∗α. On va donc devoir contourner cette difficulte´ pour montrer qu’on
a bien 〈δ∇d∇h, h〉 = ||d∇h||2.
Avant toutes choses, il faut montrer que d∇h est bien L2. Comme ∇h0 est L2, d∇h0 est L2 ; il ne
reste qu’a` regarder d∇δ∗α. Or
δ∗α = ∇α− 1
2
dα = d∇α− 1
2
dα,
donc
d∇δ∗α = (d∇)2α− 1
2
d∇dα.
L’ope´rateur (d∇)2 est bien connu, ce n’est rien d’autre que l’oppose´ de la courbure, i.e.
(d∇)2α(x, y) = −R(x, y)α = ∇x∇yα−∇y∇xα−∇[x,y]α.
C’est un ope´rateur borne´, c’est-a`-dire continue, pour les normes L2 ; par conse´quent (d∇)2α est L2. Il
ne nous reste donc que la terme d∇dα ; or le the´ore`me 6.5 nous garantit que ∇dα, et donc d∇dα, sont
bien L2.
Le tenseur d∇h est donc bien dans L2. Malheureusement, on n’a pas d’analogue du re´sultat de
Cheeger (the´ore`me 5.1) pour les formes a` valeurs dans un fibre´, du fait que d∇ ◦ d∇ ne s’annule pas
ne´cessairement, a` la diffe´rence de d ◦ d. Cependant, en e´crivant
h = h0 − δ∗α = h0 + 1
2
dα− d∇α,
on a
〈h, δ∇d∇h〉 = 〈h0 + 1
2
dα, δ∇d∇h〉 − 〈d∇α, δ∇d∇h〉.
Le the´ore`me 6.5 nous assure que∇(h0+ 12dα) est dans L2. Ceci nous permet de montrer, exactement
de la meˆme fac¸on que dans la de´monstration du the´ore`me 5.3, qu’on a bien
〈h0 + 1
2
dα, δ∇d∇h〉 = 〈d∇(h0 + 1
2
dα), d∇h〉.
Pour le terme qui reste, comme α et ∇α sont L2, on peut trouver d’apre`s le corollaire 5.5 une suite
(αn), C
∞ a` support compact, telle que limn→∞ αn = α et limn→∞∇αn = ∇α. On a alors
lim
n→∞
〈d∇αn, δ∇d∇h〉 = 〈d∇α, δ∇d∇h〉.
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On peut faire l’inte´gration par parties avec αn :
〈d∇αn, δ∇d∇h〉 = 〈(d∇)2αn, d∇h〉.
Mais comme (d∇)2 est continue, on a
lim
n→∞
(d∇)2αn = (d
∇)2α,
et donc
lim
n→∞
〈(d∇)2αn, d∇h〉 = 〈(d∇)2α, d∇h〉.
On en de´duit que
〈d∇α, δ∇d∇h〉 = 〈(d∇)2α, d∇h〉,
et avec ce qui pre´ce`de on a e´tabli l’e´galite´
〈h, δ∇d∇h〉 = ||d∇h||2.
Par conse´quent, comme δ∇d∇h+ (n− 2)h = 0, on a
0 = 〈h, δ∇d∇h+ (n− 2)h〉
= ||d∇h||2 + (n− 2)||h||2
et donc le tenseur h est identiquement nul. Par suite h0 = δ
∗α, la de´formation est triviale.
Corollaire 7.2. Soit M une coˆne-varie´te´ hyperbolique dont tous les angles coniques sont strictement
infe´rieurs a` 2π. Alors M est infinite´simalement rigide parmi les coˆnes-varie´te´s Einstein a` angles
coniques fixe´s.
De´monstration. En effet, on a vu que toute de´formation infinite´simale de la structure de coˆne-varie´te´
pre´servant les angles pouvait se mettre sous la forme d’un 2-tenseur syme´trique h0 appartenant a` L
2,
dont la de´rive´e covariante ∇h0 est aussi dans L2. On peut alors appliquer le the´ore`me ci-dessus pour
montrer que toutes les de´formations Einstein de ce type sont triviales.
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