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Abstract
Two-dimensional correlation spectroscopy in solid-state NMR is an immensely
important tool for the analysis of materials, such as technologically interest-
ing nano-materials or bio-materials. After detailing one method that returns
high-resolution one-dimensional solid-state proton NMR spectra, high-resolution
proton-proton two-dimensional correlation experiments are described and demon-
strated. Subsequently, a new two-dimensional NMR experiment is described
which is suitable for obtaining a high-resolution proton dimension in heteronu-
clear dipolar correlation spectra of solids. This new experiment has been used to
characterise the interface between the organic and inorganic components of “core-
shell” colloidal nanocomposite particles. In addition, a new two-dimensional
NMR experiment is described which is suitable for obtaining homonuclear scalar
correlation spectra in solids. This new experiment has several advantages, includ-
ing increased cross peak intensities coupled with good suppression of the diagonal.
Its utility is demonstrated via carbon-13 spectra of natural abundance samples
as well as the polymer phase of caesium fulleride.
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1 Introduction 1
1 Introduction
In a little over fifty years, the field of Nuclear Magnetic Resonance (NMR) has
expanded rapidly. So far, thirteen scientists who have aided in the development
of NMR have been presented with Nobel Prizes. Nine of these scientists were
awarded in the category of Physics (1944, 1952, 1966, 1977, 1981, 1987, 1989),
two were awarded in Chemistry (1991, 2002) and, most recently, two were awarded
in Physiology or Medicine (2003).
From a physical phenomenon, through chemical and materials applications, NMR
has now also become one of the most important clinical imaging devices. It has
also become the most significant conformational analysis tool for biological macro-
molecules in solution. Kurt Wu¨thrich received the 2002 Nobel Prize in Chemistry
for his development of this aspect of NMR spectroscopy. However, after the award
of the 1991 Nobel Prize in Chemistry to Richard R. Ernst “for his contributions
to the development of the methodology of high resolution nuclear magnetic reso-
nance (NMR) spectroscopy” it was not obvious that Wu¨thrich would also receive
the prize for his contributions some years later. This shows the impact of high
resolution NMR spectroscopy in chemistry.
Although conformational analysis of molecules in solution by NMR is an essential
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tool in biochemistry and biophysics, conformational analysis of molecules in the
solid state is less frequently employed. This is because NMR spectroscopy of
molecules in the solid state is complicated by the anisotropy of the nuclear spin
interactions of solids. A range of techniques have been developed to reduce and
also to utilise these complications.
This thesis describes advancements in the methodology of solid-state NMR. In
particular, these advancements are concerned with the acquisition of high-resolution
correlation spectra of powdered, crystalline solids. The first chapter mainly out-
lines the basic principles behind solid-state NMR spectroscopy using a quantum
mechanical description. Although it is not my intention to fully describe all of
the techniques associated with solid-state NMR, in the latter part of Chapter
1 the techniques that are relevant to this thesis will be outlined. Ending this
chapter is a brief discussion of the basic principles for coherent averaging meth-
ods of dipolar interactions including the development of homonuclear decoupling
radio-frequency (RF) pulse schemes.
Chapter 2 follows on from this latter discussion with the introduction of a state-
of-the-art homonuclear decoupling pulse sequence that is used throughout the
majority of this thesis. This homonuclear decoupling sequence is shown to be
useful for the acquisition of high-resolution one-dimensional solid-state proton
spectra before being utilized as a tool in the acquisition of high-resolution two-
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dimensional proton-proton correlation experiments. These two-dimensional ex-
periments allow greater proton resolution to be obtained which, in turn, allows
for a more detailed analysis of simple amino acids and nucleotides.
Chapter 3 advances the study on simple amino acids and nucleotides with the
application of multinuclear experiments; more specifically a through-bond proton-
carbon-13 correlation experiment. Secondly, Chapter 3 illustrates the shortcom-
ings of this technique when applied to organic-inorganic nanocomposite particles
and details a new, more appropriate two-dimensional through-space correlation
experiment. This experiment, along with ubiquitous solid-state NMR experi-
ments, is then applied to the study of these nanocomposite particles. In particu-
lar, the functionality of the new experiment is shown with an investigation of the
surface interface between the inorganic and organic phases.
Chapter 4 moves away from multinuclear experiments and back to homonuclear
experiments. A new two-dimensional NMR experiment is presented that is of
particular use for obtaining through-bond correlation spectra in solids. More
precisely, the utility of this new experiment is shown via carbon-13-carbon-
13 through-bond correlation experiments and simulations on simple solid-state
amino acids. In addition, the applicability of this experiment to natural abun-
dance samples is demonstrated on an organic compound of medium complexity.
This experiment is used to determine the electronic structure of an alkali fulleride
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where two contrasting models are currently debated. Finally, chemical shift con-
ditional probability distributions are given for two of the correlations from the
experiment on the alkali fulleride to demonstrate the disorder of this sample.
The final chapter presents an outlook detailing the possibilities for future studies
and also further work on the samples analysed herein.
1.1 The NMR Experiment
In a NMR experiment a sample is placed within a coil of conducting wire. Both
are inside an external magnetic field. The external magnetic field creates magne-
tization within the sample that is parallel to the field. An applied current through
the coil generates an oscillating radio frequency field. If this field is at the right
frequency then the magnetization can be rotated into the plane perpendicular to
the external magnetic field. This transverse magnetization vector precesses in this
plane about the external magnetic field. Once the applied current is discontin-
ued, the precessing magnetization induces an oscillating current in the coil. This
current is the signal that the NMR spectrometer detects and records. Since the
nature of the precession is determined by the environments of the nuclei within
the sample then the NMR signal can be used to infer these environments.
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1.2 Quantum Mechanical Approach to NMR
In quantum mechanics a state vector can be used to represent the physical state
of a system. Quantum mechanics can then be used to determine the value of any
physical observable by using the operator corresponding to the observable to act
on the state vector. In Dirac notation
Qˆ|ψ〉 = q|ψ〉 (1.2.1)
where Qˆ is the operator, |ψ〉 is the state vector and in this case the eigenfunction
of Qˆ and q is the corresponding eigenvalue. The quantum numbers I and m
describe the eigenfunctions of nuclear spin angular momentum.
Iˆz|m〉 = m|m〉 (1.2.2)
‘Spin’ (I) is an intrinsic property of subatomic particles (except for the currently
hypothetical Higgs boson which would have a spin of zero). The spin of a given
nucleus is dependent on the number of protons and neutrons within the nucleus.
There are 2I + 1 possible energy levels - or eigenstates - of spin I corresponding
to eigenvalues
m = −I,−I + 1, . . . I − 1, I (1.2.3)
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For a spin I = 1/2 nucleus m can take values +1/2 and −1/2. The eigenstates
of a spin-1/2 nucleus are labelled |α〉 and |β〉 such that
Iˆz|α〉 = 1
2
|α〉 Iˆz|β〉 = −1
2
|β〉 (1.2.4)
1.2.1 The Nuclear Spin Hamiltonian
The Hamiltonian for a nuclear spin can be represented as
Hˆ = HˆZ + HˆRF + HˆCS + HˆD + HˆJ + HˆQ (1.2.5)
where HˆZ is the Zeeman Hamiltonian term, HˆRF is the radio frequency Hamil-
tonian, HˆCS is the chemical shift Hamiltonian, HˆD is the dipole-dipole coupling
Hamiltonian, HˆJ is the J-coupling Hamiltonian and HˆQ is the quadrupolar cou-
pling Hamiltonian.
1.2.2 The Zeeman Hamiltonian
NMR is based on the fundamental property that, when placed in a magnetic field,
the degenerate nuclear spin eigenstates (energy levels) become non-degenerate.
This is known as the Zeeman interaction. The size of the Zeeman interaction
depends on the gyromagnetic ratio of the nuclear spin, γI , and the magnitude of
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the magnetic field, B. In a magnetic field, B0,
HˆZ = −γI Iˆ ·B0 = −γI IˆzB0 = ω0Iˆz (1.2.6)
where ω0 = −γIB0 and is known as the Larmor frequency and where the compo-
nent Iˆz of Iˆ is defined to be parallel to the applied magnetic field, B0. Iˆx and Iˆy
are two other components of Iˆ that are both orthogonal to Iˆz and to each other.
1.2.3 The Radio Frequency Hamiltonian
In a NMR experiment the sample is placed within a coil of conducting wire. This
coil can be used to generate an oscillating radio frequency (RF) field, B1(t), with
frequency ωRF and phase φRF .
B1(t) =


B1 cos(ωRF t+ φRF )
B1 sin(ωRF t+ φRF )
0


(1.2.7)
The RF Hamiltonian can be written as
HˆRF (t) = −γI Iˆ ·B1(t)
= −γIB1 cos(ωRF t+ φRF )Iˆx − γIB1 sin(ωRF t+ φRF )Iˆy
= ω1 cos(ωRF t+ φRF )Iˆx + ω1 sin(ωRF t+ φRF )Iˆy (1.2.8)
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where ω1 = −γIB1. Magnetic resonance occurs when ωRF ≈ ω0.
This RF Hamiltonian is time-dependent. A time-independent Hamiltonian is
desired in order to simplify the maths. To achieve this a transformation to a
rotating frame, rotating at ωRF about the z-axis, is performed and this gives
HˆRF = ω1(Iˆx cosφRF + Iˆy sinφRF ) (1.2.9)
1.2.4 The Chemical Shift Hamiltonian
An external magnetic field will induce electronic currents within a sample which
in turn produces a magnetic field. Consequently, a nuclear spin in an external
magnetic field will experience a local magnetic field, Bloc, which is a combina-
tion of the external magnetic field and the magnetic field induced by the local
electronic environment, Binduced
Bloc = B0 +Binduced (1.2.10)
Since the magnetic field experienced by the nuclear spin depends upon the local
electronic environment, the Zeeman energy, and thus the frequency of Larmor
precession, is a good probe of local environment. The alteration of the Larmor
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frequency from a reference frequency is known as the chemical shift, δ.
δ =
ω0 − ωref0
ωspec0
(1.2.11)
where ωref0 is the reference frequency and ω
spec
0 is the operating frequency of the
spectrometer. Note that δ is given in field-independent units. For the reason that
Binduced is of the order of 1× 106 smaller than B0, the chemical shift is usually
measured in parts per million (ppm).
The chemical shift Hamiltonian in the laboratory frame is
HˆCS = −γI Iˆ ·Binduced (1.2.12)
and the induced magnetic field depends on the external field such that
Binduced = δ
L ·B0 =


δLxx δ
L
xy δ
L
xz
δLyx δ
L
yy δ
L
yz
δLzx δ
L
zy δ
L
zz




0
0
B0


=


δLxzB0
δLyzB0
δLzzB0


(1.2.13)
so that
HˆCS = −γIB0(δLxz Iˆx + δLyz Iˆy + δLzz Iˆz) (1.2.14)
where δL is the chemical shift anisotropy (CSA) tensor in the laboratory frame
and the element δLij measures the component of the field induced along i by an
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external field along j. Since modern-day NMR spectrometers consist of large
external magnetic fields the secular approximation1 can be used. This means
that terms which are not parallel to the z-axis can be ignored and the chemical
shift Hamiltonian becomes
HˆCS = −γIB0δLzz Iˆz = ω0δLzz Iˆz (1.2.15)
It can be seen from equation (1.2.15) that the chemical shift interaction is de-
pendent on the external magnetic field. The induced perturbation to the Larmor
frequency as a result of local environment, ωCS, is then given as
ωCS = ω0δ
L
zz (1.2.16)
The CSA tensor is diagonal in its Principal Axis System (PAS):
δL → δPAS =


δPASxx 0 0
0 δPASyy 0
0 0 δPASzz


(1.2.17)
where
|δPASzz − δiso| ≥ |δPASxx − δiso| ≥ |δPASyy − δiso| (1.2.18)
1The secular approximation arises because large interactions with the external magnetic field
dominate components that are perpendicular to this field.
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and the isotropic chemical shift, δiso, is defined as
δiso =
1
3
(δPASxx + δ
PAS
yy + δ
PAS
zz ) (1.2.19)
The isotropic chemical shift is one of three parameters that can be used to describe
the three principal components of the CSA tensor (δPASxx , δ
PAS
yy and δ
PAS
zz ). The
other two parameters are the anisotropy, ζ, and the asymmetry, η:
ζ = δPASzz − δiso
η =
δPASyy − δPASxx
δPASzz − δiso
(1.2.20)
In the PAS of the CSA tensor the direction of B0 is given by
B0
PAS = (sin θ cosφ, sin θ sinφ, cos θ) (1.2.21)
where θ and φ are defined in Figure 1.2.1. Using the PAS of the CSA tensor, ωCS
can then be described as a function of θ and φ as follows:
ωCS(θ, φ) = −ω0δiso − 1
2
ω0ζ[3 cos
2 θ − 1 + η sin2 θ cos 2φ] (1.2.22)
The term −ω0δiso is the frequency of the isotropic chemical shift relative to the
Larmor frequency. The term −1
2
ω0ζ[3 cos
2 θ − 1 + η sin2 θ cos 2φ] describes the
orientation dependence of ωCS.
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B0
mxxPAS
mzzPAS
e
q
Figure 1.2.1: The definitions of the angles θ and φ, the polar angles defining the
orientation of B0 in the PAS of the CSA tensor.
1.2.5 Dipole-Dipole Coupling
In high magnetic fields the non-secular part of the dipolar Hamiltonian may be
discarded. The secular part of the dipolar Hamiltonian for two homonuclear spins
(Iˆ1 and Iˆ2) is
HˆD = 1
2
µ0h¯γ1γ2
4pir3
(1− 3cos2θ)(3Iˆ1z Iˆ2z − Iˆ1 · Iˆ2) (1.2.23)
and the secular part of the dipolar Hamiltonian for two heteronuclear spins (Iˆ
and Sˆ) is
HˆD = 1
2
µ0h¯γIγS
4pir3
(1− 3cos2θ)2IˆzSˆz (1.2.24)
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where r is the internuclear distance between the two spins and θ is the angle
between the internuclear vector and the external magnetic field. The dependence
on r and θ in both cases shows that dipolar couplings can provide information
on molecular structure.
1.2.6 J-Coupling
An electron with non-zero probability of being at the nucleus (i.e. in a s-orbital)
can interact with the nucleus by the Fermi contact hyperfine interaction. This
provides an intermediary way through which nuclei can interact with one another;
this interaction is usually referred to as spin-spin coupling or J-coupling. The form
of the Hamiltonian for J-coupling is written
HˆJ = 2piIˆ1 · J12 · Iˆ2 (1.2.25)
where J12 is the J-coupling tensor between spin one and spin two.
J12 =


J12xx J
12
xy J
12
xz
J12yx J
12
yy J
12
yz
J12zx J
12
zy J
12
zz


(1.2.26)
In anisotropic liquids and solids the anisotropic part of the J-coupling is present.
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However, this J-anisotropy has the same form as the dipole-dipole coupling but
is much smaller in magnitude and is therefore usually ignored. The isotropic
J-coupling (or scalar coupling) is equal to the average of the diagonal elements
of the J-couling tensor
J12 =
1
3
(J12xx + J
12
yy + J
12
zz ) (1.2.27)
and so the scalar coupling Hamiltonian is given by
HˆisoJ = 2piJ12 Iˆ1 · Iˆ2 (1.2.28)
The work presented herein will assume a scalar coupling in solids; any J-anisotropy
will be ignored.
1.2.7 Quadrupolar Coupling
Nuclei with spin I > 1
2
exhibit quadrupolar coupling. This is an interaction be-
tween the nuclear quadrupole moment (which spin I ≤ 1
2
do not possess) and a
surrounding electric field gradient. Since spin I > 1
2
nuclei are not examined in
this work a detailed description of the quadrupolar coupling was deemed unnec-
essary.
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1.2.8 Knight Shift
A coupling between an unpaired electron and a nucleus, known as the hyperfine
coupling, can produce a change in the δ value of the nucleus. Unlike nuclei
which have a small Zeeman splitting in a magnetic field, electrons (spin-1/2)
have a Zeeman splitting that is three orders of magnitude larger and thus there
is usually a Boltzmann population differential. The hyperfine coupling results
in the nuclear resonance being split into a doublet and the population difference
results in this doublet being asymmetric. Over the timescale of an experimental
acquisition, the very fast relaxation (c.f. Section 1.2.10) of the electron reduces
this doublet to a singlet. Furthermore, the position of this singlet is determined
by the asymmetric nature of the doublet and thus the population difference. This
shift in position of the nuclear resonance due to a hyperfine coupling is known as
the Knight shift.
1.2.9 The Density Operator
The density operator is defined as
ρˆ = |ψ〉〈ψ| (1.2.29)
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The overbar indicates that an ensemble average is taken. This means that the
density operator describes the spin system as a whole (the bulk magnetization)
rather than describing individual spins. The state vector representing a spin-1/2
nucleus can be given by a superposition of the |α〉 and |β〉 states
|ψ〉 = cα|α〉+ cβ|β〉 〈ψ| = c∗α〈α|+ c∗β〈β| (1.2.30)
with cα and cβ as time-dependent coefficients which define the superposition
state and c∗α and c
∗
β as their complex conjugates. Since the elements of a matrix
representation of an operator Qˆ are given by
Qij = 〈i|Qˆ|j〉 (1.2.31)
then ρ, the matrix representation of the density operator is
ρ =


cαc∗α cαc
∗
β
cβc∗α cβc
∗
β

 (1.2.32)
The diagonal elements represent the populations of the |α〉 and |β〉 spin states.
The off-diagonal elements represent coherences between the |α〉 and |β〉 spin
states. Taking the time-dependent Schro¨dinger equation (TDSE),
d|ψ(t)〉
dt
= −iHˆ|ψ(t)〉 (1.2.33)
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it follows that
d|ρˆ(t)〉
dt
= −i
(
Hˆρˆ(t)− ρˆ(t)Hˆ
)
(1.2.34)
which is known as the Liouville-von Neumann equation. If the Hamiltonian is
time independent the solution of this equation is
ρˆ(t) = exp(−iHˆt)ρˆ(0) exp(iHˆt) (1.2.35)
where ρˆ(t) and ρˆ(0) are the density operators at time t and time zero (the initial
density operator), respectively.
The matrix representation of the density operator can be expressed as a linear
combination of the matrices representing Iˆx, Iˆy, Iˆz and Eˆ.
ρˆ = axIˆx + ay Iˆy + az Iˆz + aEEˆ (1.2.36)
where
Iˆx =


0 1
2
1
2
0

 Iˆy =


0 −1
2
i
1
2
i 0

 Iˆz =


1
2
0
0 −1
2

 Eˆ =


1 0
0 1

 (1.2.37)
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The density operator can therefore be written as
ρ = ax


0 1
2
1
2
0

+ ay


0 −1
2
i
1
2
i 0

+ az


1
2
0
0 −1
2

+ aE


1 0
0 1

 (1.2.38)
and thus
ρ =
1
2


2aE + az ax − iay
ax + iay 2aE − az

 (1.2.39)
The coefficients ax, ay and az are simply numbers that vary with time and are
related to the bulk magnetization.
Mx(t) ∝ ax(t) My(t) ∝ ay(t) Mz(t) ∝ az(t) (1.2.40)
Mi(t) is the bulk magnetization along the i-axis and is time dependent. The
magnitude of the signal cannot be measured absolutely by NMR and the size is
irrelevant for our purposes so the constant of proportionality can be ignored:
Mx(t) = ax(t) My(t) = ay(t) Mz(t) = az(t) (1.2.41)
It can be seen that the coefficient aE is not of consequence to the evolution of
the magnetization and so the reduced density operator can be written as
ρˆ(t) = ax(t)Iˆx + ay(t)Iˆy + az(t)Iˆz (1.2.42)
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The reduced density operator will simply be referred to as the density operator
henceforth.
1.2.10 Relaxation
Any non-equilibrium magnetization will eventually relax to an equilibrium state.
In NMR the equilibrium state is Mz, caused by the application of the large
external magnetic field along the z-axis. If we induce a magnetization along the
x-axis so that at time zero ax = 1 and az = 0 then the density operator can be
written
ρˆ(0) = 1Iˆx + 0Iˆy + 0Iˆz (1.2.43)
After a long time (tlong) allowing the magnetization to have completely relaxed
to equilibrium the density operator will be
ρˆ(tlong) = 0Iˆx + 0Iˆy + 1Iˆz (1.2.44)
There are two major relaxation processes: longitudinal (or spin-lattice) relaxation
with time constant T1 and transverse (or spin-spin) relaxation with time constant
T2.
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T1 relaxation is the process by which Mz is recovered:
Mz(t) =Mz,eq − (Mz,eq −Mz(0))e−t/T1 (1.2.45)
Mz,eq is the equilibrium value of Mz. T1 relaxation occurs due to interactions
with the lattice in which the nuclear spin undergoing relaxation resides. Hence,
this relaxation is sometimes known as spin-lattice relaxation. These interactions
with the lattice cause small fluctuations in the magnitude and direction of the
magnetic field experienced by a nuclear spin. Over time these random fluctuations
result in the magnetic moment of the spin being oriented in various directions.
However, there is a slight bias to having the magnetic moment of a nuclear spin
aligned parallel to the magnetic field since this is more energetically favourable.
Eventually thermal equilibrium will be reached where there is a net magnetization
aligned with the magnetic field.
T2 relaxation is a process whereby magnetization in the xy-plane loses its coher-
ence. Eventually, a loss of coherence will result in no net xy magnetization:
Mxy(t) =Mxy(0)e
−t/T2 (1.2.46)
Motion of the magnetic moments of nuclear spins causes random variations in
the local fields experienced by other nuclear spins. This causes these nuclear
spins to precess at slightly different frequencies and hence causes a loss of co-
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herence between the spins. This relaxation is sometimes referred to as spin-spin
relaxation.
T2 relaxation can be obscured by inhomogeneity in the static magnetic field. Mag-
netic field inhomogeneity results in different precession frequencies for equivalent
spins that have different locations in the magnetic field. This causes a dephasing
of these spins. The relationship between T2 relaxation time and the experimen-
tally observed effective transverse relaxation time (T ∗2 ) is
1
T ∗2
=
1
T2
+
1
Tinhom
(1.2.47)
where Tinhom is the dephasing time due to the inhomogeneity of the static magnetic
field. It can be seen that the combination of T2 relaxation and magnetic field
inhomogeneity leads to a shorter dephasing time of the transverse magnetization.
The practical implication of T ∗2 relaxation is the decay time of the free induction
in the coil as a result of the evolving magnetization within the sample. Hence,
the observable NMR signal is referred to as the FID (free induction decay). If a
system contains only one spin that precesses with a given offset, then it would be
expected that the corresponding NMR spectrum would consist of a single sharp
line at that offset. However, signal decay due to T ∗2 relaxation results in a line
(or peak) with a Voigt lineshape2 and an inherent linewidth. In solid-state NMR
2A Voigt lineshape is a convolution of a Gaussian lineshape with a Lorentzian lineshape.
1 Introduction 22
a Voigt profile is created by a Gaussian lineshape due to dipolar couplings and
a Lorentzian lineshape due to various dynamical effects [1, 2]. The linewidth is
measured by the FWHM (full width at half-maximum) of the line where
FWHM = w 1
2
= 1/piT ∗2 (1.2.48)
The contribution to the total dephasing from the inhomogeneity of the static
magnetic field can be removed experimentally. The inhomogeneity is not random
and is location dependent. This means that, in a solid sample, the effect is
consistent over time. If transverse magnetization is allowed to dephase due to
magnetic field inhomogeneity for a certain time, τ , and then the magnetization
vectors are reflected about one axis in the transverse plane by a pulse of RF
radiation and subsequently left to evolve for τ again, then the magnetization will
“re-phase”. This re-phasing of the magnetization is also known as refocusing.
Refocusing is the basis behind the spin echo experiment which will be described
in more detail later.
For solids T1 is typically larger than T2 with T1 times of the order of seconds and
T2 times of the order of milliseconds.
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1.2.11 Product Operators
A product operator analysis [3] is a quantum mechanical treatment used to de-
scribe spin systems. It is particularly useful for detailing steps in a NMR experi-
ment with more than one RF pulse - a multiple-pulse experiment.
At equilibrium the bulk magnetization is Mz so that
ρˆeq = Iˆz (1.2.49)
Consider a period of free precession of one spin, where the magnetic field is only
along the z-direction. In the rotating frame, the Hamiltonian for free precession
is
Hˆfree = ΩIˆz (1.2.50)
which is analogous to the Zeeman Hamiltonian in equation (1.2.6) except where
Ω is the offset of the spin; the difference between its Larmor frequency and the
frequency of the rotating frame. Now consider the application of a RF pulse along
the x-direction. From equations (1.2.50) and (1.2.9) it can be seen that
Hˆx-pulse = ΩIˆz + ω1Iˆx (1.2.51)
This is a combination of the Hamiltonian for free precession and the Hamiltonian
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for a RF pulse along the x-axis. If we take the RF pulse to be a hard pulse (where
ω1 >> Ω) then the evolution of the spin is governed by the pulse.
Hˆx-hardpulse = ω1Iˆx (1.2.52)
If we start with equilibrium magnetization
ρˆeq = ρˆ(0) = Iˆz
and apply a hard x-pulse (equation (1.2.52)), the state of the density operator
after this pulse can be worked out using the solution to the Liouville-von Neumann
equation (1.2.35)
ρˆ(t) = exp(−iHˆt)ρˆ(0) exp(iHˆt)
= exp(−iω1Iˆxt)Iˆz exp(iω1Iˆxt) (1.2.53)
Since Iˆx, Iˆy and Iˆz cyclically commute then the sandwich formula
3 applies:
exp(−iθIˆx)Iˆz exp(iθIˆx) ≡ cos θIˆz − sin θIˆy (1.2.54)
and so
ρˆ(t) = cosω1tIˆz − sinω1tIˆy (1.2.55)
3A proof of the sandwich formula can be found in Appendix 17.1 of ‘Spin Dynamics’ by
Levitt [4].
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ω1t is known as the flip angle of the pulse. If we apply a 90
◦ pulse (flip angle
pi/2) then
ρˆ(t) = −Iˆy (1.2.56)
These product operator calculations are usually written in the form
ρˆ(0)
Hˆt−→ ρˆ(t) (1.2.57)
therefore
Iˆz
ω1tIˆx−−−→ cosω1tIˆz − sinω1tIˆy
Iˆz
(pi/2)(Iˆx)−−−−−→ −Iˆy (1.2.58)
In words, a hard x-pulse with flip angle pi/2 has rotated equilibrium z-magnetization
about the x-axis by pi/2. This rotation results in y-magnetization.
Table 1.2.1 shows the resulting identities for operator rotations. This is the basis
for product operator calculations. So far only one spin has been considered and
spin relaxation has been ignored. In the cases described it is not necessary to
include relaxation processes although it is worth noting that they are present
and are just excluded for simplicity. When considering systems of more than one
spin, coupling between spins has to be taken into account. The density operator
for a system of two spins can be represented by a linear combination of fifteen
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Table 1.2.1: Identities of angular momentum operators.
rotation about operator identity
x Iˆx exp(−iθIˆx)Iˆx exp(iθIˆx) ≡ Iˆx
x Iˆy exp(−iθIˆx)Iˆy exp(iθIˆx) ≡ cos θIˆy + sin θIˆz
x Iˆz exp(−iθIˆx)Iˆz exp(iθIˆx) ≡ cos θIˆz − sin θIˆy
y Iˆx exp(−iθIˆy)Iˆx exp(iθIˆy) ≡ cos θIˆx − sin θIˆz
y Iˆy exp(−iθIˆy)Iˆy exp(iθIˆy) ≡ Iˆy
y Iˆz exp(−iθIˆy)Iˆz exp(iθIˆy) ≡ cos θIˆz + sin θIˆx
z Iˆx exp(−iθIˆz)Iˆx exp(iθIˆz) ≡ cos θIˆx + sin θIˆy
z Iˆy exp(−iθIˆz)Iˆy exp(iθIˆz) ≡ cos θIˆy − sin θIˆx
z Iˆz exp(−iθIˆz)Iˆz exp(iθIˆz) ≡ Iˆz
operators, whereas for one spin the density operator could be represented by only
Iˆx, Iˆy and Iˆz. Table 1.2.2 gives a summary of these fifteen operators, along with
their description.
The Hamiltonian for free precession of two spins varies from that of equation
(1.2.50) via an adaption to account for the coupling between the two spins.
These spins also now evolve under the weak scalar coupling Hamiltonian (equa-
tion (1.2.28)) during periods of free precession.
Hˆfree-two spins = Ω1Iˆ1z + Ω2Iˆ2z + 2piJ12Iˆ1z Iˆ2z (1.2.59)
Ω1 and Ω2 are the offsets of spin one and spin two, respectively. The scalar
coupling constant between spin one and spin two, J12, is given in Hz. Since the
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Table 1.2.2: Descriptions of operators for a two-spin system.
operator description
Iˆ1z z-magnetization on spin one
Iˆ1x, Iˆ1y in-phase x- and y-magnetization on spin one
2Iˆ1xIˆ2z, 2Iˆ1y Iˆ2z anti-phase x- and y-magnetization on spin one
Iˆ2z z-magnetization on spin two
Iˆ2x, Iˆ2y in-phase x- and y-magnetization on spin two
2Iˆ1z Iˆ2x, 2Iˆ1z Iˆ2y anti-phase x- and y-magnetization on spin two
2Iˆ1xIˆ2x, 2Iˆ1xIˆ2y, 2Iˆ1y Iˆ2x, 2Iˆ1y Iˆ2y multiple-quantum coherence
2Iˆ1z Iˆ2z non-equilibrium population
Table 1.2.3: Further identities of angular momentum operators.
operator identity
Iˆ1x exp(−iθIˆ1z Iˆ2z)Iˆ1x exp(iθIˆ1z Iˆ2z) ≡ cos
(
1
2
θ
)
Iˆ1x + sin
(
1
2
θ
)
2Iˆ1y Iˆ2z
Iˆ1y exp(−iθIˆ1z Iˆ2z)Iˆ1y exp(iθIˆ1z Iˆ2z) ≡ cos
(
1
2
θ
)
Iˆ1y − sin
(
1
2
θ
)
2Iˆ1xIˆ2z
2Iˆ1xIˆ2z exp(−iθIˆ1z Iˆ2z)2Iˆ1xIˆ2z exp(iθIˆ1z Iˆ2z) ≡ cos
(
1
2
θ
)
2Iˆ1xIˆ2z + sin
(
1
2
θ
)
Iˆ1y
2Iˆ1y Iˆ2z exp(−iθIˆ1z Iˆ2z)2Iˆ1y Iˆ2z exp(iθIˆ1z Iˆ2z) ≡ cos
(
1
2
θ
)
2Iˆ1y Iˆ2z − sin
(
1
2
θ
)
Iˆ1x
operators in equation (1.2.59) commute then the product operator analysis under
this Hamiltonian can be performed separately and in any order.
ρˆ(0)
Hˆfree-two spinst−−−−−−−−→ ρˆ(t)
≡ ρˆ(0) Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→ 2piJ12Iˆ1z Iˆ2zt−−−−−−−→ ρˆ(t)
≡ ρˆ(0) Ω1Iˆ1zt−−−→ 2piJ12Iˆ1z Iˆ2zt−−−−−−−→ Ω2Iˆ2zt−−−→ ρˆ(t) (1.2.60)
The identities that are needed to understand the effect of the weak scalar coupling
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Hamiltonian are given in Table 1.2.3. From Table 1.2.2 and Table 1.2.3 it can be
seen that the scalar coupling has no effect on z-magnetization but has the effect
of evolving in-phase x- (or y-) magnetization into anti-phase magnetization:
Iˆ1z
2piJ12Iˆ1z Iˆ2zt−−−−−−−→ Iˆ1z
Iˆ1x
2piJ12Iˆ1z Iˆ2zt−−−−−−−→ cos (piJ12t) Iˆ1x + sin (piJ12t) 2Iˆ1y Iˆ2z (1.2.61)
As with the commutation of the operators involved in free precession, the opera-
tors involved in RF pulses also commute so that
ρˆ(0)
Hˆx-hardpulse for two spinst−−−−−−−−−−−−−−→ ρˆ(t)
≡ ρˆ(0) ω1Iˆ1xt−−−→ ω2Iˆ2xt−−−→ ρˆ(t)
≡ ρˆ(0) ω2Iˆ2xt−−−→ ω1Iˆ1xt−−−→ ρˆ(t) (1.2.62)
A spin echo is a period of delay followed by a RF pulse applied to both spins with
a flip angle of pi, followed by the same period of delay. This is a special sequence
that must be mentioned. Due to the commutation of the operators
ρˆ(0)
spin echo−−−−−→ ρˆ(t)
≡ ρˆ(0) Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→ 2piJ12Iˆ1z Iˆ2zt−−−−−−−→ pi(Iˆ1x+Iˆ2x)−−−−−−→ Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→ 2piJ12Iˆ1z Iˆ2zt−−−−−−−→ ρˆ(t)
≡ ρˆ(0) 4piJ12Iˆ1z Iˆ2zt−−−−−−−→ Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→ pi(Iˆ1x+Iˆ2x)−−−−−−→ Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→ ρˆ(t) (1.2.63)
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Starting with x-magnetization on spin one and spin two and applying a spin echo
sequence
Iˆ1x + Iˆ2x
4piJ12Iˆ1z Iˆ2zt−−−−−−−→ Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→ pi(Iˆ1x+Iˆ2x)−−−−−−→ Ω1Iˆ1zt−−−→ Ω2Iˆ2zt−−−→
cos (2piJ12t) [cos (Ω1t) {cos (Ω1t) Iˆ1x + sin (Ω1t) Iˆ1y}−
sin (Ω1t) {cos (Ω1t) Iˆ1y − sin (Ω1t) Iˆ1x}]−
sin (2piJ12t) [cos (Ω1t) {cos (Ω1t) 2Iˆ1y Iˆ2z − sin (Ω1t) 2Iˆ1xIˆ2z}+
sin (Ω1t) {cos (Ω1t) 2Iˆ1xIˆ2z + sin (Ω1t) 2Iˆ1y Iˆ2z}]+
cos (2piJ12t) [cos (Ω2t) {cos (Ω2t) Iˆ2x + sin (Ω2t) Iˆ2y}−
sin (Ω2t) {cos (Ω2t) Iˆ2y − sin (Ω2t) Iˆ2x}]−
sin (2piJ12t) [cos (Ω2t) {cos (Ω2t) 2Iˆ1z Iˆ2y − sin (Ω2t) 2Iˆ1z Iˆ2x}+
sin (Ω2t) {cos (Ω2t) 2Iˆ1z Iˆ2x + sin (Ω2t) 2Iˆ1z Iˆ2x}]
It can be seen that the terms in Iˆy and 2IˆxIˆz cancel each other out leaving
cos (2piJ12t) [cos (Ω1t) {cos (Ω1t) Iˆ1x}+ sin (Ω1t) {sin (Ω1t) Iˆ1x}]−
sin (2piJ12t) [cos (Ω1t) {cos (Ω1t) 2Iˆ1y Iˆ2z}+ sin (Ω1t) {sin (Ω1t) 2Iˆ1y Iˆ2z}]+
cos (2piJ12t) [cos (Ω2t) {cos (Ω2t) Iˆ2x}+ sin (Ω2t) {sin (Ω2t) Iˆ2x}]−
sin (2piJ12t) [cos (Ω2t) {cos (Ω2t) 2Iˆ1z Iˆ2y}+ sin (Ω2t) {sin (Ω2t) 2Iˆ1z Iˆ2y}]
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Using the identity
cos2 θ + sin2 θ ≡ 1 (1.2.64)
the resulting density operator is
cos (2piJ12t) [Iˆ1x + Iˆ2x]− sin (2piJ12t) [2Iˆ1y Iˆ2z + 2Iˆ1z Iˆ2y] (1.2.65)
The final state of the system does not depend upon the offsets of spin one and spin
two. Along with dephasing of transverse magnetization due to an inhomogeneous
static magnetic field, the spin echo also has a refocusing effect on the offsets; it
appears that no offset evolution has taken place. However, the evolution of the
scalar coupling has not been refocused and the density operator is now a com-
bination of in-phase and anti-phase magnetization. When applying the product
operator approach to a spin echo, evolution of the offsets can be ignored so that
equation (1.2.63) becomes
ρˆ(0)
spin echo−−−−−→ ρˆ(t)
≡ ρˆ(0) 4piJ12Iˆ1z Iˆ2zt−−−−−−−→ pi(Iˆ1x+Iˆ2x)−−−−−−→ ρˆ(t) (1.2.66)
Another point that merits mentioning is magnetization transfer. This is an im-
portant step in many multiple-pulse NMR experiments. Suppose a two spin
system has been allowed to evolve under the scalar coupling so that anti-phase
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magnetization along the y-axis on spin one is present. A RF pulse of flip angle
pi/2 applied to both spins along the x-axis will transfer magnetization between
the two spins.
2Iˆ1y Iˆ2z
pi/2(Iˆ2x+Iˆ2x)−−−−−−−→ −2Iˆ1z Iˆ2y (1.2.67)
Transverse magnetization on spin one becomes transverse magnetization on spin
two. It is only anti-phase magnetization that can undergo this transfer after the
application of a suitable RF pulse and since anti-phase magnetization can gener-
ally only arise due to the presence of a coupling between spins then the presence
of a coupling is necessary for magnetization transfer. This process of magnetiza-
tion transfer can also be referred to as coherence transfer since it involves transfer
between the off-diagonal elements (the coherences) of the density matrix.
ρˆ =


αα SQ SQ DQ
SQ αβ ZQ SQ
SQ ZQ βα SQ
DQ SQ SQ ββ


(1.2.68)
ZQ = zero-quantum coherence, SQ = single-quantum coherence and DQ =
double-quantum coherence.
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1.2.12 Coherence Order
The coherence order, p, is defined by the result of the application of a rotation
about the z-axis through an angle φ to an operator or product of operators [5]:
Iˆ(p)
φIˆz−−→ Iˆ(p) exp(−ipφ) (1.2.69)
where Iˆ(p) is an operator with coherence order p. Iˆz has a coherence order of
zero since it is unaffected by a rotation about the z-axis. The operators Iˆ+
(the raising operator) and Iˆ− (the lowering operator) are useful for expanding
the density operator in a way which makes the coherence order clear. They are
defined as
Iˆ+ ≡ Iˆx + iIˆy Iˆ− ≡ Iˆx − iIˆy (1.2.70)
Iˆ+ has a coherence order of +1 and Iˆ− has a coherence order of -1.
Iˆ+ ≡ Iˆx + iIˆy φIˆz−−→ cosφIˆx + sinφIˆy + i(cosφIˆy − sinφIˆx)
= cosφ(Iˆx + iIˆy)− i sinφ(Iˆx + iIˆy)
= (cosφ− i sinφ)(Iˆx + iIˆy)
= exp(−iφ)Iˆ+ (1.2.71)
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Iˆ− ≡ Iˆx − iIˆy φIˆz−−→ cosφIˆx + sinφIˆy − i(cosφIˆy − sinφIˆx)
= cosφ(Iˆx − iIˆy) + i sinφ(Iˆx − iIˆy)
= (cosφ+ i sinφ)(Iˆx − iIˆy)
= exp(+iφ)Iˆ− (1.2.72)
Adding and subtracting the raising and lowering operators gives
Iˆx ≡ 1
2
(Iˆ+ + Iˆ−) Iˆy ≡ 1
2i
(Iˆ+ − Iˆ−) (1.2.73)
respectively. It can be seen that Iˆx and Iˆy contain coherence orders +1 and -1
and thus these are single-quantum coherence operators. The product operator
2IˆxSˆx contains coherence orders ±2 and 0 and is therefore a mixture of double-
quantum coherence and zero-quantum coherence (Sˆ can be either homonuclear or
heteronuclear to Iˆ in this case).
2IˆxSˆx ≡ 2× 1
2
(Iˆ+ + Iˆ−)× 1
2
(Sˆ+ + Sˆ−)
1
2
(Iˆ+Sˆ+︸ ︷︷ ︸
p=+2
+ Iˆ−Sˆ−︸ ︷︷ ︸
p=−2
+ Iˆ+Sˆ−︸ ︷︷ ︸
p=0
+ Iˆ−Sˆ+︸ ︷︷ ︸
p=0
) (1.2.74)
Table 1.2.4 lists the different types of coherence possible for a two spin system,
along with the corresponding operator or product operators.
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Table 1.2.4: Further descriptions of operators for a two-spin system.
operator description
Iˆx, Iˆy, 2IˆxSˆz, 2IˆySˆz single-quantum coherence
2IˆxSˆx − 2IˆySˆy double-quantum x-coherence
2IˆxSˆx + 2IˆySˆy zero-quantum x-coherence
2IˆxSˆy + 2IˆySˆx double-quantum y-coherence
2IˆySˆx − 2IˆxSˆy zero-quantum y-coherence
1.3 Experimental Techniques for Solid-State NMR
1.3.1 Phase Cycling and the Coherence Transfer Pathway
For a NMR experiment, it is often required that certain coherence orders are
selected and others ignored at various points. This is because, if the spin system
is allowed to evolve through the application of RF pulses, coherence orders other
than those that are desired in the experiment will also be created. The coherence
transfer pathway (CTP) is a means of illustrating the desired coherences during
a pulsed NMR experiment. Figure 1.3.1 shows a simple pulse sequence and
corresponding CTP. This is the pulse sequence for a spin echo that is described
in equation (1.2.66) in terms of product operators. However, unlike in equation
(1.2.66) where one can assume that the experiment starts with x-magnetization
on all spins, in a NMR experiment this transverse (x-) magnetization has to be
created from equilibrium (z-) magnetization. This is achieved by the application
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Figure 1.3.1: Pulse sequence used to record spin echo NMR spectra. Narrow and
wide filled vertical bars represent pi/2 and pi pulses, respectively.
of a suitable RF pulse, as shown in Figure 1.3.1.
It can be seen from Figure 1.3.1 that the coherence order is zero at the beginning
of the experiment, as would be expected for equilibrium (Iˆz) magnetization. The
coherence that is desired after the application of the first pulse is of order +1. A
coherence order of -1 is then desired after the application of the second and final
pulse in the sequence. A coherence order of -1 is required as the final coherence
order because this is the coherence order that is detected in an experiment. The
time-domain signal that a NMR experiment detects (s(t)) is
s(t) = Tr
[
Iˆ+ ρˆ(t)
]
(1.3.1)
where Tr is the Trace of the corresponding matrix (the sum of the diagonal
elements). The multiplication of the raising operator and the final density matrix
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means that the density matrix must contain a coherence order of -1.
Phase cycling [6] is one method that can be used to select only the desired coher-
ences. For phase cycling, the NMR experiment is repeated and on each repetition
the phase of one or more of the pulses and the phase of the receiver are varied
in a predetermined manner. The repetitions are then combined and the desired
CTP will be reinforced whereas the undesired pathways will be removed. The
cycling of the pulse phases is predetermined using two rules [7]:
1. If the phase of a pulse (or group of pulses) is shifted by φ, then a coherence
undergoing a change in coherence order ∆p experiences a phase shift −φ∆p
as detected by the receiver.
2. If a phase cycle uses steps of 360◦/N then, along with the desired pathway
∆p, pathways ∆p ± nN where n = 1, 2, 3, . . . will also be selected. All other
pathways are suppressed.
Using the example of the CTP for a spin echo (Figure 1.3.1), a phase cycle
can be constructed as follows. Starting on coherence order zero, a coherence
change ∆p = +1 is desired whilst all other coherence changes (+2, 0, -1, -2)
are unwelcome. From rule 2 it can be seen that a four step phase cycle would
suppress all coherences except +1 and +1 ± 4n, i.e. +1, +5, -3, . . . Coherence
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Table 1.3.1: Four step phase cycle and corresponding receiver phase used to select
a +1 change in coherence order. All the phases are in degrees.
Step φ −φ = receiver phase
1 0 0 = 0
2 90 -90 = 270
3 180 -180 = 180
4 270 -270 = 90
orders > ±2 can be ignored. In this case these will contribute a negligible amount
because they require the presence of three or more coupled spins. From rule 1 it
can be seen that the phase of the receiver should be set to −φ∆p = −φ. Thus,
the phase of the first pulse is stepped through 360◦ in four steps and the receiver
is correspondingly cycled as shown in Table 1.3.1.
The phase of the second pulse does not need to be cycled. Since the start and end
points of a CTP are fixed then the maximum number of pulses that may need to
be cycled is the total number of pulses - 1. When there are two or more pulses
that need to be phase cycled nested phase cycles are produced, i.e. phases are
cycled within other phase cycles and the required receiver phases are co-added as
illustrated in Table 1.3.2. The phase of the first pulse (φ1) is a four step phase
cycle which selects ∆p = +1 and the phase of the second pulse (φ2) is also a four
step cycle but selects ∆p = −2.
Pulsed field gradients can also be used to select the desired CTP but since this
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Table 1.3.2: Nested phase cycle for a spin echo experiment. All the phases are in
degrees.
Step φ1 φ2 receiver phase
1 0 0 0
2 90 0 270
3 180 0 180
4 270 0 90
5 0 90 180
6 90 90 90
7 180 90 0
8 270 90 270
9 0 180 0
10 90 180 270
11 180 180 180
12 270 180 90
13 0 270 180
14 90 270 90
15 180 270 0
16 270 270 270
technique has not been used for any of the work in this thesis then it is simply
worth mentioning without detail.
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Figure 1.3.2: The general form of an experiment used to record two-dimensional
NMR spectra.
1.3.2 Multi-dimensional NMR
Jeener (1971) and Ernst (1976) [8] are credited with the invention of multi-
dimensional NMR spectroscopy. Consider the experiment that is illustrated in
Figure 1.3.2. The experiment begins with a preparation period, which could be
one pulse or a combination of pulses and delays, that creates a desired coher-
ence using phase cycling. This desired coherence is then allowed to evolve during
the evolution period (or indirect detection period), t1. A mixing period is then
employed that transforms the evolving coherence into observable magnetization
that is detected during the detection period (or direct detection period), t2. Se-
lected coherences will evolve at a frequency of ΩA during t1 and ΩB during t2.
By repeating the experiment whilst stepping the value of t1 through a number
of increments, the evolution of the magnetization during the t1 period as a func-
tion of time can be determined from the modulation of the NMR signal detected
during t2. Since there is no direct observation of the magnetization during the
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evolution period then any coherence order evolving during this time may be in-
directly detected. The experiment described by incrementing t1 will result in a
two-dimensional data set. For higher-dimensional NMR, more evolution periods
are required. Up to seven-dimensional NMR spectroscopy can be found in the lit-
erature to date [9]. Higher-dimensional NMR spectroscopy is useful for studying
large molecules.
In modern day NMR experiments, the NMR signal (s(t)) is detected in quadra-
ture.
s(t) = [C cos(Ωt) + iC sin(Ωt)] exp(−t/T2) ≡ C exp(iΩt) exp(−t/T2) (1.3.2)
Both the real and imaginary components must be measured so that a Fourier
transform (FT) can be applied to the time-domain signal, s(t), to obtain a
frequency-domain signal, s(ω), (a spectrum) whilst retaining all the necessary
information for purely absorptive frequency-domain lineshapes.
s(ω) =
∫ +∞
0
s(t) exp(−iωt) exp(−t/T2) (1.3.3)
This gives
ℜ{s(ω)} = A = 1/T2
(1/T2)2 + (ω − Ω)2 (1.3.4)
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Absorptive Dispersive
Figure 1.3.3: Illustration of absorptive and dispersive lineshapes.
and
ℑ{s(ω)} = iD = ω − Ω
(1/T2)2 + (ω − Ω)2 (1.3.5)
In a one-dimensional NMR experiment, phasing the frequency-domain signal can
give the desired purely absorptive lineshapes. Absorptive (A) and dispersive (D)
lineshapes are illustrated in Figure 1.3.3. For a purely absorptive one-dimensional
spectrum, the real part of s(ω) (equation (1.3.4)) is fully absorptive and the
imaginary part of s(ω) (equation (1.3.5)) is fully dispersive.
In two-dimensional NMR spectroscopy, the time-domain data set, s(t1, t2), needs
to undergo a double FT to give a frequency-domain data set, s(ω1, ω2). A time-
domain data set has the form
s(t1, t2) = exp(iΩAt1) exp(−t1/T (1)2 ) exp(iΩBt2) exp(−t2/T (2)2 ) (1.3.6)
1 Introduction 42
where ΩA and ΩB are the offsets of the spins during the time periods t1 and t2,
respectively and T
(1)
2 and T
(2)
2 are the spin-spin relaxation constants during the
time periods t1 and t2, respectively. Applying a Fourier transform with respect
to t2 gives
s(t1, ω2) = exp(iΩAt1) exp(−t1/T (1)2 )(A2 + iD2) (1.3.7)
This resulting data set can be manipulated (phased) with respect to ω2 so that
an absorption mode lineshape is achieved in the real part with the correspond-
ing dispersion mode lineshape in the imaginary part. Now applying a Fourier
transform with respect to t1 gives
s(ω1, ω2) = (A1 + iD1)(A2 + iD2)
= A1A2 + iA1D2 + iA2D1 −D1D2 (1.3.8)
This is a mixture of the different lineshapes. To obtain purely absorptive line-
shapes and also frequency discrimination, s(t1, t2) is amplitude-modulated with
respect to t1. Amplitude-modulation is achieved if ±p evolves during the t1 pe-
riod. Figure 1.3.4 shows the CTP required for an amplitude-modulated signal
if double-quantum coherence is desired during t1. With a time-domain signal
that is amplitude-modulated with respect to t1, one of two ubiquitous methods
can be utilised to obtain the required two-dimensional spectrum with frequency
discrimination and purely absorptive lineshapes: the States method [10] or TPPI
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Figure 1.3.4: The general form of an experiment used to record two-dimensional
NMR spectra with double-quantum coherence in the indirect dimension.
[11]4. Time-proportional phase incrementation (TPPI) is the method that was
preferred for the work herein. As the name suggests, this method involves in-
crementing pulse phases along with the incrementation of t1. More precisely, all
of the pulses before the t1 evolution period that have an effect on the order of
coherence have their phase incremented by pi/2p for each t1 incrementation.
The time-domain signal obtained from a simple two-dimensional experiment has
4States-TPPI [12] is a third method but this is less commonly exploited.
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the form
s(t1, t2) = [exp(iΩAt1) + exp(−iΩAt1)] exp(−t1/T (1)2 ) exp(iΩBt2) exp(−t2/T (2)2 )
(1.3.9)
The application of a Fourier transform with respect to t2 gives
s(t1, ω2) = [exp(iΩAt1) + exp(−iΩAt1)] exp(−t1/T (1)2 )[A+2 + iD+2 ] (1.3.10)
The “+” on the A+2 and the iD
+
2 denotes the sign of the offset. Discarding
the imaginary part and applying a Fourier transform with respect to t1 gives a
frequency-domain signal of the form
s(ω1, ω2) = [(A
+
1 + iD
+
1 ) + (A
−
1 + iD
−
1 )][A
+
2 ]
= (A+1 +A
−
1 )A
+
2 + i(D
+
1 +D
−
1 )A
+
2 (1.3.11)
The real part has a pure absorption mode lineshape. However, there is no fre-
quency discrimination in the ω1 dimension since both the positive and negative
offsets will appear to be the same.
Since TPPI imposes a t1 dependent phase modulation of exp(−ipit1/2p∆t1) (where
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∆t1 is the t1 increment) then equation (1.3.9) becomes
s(t1, t2) =[exp(i(ΩA + pi/2p∆t1)t1) + exp(−i(ΩA + pi/2p∆t1)t1)] exp(−t1/T (1)2 )×
exp(iΩBt2) exp(−t2/T (2)2 ) (1.3.12)
∆t1 is related to the spectral width
5 (SW) in the ω1 dimension by the relationship
∆t1 = 1/SW (1.3.13)
However, in TPPI, ∆t1 is set to half of this value so that
s(t1, t2) =[exp(i(ΩA + piSW/p)t1) + exp(−i(ΩA + piSW/p)t1)] exp(−t1/T (1)2 )×
exp(iΩBt2) exp(−t2/T (2)2 ) (1.3.14)
A Fourier transform of the time-domain signal with respect to t2 gives
s(t1, ω2) =[exp(i(ΩA + piSW/p)t1) + exp(−i(ΩA + piSW/p)t1)] exp(−t1/T (1)2 )×
[A+2 + iD
+
2 ] (1.3.15)
Using the relation
cos θ =
1
2
(eiθ + e−iθ) (1.3.16)
5The spectral width is the maximum range of frequencies that can be accurately portrayed
from the recorded signal. The spectral width is the inverse of the sampling interval (dwell time).
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and discarding the imaginary part leaves
s(t1, ω2) = 2[cos((ΩA + piSW/p)t1)] exp(−t1/T (1)2 )[A+2 ] (1.3.17)
During an experiment, the desired spectral width is recorded over a frequency
range from -SW/2 to SW/2. The result of adding piSW/p to ΩA with TPPI,
taking only the positive frequency half of the spectrum and performing a real
Fourier transform with respect to t1 is
s(ω1, ω2) = (A
+
1 + iD
+
1 )[A
+
2 ]
= A+1 A
+
2 + iD
+
1 A
+
2 (1.3.18)
The frequency-domain signal now has the desired frequency discrimination and
pure absorption mode lineshapes in the real part of the spectrum.
ℜ[s(ω1, ω2)] = A+1 A+2 (1.3.19)
In some cases the resulting peaks may not be purely absorptive. For example,
the on-diagonal and off-diagonal peaks that result from the COSY (COrrelation
SpectroscopY ) experiment [8] have different lineshapes. However, this is not
due to the method of data acquisition or data processing undertaken but is a
fundamental property of the experiment.
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Figure 1.3.5: Pulse sequence used to record CP NMR spectra.
1.3.3 Cross-Polarization
Cross-polarization (CP) was introduced by Pines et al. [13] as a method of increas-
ing the sensitivity of NMR experiments on spins with low isotopic abundance,
such as carbon-13. Figure 1.3.5 illustrates the pulse sequence that generates cross-
polarized magnetization. A pulse with flip angle pi/2 is applied to an abundant
spin-1/2 nucleus, in this case protons, to induce transverse magnetization. This
transverse magnetization is transfered to the dilute nucleus (X) by the applica-
tion of simultaneous long pulses to both the abundant and dilute spins and is
mediated by the dipolar couplings between these spins. The simultaneous pulses
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are applied according to the Hartmann-Hahn matching condition [14]:
γaB
a
1 = γbB
b
1 (1.3.20)
so that the frequency of rotation about a transverse axis is the same for both
nuclei (a and b). In this instance a redistribution of energy is facilitated and
the magnetization of the dilute nucleus is enhanced by the magnetization of the
abundant nucleus with a maximum enhancement determined by the ratio of the
gyromagnetic ratios of the two spins. For protons transferring magnetization to
carbon-13 nuclei the maximum enhancement is ∼ 4.
The long pulses are applied for a certain contact time (ct). The ct is selected with
competition between the signal build up due to transfer rate and the spin-lattice
relaxation time of the abundant nucleus in the rotating frame determining the du-
ration, usually a few milliseconds. Relaxation of abundant spins is often relatively
fast as a result of the abundance of dipolar-couplings within the spin network.
Thus, CP can also be used as a method of reducing experiment time since the
delay time between experimental repetitions is governed by the relaxation of the
abundant nucleus and not the dilute nucleus.
In practice, the amplitude of one of the simultaneous long pulses is ramped over
a range of values that encompass the Hartmann-Hahn match. This increases
the reliability of achieving the matching condition, especially under magic angle
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spinning conditions [15].
1.3.4 Magic Angle Spinning
Both the CSA and dipolar couplings have an orientational dependence that effects
the Zeeman energies of nuclei. For the CSA, the frequencies (energies) originating
from different molecular orientations overlap to form a continuous lineshape, a
powder pattern. For a pair of dipolar coupled spins the different molecular ori-
entations result in another continuous lineshape, a Pake pattern. However, for
a network of dipolar coupled spins the orientational variety leads to a range of
local fields experienced by each spin and a Gaussian distribution of frequencies is
observed, the size of which depends upon the strength of the coupling. The resul-
tant broadening of the spectral lines causes the isotropic chemical shifts, which
are desired in most NMR experiments, to be concealed. For an isotropic liquid
the rapid and random molecular rotation has the effect of time averaging orien-
tational dependences so the CSA and dipolar couplings tend to their isotropic
values, δiso and zero, respectively.
Magic angle spinning (MAS) [16] has the effect of reducing the CSA and the
dipolar couplings between spins so that the isotropic chemical shifts are more
readily resolved. With MAS, the spin system under observation is rotated about
an axis which is at an angle of 54.74◦ to the external magnetic field. This angle
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Figure 1.3.6: The axes of magic angle spinning.
is known as the magic angle. Figure 1.3.6 illustrates the important axes when
considering MAS. In a powdered solid, the orientation of a spin interaction tensor,
θ, can take any value. However, if the solid sample is rotated about an axis which
is at an angle θR to the external magnetic field then θ varies with time. The
average of the orientational dependence of the spin interaction tensor, (3 cos2 θ−
1), is then given by
〈3 cos2 θ − 1〉 = 1
2
(3 cos2 θR − 1)(3 cos2 β − 1) (1.3.21)
where β is the angle between the axis of sample rotation and the orientation of
the spin interaction tensor. From equation (1.3.21) it can be seen that by setting
θR = 54.74
◦ so that (3 cos2 θR) = 1, then 〈3 cos2 θ − 1〉 = 0. For the inhomoge-
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neous6 CSA, sample rotation at the magic angle will reduce the Hamiltonian to
its isotropic components. For an inhomogeneous interaction higher order terms in
theMagnus expansion [18] of the average Hamiltonian7 commute with themselves
at all times and thus the higher order terms vanish as a consequence. On the
other hand, homogeneous interactions, such as a network of dipolar couplings,
have non-commuting operators in higher order terms. To first-order the dipolar
interaction will be reduced to its isotropic components (i.e. to zero) with sample
rotation at the magic angle. However, the presence of higher order terms means
that the homogeneous interaction will not be averaged away. The higher order
terms go as a power series of the reciprocal of the rotation rate and therefore
the effect of the higher order terms can be reduced with increased spinning rate.
Strong dipolar couplings (e.g. proton-proton dipolar couplings) may still partially
exist even after utilising the fastest MAS rates attainable with modern technology
[19]. Additionally, there may be situations where dipolar couplings are undesir-
able yet fast MAS rates may not be applicable. Therefore, other methods of
reducing the effects of dipolar couplings are needed.
6For definitions of inhomogeneous and homogeneous interactions used here see Ref. [17].
7c.f. Section 1.3.6 for a description of the theory behind the average Hamiltonian.
1 Introduction 52
1.3.5 Heteronuclear Dipolar Decoupling
When observing a system of dilute spins, heteronuclear dipolar couplings of the
dilute spins to abundant spins can have a detrimental effect on the recorded sig-
nal, for example by broadening the spectral lines of the dilute spins. One method
of reducing these heteronuclear couplings is to apply continuous wave (CW) RF
irradiation [20] to the abundant nuclear spin at its Larmor frequency whilst ob-
serving the dilute spin. The CW RF irradiation induces transitions between the
|α〉 and |β〉 states of the abundant spin. The rate of these transitions is dependent
on the amplitude of the RF irradiation. If the rate of these transitions is fast
compared to the strength of the coupling then the time-averaged dipolar coupling
will be zero to a first-order approximation. CW RF irradiation is usually applied
at high power (100-250 kHz) to effectively reduce the heteronuclear dipolar cou-
plings and this continuous high power can cause sample heating and also probe
damage if applied for long durations. Other methods of heteronuclear dipolar
decoupling are therefore needed that are designed using higher-order approxi-
mations of the dipolar interaction Hamiltonian and that also minimize the risk
of probe damage by giving better results for lower decoupling powers; two-pulse
phase-modulated (TPPM) decoupling [21] and X-inverse-X (XiX) decoupling [22]
are two such decoupling methods.
M. Ernst published an extensive article that compared the use of different het-
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eronuclear decoupling techniques in solid-state NMR under MAS [23]. The prob-
lem with combining decoupling techniques and MAS is that at certain ratios of
the nutation frequency of the abundant spins due to the decoupling and the MAS
frequency interference effects can occur and this can result in a recoupling of the
heteronuclear dipolar interaction. This article addressed the issue in depth and
made comparisons between no decoupling, CW decoupling, TPPM decoupling
and XiX decoupling. The latter two resolution enhancing techniques can reduce
spectral linewidths from the order of tens of kilohertz to hundreds of hertz whilst
avoiding rotational resonance conditions (interference effects).
1.3.6 Proton Homonuclear Dipolar Decoupling
Protons exhibit high sensitivity in NMR studies because they have a large nat-
ural isotopic abundance (99.99 %) and a high gyromagnetic ratio. This allows
them to be used as superior probe nuclei. Organic molecules contain many pro-
tons. Proton NMR is then used to obtain structural and dynamical information
about these organic molecules. Quantitative, as well as qualitative, information
may be obtained. In the liquid state, proton NMR experiments are commonly
used to extract such information. However, solid-state proton NMR studies can
be complicated due to large homonuclear dipolar couplings between the protons
which cannot be removed by MAS alone. Similar to the situation with heteronu-
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clear dipolar couplings, RF irradiation can be used to manipulate the spins in
spin-space so as to reduce these couplings.
The Lee-Goldburg experiment [24] uses an off-resonance, continuous RF field
to induce an effective magnetic field in the rotating frame that is tilted by the
magic angle relative to B0. This can be understood as “MAS in spin-space”.
As with MAS, the angular factor (3 cos2 θ − 1) is then equal to zero and the
homonuclear dipolar interaction is nullified so long as the precession of the spins
is fast relative to the coupling. The drawback with continuous irradiation is
that it has to be switched off so that the FID can be acquired. This makes
the acquisition of high-resolution one-dimensional spectra difficult. Thus, this
technique is usually used to record high-resolution spectra indirectly, in the ω1
dimension of a two-dimensional experiment. This means that the decoupling can
be continuous although experiment times will be large due to the requirement of
a two-dimensional dataset.
Waugh et al. introduced a multiple-pulse method for eliminating homonuclear
dipolar interactions [25]. This multiple-pulse method uses short pulses and delays
to induce rotation and evolution of the nuclear spin polarisations in such a manner
that the spin parts of the homonuclear dipolar interaction Hamiltonian, and thus
this Hamiltonian as a whole, are averaged to zero at the end of the sequence.
In contrast to the Lee-Goldburg experiment, a pulsed method has the advantage
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Figure 1.3.7: The WHH-4 pulse sequence. The filled vertical bars represent pi/2
pulses and the letters above the bars indicate the phase of the pulse. τ is a period
of delay.
that the FID can be “continuously” observed in the delays between the RF pulses.
The earliest homonuclear dipolar decoupling multiple-pulse sequence was labelled
WAHUHA (after Waugh, Huber and Haberlen [25]) and later abbreviated to
WHH-4. This sequence consists of four pi/2 pulses of different phases, separated
by delays (windows) of either τ or 2τ . The WHH-4 pulse sequence is shown in
Figure 1.3.7.
To fully understand the WHH-4 multiple-pulse method we need to apply Average
Hamiltonian Theory (AHT). This theory is based on assuming that some average
Hamiltonian (H¯) can be found which describes the overall effect of the multiple-
pulse sequence on the spin system. When calculating the density operator from
the solution of the Liouville-von Neumann equation for a system that does not
have a constant Hamiltonian over time, t, the Hamiltonian has to be piecewise
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constant over smaller periods, tn. This means that
ρˆ(t) = Uˆ(t)ρˆ(0)Uˆ−1(t) (1.3.22)
where Uˆ(t) = exp(−iHˆntn) . . . exp(−iHˆ1t1). However, since this system can be
described by an average Hamiltonian, then
Uˆ(t) = exp(−iHˆntn) . . . exp(−iHˆ1t1) = exp(−iH¯t) (1.3.23)
If this average Hamiltonian is periodic with period (cycle time), tc, then the
Magnus expansion can be used to give
H¯(tc) = H¯(0) + H¯(1) + H¯(2) + . . . (1.3.24)
where
H¯(0) = 1
tc
{Hˆ1t1 + Hˆ2t2 + . . . Hˆntn}
H¯(1) =− i
2tc
{[Hˆ2t2, Hˆ1t1] + [Hˆ3t3, Hˆ1t1] + [Hˆ2t2, Hˆ3t3] + . . . }
H¯(2) =− 1
6tc
{[Hˆ3t3, [Hˆ2t2, Hˆ1t1]] + [[Hˆ3t3, Hˆ2t2], Hˆ1t1]
+
1
2
[Hˆ2t2, [Hˆ2t2, Hˆ1t1]] + 1
2
[[Hˆ2t2, Hˆ1t1], Hˆ1t1] + . . . } (1.3.25)
It can be seen that if the piecewise Hamiltonians (Hˆn) commute then only the
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first-order term (H¯(0)) remains. However, if the piecewise Hamiltonians do not
commute then it is necessary to transform them into a new frame of reference,
called the toggling frame, where non-commuting terms disappear, so that the
average Hamiltonian can be approximated to first-order.
For the time-dependent Schro¨dinger equation to be invariant to the frame trans-
formation (c.f. Ref. [26] for the proof) then the Hamiltonian in the toggling frame,
Hˆtog, has the form
Hˆtog(t) = exp(+iω1Iˆt)Hˆ exp(−iω1Iˆt)− ω1Iˆ (1.3.26)
So, for a hard pulse along the x-axis
Hˆtog(t) = exp(+iω1Iˆxt)Hˆx-hardpulse exp(−iω1Iˆxt)− ω1Iˆx
= exp(+iω1Iˆxt)ω1Iˆx exp(−iω1Iˆxt)− ω1Iˆx
= ω1Iˆx − ω1Iˆx = 0 (1.3.27)
Therefore, in the toggling frame, it seems as if the RF pulse has no effect.
When using AHT to describe the WHH-4 pulse sequence, a few assumptions need
to be made. It is assumed that the RF pulses, which are defined in the rotating
frame, are on resonance, are of negligible length and are strong compared to the
homonuclear dipolar coupling. This means that the effect of the homonuclear
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dipolar coupling during the pulses and the effect of the B0 field throughout the
sequence can be ignored. It will also be assumed that the Hamiltonian for free
precession is the Hamiltonian for the homonuclear dipolar coupling
Hˆfree = HˆD = 1
2
µ0h¯γ1γ2
4pir3
(1− 3cos2θ)(3Iˆ1z Iˆ2z − Iˆ1 · Iˆ2) (1.3.28)
The WHH-4 sequence begins with a period (τ) where the spin system is allowed
to evolve under free procession
Hˆfree(0→ τ) = C12(3Iˆ1z Iˆ2z − Iˆ1 · Iˆ2) ≡ Hˆzz (1.3.29)
where C12 =
1
2
µ0h¯γ1γ2
4pir3
(1− 3cos2θ). This Hamiltonian for the first period of evolu-
tion will be labelled Hˆzz due to the presence of the Iˆ1z Iˆ2z terms. The justification
for use of this notation will become apparent.
The next part of the WHH-4 sequence is a pi/2 pulse along −x. A frame trans-
formation to the appropriate toggling frame means that the pulse has no effect.
There is then another period of free precession. It is required that the Hamilto-
nian for this period is transformed into the toggling frame. To achieve this, the
previous Hamiltonian can be rotated in the rotating frame about −x by −pi/2.
The rotation only has an effect on the Iˆ1z Iˆ2z terms of the Hamiltonian and trans-
forms them to Iˆ1y Iˆ2y terms, with respect to the rotating frame axis. This means
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that
Hˆfree(τ → 2τ) = C12(3Iˆ1y Iˆ2y − Iˆ1 · Iˆ2) ≡ Hˆyy (1.3.30)
where the free precession Hamiltonian for this period is viewed in the toggling
frame but defined in the rotating frame. This permits ease of summation of
operators which are viewed in different toggling frames.
The next pulse is a pi/2 pulse along y. To evaluate the following free precession
Hamiltonian, a transformation from the previous Hamiltonian (Hˆyy) by a rotation
of −pi/2 along the rotating frame y-axis is required. At this instant, the rotating
frame y-axis is the toggling frame −z-axis, and this is the axis about which the
rotation is performed.
Hˆyy −pi/2 rotation along −z−−−−−−−−−−−−−→ Hˆxx = Hˆfree(2τ → 4τ) (1.3.31)
This Hamiltonian acts for two τ periods of free precession before an applied pi/2
pulse along the rotating frame −y-axis. This corresponds to a rotation of the free
precession Hamiltonian about the z-axis of the latest toggling frame:
Hˆxx −pi/2 rotation along z−−−−−−−−−−−−→ Hˆyy = Hˆfree(4τ → 5τ) (1.3.32)
The final pulse, a pi/2 pulse along x, means that it is necessary to rotate the
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Figure 1.3.8: The WHH-4 pulse sequence and corresponding rotating and toggling
frames. The phases of the pulses are indicated with respect to the rotating
frame. The large arrow represents the free precession Hamiltonian, which remains
untouched in the toggling frame.
Hamiltonian about the toggling frame x-axis by −pi/2 to attain the final state of
the free precession Hamiltonian.
Hˆyy −pi/2 rotation along x−−−−−−−−−−−−→ Hˆzz = Hˆfree(5τ → 6τ) (1.3.33)
A better understanding of the frame transformations involved is obtained when
the transformations are viewed diagrammatically. Figure 1.3.8 illustrates the
various toggling frames of the free precession Hamiltonian throughout the WHH-
4 sequence.
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Combining the free precession Hamiltonians from t = 0 to t = 6τ using equation
(1.3.25), the average Hamiltonian can then be given, to first-order, as
H¯ = H¯(0) = Hˆzzτ + Hˆyyτ + Hˆxx2τ + Hˆyyτ + Hˆzzτ
6τ
(1.3.34)
And because
Hˆxx + Hˆyy + Hˆzz
= C12[(3Iˆ1xIˆ2x − Iˆ1 · Iˆ2) + (3Iˆ1y Iˆ2y − Iˆ1 · Iˆ2) + (3Iˆ1z Iˆ2z − Iˆ1 · Iˆ2)]
= 0 (1.3.35)
(since Iˆ1 · Iˆ2 = Iˆ1xIˆ2x + Iˆ1y Iˆ2y + Iˆ1z Iˆ2z) then the average Hamiltonian for the
homonuclear dipolar coupling after one cycle of the WHH-4 sequence is zero. If
the cycle is repeated and data points are only collected at the end of the cycle
then there will be no contribution from homonuclear dipolar coupling observed
in the spectrum. However, this is only the case when the assumptions hold true.
The WHH-4 pulse sequence not only has an effect on the homonuclear dipolar
Hamiltonian, it also has a similar effect on the chemical shift Hamiltonian. This
is an undesired consequence of attempting to remove the homonuclear dipolar
couplings in this fashion. Utilizing the same method as shown above for the
homonuclear dipolar Hamiltonian, the WHH-4 sequence induces a first-order av-
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erage Hamiltonian for the chemical shift interaction given by
H¯(0)CS = ωCS
Iˆzτ + Iˆyτ + Iˆx2τ + Iˆyτ + Iˆzτ
6τ
=
1
3
ωCS(Iˆx + Iˆy + Iˆz) (1.3.36)
Comparing this equation with the chemical shift Hamiltonian given in equation
(1.2.12) it can be seen that there is an effective magnetic field, Beff , in the (1,1,1)
direction of the rotating frame with length (1/
√
3)8. Thus, a scaling factor has
been introduced and the apparent perturbation to the Larmor frequency as a
result of chemical shift, ω′CS, is
ω′CS = (1/
√
3)ωCS (1.3.37)
A spectrum recorded using the WHH-4 pulse sequence will then be scaled com-
pared to one recorded without. The scaling will result in a smaller frequency
separation between resonances and thus a greater chance of resonance overlap, es-
pecially with broad proton resonances. Therefore, the scaling will affect the reso-
lution of the spectrum. Although spectral resolution is proportional to the scaling
factor, the enhancement in resolution owing to the reduction of the homonuclear
dipolar couplings under this sequence makes the scaling a worthwhile concession.
There are various other homonuclear dipolar decoupling sequences available.
Some of these sequences (MREV-8 [27–29], BR-24 [30], BLEW-12 [31], TREV-
8A unit vector in the direction (1,1,1) has length (1/
√
3).
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8 [32], MSHOT-3 [33], R1892 [34]) build upon the initial work of Waugh et al.
and take the approximation of the average Hamiltonian to higher-order terms.
Others (FSLG [35, 36], PMLGn [37–39], wPMLGn [40]) are based on the Lee-
Goldburg method. These applied RF field techniques are capable of achieving
greater homonuclear dipolar decoupling than presently available spinning speeds
are able to achieve through MAS. However, residual linewidths associated with
heteronuclear dipolar interactions and CSAs are still present. This problem
can be overcome by combining coordinated multiple-pulse sequences with MAS.
This method is known as CRAMPS (combined rotation and multiple-pulse spec-
troscopy). The combination of multiple-pulse NMR and magic angle spinning
was first practiced by Gerstein et al. in 1976 [41].
Proton linewidths can be reduced to less than 1 ppm using CRAMPS [42]. How-
ever, given the chemical shift range associated with 1H NMR (∼ 10 ppm) further
progress into decoupling techniques is needed to obtain satisfactory resolution.
Furthermore, CRAMPS introduces its own problems. MAS creates an additional
time dependence of the dipolar Hamiltonian. At slow MAS rates, where the de-
coupling pulse sequence cycle frequency is fast relative to the sample spinning
frequency, interference is minimised. Conversely, the latest achievable MAS rates
will have a much larger impact on some decoupling pulse sequences since the cycle
times of the pulse sequence and the MAS may be of a similar order and the two
cannot be considered as independent. Thus, a homonuclear dipolar decoupling
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sequence is needed that performs well at various sample spinning frequencies.
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2 Proton NMR Spectroscopy in Solids
2.1 The DUMBO-1 Sequence
CRAMPS, using the DUMBO-1 (Decoupling Under Mind-Boggling Optimiza-
tion) [42] sequence, is the homonuclear dipolar decoupling technique that is used
for high-resolution proton (1H) NMR in this thesis. In the DUMBO-1 sequence
the phase of the RF field is continuously modulated whilst the amplitude is kept
constant. This sequence was developed by a numerical optimization of the decou-
pling performance of a RF field with a phase, φ(t), which is defined as a Fourier
series:
φ(t) =
6∑
n=0
[an cos(2nxct) + bn sin(2nxct)] if 0 ≤ t < τc/2,
φ(t) = pi + φ(τc − t) if τc/2 ≤ t < τc (2.1.1)
where xc = 2pi/τc and τc is the cycle time, equal to a 6pi pulse.
The Fourier coefficients an and bn are varied and the decoupling performance
of the resulting phase modulation is determined using a computer model of a
two-spin system under static conditions. The numerically optimized Fourier co-
efficients for the DUMBO-1 sequence can be seen in Table 2.1.1. These Fourier
coefficients correspond to a RF field with the continuously modulated phase de-
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Table 2.1.1: Fourier coefficients for the DUMBO-1 sequence.
n an bn
0 +0.1056 0
1 +0.0325 +0.1310
2 +0.0189 +0.1947
3 +0.0238 +0.0194
4 +0.0107 +0.1124
5 +0.0038 -0.0456
6 -0.0013 +0.0869
picted in Figure 2.1.1(a). This phase modulation cannot be implemented experi-
mentally because the electronics need a finite time to switch the phase of a pulse.
Therefore, the continuously modulated phase of the DUMBO-1 sequence is split
into discrete phases. The minimum duration that each discrete phase can be
implemented for depends on the phase-switching time of the hardware. For this
reason, combined with the use of 100 kHz of RF irradiation (which results in a
6pi pulse, and thus τc, of 30 µs) in the numerical optimization, the DUMBO-1
sequence is digitized to 64 discrete phases. The phase modulation scheme of these
discrete phases is shown in Figure 2.1.1(b).
As stated earlier, modelling under static conditions only allows for pulse sequence
reliability with quasi-static9 experiments. However, the DUMBO-1 sequence has
been shown to produce high resolution spectra at MAS frequencies of up to 65
9In this case, quasi-static refers to MAS rates that are slow relative to the sequence cycle
frequency.
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Figure 2.1.1: Illustration of the phase modulation scheme for the DUMBO-1
homonuclear dipolar decoupling pulse sequence (a) and the discrete form which
has been divided into 64 segments of equal length (b). One cycle of the periodic
modulation is shown.
kHz [43], although there are some rotary resonance conditions where the efficacy
of the CRAMPS breaks down. These occur at sequence cycle times (τc) that
are either half-integer or integer multiples of the MAS cycle time (τr), with sig-
nificant interference observed for the latter [42, 43]. These conditions have also
previously been observed for the WHH-4 sequence [44] and the PMLG scheme
[38] and are attributed to strong recoupling conditions under these ratios. The
inclusion of MAS in computer models of multi-spin systems so as to improve on
the performance of the DUMBO-1 sequence has been suggested but attempts to
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Figure 2.2.1: Pulse sequence used for direct observation of 1D 1H NMR spectra
under DUMBO-1 decoupling. Filled vertical bars represent pi/2 pulses unless
otherwise stated. The pulses with flip angle θ have phases of p and p + pi, as
illustrated.
do so successfully have, thus far, failed [45].
2.2 High-resolution One-dimensional Proton NMR
Experiments
The pulse sequence that is used to record one-dimensional 1H NMR spectra under
DUMBO-1 decoupling is shown in Figure 2.2.1. This is the windowed version
of the DUMBO-1 sequence (wDUMBO-1). A time interval is inserted between
cycles of the decoupling to allow a data point to be acquired. Like the WHH-4
sequence, one data point is acquired every cycle or integer number of cycles and
at this point the homonuclear dipolar couplings are averaged to zero. If many
data points are acquired in this manner (64 ≤ n ≤ 512) then a FID can be formed
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which yields a high-resolution 1H NMR spectrum.
Note that high-resolution 1H NMR spectra can also be obtained indirectly with
the use of a two-dimensional experiment with DUMBO-1 decoupling during t1.
This removes the requirement of an acquisition window. However, no significant
enhancement in resolution was observed and the extra time needed to record the
data in this manner rendered this experiment unnecessary.
Imperfections in spectrometer hardware mean that the high-resolution 1H NMR
experiment has to be empirically optimized to obtain the maximum achievable
resolution for the specific hardware. The flip angle θ and the phase p have to
be calibrated to ensure maximum resolution and that there are no quadrature
images10 or axial peaks11 in the resulting spectrum. It has been shown by numer-
ical simulations that large flip angles can have destructive effects on homonuclear
decoupled spectra recorded in the direct dimension and that much smaller (or
null) flip angles are preferred [46].
It is found that better resolution under DUMBO-1 (and wDUMBO-1) decou-
pling is obtained slightly off-resonance. This is the case for most multiple-pulse
homonuclear dipolar decoupling sequences [42]. Furthermore, as is the case for
all multiple-pulse homonuclear dipolar decoupling sequences, and as shown for
10Quadrature images are signals that appear as reflections of the true peaks about the centre
of the spectrum.
11In this instance an axial peak is an artefact observed at zero-frequency offset (i.e. the centre
of the spectrum).
2 Proton NMR Spectroscopy in Solids 70
20 10 0 -10 -20
ppm
20 10 0 -10 -20
ppm
-3030
Scaling factor = 0.67
Corrected chemical 
shift scale
Uncorrected chemical 
shift scale
Figure 2.2.2: llustration of the scaling factor associated with wDUMBO-1.
the WHH-4 sequence in section 1.3.6, the DUMBO-1 sequence causes a scaling
of the chemical shifts. The calculated scaling factor (λcalc) for the DUMBO-1
sequence is 0.52 [47]. However, the experimental scaling factor (λexpt) may differ
from this value. Windowed PMLG sequences have been shown not only to result
in a higher λexpt than non-windowed PMLG sequences but also that λexpt may be
greater than the theoretical maximum scaling factor for multiple-pulse homonu-
clear dipolar decoupling sequences which is 1/
√
3 [40]. Likewise, the wDUMBO-1
sequence returns a higher λexpt than the non-windowed version [42].
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Figure 2.2.3: Structure of alanine. The α and β carbons are indicated.
Figure 2.2.2 shows a 1H NMR spectrum of a solid sample of DL-alanine-2,3-13C2
12
(Figure 2.2.3) with wDUMBO-1 decoupling. The top spectrum shows the chem-
ical shift scale returned from the processing software after the methyl resonance
was referenced with a chemical shift of 1.5 ppm. The bottom spectrum shows the
corrected chemical shift scale. The correction was made after comparison with
a 1H MAS NMR spectrum of the same sample under similar conditions. The
experimental scaling factor of 0.67 was found from
λexpt =
(δwDUMBO-1CH − δwDUMBO-1CH3 )
(δMASCH − δMASCH3 )
(2.2.1)
The broadening and the chemical shift of the peak corresponding to the NH+3
group under CRAMPS are attributed to an interference between the three-site
hopping of the protons in the NH+3 group and the CRAMPS method [48]. For
this reason, the other two proton chemical shift environments of alanine are used
to determine the scaling factor. Henceforth, all 1H NMR spectra recorded under
12DL-alanine-2,3-13C2 was purchased from Isotec Inc. with an isotopic purity of 99 %.
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DUMBO-1 (or wDUMBO-1) decoupling will be displayed with corrected chemical
shift scales.
The DUMBO-1 sequence shows decoupling robustness to RF inhomogeneity over
a range of homonuclear dipolar couplings in simulations [47] and also to variations
in B0 field strength in experiments [42]. This, combined with the good decoupling
performance at attainable MAS rates, makes the DUMBO-1 decoupling sequence
the optimal sequence to be used for CRAMPS in the experimental setup described
below.
2.3 Experimental Setup
All solid-state NMR experiments presented in this thesis were performed on a
Varian Infinity Plus double-channel spectrometer operating using a wide-bore
superconducting magnet with a static magnetic field strength of approximately
7.1 T (which corresponds to a proton Larmor frequency of 300.07 MHz), unless
otherwise stated. The spectrometer allows for the manipulation of the length,
amplitude, frequency and phase of the RF pulses to a degree that permits the
use of the 64 step DUMBO-1 sequence illustrated in Figure 2.1.1(b). Processing of
the received FID signal is performed by Spinsight software on a SUN workstation.
The SUN workstation also permits the storage of experimental data.
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Figure 2.4.1: Structure of glycine. The α carbon is indicated.
2.4 High-resolution One-dimensional Proton NMR
Results
Fundamental parameters such as choice of probe and MAS rate were calibrated
to give the best possible resolution. It was suggested that the smaller the probe
size, the better the RF field homogeneity and, thus, better proton resolution
under DUMBO-1 decoupling. However, due to hardware variations, the Varian 4
mm triple-resonance MAS probe was found to return higher resolution than the
Varian 3.2 mm double-resonance MAS probe. Accordingly, the 4 mm probe was
used for high-resolution proton studies.
The pulse sequence in Figure 2.2.1 was used to acquire high-resolution one-
dimensional 1H NMR spectra of a sample of glycine-2-13C-15N13 (Figure 2.4.1)
at different MAS rates. The variation in wDUMBO-1 performance at these spin-
ning rates is shown in Figure 2.4.2. The acquisition parameters are given in the
figure caption. The pulse with flip angle θ, which will be labelled as the magic
13Universally carbon-13 and nitrogen-15 enriched glycine was purchased from Sigma-Aldrich
with an isotopic purity of 99.8 % for 13C and 99.2 % for 15N.
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Figure 2.4.2: Variation in wDUMBO-1 performance with MAS rate, tested on
a sample of glycine. The experimental parameters were identical for all spectra
except for the MAS rate. The spectra were recorded using the pulse sequence in
Figure 2.2.1 with an acquisition window of 5.02 µs. The DUMBO-1 cycle time
was 30 µs and the 1H frequency was offset to 300.074 MHz. The relaxation delay
was 1 s and each experiment took 1 minute to acquire. 50 Hz of Lorentzian line-
broadening was used for each spectrum and the number of data points (n) was
256 although the spectra were zero-filled to 8192 points.
angle pulse, was calibrated to have the same amplitude as the pi/2 pulse but a
duration of 0.08 µs and a phase, p, of 110◦. Also, an additional phase of 110◦ was
added to each of the phases of the DUMBO-1 sequence. This is to ensure that
the effective magnetization is in the yz-plane of the rotating frame [42]. Unlike in
the literature, where it is recommended that the magic angle pulse duration and
phase are calibrated using alternative pulse sequences [42], it was found that these
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values were most effectively calibrated for the windowed version of the DUMBO-1
sequence by experimental optimization under the pulse sequence in Figure 2.2.1.
This required an incremental modification of the variables with the most suitable
values being attained by observation of the resulting spectra.
It can be seen from Figure 2.4.2 that the resolution of the proton spectrum
acquired under wDUMBO-1 increases with increasing MAS rate up to 12 kHz,
after which the resolution decreases dramatically. This is due to the recoupling
conditions associated with a DUMBO-1 sequence cycle time of 30 µs. Therefore,
the upper limit of the MAS rate for the 4 mm probe (∼ 15 kHz) could not be
used to obtain satisfactory high-resolution 1H NMR spectra. Consequently, a
MAS rate of 12 kHz was chosen for all high-resolution proton spectroscopy using
the 4 mm probe since it returns the best proton resolution and intensity under
the DUMBO-1 sequence.
Figure 2.4.3 can be used to illustrate the effectiveness of CRAMPS. This figure
compares the effects of MAS and CRAMPS (using DUMBO-1 decoupling), both
with a MAS rate of 12 kHz, on the resolution of 1H NMR spectra of glycine (Figure
2.4.1). It can be seen that the CRAMPS spectrum (black) results in much better
resolution than the simple MAS spectrum (blue). In the MAS spectrum none
of the glycine resonances can be resolved. However, in the CRAMPS spectrum
three resonances can be seen. One for the NH+3 group (at higher chemical shift)
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Figure 2.4.3: Illustration of effectiveness of CRAMPS, shown by comparison of
MAS (blue) and CRAMPS (black) 1H NMR spectra of glycine. The spectra were
recorded with comparable parameters. The MAS spectrum was recorded using a
simple pi/2-pulse - acquire experiment and the CRAMPS spectrum was recorded
using the same parameters as used to record the spectra of Figure 2.4.2. However,
no additional line-broadening was used in the processing of either spectrum.
and two for the CH2 group (at lower chemical shift).
The solution state 1H spectrum of glycine yields only two resonances; one for the
NH+3 group and one for the CH2 group. The two resonances for the CH2 group
observed in the solid state spectrum are due to the diastereotopic nature of the
CH2 protons when in a rigid crystal structure. Although the presence of two
resonances for the CH2 protons in glycine in the solid state is well known, the
spectrum helps demonstrate the need for the best possible resolution in solid-state
1H NMR.
2 Proton NMR Spectroscopy in Solids 77
Figure 2.4.3 also illustrates a more pertinent point. Extremely similar resolu-
tion for 1H NMR spectra of glycine can be obtained by using a combination of
high magnetic field strength (11.7 T, corresponding to a 1H Larmor Frequency
of 500.17 MHz) and ultra-fast MAS (65 kHz) [43]. To utilise ultra-fast MAS
conditions, one must have access to the latest solid-state NMR probe technology.
Furthermore, achieving ultra-fast MAS rates requires significantly reduced sam-
ple volumes, and thus, significantly reduced sensitivity. This, in turn, demands
higher magnetic field strengths to compensate. Ultra-fast MAS rates are not
applicable when combining 1H NMR with NMR of nuclei that have low isotopic
abundance (e.g. carbon-13 or silicon-29). The tiny sample volume necessitates
unrealistic experimental times to achieve adequate signal, even at the highest
magnetic field strengths. Additionally, whilst DUMBO-1 decoupling has been
shown to be effective at ultra-fast MAS rates, the resolution is not enhanced
compared to using DUMBO-1 decoupling at slower rates (but the sensitivity is
enhanced) [43].
The information given above suggests that DUMBO-1 decoupling can be used
at low field as a practical replacement for ‘bigger magnets’ and ‘faster speeds’.
It also suggests that in some cases desired spectra can only be recorded using
efficient proton homonuclear dipolar decoupling (such as DUMBO-1) rather than
ultra-fast MAS technologies.
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Figure 2.4.4: Structure of tyrosine.HCl. The carbon nuclei have been assigned
numbers for ease of reference.
As a comparison, 1H NMR spectra of L-tyrosine hydrochloride (Figure 2.4.4) were
recorded at low field with a modest MAS rate and DUMBO-1 decoupling (Figure
2.4.5(a)) and also at high field with ultra-fast MAS and no RF decoupling (Figure
2.4.5(b)). The assignment of the peaks is taken from Refs. [49, 50] and relates
to Figure 2.4.4. The asterisks (*) denote quadrature images. It is evident that
the resolution of the two spectra is similar. Despite the fact that the linewidths
of Figure 2.4.5(a) are larger than those of Figure 2.4.5(b), the resonances can
still be resolved, although they may manifest themselves as ‘shoulders’ on other
peaks. This is an interesting achievement since the frequency separation of the
resonances is approximately three times smaller in Figure 2.4.5(a) and the MAS
rate is almost five times slower.
The high resolution achievable with CRAMPS at low field allows for the quick
solution of problems involving protons that would otherwise require more compli-
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Figure 2.4.5: 1H NMR spectra of L-tyrosine.HCl recorded using a static magnetic
field of 7.1 T with a MAS rate of 12 kHz combined with wDUMBO-1 decoupling
(a) and using a static magnetic field of 20.1 T with a MAS rate of 55 kHz and
no RF decoupling (b). The assignment of the peaks is taken from Refs. [49, 50]
and relates to Figure 2.4.4. The asterisks (*) denote quadrature images.
cated methods. Figure 2.4.6 shows two CRAMPS 1H NMR spectra of two types
of L-tyrosine hydrochloride. The spectrum in Figure 2.4.6(a) corresponds to L-
tyrosine that had been recrystalized after being salted with 1 M hydrochloric acid
(HCl) for one hour. The spectrum in Figure 2.4.6(b) corresponds to L-tyrosine
that had been recrystalized after being salted with 2 M HCl for twelve hours. The
1H spectra were recorded so that the relative degree to which the L-tyrosine had
salted with the HCl could be determined. From the spectra it is obvious that 1
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Figure 2.4.6: CRAMPS 1H NMR spectra of two types of L-tyrosine.HCl. The
spectra were recorded using the pulse sequence in Figure 2.2.1 with an acquisition
window of 5.02 µs. The MAS rate was 12 kHz. The DUMBO-1 cycle time was
30 µs and the 1H frequency was offset to 300.074 MHz. The relaxation delay was
25 s for (a) and 3.5 s for (b). No line-broadening was used for either spectrum
and the number of data points (n) was 512 although the spectra were zero-filled
to 8192 points. The assignment of the peaks is taken from [49, 50] and relates to
Figure 2.4.4. The asterisks (*) denote quadrature images.
M HCl and a one hour duration did not result in significant levels of protonation
of the carboxyl group. The extent of protonation gives an indication of how far
the salting with HCl has gone. The spectrum in Figure 2.4.6(b) shows a much
greater extent of protonation of the carboxyl group and it can be inferred that
the salting had gone to completion.
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Figure 2.4.7: Structure of 1: a vinylphosphonate modified nucleotide with a
tert-butyldimethylsiloxy (TBS) protecting group. The carbon nuclei have been
assigned numbers for ease of reference.
From these spectra it can be concluded that to produce L-tyrosine hydrochloride,
1 M HCl and a one hour salting duration is not sufficient. Without CRAMPS
the resolution obtained from a 1H NMR experiment using the experimental setup
described in Section 2.3 would not be adequate to determine the extent of proto-
nation because the carboxyl proton resonance would not be resolved. It is worth
noting that the CH2 group (Carbon 3) corresponds to two different proton chem-
ical shifts. This is the same situation as observed for glycine (cf. Figure 2.4.3)
where the two resonances arise from two diastereotopic protons.
Another routine that was investigated was the solid-phase synthesis of vinyl-
phosphonate-linked nucleotide dimers. Lera and Hayes [51] use an olefin cross-
metathesis reaction [52, 53] to combine a vinylphosphonate modified nucleotide
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Figure 2.4.8: Structure of 2: an alkene modified nucleotide with a TBS protecting
group. The carbon nuclei have been assigned numbers for ease of reference.
which contains a tert-butyldimethylsiloxy (TBS) protecting group (Figure 2.4.7)
with an alkene (Figure 2.4.8) to produce the vinylphosphonate-linked nucleotide
dimer with two TBS protecting groups shown in Figure 2.4.9. The vinylphos-
phonate modified nucleotide with a TBS protecting group will be labelled as 1,
the alkene as 2 and the vinylphosphonate-linked nucleotide dimer with two TBS
protecting groups as 3, for ease of reference. The desired outcome of the in-
vestigation is the ability to characterise these nucleotides, whilst attached to a
substrate, before and after the solid-phase synthesis.
High-resolution 1H NMR was used to probe the solid reactant, 1, and the solid
product, 3. Figure 2.4.10 shows 1H NMR CRAMPS spectra of 1 (black) and 3
(blue), both recorded using identical parameters. The CRAMPS utilised DUMBO-
1 decoupling and a MAS rate of 12 kHz. It is possible to resolve a large number
of proton resonances in the spectrum of 1. Conversely, in the spectrum of 3 far
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Figure 2.4.9: Structure of 3: a vinylphosphonate-linked nucleotide dimer with
two TBS protecting groups. The carbon nuclei have been assigned numbers for
ease of reference.
fewer resonances can be resolved. Nevertheless, the difference in the two spectra
does not incontrovertibly indicate a compositional difference in the two samples.
It would be difficult to tell from the two spectra which one related to which sam-
ple without prior knowledge. Therefore, it can be concluded that high-resolution
one-dimensional 1H NMR spectra are not sufficient in determining whether there
would be a significant amount of the reactant in the product. Further experiments
are required to analyse the sample in more detail.
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Figure 2.4.10: CRAMPS 1H NMR spectra of 1 (black) and 3 (blue). The spectra
were recorded using the pulse sequence in Figure 2.2.1 with an acquisition window
of 5.02 µs. The MAS rate was 12 kHz. The DUMBO-1 cycle time was 30 µs and
the 1H frequency was offset to 300.074 MHz. The relaxation delay was 1 s and
each experiment took 1 minute to acquire. No line-broadening was used for either
spectrum and the number of data points (n) was 256 although the spectra were
zero-filled to 8192 points.
2.5 High-resolution Two-dimensional Proton NMR
Experiments
Compared to one-dimensional NMR, two-dimensional NMR allows for greater
spectral resolution by separating the resonances into two-dimensional space. Ad-
ditionally, two-dimensional NMR can provide structural information that is unattain-
able by one-dimensional methods.
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During a two-dimensional experiment (cf. Section 1.3.2) magnetization can be
transferred between spins during the mixing period. A two-dimensional Fourier
transform of the recorded signal, s(t1, t2), gives a two-dimensional spectrum that
is a function of the frequencies of the resonances during the evolution and the
detection periods, s(ω1, ω2). Unlike one-dimensional NMR where the spectrum
is plotted as intensity against frequency, in two-dimensional spectra intensity is
plotted as a function of two frequencies and usually represented in a contour plot.
Two types of peaks are observed in two-dimensional NMR spectra. These are
cross peaks and diagonal peaks. Cross peaks (where ω1 6= ω2) arise due to magne-
tization transfer during the mixing period between spins precessing at ω1 in the
first dimension to spins precessing at ω2 in the second dimension. Diagonal peaks
(where ω1 = ω2) arise due to no magnetization transfer between spins during the
mixing period. The nature of the mixing period determines the mode of mag-
netization transfer and, thus, the information contained in the two-dimensional
spectrum.
2.5.1 Spin Diffusion CRAMPS
A straight forward two-dimensional experiment uses spin diffusion during the
mixing period to transfer magnetization and correlate spins. In a dipole-coupled
nuclear spin system in a solid, a local perturbation of the spin polarization causes
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Figure 2.5.1: Pulse sequence used to record 2D 1H -1H spin diffusion correlation
NMR spectra under CRAMPS. Filled vertical bars represent pi/2 pulses unless
otherwise stated. The pulses with flip angle θ have phases of p and p + pi, as
illustrated. τsd is the mixing period during which spin diffusion occurs.
neighbouring spins to undergo pairwise energy conserving flip-flop processes as
the system attempts to redistribute the polarization to an equilibrium state [54].
This process was labelled as spin diffusion by Bloembergen [55]. The kinetics of
spin diffusion are dependent on internuclear distances and thus information about
the structure of a molecule can be obtained from spin diffusion experiments.
The pulse sequence used for CRAMPS acquisition of high-resolution two-dimensional
proton-proton spin diffusion correlation spectra under DUMBO-1 decoupling is
given in Figure 2.5.1. This sequence was taken from the literature [45]. The
first pi/2 pulse rotates proton magnetization into the xy-plane where it then pre-
cesses under DUMBO-1 homonuclear decoupling during t1. After the t1 period
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the magnetization is returned to the xy-plane by the θp pulse before being ro-
tated towards the z-axis by the next pi/2 pulse to facilitate spin diffusion during
the mixing time, τsd. This also acts as a filter, removing unwanted signals from
the experiment. The final pi/2 pulse rotates the longitudinal magnetization into
the xy-plane ready for direct detection during t2. This direct detection uses
wDUMBO-1 as described earlier (Section 2.2). The resulting spectrum will show
diagonal peaks corresponding to the chemical shifts of the spins in the system
and cross peaks corresponding to magnetization transfer by spin diffusion be-
tween the spins. The duration of the mixing time, τsd, determines the extent of
spin diffusion, i.e. the inter-spin distance over which spin diffusion is able to take
place. This then gives an indication of the distances between spins in a molecule.
2.5.2 DQ CRAMPS
Another two-dimensional experiment that uses dipolar couplings to transfer mag-
netization and correlate spins is the DQ CRAMPS experiment [56]. However, in
this experiment dipolar couplings are reintroduced between spins under MAS con-
ditions by a sequence of pulses so that magnetization can be transferred directly
rather than by spin diffusion. The pulse sequence used to record DQ CRAMPS
proton-proton dipolar correlation spectra under DUMBO-1 decoupling is given
in Figure 2.5.2. POST-C7 [57], which is an improved variant of the C7 symmetry
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Figure 2.5.2: Pulse sequence for the 1H DQ CRAMPS experiment. Filled vertical
bars represent pi/2 pulses unless otherwise stated. The pulses with flip angle θ
have phases of p and p + pi, as illustrated. The method of DQ excitation and
reconversion is described in the text.
based pulse sequence [58], reintroduces a DQ homonuclear dipolar Hamiltonian
between spin-1/2 nuclei in the presence of MAS. This DQ magnetization is ro-
tated into the DUMBO-1 decoupling plane by a θp pulse before precessing during
t1 under DUMBO-1 decoupling. A second θ pulse, with an additional pi phase
shift (θp+pi), rotates the magnetization back so that a second block of POST-C7
can be used to reconvert the DQ magnetization to longitudinal magnetization.
A pi/2 pulse rotates the longitudinal magnetization into the xy-plane ready for
direct detection during t2. This direct detection uses wDUMBO-1. Cross peaks
in the resulting two-dimensional spectrum arise between spins that have a dipolar
coupling to one another.
From the CTP under the pulse sequence in Figure 2.5.2 it is observed that only
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Figure 2.5.3: Schematic of SQ-SQ (a) and DQ-SQ (b) two-dimensional correlation
experiment formats. A system of three spins is portrayed. Details of this system
are given in the text. Diagonal peaks are represented by filled grey circles and
cross peaks are represented by filled black circles. The gradient of the diagonal
(yellow) is 1 for the SQ-SQ spectrum and 2 for the DQ-SQ spectrum.
DQ magnetization is allowed to pass, and evolve, during t1. This indirect detec-
tion of DQ magnetization is novel when compared to one-dimensional experiments
where only SQ magnetization can be detected. The corresponding spectrum has
the standard SQ format in the ω2 dimension but a DQ format in the ω1 dimen-
sion. There are no diagonal peaks using this DQ-SQ format and the cross peaks
for two coupled spins, with offsets Ω1 and Ω2, are displayed at (Ω1, (Ω1 + Ω2))
and (Ω2, (Ω1 + Ω2)). Figure 2.5.3 shows a comparison between two equivalent
spectra of a system of three spins, A,B and C which have offsets of ΩA,ΩB and
ΩC , respectively. A is coupled to B and B is coupled to C but A is not coupled to
C. Figure 2.5.3 illustrates the corresponding two-dimensional SQ-SQ and DQ-SQ
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correlation spectra that would result from this system. The DQ-SQ spectrum (b)
is plotted with ω1 = 2ω2 for better comparability with the SQ-SQ spectrum (a).
All DQ-SQ spectra in this work will be plotted in this manner. Accordingly, the
spectrum from a DQ CRAMPS experiment would have similar form to that of
Figure 2.5.3(b).
2.6 High-resolution Two-dimensional Proton NMR
Results
2.6.1 Spin Diffusion CRAMPS
The efficacy of the proton-proton spin diffusion CRAMPS experiment (Figure
2.5.1) was tested on a model amino acid sample; glycine (Figure 2.4.1). The re-
sulting spectrum is given in Figure 2.6.1. Also shown in the figure (above and to
the right of the contour plot) are corresponding high-resolution one-dimensional
proton CRAMPS spectra. The two-dimensional spectrum shows the expected
correlations when using a mixing time for spin diffusion, τsd, of 100 µs [59]. Cor-
relations between protons within the CH2 group are observed, as are correlations
between CH2 and NH3 protons. Correlations between protons within the NH3
group may be observed. However, they are indistinguishable from the intense
diagonal. Superior resolution is observed in the direct dimension (horizontal
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Figure 2.6.1: Two-dimensional 1H-1H spin diffusion CRAMPS correlation spec-
trum of glycine, recorded using the pulse sequence in Figure 2.5.1. A mixing time
for spin diffusion, τsd, of 100 µs was employed, along with a MAS rate of 12 kHz.
64 scans were recorded for each of 256 t1 increments with a recycle delay of 1.5
s. A dwell time of 34.8 µs was combined with a direct acquisition time of 17.8
ms in t2 whilst a dwell time of 30.0 µs was used in t1 resulting in a total indirect
acquisition time of 7.7 ms. Also shown (top and right) are corresponding 1D 1H
CRAMPS spectra, given for illustrative purposes.
axis) compared to the indirect dimension (vertical axis). This could be a result
of the larger scaling factors associated with direct detection under wDUMBO-1
decoupling (cf. Section 2.2). It could also be due to the ease and certainty of
calibration of the homonuclear decoupling in the direct dimension. When the
DUMBO-1 parameters are optimized in the direct dimension the results can be
directly observed. This is not the case with the indirect dimension where different
calibration methods are required (cf. Section 2.4).
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Figure 2.6.2: Two-dimensional 1H-1H spin diffusion CRAMPS correlation spec-
trum of 1, recorded using the pulse sequence in Figure 2.5.1. A mixing time for
spin diffusion, τsd, of 300 µs was employed, along with a MAS rate of 12 kHz.
320 scans were recorded for each of 128 t1 increments with a recycle delay of 1
s. A dwell time of 34.8 µs was combined with a direct acquisition time of 17.8
ms in t2 whilst a dwell time of 29.5 µs was used in t1 resulting in a total indirect
acquisition time of 3.8 ms. Also shown (top and right) are corresponding 1D 1H
CRAMPS spectra, given for illustrative purposes. The ‘bumps’ in the 1D spectra
below δ = 0 ppm are only a result of the lack of truncation of the FID.
The positive result of the spin diffusion experiment on the model sample led to
a similar spectrum being recorded for the vinylphosphonate modified nucleotide
with a TBS protecting group; sample 1. This sample was chosen not only be-
cause of its relatively high resolution in the one-dimensional proton CRAMPS
spectrum (cf. Figure 2.4.10) but because the extra resolution gained by taking
the proton spectrum into two dimensions could give insights into the different
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proton environments between samples 1 and 3.
The two-dimensional proton-proton spin diffusion CRAMPS correlation spectrum
of sample 1 is shown in Figure 2.6.2. A mixing time for spin diffusion of 300 µs
was utilised because sufficient correlations were not observed using only 100 µs
(spectrum not shown). The inter-proton distances in glycine are relatively small,
even at the furthest separations. Thus, the mixing time does not need to be large
for effective transfer of magnetization between the spins. However, inter-proton
distances in sample 1 can be much larger, since it is a bigger molecule, and longer
mixing times are then required to correlate these protons. The ability to vary the
mixing time not only allows the experiment to be selective over the inter-proton
distances that will produce correlations, but also permits the estimation of these
distances using theoretical models of spin diffusion kinetics [60–63].
In a crowded spectrum, such as for sample 1, it is difficult to ascertain whether a
broad diagonal peak also contains cross peaks using this spin diffusion CRAMPS
experiment. Since 3 does not share the relatively high proton resolution of 1, it
was deemed that acquiring a proton-proton spin diffusion correlation spectrum
on this sample would result in much poorer resolution close to the diagonal and
thus would be of no benefit.
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Figure 2.6.3: Two-dimensional 1H-1H DQ CRAMPS correlation spectrum of
glycine, recorded using the pulse sequence in Figure 2.5.2. The MAS rate was
12 kHz and 152 scans were recorded for each of 128 t1 increments with a recycle
delay of 1 s being inserted between scans. A dwell time of 35.6 µs was combined
with a direct acquisition time of 13.7 ms in t2 whilst a dwell time of 29.5 µs was
used in t1 resulting in a total indirect acquisition time of 3.8 ms. Also shown (top)
is the corresponding 1D 1H CRAMPS spectrum, given for illustrative purposes.
2.6.2 DQ CRAMPS
As previously stated, there are no diagonal peaks with DQ CRAMPS. Con-
sequently, this avoids the problem of differentiating between cross peaks and
diagonal peaks. Peaks in a DQ CRAMPS spectrum will be due to a pair of
(double-quantum) dipolar coupled spins. Figure 2.6.3 shows the proton-proton
DQ CRAMPS spectrum of the glycine test sample, recorded using the pulse se-
quence in Figure 2.5.2. At proton chemical shift δ values of approximately 8
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ppm in the SQ (horizontal) dimension and approximately 16 ppm in the DQ
(horizontal) dimension a peak appears that is due to dipolar coupled protons
within the NH3 group. This peak will be labelled as appearing at (8, 16). Using
this notation, peaks also appear at (8, 11.5), (4, 12), (3, 11), (4, 7) and (3, 7).
The peaks at (4, 7) and (3, 7) are due to dipolar coupled diastereotopic protons
within the CH2 group. The peaks at (4, 12) and (3, 11) correspond to dipolar
couplings between these diastereotopic CH2 protons and the protons in the NH3
group. These peaks should have their equivalent DQ peaks at (8, 12) and (8, 11),
respectively. However, the resolution in the DQ dimension has merged these two
peaks into one broad peak, occurring at (8, 11.5) and encompassing (8, 12) and
(8, 11).
The same correlations are observed in this DQ CRAMPS experiment as are
observed in the corresponding spin diffusion CRAMPS experiment (c.f. Figure
2.6.1). For the spin diffusion CRAMPS experiment cross peaks due to correla-
tions between protons within the NH3 group appear at the same position as the
diagonal peak for this group. Therefore, it is impossible to discriminate between
the two and determine for certain that there are correlations between protons in
this group. However, the DQ CRAMPS experiment does show for certain that
there are these correlations. For these reasons, the DQ CRAMPS experiment is
currently the preferred method for analysing proton-proton dipolar correlations
in solids.
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Figure 2.6.4: Two-dimensional 1H-1H DQ CRAMPS correlation spectrum of ty-
rosine hydrochloride, recorded using the pulse sequence in Figure 2.5.2. The MAS
rate was 12 kHz and 216 scans were recorded for each of 256 t1 increments with
a recycle delay of 3.5 s being inserted between scans. A dwell time of 35.8 µs was
combined with a direct acquisition time of 18.3 ms in t2 whilst a dwell time of
30.0 µs was used in t1 resulting in a total indirect acquisition time of 7.7 ms. Also
shown (top) is the corresponding 1D 1H CRAMPS spectrum, given for illustrative
purposes.
The sample of tyrosine hydrochloride (Figure 2.4.4) was analysed using the DQ
CRAMPS experiment because it gives a good demonstration of the utility of
homonuclear proton dipolar couplings when detected through this high-resolution
technique. The resulting spectrum is given in Figure 2.6.4. A correlation is ob-
served between the carboxyl proton and the hydroxyl proton (the peaks at ap-
proximately (12, 21.7) and (9.7, 21.7)) even though these functional groups are
at either end of the molecule. This then gives an indication of intermolecular
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Figure 2.6.5: Two-dimensional 1H-1H DQ CRAMPS correlation spectra of 1 (a)
and 3 (b), recorded using the pulse sequence in Figure 2.5.2. The MAS rate was
12 kHz for each and 320 scans were recorded for (a) and 224 scans were recorded
for (b) for each of 128 t1 increments with a recycle delay of 1 s being inserted
between scans. A dwell time of 35.8 µs was combined with a direct acquisition
time of 9.2 ms in t2 whilst a dwell time of 30.0 µs was used in t1 resulting in a
total indirect acquisition time of 3.8 ms. Also shown (top) are the corresponding
1D 1H CRAMPS spectra, given for illustrative purposes.
(as well as expected intramolecular) couplings and packing arrangements of the
molecules in the solid can be proposed. It is also worth noting that the higher res-
olution achieved by taking the proton spectrum into a second spatial dimension,
combined with the determination of the homonuclear dipolar coupling network,
enables the assignment of the resonances in the one-dimensional proton CRAMPS
spectrum.
The capability of the DQ CRAMPS experiment in aiding the assignment of proton
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resonances has been proven for the sample of tyrosine hydrochloride. However,
these proton resonances were previously known [49, 50]. 1 and 3 have proton
resonances that have not yet been assigned. Furthermore, different proton-proton
correlations for the two samples are expected and therefore the DQ CRAMPS
experiment could potentially be used to differentiate between the two samples.
Figure 2.6.5(a) shows the DQ CRAMPS spectrum recorded for 1 and Figure
2.6.5(b) shows the DQ CRAMPS spectrum recorded for 3. It is difficult to
ascertain differences between the two spectra at SQ δ values of less than 6 ppm
due to the lack of proton resolution observed for 3. This is the same problem as
found for the one-dimensional proton spectra over the entire chemical shift range.
However, Figure 2.6.5(a) contains a cross peak at (6.5, 13) that is noticeably
absent in Figure 2.6.5(b). This demonstrates that samples 1 and 3 do have a
different molecular structure, as expected. Additionally, it also demonstrates
that there is not a significant amount, if any, of the reactant (1) in the product
(3).
The peak at (6.5, 13) in Figure 2.6.5(a) is on the diagonal. Accordingly, it is
produced by dipolar coupled protons that have the same chemical shift. It is
most likely that these protons are in the same environment and bonded to the
same carbon atom. A SQ δ value of 6.5 ppm indicates a significant chemical
shift. From this evidence only protons on the carbon in position 5 or position 12
(c.f. Figure 2.4.7) could be responsible for the peak at (6.5, 13). Since the peak
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is not present in Figure 2.6.5(b), this represents a change of environment of the
protons on either carbon 5 or carbon 12 when changing the molecule from 1 to 3.
Exclusively, the protons on carbon 12 change environment and also one proton is
removed from carbon 12 when producing 3 from 1 (c.f. Figure 2.4.9). The sole
proton remaining on carbon 12 would not produce a peak at (6.5, 13). Thus, 3
differs from 1 by the addition of a new molecule to carbon 12, as expected. Also
as expected, this new molecule must have similar proton environments to 1 since
there is no clear distinction between the two 2D spectra shown in Figure 2.6.5
except at (6.5, 13).
Despite reaching the conclusion that 1 and 3 are indeed different molecules and
that the difference can be elucidated by probing the proton environment of carbon
12 by DQ CRAMPS, an unambiguous assignment of the proton resonances still
cannot be made using this technique. Even greater spectral resolution is required.
2.7 Conclusions
The wDUMBO-1 proton homonuclear decoupling sequence has been shown to
enable the acquisition of high-resolution one-dimensional proton NMR spectra,
even at moderate static magnetic field strength and MAS rates. The efficacy of
the decoupling is highly MAS rate dependent as well as being RF field dependent.
However, it has been shown that wDUMBO-1 decoupling can compete with the
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latest technological advances in terms of NMR probes capable of ultra-fast MAS
rates in combination with ultra-high static magnetic field strengths. The high
proton resolution achieved under wDUMBO-1 decoupling has allowed the extent
of protonation of L-tyrosine hydrochloride to be determined.
Higher resolution can be gained by the extension of one-dimensional experiments
into further dimensions. Two two-dimesional proton-proton correlation experi-
ments have been demonstrated. Spin diffusion CRAMPS and DQ CRAMPS both
performed well on a simple model sample of glycine. However, when the more
complicated vinylphosphonate modified nucleotide with a TBS protecting group
was introduced the DQ CRAMPS experiment proved to be more applicable. This
was due to the absence of diagonal peaks in the DQ CRAMPS spectrum which is
associated with evolution of DQ magnetization during t1. Although peaks on the
diagonal are observed with DQ CRAMPS, these are cross peaks between protons
that share a similar chemical shift.
The DQ CRAMPS experiment resulted in differing spectra for the vinylphospho-
nate modified nucleotide with a TBS protecting group and the vinylphosphonate-
linked nucleotide dimer with two TBS protecting groups. This demonstrates that
these two samples are different, which cannot be concluded from one-dimensional
spectra alone.
Even with the relatively high resolution achieved using the DUMBO-1 decoupling
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sequence, in most solid, proton-containing samples there will be a large amount
of spectral overlap of the proton chemical shifts. A method of spreading out
the proton chemical shifts over a wider distribution is therefore needed for an
enhanced chemical analysis.
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3 Heteronuclear Correlation Experiments
To aid the assignment of ambiguous proton resonances in organic molecules,
proton-carbon-13 correlation spectra can be used. In the solid state, carbon-13
NMR spectroscopy usually returns peaks of much better resolution when com-
pared to proton NMR spectroscopy, even with state-of-the-art decoupling meth-
ods. One reason for this is that the common carbon-13 chemical shift scale range
is twenty times that of the proton shift scale (200 ppm compared to 10 ppm).
This large range gives a greater separation between resonances in different en-
vironments. Thus, when carbon-13 NMR spectroscopy is combined with proton
NMR spectroscopy, proton resonances also benefit from this spectral separation.
There are two types of solid-state NMR heteronuclear correlation experiment:
dipolar and scalar. Solid-state heteronuclear correlation experiments that uti-
lize dipolar couplings as a mechanism for magnetization transfer include CP,
Windowless Isotropic Mixing (WIM) multiple-pulse sequences [64], REDOR-type
sequences [65] and symmetry-based sequences [66, 67]. These are much more
commonly employed than experiments that utilize scalar couplings. Recently,
however, it has been demonstrated that heteronuclear scalar couplings can also
be used to facilitate magnetization transfer and obtain a correlation map in solids
[49, 68].
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Figure 3.1.1: Pulse sequence used to record MAS-J-HMQC spectra. Narrow and
wide filled vertical bars represent pi/2 and pi pulses, respectively, unless otherwise
stated.
In this chapter the applicability of heteronuclear scalar and also dipolar correla-
tion techniques will be discussed. The latter will then be performed extensively
to investigate the inorganic-organic interface for two new types of technologically
important nanocomposite particles.
3.1 Heteronuclear Scalar Correlations: MAS-J-HMQC
High-resolution proton-carbon-13 H eteronuclearMultipleQuantum Correlations
via J -couplings under MAS conditions (MAS-J-HMQC) can be explored using
the pulse sequence in Figure 3.1.1 [49]. In this pulse sequence carbon-13 (S-spin)
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transverse magnetization is created through CP from proton (I-spin) magnetiza-
tion. The S-spin magnetization evolves during the delay, τ , under the heteronu-
clear scalar (JIS) coupling Hamiltonian. Proton-S-spin dipolar interactions and
also chemical shift anisotropies are averaged by the MAS whereas large proton-
proton dipolar couplings are reduced using DUMBO-1 decoupling during this
delay. Subsequently, a proton θp pulse rotates the proton magnetization from
the DUMBO-1 evolution plane onto the z-axis before a proton pi/2 pulse creates
heteronuclear MQ coherence from anti-phase (2IˆzSˆy) coherence that has evolved
via the JIS coupling from Sˆx. During this section of the experiment the phase
cycling selects a mixture of DQ and ZQ heteronuclear coherences. SQ coherences
are removed. The second proton θp pulse rotates the proton magnetization back
into the DUMBO-1 evolution plane so that this magnetization can evolve during
t1 under DUMBO-1 decoupling. The evolution of the S-spin isotropic chemical
shift is refocused due to the S-spin pi pulse in the centre of the pulse sequence.
Therefore, the S-spin chemical shift only appears to evolve during t2. The com-
bination of θp, pi/2 and another θp proton pulses have the effect of reconverting
heteronuclear MQ (DQ) coherence into anti-phase S-spin coherence before rotat-
ing the proton magnetization into the DUMBO-1 evolution plane. The final τ
delay allows the anti-phase S-spin magnetization to evolve under the JIS cou-
pling producing observable, in-phase S-spin coherence which then evolves during
t2 under heteronuclear decoupling.
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Figure 3.1.2: Two-dimensional 1H-13C MAS-J-HMQC spectrum of DL-alanine-
2,3-13C2, recorded using the pulse sequence in Figure 3.1.1. The MAS rate was
12 kHz and 32 scans were recorded for each of 256 t1 increments with a recycle
delay of 1 s being inserted between scans. 100 kHz of CW decoupling was used
during t2. A dwell time of 20.0 µs was combined with a direct acquisition time of
20.48 ms in t2 whilst a dwell time of 64.0 µs was used in t1 giving a total indirect
acquisition time of 16.4 ms. 50 DUMBO-1 cycles were used in each delay period,
resulting in τ = 1.5 ms. Also shown (top and right) are skyline projections of the
2D spectrum in each dimension and corresponding 1D 1H CRAMPS spectrum
(red) and 1D 13C CPMAS spectrum (blue), given for illustrative purposes.
The resulting spectrum will contain in-phase peaks corresponding to bonded pairs
of heteronuclei. These will appear at the isotropic chemical shift of the I-spin
in ω1 and the isotropic chemical shift of the scalar coupled S-spin in ω2. Figure
3.1.2 shows an example proton-carbon-13 MAS-J-HMQC spectrum on the model
DL-alanine-2,3-13C2 sample. The acquisition parameters are given in the figure
caption. High power CW heteronuclear decoupling during t2 was deemed ade-
3 Heteronuclear Correlation Experiments 106
quate for high resolution of the carbon-13 resonances. The 1D carbon-13 CPMAS
spectrum (blue) was recorded using comparable parameters and the 1D proton
CRAMPS spectrum (red) is the scaled spectrum from Figure 2.2.2. It is clear to
see from the two correlation peaks that the β carbon is bonded to methyl protons
and that the α carbon is bonded to the corresponding CH proton, as expected
(c.f. Figure 2.2.3). It is interesting to note from the proton skyline projection
(right) that the proton resolution appears much enhanced compared to the 1D
proton CRAMPS spectrum. Further enhancement of the proton resolution can be
obtained by instead performing a similar MAS-J-HSQC experiment [68]. This
experiment transfers magnetization between scalar coupled spins through het-
eronuclear single quantum coherences. However, greater proton resolution is only
returned for samples with high S-spin isotopic abundance using this technique
[49].
Since, for the vinylphosphonate modified nucleotide samples (samples 1 (c.f. Fig-
ure 2.4.7) and 3 (c.f. Figure 2.4.9)), the S-spin under investigation is carbon-
13 at natural abundance, then the MAS-J-HMQC experiment is appropriate
to probe proton-carbon-13 heteronuclear scalar correlations. Figure 3.1.3 shows
the proton-carbon-13 MAS-J-HMQC spectrum of 1. The acquisition parame-
ters are given in the figure caption. The 1D carbon-13 CPMAS spectrum (blue)
was recorded with a large number of experimental repetitions to achieve a high
signal-to-noise ratio whilst XiX decoupling was employed during t2 for maximum
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Figure 3.1.3: Two-dimensional 1H-13C MAS-J-HMQC spectrum of sample 1 (c.f.
Figure 2.4.7). The spectrum was recorded using the pulse sequence in Figure
3.1.1. The MAS rate was 12 kHz and 368 scans were recorded for each of 256 t1
increments with a recycle delay of 1 s being inserted between scans. 100 kHz of
CW decoupling was used during t2. A dwell time of 20.0 µs was combined with a
direct acquisition time of 20.48 ms in t2 whilst a dwell time of 64.0 µs was used in
t1 giving a total indirect acquisition time of 16.4 ms. 50 DUMBO-1 cycles were
used in each delay period, resulting in τ = 1.5 ms. Also shown (top and right)
are skyline projections of the 2D spectrum in each dimension and corresponding
1D 1H CRAMPS spectrum (red) and 1D 13C CPMAS spectrum (blue), given for
illustrative purposes.
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resolution of the carbon-13 resonances. In this high-resolution CPMAS spectrum
a large number of the carbon-13 resonances appear to be split into two peaks. This
is due to the presence of two enantiomers of 1 in the unit cell of the crystal lattice.
The 1D proton CRAMPS spectrum (red) is taken from Figure 2.4.10. The dif-
ferences between the skyline projections (top and right) and the one-dimensional
spectra give a first indication of the assignment of the resonances. The absence
of peaks in the skyline projection of the carbon-13 dimension (top) where there
are peaks in the corresponding CPMAS spectrum (blue) signifies carbon atoms
that are not directly bonded to a proton. Similarly, the absence of peaks in the
skyline projection of the proton dimension (right) where there are peaks in the
corresponding CRAMPS spectrum (red) signifies protons that are not directly
bonded to a carbon atom. Using this spectrum in combination with the corre-
sponding 1H-1H DQ-CRAMPS spectrum (Figure 2.6.5(a)) an assignment of the
proton resonances can be made. This assignment is given in the figure.
Since an assignment of the proton resonances from sample 1 has been made,
there is no requirement to perform the same experiment on sample 3. It has
been clarified that the peak at δ(1H) = 6.5 ppm is due to the resonating protons
attached to carbon 12 in sample 1. Thus, this is the resonance that distinguishes
between 1 and 3. Henceforth, a MAS-J-HMQC is not required and performing a
1H-1H DQ-CRAMPS experiment will suffice for these samples. This experiment
is preferred over the MAS-J-HMQC experiment if the same conclusions can be
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drawn because it can be recorded in less time. The MAS-J-HMQC experiment
requires more experimental repetitions due to the low natural isotopic abundance
of carbon-13 nuclei and the relaxation that occurs during the relatively long
τ delay periods. Furthermore, when investigating these nucleotides before and
after the solid-phase synthesis without removing them from a substrate, a NMR
experiment that utilizes a probe nucleus with a large gyromagnetic ratio and
large natural isotopic abundance is of paramount importance. This is due to the
relatively small amount of nucleotide compared to substrate.
It has been shown that heteronuclear scalar correlations can be used to assign
resonances and aid in structure determination. Complementary heteronuclear
dipolar correlations can be used to discern between nuclei that are close spatially
and nuclei that share a chemical bond. This can give critical additional structural
information when attempting to fully characterise a system. Furthermore, in
situations where signal-to-noise is the limiting factor, it may be necessary to
perform heteronuclear dipolar correlation experiments rather than heteronuclear
scalar correlation experiments. Dipolar couplings are, in general, much larger
than scalar couplings in solid samples. For example, the dipolar coupling between
the α and β carbons in L-alanine (c.f. Figure 2.2.3) has a magnitude of 2105 Hz
whereas the scalar coupling between these two carbons is only 34 Hz [69]. Since
the rate of transfer of magnetization between two spins is dependent on the
reciprocal of the coupling, the transfer maximum is achieved much faster under
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dipolar transfer. This means that, for most solid samples, greater signal-to-noise
is returned with heteronuclear dipolar correlation experiments because shorter
periods of magnetization transfer are required which negates the large intensity
losses caused by the rapid decay of magnetization in solids.
3.2 Heteronuclear Dipolar Correlations: DUMBO-LGCP
3.2.1 Previous Studies on Nanocomposite Particles
Inorganic-organic nanocomposite particles are technologically important mate-
rials with possible applications as catalysts [70], electronic or photonic devices
[71] and scratch-resistant, fire retardant coatings [72]. Previously, Agarwal and
co-workers used heteronuclear dipolar correlations to characterise the interface in
systems of this type [73]. A poly(4-vinyl pyridine) (P4VP)/silica nanocomposite
was prepared using an aqueous silica sol (Nyacol 2040 14). Figure 3.2.1 shows
a schematic diagram of this preparation where 4-vinyl pyridine is polymerised
in the presence of the silica sol and an ammonium persulfate initiator to form
nanocomposite particles with a “currant-bun” morphology. Also shown in the
diagram are an illustration of the hypothesized interacting interface (the surface
of the silica sol and the P4VP) and an illustration of the currant-bun morphology,
14Nyacol 2040, a 20 nm aqueous silica sol, supplied as a 40 w/v % solution by Eka Chemicals,
Bohus, Sweden.
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Figure 3.2.1: Schematic representation of the preparation of the colloidal
nanocomposite particles by the in situ homopolymerization of 4-vinyl pyridine in
the presence of an aqueous silica sol.
with the yellow being the polymer latex and the blue balls being the silica sol
embedded within and around it. The P4VP/silica nanocomposite particles had a
mean diameter of approximately 200 nm. The mean particle diameter was deter-
mined separately by Disk Centrifuge Photosedimentometry (DCP) and Dynamic
Light Scattering (DLS) techniques.
Agarwal and co. [73] used the pulse sequence given in Figure 3.2.2 to extract in-
formation on the heteronuclear dipolar couplings between interfacial protons and
silicon-29 nuclei. Figure 3.2.3 shows the resulting spectra from performing this
pulse sequence on dried pristine Nyacol 2040 silica sol (a) and the P4VP/silica
nanocomposite (b). The signals in the silicon-29 dimension at δ = -111 and -
100 ppm correspond to Q4 and Q3 silicon environments, respectively. These are
quaternary silicon atoms co-ordinated by four bridging oxygen bonds where the
superscript indicates the number of such bridges which link to other silicon atoms.
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Figure 3.2.2: Pulse sequence used to record two-dimensional BLEW12-LGCP
heteronuclear dipolar correlation spectra. Filled vertical bars represent pi/2 pulses
unless otherwise stated.
Therefore, the line at δ = -111 ppm results from silicon located in the bulk of
the sol and the resonance at δ = -100 ppm can be assigned exclusively to silicon
atoms in silanol groups on the surface. The signals in the proton dimension of (a)
can be assigned to silanol protons since these are the only protons present in the
silica sol. However, the signals in the proton dimension of (b) can be assigned to
protons from either the silanol groups or the polymer. It can be seen that some of
the protons that correlate to the Q3 silicon environment come from the aromatic
part of the polymer since they have a greater chemical shift than silanol protons.
Therefore, the polymer is in close proximity to the silica surface. Furthermore,
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Figure 3.2.3: Proton-silicon-29 dipolar correlation spectra of dried pristine Nyacol
2040 silica sol (a) and P4VP/silica nanocomposite (b), recorded using the pulse
sequence given in Figure 3.2.2. Skyline projections of the two-dimensional spectra
parallel to the silicon-29 (top) and proton (right) frequency dimensions are also
shown.
a proton chemical shift of greater than 10 ppm is observed which indicates some
involvement in hydrogen bonding. It was concluded that the interaction between
the polymer and the silica surface occurs via hydrogen bond formation between
the pyridine nitrogen and a silanol hydroxyl proton. This interaction is illustrated
in Figure 3.2.4.
Agarwal and co. also studied a polystyrene (PS)/silica nanocomposite prepared
using an alcoholic silica sol [73]. No evidence for hydrogen bonding was observed
in this system. A pi-interaction between the aromatic ring of the PS and the sur-
face of the silica sol was postulated as the interaction between the two interfaces.
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Figure 3.2.4: Illustration of the mode of hydrogen bonding within the interfacial
region in the nanocomposite system.
3.2.2 Next-Generation Nanocomposite Particles 1
Aqueous silica sols with fully hydroxylated surfaces are ubiquitous in the for-
mation of organic-inorganic nanocomposite particles [74, 75]. However, surface
modification by a condensation reaction between the surface silanol groups and
trialkyloxysilane reagents results in aqueous silica sols with enhanced colloidal
stability. For example, an ultrafine aqueous sol functionalized with glycerol by
reaction with prehydrolyzed γ-glycidoxypropyltrimethoxysilane is marketed com-
mercially as Bindzil CC40 [76]. This material contains 1 - 2 attached glycerol
groups per nm2 of silica surface, corresponding to 800 glycerol groups per silica
particle.
Recently, Armes and co. have synthesized new polymer/silica colloidal nanocom-
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Figure 3.2.5: Schematic representation of the synthesis of colloidal nanocomposite
particles by in situ aqueous (co)polymerization of styrene and/or n-butyl acrylate
in the presence of a Bindzil CC40 glycerol-functionalized silica sol.
posite particles using such a glycerol-functionalized sol [77]. Figure 3.2.5 shows
a schematic diagram of this synthesis. PS/silica nanocomposites with mean par-
ticle diameters (measured by DLS) between 280 and 410 nm containing up to 28
wt % silica were prepared by in situ aqueous polymerization using a cationic azo
initiator (2,2’-azobis(isobutyramidine) dihydrochloride (AIBA)) [78]. Copolymer-
ization with n-butyl acrylate resulted in materials with mean particle diameters
between 200 and 250 nm which contained up to 43 wt % silica and formed high-
quality transparent films at ambient temperature [79]. Optimization of the initial
silica sol concentration gave silica aggregation efficiencies in excess of 95 %, in-
dicating minimal contamination with excess non-aggregated sol. Well-defined
“core-shell” morphologies with a monolayer of silica particles surrounding the
polymer core were observed using electron spectroscopy imaging / transmission
electron microscopy (ESI/TEM). Control syntheses with unmodified aqueous sil-
ica sols were not successful, suggesting that surface functionalization is essen-
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tial for the production of these colloidal nanocomposite particles. In addition, a
combination of X-ray photoelectron spectroscopy (XPS) and differential scanning
calorimetry (DSC) suggested that, for the poly(styrene-co-n-butyl acrylate)/silica
nanocomposites, the n-butyl acrylate residues interact more strongly with the
silica surface than their styrene counterparts [79]. These observations raise in-
teresting questions about the nature of the interface between the organic and
inorganic components of colloidal nanocomposite particles prepared by in situ
polymerization from these aqueous glycerol-functionalized silica sols. Functional-
ization might promote a new specific polymer-silica interaction, such as hydrogen
bond formation between the ester carbonyl in the n-butyl acrylate residue and
a glycerol group on the modified surface. On the other hand, given the aqueous
synthesis conditions, non-specific hydrophobic interactions between the polymer
chains and the functionalized surface might play a role in interfacial adhesion.
As shown by Agarwal and co. [73], solid-state NMR is a good probe of the inter-
face of these types of particles. However, the particles studied in that work have
a currant-bun morphology which optimizes the sensitivity of solid-state NMR ex-
periments by maximizing the interfacial area between the organic and inorganic
phases. The next-generation nanocomposites described above are more challeng-
ing because of the greater complexity of the glycerol-functionalized surface and
because of their core-shell morphology. Nanocomposite samples with small mean
diameters were selected for solid-state NMR measurements in order to maximize
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Table 3.2.1: Silica content and particle size for the Bindzil CC40 glycerol-
functionalized silica sol and the three polymer/silica nanocomposites prepared
using it. a. Determined by thermogravimetric analysis. b. Intensity-average par-
ticle diameter measured by DLS. c. Weight-average particle diameter measured
by DCP. d. Number-average particle diameter determined from TEM.
Particle Diameter (D) / nm
Sample Silica Contenta / wt % Db Dc Dd
Bindzil CC40 silica sol 100 21 - 19 ± 4
P(n-BuA)/silica 43 169 - -
PS/silica 26 208 164 ± 29 154 ± 30
60:40 P(S-co-n-BuA)/silica 37 206 163 ± 28 167 ± 19
the interfacial area between polymer and silica components. This results in op-
timal sensitivity for proton-silicon-29 correlation spectra. Table 3.2.1 shows the
silica content and mean diameter for the selected colloidal nanocomposites, as
well as the Bindzil CC40 silica sol. Typical electron micrographs for PS/silica
and P(S-co-n-BuA)/silica nanocomposite particles are given in Figure 3.2.6. In
each case the nanocomposite particles have relatively narrow size distributions
and surfaces composed of silica particles.
Figure 3.2.7(a) shows the silicon-29 CPMAS spectrum of the Bindzil CC40 glycerol-
functionalized silica sol recorded with a contact time of 3 ms. Assignment of the
observed resonances to the silicon sites depicted in Figure 3.2.7(b) is facilitated
by comparison with the silicon-29 shifts measured for both substituted methyl
silanes [80] and other surface-modified colloidal silica systems [81]. Similar to the
samples studied by Agarwal and co. [73], the relatively intense signals at δ = -111
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Figure 3.2.6: Scanning electron micrographs of (a) PS/silica and (b) P(S-co-n-
BuA)/silica nanocomposite particles.
and -100 ppm correspond to Q4 and Q3 silicon environments, respectively. The
resonance at δ = -111 ppm results primarily from silicon located in the bulk, as
well as a contribution from sites on the silica particle surface where the glycerol-
functional silane is attached. The resonance at δ = -100 ppm can be assigned
exclusively to silicon atoms in silanol groups on the surface, while a low intensity
unresolved shoulder at approximately δ = -92 ppm represents a small fraction
of bridging Q2 silicon atoms. In contrast, the weaker signals at δ = -65 and -56
ppm correspond to T3 and T2 silicon environments, respectively. These are tri-
substituted silicon environments which are co-ordinated by three bridging oxygen
bonds and a single bond to carbon, and therefore they result from the silicon site
in the glycerol-functional silane. The line positions suggest that both T2 and
T3 environments are present, indicating that each silane is attached via bridging
oxygen bonds to either two or three silicon atoms. Assuming there is no self-
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Figure 3.2.7: (a) Silicon-29 CPMAS spectrum of the glycerol-functionalized silica
sol (Bindzil CC40 ) recorded at a MAS rate of 12 kHz. (b) Schematic diagram of
the functionalization, showing one of the two possible modes of attachment of the
glycerol-functional silane to the surface, as suggested by the silicon-29 chemical
shifts.
condensation between the silane molecules15, the first of the two possible modes
of attachment suggested by these silicon-29 shifts is illustrated in Figure 3.2.7(b).
The second mode involves a tetrahedral structure whereby the silane molecule is
attached via bridging oxygen bonds to three surface silicon atoms. Consequently,
this mode is not illustrated owing to its three-dimensional structure.
The variation in the CPMAS intensity (points) of the Q3 (red squares) , T2
(purple open circles) and T3 (green filled circles) peaks with the contact time is
plotted in Figure 3.2.8. The phenomenological expression for CP transfer in the
15Evidence to suggest otherwise cannot be found in the literature although theoretically this
self-condensation reaction is possible. Future experiments to test for the proportion of self-
condensation between functionalized silanes on silica surfaces are in preparation.
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Figure 3.2.8: Peak intensities (points) for Q3 (red squares), T2 (purple open
circles) and T3 (green filled circles) silicon environments for a Bindzil CC40
glycerol-functionalized silica sol as a function of contact time with fits (lines)
to a phenomenological expression for their build-up via cross polarization. The
fitting of the phenomenological expression was performed by MATLAB software.
rotating frame is
S(τcp) = S0
[exp(−τcp/T1ρ)− exp(−τcp/TIS)]
1− (TIS/T1ρ) (3.2.1)
where τcp is the CP contact time, T1ρ is the spin-lattice relaxation time in the ro-
tating frame and 1/TIS is the CP rate constant. Note that this phenomenological
expression is for a multi-spin system. The expression breaks down in the limit
of few coupled spins. However, the fits (lines in Figure 3.2.8) to this standard
expression for the build-up of intensity show that the system is in the multi-spin
regime. The fits allow the relative proportions of each of the silicon environments
to be quantified. The results of the fits are given in Table 3.2.2. Note that
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Table 3.2.2: Results of fits to the phenomenological expression for CP transfer in
the rotating frame (equation (3.2.1)) for silicon environments in Bindzil CC40.
The numbers in brackets are 95 % confidence bounds.
Peak S0 TIS / ms T1ρ / ms
Q3 12.65 (12.32, 12.98) 1.272 (1.224, 1.320) 29.16 (25.80, 32.52)
T2 1.868 (1.665, 2.071) 0.8585 (0.7315, 0.9855) 8.607 (7.039, 10.18)
T3 4.169 (3.890, 4.448) 1.300 (1.198, 1.403) 12.44 (10.84, 14.04)
the Q3 line arises exclusively from silanol sites on the surface of the silica parti-
cles, while both the T lines result from silicon-29 nuclei in the glycerol-functional
silane. Comparison of the Q3 intensity with the total of T2 and T3 indicates that
there are 2.1 unreacted silanol groups on the silica surface for every attached
silane. However, the relative intensity of the T2 and T3 lines suggests that silane
molecules are 2.2 times more likely to have reacted with three surface silanols
than with two. Taken together, these results imply that 56 % of the original
silanol groups on the silica surface have reacted during functionalization. Note,
however, that this is assuming that no self-condensation between silane molecules
occurs.
It is important to comment on the nature of the fitting of the line from equation
(3.2.1). It is usually assumed that the CP time for magnetization transfer, TIS, is
shorter than the spin-lattice relaxation time in the rotating frame of the abundant
spins, T1ρ. However, this is not always the case. Erroneous parameters are
returned when assuming the fast CP regime (T1ρ > TIS) when the spin system
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Figure 3.2.9: Peak intensities (points) for Q3 (red circles), T2 (purple stars) and
T3 (green crosses) silicon environments for a Bindzil CC40 glycerol-functionalized
silica sol as a function of proton spin-lock time for cross polarization with fits
(lines) to an exponential decay, used to determine T1ρ. The fitting of the expo-
nential decay was performed by MATLAB software.
under investigation is actually in the slow CP regime (TIS > T1ρ). It has been
shown that the slow CP regime can be found in Q4 sites in silica gels as well as
other systems [82]. Thus, care must be taken. To this effect T1ρ was measured
independently. The peak intensity resulting from a modified CP experiment
which has an additional period of transverse proton spin-locking16, τSL, before
the dual CP pulses has the form
S(τSL) = S0exp(−τSL/T1ρ) (3.2.2)
By varying τSL and fitting the intensities returned to an exponential decay T1ρ
16Spin-locking is a pulse sequence that maintains magnetization in a certain plane for a
certain duration.
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can be determined. Figure 3.2.9 shows the peak intensities (points) for Q3 (red
circles), T2 (purple stars) and T3 (green crosses) silicon environments for the
Bindzil CC40 glycerol-functionalized silica sol as a function of τSL with fits (lines)
to an exponential decay. T1ρ was found to be 28.5 ms for Q
3, 14.0 ms for T2 and
13.6 ms for T3 sites. These independently measured T1ρ times are of a similar
magnitude to those obtained from the original fits to equation (3.2.1) and are
at least an order of magnitude greater than the corresponding TIS times in both
instances. Therefore, the measured silicon sites are in the fast CP regime where
T1ρ >> TIS and the previous analysis can be concluded as valid.
The method of Agarwal and co. [73] employed to characterise the interface of
nanocomposite particles involved the use of proton-carbon-13 correlation spec-
tra to resolve and assign the proton resonances for the polymer and silica com-
ponents of the nanocomposite. Subsequently, complementary proton-silicon-29
correlation spectra allowed the proximity of the different polymer protons to
the silica particle surface to be assessed. This method will be used here for the
next-generation nanocomposite particles. Figure 3.2.10 shows a proton-carbon-13
correlation spectrum of the P(S-co-n-BuA)/silica nanocomposite. This correla-
tion experiment uses the MAS-J-HMQC pulse sequence of Figure 3.1.1 and is
thus mediated by J-couplings between protons and carbon-13 nuclei. This exper-
iment was chosen due to the high-resolution obtained in the proton dimension.
The experimental parameters are given in the figure caption. Even though this
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Figure 3.2.10: Two-dimensional 1H-13C MAS-J-HMQC spectrum of the P(S-
co-n-BuA)/silica nanocomposite, recorded using the pulse sequence in Figure
3.1.1. The MAS rate was 12 kHz and 512 scans were recorded for each of 64 t1
increments with a recycle delay of 2.3 s being inserted between scans. 100 kHz
of CW decoupling was used during t2. A dwell time of 25.0 µs was combined
with a direct acquisition time of 51.20 ms in t2 whilst a dwell time of 64.0 µs
was used in t1 giving a total indirect acquisition time of 16.4 ms. 50 DUMBO-1
cycles were used in each delay period, resulting in τ = 1.5 ms. Also shown are
skyline projections of the two-dimensional spectrum parallel to the 13C (top) and
1H (right) frequency dimensions.
experiment took approximately 21.5 hours to acquire, the signal-to-noise ratio is
low and many of the expected peaks are missing. The peaks that are present
relate to the protonated carbons in the PS aromatic ring (δ (13C) = +127 ppm)
and the three aliphatic carbons from the P(n-BuA) that are furthest away from
the polymer backbone (δ (13C) = +13, +18 and +30 ppm).
As illustrated in Figure 3.2.5 the organic polymer latex is a large proportion
of the nanocomposite. The interface between the polymer latex and the mod-
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ified silica particles is a vastly smaller proportion of the nanocomposite. Even
though silicon-29 has approximately four times the natural isotopic abundance of
carbon-13, the limiting factor of the small amount of interface will result in a very
low signal-to-noise ratio for proton-silicon-29 correlation experiments. Since the
proton-carbon-13 MAS-J-HMQC spectrum shown in Figure 3.2.10 does not ex-
hibit all of the expected correlation peaks due to the lack of signal-to-noise then it
can be presumed that a proton-silicon-29 MAS-J-HMQC experiment would also
reveal little. Furthermore, a chemical bond is not necessarily formed between the
organic and inorganic parts of the nanocomposite (c.f. PS/silica nanocomposite
of Ref. [73]) so the use of scalar couplings might not allow the full characterisation
of the interface. As stated previously, in certain situations greater signal-to-noise
can be achieved by using dipolar correlations rather than scalar correlations. In
addition, the proximity of heteronuclei can still be attained using these correla-
tions although the presence of a chemical bond is now not necessary.
A new pulse sequence was devised which combines the high proton resolution
achieved with the state-of-the-art homonuclear decoupling described in Section 2
and the dipolar correlations achieved using the pulse sequence from Figure 3.2.2.
This should result in the highest proton resolution possible for the heteronuclear
correlation experiment, combined with the greater signal-to-noise of dipolar cor-
relation experiments. The pulse sequence for this new experiment is depicted in
Figure 3.2.11. This experiment will be labelled as DUMBO-LGCP throughout
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this work. At the start of the preparation period carbon-13 or silicon-29 spins
are saturated by a small number of pi/2 pulses separated by delays that are short
compared to the spin-lattice relaxation time. Subsequently, a pi/2 pulse gener-
ates proton transverse magnetization that evolves during t1 under the windowless
DUMBO-1 homonuclear decoupling sequence [42]. The mixing period is initiated
by three proton pulses with flip angles of θ, pi/2 and 54.7◦, respectively, before
transfer of magnetization to neighbouring heteronuclear spins is achieved using
Lee-Goldburg cross-polarization (LG-CP) [83]. The θ pulse, which is carefully
calibrated according to the procedure given Ref. [42], rotates one component of
the proton magnetization precessing about the tilted field under DUMBO-1 into
the xy-plane. The pi/2 pulse then rotates the magnetization onto the z-axis.
Finally, the proton magnetization is rotated by an additional pulse of flip angle
54.7◦. This magnetization is spin-locked during the LG-CP period in an effective
magnetic field tilted at this same angle to the z-axis, resulting in the suppression
of proton spin diffusion. During the spin-locking, a carbon-13 or silicon-29 RF
field is applied at the Hartmann-Hahn condition to give selective magnetization
transfer. The carbon-13 or silicon-29 FID is detected as usual with heteronuclear
decoupling during t2.
Before further experiments were performed on the nanocomposites it was deemed
necessary to characterise the sol. Figure 3.2.12 shows a series of 1H-29Si DUMBO-
LGCP dipolar correlation spectra of the Bindzil CC40 glycerol-functionalized sil-
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Figure 3.2.11: Pulse sequence used to record high-resolution two-dimensional
DUMBO-LGCP heteronuclear dipolar correlation spectra. Filled vertical bars
represent pi/2 pulses unless otherwise stated.
ica sol recorded as a function of contact time using the pulse sequence of Figure
3.2.11. The skyline projections taken parallel to the 29Si dimension (top) show the
same T and Q silicon environments as the corresponding 29Si CPMAS spectrum
(c.f. Figure 3.2.7(a)). For the shortest contact time of 1 ms (Figure 3.2.12(a)) the
two-dimensional spectrum shows peaks which result from selective cross polariza-
tion to 29Si nuclei from nearest neighbour protons only. The most intense peak
correlates the Q3 silanol line at δ = -100 ppm in the 29Si dimension with a broad
resonance centering at δ = +4.5 ppm in the 1H dimension. This can be assigned
to the silanol protons and is similar to that observed in unmodified silica sols
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[73]. The T lines around δ(29Si) = -65 ppm are correlated to a narrower 1H signal
at δ = +1.0 ppm which therefore arises from the propyl spacer in the functional
silane. The propyl and silanol resonances are resolved in the skyline projection
parallel to the 1H dimension (right). As the contact time increases to 3 ms (Fig-
ure 3.2.12(b)) the main change is an increase in the relative intensity of the Q4
correlation peak. This is expected since cross polarization becomes efficient over
larger distances at longer contact times and these sites are further away from
their nearest proton neighbours. In contrast, for the Q3 silanol environment the
cross peak shape does not change significantly, suggesting that cross polarization
in this case is still dominated by nearest neighbour silanol protons. Even at the
longest contact time of 5 ms (Figure 3.2.12(c)) there are no correlations between
the silicon T sites and the glycerol protons which are separated by more than
5 A˚. This observation provides an upper limit on the distance over which cross
polarization from protons to 29Si nuclei is effective, and demonstrates that the
1H-29Si dipolar correlation spectra can be used to identify those protons which
are closer than 5 A˚ to the surface of the silica particle.
To analyse the nanocomposite samples in greater detail the chemical shifts of
the protons in the polymers also need to be characterised. Subsequently, an as-
signment of the 1H-29Si correlations in each of the nanocomposite samples can be
made using the knowledge of the polymer and funcitionalized-silica proton chemi-
cal shifts. Figure 3.2.13 shows 1H-13C DUMBO-LGCP dipolar correlation spectra
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Figure 3.2.12: Two-dimensional 1H-29Si DUMBO-LGCP spectra of the Bindzil
CC40 silica sol recorded using the pulse sequence in Figure 3.2.11 with LG-
CP contact times of 1 ms (a), 3 ms (b) and 5 ms (c), respectively. For each
spectrum the MAS rate was 12 kHz and 1408 scans were recorded for each of
64 t1 increments with a recycle delay of 1 s being inserted between scans. 100
kHz of CW decoupling was used during t2. A dwell time of 20 µs was combined
with a direct acquisition time of 20.48 ms in t2 whilst a dwell time of 30 µs was
used in t1 giving a total indirect acquisition time of 1.92 ms. Also shown are
skyline projections of the two-dimensional spectra parallel to the 29Si (top) and
1H (right) frequency dimensions.
of the P(n-BuA)/silica nanocomposite ((a) and (b)) and the PS/silica nanocom-
posite (c). The 1H resonances extracted from these spectra will be predominantly
associated with the polymer phase since the relative amount of carbon contained
within the glycerol-functionalized silica sol can be considered negligible when
compared to the amount of polymer latex. The chemical shifts of the carbon-13
environments in these polymers are relatively well known and thus an assignment
of the 1H resonances can be made from correlations to these environments. The
spectra in Figures 3.2.13(a) and 3.2.13(b) were recorded at different temperatures
as given in the figure caption. The spectrum in Figure 3.2.13(a) was recorded at
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Figure 3.2.13: Two-dimensional 1H-13C DUMBO-LGCP spectra of the P(n-
BuA)/silica nanocomposite taken at a temperature of 291 K (a) and 213 K (b)
and also the PS/silica nanocomposite at 291 K (c). All were recorded using the
pulse sequence in Figure 3.2.11 with a LG-CP contact time 1 ms. For each spec-
trum the MAS rate was 12 kHz and 704 scans were recorded for each of 128 t1
increments for (a) and (c) and 144 scans were recorded for each of 128 t1 incre-
ments for (b) all with a recycle delay of 1 s being inserted between scans. 100
kHz of CW decoupling was used during t2. A dwell time of 20 µs was combined
with a direct acquisition time of 20.48 ms in t2 whilst a dwell time of 30 µs was
used in t1 giving a total indirect acquisition time of 3.84 ms. Also shown are
skyline projections of the two-dimensional spectra parallel to the 13C (top) and
1H (right) frequency dimensions. The sections highlighted by red rectangles have
been plotted at lower contour levels to allow correlations to be revealed.
a temperature above the glass transition temperature (Tg) of the sample whereas
the spectrum in Figure 3.2.13(b) was recorded at a temperature below the Tg
of the sample. This results in resonances from the glycerol-functionalized silane
being observed in Figure 3.2.13(a) (for example the peak at δ(13C) = +72 ppm)
which would not be expected in a spectrum of the solid sample. Thus, it was
necessary to record a spectrum of the nanocomposite sample below the Tg as
a comparison. The P(n-BuA)/silica nanocomposite is the only sample in this
study which is above its Tg at normal operating temperatures (room tempera-
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ture). It is worth noting that the skyline projections parallel to the 1H dimension
demonstrate that the linewidths of the proton resonances are smaller in the sam-
ple above its Tg but that the chemical shifts are the same; although the ratios
of the intensities of the resonances are different. The variation in 1H projection
intensity between Figures 3.2.13(a) and 3.2.13(b) is solely due to the different
state of the sample in each. Since the 1H-13C DUMBO-LGCP spectrum for the
P(n-BuA)/silica nanocomposite does not differ significantly above and below its
Tg it can be said that the sample acts similarly to the solid at room temperature.
Thus, it was deemed satisfactory to record the 1H-29Si DUMBO-LGCP spectrum
at room temperature.
Figure 3.2.14 shows 1H-29Si DUMBO-LGCP dipolar correlation spectra of the
PS/silica (a) and the P(n-BuA)/silica (b) nanocomposites, both recorded at a
temperature of 291 K. Also shown (right) are the skyline projections parallel
to the 1H dimension from the complementary 1H-13C DUMBO-LGCP correla-
tion spectra. For Figure 3.2.14(b) the 1H projection from the 1H-13C correlation
spectrum of the P(n-BuA)/silica nanocomposite sample below its Tg was used.
The contact time for the 1H-29Si DUMBO-LGCP experiments was 3 ms which
represented the best compromise between the signal-to-noise ratio in the spectra
and the selectivity of the cross polarization process. Compared to the sol the
silica content of the nanocomposites is reduced, and so correlations involving T
silicon environments are no longer of sufficient signal-to-noise to be detectable.
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Figure 3.2.14: Two-dimensional 1H-29Si DUMBO-LGCP spectra of the PS/silica
(a) and P(n-BuA)/silica (b) nanocomposites recorded using the pulse sequence
in Figure 3.2.11 with a LG-CP contact time 3 ms. For both spectra the MAS
rate was 12 kHz and 2800 scans were recorded for each of 64 t1 increments for
(a) and 1552 scans were recorded for each of 128 t1 increments for (b), both with
a recycle delay of 1 s being inserted between scans. 100 kHz of CW decoupling
was used during t2. A dwell time of 20 µs was combined with a direct acquisition
time of 20.48 ms in t2 whilst a dwell time of 30 µs was used in t1 giving a total
indirect acquisition time of 1.92 ms for (a) and 3.84 ms for (b). Also shown (right)
are skyline projections of DUMBO-LGCP 1H-13C dipolar correlation spectra of
the same samples which show predominantly 1H resonances associated with the
polymer phase. The latter can be used to assign correlations involving polymer
protons which appear in the former.
Nevertheless, the spectra provide useful information about the interface between
the polymer and silica components of these nanocomposites. For the PS/silica
nanocomposite (Figure 3.2.14(a)) the Q3 cross peak is elongated towards higher
δ in the 1H dimension when compared with the corresponding spectrum of the
glycerol-functionalized silica sol in Figure 3.2.12(b). This implies that, for the
nanocomposite, 29Si nuclei in Q3 sites at the surface of the silica particles are
cross polarized by additional protons with signals in the range δ = +6 to +8
ppm. These protons can be identified by comparison with the 1H skyline pro-
jection. Styrene aromatic protons at δ = +7.0 ppm are clearly the origin of
3 Heteronuclear Correlation Experiments 133
the additional cross polarization to the Q3 silicon environment observed in the
1H-29Si spectrum. This demonstrates that in the PS/silica nanocomposite some
styrene protons are no more than 5 A˚ from Q3 29Si nuclei in the surface of the
silica particle. Therefore, these pendent styrene side groups are actually closer
to the Q3 silanol sites in the silica surface than the glycerol groups themselves.
In addition, there is a significant extra cross peak between a new Q silicon site
which appears at δ = -104 ppm and a highly deshielded proton which resonates
at δ = +9.5 ppm. A possible explanation for these unusual 1H and 29Si shifts is
the presence of a pi-interaction between the silanol group and the aromatic ring
in the styrene residues, providing further evidence for the close proximity of the
polymer side groups to the silica surface. Another possible explanation is that the
AIBA initiator used in the preparation of the nanocomposites is present at the
interface. AIBA contains NH2 protons which could resonate at δ values similar
to those observed for the highly deshielded proton at δ = +9.5 ppm if they were
hydrogen-bonded to the surface.
In the 1H-29Si spectrum of the P(n-BuA)/silica nanocomposite (Figure 3.2.14(b))
the shape of the Q3 peak indicates an additional correlation with shielded protons
at δ values as low as +2 ppm when compared with the glycerol-functionalized
silica sol (Figure 3.2.12(b)). Comparison with the 1H skyline projection identifies
these as aliphatic protons in the n-butyl side chains of the acrylate residues with
resonances at +2.0 and +3.5 ppm. Therefore, the spectra depicted in Figure
3 Heteronuclear Correlation Experiments 134
O       
Si       
O       
Si       
O       
Si       
O       
Si       
O       
Si       
O       
Si       
O       
O       
OH       
OH       OH       O       O       O       O       
Si       
O       
OH       
Si       
OH       OH       
OH       OH       
O       O       O       O       O       O       
silica particle
propyl
spacer
functional
silane
glycerol
group
silanol
group
O       
O       
O       
O       
polymer
backbone
latex
core
n-butyl acrylate
side group
Figure 3.2.15: Schematic representation of the latex/silica interface, showing the
n-butyl side groups of the (co)polymer extending between the propyl spacers of
the glycerol-functional silane molecules towards the silica surface.
3.2.14 provide clear evidence that, in both nanocomposites, polymer chains at
the latex surface contact glycerol-functional silane molecules with at least some
of their side groups extending between the propyl spacers towards the silica par-
ticle surface, as shown schematically in Figure 3.2.15. If this were not the case,
the 1H-29Si dipolar correlation spectra of both nanocomposites (Figure 3.2.14)
would be identical to that of the silica sol (Figure 3.2.12(b)), since all polymer
protons would be too distant to cross polarize Q silicon sites at the particle sur-
face. Given the aqueous emulsion polymerization conditions, it is possible that
hydrophobic interactions promote initial adsorption of the water-insoluble styrene
and n-butyl acrylate monomers between the glycerol-functional silane molecules
prior to polymerization.
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Figure 3.2.16: Two-dimensional 1H-29Si DUMBO-LGCP spectra of the P(S-co-
n-BuA)/silica nanocomposite recorded using the pulse sequence in Figure 3.2.11
with LG-CP contact times of 1 ms (a), 3 ms (b) and 5 ms (c), respectively. For
each spectrum the MAS rate was 12 kHz and 2496 scans were recorded for each
of 64 t1 increments for (a) and (c) and 1696 scans were recorded for each of 64 t1
increments for (b) all with a recycle delay of 1 s being inserted between scans. 100
kHz of CW decoupling was used during t2. A dwell time of 20 µs was combined
with a direct acquisition time of 20.48 ms in t2 whilst a dwell time of 30 µs was
used in t1 giving a total indirect acquisition time of 1.92 ms. Also shown (right)
are cross-sections taken parallel to the 1H dimension at the Q3 29Si frequency, as
indicated by the dotted line.
The copolymer/silica nanocomposite presents a further uncertainty compared to
the separate polymer/silica nanocomposites. With the latter nanocomposites
there is evidence that polymer chains are in close proximity to the surface of
the silica sol. However, when the polymers are combined as a copolymer there
is an uncertainty as to whether one, both or neither of the polymers is/are able
to approach the surface of the sol. Figure 3.2.16 shows 1H-29Si DUMBO-LGCP
dipolar correlation spectra of the P(S-co-n-BuA)/silica nanocomposite, recorded
as a function of contact time. Note that all these spectra bear a close resemblance
to that of the P(n-BuA)/silica nanocomposite (Figure 3.2.14(b)) and are quite
different to that of the PS/silica nanocomposite (Figure 3.2.14(a)). In particular,
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the correlation between the Q3 silicon at the surface of the silica particle and
the styrene aromatic protons observed for the latter nanocomposite is absent.
This indicates that in the P(S-co-n-BuA)/silica nanocomposite n-butyl acrylate
residues are preferentially located at the silica surface to the exclusion of styrene
residues. Corroborating evidence for this is provided by a detailed examination
of the Q3 cross peak shapes as a function of contact time, as well as the cross-
sections (right) taken parallel to the 1H dimension at the Q3 29Si frequency. At
short contact times the latter are expected to be dominated by signals from the
nearest neighbour silanol protons, but at longer times there will be an increasing
contribution from polymer protons, since these are present in greater concentra-
tion. At the shortest contact time (Figure 3.2.16(a)) the 1H cross-section shows a
silanol resonance similar to that observed for the glycerol-functionalized silica sol
in Figure 3.2.12(a) with δ = +5.0 ppm. However, as the contact time is increased
to 3 ms (Figure 3.2.16(b)) there is a distinct shift in the Q3 correlation peak
along the 1H dimension to lower δ values, and this is clearly observed in both
the peak shape and the cross-section. This behavior is similar to that observed
for the P(n-BuA)/silica nanocomposite (Figure 3.2.14(b)), but different from the
glycerol-functionalized silica sol, and suggests that the Q3 29Si nuclei are cross po-
larized at longer times by aliphatic protons on the n-butyl side chains in the range
δ = +2.0 to +3.5 ppm. When the contact time reaches 5 ms (Figure 3.2.16(c))
protons from the propyl spacer in the glycerol-functional silane at +1.0 ppm also
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cross polarize the Q3 29Si nuclei, since the cross polarization process is no longer
as selective. However, even at 5 ms no correlations are observed between Q3
silicon environments and aromatic protons in the styrene residues. These obser-
vations confirm that n-butyl acrylate residues in the copolymer interact with the
surface of the silica particles in preference to styrene residues.
This result is consistent with both XPS and DSC data already reported [79] for
the P(S-co-n-BuA)/silica nanocomposite particles. The former technique which
probes the elemental composition of the 200 nm diameter nanocomposite particles
with a typical sampling depth of 2 - 5 nm indicated that their surface is rich
in silicon, consistent with their known core-shell morphology. In contrast, the
1H-29Si NMR experiments provide chemical information about the region within
5 A˚ of the surface of the silica particles which form the shell surrounding the
(co)polymer latex core. Note that a carbonyl peak in the C1s core-line X-ray
photoelectron spectrum was observed previously [79] for a P(S-co-n-BuA)/silica
film. This suggests that n-butyl acrylate residues are preferentially located at
the surface of the nanocomposite particles and corroborates the NMR results.
Tg for a series of P(S-co-n-BuA)/silica nanocomposite particles were determined
experimentally by DSC and compared with theoretical values calculated from the
Flory-Fox equation by Schmid et al. [79]. The observed discrepancies increase
with the acrylate content, indicating a specific interaction between the silica
particles and the n-butyl acrylate residues. One plausible explanation could be
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a hydrogen bonding interaction which could occur between the n-butyl acrylate
ester carbonyl and either the silanol or the glycerol groups on the functionalized
surface. The NMR spectra in Figures 3.2.14 and 3.2.16 allow the former to be
conclusively eliminated, since there is no evidence for a correlation between any
hydrogen-bonded protons (expected at higher δ) and the silanol silicon sites.
However, the latter interaction cannot be ruled out on the basis of the NMR
evidence because the glycerol protons are too distant to effectively cross polarize
29Si nuclei at the surface of the silica particle. With regard to the mechanism of
particle formation, Schimd et al. have raised the possibility of chain transfer from
growing polystyrene radicals to the surface glycerol groups. While the NMR
results presented here are not incompatible with this hypothesis, they do not
conclusively prove it.
3.2.3 Next-Generation Nanocomposite Particles 2
The next stage in the development of the nanocomposite particles was investi-
gated. These nanocomposite particles were prepared using an unmodified silica
sol and fall into two categories. Firstly, core-shell nanocomposite particles pre-
pared in situ from a standard silica sol (Nyacol 2040 ) and secondly, core-shell
nanocomposite particles prepared by heteroflocculation17 of a sterically-stabilised
17Flocculation: a process whereby colloids come out of suspension to form into small clumps
or masses.
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Figure 3.2.17: Schematic representation of the synthesis of colloidal nanocompos-
ite particles by in situ aqueous polymerization of 2-vinyl pyridine in the presence
of a Nyacol 2040 silica sol (a) and by adsorption of a Nyacol 2040 silica sol onto
a sterically-stabilised polymer latex (b).
polymer latex with the Nyacol 2040 silica sol. Figure 3.2.17 shows a schematic
diagram of the syntheses of these nanocomposites. Figure 3.2.17(a) shows that
the poly(2-vinyl pyridine) (P2VP)/silica nanocomposite particles were prepared
in a similar manner to the P(n-BuA)/silica nanocomposite particles described in
Section 3.2.2 except that the monomer is 2-vinyl pyridine and the silica sol is Ny-
acol 2040. A detailed description of this synthesis can be found in the literature
[84]. Figure 3.2.17(b) depicts a different method of synthesis where a sterically-
stabilised polymer latex was first formed before heteroflocculation with the silica
sol. Monomethoxy-capped poly(ethylene glycol) methacrylate (PEGMA) was
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used as the stabilising agent and thus (P2VP-PEGMA)-silica and (PS-PEGMA)-
silica nanocomposite particles were formed18. A more detailed description of the
synthesis of these nanocomposites can be found in the literature [85]. Heterofloc-
culation of non-stabilised polymer latexes with Nyacol 2040 silica sol have so
far been unsuccessful, suggesting that stabilisation of the polymer latex is essen-
tial for the production of these colloidal nanocomposite particles and that the
PEGMA has a role in the binding interaction. Furthermore, it is known that
poly(ethylene glycol) is physically adsorbed onto the surface of colloidal silica
[86–89]. Therefore, this interaction could be the driving force for heterofloccula-
tion in these nanocomposites [85].
The 29Si CPMAS spectrum of the Nyacol 2040 silica sol is shown in Figure
3.2.18(a). This figure illustrates that there are only the three silicon-29 environ-
ments expected and that no appreciable amount of unwanted surface modification
of the silica sol has occurred. Unlike the Bindzil CC40 glycerol-modified silica
sol studied earlier, the Q4 resonance from the Nyacol 2040 silica sol is only due
to bulk silicon whereas the Q3 and Q2 resonances are from similar silicon sites in
silanol and bridging silanol groups on the surface, respectively. Figure 3.2.18(b)
shows the 1H-29Si DUMBO-LGCP spectrum of the Nyacol 2040 silica sol recorded
with a LG-CP contact time of 3 ms. The skyline projection taken parallel to the
18The nomenclature of the nanocomposites is determined by the method of production. Poly-
mer/silica nanocomposites are prepared by in situ polymerization of the monomer with the
silica sol whereas the polymer-silica nanocomposites are prepared by heteroflocculation of the
polymer latex with the silica sol.
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Figure 3.2.18: Silicon-29 CPMAS (a) and two-dimensional 1H-29Si DUMBO-
LGCP (b) spectra of the Nyacol 2040 silica sol recorded at a MAS rate of 12
kHz, with a contact time of 10 ms for (a) and 3 ms for (b) and with a recycle
delay of 1 s being inserted between scans for both. For the two-dimensional spec-
trum shown in (b) 4640 scans were recorded for each of 64 t1 increments, 100 kHz
of CW decoupling was used during t2, a dwell time of 20 µs was combined with a
direct acquisition time of 20.48 ms in t2 and a dwell time of 30 µs was used in t1
giving a total indirect acquisition time of 1.92 ms. Also shown in (b) is a skyline
projection (right) of the spectrum parallel to the 1H frequency dimension
1H dimension (right) highlights the range of chemical shifts that result from the
surface silanol protons since these are the only protons present in this system.
The projection also demonstrates that the maximum proton intensity in this sys-
tem is at δ = +4.5 ppm, which is consistent with the value for the silanol protons
in the Bindzil CC40 glycerol-modified silica sol (Figure 3.2.12) and also the value
recorded previously for this silica sol [73].
Like the analysis of the nanocomposites in the previous section, 1H-13C dipolar
correlation spectra of these nanocomposites prepared from the Nyacol 2040 silica
sol were recorded so that the chemical shifts of the protons in the polymers could
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Figure 3.2.19: Two-dimensional 1H-13C DUMBO-LGCP spectra of the
P2VP/silica (a), (P2VP-PEGMA)-silica (b) and (PS-PEGMA)-silica (c)
nanocomposites. All were recorded using the pulse sequence in Figure 3.2.11
with a LG-CP contact time 1 ms. For each spectrum the MAS rate was 12 kHz
and 704 scans were recorded for each of 128 t1 increments for (a), 864 scans were
recorded for each of 64 t1 increments for (b) and 1024 scans were recorded for
each of 64 t1 increments for (c), all with a recycle delay of 1 s being inserted
between scans. 100 kHz of CW decoupling was used during t2. A dwell time
of 20 µs was combined with a direct acquisition time of 20.48 ms in t2 whilst a
dwell time of 30 µs was used in t1 giving a total indirect acquisition time of 3.84
ms for (a) and 1.92 ms for (b) and (c). Also shown are skyline projections of
the two-dimensional spectra parallel to the 13C (top) and 1H (right) frequency
dimensions. The sections highlighted by red rectangles have been plotted at lower
contour levels to allow correlations to be revealed.
be ascertained. Figure 3.2.19 shows the 1H-13C DUMBO-LGCP spectra of the
P2VP/silica nanocomposite (a), the (P2VP-PEGMA)-silica nanocomposite (b)
and the (PS-PEGMA)-silica nanocomposite (c). Also shown are the skyline pro-
jections of the two-dimensional spectra parallel to the 13C (top) and 1H (right)
frequency dimensions. The known assignment of the carbon-13 chemical shifts of
the polymers allow the proton resonances to be assigned from the correlations.
The spectra from Figures 3.2.19(b) and 3.2.19(c) exhibit a correlation at δ(13C) =
+70 ppm. However, the signal-to-noise ratio of this correlation peak is very low
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and as a result it is not observed within the plotted contour levels. The sections
highlighted by red rectangles have been plotted starting from lower contour levels
and this allows this correlation to be revealed. This correlation is not observed
at any range of the contours of the spectrum from Figure 3.2.19(a). This is to
be expected since the correlation at δ(13C) = +70 ppm is from the poly(ethylene
glycol) tail of the PEGMA. The very low signal-to-noise ratio is due to the rel-
atively small amount of PEGMA compared to the polymer (approximately 1-2
wt %). This carbon-13 resonance from the PEGMA is correlated to a proton
resonance centering at δ = +3.5 ppm. This is consistent with the value quoted
in the literature for the oxyethylene protons of PEGMA [85].
Figure 3.2.20 shows 1H-29Si DUMBO-LGCP dipolar correlation spectra of the
P2VP/silica (a), (P2VP-PEGMA)-silica (b) and (PS-PEGMA)-silica (c) nanocom-
posites. Also shown (right) are the skyline projections parallel to the 1H dimen-
sion from the complementary 1H-13C DUMBO-LGCP correlation spectra. For
the P2VP/silica nanocomposite (Figure 3.2.20(a)) the Q3 cross peak has great-
est intensity in the range δ(1H) = +4.0 to +8.0 ppm. This can be compared
with the corresponding spectrum of the Nyacol 2040 silica sol in Figure 3.2.18(b)
which has greatest intensity centered at +4.5 ppm. This implies that, for the
nanocomposite, 29Si nuclei in Q3 sites are cross polarized by additional protons
with resonances in the range δ = +6 to + 8 ppm. These protons can be identi-
fied by comparison with the 1H skyline projection. P2VP aromatic protons are
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Figure 3.2.20: Two-dimensional 1H-29Si DUMBO-LGCP spectra of the
P2VP/silica (a), (P2VP-PEGMA)-silica (b) and (PS-PEGMA)-silica (c)
nanocomposites recorded using the pulse sequence in Figure 3.2.11 with LG-
CP contact times of 3 ms. For each spectrum the MAS rate was 12 kHz and
1552 scans were recorded for each of 128 t1 increments for (a), 3264 scans were
recorded for each of 64 t1 increments for (b) and 5600 scans were recorded for
each of 64 t1 increments for (c) all with a recycle delay of 1 s being inserted
between scans. 100 kHz of CW decoupling was used during t2. A dwell time of
20 µs was combined with a direct acquisition time of 20.48 ms in t2 whilst a dwell
time of 30 µs was used in t1 giving a total indirect acquisition time of 3.84 ms
for (a) and 1.92 ms for (b) and (c). Also shown (right) are skyline projections
of DUMBO-LGCP 1H-13C dipolar correlation spectra of the same samples which
show predominantly 1H resonances associated with the polymer phase.
responsible for this additional cross polarization. Owing to the distance restraint
enforced by using a LGCP contact time of 3 ms, it can be concluded that some
pyridine protons are no more than 5 A˚ from Q3 29Si nuclei in the surface of the
silica particle. In addition, like the PS/silica nanocomposite of Figure 3.2.14(a),
there is a significant extra cross peak between a new Q silicon site which appears
between δ(29Si) = -100 and -111 ppm and a deshielded proton which resonates at
δ = +6.5 ppm. This gives more evidence in support of the hypothesis put forward
for the PS/silica nanocomposite that this unusual 29Si shift is caused by the pres-
ence of a pi-interaction. However, in this instance, the pi-interaction is between a
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silanol group and the pyridine ring in the 2VP residues. This also provides further
evidence for the close proximity of the polymer side groups to the silica surface.
Additionally, it is interesting to note that, unlike the P4VP/silica nanocompos-
ites studied previously [73], there are no correlations to highly deshielded protons
(δ ≈ +10 ppm). This indicates the absence of hydrogen bonding at the interface
in this system. Hydrogen bond formation in the P4VP/silica nanocomposite sys-
tem results from an interaction between the lone pair of electrons on the pyridine
nitrogen and a proton in a surface silanol group (c.f. Figure 3.2.4). It is presumed
that the position of the nitrogen in the pyridine ring of the 2VP residues results
in a steric hindrance that prevents the formation of such a bond.
The 1H-29Si dipolar correlation spectrum of the (P2VP-PEGMA)-silica nanocom-
posite shown in Figure 3.2.20(b) is much different to the spectrum of the P2VP/silica
(Figure 3.2.20(a)). This gives substantiation to the previous claim that the
PEGMA is involved in the interfacial interaction. Furthermore, Figure 3.2.20(b)
shows correlations between silicon-29 nuclei and protons with resonances in the
range δ = +3 to +6 ppm. Since protons in the PEGMA and protons from
surface silanol groups have been shown to resonate at δ = +3.5 ppm and +4.5
ppm, respectively, then it is these protons that are responsible for cross polarizing
the silicon-29 nuclei and not protons from the P2VP. More evidence for this is
from the comparison of the shape of the contours with the 1H skyline projection
(right) from the complementary 1H-13C DUMBO-LGCP spectrum. Correlations
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from pyridine protons are not present. Thus, the PEGMA is responsible for the
interaction at the interface with the silica sol and not the P2VP side groups.
The 1H-29Si dipolar correlation spectrum of the (PS-PEGMA)-silica nanocompos-
ite given in Figure 3.2.20(c) shows an interesting system. Although the polymer
latex in this nanocomposite was PEGMA-stabilised, the resulting spectrum is not
similar to that of the (P2VP-PEGMA)-silica nanocomposite (Figure 3.2.20(b)).
This gives a first indication that the PEGMA is not solely involved in the in-
terfacial interaction in this case. Further indication comes from the comparison
of the shape of the Q3 cross peak with the 1H skyline projection (right) from
the complementary 1H-13C DUMBO-LGCP spectrum. It can be seen that sur-
face silicon Q3 sites have been cross polarized by protons with resonances in the
range δ = +3 to +8 ppm. The protons with higher δ (between δ = +6 and +8
ppm) can be identified by comparison with the 1H skyline projection as styrene
aromatic protons. The protons with lower δ (between δ = +3 and +6 ppm) can
be identified by comparison with the 1H-29Si dipolar correlation spectrum of the
Nyacol 2040 silica sol (Figure 3.2.18(b)) as protons from silanol groups. How-
ever, this proton chemical shift range could also be attributed to protons from
the PEGMA. Thus, an interaction of the PEGMA with the silica surface cannot
be conclusively ruled out. Nevertheless, it must be noted that the shape of the
cross peaks in the 1H-29Si dipolar correlation spectrum of the (PS-PEGMA)-silica
nanocomposite are very similar to those from the corresponding spectrum of the
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PS/silica nanocomposite studied earlier (Figure 3.2.14(a)). This would suggest
that styrene side groups are closer to the Q3 silanol sites in the silica surface than
the PEGMA stabiliser and that the PEGMA does not have a role in the interfa-
cial interaction. This is also suggested by the lack of new Q sites which appear
in the corresponding spectrum of the (P2VP-PEGMA)-silica (Figure 3.2.20(b))
and are presumably a result of the interaction with the PEGMA.
Again analogous to the PS/silica nanocomposite studied earlier, there is a signif-
icant extra cross peak between a new Q silicon site which appears at δ = -104
ppm and a highly deshielded proton which resonates at δ = +9 ppm. This new
Q site also produces a cross peak with a proton resonance at δ = +5 ppm. The
explanation for this cross peak is that the new Q site, which is hypothesised to be
induced by a pi-interaction between a silanol group and the aromatic ring in the
styrene residues, is cross polarized by its own silanol proton. Furthermore, the
presence of this new silicon Q site in this sample indicates that it is not the AIBA
initiator that is responsible for this site in the PS/silica nanocomposite studied
earlier since AIBA was not used in the preparation of the (PS-PEGMA)-silica
nanocomposite.
Although there is no solid-state NMR evidence for hydrogen bonding in the
P2VP/silica, (P2VP-PEGMA)-silica or (PS-PEGMA)-silica nanocomposite sys-
tems, there is evidence for a pi-interaction in both the P2VP/silica and (PS-
3 Heteronuclear Correlation Experiments 148
PEGMA)-silica nanocomposites. For the (P2VP-PEGMA)-silica nanocomposite
there is no evidence for a pi-interaction. In this nanocomposite the PEGMA is
in close proximity to the silica surface to the exclusion of the 2VP residues. It is
likely that the PEGMA physically adsorbs onto the silica surface, as poly(ethylene
glycol) is known to do with colloidal silica [86–89], during heteroflocculation. It is
possible that this physical adsorption of the PEGMA is also the driving force be-
hind the heteroflocculation of the sterically-stabilised PS latex with the silica sol
but that a more thermodynamically stable state is eventually reached where the
styrene residues are interacting with the silica surface rather than the PEGMA.
3.3 Conclusions
The MAS-J-HMQC experiment in combination with DUMBO-1 homonuclear
decoupling has been shown to be useful for recording correlation spectra with
a high-resolution proton dimension. Proton-carbon-13 scalar correlations from
this experiment have enabled the assignment of the proton resonances from the
complicated vinylphosphonate modified nucleotide with a TBS protecting group.
However, it has also been shown that the MAS-J-HMQC experiment is not ap-
plicable in situations where sensitivity is a major issue or where the interactions
of interest do not involve a chemical bond. The study of the interface between
the inorganic and organic phases of nanocomposite materials exemplifies such
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limitations.
Despite the complexity of the novel nanocomposite materials studied here, im-
proved solid-state NMR heteronuclear dipolar correlation experiments have al-
lowed important aspects of the adhesion between the polymer phase and the silica
particles to be elucidated. In contrast to the poly(4-vinyl pyridine)/silica particles
prepared from a non-functionalized aqueous sol [73], there is no direct solid-state
NMR evidence for hydrogen bonding between the organic and inorganic compo-
nents in any of the systems. However, polymer protons are in close proximity
(< 5 A˚) to Q3 silanol sites in all the nanocomposites studied, with the exception
of the (P2VP-PEGMA)-silica nanocomposite where the PEGMA protons are in
close proximity to Q3 silanol sites and no P2VP interaction is observed. For the
nanocomposites produced from the Bindzil CC40 glycerol-functionalized silica sol
this indicates that either aromatic styrene or aliphatic n-butyl side groups extend
between the glycerol-functional silane molecules towards the surface of the silica
particles. For the P(S-co-n-BuA)/silica nanocomposite produced from the Bindzil
CC40 n-butyl acrylate residues are preferentially located at the surface of the sil-
ica particle to the exclusion of styrene residues, suggesting that there is a specific
interaction between the n-butyl acrylate residues and the glycerol-functionalized
silica surface. The most likely explanation is hydrogen bonding between the ester
carbonyl and the glycerol functionalizing groups, although this interaction cannot
be observed directly. Furthermore, for the Bindzil CC40 glycerol-functionalized
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silica sol the relative intensities of 29Si NMR lines corresponding to T and Q3 en-
vironments imply that there are approximately twice as many unreacted silanol
groups on the silica surface as attached silane molecules.
For the P2VP/silica and (PS-PEGMA)-silica nanocomposites produced from the
Nyacol 2040 non-functionalized silica sol the proximity of aromatic protons to
the Q3 silanol sites indicates a pi-interaction between the polymer phase and
the silica particles. This is interesting in the case of the (PS-PEGMA)-silica
nanocomposite since in the (P2VP-PEGMA)-silica nanocomposite the PEGMA
appears to dominate the interaction.
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4 Homonuclear Scalar Correlations: SAR-COSY
Homonuclear scalar correlation experiments are not frequently employed on or-
ganic samples in the solid state. However, this type of experiment, such as DQF-
COSY [90], is ubiquitous in solution-state NMR. In the DQF-COSY experiment
coherence is transfered between scalar-coupled nuclei via magnetization which
is anti-phase with respect to the active coupling and generated in a straight-
forward fashion by a period of evolution under the weak-coupling Hamiltonian
2piJ12Iˆ1z Iˆ2z. However, the resulting multiplet structure, in which components sep-
arated by the active coupling have opposing signs, causes a loss in intensity when
J12 is within the linewidth. This is a particular problem in NMR spectroscopy
of disordered solids for which the inhomogeneous contribution to the linewidth,
arising for example from distributions of chemical shifts, is considerable. In such
cases the ratio of the linewidth to the scalar coupling is often so large that almost
complete cancellation of the cross peaks can result, as shown in Figure 4.0.1. In
this figure, cross-sections of an anti-phase cross peak multiplet resulting from an
arbitrary 50 Hz active coupling are given for three varying linewidths: 50 Hz
(a), 250 Hz (b) and 500 Hz (c). In the solid regime (Figure 4.0.1(c)) negligi-
ble signal-to-noise is returned. Fortunately, two complementary approaches have
been introduced recently which overcome this problem and allow the design of
viable scalar correlation techniques for solids.
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Figure 4.0.1: Cross-sections of an anti-phase cross peak multiplet resulting from
an arbitrary 50 Hz active coupling with linewidths of 50 Hz (a), 250 Hz (b) and
500 Hz (c).
One of these uses the isotropic-mixing Hamiltonian 2piJ12Iˆ1 · Iˆ2 for coherence
transfer and results in solid-state counterparts of the solution-state TOCSY ex-
periment [91]. The rotor-synchronized symmetry based pulse sequence POST-
C913 [92] utilises its generation of this isotropic-mixing Hamiltonian under MAS
to achieve coherence transfer. This method has the advantage that coherence
transfer occurs directly via in-phase magnetization, so that multiplet components
separated by the active coupling have the same sign and cancellation is avoided.
However, isotropic mixing sequences suffer from reduced transfer efficiencies aris-
ing from resonance offset effects and pulse imperfections, while extended periods
of isotropic mixing can cause probe damage.
The second approach involves adapting existing solution-state experiments so
that the anti-phase magnetization is refocused by an additional period of evolu-
tion under the weak-coupling Hamiltonian prior to detection in t2. This modifica-
tion results in multiplets which are in-phase with respect to the active coupling.
Figure 4.0.2 shows cross-sections of an in-phase cross peak multiplet resulting
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Figure 4.0.2: Cross-sections of an in-phase cross peak multiplet resulting from an
arbitrary 50 Hz active coupling with linewidths of 50 Hz (a), 250 Hz (b) and 500
Hz (c).
from an arbitrary 50 Hz active coupling with linewidths of 50 Hz (a), 250 Hz
(b) and 500 Hz (c). It can be clearly noted that in the solid regime (Figure
4.0.2(c)) there is still a significant signal-to-noise ratio. Despite the addition
of an extra delay, such experiments can result in substantial gains in sensitivity
over their non-refocused antecedents when the inhomogeneous contribution to the
linewidth dominates. This is because the corresponding magnetization decay can
be reversed by a pi pulse inserted at the midpoint of the refocusing delay. It has
been shown [93, 94] that the sensitivity gain obtained with the refocused variant
of a particular scalar correlation pulse sequence is determined by two factors. The
first is the ratio T ′2/T
∗
2 of the time constants associated with the homogeneous
linewidth which cannot be refocused by a pi pulse and the apparent linewidth
which includes the inhomogeneous contribution, respectively. The second is the
reduced coupling constant piJ12T
∗
2 which measures the extent to which the ac-
tive coupling is resolved. A widely established example of this approach is the
refocused INADEQUATE (r-INADEQUATE) experiment [93] which is derived
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from the eponymous solution-state double-quantum correlation pulse sequence
[95]. Many applications of this experiment have been demonstrated, including
conformational studies of spider dragline silk [96], structural investigations of
crystalline and disordered phosphates [97] and the direct detection of hydrogen
bonds [98].
Recently, a new refocused scalar correlation experiment suitable for solids, named
UC2QF-COSY, was described [94, 99]. This method retains the straightfor-
ward single-quantum shift correlation format of DQF-COSY, while benefiting
from the sensitivity gains associated with in-phase multiplets in common with
r-INADEQUATE. An improved scalar correlation experiment which has some
advantages over UC2QF-COSY, including a doubling of intensity for the cross
peaks coupled with good suppression of the uninformative diagonal, is presented
here. For convenience the new experiment is referred to as SAR-COSY (for Sen-
sitive, Absorptive, Refocused COSY). The advantages mentioned above make
SAR-COSY ideal for recording scalar correlation spectra for nuclei at low nat-
ural abundance or for samples with large inhomogeneous linewidths. It should
be noted that a constant-time variant [100, 101] of UC2QF-COSY has also been
proposed which results in even larger gains in cross peak intensity, particularly
in uniformly labelled systems. However, these gains are achieved in exchange for
loss of the ability to suppress the natural abundance background which means
that this experiment is not appropriate for the systems studied here.
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4.1 SAR-COSY Pulse Sequence
The SAR-COSY pulse sequence, which is shown in Figure 4.1.1, is based on the
solution-state ISECR-COSY experiment of Talluri and Scheraga [102]. Carbon-13
magnetization generated by cross polarization evolves under the scalar coupling
Hamiltonian during a preparation delay of total duration 2τ . Evolution under
the isotropic part of the chemical shift is refocused by a pi pulse which occurs at
the midpoint of this delay. In principle full refocusing is only achieved when τ is
equal to an integral number of rotor periods but in practice this synchronization is
not required at high MAS rates. The resulting magnetization is passed through a
double-quantum filter (DQF) before the t1 evolution period. After the t1 period
a pi/2 pulse transfers the magnetization between pairs of scalar-coupled spins.
A further refocusing 2τ delay and pi pulse are combined with a z-filter (ZF)
and inserted before the acquisition period. Heteronuclear decoupling is applied
during the whole of the sequence after the cross polarization step, except for
during the ZF delay. Numerous phase cycles which select the required coherence
transfer pathway (shown in red in Figure 4.1.1) can be designed based on the
principles described by Bodenhausen et al. [6]. In principle, the full cycle for the
carbon-13 pulses excludes coherences of order p = 0, ±1 during the DQF and
p 6= 0 during the ZF and selects a change in order ∆p = ±2 for each pi pulse.
In practice, this procedure requires co-adding a prohibitively large number of
experimental repetitions, resulting in overly long two-dimensional experiments.
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Figure 4.1.1: Pulse sequence used to record SAR-COSY scalar correlation spectra.
Narrow and wide filled vertical bars represent pi/2 and pi pulses, respectively. The
phase of each pulse is represented by φn and these phases correspond to the phase
cycle given in Table 4.1.1.
As an alternative, the coherence transfer pathway can be selected by the use of
pulse field gradients [94] or a reduced phase cycle. One possibility for the latter
is given in Ref. [102] and is reproduced in Table 4.1.1.
4.2 Product Operator Analysis of SAR-COSY
A thorough understanding of the SAR-COSY experiment can be obtained from
a product operator analysis (c.f. Section 1.2.11). This analysis will allow a conve-
nient visualization of the expected acquired signal. For completeness the method
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Table 4.1.1: Phase cycle and corresponding receiver phase for the SAR-COSY
pulse sequence. All the phases are in degrees.
Step φ0 φ1 φ2 φ3 φ4 φ5 receiver phase
1 90 0 0 90 0 0 0
2 90 0 0 90 0 90 90
3 90 0 0 90 0 180 180
4 90 0 0 90 0 270 270
5 90 0 0 270 0 0 0
6 90 0 0 270 0 90 90
7 90 0 0 270 0 180 180
8 90 0 0 270 0 270 270
9 90 0 90 0 90 0 180
10 90 0 90 0 90 90 270
11 90 0 90 0 90 180 0
12 90 0 90 0 90 270 90
13 90 0 90 180 90 0 180
14 90 0 90 180 90 90 270
15 90 0 90 180 90 180 0
16 90 0 90 180 90 270 90
17 90 0 180 90 0 0 180
18 90 0 180 90 0 90 270
19 90 0 180 90 0 180 0
20 90 0 180 90 0 270 90
21 90 0 180 270 0 0 180
22 90 0 180 270 0 90 270
23 90 0 180 270 0 180 0
24 90 0 180 270 0 270 90
25 90 0 270 0 90 0 0
26 90 0 270 0 90 90 90
27 90 0 270 0 90 180 180
28 90 0 270 0 90 270 270
29 90 0 270 180 90 0 0
30 90 0 270 180 90 90 90
31 90 0 270 180 90 180 180
32 90 0 270 180 90 270 270
is detailed below in its entirety.
Assuming a two spin system, which is initially at thermal equilibrium, i.e ρ(0) =
Iˆ1z + Iˆ2z, a product operator treatment is applied to the pulse sequence given
in Figure 4.1.1. Starting with an assumed RF pulse of flip angle pi/2 along the
x-axis
Iˆ1z + Iˆ2z
(pi/2)(Iˆ1x+Iˆ2x)−−−−−−−−→ −Iˆ1y − Iˆ2y (4.2.1)
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A spin echo sequence of duration 2τ is then applied
4piJ12τ Iˆ1z Iˆ2z−−−−−−−→ − cos(2piJ12τ)Iˆ1y + sin(2piJ12τ)2Iˆ1xIˆ2z
− cos(2piJ12τ)Iˆ2y + sin(2piJ12τ)2Iˆ1z Iˆ2x (4.2.2)
pi(Iˆ1x+Iˆ2x)−−−−−−→ cos(2piJ12τ)Iˆ1y − sin(2piJ12τ)2Iˆ1xIˆ2z +
cos(2piJ12τ)Iˆ2y − sin(2piJ12τ)2Iˆ1z Iˆ2x (4.2.3)
Next is the first pulse (a pi/2 pulse along x) of the DQF
(pi/2)(Iˆ1x+Iˆ2x)−−−−−−−−→ cos(2piJ12τ)Iˆ1z + sin(2piJ12τ)2Iˆ1xIˆ2y +
cos(2piJ12τ)Iˆ2z + sin(2piJ12τ)2Iˆ1y Iˆ2x (4.2.4)
A DQF only allows double quantum coherence to pass (c.f. Table 1.2.4) =⇒
equation (4.2.4)→ sin(2piJ12τ)2Iˆ1xIˆ2y + sin(2piJ12τ)2Iˆ1y Iˆ2x (4.2.5)
Since,
2Iˆ1xIˆ2y =
1
2
(2Iˆ1xIˆ2y + 2Iˆ1y Iˆ2x)− 1
2
(2Iˆ1y Iˆ2x − 2Iˆ1xIˆ2y) (4.2.6)
and
2Iˆ1y Iˆ2x =
1
2
(2Iˆ1xIˆ2y + 2Iˆ1y Iˆ2x) +
1
2
(2Iˆ1y Iˆ2x − 2Iˆ1xIˆ2y) (4.2.7)
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where (2Iˆ1y Iˆ2x − 2Iˆ1xIˆ2y) is zero quantum coherence and therefore does not pass
through the DQF, then after the second pi/2 pulse along x of the DQF the resul-
tant magnetization is
equation (4.2.5)
(pi/2)(Iˆ1x+Iˆ2x)−−−−−−−−→ S12(Iˆ1xIˆ2z + Iˆ1z Iˆ2x) + S12(Iˆ1xIˆ2z + Iˆ1z Iˆ2x)
= S12(2Iˆ1xIˆ2z + 2Iˆ1z Iˆ2x) (4.2.8)
where S12 = sin(2piJ12τ). The spin system is then allowed to evolve during the
t1 period
equation (4.2.8)
Ω1t1Iˆ1z−−−−→ S12 cos(Ω1t1)2Iˆ1xIˆ2z + S12 sin(Ω1t1)2Iˆ1y Iˆ2z + S122Iˆ1z Iˆ2x
(4.2.9)
Ω2t1Iˆ2z−−−−→ S12 cos(Ω1t1)2Iˆ1xIˆ2z + S12 sin(Ω1t1)2Iˆ1y Iˆ2z +
S12 cos(Ω2t1)2Iˆ1z Iˆ2x + S12 sin(Ω2t1)2Iˆ1z Iˆ2y (4.2.10)
2piJ12t1(Iˆ1z+Iˆ2z)−−−−−−−−−−→ S12 cos(Ω1t1)[α122Iˆ1xIˆ2z + β12Iˆ1y] +
S12 sin(Ω1t1)[α122Iˆ1y Iˆ2z − β12Iˆ1x] +
S12 cos(Ω2t1)[α122Iˆ1z Iˆ2x + β12Iˆ2y] +
S12 sin(Ω2t1)[α122Iˆ1z Iˆ2y − β12Iˆ2x] (4.2.11)
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where α12 = cos(piJ12t1) and β = sin(piJ12t1), before a pi/2 pulse is applied along
y to transfer magnetization between the two spins
equation (4.2.11)
(pi/2)(Iˆ1y+Iˆ2y)−−−−−−−−→ S12 cos(Ω1t1)[−α122Iˆ1z Iˆ2x + β12Iˆ1y] +
S12 sin(Ω1t1)[α122Iˆ1y Iˆ2x + β12Iˆ1z] +
S12 cos(Ω2t1)[−α122Iˆ1xIˆ2z + β12Iˆ2y] +
S12 sin(Ω2t1)[α122Iˆ1xIˆ2y + β12Iˆ2z] (4.2.12)
Lines 1 and 3 of equation (4.2.12) represent magnetization transfer whereas lines
2 and 4 represent combinations of zero and double quantum magnetization, which
are removed in the phase cycling =⇒
equation (4.2.12)→ S12 cos(Ω1t1)[−α122Iˆ1z Iˆ2x + β12Iˆ1y] +
S12 cos(Ω2t1)[−α122Iˆ1xIˆ2z + β12Iˆ2y] (4.2.13)
Following the magnetization transfer, a second spin echo period is applied
4piJ12τ(Iˆ1z+Iˆ2z)−−−−−−−−−→ S12 cos(Ω1t1)[−α12{C122Iˆ1z Iˆ2x + S12Iˆ2y}+
β12{C12Iˆ1y − S122Iˆ1xIˆ2z}] +
S12 cos(Ω2t1)[−α12{C122Iˆ1xIˆ2z + S12Iˆ1y}+
β12{C12Iˆ2y − S122Iˆ1z Iˆ2x}] (4.2.14)
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where C12 = cos(2piJ12τ)
equation (4.2.14)
pi(Iˆ1x+Iˆ2x)−−−−−−→ S12 cos(Ω1t1)[α12{C122Iˆ1z Iˆ2x + S12Iˆ2y}+
β12{S122Iˆ1xIˆ2z − C12Iˆ1y}] +
S12 cos(Ω2t1)[α12{C122Iˆ1xIˆ2z + S12Iˆ1y}+
β12{S122Iˆ1z Iˆ2x − C12Iˆ2y}] (4.2.15)
The final part of the pulse sequence is the ZF. The first pulse of the ZF is a pi/2
x-pulse.
(pi/2)(Iˆ1x+Iˆ2x)−−−−−−−−→ S12 cos(Ω1t1)[α12{−C122Iˆ1y Iˆ2x + S12Iˆ2z}+
β12{−S122Iˆ1xIˆ2y − C12Iˆ1z}] +
S12 cos(Ω2t1)[α12{−C122Iˆ1xIˆ2y + S12Iˆ1z}+
β12{−S122Iˆ1y Iˆ2x − C12Iˆ2z}] (4.2.16)
Coherence except that of order zero is eliminated by the phase cycling of the
ZF. The 2IˆxIˆy and 2Iˆy Iˆx terms of equation (4.2.16) are mixtures of DQ and ZQ
coherences. Thus, the ZQ parts will pass through the ZF. These ZQ parts will be
ignored for now and will be discussed later. Accordingly, after the second pulse
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of the ZF, a pi/2 pulse along −x, the resulting density operator at time t2 = 0 is
equation (4.2.16)
(pi/2)(Iˆ1(−x)+Iˆ2(−x))−−−−−−−−−−−−→ S12 cos(Ω1t1)[α12{S12Iˆ2y}+
β12{−C12Iˆ1y}] +
S12 cos(Ω2t1)[α12{S12Iˆ1y}+
β12{−C12Iˆ2y}] (4.2.17)
= sin2(2piJ12τ) cos(piJ12t1)[cos(Ω1t1)Iˆ2y + cos(Ω2t1)Iˆ1y]
− sin(2piJ12τ) cos(2piJ12τ) sin(piJ12t1)×
[cos(Ω1t1)Iˆ1y + cos(Ω2t1)Iˆ2y] (4.2.18)
It can be seen from equation (4.2.18) that the cross peaks are in-phase and ab-
sorptive in both dimensions:
sin2(2piJ12τ) cos(piJ12t1)[cos(Ω1t1)Iˆ2y + cos(Ω2t1)Iˆ1y] (4.2.19)
and that the diagonal peaks are in-phase and absorptive in the ω2 dimension but
anti-phase and dispersive in the ω1 dimension:
− sin(2piJ12τ) cos(2piJ12τ) sin(piJ12t1)[cos(Ω1t1)Iˆ1y + cos(Ω2t1)Iˆ2y] (4.2.20)
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It should be pointed out that the in-phase and absorptive nature of the cross peaks
is what is desired to prevent intensity losses when the coupling is smaller than the
linewidth, as is usually the case in disordered solids. It is also worth noting that
the anti-phase multiplet structure in ω1 of the diagonal peaks typically results in
their partial cancellation when the coupling is smaller than the linewidth. This is
beneficial because suppression of the diagonal peaks will improve the resolution
of cross peaks close to the diagonal in crowded spectra.
During the ZF, ZQ coherence was ignored. The second pulse of the ZF trans-
forms the ZQ coherence into anti-phase x-magnetization. As shown previously,
an anti-phase multiplet structure results in intensity losses when the active cou-
pling is within the linewidth, as is usually the case for solids. Hence, negligible
intensity would be returned from the ZQ coherence that passes through the ZF
and therefore it was disregarded.
A similar product operator analysis can be performed on the UC2QF-COSY
experiment and gives the density operator at time t2 = 0 to be
1
2
sin2(2piJ12τ) cos(piJ12t1)[cos(Ω1t1)Iˆ2y + cos(Ω2t1)Iˆ1y]
+
1
2
sin2(2piJ12τ) cos(piJ12t1)[cos(Ω1t1)Iˆ1y + cos(Ω2t1)Iˆ2y] (4.2.21)
The first term shows identical cross peaks to those obtained from SAR-COSY
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except for a halving of the amplitude. The second term shows that the resulting
diagonal peaks have the same phase and multiplet structure as the cross peaks.
This can cause problems when poorly resolved cross peaks are close to the diag-
onal since the cross peaks may become indistinguishable from diagonal peaks.
The intensity of the cross peaks and the diagonal peaks resulting from a SAR-
COSY experiment are plotted as a function of τ in Figure 4.2.1. Figure 4.2.1(a)
demonstrates that, for a scalar coupling of J12 = 50 Hz and neglecting relaxation
effects, maximum cross peak intensity (blue) is returned when using a τ delay
of 5 ms. This corresponds to a refocusing delay, 2τ , of 10 ms. Using τ = 5 ms
results in zero intensity for the diagonal peaks (orange). In practice, relaxation
effects will always be present. Figure 4.2.1(b) shows that when relaxation effects
are included maximum cross peak intensity (blue) is achieved somewhat below
5 ms. Selecting for maximum cross peak intensity in this case would result in
negative diagonal intensity (orange). Negative diagonal intensity helps to further
distinguish cross peaks from diagonal peaks.
4.3 Sensitivity Comparison of SAR-COSY
Firstly, SPINEVOLUTION [103] simulations were performed on universally carbon-
13 labelled (U-13C) DL-alanine (c.f. Figure 2.2.3) in the solid state for various
COSY-type experiments with identical parameters so as to obtain a sensitivity
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Figure 4.2.1: Intensity of the cross (blue) and diagonal (orange) peaks resulting
from a SAR-COSY experiment as a function of τ , neglecting (a) and including
(b) relaxation effects. A scalar coupling of J12 = 50 Hz was used for both and a
decay constant of 12.5 ms was used to simulate relaxation in (b).
comparison between each. An example SPINEVOLUTION input file is given in
Appendix I. Figure 4.3.1 shows cross sections parallel to ω2 taken from the simu-
lated two-dimensional datasets of SAR-COSY (a), UC2QF-COSY (b) and DQF-
COSY (c). It is clear to note that the DQF-COSY cross sections (Figure 4.3.1(c))
exhibit the well-known anti-phase multiplet structure. What is more pertinent
is that these cross sections have had their intensities multiplied by one order of
magnitude so that they are observable. This instantly illustrates the necessity of
utilising refocused COSY-type experiments for solid-state studies. It is also clear
to note that the cross peaks resulting from the SAR-COSY simulation (Figure
4.3.1(a)) have twice the intensity compared to their simulated UC2QF-COSY
counterparts (Figure 4.3.1(b)). What is less evident, but nonetheless present, is
the existence of relay cross peaks in the SAR-COSY simulation. These are due
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Figure 4.3.1: Cross sections parallel to ω2 taken from SPINEVOLUTION [103]
simulations on solid-state U-13C DL-alanine for SAR-COSY (a), UC2QF-COSY
(b) and DQF-COSY (c). Diagonal peaks are identified in (a) with asterisks. The
δ values (left) indicate the chemical shift at which the cross section is taken from
ω1. The intensity of the DQF-COSY cross sections (c) has been multiplied by a
factor of 10 so that the peaks are made apparent.
to a two-step coherence transfer process where transfer of magnetization occurs
in a multi-spin system from one spin that is not directly coupled to the second
spin but shares a mutual coupling partner. For the example of U-13C DL-alanine,
relay cross peaks can be seen (Figure 4.3.1(a)) between the β-carbon (δ = 17
ppm) and the carbonyl carbon (δ = 177 ppm). These nuclei have a negligible
scalar coupling but share the α-carbon as a mutual coupling partner.
Secondly, experimental studies were performed to compare the sensitivity of the
SAR-COSY experiment and its contemporaries. The pulse sequence used to
record SAR-COSY spectra is that from Figure 4.1.1 and a time of 3 µs was
consistently used for the ZF delay. Pure phase two-dimensional lineshapes were
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Figure 4.3.2: SAR-COSY (a) and UC2QF-COSY (b) experiments on U-13C DL-
alanine. The experimental parameters were identical for both (a) and (b). A
Varian 3.2 mm double-resonance MAS probe was employed at a carbon-13 Lar-
mor frequency of 75.47 MHz and a MAS rate of 17.6 kHz. 64 scans were recorded
for each of 256 t1 increments with a recycle delay of 1 s. A dwell time of 20.0 µs
was combined with a direct acquisition time of 20.48 ms in t2 whilst a dwell time
of 10.0 µs was used in t1 resulting in a total indirect acquisition time of 2.6 ms.
The refocusing delay, 2τ , was 4 ms and 150 kHz of CW heteronuclear decoupling
was used. In the two-dimensional spectra black contours have positive intensity
and red contours have negative intensity. Cross sections parallel to ω2 are shown
in blue.
obtained using TPPI.
Figure 4.3.2 compares the SAR-COSY (a) and UC2QF-COSY (b) spectra of U-
13C DL-alanine19. Note that a DQF-COSY spectrum was not recorded due to the
signal-to-noise limitations of this technique for studies on most solid samples. As
expected from the product operator analyses and the simulation data, the cross
peaks resulting from the SAR-COSY experiment have approximately twice the
intensity of the corresponding cross peaks from the UC2QF-COSY experiment.
19U-13C DL-alanine was purchased from Isotec Inc. with an isotopic purity of 99 %.
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This is confirmed from the cross sections taken parallel to the ω2 dimension at
the resonances of the cross peaks (shown in blue). Using a τ delay of 2 ms
(refocusing delay, 2τ , of 4 ms) results in diagonal peaks that are negative (shown
in red) in the SAR-COSY spectrum (Figure 4.3.2(a)) but positive in the UC2QF-
COSY spectrum (Figure 4.3.2(b)). This is, again, expected from the results of
the corresponding product operator analyses. Another point of note is that the
relay cross peaks that were predicted in the simulation data also appear in the
experimental data for the SAR-COSY spectrum. Furthermore, these relay cross
peaks also appear in the UC2QF-COSY spectrum, if at somewhat lesser intensity.
The other solid-state contemporary of SAR-COSY, r-INADEQUATE [93], con-
tains an identical sensitivity factor (sin2(2piJ12τ)) for the cross peaks. Thus, to
this level of approximation, the sensitivities of SAR-COSY and r-INADEQUATE
should be comparable. However, different coherences evolve during t1 for the two
experiments. As a result, if the active coupling is resolved (piJ12T
∗
2 > 1), the
SAR-COSY cross peaks are split into a doublet in ω1, resulting in a two-fold loss
of signal relative to r-INADEQUATE. However, in this regime a non-refocused
experiment is more appropriate anyway. Similarly, for the multi-spin systems
which dominate at higher abundance, the refocused INADEQUATE cross peaks
are broadened in ω1 by unresolved passive couplings to both the spins involved in
the DQ coherence. The SAR-COSY cross peaks are broadened by just one set of
unresolved passive couplings, but this is in addition to the active coupling already
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Figure 4.3.3: SAR-COSY (a) and zfr-INADEQUATE (b) experiments on glycine-
2-13C-15N. The experimental parameters were almost identical for both (a) and
(b). A Varian 4 mm double-resonance MAS probe was employed at a carbon-13
Larmor frequency of 75.47 MHz and a MAS rate of 12.0 kHz. 128 scans were
recorded for each of 128 t1 increments with a recycle delay of 1 s. A dwell time
of 20.0 µs was combined with a direct acquisition time of 20.48 ms in t2 for both
whilst dwell times of 10.0 µs (a) and 5.0 µs (b) were used in t1 resulting in total
indirect acquisition times of 1.3 ms and 0.7 ms, respectively. Half the dwell time
in t1 was used for (b) as a result of DQ magnetization evolving during this time
so that comparable data to (a) was produced. The refocusing delay, 2τ , was 4 ms
and 100 kHz of CW heteronuclear decoupling was used. In the two-dimensional
spectra black contours have positive intensity and red contours have negative
intensity. Cross sections parallel to ω2 of the cross peak at δ(ω2) = 173 ppm are
shown in blue beneath the two-dimensional spectra and are used as a sensitivity
comparison.
mentioned. Hence, in the solids regime when the couplings are unresolved the
sensitivity of SAR-COSY and INADEQUATE is roughly equivalent.
The addition of a z-filter has been shown to be effective at suppressing undesired
contributions to r-INADEQUATE spectra [104]. These undesired contributions
consist of artifacts that are capable of distorting lineshapes and also producing
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peaks that could be misinterpreted as correlation peaks. The z-filtered refocused
(zfr-) INADEQUATE experiment is compared to SAR-COSY in Figure 4.3.3.
This figure shows two spectra, recorded using equivalent parameters, of glycine-
2-13C-15N (c.f. Figure 2.4.1). Figure 4.3.3(a) is the SAR-COSY spectrum and
Figure 4.3.3(b) is the zfr-INADEQUATE spectrum with its DQ-SQ correlation
format. Also shown (in blue) are cross sections parallel to ω2 of the cross peak
at chemical shift δ(ω2) = 173 ppm. These cross sections show that SAR-COSY
results in approximately equal sensitivity when compared to zfr-INADEQUATE.
This conclusion has been supported by further cross peak comparisons from SAR-
COSY and zfr-INADEQUATE spectra on various other samples (not shown).
4.4 Demonstration of SAR-COSY
To demonstrate the utility of diagonal peak suppression with SAR-COSY a spec-
trum of U-13C L-tyrosine.HCl20 was recorded. This spectrum is given in Figure
4.4.1. In the crowded aromatic region of the spectrum between δ = 100 and 150
ppm the positive cross peaks are well resolved (black contours), while the neg-
ative diagonal (red contours) is virtually absent. This effect of self-cancellation
of the diagonal is more pronounced for poorly resolved spectra where diagonal
cancellation is important.
20U-13C L-tyrosine.HCl was purchased from Aldrich Chem. Co. with an isotopic purity of
99 %
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Figure 4.4.1: SAR-COSY spectrum of U-13C L-tyrosine.HCl. A Varian 3.2 mm
double-resonance MAS probe was employed at a carbon-13 Larmor frequency of
75.47 MHz and a MAS rate of 17.0 kHz. 64 scans were recorded for each of 512
t1 increments with a recycle delay of 1 s. A dwell time of 20.0 µs was combined
with a direct acquisition time of 20.48 ms in t2 whilst a dwell time of 10.0 µs was
used in t1 resulting in a total indirect acquisition time of 5.2 ms. The refocusing
delay, 2τ , was 4 ms and 150 kHz of CW heteronuclear decoupling was used. Black
contours have positive intensity and red contours have negative intensity.
Comment should be made on the presence of relay cross peaks in this spectrum.
Low intensity “cross peaks” are observed at (38,173) and (173,38), to use the
notation described earlier. These peaks are assigned to a coupling between carbon
3 and carbon 1 (c.f. Figure 2.4.4) of the L-tyrosine.HCl. These carbons are
not directly bonded and therefore have a negligible scalar coupling but they do
share a mutual coupling partner; carbon 2. The Relay-COSY experiment [105]
sets out to purposefully obtain relayed cross peaks to aid in molecular structure
determination. In this experiment a refocusing period and an extra pi/2 pulse are
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used after the traditional COSY sequence to attain the desired coherence transfer
via the following scheme:
Iˆ1z + Iˆ2z + Iˆ3z
t1 period−−−−−→ (Ω1t1)(2Iˆ1xIˆ2z) + (Ω3t1)(2Iˆ3xIˆ2z)
magnetization transfer−−−−−−−−−−−−→ (Ω1t1)(2Iˆ1z Iˆ2x) + (Ω3t1)(2Iˆ3z Iˆ2x)
evolution under J12 and J23−−−−−−−−−−−−−−−→ (Ω1t1)(2Iˆ2xIˆ3z) + (Ω3t1)(2Iˆ1z Iˆ2x)
magnetization transfer−−−−−−−−−−−−→ (Ω1t1)(2Iˆ2z Iˆ3x) + (Ω3t1)(2Iˆ1xIˆ2z)
t2 period−−−−−→ (Ω1t1)(Ω3t2) + (Ω3t1)(Ω1t2) (4.4.1)
Note that this is only the form of the scheme and that many terms have been
omitted; the omitted terms are not relevant for the purposes of this illustration.
It can be seen that “cross peaks” will be produced that appear at (Ω1,Ω3) and
(Ω3,Ω1) even though there is no direct J13 coupling. However, it can also be seen
that the presence of a mutual coupling partner (in this case I2) is required.
A similar sequence to that of Relay-COSY after the t1 period is employed in the
SAR-COSY experiment. Thus, SAR-COSY will result in relayed cross peaks that
have been produced by the same mechanism. In the SAR-COSY spectrum of U-
13C L-tyrosine.HCl carbon 2 acts as the mediator for coherence transfer between
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carbon 1 and carbon 3 and the magnetization follows the scheme above.
4.5 Application of SAR-COSY to Natural Abundance
Samples
Sensitivity is a major issue with carbon-13 scalar correlation spectroscopy. Fur-
thermore, at natural abundance the probability of obtaining a carbon-13 spin pair
is 0.0001. This is four orders of magnitude less than U-13C samples. However,
UC2QF-COSY has been shown to perform well on natural abundance samples
of tyrosine [94] and crystalline vitamin D3 [99]. For the latter, UC2QF-COSY
was used to assign the 54 carbon-13 resonances which result from the two in-
equivalent conformations in the unit cell. The superior sensitivity of SAR-COSY
relative to UC2QF-COSY makes larger molecules tractable, as well as samples
with unfavourably long relaxation times.
In order to record homonuclear carbon-13 scalar correlation spectra of solid sam-
ples within realistic time constraints, maximum signal-to-noise must be achieved.
Consequently, all parameters need to be calibrated fully. Once the pulses have
been calibrated, the lengths of the delays are then also required. For a SAR-COSY
spectrum of natural abundance L-tyrosine.HCl, the length of the refocusing de-
lays presents the largest threat to signal-to-noise. As shown in Figure 4.2.1(b)
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Figure 4.5.1: Intensity decay as a function of τ for a spin echo experiment on
L-tyrosine.HCl, used to determine T ′2. The MAS rate was 12 kHz and 100 kHz
of CW decoupling was employed. There were 200 experimental repetitions for
each value of τ with a relaxation delay of 5 s between each experiment. The four
peaks that were used in the analysis were the peaks corresponding to carbon 1
(orange), 7 (purple), 8 (red) and 5 (blue) [c.f. Figure 2.4.4]. The fitting of the
exponential decay was performed by Spinsight software.
a compromise between J-signal buildup and relaxation decay is essential to ob-
tain maximum cross peak intensity. Due to the inclusion of the pi refocusing
pulse, the relaxation decay is dominated by the time constant associated with
the homogeneous linewidth which cannot be refocused with a pi pulse (T ′2).
T ′2 can be determined experimentally for the sample under investigation. The
value of T ′2 is dependent upon experimental parameters, such as the heteronuclear
dipolar decoupling utilised. The more effective the heteronuclear decoupling, the
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larger the value of T ′2. Figure 4.5.1 shows a plot of peak intensity for four of
the carbon-13 resonances from L-tyrosine.HCl against the refocusing delay, 2τ ,
for a spin echo experiment. The heteronuclear dipolar decoupling utilised was
CW decoupling. In this instance, different heteronuclear decoupling techniques
did not significantly effect the value of T ′2. Since a spin echo experiment uses a
refocusing pi pulse then the intensity decay for increasing values of 2τ will have
the form:
S(τ) = S0 exp(−2τ/T ′2) (4.5.1)
Fitting of the experimental points to the exponential decay of equation (4.5.1)
allows T ′2 to be established. The results of the fittings are given in Figure 4.5.1.
The value for T ′2 that will be used is the mean average of the values for the four
fittings, which equals 42.7 ms. This result can then be used in conjunction with
the equation for the buildup of cross peak intensity to find the value for τ that
returns maximum intensity. Accordingly, a plot was constructed using
S(τ) = sin2(2piJ12τ) exp(−4τ/T ′2) (4.5.2)
This plot is shown in Figure 4.5.2. The scalar coupling constant between pairs
of spins was assumed to be 50 Hz. For a relaxation decay constant of 42.7 ms
(dotted blue line) it is found that the maximum possible cross peak intensity is 64
% of the theoretical maximum in the absence of relaxation (dotted red line) and
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Figure 4.5.2: Illustration of the intensity buildup curves of the cross peaks and
diagonal peaks as a function of τ for a SAR-COSY experiment on L-tyrosine.HCl.
The dotted red line represents the intensity buildup in the absence of relaxation
assuming a J-coupling of 50 Hz. The dotted blue line represents the T ′2 decay
assuming T ′2 = 42.7 ms. The solid black line represents the combination of the J-
buildup and relaxation processes. Also indicated is the τ time at which maximum
cross peak intensity is returned under these conditions.
is observed at τ = 4.53 ms. Also shown in the figure is the corresponding plot for
the diagonal peak intensity. This illustrates that the diagonal peak intensity for
spin pairs with a 50 Hz scalar coupling resulting from a refocusing delay 2τ = 9.06
ms is small (10 % of the theoretical maximum for the intensity of the cross peaks
in the absence of relaxation) and negative.
Therefore, when performing a SAR-COSY experiment on this sample of natural
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Figure 4.5.3: SAR-COSY spectrum of natural abundance L-tyrosine.HCl. A
Varian 4 mm double-resonance MAS probe was employed at a carbon-13 Larmor
frequency of 75.47 MHz and a MAS rate of 12.0 kHz. 3456 scans were recorded
for each of 64 t1 increments (linear-predicted to 512) with a recycle delay of 1.8
s. A dwell time of 20.0 µs was combined with a direct acquisition time of 20.48
ms in t2 whilst a dwell time of 10.0 µs was used in t1 resulting in a total indirect
acquisition time of 0.6 ms. The refocusing delay, 2τ , was 9.6 ms and 100 kHz of
XiX heteronuclear decoupling was used. The total experiment time was 111 h.
abundance L-tyrosine.HCl, a refocusing delay (2τ) of 9.06 ms should be employed
to maximise the signal from the cross peaks. However, 9.6 ms was used because
this also returns 64 % of the maximum theoretical intensity of the cross peaks
in the absence of relaxation21 but only 4 % is returned for the diagonal peaks
(compared to 10 % with 2τ = 9.06). The resulting spectrum from this experiment
is given in Figure 4.5.3. Further improvement in the signal-to-noise of the cross
peaks was achieved with high-performance heteronuclear decoupling; in this case
212τ = 9.06 ms returns 64.00 % and 2τ = 9.60 ms returns 63.53 %
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XiX decoupling. In addition, the Varian 4 mm double-resonance MAS probe was
chosen for the experiment since a combination of high MAS rate, high decoupling
power and substantial sample volume could be used; all resulting in enhanced
signal-to-noise. Instantly noticeable in Figure 4.5.3, through comparison with
the SAR-COSY spectrum of U-13C L-tyrosine.HCl (Figure 4.4.1), is that not all
of the cross peaks are present. What is also noticeable is that diagonal peaks at
(173,173) and (152,152) are present, and furthermore that the contours of these
peaks have a positive intensity. Diagonal peaks appear positive as a result of
a scalar coupling to another spin that exceeds the estimated 50 Hz. Although
this experiment does not produce all of the expected cross peaks associated with
L-tyrosine, it can be concluded that SAR-COSY is applicable to the study of
natural abundance carbon-13 homonuclear scalar correlations since cross peaks
are observed.
The signal-to-noise ratio for the SAR-COSY spectrum of natural abundance L-
tyrosine was too low for a complete set of cross peaks to be observed within
the time dedicated to the experiment. In principle greater signal-to-noise can be
achieved by performing the experiment at a higher magnetic field strength and
also by dedicating more time to the acquisition. Figure 4.5.4 shows a SAR-COSY
spectrum of approximately 80 mg of natural abundance progesterone. Although
progesterone is an example of a sample that has an unfavourably long relax-
ation time, with proton T1 times of the order of 6 s, the carbon-13 linewidths
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Figure 4.5.4: SAR-COSY spectrum of progesterone. A Bruker 4 mm double-
resonance MAS probe was employed at a carbon-13 Larmor frequency of 125.74
MHz and a MAS rate of 12.5 kHz. 256 scans were recorded for each of 300 t1
increments with a recycle delay of 10 s. A dwell time of 13.2 µs was combined with
a direct acquisition time of 27.08 ms in t2 whilst a dwell time of 14.0 µs was used
in t1 resulting in a total indirect acquisition time of 4.2 ms. The refocusing delay,
2τ , was 12.16 ms and 125 kHz of SPINAL 64 [106] heteronuclear decoupling was
used. The assignment of the carbon-13 resonances made on the basis of the SAR-
COSY cross peaks is given on the one-dimensional MAS spectrum and relates to
the structure of progesterone shown (right). The total experiment time was 240
h.
are favourably small and hence the signal-to-noise is relatively large. Record-
ing a SAR-COSY spectrum at a higher magnetic field and for over twice the
time as for the natural abundance L-tyrosine results in the complete set of cross
peaks for this sample. Furthermore, efficient suppression of the diagonal peaks is
demonstrated, especially compared to the very similar UC2QF-COSY spectrum
of vitamin D3 in Ref. [99], resulting in good resolution of the cross peaks in the
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crowded region at low δ values. The large number of scalar correlations observed
allows the assignment of the carbon-13 spectrum. Although the duration of the
experiment is long, further reductions can be expected given larger magnetic fields
and improved probe technologies, such as the advent of cryogenic MAS probes.
4.6 Application of SAR-COSY to Caesium Fulleride
The utility of SAR-COSY for recording scalar correlation spectra of disordered
solids is illustrated here by an application to the assignment of the carbon-13
spectrum of the polymer phase of caesium fulleride. The alkali metal interca-
lated fullerides RbC60 and CsC60 form several phases [107, 108] with interesting
electronic and magnetic properties. Above ∼ 350 K these samples adopt a fcc22
structure. However, below this temperature these samples undergo a reversible
phase change. Figure 4.6.1 illustrates the ambient temperature orthorhombic
phase of CsC60 where the separation between the fullerene molecules along the
c-axis is approximately 9 % smaller than along a and b [109]. This unusually short
distance is indicative of the formation of linkages between fullerene molecules by
a [2+2] cyclo-addition, resulting in polymeric chains along the c-axis [110], as
depicted in Figure 4.6.1(a). Figure 4.6.1(b) depicts the structure of this ambi-
ent temperature orthorhombic phase as viewed along each of the crystallographic
22fcc = face centered cubic; the same structure as is formed by NaCl
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Figure 4.6.1: The ambient temperature orthorhombic phase of CsC60, showing the
polymeric chains along the c-axis (a) and the three-dimensional crystal structure
viewed along each of the crystallographic axes (b).
axes.
Carbon-13 MAS allows resonances from the 16 inequivalent sites on the fullerene
molecule to be resolved [111] with resonance frequencies determined by the sum
of Knight shift (c.f. 1.2.8) and chemical shift contributions. Figure 4.6.2 shows
this carbon-13 MAS spectrum. Note that the peaks observed at δ = 143 and
δ = 179 ppm are produced by unpolymerized C60 and fcc CsC60, respectively. All
other carbon-13 nuclei (those from the polymerized orthorhombic phase), except
for the linkage carbons (site 1 on the fullerene monomer unit shown in the figure),
could be expected to have a similar chemical shift to the C60 carbon-13 nuclei
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Figure 4.6.2: Carbon-13 MAS NMR of CsC60. A Varian 3.2 mm double-resonance
MAS probe was employed at a carbon-13 Larmor frequency of 75.47 MHz and
a MAS rate of 17.4 kHz. 64 scans were recorded with a recycle delay of 5 s.
A dwell time of 16.67 µs was combined with a direct acquisition time of 17.07
ms in t2. No heteronuclear decoupling was necessary. Note the Knight-shifted
resonances which extend well beyond the normal carbon-13 chemical shift range.
A fullerene monomer unit from polymer CsC60 is also shown, viewed along a
direction which is approximately parallel to the crystallographic c-axis. The 16
inequivalent carbon sites are labelled.
(δ = 143 ppm). Any deviation from this δ value will be a result of a Knight shift
and thus, a result of a hyperfine coupling to unpaired electrons.
Magnetic spin susceptibility [109] and frequency-dependent conductivity mea-
surements [113] suggested that the polymeric phase is a quasi one-dimensional
metallic conductor. However, band structure calculations [114] predicted a sur-
prising three-dimensional semi-metallic band structure in which electron trans-
port is dominated by inter-chain hopping and the fullerene molecules are con-
nected by insulating contacts. In order to test the conflicting structural models
the carbon-13 resonances were assigned to the sites on the fullerene so that the
variation of the hyperfine coupling with site could be established. This assign-
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Figure 4.6.3: Hyperfine couplings in CsC60 obtained from DFT calculations based
on a three-dimensional band structure [112].
ment was performed using carbon-13 r-INADEQUATE spectra of 50 % enriched
U-13C CsC60 [115], combined with two further pieces of experimental evidence.
These are the identification of the peak at δ = 35 ppm with the sp3 linkage
site [111] and the ability of REDOR experiments to distinguish between sim-
ilar sites according to their proximity to the caesium ion [112]. Experimental
Knight shifts obtained in this fashion were compared with the results of Den-
sity Functional Theory (DFT) calculations [112] of the hyperfine couplings based
on the three-dimensional semi-metal band structure. The results of these cal-
culations are shown in Figure 4.6.3. The calculations suggest that the electron
density resides equatorially on the fullerene and avoids the linkage sites. The
excellent correspondence between calculations and the experimental assignment
of the sites with large hyperfine coupling proved that the semi-metal picture is
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Figure 4.6.4: SAR-COSY spectrum of 50%-U-13C CsC60. The acquisition param-
eters are given in the text. Black contours have positive intensity and red contours
have negative intensity. A fullerene monomer unit from polymer CsC60 is also
shown, viewed along a direction which is approximately parallel to the crystallo-
graphic c-axis. The 16 inequivalent carbon sites are labelled and the assignment
of the carbon-13 resonances to these sites on the basis of the SAR-COSY cross
peaks is given on the one-dimensional MAS spectrum (above).
more appropriate than the one-dimensional metallic structure proposed earlier.
Figure 4.6.4 shows a SAR-COSY spectrum of the polymer phase of caesium ful-
leride. The pulse sequence of Figure 4.1.1 was used without the cross polarization
step due to the absence of protons in the sample. A Varian 3.2 mm double-
resonance MAS probe was employed at a carbon-13 Larmor frequency of 75.47
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MHz and a MAS rate of 17.4 kHz. 160 scans were recorded for each of 256 t1
increments with a recycle delay of 5 s. A dwell time of 20.0 µs was combined with
a direct acquisition time of 20.48 ms in t2 whilst a dwell time of 10.0 µs was used
in t1 resulting in a total indirect acquisition time of 2.6 ms. The refocusing delay,
2τ , was 5.0 ms and no heteronuclear decoupling was necessary. In the processing
of the two-dimensional data, 100 Hz of Gaussian line-broadening was applied in
the direct dimension and a Hann function was applied in the indirect dimen-
sion. Also shown in the figure is a single fullerene monomer unit from polymer
CsC60 viewed along a direction which is approximately parallel to the crystallo-
graphic c-axis. The 16 inequivalent sites are labelled, with site (1) corresponding
to the sp3 linkage between adjacent fullerene units in the polymer chain. The
apparent linewidths 1/piT ∗2 observed in the carbon-13 MAS spectrum are greater
than 500 Hz, with the broadening arising from shift distributions caused by chain
end effects, defects in packing or incomplete polymerization. The carbon-13 MAS
spectrum can be assigned using the cross peaks observed in the SAR-COSY spec-
trum and the result is in overall agreement with that obtained previously [115].
In particular, resonances which appear at δ > 200 ppm, and hence have sub-
stantial positive Knight shifts, correspond to sites (4), (5), (10), (11) and (14).
This is consistent with the large hyperfine couplings obtained for these sites from
the DFT calculations as shown in Figure 4.6.3. However, the good resolution
obtained for crowded regions of the SAR-COSY spectrum allows the assignment
4 Homonuclear Scalar Correlations: SAR-COSY 186
 p
p
m
 ppm
050100150200250300350400450
0
100
200
300
400
500
600
700
800
900
 p
p
m
ppm
050100150200250300350400450
0
50
100
150
200
250
300
350
400
450
(a) (b)
Figure 4.6.5: r-INADEQUATE spectrum of 50%-U-13C CsC60 taken from Ref.
[115] (a) and the effect of shearing this spectrum (b). Diagonals (blue) have been
added for illustrative purposes.
made with r-INADEQUATE to be refined. In particular, site (16) can be resolved
on the high δ side of the broad resonance due to sites (6), (7), (12) and (15) by
virtue of its cross peaks to sites (11) and (15). It should be noted that the shapes
of the SAR-COSY cross peaks indicate that the variations in the chemical shift
arising from the disorder in polymer CsC60 are correlated between neighbouring
sites. A straightforward SQ-SQ shift correlation format has been shown recently
to be suitable for exploring two-dimensional shift and J coupling distributions in
disordered solids [116, 117]. However, to date these distributions have been gen-
erated by shearing the DQ-SQ correlation spectra produced by r-INADEQUATE
experiments.
The carbon-13 r-INADEQUATE spectrum of 50%-U-13C CsC60 from Ref. [115]
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is reproduced in Figure 4.6.5(a). Figure 4.6.5(b) shows the result of performing a
shearing transformation on this spectrum. The shearing of the DQ-SQ spectrum
in (a) was performed by creating a new ω1 value for each point of the contour plot
by subtracting the corresponding ω2 value from the original ω1 value. Construct-
ing a new contour plot using the revised ω1 values gives the spectrum shown in
(b). This is the type of transformation used in Ref. [116] to produce a SQ-SQ
type spectrum from a DQ-SQ r-INADEQUATE spectrum in order to perform a
further analysis. Note the likeness of Figure 4.6.5(b) to the SAR-COSY spectrum
given in Figure 4.6.4.
The further analysis performed in Ref. [116] is a chemical shift conditional prob-
ability distribution analysis. A cross peak is selected from a SQ-SQ spectrum.
This cross peak can be represented as a matrix of intensities. Each column of
this matrix is normalized so that the sum of the absolute values of the intensities
in the column is 1. This then yields an experimental conditional probability ma-
trix detailing the probability that a site resonates at Ω1 given that another site
resonates at Ω2. If the same normalization process is applied to the rows of the
original cross peak matrix then an experimental conditional probability matrix
will be formed detailing the probability that a site resonates at Ω2 given that
another site resonates at Ω1. If the signal-to-noise ratio of the cross peak is low
a filter can be applied that sets the conditional probability to zero for intensities
that are below a certain threshold. This prevents a conditional probability being
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Figure 4.6.6: (a) SAR-COSY cross peak between sites 2 and 4 of CsC60 extracted
from Figure 4.6.4 along with skyline projections of this peak (top and right). The
resulting conditional probability distributions are shown in (b) and (c).
assigned to noise. Note, however, that applying this filter means that the sum
of the intensities in a given column (or row) will now not be 1. The resulting
conditional probability distributions can be used to probe the structural disorder
of solids.
Conditional probability distributions are given in Figures 4.6.6 and 4.6.7 for two
of the cross peaks from the SAR-COSY spectrum of CsC60 (Figure 4.6.4). Note
that, unlike the r-INADEQUATE spectra of Ref. [116], a shearing transformation
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does not have to be applied to the SAR-COSY data since a SQ-SQ type spectrum
is obtained in the first instance. Figure 4.6.6(a) shows one of the SAR-COSY cross
peaks resulting from the coupling between sites 2 and 4 of CsC60. The skyline
projections of this cross peak (top and right) illustrate that there is a distribution
of chemical shifts for both sites. The conditional probability distributions for this
cross peak, shown in (b) and (c), demonstrate the likelihood that one chemical
shift from the distribution from site 2 will be correlated with a given chemical
shift from the distribution from site 4 and vice versa, respectively. For instance,
from Figure 4.6.6(b) it can be seen that if site 4 has δ = 225 ppm then the most
probable chemical shift for site 2 will be approximately δ = 89 ppm.
Figure 4.6.7(a) shows one of the SAR-COSY cross peaks resulting from the cou-
pling between sites 8 and 12 of CsC60 and the corresponding conditional proba-
bility distributions are given in (b) and (c). Similar to the previous cross peak,
a distribution of chemical shifts is observed for both sites and the distributions
appear to be correlated. However, this cross peak has a y = kx chemical shift
correlation structure (whereas the previous cross peak has a y = −kx chemical
shift correlation structure).
It was postulated earlier that the chemical shift distributions observed for this
sample could arise from chain end effects, defects in packing or incomplete poly-
merization. Although the conditional probability distributions do not discrimi-
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Figure 4.6.7: (a) SAR-COSY cross peak between sites 8 and 12 of CsC60 extracted
from Figure 4.6.4 along with skyline projections of this peak (top and right). The
resulting conditional probability distributions are shown in (b) and (c).
nate between these, it could be suggested that the polymeric phase of CsC60 is
actually more oligomeric than polymeric. Variable length oligomers could result
in the chemical shift distributions observed and the conditional probability plots,
which show 3 or 4 maxima, could then elude to the presence of 3 or 4 different
chain lengths.
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4.7 Conclusions
The SAR-COSY experiment results in a two-fold gain in cross peak intensity rel-
ative to its antecedent UC2QF-COSY. Furthermore, for SAR-COSY the diagonal
peaks are efficiently suppressed and of opposite sign, resulting in good resolution
in crowded areas where cross peaks appear close to the diagonal. The sensitivity
of SAR-COSY is equivalent to that of r-INADEQUATE, but the straightforward
SQ-SQ shift correlation format is retained. These features make SAR-COSY
particularly suitable for measuring homonuclear scalar correlation spectra for
nuclei with low natural abundance, such as carbon-13, and of disordered solids.
Chemical shift conditional probability distributions can be extracted straight from
SAR-COSY cross peaks and can contribute additional information characteristic
of disordered solids.
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5 Outlook
In this thesis it has been shown that the resolution of proton resonances in solid-
state NMR can be dramatically improved by the use of homonuclear decoupling
sequences; in particular, the DUMBO-1 sequence. However, the achievable res-
olution is still a long way from that attainable with solution-state NMR. Im-
provements in solid-state rotor materials will allow higher MAS rates and thus
improve resolution. MAS rates are restricted by the forces that the rotors can
withstand. Additionally, faster MAS rates require smaller sample volumes and
thus, to counter the sensitivity limitations of NMR, greater static magnetic field
strengths are a necessity.
In conjunction with new developments in the mechanical aspects of NMR, ad-
vancements in NMR hardware, such as transmitter boards and probes, will al-
low for a more accurate representation of the pulse schemes of RF irradiation.
Improvements in probe design need to mirror the advancements in transmitter
board technology owing to the limitations due to Q factors of current probes;
any upgrade would be nullified if the probe cannot emulate it. Further to this,
advancements in computational hardware and software permit more complicated
simulations to be completed within realistic time periods. Thus, new decoupling
pulse schemes can, in theory, be designed that function according to the latest
hardware specifications (phase-switching time etc.) in combination with state-of-
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the-art ultra-fast MAS rates.
This cutting-edge research comes at a cost. For the acquisition of high-resolution
proton NMR, the DUMBO-1 sequence has been shown to perform well on stan-
dard solid-state instrumentation. In fact, the DUMBO-1 sequence can be im-
plemented on standard solid-state instrumentation to obtain a level of resolution
that is comparable to the level that the latest hardware developments (850 MHz
1H Larmor frequency and 55 kHz ultra-fast MAS rate) can achieve. Nevertheless,
continual progress will contribute new pulse sequences and mechanical hardware
that will surpass the efficacy of the DUMBO-1 sequence.
In this thesis the symmetry based sequence that was attempted to recouple the
DQ homonuclear dipolar Hamiltonian proved successful. A slight modification
of the DQ CRAMPS experiment involving the addition of pi/2 pulses before and
after the t1 period and the shift of the DQ excitation block to immediately precede
the reconversion block (c.f. Figure 2.5.2) could produce SQ-SQ dipolar correlation
spectra. The DQ excitation and reconversion blocks will not only act as a method
for magnetization transfer but also as a DQF. Nonetheless, the resulting spectrum
will be equivalent in format to a spin diffusion CRAMPS spectrum and impaired
with an uninformative diagonal. The DQ CRAMPS experiment would therefore
be the experiment of choice.
An assumption made in Chapter 3 was that there was no self-condensation be-
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tween glycerol-functionalized surface-modifying groups in the Bindzil CC40 silica
sol. The relatively small amount of surface-functionalizing groups compared to
the rest of the sample, combined with the low natural abundance of the nuclei of
interest (and the expense involved in isotopically labelling these systems), means
that solid-state NMR is not realistically applicable to elucidate the extent of
self-condensation of these surface-modifying groups. Recently, there has been
tremendous progress towards the improvement of this sensitivity limitation. A
microwave source (a gyrotron) can be used to irradiate unpaired electron spins
(contained in optimized polarizing agents) in order to hyperpolarize surrounding
nuclear spins (1H, 13C, 15N, 29Si etc.) through a mechanism called Dynamic Nu-
clear Polarization (DNP). When combined with NMR this hyperpolarization of
the nuclear spins results in substantial sensitivity enhancements of up to several
orders of magnitude. Although DNP was primarily only considered for use at
low magnetic fields, recent technological advances have made the use of DNP-
enhanced NMR at high magnetic field possible. Consequently, the sensitivity
gains associated with DNP-enhanced solid-state NMR should allow the use of
two-dimensional scalar correlation experiments (such as SAR-COSY) to deter-
mine the extent of self-condensation of functionalizing groups on the surface of
this silica sol.
DNP-enhanced solid-state NMR should also allow other previously unfeasible ex-
periments to be performed. Overcoming the sensitivity limitations of scalar cor-
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relation experiments, such as the MAS-J-HMQC experiment and SAR-COSY,
would encourage the utilisation of these techniques to study low isotopic abun-
dance nuclei in large, complicated systems. Furthermore, semi-conducting nanos-
tructures such as caesium fulleride have become a very active research area since
the crystalline growth of semi-conducting nanowires is now controllable. These
unique objects exhibit original properties related to their dimensionality and sur-
face and should offer very promising insights for photonics and nano-electronics.
Notably it is believed that the nanowires’ environment can influence their prop-
erties. One of the approaches to validate this idea consists of directly modifying
the nanowires’ surface by molecular grafting, which should induce an alteration,
leading to a control, of the electrical conductivity and of the carrier mobility in
the nanowires. Nevertheless, despite the growing interest in modifying nanome-
ter surfaces, a very limited number of modified nanostructures have been char-
acterised chemically or physically. Application of the two-dimensional hetero-
and homonuclear correlation experiments described in this thesis, in combination
with this sensitivity-enhanced solid-state NMR technique, could yield the aspired
characterisation of such functionalized molecular wires along with other nanoscale
materials.
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Appendix I
****************************************************
**   SAR-COSY in ABX system, hypercomplex detection   **
****** The System **********************************
spectrometer(MHz)   300.07
spinning_freq(kHz)  *
channels            C13
nuclei              C13 C13 C13 
atomic_coords       *
cs_isotropic        177 53 19 ppm
csa_parameters      *
j_coupling          1 2 54
j_coupling          2 3 34
j_coupling          1 3 0
quadrupole          *
dip_switchboard     *
csa_switchboard     *
exchange_nuclei     *
bond_len_nuclei     *
bond_ang_nuclei     *
tors_ang_nuclei     *
groups_nuclei       *
******* Pulse Sequence ******************************
CHN 1
timing(usec)        2.5   (2000)   5.0   (2000)   2.5    (2.5)       (20)256D1    2.5              (2000)   5.0              (2000)   2.5                 (3)     2.5          (20)256D2
power(kHz)         100      0         100      0        100    100                  0           100                  0        100                  0       100                  0     100                    0
phase(deg)            0        0            0        0           0        0                     0            0                      0          0                     0         0                     0       0                       0
freq_offs(kHz)       0        0            0        0           0        0                     0            0                      0          0                     0         0                     0       0                       0    
phase_cycling       *        *            *         *           *  c:\spinev\i2.pc  *      c:\spinev\i3.pc  *    c:\spinev\i4.pc  *  c:\spinev\i4.pc  *  c:\spinev\i6.pc  *  c:\spinev\ir.pc(RCV)
******* Variables ***********************************
variable           ppm_ref_offs_1=0
******* Options *************************************
rho0                F1z
observables         F1p
EulerAngles         *
n_gamma             *
line_broaden(Hz)    100 100
zerofill            *
FFT_dimensions      *
options             *
* ppm_ref_offs is the offset, in kHz, of the reference (0 ppm) with respect 
  to the reference frequency (0 kHz, at the center of the spectrum)
