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En aquest projecte s'apliquen 
les tecniques de reconeixement de la 
parla amada basades en els Models de 
Markov Ocults (HMM), pero 
reempla¡;ant la representació deIs 
símbols discrets deIs senyals de veu 
per funcions densitat de probabilitat 
Gaussianes contínues. D' aquesta ma-
nera, eliminem l' error de quantificació 
introduit per la representació discre-
ta. El vocabulari sobre el qual es 
realitzaran les diferents proves esta 
compost pels 10 dígits catalans (del ° 
al 9). Observarem que els resultats 
obtinguts són millors que en el cas de 
HMM discrets. 
lo INTRODUCCIO. 
Un HMM (Hidden Markov 
Model), és un procés estocastic doble 
on un d'ells queda ocult (Hidden) i 
només pot ser conegut a través de 
l' altre procés estocastic produit per la 
seqüencia de símbols observats [1]. 
Suposem que el senyal a re-
presentar pel HMM consisteix en una 
seqüencia de vectors d'observacions 
O={Ol,OZ,. .. ,OT} on cada 0i és un 
vector que caracteritza el senyal en el 
temps t=i, i on Di, en el cas discret, ha 
sigut substituit, via algun tipus de 
VQ, per algun deIs S símbols. 
D'aquesta manera un HMM discret 
tal com el de la figura 1 queda 
caracteritzatpels següents parametres: 
N: nombre d'estats del model 
A=[aij], 1si, jsN: matriu de 
transició d' estats on aij és la 
probabilitat de fer una transició de 
l'estat i a l'estat j. En el nostre cas 
imposem larestricció: aij=Oj<i,j>i+2. 
B=[Bj(k)], 1sjsN, 1sksS: 
funció de probabilitat d'observació, 
on bjk és la probabilitat d'observar el 
símbol k a l'estatj. 
Així tenim que la probabilitat 
de que la seqüencia d' observacions O 
hagi estat generada pel modell és: 
P(O/A)= 2: 11; B; (Ol)a; ; B; (02) ... a; ; B; (Or) 
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on :rtil és la probabilitat de que 
inicialment estem a l'estat il 
En la figura 1 es mostra el 
tipus de HMM considerat aquí. Es 
tracta d'una cadena de Markov 
d'esquerra a dreta que comen¡;a a 
l' estat 1 i acaba a l' estat N. La 







FIG. 1 : Representació 
d'un HMM per N=5estats 
11. HMM CONTINUS. 
En el cas continu els 0i ja no 
són substituits pels símbols. Ara tenim 
les funcions densitat de probabilitat 
B={Bj(x)}, 1sjsN on Bj(x)dx és la 
probabilitat de que el vector 0i estigui 
entre x i dx. Nosaltres considerarem 
funcions Gaussianes: 
M 
Bj(x) = 2Cjkf(x,f.tjk,Ujk) 
k-1 
19 
on f(x,fA,U) és un funció densitat de 
dimensió D (D=12 en el nostre cas) de 
mitja f-ti de covarian¡;a U. Llavors els 
parametres que caracteritzen el nostre 
HMM continu són: 
N: nombre d'estats. 
M: nombre de mescles (o f.d.p. 
per estat) . 
D: dimensió deIs vectors. 
A=[aij]: matriu de transició 
d'estats. 
C=[Cjk]: matriu de guany de la 
mescla. 
f-t= [f-tjkdJ: vector de les mitges 
de les components de les mescles. 
U=[Ujkde]: matrius de les 
covariances de les components de les 
mescles. 
2.1. HMM AMB INFORMACIO 
DE L'ESPECTRE, V ARIACIO 
ESPECTRAL I ENERGIA DIFE-
RENCIAL. 
Per poder treballar amb el 
senyal l'hem hagut de reduir 
previament a símbols a través de 
l' analisi LPC (Linear Predicti ve 
Coding). Aquest ens proporciona un 
vector, de dimensió 12 en el nostre 
cas, que conté la informació espectral 
de la trama que estem estudiant dintre 
del nostre senyal de veu. 
L'objectiu del nostre projecte 
és implementar un sistema en el qual 
els models de Markov utilitzin, a més 
a més deIs coeficients cepstrum, 
d' altres informacions per tal de poder 
millorar els resultats. 
Furui [2] va proposar la 
utilització de la variació temporal ta~t 
de l'espectre com de l'energia. Aixo 
va donar lloc als coeficients cepstrals 
diferenciats, ~C, i a l' energia diferen-
cial, ~E. Introduint aquestes tres 
informacions ens queda que 
III. FASE D'ENTRENAMENT 
DEL MODEL 
Si suposem que Pr(O/l) és la 
probabilitat de que la seqüencia 
d'entrenament hagi estat generada 
pel modell, aquesta fase consistira en 
ajustar els parametres del nostre model 
per tal de maximitzar aquesta 










L'algorisme utilitzat en la 
reestimació deIs parametres és 
l'implementat per Baum-Welch [1] i 
[3]. Pero de fet les proves realitzades 
amb aquest procediment de 
reestimació ens mostren que les 
mitges, !-A, són els parametres més 
sensibles a la inicialització del model. 
Així si comparem els resultats 
obtinguts inicialitzant el model a par-
tir deIs models discrets [4] amb els 
resultats obtinguts amb una 
inicialització per Viterbi [1] i [5], 
podem observar que aquests últims 
són rnillors. 
IV. RESULTATS 
Per les proves tenim 100 
versions de cada dígit dites per 10 
locutors. Els resultats que es mostren 
corresponen a proves realitzades 
entrenant només 8 deIs locutors i 
reconeixent els 2 qué han estat fora de 
l' entrenament. 
En aquesta primera taula tenim 
els resultats obtinguts entrenant els 
models amb HMM continus on la 
primera columna correspon als dígits, 
la segona correspon al tant per cent 
d' error quan s' inicialitza el model amb 
el codebooks discrets i la tercera quan 
la inicialització ha sigut per Viterbi. 
En el primer cas l' error total és del 7% 
i en el segon cas del 1 '7%. 
Inicialització nicialització 
discrets Viterbi 
O 6% e>h 
1 30% 3% 
2 1% 0% 
3 8% 1% 
4 0% 0% 
S 4%' 1% 
6 20% 4% 
7 1% 0% 
8 0% 1% 
9 0% 1% 
taula 1 
En aquesta segona taula 
comparem els resultats que es tenien 
en el cas d'utilitzar els HMM discrets 
amb els nostres. Amb els models 
discrets l'error total produit 'es del 




O 4% 6% 
1 1% 3% 
2 1% 0% 
3 3% 1% 
4 0% 0% 
S 3% 1% 
6 4% 4% 
7 11% 0% 
8 5% 1% 
9 1% 1% 
taula 2 
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