A structured total least squares problem is considered in which the extended data matrix is partitioned into blocks and each of the blocks is block-Toeplitz/Hankel structured, unstructured, or exact. An equivalent optimization problem is derived and its properties are established. The special structure of the equivalent problem enables us to improve the computational efficiency of the numerical solution methods. By exploiting the structure, the computational complexity of the algorithms (local optimization methods) per iteration is linear in the sample size. Application of the method for system identification and for model reduction is illustrated by simulation examples.
where A ∈ R m×n , B ∈ R m×d , C := [A B] is the data matrix, and X ∈ R n×d is the parameter of interest, proved to be a useful parameter estimation technique. It became especially popular since the early eighties due to the development [8] of reliable solution methods based on singular value decomposition. The same technique is known in the system identification literature as the Koopmans-Levin method [12] and in the statistical literature as orthogonal regression [7] . For a comprehensive introduction to the theory, algorithms, and applications of the TLS method, see [25] .
With the increased interest in the TLS technique, more and more researchers started to apply it in various applications. In some cases, however, important assumptions of the method are not satisfied, which resulted in the development of appropriate extensions of the original TLS method. We mention the mixed LS-TLS method [25, sect. 3.5] , where some of the columns of A are exact (noise free), and the socalled generalized total least squares method [24] , where the cost function of TLS problem (1.1) is generalized to ΔA ΔB V 2 F , with V ≥ 0. The latest developments in the field are collected in the proceedings books [22, 23] .
In the early nineties, a powerful generalization of the TLS method was put forward [1, 4, 20] . The so-called structured total least squares (STLS) problem, min ΔA,ΔB,X ΔA ΔB 2 F subject to (A − ΔA)X = B − ΔB and ΔA ΔB has the same structure as A B , defined in the same way as the TLS problem (1.1) but with the additional structure constraint, includes as special cases many of the presently known TLS variations. The structure occurs naturally in, e.g., applications dealing with discrete-time dynamic phenomena [6] , where the Hankel and Toeplitz matrices are fundamental. Although the STLS problem is very general, it is still not widely accepted due to the lack of reliable solution methods for its computation, the main difficulty being that, as an optimization problem, it is nonconvex and there is no guarantee that a global minimum point will be found. Still, under certain conditions [10] for highly overdetermined systems (m nd) the solution of the problem is unique and the main difficulty-the presence of multiple local minima-tends to disappear for large sample sizes (i.e., for m → ∞). In addition, due to the consistency results of [10] , such an assumption guarantees accurate estimation and makes the problem meaningful from a statistical point of view.
However, the currently used numerical algorithms for solving the STLS problem can hardly deal with large sample sizes. The original methods of [1, 4, 20] have computational costs that increase quadratically or even cubically as a function of m. In [11, 17] , methods with computational cost linear in m are developed using the generalized Schur algorithm. These methods, however, are developed for a particular structure of the data matrix C (in [11] C is Hankel, and in [17] A ∈ R m×n is Toeplitz and B ∈ R m×1 is unstructured) and modifications for other structures are nontrivial. In [13] , based on the insight from [10] , we have proposed a new approach with computational cost linear in m and dealing with a flexible structure specification. The data matrix C can be partitioned into blocks
, where each of the blocks C (l) , for l = 1, . . . , q, is Hankel, Toeplitz, unstructured, or exact. In this paper, we consider an extension of the results of [13] to the case of blockHankel and block-Toeplitz structured matrices. Thus the data matrix is now a block matrix, of which the blocks are themselves structured with one of the four possible structures: block-Hankel, block-Toeplitz, unstructured, or exact. The need for such an extension comes from applications dealing with multi-input and/or multi-output dynamical systems. The proposed algorithms are implemented in C (see [15] ), and the software is available.
Standard notation used in the paper is as follows: R for the set of the real numbers, N for the set of the natural numbers, · for the Euclidean norm, and · F for the Frobenius norm. The operator that vectorizes columnwise a matrix is denoted by vec(·), the expectation operator by E , and the covariance matrix of a random vector by cov(·). The pseudoinverse of a matrix A is denoted by A † .
The STLS problem.
In this section, we define the STLS problem, considered in the paper, and derive an equivalent optimization problem. Consider a function S : R np → R m×(n+d) that defines the structure of the data as follows: a matrix C ∈ R m×(n+d) is said to have the structure defined by S if there exists a p ∈ R np , such that C = S(p). 
The interpretation of (2.1) is the following: Find the smallest correction Δp, measured in 2-norm, that makes the structured matrix S(p − Δp) rank deficient with rank at most n. Define CX ext = 0 is shorthand notation for the structured system of equations AX = B. The STLS problem is said to be affine structured if the function S is affine, i.e.,
In an affine STLS problem, the constraint S(p − Δp)X ext = 0 becomes bilinear in the decision variables X and Δp.
Lemma 2.2. Let S : R np → R m×(n+d) be an affine function. Then
where
Proof.
Using Lemma 2.2, we rewrite the affine STLS problem as follows:
The inner minimization problem has an analytic solution, which allows us to derive an equivalent optimization problem. Proof. Under the assumption n p ≥ md, the inner minimization problem of (2.4) is a least norm problem. Its minimum point (as a function of X) is
The significance of Theorem 2.3 is that the constraint and the decision variable Δp in problem (2.4) are eliminated. Note that typically the number of elements nd in X is much smaller than the number of elements n p in the correction Δp. Thus the reduction in the complexity is significant.
The equivalent optimization problem (2.5) is a nonlinear least squares problem, so that classical optimization methods can be used for its solution. The optimization methods require a cost function and first derivative evaluation. In order to evaluate the cost function f 0 for a given value of the argument X, we need to form the weight matrix Γ(X) and to solve the system of equations Γ(X)y(X) = r(X). This straightforward implementation requires O(m 3 ) floating point operation (flops). For large m (the applications that we aim at) this computational complexity becomes prohibitive.
It turns out, however, that for a special case of affine structures S, the weight matrix Γ(X) is nonsingular and has a block-Toeplitz and block-banded structure, which can be exploited for efficient cost function and first derivative evaluations. The set of structures of S, for which we establish the special properties of Γ(X), is
block-Toeplitz, block-Hankel, exact, or unstructured and all block-Toeplitz/Hankel structured blocks C (l) have equal row dimension K of the blocks.
(2.6) Assumption (2.6) says that S(p) is composed of blocks, each of which is block-Toeplitz, block-Hankel, exact, or unstructured. A block C (l) that is exact is not modified in the solutionĈ := S(p − Δp), i.e.,Ĉ (l) = C (l) . Assumption 2.6 is the essential structural assumption that we impose on problem (2.1). As shown in section 6, it is fairly general and covers many applications. Example 1. Consider the block-Toeplitz matrix 
with row dimension of the block K = 2. Next we specify the matrices S i that define via (2.2) an affine function S, such that C = S(p) for a certain parameter vector p. Let == be an elementwise comparison operator. Acting on matrices of the same size, it gives as a result a matrix with the same size as the arguments, of which the (i, j)th element is 1 if the corresponding elements of the arguments are equal, and 0 otherwise. (Think of Matlab's == operator.) Let E be the 6 × 3 matrix with all elements equal to 1 and define S 0 := 0 6×3 and S i := (C == iE) for i = 1, . . . , 10. We have
The matrix C considered in the example is special; it allowed us to easily write down a corresponding affine function S. Clearly with the constructed S, any 6 × 3 blockToeplitz matrix C with row dimension of the block K = 2 can be written as C = S(p) for certain p ∈ R 10 . We will use the notation n l for the number of block columns of the block C (l) . For unstructured and exact blocks, n l := 1.
Properties of the weight matrix Γ.
For the evaluation of the cost function f 0 of the equivalent optimization problem (2.5), we have to solve the system of equations Γ(X)y(X) = r(X), where Γ(X) ∈ R md×np with both m and n p large. In this section, we investigate the structure of the matrix Γ(X). Occasionally we drop the explicit dependence of r and Γ on X.
Theorem 3.1 (structure of the weight matrix Γ). Consider the equivalent optimization problem (2.5) from Theorem 2.3. If, in addition to the assumptions of Theorem 2.3, the structure S is such that (2.6) holds, then the weight matrix Γ(X) has the block-banded Toeplitz structure
, where n l is the number of block columns in the block C (l) of the data matrix S(p). The proof is developed in a series of lemmas. First we reduce the original problem with multiple blocks C (l) (see (2.6)) to three independent problems-one for the unstructured case, one for the block-Hankel case, and one for the block-Toeplitz case.
Lemma 3.2. Consider a structure specification of the form
where p =: p
and
, and
Proof. The result is a refinement of Lemma 2.2. Let Δp =: Δp
. Next we establish the structure of Γ for an STLS problem with an unstructured data matrix.
Lemma 3.3. Let
i.e., the matrix Γ has the structure (3.1) with s = 0 and
Proof. We have
Next we establish the structure of Γ for an STLS problem with a block-Hankel data matrix.
where C i are K × L unstructured blocks, parameterized by p (i) ∈ R KL as follows:
Define a partitioning of X ext as follows:
Then Γ has the block-banded Toeplitz structure (3.1) with s = n − 1 and with
Proof. Define the residual R := S(Δp)X ext and the partitioning R =:
, with blocks ΔC i . We have
.
Therefore, Γ = GG has the structure (3.1), with Γ k 's given by (3.4) . The derivation of the Γ matrix for an STLS problem with block-Toeplitz data matrix is analogous to the one for an STLS problem with block-Hankel data matrix. We state the result in the next lemma.
Lemma 3.5. Let
with the blocks C i defined as in Lemma 3.4. Then Γ has the block-banded Toeplitz structure (3.1) with s = n − 1 and with
Proof. Following the same derivation as in the proof of Lemma 3.4, we find that
Therefore, Γ = GG has the structure (3.1), with Γ k 's given by (3.5).
Proof of Theorem 3.1. Lemmas 3.2-3.5 show that the weight matrix Γ for the original problem has the block-banded Toeplitz structure (3.1) with s = max l=1,...,q (n l −1), where n l is the number of block columns in the lth block of the data matrix.
Apart from revealing the structure of Γ, the proof of Theorem 3.1 gives an algorithm for the construction of the blocks Γ 0 , . . . , Γ s that define Γ:
where δ is the Kronecker delta function: δ 0 = 1 and δ k = 0 for k = 0. Corollary 3.6 (positive definiteness of the weight matrix Γ). Assume that the structure of S is given by (2.6) with the block C (q) being block-Toeplitz, block-Hankel, or unstructured and having at least d columns. Then the matrix Γ(X) is positive definite for all X ∈ R n×d . Proof. We will show that Γ (q) (X) > 0 for all X ∈ R n×d . From (3.2), it follows that Γ has the same property. By the assumption col dim(C (q) ) ≥ d, it follows that
where the * denotes a block (possibly empty) depending on X. In the unstructured case,
is nonsingular. In the block-Hankel/Toeplitz case, G (q) is block-Toeplitz and block-banded; see Lemmas 3.4 and 3.5. One can verify by inspection that independent of X, G (q) (X) has full row rank due to its row echelon form. Then
The positive definiteness of Γ is studied in a statistical setting in [10, sect. 4] , where more general conditions are given. The restriction of (2.6) that ensures Γ > 0 is fairly minor, so that in what follows we will consider STLS problems of this type and replace the pseudoinverse in (2.5) with the inverse.
In the next section, we give an interpretation of Theorem 3.1 from a statistical point of view, and in section 5 we consider in more detail the algorithmic side of the problem.
Stochastic interpretation. Our work on the STLS problem has its origin in the field of estimation theory. A linear multivariate errors-in-variables (EIV) model is defined as follows:
AX ≈ B, where A =Ā +Ã, B =B +B, andĀX =B. 
C = S(p) andC = S(p),
wherep ∈ R np is a (nonstochastic) true value of the parameter p. As a consequence the matrix of measurement errors is also structured. Let S be affine (2.2). Theñ
where the random vectorp represents the measurement error on the structure parameterp. In [10] , it is proven that the STLS problem (2.1) provides a consistent estimator for the true value of the parameterX if cov(p) = σ 2 I (and additional technical conditions are satisfied). Ifp ∼ N(0, σ 2 I), then a solutionX of the STLS problem is a maximum likelihood estimate ofX.
Letr(X) := vec S(p)X ext be the random part of the residual r. In the stochastic setting, the weight matrix Γ is up to the scale factor σ 2 equal to the covariance matrix Vr := cov(r). Indeed,r = Gp, so that
Next we show that the structure of Γ is in a one-to-one correspondence with the structure of Vc := cov(c). Let Γ ij ∈ R dK×dK be the (i, j)th block of Γ and let Vc ,ij ∈ R (n+d)K×(n+d)K be the (i, j)th block of Vc. Define also the following partitionings of the vectorsr andc:
where m := m/K. Using r i = X ext c i , where
The one-to-one relation between the structures of Γ and Vc allows us to relate the structural properties of Γ, established in Theorem 3.1, with statistical properties of the measurement errors. Define stationarity and s-dependence of a centered sequence of random vectorsc := {c 1 ,c 2 , . . . },c i ∈ R (n+d)K as follows: •c is stationary if the covariance matrix Vc is block-Toeplitz with block size
•c is s-dependent if the covariance matrix Vc is block-banded with block size (n + d)K × (n + d)K and block bandwidth 2s + 1. The sequence of measurement errorsc being stationary and s-dependent corresponds to Γ being block-Toeplitz and block-banded.
The statistical setting gives an insight into the relation between the structure of the weight matrix Γ and the structure of the data matrix C. It can be verified that the structure specification (2.6) implies stationarity and s-dependence forc. This indicates an alternative (statistical) proof of Theorem 3.1; see the technical report [14] .
The blocks of Γ are quadratic functions of X, 
Using r i = X ext c i , we have
Efficient cost function and first derivative evaluation.
We consider an efficient numerical method for solving the STLS problem (2.1) by applying standard local optimization algorithms to the equivalent problem (2.5). With this approach, the main computational effort is in the cost function and its first derivative evaluation.
First, we describe the evaluation of the cost function: given X, compute f 0 (X). For given X, and with {Γ k } s k=0 constructed as described in the proof of Theorem 3.1, the weight matrix Γ(X) is specified. Then from the solution of the system Γ(X)y r (X) = r(X), the cost function is found as f 0 (X) = r (X)y r (X).
The properties of Γ(X) can be exploited in the solution of the system Γy r = r. The subroutine MB02GD from the SLICOT library [2] exploits both the block-Toeplitz and the banded structure to compute a Cholesky factor of Γ in O((dK) 2 sm) flops. In combination with the LAPACK subroutine DPBTRS that solves block-banded triangular systems of equations, the cost function is evaluated in O(m) flops. Thus an algorithm for local optimization that uses only cost function evaluations has computational complexity O(m) flops per iteration, because the computations needed internally for the optimization algorithm do not depend on m.
Next, we describe the evaluation of the derivative. The derivative of the cost function f 0 is (see the appendix)
and 
The second sum in (5.1) can be written as
and N k,ij ∈ R d×d is the (i, j)th block of N k ∈ R dK×dK . Thus the evaluation of the derivative f 0 (X) uses the solution of Γy r = r, already computed for the cost function evaluation and additional operations of O(m) flops. The steps described above are summarized in Algorithm 1.
Algorithm 1.
Cost function and first derivative evaluation. 6. Deconvolution problem: For a description of the problem and its formulation as an STLS problem, see [17] . In [17] a finite impulse response (FIR) filter identification problem is considered, which is an application of deconvolution for system identification. The last three problems have system theoretic interpretation-the Hankel-lowrank approximation problem is a noisy realization problem [5] or alternatively a model reduction problem (see section 6.2), and the deconvolution and the transfer function estimation problems are system identification problems (see section 6.1). For multiinput, multi-output (MIMO) systems, these problems result in block-Toeplitz/Hankel structured matrices.
Next we show simulation examples for the system identification and model reduction applications. They aim to illustrate the applicability of the derived algorithm for real-life problems. More details on the application of STLS for these problems and more realistic identification examples can be found in [16] .
Improvement of the subspace identification estimate.
Maximum likelihood SISO transfer function identification from noisy input/output data can be formulated as an STLS problem with a data matrix composed of two Hankel or Toeplitz structured blocks next to each other; see [4, sect. 4.6] . The STLS method, however, needs a good initial approximation. On the other hand, the popular subspace identification methods [26] do not need initial approximation but do not minimize a particular cost function. As a result, in general, they are statistically not as accurate as the methods based on the maximum likelihood principle. A natural idea is to use the subspace method estimate, on a second stage of the estimation problem, as an initial approximation for the STLS method. The latter is expected to reduce the estimation error.
We show a simulation example to illustrate the idea. Consider the linear timeinvariant (LTI) system with a transfer function
This is the "true model" that we aim to identify. Let (ū(t),ȳ(t)) m t=1 be an input/output trajectory of the system, whereū is a zero mean, white process with unit variance. The data available for the identification are (u(t), y(t)) m t=1 , where u =ū+ũ, y =ȳ +ỹ, andũ,ỹ are zero mean, normal, white, measurement noise, with variance σ 2 = 0.05 2 . Assuming that the exact system order is known, we apply the state space algorithm N4SID [26] . The obtained estimate is used as an initial approximation for the STLS algorithm.
Let vec par be an operator that stacks the parameters of a transfer function, i.e., the coefficients of the numerator and denominator, in a vector. We define the average relative error of estimation bȳ
HereĤ (k) denotes the identified transfer function in the kth repetition of the experiment; N = 100 repetitions of the experiment with different measurement noise realizations are performed. Figure 6 .1 shows the average relative errorsē par for the subspace method and for the STLS-based maximum likelihood method as a function of the time horizon m. The example shows that, for large sample sizes, the two approaches give close estimates and, for small sample sizes, the subspace estimate can be improved by the STLS method. 
MIMO system model reduction.
Finite horizon 2-norm optimal model reduction can be formulated as an STLS problem with a block-Hankel structured data matrix. On the other hand, balanced model reduction [18] , like subspace identification, does not require initial approximation but also does not minimize a particular cost function. Again an improvement can be expected over the balanced model reduction method when the STLS method is used on a second stage of the approximation.
To illustrate the idea, consider the following example. A 10th order, 2-input, 1-output random system has to be approximated by an rth order system, where r = 2, 4, 6, 8. First we apply balanced reduction. The obtained solution is used as an initial approximation for the STLS method. Table 6 .1 shows the average relative H 2 -errors of approximation over N = 100 repetitions:
The example confirms that the STLS method can be used to improve the result of the balanced model reduction method. 
Conclusions.
We considered an STLS problem with the structure of the data matrix, specified blockwise. Each of the blocks can be block-Toeplitz/Hankel structured, unstructured, or exact. It was shown that such a formulation is flexible and covers as special cases many previously studied structured and unstructured matrix approximation problems.
The numerical solution method of [13] was extended to the block-Toeplitz/Hankel case. The approach is based on an equivalent unconstrained optimization problem: min X r (X)Γ −1 (X)r(X). We proved that under assumption (2.6) about the structure of the data matrix, the weight matrix Γ is block-Toeplitz and block-banded. These properties were used for cost function and first derivative evaluation with computational cost linear in the sample size.
The extension to block-Toeplitz/Hankel structured matrices is motivated by identification and model reduction problems for MIMO dynamical systems. 
