Abstract
Introduction
Single image super-resolution (SISR), referring to the technique of generating a highresolution (HR) image from a low-resolution (LR) one, is meaningful for visual surveillance, high-definition TV, medical image processing, etc. Currently, superresolution image reconstruction method can be roughly divided into four categories [1] : frequency domain based, interpolation based, regularization based and learning based methods.
The frequency domain based method is firstly to be presented in [2] , where the SR computation for the noise-free low-resolution images is taken into consideration. It transforms the low-resolution image into the Discrete Fourier transform (DFT) domain and combines them into a final result according to the relationship between the aliased DFT coefficients of the low-resolution images. Then the processed DFT coefficients are transformed back to the spatial domain to obtain a high-resolution image. Later, Discrete cosine transform (DCT) is exploited to perform fast image de-convolution for SR image computation [3] .
It is well accepted that the wavelet transform is a powerful and efficient multi-scale representation tool of the image. And many studies use the wavelet transform to address the SR problem to recover the high-frequency information lost or degraded during the image acquisition process. The wavelet transform based image interpolation approaches [4] [5] usually treat the low-resolution image as the low-pass filtered subbands of the unknown wavelet-transformed high-resolution image, which is used to estimate the finer scale subband coefficients. Then the inverse wavelet transform is applied to produce the high-resolution image. The frequency domain based method is intuitive and simple, but it is difficult to deal with the problem of noise and add priori information in the process [6] . Temizel et al. [7] proposed a wavelet based image interpolation method, which implies that the magnitudes of wavelet coefficients corresponding to the same spatial location tend to propagate from lower scales to higher resolution scales. Inter-scale dependency based image interpolation method in the wavelet domain is proposed in the study [8] . The method employs a Gaussian Mixture Model (GMM) to estimate the magnitude of wavelet coefficients, and get the parameters of the GMM from subbands. Chang et al. used a wavelet transform to extract sharp information in the low-resolution image and then applies interpolation which adapts to the image local smoothness or singularity characteristics [9] . The algorithm yields sharper images with high computational complexity.
The interpolation based method processes information with a target in the image plane as grid fitting or interpolation. Image interpolation is usually accomplished by applying successively 1D kernel interpolation on horizontal and vertical directions. The classical image interpolation algorithms, such as the nearest neighbor interpolation [10] , bilinear interpolation [10] , bi-cubic convolution [11] and bi-cubic spline interpolation [12] , are with low computational complexity and can obtain promising performance in the smooth regions of the image. However, these traditional methods inherently assume smoothness constraints on the signal and, as a result, they typically generate block, saw-tooth, and other issues occurring in the edges.
In order to enhance the visual effect of edges, many interpolation algorithms have been proposed based on edge detection [13] [14] . The main idea of these algorithms is to interpolate pixels along the direction of the edge rather than the region across the edge. A new edge-directed interpolation (NEDI) algorithm is designed in [13] to try to improve edge pixel interpolation results However, it requires much matrix inversion and thus is time-consuming. Zhou et al. present a colorful image interpolation method [14] , where the pixel value is determined by the strength of the edge. This method is simple and fast, but it only detects the edge along diagonal which might degrade the reconstruction of visual effect.
To try to get better performance, some studies propose image super-resolution algorithms based on regularization [15] [16] [17] . The basic idea of these methods is to add priori knowledge of high resolution image. The maximum a posterior (MAP) [18] is one of the most popular regularization based algorithms for image interpolation. The regularization term plays a critical role in controlling the final result of image quality. The key issue of such methods is how to design effective regularization term and select the optimal regularization coefficient. The regularization term is used to determine the reconstructed high-resolution images. By regarding the image as a locally smooth data field, the Markov random field (MRF) [19] is adopted as a prior image model. To address the problem of automatically determining the optimal regularization coefficient, some works have been developed during the process of estimating the unknown high-resolution image [20] [21] , rather than applying an experimentally fixed value.
Recently, the learning based super-resolution reconstruction methods have attracted much attention in the research community. Machine learning techniques are used to map the relationship between high frequency information and low frequency information in the training data. The missing high frequency information of the test image can be predicted to improve the performance of resulted high resolution image [6] . A super-resolution method by sparse coding is proposed in the study [22] and has been widely recognized [23] [24] . The basic idea is to seek a sparse representation for each patch of the lowresolution image and use this representation to generate the high-resolution image. Two training dictionaries of the low-resolution and high-resolution image patches are established for the learning process. The sparse representation of a low-resolution image patch can be applied with the high-resolution image patch dictionary to generate the highresolution image patches.
The problem with the sparse coding based image interpolation method is that they are required to establish over-complete dictionaries and the assumption of these methods is that the input image patches are linearly sparse representation in the training set. For natural images, the establishment of over-complete dictionaries is complicated, and it suffers from the problem of potential instability, likely to produce visual artifacts. Meanwhile, the learning based super-resolution algorithm is usually time-consuming, and requires a lot of training data. Thus, it is suitable for image pre-processing system offline.
Although there are various image super-resolution methods introduced above, they rarely take into account the characteristics of the Human Visual System (HVS). Generally, the visual information entering human eyes is much more than that handled by the central nervous system. It is hard to identify the objects and their relationships immediately for human eyes when viewing a natural scene. Therefore, most processing resources will be allocated to the saliency regions by human brain, rather than a uniform distribution to all regions of the image [25] .
Based on our previous work [26] , we propose a novel image interpolation method based on saliency information. Firstly, the saliency map of low-resolution image is extracted by the saliency detection model [26] . Then different interpolation methods are applied to salient regions and non-salient regions to obtain the final interpolated image. Experimental results show that the proposed method can obtain better perceived quality than existing related interpolation methods.
The remainder of the paper is organized as follows. In Section II, the details of our proposed method are provided to better understand the advantages of the proposed framework. Section III presents experimental results and Section IV concludes.
The Proposed Method
Visual attention is an important mechanism to process visual information in the HVS. When observers look at a natural scene, they will focus on the salient regions while ignoring other non-salient regions. So we believe that the performance of reconstruction image in salient regions will significantly affect subjective image quality assessment. In this paper, we present a novel interpolation method by using the saliency information and non-local means interpolation approach, aiming to improve the interpolation quality in salient regions. The framework is illustrated in Fig. 1 . The steps of the proposed method are as follows.
1. Calculate the saliency map of LR image by using the saliency detection model; 2. Apply bicubic interpolation operation to non-salient regions for image interpolation; 3. Apply non-local means interpolation operation to salient regions for image interpolation;
4. Combine the interpolation results from bicubic and non-local means based interpolation methods to get final HR image. 
Saliency Detection Model
Our previous study of saliency detection first divides the input images into small image patches and then calculates the saliency value of each image patch by computing the differences between the quaternion Fourier transform (QFT) amplitude spectrum of this patch and all other patches in the image [26] . The weights of these differences are determined by the visual impacts of the human visual sensitivity. The saliency value of image patch i can be expressed as follows: (1) where ( , ) d i j represents the difference between image patches i and j , is the weight for the patch difference between image patches i and j .
In this model, the color and intensity channels are used in QFT to get the amplitude spectrum for each image patch, which is exploited to compute the differences between image patches. According to the related property of the human primary visual cortex [27] , the red-green and blue-yellow double opponency of the LR image are calculated for feature extraction. As shown in the study [26] , the feature differences between image patches can be represented by the differences of amplitude spectrum between image patches.
The weighting parameters in (1) can be calculated as follows [26] : where f is the spatial frequency (cycles/degree), e is the retinal eccentricity (degree); 0 C is the minimum contrast threshold; a is the spatial frequency decay constant; 2 e is the half-resolution eccentricity. According to the experiments reported in [29] , these parameters are set to ; 0.106 a  ; and . Based on the Eq. (1), the saliency value for the image patch i is represented as all the contributions from the patch differences between the image patch i and all other image patches in the image.
Bicubic Interpolation
Given a sampled signal, its continuous counterpart can be approximated by using some suitable interpolation kernel. Image interpolation is usually accomplished by applying successively 1D kernel interpolation both in horizontal and vertical directions. For uniformly spaced data, the continuous-domain signal () Y u,v can be calculated as, (3) where ( , ) uv  are sampling intervals,
h() is the interpolation kernel and () y i, j
represents the pixel array in the LR grid. The HR signal is obtained by resampling (6) on a finer grid. In [8] , the cubic convolution kernel is given as,
Non-local Means Interpolation
In the study [30] , Protter et al. present a non-local means based image super-resolution method and achieve good results. However, this method needs to process video sequences with general motion patterns, so it is time-consuming and unsuitable for single image. Thus, we modify that method to use it for the salient regions of images. The non-local means interpolation is robust to noise and preserves the local characteristics of the image. The algorithm is depicted as follows. 10 (2015) Accumulate it in its proper location ,,
is the zero-filling operator 3) Accumulate Weights:
High-resolution saliency region X
Experimental Results
In this section, we have conducted the experiment to demonstrate the performance of the proposed method. Three video sequences are used to conduct the comparison experiment: Foreman, Miss America and Suzie from [31] , are also used in the study [16] . The frames from each video are shown in Fig.3 . Six different sample frames from each video are used to compare the proposed method with other four popular interpolation algorithms: bilinear interpolation (BI) [7] , cubic interpolation (CC) [8] , new edgedirected interpolation (NEDI) [10] and iterative curvature based interpolation (ICBI) [32] .
The comparison results are shown in Tables 2 and 3 . From these tables, it can be seen that the performance of proposed method is the best with the results of both PSNR and SSIM. The most textured image 'Forman', is with the best performance among all test video frames. Fig.3 shows the comparison of portions of the interpolated results from different methods. The proposed method can obtain the best perceptual quality in the salient regions. 
Conclusion
We have proposed a new image interpolation method based on the saliency detection model. Firstly, the saliency detection model is used to calculate the saliency map of low-resolution images. Then Non-local means interpolation operation is applied to salient regions to improve the interpolation quality. Experimental results show that the proposed method can obtain better performance than conventional interpolation methods. 
