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Abstract
A fuzzy aspect is introduced into L systems and some of its properties are
investigated. The relationship between fuzzy L languages and the fuzzy languages
generated by fuzzy grammar defined by Lee and Zadeh is elucidated. The concept
of fuzzy entropy of a string is proposed as a measure of fuzziness of the latter. Some
relationship between fuzzy L systems and the ordinary L systems is discussed.
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1 Introduction
Natural languages such as English have inexactitude and ambiguity both syntactically
and semantically. A way of extending the concepts of formal languages to incorporate
some aspects of natural language is the introduction of fuzziness. Lee and Zadeh[3],
M. Mizumoto et al [5] introduced fuzzy grammars as an extension of ordinary formal
grammars (see e.g., Ref.[7]) by using the concept of fuzzy set[11]. Their formal grammar
is based on the Chomsky hierarchy[1]. However, Chomsky hierarchy is not the only way
to generate languages and to classify their complexity. There exists, for example, another
grammatical hierarchy, called L-systems or developmental systems [9]. The L-systems were
first introduced by the biologist Lindenmayer[4] to model the growth and development of
multicellular filamentous organisms. The L systems are based on parallel rewriting rules.
When a string is rewritten each symbol in the string must be renewed at the same time
according to the rewriting rules. The standard references on L-systems are Herman and
Rozenberg[2], Rozenberg and Salomaa[6].
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In this paper we introduce some families of fuzzy L-systems and investigate their
properties. We further discuss the relationship between fuzzy L languages and the fuzzy
languages generated by fuzzy grammar proposed in Ref.[3,5]. A measure of fuzziness for
a string, called the fuzzy entropy of a string with respect to a given fuzzy L system, will
be defined. The relationship between fuzzy L languages and the ordinary L languages is
also discussed.
We assume the reader to be familiar with the rudiments of formal language theory
(see, e.g., Salomaa[8]) and of L system theory (see, e.g., Rozenberg and Salomaa[6]). The
reader may consult the book (Ref.[12]) of Zimmermann for basic concepts of fuzzy set.
2 Basic definitions and notations
In this section we give some basic definitions on L systems and fix the notations to be
used later on.
An alphabet is a set of abstract symbols. The alphabets we consider are always finite
nonempty sets. The elements of an alphabet Σ are called letters or symbols. A word
over an alphabet Σ is a finite string consisting of zero or more letters of Σ. The string
consisting of zero letters is called an empty word and is denoted as Λ. The set of all words
(resp. all nonempty words) over an alphabet Σ is denoted by Σ∗ (resp. Σ+). Subsets of
Σ∗ are referred to as languages over Σ. For words w1 and w2, the juxtaposition w1w2 is
called the catenation of w1 and w2. The catenation of two languages L1 and L2 is defined
by
L1L2 = {w1w2|w1 ∈ L1, w2 ∈ L2}.
For each letter a of an alphabet Σ, let h(a) be a language, possibly over a different
alphabet. Define, further more,
h(Λ) = {Λ}, h(w1w2) = h(w1)h(w2).
For a language L over Σ, we define
h(L) = {u|u ∈ h(w) for some w ∈ L}.
Such a mapping h is called a substitution.
A substitution h such that each h(a) consists of a single word is called a homomorphism
or, briefly, a morphism.
From Rozenberg and Salomaa [6], the finite substitution or homomorphism h will often
be defined by listing the productions for each letter in Σ. Then we can view h as a set
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of productions for each letter in Σ. In this paper we do not distinguish whether h is a
mapping or a set of productions for each letter in Σ.
3 Fuzzy L systems
In this section we formulate a few elementary definitions and some results of inclusion.
Definition 3.1: A fuzzy 0L system FG is a system
FG = (Σ, h˜, ω, J, f)
where
(i) Σ is an alphabet.
(ii) ω, referred to as the axiom, is an element of Σ∗.
(iii) h, viewed as the set of productions for each letter in Σ, is a finite substitution on
Σ (into the set of subsets of Σ∗); h˜ is a set of productions defined by
h˜ = {(r)a→ uf(r)|, a ∈ Σ}
where r ∈ J , a→ u is an ordinary rewriting rule in h, f(r) is the grade of the application
of the production r, which will be defined in (v) below.
(iv) J is the set of production labels as shown in (iii), J = {r}.
(v) f is a membership function such as
f : J → [0, 1].
f may be called a fuzzy function, and the value f(r), r ∈ J , is the grade of the application
of a production r.
(r)a→ uf(r) is called a fuzzy production. h˜ is called fuzzy substitution corresponding
to substitution h on Σ. When h is a homomorphism, FG is called a fuzzy D0L system.
Example 3.1: Let FG = ({a, b}, h˜, aba, J, f), the productions are
(1) a→ aba 0.5
(2) b→ Λ 0.7,
then FG is a fuzzy D0L system.
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Example 3.2: Let FG = ({0}, h˜, 0, {(1), (2)}, f), where
h˜ = {(1) 0→ Λ 0.3, (2) 0→ 00 0.8},
then FG is a fuzzy 0L system.
Definition 3.2: Let FG = (Σ, h˜, ω, J, f) be a fuzzy 0L system. A Fuzzy derivation
FD is a triple (O, ν, p), where O is a finite set of ordered pairs of non-negative integers
(the occurrence in FD), ν is a function from O into Σ (ν(i, j) is the value of FD at
occurrence (i, j)), and p is a function from O into h˜ = {(r)a → uf(r)|r ∈ J} (p(i, j)
is the fuzzy production of FD at occurrence (i, j)) satisfying the following conditions.
There exists a sequence of words (x0, x1, · · · , xm) in Σ
∗ (called the trace of FD) such that
n ≥ 1 and
(i) O = {(i, j)|0 ≤ i ≤ m and 1 ≤ j ≤ |xi|},
(ii) ν(i, j) is the jth symbol in xi,
(iii) For 0 ≤ i ≤ m, xi+1 = u1u2 · · ·u|xi|, where p(i, j) = rijν(i, j) → ujf(rij) for
1 ≤ j ≤ |xi| and rij is determined by an ordinary production ν(i, j) → uj. Then FD is
said to be a fuzzy derivation of xm from x0, m is called the length of the fuzzy derivation
FD.
If x0 = ω, then FD is said to be a fuzzy derivation of xm in FG. In general, there are
more than one fuzzy derivations of xm in FG.
Definition 3.3: The grade of a string x (∈ Σ∗), denoted as fFG(x), is given as follows
by using the concept of composition of fuzzy operations[4] and by the fuzzy derivations of
x in FD. Clearly, fFG(x) is in [0, 1],
fFG(ω) = max
r∈J
f(r),
and for x 6= ω,
fFG(x) = max{min f(rij)|(i, j) ∈ O}
where the maximum is taken over all fuzzy derivations of x in FG.
Definition 3.4: The fuzzy language generated by fuzzy 0L system FG is
L˜(FG) = {(fFG(x), x)|x ∈ L(G)}
where L(G) = ∪i≥0h
i(ω). Then L˜(G) is a fuzzy set over Σ∗.
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Definition 3.5: A fuzzy E0L system is a system
FG = (Σ, h˜, ω, J, f,∆)
where U(FG) = (Σ, h˜, ω, J, f) is a fuzzy 0Lsystem and ∆ ⊆ Σ. The fuzzy language
generated by the fuzzy E0L system FG is defined as
L˜(FG) = {(fFG(x), x)|x ∈ L(U(G)) ∩∆
∗},
where L(U(G)) = ∪i≥0h
i(ω) and fFG(x) = fU(FG)(x).
Definition 3.6: A fuzzy T0L system is a system
FG = (Σ, H˜, ω, J, f),
where H˜ is a nonempty finite set of fuzzy substitutions {h˜1, · · · , h˜k}. We take H˜ = ∪
k
i=1h˜i
and, for every h˜i, (Σ, h˜i, ω, Ji, fi) is a fuzzy 0L system, where {Ji}
k
i=1 are disjoint and
J = ∪ki=1Ji, fi = f |Ji.
By using the definition of derivation in a T0L system (cf. p. 232 of Ref. [6]), similar
to Definition 3.2 and Definition 3.3, it is easy to define a fuzzy derivation in a fuzzy T0L
system and the grade fFG(x) of a string x(∈ Σ
∗).
Then we have:
Definition 3.7: The fuzzy language generated by a fuzzy T0L system FG is
L˜(FG) = {(fFG(x), x)|x ∈ L(G)},
where
L(G) = {x ∈ Σ∗|x = ω or x ∈ h1 · · ·hm(ω).
In the above line h1, · · · , hm are substitutions corresponding to h˜1, · · · , h˜m ∈ H˜.
Definition 3.8: A fuzzy ET0L system is a system
FG = (Σ, H˜, ω, J, f,∆)
where U(FG) = (Σ, H˜, ω, J, f) is a fuzzy T0L system and ∆ ⊆ Σ. The fuzzy language of
FG is defined by
L˜(FG) = {(fFG(x), x)|x ∈ L(U(G)) ∩∆
∗}
where
L(U(G)) = {x ∈ Σ∗|x = ω or x ∈ h1 · · ·hm(ω)
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As before, h1, · · · , hm are substitutions corresponding to h˜1, · · · , h˜m ∈ H˜.
A fuzzy language is termed a fuzzy 0L (resp. D0L, E0L, T0L, ET0L) language if it
coincides with L˜(FG) for some fuzzy 0L (resp. D0L, E0L, T0L, ET0L) system FG.
We use the notation L(F0L) (resp. L(FD0L), L(FE0L), L(FT0L), L(FET0L)) to
denote the set of all fuzzy 0L (resp. D0L, E0L, T0L, ET0L) languages.
From the above definitions the inclusion relations follow straightforwardly
Proposition 3.1
L(FD0L) ⊂ L(F0L) ⊂ L(FE0L) ⊂ L(FET0L),
L(FD0L) ⊂ L(F0L) ⊂ L(FT0L) ⊂ L(ET0L).
Denoting by L(FCFL) (resp. L(FCSL)) the set of all fuzzy context-free (resp. con-
text sensitive) languages generated by some fuzzy grammar defined by Lee and Zadeh[1],
we have
Theorem 1 L(FCFL) ⊂ L(FE0L) ⊂ L(FET0L) ⊂ L(FCSL).
Proof. Let L˜ = L˜(FG) be a fuzzy context-free language which is generated by a fuzzy
context-free grammar FG = (VN , VT , P, S, J, f). Define a fuzzy 0L system
FG′ = (VN ∪ VT , P ∪ {(r)a→ af1(r)|a ∈ VN ∪ VT}, S, J1, f1)
where J1\J is the set of labels in {(r)a → af1(r)|a ∈ VN ∪ VT} and disjoint with J ,
f1 : (J1\J) ∪ J → [0, 1] satisfies f1|J = f and f1|J1\J = maxr∈J f(r). It is clear that
L˜(FG) = L˜(FG′′), where
FG′′ = (VN ∪ VT , P ∪ {(r)a→ af1(r)|a ∈ VN ∪ VT}, S, J1, f1, VT )
is a fuzzy E0L system. Hence each fuzzy context-free language is an fuzzy E0L language.
Let FG1 = (Σ, H˜, ω, J, f,∆) be an arbitrary fuzzy ET0L system. Then G1 = (Σ, H, ω,
∆) is an ordinary ET0L system,where H = {h|h is the substitution corresponding to h˜ ∈
H˜}. From the proof of Theorem 10.5 in Herman and Rozenberg[2], there is a context
sensitive grammar G2 = (VN , VT , Q, ω) such that L(G1) = L(G2), where L(G1) and
L(G2) are the ordinary languages generated by G1 and G2 respectively. First we give an
label to each production in Q. If a production A→ β in Q has label r, then we define
f ′(r) = min{f(a)|a is an symbol of A and rewritten by this production}.
Then we can define a fuzzy context sensive grammar FG2 = (VN , VT , Q, ω, {r}, f1). It is
clear that fFG1(x) = f
′
FG2
(x) for every x ∈ L(G1) = L(G2). Hence L˜(FG1) = L˜(FG2).
Hence each fuzzy ET0L language is a fuzzy context sensive language. ✷
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4 Formal language with the threshold λ
Next we consider the relationship between fuzzy languages and ordinary languages.
Definition 4.1: Let FG be a fuzzy L system, λ a real number 0 ≤ λ < 1, then a
language generated by FG with the threshold λ is defined by
L(FG, λ) = {x ∈ Σ∗|fFG(x) > λ}.
Then we have
Theorem 2 For each fuzzy T0L (resp. ET0L) system FG with fi = ci (i = 1, · · · , m)
being constants, then for any λ (0 ≤ λ < 1), L(FG, λ) is a T0L (resp. ET0L) language.
Proof. Let H(λ) be the set of all substitutions which corresponds to fi > λ in FG.
Since FG satisfies fi = ci (i = 1, · · · , m), from definitions, L(FG, λ) is the language which
is obtained from the only substitutions in H(λ). It is obvious that our conclusion holds.
✷
5 Fuzzy entropy of a string
In this section, we only consider fuzzy 0L systems and ordinary E0L system. We
continue to view a substitution h as a set of productions for each symbol in the alphabet.
For a string w and a symbol b, Nb(w) denotes the number of occurrences of symbol b in
w. Let FG = (Σ, h˜, ω, J, f) be a fuzzy 0L system, then for each b in Σ, Rb means the set
of labels of the rules having b on the left-hand side. For w = a1a2 · · · am in Σ
∗, Aw means
a subset of J∗ defined as follows:
Aw = {α = pi1 · · ·pim|(pii)ai → uif(pii) in h˜, 1 ≤ i ≤ m}.
For a set F , #F denotes the cardinality of F . Define d(a) = #Ra which is called the it
degree of a. For any a ∈ Σ, r ∈ Ra, we define
µ(r) =
f(r)∑
ri∈Ra f(ri)
.
Then it is obvious that
∑
r∈Ra µ(r) = 1. If for any r1, r2 ∈ Ra, f(r1) = f(r2), then we
have µ(r) = 1
d(a)
, for any r ∈ Ra. If µ(r) =
1
d(a)
for all a ∈ Σ, r ∈ Ra holds, then FG is
called uniformly fuzzy 0L system. For a L system G, L(G) denote the ordinary language
generated by G.
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Definition 5.1: Let FG = (Σ, h˜, ω, J, f) be a fuzzy 0L system, Ef is defined as
follows: for any w in Σ∗,
Ef(Λ) = 0, Ef (w) = −
∑
α∈Aw
µ(α) log2 µ(α),
where f(piα) = µ(pi)µ(α), for α ∈ J∗ and pi ∈ J . Ef(w) is termed the fuzzy entropy of w.
For some c ≥ 0, we define L(FG,Ef ≤ c) = {w ∈ Σ
∗|w ∈ ∪i≥0h
i(ω) and Ef(w) ≤ c}.
Then L(FG,Ef ≤ c) is called bounded fuzzy entropy language. Denote L(BFEL) the
class of languages with bounded fuzzy entropy. We use L(RGL) and L(E0L) denote the
class of regular languages and of languages generated by an E0L system respectively.
Theorem 3 For any E0L system G, there exists a uniformly fuzzy 0L system FG
such that L(G) = L(FG,Ef ≤ 0). Hence L(E0L) ⊆ L(BFEL).
Proof. By Lemma 1 of Ref.[12], let G′ = (Σ′, h′, ω′,∆′) be the E0L system such that (1)for
all a ∈ ∆′, d(a) = 1 and for all a ∈ Σ′\∆′, d(a) ≥ 2, and (2) L(G) = L(G′) hold. Consider
a uniformly fuzzy 0L system FG = (Σ′, h˜′, ω′, J, f). From the definition of language
generated by a E0L system, it is sufficient to show that Ef (w) = 0 if and only if w ∈ ∆
′∗.
Let Σ′ = {a1, · · · , ak} and ∆
′ = {a1, · · · , ar}, then Vs = (log2 d(a1), · · · , log2 d(ak))
T =
(0, · · · , 0, νr+1, · · · , νk)
T , where νi ≥ 1 (r + 1 ≤ i ≤ k). Let Us = (Na1(w), · · · , Nak(w)).
Since FG is uniformly fuzzy 0L system, it is easy to see that
Ef(w) = 0⇐⇒ UsVs = 0
⇐⇒ Nar+1(w)νr+1 + · · ·+Nak(w)νk = 0
⇐⇒ Nai(w) = 0, (for i = r + 1, · · · , k)⇐⇒ w ∈ ∆
′∗.
Then we obtain
L(G) = L(G′) = L(FG,Ef ≤ 0).
✷
Now we are in a position to propose:
Theorem 4 L(BFEL) = L(E0L).
Proof. From Theorem 3, it is sufficient to prove L(BFEL) ⊆ L(E0L). Let FG =
(Σ, h˜, ω, J, f) be a fuzzy 0L system. Denote S = (Σ, h, ω, µ), then S is a stochastic 0L
system defined in Ref.[10]. For a given constant c (≥ 0), it is easy to see L(FG,Ef ≤
c) = L(S, c), where L(S, c) is also defined in Ref.[10]. Then from the Proof of Theorem
of Ref.[10], we have L(FG,Ef ≤ c) is in L(E0L). ✷
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Remark. Using the same method, one can introduce fuzziness into many other fam-
ilies of L system.
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