We consider the null hypothesis H 0 : p 1 = p 2 = · · · , p n = against the alternative hypothesis H 1 : p i = for some i, i = 1, 2, · · · , n where p i is the proportion of successes in each performed experiment, and is a real constant. We also consider the case where is small ( 1) and the number of failures is large (→ ∞). We show that in this case Poisson distribution is a good approximation for the negative binomial distribution and use this fact in establishing a statistical test to examine these hypotheses. We show that if the null hypothesis is not rejected, then most likely the coincidence is expected to occur, and hence we compute a confidence interval for in terms of the generalised hypergeometric function (special function) using the variance of the coincidence (or via coincidence). These results are also written in terms of elementary functions using the asymptotic expansion of the hypergeometric function. The obtained results can, for example, be used in health care, quality control, and so on.
Introduction
A discrete random variable X having a negative binomial (or Pascal) distribution with parameters r and p is denoted as X ∼ N B(r, p), and its probability mass function (p.m.f) is P (X = s) = Γ(s + r) s!Γ(r) p s (1 − p) r , s = 0, 1, 2, · · · ,
where s is the number of successes prior observing r number of failures, p is the probability of successes in each experiment [7, 9] , and Γ is the standard gamma function, see for example [2] . It is straightforward to show that the mean of the variable X is given by µ = rp/(1 − p) while the variance is given by σ 2 = rp/(1 − p) 2 [7, 9] . There are two important estimators for p. One is the minimum variance unbiased estimator (MVUE) [9] MVUE(p) = s − 1
and another one, which is a biased estimator for p, is the maximum likelihood estimator [9] MLE(p) = s s + r .
The negative binomial distribution (NBD) has many applications in engineering, health care, science and social science [1, 3, 4, 5, 8, 12, 13] . Aging research in clinical epidemiology [5] , thunderstorm probability of occurence in meteorology [12] , stock control problems [13] and accident statistics [3] are good examples among other applications of the NBD.
Inference by means of the NBD has to be carefully drawn using suitable statistical methods. For instance, is the estimated value of p acceptable to justify the use of the NBD? One should in principle perform statistical tests, and construct confidence intervals to adequately answer this question. Interesting computations of confidence intervals for the parameter p can be found in Khurshid et al. [10] . Aban et al. [1] compared the mean counts of two independent samples. In [1] , they investigated the small sample properties of the likelihood-based tests and compare their performances to those of the t-test and of the Wilcoxon test. Here, we rather investigate the case where p is small (p 1) and the number of failures is large (r → ∞). This is a special case of rare events, and an approximation with Poisson distribution can be applied. For this reason, Poisson distribution will be our important tool in the present paper (section 2).
For reference, a discrete random variable X is Poisson distributed with parameter λ if its probability mass function (p.m.f) is [7] 
Poisson distribution is denoted as X ∼ P oi(λ) and has an interesting property that both the mean and the variance are equal, and are given by µ = σ 2 = λ. In this work, we consider a more general situation with n independent studies in which experiments are considered to follow NBD's, and each with parameters r i , p i , i = 1, · · · , n. We are interested in establishing a goodness of fit test to evaluate the null hypothesis
against the alternative hypothesis
where is some positive real number. Thus, the first goal of this work is to establish a statistical test to examine these hypotheses, while the second goal is to construct a confidence interval (CI) for the parameter if there is no evidence to reject H 0 . For small ( 1) , and for large r (r → ∞), the NBD can be approximated by Poisson distribution. In that case, we can show (section 2) that the hypotheses in (4) and (5) are respectively equivalent to the null hypothesis
and the alternative hypothesis
where λ i , i = 1, 2, · · · , n are parameters of some Poisson distributions and θ is some real positive constant. Using this approximation, we will then apply known results for Poisson distribution (see Nijimbere [10] ) to obtain new results for the NBD. For Poisson distribution, Nijimbere [10] established a χ 2 goodness of fit test to examine the hypotheses in (7) and (8), and constructed a 100(1 − α)% confidence interval (CI) for θ using the variance of the coincidence (or via coincidence) that we are going to define later (section 3) in the context of the NBD. In this paper, a new goodness of fit test to examine the hypotheses in (5) and (6) is carried out, and hence a new 100(1 − α)% CI for is obtained using the variance of the coincidence as in [10] .
Approximation by Poisson distribution
In this section, we prove the approximation of the binomial distribution by Poisson distribution. And we show that the hypotheses in (5) and (6) and those in (7) and (8) are equivalent when p is small (p 1) and r is large (r → ∞).
Theorem 2.1 For p = λ/r 1 and r → ∞ where λ is a positive constant,
and µ = σ 2 ≈ λ = rp.
Proof.
(10) And if r is large, r → ∞, then
which is Poisson distribution probability mass function since
Moreover, since p = λ/r 1, then the mean of X is µ = rp/(1 − p) ≈ rp = λ while the variance σ 2 = rp/(1 − p) 2 ≈ rp = λ. Hence, under this assumption, the random variable X is Poisson distributed with parameter λ = rp, X ∼ P oi(λ = rp). This ends the proof.
Next, let us consider X i ∼ N B(r i , p i ), i = 1, 2, · · · . By Theorem 2.1, if r i = r for all i, then the hypotheses in (7) and (8) become respectivelỹ
Hence, we haveH
andH
which are (5) and (6) respectively.
3 Coincidence, probability and moments
The probability of the coincidence and the moments associated with the coincidence are derived in terms of the hypergeometric function following Nijimbere [11] in this section. But we first define the coincidence and the generalized hypergeometric function.
, · · · , n be independent and identically distributed (iid). An event is said to be a coincidence, if after counting, the number of successes is exactly the same in all n cases. Thus the the coincidence is the event given by
Definition 3.2 . The generalized hypergeometric function is the special function [2] 
where a 1 , a 2 , · · · , a p and b 1 , b 2 , · · · , b q are arbitrary constants, (ϑ) s = Γ(ϑ + s)/Γ(ϑ) for any complex ϑ, with (ϑ) 0 = 1, and Γ is the standard gamma function [2] .
Theorem 3.3 Let r i = r for all i = 1, 2, · · · , n. If is small ( 1) and r is large (r → ∞), then under H 0 ,
Proof. The joint pmf of
If r i = r for all i = 1, 2, · · · n, then under H 0 ,
where k = s + r is the total number of experiments. By Theorem 2.1 and using (5) and (14), we have
where θ = r . Following Nijimbere [11] (Theorem 1), we obtain
Hence, substituting back θ = r gives
which is (18). This ends the proof.
Theorem 3.4 Let r i = r for all i = 1, 2, · · · , n. If 1 and r → ∞, then under H 0 , the γ th moment µ γ associated with the coincidence is given by
And the variance is given by
Proof. If r i = r for all i = 1, 2, · · · , n, by Theorem 2.1 and under H 0 , the γ th moment associated with the coincidence can be approximated as
where as before θ = r . We can now apply Lemma 1 in [11] and obtain
Substituting back θ = r gives
n which is (24). To prove (31), we first approximate the first (mean) and second order moments associated with the coincidence using (24). Thus, the first order moment or mean is approximated by
while the second order moment is approximated by
Hence the variance σ 2 C is approximated by σ
Goodness of fit test and confidence interval (CI) for via coincidence
A goodness of fit test to examine the hypotheses in (5) and (6) is established in this section, and 100(1 − α)% confidence interval for is computed if the null hypothesis cannot be rejected.
Theorem 4.1 If r i = r for all i = 1, 2, · · · , n, 1 and r → ∞, and there is no evidence to reject H 0 in (5), then
where P (C) is given by (23).
If r → ∞, then
provided that r + 1 is an integer. This completes the proof. Theorem 4.1 means that we shall expect the coincidence to occur as we perform more and more experiments if the null hypothesis H 0 cannot be rejected. Moreover, if the null hypothesis H 0 in (5) is not rejected, then most likely the coincidence is expected to happen (Theorem 4.1), and hence the variance of X 1 , X 2 , · · · , X n is that of the coincidence σ 2 C given in Theorem 3.4. And if r ≥ 10, then, by the Central Limit Theorem [6] , we have
where σ 2 C is given in Theorem 3.4. Letp 1 ,p 2 , · · · ,p n be the sample estimates (MVUE) for p 1 , p 2 , · · · , p n , see equation (2) . One can also verify that under
is an unbiased estimator for . Therefore, we have We can now construct a (1−α)% confidence interval for if there is no evidence to reject H 0 . It is actually given bŷ
andˆ is given by (36).
For n = 2,σ C can be expressed in terms of modified Bessel functions of order 0 and 1, I 0 and I 1 , using Corollary 1 in [11] aŝ
where beforeˆ = (p 1 +p 2 )/2.
Asymptotic evaluation of the CI for
For r 1 (r ≥ 10), we can evaluate the variance σ 2 C in terms of elementary functions rather than in terms of special functions [11] . This is called asymptotic evaluation. In the case n > 2, the asymptotic expressions for σ 2 C is given by equation (5.39) in Theorem 6 in [11] . Substituting θ = r in (5.39) in [11] , and then substituting the resulting expression for σ 2 C in (37), we obtain simpler expressions for (39) and (40). Therefore, we should reject the null hypothesis
and (or)
If by this test, H 0 cannot be rejected, then a 100(1−α)% CI can be constructed using (41), wherê
and as beforeˆ is given by (36).
In the case n = 2, the asymptotic expressions for σ 2 C is given by equation (A.73) in Theorem 8 in [11] . Substituting θ = r in (A.73) in [7] , and then substituting the resulting expression for σ 
where as beforeˆ = (p 1 +p 2 )/2. If there is no evidence to reject the null hypothesis H 0 , one may compute a 100(1 − α)% CI for using (41), and wherê
6 Discussion and conclusion
We have defined the coincidence (Definition 3.1) in the context of the NBD and approximated its probability of occurrence in terms of the hypergeometric function by means of Poisson distribution (Theorem 3.3). We have expressed the variance and moments associated with the coincidence in terms of the hypergeometric function (Theorem 3.4). We further showed that when the number of failure is large the probability that H 0 is true equals that of the coincidence (Theorem 4.1). This means that if the null hypothesis is true (cannot be rejected), then more coincidences will occur as we keep performing the experiment many times. In that case, the variance of X i , i = 1, 2, · · · is given by the variance of the coincidence C. In this case, one may use the CLT to establish a statistical test as described in sections 4 and 5.
For simplification purpose, asymptotic expansions of the hypergeometric functions were used to express the variance of the coincidence C in terms of elementary functions (section 5).
The outcomes of this work can, for instance, be applied to achieve better results in health care, quality controls, meteorology and so on.
