Economic geographers and regional economists have long been concerned with the problems provoked by uneven regional development and the ways by which policy intervention may be able to reduce such inequalities. However, in recent years the traditional argument for seeking to secure a reduction in the spatial concentration of economic activity in particular regions has been questioned and in some cases it has been suggested that policies that try to reduce regional economic inequalities may even reduce national efficiency. This article examines the evidence for a link between growth in productivity and the degree of spatial agglomeration across the nations of Europe. In doing so it considers how spatial agglomeration should be measured and how the relationship between agglomeration and the growth of productivity can be modelled.
Introduction
Economic geographers and regional economists have long been concerned with uneven regional development, with why it is that the processes of economic growth do not lead to similar levels of prosperity, employment and welfare across space, and thence with the issue of how far and in what ways policy intervention can help to reduce such inequalities. And with regard to this latter aim, there are some critical issues at stake. Just how far is it possible to reduce regional inequality? How does the reduction of regional inequality influence the workings and performance of the national economy? Our answers to these questions obviously depend on the theories we use and the rationale we invoke for policy intervention.
In practice, of course, many countries have long operated some form of regional policy designed to redress spatial disparities in economic prosperity and welfare. In the UK, for example, regional policies have existed since the 1920s and 1930s, when in the depths of economic depression and intense structural change, radical policy 'experiments' were introduced in an attempt to alleviate and reverse the collapse of many of the country's industrial areas. To take another example, since the European Union came into being, the pursuit of regional policy there has been regarded as an essential problem of how we measure spatial agglomeration. This is not a trivial matter, both because different indicators are possible, and because data restrictions limit the choice of measure that can be used for the sort of EU-wide analyses we carry out here. Second, there is the question of inserting our chosen measure of spatial agglomeration into an appropriate model of national growth. The difficulty here is that the NEG model is not itself a model of national growth but a model of the spatial agglomeration of firms, and how such agglomeration is supposed to raise their productivity. Thus we have to specify a national growth model that can be estimated from the data available. This relates to a third problem, namely the limited length of the time series data that can be used for consistent EU-wide empirical work. We divide our study period, 1980-2007, into growth phases and use panel methods in order to minimize data constraints, but such a strategy is not itself unproblematic. We begin by setting out the theory behind the idea of a national growth-regional equity trade-off, particularly as it is articulated by the NEG perspective.
2. Spatial agglomeration and the regional inequality-national growth trade-off: the theory 2.1. The NEG theory of the trade-off Within economic geography, there has been relatively little interest in 'national efficiency versus spatial equity' type issues (one notable exception is Dall'erba and Hewings, 2003) . But in economics there has long been debate around the idea of an 'efficiency-equity' trade-off (Kuznets, 1955; Williamson, 1965; Okun, 1975) . It is perhaps not surprising, therefore, that this issue should surface in recent work in the 'new economic geography' (NEG). One of the criticisms of the first generation of NEG models was that they contained little discussion or analysis of the role or impact of policy (Martin, 1999; Neary, 2001) . The main focus was on developing a formal abstract model of spatial agglomeration (Fujita et al., 1999) . However, following the contributions by P. Martin (1999) ; Puga (1999) ; Baldwin et al. (2003) ; Brakman et al. (2009) and others, the policy implications of NEG models have been attracting growing interest, and as part of this development the idea of a trade-off between national growth and regional economic equality has figured explicitly. According to NEG models, the spatial structure of the economy is the outcome of two sets of opposing forces. On the one hand, NEG models predict that under conditions of imperfect competition, increasing returns to scale, and factor mobility, there are strong (centripetal) forces making for the spatial concentration (agglomeration) of economic activity. On the other, various centrifugal processes, namely high transport costs, restricted factor mobility, market crowding and local congestion effects are assumed to encourage the geographical dispersal of firms and workers. When transport costs and inter-regional transaction costs are high, distant provision of goods (and even some services) is too costly so that they need to be provided locally, and firms will disperse spatially to be near immobile markets. When transport and inter-regional transaction costs are low, immobile markets can be provided (served) effectively (cheaply) at a distance, so allowing firms to agglomerate spatially to gain from the various economies of scale and externalities that such agglomeration confers. In these models, agglomeration forces tend to dominate over spatial dispersal forces. When agglomeration increases, regional inequality increases, which in turn fuels further agglomeration since firms will want to locate where demand and income are highest, and where the scope for inter-firm linkages is high; and workers will be attracted by the increased job opportunities there (the so-called 'home market effect'). There is thus a positive causal relationship between agglomeration and regional inequality (curve AA in Figure 1 ).
Further, spatial agglomeration is assumed to raise national economic growth. Following endogenous growth arguments, when localized positive spillovers exist, the spatial concentration of economic activities has a beneficial effect on innovation (by lowering its cost). Increased innovation raises average productivity in the agglomeration, and hence the growth of real output there. Thus the model posits a positive relationship between the degree of spatial agglomeration (regional concentration of activity) in the national economy and the national rate of economic growth-sometimes referred to as the 'local spillovers effect' (curve SS in Figure 1 ). At the same time, however, the theory posits that high rate of innovation leads to more market entries by new firms, which compete with incumbent firms thereby lowering profit rates (the so-called 'competition effect)'. As monopolistic firms are more numerous in the rich agglomeration region than in poorer region, the decline of their profits leads to a reduction of regional income disparities. Also the attraction of firms into the rich, agglomeration region gives rise, after some point, to various congestion effects and related negative externalities which reduce regional income inequalities (curve RR in Figure 1 ).
As in all NEG models, the focus is on the derivation of an equilibrium outcome. In this case it is given by the intersection of the agglomeration-regional inequality relationship (AA) and the agglomeration-competition and congestion relationship (RR). This gives an equilibrium degree of agglomeration (A*), regional inequality (r*) Figure 1 . Agglomeration, growth and regional inequality. (After P. Martin, 1999; Baldwin et al., 2003; Lackenbauer and Meyer, 2006) .
Spatial agglomeration and national growth . 5 of 28 by guest on January 11, 2011 joeg.oxfordjournals.org and national growth (g*). The next step follows on automatically. If policy-makers seek to reduce regional inequality via interventions that actively relocate and disperse economic activity away from the spatial agglomeration(s), or through redistributive monetary and fiscal measures, the RR curve is shifted inwards to RR 1 , and as a consequence spatial agglomeration is reduced to A 1 , and regional inequality falls to r 1 . This is due to the transfer of purchasing power to the poorer regions, which increases market demand there and attracts firms into those regions. However, according to the model, the decrease in spatial agglomeration is less conducive to spillovers and innovation, so that overall national growth falls to g 1 . Hence a 'trade-off' is predicted to exist between regional equality and national growth.
Because of the way NEG models are formulated, they also imply a similar trade-off may exist within regions: spatial agglomeration of activity within a region raises that region's growth rate. Indeed, the whole argument rests on the assumption that agglomerated regions-those in which a nation's economic activity is particularly concentrated-will grow faster than other regions. A key implication is that policies to stem spatial agglomeration, or that seek to reduce it, in an effort to close inter-regional (or intra-regional) economic disparities, may be economically inefficient from a national growth point of view. For example, discussing the implications of this model in a European context, P. Martin (2005) argues that 'spatial agglomeration of economic activities may [. . .] have positive efficiency effects and may be a welcome consequence of trade integration' (pp. 99-100), implying a trade-off between efficiency and equity. He goes on to suggest that 'there is no real need for European regional policy to deal with intra-national regional inequalities' (p. 107). And, likewise, as a recent UK Treasury paper puts it: a positive relationship exists between regional disparities and national growth, forming a policy trade-off between economic efficiency and a regionally equitable spread of economic activity . . . Theory and empirical evidence suggests that allowing regional concentration of economic activity will increase growth. As long as economies of scale, knowledge spillovers and a local pool of skilled labour result in productivity gains that outweigh congestion costs, the economy will benefit from agglomeration, in efficiency and growth terms at least (Lees, 2007, p. 24 ; Emphasis added).
The main exception according to these models relates to policies that raise the innovation rate in poorer regions (Baldwin et al., 2003; Lackenbauer and Meyer, 2006) . The main effect of such a policy is to shift the SS curve upwards to SS 1 in Figure 1 . According to Baldwin et al. (2003) 'making knowledge spillovers more global is both pro-growth and pro-dispersion', since the lagging regions benefit more from spillovers and innovation, which increases their growth without reducing that of the richer regions, so that national growth is also raised (to g* in Figure 1 ). The effect is to reduce the overall degree of spatial agglomeration and regional inequality while increasing national growth, thereby avoiding the equality-efficiency trade-off. Several possible policy approaches are typically mentioned in this context, including policies that improve technology transfers and spillovers from the rich region to the poorer regions (through improved telecommunication and IT infrastructures, for example). As Baldwin et al. (2003, 433) put it, '[o]ne could think of this type of policy as one that facilitates trade in ideas rather than trade in goods'. Lackenbauer and Meyer (2006) also contend that any policy able to reduce the cost of innovation (such as an R&D subsidy) may have the same result of raising national growth and reducing regional inequality simultaneously.
Ambiguous empirical support
The empirical evidence seems to provide some support for a national growth-regional equality trade-off, but it is by no means unequivocal. P. Martin (2005) , for example, produces some evidence in favour of agglomeration effects by plotting disparities in GDP per capita at EU Member State level against the level of GDP per capita, and again with both indicators in growth rate form. In both cases Martin finds evidence of a positive association, leading to claims that a trade-off seems apparent which policy makers should take account of when making growth/inequality decisions. The study by Crozet and Koening (2007) for EU regions over 1980-2000 found some evidence for the growth promoting effects of agglomeration, with regions with a more uneven internal spatial distribution of production appearing to grow faster. In contrast, Bosker's (2007) study of 208 regions across the EU for the period 1977-2002 found that agglomerated regions-i.e. those with dense concentrations of economic activity-grew more slowly than other regions, indicating a negative agglomeration effect. The implications of these studies for the national growth-regional equality relationship are thus ambiguous. In their study of the national growth-regional inequality (spatial agglomeration) relationship across a large number of OECD and other countries, Bru¨lhart and Sbergami (2009) find that agglomeration boosts national GDP growth, but only up to a certain level of development (approximately a per capita GDP of $10,000): at levels of development above this critical level, the trade-off between national growth and regional equality seems to lose its relevance. And other studies also question the benefits of agglomeration because of the congestion costs, commuting costs, and other negative externalities that may arise (see, for example, Glaeser and Kahn, 2004; Accetturo, 2010) . The implication here is that for advanced economies, like most of those across Europe, spatial agglomeration may not boost national growth.
What emerges from the literature on the equity versus efficiency trade-off issue is that the relationship between inequality and growth is complex, the predictions of theoretical models of that relationship are highly dependent on the type of model and assumptions used, the level, stage and cyclical position of economic development, and the empirics vary and are often difficult to interpret. All this should perhaps encourage caution when trade-off type notions appear in discussions of spatial agglomeration, regional inequality and national growth (Martin, 2008) . Certainly there would seem room for further empirical work, which is the focus of the rest of this article. Given that the impact of agglomeration on national growth is assumed to work primarily through effects that eventually manifest themselves in enhanced productivity, in what follows we concentrate our attention on the growth of this variable.
3. Measuring spatial agglomeration 3.1. The problem of defining a measure A second issue in assessing the empirical grounds for the impact of spatial agglomeration on national growth concerns the measurement of agglomeration itself.
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As Rosentahal and Strange (2001, 2004 ) comment, ideally agglomerations should be defined on the basis of the location of individual firms and the externalities and economies that proximity is supposed to provide. They remark:
It is fair to say that relatively little of the empirical work on the scope of agglomeration economies has addressed the issue of establishment uniqueness and continuity. Instead, with regard to geography, most studies have grouped industries and plants into politically defined regions such as Metropolitan Statistical Areas (MSAs) . . . Activity in neighbouring regions is then typically assumed, usually implicitly, to have no effect on the region in question, and all activity within the specified region is treated as being situated at exactly the same spot (Rosenthal and Strange, 2004) .
In previous work Rosenthal and Strange (2001) , Duranton and Overman (2002) and Henderson (2003) all find that geographic localization effects decay quite steeply with distance, typically within 550 km. In yet other work, Rosenthal and Strange (2003) , using the Ellison and Glaeser (1997) index of agglomeration calculated at the zip code, county and state levels of geography, find US evidence that the geographic scale of agglomeration varies according to the type of agglomeration force being investigated. Thus the identification of agglomeration defined in terms of knowledge spillovers might be expected to yield a different spatial scale and degree of agglomeration than other alleged agglomeration processes or externalities.
Another problem relates to the spatial units employed in attempts to measure empirically the extent of agglomeration. As Guillain and Le Gallo (2006) point out, most approaches to measure and map economic agglomeration 'share a common weakness: they are a-spatial in the sense that geographic units are considered spatially independent of each other. The spatial units are treated identically, even if they are neighbours or distant, so that spatial agglomeration can be mis-estimated' (p. 4). They advocate an approach that incorporates concepts of economic potential and contiguity into the measurement of spatial agglomeration. Although there has been much research in recent years that has sought to provide measures of economic potential across Europe (see for example the survey by Combes and Overman, 2004) , and potential accessibility maps for the European Union are provided in research undertaken for ESPON (2004) , how to convert local and regional economic potentials into an overall index of agglomeration remains an unresolved issue.
In fact, the spatial units for which economic data are collected in most countries are often more a reflection of administrative convenience rather than any judgement on the economic boundaries that are relevant to the operation of localization effects. To produce better measures of agglomeration some studies have sought to use establishment based data to construct meaningful spatial units by adding companies together across 'continuous space' (Duranton and Overman, 2002) . However, the data requirements of such an approach are very demanding (Head and Mayer, 2004) . As Guillain and Gallo point out, 'despite the significant interest in the benefits that arise from economic agglomeration the identification of the spatial limits of agglomeration remains problematic' (p. 3). As they emphasis, 'the use of the term 'agglomeration' in a general sense can be justified since the forces at work in the agglomeration process depend on the spatial scale considered-so that the type of agglomeration to which the authors refer has to be specified depending on the type of analysis' (p. 3). However, as they go on to argue, there is still 'no agreement in the empirical literature as to the geographical limits of the forces at work' (op cit, p. 3).
Notwithstanding these and other problems, researchers have adopted a number of different approaches to measuring spatial agglomeration. But, as Bickenbach and Bode (2008, p. 360) have argued: 'choosing between the different measures actually implies choosing between different definitions of concentration or specialization rather than just choosing between different ways of measuring a single, uniform theoretical construct of concentration or specialization'. They suggest that this problem is compounded by the widely differing sectoral and spatial scales adopted in empirical studies. The scale selected influences the values of the statistical measures and how they can be understood. They argue that measures of agglomeration should be defined according to three characteristics, namely; the weighting system which defines the units adopted in the analysis; the reference or benchmark, which in the case of spatial agglomeration is defined to reflect a spatial system with no agglomeration and thus even proportional distribution of the measured variable across space; and what they call the projection function, which specifies the range of values possible under the measure (i.e. the meaning assigned to positive/negative values and the distance from the benchmark).
Comparing alternative measures
With these considerations in mind, we calculated and compared a number of different measures of agglomeration as candidates for inclusion in our modelling of the relationship between spatial agglomeration and national growth across Europe. Two of these were the familiar coefficient of variation and the Theil index. A third measure was the Herfindahl index (H), another well-known measure of concentration. This index sums the square of the share of production (however measured) in each region in the country. If there are n regions the value of the index ranges from 1/n (no concentration with all regions having the same volume of production) through to 1 (all production is contained in only one region). However, it is likely that regions in a nation will differ in geographical area and Ellison and Glaeser (1997) have redefined the Herfindahl index to allow for this. The EG Index thus provided our third measure.
However, as has been pointed out (OECD, 2003) a significant limitation of the EG index is that it is sensitive to the level of aggregation of the regional data and since this varies between countries this complicates its use in international comparisons. The EG index has been adjusted further in seeking to reduce the severity of this problem by deriving an index of geographic concentration (GC) which has its maximum value when all production is concentrated in the smallest region in terms of area (Spiezia, 2002) . The GC was our fourth measure. The GC measure has then been refined to produce an adjusted geographic index (AGC), which is felt to offer a better index for international comparison of geographic concentration where the size of regions differs systematically between countries (see Box 1 for its derivation). This index takes a range of zero (no concentration) to one (maximum concentration). The AGC represented our fifth measure.
These five measures were complemented by three further measures that sought to incorporate a measure of economic potential, in line with the argument put forward by Box 1. The adjusted geographic concentration index (AGC). Source: OECD (2003) The Herfindahl index (H) is defined as:
where y i is the employment share of region i and N stands for the number of regions. The index lies between 1/N (all regions have the same employment share, i.e. there is no concentration) and 1 (all employment is concentrated in one region, i.e. maximum concentration). In general, however, regions have different areas so that a correct measure of geographic concentration has to compare the employment share of each region with its share in the national territory. An index that takes into account regional differences is the one proposed by Ellison and Glaeser (1997) :
where a i is the area of region i as a percentage of the country area. If the employment share of each region equals its relative area, then there is no concentration and EG equals zero. Therefore, the bigger the value of EG, the higher geographic concentration. A major drawback of the EG index is that it is not suitable for international comparisons because it is very sensitive to the level of aggregation of regional data. This feature is due to the fact that the differences between the employment share and relative area of each region are squared. To correct for this bias due to aggregation, the EG index can be reformulated into the following index of geographic concentration (GC) (Spiezia, 2002):
where j j indicates the absolute value. Going back to our two examples, it is clear that in both cases the aggregation bias would be smaller for the GC index than for the EG index. International comparability of the GC index can be increased further by noticing that the index reaches its maximum when all employment is concentrated in the region with the smallest area. The maximum value of the GC index is the equal to:
where a min is the relative area of the smallest region. The GC index, therefore, is not internationally comparable if the size of regions differs systematically between countries. This would be the case, for instance, if one compared a country in which regions are classified at the territorial level 2 with a country where regional data are available at the territorial level 3.
A natural correction for this second aggregation bias is provided by the adjusted geographic concentration index (AGC), defined as Guillain and Le Gallo (2006) concerning the need to take the spatial relationship between regions into account. Economic potential is a measure of the potential market size and can be calculated in a number of ways at national level, as outlined in Box 2 below.
Box 2. Measures of economic potential
Method 1: Averaging over NUTS2 regions (ECPOT 1)
The economic potential for a given region, i, is calculated by dividing the overall GDP in a typical region, j, by a function of the distance between regions i and j and then summing across all n regions to obtain the overall (external) economic potential of region i. The internal economic potential of region i is added to the external economic potential to obtain the total economic potential of region i. This requires a measure of distance from region i to 'itself', in the same way that external economic potential requires the distance between regions i and j. The problem of calculating the internal distance for region i (to obtain the internal potential) was solved by the method of Stewart (1947) , which has been adopted by many researchers (Keeble et al., 1981) . This takes the internal economic potential at the centre of a uniform circular disc to be equal to the GVA of the disc divided by half the radius. The internal distance is therefore a fraction of the radius of a circle of the same area as the NUTS-2 region.
To derive a national measure of economic potential then becomes a relatively straightforward task, i.e. simply sum the regional economic potential within a country and divide by its number of regions. Such a measure provides an adequate measure of national economic potential, but does not focus very well on the influence of major agglomerations within each Member State. For this reason two additional measures were calculated.
Method 2: Using capital cities (ECPOT 2)
This calculates economic potential using the capital city (defined at NUTS2 level or above) of each country as the focal point for measuring activity (GDP), again deflated by the distance from all other capital cities. However, such a measure clearly introduces a discontinuity for Germany, which changed its capital city in 1991.
Method 3: Using the largest agglomerations (ECPOT 3)
As an alternative to the capital city region measure, the largest agglomeration in each country, identified on the basis of employment density in 1980 (the start of the sample) was selected as the national location from which activity (GDP) was used distance measures were calculated. Clearly such a measure is likely to be highly correlated with the capital city measure, as in many countries the regional selection will be the same, but there are some differences as discussed below.
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We used area weights 2 (proportion of the relevant total national land area) to calculate all of the agglomeration and potential measures referred to above, to allow for variation in the size of the spatial units used in the analysis, and in each case the measures were calculated using total regional employment and at three geographical scales, namely NUTS 1-3. Given the time span under consideration, the analysis is confined to the EU-15 Member States.
The results using the various agglomeration measures are shown in Table 1 . In relation to the coefficient of variation and the Theil, some countries have seen little variation through time. When the exercise is repeated at the NUTS 3 level it produces little alteration to the basic pattern observed using NUTS 2 regions. Table 1 also shows the Ellison and Glaeser (EG) index for the EU-15 countries at different NUTS levels. The general picture is one of not much change over time whatever the spatial scale adopted. Greece and Finland tend to show more variation with a tendency to increasing concentration over the study period. Table 1 shows the geographic concentration index (GC) for the Member States at different NUTS levels. Again, the greater its value, the greater the extent of geographic concentration in the member state. It shows a fairly stable pattern of results over time. Greece and Finland again show a tendency to increased concentration. Finally, Table 1 also presents the adjusted geographic concentration index (AGC), which, following the argument presented in Box 1, would seem to be the preferred measure. The results are broadly consistent with the previous measures.
The evidence suggests that whatever measure is adopted, the degree of concentration, and thus for our present purposes agglomeration, remains fairly stable over time for all NUTS spatial levels, although the size of the index usually increases the smaller the geographical scale (NUTS). This is to be expected. The Coefficient of Variation and Theil indices tend to show more variation over time than the EG, GC and AGC indices. The results from the AGC would seem to be the more reliable given the limitations of the others. This index tends to emphasis relative stability with most Member States experiencing little change, only Greece, Finland and to a lesser extent Spain exhibiting a trend towards slightly increased levels of regional agglomeration. This broad stability over time suggests that agglomeration is unlikely to explain cyclical growth pattern particularly well, but could be better-suited to explaining long-run effects, i.e. why a particular national long-term average growth rate is higher/lower than it would otherwise have been. Table 2 shows the sets of regions selected by using the second and third economic potential methods (ECPOT2 and ECPOT 3). The three differences between the two measures are for the Netherlands (Zuid-Holland rather than Nord-Holland), Germany (Hamburg rather than Koln pre-1981 Berlin 1991-) and Italy (Lombardia rather than Lazio). Using 1980 data as the base, the rankings for the largest agglomeration and 2 Area weights are just one set of weights that can be used. An alternative is population or employment weights. For an example of the use of population weights see Petrakos et al. (2005) . In the present study we chose area weights for three reasons. First, population is closely related to employment and so weighting employment density by population risks a kind of double-counting, whereas area is not related to employment at all. Second, the area weights do not change over time, whereas population weights will. In this way, the use of area weights keeps the focus of the measure on how employment density changes which is one of the key concerns of the research presented in this paper. Third, the AGC measure is defined using area weights and we have chosen to be consistent with this for the other agglomeration statistics. capital city measures turn out to be identical. However, some differences emerge against the average regional measure (ECPOT 1), as shown in Table 3 (the table ranks from highest economic potential to lowest). Clearly there are some similarities, as one might expect, with the more peripheral economies of Europe with low values in what remains a distance-based measure for all three indicators. The most noticeable effect is for Austria, which drops down to mid-ranking when measured on the agglomeration and capital city basis. Our investigation of possible suitable agglomeration measures suggested that it was best to proceed with the CV, Theil and AGC based indices and the three different economic potential indices. With these six indices in place we assessed the correlation that existed for each of the 14 Member States and for the specific periods (1980, 1984, 1991, 1994 and 2002 ) that we wished to use in the formal modelling work presented in the next section. Table 4 presents the results. As would be expected, there is a fair degree of correlation among the various agglomeration measures, particularly between the CV and Theil statistics, and among these statistics at the same spatial level. This indicates that, for the same spatial level, there is possibly little to choose between the Theil and CV measures, and that the main choice to be made is the appropriate level of spatial detail entering into the calculation. Concerning the AGC statistic, there is actually a negative correlation with both the Theil and CV at the NUTS1 and NUTS2 levels, and only a weak positive association at the NUTS3 level. Due to its superior properties when investigating international comparisons of regional concentration, it was decided to use the AGC statistic at the expense of the CV and Theil alternatives. The correlation between the three economic potential measures shows some interesting results. Unsurprisingly, a high correlation of 0.963 exists between the capital city (ECPOT 2) and largest agglomeration (ECPOT 3) measures, while a similar degree of association (between 0.7 and 0.8) exists between the average economy measure and the other two. Based on these findings, and the issue of dealing with the discontinuity for Germany with the capital city-based measure, it was decided to pursue the average regional and the largest agglomeration measures of economic potential (ECPOT 1 and ECPOT 3) in the modelling exercise described in the next section.
4. Evidence on the relationship between national productivity growth and spatial agglomeration 4.1. Specifying a model
As a prelude to empirically assessing the impact of agglomeration on national growth across the EU, we examine whether regions with a high density of economic activity (i.e. where a high proportion of national economic activity is concentrated) have been associated with, other things being equal, higher growth rates of productivity, than regions which contain less activity (i.e. with low densities). Figure 2 shows the relationship between regional employment density and regional productivity growth, for various NUTS levels for the EU-15 Member states. We confine our attention to the Spatial agglomeration and national growth . 17 of 28 EU-15, first because the most consistent data for the period 1980-2007 relate to this group, and because since the early 1990s the New Member States have been on a somewhat different development path relative to what they had experienced before that. There appears to be no consistent positive relationship of the sort assumed or implied by the NEG model linking national growth and spatial agglomeration (such models imply that regions with high employment densities should exhibit faster growth rates). For Member States (NUTS0) the relationship is negative, for NUTS1 and NUTS2 regions it is positive, but for NUTS3 regions it is virtually flat. Similarly, plotting the relationship between national growth and the degree of spatial agglomeration of economic activity-using our AGC measure-also yields ambiguous results (Figure 3) : the relationship is negative when spatial agglomeration is measured at the NUT1 regional level, moderately positive when spatial agglomeration is measured at the NUTS2 scale, but only very weakly so when measured at the NUTS3 level. Clearly, there are mixed messages coming from such simple bivariate analyses, and sizeable heterogeneity around the linear association and so a proper analysis must develop a model to investigate the conditional relationship, i.e. when other growth-influencing factors are taken into account. It is to this that we now turn.
There are of course several different perspectives on what are the determinants of national (and indeed, regional) growth, and various attempts to evaluate the relative importance those determinants, including the use of Bayesian model averaging (Sala-i- www.euregionalgrowth.eu/) . The basic model specification for our work has the form:
where g is the growth rate of the dependent variable capturing economic performance, defined for country (i) and period (p); y is the levels-equivalent of the dependent variable at the starting year of the period; A is an agglomeration measure, or group of measures, which may interact with other control variables; X comprises a set of initial conditioning/control variables which are also expected to influence the growth process; and m is an error term with standard properties. In a recent study that explored the relationship between spatial agglomeration and national growth for a cross section of OECD nations, Bruhart and Sbergami (2009) suggested a number of possible candidates for the explanatory X variables. These are shown in Table 5 along with their definition and expected sign and reason for inclusion.
Given that we only have 14 Member States, and 27 observations through time on national productivity growth , as mentioned above these short data series afford very few degrees of freedom from an econometric point of view. 3 We therefore divided the study period into sub periods of cyclical 'up-swing' and 'down-swing' in productivity growth at the aggregate EU level (see Figure 4 below). This gave five observations per member state, or a maximum of 70 observations on national productivity growth across our 14 Member states in all. 4 Dividing the study period in this way also allows for any differing agglomeration impacts through time. The AGC indices were calculated for different spatial scales (NUTS1, 2 and 3) using the methodology as outlined in Section 4. The area-weighted measures still suffer from an inability to distinguish different specific geographies of agglomeration, although the different spatial aggregations do go some way to resolving the issue. Other than these factors, the basic specification has deliberately sought to include other relevant causal variables, and the estimation methodology used dynamic panel procedures.
It has become customary in growth models estimated across countries and across regions to include the initial levels of GDP per capita or GVA per capita, to allow for 'catch-up' (convergence) effects on the part of those countries or regions with low starting levels of productivity.
Empirical findings for Europe
A fixed-effect panel OLS regression without any agglomeration effects was initially estimated to provide a benchmark against which to judge the effects of including the agglomeration measures, with the results shown in Table 6 . 5 The negative sign on the initial productivity level implies some slow convergence, which is probably all that can be expected among the more developed western European Member States. The main 3 Luxembourg is excluded as it is not possible to calculate an agglomeration measure due to no regional disaggregation being available. 4 As seen in Table 1 , for some spatial levels it was not possible to calculate the AGC statistic, which further reduced the sample size. 5 A more econometrically-sophisticated panel GMM approach was attempted, but estimation was not possible due to insufficient observations.
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by guest on January 11, 2011 joeg.oxfordjournals.org Table 5 . Explanatory variables for national growth regression problem variable in this regression is the education measure, which is difficult to obtain on a consistent international basis-hence it is probably not surprising that the coefficient is wrongly signed (albeit insignificant).
To the initial specification outlined in Table 6 , agglomeration effects (AGC and economic potential) were then added as described in Table 5 . Additional investigation was undertaken of how the results change by altering the spatial scale (NUTS1-3) of the AGC index, while all other variables remain the same in each regression. Table 7 reports the various options of spatial scale explored and the resulting findings in terms of the size, sign and significance of the agglomeration factors (as all that is changing between the regressions is the spatial scale of the AGC statistic: we have not reported any supporting statistics). As with the no agglomeration results shown in Table 6 , the starting level of productivity and the R&D intensity are the predominantly significant (and correctly signed) regressors, with mixed findings for most of the others. The results vary both across the different measures of agglomeration and the different spatial scales. The Economic Potential variables are both significant and correctly-signed in all regressions. Meanwhile, the AGC statistic is significant but wrongly-signed in the NUTS1 and NUTS2-level regressions, and only appears correctly-signed at one spatial level (NUTS3), at which point it becomes insignificant.
It is useful to compare our findings with those obtained by Bru¨lhart and Sbergami (op cit) in their study of growth across OECD nations. They noted the difficulty in obtaining robust results from what are frequently relatively short datasets. In particular, with respect to the EU, they state:
Given that we now have a much smaller sample, consisting of 16 countries, it is not surprising that we find relatively fewer statistically significant coefficients (than the world regression). . . . The estimates on which statistical significance is found, however, mostly conform to expectations (op cit, p. 57). Spatial agglomeration and national growth . 21 of 28
Their findings are that the Theil agglomeration index they use is positive in three out of the four specifications. Despite the positive findings on the influence of agglomeration some of the effects from other variables in their regression were somewhat counter-intuitive, including a negative effect from openness in three out of four specifications, investment share, education and population density all negative in one out of four specifications, and the starting level of GDP per capita positive in two These results run counter to the prediction whereby internal agglomeration becomes more important the less open a country is to international trade, thus confirming the conclusion that no clear-cut relationship can be discerned between openness and the growth effects of agglomeration (op cit, p. 58).
Our results, though based on a more thorough attempt to derive a meaningful agglomeration than the Theil index, and using a subdivision of the study period based on growth phases, rather than the arbitrary simple 5-year divisions used by Bru¨lhart and Sbergami, also provide mixed evidence that spatial agglomeration boosts national growth. In part, this could reflect data restrictions that constrain the available observations. By restricting ourselves to looking at national (rather than regional) growth, and by keeping the focus on Western Europe (EU-15), we have limited the number of cross-sections of data available to us.
Robustness checking-annual growth model
In an attempt to improve on the previously-identified degrees of freedom issue and how this might affect any conclusions drawn from the regression results reported in Tables 6  and 7 , we examined alternative specifications that might allow us to use annual data and thus increase the number of observations by an order of magnitude.
As a first attempt, we explored the possibility of estimating a convergence-type regression on annual data, using dummy variables to condition the effects of productivity cycles that emerge once period averages are abandoned. This approach had the advantage that we could identify the heterogeneity that exists among the European Member States, but it is not without difficulties. First, the identification of the cycle remains subjective, and secondly the treatment of the explanatory variables becomes contentious, as effectively each annual year's growth of productivity is explained by the lagged-level of productivity, R&D intensity, etc. Such an approach makes it difficult to identify long-run effects and, unsurprisingly, there is little evidence of this methodology in the economic literature.
Having ruled out the convergence-type regression, we instead focussed on a more straightforward growth model. Such models are easily derived from a production function approach, 6 and are most recently associated with total factor productivity (TFP) analysis, although we retained the focus on labour productivity in our model so as to maintain a more direct comparison to the previous results.
The results of the annual growth regression without agglomeration effects, equivalent to Table 6 , are shown in Table 8 . The increase in observations from using annual data is clear-indeed, we were able to add another year to the sample, something that has little effect in a model using average growth periods, but which adds another 14 observations in our case. The variables are as described previously, the only exception being that we now use capital stocks per employee (CS_EMP) in place of the share of private investment (INV_SHARE) as the former has a more direct relationship to the new specification we are using. In general, the findings are promising in terms of the number of significant and correctly-signed coefficients with sensible magnitudes-only R&D intensity and the higher education variables are insignificant.
To this specification we then added the agglomeration factors as before, but expressed in terms of year-on-year changes to balance with the other variables in the equation. The results from these regressions are shown in Table 9 below, again as a direct counterpart to Table 7 . 7 We find these results promising, in the sense that they are generally a reaffirmation of the previous findings:
. the variables that were previously significant and correctly signed are fairly robust to the addition of the agglomeration variables; . the agglomeration factors generally have the same signs as before, and similar magnitudes (there seems to be some interaction between the two measures of economic potential that did not exist in the period growth model, but at least one of them is significant at all spatial levels); . in particular, the AGC statistic is negative and significant at the NUTS1 and NUTS2 levels, but insignificant at NUTS3, exactly as before.
So the general conclusion from this additional analysis is that the increase in observations afforded by the shift to an annual growth model reinforces the previous findings on the mixed effects of agglomeration at different spatial scales-neither a shift to annual growth from period growth, nor a shift from convergence to simple growth model, radically alters our findings.
Concluding comments
Economic geographers and regional economists have long been concerned with the problems provoked by uneven regional development and the ways by which policy intervention may be able to reduce such inequalities. However, as we discussed in the 'Introduction' section, in recent years the traditional argument for seeking to secure a reduction in the spatial concentration of economic activity has been questioned and in some cases it has been suggested that policies that try to reduce regional economic inequalities may even reduce national efficiency. As we have highlighted these sorts of arguments are not new and reflect an old, almost eternal, ongoing debate that seems to come round every decade or so (Williamson, 1965) . Recently the impetus for the re-emergence of the line of argument has been the ascendancy of the 'new economic geography (NEG) model. This article has focused on exploring the empirical evidence for the alleged positive impact of spatial agglomeration on national growth-and its corollary, that a trade-off exists between national growth and the pursuit of greater regional equality in economic outcomes. More specifically, as our empirical case study we have examined the relationship between national productivity growth and the spatial agglomeration of economic activity across the EU-15 countries for the period 1981-2007. Our findings on a tradeoff between the rate of growth experienced and the degree of agglomeration are rather mixed. The precise results obtained depend on the measure of agglomeration adopted and the spatial scale at which the analysis is conducted. The problems we have faced in undertaking this research are fairly well-known. The spatial units for which economic data reflect administrative convenience rather than being configured to capture localization effects. While much progress is being made by using establishment 7 There is a slight difference in the statistics recorded in Table 8 (Akaike, Schwarz and H-Q Criteria) and Table 6 due to the annual observations versus panel structure of the respective datasets which allow the software used for the estimation (EViews) to supply the additional diagnostic indicators.
based data we have been constrained to use data based on traditional administrative boundaries.
There is also a clear desire to incorporate better measures of economic potential and contiguity and although we have made some progress in this direction what we have been able to do in this respect is inevitably limited. Besides the problem of producing good measures of agglomeration there is the lack of a definite and generally agreed and accepted model of national growth to which agglomeration measures can be added. This is also the result of data problems (including short-time series). We have tried to investigate these factors with different measures of agglomeration, by dividing our study period into growth phases, and by modifying the specification into an annual growth model to solve the degrees of freedom problem.
The provision of more robust supporting evidence and better modeling techniques will all help future research, but we should perhaps conclude this paper by recognizing that the basic model we have sought to test is a highly simplified model of the factors determining the location of economic activity and a very crude model with which to explain national variations in economic growth. The underlying assumptions of NEG models are highly simplistic, and raise questions about the credibility of these models as representations of the economic landscape and its dynamics (Garretsen and Martin, 2010; Martin, 2010) . Such models ignore the various negative externalities associated with spatial agglomeration (or at least treat them in a very simple way): this is arguably a key weakness of the theoretical models that claim to link spatial agglomeration and national growth. Further, NEG models also ignore the inflationary effect of agglomerations on the rest of the economy and the way in which such agglomeration activity can draw key human and capital resource from other regions such that the capacity for growth in those regions is reduced (e.g. migration of educated labour which can reduce the capacity of a peripheral region to absorb technology spillovers from the core agglomeration).
Rather than derive predictions of the impact of spatial agglomeration on national growth using a highly simplified abstract model it would perhaps be better to try to measure empirically what the effect of spatial agglomeration/regional inequality are on growth, and then build a model that captures the mechanisms involved, reflecting the spirit of the original Krugman (1991) method of deriving NEG models (in which he drew on the observed historical agglomeration of economic activity in the US manufacturing belt). It is perhaps also worth noting how in his most recent work (Krugman, 2009 (Krugman, , 2010 he has suggested that perhaps in the advanced economies agglomeration may no longer a primary source of growth enhancing increasing returns that it once was. Recent studies by economic geographers tend to support this view, in that there is evidence that agglomeration economies may go through a 'life cycle' in terms of the benefits they provide for spatial concentrated industries (Potter and Watts, 2010) . In the meantime policy makers should be cautious in basing any policy on assumptions of a trade-off between national growth and regional inequality.
