Presented are mathematical foundations of flight crew diagnostics using aviation simulator training outcomes. The approach is based on representation of pilots' gaze movement with the aid of a discrete-state continuous-time Markov process. Under consideration are procedures of model identification and goodness-of-fit estimation as well as construction of a classifier, which makes it possible to estimate the similiarity of tested pilots' gaze movements to the patterns related to different reference groups. Also derived is the criterion for assessment of flight crew proficiency using integrated diagnostic indicators defined by identified model parameters.
Introduction
Currently, systems for computerized diagnostics are successfully used in professional selection and monitoring to assess levels of knowledge, abilities, skills and psychophysiological conditions. Their application helps to increase objectivity, informativity and accuracy of estimates as well as standardization and automation of measurements. Development of similar systems for aircraft applications is one of the most important tasks. Development of new approaches, which are used to assess proficiency levels of flight crews by results of training on modern aircraft simulators in specific flight conditions, is especially topical. There are diagnostic tools in this area, which, as a rule, analyze the final training outcomes without taking into account the characteristics of training process. These tools give rather rough and unreliable estimates based on artificial criteria.
One of the promising approaches to achieve progress in the field of computerized diagnostics and to overcome part of these problems is analysis of videooculography data. Experimental studies have shown many factors that significantly affect the variability of oculomotor activity in the context of a fixed stimulus material and determine spatio-temporal characteristics of gaze trajectories in homogeneous groups of subjects [1] [2] . There are relevant indices where significant differences for diagnosed groups have become apparent [2] . However, traditional simple videooculography indicators cannot yield discrimination ability that is acceptable for flight crew diagnostics.
Mathematical analysis of observations accumulated by the authors has revealed that for successful solution of diagnostic tasks of this type it is advisable to use multivariate models for representation of analysed data, which take into account process dynamic properties, as well as indicators based on the parameters of these models that are identified for different groups of subjects.
Such a solution is presented in this work, where the following topics are under consideration:

A new concept of flight crew diagnostics assuming aircraft simulator training data analysis, which is based on representation of pilots' gaze movement with the aid of a random Markov process with continuous time;  Procedures of identification and goodness-of-fit estimation for the predictive models;  Constructing a classifier which allows assessing the similiarity of tested subject gaze movement to the patterns specific for different diagnosed groups;  Integrated diagnostic parameters that yield the criterion for assessing flight crew proficiency using a series of test exercises.
Details of the developed approaches are described in papers [4, [7] [8] [9] 15] . This work presents analysis of experiments that were carried out at the aircraft training center in Pushkino city in Moscow region by specialists of the Computer Science Faculty and the Centre of Experimental Psychology of the Moscow State University of Psychology and Education, Training Center of the FBI "AVIALESOKHRANA", the Airline "LUKOIL-AVIA" and LLC "Russian Aviation Company" on the base of the educational and training complex of helicopter Mi-8MTV-1. This complex provides a full cycle of flight crew training and includes the integrated simulator, computerized learning system, tactical situation modeling complex and workplace system of objective control (Fig. 1) . Test exercises were done by Airline "LUKOIL-AVIA" helicopter crews with different levels of flight proficiency. Despite the relatively small number of crews participated in the study, the obtained results have led to useful practical and scientific conclusions. 
. Statement of the diagnostics problem and the stages of its solution
It is supposed that a crew performs specific flight test tasks using an aircraft simulator (hereinafter referred to as "exercises"):  Exercise E1: flight in a circle, partial engine failure during climb operation, failure of directional control during the first turn maneuver;  Exercise E2: aborted takeoff, failure of the main hydraulic system, engine failure during acceleration to altitude of 50 m, winter, snowdrift, cloud base of 100 m;  Exercise E3: flight in a circle, cloud base of 100 m, snowdrift, wind;  Exercise E4: flight in a circle, winter, snow, cloud flying, cloud base of 100 m;  Exercise E5: blind landing, night snowdrift, cloud base of 100 m, initial altitude -200 m.
Distribution of crews across the groups (categories) was known and represented their levels of flight proficiency. Assuming that the corresponding samples of aircraft commanders (AC) gaze movement trajectories on the dashboard surface and the cockpit window, which are recorded at equal time intervals by means of videooculography, are available for each of these groups, the classification problem of identifying the group to which some new crew belongs is set. As shown below, this classification can be provided by the solution of the following subproblems:  Division of the gaze movements area of interest, including the dashboard surface and the cockpit window, into cells of a rectangular grid (Fig. 2) , each of which is associated with a particular discrete state of a probabilistic Markov model presented below, with gaze of an AC being located in any state with some probability going from one state to another according to certain rules;

Calculation of sample frequencies of staying in states of the Markov model utilizing samples of AC gaze trajectories for each of the given diagnosed groups of crews at specific time points;  Identification of temporal dynamics of probability distributions of staying in states of the Markov model according to the obtained sample frequencies for all diagnosed groups of crews;  Calculation and comparison of probabilistic likelihood estimates of the observed trajectory of the AC gaze registered for an unidentified crew for each of the specified diagnosed groups;  Selection the most plausible crew group and assessment of the obtained decision reliability.
Two-dimensional parametric Markov models are used after their identification to represent how the probabilities of being into the given discrete states are changed with continuous time [4, 6, [9] [10] [11] [12] . Fig. 2 . Discretization of the area of perceived scene using the rectangular grid
Mathematical model
Let gaze movement on the observed surface of interest be described by a vector continuous random function of time U(t)=(U1(t),U2(t)), where tT. Probability density p(u,t), which characterizes a distribution of function values U(t), is determined in this case as p(u,t)du = P{u≤U(t)<u+du}, where u=(u1, u2)=(x, y), and du is a square element in R 2 .
Let us assume that the stochastic function under consideration belongs to a sufficiently general class of Markov processes, or processes without aftereffect, for which the following condition p(um,tm|um-1,tm-1; …;u0,t0) = p(um,tm|um-1,tm-1) is fulfilled at any given time t0 < t1 < … < tm. These processes are fully described by an initial distribution p(u0,t0) and a distribution of transition probabilities p (u,t|u0,t0). In case of continuous processes this distribution satisfies the FokkerPlanck-Kolmogorov equation
with the initial condition p(u,t|u0,t0)|t=t0=δ (u-u0) , where δ is the Dirac deltafunction. Quantities aj(u,t) и bjk(u,t) are referred to as drift and diffusion coefficients, respectively. To find an approximate solution of the Fokker-Planck-Kolmogorov equation presented above, let us discretize the observed surface of interest (0≤x≤a, 0≤y≤b) by a straight-line grid, which is uniform along the axes. As shown in works [4] [5] 15] , searching for the approximate solution in question can be reduced to solving the Cauchy problem for a set of ordinary differential equations with regard to the probability densities of the gaze staying on the observed surface, which are averaged over the grid cell areas. If every cell of the straight-line grid in use with dimensions of × is associated with a separate discrete state of a continuous time stochastic process, then the set of equations under consideration turns to the Kolmogorov set of ordinary differential equations, which describes dynamics of changes in probability of the subject's gaze staying in the states described above. In this case the following equation corresponds to every state numbered n:
where ̃( ) = ̅ ( ) and ̃( ) = ̅ ( ) are probabilities of being in n-state and i-state; G is the grid cell area; ̅ ( ) and ̅ ( ) are probability densities of being in n-state and i-state, which are averaged over the grid cell area; , = 1, … , ; = ; is transition flow rate from n-state to i-state; is transition flow rate from i-state to n-state.
A Markov model describing dynamics of transitions between process states can be represented by an oriented graph where vertices represent states and arcs represent possible transitions between states, with transition flow rates { } , =1,…, between states being considered as free model parameters (Fig. 3 ).
Model identification
Following the method of solving the diagnostic problem, which is presented in works [4] [5] 15] , it is necessary to solve the identification subproblem for probability distributions of gaze staying in cells of discretized area for all diagnosed groups of crews. Approximation of the distributions with regard of con-
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ducted discretizationis reduced to evaluation of transition flow rates { } i,j=1,…,M between the states.
A special numerical procedure for multidimensional nonlinear optimization is used to solve the identification problem [7, 15] . It yields a solution of the inverse problem for the given set of Kolmogorov ordinary differential equations. As a result of this solution, a set of free parameters estimates is obtained, which determines the set of equations, solutions of which have the specified properties (probabilistic functions of time which approximate the observed dynamics of the sample probavilities of gaze staying in the cells of the discretized region). Estimates of free parameters can be determined based on the criterion of matching the observed and predicted histograms describing the frequency distributions of staying in states of the process. The Pearson's statistics is used as such a criterion:
where ̃( ) are predicted i-state hit frequencies at time point t; N is the sample size; probability functions ̃( ) result from numerical integration of the set of Kolmogorov equations; observed frequencies ( ) represent numbers of subjects, which gaze remained in the corresponding cells at the given test time points. The quantity 2 represents a goodness-of-fit measure. Its big values correspond to a poor fit of predicted and observed results, while its small values imply a good fit. Consequently, the identification problem solution is reduced to calculating transition flow rates , which provide the minimal value of the Pearson statistics at the time points for which observation results are available.
This technique of free parameters identification is called the minimum chisquare method [3] . According to the Cramer theorem [3] , when a set of common conditions is fulfilled, and if the random process model fits to the observations, the identification problem under consideration has the only solution which converges in probability to a desired solution, while the values of 2 statistics are asymptotically described by the chi-square distribution with M-γ-1 degrees of freedom, where γ is the number of the estimated free parameter values. Information available from the distribution makes it possible to apply the statistics given above for checking a hypothesis that the predicted state hit frequencies fit the observation results. Fig. 3 . The graph of discrete states approximating a random process of gaze movement in the area of perceived scene, corresponding to the conducted quantization. Dotted curves mark out the states that are expedient to group together with the aim of dimensionality reduction and simplification of the problem of model identification
Reducing dimension of the identification problem
As a rule, to identify free parameters of two-dimensional Markov model with the structure of relationships between states, which is presented in Fig. 3 , is a complicated computational problem. However, there is an efficient method, which makes it possible to simplify its solution.
For this purpose, raw-and-column states of initial grid can be combined into grouped states, namely, being in the state Vj (j=1,2,…,q) is equal to being in one of the states sj, sj+q, …, sj+(l-1)q, while being in the state Hi (i=1,2,…,l) is equal to being in one of the states
The resulting state graphs are presented in Fig. 4 and 5. Since probability of being in each of grouped states is equal to a sum of probabilities of being in the composing initial stochastic process states, the Kolmogorov equations for probabilities of gaze fixations in grouped states result from a concordant summation of the left and right parts of all the equations, which correspond to the cells forming these states: 
=1
Thus, studying of the initial stochastic process, which state relationship structure is formed by the × straight-line graticube, is reduced to analyzing of two processes with grouped states, which have less dimensions (l or q) and simplified structures of state relationships.
The transition flow rates between grouped states can be identified as discussed above. The backtrack to the initial process is simple: assuming that the probabilities of being in vertically and horizontally oriented groups are independent, the probability of being in a state, which is related to groups Hi and Vj, is calculated as product of probabilities and of being in these groups.
The assumption in question leads to averaging transition flow rates along given directions in each of state groups and is acceptable, if the problem formulation does not assume any certain dependencies between free parameters. The method of decomposition presented makes analysis of the systems under consideration much easier.
Classification of the trajectories, based on assessments of the likelihood
Having received approximations of the distributions of probabilities of gaze staying in cells of discretized area for different groups of crews ω∈Ω as shown above, one can determine probabilistic estimates of belonging to a specific group for previously unidentified flight crews. To solve this problem, the trajectory of the gaze on the dashboard surface and the cockpit window U(t) should be registered for each crew under assessment and the likelihood estimates ω of the observed trajectories should be determined using already known approximations ̂( , | 0 , 0 ). In general case, the curvilinear integral of the 1st kind is calculated for each category of ω:
where is the infinitely small element of the length of the trajectory U(t). The crew is assumed to belong to the category with the highest probability rating:
= max ∈Ω .
In practice, the integrals above are replaced by their numerical estimates.
Example of modeling results
As an illustration, Fig. 6 and 7 show the trajectories of gaze movement and the identified probability distributions of gaze staying in the states of twodimensional Markov model, which represents the dashboard surface and the cockpit window, for the crews C1 and C4 performing the exercise E5. Recording of gaze movements was done using the mobile eye-tracking system SMI iView X HED (Fig. 2 ) in monocular mode with a sampling frequency of 50 Hz. Registering components of the system were head-mounted and did not constrain movements. Data registration was performed without head fixation. Calibration was performed by a standard method using five fixation points on the dashboard surface. The scene observed by a pilot was recorded using the frontal camera. The probability distributions for gaze staying in the states are presented for three reference timepoints in Fig. 7 . 
Diagnostic criteria based on probabilistic models and integrated estimations of their parameters
As stated in the introduction, traditional simple videooculography indicators cannot yield discrimination ability that is acceptable for flight crew diagno-stics. The approach based on Markov models and likelihood estimations, which is presented in Section 1, provides such an ability but requires significant amount of experimental data that complicates its practical application.
Under consideration in this Section is the approach based on integrated estimations for parameters of the previously considered probabilistic models. Its advantages are:
Absence of rigid dependencies from particular spatial arrangement of devices on the cockpit dashboard, which are in pilot's area of view, and, as a consequence, from aircraft type; -Smaller amount of experimental data required for reliable diagnostics ; -Low accuracy requirements for gaze trajectory registration that is essential in carrying out the experiments and diagnostic procedures in the "field" conditions.
Main diagnostic characteristics in use are estimations of the greatest transition flow rates corresponding to vertical and horizontal directions, which are identified for the previously discussed models. This choice is conditioned by:
Dependencies of durations and frequencies of gaze fixations from both subject's experience in problem solutions and difficulties in information processing, which were revealed through experiments [2] ; -Dependencies of durations, speeds and frequencies of saccades from the presence of subject's neurophysiological and psychiatric disorders as well as from medicines and alcohol reception [2] .
Since pilot's view area that covers the dashboard and cockpit window is limited, "right-left" and "up-down" transition flow rates between states have, as a rule, comparable greatest values for opposite directions. This statement is confirmed by the results of the obtained data processing.
Connection between the mentioned characteristics and both pilots' skill level and psychophysiological condition is obvious, as insufficient results caused by these factors leads to increasing duration of fixations on items in view area, duration of saccades and difficulties in information processing [2] . A low-skilled pilot spends a lot of time for interpreting device readings. If situation requires frequent switching between several tasks, he is forced to interrupt reading process to begin anew later. This "returnable" character of gaze movements obviously results in increasing the transition flow rates between the presented model states.
The charts in Fig. 8 show the relations between the greatest transition flow rates in vertical and horizontal directions for the two-dimensional Markov model. They correspond to five reference time observation periods. Estimation of these characteristics was obtained from flight exercise E5 data for four crews with different levels of flight proficiency.Charts show a clear tendency to decrease in the transition flow rates in question with an increase of the crew qualification level. Since the vertical and horizontal directions are practically equivalent for diag-nostic decisions, we can obtain comprehensible integrated indicator allowing to formulate a decision rule for assessing the crews qualification. Computational experiments with different ways of combining the given quantities show that multiplication of the greatest transition flow rates in the vertical and horizontal directions yields the most appropriate result for diagnostics. Graphically, this characteristic is represented by the dotted rectangles in Fig. 8 . Numeric values of this integrated indicator for all crews and test exercises are shown in Fig. 9 . It is easy to notice that exercise E5 (night instrument landing) provides the best differentiation. Taking into account different importance of the performed flight exercises for the skill estimation, it is expedient to calculate sum of indicators that are respective to the exercises under consideration multiplied by the empirical weights that are determined by expert estimates and apply the appropriate threshold values of obtained indicator  to estimate crew proficiency levels basing on a series of exercises:
As an example, values of integrated indicators  for a series of exercises E1-E5 are presented in Fig. 10 . The threshold value that equals to 3000 separates the crews with the high and medium proficiency levels. The alternative to the considered assessment based on  indicator is classification with the aid of probabilistic neural networks. In this case, ordered sets of the greatest transition flow rates for given time periods are used as inputs of a recognizing network.Each of the training observations acts as a center of the corresponding radial basis function element with Gaussian activation function in the inner network layer.
Number of elements in the inner layer of this network is determined by the number of observations. Number of elements in the output layer is determined by the number of recognized groups. A probabilistic neural network does not require the training procedure and can be dynamically updated with new radial basis function elements corresponding to new observations. As a rule, it is expedient to have its own separate probabilistic neural network for each test exercise. Overall, results of this Section show both efficiency of the presented approach based on integrated estimations for parameters of the probabilistic models under consideration and the possibility to create automated tools for flight crew proficiency assessments determined byaircraft simulator training data.
Assessing the contributions of flight proficiency and psychophysiological condition of a crew to variances of the characteristics under study
In order to estimate the balance of flight proficiency and psychophysiological status influences on the characteristics under study factor analysis [14] was applied. The factor model, which is represented in the form of a path diagram in Fig. 11 , takes into account the effects of crew proficiency, its psychophysiological condition and measurement errors. The abovementioned estimates of transition flow rates identified for each crew are used as observed variables. Fig. 11 . A factor model takes into account: effects of crew proficiency (N1, N2, N3 and N4), combined effects of both pilot psychophysiological condition and measurement errors (S1, S2, S3 and S4) -on the observed estimates of the greatest transition flow rates between states of the Markov models in use, which are identified for each crew in the same time periods (P1, P2, P3 and P4). Free model parameters to be identified are: factor loadings (n, s) and correlation coefficients (r ns , r 12 , r 13 , r 14 , r 23 , r 24 , r 34 )
To identify free parameters of the given factor model by the maximum likelihood method the following statistics is used as a goodness-of-fit measure to be minimized:
, where S is the sample covariance matrix of observed variables;  -the expected covariance matrix of observed variables; || and |S| are determinants of matrices  and S, respectively; tr(S -1 ) -trace of matrice (S -1 ); N is the sample size used to calculate matrix S; q is number of observed variables. Elements of the expected covariance matrix are represented by analytical expressions composed of free parameters and have the following form (i,j=1,2,3,4):
Under the assumption of multivariate normal distribution of the observed variables under study the values of statistics F are described by the  2 distribution. Multidimensional optimization problem which is rather time-consuming should be solved numerically to identify free model parameters. Acceptable identification procedure is considered in paper [7] .
To eliminate statistically insignificant components of the saturated model presented in Fig. 11 and reveal the structure that optimal from the viewpoint of its matching the observations, the following models were compared:  Saturated model;  Reduced model without correlations between factors Ni and Si (i=1,2,3,4);  Reduced model without factors Ni (i=1,2,3,4). Results of model fitting are shown in Table 1 . For each model the hypothesis on its fit to observation data was tested, with statistics F being used as a goodness-of-fit measure. The difference in F-statistics for the saturated and reduced models is asymptotically distributed as  2 , with number of degrees of freedom being equal to the difference in their numbers of degrees of freedom. Corresponding estimations showed that correlations r12, r13, r14 and r23 were not significantly different from zero that made it possible to remove them from the list of free parameters. Table 1 shows that the saturated model does not fit observation data at the significance level of 0.05 (p<0.05). The hypothesis on model fit for the reduced model without correlations between factors Ni and Si (i=1,2,3,4) cannot be rejected at the same significance level (p>0.05), whereas this hypothesis for the reduced model without factors Ni (i=1,2,3,4) should be rejected (p<0.05).
Thus, the reduced model without correlations between factors Ni and Si (i=1,2,3,4) should be recognized as optimal one. Since rns=0, the variances of observed variables consist of two components ( 2 and 2 ) representing, respectively, the factor of crew proficiency and the combined factor of both pilot psychophysiological condition and measurement errors. The n and s values identified for the optimal model allow to conclude that the variance representing variability of the observed parameters is conditioned by 46% influence of flight crew proficiency and 54% combined influence of both psychophysiological condition of pilots and measurement errors. This fact suggests the comparable influences of the factors under study on the analyzed characteristics.
Main results and conclusions

1.
Developed is a new concept of flight crew diagnostics based on videooculography data, with estimates of identified Markov models parameters, which represent pilot's gaze movements in solving specific flight test exercises on an aircraft simulator, being used as principal characteristics to be analysed. The diagnostics under consideration is reduced to detection of oculographic markers indicating either the lack of necessary piloting skills or unacceptable psychophysiological pilot condition.
2.
Advantages of this approach are:  Absence of rigid dependencies from particular spatial arrangement of devices on the cockpit dashboard, which are in pilot's area of view, and, as a consequence, from aircraft type;  Smaller amount of experimental data required for reliable diagnostics ;  Low accuracy requirements for gaze trajectory registration that is essential in carrying out the experiments and diagnostic procedures in the "field" conditions. 3.
The presented approach yields sufficient discrimination ability to solve diagnostic problems in question that cannot be provided by the analysis of traditional simple videooculography indicators.
4.
Computational experiments revealed that multiplication of greatest transition flow rates in the vertical and horizontal directions for the presented two-dimensional Markov models yields the most appropriate integrated indicator for the flight crew diagnostics.
5.
Alternative to the considered flight crew assessment based on the given integrated indicator is classification with the aid of probabilistic neural networks. 6.
Factor analysis revealed that influence of flight crew proficiency and combined influence of both psychophysiological condition of pilots and measurement errors are comparable with regard to the analyzed characteristics.
7.
The results obtained show both efficiency of the presented approaches and the possibility to create automated diagnostic tools for flight crew proficiency assessments determined by aircraft simulator training data.
