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Recently, there has been a growing interest in optical imaging of neural activity because the 
optical neuroimaging has considerable advantages over conventional imaging. Birefringence of the 
axon has been reported to change during neural activation, but the neurophysiological origin of 
the change is still unresolved. This study hypothesizes that the birefringence signal is at least partially 
attributed to the transient cellular volume change associated with nerve excitation. To examine 
this hypothesis, we investigated how the intensity of cross-polarized light transmitting through the 
axon would change as the size of the axon changes. For this purpose, a two-dimensional finite- 
difference time-domain program was developed with the improvement of the total-field/scattered- 
field method which reduces numerical noise. The results support our hypothesis in that the computed 
cross-polarized signals exhibit some agreement with previously-reported birefringence signals.
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I. INTRODUCTION
In recent years, the brain has been studied with 
unprecedented interest in the field of neuroscience and 
in neural engineering applications as well. Since the brain 
basically consists of a network of neurons, measurement 
of dynamic activation in large neural populations is one 
of the most essential parts in brain studies. It would 
be ideal if the neural activation could be imaged with 
a single cell spatial resolution across a large tissue area 
with high temporal resolution. To date, several techniques 
have been developed to record neural activity. One of 
the most widely used methods is the measurement by 
an electrode located near the neuronal cells in the tissue. 
The electrode directly measures small fluctuations in the 
electrical potential resulting from neural activity, which 
is known as the local field potential. Although this 
method provides robust recording with high temporal 
resolution, it has some limitations. Insertion of the elec-
trodes can damage neural tissues, which is particularly 
problematic in human studies. In addition, a long-term 
recording is very hard because inserted electrodes occa-
sionally stop working after a long time due to cellular 
sheath encapsulation. In studies employing electrical stim-
ulation, the signals recorded with electrodes are often 
contaminated by stimulus artifacts.
For these reasons, there has been a growing interest 
in the development of a noninvasive and artifact-free 
method of recording neural activity. A number of inves-
tigators are trying to develop such a technique by using 
optical methods. Optical recording from an isolated single 
axon or nerve has been studied mainly because it could 
serve as a basis for the optical technique. In particular, 
fast intrinsic (label-free) changes in the birefringence 
(BIR) and scattering associated with neural activity 
were reported [1,2]. According to their studies, the BIR 
signal was larger than the scattering one by one order 
Finite-difference Time-domain Study on Birefringence … - Jonghwan Lee et al. 273
of magnitude. Hence, some investigators are using these 
BIR signals to develop the noninvasive optical technique.
In spite of the usefulness of the BIR signals, neuro-
physiological origins underlying the signals still remain 
unresolved. It is certain that a better understanding of 
the mechanism will improve the BIR signal-based neural 
recording techniques. The origin is elusive because the 
time course (waveform) of the BIR signal is quite different 
from the electrical signal [2]. The distinct waveform 
suggests that the BIR change is dominantly governed 
by neurophysiological events other than the membrane 
potential itself. Although some investigators proposed 
the hypothesis that the BIR signals could arise from 
the reorientation of membrane proteins caused by the 
membrane potential change, it is difficult to explain the 
difference in the time courses [1,2]. Other investigators 
suggested that the BIR changes might originate from 
the cell swelling associated with neural excitation [3]. 
We hypothesize that the transient cellular volume 
change (tCVC) during neural activation underlies at 
least part of the BIR signals. Since the tCVC involves 
osmosis-driven water flux, we expect that the tCVC 
would have a time course different from that of the 
membrane potential. In recent studies, tCVC has been 
directly measured using the spectral domain optical 
coherence tomography (SD-OCT), and the results 
show that the time course of tCVC was very similar 
to the BIR signals [4]. There still remains one important 
question in linking the tCVC to the BIR signals, which 
is how the mechanical tCVC actually produces a change 
in the optical birefringence. This study is aimed at 
theoretically investigating the effects of the tCVC on the 
BIR. For this purpose, we developed a finite-difference 
time-domain (FDTD) program using recent techniques 
such as the uniaxial perfectly matched layer (UPML). 
We also improved our FDTD program by proposing a 
novel method in applying incident wave sources, which 
significantly reduced numerical noise stemming from 
field leakage at the total-field/scattered-field (TF/SF) 
interface. Using the custom-built FDTD program, this 
study calculates how the BIR is altered by the tCVC, 




The FDTD method, introduced by Yee in 1966 [5], 
provides direct time-domain solutions of Maxwell’s dif-
ferential (curl) equations on spatial grids. This FDTD 
has been used in a wide range of applications including 
biomedical photonics [6,7]. 
Yee’s algorithm discretizes Maxwell’s two curl equations 
in space and time, which results in a set of six finite- 
difference equations for six electromagnetic fields, Ex, 
Ey, Ez, Hx, Hy and Hz where E is the electrical field and 
H is the magnetic field. In this study, we reduced the 
equations to the two-dimensional case, because the 
structure being modeled here, a neuronal axon is sym-
metric in its long axis (the z-direction). Hence the six 
fields were updated in the x-yplane through time-stepping.
2. Absorbing boundary conditions
Many problems, including the scattering computation 
of arbitrary objects, require open regions where the 
spatial domain under calculation is unbounded. For this 
reason, the FDTD needs suitable boundary conditions 
that can simulate extension to infinity. This can be 
achieved by absorbing boundary conditions (ABCs) that 
suppress numerical reflections of outgoing waves to an 
acceptable level.
One of the most efficient ways to realize such ABCs 
is to locate an absorbing medium at the outer boundary 
of the domain. The perfectly matched layer (PML), 
introduced by Berenger, has been widely used for this 
purpose [8]. Recently, a uniaxial anisotropic medium 
having both magnetic and electric permittivity tensors 
was proposed to be utilized as an ABC. In this study, 
we implemented the ABC using this uniaxial PML 
(UPML) formulation [9,10], which resulted in a numerical 
reflection smaller than 10
-4
 of the outgoing field.
3. Incident wave sources
To simulate the field propagation in the numerical 
space, electromagnetic wave excitations should be intro-
duced. One of the most widely-used methods is the 
total-field/scattered-field (TF/SF) formulation. It is 
particularly useful in plane wave sources [11,12]. The 
TF/SF technique excites the plane wave source at the 
TF/SF interface by using pre-calculated field values of 
the incident plane wave. In this process, the conventional 
method uses a look-up table of the standard plane 
wave. For arbitrary plane wave sources or during time- 
steps after the initial excitation, proper interpolations 
from the standard look-up table are used. Although this 
method is very powerful and efficient in memory usage, 
there is a numerical field leakage at the TF/SF interface. 
In particular, field leakage can be problematic in noise- 
sensitive calculations like those in this. Therefore, we 
improved the TF/SF method to significantly reduce field 
leakage.
We built a look-up table of all spatiotemporal values 
of incident fields for a sufficiently large time-stepping. 
Every field value at the TF/SF interface was recorded 
when the incident wave propagated in an empty space 
full of the background medium. Those field values were 
used in subsequent simulations conducted with the sub-
ject of interest. Although this method is not very efficient 
in calculation time and memory usage, it suppresses field 
leakage to almost zero. As shown in Figure 1, after long 
time-steps, while several percent of the incident field 
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FIG. 1. Performance comparison of the spatiotemporal 
lookup table and the conventional method. Propagating 
Ez fields are displayed as color maps for four cases: (a) 
at the initial time in the simulation using the conventional 
look-up table; (b) after 300 time-steps in the same simulation; 
(c) at the initial time in the simulation using our spatio-
temporal look-up table; and (d) after 300 time-steps in 
the same simulation to (c). At the initial time, there was 
no field leakage at the TF/SF interface with the conven-
tional method as well as with the spatiotemporal table. 
However, after 300 time-steps, the field leakage with the 
conventional method was much larger than with the spatio-
temporal table. The total-field zone spans 200×200 cells, 
and is surrounded on all sides by a 10-cell scattered-field 
zone. The horizontal axis represents the y-axis while the 
vertical one represents the x-axis, the propagating direction 
of the incident wave source. The gray box indicates the 
interface between the SF zone and UPML.
leaked from the TF/SF interface in the conventional 
method, field leakage was smaller than 10-10 when our 
spatiotemporal look-up table was used.
4. Near-to-far-field transformation for cross-polarized 
scattering pattern
Since the FDTD method computes field values only 
in the region around the subject, the obtained values 
are near-field data. To compare the computation with 
experimental results observed in the far-field configuration, 
it is necessary to transform the near-field data to the 
far-field data. This process can be done by using the 
phasor-domain Green’s theorem [13].
First, time-domain values of near-fields were converted 
to frequency-domain values by a discrete Fourier trans-
form. Then, the equivalent electric and magnetic current 
densities ( and  , respectively) can be obtained as
′ ′×′
′  ′×′ (1)
where ′  is a point on the closed loop surrounding the 
structure and ′  is a unit vector normal to the loop 
at ′ . Using the Green function in two dimensions (the 
Hankel function), the vector potentials at far-field were 
















where  is the magnetic vector potential,   is the 
electrical vector potential, k is the wave number, 

′ 
means the line integral along the closed-boundary of 
near-field zone,  is an observation point in the far 
field, and  is the angle between  and x-axis. The 
above formulations assume that the observation point 
 is in the far field away from any points on the closed 
loop. Based on these vector potentials, far-field electric 











































where  is the frequency of incident wave and 

  
from the symmetry was used. Then, the far-field scat-





Additionally, since the BIR signal should be computed 
in this study, we first calculated the cross-polarized 
electric field (Ecp) of light transmitting the polarizer 
that is located at the far-field scattering angle (

) 
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
FIG. 2. Schematics of the FDTD simulation. The axon 
was located along the z-axis. The incident light of electric 
field Eo and polarization angle  was introduced with the 
wave propagation vector k parallel to the x-axis.  is the 
angle of far-field scattering. The axon, merged in the extra-
cellular fluid (EF), was modeled by the cylindrical cytoplasm 
(CP) surrounded by the membrane and sheath (MS).
TABLE 1. Variable parameters in our simulations.




48, 48.5, 49, 49.5, 







0, 45, and 90 deg 3
Total number of cases 27
crossed to the incident polarization (). Similarly, we 
calculated the magnetic field (Hcp) corresponding the 
cross-polarized electric field:
)sin()sincos()cos( 22 ππ αφφα +−−+= zyxcp EEEE ,
)sin()sincos()cos( παφφπα +−−+= zyxcp HHHH
(5)
where  is the polarization angle of the incident light 
relative to the orientation of the long axis of the axon. 
Then, the far-field cross-polarized scattering pattern for 
each scattering angle  was obtained:
)Re(
2
1)( *cpcpcp HEP =φ . (6)
Our FDTD program was verified by comparing the 
computed scattering pattern of homogeneous cylinders 
to the analytic solution of Mie theory.
5. Simulation parameters
It is well known that the grid spacing (Δ) and time 
step (Δt) affect the numerical error of FDTD simulation. 
In two-dimensional cases, the Courant stability factor 
S = cΔt/Δ should be smaller than   to achieve 
numerical stability. The grid sampling density Nλ = λ0/Δ is directly related to the numerical error. Usually, 
the numerical phase-velocity error is approximately 1% 
when Nλ = 12, and 0.1% when Nλ = 36 [14]. In this 
study, S was chosen to be 1/2, and Nλ was 16 for an 
acceptably small numerical error along with reasonable 
computation memory.
In the geometric configuration illustrated in Figure 2, 
we first recorded near-field data during one period after 
sufficiently large time-stepping, and computed the far- 
field cross-polarized scattering pattern for various axon 
diameters and polarization angles. The axon was modeled 
by a concentric cylinder where the inner cylinder repre-
sented the cytoplasm and the outer cylindrical shell was 
the membrane and sheath surrounding the cytoplasm. 
The indices of refraction for the extracellular fluid, cyto-
plasm and membrane were taken from the literature in 
the values of 1.35, 1.37 and 1.48, respectively [15-17]. 
The initial diameter of the cytoplasm was 50 μm, and 
the thickness of the boundary was fixed to 1 μm. The 
diameter of the cytoplasm varied by ±1, ±2, ±3 and 
±4% from its initial value. For each diameter, the cross- 
polarized scattering patterns Pcp()were computed for 
the incident polarization angle  of 0, 45 and 90 degrees. 
Simulation variables are listed in Table 1. The wave-
length of the light in this study was 800 nm. 
III. RESULTS AND DISCUSSION
1. FDTD computation for a single case
In the FDTD computation with the modeled axon, 
electromagnetic fields were updated as time-stepping 
progressed, one example of which is displayed in Figure 3. 
Since the axon consisted of the cytoplasm and membrane, 
the waves propagated in complicated manners. Based 
on these near-field data, the far-field values were com-
puted and used to calculate the scattering pattern Psc 
and the cross-polarized scattering Pcp. Figure 4 shows 
these patterns in the case of TEz incident wave ( = 90 
deg), for example. Although the cross-polarized scattering 
intensities were much smaller than the whole scattering 
intensities, they are normalized by their own maximum 
values for angular pattern comparison.
2. Computation results from all cases
We obtained the cross-polarized scattering patterns 
for a total of 27 cases, a combination of 9 axon diameters 
and 3 polarization angles, as listed in Table 1. From 
each pattern, the cross-polarized intensity Icp was calcu-
lated by integrating the scattering intensities for 
, which is a typical angle of the collimating lens 
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FIG. 3. Example snapshot of the Ez field at time-steps 
4270 in the case of 50 μm axon diameter and TMz incident 
wave source. The Ez field is displayed only in the total-field 
zone.
FIG. 4. Scattering patterns in the case of 50 `m axon 
diameter and TEz incident wave source. The blue line 
shows the scattering pattern Psc while the red line shows 
the cross-polarized scattering pattern Pcp. Intensities are 
normalized by the maximum of each pattern, and displayed 
in log scale. 4270 in the case of 50 μm axon diameter and 
TMz incident wave source. The Ez field is displayed only 
in the total-field zone.
FIG. 5. Changes in the cross-polarized intensity associated 
with axon size variation. The blue circles are computed 
intensity changes when the TMz ( = 0 deg) wave source 
was introduced. The magenta and red circles are for the 
case of α = 45 and 90 deg (TEz), respectively. Solid color 
lines represent the third-degree polynomials fitted to the 
result of the same color.
TABLE 2. Fitting coefficients for various polarizations of 
the incident wave source.  is the polarization angle relative 
to the long axis of the axon. C1, C2 and C3 are coefficients 
of the third-degree polynomials (Equation 6) fitted to the 
cross-polarized intensity results from the FDTD computa-
tion. See Equation 7 and related description for Zsens.
(deg) C1 C2 C3≈Zsens
0 398.4 -7.570 -1.229
45 1379 -3.702 -4.500
90 395.9 -10.32 -1.342
(variation of this angle in a reasonable range produced 
little change in our results). Relative changes in the 
cross-polarized intensity (ΔIcp/Icp) caused by axon size 
variation (ΔD/D) are illustrated as circles in Figure 5.
3. Response direction of BIR signals 
According to our computation results, the cross- 
polarized intensity decreases when the axon size is 
enlarged. As described above, recent studies demonstrated 
using the SD-OCT that the axon diameter increased 
during neural activation [4]. Combined with this experi-
mental result, our results suggest that the BIR intensity 
will be reduced during nerve excitation. Remarkably, 
this agrees with previously-observed BIR signals [1,2].
4. BIR signal amplitudes depending on the incident 
polarization
Our results also indicate that the cross-polarized signal 
with 45-deg polarized light is larger than those with 
other polarizations. This tendency is again in agreement 
with the measured BIR signals [1,2]. In addition, we 
fitted results to the following 3rd-degree polynomial:





















where C1, C2, and C3 are fitting coefficients. The above 
polynomial is assumed to cross the origin of the 
coordinate axes because the relative change ΔIcp/Icp is 
defined by variation from a baseline that is the 
intensity when the axon diameter is the initial value 
(ΔD = 0). Fitting results are illustrated as solid lines 
in Figure 5, and fitting coefficients are listed in Table 
2. Since the amplitude of the tCVC in measurement 
is quite small (~10-5 of its original size), the sensitivity 















As can be seen in Table 2, the sensitivity with 45-deg 
polarization is about 3.5 times larger than those with 
0 and 90-deg polarizations. This computation result 
suggests that the BIR signal in an experiment would 
be more readily detected when the light of 45-deg polari-
zation is used rather than TMz or TEz incident light. 
This tendency is also consistent with the measurement 
results [1,2].
5. Discussion
The cross-polarized signal sensitivity is larger than 
one when the 45-deg polarization light is used. This 
means that the BIR measurement will amplify the varia-
tion in the axon size during nerve excitation. If we accepted 
the hypothesis that the polarization-free scattering is 
directly related to the tCVC and so the scattering signal 
is similar in amplitude to the tCVC, our result of Zsens 
>1 could explain why the BIR signal was significantly 
larger than the scattering signal in the experiments.
In addition, the time course of the tCVC from the 
measurement [4] was similar to the BIR signals [3]. 
Accordingly, together with this coincidence in the experi-
ments, our results support our hypothesis that the BIR 
signal at least partially originates from the tCVC.
As another issue to be discussed, this study did not 
consider the intrinsic BIR of the axon (iBIR) in our 
simulations. An axon can have its iBIR, because the 
membrane of the axon is electrically polarized and resul-
tant equivalent membrane dipoles are cylindrically distri-
buted. Further, the iBIR will affect the resting pattern 
of cross-polarized scattering (Pcp). Nevertheless, we did 
not consider the iBIR for two reasons. First, as briefly 
described in the Introduction, a change in the iBIR will 
have a time course following the membrane potential. 
Since previous reports showed that the BIR signal has 
the time course different from the electrical signal [3], 
we initially excluded the hypothesis of membrane dipole 
reorientation. Second, although the iBIR can affect the 
resting Icp, it would not play a critical role in the relative 
change of Icp(ΔIcp/Icp). Since the membrane dipole-oriented 
iBIR is localized into the tiny space of membrane, the 
contribution of iBIR to the resting Icp will be not drasti-
cally different between the 50-μm axon and 51-μm axon, 
for example. It implies that the iBIR will affect the Δ
Icp/Icp less compared to the contribution to the resting 
Icp. For these reasons, the iBIR was not considered in 
this study, which focused on the relative change that 
showed a time course different from the electrical signal.
IV. CONCLUSION
In this study, we investigated whether the tCVC can 
feasibly be an origin underlying the BIR signals. For 
this purpose, we first developed a two-dimensional FDTD 
program, in which the TF/SF method was improved 
to reduce the numerical noise due to field leakage. Using 
this FDTD program, cross-polarized intensities were 
computed for various axon diameters and incident polari-
zations. Our results show that the cross-polarized inten-
sity can change when the axon size is varied, with three 
characteristics: (1) the intensity decreases as the axon 
size is enlarged; (2) the relative change in the intensity 
is larger when the 45 deg-polarization light is used; and 
(3) the intensity change amplifies the size variation. Re-
markably, all of these characteristics are in good agree-
ment with the tendencies of the measured BIR signals. 
Considering, additionally, that the temporal dynamics 
of the tCVC was similar to the BIR signals, we can 
conclude that the tCVC is one of the possible neurophy-
siological origins underlying the BIR signals.
Future work will include the mathematical modeling 
of the tCVC. Since the conventional Hodgkin-Huxley 
model cannot describe a volume change during neural 
activation, we are currently developing a novel neuron 
model which includes the cellular volume and ion con-
centrations as variables. In addition, more realistic FDTD 
simulation can be performed with multiple axons and 
other cellular compositions such as the fascicular sheath 
and peri-fascicular spaces, which will be possible when 
large computer memory is available.
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