Deep learning for epileptic intracranial EEG data by Antoniades, Andreas et al.
DEEP LEARNING FOR EPILEPTIC INTRACRANIAL EEG DATA
Andreas Antoniades, Loukianos Spyrou, Clive Cheong Took, and Saeid Sanei
Department of Computer Science
University of Surrey, Guildford, United Kingdom
{a.antoniades, l.spyrou, c.cheongtook, s.sanei}@surrey.ac.uk
ABSTRACT
Detection algorithms for electroencephalography (EEG) data
typically employ handcrafted features that take advantage of
the signal’s specific properties. In the field of interictal epilep-
tic discharge (IED) detection, the feature representation that
provides optimal classification performance is still an unre-
solved issue. In this paper, we consider deep learning for
automatic feature generation from epileptic intracranial EEG
data in the time domain. Specifically, we consider convolu-
tional neural networks (CNNs) in a subject independent fash-
ion and demonstrate that meaningful features, representing
IEDs are automatically learned. The resulting model achieves
state of the art classification performance, provides insights
for the different types of IEDs within the group, and is invari-
ant to time differences between the IEDs. This study suggests
that automatic feature generation via deep learning is suitable
for IEDs and EEG in general.
Index Terms— EEG, Deep Learning, Epilepsy, Convolu-
tional Neural Networks.
1. INTRODUCTION
Neural networks are a popular class of machine learn-
ing algorithms typically used for classification and regression,
and have been extensively used in many applications over the
past few decades [1]. Considered as blackboxes by many,
neural networks create non-linear combinations of the origi-
nal input to identify its most informative characteristics. Deep
learning is possibly one of the most significant advances in
neural networks and has found applications mainly in dimen-
sionality reduction and hierarchical multilayer feature learn-
ing [2]. Deep neural networks are now considered state of
the art algorithms and have won numerous contests in pat-
tern recognition and machine learning, and most importantly
can achieve better than human accuracy on classification of
benchmark datasets [3].
In a statistical context, deep learning algorithms can be
seen as recursive generalised linear models based on regres-
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sion [4]. Statistical methods that employ architectures with
one or no hidden layers, perform the so-called shallow learn-
ing [5]. On the other hand, deep learning methods make use
of architectures of many hidden layers. A number of deep
learning algorithms have been proposed over the past years.
Stacked Denoising Autoencoders learn useful representations
of data by attempting to reconstruct the input signal at each
layer while adding artificial noise [6]. Deep Belief Networks
operates on stacked Restricted Boltzmann machines and fol-
low a stochastic approach for optimisation [7]. Finally, Con-
volutional Neural Networks (CNNs) were designed to auto-
matically learn optimal filters that generate high level features
when applied to images [8].
Deep learning can benefit electroencephalography (EEG)
studies, since neural processes exhibit a hierarchical struc-
ture. The electrical response of the brain to a stimulus, task,
or physiological state usually comprises of a number of sub-
responses which are combined to provide the full response.
Deep learning has been used for classification in EEG [9], fea-
ture extraction [10] and in the epilepsy field for seizure pre-
diction [11]. All these established findings can make sense in
the interpretation of EEG signals. This is what our work ad-
dresses, making sense of epileptic EEG data without the need
for expert domain knowledge.
Interictal epileptiform discharges (IEDs) are transients of
electrical activities that appear in EEG recordings of patients
with epilepsy. Their accurate detection and localisation is im-
portant to the diagnosis and treatment of epilepsy. Many clas-
sification algorithms have been developed for the purpose of
distinguishing IED from non-IED activity. A review of al-
gorithms is provided in [12, 13]. The common denomina-
tor of all these methods lies in the statistical description of
an IED signal, which can be obtained either through model-
ing or through the use of a similarity-based algorithm. This
is often facilitated by obtaining useful representations of the
signal that can better exploit its structure. The feature rep-
resentations that are useful in IED detection has remained a
rather unresolved issue [12].
In this work we exploit deep learning to generate an opti-
mal set of features from the EEG signals of 25 patients. We
provide a comprehensive analysis on the ways that the CNN-
based trained filters are suitable for IED feature extraction.
That is because IEDs of different patients and channels may
exhibit slightly different temporal locations and also in some
cases there might be multiple IEDs in a single segment. In
Section 2, we provide initial insight on the epileptic dataset
and the preprocessing methodology for the intracranial EEG.
Section 3 describes in detail the CNN structure and parame-
ters, while Sections 4 and 5 show the results and conclude the
paper.
2. EPILEPTIC EEG
An epilepsy expert from King’s College London Hospital
visually inspected the intracranial data and marked the timing
information where the intracranial data exhibited visually no-
ticeable epileptic discharges. Classifier training was enabled
by slicing the raw EEG data in a ±160ms window centered
on the intracranial timing scores and baselined on the pre-
ceding 160ms with the resulting signal finally being linearly
detrended to remove undesired drifts. An example IED is pro-
vided in Fig. 1. Non-IED segments were also obtained from
time segments where there were no scored IEDs. For each
subject, the number of sliced IED and non-IED segments was
chosen to be the same. The spectrogram method was used to
convert the time-domain (TD) signal into time frequency (TF)
features with a Hanning-tapered window length of 80ms and
an overlap of 50% between windows. The window was cho-
sen so as to capture the morphology of IED spikes whose sub-
components have a duration of less than 80ms. These TF fea-
tures were obtained for each IED and non-IED segment. The
TD features were of size 12 channels× 65 samples where the
TF features were of size 12 channels × 7 frequency bins × 9
time points.
Table 1. Dataset information
Subject No. of trials Subject No. of trials
1 650 14 236
2 1906 15 448
3 1658 16 50
4 1098 17 100
5 424 18 146
6 1696 19 76
7 398 20 520
8 330 21 96
9 316 22 46
10 684 23 1212
11 682 24 228
12 944 25 1084
13 634
No. of segments
IED 9218 non-IED 9218
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Fig. 1. Example IEDs for one subject. Channels are superim-
posed on the same plot and the signals were averaged over all
IED segments of different time instances.
3. FEATURE GENERATION USING DEEP NEURAL
NETWORKS
3.1. Preliminaries
3.1.1. Kernel Convolution
Widely used in image processing, kernel convolution is a
term loosely related to linear discreet convolution1, where a
filter F is convolved with an image I to create an image C
with a specific effect such as sharpening or blurring. How-
ever, traditional kernel convolution is closer to correlation
than linear discreet convolution. An example of kernel con-
volution can found below:
I F C I11 I12 I13I21 I22 I23
I31 I32 I33
 ∗ ( F11 F12
F21 F22
)
=
(
C11 C12
C21 C22
)
where C12 = I12F11 + I13F12 + I22F21 + I23F22.
This operation is regarded as the sum of correlations between
signals:
C(i, j) =
m∑
k=1
n∑
l=1
(I(i+ k − 1, j + l − 1)Fk,l) (1)
where m and n are the width and height of F .
3.1.2. Convolutional Neural Networks
Unlike the traditional fully connected networks, CNNs
utilise sparse connectivity of artificial neurons to take advan-
tage of temporally local correlations prevailing in the input
signals. During training, the weights are used as a linear filter
to produce an input for the next layer, also called a feature
map. In this sense, CNNs utilize both kernel and mathemati-
cal convolution to detect useful representations of the signal.
1Convolution is a mathematical operation formally defined as the integral
product of two signals a(n) and b(n) after one is flipped:
a(n) ∗ b(n) =∑∞k=−∞ a(n)b(n− τ)
where ∗ is the convolution operator and τ is a shift usually associated with
the time domain.
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Fig. 2. Convolutional model for EEG signal processing, where M (n) are the feature maps generated at convolutional layer
n, F (n) are the filters at layer n and (∗) is the convolution operator. M represents a tensor of dimension[Filters x Channels x
Time].
It can be shown that a number of feature maps can be gener-
ated at each layer, by using different sets of weights (filters).
Each feature map can detect a specific feature [2].
In the context of EEG, we perform 1-d convolution for
each channel separately. 2-d convolution, which is widely
used in image processing, is not relevant in this work as the
spatial information is lost when considering multichannel
EEG data2. Each filter sweeps through the data of each chan-
nel and produces a new multichannel time series that captures
the similarity between EEG and filter. This can be denoted
as:
f ∈ Filters∀ cn where 〈cn|n ∈ Channels〉∀ s ∈ cn
where s ∈
(
cn
|f |
)
→ s ∗ f (2)
where c is a sequence representing each channel and |.| is the
cardinality. This training procedure is depicted in Fig. 2 By
using a CNN, we can learn filters that can describe and detect
different signal types of EEG data irrespective of their tem-
poral location within the data segment. For each CNN layer,
new feature maps are produced (via convolutions) according
to the filters of the previous layer. In our proposed algorithm,
CNN convolution is performed by convolving each electrode
signal with a 1-d filter, adding a bias term and applying a non
linear function, in this case hyperbolic tangent.
Gkl,i =
∑
i
F kj,i ∗Mk−1l,i + bkj,i (3)
Mkl,j = tanh(G
k
l,i) (4)
where ∗ is the convolution operator, F kj,i is the jth filter at
layer k for feature map i, Mk−1l,j is the l
th feature map at
2Multichannel EEG data are arbitrarily ordered and the exact spatial in-
formation is indicated by the labels of each channel, not the data itself.
layer k − 1, Mkl,i are the feature maps at layer k, gener-
ated from the convolution of filters at layer k and the fea-
ture maps of layer k − 1 and b(k)j,i is the bias term at layer
k for filter F kj,i. The hyperbolic tangent function is defined
as tanh(θ) = sinh(θ)cosh(θ) =
expθ − exp−θ
expθ +exp−θ . This way, deep lay-
ers can learn complex features as combinations of filters from
the preceding layers. For clarity, we include the derivation of
backward propagation for our model. Given an error func-
tion E, the gradient component is computed by calculating
the partial derivative ∂E∂Fj,i with the use of the chain rule.
∂E
∂Fj,i
=
∑
i
∂E
∂Gkl,i
∂Gkl,i
∂Fj,i
=
∑
i
∂E
∂Gkl,i
Mk−1l,i (5)
We can then calculate the partial derivative of the error with
respect to the output of each neuron, ∂E
∂Gkl,i
, to compute the
gradient for the current layer.
∂E
∂Gkl,i
=
∂E
∂Mkl,i
∂Mkl,i
∂Gkl,i
=
∂E
∂Mkl,i
∂tanh(Gkl,i)
∂Gkl,i
=
∂E
∂Mkl,i
tanh′(Gkl,i)
(6)
Finally we back propagate the errors to the previous layers.
∂E
∂Mk−1l,i
=
∑
i
∂E
∂Gkl,i
∂Gkl,i
∂Mk−1l,i
=
∑
i
∂E
∂Gkl,i
F kj,i (7)
Note that, although Eq.(1) indicates the need of summation in
two dimensions, we only employ a 1-D filter, as seen in Eq(3),
and therefore require summation across one dimension. For
the purposes of this paper the cross entropy error function
E = − 1N
∑N
j=1 x(n) log(y(n)) + (1 − x(n)) log(1 − y(n))
is considered.
3.2. Training procedure
We have used the leave-subject-out method for our exper-
iments. This method uses the data of a subject for testing and
the other 24 for training. This procedure is repeated until all
subjects are used for testing. Initial experimentation has re-
vealed that using very deep networks of more than two convo-
lutional layers, does not improve the classification rate. Two
CNN topologies were considered, CNN1 comprised of a sin-
gle convolution layer whereas CNN2 comprised of two con-
volutional layers. Both networks were followed by a single
fully-connected sigmoidal hidden layer and a logistic regres-
sion model to perform classification on the generated features.
The network was trained using backpropagation until conver-
gence. The parameters for the two CNNs are summarised in
Table 2. We compare the proposed CNN architecture with
Table 2. Training parameters for the all the considered meth-
ods
Parameter/Method TD [13] TF [13] CNN1 CNN2
Convolution layers - - 1 2
No. of filters - - 126 20, 10
Filter order - - 32 32, 17
Sigmoidal layer size - - 500 500
Network parameters - - 4532 4540
Classifier features 780 756 500 500
a state-of-the-art classification algorithm [13] that only uses
a single logistic regression layer but with handcrafted opti-
mised features. State-of-the-art performance is achieved with
TF features (see Section 2) with a logistic regression clas-
sifier. We include four comparisons in this study: TD fea-
tures with logistic regression, TF with logistic regression, and
CNN1/CNN2 with TD features. Table 3 summarises the clas-
sification accuracy of each method.
4. MAKING SENSE OF EPILEPTIC EEG IN
MACHINE LEARNING
To address the ‘black-box’ nature of neural networks, we
now illustrate how the learning process of CNNs captures
features of IEDs. Fig. 3 shows the evolution of learning
weights pertaining to the first layer of CNN2 through training
and how it correlates with an averaged IED. The corellation
of layer 1 reaches 42% at convergence. We must note that
this correlation is between a single filter and the average of all
IEDs. At the second layer a correlation of 52% is observed.
Inspecting Fig. 4, it is clear that from the top-left most
subplot to the bottom-right most subplot that these learning
coefficients are converging towards the waveform of an IED,
as shown previously in Fig 1. Also, notice that two epileptic
spikes are captured through the weights.
In, Fig. 4 the first layer filters of CNN2 (leftmost sub-
plots) are compared with its second layer convolved filters
(rightmost subplots). Observe that the background EEG
occurs at the start of each subplot, followed by the occur-
rence of epileptic spikes, which are then followed again by
background EEG. The second layer learning coefficients
(rightmost subplot) captured more complex and well-defined
epileptic shapes than those of first layer (leftmost subplots).
In other words, background EEG is made much more dis-
tinct from those spikes. This enhanced distinction between
background activity and epileptic spikes should improve the
detection of those spikes for classification from shallow learn-
ing (CNN1) to deep learning (CNN2), as confirmed by the
classification accuracy provided in Table 1.
The left plot of Fig. 5 illustrates the inputs to layer 1 of
the IED class, whereas that of Fig. 6 shows the inputs to
layer 1 pertaining to the non-IED class. On the other hand,
the right plots of both figures show the outputs of the first
layer, resulting from the convolution with the learnt filters
in Fig. 4 (leftmost subplots) depicting epileptic waveforms.
Notice that the high magnitude activations in the output sig-
nals in Fig. 5 is much more synchronised in the neighbouring
electrodes than those in Fig. 6. This again indicates that the
epileptic patterns were successfully learnt by our proposed
method.
Although shallow learning of CNN1 yielded poorer re-
sults than those in our previous work [13], deep learning of
CNN2 had similar performances as in [13]. This was con-
firmed by McNemars statistical test to assess the significance
difference between the CNN1 method and the other three.
TD-CNN2 and CNN1-CNN2 had significant difference with
p < 0.01, while TF-CNN2 was not significant. In other
words, our approach CCN2 provided similar performance
results as those in our previous work [13]. Yet, the advantage
of the methodology proposed herein was to circumvent the
use of time-frequency analysis, facilitating the interpretation
of the EEG data.
5. CONCLUDING REMARKS
We have demonstrated that CNNs can learn the intracra-
nial IEDs waveform patterns. This has important healthcare
implications as the shape of the IED can assist the diagnosis
of epilepsy. The results of this paper are instructive and sug-
gest that automatic feature generation based on deep learning
is a potentially useful tool for IED detection and EEG data
in general. Future works include deeper learning with addi-
tional hidden layers in CNNs while minimising information
loss and a closer examination of the different kinds of epilep-
tic waveforms in neural network learning.
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Fig. 3. Evolution of learnt coefficients towards the morphology of an epileptic waveform. Correlation does not exceed 42% as
we are comparing a single filter with the average of different IEDs.
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Fig. 4. Learnt filter coefficients for layer 1 for simple IED
waveforms (left) and convolved learnt filters for both layers
for more complex shapes (right).
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feature map (multichannel) for the two filters shown on the
L.H.S of Fig. 4.
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Fig. 6. Example segment of the non-IED class and its layer 1
feature map (multichannel) for the two filters of Fig. 4.
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