Abstract. We propose a novel fully automatic approach to localize the lumbar intervertebral discs in MR images with PHOG based SVM and a probabilistic graphical model. At the local level, our method assigns a score to each pixel in target image that indicates whether it is a disc center or not. At the global level, we define a chain-like graphical model that represents the lumbar intervertebral discs and we use an exact inference algorithm to localize the discs. Our main contributions are the employment of the SVM with the PHOG based descriptor which is robust against variations of the discs and a graphical model that reflects the linear nature of the vertebral column. Our inference algorithm runs in polynomial time and produces globally optimal results. The developed system is validated on a real spine MRI dataset and the final localization results are favorable compared to the results reported in the literature.
Introduction
There are many intervertebral disc and vertebra localization methods for the vertebral column in the literature [9, 14, 5] . Schmidt et al. [13] introduce a probabilistic inference method that measures the possible locations of the intervertebral discs. The approach uses a part-based model that describes the disc appearances by employing a tree classifier [8] . Similar to [13] , Alomari et al. [1] use a graphical model that assumes local and global levels with latent variables. The inference on their graphical model is based on the expectation maximization method which is an approximate and iterative inference technique. This paper introduces a novel method for the automatic localization and labeling of the lumbar discs from T1-weighted sagittal MR images. At the local level, the method uses recent machine learning methods to locally search the disc positions by employing Pyramidal Histogram of Oriented Gradients (PHOG) [4] with Support Vector Machines (SVM). At the global level, the method takes advantage of the chain-like structure of the spine by assuming latent variables for the disc positions. A polynomial time exact inference method on the chainlike graphical structure [3] is employed to find the final lumbar disc positions and labeling.
Our method has two important advantages. First, our graphical model does not directly use any image intensity information which varies greatly. Instead, we use the PHOG based SVM detector results as the observed data in our model. Also, many local and semi-global features can be conveniently incorporated into the SVM without complicating the global level inference mechanism.
For the second major advantage of our system, we exploit the one dimensional nature of the spine and form a chain like graphical model that contains only the latent variables for the disc positions. The literature includes very efficient polynomial time inference algorithms for chain-like graphical models that we employ to find robust disc locations even for pathological cases. In addition, the chain-like structure of our model makes it possible to include extra information for the end discs of the lumbar region, which are the most problematic sections in terms of localization. As a result, our model does not assume any image dependent spatial disc positions and hence it does not require manual initialization.
The rest of this paper is organized as follows. The disc scoring with PHOG based SVM is described in Section 2. Section 3 includes the chain-like probabilistic graphical model and exact inference. The validation of the method is presented in Section 4. Finally, we conclude in Section 5.
Disc Scoring with PHOG based SVM
The lumbar discs vary in the size, location, shape, and appearance because of pathologies and individual variations. We observe that the most invariant property of a disc image is its edges and orientation rather than the intensity, location, and shape which are used in the disc detection methods in the literature [1, 5] . Therefore, we use the PHOG descriptors for feature extraction which are more robust to disc and vertebrae abnormalities.
In the PHOG descriptor extraction, a shape is represented by a histogram of gradient orientations which are quantized into a number of bins. Each bin shows the number of edges that have orientations within a specific angular range. PHOG combines the local image shape [6] with the spatial pyramid kernel [7] .
The gradient values are first computed and their orientations are calculated. Then, a PHOG descriptor is calculated for each candidate region. Extracting the PHOG descriptors in the original images (512x512) has high computational cost. Therefore, we use the integral histogram technique [12] to speed up the feature extraction process.
After the extraction of the PHOG descriptors, they are trained with Sequential Minimal Optimization [10] for SVM. We use a sliding window approach for the scoring process. The pixel in the center of the window is assigned a score that indicates if the window contains a disc. These scores are generated by fitting a logistic regression model to the outputs of SVM [11] .
. . , d 6 } denote the labels for the lumbar intervertebral discs (T12-L1, L1-L2, L2-L3, L3-L4, L4-L5, and L5-S1 which are shown in Figure 1 ). Each disc d i is trained and scored separately. Therefore for a given image I, each pixel is assigned 6 scores, one for each disc. For further processing, the pixels that have scores less than 0.5 are eliminated.
Consider p di (l k ) as the score assigned to the pixel at location l k for the disc d i by SVM. For the disc d i , the assigned scores are denoted as
where 1 < i < 6 and m is the number of pixels in the image. The next section explains how we use these scores in the inference algorithm.
Disc Center Localization with the Graphical Model
We propose a probabilistic graphical model for the final localization of the disc centers. The local features of the discs are captured by the disc scoring process with PHOG and SVM, however it is not sufficient to discriminate the discs in the lumbar region. More contextual global information like positional and orientational differences between the discs and distance to the spinal cord are necessary for the final localization of discs on the spine. We use a chain-like graphical model that combines such global information with the local information gathered from the disc scoring process. Our graphical model is a chain consisting of 6 nodes and 5 edges where each node represents a lumbar disc (Figure 2) . Let x k ∈ 2 be a random variable that assigns node k to its image location. The optimal configuration x = {x 1 , x 2 . . . , x 6 } assigns all discs d = {d 1 , d 2 . . . , d 6 } to their exact locations.
Our objective is finding the optimal localizations of the disc centers with the maximum a posteriori (MAP) estimate
where α represents the parameters learned from the training set and p = {p 1 , . . . , p 6 } are the assigned scores with Eq. 1. P (x|p, α) captures the probability of being a disc and the relation with the neighboring discs. The Gibbs distribution of P (x|p, α) is defined as
where the potential function ψ L (I, x k ) carries local information about the discs and the potential function ψ G (x k , x k+1 , α) includes more global information like the distance and orientation. λ is a weighting parameter which is selected as 0.5.
In the local potential function ψ L (I, x k ), we directly use the scores
where the functions U and R capture the positional and orientational differences between neighboring disc variables x k and x k+1 , respectively, and D(x k , α) captures the Euclidean distance to the spinal cord whose position is calculated using the method of [2] . Let y i = {y 1 , y 2 , . . . , y t } be the Euclidean distances between the disc variables x i and x i+1 of the training set used in the scoring process where t is the number of samples in the training set. The distance function U (x k , x k+1 , α) is
where µ(y k ) is the mean of y k measured from the training set, w = max(y k
The angular differences between the discs define the curve-like shape of the lumbar region. In order to handle this information, we use the angle information between the discs. Let r i = {r 1 , r 2 , . . . , r t } be the angles between the neighboring disc variables x i and x i+1 measured from the training set. The orientation term R(x k , x k+1 , α) is defined as
where O gives the angle differences between the disc variables x k and x k+1 , µ(r k ) is the mean orientation learned from the training set, τ is a threshold, and f = max(r k ) − min(r k ). 
Exact inference on the chain
Given a target image I, our objective is to infer the optimal configuration x by maximizing the Equation 2. In our graphical model, a node is conditionally dependent to its neighboring nodes. Instead of using all of the pixels in the image I, we only use the candidate disc centers for the disc localization process. The search space for the optimal x is decreased by conditional dependence and detected candidates. This allows us to find a globally optimal solution with recursive message passing based dynamic programming [3] . The computation time of our inference method is much better than the inference method of [13] which is based on A* search algorithm. Although A* search can produce the globally optimal solution with an appropriate heuristic, it is potentially intractable. The alternative inference method of expectation maximization [1] is computationally cheaper, but it may not find the globally optimal solution and has known initialization problem.
Experimental Results
The developed system is validated on a real MRI dataset for the lumbar spinal column. A 3D MRI volume is 512x512x12 voxels in size. The sagittal view includes the 6 discs of the lumbar vertebrae and some discs from the thoracic vertebrae and sacrum. In order to improve our localization results for the endlumbar discs, we extended our graphical model with the T11-T12 and S1-S2 discs. However, we do not report their localization results because our purpose is localizing the lumbar discs only.
The dataset consists of MRI volumes of 40 different subjects where 4 of the subjects are pathology-free and the remaining 36 subjects have pathologies like disc degeneration, herniation, and scoliosis, etc. There are totally 240 lumbar intervertebral discs in the dataset and 97 of them have pathologies.
The disc detection is performed on T1-weighted sagittal slices. We use the mid-sagittal slice for both disc detection and disc center localization as it is commonly used in the medical practice. We asked an expert to mark the image region and center point of each disc for the verification and training.
Disc scoring results
For the disc scoring (Section 2), we perform a subset of leave-10-out cross validation. We randomly divide the dataset into 4 subsets each containing 10 subjects. In each sub-experiment, 30 MRI slices from 3 subsets are trained and 10 slices in the other subset are tested. We perform totally 4 sub-experiments, so each slice in the dataset is tested once.
For the SVM training, 90 positive samples and 900 negative samples are used for each disc. For scoring, the features are extracted from the target images. The window size is selected between the minimum and maximum window size in the training set for that disc.
The average SVM classification rates for the testing of 4 subsets are shown in the Table 1 . Normally, we produce scores for the windows with logistic model fitting to SVM. If a window is assigned a probability value greater than 0.5, it is evaluated as a detected disc and otherwise it is evaluated as not a disc. The disc classification is considered as correct if the expert marked disc is completely contained within the window. The classification rate is the number of correctly classified windows over the number of all windows. The misclassified samples are mainly caused by the confusion between the neighboring discs. The borders of the neighboring discs have nearly same orientations, so this causes the detection of the neighboring disc as the target disc most of the times. Note that, the confusion between the neighboring discs are expected because disc scoring is a completely local process.
The detection results reported by [13] has an average classification rate of 70.16%. Our average classification rate is 97% and it shows the robustness of using modified PHOG detector in the disc detection. Note that, the method of [13] and our method are tested on different datasets and [13] uses image sizes of 512x1024 pixels which contain the whole spine.
Disc localization results
Our disc center localization method with graphical model runs on the scoring results of the SVM. The same training and test subsets of the disc scoring process are used for the disc localization.
In order to evaluate the disc localization performance of our system, we use two different methods. In the first method, a disc is evaluated as correctly located if the localized disc center is inside the disc contour. The average disc localization accuracy of our system is 95.42%. The end discs (L4-L5 and L5-S1) have higher error rates than other discs because their positions vary greatly and pathologies generally exist in these discs. The system of Alomari et al. [1] uses 512x512 lumbar region images and it reports an accuracy of 90.7% which is lower than our accuracy. Note that, the method of [1] and our method are not tested on the same dataset. The second evaluation method for the disc center localization is the Euclidean distance to the center labeled by an expert. The mean of the Euclidean distances to the ground truth disc centers are shown in Table 2 . The plot box of the Euclidean distances for the lumbar vertebrae connected discs are also shown in Figure 3 . In the box plot, the centerline of the box is the median, the top and bottom of lines of the box are 25th and 75th percentiles and the pluses are the statistical outliers. Figure 4 shows the median of the Euclidean distances of our method, the method of [1] and [13] . Our median of the Euclidean distances are always lower than the medians of the other methods [1] and [13] . Note that, [1] and [13] are tested on different datasets. We also show a few visual results of the localizations from our system ( Figure 5 ). It is obvious that our method can localize the lumbar discs in pathological cases. Our method Schmidt et al. [13] Alomari et al. [1] Fig. 4 . Median errors of our system, the method of [13] and [1] .
Conclusions
We presented a lumbar intervertebral disc localization method by employing PHOG based SVM and exact inference on a probabilistic graphical model. Our disc scoring method is more robust than other methods in the literature as verified by the experiments. In addition, other local information about the discs such as T2-weighted image features can be easily incorporated into the system. We rely on the robustness of our scoring process to eliminate some disc positions before they enter the dynamic programming, which makes our system more efficient. Also, our dynamic programming based inference mechanism can locate the disc centers in polynomial time without requiring manual initialization. Finally, the method can be extended to localize the whole intervertebral discs of the whole spine. Our future work includes handling of the missing detected discs and providing scale independency. 
