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Abstract
This paper is aimed at application of the passification based adaptive control to
decentralized synchronization of dynamical networks. We consider Lurie type
systems with hyper-minimum-phase linear parts and two types of nonlineari-
ties: Lipschitz and matched. The network is assumed to have both instant and
delayed time-varying interconnections. Agent model may also include delays.
Based on the speed-gradient method decentralized adaptive controllers are de-
rived, i. e. each controller measures only the output of the node it controls.
Synchronization conditions for disturbance free networks and ultimate bound-
edness conditions for networks with disturbances are formulated. The proofs are
based on Passification lemma in combination with Lyapunov-Krasovskii func-
tionals technique. Numerical examples for the networks of 4 and 100 intercon-
nected Chua systems are presented to demonstrate the efficiency of the proposed
approach.
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1. Introduction
Adaptive synchronization of dynamical networks has attracted a growing
interest during recent years [2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. It is motivated by
a broad area of potential applications: networks of robots, formations of flying
and underwater vehicles, control of industrial, electrical, communication, and5
production networks, etc. Although problems of decentralized control for net-
works of coupled systems were studied before, most of the existing works, e. g.
[3, 4, 5, 6, 7, 8], deal with full state feedback and linear interconnections. More-
over, control variables usually appear in all equations of the network model.
Such system models are quite restrictive for applications, where uncertainties10
of the system, nonlinear interconnections, switching structure of the network
topology, nonlinear dynamics of the local subsystems and incomplete measure-
ment of their states should be taken into account.
The key to solve the above problem is application of the passification ap-
proach. It was initially proposed in 1974 for a SIMO plant [12] and later was15
extended to a broad class of MIMO linear and nonlinear systems. Related ver-
sions are also known under names “adaptive systems with implicit reference
models” [13], “adaptive control based on feedback Kalman-Yakubovich lemma”
[14] and “simple adaptive control” [15, 16]. Adaptive system design proposed in
the 1970s was sensitive to disturbances: an arbitrary small disturbance was able20
to destroy boundedness of the trajectories. Later regularization tricks to over-
come difficulties were proposed, e. g. negative parametric feedback used in this
paper. In the early papers on the passification based approach the restrictive
hyper-minimum-phase condition was imposed. However later the so called “par-
allel feedforward compensator” (shunt) was proposed by Barkana in [17, 18] and25
extended in [19] that allowed one to relax hyper-minimum-phase condition re-
quiring only minimum phaseness, without “relative degree one” property. Thus,
relative degree one restriction has been removed. To simplify exposition and
make more clear basic ideas we do not use shunts in this paper. The idea
of shunt trick can be found in [19, 20] while detailed exposition is to appear30
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elsewhere.
A passification based approach to decentralized adaptive synchronization of
the Lurie type networks with incomplete measurements and incomplete control
was proposed in [21]. Here we extend these results to the case of time-varying
unknown interconnection delays and bounded disturbances.35
For the synchronization of networks with delayed couplings and disturbances
quite a number of papers have already been published [22, 23, 24, 25, 26, 27,
28, 29]. However, again, adaptive control laws were derived only for a narrow
class of networks, such as fully-controlled and fully-measured agents. Some of
these works deal with non-switching topology or provide non-adaptive control.40
In the current work we propose an adaptive decentralized algorithm for syn-
chronization of networks with nonlinear delayed couplings that depend on time.
We consider partly unknown Lurie type nonlinear systems with delayed inter-
connections and bounded disturbances. The controller does not use any infor-
mation about system parameters, but to ensure synchronization it is required45
that all subsystems belong to a special class described below (see conditions of
Theorems 1, 2, 3, 4). Our approach is based on Passification lemma [30] and
Lyapunov-Krasovskii method.
Notations used throughout the paper is fairly standard. The fields of real
and complex numbers are denoted by R, C. Rn is n-dimensional Euclidean space50
with Euclidean norm ∥x∥ =
√∑n
i=1 x
2
i . C[a, b] is a space of continuous func-
tions mapping the interval [a, b] into Rn with a norm ∥φ∥C = maxs∈[a,b] ∥φ(s)∥.
As usual I is an identity matrix, AT is transposed matrix A, λmax(A) is the
maximum eigen value of a square matrix A, sign p = −1 for p < 0, 0 for p = 0
and 1 for p > 0.55
Some preliminary results were presented in [1].
1.1. Passification method
Definition 1. For given A ∈ Rn×n, B ∈ Rn, C ∈ Rl×n, g ∈ Rl a trans-
fer function gTW (s) = gTC(sI − A)−1B is called hyper-minimum-phase if the
polynomial gTW (s) det(sI −A) is Hurwitz and gTCB is a positive number.60
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To formulate main results we will need Passification lemma in the following
form [31].
Lemma 1 (Passification lemma). Let the matrices A ∈ Rn×n, B ∈ Rn, C ∈
R
l×n, g ∈ Rl be given. Then for existence of a positive-definite n × n-matrix
P = PT > 0 and a vector θ∗ ∈ R
l such that
PA∗ +A
T
∗ P < 0, PB = C
T g, (1)
where A∗ = A−Bθ
T
∗ C, it is necessary and sufficient that the function g
TW (s) =
gTC(sI −A)−1B is hyper-minimum-phase.
Remark 1. Consider a linear system
x˙ = Ax+Bu, y = Cx. (2)
It follows from Passification lemma (see [20] for details) that if gTC(sI−A)−1B
is hyper-minimum-phase then there exists θ∗ such that the input u = −θ
T
∗ y +
v makes the system (2) strictly passive with respect to a new input v, i. e.
there exist a nonnegative scalar function V (x) and a scalar function ρ(x), where
ρ(x) > 0 for x ̸= 0, such that
V (x) ≤ V (x0) +
∫ t
0
[
v(t)T gT y(t)− ρ(x(t))
]
dt
for any solution of the system (2) satisfying x(0) = x0.65
The last inequality has a simple physical interpretation. Function V (x) is an
analog of system total energy. The term v(t)T gT y(t) can be interpreted as the
power transmitted to the system, meaning that
∫ t
0
v(t)T gT y(t) dt is the energy
transmitted to the system. The term ρ(x(t)) reflects dissipation rate that arises
due to energy loss (friction, for instance). Therefore, the last inequality is an70
energy balance for a system without internal energy sources.
It follows from Passification lemma that if gTW (s) is hyper-minimum-phase
then there exist P > 0, θ∗, ε > 0 such that
PA∗ +A
T
∗ P < −εI, PB = C
T g, (3)
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where A∗ = A−Bθ
T
∗ C.
The first inequality means that matrix A∗ degree of stability is ελ
−1
max(P ).
The value ελ−1max(P ) has a crucial meaning for synchronization and we would
like it to be as big as possible. The second relation PB = CT g will be used to75
construct a realizable controller.
2. Problem statement
We will study networks dynamics of which are given by the following equa-
tions:
x˙i(t) = Axi(t) + ϕ0
(
t, xi(t)
)
+
N∑
j=1
ϕij
(
t, xj(t)
)
+
N∑
j=1
ψij
(
t, xj(t− τ(t))
)
+Bui(t),
yi(t) = Cxi(t), t ≥ t0, i = 1, . . . , N,
(4)
with states xi ∈ R
n, inputs ui ∈ R, measurable outputs yi ∈ R
l, and constant
matrices A, B, C having appropriate dimensions. Time-varying delay τ(t) is
assumed to be a differentiable function such that −h < t− τ(t) < t (h > 0) and
τ˙(t) ≤ d < 1 for all t ≥ t0. Functions ϕ0, ϕij and ψij describe local dynamics of
the nodes and their interactions. Note that the network model (4) admits delay
in local agent dynamics described by the term ψii(t, xi(t− τ(t))). Throughout
the paper we assume that ϕij and ψij satisfy Lipschitz condition with respect
to the second argument with nonnegative constants Lij and Mij , i. e. for all
t ≥ t0 and any x, y ∈ R
n
∥ϕij(t, x)− ϕij(t, y)∥ ≤ Lij∥x− y∥,
∥ψij(t, x)− ψij(t, y)∥ ≤Mij∥x− y∥.
(5)
Functions ϕ0, ϕij and ψij are assumed satisfying standard conditions for ex-
istence and uniqueness of solutions of (4) for any piecewise continuous ui(t)
(see, e. g. [32] for details). Discontinuity of ϕij , ψij in t reflects the switching80
character of the network.
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Initial conditions for the system (4) are given by continuous functions x0i ∈
C[−h, 0], i = 1, . . . , N as follows:
xi(t) = x
0
i (t), ∀t ∈ [−h, 0]. (6)
Here we deal with the problem of synchronization, therefore it is necessary
to assume that the network (4) admits a synchronous solution x¯(t). Suppose
that the system is synchronized and we do not need to control it, i. e. x1(t) =
. . . = xN (t) = x¯(t) and u1(t) = . . . = uN (t) = 0 for all t ≥ t0. By substituting
this values in equations (4) we derive that there should exist functions Φ(t, x)
and Ψ(t, x) such that for all i = 1, . . . , N and all t ≥ t0
N∑
j=1
ϕij(t, x¯(t)) = Φ(t, x¯(t)),
N∑
j=1
ψij(t, x¯(t)) = Ψ(t, x¯(t)).
(7)
Here we assume that the controller of the i-th subsystem does not possess
any information about other nodes. Then, to synchronize the network, a leader
system is required:
x˙L(t) = AxL(t) + ϕ0(t, xL(t)) + Φ(t, xL(t)) + Ψ (t, xL (t− τ(t))) +BuL(t),
yL(t) = CxL(t),
(8)
where uL is a known input signal. Initial condition for this system is given by
x0L ∈ C[−h, 0].
We will also assume that the controller does not know all system parameters.
Therefore, in the control law the entries of A, B, C will not be used, although85
to prove the convergence we need to know that the system belongs to a special
class of systems given below.
The problem is formulated as follows: find functions ui = Ui(t, yi, yL, uL)
such that for all solutions of the system (4), (6), (8) for all i = 1, . . . , N
lim
t→∞
∥xi(t)− xL(t)∥ = 0. (9)
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The problem is complicated by the fact that the system (4) is not fully
controlled: subsystems are n-dimensional while control signals ui are scalars.
Therefore, the goal (9) cannot be always achieved (e. g. when B = 0). Never-90
theless, (9) can be satisfied in a special case, namely, we assume the following.
Assumption 1. There exists g ∈ Rl such that gTC(sI − A)−1B is hyper-
minimum-phase.
3. Controller design
First, by taking the difference between (4) and (8) we derive equations for
the errors ei(t) = xi(t)− xL(t)
e˙i(t) = Aei(t) +
[
ϕ0
(
t, xi(t)
)
− ϕ0
(
t, xL(t)
)]
+
N∑
j=1
[
ϕij
(
t, xj(t)
)
− ϕij
(
t, xL(t)
)]
+
N∑
j=1
[
ψij
(
t, xj(t− τ(t))
)
− ψij
(
t, xL(t− τ(t))
)]
+B
[
ui(t)− uL(t)
]
,
yi(t)− yL(t) = C
[
xi(t)− xL(t)
]
, i = 1, . . . , N.
(10)
The idea of the control algorithm is the following. If the system is synchro-
nized than in view of (7) it is sufficient to apply zero forces to the subsystems
(10), i. e. ui = uL. If the system is not synchronized than it is reasonable that
the bigger difference yi − yL is the bigger force we should apply. Thereby, we
arrive to the controllers:
ui(t)− uL(t) = −θ
T
i
[
yi(t)− yL(t)
]
. (11)
Since the system is uncertain the values of θi are adjusted adaptively using95
the speed-gradient method [33].
Let us fix i = 1, . . . , N . Consider a goal function V0(ei) =
1
2e
T
i Pei. Denote
ωi(ei, θi) =
[
∇eiV0(ei)
]T
e˙i, where e˙i is given by (10), (11). Decentralized speed-
gradient algorithm is introduced as follows:
θ˙i = −Γi∇θiωi(ei, θi, t) = Γi(e
T
i PB)[yi − yL],
7
i = 1, . . . , N , where Γi = Γ
T
i > 0 is l×l-matrix. As soon as the conditions (3) are
satisfied, PB = CT g, therefore θ˙i = Γi(e
T
i C
T g)[yi − yL] = Γi([yi − yL]
T g)[yi −
yL]. The term [yi − yL]
T g is a scalar, thus we can rewrite this equation in the
form θ˙i = Γi[yi − yL][yi − yL]
T g. Finally, we derived the following adaptive
controllers:
ui(t) = −θi(t)
T
[
yi(t)− yL(t)
]
+ uL(t),
θ˙i(t) = Γi
[
yi(t)− yL(t)
][
yi(t)− yL(t)
]T
g.
(12)
Initial values for θi(t) can be chosen arbitrarily.
Remark 2. The control law (12) includes undefined terms Γi. Synchronization
conditions will be proved for all Γi > 0. The concrete values of Γi determine the
speed of convergence. If Γi is too small, then the convergence will be slow. At100
the same time, large Γi may cause undesirable oscillations of θi. Therefore, the
question of optimal definition of Γi is still to be investigated. In the simulations
presented here we took Γi = I.
Adaptive decentralized controller (12) of the i-th node does not require the
knowledge of yj with j ̸= i. At the same time the terms ϕij , ψij depend on yj105
and may prevent the system from synchronization. Therefore, to synchronize
the system with (12) one need to ensure that the influence of ϕij , ψij is small
enough. Note that unlike the so-called pinning control [34, 35, 36, 37] we do
not impose any conditions that guarantee that pinning terms φij , ψij have a
positive effect on synchronization. In what follows we derive conditions on110
Lipschitz constants Lij , Mij such that (12) ensures (9) for the network under
consideration.
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4. Synchronization conditions
In order to formulate synchronization conditions for the system (4), (6), (8),
(12) we introduce notations:
L = max
i=1,...,N
N∑
j=1
[Lij + Lji],
M = max
i=1,...,N
N∑
j=1
[
Mij +
Mji
1− d
]
,
(13)
where Lij ,Mij are from (5), d is the upper bound for derivative of a time-varying
delay: τ˙(t) ≤ d. Values L and M have the meaning of couplings’ strengths. As115
soon as the controllers (12) are decentralized this values are required to be small.
4.1. Lipschitz type nonlinearity
Synchronization conditions will be formulated for two types of nonlinearity
ϕ0. We begin with Lipschitz type nonlinearity.
Assumption 2. Function ϕ0(t, x) satisfies Lipschitz condition with respect to
x uniformly on t ≥ t0 with a positive constant L0, that is for all t ≥ t0 and any
x, y ∈ Rn
∥ϕ0(t, x)− ϕ0(t, y)∥ ≤ L0∥x− y∥.
Theorem 1 (Lipschitz nonlinearity). Consider the network (4) subject to
(5) and the leader system (8). Let Assumption 1 hold with g ∈ Rl and, thus,
(3) is feasible for some P > 0, ε > 0, and θ∗. Let Assumption 2 be valid with
some L0 > 0. If the following inequality holds
2L0 + L+M <
ε
λmax(P )
(14)
where L and M are given by (13), then the adaptive control algorithm (12)120
ensures synchronization (9). Moreover, all tunable parameters θi(t) will tend to
constant values.
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Proof. Denote eti = ei(t+θ), θ ∈ [−τ(t), 0] and consider the following Lyapunov-
Krasovskii functional
V (t, et1, . . . , e
t
N ) = V1 + V2 + V3, (15)
where
V1 =
N∑
i=1
eTi (t)Pei(t), V2 =
N∑
i=1
(θi − θ∗)
TΓ−1i (θi − θ∗),
V3 =
N∑
i=1
∫ t
t−τ(t)
eTi (s)Qiei(s) ds,
with Qi =
λmax(P )
1−d
∑N
j=1MjiI ≥ 0.
Now calculate a derivative of V along the trajectories of the system (10),
(12).125
V˙1 =
N∑
i=1
[eTi (t)P e˙i(t) + e˙
T
i (t)Pei(t)] =
N∑
i=1
eTi (t)
[
PA+ATP
]
ei(t)
+ 2
N∑
i=1
eTi (t)P
[
ϕ0
(
t, xi(t)
)
− ϕ0
(
t, xL(t)
)]
+ 2
N∑
i=1
eTi (t)P
N∑
j=1
[
ϕij
(
t, xj(t)
)
− ϕij
(
t, xL(t)
)]
+ 2
N∑
i=1
eTi (t)P
N∑
j=1
[
ψij
(
t, xj(t− τ)
)
− ψij
(
t, xL(t− τ)
)]
− 2
N∑
i=1
eTi (t)PBθ
T
i (t)
[
yi(t)− yL(t)
]
.
In view of Assumption 2
2
N∑
i=1
eTi (t)P
[
ϕ0
(
t, xi(t)
)
− ϕ0
(
t, xL(t)
)]
≤ 2λmax(P )L0
N∑
i=1
∥ei(t)∥
2. (16)
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Further, ∣∣∣∣∣∣2
N∑
i=1
eTi (t)P
N∑
j=1
[
ϕij
(
t, xj(t)
)
− ϕij
(
t, xL(t)
)]∣∣∣∣∣∣
≤
∣∣∣∣∣∣
N∑
i=1
N∑
j=1
2λmax(P )Lije
T
i (t)ej(t)
∣∣∣∣∣∣
≤
N∑
i=1
N∑
j=1
λmax(P )Lij
[
∥ei(t)∥
2 + ∥ej(t)∥
2
]
= λmax(P )
N∑
i=1
∥ei(t)∥
2
N∑
j=1
[
Lij + Lji
]
≤ λmax(P )L
N∑
i=1
∥ei(t)∥
2
(17)
and ∣∣∣∣∣∣2
N∑
i=1
eTi (t)P
N∑
j=1
[
ψij
(
t, xj(t− τ)
)
− ψij
(
t, xL(t− τ)
)]∣∣∣∣∣∣
≤
∣∣∣∣∣∣
N∑
i=1
N∑
j=1
2λmax(P )Mije
T
i (t)ej(t− τ)
∣∣∣∣∣∣
≤
N∑
i=1
N∑
j=1
λmax(P )Mij
[
∥ei(t)∥
2 + ∥ej(t− τ)∥
2
]
.
Thus,
V˙1 ≤
N∑
i=1
eTi (t)
[
PA+ATP
]
ei(t)
+ 2λmax(P )L0
N∑
i=1
∥ei(t)∥
2 + λmax(P )L
N∑
i=1
∥ei(t)∥
2
+
N∑
i=1
N∑
j=1
λmax(P )Mij
[
∥ei(t)∥
2 + ∥ej(t− τ(t))∥
2
]
− 2
N∑
i=1
eTi (t)PBθ
T
i (t)
[
yi(t)− yL(t)
]
.
11
Now keeping in mind that CT g = PB we calculate a derivative of V2:
V˙2 = 2
N∑
i=1
(θi(t)− θ∗)
TΓ−1i θ˙i(t)
= 2
N∑
i=1
(θi(t)− θ∗)
T
[
yi(t)− yL(t)
][
yi(t)− yL(t)
]T
g
= 2
N∑
i=1
(θi(t)− θ∗)
T
[
yi(t)− yL(t)
]
eTi (t)C
T g
= 2
N∑
i=1
eTi (t)PBθ
T
i (t)
[
yi(t)− yL(t)
]
− 2
N∑
i=1
eTi (t)PBθ
T
∗ Cei(t).
Finally, a derivative of V3 is:
V˙3 =
N∑
i=1
[
eTi (t)Qiei(t)− (1− τ˙(t))e
T
i (t− τ)Qiei(t− τ)
]
≤
N∑
i=1
[
∥ei(t)∥
2λmax(P )
1− d
N∑
j=1
Mji − (1− d)∥ei(t− τ(t))∥
2λmax(P )
1− d
N∑
j=1
Mji
]
.
Summing up all derivatives and using notation A∗ = A−Bθ
T
∗ C we obtain:
V˙ ≤
N∑
i=1
eTi (t)
[
PA∗ +A
T
∗ P
]
ei(t) + (2L0λmax(P )
+ Lλmax(P ) +Mλmax(P ))
N∑
i=1
∥ei(t)∥
2
≤ (−ε+ 2L0λmax(P ) + Lλmax(P ) +Mλmax(P ))
N∑
i=1
∥ei(t)∥
2.
Thus,
V˙ ≤ −µ
N∑
i=1
∥ei(t)∥
2 ≤ 0,
where µ = ε − 2L0λmax(P ) − Lλmax(P ) −Mλmax(P ) > 0. Function Vt(t) =
V (t, et1, . . . , e
t
N ) can be presented as
Vt(t) = Vt(0) +
∫ t
0
V˙t(s) ds ≤ Vt(0)− µ
∫ t
0
N∑
i=1
∥ei(s)∥
2 ds.
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As far as x0i , x
0
L ∈ C([−h, 0]), i. e. bounded functions, Vt(0) <∞ and thus Vt(t)
is bounded. But if ∃i = 1, . . . , N : θi(t) −−−→
t→∞
∞ then Vt(t) −−−→
t→∞
∞ which is
not possible. Thus all θi(t) are bounded.
As soon as Vt is bounded and Vt(0) is finite,
∫ t
0
∑N
i=1 ∥ei(s)∥
2 ds < ∞. By
applying Barbalat’s lemma [38] we conclude that ei(t) → 0 while t → ∞ for130
all i = 1, . . . , N . In other words, zero solution of the system (10), (12) is
asymptotically stable. Since ϕ0(t, x) satisfies Lipschitz condition all solutions
of (4) and (8) exist for all t ≥ t0. Therefore limt→∞ ∥xi(t) − xL(t)∥ = 0 for
i = 1, . . . , N .
Finally, to prove that all θi(t) tend to some constant values let us integrate
the second equation of (12):
θi(t) =θi(0) + Γi
∫ t
0
[
yi(s)− y¯(s)
][
yi(s)− y¯(s)
]T
g ds =
θi(0) + Γi
∫ t
0
eTi (s)C
T gCei(s) ds.
The term
∞∫
0
eTi (s)C
T gCei(s) ds is finite as far as
∞∫
0
eTi (s)Pei(s) ds < ∞ and135
therefore there exist finite limt→∞ θi(t) = θi(0)+Γi
∫∞
0
eTi (s)C
T gCei(s) ds. 
Remark 3. Note that the boundedness of xi(t) is not proved in the theorem.
In fact the trajectories xi may be unbounded. However, if xL(t) is bounded then
xi(t) are bounded too.
4.2. Matched nonlinearity140
Now we consider the second class of nonlinearities.
Assumption 3. There exists a function h0(t, Cx) : [t0,∞)× R
l such that
ϕ0(t, x) = Bh0(t, Cx)
and for all initial conditions from C[−h, 0] and piecewise continuous ui equations
(4), (8) have solutions for all t ≥ t0.
Function ϕ0 that satisfies Assumption 3 is called matched nonlinearity since it
can be canceled by a control signal u = −h0(t, y). Further we consider the case145
where h0 is unknown.
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Theorem 2 (Matched nonlinearity). Consider the network (4) subject to
(5) and the leader system (8). Let Assumption 1 hold with g ∈ Rl and, thus,
(3) is feasible for some P > 0, ε > 0, and θ∗. Let Assumption 3 be valid and
assume that h0 satisfies
(ζ1 − ζ2)
T g(h0(t, ζ1)− h0(t, ζ2)) ≤ 0, ∀ζ1, ζ2 ∈ R
l. (18)
If the following inequality holds
L+M <
ε
λmax(P )
, (19)
where L and M are given by (13), then the adaptive control algorithm (12)
ensures synchronization (9). Moreover, all tunable parameters θi(t) tend to
constant values.
Proof is similar to the proof of Theorem 1. Consider the functional (15) with
the same V1, V2, V3. Calculating the bound for V˙ yields:
V˙ ≤ −µ′
N∑
i=1
∥ei(t)∥
2
+ 2
N∑
i=1
eTi (t)P
[
ϕ0
(
t, xi(t)
)
− ϕ0
(
t, xL(t)
)]
,
where µ′ = ε − Lλmax(P ) −Mλmax(P ) > 0. As far as ϕ0(t, x) = Bh0(t, Cx),
PB = CT g and h0 satisfies (18), we obtain:
2
N∑
i=1
eTi (t)P
[
ϕ0
(
t, xi(t)
)
− ϕ0
(
t, xL(t)
)]
= 2
N∑
i=1
eTi (t)PB
[
h0
(
t, Cxi(t)
)
− h0
(
t, CxL(t)
)]
= 2
N∑
i=1
[
yi(t)− yL(t)
]T
g
[
h0
(
t, yi(t)
)
− h0
(
t, yL(t)
)]
≤ 0.
Therefore, V˙ ≤ −µ′
∑N
i=1 ∥ei(t)∥
2. The end of the proof is similar to the end of150
the proof for Theorem 1.
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Remark 4. Note that (14) turns into (19) when L0 = 0. That is, condition
(19) are less restrictive. This relaxation is received by imposing structural con-
ditions on ϕ0. Hence we can conclude that if ϕ0 is matched nonlinearity with
h0 satisfying (18) then it is reasonable to use Theorem 2. If it is not then155
Theorem 1 should be applied.
Remark 5. Results of Theorems 1, 2 are delay-independent, i. e. it is not
important how big the value of τ(t) is.
Remark 6. Sometimes it is necessary to consider a case of nonequal delays.
In this case the delayed term in (4) is replaced by
∑N
j=1 ψij
(
t, xj(t − τij(t))
)
,
where τij(t) are such that τ˙ij ≤ d. For this instance the convergence con-
ditions are same as in Theorems 1, 2. To prove that one should take V3 =
λmax(P )
1−d
∑N
i=1
∑N
j=1Mji
∫ t
t−τij(t)
eTi (s)ei(s) ds. Unfortunately, to ensure the ex-
istence of the synchronous solution for the system (4) with ui ≡ 0 we should
assume that ∀i, k
N∑
j=1
ψij(t, x(t− τij(t))) =
N∑
j=1
ψkj(t, x(t− τkj(t))).
This assumption is too formal because its fulfillment in general depends mainly
on the values of the particular process x(t) in different moments of time. That160
seems to have no practical implementation.
5. Ultimate boundedness of disturbed system
An important issue for control system design is providing its robustness with
respect to disturbances unmodelled dynamics. It is well known however that
many adaptive systems do not possess such a property that makes their behavior165
very sensitive to inevitable impreciseness of the plant model. Even bounded-
ness of the closed loop system trajectories cannot be guaranteed in many cases.
Among various robustification methods one of the most popular ones is intro-
duction of negative feedback into the adaptation algorithm (σ-modification).
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However, this method was not examined before for the plants affected by de-170
lay. Below it is demonstrated that σ-modification ensures robust behavior and
ultimate boundedness for the controlled network affected by both delays and
bounded disturbances.
Consider the system (4) with disturbances:
x˙i(t) = Axi(t) + ϕ0
(
t, xi(t)
)
+
N∑
j=1
ϕij
(
t, xj(t)
)
+
N∑
j=1
ψij
(
t, xj(t− τ(t))
)
+Bui(t) + wi(t),
yi(t) = Cxi(t), t ≥ t0, i = 1, . . . , N,
(20)
where xi, ui, yi, A, B, C, ϕ0, ϕij , ψij are the same as in (4) and wi ∈ R
n
are unknown bounded disturbances: ∥wi∥ ≤ ∆i. In contrast to (4) here we175
assume that time-varying delay τ(t) is a bounded differentiable function such
that 0 ≤ τ(t) ≤ h and τ˙(t) ≤ d < 1 for all t ≥ t0.
Since the system contains disturbances instead of (9) we consider the fol-
lowing control goal:
lim
t→∞
N∑
i=1
∥xi(t)− xL(t)∥
2 < b. (21)
It turns out that in this case under the control law (12) tuning parameters
θi tend to infinity, that is ∥θi∥ → ∞ while t→∞. To ensure boundedness of θi
a regularized controller will be used:
ui(t) = −θi(t)
T
[
yi(t)− yL(t)
]
+ uL(t),
θ˙i(t) = Γi
[
yi(t)− yL(t)
][
yi(t)− yL(t)
]T
g − αθi(t),
(22)
where Γi = Γ
T
i > 0 is l × l-matrix and α > 0.
To formulate the following result we introduce notation:
Mh = max
i=1,...,N
N∑
j=1
[
eαhMij +
Mji
1− d
]
, (23)
where Lij , Mij are from (5), h and d are upper bounds for the time-varying
delay and its derivative: 0 ≤ τ(t) ≤ h, τ˙(t) ≤ d < 1, and α is a controller180
parameter.
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As previously two types of nonlinearities ϕ0 will be considered: Lipschitz
continuous and matched nonlinearities.
5.1. Lipschitz type nonlinearity
Theorem 3 (Boundedness with Lipschitz nonlinearity). Consider the net-
work (20) subject to (5) and the leader system (8). Let Assumption 1 hold with
g ∈ Rl and, thus, (3) is feasible for some P > 0, ε > 0, and θ∗. Let Assumption
2 be valid with some L0 > 0. If
µ =
ε
λmax(P )
− 2L0 − L−Mh − α ≥ 0 (24)
where L and Mh are given by (13) and (23), then the adaptive control algorithm
(22) ensures (21) with
b =
λmax(P )
αµλmin(P )
N∑
i=1
∆2i +
1
λmin(P )
N∑
i=1
θT∗ Γ
−1
i θ∗. (25)
Moreover, all tunable parameters θi(t) stay bounded on the time interval [0,∞)185
for all i = 1, . . . , N .
Proof. Denote eti = ei(t+θ), θ ∈ [−τ(t), 0] and consider the following functional
V (t, et1, . . . , e
t
N ) = V1 + V2 + V4, (26)
where V1 and V2 are the same as in (15) and
V4 =
N∑
i=1
∫ t
t−τ(t)
e−α(t−s)eTi (s)Qiei(s) ds,
with Qi =
λmax(P )
1−d
∑N
j=1MjiI ≥ 0.
By subtracting (8) from (20) we derive equations for the errors ei(t). Deriva-
17
tive of V is given by:
V˙1 =
N∑
i=1
[eTi (t)P e˙i(t) + e˙
T
i (t)Pei(t)] =
N∑
i=1
eTi (t)
[
PA+ATP
]
ei(t)
+ 2
N∑
i=1
eTi (t)P
[
ϕ0
(
t, xi(t)
)
− ϕ0
(
t, xL(t)
)]
+ 2
N∑
i=1
eTi (t)P
N∑
j=1
[
ϕij
(
t, xj(t)
)
− ϕij
(
t, xL(t)
)]
+ 2
N∑
i=1
eTi (t)P
N∑
j=1
[
ψij
(
t, xj(t− τ)
)
− ψij
(
t, xL(t− τ)
)]
− 2
N∑
i=1
eTi (t)PBθ
T
i (t)
[
yi(t)− yL(t)
]
+ 2
N∑
i=1
eTi (t)Pwi(t).
Note that ∣∣∣∣∣∣2
N∑
i=1
eTi (t)P
N∑
j=1
[
ψij
(
t, xj(t− τ)
)
− ψij
(
t, xL(t− τ)
)]∣∣∣∣∣∣
≤
∣∣∣∣∣∣
N∑
i=1
N∑
j=1
2λmax(P )Mije
T
i (t)ej(t− τ(t))
∣∣∣∣∣∣
≤
N∑
i=1
N∑
j=1
λmax(P )Mij
[
eαh∥ei(t)∥
2 + e−αh∥ej(t− τ)∥
2
]
and
2
N∑
i=1
eTi (t)Pwi(t) ≤ µ
N∑
i=1
eTi (t)Pei(t) +
1
µ
N∑
i=1
wTi (t)Pwi(t).
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Using the last two inequalities and (16), (17) we find that
V˙1 ≤
N∑
i=1
eTi (t)
[
PA+ATP
]
ei(t)
+ 2λmax(P )L0
N∑
i=1
∥ei(t)∥
2 + λmax(P )L
N∑
i=1
∥ei(t)∥
2
+
N∑
i=1
N∑
j=1
λmax(P )Mij
[
eαh∥ei(t)∥
2 + e−αh∥ej(t− τ(t))∥
2
]
− 2
N∑
i=1
eTi (t)PBθ
T
i (t)
[
yi(t)− yL(t)
]
+ µ
N∑
i=1
eTi (t)Pei(t)
+
1
µ
N∑
i=1
wTi (t)Pwi(t).
Now keeping in mind that CT g = PB we calculate a derivative of V2:
V˙2 = 2
N∑
i=1
(θi(t)− θ∗)
TΓ−1i θ˙i(t)
= 2
N∑
i=1
(θi(t)− θ∗)
T
[
yi(t)− yL(t)
][
yi(t)− yL(t)
]T
g
− 2α
N∑
i=1
(θi(t)− θ∗)
TΓ−1i θi(t)
= 2
N∑
i=1
eTi (t)PBθ
T
i (t)
[
yi(t)− yL(t)
]
− 2
N∑
i=1
eTi (t)PBθ
T
∗ Cei(t)
− α
N∑
i=1
(θi(t)− θ∗)
TΓ−1i (θi(t)− θ∗) + α
N∑
i=1
θT∗ Γ
−1
i θ∗.
Derivative of V4 is:
V˙4 =
N∑
i=1
[
eTi (t)Qiei(t)
− (1− τ˙(t))e−ατ(t)eTi (t− τ(t))Qiei(t− τ(t))
]
− αV4
≤
N∑
i=1
[
∥ei(t)∥
2λmax(P )
1− d
N∑
j=1
Mji
− (1− d)e−αh∥ei(t− τ(t))∥
2λmax(P )
1− d
N∑
j=1
Mji
]
− αV4.
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Summing up all derivatives we obtain:
V˙ + αV − β ≤ η
N∑
i=1
∥ei(t)∥
2 +
λmax(P )
µ
N∑
i=1
∆2i + α
N∑
i=1
θT∗ Γ
−1
i θ∗ − β,
where η = −ε+2L0λmax(P )+Lλmax(P )+Mhλmax(P )+µλmax(P )+αλmax(P ).
From the conditions of the theorem it follows that there exists µ > 0 such that
η < 0. Let β = λmax(P )
µ
∑N
i=1∆
2
i + α
∑N
i=1 θ
T
∗ Γ
−1
i θ∗. Then
V˙ ≤ −αV + β.
From the comparison principle [38] it follows that:
V (t, et1, . . . , e
t
N ) ≤
(
V (t0, e
t0
1 , . . . , e
t0
N )−
β
α
)
e−α(t−t0) +
β
α
. (27)
Therefore,
lim
t→∞
N∑
i=1
∥ei(t)∥
2
6 b
with
b =
β
λmin(P )α
=
λmax(P )
αµλmin(P )
N∑
i=1
∆2i +
1
λmin(P )
N∑
i=1
θT∗ Γ
−1
i θ∗.
From (27) it follows that V is bounded, therefore all θi are bounded. 
5.2. Matched nonlinearity
Theorem 4 (Boundedness with matched nonlinearity). Consider the net-
work (20) subject to (5) and the leader system (8). Let Assumption 1 hold with
g ∈ Rl and, thus, (3) is feasible for some P > 0, ε > 0, and θ∗. Let Assumption
3 be valid and assume that h0 satisfies
(ζ1 − ζ2)
T g(h0(t, ζ1)− h0(t, ζ2)) ≤ 0, ∀ζ1, ζ2 ∈ R
l. (28)
If the following inequality holds
µ =
ε
λmax(P )
− L−Mh − α ≥ 0, (29)
where L and Mh are given by (13) and (23), then the adaptive control algorithm
(22) ensures (21) with
b =
λmax(P )
αµλmin(P )
N∑
i=1
∆2i +
1
λmin(P )
N∑
i=1
θT∗ Γ
−1
i θ∗. (30)
20
Moreover, all tunable parameters θi(t) stay bounded on the time interval [0,∞)190
for all i = 1, . . . , N .
Proof of Theorem 4 is similar to the proof of Theorems 2 and 3 and, therefore,
is omitted here.
6. Numerical example
To demonstrate the efficiency of the proposed algorithm we make use of a
celebrated Chua circuit [39]. A network of four connected Chua circuits with dis-
turbances where the first component of each system is measured and controlled
can be presented in the form:
s˙i(t) = Asi(t) +Bh0(ξi(t)) +Bu(t) +
4∑
j=1
ϕij(t, sj(t))
+
4∑
j=1
ψij(t, sj(t− τ(t))) + wi(t),
ξi(t) = Csi(t), i = 1, . . . , 4,
(31)
where si = (xi, yi, zi)
T , h0(ξ) = −
p
2 (m0 − m1)(|ξ + 1| − |ξ − 1| − 2ξ), p > 0,
q > 0, m0 < m1 < 0,
A =


−(1 +m0)p p 0
1 −1 1
0 −q 0

 , B =


1
0
0

 , C =


1
0
0


T
.
Suppose that the values of m0 and m1 are known while p, q are unknown.
The only information that we possess about p, q is that they belong to some
intervals of possible values, i. e. p ∈ [p1, p2], q ∈ [q1, q2] (p1 > 0, q1 > 0).
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Consider the following interconnections:
ϕ12(t, s2) = σ(0.5 sinx2, 0, 0)
T , ϕ13(t, s3) = σ(0, 0.5y3 sin t, 0)
T ,
ϕ21(t, s1) = σ(0.5 cosx1 sign(sin t), 0, 0)
T , ϕ24(t, s4) = σ(0, 0, 0.5z4 sign(cos t))
T ,
ϕ32(t, s2) = σ(0, 0.5y2 sin t, 0)
T , ϕ34(t, s4) = σ(0, 0, 0.5 sin z4)
T ,
ϕ41(t, s1) = σ(0.5 cosx1, 0.5 cos y1, 0)
T , ϕ43(t, s3) = σ(0, 0, 0.5z3 sign(cos t))
T ,
ψ12(t, s2) = σ(0, 0, 0.45 cos z2)
T , ψ13(t, s3) = σ(0.45 sinx3 cos t, 0, 0)
T ,
ψ21(t, s1) = σ(0, 0.45 sin y1 sign(sin t), 0)
T , ψ24(t, s4) = σ(0.45x4, 0, 0)
T ,
ψ31(t, s1) = σ(0, 0.45y1 sign(cos t), 0)
T , ψ34(t, s4) = σ(0, 0, 0.45 cos z4)
T ,
ψ42(t, s2) = σ(0.45 sinx2, 0, 0)
T , ψ43(t, s3) = σ(0, 0.45y3 sin t, 0)
T ,
ϕii(t, si) = −
4∑
j=1
j ̸=i
ϕij(t, si), ψii(t, si) = −
4∑
j=1
j ̸=i
ψij(t, si),
with σ = 0.01. Other ϕij , ψij are assumed to be zeroes. Note that ϕij and ψij195
depend on the states si(t) and si(t − τ(t)) correspondingly. Calculating (13)
and (23) for h = 9 yields L = 0.04 and Mh ≈ 0.04.
Along with the system (31) consider the leader system of the form (8) with
uL(t) ≡ 0, Φ(t, x) ≡ 0, Ψ(t, x) ≡ 0.
For the system (31) Assumption 3 is fulfilled with matched nonlinearity200
ϕ0(si) = Bh0(ξi) where h0 satisfies (18) for any g > 0. Therefore, Theorem 4
can be applied.
Assumption 1 is fulfilled since for all p > 0, q > 0 and g > 0, ϕ(λ) =
gTW (λ) det(λI −A) = gp(λ2 + λ+ q) is Hurwitz and gTCB = g > 0.
To check the condition (29) we try to enlarge ελ−1max(P ) such that (3) are
satisfied. Introducing P1 =
1
ε
P , η = λ
ε
we reformulate the task in terms of
matrix inequalities, where θ∗ will be treated as a tuning parameter:
η → min
(A−BθT∗ C)
TP1 + P1(A−Bθ
T
∗ C) < −I,
P1 < ηI, εP1B = C
T g, P1 > 0.
(32)
Obviously, if η∗ is a solution of this task then ελ
−1
max(P ) = 1/η∗. Since (32) is205
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Figure 1: Phase portrait of the leader system.
affine in A, one have to solve linear matrix inequalities (32) simultaneously for
the four vertices given by A1 = A|p=p1
q=q1
, A2 = A|p=p1
q=q2
, A3 = A|p=p2
q=q1
, A4 = A|p=p2
q=q2
,
with the same tunable parameter θ∗ and the same decision variables P1 > 0 and
η.
For simulations we takem0 = −8/7,m1 = −5/7 and suppose that p ∈ [5; 15],
q ∈ [14; 15]. In this case the numerical solution of (32) for θ∗ = 150 yields:
P1 =


0.8191 0 0
0 9.9520 −0.5448
0 −0.5448 0.7117

 , η∗ = 9.9863.
Thus, g = 0.8191 and ελ−1max(P ) = 1/η∗ = 0.1. We take α = 0.01. In this
case µ = 0.1 and, therefore, (29) is true. Thereby an adaptive control algorithm
ui(t) = −θi(t)
T
[
ξi(t)− ξL(t)
]
,
θ˙i(t) = 0.8191 · Γi
[
ξi(t)− ξL(t)
]2
− 0.01 · θi(t),
with any Γi > 0 ensures the achievement of the goal
lim
t→∞
4∑
i=1
∥ξi(t)− ξL(t)∥
2 < b,
where the value of b depends on Γi and the noise bounds ∆i.210
For simulations we take p = 9, q = 14.286. For simplicity Γi = 1 for all
i = 1, . . . , 4. Initial functions s0i =
(
x0i y
0
i z
0
i
)T
are random linear functions
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Figure 2: The value of
∑
4
i=1
∥ξi(t) − ξL(t)∥
2: A — during 35 seconds of simulation; B —
during 500 seconds of simulation
such that ∥x0i ∥C < 5, ∥y
0
i ∥C < 5, ∥z
0
i ∥C < 5. Initial function for the leader
system is chosen as s0L(t) =
(
0.1 0.1 0.1
)T
for t ∈ [−9, 0]. Initial values for
all θi are zeroes.215
In Figure 1 a phase portrait of the leader system is presented. It is a well
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Figure 3: Evolution of θi (i = 1, . . . , 4)
known fact that for chosen values of system parameters Chua circuit exhibits
a chaotic behavior. In Figure 2 one can see the value of
∑4
i=1 ∥ξi(t) − ξL(t)∥
2
stays bounded during the time of simulation. In Figure 3 the evolution of θi is
depicted.220
Note that for big enough θi (e.g. for θi = θ∗ which solves (3) subject to
(19)) static output feedback (11) ensures synchronization of the system (4), (8).
In this case θi may have big magnitudes leading to high-gain control which can
cause undesirable behavior of the closed loop system. On the other hand, the
adaptive controller (12) perform adaptive tuning of the unknown parameters θi225
with a smaller gain. In the presented example the task (32) is not feasible for
θ∗ < 10. For θ∗ < 150 smaller values of λ
−1
max(P )ε are obtained. At the same
time, as it can be seen in Figure 3, all θi after the transient period are smaller
than 8. That is, the adaptive controller (12) allows one to ensure ultimate
boundedness of a network (4), (8) with a small enough control gain.230
In Figure 4 one can see the results of numerical simulations for 100 inter-
connected Chua circuits. All system parameters are same as previously and
25
Figure 4: The value of
∑
100
i=1
∥ξi(t) − ξL(t)∥
2: A — during 35 seconds of simulation; B —
during 500 seconds of simulation
the topology of the network was chosen randomly such that L = 0.04 and
Mh = 0.04. In this case Theorem 4 guarantees ultimate boundedness of the
value
∑100
i=1 ∥ξi(t)− ξL(t)∥
2.235
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7. Conclusion
We examined the problem of decentralized adaptive control for dynamical
networks with instant and delayed nonlinear interconnections. In contrast to
overwhelming majority of the previous results we proposed an adaptive con-
trol algorithm for both incomplete state measurements and incomplete control240
(the number of control variables is less than the number of the state vari-
ables). Controllability of the local dynamics is not required. Instead passifi-
ability (hyper-minimum-phase property) of the linear part of local dynamics
is assumed. Compared with a number of the previous works on decentralized
control of interconnected systems [40, 41, 42, 43, 44] mainly dealing with Model245
Reference Adaptive Control, our passification based design provides more sim-
ple controllers. On the other hand, like in the previous designs, the proposed
adaptive controllers (12), (22) are decentralized, and therefore, interconnections
are required to be weak enough.
For the disturbance free case the convergence of each agent trajectory to250
the leader trajectory (synchronization) is proved. For the networks with distur-
bances ultimate boundedness of the trajectories is proved. Two types of agent
nonlinearity ϕ0 were considered. First, for Lipschitz continuous functions it is
required that Lipschitz constant is small enough. Then for a special class of
matched nonlinearity the monotonicity assumption (18) is imposed. All results255
are formulated for the case of slowly-varying time delay.
The proposed method is illustrated by numerical examples of 4 and 100 con-
trolled Chua circuits. According to simulation results all adaptation parameters
stay bounded and after a transient period are less than the parameters of the
stabilizing static output feedback under the same uncertainty. Thus, the pro-260
posed adaptive output feedback controller allows to synchronize a network with
smaller values of control gains that is more appropriate in practice.
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