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Hay que reírse cuando dicen que la ciencia fracasa. Tontería: Lo que fracasa
es la mentira; la ciencia marcha adelante. [El árbol de la ciencia]
Pío Baroja (1872 - 1956)

Resumen
Este trabajo de tesis doctoral presenta un modelo independiente de la
computación de un Diagnóstico Diferencial (DD), así como un modelo inde-
pendiente de la plataforma de un Sistema de Inferencia Difusa. Se han utiliza-
do los Métodos de Desarrollo Dirigido por Modelos (MDDM) en la concepción
de los modelos, los cuales, además de facilitar la deﬁnición de los modelos, ofre-
cen herramientas para la realización de transformaciones entre ellos. Así, en el
presente trabajo también se exponen las transformaciones entre los modelos
de DD y SID y las transformaciones para la generación automática de SID
expresados en lenguajes concretos a partir de los modelos de SID indepen-
dientes de la plataforma. Los SID dependientes de la plataforma pueden ser
incluidos en el formalismo de representación de Guías Clínicas Informatizadas
(GCI) Aide.
Así mismo, en la tesis también se incluye una descripción de las herra-
mientas que facilitan la deﬁnición de modelos de DD y SID, así como la
generación automática de SID en lenguajes concretos utilizables en distintos
motores de razonamiento. Es de reseñar la adición de un módulo de aprendiza-
je automático mediante un Algoritmo Genético que permite adaptar algunas
características de los modelos de SID a los datos reales de entrenamiento.
Las herramientas y modelos se han validado en dos ámbitos. Por un lado,
se han utilizado en el cribado neonatal, una prueba diagnóstica dirigida a la
identiﬁcación presintomática de enfermedades graves con el ﬁn de tratarlas
precozmente y así prevenir y minimizar minusvalías neurológicas, orgánicas y
psíquicas. Por otro lado, se han utilizado en el diagnóstico de la hiperamone-
mia, una Enfermedad Rara que se debe tratar de forma urgente para evitar
graves secuelas neurológicas e incluso la muerte. En ambos casos, los SID
creados se han integrado en unas GCI para ser evaluados.

Laburpena
Doktorego tesi lan honek konputazio kontzeptuetatik independente den
Diagnostiko Diferentzialen (DD) eredu bat eta plataformatik independentea
den Inferentzia Lausodun Sistemen (ILS) eredu bat aurkezten du. Ereduen
kontzeptualizaziorako Ereduen Bidezko Garapen Metodoak (EBGM) erabi-
li dira. Metodo hauek ereduen deﬁnizioan laguntzeaz gain, ereduen arteko
transformazioak egiteko erremintak eskaintzen dituzte. Hortaz, aurkezten den
lan honetan, DD eta ILS ereduen arteko transformazioak eta plataformatik
independente diren ILS ereduetatik lengoaia espeziﬁkoetan adierazitako ILS
zehatzak lortzeko transformazioak ere azaltzen dira. Plataformatik dependen-
te diren ILS zehatz hauek Aide izeneko Informatizatutako Guida Klinikoen
(IGK) errepresentazio formalismoan barneratu daitezke.
Era berean, tesi lan honek DD eta ILS ereduak deﬁnitzeko eta arrazona-
mendu motore ezberdinetan erabiltzeko ILS zehatzak automatikoki sortzeko
erabiltzen diren erremintak deskribatzen ditu. Aipatzekoa da erreminta hauek
ILS ereduen zenbait ezaugarri hobetzeko Algoritmo Genetikoetan oinarritu-
tako ikaste automatikoko sistema bat dutela.
Aipatutako ereduak eta erremintak bi arlo ezberdinetan ebaluatu dira. Al-
de batetik, jaioberrien beheketa izeneko prozesuan erabili dira. Prozesu hau
sintomak izan aurretik gaixotasun larriak identiﬁkatzeko erabiltzen da. Modu
honetan ondorio neurologiko, organiko edota psikiko larriak saihestu edota
txikiagotu daitezke. Bestetik, aurkeztutako erreminta eta ereduak hiperamo-
nemia izeneko Gaixotasun Arraro baten diagnostikoan erabili dira. Gaixota-
sun honek ondorio neurologiko larriak eta akaso heriotza ekar dezake aurre
egiteko tratamendua azkar eskaintzen ez bada. Bi kasuetan sortutako ILSak
IGK batzuetan barneratu dira.

Abstract
This PhD thesis work presents a Computational Independent Model (CIM)
for Diﬀerential Diagnosis (DD) and a Platform Independent Model (PIM) for
Fuzzy Inference System (FIS). These models have been built using Model Dri-
ven Development Methods (MDDM). These methods, apart from easing the
deﬁnition process of models, they also oﬀer resources for automatic transfor-
mation between them. Thus, the present work explains some transformations
between DD and FIS models and some transformations for the automatic ge-
neration of FIS expressed in speciﬁc languages based in platform independent
FIS models. These speciﬁc platform dependent FIS can be embedded in Ai-
de, a representation formalism for Computerised Clinical Guidelines (CCG)
deﬁnition.
Furthermore, this PhD thesis also describes a set of tools for the deﬁnition
of DD and FIS models, as well as for the automatic generation of FIS expressed
in speciﬁc languages which can be used in diﬀerent types of reasoning engines.
It is worth noting that these tools include a functionality for improving the
characteristics of the deﬁned FIS by means of an automatic learning system,
speciﬁcally a Genetic Algorithm.
The described models and tools have been tested in two ﬁelds. First, they
have been used in the process of newborn screening. The objective of this
process is the early identiﬁcation of asymptomatic serious diseases in order
to prevent or minimise negative neurologic, organic and psychic eﬀects in
newborn population. Second, they have been used for the diagnosis of hy-
perammonemia, a Rare Disease which has to be treated promptly in order
to avoid serious neurological consequences and even to avoid death. In both
ﬁelds, the created FIS have been embedded in diﬀerent CCG for their testing.
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3La Parte I presenta los prolegómenos de la investigación en los que
se enmarca la presente tesis doctoral.
En el capítulo 1 se justiﬁca la realización del trabajo de investigación




Ofrecer el mejor cuidado a los pacientes consiste en utilizar el conocimien-
to médico más actual para ofertar un cuidado común adaptado a las carac-
terísticas del paciente evitando de esta manera pruebas costosas innecesarias
(Rosenfeld y Shiﬀman, 2009).
El conocimiento más actual se recoge en la evidencia de los estudios
médicos publicados. Por ejemplo, si un paciente viene aquejado de ﬁebre y los
últimos estudios han demostrado que un nuevo medicamento es más efectivo
que los que se recetan habitualmente, que le receten el nuevo medicamento
indicará que el cuidado médico está actualizado.
El cuidado común es la característica que hace que la respuesta ante
unos síntomas comunes conlleve un mismo procedimiento sin depender de la
arbitrariedad de diferentes criterios médicos. Por ejemplo, si dos pacientes
vienen aquejados de un dolor en la rodilla y para ambos se piden radiografías,
eso indica que el cuidado es común.
La adaptación a las características del paciente consiste en ﬁjar
las decisiones del facultativo de acuerdo a las características del paciente.
Por ejemplo, dada una dolencia y un paciente alérgico al medicamento más
común para tratar esa dolencia, que le receten una alternativa signiﬁcará que
el cuidado ha sido adaptado.
Las Guías Clínicas (GC) recopilan de forma sistemática recomendaciones
médicas que sirven de soporte a los profesionales médicos en la toma de deci-
siones (Field y Lohr, 1990). Las GC son el resultado del trabajo de un Grupo
de Elaboración de Guías (GEG), formado por médicos y documentalistas es-
pecialistas en una materia. Las GC se actualizan con cierta periodicidad para
mantener la actualidad de las recomendaciones que incluyen. En las tareas de
elaboración y actualización se utilizan herramientas como MAGIC (Vandvik
et al., 2017), que permitan gestionar todo el proceso, o herramientas especíﬁ-
cas que ayuden a localizar bibliografía relevante (Iruetaguena et al., 2012).
Para ayudar en la toma de decisiones, las GC caliﬁcan las recomendaciones
de acuerdo a la evidencia que sustentan los estudios médicos. También inclu-
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yen otros elementos que facilitan la realización de las tareas médicas, tales
como algoritmos, scores y Diagnósticos Diferenciales (DD).
Los algoritmos son representaciones de las tareas a realizar durante algún
aspecto del diagnóstico y el tratamiento de la enfermedad. Por ejemplo, en la
ﬁgura 1.1 se muestra un algoritmo para los pasos iniciales en el diagnóstico y
tratamiento de la Infección del Tracto Urinario (ITU) en población pediátri-
ca. El algoritmo que se muestra está formado por cinco pasos y cada forma
representa un tipo de acción. Según la representación gráﬁca utilizada para
este algoritmo, los rectángulos con borde redondeado indican una condición
de entrada, los rombos o diamantes indican condiciones y los rectángulos ac-
ciones. Las acciones se llevan a cabo en el orden establecido por las ﬂechas,
de forma que el primer paso es el rectángulo redondeado en la parte superior
de la ﬁgura y el último paso es el rectángulo mostrado en la parte inferior de
la ﬁgura.
Figura 1.1. Muestra de un algoritmo en la GC para el diagnóstico y tratamiento
de la ITU (extraído de (Trapote et al., 2011))
Los scores, por su lado, son sistemas de puntuación utilizados para medir
la gravedad o intensidad de algunos rasgos de las enfermedades. Estos sistemas
asignan puntos a diversos factores de los pacientes y el resultado de la suma de
los mismos indica la gravedad. En la ﬁgura 1.2 se muestra un score utilizado
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en las GC sobre el asma. En este score los puntos están indicados en las ﬁlas de
la tabla superior y los factores en las columnas de esa misma tabla. Así, a una
frecuencia respiratoria de 40 para un niño de ocho años le corresponde una
puntuación de 2. Si ese mismo niño tiene sibilancias al ﬁnal de la espiración (1
punto) y tiene el uso del músculo ECM aumentado (2 puntos) le corresponde
una puntuación total de 5 puntos. En la tabla inferior de la ﬁgura se muestra
la gravedad del paciente en base a la suma de los puntos obtenidos. En la
segunda columna se puede ver que a una puntuación de 5 le corresponde una
gravedad moderada.
Figura 1.2. Muestra de un score de una guía para el tratamiento del asma (extraído
de (Rico, 2013))
Por último, los DD relacionan valores de variables clínicas con uno o va-
rios trastornos (o con conjuntos de trastornos que se tratan como uno único
en los diagnósticos debido a su similitud) y sirven para facilitar los procedi-
mientos diagnósticos. En la ﬁgura 1.3 se muestra un DD para el diagnóstico
de sospecha de la etiología más probable causante de hiperamonemia, el cual
es parte de una GC para el diagnóstico y tratamiento de la hiperamonemia.
En este DD concreto, las variables clínicas se muestran en las columnas y los
trastornos en las ﬁlas. Los valores de las variables clínicas se muestran en las
celdas que relacionan las variables con los trastornos. Así, el trastorno Atroﬁa
Gyrata (AGy) tiene un valor de 7,3-7,4 en relación a la variable clínica Aci-
dosis metabólica. Los valores de los DD pueden ser tanto numéricos (como el
caso expuesto) como lingüísticos. Los valores lingüísticos están más sujetos a
interpretaciones subjetivas que a valores concretos objetivos (López-Cuadrado
et al., 2015). Por ejemplo, en la relación entre el conjunto de trastornos Tras-
tornos del ciclo de la urea y/o administración de ácido valproico y la variable
Amonio está indicado el valor Muy elevado. Sin embargo, en ningún sitio se
establece qué signiﬁca un valor muy elevado, por lo que éste está sujeto a la
valoración personal del profesional médico.
Según (Denekamp y Peleg, 2010) el 12% de las GC contenidas en el re-
positorio National Guideline Clearinghouse de los Estados Unidos (unas 240)
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Figura 1.3. Diagnóstico Diferencial para la sospecha de etiología más probable
causante de hiperamonemia (extraído de (Couce et al., 2009))
comienzan con un DD. Este porcentaje es mayor si se tienen en cuenta aquellas
GC que también incluyen DD en su interior.
Las Guías Clínicas Informatizadas (GCI) son el resultado de trasladar la
información de las GC a un formato interpretable por un ordenador. Una
primera aproximación consiste en expresar la información contenida en la
GC en un soporte textual digital (formato PDF, por ejemplo). Otra opción
para dotar de mayor versatilidad a una GC es categorizar su información
para que se pueda ofrecer un tratamiento automático de los elementos de
información que contiene. En esta tesis se utilizan Sistemas de Ayuda a la
Toma de Decisiones (SATD) asociados a GCI que modelan los algoritmos
y procesos de una GC y se presta especial atención a la representación e
interpretación de los DD.
El método para implementar en una GCI los DD incluidos en una GC es
mediante Sistemas de Inferencia Difusa (SID), un tipo de sistema de clasiﬁ-
cación con capacidad para modelar tanto la incertidumbre de los diagnósticos
como la imprecisión de los síntomas (Khatibi y Montazer, 2010). Una de las
mayores ventajas de estos sistemas es que el usuario ﬁnal puede entender
fácilmente el razonamiento seguido hasta llegar al resultado.
Debido al gran tamaño de algunos DD, y por consiguiente de los SID resul-
tantes, en ocasiones puede resultar muy difícil diseñar SID de forma manual.
En estos casos hasta el menor de los cambios puede ser muy costoso en tér-
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minos tanto de tiempo como de esfuerzo. Este problema puede solucionarse
utilizando métodos que permitan centrarse más en el diseño del modelo que
en la programación manual, como por ejemplo, los Métodos de Desarrollo
Dirigido por Modelos (MDDM).
Los SID se pueden enriquecer mediante sistemas de aprendizaje automá-
tico que aﬁnen sus prestaciones (Pandey y Mishra, 2009). Por ejemplo, un
SID puede recoger información de casos reales para aﬁnar su funcionamiento
de forma que el resultado que ofrezca se ajuste más a la realidad. Una de las
soluciones más comunes consiste en utilizar Algoritmos Genéticos (AG) como
sistema de aprendizaje automático. Los AG son métodos de búsqueda basados
en la evolución por selección natural.
La hipótesis de partida de esta tesis es que los SID son un método ade-
cuado para informatizar los DD de una GC e individualizar de esta forma
los resultados que se obtienen y que los MDDM permiten la sistematización
del desarrollo de los SID y su posterior integración dentro de una GCI, con-
siguiendo así una reducción de tiempo y esfuerzo.
Los objetivos de esta tesis son 1) la deﬁnición de recursos basados
en MDDM para crear SID a partir de DD; 2) el diseño de herra-
mientas para la construcción de DD y SID; 3) el uso de técnicas de
aprendizaje automático para la mejora de los SID creados.
Los recursos de MDDM que se deﬁnan deberán ser suﬁcientemente ﬂe-
xibles y extensibles como para que se puedan modiﬁcar fácilmente. Por lo
tanto, se deﬁnirá un metamodelo de DD independiente de la computación.
Esto añadirá un nivel de abstracción mayor y permitirá que los profesionales
médicos puedan involucrarse en el proceso de deﬁnición de los DD. También
se deﬁnirá un metamodelo de SID independiente de la plataforma. De esta
forma, los modelos de SID resultantes de este metamodelo se podrán utili-
zar en soluciones concretas de distinto tipo. Esto añade mayor libertad a los
diseñadores de los modelos de SID, ya que no tendrán que estar pendientes
de diseñar un modelo teniendo en cuenta las restricciones de una plataforma
o lenguaje concreto. También se deﬁnirá un metamodelo para representar los
datos de entrada del SID. Al ﬁn y al cabo, un SID se puede llegar a utilizar en
soluciones diferentes (una aplicación web, una aplicación de escritorio, etc.) y
el proceso de introducir los datos de entrada debe ser totalmente transparente
para el propio SID. Este metamodelo permitirá crear los recursos necesarios
para que el metamodelo de SID siempre obtenga los datos de entrada en el
formato que prevé. De la misma forma, también se deﬁnirá un metamodelo
para la representación de los resultados. Al igual que ocurre con los datos de
entrada, los formatos de salida son innumerables, por lo que disponer de un
metamodelo para representar la capa intermedia entre los resultados del SID
y el formato objetivo permitirá ofrecer los resultados como la solución ﬁnal
los requiera. Los metamodelos de datos de entrada y de resultados facilitarán
que el metamodelo de SID sea independiente de la plataforma. Una de las
grandes ventajas de los MDDM es el uso de transformaciones automáticas
para generar automáticamente distintos recursos. En esta tesis se deﬁnirán
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unas transformaciones para generar modelos de SID a partir de modelos de
DD. De esta forma, todo el conocimiento incluido en los modelos de DD se
trasladará automáticamente a los SID, ahorrando de esta manera esfuerzo a
los diseñadores del SID y minimizando los errores innatos de la programación
manual. También se deﬁnirán unas transformaciones para generar SID ejecu-
tables a partir de modelos de SID. Estas transformaciones permitirán generar
distintos tipos de SID ejecutables a partir del mismo modelo de SID, lo que
facilitará su utilización en distintas soluciones.
En cuanto a las herramientas para la creación de DD y SID, éstas deberán
ofrecer un contexto común y englobar todos los recursos de MDDM creados
en el objetivo anterior. También deberán, en la medida de lo posible, agilizar
el proceso de desarrollo de GCI. Con todo esto, por un lado, se creará un
editor de modelos de DD para que los profesionales médicos puedan trasladar
el conocimiento de los DD a modelos formales. Por otro lado, se creará una
editor de SID para poder crear modelos de SID. El hecho de que sean dos
herramientas (cada una para un conjunto de usuarios diferente) agiliza el
proceso de desarrollo y encaja correctamente con el modelo de desarrollo en
dos niveles de GCI (Buenestado et al., 2011). Por su lado, el editor de SID
deberá contener funcionalidades para transformar modelos de DD en modelos
de SID, generar SID ejecutables a partir de modelos de SID y simular la
ejecución de los modelos de SID deﬁnidos.
Por último, las técnicas de aprendizaje automático que se utilicen debe-
rán basarse en métodos contrastados y deberán ser ﬂexibles. Por ello, no se
incluirá un sistema de aprendizaje cerrado y no modiﬁcable, sino que será
parametrizable de forma que los usuarios puedan adecuar el entrenamiento de
los modelos de SID a sus necesidades.
1.1. Contexto de trabajo
La presente tesis se incluye dentro del trabajo del grupo de investigación
Erabaki de la Universidad del País Vasco / Euskal Herriko Uniber-
tsitatea (UPV/EHU). Erabaki es un grupo multidisciplinar formado por
17 investigadores, 12 de los cuales son doctores. De esos 12 doctores 7 son
informáticos que pertenecen a la Facultad de Informática y a la Escuela de
Ingeniería de Bilbao, 4 son médicos pertenecientes a la Facultad de Medicina
y adscritos a los servicios sanitarios de pediatría de los Hospitales Universi-
tarios de Basurto, Cruces y Donostia y 1 es un investigador asociado de la
universidad de Western Australia.
Las líneas principales de investigación del grupo Erabaki son la minería de
textos y el aprendizaje a partir de textos no estructurados y los SATD, sobre
todo en el área de la medicina.
En la línea de la minería de textos y el aprendizaje a partir de
textos no estructurados, el grupo creó un motor llamado Pimiento para
realizar dicha tarea (García y Calvo, 2006). Este motor, se integró junto con
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un gestor de corpuses llamado Lenteja en una plataforma llamada Plato. Esta
tecnología se utilizó en un problema de detección de plagios utilizando la
herramienta Beagle (García y Pikatza, 2006). En la actualidad, esta línea de
investigación se centra en la búsqueda de evidencia y bibliografía de manera
automática para su utilización en nuevas versiones de GC (Iruetaguena et al.,
2012).
En la línea de los SATD, el primer SATD que se construyó dentro del
grupo se utilizó para ayudar en los cuidados médicos de la cetoacidosis dia-
bética. Este SATD utilizaba un motor de inferencia construido sobre LISP
(Reilly, 2003) que se llamaba MAMUR (Pikatza, 1992).
Posteriormente se creó un motor de inferencia con mejores prestaciones
que permitía no sólo realizar cálculos y evaluar expresiones en lenguaje CLIPS
(Savely et al., 2017) y FuzzyCLIPS (NRCC, 2015), si no que también permitía
deﬁnir interfaces y canales de comunicación (Arrieta et al., 1995). Este nuevo
motor de inferencia recibió el nombre de EHSIS y se utilizó en un SATD para
la atención y el tratamiento de la Diabetes Mellitus de tipo I (Pikatza et al.,
1998).
En lo que a SATD basados en GCI se reﬁere, el grupo Erabaki creó la
herramienta MELSIS (Pikatza et al., 2001), un SATD para la ejecución de
GCI vía web. Las GCI se deﬁnían manualmente y posteriormente se cargaban
en el SATD. Utilizando esta tecnología se desarrolló el sistema Arnasa, un
SATD para el diagnóstico y tratamiento del asma (Sobrado et al., 2004).
Para mejorar la parte de la edición de las GCI, se desarrolló Teseo, una
plataforma de edición y ejecución de GCI que utilizaba el lenguaje de repre-
sentación de GCI Lagre (Flórez et al., 2005). Teseo no se utilizó únicamente
en el campo de la medicina, ya que también se utilizó en la gestión de proce-
sos de software en el sistema SPK (Software Prozesuen Kudeaketa) (Larburu
et al., 2003).
En 2010 el grupo desarrolló la tecnología GuidMex, una plataforma de
edición y ejecución de GCI independiente de la plataforma que utilizaba GCI
expresadas mediante arquetipos (Buenestado et al., 2010). El motor de infe-
rencia utilizado en esta plataforma era Mairi, una versión de EHSIS accesible
mediante servicios web.
En la actualidad el grupo trabaja sobre Aide Guideline Technology Plat-
form, una solución integral para la edición y ejecución de GCI independientes
de la plataforma y que utiliza el formalismo de representación de GCI Aide
(Buenestado, 2014).
1.2. Organización de la tesis
La presente tesis doctoral está dividida en seis partes. La parte I explica
los prolegómenos del trabajo realizado. En este primer capítulo se realiza una
introducción a la investigación realizada y se presenta el contexto del trabajo
en que ésta se engloba.
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En la parte II se presenta la base teórica en que se sustenta la investigación
realizada. En el capítulo 2 se explican detalladamente los MDDM centrándose
en los conceptos y las herramientas existentes, mientras que el capítulo 3
ofrece una explicación detallada sobre las GC y las GCI, así como sobre el
formalismo de representación de GCI Aide. El capítulo 4 revisa la plataforma
Aide Guideline Technology Platform creada por el grupo de investigación. En
el capítulo 5, por su lado, se realiza una introducción a la lógica difusa y se
presentan de forma detallada los SID. Por último, el capítulo 6 presenta el
uso de los AG para el entrenamiento de SID.
La parte III expone el estado del arte previo al trabajo presentado. En
el capítulo 7 se realiza una revisión de los sistemas de clasiﬁcación utilizados
en formalismos de representación de GCI, mientras que en el capítulo 8 se
revisan varias soluciones médicas en las que se utilizan SID como componentes
principales. Finalmente, en el capítulo 9 se hace una revisión de los frameworks
existentes para el desarrollo de SID.
La parte IV presenta el trabajo realizado para conseguir los objetivos de la
tesis planteados. El capítulo 10 expone el uso de los MDDM para la representa-
ción de DD y SID, así como para realizar transformaciones automáticas entre
esas representaciones. El capítulo 11, por su lado, presenta las herramientas
construidas para deﬁnir DD y SID. Finalmente, el capítulo 12 presenta las
pruebas realizadas para demostrar la validez de la investigación.
En la parte V se exponen las conclusiones de la tesis. En el capítulo 13 se
presentan las aportaciones de la investigación. En el capítulo 14 se presentan
las líneas de trabajo futuras y en el capítulo 15 se enumeran las publicaciones
generadas durante la investigación. En esta parte también se incluyen las
referencias bibliográﬁcas citadas a lo largo de todo el documento.
Finalmente, en la parte VI se incluyen 4 anexos. El anexo A muestra la lista
de trastornos evaluados en el DD de cribado neonatal. El anexo B muestra la
lista de las variables clínicas tenidas en cuenta en el DD de cribado neonatal.
El anexo C, por su lado, presenta el DD de cribado neonatal. Finalmente, el
anexo D ofrece los resultados completos sobre las pruebas realizadas con un
SID creado a partir del DD de cribado neonatal.
1.3. Guía de lectura
Ya que en cada capítulo se citan conceptos explicados en capítulos ante-
riores, es recomendable leer el presente documento de forma secuencial desde
el principio. Sin embargo, dependiendo del grado de conocimiento del lector,
éste puede obviar algunos capítulos de la base teórica.
El lector que esté familiarizado con los conceptos de las GC y las GCI no
necesita leerse completamente el capítulo 3. Basta con que se lea el apartado
3.3, donde se explica el formalismo de representación de GCI Aide. En el caso
de que no esté familiarizado con los conceptos de GC y GCI, debería leerse
los apartados 3.1 y 3.2. Independientemente de estos apartados, el lector con
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perﬁl médico necesita leerse el capítulo 2, donde se presentan los MDDM,
el capítulo 4, donde se presenta la plataforma de edición y ejecución Aide
Guideline Technology Platform, el capítulo 5, donde se introduce la lógica
difusa y se explican en profundidad los SID y el capítulo 6, donde se presentan
los AG en su vertiente especializada para el entrenamiento de SID.
En cuanto al lector con perﬁl informático, si está familiarizado con con-
ceptos de los MDDM, entonces no necesita leer el capítulo correspondiente
(capítulo 2). Si su campo está más relacionado con la computación y la mate-
mática quizás no tenga que leer los capítulos sobre los SID y el entrenamiento
de SID mediante AG (capítulos 5 y 6). Concretamente, si está familiarizado
con la lógica difusa puede obviar el apartado 5.1, si conoce en profundidad
la estructura y el razonamiento de los SID puede saltarse los apartados 5.2
y 5.3 y si comprende el funcionamiento de los AG para el entrenamiento de
SID puede obviar el capítulo 6. Por último, si el lector conoce algunos de los
trabajos previos realizados por el grupo Erabaki, tales como el formalismo
de representación de GCI Aide y la plataforma de edición y ejecución Aide
Guideline Technology Platform, puede saltarse el apartado 3.3 y el capítulo 4,







La Parte II presenta los fundamentos teóricos en los que se basan
los conceptos utilizados para llevar a cabo la presente tesis.
Así, en el capítulo 2 se presentan los métodos y recursos que ofrecen
los Métodos de Desarrollo Dirigido por Modelos para construir sistemas
de software utilizando una visión industrial.
El capítulo 3, por su lado, realiza una introducción a los formalismos
de representación de Guías Clínicas Informatizadas, haciendo un especial
hincapié en el formalismo de representación Aide.
El capítulo 4 se centra en la plataforma de edición y ejecución de Guías
Clínicas Informatizadas Aide Guideline Technology Platform, la cual usa
el formalismo de representación de Guías Clínicas Informatizadas Aide.
El capítulo 5 introduce la lógica difusa, realiza una taxonomía sobre
los distintos sistemas de clasiﬁcación existentes y presenta en profundidad
el funcionamiento de los Sistemas de Inferencia Difusa.
Por último, el capítulo 6 presenta la aplicación de los Algoritmos Ge-
néticos para el entrenamiento de Sistemas de Inferencia Difusa.

2Métodos de Desarrollo Dirigido por Modelos
En este capítulo se presentan los Métodos de Desarrollo Dirigido por Mo-
delos (MDDM), un conjunto de técnicas y recursos que permiten afrontar el
desarrollo de software desde un punto de vista industrial.
En primer lugar se realiza una introducción a los MDDM. Posteriormente
se explica lo que son los metamodelos y el metamodelado. De la misma forma,
también se introducen las transformaciones que es posible realizar sobre los
modelos. Finalmente se presentan las distintas herramientas existentes para
el uso de los MDDM.
2.1. Introducción a los Métodos de Desarrollo Dirigido
por Modelos
Los MDDM constituyen un paradigma de desarrollo de software que se
centra en la deﬁnición y utilización de modelos abstractos, más cercanos a
los conceptos de dominio en lugar de conceptos de computación (Selic, 2003).
El objetivo de los MDDM es minimizar la programación manual de código,
evitando de esta forma el componente artesanal del desarrollo de software
tradicional.
Para lograr este objetivo los MDDM utilizan lenguajes de modelado y
proveen de herramientas para la generación automática de código a partir de
los modelos deﬁnidos.
Los lenguajes de modelado se clasiﬁcan como lenguajes genéricos y
Lenguajes Especíﬁcos del Dominio. Los lenguajes genéricos de modelado se
utilizan para expresar información, conocimiento o sistemas de forma estruc-
turada y no tienen un ámbito de uso especíﬁco. Uniﬁed Modeling Language
(UML) es un ejemplo de lenguaje genérico de modelado. Los Lenguajes Es-
pecíﬁcos del Dominio o LED son lenguajes que se centran en los aspectos
del dominio del problema, por lo que permiten deﬁnir modelos con distintos
niveles de abstracción. La principal diferencia entre los lenguajes de modelado
genérico y los LED es que los LED se centran en el dominio de la solución y
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ofrecen al desarrollador unas especiﬁcaciones más fáciles de entender (Kelly y
Tolvanen, 2008). De esta forma, se requiere menos esfuerzo durante el proceso
de modelado y se pueden desarrollar aplicaciones del dominio de forma más
rápida.
La generación automática de código, por su lado, consiste en crear
automáticamente secciones de código a partir de las características de los mo-
delos. Aunque esta visión industrial sea una práctica bastante novedosa en el
ámbito de la informática, viene siendo una práctica habitual en otras inge-
nierías, como la mecánica. El uso de los MDDM ofrece una serie de ventajas
frente al desarrollo tradicional de software (Hutchinson et al., 2011):
La velocidad de desarrollo es mayor, gracias a la automatización prove-
niente del uso de herramientas para la generación automática de código.
Se incrementa la calidad del software desarrollado gracias al uso de LED
y de transformaciones automáticas.
La mantenibilidad de las soluciones desarrolladas es mayor ya que los cam-
bios se producen a nivel de modelo.
Se ofrece un mayor nivel de abstracción, lo que permite tratar los pro-
blemas desde un punto de vista más conceptual. Esto conlleva que sea
posible centrarse en la resolución del problema dejando de lado los aspec-
tos computacionales.
Se contribuye a mejorar la interoperabilidad y portabilidad. Deﬁniendo
distintas transformaciones es posible obtener automáticamente distintas
soluciones a partir de un único modelo.
Sin embargo, la utilización de los MDDM conlleva una serie de aspectos
que se deben considerar (Stahl et al., 2006):
Generalmente los detalles de implementación quedan fuera del modelo ya
que no están directamente relacionados con el dominio del problema a
resolver.
Normalmente no es posible generar todo el código automáticamente. Por
lo tanto, hay que prestar especial atención a la integración del código
generado automáticamente y el código creado de forma manual, a ﬁn de
que no se produzcan inconsistencias entre ambos.
Es esencial que el modelo y el código generado estén sincronizados, los
cambios realizados en uno deben verse reﬂejados en el otro y viceversa.
2.2. Metamodelado
Dentro de los MDDM, los LED se deﬁnen mediante metamodelos, con-
juntos de elementos que declaran o deﬁnen conceptos sobre modelado (Clark
et al., 2008). Esto es, un metamodelo describe la posible estructura de cual-
quier modelo, así como las relaciones entre los elementos, las restricciones de
los mismos y las reglas que se pueden aplicar.
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Un metamodelo se deﬁne especiﬁcando tanto su sintaxis abstracta como
su semántica abstracta. Dentro de la sintaxis abstracta se incluyen los di-
ferentes elementos necesarios en el lenguaje, mientras que en la semántica
abstracta se deﬁnen las relaciones y restricciones entre dichos elementos. Hay
que tener en cuenta que un metamodelo no especiﬁca la sintaxis concreta de
los modelos, esto es, no determina qué elementos gráﬁcos o textuales se utili-
zan para representar dichos modelos. Por ejemplo, en la ﬁgura 2.1 se muestra
un metamodelo para representar modelos de dominio de sistemas de infor-
mación, los cuales están formados por entidades, atributos y relaciones con
otras entidades. Todas las metaclases tienen el atributo nombre. Además, la
metaclase Atributo permite guardar su tipo y la metaclase ReferenciaEntidad
posibilita indicar si la referencia es múltiple o no. Sin embargo, en ningún sitio
se especiﬁca la forma que deben tener las entidades del modelo de dominio,
por ejemplo, si en el caso de utilizar una representación gráﬁca, las entidades
deban tener forma rectangular o elíptica. De hecho, no está especiﬁcado ni que
obligatoriamente el modelo de dominio de un sistema de información deba re-
presentarse gráﬁcamente. Por lo tanto, una deﬁnición textual es igualmente
válida.
Figura 2.1. Metamodelo de un modelo de dominio de un sistema de información
Para deﬁnir un metamodelo es necesario disponer de un lenguaje de me-
tamodelado. Este lenguaje es a su vez un LED especíﬁco para la deﬁnición de
metamodelos y por lo tanto, se puede deﬁnir mediante un meta-metamodelo.
De la misma forma, ese meta-metamodelo se deﬁniría utilizando un lengua-
je de meta-metamodelado, el cual a su vez se podría deﬁnir utilizando un
meta-meta-metamodelo. En teoría esta sucesión no tiene ﬁn. Sin embargo, el
Object Management Group (OMG) establece una arquitectura de cuatro ni-
veles de abstracción (ver ﬁgura 2.2) en la que el nivel superior se establece en
el meta-metamodelo. El lenguaje de nivel más alto propuesto por el OMG (el
correspondiente al nivel M3: Meta-metamodelo de la ﬁgura 2.2) se denomina
Meta-Object Facility (MOF), el cual se considera un medio universal para
deﬁnir lenguajes de modelado (OMG, 2017a).
El OMG ha deﬁnido dos variantes del MOF: Essential MOF (EMOF) y
Complete MOF (CMOF). EMOF es un subconjunto de MOF que provee al
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Figura 2.2. Arquitectura de modelado según el OMG (adaptada de (OMG, 2017b))
desarrollador de las capacidades básicas de MOF. En este lenguaje se ofrecen
los elementos mínimos necesarios para realizar modelado orientado a objetos:
clases, atributos, operaciones, herencia y paquetes. CMOF, por su lado, es
una extensión de EMOF y permite deﬁnir otros tipos de metamodelos.
Los metamodelos MOF son independientes de la plataforma. Sin embar-
go, existen correspondencias (mappings) de MOF a formatos de serialización
concretos, de forma que se permite transformar la sintaxis abstracta de los
metamodelos a representaciones concretas. Para este proceso el OMG ofrece
el lenguaje XML Metadata Interchange (XMI) (OMG, 2017c), un lenguaje de
intercambio de metadatos independiente de cualquier plataforma. En gene-
ral, el uso de distintas correspondencias proporciona interoperabilidad entre
distintas herramientas y formatos.
Disponiendo de un LED (formalizado mediante un metamodelo) es posible
crear modelos que se ajusten a las especiﬁcaciones de dicho metamodelo. En
el extracto 2.1 se muestra un modelo que se ajusta al metamodelo de la ﬁgura
2.1 expresado en lenguaje XMI. Este modelo está formado por un sistema de
información llamado Datos, el cual a su vez contiene dos entidades llamadas
Persona y Coche. La primera de ellas tiene tres atributos para guardar infor-
mación sobre el nombre, la edad y el DNI de una persona, mientras que la
segunda tiene dos atributos para guardar la matrícula y el color de un coche.
La entidad Persona también tiene una relación múltiple con la entidad Coche,
a ﬁn de poder representar que una persona puede tener más de un coche.
<?xml version=" 1 .0 " encoding="UTF−8"?>
<ejemploMetamodelo:SistemaInformacion
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xmi :ve r s i on=" 2 .0 "
xmlns:xmi=" ht tp : //www. omg . org /XMI"
xmlns:ejemploMetamodelo=
" ht tp : //www. ejemplo . org /ejemploMetamodelo"
nombre="Datos">
<ent idad nombre="Persona">
<at r ibu to nombre="nombre" t ipo=" St r ing "/>
<at r ibu to nombre="edad" t ipo=" in t "/>
<at r ibu to nombre="dni " t ipo=" St r ing "/>
<r e f e r e n c i a nombre=" coches " mul t ip l e=" true "
ob j e t i v o="//@entidad . 1 "/>
</ ent idad>
<ent idad nombre="Coche">
<at r ibu to nombre="matr i cu la " t ipo=" St r ing "/>
<at r ibu to nombre=" co l o r " t i po=" St r ing "/>
</ ent idad>
</ejemploMetamodelo:SistemaInformacion>
Extracto 2.1. Serialización de un modelo en lenguaje XMI
Posteriormente, y dependiendo de la intención ﬁnal de la solución mo-
delada, se pueden utilizar las capacidades de generación automática de los
MDDM para realizar alguna clase de transformación (Mens y Gorp, 2005).
Por lo general, todas estas transformaciones se agrupan en dos tipos prin-
cipales: Modelo-a-Modelo (Model-to-Model, M2M ) y Modelo-a-Texto (Model-
to-Text, M2T ). Las transformaciones M2M se utilizan para transformar la
información contenida en un modelo a otro modelo distinto y pueden ser en-
dógenas o exógenas, dependiendo de si la transformación se realiza entre dos
modelos pertenecientes al mismo metamodelo o a metamodelos diferentes. En
lo que a las transformaciones M2T se reﬁere, a partir de los modelos se pue-
den conseguir artefactos textuales que pueden ir desde código en un lenguaje
de programación hasta documentos serializables en un formato concreto, co-
mo XML o SQL. Por ejemplo, mediante transformaciones M2T a partir del
modelo del extracto 2.1 se pueden conseguir las clases Java mostradas en el
extracto 2.2.
public class Persona {
private St r ing nombre ;
public void setNombre ( S t r ing value ) {
this . nombre = value ;
}
public St r ing getNombre ( ) {
return this . nombre ;
}
24 2 Métodos de Desarrollo Dirigido por Modelos
private int edad ;
public void setEdad ( int value ) {
this . edad = value ;
}
public int getEdad ( ) {
return this . edad ;
}
private St r ing dni ;
public void setDni ( S t r ing value ) {
this . dni = value ;
}
public St r ing getDni ( ) {
return this . dni ;
}
private ArrayList<Coche> setCoches ;
public void setCoches ( ArrayList<Coche> value ) {
this . coches = value ;
}
public ArrayList<Coche> getCoches ( ) {
return this . coches ;
}
}
public class Coche {
private St r ing matr i cu la ;
public void s e tMat r i cu l a ( S t r ing value ) {
this . matr i cu la = value ;
}
public St r ing getMatr i cu la ( ) {
return this . matr i cu la ;
}
private St r ing c o l o r ;
public void s e tCo lo r ( S t r ing value ) {
this . c o l o r = value ;
}
public St r ing getColor ( ) {
return this . c o l o r ;
}
}
Extracto 2.2. Resultado generado automáticamente realizando transformaciones
M2T sobre el modelo del extracto 2.1
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2.3. Herramientas para los Métodos de Desarrollo
Dirigido por Modelos
En cuanto a las herramientas de MDDM, existe una gran variedad. Por un
lado están aquéllas que utilizan lenguajes de modelado genéricos y aquéllas
que utilizan LED.
Entre las soluciones que utilizan lenguajes de modelado genéri-
cos destaca IBM Rational (IBM, 2017)). Esta herramienta utiliza UML como
lenguaje de modelado. De la misma forma, también es posible encontrar múl-
tiples soluciones que tomando como entrada modelos deﬁnidos mediante UML
permiten realizar tareas de validación, transformación y generación automá-
tica.
En cuanto a las herramientas que utilizan LED, aunque algunas de
ellas se basan en el MOF, la mayoría utilizan LED y metamodelos propios.
Como ejemplos están las herramientas MetaEdit+ de MetaCase (MetaCa-
se, 2017), DSL Tools de Microsoft (Microsoft, 2017) y el Eclipse Modeling
Project (EMP) de la iniciativa Eclipse (Gronback, 2009). MetaEdit+ está
compuesto por dos herramientas de nombre MetaEdit+ Workbench y MetaE-
dit+ Modeler. Mientras que la primera de ellas se utiliza para deﬁnir LED,
la segunda permite utilizar esos LED para deﬁnir modelos y realizar trans-
formaciones sobre los mismos. En cuanto a la herramienta DSL Tools, está
incluida dentro del entorno de desarrollo de software Visual Studio de Micro-
soft. Esta herramienta ofrece funcionalidades para la deﬁnición de LED, la
validación de los LED deﬁnidos, la utilización de los LED para crear modelos
y la transformación automática de los modelos.
Por su parte, el EMP constituye uno de los proyectos más relevantes pa-
ra difundir y promover el uso de los MDDM. El EMP engloba una serie de
proyectos en diferentes líneas: deﬁnición de sintaxis abstractas y concretas,
transformaciones, soporte a estándares y modelado especíﬁco del dominio. El
proyecto Eclipse Modeling Framework (EMF) es el núcleo del EMP. Concre-
tamente es el encargado de proporcionar las funcionalidades necesarias para
poder especiﬁcar un LED mediante un metamodelo. El lenguaje utilizado para
deﬁnir los metamodelos se llama Ecore y mantiene una serie de características
comunes con EMOF, aunque no es completamente compatible con el estándar
del OMG. A partir de un metamodelo Ecore, EMF proporciona herramientas
para poder generar un editor básico de modelos que se ajusten al metamodelo
deﬁnido, así como funcionalidades para la validación y generación automática.
El editor básico especiﬁca una sintaxis concreta para los modelos de forma
gráﬁca siguiendo una estructura de árbol. Sin embargo, ésta puede resultar
bastante limitada para la mayoría de los LED.
Es por ello que que dentro del EMP también existen otros proyectos para
la deﬁnición de sintaxis concretas: Modeling Framework (GMF) y Textual
Modeling Framework (TMF). GMF proporciona el soporte necesario para
poder desarrollar editores gráﬁcos para la tarea de modelado. Su objetivo es
permitir el desarrollo de editores donde los elementos de los modelos deﬁnidos
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se correspondan con ﬁguras de un diagrama. De esta forma, se puede acercar
el proceso de deﬁnición del modelo al dominio del problema. En cuanto a
TMF, este entorno de desarrollo permite la deﬁnición de sintaxis concretas
de forma textual para aquellos dominios para los cuales una sintaxis gráﬁca
no sea la más adecuada.
Los proyectos para la generación automática incluidos en el EMP dan so-
porte tanto a transformaciones M2M como M2T. Para las transformaciones
M2M, la solución más extendida es la que utiliza el lenguaje de transforma-
ción ATL Transformation Language (ATL, 2017), para el cual también ofrecen
un entorno de desarrollo. En cuanto a las transformaciones M2T, todas las
soluciones que ofrece EMP se basan en el uso de plantillas para la genera-
ción de artefactos textuales. Entre las soluciones disponibles destacan Acceleo
(Obeo, 2017), una implementación delMOF Model to Text Language de OMG
y Xpand (Xpand, 2017), un lenguaje basado en plantillas para la generación
de artefactos textuales a partir de modelos basados en Ecore. En el extracto
2.3 se muestra la plantilla Xpand utilizada para generar el código mostrado
en el extracto 2.2.
DEFINE Root FOR ejemploMetamodelo :: SistemaInformacion
EXPAND BloqueEntidad FOREACH entidad
ENDDEFINE
DEFINE BloqueEntidad FOR ejemploMetamodelo :: Entidad
FILE nombre + ".java"
public class nombre {
FOREACH atributo AS a
private a.tipo a.nombre;
ENDFOREACH
FOREACH referencia AS r
IF r.multiple








Extracto 2.3. Ejemplo de una plantilla en lenguaje Xpand
3Guías Clínicas y Guías Clínicas Informatizadas
En este capítulo se describen tanto las Guías Clínicas (GC) como la ver-
sión en formato interpretable por un computador de éstas, esto es, las Guías
Clínicas Informatizadas (GCI).
En primer lugar se explica lo que son las GC y los elementos que las
componen, para posteriormente describir los distintos tipos de GC existentes
e indicar tanto la motivación de la existencia de las GC como sus limitaciones.
En segundo lugar se introduce el concepto de GCI como posible solución a
las limitaciones de las GC y se presentan los distintos enfoques que es posible
adoptar para la informatización de las GC. Finalmente se presenta brevemente
el formalismo de representación de GCI Aide.
3.1. Guías Clínicas
Formalmente una GC se deﬁne como un conjunto de declaraciones desa-
rrolladas de manera sistemática para ayudar a los médicos y a los pacientes en
la toma de decisiones sobre cuidados sanitarios en circunstancias clínicas es-
pecíﬁcas (Field y Lohr, 1990). Recientes actualizaciones de la deﬁnición han
añadido que [las guías clínicas] se basan en una revisión sistemática de evi-
dencia y una valoración de los beneﬁcios y perjuicios de las distintas opciones
alternativas del cuidado sanitario (Graham et al., 2011).
Las GC habitualmente contienen una serie de elementos comunes (Shankar
et al., 2001):
Intenciones que han motivado la elaboración de la GC.
Antecedentes de la GC.
Criterios de eligibilidad. Esto es, a qué conjunto de pacientes está dirigida
la GC.
Conjunto de recomendaciones que pueden abarcar todas las acciones que
deben realizar los médicos respecto a los pacientes. Por ejemplo, realizar
una prueba diagnóstica o administrar un medicamento.
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Grafos o algoritmos donde se resumen de forma visual las acciones que
deben llevar a cabo los médicos.
Tablas para la realización de distintos diagnósticos, ya sean Diagnósticos
Diferenciales (DD) o de severidad de una enfermedad. Concretamente, los
DD son procedimientos médicos utilizados para identiﬁcar un trastorno
concreto (o un conjunto de trastornos) a partir de una serie de variables
clínicas. Estas variables pueden ser síntomas y/o resultados de análisis de
laboratorio. Los DD normalmente se expresan por medio de una tabla,
como la que se puede ver en la ﬁgura 3.1. En esta tabla las columnas
muestran las variables clínicas a tener en cuenta y las ﬁlas reﬂejan los
posibles trastornos (o conjuntos de trastornos).
Figura 3.1. Muestra de una tabla de DD para la identiﬁcación de la etiología
más probable en niños con hiperamonemia (extraído y adaptado de la página 33 de
(Couce et al., 2009))
Dentro de la denominación genérica de GC se pueden diferenciar distintos
tipos de documentos del ámbito clínico, tales como las Guías de Práctica Clí-
nica, los Protocolos de Actuación y las Vías Clínicas. LasGuías de Práctica
Clínica proporcionan recomendaciones sobre las mejores prácticas en un do-
minio concreto, pero sin proporcionar detalles sobre la implementación. Los
Protocolos de Actuación, por su lado, ofrecen un enfoque local sobre una
guía e incluyen detalles explícitos de la implementación. Por último, las Vías
Clínicas son documentos que incluyen acciones recomendadas por más de un
protocolo o guía. Aunque cada uno de estos documentos tiene una forma y un
alcance distinto (Gooch y Roudsari, 2011), en ocasiones se tratan de forma
indistinta (Fox et al., 2006). A lo largo de todo el documento de la tesis se
utilizará la denominación GC para referirse al concepto que engloba todos los
tipos de guías clínicas.
Las GC constituyen un instrumento fundamental para la difusión de la
medicina basada en la evidencia (MBE). La MBE utiliza estimaciones en
términos de beneﬁcios y riesgos derivados de investigaciones de alta calidad
sobre muestras poblacionales (Greenhalgh, 2010) y mediante su uso se pre-
tende contribuir a la estandarización de la práctica clínica, disminuyendo la
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variabilidad de los diagnósticos y aumentando la efectividad de las terapias.
De la misma forma, la comunidad cientíﬁca intenta mediante la formalización
de las GC hacer frente a la necesidad de estandarizar las decisiones médicas
de cara a la práctica (Morris, 2000). Sin embargo, la necesidad de estandari-
zación contrasta con la de ofrecer un tratamiento individualizado y especíﬁco
al paciente.
3.2. Guías Clínicas Informatizadas
Las GCI son el resultado de trasladar el conocimiento de las GC a un
formato interpretable por un ordenador. Por lo tanto, mantienen las mismas
características de las GC, esto es, son explícitas y detalladas. Aparte de esto
las GCI están guiadas por datos del paciente, por lo que permiten, por un
lado, la estandarización de los cuidados, y por otro lado, la individualización
de los cuidados sanitarios del paciente (Latoszek-Berendsen et al., 2010).
Existen varios enfoques a la hora de informatizar una GC: creación de
documentos digitales, creación de documentos web, informatización centrada
en el documento e informatización centrada en el modelo. De todas formas,
aunque los resultados de los enfoques relativos a la creación de documentos
digitales y la creación de documentos web utilicen ordenadores para la difusión
de las GCI, no ofrecen un verdadero soporte a la decisión. En estos dos casos
la guías resultantes no están guiadas por los datos de los pacientes, por lo que
la individualización del tratamiento no se logra.
La creación de documentos digitales es el proceso de informatización
más sencillo ya que consiste únicamente en trasladar el texto de una GC a
un documento digital (formato PDF, por ejemplo). En la actualidad existen
múltiples repositorio donde poder acceder a este tipo de documentos. Ejemplo
de esto son los casos de la National Guideline Clearinghouse (AHRQ, 2017)
en Estados Unidos, el National Institute for Health and Clinical Excellence
(NICE, 2017) en el Reino Unido y GuiaSalud (GuiaSalud, 2017) en España.
En estos repositorios es habitual disponer de herramientas para poder trabajar
con las GC allí publicadas.
La creación de documentos web, por su lado, consiste en disponer los
textos de la GC en un entorno web de forma que mediante enlaces hipertex-
tuales se pueda navegar entre las distintas secciones que componen la guía,
siendo este sistema más cómodo que tener que pasar las páginas una a una.
Además, este formalismo permite acceder a otros recursos externos ajenos a
la guía. Un ejemplo de este tipo de solución es la del portal eTG (TGL, 2017)
de la organización australiana Therapeutic Guideline Limited.
La informatización centrada en el documento consiste en el uso de
métodos y tecnologías de marcado semántico de GC textuales para la creación
de GCI. Así, en un primer paso, es posible seleccionar los elementos relevantes
del texto para facilitar la exploración del texto por parte del usuario médico
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y posteriormente, en un segundo paso, se pueden convertir esos elementos re-
levantes en sentencias computables para que puedan ser utilizadas a la hora
de realizar tareas de soporte a la decisión. El marcado se realiza utilizando
un lenguaje especíﬁco, para lo cual se pueden utilizar lenguajes especíﬁcos de
marcado como Guideline Elements Model (GEM) (Shiﬀman et al., 2000) o len-
guajes para la deﬁnición de ontologías como Ontology Web Language (OWL).
GEM es un modelo de documento digital basado en XML que contiene más
de 100 etiquetas para poder marcar el texto de una GC con varios niveles
de abstracción (Shiﬀman et al., 2004). OWL, por su lado, permite aprove-
char el poder de razonamiento automático que ofrecen los recursos de la Web
Semántica. Para que sirva de ejemplo, la arquitectura Digital Electronic Gui-
deline Library (DeGel) permite convertir de forma gradual una GC textual a
una representación formal acorde a una ontología de elección (Shahar et al.,
2004). También existen soluciones que unen los dos acercamientos menciona-
dos y que permiten transformar una GCI marcada con GEM a lenguaje OWL
(Tran et al., 2009).
La informatización centrada en el modelo consiste en utilizar un
modelo conceptual de GCI que recoge todas las características contenidas en
una GC textual, pero sin que haya una relación directa entre el modelo y la
GC textual (Sonnenberg y Hagerty, 2006). Posteriormente, se puede utilizar
un Sistema de Ayuda a la Toma de Decisiones (SATD) basado en esas GCI
para poder particularizar el cuidado de los pacientes. En este enfoque hay
que diferenciar entre el modelo subyacente y el formalismo de representación
(Latoszek-Berendsen et al., 2010). El modelo subyacente recoge la repre-
sentación abstracta o las características principales de una GC, mientras que
el formalismo de representación establece la representación concreta o
cómo deben representarse esas características.
El modelo subyacente debe ser capaz de representar todas las caracterís-
ticas de cualquier GC, por lo que puede ser una estructura de considerable
complejidad. En (Clercq et al., 2008) se incluyen varios elementos comunes
que conviene tener en cuenta en el modelo de GCI. Por ejemplo, indican que
es conveniente proporcionar un conjunto de bloques genéricos para la cons-
trucción de las GCI, ofrecer la opción de añadir repeticiones y bucles e incluir
múltiples niveles de abstracción, entre otros aspectos. En (Sonnenberg y Ha-
gerty, 2006) añaden dos requisitos a ese modelo. Concretamente indican que
el modelo debe posibilitar la conexión a Historias Clínicas Electrónicas (HCE)
y ofrecer acceso a conocimiento especíﬁco del dominio, como puede ser termi-
nología, información farmacéutica, etc.
La mayoría de los formalismos para la informatización de GCI centradas
en el modelo parten de la base de que las tareas de las GC se pueden en-
tender como redes jerárquicas de tareas que se desarrollan en el tiempo. Este
paradigma se conoce como Modelo de Redes de Tareas (MRT) (Peleg et al.,
2003) y surge, no como un intento de estandarización, sino como resultado de
que diversos formalismos de representación de GCI tuviesen un modelo sub-
yacente parecido. Estos formalismos de representación permiten deﬁnir GCI
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utilizando los elementos especiﬁcados en el modelo subyacente, y por norma
general, constan de un lenguaje de control de ﬂujo y de un lenguaje de expre-
sión (Clercq et al., 2008). El lenguaje de control de ﬂujo se encarga de
especiﬁcar cómo se estructura una GCI y cómo se relacionan los elementos del
modelo entre ellos. El lenguaje de expresión, por su lado, se utiliza para
especiﬁcar criterios de decisión y condiciones (por ejemplo, El paciente tiene
39º de ﬁebre y Si el paciente tiene más de 38º, entonces administrarle ...).
En lo que a los elementos del modelo se reﬁere, un formalismo de represen-
tación basado en el MRT debe soportar como mínimo dos tareas: las acciones
y las decisiones. Las acciones están dirigidas tanto a ofrecer recomendaciones
a los usuarios y asignarles tareas (por ejemplo, Administrar X medicación al
paciente), como a tareas de computación (por ejemplo, Obtener automáti-
camente los datos del último análisis de sangre del paciente del HCE). Las
decisiones, por su lado, se utilizan para dirigir el ﬂujo del proceso (por ejem-
plo, Si el paciente tiene más de 38º, entonces hacer A. En caso contrario hacer
B). Las decisiones pueden ser muy complejas, e incluso pueden utilizarse pa-
ra diseñar sistemas de clasiﬁcación que permitan realizar cálculos complejos
dentro de la GCI. Entre otros, en PROforma (Sutton y Fox, 2003) se utiliza
su lenguaje de expresión para implementar un sistema de clasiﬁcación basado
en argumentación y en GLARE (Terenziani et al., 2001) se utiliza para crear
un sistema de clasiﬁcación basado en votación.
3.3. Formalismo de representación de GCI Aide
Aide es un formalismo de representación de GCI independiente de la plata-
forma de ejecución ﬁnal, lo que facilita tanto la difusión como la reutilización
de las GCI (Buenestado, 2014). Aide se basa en el uso de los MDDM para
representar la sintaxis abstracta de una GCI. Adicionalmente, Aide también
propone una sintaxis concreta, que describe el formalismo de representación
concreto utilizado para cumplir los requisitos especiﬁcados en la sintaxis abs-
tracta.
3.3.1. Sintaxis abstracta
Aide está basado en el paradigma MRT. Por ello, las GCI representadas
mediante Aide tienen una estructura de grafo dirigido de tareas ordenadas
jerárquicamente. El nivel más bajo de abstracción lo establecen las tareas
simples, las cuales se corresponden con los nodos (Nodes) del grafo. Las tran-
siciones (Transitions) entre los nodos son las encargadas de dirigir el ﬂujo
del proceso. Aide dispone de seis tipos de nodos diferentes: Formulario de
preguntas (QuestionForm), Acción (Action), Recomendación (Recommenda-
tion), Cálculo (Calculation), Decisión (Decision) y Final (Final).
Los nodos de formulario de preguntas se utilizan para conseguir infor-
mación sobre el paciente al que se le está aplicando la GCI. La información
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se puede obtener mediante petición directa al usuario o mediante el acceso
a un HCE. En el primero de los casos el usuario introduce respuestas a las
preguntas que el nodo le plantea. Existen tres tipos diferentes de preguntas
(ﬁgura 3.2): exclusivas, inclusivas y de entrada. Las preguntas exclusivas ad-
miten una única respuesta de una lista de respuestas posibles, mientras que
las preguntas inclusivas admiten más de una respuesta. En las preguntas de
entrada, por su lado, el usuario debe introducir una dato de entrada.
Figura 3.2. Ejemplo de pregunta exclusiva (izquierda), inclusiva (centro) y de
entrada (derecha)
Los nodos de acción y recomendación se utilizan para indicar al usuario
las acciones que se deben llevar a cabo. La diferencia entre estos dos tipos de
nodos es semántica. Así, mientras que en los nodos de recomendación realizar
la acción es opcional y siempre se requerirá la conﬁrmación del usuario, las
acciones indicadas en los nodos de acción son imprescindibles para poder
continuar a la siguiente tarea y el sistema siempre supondrá que el usuario la
ha realizado.
El cometido de los nodos de cálculo, por su lado, consiste en evaluar las
expresiones lógicas o matemáticas o los sistemas de clasiﬁcación que tengan
asociados. El formalismo no marca un formato determinado para estas ex-
presiones, pudiendo utilizarse cualquier lenguaje para el que se disponga de
soporte en ejecución.
En lo que a los nodos de decisión se reﬁere, son los únicos nodos que
tienen más de una transición de salida. Aide incluye dos tipos diferentes:
decisión exclusiva y decisión inclusiva. Los nodos de decisión exclusiva
se utilizan para discriminar entre diferentes alternativas, mientras que los
nodos de decisión inclusiva se utilizan para habilitar secciones de ejecución
paralela. Los transiciones de salida de los nodos de decisión exclusiva contienen
condiciones, de las cuales la que se cumpla indicará cuál es el siguiente nodo
a ejecutar. Estas condiciones tienen la cualidad de que son exclusivas entre
ellas, esto es, nunca se puede dar el caso de que con la información disponible
se cumpla más de una condición a la vez. De esta forma se puede discriminar
entre diferentes alternativas. Los nodos de decisión inclusiva, por su lado, no
disponen de condiciones en sus transiciones de salida. De esta forma, cuando
la ejecución llega a uno de estos nodos, se crea un hilo de ejecución por cada
transición de salida. Así, se habilita una sección de ejecución paralela, esto
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es, una sección donde no se indica explícitamente el orden en que se deben
realizar las tareas indicadas en los nodos incluidos en esa sección.
Por último, los nodos de ﬁnal no disponen de transiciones de salida y se
utilizan para especiﬁcar las últimas acciones que se deben realizar antes de
dar por terminada la ejecución de la GCI.
Las tareas que forman la GCI se pueden agrupar para crear tareas comple-
jas. Estas agrupaciones de tareas permiten simpliﬁcar la visión que el usuario
tiene de la GCI, añadiendo diferentes niveles de abstracción. Las tareas com-
plejas también se pueden utilizar para deﬁnir patrones reutilizables. De esta
forma, una tarea compleja deﬁnida en una GCI también se podrá utilizar en
otras GCI posteriores. Para poder deﬁnir estas tareas complejas se han de-
ﬁnido dos nuevos elementos de representación: sección (Section) y conjunto
(Set). La estructura sección está formada exclusivamente por nodos y la es-
tructura conjunto puede contener tanto secciones como conjuntos. El nivel
más alto de una GCI se representa mediante un conjunto.
Aparte de todos estos elementos organizativos y centrados en las tareas de
la GCI, Aide también ofrece distintos elementos para poder representar tanto
información especíﬁca del dominio (terminología médica, información farma-
cológica, etc.) como los propios metadatos de la guía (información didáctica
y de mantenimiento, autores, versionado, etc.).
Todas las características sintácticas de las CGI descritas hasta este punto
se han formalizado mediante el metamodelo que se puede observar en las
ﬁguras 3.3 y 3.4. En ellas se pueden distinguir todos los componentes que
forman una GCI en el formalismo Aide, así como las diversas asociaciones y
restricciones existentes entre los mismos.
En el centro de la ﬁgura 3.3 dispuestas de abajo arriba se muestran las
metaclases correspondientes a los principales componentes de una GCI, esto
es, los elementos nodo, sección y conjunto, representados en el metamodelo
mediante las metaclases Node, Section y Set respectivamente. Todas ellas son
especializaciones de la metaclase que representa cualquier elemento de la GCI
(metaclase GCIComponent a la derecha de la metaclase Section). La metacla-
se GCIComponent, por su parte, está relacionada con las metaclases utilizadas
para representar información especíﬁca del dominio: las metaclases Resource,
Reference, Substance, Evidence y Concept. La metaclase GCI permite repre-
sentar una GCI y se sitúa en la ﬁgura 3.3 encima de la metaclase Set, de
la que es especialización. Por último, la metaclase GCI está relacionada con
la metaclase encargada de modelar los metadatos de la guía (COGS ). Esta
última metaclase se sitúa encima de GCI.
En la ﬁgura 3.4, por su lado, se muestra la metaclase Node, la cual se
especializa en todos los tipos de nodos soportados en Aide. Así, de izquierda
a derecha, se pueden observar las metaclases Action, Calculation, Question-
Form, Decision, Recommendation y Final.
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Figura 3.3. Metamodelo de GCI en el formalismo Aide (parte 1)
3.3.2. Sintaxis concreta
La sintaxis concreta de representación de GCI de Aide se basa en una
arquitectura de arquetipos OpenEHR. OpenEHR es una iniciativa que se cen-
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Figura 3.4. Metamodelo de GCI en el formalismo Aide (parte 2)
tra en la deﬁnición de una arquitectura de sistemas HCE adaptables (Beale y
Heard, 2008). Un arquetipo se deﬁne como una expresión computable de un
modelo de dominio, basada en restricciones y que tiene su origen en un modelo
de referencia (Beale, 2002). Más informalmente, un arquetipo establece una
serie de atributos que caracteriza un concepto en un dominio determinado.
Los arquetipos se utilizan para que los expertos de un dominio representen o
modelen conceptos de ese dominio de un modo formal. Existen varios proyec-
tos que utilizan arquetipos en el dominio clínico y uno de ellos es, justamente,
OpenEHR. OpenEHR deﬁne un modelo de referencia a partir del cual se pue-
den especiﬁcar arquetipos para el modelado de conceptos médicos.
La arquitectura de arquetipos de Aide se ha denominado Modelo de Obje-
tos de Proceso basado en Arquetipos (Archetype-based Process Object Model,
A-POM) y se ha construido sobre el Modelo de Arquetipos (Archetype Model,
AM) de OpenEHR (ver ﬁgura 3.5). Aide utiliza 11 arquetipos diferentes para
modelar la información de las principales clases de la sintaxis abstracta, a
saber GCIComponent, GCI, Set, Section, Node y cada una de las clases en
que se especializa Node.
Aide también dispone de una sintaxis concreta para la representación grá-
ﬁca de las GCI. Ésta se basa en la ampliamente utilizada notación algorítmica
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Figura 3.5. Situación del A-POM respecto al modelo de arquetipos de OpenEHR
de las GC textuales. De esta forma, a cada elemento de la GCI le corresponde
una forma y color diferente.
En la parte derecha de la ﬁgura 3.6 se muestra la fracción inicial de una
GCI para el diagnóstico y tratamiento de la hiperamonemia. En esta GCI
el primer paso consiste en realizar un análisis de sangre. Esta tarea se co-
rresponde con un nodo de acción y en la ﬁgura se representa mediante un
rectángulo de color rojo. Posteriormente se introducen los resultados de ese
análisis y unos datos iniciales del paciente (fecha de nacimiento y género). Esto
se realiza mediante un nodo de formulario de preguntas, el cual se representa
mediante un rectángulo azul de tres dimensiones. Tras esto, la GCI realiza
dos cálculos (representados mediante rectángulos de color marrón en la ﬁgura
3.6) y seguidamente realiza una recomendación. El nodo de recomendación
se representa mediante un rectángulo de color amarillo en la ﬁgura. Depen-
diendo de la recomendación la GCI puede tomar distintas alternativas. Para
ello se utiliza un nodo de decisión exclusiva, de forma que únicamente se va a
activar una de sus transiciones de salida. Este nodo se representa mediante un
rombo verde en la ﬁgura 3.6 y cada una de sus transiciones de salida indica
la condición que se debe cumplir para que pueda activarse. La primera de las
transiciones de salida (a la izquierda) del nodo de decisión lleva a un ﬁnal de
la GCI. Los nodos de ﬁnal se representan mediante elipses de color rojo.
En la parte izquierda de la ﬁgura 3.6, por su lado, se muestra la relación
gráﬁca entre los elementos de la GCI nodo, sección y conjunto. El rectángulo
que engloba todas las demás ﬁgura se corresponde con un conjunto. Este con-
junto está formado por dos secciones, los dos rectángulos contenidos (arriba y
abajo) dentro de la ﬁgura del conjunto. Por último, el rectángulo correspon-
diente a la sección superior muestra una estructura parecida a la de la parte
derecha de la ﬁgura 3.6. De esta forma, cada una de las pequeñas ﬁguras en
ese rectángulo se corresponde con un nodo.
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Figura 3.6. Estructuras Node, Section y Set (izquierda) y tipos de nodos (derecha)

4Aide Guideline Technology Platform
Aide Guideline Technology Platform (Aide-GTP) es una plataforma tec-
nológica creada para dar soporte a todo el ciclo de vida de las GCI, desde su
deﬁnición hasta su ejecución (Buenestado, 2014). Estas GCI están represen-
tadas siguiendo el formalismo Aide, el cual se ha presentado en el capítulo
3.
En primer lugar se ofrece una vista general de la plataforma para luego
centrarse en sus módulos especíﬁcos para la edición y ejecución de GCI.
4.1. Vista general de Aide Guideline Technology
Platform
La arquitectura general de Aide-GTP se puede observar en la ﬁgura 4.1.
En esta ﬁgura se distinguen dos bloques principales. El bloque de la izquierda
representa la plataforma de edición Aide Developer Suite (Aide-DS), mien-
tras que el de la derecha representa la plataforma de ejecución Aide Guideline
Execution Platform (Aide-GEP). Las GCI (representadas mediante el rectán-
gulo en el centro de la ﬁgura 4.1) se desarrollan utilizando los componentes
incluidos en Aide-DS y se despliegan y ejecutan en Aide-GEP.
En la parte baja de la ﬁgura 4.1 se muestran los distintos actores que in-
teractúan con los diferentes componentes de Aide-GTP. Así, el ingeniero del
conocimiento y el experto médico utilizan Aide-DS, mientras que el experto
médico, el médico general y el administrador utilizan Aide-GEP. El ingeniero
del conocimiento tiene un amplio conocimiento informático y sobre Aide-
GTP. Aunque su conocimiento médico es limitado, es capaz de modelar ese
conocimiento en un soporte informático. El experto médico, por su lado, es
un actor con amplios conocimientos en el ámbito de la GCI, pero con limitado
conocimiento informático. Es el actor responsable de la corrección clínica de
la GCI. El ingeniero de conocimiento y el experto médico son los encargados
de deﬁnir las GCI. El experto médico también es el encargado de contestar
las dudas que puedan surgirle a los usuarios durante la ejecución de las GCI,
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Figura 4.1. Vista general de la plataforma Aide-GTP
de ahí su relación con la plataforma Aide-GEP. El médico general es un
actor que dispone de conocimiento médico general, pero que no llega a tener
un conocimiento sobre el área de la GCI tan amplio como el experto médi-
co. La funcionalidad principal del rol de médico general consiste en ejecutar
una GCI. Por último, el administrador puede ser cualquier persona con am-
plio conocimiento sobre Aide-GEP, ya sea médico, administrativo o ingeniero
del conocimiento, ya que su tarea consiste en gestionar los contenidos y los
usuarios de Aide-GEP.
4.2. Aide Developer Suite
La plataforma de edición Aide-DS está formada por dos editores (Buenes-
tado et al., 2011): Aide Medical Authoring Tool (Aide-MAT) y Aide Know-
ledge Authoring Tool (Aide-KAT). Estos editores se han creado siguiendo el
formalismo de representación Aide, de forma que las GCI que permiten crear
cumplen las restricciones del metamodelo de Aide.
Aide-MAT es un editor básico que permite deﬁnir GCI preliminares no
directamente ejecutables y ha sido especialmente diseñado para su uso por
parte de los expertos médicos. Las GCI se describen utilizando una paleta
de elementos que sigue la representación gráﬁca de Aide y un área de dibujo
(ver ﬁgura 4.2). La descripción de la guía se realiza desplazando los distintos
elementos de la paleta a la derecha de la ﬁgura 4.2 al área de dibujo. Las
propiedades de los elementos se establecen en el menú inferior, mientras que
en las ventanas a la izquierda de la ﬁgura 4.2 se muestra la estructura general
de la guía en forma de árbol y de forma gráﬁca, arriba y abajo respectivamente.
Todos los elementos se comportan de manera coherente a como se han
deﬁnido en su metamodelo. Aide-MAT, además, ofrece varias utilidades típi-
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cas de un Integrated Development Environment (IDE) avanzado, como hacer
zoom en la guía, ofrecer vistas previas o permitir la edición de textos. También
incluye otras funcionalidades, entre las que destaca un editor para realizar bús-
quedas terminológicas en Uniﬁed Medical Language System (UMLS) llamado
Aide UMLS Terminology Finder (Aide-UMLS) (ver el componente Aide-MAT
en la ﬁgura 4.1). UMLS es un repositorio terminológico estándar que ofrece
servicios para la creación de sistemas médicos interoperables (UMLS, 2017).
Aide-UMLS permite buscar términos en el repositorio de UMLS mediante ser-
vicios web y asignar éstos a las entidades de tipo Node, Section o Set de la
GCI que se esté desarrollando.
Figura 4.2. Interfaz de Aide-MAT
Aide-KAT es una extensión del editor Aide-MAT y permite completar los
modelos creados mediante Aide-MAT, añadiéndoles las características técnicas
necesarias para que las GCI sean ejecutables. Aide-KAT ha sido diseñado
para ser utilizado por ingenieros del conocimiento, debido a su capacidad
para comprender y completar los modelos de GCI creados por los expertos
médicos utilizando Aide-MAT.
Las características que se establecen en Aide-KAT están más cerca de los
conceptos computacionales que de los conceptos médicos de la GCI. Así, por
ejemplo, en Aide-KAT se deﬁnen las expresiones formales correspondientes a
las condiciones de las transiciones de salida en los nodos de decisión exclusiva.
Visualmente Aide-KAT es parecido a Aide-MAT, con la diferencia de que
Aide-KAT ofrece la posibilidad de establecer los valores de más propiedades de
los componentes que forman la GCI. Con Aide-KAT, por ejemplo, se pueden
establecer las expresiones mencionadas o los códigos de identiﬁcación de los
nodos, características que no se pueden establecer con Aide-MAT. Aide-KAT
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también incluye el editor Aide-UMLS, así como un editor para la deﬁnición
de consultas en repositorios de HCE llamado Aide Archetype Query Editor
(Aide-AQL) (ver el componente Aide-KAT en la ﬁgura 4.1).
4.3. Aide Guideline Execution Platform
Aide-GEP es una plataforma de ejecución que permite ejecutar GCI en
formato Aide. Esta plataforma está compuesta por un motor de ejecución
encargado de dirigir el proceso que se llama Aide Guideline Execution Engine
(Aide-Engine) y un portal web, cuya última versión es Aide-Portal (accesible
en http://www.e-guidesmed.ehu.es).
Cada uno de los tres diferentes roles del portal, Administrador, médico
general y experto médico, puede realizar diferentes acciones. Así, el admi-
nistrador se encarga de gestionar tanto las GCI como los usuarios. Por lo
tanto, se encarga de desplegar guías, eliminar guías obsoletas, crear nuevos
usuarios, etc. El médico experto, por su lado, realiza su tarea de gestionar
las dudas médicas de los usuarios mediante el intercambio de mensajes en el
propio portal. Por último, el médico general ejecuta las GCI siguiendo paso
a paso las tareas deﬁnidas en la misma y consultando los recursos adicionales
que se ofrecen en cada uno de los pasos. Así, aparte de obtener la informa-
ción relativa a un paso de la GCI, el usuario médico también puede consultar
información bibliográﬁca, terminológica, de evidencia y, cada vez que se re-
comienda administrar un principio activo, información sobre el mismo. De la
misma manera, en cualquier momento puede consultar el grafo de la GCI, así
como todos los metadatos relativos a la misma. El grafo es la representación
gráﬁca de los pasos de la guía y los metadatos incluyen información sobre el
mantenimiento, los autores, el versionado, etc. Por otro lado, las ejecuciones
pueden ser pausadas y reanudadas en cualquier punto de la GCI. Por último,
se guarda un registro de todas las ejecuciones realizadas para que puedan ser
consultadas o compartidas por los usuarios que las hayan ejecutado.
En la ﬁgura 4.3 se muestra la interfaz del portal durante la ejecución de
una GCI, así como de las diferentes fuentes de información adicional que se
pueden consultar. En la parte superior izquierda se puede observar la interfaz
de Aide-Portal durante la ejecución de una GCI. En la parte inferior izquierda,
por su lado, se muestra el detalle de los resultados de un cálculo realizado en
una GCI. Finalmente, en la parte derecha y de arriba abajo se muestra la
imagen del grafo, un detalle sobre la información bibliográﬁca y un detalle de
la información farmacéutica de una GCI.
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Figura 4.3. Interfaz de Aide-Portal

5Sistemas de Inferencia Difusa
Los sistemas de clasiﬁcación son métodos algorítmicos cuya función es
clasiﬁcar una serie de casos de entrada en un número predeterminado de clases
o categorías siguiendo unos criterios especíﬁcos. Los sistemas de clasiﬁcación
tienen múltiples usos en ámbitos muy diferentes. Así, existen aplicaciones para
el reconocimiento de imágenes y voz, controles industriales, predicciones en el
mercado ﬁnanciero, predicciones del tiempo atmosférico, etc.
Los sistemas basados en reglas tienen como objetivo capturar el conoci-
miento humano en un dominio concreto para poder crear sistemas que emulen
el razonamiento de las personas (Frye et al., 1995). Para ello utilizan reglas
proposicionales de tipo if-then, donde la parte if se denomina antecedente y la
parte then se denomina consecuente. El antecedente establece la condición
que debe cumplirse para aﬁrmar que el consecuente también se cumple. Las
reglas se evalúan sobre conjuntos de hechos, siendo los hechos sentencias que
describen situaciones que son ciertas y veriﬁcables. Por ejemplo, la Tierra es
redonda y los coches tienes cuatro ruedas son dos hechos.
La lógica difusa se basa en que el uso de términos lingüísticos en lugar
de números permite un acercamiento más intuitivo a los problemas sin entrar
en complejidades matemáticas. Por ejemplo, para deﬁnir la altura de una
persona, utilizar términos como bastante alto o un poco bajo es más sencillo
que indicar exactamente con un número la altura en cuestión de esa persona.
El uso de la lógica difusa es útil en el momento en el que se empieza a trabajar
con cómo percibe la gente un concepto, en oposición a un interés únicamente
clasiﬁcatorio o de contabilidad, ya que la lógica difusa permite contestar a
preguntas de tipo sí-no utilizando respuestas de tipo un-poco-sí-un-poco-no.
Volviendo al ejemplo anterior, la lógica difusa permite contestar a la pregunta
¾Es esa persona alta? utilizando respuestas del tipo Es bastante alta o No es
muy alta, en lugar de las monosilábicas Sí y No.
Dentro de los sistemas de clasiﬁcación se encuentran los Sistemas de Infe-
rencia Difusa (SID). Los SID son el resultado de integrar la lógica difusa en
los sistemas basados en reglas. Esta integración propicia que los hechos del
sistema basado en reglas tengan un grado de certeza, esto es, los hechos dejan
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de ser verdades absolutas y pueden cumplirse parcialmente (Bezdek et al.,
1999). De esta forma se consigue que los SID sean capaces de funcionar en
escenarios con incertidumbre. En concreto, los SID tienen una gran acepta-
ción en el ámbito de la medicina debido a su capacidad para representar la
incertidumbre de los diagnósticos y la imprecisión de los síntomas (Khatibi y
Montazer, 2010).
Este capítulo se divide en tres secciones. En la primera de ellas se explica
el concepto de la lógica difusa, ya que es necesario para comprender el funcio-
namiento de los SID. En la segunda sección se presentan en profundidad los
SID. En la última sección se introducen los framework para el desarrollo de
SID.
5.1. Lógica difusa
La lógica difusa fue formulada por Lofti Zadeh en 1965 (Zadeh, 1965) y
desde su primera aparición, el número y la variedad de aplicaciones de la lógica
difusa se ha incrementado considerablemente (Cabrera et al., 2009) gracias a
la incapacidad de los acercamientos convencionales para trabajar de forma
efectiva en escenarios con incertidumbre (Alayón et al., 2007).
Una variable difusa está formada por un número determinado y concreto
de valores lingüísticos. Así, por ejemplo, se puede deﬁnir una variable difusa
de nombre Altura de una persona cuyos valores lingüísticos sean {Muy baja,
Baja, Normal, Alta, Muy Alta}.
La lógica difusa está interrelacionada con la teoría de conjuntos. De esta
forma, a cada valor lingüístico de una variable difusa le corresponde un con-
junto difuso. Los conjuntos difusos son una generalización de los conjuntos
clásicos. Mientras que en los conjuntos clásicos los elementos están bien
totalmente dentro bien totalmente fuera, en los conjuntos difusos los ele-
mentos puedan estar a la vez dentro y fuera. En el ámbito de la teoría de
conjuntos, el universo de discurso se deﬁne como un conjunto que contie-
ne todos los elementos sobre los que se habla en un determinado contexto.
Por ejemplo, para el universo de discurso de los Animales todos los animales
existentes son elementos de ese conjunto.
Los elementos del universo de discurso se pueden clasiﬁcar en conjuntos
más pequeños en base a ciertas reglas o criterios. Así, en el universo de discurso
de los Animales, se puede deﬁnir un conjunto llamado Peces que incluya todos
los elementos del universo de discurso que sean peces. Se puede aﬁrmar que
este conjunto es clásico, ya que contiene todos los animales que son peces
y no contiene ninguno que no lo sea (ver ﬁgura 5.1). La pertenencia de
un elemento a un conjunto indica cuánto se puede considerar dentro de ese
conjunto al elemento en cuestión y se representa mediante el símbolo µ. Siendo
el 0 el valor que indica la total no-pertenencia de un elemento al conjunto y
1 la total pertenencia al mismo, en los conjuntos clásicos la pertenencia sólo
puede tener uno de esos dos valores. Por ejemplo, el elemento Perro tiene
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una pertenencia de 0 y el elemento Salmón tiene una pertenencia de 1 en el
conjunto de la ﬁgura 5.1.
Figura 5.1. Ejemplo de un conjunto clásico
.
Supóngase ahora el conjunto Peces de agua dulce dentro del universo de
discurso Peces (ver ﬁgura 5.2). Aunque la mayoría de los peces se pueden
clasiﬁcar claramente dentro o fuera de este conjunto, no ocurre lo mismo
con el Salmón y la Anguila, ya que ambos son peces que viven tanto en
agua dulce como salada. Por ello se puede aﬁrmar que el conjunto Peces de
agua dulce es un conjunto difuso. En estos conjuntos la pertenencia se indica
mediante un valor en el rango [0, 1]. Por ejemplo, se podría aﬁrmar que el
elemento Carpa tiene una pertenencia de 1 en el conjunto de la ﬁgura 5.2, el
elemento Merluza tiene una pertenencia de 0 y el elemento Anguila tiene una
pertenencia alrededor del 0.5, ya que vive en agua dulce y salada.
Figura 5.2. Ejemplo de un conjunto difuso
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Las funciones de pertenencia (FP) son curvas que describen la forma
de los conjuntos difusos de forma que sirven para calcular la pertenencia de los
elementos del universo de discurso en los conjuntos que describen. Cualquier
curva puede ser una FP, pero normalmente se utilizan funciones matemáticas
estándares, tales como las funciones trapezoidales o las gaussianas. Eso sí,
todas cumplen la cualidad de que para cualquier valor de entrada (un elemento
concreto) su valor de salida (la pertenencia del elemento) será un número en
el rango [0, 1]. En el apartado 5.1.1 se describen varios tipos de FP.
En la ﬁgura 5.3 se muestra la variable difusa Temperatura del agua, la cual
está compuesta por tres valores lingüísticos: Fría, Templada y Caliente. En el
eje X se representan los elementos del universo del discurso, los cuales para
la temperatura del agua abarcan todos los valores desde los 0º centígrados
hasta los 100º centígrados. En el eje Y se representa la pertenencia. Cada uno
de los valores lingüísticos está representado por un conjunto difuso que sigue
una función trapezoidal y los conjuntos se superponen de forma que algunos
elementos del universo del discurso pertenecen a más de un conjunto. En la
misma ﬁgura también se ha situado la posición del valor de 45º centígrados,
el cual obtiene un grado de pertenencia de 1 en el conjunto difuso Caliente,
mientras que obtiene un grado de pertenencia de 0 para los otros dos conjuntos
difusos. El valor 18º centígrados, por su lado, obtiene un grado de pertenencia
de 0.75 en el conjunto Fría y de 0.25 en el conjunto difuso Templada.
Figura 5.3. Conjuntos difusos que componen la Temperatura del agua
Una variable que expresa sus valores lingüísticos mediante conjuntos di-
fusos se considera completa cuando el grado de pertenencia acumulado para
todos sus valores del universo de discurso en los conjuntos difusos es 1. Por
ejemplo, la variable Temperatura del agua de la ﬁgura 5.3 es completa, ya que
cualquier valor de su universo de discurso cumple esa característica. Como se
ha visto en el ejemplo anterior, tanto una temperatura de 45º como una de
18º obtienen una pertenencia acumulada de 1. Para el caso de los 45º, obtiene
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esa pertenencia de un único conjunto (Caliente) y tiene una pertenencia de 0
en el resto de conjuntos. En el caso de la temperatura de 18º, la suma de sus
pertenencias a los conjuntos Fría, Templada y Caliente también da un valor
de 1, siendo la pertenencia en el último conjunto de 0.
En la ﬁgura 5.4 se muestra la variable Colesterol LDL. No se puede conside-
rar esta variable completa, ya que no se cumple la característica mencionada.
Por ejemplo, un valor de 155 obtiene una pertenencia de 0.85 en los conjuntos
Discretamente alto y Alto, lo que hace una pertenencia acumulada de 1.70.
De forma parecida, un valor de 185 obtiene una pertenencia de 0.35 en los
conjuntos Alto y Muy alto, por lo que su pertenencia acumulada es de 0.70.
Figura 5.4. Conjuntos difusos que componen el Colesterol LDL
La lógica difusa se divide en dos grupos, la lógica difusa de nivel 1 (LD-1)
y la lógica difusa de nivel 2 (LD-2). En la primera la pertenencia de cualquier
valor de entrada en cualquier conjunto difuso se expresa mediante un valor en
el rango [0, 1]. En la LD-2, sin embargo, la pertenencia se expresa mediante
un conjunto difuso (Castillo y Melin, 2008). Esto añade un un mayor nivel de
incertidumbre, al mismo tiempo que también añade mayor complejidad a los
cálculos.
Al igual que los conjuntos difusos generalizan el funcionamiento de los con-
juntos clásicos, las operaciones entre conjuntos difusos también generalizan las
operaciones de los conjuntos clásicos. Por lo tanto, es perfectamente posible
realizar operaciones de unión o intersección entre conjuntos difusos. Mientras
que el resultado de estas operaciones entre conjuntos clásicos es un conjunto
clásico, el resultado de las operaciones con conjuntos difusos será otro conjun-
to difuso. En el apartado 5.1.2 se concretan varias operaciones lógicas entre
conjuntos difusos.
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5.1.1. Tipos de funciones de pertenencia
Existen múltiples tipos de FP. Aunque la mayoría están basadas en funcio-
nes matemáticas básicas (Jang et al., 1997), cualquier función creada ad hoc
sirve como FP siempre que se cumpla la condición de que todos los valores
del universo de discurso tengan un grado de pertenencia en el rango [0, 1].
Las funciones más sencillas son aquéllas que se pueden representar me-
diante una única línea recta. Un ejemplo de estas funciones son la función
lineal y la función constante o singleton (ver ﬁgura 5.5).
Figura 5.5. Funciones de pertenencia de tipo lineal y constante
Otras funciones se expresan mediante la combinación de varias líneas rec-
tas. Las más comunes son la función triangular y la función trapezoidal
(ver ﬁgura 5.6). La principal ventaja de estas FP es su simplicidad. Para
expresar la función triangular sólo es necesario indicar tres puntos y para ex-
presar la función trapezoidal cuatro. Estos puntos encajan con los puntos en
el universo de discurso en que las funciones cambian de pendiente.
Figura 5.6. Funciones de pertenencia de tipo triangular y trapezoidal
La función gaussiana y la función de campana (ver ﬁgura 5.7) tienen
una notación concisa y la cualidad de tener pendientes suaves y valores dife-
rentes de 0 en todo el universo de discurso. Para expresar la función gaussiana
únicamente es necesario indicar el punto medio de la campana que forma la
función y la desviación estándar de la misma. La función de campana necesita
un parámetro más para poder indicar el radio de la curva de la campana que
crea la función. La correcta aﬁnación de los parámetros de esta última función
permite crear una función muy cercana a un conjunto clásico o no difuso.
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Figura 5.7. Funciones de pertenencia de tipo gaussiana y de campana
La función sigmoidea y la función polinómica (ver ﬁgura 5.8), por
último, permiten construir funciones abiertas tanto a derecha como a izquierda
o construir curvas asimétricas.
Figura 5.8. Funciones de pertenencia de tipo sigmoidea y polinómica
5.1.2. Operaciones lógicas difusas
En los conjuntos difusos se pueden realizar las mismas operaciones lógicas
que en los conjuntos clásicos: intersección, unión y negación.
La operación de intersección entre dos conjuntos A y B se representa
como A AND B. Esta operación se realiza mediante unos operadores de-
nominados normas triangulares o t-normas (Klement et al., 2000). Las t-
normas son un conjunto de funciones matemáticas deﬁnidas en el rango [0, 1]
([0, 1]× [0, 1]→ [0, 1]). Comparten las propiedades de conmutatividad, mono-
tonicidad y asociatividad y su elemento de identidad es el 1 (dado un valor
x ∈ [0, 1], x AND 1 = x). Las t-normas más conocidas son la función de
mínimo y la de producto (Wang, 1997). La función de mínimo consiste en
la elección del valor más bajo entre todos los valores de entrada. La función
de producto, por su lado, realiza una multiplicación o un escalado entre los
valores de entrada. Existen otras muchas funciones de intersección, tales como
Sienes-Rescher, Mizumoto, Lukasiewicz, Dubois-Prade, Zadeh,Goguen, Gödel
e implicación aﬁlada. Sin embargo, la explicación sobre estas funciones está
fuera del alcance de la tesis. Se puede encontrar más información sobre las
mismas en (Baturone et al., 2000). En la primera columna de la ﬁgura 5.9 se
muestra la operación de intersección realizada mediante una función de mí-
nimo tanto para un conjunto clásico (arriba) como para un conjunto difuso
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(abajo). En ambos casos se muestra la intersección entre dos conjuntos de-
nominados A y B y representados mediante una línea continua y una línea
a trazos respectivamente y el resultado de la intersección (inmediatamente
debajo de la intersección y representado mediante una línea continua de trazo
grueso).
Figura 5.9. Operaciones lógicas AND, OR y NOT para los conjuntos clásicos y
difusos
La operación de unión entre dos conjuntos A y B se representa como A
OR B. Los operadores para realizar esta operación se denominan conormas
triangulares, t-conormas o s-normas (Klement et al., 2000). En las t-conormas
el elemento de identidad es el 0 (dado un valor x ∈ [0, 1], x OR 0 = x). Entre
las posibles funciones que se pueden utilizar, están las funciones de máximo,
suma probabilística y suma acotada (Pedrycz y Gomide, 1998). Mientras que
la función de máximo obtiene el valor máximo de entre todos los valores de
entrada, la función de suma probabilística calcula la suma de los valores de
entrada y le resta el producto de los valores de entrada y la suma acotada
devuelve el mínimo entre la suma de los valores de entrada y la unidad. Existen
otras funciones de unión, tales como la suma normalizada y suma drástica,
pero su explicación está fuera del alcance de la tesis. Se puede obtener más
información sobre ellas en (Grabisch et al., 2009). En la segunda columna de
la ﬁgura 5.9 está representada la función de máximo para conjuntos clásicos
(arriba) y conjuntos difusos (abajo). Para los dos casos se muestra la operación
de unión entre los conjuntos A y B y el resultado de la operación.
La operación de negación de un conjunto A se representa como NOT A y
se utiliza para obtener todos los valores que no estén en un conjunto. Como la
pertenencia se mide en el rango [0, 1] esta operación es equivalente a restar a la
unidad la pertenencia de los valores de entrada. O lo que es lo mismo: NOT A
≡ 1 - A. En la tercera columna de la ﬁgura 5.9 se muestra la representación de
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esta función para un conjunto clásico (arriba) y un conjunto difuso (abajo). En
ambos casos se ofrece la representación del conjunto original y del resultado.
5.2. Sistemas de inferencia difusa (Fuzzy inference
systems)
En este apartado primero se detalla la estructura de los SID, para pos-
teriormente explicar su proceso de razonamiento y mostrar dos variantes de
los SID, los sistemas Mamdani y los sistemas Takagi-Sugeno, así como otras
variantes más actuales como los sistemas difuso relacionales, los sistemas de
inferencia híbrida difuso-evidente, los sistemas de inferencia difusa con mó-
dulos de reglas de entrada única y los sistemas difusos probabilísticos.
5.2.1. Estructura
Los SID están compuestos por una base de conocimiento, un conjunto de
hechos de entrada y un motor de inferencia.
La base de conocimiento guarda las reglas sobre las que funciona el
sistema. Los antecedentes y los consecuentes están formados por uno o más
pares de variables difusas y valores lingüísticos. En los antecedentes, las varia-
bles expresadas son de entrada, mientras que en los consecuentes se indican
variables de salida.
Por ejemplo, en la regla if Temperatura del agua is Fría then Válvula de
agua caliente is Abrir, la Temperatura del agua y la Válvula de agua caliente
son variables de entrada y salida respectivamente. El término Fría es un valor
lingüístico de la variable Temperatura del agua y Abrir es un valor lingüís-
tico de la variable Válvula de agua caliente. Esta regla reﬂeja que cuando la
temperatura del agua es fría la válvula del agua caliente debe abrirse.
En los SID los valores lingüísticos de las variables expresadas en los an-
tecedentes y los consecuentes están representados mediante conjuntos difusos
y los valores de entrada son valores numéricos en el universo de discurso de
las variables de los antecedentes. En la ﬁgura 5.3 se muestran los conjuntos
difusos relativos a los valores lingüísticos de la variable Temperatura del agua.
La base de conocimiento es escalable, esto es, se pueden añadir y modiﬁcar
reglas de forma muy sencilla. Sin embargo, cuando hay muchas reglas, la
gestión manual eﬁciente de la base de conocimiento no resulta escalable.
El conjunto de hechos de entrada es el conjunto de valores sobre el
que se evalúan las reglas de la base de conocimiento. Cada uno de los hechos
de entrada está formado por una variable de entrada y uno de los valores
lingüísticos de esa variable.
El motor de inferencia es el encargado de llevar a cabo el proceso de
razonamiento del sistema basado en reglas.
54 5 Sistemas de Inferencia Difusa
5.2.2. Proceso de razonamiento
El proceso de razonamiento se denomina proceso de inferencia y consiste
en obtener unos valores de salida numéricos a partir de unos valores de entra-
da numéricos. El proceso se divide en cinco pasos: fuzziﬁcación de los valores
de entrada, aplicación de operadores lógicos (paso no siempre necesario), im-
plicación, agregación y desfuzziﬁcación.
La fuzziﬁcación consiste en crear los hechos de entrada así como en cal-
cular el grado de certeza de esos hechos. El grado de certeza se obtiene a partir
de la pertenencia de los valores de entrada en los conjuntos difusos que compo-
nen las variables de los antecedentes. Tomando el ejemplo de la temperatura
del agua mostrado en la sección 5.1.1 e ilustrado en la ﬁgura 5.3 un valor de
entrada de 18ºC crea los hechos Temperatura del agua fría y Temperatura del
agua templada con unos grados de certeza de 0,75 y 0,25 respectivamente.
La fuerza de activación de una regla es la certeza con la que se activa,
lo que quiere decir que las reglas de los SID se pueden activar aunque no se
cumpla el antecedente completamente. La fuerza de activación viene dada por
el grado de certeza del antecedente. Si el antecedente tiene una única variable,
su grado de certeza será igual a la fuerza de activación. Teniendo en cuenta los
valores del párrafo anterior, la fuerza de activación de la regla if Temperatura
del agua is Fría then ... es de 0,75, ya que tiene una única variable en el
antecedente. Sin embargo, si el antecedente tiene más de una variable, hay
que realizar un paso de aplicación de operadores lógicos para calcular la
fuerza de activación de la regla. Para ello se utilizan las operaciones lógicas
de intersección, unión y negación explicadas en la sección 5.1.2. Por ejemplo,
el antecedente de la regla if Temperatura del agua is Fría or Temperatura
del aire is Fría then ... tiene dos variables unidas por una operación lógica
de unión. Póngase que un valor de entrada para la temperatura del agua de
18ºC y un valor de entrada para la temperatura del aire de 20ºC obtienen unos
grados de pertenencia de 0,75 y 0,50 en sus respectivos conjuntos difusos (ver
ﬁgura 5.10). Utilizando una t-conorma de máximo para realizar la operación
de unión entre las dos variables se obtiene una fuerza de activación de la regla
de 0,75.
Figura 5.10. Ejemplo de aplicación de una operación de unión en un antecedente
con dos variables
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El paso de implicación consiste en identiﬁcar las reglas que se activan,
esto es, aquéllas reglas cuyos antecedentes se cumplen y en calcular sus res-
pectivos hechos de salida. Aparte de esto también se encarga de calcular el
grado de certeza de esos hechos de salida. El grado de certeza del consecuente
se calcula aplicando una t-norma entre el valor de la fuerza de activación de la
regla y el propio conjunto difuso del consecuente. En la ﬁgura 5.11 se muestra
el proceso de implicación de la regla if Temperatura del agua is Fría then
Válvula de agua caliente is Abrir. El valor de entrada de 18ºC para la tempe-
ratura del agua obtiene un grado de pertenencia de 0,75. Como el antecedente
tiene una única variable (Temperatura del agua), no hay que aplicar ningún
operador, por lo que la fuerza de activación de la regla es igual al grado de
pertenencia del valor de entrada. En el paso de implicación se ha utilizado la
función de mínimo, de forma que se ha comparado la fuerza de activación de
la regla con todos los valores del conjunto difuso del consecuente. El resultado
es la creación del hecho indicado en el consecuente (Válvula de agua calien-
te abierta) con un grado de certeza de 0.75, lo que gráﬁcamente se reﬂeja
mediante un conjunto difuso truncado en la parte derecha de la ﬁgura 5.11.
Figura 5.11. Proceso de implicación simple
El paso de agregación consiste en combinar para cada variable de salida
los conjuntos difusos que describen los hechos de salida de las reglas activadas
para esa variable de salida. El resultado es un hecho para cada variable de
salida cuyo valor lingüístico está descrito mediante un único conjunto difuso.
Los valores de salida de los SID son valores numéricos en el universo de dis-
curso de las variables de salida. En el paso de desfuzziﬁcación o concreción
se transforman los hechos agregados de salida en valores de salida. Supone el
paso inverso al paso de fuzziﬁcación.
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5.2.3. Sistemas Mamdani
Estos sistemas fueron propuestos por primera vez por Mamdani y Assilian
en 1975 como sistema de control de un motor de vapor (Mamdani y Assilian,
1975).
En los sistemas Mamdani el paso de agregación se realiza aplicando una
t-conorma. En la ﬁgura 5.12 se muestra el paso de agregación correspondiente
a dos reglas que afectan a la variable de salida Válvula de agua caliente.
Esta variable tiene dos valores lingüísticos, [Abrir, Cerrar]. Mediante la regla
superior (a la izquierda de la ﬁgura) se ha obtenido un grado de certeza de
0,75 en el hecho correspondiente al valor Abrir, mientras que con la activación
de la regla inferior se ha obtenido un grado de certeza de 0,25 en el conjunto
difuso del valor lingüístico Cerrar. En la parte central de la ﬁgura se puede
observar la aplicación de la operación de unión, que en este caso ha sido la
función de máximo. Por último, en la parte derecha de la ﬁgura 5.12 se puede
ver el resultado de la agregación.
Figura 5.12. Proceso de agregación
La desfuzziﬁcación se realiza utilizando diversos métodos, tales como el
cálculo del centroide, el cálculo del centro de área mayor, el bisector y el má-
ximo (Baturone et al., 2000). El cálculo del centroide devuelve el centro
del área bajo la curva que forma la función que deﬁne el conjunto difuso del
hecho de salida. El cálculo del centro de área mayor, por su lado, con-
siste en dividir el conjunto difuso en zonas convexas y calcular el centroide
de la zona de mayor área. El bisector determina el valor que divide en dos
partes iguales el área del conjunto difuso. Por último, el máximo consiste
en escoger como valor representativo el valor numérico de salida cuyo grado
de pertenencia sea máximo en el conjunto difuso del hecho de salida. Cuando
hay muchos puntos con ese grado de pertenencia este método resulta ambiguo,
de manera que normalmente se utiliza alguna variante como primer máximo,
último máximo, media de los máximos, mayor de los máximos y mínimo de
los máximos. Existen otras muchas funciones para realizar el paso de desfuzzi-
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ﬁcación, tales como media difusa, media difusa ponderada, método de calidad,
método de calidad gamma, etiqueta mayor y Takagi-Sugeno. La explicación
de estos métodos queda fuera del alcance de la tesis, pero se puede obtener
más información sobre las funciones enumeradas en (van Leekwijck y Kerre,
1999).
En la ﬁgura 5.13 se muestra un SID de tipo Mamdani para regular la
temperatura del agua de un recipiente y mantenerla siempre en una tempera-
tura templada. El SID tiene dos variables de entrada, Temperatura del agua
y Temperatura del aire, las cuales se pueden ver en la parte inferior izquierda
de la imagen junto con sus valores numéricos de entrada. La primera de ellas
introduce en el SID la temperatura del agua del recipiente en grados centí-
grados, mientras que la segunda introduce la temperatura del aire alrededor
del recipiente, también en grados centígrados. El universo de discurso de la
temperatura del agua se deﬁne en el rango [0, 100] y tiene tres valores lin-
güísticos, [Fría, Templada, Caliente]. Mientras tanto, el universo de discurso
de la temperatura del aire se deﬁne en el rango [−10, 50] y la variable tiene
los valores lingüísticos [Fría, Caliente]. Los valores lingüísticos de las dos va-
riables de entrada están descritas mediante unos conjuntos difusos deﬁnidos
utilizando FP trapezoidales.
El SID también tiene dos variables de salida, Válvula del agua caliente y
Válvula del agua fría. Ambas se pueden observar en la parte inferior derecha de
la ﬁgura con sus correspondientes valores numéricos de salida. Cada una de las
variables de salida controla una válvula de entrada de agua en el recipiente.
Una de las válvulas controla la entrada de agua fría, mientras que la otra
controla la entrada de agua caliente en el recipiente. El universo de discurso de
ambas variables se deﬁne en el rango [0, 1] y se divide en los valores lingüísticos
[Cerrar, Abrir], representando el 0 que la válvula está completamente cerrada
y 1 que está completamente abierta. Los valores lingüísticos de estas variables,
al igual que los valores lingüísticos de las variables de entrada, están descritos
mediante conjuntos difusos deﬁnidos utilizando FP trapezoidales.
El SID dispone de tres reglas para regular el agua del recipiente (mostra-
das de forma horizontal en la ﬁgura 5.13). Cada regla tiene su interpretación
gráﬁca encima. Por ejemplo, la primera regla es if Temperatura del agua is
Fría or Temperatura del aire is Fría then Válvula de agua caliente is Abrir
and Válvula de agua fría is Cerrar. Encima de la regla se muestran los con-
juntos difusos correspondientes a los valores lingüísticos de los antecedentes
y los consecuentes de las regla, esto es, los conjuntos correspondientes a los
valores Fría y Fría en los antecedentes y a los valores Abrir y Cerrar en los
consecuentes.
La primera y la tercera regla tienen dos antecedentes que están unidos
mediante un operador de unión (OR). La segunda regla, por su lado, tiene un
único antecedente.
Los valores de entrada de las temperaturas del agua y el aire son 18ºC y
20ºC respectivamente. El proceso de fuzziﬁcación se reﬂeja en la ﬁgura 5.13
mediante una ﬂecha de abajo hacia arriba a la izquierda de la ﬁgura y unas
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Figura 5.13. Proceso de inferencia de un SID de tipo Mamdani
líneas no continuas que nacen de los valores de entrada hacia los conjuntos
difusos de los antecedentes de las reglas. Como resultado de la fuzziﬁcación
se obtienen cuatro hechos de entrada: Temperatura de agua fría con un grado
de certeza de 0,75, Temperatura de agua templada con un grado de certeza de
0,25, Temperatura de aire fría con un grado de certeza de 0,50 y Temperatura
de aire caliente con un grado de certeza de 0,50. Con estos hechos se activan
las tres reglas del SID.
Para calcular la fuerza de activación de la primera y la tercera regla se
utiliza la función t-conorma de máximo. Esto da como resultado una fuerza
de activación de 0,75 para la primera regla (max(0,75, 0,50) = 0,75) y de 0,50
para la tercera regla (max(0,0, 0,50) = 0,50). La fuerza de activación de la
segunda regla, por su lado, es igual a la pertenencia del valor de entrada en
el conjunto difuso del antecedente, esto es, 0,25.
La implicación se realiza mediante la función t-norma de mínimo. El re-
sultado de este paso es la creación de seis hechos de salida, uno por cada
consecuente de las reglas activadas. Los grados de certeza son el resultados de
aplicar la función de mínimo entre la fuerza de aplicación de las reglas y los
conjuntos difusos de los consecuentes. El paso de implicación gráﬁcamente se
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reﬂeja mediante la ﬂecha en la parte de arriba de la ﬁgura 5.13 y el resultado
se reﬂeja en los trapecios truncados sobre los consecuentes de las reglas.
El paso de agregación se reﬂeja mediante una ﬂecha de arriba hacia abajo
a la derecha de la ﬁgura 5.13. Este paso aplica la función de máximo sobre
todos los hechos de salida correspondientes a las mismas variables de salida.
Esto da como resultado dos hechos representados mediante los dos conjuntos
difusos agregados en la parte inferior derecha de la ﬁgura 5.13 (uno para cada
una de las variables de salida).
Por último, el paso de desfuzziﬁcación (reﬂejado mediante una ﬂecha en
la parte central inferior de la ﬁgura 5.13) aplica la función del cálculo del
centroide para obtener los dos valores de salida numéricos correspondientes a
los hechos de salida, 0,60 para la variable Válvula del agua caliente y 0,40 para
la variable de salida Válvula del agua fría. Esto, a efectos prácticos indica que
hay que abrir ligeramente la válvula del agua calientes, mientras que hay que
cerrar ligeramente la válvula del agua fría.
5.2.4. Sistemas Takagi-Sugeno
Los sistemas Takagi-Sugeno se presentaron por primera vez en el año 1985
como solución en una planta de procesamiento de agua y en un proceso de
creación de acero (Takagi y Sugeno, 1985).
En estos sistemas los valores lingüísticos de los consecuentes están descri-
tos mediante conjuntos difusos expresados usando únicamente FP lineales o
constantes. Por ejemplo, una regla de dos antecedentes en un sistema de este
tipo tiene la forma de If Entrada1 = x and Entrada2 = y then Salida is z
= ax + by + c, donde a, b y c son valores constantes.
Cuando los valores de a y b son nulos (a = b = 0 ) el sistema se denomina
Takagi-Sugeno de orden-cero y el consecuente sigue una función constante
dada por el valor de c. En cualquier otro caso (a 6= 0 ó b 6= 0), el consecuente
de ese sistema Takagi-Sugeno sigue una función lineal.
En los sistemas de Takagi-Sugeno los pasos de agregación y desfuzziﬁcación
están uniﬁcados y el valor de salida numérico correspondiente a una variable
de salida se calcula utilizando una suma ponderada utilizando la ecuación





donde N es el número de reglas del sistema que afectan a la variable de
salida, wi es la fuerza de activación de la regla i y zi es el resultado de la
función de salida de la regla i.
En la ﬁgura 5.14 se muestra un SID de tipo Takagi-Sugeno de Orden-
cero para regular la temperatura del agua de un recipiente. Las variables de
entrada son la Temperatura del agua y la Temperatura del aire, las mismas que
se han utilizado en el ejemplo del apartado anterior. Las variables de salida
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son la Válvula del agua caliente y Válvula del agua fría, y al igual que en el
ejemplo del apartado anterior, tienen dos valores lingüísticos [Cerrar, Abrir]
y están deﬁnidas en el rango [0, 1]. Sin embargo, sus valores lingüísticos no
están descritos mediante conjuntos difusos trapezoidales, sino constantes. Así,
el valor lingüístico Cerrar se describe mediante la función z = 0 y el valor
Abrir se describe mediante la función z = 1.
Figura 5.14. Proceso de inferencia de un SID de tipo Takagi-Sugeno
Las reglas del SID son las del ejemplo de la sección anterior. Sin embargo,
gráﬁcamente diﬁeren, ya que los consecuentes de las reglas del SID de la ﬁgura
5.14 están representados mediante unas líneas verticales en los puntos z = 0
y z = 1.
Los pasos de fuzziﬁcación, aplicación de operadores lógicos e implicación
se realizan de la misma forma que en el ejemplo de la sección anterior. El
cambio se produce en los pasos de agregación y desfuzziﬁcación, que en el SID
de la ﬁgura 5.14 se resuelven utilizando la ecuación 5.1. En este ejemplo, las
tres reglas del SID afectan a las dos variables de salida, por lo que N = 3.
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V a´lvula caliente =
w1z11 + w2z21 + w3z31
w1 + w2 + w3
=
0,75 · 1 + 0,25 · 0 + 0,5 · 0
0,75 + 0,25 + 0,5
= 0,5 (5.2)
V a´lvula frı´a =
w1z12 + w2z22 + w3z32
w1 + w2 + w3
=
0,75 · 0 + 0,25 · 0 + 0,5 · 1
0,75 + 0,25 + 0,5
= 0,333 (5.3)
Así, para calcular el valor de salida de la variable Válvula del agua caliente
se tienen en cuenta las fuerzas de activación y los consecuentes de las tres
reglas que afectan a esta variable. Así, las fuerzas de activación son 0,75, 0,25
y 0,50 y los valores de los consecuentes 1, 0 y 0 respectivamente.
Con estos datos se obtienen unos resultados de 0,50 y 0,333 para las varia-
bles de salida Válvula de agua caliente y Válvula de agua fría respectivamente.
Esto signiﬁca que hay que dejar la válvula de agua caliente en un punto in-
termedio entre abierta y cerrada y hay que cerrar ligeramente la válvula de
agua fría.
5.2.5. Otros SID
Además de los SID de tipo Mamdani y Takagi-Sugeno, con el tiempo han
ido surgiendo otras variantes más actuales de los SID, las cuales añaden nuevas
características o modiﬁcan algunas existentes, todo ello con la intención de
mejorar la eﬁciencia. A continuación se presentan algunas de ellas:
5.2.5.1. Clasiﬁcadores difuso relacionales (Fuzzy relacional
classiﬁers)
Estos clasiﬁcadores no utilizan reglas de tipo if-then (Kuncheva, 2000). El
paso de implicación se realiza utilizando una matriz de pesos que relaciona las
variables de entrada con las de salida. Este proceso se lleva a cabo utilizando
una suma ponderada. Por lo demás, los clasiﬁcadores difuso relacionales sí
disponen de pasos de fuzziﬁcación, aplicación de operadores, agregación y
desfuzziﬁcación.
5.2.5.2. Sistemas de inferencia híbrida difuso-evidente
(Fuzzy-evidential hybrid inference systems)
Los sistemas de inferencia híbrida difuso-evidente son una combinación
de los SID con la teoría de evidencia Dempster-Shafer (Khatibi y Montazer,
2010). Esta teoría indica que todo conocimiento es impreciso y que el nivel de
certeza del conocimiento se puede medir en grados de creencia y verosimilitud
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(Dempster, 1967). La creencia es el grado de certeza real y total, mientras que
la verosimilitud incluye también el concepto de posibilidad (aunque sea con
baja probabilidad). El nivel de certeza se expresa en forma de probabilidad,
cuyo límite inferior y superior son el grado de creencia y de verosimilitud
respectivamente.
El funcionamiento de un sistema de inferencia híbrida difuso-evidente se
divide en dos fases. En la primera de ellas se fuzziﬁcan unos valores de entrada
y los hechos de entrada resultantes activan una serie de reglas. En la segunda
fase se evalúa el nivel de certeza de los resultados de las reglas activadas
utilizando la creencia y verosimilitud.
5.2.5.3. Sistemas de inferencia difusa con módulos de reglas de
entrada única (Single input rule modules connected fuzzy
inference model)
Estos sistemas tienen dos características principales (Yubazaki et al.,
1997). Por un lado, todas las reglas del sistema tienen antecedentes con una
única variable. Esto hace que sea innecesario disponer de un paso de aplicación
de operadores lógicos ya que la fuerza de activación de las reglas es igual a la
pertenencia de los valores de entrada en los conjuntos difusos de los valores
lingüísticos expresados en los antecedentes. Por otro lado, cada variable de
entrada tiene un peso en el rango [0, 1] respecto a cada una de las variables de
salida. La suma de todos los pesos para una variable de salida es la unidad.
De esta forma se permite premiar o perjudicar a aquellas variables de entrada
que sean más importantes o menos importantes respectivamente en relación
a las variables de salida.
5.2.5.4. Sistemas difusos probabilísticos (Probabilistic fuzzy
systems)
Los sistemas difusos probabilísticos son SID donde los antecedentes se
representan mediante conjuntos difusos y los consecuentes mediante distri-
buciones probabilísticas (van den Berg et al., 2002). Cada una de las reglas
activa un consecuente con una probabilidad determinada. La probabilidad
total de una salida se calcula siguiendo una suma ponderada de todas las
probabilidades de esa salida.
5.3. Frameworks para el desarrollo de Sistemas de
Inferencia Difusa
Existen dos corrientes para el desarrollo de SID (Gacto et al., 2011): el
Modelado Difuso Lingüístico (MDL) y el Modelado Difuso Preciso (MDP).
El objetivo del MDL es conseguir modelos que se centren más en la inter-
pretabilidad del sistema y de los resultados que en la precisión o eﬁciencia.
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En el MDP, por el contrario, se pretende conseguir una mayor efectividad,
aún a expensas de la interpretabilidad. Entre los sistemas que se construyen
siguiendo el MDL están aquéllos que se construyen manualmente a partir de
la información de expertos y de la bibliografía, mientras que normalmente,
los sistemas que siguen el MDP suelen estar construidos automáticamente a
partir de datos utilizando algoritmos de aprendizaje automático.
Existen frameworks y herramientas para facilitar el trabajo de los desarro-
lladores sigan la corriente que sigan para la construcción de SID. Sin embargo,
los frameworks para el desarrollo de SID siguiendo la metodología MDP, tales
como FisPro (Guillaume y Charnomordic, 2011), están fuera del alcance de
esta tesis. A continuación se explica brevemente el proceso de desarrollo de
SID siguiendo la metodología MDL y utilizando frameworks especíﬁcos.
La deﬁnición de un SID se puede dividir en 5 pasos: primero hay que
deﬁnir las variables de entrada y salida, posteriormente hay que especiﬁcar las
funciones de implicación, agregación y desfuzziﬁcación, en el siguiente paso
hay que deﬁnir las reglas, después hay que simular o probar el prototipo y
ﬁnalmente hay que exportar el sistema resultante para que sea integrado en
una solución ﬁnal.
La deﬁnición de las variables de entrada y salida es un proceso muy
ligado a los tipos de SID que permiten diseñar los frameworks, así como a
los tipos de FP que se pueden utilizar para deﬁnir las variables. Dependiendo
de la complejidad de las variables que se quieran diseñar (número de valores
lingüísticos, FP de cada uno de los valores, puntos de cruce de las FP...) el
funcionamiento del sistema resultante puede no ser el esperado. En cualquier
caso, la deﬁnición de las variables es un proceso con bastante peso matemático.
Aunque los frameworks permiten la deﬁnición manual de variables y FPs,
también suelen ofrecer herramientas especíﬁcas que facilitan la labor de los
desarrolladores interpretando gráﬁcamente las variables que se van deﬁniendo.
El paso de especiﬁcación de las funciones de implicación, agrega-
ción y desfuzziﬁcación no suele revestir una mayor complejidad, ya que
suele consistir en la selección de las funciones a utilizar dentro del abanico de
funciones que provee cada framework.
La deﬁnición de las reglas de un SID es probablemente el trabajo más
costoso y complejo del diseño del SID. Si se opta por establecer reglas sencillas
el número de éstas puede aumentar de forma exponencial en base al número
de variables de entrada y salida. Si se opta por utilizar un número mínimo de
reglas, la complejidad de éstas aumentará si aumenta el número de variables.
Tanto por cantidad como por complejidad es necesario el uso de alguna herra-
mienta que facilite la deﬁnición y revisión de las reglas. Los frameworks para
la construcción de SID normalmente incluyen funcionalidades especíﬁcas para
la deﬁnición de reglas que permiten especiﬁcar éstas mediante tablas, grafos
o formularios.
Una vez construido el SID hay que simular y comprobar que su fun-
cionamiento sea el que se espera de él. La mayoría de frameworks incluyen
funcionalidades para realizar esta comprobación, aunque pueden diferir en có-
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mo la ofrecen. Así, los hay que permiten probar el SID en sí mismo, mientras
que hay otros que permiten probar el SID como parte de un sistema más com-
plejo. En el caso de que el SID no tenga el comportamiento deseado habrá
que modiﬁcar ciertos aspectos del diseño y volver a realizar pruebas.
Cuando ya se ha comprobado que el SID tiene el comportamiento adecua-
do, hay que exportarlo de forma que pueda ser integrado en una solución
ﬁnal. Las variantes que ofrecen los frameworks para esta tarea son múltiples,
desde soluciones autoejecutables hasta módulos integrables en otros sistemas.
Por último, y dado que los SID construidos siguiendo la metodología MDL
a veces adolecen de una eﬁciencia menor que los SID creados siguiendo el MDP,
bastantes frameworks incluyen sistemas de aprendizaje automático para la
mejora de ciertas características de los SID diseñados.
6Entrenamiento de SID mediante Algoritmos
Genéticos
Un SID debe ofrecer una buena efectividad al mismo tiempo que ser inter-
pretable idealmente. Sin embargo, estos objetivos son contradictorios (Gacto
et al., 2011). Un método para conseguir que los SID sean efectivos e interpreta-
bles consiste en diseñar los SID manualmente a partir de la información de los
expertos o de la bibliografía para después aﬁnar su funcionamiento utilizando
algún sistema de aprendizaje automático. Para aﬁnar el comportamiento de
los SID se puede hacer uso de los algoritmos evolutivos (Herrera, 2008) y más
concretamente, de los algoritmos genéticos (AG).
Los AG son métodos de búsqueda de soluciones basados en la evolución
por selección natural (Holland, 1992). Los AG están inspirados en técnicas
de la genética, como el cruce de individuos, la herencia y las mutaciones. Se
da prioridad o mayor importancia a las mejores soluciones. Para ello, cada
solución tiene un valor de aptitud o ﬁtness que mide su calidad. Cuanto más
alto sea este valor, más probable será que esta solución sobreviva.
Los individuos que forman la población son cromosomas. Cada cromosoma
tiene un gen por cada parámetro a entrenar. Los cromosomas están codiﬁca-
dos mediante un código numérico, de forma que a cada gen le corresponde un
dígito. Lo más común y sencillo es que los cromosomas sean binarios, esto es,
que los genes sólo puedan tener valores de 0 y 1. Sin embargo, cuando los AG
se aplican a problemas numéricos reales de alta precisión surgen problemas de
computabilidad (Michalewicz, 1998). Al ﬁn y al cabo, cada uno de los indi-
viduos estará formado por una cadena binaria demasiado larga. Por ejemplo,
el estándar 754 del IEEE establece una longitud de 32 bits para representar
un número real. Suponiendo que haya que entrenar 50 parámetros reales, los
cromosomas tendrán una longitud de 1600 dígitos. Para solucionar esto exis-
ten AG especíﬁcos para números reales (Real-Coded Genetic Algorithms), en
los cuales, como su mismo nombre indica, los genes se especiﬁcan mediante
números reales.
La búsqueda de nuevos cromosomas se realiza sobre un espacio de bús-
queda que incluye todas las soluciones posibles para el problema. El espacio
de búsqueda se recorre utilizando procesos de exploración y explotación. La
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exploración se reﬁere a la tarea de examinar eﬁcientemente toda región del
espacio de búsqueda y encontrar nuevas soluciones potencialmente mejores.
Por otro lado, la explotación es el proceso de mejorar y combinar los rasgos
de las mejores soluciones encontradas durante el proceso de exploración, con
el objetivo de encontrar soluciones de mayor calidad. En los AG la explota-
ción se realiza mediante la operación de cruce, mientras que la exploración se
realiza mediante la operación de mutación. Mediante la operación de cruce se
combinan dos o más cromosomas de una población para crear nuevos cromo-
somas que mantengan ciertas características de los cromosomas progenitores
(lo que se puede considerar herencia). La operación de mutación, por su
lado, consiste en realizar pequeñas variaciones en algunos cromosomas de la
población de forma que se puedan introducir nuevas soluciones no alcanzables
mediante operaciones de explotación como el cruce. De esta forma, se puede
evitar caer en mínimos locales.
En el extracto 6.1 se muestra el pseudocódigo de un AG. El primer paso
consiste en establecer unas probabilidades para las operaciones de cruce y mu-
tación (Probc y Probm en la línea 1), así como deﬁnir una función de aptitud
que permita medir la calidad de los cromosomas (línea 2). Primero se crea una
población de cromosomas de forma aleatoria (línea 4) y se calcula la aptitud
de todos ellos (línea 5). A partir de este punto se entra en un ciclo hasta que
se llegue a una condición de ﬁnalización. Entre las condiciones de ﬁnaliza-
ción más extendidas están el que se haya creado un número determinado de
generaciones, el haber llegado a una solución muy cercana a la óptima y la
no mejoría de la aptitud de la población durante un número determinado de
generaciones. En el caso de utilizar una aproximación elitista, la cual permite
que el mejor o los mejores individuos se mantengan inalterables en las nuevas
poblaciones que se generan de forma que no se pierda su información, otra
condición de ﬁnalización es la no mejoría de la aptitud del mejor individuo
de la población durante un número determinado de generaciones. En cada
generación se eligen los cromosomas más aptos (con valor de aptitud más al-
to) para cruzarse utilizando la probabilidad indicada al inicio del algoritmo
(líneas 8 y 9). De esta forma se introducen nuevos cromosomas en la pobla-
ción (línea 10). Posteriormente se aplican mutaciones en los cromosomas de
la población la probabilidad establecida al comienzo del algoritmo (línea 11).
El siguiente paso consiste en volver a calcular la aptitud de los cromosomas
de la población (línea 12). Por último, y como la población debe mantener
un número constante de cromosomas, se eliminan aquéllos que sean menos
aptos (línea 13). Llegados a este punto, se vuelven a evaluar las condiciones
de ﬁnalización y si no se cumplen, se vuelve a ejecutar el ciclo.
1: Definir los parámetros Prob_c y Prob_m;
2: Definir la función de aptitud;
3: t = 0;
4: Crear la población inicial P(0);
5: Evaluar la aptitud de los cromosomas de la
población P(0);
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6: Hasta que no se llegue a una condición de
finalización:
7: {
8: P_1(t) = Seleccionar cromosomas para la operación
de cruce en P(t);
9: P_2(t) = Operación de cruce sobre P_1(t) con la
probabilidad Prob_c;
10: P_3(t) = Introducir nuevos cromosomas P_2(t) en la
población P(t);
11: P_4(t) = Operación de mutación sobre la población
P_3(t) con la probabilidad Prob_m;
12: Evaluar la aptitud de los cromosomas de la
población P_4(t);
13: P(t + 1) = Eliminar los cromosomas menos aptos de la
población P_4(t);
14: t = t + 1;
15: }
Extracto 6.1. Pseudocódigo de un algoritmo genético
Existen diversas formas de utilizar los AG para mejorar las prestaciones de
los SID (Herrera, 2008). Por un lado, los AG se pueden utilizar como método
para la creación automática de SID a partir de datos. Por otro lado, se pueden
utilizar para aﬁnar distintas características de los SID. En este último aspecto
destacan tres corrientes. La primera de ellas consiste en el aﬁnamiento de los
parámetros necesarios para deﬁnir las FP que describen los conjuntos difusos
del SID, sin modiﬁcar las reglas del sistema (Herrera et al., 1995) (Karr,
1991). La segunda corriente consiste en adaptar los parámetros del proceso
de inferencia, sin modiﬁcar el conocimiento del SID (Crockett et al., 2006).
Por último, la tercera línea engloba los métodos de desfuzziﬁcación adaptados
mediante AG (Kim et al., 2002).
En el conocimiento médico normalmente la incertidumbre no viene mar-
cada por reglas generales del tipo "si el paciente tiene ﬁebre alta, puede tener
gripe", sino por cómo cuantiﬁcar la "ﬁebre alta". Por lo tanto, en los SID
creados a partir de información bibliográﬁca y de expertos el aﬁnamiento de
los SID se debe dar en relación a los valores de las FP que describen los con-
juntos difusos. Por ello, en adelante se detalla la primera de las corrientes
mencionadas anteriormente. De la misma forma, el entrenamiento se centra
en los AG para números reales, ya que se prevé intratable el entrenamiento
de variables médicas representadas mediante cromosomas binarios.
A continuación se ahonda más en las operaciones de cruce y mutación y
se muestran varios métodos para realizar dichas operaciones.
6.1. Operación de cruce
Antes de poder realizar la operación de cruce hay que seleccionar un nú-
mero determinado de cromosomas de la población para utilizarlos en dicha
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operación. Existen múltiples métodos para seleccionar cromosomas de una
población (Blickle y Thiele, 1995) y en ocasiones se utiliza una combinación
de varios de ellos. A continuación se explican algunos de los métodos de se-
lección:
Selección de ruleta (Roulette-wheel selection): Este método tam-
bién es conocido como muestreo estocástico con reemplazo (Baker, 1987).
Consiste en seleccionar aleatoriamente un número determinado de cromo-
somas a cruzar en base a una probabilidad obtenida a partir de la aptitud
de los mismos (a mayor aptitud mayor probabilidad). El problema de la
selección de ruleta es que un mismo cromosoma puede ser seleccionado
varias veces aunque no sea el más apto.
Muestreo estocástico universal (Stochastic universal sampling):
Este método consiste en asignar probabilidades a los cromosomas de una
población en base a su aptitud y seleccionar un número determinado de
ellos en base a un único intervalo aleatorio (Baker, 1987). Este método
evita que se seleccione un cromosoma con baja aptitud varias veces.
Selección por torneo (Tournament selection): Este método consiste
en realizar competiciones entre conjuntos aleatorios de cromosomas, donde
el cromosoma con mejor aptitud es el ganador (Goldberg y Deb, 1991).
Esto se consigue seleccionando tantos conjuntos aleatorios de la población
como cromosomas se quieran utilizar en el cruce. Cuanto mayor sea el
tamaño del conjunto seleccionado más probable será que se seleccionen
para cruzar los mejores individuos. Por el contrario, seleccionar conjuntos
de un único cromosoma equivale a realizar una selección aleatoria.
Selección por truncamiento (Truncation selection): Este método
consiste en seleccionar un porcentaje de los mejores cromosomas y pos-
teriormente hacer una selección aleatoria en esa selección. Este método
se considera artiﬁcial, ya que pierde parte del componente de aleatorie-
dad existente en la selección natural, debido a que los cromosomas menos
aptos nunca tienen la opción de reproducirse. Este método se suele usar
cuando las poblaciones son muy grandes y se necesita seleccionar grandes
conjuntos de cromosomas para cruzar.
Existen múltiples algoritmos para realizar la operación de cruce entre cro-
mosomas de números reales (Herrera et al., 2003). Dependiendo del método
pueden haber diferentes grados de explotación. En adelante, se asume que
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donde c1i se reﬁere al gen i del cromosoma C1 y n es el número de genes de los
cromosomas. Así, se establece que c1i , c
2
i ∈ [ai, bi], siendo ai y bi los límites mí-
nimo y máximo respectivamente del espacio de búsqueda de los genes c1i y c
2
i .
Ahora se pueden deﬁnir αi = min(c1i , c
2




i ). De esta forma,
en el intervalo [ai, bi] se diferencian tres intervalos [ai, αi], [αi, βi] y [βi, bi], los
cuales delimitan las regiones de exploración y explotación (ver ﬁgura 6.1).
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Figura 6.1. Relación entre los métodos de búsqueda y el espacio de búsqueda
A continuación se detallan los métodos de cruce que se han utilizado en la
presente tesis.
6.1.1. Cruce simple (Simple crossover)
Consiste en seleccionar un punto i ∈ {1, 2, ..., n − 1} de forma aleatoria.
Posteriormente se cortan los dos cromosomas por ese punto y se intercambian
las secciones (Goldberg, 1989). De esta forma, los dos nuevos cromosomas























6.1.2. Cruce Max-Min-Aritmético (Max-Min-Arithmetic
crossover)
En este caso se crean cuatro cromosomas Hk = (hk1 , h
k
2 , ..., h
k
i , ..., h
k
n), don-











h3i = λ · c1i + (1− λ) · c2i (6.5)
h4i = λ · c2i + (1− λ) · c1i (6.6)
donde λ es un número elegido por el usuario en el rango ∈ [0, 1]. De los
cuatro nuevos cromosomas se eligen los dos más aptos para introducirlos en
la población (Herrera et al., 1997). En la ﬁgura 6.2 se muestra gráﬁcamente
la posición de los cuatro genes creados, cuando c1i < c
2
i .
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i mediante un cruce Max-Min-Aritmético
cuando c1i < c
2
i y λ = 0,25
6.1.3. Cruce dinámico (Dynamic crossover)
Cada cruce dinámico de los cromosomas C1 y C2 produce cuatro nuevos
cromosomas Hk = (hk1 , h
k
2 , ..., h
k
i , ..., h
k
n), donde k = 1, 2, 3, 4. Cada uno de
los nuevos cromosomas Hk se crea siguiendo una de las familias de funciones
F(t), S(t), M+(t) y M−(t), siendo t ∈ [1, gmax] y gmax el número máximo
de generaciones del algoritmo (Herrera et al., 1996). De estos cuatro, se eligen
los dos mejores para introducirse en la población.
Las familias de funciones anteriores se deﬁnen de la siguiente forma: F =
(F 1, ..., F t, ..., F gmax), S = (S1, ..., St, ..., Sgmax) yM = (M1, ...,M t, ...,Mgmax).
Para la generación t, siendo 1 ≤ t ≤ gmax− 1 y los dos genes a cruzar c1i y c2i ,
esas familias de funciones cumplen las siguientes propiedades:
∀c1i , c2i ∈ [ai, bi] F t(c1i , c2i ) ≤ F t+1(c1i , c2i )
y F gmax(c1i , c
2
i ) ≈ min(c1i , c2i ) (6.7)
∀c1i , c2i ∈ [ai, bi] St(c1i , c2i ) ≥ St+1(c1i , c2i )
y Sgmax(c1i , c
2
i ) ≈ max(c1i , c2i ) (6.8)
∀c1i , c2i ∈ [ai, bi] M t(c1i , c2i ) ≥M t+1(c1i , c2i )
o M t(c1i , c
2
i ) ≤M t+1(c1i , c2i )
y Mgmax(c1i , c
2







Dado que la propiedad de la expresión 6.9 es disyuntiva, la familia de
funciones M se puede dividir en dos familias de funciones diferentes, siendo
M+ la que cumple la primera de las propiedades y M− la que cumple la
segunda.
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Para la construcción de las familias de funciones F y S se suelen utilizar
las variaciones Dubois de las funciones t-norma T q y t-conorma Gq, respecti-
vamente (Dubois y Prade, 1980). Estas variaciones tienen la siguiente forma:
T q(x, y) =
x · y
x ∨ y ∨ q , siendo x, y ∈ [0, 1] y 0 ≤ q ≤ 1 (6.10)
Gq(x, y) = 1− (1− x) · (1− y)
(1− x) ∨ (1− y) ∨ q , siendo x, y ∈ [0, 1] y 0 ≤ q ≤ 1 (6.11)
Estas funciones están deﬁnidas en el intervalo [0, 1], mientras que los genes
están deﬁnidos en el rango [a, b]. Por ello, antes de cruzar los genes hay que
transformarlos al intervalo [0, 1], y después del cálculo habrá que volver a
transformarlos a su intervalo real. Por otro lado, también se necesita una
función δ(·) para transformar los valores de t ∈ [1, gmax] al rango de q. En
resumen, las familias de funciones F y S se construyen de la siguiente manera:
∀c1i , c2i ∈ [ai, bi] , 1 ≤ t ≤ gmax ,
F t(c1i , c
2
i ) = ai + (bi − ai) · T δF (t)(
c1i − ai
bi − ai ,
c2i − ai
bi − ai ) (6.12)
∀c1i , c2i ∈ [ai, bi] , 1 ≤ t ≤ gmax ,
St(c1i , c
2
i ) = ai + (bi − ai) ·GδS(t)(
c1i − ai
bi − ai ,
c2i − ai
bi − ai ) (6.13)
Las funciones de transformación de t se deﬁnen como δF (t) = δS(t) = 1t .
En cuanto a las familias de funcionesM, se deﬁnen mediante la siguiente
función de media:




, siendo x, y ∈ [0, 1] y −∞ ≤ q ≤ ∞ (6.14)
Esta función también está deﬁnida en el intervalo [0, 1], por lo que hay
que transformar los valores de los genes antes de utilizarla. Al ﬁnal, la función
queda de la siguiente manera:
∀c1i , c2i ∈ [ai, bi] , 1 ≤ t ≤ gmax ,
M t(c1i , c
2
i ) = ai + (bi − ai) · P δM (t)(
c1i − ai
bi − ai ,
c2i − ai
bi − ai ) (6.15)
Concretamente, las familias de funcionesM+ yM− se deﬁnen utilizando
las funciones de transformación δM+(t) = 1 + ln(gmax/t) y δM−(t) = 1 +
ln(t/gmax) respectivamente.
En la ﬁgura 6.3 se muestran gráﬁcamente los intervalos de valores posibles
para cada una de las familias de funciones en función de t.
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Figura 6.3. Evolución de las posiciones de los cuatro genes creados mediante el
cruce dinámico, en función de t, siendo t ∈ [1, gmax]
6.1.4. Cruce dinámico heurístico (Dynamic heuristic crossover)
Este método es una variante del método anterior. Consiste en utilizar
características heurísticas para mejorar la creación de los nuevos cromosomas,
centrándose en aquél que sea el mejor de los cromosomas progenitores (Herrera
et al., 1996). Así, suponiendo que se tienen que cruzar los cromosomas C1 y
C2, donde el primero es más apto que el segundo, se crea un nuevo cromosoma

















i ) cualquier otro caso
(6.16)
Las funciones F t y St pertenecen a las familias de funciones F y S pre-
sentadas en el apartado anterior. Por otro lado, se crea otro cromosoma






n), donde los genes se combinan siguiendo la expre-
sión hti = M
t(c1ti , c
2t
i ). La función M
t pertenece a la familia de funcionesM+
si c1ti ≤ c2ti y a la familiaM− en caso contrario. De todas formas, en ambos
casos se utiliza la siguiente función de media:
P q(x, y) = q · x+ (1− q) · y , siendo x, y ∈ [0, 1] y 0 ≤ q ≤ 1 (6.17)





, donde f(·) se reﬁere a la función de aptitud (6.18)
Con este método los nuevos cromosomas creados se acercarán a aquél
progenitor con mejor aptitud. En la ﬁgura 6.4 se puede ver los intervalos de
los genes creados mediante las dos funciones mencionadas en función de t y
suponiendo que la aptitud de C1 es mayor que C2.
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Figura 6.4. Evolución de las posiciones de los dos genes creados mediante el cruce
dinámico heurístico, en función de t, siendo t ∈ [1, gmax] y suponiendo que C1 tiene
mejor aptitud que C2 y siendo c1i ≤ c2i
6.1.5. Cruce Blend Alpha (BLX-α)
Mediante este método se crean dos nuevos cromosomasHk = (hk1 , h
k
2 , ..., h
k
i , ..., h
k
n),
donde k = 1, 2. El valor del gen hki se obtiene de forma aleatoria del intervalo
[Cmin − I · α,Cmax + I · α], donde Cmin = min(c1i , c2i ), Cmax = max(c1i , c2i ),
I = Cmax−Cmin y α ∈ [0, 1] (Eshelman y Schaﬀer, 1993). α es un valor cons-
tante que debe indicar el usuario. En la ﬁgura 6.5 se puede ver el intervalo de
valores posibles que se obtiene utilizando este método de cruce.
Figura 6.5. Intervalo de valores posibles mediante el cruce BLX-α con un valor de
α = 0,5
6.1.6. Cruce Parent-centric BLX-α (PBX-α)
Este método es una extensión del método de cruce BLX-α anterior (Lozano
et al., 2004). El método PBX-α tiene mayor probabilidad que BLX-α de crear





2 , ..., h
k
i , ..., h
k
n), donde k = 1, 2. Los genes del cromosoma H1
se crean mediante la selección aleatoria en el intervalo [l1i , u
1





i − I · α) y u1i = min(bi, c1i + I · α). En el caso del cromosoma
H2, sus genes se seleccionan aleatoriamente del intervalo [l2i , u
2





i − I · α) y u2i = min(bi, c2i + I · α). En ambos casos, el valor de I
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viene dado por la expresión I =| c1i − c2i | y α es un número constante en el
intervalo [0, 1]. Cuanto mayor sea el valor de α, mayor será la diversidad de
los cromosomas generados. En la ﬁgura 6.6 se puede observar gráﬁcamente el
intervalo de valores posibles para un cruce.
Figura 6.6. Rango de valores posibles para un gen del cromosoma H1 mediante el
cruce PBX-α con un valor de α = 0,25
6.2. Operación de mutación
En la operación de mutación, dependiendo de si la tasa o el efecto de la
mutación disminuye con el paso de las generaciones o no, se pueden diferen-
ciar las mutaciones uniformes y las no-uniformes. Mientras que las mutaciones
uniformes tienen el mismo efecto durante todo el proceso de entrenamiento,
las mutaciones no-uniformes atenúan su efecto según el entrenamiento va
ﬂuyendo hacia la solución óptima. De esta forma, al comienzo del entrena-
miento abarcan un espacio de búsqueda mayor y hacia el ﬁnal las variaciones
de la mutación son muy pequeñas.
En adelante, suponiendo que el cromosoma a mutar es C = {c1, ..., ci, ..., cn},
donde ci ∈ [ai, bi], siendo n el número de genes del cromosoma y ai y bi los
valores mínimos y máximos posibles para el gen ci. A continuación se explican
los distintos procesos de mutación que se han implementado en la presente
tesis:
6.2.1. Mutación aleatoria
Consiste en cambiar un gen ci por un valor aleatorio en el rango [ai, bi].
6.2.2. Mutación gaussiana
En lugar de utilizar todo el intervalo [ai, bi], se utiliza una distribución
gaussiana con media en el gen a mutar (µ = ci) y una desviación estándar
que puede ser una décima parte del valor máximo de ese gen (σ = 0,1 · bi)
(Hinterding, 1995). En la ﬁgura 6.7 se muestra visualmente el intervalo de
valores posibles utilizando un mutación gaussiana.
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Figura 6.7. Intervalo de valores de una mutación gaussiana
6.2.3. Mutación de Michalewicz
Se trata de una mutación no-uniforme que consiste en modiﬁcar el gen a
mutar siguiendo la siguiente expresión (Michalewicz, 1998):
c′i =
{
ci +∆(t, bi − ci) u = 0
ci −∆(t, ci − ai) u = 1 (6.19)
En este caso, u es un número aleatorio que coge un valor de 0 ó de 1 y t
es la generación actual. La función ∆(t, x), se deﬁne como:
∆(t, x) = x · (1− v(1− tgmax )w) (6.20)
En esta función, v es un valor aleatorio en el intervalo [0, 1] y w es un
número constante que determina el grado de dependencia de la función en el
número de iteraciones. Esta función devuelve un valor en el intervalo [0, x],
donde la probabilidad de devolver un valor cercano a 0 aumenta con el número
de iteraciones. En la ﬁgura 6.8 se puede ver visualmente el intervalo de valores
barajado por esta operación de mutación.
Figura 6.8. Evolución del intervalo de valores de la mutación de Michalewicz siendo






La Parte III se compone de tres capítulos, en los cuales se analiza el
estado del arte en relación a la solución presentada en la tesis.
En el capítulo 7 se comparan distintos formalismos de representación
de Guías Clínicas Informatizadas en base a los sistemas de clasiﬁcación
de los que hacen uso.
En el capítulo 8, por su lado, se estudian distintas soluciones infor-
máticas utilizadas en medicina que utilizan Sistemas de Inferencia Difusa
como sistema de razonamiento.
Por último, en el capítulo 9 se presentan las alternativas existentes en
relación a frameworks para el desarrollo de Sistemas de Inferencia Difusa.

7Sistemas de clasiﬁcación integrados en
formalismos de GCI
En este capítulo se realiza una revisión de los sistemas de clasiﬁcación
incluidos en formalismos de representación de GCI que siguen el paradigma
MRT y que se han tenido en cuenta en las comparativas de Peleg (Peleg et al.,
2003) y De Clercq (Clercq et al., 2008): PROforma, GLIF3, GLARE, New-
Guide, SAGE y Asbru. Como siguen el paradigma MRT todos los formalismos
estudiados representan las GCI como un grafo multinivel. De la misma forma,
todos los formalismos utilizan nodos de decisión, consulta o pregunta y acción.
Los sistemas de clasiﬁcación son un elemento muy importante en los forma-
lismos de representación de GCI ya que se encargan de procesar los cálculos
complejos contenidos en las guías. En esta revisión se ha tenido en cuenta
tanto el tipo de sistema de clasiﬁcación utilizado en el formalismo como la
relación entre el formalismo y el sistema de clasiﬁcación.
El tipo de sistema de clasiﬁcación establece tanto la efectividad del
sistema como la información que ofrece al usuario tras realizar la clasiﬁcación.
La estructura de los sistemas de clasiﬁcación es común: todos ellos tienen
unas variables de entrada y unas variables de salida y siguen un proceso de
razonamiento.
La relación entre el formalismo y el sistema de clasiﬁcación esta-
blece cómo es la interacción entre el formalismo y el sistema de clasiﬁcación,
esto es, cuál es la estructura del formalismo en que se integra el sistema de
clasiﬁcación, cómo se realiza la integración y si el formalismo dispone de un
sistema para facilitar la deﬁnición de sistemas de clasiﬁcación. Todas estas
características son importantes ya que afectan a la efectividad de la GCI tanto
en tiempo de desarrollo como de ejecución.
A continuación se explican más extensamente las características de compa-
ración. Posteriormente se realiza la revisión propiamente dicha. Finalmente, se
realiza una breve síntesis de la revisión y una comparativa de los formalismos
revisados.
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7.1. Tipo de sistema de clasiﬁcación
Esta característica especiﬁca el sistema de clasiﬁcación que permite im-
plementar el formalismo de representación de GCI. Dado que el número de
tipos de sistemas de clasiﬁcación es muy elevado, se ha optado por realizar
una breve taxonomía de los mismos en base a ciertos criterios, tales como la
comprensibilidad por parte de los no expertos, la metodología de construcción
seguida para crearlos y el uso de la lógica difusa.
La comprensibilidad mide la facilidad con la que personas no expertas
pueden entender la estructura del sistema de clasiﬁcación y su proceso de
razonamiento. Existen dos tipos de sistemas basados en este criterio: los de
caja blanca y los de caja negra. Los sistemas de caja blanca son sistemas
transparentes donde la estructura y el razonamiento están bien explicados,
mientras que los sistemas de caja negra resultan opacos debido a que bien
su estructura bien su razonamiento no está claramente explicado.
La metodología de construcción indica cómo se ha creado el sistema
de clasiﬁcación en sí, siendo la construcción manual a partir de información
de expertos y bibliografía una de las opciones, y la construcción automática a
partir de datos la otra opción. En aquéllos sistemas que se construyen ma-
nualmente el usuario (ingeniero, diseñador...) debe establecer la estructura
del sistema de clasiﬁcación, así como ciertos elementos clave del proceso de ra-
zonamiento. En los sistemas de clasiﬁcación construidos automáticamente
se utilizan algoritmos de aprendizaje automático y los usuarios sólo deben in-
dicar ciertas características de los algoritmos. Los sistemas de clasiﬁcación
construidos automáticamente a partir de datos siguen distintos algoritmos de
aprendizaje, los cuales se dividen en dos corrientes, los de aprendizaje super-
visado y los de aprendizaje no supervisado.
En los algoritmos de aprendizaje supervisado los datos que se utilizan
para su construcción tienen los valores de salida correspondientes. En el caso
de los algoritmos de aprendizaje no supervisado, los datos utilizados no
tienen la información de las variables de salida. Por lo tanto, estos sistemas
requieren una intervención humana para indicar posteriormente el número y
el tipo de las variables de salida.
Por último, la lógica difusa es una característica interesante desde el
punto de vista del modelado de la incertidumbre y algunos sistemas de clasi-
ﬁcación se basan en la misma.
A continuación se analizan en base a los criterios anteriores los tipos de
sistemas de clasiﬁcación más conocidos considerados de soft computing (Kar-
lik, 2013) (Bhatia et al., 2014) y que se pueden encontrar en los formalismos
de representación de GCI considerados en las comparativas de Peleg (Peleg
et al., 2003) y De Clercq (Clercq et al., 2008). El soft computing es un término
utilizado para denominar todos los sistemas de clasiﬁcación con capacida-
des de procesamiento de información ﬂexible o incierta en entornos ambiguos
(Yardimci, 2009). Los sistemas analizados son los sistemas basados en reglas,
árboles de decisión, redes neuronales artiﬁciales, sistemas de inferencia difu-
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sa basados en redes adaptativas, máquinas de soporte vectorial, sistemas de
razonamiento probabilístico, sistemas basados en votación, mapas cognitivos
difusos y sistemas basados en argumentación.
7.1.1. Sistemas basados en reglas
Los sistemas basados en reglas suelen ser de caja blanca y entre las diversas
variantes existentes, aparte de los SID destacan las reglas de asociación.
Las reglas de asociación son sistemas basados en reglas en el que el
cumplimiento del antecedente implica que el consecuente también se cumple
(Agrawal et al., 1993). Se representan mediante reglas de tipo A⇒ B, donde
A y B son dos conjuntos de hechos. Esta regla indica que cuando se cumplen
todos los hechos del conjunto A, también se cumplen todos los hechos del con-
junto B. Son sistemas de clasiﬁcación que se crean automáticamente a partir
de un conjunto de casos utilizando algoritmos de aprendizaje no supervisado.
7.1.2. Árboles de decisión
Los árboles de decisión son sistemas de clasiﬁcación de caja blanca que sir-
ven para representar y categorizar condiciones que ocurren de forma sucesiva
(Rokach y Maimon, 2007). En el ámbito de la medicina son uno de los siste-
mas de clasiﬁcación más utilizados (Esfandiari et al., 2014). Se pueden crear
tanto manualmente a partir de información de expertos y de bibliografía como
de forma automática a partir de datos utilizando algoritmos de aprendizaje
supervisado.
7.1.3. Redes neuronales artiﬁciales
Las redes neuronales artiﬁciales (RNA) son un tipo de sistema de clasiﬁca-
ción inspirado en la forma en que funciona el sistema nervioso de los animales
(Rosenblatt, 1958). Son sistemas de clasiﬁcación de caja negra que se crean o
entrenan a partir de los datos. Se pueden encontrar modalidades que siguen
algoritmos supervisados y algoritmos no supervisados.
7.1.4. Sistemas de inferencia difusa basados en redes adaptativas
Los sistemas de inferencia difusa basados en redes adaptativas (SIDRA)
combinan las RNA con los SID con la intención de conseguir sistemas de
clasiﬁcación que aúnen interpretabilidad con efectividad. El primero de estos
sistemas lo presentó Jang a comienzos de los 90 como un método para mejorar
las prestaciones de los SID (Jang, 1993). En su momento, ya detectó que los
SID a pesar de todas las aplicaciones en que se habían utilizado, tenían ciertas
limitaciones en cuanto a efectividad y que era necesario incluir un sistema que
adaptase algunas de sus características. Para ello, propuso un sistema basado
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en una RNA que emulaba el funcionamiento de la variante Takagi-Sugeno
de SID y adaptó los algoritmos de entrenamiento de las RNA a ese nuevo
formalismo. Los SIDRA son sistemas de caja negra, debido a que su estructura
se asemeja a la de las RNA. También se crean automáticamente a partir de
casos y para ello hacen uso de algoritmos de aprendizaje supervisado. Los
SIDRA normalmente obtienen unos resultados en términos de eﬁciencia muy
altos. Por ello, se han convertido en uno de los sistemas de clasiﬁcación más
utilizados (Ankishan y Yilmaz, 2013) (Efe, 2009) (Gharaviri et al., 2008).
7.1.5. Máquinas de soporte vectorial
Las máquinas de soporte vectorial son sistemas de clasiﬁcación que tra-
tan de dividir en dos el conjunto de casos a clasiﬁcar mediante un hiperplano
óptimo (Vapnik, 1995). Son sistemas de caja negra que se crean automática-
mente a partir de los datos, para lo cual utilizan algoritmos de aprendizaje
supervisado.
7.1.6. Sistemas basados en razonamiento probabilístico
Los sistemas basados en razonamiento probabilístico combinan la capa-
cidad de la teoría de la probabilidad para manejar la incertidumbre con la
capacidad de la lógica deductiva para explotar la estructura. Normalmente
son sistemas que se describen mediante un grafo y probabilidades, y se pue-
den considerar de caja blanca. Existen múltiples alternativas diferentes, cada
una con sus características especíﬁcas, tales como los clasiﬁcadores bayesia-
nos ingenuos, las redes bayesianas, los diagramas de inﬂuencia y los modelos
ocultos de Markov que se comentan a continuación.
Los clasiﬁcadores bayesianos ingenuos se fundamentan en el teorema
de Bayes y en la creencia de la independencia de las variables de entrada
(Maron y Kuhns, 1960). Asumen que la presencia o ausencia de una caracte-
rística de una variable de entrada es totalmente independiente del resto de sus
características. Es posible deﬁnir clasiﬁcadores bayesianos ingenuos a partir
de información de expertos y de bibliografía, aunque normalmente se crean
automáticamente a partir de datos utilizando algoritmos de aprendizaje su-
pervisado (concretamente estimadores de máxima verosimilitud). La creación
automática necesita muy pocos datos para poder estimar los parámetros del
clasiﬁcador.
Las redes bayesianas son grafos acíclicos dirigidos cuyos nodos represen-
tan las variables de entrada y de salida y los arcos establecen una relación de
dependencia entre esas variables (Pearl, 1988). Estas relaciones de dependen-
cia de expresan en términos de probabilidad. Las redes bayesianas permiten
modelar de forma intuitiva modelos inciertos y son muy utilizadas en sistemas
de ayuda a la toma de decisiones en medicina (Lucas et al., 2004). Normalmen-
te se suelen crear de forma manual a partir de información bibliográﬁca y de
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expertos. Requieren alto conocimiento del ámbito, ya que hay que especiﬁcar
explícitamente las probabilidades (Orphanou et al., 2014).
Los diagramas de inﬂuencia permiten describir las dependencias entre
un conjunto de variables de entrada y salida (Howard y Matheson, 2005). Son
una generalización de las redes bayeasianas y también se representan median-
te grafos acíclicos, aunque utilizan distintos tipos de nodos y arcos. Se suelen
crear manualmente a partir de bibliografía y de información de expertos. Re-
quieren de un extenso conocimiento del ámbito concreto del diagrama por
parte del diseñador del sistema para poder reﬂejar los distintos elementos con
exactitud.
Los modelos ocultos de Markov (MOM) son sistemas probabilísticos
en los que se asume que el proceso a modelar es un proceso de Markov (esto
es, un proceso donde los estados sólo dependen del valor actual y no de la
historia de los valores) (Baum y Petrie, 1966). Los MOM son grafos donde
los nodos representan las variables de entrada y salida y los arcos entre los
nodos las probabilidades de desplazarse de un nodo a otro. Se crean en parte
manualmente a partir de información de expertos o bibliografía y en parte
automáticamente a partir de casos. Así, el primer modelo del MOM necesita
ser deﬁnido por un usuario. Posteriormente, los valores de las probabilidades
del modelo se establecen automáticamente.
7.1.7. Sistemas basados en votación
Los sistemas basados en votación toman sus decisiones en base a un con-
junto de casos conocidos siguiendo un proceso de votación, es decir, agregando
preferencias individuales con el objetivo de llegar a una decisión colectiva (Pa-
cuit, 2012). Históricamente se ha trabajado mucho sobre ellos en el campo de
las ciencias sociales, pero también se han extendido al campo de la toma de
decisiones utilizando herramientas informáticas (Saeed et al., 2012). Se consi-
deran sistemas de caja blanca. Los más representativos son los k vecinos más
cercanos, y su variante con lógica difusa, los k vecinos más cercanos difusos.
Los k vecinos más cercanos trata de identiﬁcar el valor de la variable de
salida de un caso de entrada en base a cierto número (k) de casos con salidas
conocidas y que tienen características similares (Silverman y Jones, 1989). El
criterio de decisión utilizado es la distancia que hay entre las características
de los casos conocidos y el caso de entrada. Se crean de forma automática a
partir de los datos mediante algoritmos de aprendizaje supervisado.
Los k vecinos más cercanos difusos utilizan las características de la
lógica difusa para dotar de mayor ﬂexibilidad a los k vecinos más cercanos
(Derrac et al., 2014). Así, permiten tanto que las distancias calculadas entre
los casos conocidos y el caso de entrada como las decisiones de cada uno de
los casos conocidos tengan asociados grados de certeza.
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7.1.8. Mapas cognitivos difusos
Los mapas cognitivos difusos (MCD) son sistemas de caja blanca que se
representan mediante grafos dirigidos. Los nodos del grafo representan cual-
quier concepto del sistema a modelar (atributos, características, cualidades,
variables de entrada y salida y estados) y los arcos las relaciones de causalidad
entre los mismos (Kosko, 1986). Aunque hay algoritmos para crear y aﬁnar
los MCD de forma automática a partir de datos (Song et al., 2010), lo más
común es construirlos manualmente a partir de información de expertos y de
bibliografía (Papageorgiou y Salmerón, 2013).
7.1.9. Sistemas basados en argumentación
Los sistemas basados en argumentación se basan en la construcción y eva-
luación de distintos argumentos (Amgoud y Prade, 2009). Estos argumentos
se utilizan para apoyar, explicar o desestimar decisiones y opiniones. No pre-
tenden elegir una única respuesta, sino razonar sobre todas las respuestas
posibles para que el usuario pueda elegir, ya que muestran explícitamente la
información de su razonamiento. Por lo tanto, se consideran de caja blanca.
Normalmente, estos sistemas se crean automáticamente a partir de una base
de conocimiento haciendo uso de árboles como estructuras para guardar los ar-
gumentos y utilizando algoritmos que se incluyen dentro de los de aprendizaje
supervisado (Prakken, 2009).
7.2. Relación entre el formalismo y el sistema de
clasiﬁcación
Las características que tienen en cuenta la relación entre el formalismo de
representación y el sistema de clasiﬁcación son la estructura de deﬁnición de
la GCI en que se integra el sistema de clasiﬁcación, el método de integración
del mismo y el método de especiﬁcación que ofrece el formalismo.
La estructura de deﬁnición indica en qué elemento especíﬁco de la GCI
se integra el sistema de clasiﬁcación. La estructura en que se deﬁne el sistema
de clasiﬁcación es importante ya que cada estructura tiene un funcionamiento
diferente dentro de la GCI. Las diferentes alternativas de esta característi-
ca abarcan desde los distintos tipos de nodos de la GCI (acción, decisión o
consulta) hasta las condiciones que deﬁnen el ﬂujo de ejecución de la misma.
El método de integración muestra cómo se integra el sistema de clasi-
ﬁcación desarrollado en la estructura indicada por la característica anterior y
afecta directamente al rendimiento general de las GCI. Las alternativas que se
valoran son dos: Los sistemas pueden estar embebidos en el propio código de
la GCI o pueden ser sistemas externos a los que se llama durante la ejecución
de la GCI. Los sistemas embebidos se especiﬁcan bien en el mismo lenguaje
que la GCI, bien en un lenguaje de expresiones incluido en el formalismo de
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representación. Los sistemas externos, por su lado, pueden estar descritos en
cualquier lenguaje de programación para el que que se disponga de soporte en
tiempo de ejecución de la GCI. El método de integración también determina
el sistema de ejecución. Así, los sistemas embebidos se ejecutan utilizando
el mismo motor utilizado para ejecutar las GCI. Sin embargo, los sistemas
externos pueden utilizar cualquier motor de ejecución que soporte el lenguaje
en que están descritos los sistemas de clasiﬁcación y que tenga comunicación
con el motor de ejecución de las GCI. El hecho de utilizar un único motor
de ejecución para la GCI y el sistema de clasiﬁcación hace que los sistemas
embebidos sean más rápidos. Sin embargo, son menos ﬂexibles ya que están
limitados por la expresividad del formalismo de representación de GCI.
Finalmente, el método de especiﬁcación indica si el formalismo de re-
presentación de GCI incluye una herramienta para evitar la programación
manual del sistema de clasiﬁcación. Esta característica afecta a la etapa de
desarrollo del sistema de clasiﬁcación, y por lo tanto, de la GCI. Disponer de
un método para evitar la programación manual del sistema de clasiﬁcación
evita o minimiza el tener que conocer todos los detalles técnicos de los sistemas
de clasiﬁcación y reduce el número de los errores propios de la programación
manual, de forma que la deﬁnición del sistema es más intuitiva y la depura-
ción de errores resulta más sencilla. Entre las posibilidades valoradas en esta
característica están las tablas, los formularios y los editores especíﬁcos.
7.3. Revisión de los formalismos de representación de
GCI
A continuación se explica cada uno de los formalismos estudiados. Para
cada formalismo primero se realiza una breve descripción y seguidamente se
detallan sus especiﬁcaciones respecto a las características de tipo de sistema
de clasiﬁcación, estructura de deﬁnición, método de integración y método de
especiﬁcación.
7.3.1. PROforma
PROforma combina la programación lógica y el modelado orientado a obje-
tos (Sutton y Fox, 2003). Dispone de cuatro tipos de nodos: planes, decisiones,
acciones y consultas. Entre otros resultados, PROforma ha dado lugar a la
solución libre de soporte a la decisión Tallis (COSSAC, 2017) y a la solución
comercial Arezzo (InferMed, 2017).
PROforma utiliza un sistema de razonamiento basado en argumen-
tación. Cada decisión tiene una serie de candidatos y cada uno de éstos
dispone de una serie de argumentos a favor y en contra. Algunos de estos ar-
gumentos son deﬁnitivos, esto es, si se cumple el argumento el candidato será
elegido o excluido. El resto de argumentos aportarán un peso que decantará
la decisión hacia uno u otro candidato.
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En PROforma el sistema de clasiﬁcación se especiﬁca en los nodos de
decisión.
Los sistemas de clasiﬁcación en PROforma van embebidos en el propio
código de la GCI, por lo que se ejecutan por el mismo motor de ejecución de
la GCI.
Por último, tanto Arezzo como Tallis ofrecen herramientas basadas en
el uso de formularios para poder especiﬁcar los sistemas de clasiﬁcación.
Estas herramientas permiten deﬁnir los candidatos y las variables a tener en
cuenta en la decisión y ofrecen un sistema de calculadora formal o editor de
expresiones para indicar los argumentos y los pesos de los mismos.
7.3.2. GLIF3
GLIF3 es el acrónimo de Guideline Interchange Format versión 3 (Box-
wala et al., 2004). Se trata de un modelo para la representación de GCI com-
partibles. En este formalismo se da especial importancia a la posibilidad de
compartir guías entre distintas instituciones y programas informáticos. Se ha
especiﬁcado basándose en características de otros formalismos de represen-
tación e incorporando estándares usados en medicina como Health Level 7
(HL7, 2017).
En GLIF3 se permite el uso tanto de árboles de decisión como de sis-
temas basados en reglas.
Estos sistemas de clasiﬁcación se utilizan en un tipo de nodo de decisión
llamado data mining decision step (Kazemzadeh y Sartipi, 2006).
Los sistemas de clasiﬁcación utilizados en GLIF3 son externos y se espe-
ciﬁcan en lenguaje Predictive Model Markup Language (DMG, 2017). Estos
ﬁcheros se integran en los nodos de decisión de la GCI y en tiempo de ejecu-
ción, cuando se llega a uno de estos nodos, se ejecuta un módulo encargado de
llevar a cabo el cálculo del sistema de clasiﬁcación. En este caso, los módulos
son programas en lenguaje Java, los cuales se encargan de leer el ﬁchero del
sistema de clasiﬁcación y de acceder a la información del paciente. Una vez
realizado el cálculo, se devuelve el resultado para que la ejecución de la guía
continúe.
En lo que al método de especiﬁcación se reﬁere, GLIF3 dispone de una serie
de formularios basados en la herramienta para la deﬁnición de ontologías
Protégé (Protégé, 2017).
7.3.3. GLARE
GLARE es un sistema independiente del dominio para la adquisición, re-
presentación y ejecución de GCI (Terenziani et al., 2001) que permite la inclu-
sión de restricciones temporales en las acciones de las guías (Terenziani et al.,
2002).
El sistema de clasiﬁcación utilizado en GLARE es un sistema basado
en votación. Mediante este sistema primero se deﬁnen unos valores/rangos
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en base a los cuales se debe tomar la decisión. Posteriormente, se relacionan
esos valores/rangos y las decisiones mediante pesos. También se establece un
umbral por encima del cual el sistema realizará su recomendación. El funcio-
namiento consiste en sumar los pesos de aquellos rangos/valores que coinciden
con los datos de entrada. El sistema recomendará aquella decisión que supere
el umbral.
Los sistemas de clasiﬁcación de GLARE se introducen en las acciones de
decisión (decision action) de la GCI.
Son sistemas que van embebidos en la guía. Por lo tanto, el motor de eje-
cución de la GCI se encarga de ejecutar también los sistemas de clasiﬁcación.
Por último, los sistemas de clasiﬁcación se especiﬁcan utilizando tablas,
de forma que en las columnas se establecen los valores/rangos, en las ﬁlas las
decisiones y en las celdas los pesos.
7.3.4. NewGuide
NewGuide es un framework de modelado y ejecución de GCI que se carac-
teriza principalmente por su énfasis en la integración de la ejecución de GCI
con los ﬂujos de trabajo organizacionales de los centros sanitarios (Ciccarese
et al., 2005).
Incluye la posibilidad de deﬁnir sistemas basados en razonamiento
probabilístico (concretamente diagramas de inﬂuencia) y árboles de de-
cisión (Quaglini et al., 1998).
Estos sistemas de clasiﬁcación se deﬁnen en los nodos de decisión de
tipo non-deterministic one of. De esta forma, se pretende suplir la posible
falta de evidencia a la hora de tomar algunas decisiones.
Los sistemas de clasiﬁcación son sistemas externos, ya que se ejecutan
mediante una serie de applets de Java. Durante la ejecución de la guía se llama
a estas aplicaciones para que realicen el cálculo y devuelvan el resultado al
motor de ejecución de la GCI.
Para la especiﬁcación de estos sistemas de clasiﬁcación se ofrecen editores
especíﬁcos.
7.3.5. SAGE
Este formalismo permite deﬁnir GCI que pueden interactuar con los HCE
de los centros sanitarios (Tu et al., 2007). Las principales características de
SAGE son: la organización de las guías en conjuntos de recomendaciones, un
Registro Médico Virtual basado en el Modelo de Referencia de Información
de Health Level 7 que facilita la conexión de las guías con los HCE y el uso
de terminologías estándar para la representación de conceptos.
El sistema de clasiﬁcación utilizado es un sistema basado en argumen-
tación.
En el formalismo SAGE los sistemas de clasiﬁcación se integran en los
nodos de decisión (Tu y Glasgow, 2006).
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En lo que a la integración con la GCI se reﬁere, no se ha hallado infor-
mación sobre si los sistemas de clasiﬁcación van embebidos en las GCI o son
sistemas externos.
Para especiﬁcar los sistemas de clasiﬁcación SAGE hace uso de formula-
rios basados en Protégé. Mediante estos formularios, el usuario puede indicar
las distintas alternativas y las condiciones a favor y en contra de las mismas.
7.3.6. Asbru
Asbru es un formalismo de representación de GCI que hace especial hin-
capié tanto en las recomendaciones de la guía como en las intenciones de la
misma (Shahar et al., 1998). De esta forma, se captura la esencia del proce-
dimiento y a la vez se deja suﬁciente ﬂexibilidad en tiempo de ejecución para
alcanzar intenciones especíﬁcas en base al estado del paciente.
Este formalismo no ofrece la posibilidad de utilizar sistemas de clasiﬁ-
cación. Asbru utiliza sentencias de lógica proposicional para establecer
precondiciones en los nodos de la GCI. Estas precondiciones sirven para deﬁnir
patrones temporales que dirijan el ﬂujo de ejecución de la GCI.
Como es evidente, las sentencias proposicionales se deﬁnen en los propios
nodos que condicionan, por lo que cualquier nodo puede incluir estas sen-
tencias.
Como se deﬁnen utilizando el mismo lenguaje utilizado para deﬁnir la
propia GCI, se considera que están completamente embebidas en la guía.
No se ha hallado evidencia sobre si Asbru ofrece algún método de especi-
ﬁcación que no requiera de la programación manual de las sentencias propo-
sicionales.
7.4. Síntesis y comparativa
En la tabla 7.1 se muestra un resumen de las características analizadas
para todos los formalismos de representación.
Todos los formalismos de representación de GCI analizados (excepto As-
bru) incluyen los sistemas de clasiﬁcación en los nodos de decisión. En Asbru
se incluyen en los propios nodos que condicionan, sin importar el tipo.
Entre los formalismos estudiados se identiﬁcan dos corrientes diferentes
a la hora de integrar un sistema de clasiﬁcación la GCI. Así, mientras que
en los casos de PROforma, GLARE y Asbru se utilizan los propios atributos
del nodo para deﬁnir los sistemas de clasiﬁcación, en los casos de GLIF3 y
NewGuide los sistemas de clasiﬁcación se deﬁnen como recursos de la guía
que son accedidos desde los nodos de decisión. Por lo tanto, los primeros se
encuentran directamente embebidos en la guía, mientras que los segundos
mantienen cierta independencia respecto a la misma. En el caso de SAGE no
se ha encontrado información sobre esta característica.
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En cuanto a los sistemas de clasiﬁcación utilizados, el punto anterior tiene
un efecto directo en las alternativas ofrecidas por los formalismos analizados.
De esta forma, aquellos formalismos que llevan el sistema de clasiﬁcación
directamente embebido en la guía (PROforma, GLARE y Asbru) ofrecen un
único sistema de clasiﬁcación, mientras que los otros formalismos (GLIF3 y
NewGuide) ofrecen más de una alternativa. Aunque la variedad de sistemas
de clasiﬁcación es amplia, todos ellos tienen un funcionamiento en el que
dan mayor importancia a la capacidad de justiﬁcar los resultados que a la
efectividad (sistemas de caja blanca).
Es interesante señalar que todos los formalismos analizados ofrecen herra-
mientas especíﬁcas para la deﬁnición de los sistemas de clasiﬁcación, no siendo
necesaria de esta forma la programación manual de los mismos.











































































































































































































































































































































































































8Sistemas de Inferencia Difusa utilizados en
medicina
En este capítulo se revisan 37 soluciones en el ámbito médico que utilizan
como sistema de clasiﬁcación un SID. Todas estas soluciones se han extraído
de los repositorios ScienceDirect (Elsevier, 2017) e IEEExplore (IEEE, 2017)
entre los años 2010 y 2017.
Las distintas soluciones se comparan de acuerdo a los tipos de SID y FP
que utilizan y a la metodología de creación que se ha seguido para construir el
SID. En el caso de aquellas soluciones que sigan el MDL, también se ha tenido
en cuenta si hacen uso de alguna clase de sistema de aprendizaje automático
para mejorar sus prestaciones. También se mencionan otras características o
detalles que hagan destacar la solución analizada frente al resto, como puede
ser, por ejemplo, el uso de la LD-2.
En el apartado siguiente se describe brevemente cada una de las soluciones
analizadas para seguidamente especiﬁcar las características de comparación
que cumplen. Al ﬁnal del capítulo se realiza una síntesis de la revisión.
8.1. Análisis de las soluciones
En las tablas 8.1, 8.2 y 8.3 se muestran de forma concisa las características
de cada una de las soluciones revisadas. La columna Tipo de SID muestra el
tipo de SID que se utiliza en la solución, la columna FP hace referencia a las
FP que se utilizan en el SID de la solución y en la columna Metod. creación
(Entr.) se indica el método que se ha seguido para crear la solución, MDL,
MDP o mixto y en el caso de las que se han creado siguiendo el MDL, se
indica si dispone de entrenamiento o no para mejorar las características del
SID utilizado.
(Khatibi y Montazer, 2010) presentan un sistema de evaluación del riesgo
de sufrir una enfermedad coronaria. Esta solución es un sistema de inferen-
cia híbrida difuso-evidente. Los conjuntos difusos utilizados siguen una
distribución propia acorde a sus necesidades, se ha construido siguiendo
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Solución Tipo FP Metod.
de SID creación
(Entr.)
(Khatibi y Montazer, 2010) SIHDE PR MDL (No)
(Mahmoodabadi et al., 2010) CDR PR MDL (No)
(Rabbi et al., 2010) M TA y TP MDL (No)
(Esposito et al., 2011) M TP MDL (Sí)
(Cosenza, 2012) 2 M, 1 TS, TA y TP MDL (No)
y 1 SIDRA
(Muthukaruppan y Er, 2012) M TA Mixto
(Mago et al., 2012) M TP, G, S, MDL (No)
PL y PR
(Czabanski et al., 2012, 2013) TS TP MDL (No)
(Garibaldi et al., 2012) M TA y TP MDL (No)
(Pal et al., 2012) M TP MDL (No)
(Seki y Mizumoto, 2012, 2013) MREU TA y G MDL (Sí)
Tabla 8.1. Comparativa sobre las soluciones en medicina que utilizan un SID.
Leyenda: Tipo de SID : M - Mamdani, TS - Takagi-Sugeno, SIDRA - Sistema de
inferencia difusa basado en redes adaptativas, CDR - Clasiﬁcador difuso relacional,
SIHDE - Sistema de inferencia híbrida difuso-evidente, MREU - SID con módulos
de entrada única, SDP - Sistema difuso probabilístico. FP : TA - Triangular, TP -
Trapezoidal, G - Gaussiana, S - Sigmoidea, CP - De campana, PL - polinómica, PR
- Propia, CT - Constante, R - Rectangular.
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Solución Tipo FP Metod.
de SID creación
(Entr.)
(Samuel et al., 2013) M TA MDL (No)
(Ghasemi et al., 2013) SIHDE TA MDP
(Beloufa y Chikh, 2013) M TA MDP
(Castanho et al., 2013) TS TP MDP
(de Brito et al., 2013) M TA y TP MDL (No)
(Pawade et al., 2013) M G MDL (No)
(Lai et al., 2013, 2014) M CP MDL (Sí)
(Marateb et al., 2014) M G y S Mixto
(Bárdossy et al., 2014) TS S MDP
(Chourasia et al., 2014) M G MDL (No)
(Sanz et al., 2014) M TA MDP
(Dennis y Muthukrishnan, 2014) M TA MDP
(Miranda y Felipe, 2015) M PL Mixto
Tabla 8.2. Comparativa sobre las soluciones en medicina que utilizan un SID (con-
tinuación). Leyenda: Tipo de SID : M - Mamdani, TS - Takagi-Sugeno, SIDRA -
Sistema de inferencia difusa basado en redes adaptativas, CDR - Clasiﬁcador difuso
relacional, SIHDE - Sistema de inferencia híbrida difuso-evidente, MREU - SID con
módulos de entrada única, SDP - Sistema difuso probabilístico. FP : TA - Triangular,
TP - Trapezoidal, G - Gaussiana, S - Sigmoidea, CP - De campana, PL - polinómica,
PR - Propia, CT - Constante, R - Rectangular.
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Solución Tipo FP Metod.
de SID creación
(Entr.)
(Nguyen et al., 2015) TS G MDP
(Andrei et al., 2015) TS TP MDL (No)
(Silveira y de Barros, 2015) TS TP MDP
(Nuryani et al., 2015) M G MDL (Sí)
(Doctor et al., 2016) M TP MDL (No)
(Al-Ebbini et al., 2016) M y TS CP y CT MDP
(de Bruin et al., 2016) TS TP MDL (No)
(Salgado et al., 2016) TS G MDP
(Büyükavcu et al., 2016) M TA MDL (No)
(Oluwagbemi et al., 2016) M TA MDL (No)
(Fialho et al., 2016) SDP G MDP
(Meza-Palacios et al., 2017) M TP MDL (No)
(Gorzalczany y Rudzinski, 2017) M TP MDP
Tabla 8.3. Comparativa sobre las soluciones en medicina que utilizan un SID (con-
tinuación). Leyenda: Tipo de SID : M - Mamdani, TS - Takagi-Sugeno, SIDRA -
Sistema de inferencia difusa basado en redes adaptativas, CDR - Clasiﬁcador difuso
relacional, SIHDE - Sistema de inferencia híbrida difuso-evidente, MREU - SID con
módulos de entrada única, SDP - Sistema difuso probabilístico. FP : TA - Triangular,
TP - Trapezoidal, G - Gaussiana, S - Sigmoidea, CP - De campana, PL - polinómica,
PR - Propia, CT - Constante, R - Rectangular.
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la metodología MDL y no utiliza ningún sistema de entrenamiento para
mejorar su efectividad.
(Mahmoodabadi et al., 2010) presentan un sistema de diagnóstico de en-
fermedades metabólicas cerebrales en niños. Para ello utilizan un clasiﬁcador
difuso relacional. Los conjuntos difusos de este clasiﬁcador siguen una dis-
tribución propia. Han deﬁnido el clasiﬁcador siguiendo elMDL. En cuanto
al aﬁnamiento del comportamiento de la solución, no utiliza ninguna clase
de sistema de entrenamiento.
(Rabbi et al., 2010) ofrecen un sistema para detectar ataques epilépticos
mediante el análisis de registros de encefalogramas. El núcleo de esta solución
es un SID de tipo Mamdani. Sus variables clínicas están formadas por con-
juntos difusos deﬁnidos mediante funciones triangulares y trapezoidales.
El sistema analizado se ha creado siguiendo el MDL y no dispone de un
sistema de aprendizaje automático para mejorar el rendimiento.
(Esposito et al., 2011) presentan un sistema para la evaluación del esta-
do de salud en pacientes con esclerosis múltiple. El SID utilizado es de tipo
Mamdani y sus variables clínicas están formadas por conjuntos difusos que
siguen funciones trapezoidales. El sistema se ha creado en base a la me-
todología MDL e incluye un sistemas de aprendizaje automático para
el aﬁnamiento de los valores de los conjuntos difusos.
(Cosenza, 2012) expone una solución para el control de la glucemia en
pacientes con diabetes de tipo 1. Para ello usa una combinación de SID for-
mada por dos SID de tipo Mamdani, un SID de tipo Takagi-Sugeno y un
SIDRA. Los tres primeros siguen distribuciones triangulares y trapezoi-
dales para la deﬁnición de los conjuntos difusos y se han deﬁnido siguiendo la
metodologíaMDL. Ninguno de los SID utiliza un sistema de entrenamiento
para aﬁnar su comportamiento.
(Muthukaruppan y Er, 2012) presentan una aplicación para el diagnóstico
de enfermedades coronarias. El SID utilizado es de tipo Mamdani y utiliza
funciones triangulares para la deﬁnición de sus conjuntos difusos. El SID
se ha deﬁnido en dos fases. Primero han conseguido un sistema basado en
reglas automáticamente a partir de datos utilizando un algoritmo de
árbol de decisión (Rokach y Maimon, 2007), y posteriormente han utilizado
esa solución para deﬁnir el SID cumpliendo la metodología MDL.
(Mago et al., 2012) ofrecen una alternativa para dar soporte a las decisiones
sobre tratamientos dentales. Esta solución utiliza un SID de tipo Mamdani y
una combinación de funciones trapezoidales, gaussianas, asimétricas y
otras propias creadas ad-hoc para la representación de los conjuntos difusos.
El SID se ha creado siguiendo el MDL. No hacen uso de ningún tipo de
entrenamiento para mejorar el rendimiento del sistema.
(Czabanski et al., 2012) exponen un sistema para la identiﬁcación de la
acidemia neonatal a partir del ritmo cardíaco del feto. Aunque la alterna-
tiva presenta distintos sistemas de clasiﬁcación, uno de ellos es un SID de
tipo Takagi-Sugeno. Los conjuntos difusos utilizados en el sistema siguen
unas funciones trapezoidales. El sistema se ha creado siguiendo el MDL
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y no utiliza ningún sistema de entrenamiento para mejorar sus aptitudes.
Posteriormente, los autores han presentado un sistema con las mismas carac-
terísticas generales para el mismo propósito (Czabanski et al., 2013).
(Garibaldi et al., 2012) presentan un sistema para ayudar en la selección de
los posibles tratamientos del cáncer de mama. Utiliza un SID de tipo Mam-
dani como núcleo, el cual utiliza funciones trapezoidales y triangulares
para la deﬁnición de los conjuntos difusos. Se crea en base a la metodología
MDL. Esta solución no utiliza ningún sistema de entrenamiento para me-
jorar sus elementos. Su principal característica consiste en la generación de
pequeñas perturbaciones en los conjuntos difusos para dar la sen-
sación de variabilidad en las decisiones, funcionalidad que mejora los
resultados.
(Pal et al., 2012) ofrecen una solución para el diagnóstico de enfermedades
coronarias. Esta solución utiliza un SID de tipo Mamdani como núcleo. Este
SID utiliza conjuntos difusos con forma trapezoidal. El clasiﬁcador lo han
construido siguiendo el MDL. En cuanto a la posibilidad de entrenamiento se
reﬁere, no ofrece esa opción.
(Seki y Mizumoto, 2012) y (Seki y Mizumoto, 2013) presentan dos so-
luciones para el diagnóstico de la diabetes. Ambas soluciones están basadas
en sistemas de inferencia difusa con módulos de reglas de entrada
única. Aunque en las dos soluciones analizadas no se menciona el método
utilizado para deﬁnir los SID, se da a entender que éstos se deﬁnen siguiendo
la metodologíaMDL. En cuanto a las diferencias entre las dos soluciones, una
de ellas utiliza funciones triangulares para la deﬁnición de los conjuntos
difusos (Seki y Mizumoto, 2012), mientras que en la otra los conjuntos difusos
siguen funciones triangulares y gaussianas (Seki y Mizumoto, 2013). En
ambos casos utilizan un algoritmo de aprendizaje para el aﬁnamiento de
los parámetros de los SID deﬁnidos.
(Samuel et al., 2013) ofrecen una aplicación web para el diagnóstico de la
ﬁebre tifoidea. El SID utilizado es de tipo Mamdani y utiliza funciones
triangulares para representar los conjuntos difusos. Lo han creado siguiendo
el MDL. No utilizan ningún tipo de entrenamiento para mejorar el rendi-
miento de la herramienta.
(Ghasemi et al., 2013) exponen una solución para ayudar en la segmen-
tación de imágenes de resonancias magnéticas cerebrales. Esta solución sigue
un acercamiento de sistema de inferencia híbrida difuso-evidente. El
sistema se ha creado en base a la metodología MDP y sus conjuntos difusos
siguen funciones triangulares.
(Beloufa y Chikh, 2013) ofrecen una alternativa para el diagnóstico de
la diabetes. El SID utilizado es de tipo Mamdani, con la peculiaridad de
que utiliza una función de desfuzziﬁcación de máximo, lo que hace que
el sistema se quede únicamente con la información de la mejor de las reglas
activadas. Los conjuntos difusos siguen funciones triangulares. En cuanto
a su creación, se genera siguiendo la metodología MDP.
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(Castanho et al., 2013) ofrecen una alternativa para la predicción del es-
tado patológico del cáncer de próstata. El núcleo de este sistema es un SID
de tipo Takagi-Sugeno cuyos conjuntos difusos siguen funciones trape-
zoidales. El sistema se ha creado siguiendo el MDP.
(de Brito et al., 2013) presentan una solución para medir el nivel de su-
frimiento o aﬂicción de pacientes con trastorno dismórﬁco corporal. Esta al-
ternativa utiliza un SID de tipo Mamdani como componente principal. Las
variables clínicas se han modelado utilizando conjuntos difusos que siguen
funciones trapezoidales y triangulares. Este sistema se ha creado si-
guiendo el MDL y no utiliza ningún tipo de sistema de aprendizaje para
mejorar su rendimiento.
(Pawade et al., 2013) presentan un sistema para la estimación de la dosis
de anestesia necesaria para una persona a partir de una serie de parámetros.
Esta solución utiliza un SID de tipo Mamdani como elemento principal que
se ha creado en base a la metodologíaMDL. El SID utiliza funciones gaus-
sianas para representar los conjuntos difusos de las variables clínicas. Esta
solución no utiliza ningún sistema de aprendizaje automático para mejorar
el funcionamiento.
(Lai et al., 2013) ofrecen una solución para la detección de episodios de
hipoglicemia en pacientes con diabetes. El núcleo de esta solución es un SID
de tipo Mamdani cuyas variables clínicas se han modelado utilizando fun-
ciones con forma de campana. El SID se ha creado siguiendo la metodo-
logía MDL. Para mejorar el rendimiento del SID utilizan un sistema de
aprendizaje automático. Estos mismos autores han realizado mejoras en
el sistema de entrenamiento en posteriores trabajos (Lai et al., 2014).
(Marateb et al., 2014) exponen una alternativa para identiﬁcar casos de
microalbuminuria en pacientes que sufren diabetes tipo 2. El elemento princi-
pal de la solución es un SID de tipo Mamdani cuyos conjuntos difusos siguen
funciones gaussianas y sigmoideas. El sistema se ha construido de forma
híbrida. Por un lado, los valores lingüísticos de todas las variables clínicas,
así como sus conjuntos difusos correspondientes, se han deﬁnido siguiendo
la metodología MDL. Las reglas, sin embargo, se han creado siguiendo la
metodología MDP.
(Bárdossy et al., 2014) presentan un sistema para la clasiﬁcación de ta-
quiarritmias a partir del análisis de electrocardiogramas. El SID utilizado en
la solución es de tipo Takagi-Sugeno y los conjuntos difusos del sistema
siguen funciones sigmoideas. En cuanto a su creación, el clasiﬁcador se ha
generado siguiendo el MDP.
(Chourasia et al., 2014) exponen un sistema para calcular el bienestar del
feto analizando su ritmo cardíaco. Para ello proponen un SID de tipo Mam-
dani cuyos conjuntos difusos se han creado utilizando funciones gaussianas.
El sistema se ha creado bajo la metodología MDL y no se utiliza ningún
sistema de aprendizaje automático para mejorar las prestaciones del sistema.
Su principal característica es que utilizan LD-2 en la representación del SID.
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(Sanz et al., 2014) ofrecen un sistema para el diagnóstico de enfermedades
cardiovasculares. Este sistema utiliza un SID de tipo Mamdani, pero su prin-
cipal característica es que utiliza conjuntos difusos intervalo-valorados,
los cuales son un caso particular de la LD-2. Los conjuntos difusos utilizados
siguen funciones triangulares. El SID se ha creado siguiendo la metodología
MDP.
(Dennis y Muthukrishnan, 2014) exponen una alternativa que se utiliza
en problemas de diagnóstico de distintas enfermedades, tales como problemas
cardíacos, cáncer de mama y diabetes. El núcleo del sistema es un SID de tipo
Mamdani que se crea siguiendo elMDP. Los SID creados utilizan conjuntos
difusos creados utilizando funciones triangulares.
(Miranda y Felipe, 2015) presentan una solución para categorizar los gra-
dos de cáncer de mama. El SID utilizado es de tipo Mamdani y los conjuntos
difusos siguen funciones polinómicas. Los conjuntos difusos se han creado
siguiendo el MDP, pero las reglas del sistema se han creado bajo la metodo-
logía MDL.
(Nguyen et al., 2015) presentan una alternativa tanto para el diagnóstico
del cáncer de mama como para el diagnóstico de enfermedades coronarias.
Para ello utilizan un SID de tipo Takagi-Sugeno cuyos conjuntos difusos
siguen funciones gaussianas. El sistema lo han creado siguiendo la metodo-
logía MDP. Una de las principales características de esta alternativa es que
utiliza LD-2.
(Andrei et al., 2015) exponen un sistema para evaluar el estado de los
pacientes con lumbosacralgia. Esta solución utiliza un SID de tipo Takagi-
Sugeno y las variables clínicas del SID están formadas por conjuntos difusos
que siguen funciones trapezoidales. Esta solución se ha creado siguiendo la
metodologíaMDL y no presenta ningún sistema de aprendizaje automático
para mejorar su rendimiento.
(Silveira y de Barros, 2015) ofrecen un sistema para analizar el riesgo de
dengue en diversas zonas o territorios. Para ello hacen uso de un SID de tipo
Takagi-Sugeno diseñado de forma que las variables clínicas que utiliza siguen
funciones trapezoidales. El SID de la solución se ha creado siguiendo la
metodología MDP.
(Nuryani et al., 2015) exponen una solución para detectar ﬁbrilaciones
en el atrio del corazón interpretando las ondas de un electrocardiograma.
Esta solución es de tipo Mamdani y utiliza funciones gaussianas para
la composición de sus variables. Aunque el SID se ha creado siguiendo la
metodologíaMDL, utilizan un sistema de aprendizaje automático para
mejorar ciertas características.
(Doctor et al., 2016) presentan un sistema para la regulación automática
de la anestesia. El sistema utiliza un SID de tipo Mamdani cuyas variables
clínicas están formadas por funciones trapezoidales. El SID se ha creado
siguiendo la metodología MDL. Aunque no hay evidencia de que se uti-
lice algún sistema para reﬁnar el funcionamiento del SID, cabe destacar que
utilizan LD-2 y que el SID se retroalimenta con sus propios resultados.
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(Al-Ebbini et al., 2016) presentan una solución para la selección de pa-
cientes a los que realizar un transplante de pulmón. Esta solución utiliza dos
SID, uno de tipo Mamdani y otro de tipo Takagi-Sugeno. Las variables
de ambos sistemas se han construido utilizando funciones constantes y de
campana. La metodología seguida para crear los SID ha sido la MDP.
(de Bruin et al., 2016) exponen una solución para la detección de infeccio-
nes en casos que normalmente se confunden con normales. Para ello utiliza un
SID de tipo Takagi-Sugeno donde las variables clínicas se han deﬁnido me-
diante funciones trapezoidales. Todo el sistema se ha creado siguiendo la
metodología MDL y no hay evidencia de que se haya utilizado un sistema
de aprendizaje para mejorar las características del SID.
(Salgado et al., 2016) ofrecen un sistema para la correcta administración de
medicamentos vasoconstrictores. El núcleo de este sistema es un SID de tipo
Takagi-Sugeno que utiliza funciones gaussianas para la representación de
las variables. El SID de esta solución se ha creado siguiendo la metodología
MDP.
(Büyükavcu et al., 2016) presentan una compleja solución para analizar los
factores de riesgo del cáncer de mama. Uno de los componentes de la solución
es un SID de tipo Mamdani. Las variables clínicas que se han tenido en
cuenta en este SID se han modelado utilizando funciones triangulares. El
SID se ha construido siguiendo la metodologíaMDL y no hay evidencia de
que se haya utilizado algún sistema de aprendizaje automático para mejorar
su funcionamiento.
(Oluwagbemi et al., 2016) ofrecen un sistema para el diagnóstico del ébola.
El componente principal es un SID de tipo Mamdani cuyas variables clíni-
cas han sido diseñadas utilizando funciones triangulares. La metodología
seguida para crear el SID se enmarca dentro del MDL y no hay evidencia
de que se haya utilizado algún sistema adicional para mejorar las prestaciones
del SID.
(Fialho et al., 2016) exponen un sistema para la predicción de la mortali-
dad por shock séptico. El componente principal de este sistema es un sistema
difuso probabilístico. Las FP que se han utilizado en este SID son funcio-
nes gaussianas y la solución expuesta se ha creado siguiendo la metodología
MDP.
(Meza-Palacios et al., 2017) presentan una solución para el control de posi-
bles nefropatías en pacientes con diabetes mellitus de tipo 2. Esta solución se
basa en el uso de un SID de tipo Mamdani. Las variables clínicas del SID se
han deﬁnido utilizando funciones trapezoidales y el SID se ha desarrollado
siguiendo la metodología MDL. No hay constancia de que se haya usado
algún sistema para la mejora de las prestaciones del SID.
(Gorzalczany y Rudzinski, 2017) proponen un sistema para el diagnóstico
de distintas enfermedades como el cáncer de mama, la diabetes y los pro-
blemas coronarios. Para ello propone un SID de tipo Mamdani que utiliza
funciones trapezoidales para representar las variables clínicas. El SID se
ha construido siguiendo la metodología MDP.
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8.2. Síntesis y comparativa
22 de las 37 soluciones analizadas hacen uso de SID creados siguiendo una
metodología MDL, esto es, se crean manualmente a partir de información de
expertos y/o de bibliografía (ver tabla 8.4). Los SID de otras 12 soluciones se
han creado automáticamente a partir de los datos siguiendo una metodología
MDP. Por último, en 3 de las alternativas evaluadas los SID se han creado
siguiendo un acercamiento mixto. El hecho de que la mayoría de los sistemas
analizados sigan la metodología MDL puede indicar que la creación automá-
tica de SID no resulta tan sencilla como la de otros sistemas de clasiﬁcación,
tales como las redes neuronales artiﬁciales y las máquinas de soporte vecto-
rial. Cabe destacar que de aquellos sistemas que se han creado siguiendo el
MDL sólo 4 utilizan un sistema de aprendizaje automático para mejorar sus
prestaciones.
El tipo de SID más utilizado es Mamdani o alguna de sus variantes (24
de 37) (ver tablas 8.5 y 8.6). Otras 10 soluciones hacen uso de un SID de
tipo Takagi-Sugeno (o alguna de sus variantes). Cabe señalar que en una de
las alternativas combinan dos SID de tipo Mamdani con uno de tipo Takagi-
Sugeno y un SIDRA. El hecho de que la mayoría de los SID sean de tipo
Mamdani probablemente venga dado por su cercanía al razonamiento humano
y por su facilidad para la deﬁnición e interpretación.
En cuanto a las funciones de pertenencia utilizadas para representar los
conjuntos difusos, las más extendidas son las funciones trapezoidales y trian-
gulares, llegando a utilizarse en 15 de los 37 sistemas analizados las primeras
y en 13 de 37 casos las segundas (ver tablas 8.7, 8.8 y 8.9). Por otro lado, cabe
señalar que sólo en 3 de las soluciones utilizan un SID con conjuntos difusos
de factura propia.
Por último, hay que señalar que en 4 de las alternativas estudiadas utilizan
LD-2.
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MDL MDP Mixto
(Khatibi y Montazer, 2010) (Ghasemi et al., 2013) (Muthukaruppan y Er, 2012)
(Mahmoodabadi et al., 2010) (Beloufa y Chikh, 2013) (Marateb et al., 2014)
(Rabbi et al., 2010) (Castanho et al., 2013) (Miranda y Felipe, 2015)
(Esposito et al., 2011) (Bárdossy et al., 2014)
(Cosenza, 2012) (Sanz et al., 2014)
(Mago et al., 2012) (Dennis y Muthukrishnan, 2014)
(Czabanski et al., 2012, 2013) (Nguyen et al., 2015)
(Garibaldi et al., 2012) (Silveira y de Barros, 2015)
(Pal et al., 2012) (Al-Ebbini et al., 2016)
(Seki y Mizumoto, 2012, 2013) (Salgado et al., 2016)
(Samuel et al., 2013) (Fialho et al., 2016)
(de Brito et al., 2013) (Gorzalczany y Rudzinski, 2017)
(Pawade et al., 2013)
(Lai et al., 2013, 2014)
(Chourasia et al., 2014)
(Andrei et al., 2015)
(Nuryani et al., 2015)
(Doctor et al., 2016)
(de Bruin et al., 2016)
(Büyükavcu et al., 2016)
(Oluwagbemi et al., 2016)
(Meza-Palacios et al., 2017)
22 12 3
Tabla 8.4. Resumen de la metodología de creación seguida por las distintas solu-
ciones analizadas
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Mamdani Takagi-Sugeno Clasiﬁcador difuso
relacional
(Rabbi et al., 2010) (Cosenza, 2012) (Mahmoodabadi et al., 2010)
(Esposito et al., 2011) (Czabanski et al., 2012, 2013)
(Cosenza, 2012) (Castanho et al., 2013)
(Muthukaruppan y Er, 2012) (Bárdossy et al., 2014)
(Mago et al., 2012) (Nguyen et al., 2015)
(Garibaldi et al., 2012) (Andrei et al., 2015)
(Pal et al., 2012) (Silveira y de Barros, 2015)
(Samuel et al., 2013) (Al-Ebbini et al., 2016)
(Beloufa y Chikh, 2013) (de Bruin et al., 2016)
(de Brito et al., 2013) (Salgado et al., 2016)
(Pawade et al., 2013)
(Lai et al., 2013, 2014)
(Marateb et al., 2014)
(Chourasia et al., 2014)
(Sanz et al., 2014)
(Dennis y Muthukrishnan, 2014)
(Miranda y Felipe, 2015)
(Nuryani et al., 2015)
(Doctor et al., 2016)
(Al-Ebbini et al., 2016)
(Büyükavcu et al., 2016)
(Oluwagbemi et al., 2016)
(Meza-Palacios et al., 2017)
(Gorzalczany y Rudzinski, 2017)
24 10 1
Tabla 8.5. Resumen del tipo de SID utilizado por las distintas soluciones analizadas
Sistema de inferencia Sistema de inferencia Sistema difuso
híbrida difuso-evidente difusa con módulos de probabilístico
reglas de entrada única
(Khatibi y Montazer, 2010) (Seki y Mizumoto, 2012, 2013) (Fialho et al., 2016)
(Ghasemi et al., 2013)
2 1 1
Tabla 8.6. Resumen del tipo de SID utilizado por las distintas soluciones analizadas
(continuación)
8.2 Síntesis y comparativa 105
Triangular Trapezoidal
(Rabbi et al., 2010) (Rabbi et al., 2010)
(Cosenza, 2012) (Esposito et al., 2011)
(Muthukaruppan y Er, 2012) (Cosenza, 2012)
(Garibaldi et al., 2012) (Mago et al., 2012)
(Seki y Mizumoto, 2012, 2013) (Czabanski et al., 2012, 2013)
(Samuel et al., 2013) (Garibaldi et al., 2012)
(Ghasemi et al., 2013) (Pal et al., 2012)
(Beloufa y Chikh, 2013) (Castanho et al., 2013)
(de Brito et al., 2013) (de Brito et al., 2013)
(Sanz et al., 2014) (Andrei et al., 2015)
(Dennis y Muthukrishnan, 2014) (Silveira y de Barros, 2015)
(Büyükavcu et al., 2016) (Doctor et al., 2016)
(Oluwagbemi et al., 2016) (de Bruin et al., 2016)
(Meza-Palacios et al., 2017)
(Gorzalczany y Rudzinski, 2017)
13 15
Tabla 8.7. Resumen del tipo de FP utilizado por las distintas soluciones analizadas
Gaussiana Sigmoidea Polinómica
(Mago et al., 2012) (Mago et al., 2012) (Mago et al., 2012)
(Seki y Mizumoto, 2012, 2013) (Marateb et al., 2014) (Miranda y Felipe, 2015)
(Pawade et al., 2013) (Bárdossy et al., 2014)
(Marateb et al., 2014)
(Chourasia et al., 2014)
(Nguyen et al., 2015)
(Nuryani et al., 2015)
(Salgado et al., 2016)
(Fialho et al., 2016)
9 3 2
Tabla 8.8. Resumen del tipo de FP utilizado por las distintas soluciones analizadas
(continuación)
Campana Constante Propia
(Lai et al., 2013, 2014) (Al-Ebbini et al., 2016) (Khatibi y Montazer, 2010)
(Al-Ebbini et al., 2016) (Mahmoodabadi et al., 2010)
(Mago et al., 2012)
2 1 3
Tabla 8.9. Resumen del tipo de FP utilizado por las distintas soluciones analizadas
(continuación)
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En el siguiente capítulo se realiza una revisión de los frameworks más com-
pletos especiﬁcados por la European Society for Fuzzy Logic and Technology
(EUSFLAT, 2017) y que se han podido encontrar en Internet para el desa-
rrollo especíﬁco de SID siguiendo la metodología MDL: Fuzzy Logic Toolbox
de Matlab, Xfuzzy 3.0, FuzzyTech, GUAJE FUZZY y Linguistic Fuzzy Logic
Controller.
Las distintas soluciones se han revisado en base a características de los
SID que permiten crear los frameworks, así como a sus propias características
para el desarrollo de SID. Así, dentro de las características de los SID que
permiten crear se engloban aquellas características que no pertenecen a las
herramientas en sí, sino a la libertad que dan al usuario para deﬁnir SID.
Dentro de estas características se encuentran el tipo de SID que permiten
deﬁnir, los tipos de FP que ofrecen, así como el abanico de funciones de
implicación, agregación y desfuzziﬁcación que incluyen. Las características
para el desarrollo de SID, por su lado, inciden sobre las funcionalidades
que ofrecen las herramientas para llevar a cabo los pasos del diseño de un SID
siguiendo la metodología MDL. Dentro de estas características destacan la
deﬁnición de las variables de entrada y salida, la especiﬁcación de las funciones
de implicación, agregación y desfuzziﬁcación, la deﬁnición de las reglas, así
como las opciones de simulación y exportación del sistema resultante. La
oferta de un sistema de aprendizaje automático para la mejora de los SID
diseñados también es una característica a tener en cuenta.
A continuación se realiza la revisión de los frameworks para el desarro-
llo de SID. Para cada uno de los frameworks analizados, primero se describe
brevemente y posteriormente se analiza incidiendo especialmente en las ca-
racterísticas explicadas. Al ﬁnal se ofrece una síntesis de la comparativa del
estudio.
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9.1. Fuzzy Logic Toolbox de Matlab
Matlab (Mathworks, 2017a) es un entorno interactivo para el cálculo, la
visualización y la programación numéricos. Entre los distintos frameworks
que contiene Matlab se encuentra Fuzzy Logic Toolbox (FLT) (Mathworks,
2017b). FLT contiene funciones y herramientas gráﬁcas para el análisis, diseño
y simulación de sistemas basados en la lógica difusa. De esta forma, el usuario
puede modelar el comportamiento de sistemas complejos utilizando simples
reglas lógicas, para posteriormente implementar esas reglas en un SID.
FLT permite tanto el diseño de SID de tipo Mamdani como Takagi-
Sugeno.
Ofrece una amplia gama de tipos de FP, entre las que se encuentran las
funciones triangular, trapezoidal, dos tipos de funciones basadas en la dis-
tribución Gaussiana (de una única curva y con una curva Gaussiana dife-
rente en cada extremo), de campana, tres funciones basadas en la función
sigmoidea (sigmoidea normal abierta en alguno de los extremos, diferencia
entre dos funciones sigmoideas y producto entre las mismas) y otros tres tipos
de funciones basadas en las polinómicas (Z si es abierta a la izquierda, S
si es abierta a la derecha y Pi si es cerrada en ambos extremos). Aparte de
todas estas opciones, este framework también ofrece la posibilidad de que el
usuario deﬁna sus propias FP.
En cuanto a las funciones de implicación, FLT ofrece la posibilidad de
utilizar tanto un operador de mínimo como de producto.
En el caso de las funciones agregación, FLT permite la utilización de las
funciones máximo, suma probabilística y suma acotada.
En lo que a las funciones de desfuzziﬁcación se reﬁere, FLT dispone de un
abanico de cinco alternativas: cálculo del centroide, bisector, media de
los máximos, mayor de los máximos y mínimo de los máximos.
Para la deﬁnición de las variables de entrada y salida FLT ofrece un sopor-
te gráﬁco compuesto por un formulario. Este formulario permite al usuario
ir introduciendo los distintos parámetros de las variables y FP y ver los resul-
tados gráﬁcamente en tiempo real.
La selección de las funciones de implicación, agregación y desfuzziﬁcación
también se realiza de forma gráﬁca mediante una serie de menús desplega-
bles.
El framework FLT utiliza un soporte gráﬁco para la deﬁnición de las
reglas. Concretamente se utiliza un formulario. Una vez que están deﬁnidas
las reglas, se permite visualizar la relación entre las variables de entrada y las
de salida mediante unos gráﬁcos en tres dimensiones.
FLT ofrece la posibilidad de simular el funcionamiento del SID dise-
ñado dentro de la propia herramienta. La funcionalidad de simulación permite
al usuario introducir distintos valores de entrada y observar todo el proceso
de inferencia y el valor o los valores de salida.
Este framework también permite la exportación del SID resultante,
aunque ésta sólo lo realiza en el propio lenguaje de Matlab. Por lo tanto, es
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necesario disponer un módulo de ejecución de Matlab para poder utilizarlo en
otras soluciones.
Por último, en lo que al sistema de aprendizaje automático se reﬁere, FLT
no dispone de esta opción.
Como característica extra cabe destacar que este framework de Matlab
permite también deﬁnir SIDRA. Es una herramienta diferente de la utiliza-
da para deﬁnir los SID ya que los SIDRA se crean automáticamente a partir
de un ﬁchero de casos que el usuario especiﬁca. El usuario debe especiﬁcar
una serie de características de los SIDRA
9.2. Xfuzzy 3.0
Xfuzzy 3.0 es un entorno de desarrollo para sistemas basados en lógica
difusa (Moreno, 2002). Las herramientas que ofrece cubren todas las etapas
de desarrollo del sistema, desde su descripción o especiﬁcación, hasta la im-
plementación ﬁnal, pasando por las fases de ajuste y veriﬁcación.
Este framework permite la deﬁnición tanto de SID de tipo Mamdani
como Takagi-Sugeno. De hecho, permite la creación de sistemas complejos
que incluyen la combinación de varios SID.
En cuanto a las posibles FP que se pueden utilizar, aparte de permitir que
el usuario especiﬁque sus propias FP, también ofrece una amplia gama de FP
prediseñadas, entre las que se encuentran, dos tipos de funciones triangula-
res, una función trapezoidal, una función con forma de campana, una
función sigmoidea, una función rectangular (variante de la trapezoidal)
y una función constante.
Xfuzzy 3.0 también ofrece ocho funciones de implicación diferentes: Sienes-
Rescher,Mizumoto, Lukasiewicz,Dubois-Prade, Zadeh,Goguen,Gö-
del e implicación aﬁlada.
En lo que a funciones de agregación se reﬁere, Xfuzzy 3.0 ofrece cuatro
funciones: máximo, suma probabilística, suma acotada y suma drás-
tica.
Xfuzzy 3.0 dispone de una gama de diez funciones de desfuzziﬁcación com-
puesta por las funciones cálculo del centroide, primer máximo, último
máximo, media de los máximos, media difusa, media difusa ponde-
rada,método de calidad,método de calidad gamma, etiqueta mayor
y Takagi-Sugeno.
Este framework dispone de una funcionalidad con soporte gráﬁco para
poder deﬁnir las variables de entrada y salida, así como las FP de las que están
formadas. Para ello ofrece un formulario que permite ir viendo en tiempo real
los cambios que se van haciendo en los distintos parámetros.
La selección de las funciones de implicación, agregación y desfuzziﬁcación
se realiza de forma gráﬁca utilizando una serie de menús desplegables.
Respecto a la deﬁnición de las reglas, Xfuzzy 3.0 permite tanto la deﬁnición
de reglas utilizando un soporte gráﬁco como un soporte textual. Para
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deﬁnir de forma gráﬁca las reglas se puede utilizar una tabla (o lo que podría
entenderse como texto estructurado) o una matriz (sólo para los SID con dos
variables de entrada y una de salida).
Xfuzzy 3.0 dispone de una funcionalidad para la simulación de
los SID diseñados. Con esta funcionalidad, en base a los valores de entrada,
Xfuzzy 3.0 muestra tanto la evolución de las variables de salida como de todos
los procesos de inferencia intermedios.
Este framework también ofrece la opción de exportación. La exporta-
ción se realiza a diferentes lenguajes de alto nivel, tales como C, C++, Java,
así como a otros lenguajes especíﬁcos de control de sistemas, como VHDL y
SysGen.
En lo que a la inclusión de un sistema de aprendizaje automático se reﬁe-
re, Xfuzzy 3.0 ofrece esta opción mediante una funcionalidad que dispone
de 17 algoritmos de aprendizaje diferentes clasiﬁcados en cuatro familias de
algoritmos: algoritmos de descenso de gradiente, algoritmos de gradiente con-
jugado, algoritmos de segundo orden y algoritmos que no utilizan derivadas.
Los parámetros ajustables son los correspondientes a los valores de los con-
juntos difusos del modelo, de los cuales el usuario puede seleccionar los que
desea aﬁnar.
Una de las características únicas del framework Xfuzzy 3.0 es que per-
mite el diseño de sistemas difusos complejos jerárquicos, mediante
la combinación de dos o más SID simples. Además, todas las funcionalidades
mencionadas hasta el momento, tales como la veriﬁcación, entrenamiento y
ejecución son directamente aplicables a estos modelos complejos.
9.3. FuzzyTech
FuzzyTech es un entorno de desarrollo para la deﬁnición, simulación y
exportación de aplicaciones difusas para el control de sistemas (INFORM,
2017). FuzzyTech se ha basado en el estándar para el desarrollo de sistemas
industriales de lógica difusa IEC 1131-7 (IEC, 1997), lo que le ha otorgado un
mayor alcance.
FuzzyTech permite la deﬁnición de SID de tipo Mamdani y de tipo
Takagi-Sugeno.
Además de las FP constantes, FuzzyTech también permite el uso de
FP triangulares, trapezoidales y gaussianas y que el usuario deﬁna sus
propias funciones.
En lo que a la implicación se reﬁere, FuzzyTech ofrece únicamente la fun-
ción de producto.
El proceso de agregación se puede realizar mediante las funciones de má-
ximo y suma acotada.
Por último, para llevar a cabo el proceso de desfuzziﬁcación FuzzyTech
ofrece las funciones de centro del área mayor y cuatro versiones de la
función de máximo.
9.4 GUAJE FUZZY 111
FuzzyTech incluye una funcionalidad con soporte gráﬁco para deﬁnir
variables de entrada y salida. Mediante un formulario se indican los valores
lingüísticos de las variables y mediante una tabla se establecen las FP y los
parámetros de las mismas. Los cambios se visualizan en tiempo real de forma
gráﬁca.
Las funciones de implicación, agregación y desfuzziﬁcación se especiﬁcan
de forma gráﬁca mediante una tabla.
FuzzyTech permite deﬁnir las reglas de los SID en soporte textual y grá-
ﬁco. Para el soporte gráﬁco dispone de un editor en forma de hoja de cálculo
y un editor matricial. Este último editor permite crear las reglas seleccionando
los valores en varios menús desplegables.
Este framework incluye una funcionalidad para la simulación de los
SID diseñados. La funcionalidad para la simulación permite no sólo simular
el funcionamiento del SID, sino el de todo un sistema de control que utiliza el
SID deﬁnido.
FuzzyTech también incluye la posibilidad de exportar el SID deﬁnido.
Esta exportación se puede realizar a lenguajes de alto nivel Java y C, así como
a los lenguajes especíﬁcos para el control de sistemas ST y FTR.
En lo que a sistemas de aprendizaje se reﬁere, no se ha encontrado
evidencia de que FuzzyTech ofrezca alguna clase de herramienta para el aﬁ-
namiento de los SID diseñados.
Como característica especial se puede mencionar que FuzzyTech incluye
un asistente para la creación dirigida de sistemas difusos. Esto permite
crear soluciones de forma más rápida, aunque su potencial no esté a la altura
de las soluciones que se crean manualmente.
9.4. GUAJE FUZZY
GUAJE FUZZY es un framework para la construcción de SID interpreta-
bles y eﬁcientes (Alonso y Magdalena, 2011). Para ello combina varias herra-
mientas existentes para el tratamiento y la visualización de SID. Este frame-
work permite construir SID siguiendo las metodologías MDL y MDP, aunque
a continuación se explican sus características en base a la primera de ellas.
GUAJE FUZZY permite construir SID de tipo Mamdani y Takagi-
Sugeno.
En lo que a las FP se reﬁere, este framework permite utilizar funciones
triangulares y trapezoidales.
Para el proceso de implicación, GUAJE FUZZY permite utilizar las fun-
ciones de mínimo, producto y Lukasiewicz.
El proceso de agregación, por su lado, se permite realizar utilizando las
funciones de máximo y suma.
Para llevar a cabo el proceso de desfuzziﬁcación GUAJE FUZZY ofrece
las funciones centro del área mayor, media de los máximos y Takagi-
Sugeno.
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Las variables de entrada y salida se deﬁnen utilizando una funcionalidad
con soporte gráﬁco. Esta funcionalidad ofrece varios formularios mediante
los cuales el usuario establece el número de valores lingüísticos, así como las FP
correspondientes. Mientras se van haciendo cambios visualmente se muestra
cómo quedan compuestas las variables.
Las funciones de implicación, agregación y desfuzziﬁcación se deﬁnen de
forma gráﬁca utilizando varios menús desplegables donde los usuarios selec-
cionan las funciones que quieren utilizar.
Para la deﬁnición de las reglas GUAJE FUZZY utiliza una funcionalidad
gráﬁca que muestra una tabla con menús desplegables para que el usuario
explicite la relación entre las variables de entrada y salida.
Este framework dispone de una funcionalidad para poder simular el
funcionamiento del SID diseñado. De esta forma, mientras el usuario modiﬁca
los valores de entrada esta funcionalidad muestra cómo se activan las reglas y
el resultado ﬁnal de esa activación.
También es posible la exportación del SID construido. En concreto,
GUAJE FUZZY permite exportar los SID a otros formatos como FisPro,
Matlab, Xfuzzy y Espresso.
En lo que a un sistema de aprendizaje automático se reﬁere, no se ha
encontrado evidencia de que GUAJE FUZZY disponga de una funcionalidad
para mejorar las características de los SID creados manualmente.
Por último, de este sistema cabe destacar un asistente para la crea-
ción dirigida de SID, así como el hecho de poder crear SID siguiendo la
metodología MDP.
9.5. Linguistic Fuzzy Logic Controller
Linguistic Fuzzy Logic Controller (LFLC) es un framework que permite
la edición y simulación de SID utilizando tanto métodos clásicos de SID como
métodos de una teoría propia (Novák y Perﬁlieva, 2004). La base de esta teoría
consiste en usar expresiones evaluativas, unas expresiones lingüísticas con una
semántica diferente a como se utilizan en los SID clásicos.
Este framework permite construir SID de tipo Mamdani y Takagi-
Sugeno.
LFLC permite utilizar FP de tipo triangular, trapezoidal y polinómi-
co.
El proceso de implicación puede seleccionarse de un conjunto de funciones
que incluye la función demínimo, producto, Lukasiewicz, así como un mé-
todo propio llamado deducción lógica basada en la percepción (Novák,
2005).
En cuanto al proceso de agregación, no se ha encontrado evidencia de
cómo se lleva a cabo este proceso en LFLC.
Por su lado, para el proceso de desfuzziﬁcación LFLC ofrece tres funcio-
nes del cálculo del centroide, una función para lamedia de los máximos
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y tres métodos para la desfuzziﬁcación de expresiones evaluativas,
parte de su teoría (Novák, 2005).
La deﬁnición de las variables de entrada y salida se realiza de forma
gráﬁca utilizando una serie de formularios. Estos formularios permiten a los
usuarios modiﬁcar varias características de las variables, tales como el número
de valores lingüísticos y las FP correspondientes, y ver en tiempo real el efecto
que tienen esas modiﬁcaciones.
Para la deﬁnición de las funciones de implicación, agregación y desfuzzi-
ﬁcación LFLC utiliza un sistema gráﬁco formado por varios menús desple-
gables.
En lo que a las reglas se reﬁere, LFLC ofrece una funcionalidad a medio
camino entre el sistema gráﬁco y el textual. Las reglas se muestran y se van
añadiendo en una tabla, pero la especiﬁcación de los valores lingüísticos que
unen las variables de entrada y salida se realiza de forma textual escribiendo
el nombre de los valores.
Este framework ofrece una funcionalidad para simular el compor-
tamiento de los SID diseñados. Además de poder ver el funcionamiento del
sistema en base a distintos valores de entrada, también permite cambiar de
forma dinámica los métodos de implicación y desfuzziﬁcación para obtener
distintos resultados.
LFLC ofrece la posibilidad de exportar o conectar los SID creados
con Matlab, de forma que se puede llamar desde Matlab a SID construidos
mediante LFLC.
Aunque este framework no ofrece un sistema de aprendizaje automáti-
co para mejorar las características de los SID diseñados, sí incluye una fun-
cionalidad para el aprendizaje automático de expresiones lingüísticas. Estas
expresiones se pueden utilizar en el SID que se está diseñando.
Como característica especial cabe destacar el hecho de que LFLC permita
utilizar, además de métodos conocidos de los SID, métodos de una teoría
propia de los desarrolladores de la herramienta.
9.6. Síntesis y comparativa
En las tablas 9.1, 9.2 y 9.3 se muestra un resumen sobre las características
de los distintos frameworks analizados.
Todas las herramientas estudiadas requieren de un conocimiento bastante
especíﬁco sobre los SID y sus características. Todos los frameworks estudiados
permiten crear tanto SID de tipo Mamdani como Takagi-Sugeno.
En cuanto a las FP que ofrecen los frameworks FLT dispone del mayor
abanico de alternativas (12). Por su lado, Xfuzzy 3.0 ofrece 8 funciones, Fuzzy-
Tech 5, LFLC 3 y GUAJE FUZZY 2.
En lo que a las funciones de implicación, agregación y desfuzziﬁcación se
reﬁere, el catálogo más amplio lo ofrece Xfuzzy 3.0. Así, dispone de 8 funcio-
nes de implicación, 4 de agregación y 10 de desfuzziﬁcación. FLT, por su lado,
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ofrece 2 funciones de implicación, 3 de agregación y 5 de desfuzziﬁcación. El
framework FuzzyTech dispone de una función de implicación, 2 funciones de
agregación y 5 de desfuzziﬁcación. LFLC dispone de 4 funciones de implica-
ción (incluyendo una función propia) y 7 funciones de desfuzziﬁcación, 3 de
las cuales son también propias. Por último, GUAJE FUZZY dispone de un
abanico de 3 funciones de implicación, 2 funciones de agregación y 3 funciones
de desfuzziﬁcación.
En cuanto a las funcionalidades ofrecidas por estas herramientas para la
deﬁnición de las variables de entrada y salida, todas ellas ofrecen soluciones
gráﬁcas. Mientras que FuzzyTech utiliza una tabla para especiﬁcar las funcio-
nes, todas las demás soluciones utilizan menús desplegables.
En referencia a los modos de edición de reglas que los frameworks ofrecen,
tanto Xfuzzy 3.0 como FuzzyTech ofrecen la posibilidad de deﬁnir las reglas en
forma textual. Ambos frameworks también ofrecen funcionalidades parecidas
para deﬁnir las reglas en soporte gráﬁco mediante herramientas en forma de
tabla y matriz. LFLC ofrece un sistema híbrido gráﬁco-textual, de forma que
las reglas se muestran en forma de tabla, pero la especiﬁcación de los valores
lingüísticos se hace de forma textual. FLT, y GUAJE FUZZY únicamente
ofrecen la opción de deﬁnir las reglas de forma gráﬁca utilizando una herra-
mienta con formularios y una serie de menús desplegables respectivamente.
En todos los casos las reglas se deﬁnen manualmente.
De cara a la simulación, todos los frameworks analizados ofrecen una fun-
cionalidad que la permite. Xfuzzy 3.0 y FuzzyTech van un paso más allá y no
sólo posibilitan la simulación de los SID diseñados, sino que también permiten
la simulación de los sistemas ﬁnales donde los SID van integrados.
En cuanto a la ejecución de los SID desarrollados, todos los frameworks
incluyen esta opción. Sin embargo, FLT y LFLC únicamente permiten la ex-
portación en el lenguaje de Matlab, mientras que Xfuzzy 3.0 y FuzzyTech
permiten la exportación a lenguajes de programación de propósito general,
tales como C y Java, así como a lenguajes especíﬁcos de control de sistemas.
GUAJE FUZZY, por su lado, permite la exportación en lenguajes especíﬁcos
de otros frameworks para el análisis y ejecución de SID, tales como los ya
vistos Matlab y Xfuzzy.
Por último, cabe señalar que Xfuzzy 3.0 es el único de los frameworks que
ofrece la posibilidad de mejorar las prestaciones de los SID diseñados mediante
el uso de algoritmos de aprendizaje automático.
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Framework Tipos FP Func. Func.
de SID implicación agregación
Fuzzy Logic Toolbox M y TS TA, TP, G, S, MN y P MX, SP y SA
CP, PL y PR
Xfuzzy 3.0 M y TS TA, TP, CP, S, SR, MZ, LK, DP, MX, SP, SA y SD
R, CT y PR ZD, GG, GD e IA
FuzzyTech M y TS CT, TA, TP, G y PR MN y P MX y SA
GUAJE FUZZY M y TS TA y TP MN, P y LK MX y S
LFLC M y TS TA, TP y PL MN, P, LK y -
método propio
Tabla 9.1. Comparativa sobre los frameworks para la deﬁnición de SID. Leyenda:
Tipos de SID : M - Mamdani, TS - Takagi-Sugeno. Func. pertenencia: TA - Trian-
gular, TP - Trapezoidal, G - Gaussiana, S - Sigmoidea, CP - De campana, PL -
polinómica, PR - Propia, CT - Constante, R - Rectangular. Func. implicación: MN
- Mínimo, P - Producto, MZ - Mizumoto, LK - Lukasiewicz, DP - Dubois-Prade, ZD
- Zadeh, GG - Gogen, GD - Gödel, IA - Implicación aﬁlada, SR - Sienes-Rescher.
Func. agregación: MX - Máximo, S - Suma, SA - Suma acotada, SP - Suma proba-
bilística, SD - Suma drástica.
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Framework Func. Def. Def. Def.
desfuzziﬁcación variables funciones reglas
Fuzzy Logic Toolbox C, B, MM, Soporte gráf. Soporte gráf. Soporte gráf.
YM y NM (formularios) (menús despl.) (formularios)
Xfuzzy 3.0 C, PM, UM Soporte gráf. Soporte gráf. Soporte gráf.
MM, MD, MDP, (formularios) (menús despl.) (tabla y editor
MC, MCG, EM y TS matricial)
FuzzyTech CAM y 4 M Soporte gráf. Soporte gráf. Soporte gráf.
(formularios (tabla) (hoja de cálculo
y tablas) y editor matricial)
y soporte text.
GUAJE FUZZY CAM, MM y TS Soporte gráf. Soporte gráf. Soporte gráf.
(formularios) (menús despl.) (menús despl.)
LFLC 3 C, MM Soporte gráf. Soporte gráf. Mixto
3 métodos propios (formularios) (menús despl.) (tablas y texto)
Tabla 9.2. Comparativa sobre los frameworks para la deﬁnición de SID (continua-
ción). Leyenda: Func. desfuzziﬁcación: C - Centroide, B - Bisector, CAM - Centro
del área mayor, M - Máximo, PM - Primer máximo, UM - Último máximo, MM -
Media de los máximos, YM - Mayor de los máximos, NM - Menor de los máximos,
MD - Media difusa, MDP - Media difusa ponderada, MC - Método de calidad, MCG
- Método de calidad gamma, EM - Etiqueta mayor, TS - Takagi-Sugeno.
Framework Simulación Ejecución Entrenamiento
Fuzzy Logic Toolbox Sí Sí No
(Matlab)
Xfuzzy 3.0 Sí Sí Sí
(C, C++, Java,
VHDL y SysGen)
FuzzyTech Sí Sí No
(Java, C, ST, FTR)
GUAJE FUZZY Sí Sí No
(Fispro, Matlab,
Xfuzzy y Espresso)
LFLC Sí Sí No
(Matlab)






La Parte IV recoge el trabajo realizado para desarrollar Sistemas
de Inferencia Difusa siguiendo métodos y técnicas recogidas dentro de los
Métodos de Desarrollo Dirigido por Modelos, así como las evaluaciones
realizadas para probar la validez de la solución propuesta.
El capítulo 10 presenta el proceso de modelado de Diagnósticos Dife-
renciales y Sistemas de Inferencia Difusa que se basa en el uso de técnicas
y herramientas de Métodos de Desarrollo Dirigido por Modelos. También
explica los distintos procesos de transformación automática utilizados.
El capítulo 11 presenta las herramientas desarrolladas para poder de-
ﬁnir modelos de Diagnósticos Diferenciales y de Sistemas de Inferencia
Difusa, así como para trabajar sobre los modelos de Sistemas de Inferen-
cia Difusa deﬁnidos.
Por último, el capítulo 12 presenta los procesos de evaluación seguidos
para evaluar el trabajo realizado.

10
Modelado de DD y SID
En este capítulo se presenta el proceso de modelado de DD y SID, así como
los procesos de transformación automática que se han deﬁnido. Todo esto se
ha llevado a cabo utilizando las técnicas y herramientas de MDDM incluidas
en el EMP.
Supóngase que se quiere representar mediante un SID el DD ﬁcticio mos-
trado en la ﬁgura 10.1, cuya única ﬁnalidad es facilitar la comprensión de los
conceptos explicados en este capítulo. En las columnas están dispuestas las
variables clínicas, mientras que en las ﬁlas se pueden observar los trastornos
(o los conjuntos de trastornos). Las celdas contienen los valores lingüísticos
de las variables clínicas con los que se relacionan los trastornos.
Figura 10.1. Muestra de un DD
Este DD, así como gran parte de los DD que aparecen en las GC, son
fácilmente comprensibles por un humano (concretamente un médico) pero
son difíciles de adaptar a un esquema general que permita su informatización
(López-Cuadrado et al., 2015). Esto es debido a una falta de estandarización,
tanto a nivel de estructura como a nivel de los conceptos que se utilizan. Así,
existen DD donde las variables clínicas se especiﬁcan en las columnas y los
trastornos en las ﬁlas y otros DD donde se estructuran al contrario. De la
misma forma, no es difícil encontrar valores en las celdas del DD que no sean
concretos. Por ejemplo, en el DD de la ﬁgura 10.1 el valor de la celda que
relaciona el trastorno Aciduria glutárica tipo 2 y la variable clínica Gasome-
tría es Normal o <7,4. Viendo esto no se puede saber si el valor Normal está
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por debajo o por encima de 7,4. También puede faltar información en el DD,
como ocurre con la variable Amonio. Indican que el valor de normalidad está
por debajo de 90 µ g/dl, mientras que en la única celda que tiene un valor
numérico para dicha variable el valor indicado está expresado en µ mol/l. Con
todo esto, se quiere señalar que antes de poder tan siquiera empezar a infor-
matizar DD, normalmente se requiere realizar un trabajo previo completando
y homogeneizando los valores de los DD, trabajo para lo cual es indispensable
disponer de la ayuda de un experto médico en el ámbito del DD. En la ﬁgura
10.2 se muestra el DD versión corregida y homogeneizada del DD de la ﬁgura
10.1. El proceso de homogeneización de un DD está fuera del alcance de la
tesis y en adelante, cuando se reﬁera a un DD, se supondrá que éste ya está
homogeneizado y preparado para ser informatizado.
Figura 10.2. Muestra de otro DD
En la ﬁgura 10.3 se muestran los metamodelos que forman parte de la
solución propuesta, así como las transformaciones que se han deﬁnido sobre
ellos. En la parte izquierda de la ﬁgura se muestra el metamodelo de DD (Me-
tamodelo DD) independiente de conceptos de la computación. Esto es, este
metamodelo sirve para representar todos los conceptos que abarcan los DD,
sin hacer uso de terminología de la computación. También se ha deﬁnido un
metamodelo que se utiliza para representar SID (Metamodelo SID) indepen-
diente de la plataforma, lo que quiere decir que sirve para representar un SID
genérico, ya que no hace uso de conceptos de lenguajes de programación espe-
cíﬁcos. Entre ambos, se ha deﬁnido una transformación M2M entre modelos
de DD y modelos de SID. También se han deﬁnido tres transformaciones M2T
para generar SID ejecutables en CLIPS/FuzzyCLIPS, JESS/FuzzyJESS y el
lenguaje de scripting de Matlab. CLIPS (Savely et al., 2017) y FuzzyCLIPS
(NRCC, 2015) son estándares de facto para la construcción de sistemas ba-
sados en reglas, mientras que JESS (Friedman-Hill, 2017) y FuzzyJESS
(Orchard, 2001) son lenguajes para la deﬁnición de sistemas basados en re-
glas que se ejecutan sobre Java y el lenguaje de scripting de Matlab es un
lenguaje para el cálculo de matrices y vectores. Por último, también se han
deﬁnido otros dos metamodelos para representar los datos de entrada (Meta-
modelo datos entrada) y los resultados de los SID (Metamodelo resultados).
De la misma forma, también se han deﬁnido dos transformaciones M2T para
obtener un formulario en lenguaje java que permita introducir datos de entra-
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da a partir del Metamodelo datos entrada y para mostrar los resultados del
SID en HTML a partir del Metamodelo resultados.
Figura 10.3. Metamodelos y transformaciones de la solución propuesta
A continuación se explican los metamodelos y las transformaciones.
10.1. Metamodelo de Diagnóstico Diferencial
En la ﬁgura 10.4 se muestra el metamodelo completo de DD que se ha
deﬁnido y que sirve para especiﬁcar toda la información contenida en DD
como el mostrado en la ﬁgura 10.2.
Figura 10.4. Metamodelo de DD
La metaclase principal se denomina DiﬀerentialDiagnosis y está compues-
ta por las metaclases Disorder, ClinicalVariable y Relationship. Estas metacla-
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ses se utilizan para especiﬁcar la información sobre los trastornos, las variables
clínicas y las relaciones entre trastornos y variables del DD, respectivamente.
La metaclase DiﬀerentialDiagnosis contiene dos atributos para guardar el
nombre del DD, así como el idioma en que se ha expresado el mismo. Por el
momento, se soportan tres idiomas: inglés (en), castellano (es) y euskara (eu)
(ver el enumerador LanguageEnum en la ﬁgura 10.4). Para el DD mostrado
en la ﬁgura 10.2 el nombre es Diagnóstico de un trastorno.
La metaclase Disorder guarda el nombre de un trastorno, así como la URL
de una página web con información sobre el mismo. En el DD de la ﬁgura 10.2
se muestran tres conjuntos de trastornos, los valores de la primera columna:
Trastornos de la cetogénesis, Trastornos de la beta oxidación de los ácidos
grasos y Aciduria glutárica tipo 2.
Las variables clínicas del DD se deﬁnen mediante la metaclase ClinicalVa-
riable y expresan todos los valores que pueden tener utilizando la metaclase
LinguisticValue. En el DD de la ﬁgura 10.2 aparecen tres variables clínicas:
Gasometría, Amonio e Insulina / Glucemia. La primera de ellas, por ejemplo,
está formada por seis valores lingüísticos:Muy bajo, Bajo, Discretamente bajo,
Normal, Discretamente elevado y Elevado.
Por último, la metaclase Relationship se utiliza para indicar la informa-
ción de las celdas del DD. Cada relación une un trastorno (o conjunto de
trastornos) con uno o más valores lingüísticos pertenecientes a una variable
clínica (relaciones de asociación relatedDisorder y relatedLinguisticValues res-
pectivamente en el metamodelo). Por ejemplo, en el DD de la ﬁgura 10.2 se
muestra que la variable clínica Gasometría tiene una relación con el conjunto
de trastornos Trastornos de la cetogénesis cuando la variable tiene un valor
Muy bajo. De la misma forma, la variable Amonio tiene dos relaciones con
ese mismo conjunto de trastornos, con los valores Normal y Discretamente
elevado. Cada relación dispone de un peso para indicar cómo de importante
es esa relación respecto al trastorno. Este peso se indica en el atributo weight
y consiste en un valor en el rango [0, 1]. La suma de los pesos de todas las
relaciones que afectan al mismo trastorno es la unidad. Suponiendo que las
tres variables clínicas del DD mostrado en la ﬁgura 10.2 tienen el mismo peso
para el conjunto de trastornos Trastornos de la cetogénesis, a cada una de las
relaciones habrá que especiﬁcarle un peso de 0,3333.
10.2. Metamodelo de Sistema de Inferencia Difusa
Los SID contemplados siguen la estructura de los SID con módulos de
reglas de entrada única y los de tipo Takagi-Sugeno de orden-cero. En la ﬁgura
10.5 se muestra el metamodelo relativo a este tipo de SID que se explica a
continuación.
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Un SID (FuzzyInferenceSystem en la ﬁgura 10.5) está compuesto por va-
riables de salida (OutputVariable), variables de entrada (InputVariable) y una
serie de reglas (Rule) que las relacionan. La metaclase FuzzyInferenceSystem
se utiliza para especiﬁcar la información general del sistema, el nombre, el
idioma o el umbral de probabilidad que deberá superar como mínimo una de
las variables de salida para que no se considere un diagnóstico normal.
La metaclase OutputVariable se utiliza para describir las variables de sali-
da, esto es, las categorías sobre las que el SID devolverá un resultado, o lo que
es lo mismo, las variables de los consecuentes del SID. En el ámbito médico
las variables de salida serán los trastornos y los conjuntos de trastornos. Cada
variable de salida se caracteriza por un nombre y opcionalmente una URL que
enlace a una página web que ofrezca más información sobre ella.
La metaclase InputVariable, por su lado, se utiliza para representar las
variables sobre las que se introduce información en el SID, esto es, las variables
de los antecedentes del SID. Dependiendo del uso que se vaya a hacer de
las variables de entrada el metamodelo dispone de cuatro tipos de variables:
Simple, discreta, difusa y compleja.
Las variables de entrada simples (InputVariable) sólo se utilizan como
componentes de las variables de entrada complejas.
Las variables discretas (InputVariable) se utilizan para describir variables
de entrada que se expresan mediante una escala de valores lingüísticos (Liguis-
ticValue). Por ejemplo, una variable discreta llamada Dolor muscular puede
estar compuesta por los valores lingüísticos {Sin dolor, Soportable, Molestia,
Moderado, Insoportable}.
Las variables difusas (FuzzyInputVariable), por su lado, son variables de
entrada compuestas por valores lingüísticos (LiguisticValue) descritos median-
te conjuntos difusos trapezoidales (FuzzySet). La metaclase FuzzySet dispone
de atributos para deﬁnir los cuatro valores numéricos necesarios para expresar
una FP trapezoidal. Las variables difusas también disponen de un atributo
para indicar la unidad de medida en que se expresa (atributo measurementU-
nit).
Por último, las variables complejas (ComplexInputVariable) se utilizan
para representar variables de entrada que son combinación de una o más
variables. Esto ocurre, por ejemplo, cuando en un DD se utiliza una proporción
entre dos variables. En el DD de la ﬁgura 10.2, sin ir más lejos, se utiliza la
proporción entre la insulina y la glucemia. Esta proporción en un SID se
describe utilizando una variable compleja. A su vez, las variables insulina y
glucemia podrán ser variables simples o difusas, ya que el metamodelo da
libertad para ello en sus relaciones. El atributo expression indica la expresión
aritmética que une las variables que forman la variable compleja en cuestión.
En el dominio médico es muy habitual que las variables de entrada difusas
y complejas estén condicionadas, esto es, que los valores lingüísticos que las
forman tengan asociadas distintas FP dependiendo de ciertos factores como
la edad y el género. Por ejemplo, póngase la variable de entrada Amonio (ver
tabla 10.1). Esta variable se mide en µmol/l, su universo de discurso está de-
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ﬁnido en el rango [5, 7000] y está compuesta por cinco valores lingúísticos:
Normal, Discretamente elevado, Elevado, Muy elevado y Crítico. A estos valo-
res lingüísticos les corresponden FP trapezoidales diferentes dependiendo de
si el paciente tiene 3 o menos meses de edad o si es mayor de 3 meses. Así,
al valor lingüístico Discretamente elevado le corresponden los valores de FP
{90, 110, 162, 198} cuando el paciente tiene 3 o menos meses de edad y los
valores {45, 55, 135, 165} cuando es mayor que dicha edad.
Amonio <= 3 meses >3 meses
(µmol/l)
Normal 5, 5, 90, 110 5, 5, 45, 55
Discretamente 90, 110, 162, 198 45, 55, 135, 165
elevado
Elevado 162, 198, 315, 385 135, 165, 315, 385
Muy elevado 315, 385, 1800, 2200 315, 385, 1800, 2200
Crítico 1800, 2200, 7000, 7000 1800, 2200, 7000, 7000
Tabla 10.1. PF trapezoidales correspondientes a los valores lingüísticos de la va-
riable Amonio para pacientes menores y mayores de 3 meses (extraído y adaptado
de (Couce et al., 2009))
La metaclase GenderCondition se utiliza para deﬁnir condiciones de gé-
nero. El género viene dado por uno de los valores establecidos mediante el
enumerador GenderEnum, hombre o mujer. La condición de edad, por su la-
do, se establece en la metaclase AgeCondition y requiere tres parámetros, una
unidad de edad entre las ofrecidas en el enumerador AgeEnum, un compara-
dor, seleccionado del enumerador ComparatorEnum, y un número para indicar
la cantidad. De esta forma se pueden crear condiciones como <= 3 meses o
>4 semanas.
Las reglas (Rule) se utilizan para relacionar variables de entrada con va-
riables de salida. Cada regla guarda un peso (atributo weight) que representa
la importancia de la variable de entrada para dicha variable de salida. La
suma de los pesos de todas las reglas para una misma variable de salida es
la unidad. También guarda el valor de la FP constante que forma el conjunto
difuso de la variable de salida en el atributo proximityIndex.
128 10 Modelado de DD y SID
10.3. Metamodelos de datos de entrada y resultados
El metamodelo que especiﬁca la estructura de los datos de entrada se puede
observar en la ﬁgura 10.6 y se utiliza para formalizar los datos de entrada del
SID.
Figura 10.6. Metamodelo de los datos de entrada
Por un lado, se describen los valores de entrada que se corresponden con
las variables de entrada del SID (InputVariable). Dependiendo del tipo de
variable de entrada el valor será de tipo numérico (NumericInputVariable)
o lingüístico (LinguisticInputVariable). Así, como a las variables simples y
difusas del metamodelo de SID les corresponde un valor numérico, se utilizará
la primera de las metaclases para especiﬁcar sus valores de entrada, mientras
para indicar los valores de entrada de las variables discretas del metamodelo
de SID se utilizará la segunda metaclase.
Por otro lado, este metamodelo describe los datos de entrada relativos
a datos del paciente que son objetivos e invariables (PatientData), tales co-
mo la fecha de nacimiento (BirthDate) o el género (Gender). Estos datos se
corresponden o se utilizan para resolver las condiciones establecidas en el SID.
En la ﬁgura 10.7, por su lado, se puede observar el metamodelo que espe-
ciﬁca la estructura de los resultados ofrecidos por el SID.
Supóngase que los resultados obtenidos por un SID son los mostrados en la
ﬁgura 10.8. Los resultados corresponden a un SID con 7 variables de entrada
y 12 variables de salida.
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Figura 10.8. Fragmento de los resultados correspondientes al SID sobre la identi-
ﬁcación de la etiología más probable causa de hiperamonemia
Todos los resultados se engloban dentro de la metaclase Result. En la
primera línea de los resultados de la ﬁgura 10.8 se muestra el Índice de Calidad
de la Información (ICI) de los mismos (Lima et al., 2010), el cual se representa
mediante el atributo qoi. Este índice indica la ﬁabilidad de una recomendación
dependiendo del número de valores de entrada. Así, cuantos más valores se
tengan en cuenta, más ﬁable será la recomendación que da el sistema. Por
el contrario, a valores muy bajos del ICI, la recomendación ofrecida no será
muy ﬁable, en cuyo caso será aconsejable volver a realizar el cálculo cuando
se tengan más valores de entrada. El ICI indicado en la metaclase Result
tiene en cuenta el total de los valores de entrada del SID. Como el ICI de la
recomendación se ha establecido en un 85.71% y teniendo en cuenta que el
SID tiene 7 variables de entrada, se puede sobrentender que falta un valor de
entrada.
Los resultados están formados por un conjunto de variables de salida (Out-
putVariable) para cada una de las cuales se especiﬁca el nombre, la probabi-
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lidad y su ICI particular. Las variables de salida están ordenadas en orden
descendente de probabilidad. El ICI de las variables de salida sólo tiene en
cuenta el número de valores de entrada de las variables de entrada que afectan
a esta variable de salida, así como los pesos de las mismas. En los resultados de
la ﬁgura 10.8 se muestran dos variables de salida (Trastornos de la cetogénesis
y Trastornos de la beta oxidación de los ácidos grasos) con unas probabilida-
des del 77.99% y 57.99% respectivamente. Ambas variables han obtenido el
mismo ICI (90.00% ), lo que quiere decir que el valor de entrada que falta en
el SID se corresponde a una variable de entrada que tiene el mismo peso en
ambas variables de salida.
Con la intención de poder ofrecer una justiﬁcación de los resultados, pa-
ra cada una de las variables de salida se ofrece información de cada una de
las variables de entrada que le afectan (InputVariable). Para cada una de las
variables de entrada se indica el nombre (atributo name de la metaclase Input-
Variable del metamodelo) que se muestra en la primera columna de las tablas
de la ﬁgura 10.8), el valor de entrada (primera columna), la interpretación
(segunda columna), los valores típicos (tercera columna) y el peso (cuarta
columna).
El valor de entrada indica el valor que se ha introducido en el SID para la
variable de entrada, valor que puede ser numérico (metaclase NumericInput-
Variable) o lingüístico (metaclase LinguisticInputVariable) dependiendo del
tipo de variable de entrada. En la ﬁgura 10.8 la variable de entrada pH ha
tenido un valor de entrada de 6.8, mientras que la variable de entrada Lactato
ha tenido un valor Normal. Cuando no se introduce un valor de entrada para
una variable, éste se representa mediante un guión (ver valor de la variable de
entrada CPK en la ﬁgura 10.8).
Cada variable de entrada tiene una o más interpretaciones (metaclase
Interpretation). Estas interpretaciones indican el valor o los valores lingüísti-
cos de las variables de entrada que les corresponden a los valores de entrada.
En el caso de las variables discretas, su interpretación será igual al valor de
entrada, pero en el caso de las variables de entrada difusas y complejas su
interpretación dependerá de la pertenencia de su valor de entrada en los dis-
tintos valores lingüísticos de la variable. El grado de pertenencia se representa
mediante el atributo percentage. Por ejemplo, la variable de entrada pH tiene
una pertenencia del 50% en los valores lingüísticos Muy bajo y Bajo tal y co-
mo se puede observar en la segunda columna de la ﬁgura 10.8. Por su lado, la
variable de entrada Lactato es discreta y por lo tanto, en la segunda columna
se muestra el mismo valor que el de entrada, Normal, con una pertenencia del
100%. Cuando la interpretación de un valor de entrada coincide con alguno
de los valores típicos de la variable de entrada se muestra en color verde y en
negrita. Sin embargo, cuando no coincide se muestra en color rojo y grosor
normal. En el ejemplo anterior, en la variable pH la interpretación Muy bajo
se muestra en verde, mientras que la interpretación Bajo se muestra en rojo.
Los valores típicos representan los valores que suele tener la variable de
entrada respecto a la variable de salida a la que afecta y están formados por
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valores lingüísticos (metaclase TypicalValue). Para los casos de las variables
de entrada difusas y complejas, los valores lingüísticos se describen mediante
los cuatro valores numéricos necesarios para representar la FP trapezoidal
correspondiente que siguen (metaclase FuzzySet). En la tabla de la ﬁgura 10.8
se puede observar que la variable de entrada discreta Lactato tiene dos valores
típicos, Normal y Discretamente elevado. La variable pH, al ser una variable
difusa, aparte del valor lingüístico típico Muy bajo, también indica los cuatro
valores que describen el conjunto difuso de ese valor lingüístico, {5.5, 5.5, 6.7,
6.9}.
Finalmente, el peso (atributo weight) representa la importancia de la va-
riable de entrada respecto a la variable de salida a la que afecta. Por ejemplo,
en la ﬁgura 10.8 el peso de la variable de entrada Amonio respecto a la variable
de salida Trastornos de la cetogénesis es 0.1.
10.4. Transformaciones de modelo a modelo
Se ha considerado que los SID son un medio adecuado para representar
DD, ya que la información dispuesta en tablas es directamente transformable
a reglas. Por ejemplo, tómese el DD mostrado en la ﬁgura 10.2. En este caso
concreto, la regla correspondiente a la información que muestra la primera ﬁla
(relativa a la variable de salida Trastornos de la cetogénesis) es la siguiente:
IF Gasometría IS Muy bajo AND Amonio IS Normal o Discretamente
elevadoAND Insulina/Glucemia IS Normal o Discretamente elevado THEN
Trastornos de la cetogénesis.
Las reglas de transformación M2M entre los metamodelos de DD y SID se
han creado en base a correspondencias entre ambos metamodelos. Las trans-
formaciones M2M se han deﬁnido en lenguaje ATL. En la tabla 10.2 se resu-
men esas correspondencias, las cuales se explican en los siguientes párrafos.






Tabla 10.2. Correspondencias entre los metamodelos de DD y SID
En un DD (metaclase DiﬀerentialDiagnosis) que se convierte a SID (meta-
clase FuzzyInferenceSystem) cada trastorno del DD (Disorder) se transforma
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en una variable de salida del SID (OutputVariable) y cada variable clínica
del DD (ClinicalVariable) se transforma en una variable de entrada del SID
InputVariable.
De la misma forma, los valores lingüísticos de las variables clínicas (Lin-
guisticValue) del DD se convierten en valores lingüísticos de las variables de
entrada del SID (también llamadas LinguisticValue). En este punto, todas las
variables de entrada del SID se consideran discretas, ya que sólo se tiene de
ellas la información sobre los valores lingüísticos.
Al contrario de los casos anteriores, donde las equivalencias han sido de
uno-a-uno, a cada relación en el DD (metaclase Relationship) le corresponde
un número de reglas en el SID (Rule) igual al número de valores lingüísticos
de la variable clínica. Cada una de las reglas tendrá un valor constante de FP
diferente representado en el atributo índice de proximidad (proximity index ).
El índice de proximidad se establece automáticamente a partir de la distancia
entre el valor lingüístico típico que une una variable clínica y un trastorno (o
conjunto de trastornos) y el resto de los valores lingüísticos de esa variable
clínica. Por ejemplo, en el DD de la ﬁgura 10.2 se puede ver que la variable
clínica Gasometría tiene una relación con el conjunto de trastornos Trastornos
de la cetogénesis con un valor lingüísticoMuy bajo. Esto indica que usualmente
los pacientes aquejados por este conjunto de trastornos tienen la Gasometría
en el valor indicado. Por lo tanto, cuando un paciente tiene la Gasometría en
ese valor, la probabilidad de que el paciente tenga Trastornos de la cetogénesis
es mayor. Por el contrario, cuanto más se alejen los valores lingüísticos de ese
valor típico menos probable será que el paciente tenga esa enfermedad. Esto
es, partiendo de que la variable clínica tiene seis valores lingüísticos (Muy
bajo, Bajo, Discretamente bajo, Normal, Discretamente elevado y Elevado),
si el paciente tiene la Gasometría en nivel Discretamente elevado (que diﬁere
bastante del valor típico), la probabilidad de tener Trastornos de la cetogénesis
será baja.
En la ﬁgura 10.9 se muestran los índices de proximidad para todos los va-
lores lingüísticos de la variable clínica Gasometría en referencia al conjunto de
trastornos Trastornos de la cetogénesis. De esta forma, mientras que a la regla
que une el valor lingüístico (Muy bajo) de la variable de entrada Gasometría
se le asigna un índice de proximidad de 1, a las reglas correspondientes a los
siguientes valores lingüísticos de esa variable de entrada se les asigna índices
más bajos. Así, a la regla correspondiente al valor lingüístico Bajo se le indica
un índice de 0 (lo que equivale a no tener inﬂuencia en la variable de salida),
a la regla del valor Discretamente bajo se le asigna un índice de -1, etc. La
regla correspondiente al último de los valores lingüísticos (Alto) se le asigna
un índice de -15, por lo que la activación de esta regla tendrá una inﬂuencia
muy negativa en la variable de salida Trastornos de la cetogénesis.
Con todo lo dicho, a partir de la relación que une el conjunto de trastornos
Trastornos de la cetogénesis con la variable clínica Gasometría y su valor
lingüístico Muy bajo en el metamodelo de DD, se construirán las reglas de la
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Figura 10.9. Índices de proximidad para los distintos valores lingüísticos de la
variable clínica Gasometría en relación al conjunto de trastornos Trastornos de la
cetogénesis
ﬁgura 10.10. Como la segunda regla tiene un valor de 0 en el consecuente, no
tendrá ningún efecto en el cálculo, y por lo tanto, será suprimible.
Figura 10.10. Conjunto de reglas que describen la relación entre la variable de
entrada Gasometría y la variable de salida Trastornos de la cetogénesis
También hay que tener en cuenta que el índice de proximidad varía depen-
diendo del trastorno. Así, los índices de proximidad de los valores lingüísticos
de la variable clínica Gasometría para el trastorno Aciduria glutárica tipo 2
son los que se ven en la ﬁgura 10.11. El valor típico de esta variable clínica
para ese trastorno es Bajo. Por lo tanto, ese valor obtiene un índice de 1,
mientras que los índices de los valores que se alejen de ese valor típico serán
cada vez menores.
Figura 10.11. Índices de proximidad para los distintos valores lingüísticos de la
variable clínica Gasometría en relación al trastorno Aciduria glutárica tipo 2
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10.5. Transformaciones de modelo a texto
Las transformaciones M2T deﬁnidas para poder obtener SID ejecutables
a partir del metamodelo de SID se han realizado utilizando plantillas en len-
guaje Xpand. En concreto se han deﬁnido tres plantillas, para el lenguaje
CLIPS/FuzzyCLIPS, para el lenguaje JESS/FuzzyJESS y para el lenguaje de
scripting de Matlab. Esto es así porque cada uno de los lenguajes incluye ca-
racterísticas y estructuras propias. En el extracto 10.1 se muestra el fragmento
de una plantilla relativa al lenguaje CLIPS/FuzzyCLIPS para la generación
de código de una variable difusa y en el extracto 10.2 se muestra el resultado
de la generación del extracto anterior.





4: FOREACH linguisticValues AS lv -
5: (getLinguisticValueCodeFromName(lv.name)-
(fuzzySets.get (0). value1 0)
(fuzzySets.get (0). value2 1)
(fuzzySets.get (0). value3 1)




Extracto 10.1. Extracto de plantilla Xpand para generar SID en lenguaje CLIP-
S/FuzzyCLIPS
También se ha deﬁnido una plantilla para crear un formulario en lenguaje
Java que permita introducir los datos en una aplicación de ejecución, así como
una plantilla para poder representar los resultados en una página HTML.
Sobre esta aplicación de ejecución se habla en profundidad en el capítulo 11.
(deftemplate factor2
0.0 80.0 mmol/L
(( linguistic3 (0.0 0)(0.0 1)(2.3 1)(2.7 0))
(linguistic4 (2.3 0)(2.7 1)(2.8 1)(3.2 0))
(linguistic5 (2.8 0)(3.2 1)(80.0 1)(80.0 0))
))
Extracto 10.2. Extracto del resultado de la generación automática utilizando el
extracto de la plantilla 10.1

11
Herramientas para la deﬁnición de DD y SID
En este capítulo se presentan Aide Diﬀerential Diagnosis Editor (Aide-
DDE), un editor de modelos de DD para expertos médicos y Aide Fuzzy
Inference System Framework (Aide-FISF), un editor de modelos de SID y ge-
nerador de SID ejecutables diseñado para ingenieros del conocimiento. Ambas
herramientas se integran en Aide-GTP.
11.1. Aide Diﬀerential Diagnosis Editor
Aide-DDE es un editor sencillo que permite crear modelos de DD. Su
objetivo principal es trasladar la información de un DD de forma ﬁdedigna
sin que el usuario deba introducir conceptos no médicos. Aide-DDE se puede
integrar en el editor Aide-MAT de la plataforma Aide-DS.
En la ﬁgura 11.1 se muestra la interfaz principal de Aide-DDE. El idioma
de la interfaz se establece cuando se abre el editor o utilizando la opción co-
rrespondiente en el menú Opciones. La interfaz se divide en cuatro secciones.
En la sección superior se introduce el nombre del DD, en el caso de la interfaz
mostrada el nombre del DD que se está creando es Diagnóstico diferencial de
sospecha. En la sección izquierda se añaden los trastornos y los conjuntos de
trastornos, que en la interfaz de la imagen son tres: Trastornos de la cetogé-
nesis, Trastornos de la betaoxidación de los ácidos grasos y Aciduria glutárica
tipo 2. De la misma forma, en la sección derecha se introducen las variables
clínicas, las cuales también son tres en el DD de la ﬁgura 11.1: Gasometría
(pH en sangre), Amonio e Insulina / Glucemia. Por último, en la sección in-
ferior se reﬂejan las relaciones entre las variables clínicas y los trastornos (o
conjuntos de trastornos). Por ejemplo, para el conjunto de trastornos Tras-
tornos de la betaoxidación de los ácidos grasos y la variable clínica Amonio
el valor de la relación es Normal - Discretamente elevado.
Los trastornos y los conjuntos de trastornos se introducen mediante el edi-
tor de la ﬁgura 11.2, añadiendo el nombre y, opcionalmente, una URL con el
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Figura 11.1. Interfaz principal de Aide-DDE
vínculo a una página web con información sobre el mismo. Una vez introduci-
do, su nombre queda reﬂejado en la sección izquierda de la interfaz principal
de Aide-DDE. Según se van introduciendo nuevos trastornos, automáticamen-
te se crean nuevas ﬁlas en la tabla de relaciones de la sección inferior de la
interfaz.
Figura 11.2. Interfaz del editor de trastornos
Las variables clínicas se introducen utilizando el editor de la ﬁgura 11.3.
Mediante este editor se crean las variables, así como los valores lingüísticos
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que las forman. En la ﬁgura se puede observar que para la variable clínica
Gasometría (pH en sangre) se han deﬁnido seis valores lingüísticos diferentes.
Todas las variables deﬁnidas utilizando Aide-DDE son discretas. Según se van
introduciendo variables clínicas sus nombres quedan reﬂejados en la sección
derecha de la interfaz principal. De la misma forma, también se crean columnas
en la tabla de relaciones de la sección inferior.
Figura 11.3. Interfaz del editor de variables clínicas
La deﬁnición de las relaciones se lleva a cabo mediante el editor mostrado
en la ﬁgura 11.4. Una relación se crea seleccionando de una lista el trastorno (o
el conjunto de trastornos), la variable clínica y los valores lingüísticos de esta
última que la unan al trastorno. En el editor de la ﬁgura se está creando una
relación entre la variables clínica Gasometría (pH en sangre) y el conjunto
de trastornos Trastornos de la cetogénesis. Esta variable sólo se relaciona con
ese conjunto de trastornos mediante el valor lingüístico Muy bajo. Al crear
una relación también hay que introducir el peso que tiene la relación respecto
al trastorno. Dado que es un muy difícil que un usuario pueda introducir
números en el rango [0, 1] y que se cumpla la cualidad de que la suma de los
pesos de todas las relaciones para un mismo trastorno sea la unidad, Aide-
DDE permite introducir los pesos de forma relativa al resto de relaciones del
mismo trastorno especiﬁcando números en el rango [1, 100]. De esta forma,
si una relación tiene un peso de 4 y otra tiene un peso de 1, la primera será
cuatro veces más importante. Esto mismo se consigue si se especiﬁca un peso
de 24 en la primera y un peso de 6 en la segunda. Aide-DDE se encarga de
calcular las proporciones en base a los datos introducidos y de asignar a las
relaciones valores en el rango [0, 1]. A la relación en proceso de edición de la
ﬁgura 11.4 se le ha asignado un peso de 1. Una vez introducida la relación,
ésta queda reﬂejada en la tabla de la sección inferior de la interfaz principal.
En la tabla de la ﬁgura 11.1 se puede ver el resultado de la adición de esta
relación en la primera ﬁla y la segunda columna.
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Figura 11.4. Interfaz del editor de relaciones
Los modelos resultantes de DD creados en Aide-DDE se guardan en len-
guaje XMI y se pueden editar tanto con este editor como con el framework
Aide-FISF.
11.2. Aide Fuzzy Inference System Framework
Aide-FISF es un framework para la edición de SID. Este framework per-
mite deﬁnir modelos de SID desde cero y abrir modelos de DD que sean con-
formes al metamodelo de DD. En este último caso, cuando se abre el modelo
de DD, éste se transforma automáticamente en un modelo de SID siguiendo
las transformaciones M2M explicadas en el capítulo 10. Aparte de deﬁnir SID,
Aide-FISF también permite aplicar técnicas de aprendizaje automático sobre
los modelos de SID, ejecutarlos y generar SID ejecutables. Aide-FISF se puede
integrar en el editor de GCI Aide-KAT de la plataforma Aide-DS.
A continuación, primero se explica la interfaz de la herramienta, para pos-
teriormente explicar las opciones principales del menú opciones, que entre
otras características ofrece funcionalidades para el entrenamiento y la simula-
ción de los SID modelados.
11.2.1. Interfaz de Aide-FISF
En la ﬁgura 11.5 se muestra la interfaz principal de Aide-FISF. La interfaz
se divide en cuatro secciones. Así, en la sección superior se muestra el nombre
del SID (Diagnóstico diferencial de sospecha en la ﬁgura) y el umbral de los
resultados. En el caso del SID de la ﬁgura, el umbral se ha establecido en
0.0, lo que quiere decir que se mostrarán los resultados de todas las variables
de salida que tengan una probabilidad mayor de 0. En la sección izquierda
se muestran las variables de salida: Trastornos de la cetogénesis, Trastornos
de la betaoxidación de los ácidos grasos y Aciduria glutárica tipo 2. En la
sección derecha se muestran las variables de entrada, cinco en este caso: Ga-
sometría (pH en sangre), Amonio, Insulina / Glucemia, Insulina y Glucemia.
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Por último, en la sección inferior se muestran las relaciones entre las variables
de entrada y salida. No se muestran las reglas del SID porque éstas se crean
automáticamente y las relaciones ofrecen la misma información de forma más
compacta. En esta sección se puede ver que la variable de salida Aciduria
glutárica tipo 2 tiene una relación con la variable de entrada Amonio con un
valor lingüístico Elevado.
Figura 11.5. Interfaz principal de Aide-FISF
La deﬁnición y modiﬁcación de las variables de salida se realiza utilizando
un editor muy similar al que se muestra en la ﬁgura 11.2. Según se van intro-
duciendo variables de salida, se crean nuevas ﬁlas en la tabla de la sección de
relaciones.
En cuanto a las variables de entrada, Aide-FISF contempla los cuatro tipos
de variables de entrada del metamodelo de SID: simples, discretas, difusas y
complejas. A la hora de introducir una variables de entrada hay que elegir el
tipo de la misma y dependiendo de éste el editor que se abre para su edición
es diferente. De las variables de entrada mostradas en la sección derecha de
la ﬁgura 11.5, la variable Gasometría (pH en sangre) es discreta, la variable
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Amonio es difusa, la variable Insulina / Glucemia es compleja y las variables
Insulina y Glucemia son simples.
Las variables de entrada simples únicamente se deﬁnen mediante su nom-
bre y una vez añadidas, aunque se muestran en la sección derecha de la inter-
faz, no se muestras en la tabla de relaciones de la sección inferior.
Las variables discretas se deﬁnen utilizando el editor mostrado en la ﬁgura
11.6 donde, además de su nombre, hay que introducir el conjunto de valores
lingüísticos que lo forman. Cuando se crea una variable de entrada discreta,
ésta se muestra en la sección derecha de la interfaz y se crea una nueva columna
en la tabla de relaciones de la sección inferior.
Figura 11.6. Interfaz del editor de variables discretas
Para crear variables difusas se utiliza el editor de la ﬁgura 11.7. Este editor,
además de permitir deﬁnir los conjuntos difusos correspondientes a los valores
lingüísticos (en la sección izquierda), permite añadir condiciones en la sección
derecha del editor. En el caso de la variable de la ﬁgura (Amonio), en la
ﬁgura se puede ver que tiene cinco valores lingüísticos (Normal, Discretamente
elevado, Elevado, Muy elevado y Crítico) y dos condiciones (Edad <= 3.0
Meses y Edad >3.0 Meses). Para deﬁnir las condiciones de edad se utiliza
un editor en el que se introducen el símbolo comparador (<= y >), el valor
a comparar (3.0 ) y la unidad de tiempo (Meses). En cuanto a los valores
lingüísticos, éstos se añaden utilizando el editor de la ﬁgura 11.8. Además
del nombre del valor lingüístico (parte trasera de la ﬁgura) hay que añadir el
conjunto difuso correspondiente a ese valor introduciendo los cuatro valores
numéricos necesarios (parte delantera de la ﬁgura). En este caso concreto, al
ser el Amonio una variable condicionada, hay que añadir dos conjuntos difusos
para cada valor lingüístico, uno por cada condición.
El botón Previsualizar del editor de variables difusas permite visualizar
gráﬁcamente todos los conjuntos difusos que forman la variable de entrada
(ver ﬁgura 11.9). En el caso de que la variable esté condicionada, se muestra
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Figura 11.7. Interfaz del editor de variables difusas
Figura 11.8. Interfaz del editor de conjuntos difusos
un gráﬁco por cada una de las alternativas. Cabe mencionar que las variables
deﬁnidas mediante el editor deben ser variables completas. En cualquier otro
caso el editor mostrará un mensaje de error.
Por último, para introducir variables complejas se utiliza el editor de la
ﬁgura 11.10. Este editor, además de permitir la deﬁnición de valores lingüísti-
cos (junto con los conjuntos difusos correspondientes) y condiciones, permite
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Figura 11.9. Previsualización de la variable de entrada Amonio
introducir la expresión aritmética que une las variables simples y/o difusas que
forman la variable compleja en la parte inferior del editor. En el caso de la
variable Insulina / Glucemia, ésta está formada por las dos variables simples
mencionadas anteriormente (Insulina y Glucemia). En este caso, las variables
simples están unidas mediante el símbolo /, indicando de esta forma que se
debe hacer una división entre los valores de entrada de las variables simples
para obtener el valor de entrada de la variable compleja.
Finalmente, para la deﬁnición de las relaciones entre las variables de en-
trada y salida se utiliza un editor muy parecido al mostrado en la ﬁgura 11.4.
Con todo lo realizado hasta el momento, el resultado de la edición es un
modelo de SID en lenguaje XMI con el cual se puede seguir trabajando. Por
ejemplo, se pueden generar SID ejecutables a partir de él, se le pueden aplicar
técnicas de aprendizaje automático o pueden realizarse simulaciones para ver
su funcionamiento.
11.2.2. Funcionalidades del menú opciones
Este menú ofrece las funcionalidades principales del framework Aide-FISF,
entre las que destacan el cambio de tipo de variable de entrada, la generación
automática de SID ejecutables, el entrenamiento de modelos de SID y la eje-
cución de modelos de SID.
11.2.2.1. Cambio de tipo de variables de entrada
Como ya se ha comentado, todas las variables de entrada creadas median-
te el editor Aide-DDE son discretas, mientras que el framework Aide-FISF
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Figura 11.10. Interfaz del editor de variables complejas
utiliza cuatro tipos de variables de entrada. Por lo tanto, cuando se abre con
el framework un modelo de DD creado anteriormente usando Aide-DDE es
probable que haya que modiﬁcar las variables para que se adecúen al modelo
de SID. Mediante esta funcionalidad es posible realizar esta acción.
Cuando hay que realizar un cambio a una variable de entrada más compleja
(por ejemplo, de una variable simple a una variable difusa o de una variable
difusa a una compleja) automáticamente se abre el editor correspondiente
para poder rellenar la información que falta en la nueva variable.
Si por el contrario, el cambio es hacia una variable más simple (por ejemplo,
de variable difusa a discreta), se avisa al usuario de una posible perdida de
información y si se sigue adelante la información extra de la variable más
compleja (la información sobre los conjuntos difusos y las condiciones en el
ejemplo expuesto) se elimina.
11.2.2.2. Generación automática de Sistemas de Inferencia Difusa
ejecutables
Esta opción permite generar automáticamente a partir del modelo de SID
un SID ejecutable en uno de los tres lenguajes disponibles: CLIPS/Fuzzy-
CLIPS, JESS/FuzzyJESS y script de Matlab. Para llevar a cabo esta tarea es
suﬁciente con seleccionar el directorio de destino donde se quiere guardar el
ﬁchero de SID ejecutable (ver ﬁgura 11.11).
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Figura 11.11. Funcionalidad de generación automática de Aide-FISF
11.2.2.3. Entrenamiento de modelos de Sistemas de Inferencia
Difusa
Esta funcionalidad posibilita la mejora de las aptitudes de los modelos de
SID diseñados mediante un sistema de aprendizaje automático. Concretamen-
te, este sistema de aprendizaje automático es un AG de números reales que
aﬁna los valores de los conjuntos difusos de las variables de entrada difusas y
complejas.
Ya que el proceso de entrenamiento trata de aﬁnar los valores de los con-
juntos difusos, los individuos de la población están formados por cadenas de
números reales en lugar de valores binarios. En concreto, cada individuo está
formado por todos los valores numéricos de los conjuntos difusos de todas las
variables de entrada del SID. Así, por ejemplo, para un SID con 4 variables
de entrada y 3 conjuntos difusos trapezoidales (4 valores) para cada una, los
individuos tendrán una longitud de 48 números reales.
Figura 11.12. Funcionalidad de entrenamiento de Aide-FISF
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En el caso de las variables de entrada condicionadas sólo se puede aﬁnar
una distribución de conjuntos difusos en cada entrenamiento. Por ello, antes de
comenzar el entrenamiento el usuario debe elegir la distribución de conjuntos
difusos que quiere aﬁnar. En la lista superior izquierda de la aplicación de en-
trenamiento se muestran todas las variables clínicas que están condicionadas
(Amonio en la ﬁgura 11.12). Cuando se selecciona una de ellas en la lista in-
mediatamente a la derecha de la anterior se muestran las distintas condiciones
deﬁnidas para dicha variable. El usuario añade la condición correspondiente a
los conjuntos difusos que quiera entrenar. En la lista superior derecha quedan
reﬂejadas las condiciones seleccionadas para todas las variables clínicas con-
dicionadas. En el caso de que el modelo que se quiera entrenar no disponga de
ninguna variable clínica condicionada, entonces todas estas listas superiores
en la ﬁgura 11.12 se mantendrán vacías.
A continuación hay que especiﬁcar un ﬁchero de casos con el que entrenar el
modelo. Los ﬁcheros de casos soportados tienen un caso por línea y los valores
de cada línea están separados por comas (comma-separated-values, CSV ). Los
primeros valores se corresponden con los valores de entrada de cada una de
las variables de entrada y los siguientes con los valores correspondientes a las
variables de salida. Éstos últimos tienen un valor de 0 si no se corresponden
con los valores de entrada del caso y 1 si se corresponden. En el extracto 11.1
se puede ver un fragmento de un ﬁchero de casos con 4 variables de entrada y
3 variables de salida. El valor correspondiente a la primera variable de entrada
es 6.83, el segundo 17.82, el tercero 0.50 y el último valor es 472.60. Seguido
van los valores correspondientes a las tres variables de salida, los cuales son 1,
0 y 0 respectivamente. Esto signiﬁca que el primer caso se corresponde con
la primera variable de salida.
6.83 ,17.82 ,0.50 ,472.60 ,1 ,0 ,0
5.82 ,59.75 ,1.33 ,588.44 ,1 ,0 ,0
6.34 ,160.18 ,0.30 ,274.51 ,1 ,0 ,0
6.18 ,192.24 ,1.43 ,251.73 ,1 ,0 ,0
7.48 ,3075.6 ,2.64 ,147.46 ,0 ,1 ,0
7.44 ,3290.8 ,1.12 ,311.48 ,0 ,1 ,0
7.45 ,1965.6 ,2.38 ,497.01 ,0 ,1 ,0
7.33 ,6073.8 ,0.28 ,325.48 ,0 ,1 ,0
6.16 ,4538.8 ,14.88 ,30.60 ,0 ,0 ,1
6.58 ,2974.7 ,15.59 ,12.28 ,0 ,0 ,1
5.68 ,5407.4 ,78.53 ,51.64 ,0 ,0 ,1
5.93 ,2629.7 ,38.43 ,48.76 ,0 ,0 ,1
Extracto 11.1. Fragmento de un ﬁchero de casos
Una vez indicada la ubicación del ﬁchero de casos se comprueban las si-
guientes características:
Los valores de los casos deben estar separados por comas.
Los valores de los casos son números.
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La suma del número de elementos de un caso debe ser igual a la suma del
número de variables de salida y variables de entrada simples y difusas del
SID.
Los valores relativos a las variables de salida sólo pueden ser 0 y 1, y sólo
puede haber un valor de 1 para todas ellas.
Los valores de entrada de los casos están dentro del rango deﬁnido para
las variables de entrada del SID. Esto también se evalúa para las variables
complejas, para lo cual primero se inﬁere su valor de entrada a partir de
los valores de entrada de las variables que la forman.
Se indica al usuario si el ﬁchero de casos es correcto o no, y si no lo es se
ofrece al usuario información para localizar el error.
El AG que se utiliza para el entrenamiento sigue una aproximación elitista
y dispone de cuatro condiciones de ﬁnalización: llegada a un número máximo
de generaciones, consecución del individuo óptimo (con un margen de error),
no mejoría de la aptitud de la población durante tres generaciones y no mejoría
del mejor individuo de la población durante tres generaciones. En cuanto a
los métodos de selección se utiliza el muestreo estocástico universal, junto con
una selección por truncamiento.
Aide-FISF permite establecer el valor de ciertos parámetros del AG selec-
cionando el botón Propiedades (ver ﬁgura 11.13). Entre los parámetros que
se pueden cambiar están el número de individuos de la generación, el número
máximo de epochs o generaciones, el threshold de acierto, el error mínimo
del acierto, la operación de cruce, la probabilidad de cruce, el porcentaje de
los mejores individuos a cruzar, la operación de mutación, la probabilidad de
mutación de los individuos, la probabilidad de mutación de las variables y el
rango de la mutación.
Número de individuos de la población: Este número de individuos
se mantendrá estable durante todo el entrenamiento.
Número máximo de epochs o generaciones: Sirve para limitar el
tiempo de entrenamiento. Por defecto, si después de 200 generaciones no
se ha encontrado la solución óptima, se terminará el entrenamiento.
Threshold del acierto: Sólo se considerarán aciertos los casos en los
que los resultados obtenidos coinciden con los resultados deseados con una
probabilidad superior a este umbral.
Error mínimo del acierto: Se trata del parámetro de dos de las con-
diciones de salida. Si durante tres generaciones no se mejora el acierto
medio de la población o el acierto del mejor individuo como mínimo esta
cantidad, se termina el proceso de entrenamiento.
Operación de cruce: Mediante esta característica se indica qué método
de cruce se quiere utilizar durante el entrenamiento. Se ofrecen los mé-
todos explicados en el capítulo 6: simple, Max-Min-Aritmético, dinámico,
dinámico heurístico, Blend Alpha y Parent-centric Blend Alpha.
Probabilidad de cruce: Se trata de la probabilidad de que dos de los
individuos seleccionados se crucen.
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Figura 11.13. Propiedades del algoritmo genético de Aide-FISF
Porcentaje de los mejores individuos a cruzar: Este es el porcentaje
utilizado para realizar la selección por truncamiento.
Operación de mutación: Sirve para indicar el método de mutación que
se quiere utilizar durante el entrenamiento. Se ofrecen los tres métodos
explicados en el capítulo 6: aleatoria, gaussiana y de Michalewicz.
Probabilidad de mutación de un individuo: Especiﬁca la tasa de
mutación de la población. Por defecto, uno de cada cinco individuos de
la población podrán sufrir mutaciones. Esto puede considerarse excesivo,
pero con el siguiente parámetro se atenúa el efecto.
Probabilidad de mutación de una variable: Especiﬁca la probabilidad
de que los valores de una variable de entrada sufran una mutación dentro
de un individuo elegido para mutar. Por defecto, esta probabilidad está
establecida en un tercio, por lo que se modiﬁca una de cada tres variables de
entrada de un individuo elegido para mutar. Con esta doble probabilidad
de mutación (probabilidad de individuo y de variable) se consigue que sean
bastantes los individuos que puedan cambiar, aunque cada uno de ellos no
se modiﬁque excesivamente. Mediante ensayo y error se ha comprobado
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que este método obtiene mejores resultados que una mutación que realice
cambios muy importantes en pocos individuos.
Rango de la mutación: Esta propiedad especiﬁca cuánto puede cambiar
un valor elegido para mutar, dentro de su intervalo de valores permitidos,
lo que en el capítulo 6 se ha denominado [ai, bi]. Un valor de 1 signiﬁca que
podrá coger cualquier valor de su intervalo de valores permitidos, mientras
que un valor de 0 signiﬁca que el valor no sufrirá ningún cambio.
El entrenamiento se puede iniciar pulsando el botón Entrenar. Una vez
haya terminado el entrenamiento se pueden trasladar los valores del mejor
individuo encontrado por el algoritmo al modelo de SID creado. Este proceso
se realiza mediante el botón Actualizar.
11.2.2.4. Ejecución de modelos de Sistemas de Inferencia Difusa
Esta funcionalidad permite probar el modelo de SID deﬁnido para com-
probar si su comportamiento es correcto. El modelo se puede ejecutar de dos
formas diferentes. Por un lado, se permite la ejecución de casos introducidos
mediante un formulario en la sección superior de la aplicación de ejecución
(ver ﬁgura 11.14). Por otro lado, los casos a ejecutar se pueden introducir
como expresiones de valores separados por comas en la sección inferior de la
aplicación de ejecución.
Figura 11.14. Funcionalidad de ejecución de Aide-FISF
En la opción del formulario el usuario introduce los valores correspon-
dientes a cada una de las variables de entrada. El formulario se crea de forma
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dinámica a partir del metamodelo de datos de entrada presentado en el ca-
pítulo 10. Por lo tanto, sus componentes dependen del número y tipo de las
variables de entrada. Así, para las variables simples y difusas (Amonio, Insuli-
na y Glucemia en la ﬁgura 11.14) el usuario debe introducir un valor numérico,
mientras que para las variables de entrada discretas (caso de la Gasometría
(pH en sangre)) debe elegir una de las opciones que se le ofrecen. Las variables
complejas no se introducen ya que su valor de entrada se inﬁere a partir de
los valores de las variables de entrada simples que las componen. Si alguna
de las variables de entrada está condicionada, el usuario también debe intro-
ducir los datos del paciente correspondientes a esas condiciones. En la parte
superior izquierda de la ﬁgura 11.14 se muestra la opción para introducir la
fecha de nacimiento del paciente, ya que la variable Amonio está condicionada
por la edad del paciente. El botón Ejecutar datos del formulario comienza la
ejecución, antes de la cual se comprueba la validez de los datos introducidos.
En cuanto a la opción de la expresión, el usuario introduce los datos de
entrada separados por comas en el mismo orden en que se han deﬁnido las
variables de entrada. Si alguna variable de entrada está condicionada el valor
correspondiente a su condición se introducirá al comienzo de la expresión. En
el extracto 11.2 se muestra una expresión válida correspondiente a las variables
de entrada mostradas en la ﬁgura 11.14. El botón Ejecutar expresión CSV
primero comprueba la validez de la expresión introducida y, si no hay ningún
error, realiza la ejecución de la misma.
2014-03-25,Bajo ,203 ,179 ,130
Extracto 11.2. Expresión de datos de entrada
Independientemente del sistema de ejecución seleccionado los resultados
se muestran en una página HTML, con la intención de que sean totalmente
interpretables y estén plenamente justiﬁcados.

12
Evaluación de la solución propuesta
En este capítulo se presentan los experimentos que se han realizado pa-
ra evaluar tanto los metamodelos, como las transformaciones y las distintas
herramientas desarrolladas y explicadas en la solución propuesta. Primero
se ha llevado a cabo un experimento para medir la eﬁcacia de Aide-DDE y
Aide-FISF para desarrollar SID en términos de tiempo. Posteriormente se ha
realizado otro experimento para evaluar la eﬁcacia de los SID generados en
términos de tiempo y acierto.
El experimento para medir la eﬁcacia de Aide-DDE y Aide-FISF
para desarrollar SID en términos de tiempo ha servido para comparar
el tiempo que lleva desarrollar un SID ejecutable manualmente (programarlo)
y el tiempo que se necesita para desarrollar ese mismo SID mediante las
herramientas Aide-DDE y Aide-FISF. De esta forma se ha podido concluir si
la tecnología desarrollada en esta tesis es adecuada o no para usarse con el
objetivo para el que se creó.
El experimento para evaluar la eﬁcacia de los SID generados en tér-
minos de tiempo y acierto ha medido la efectividad de un SID desarrollado
mediante Aide-FISF utilizando casos reales. Por un lado, se ha medido la tasa
de acierto del SID, y por otro lado, se ha estimado el tiempo necesario por
profesionales de laboratorio para evaluar los casos y se ha comparado con el
tiempo que ha necesitado el SID para evaluar los casos. Así, se ha podido
comprobar si los SID creados mediante Aide-FISF son adecuadas o no para
dar solución a problemas de clasiﬁcación en el ámbito en que se han probado.
A continuación se explica de forma más detallada cada uno de los experi-
mentos. Posteriormente se realiza una evaluación de los resultados obtenidos.
12.1. Evaluación de la eﬁcacia de Aide-DDE y
Aide-FISF
Este experimento se ha llevado a cabo en el ámbito de la hiperamonemia.
La hiperamonemia es un trastorno metabólico resultante de un alto nivel
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de amonio en sangre. Se trata de una urgencia médica que debe reconocerse
de manera precoz, ya que de lo contrario puede derivar en graves secuelas
neurológicas e incluso la muerte. La hiperamonemia es un síntoma y suele ser
consecuencia de algún trastorno. El interés médico consiste en identiﬁcar el
trastorno causante para que, tratándolo, remita la hiperamonemia.
El grupo Erabaki ha desarrollado una GCI basada en la segunda edición
del Protocolo Hispano-Luso de diagnóstico y tratamiento de las hiperamone-
mias en pacientes neonatos y de más de 30 días de vida (Couce et al., 2009).
Esta GCI ha sido revisada y avalada por expertos independientes de la Aso-
ciación Española para el Estudio de los Errores Congénitos del Metabolismo
(AECOM, 2017) y actualmente está disponible en el portal web Aide-Portal
(Segundo et al., 2009).
Este experimento ha utilizado dos DD contenidos en la mencionada GC: El
primero de los DD se utiliza para obtener una sospecha sobre la posible causa
de la hiperamonemia a partir de un análisis de sangre básico, mientras que el
segundo de los DD se realiza en base a los datos de un análisis especíﬁco y sirve
para identiﬁcar de forma deﬁnitiva el trastorno causante de la hiperamonemia.
El objetivo del DD de sospecha de hiperamonemia es ofrecer un diag-
nóstico aproximado al usuario, ya que se trata de una prueba que hay que
realizar de forma inmediata y que se basa en un análisis básico de sangre.
Debido a la sencillez del diagnóstico, algunos trastornos están agrupados en
base a procedimientos de actuación comunes. Así, por ejemplo, se dispone
de un conjunto de trastornos denominado Trastornos de la beta oxidación de
los ácidos grasos que agrupa a seis trastornos diferentes. En la ﬁgura 12.1
se muestra el DD completo. En total, el DD de sospecha utiliza 7 variables
clínicas (dispuestas en la primera ﬁla de la tabla, una en cada columna) del
análisis básico para discriminar entre 12 trastornos o conjuntos de trastornos
(dispuestos en la primera columna de la tabla, cada uno en una ﬁla).
En cuanto al DD deﬁnitivo, su objetivo es identiﬁcar de forma inequí-
voca el trastorno que causa la hiperamonemia en el paciente, de forma que se
pueda tratar especíﬁcamente. Para realizar este DD se necesita un análisis de
sangre especíﬁco que mida los niveles de aminoácidos en sangre y orina, así
como de ácidos orgánicos, acilcarnitinas, glucemia e insulina. En total, el DD
tiene en cuenta 73 variables clínicas (11 aminoácidos en sangre, 9 aminoáci-
dos en orina, 24 ácidos orgánicos, 28 acilcarnitinas y la proporción entre la
glucemia y la insulina) para discriminar entre 23 trastornos (páginas 34 y 35
de (Couce et al., 2009)). Algunos conjuntos de trastornos del DD de sospe-
cha se han separado en trastornos especíﬁcos. Así, por ejemplo, el conjunto
Trastornos de la beta oxidación de los ácidos grasos se ha dividido en los
trastornos Deﬁciencia de acil-CoA dehidrogenasa de cadena larga (LCAD),
Deﬁciencia de 3-hidroxiacil-CoA dehidrogenasa de cadena larga (LCHAD),
Deﬁciencia de acil-CoA dehidrogenasa de cadena media (MCAD), Deﬁcien-
cia de carnitina-acilcarnitina translocasa (CACT), Deﬁciencia de carnitina
palmitoiltransferasa I (CPT I) y Deﬁciencia de carnitina palmitoiltransferasa
II (CPT II).
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En la tabla 12.1 se pueden ver las características principales de estos dos
DD: número de trastornos, número de variables clínicas y número de rela-
ciones. En esta tabla se puede observar que el diagnóstico deﬁnitivo es más
complejo que el de sospecha, ya que el número de elementos es superior en to-
dos los casos. Por otro lado, se puede concluir que en el DD de sospecha todos
los trastornos están relacionados con todas las variables clínicas (12 · 7 = 84),
cosa que no ocurre en el DD deﬁnitivo (28 · 73 6= 285).
DD de Nº Trastornos Nº Variables Nº Relaciones
hiperamonemia clínicas
Sospecha 12 7 84
Deﬁnitivo 28 73 285
Tabla 12.1. Resumen de los DD de la hiperamonemia
El proceso del experimento ha sido el siguiente: un experto médico ha utili-
zado Aide-DDE para crear los modelo de los DD comentados y posteriormente
un ingeniero del conocimiento ha creado los modelos de SID correspondien-
tes utilizando Aide-FISF. Una vez modelados los SID, se han generado las
versiones ejecutables correspondientes en los lenguajes CLIPS/FuzzyCLIPS
y JESS/FuzzyJESS. Los SID en lenguaje CLIPS/FuzzyCLIPS han sido los
que ﬁnalmente se han integrado en la GCI de la hiperamonemia. Por otro la-
do, otro ingeniero del conocimiento con avanzado conocimiento sobre SID ha
desarrollado los mismos SID ejecutables de forma manual. En ambos procesos
de producción el mismo experto médico ha asesorado a los dos ingenieros del
conocimiento.
En la tabla 12.2 se muestran los tiempos que se han medido durante el
desarrollo de cada uno de los pasos anteriores para el DD de sospecha. El ex-
perto médico ha necesitado alrededor de 1 hora para llevar a cabo el modelado
del DD. Como consideraciones especíﬁcas de este DD se pueden mencionar
que a los trastornos se les ha añadido un vínculo con información sobre los
mismos en el sitio web Orphanet (Inserm, 2017), las variables clínicas tienen
distintas cantidades de valores lingüísticos (por ejemplo, la variables clínica
Gasometría tiene seis valores y la variable Lactato tiene tres) y a todas las
relaciones se les ha establecido el mismo peso. Estas consideraciones se han
incluido en base a la información contenida en la GC y en base a la experiencia
del experto médico.
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DD sospecha Edición con Aide-DDE Edición manual
y Aide-FISF
Creación del modelo de DD 1 h
Creación del modelo de SID 5 h
Generación en lenguaje 1.5 seg
CLIPS/FuzzyCLIPS
Generación en lenguaje 1.3 seg
JESS/FuzzyJESS
Creación de SID en lenguaje 14 h
CLIPS/FuzzyCLIPS
Creación de SID en lenguaje 8.5 h
JESS/FuzzyJESS
Total de tiempo 6 h 22.5 h
Tabla 12.2. Tiempo necesario para crear el SID relativo al DD de sospecha de
hiperamonemia
El ingeniero del conocimiento, por su lado, ha necesitado alrededor de 5
horas, incluyendo el testeo y la corrección de errores del modelo. En base
a la información de la GC y la experiencia del experto médico también se
han tomado una serie de consideraciones en el modelo de SID, tales como que
todas las variables de entrada sean difusas, lo que ha conllevado que se hayan
tenido que deﬁnir los conjuntos difusos de todos los valores lingüísticos, y que
la variable de entrada Amonio esté condicionada por la edad.
Finalmente, la generación de los SID ejecutables se ha llevado a cabo en
1.5 segundos para el lenguaje CLIPS/FuzzyCLIPS y 1.3 segundos para el
lenguaje JESS/FuzzyJESS.
Paralelamente, el ingeniero del conocimiento encargado de deﬁnir el SID
ejecutable de forma manual ha necesitado alrededor de 14 horas para de-
ﬁnir un SID desde cero en lenguaje CLIPS/FuzzyCLIPS. Posteriormente ha
reutilizado parte del trabajo previo para redeﬁnir el SID en lenguaje JESS/-
FuzzyJESS, para lo que ha necesitado 8.5 horas.
En la tabla 12.3 se muestran los tiempos de los pasos de desarrollo del SID
relativo al DD deﬁnitivo de hiperamonemia. El experto médico ha necesitado 2
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horas para crear el modelo de DD. Al igual que en el modelo de DD, también
se han tomado ciertas consideraciones en base a la experiencia del médico y
de la información de la GC. Por ejemplo, los trastornos incluyen un vínculo
a información sobre los mismos en el sitio web Online Mendelian Inheritance
in Man (OMIM, 2017). Otra consideración ha sido que todas las variables
clínicas tienen entre dos y tres valores lingüísticos: Normal y Elevado para las
variables de dos valores y Bajo, Normal y Elevado para las de tres valores.
Por último, se ha decidido que las relaciones tengan distintos pesos. Sin ir
más lejos, para diagnosticar los distintos trastornos de la betaoxidación de los
ácidos grasos las variables clínicas agrupadas dentro de las acilcarnitinas son
las más importantes, y por lo tanto, las relaciones que unen estas variables
clínicas con los trastornos de la betaoxidación tienen un mayor peso. Sin
embargo, para los trastornos del ciclo de la urea las variables más signiﬁcativas
son las que se agrupan dentro de los aminoácidos, por lo que en este caso son
las relaciones que unen los aminoácidos a los trastornos del ciclo de la urea
las que tienen mayor peso.
DD deﬁnitivo Edición con Aide-DDE Edición manual
y Aide-FISF
Creación del modelo de DD 2 h
Creación del modelo de SID 9 h
Generación en lenguaje 3 seg
CLIPS/FuzzyCLIPS
Generación en lenguaje 2.6 seg
JESS/FuzzyJESS
Creación de SID en lenguaje 22 h
CLIPS/FuzzyCLIPS
Creación de SID en lenguaje 17.5 h
JESS/FuzzyJESS
Total de tiempo 11 h 39.5 h
Tabla 12.3. Tiempo necesario para crear el SID relativo al DD deﬁnitivo de hiper-
amonemia
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El ingeniero de conocimiento ha necesitado 9 horas para crear el mode-
lo de SID correspondiente al DD, incluyendo las pruebas y la corrección de
errores inherentes del proceso de edición. Para este modelo únicamente se ha
tenido en cuenta una consideración, en concreto, que 72 de las 73 variables
de entrada sean discretas y una, la proporción entre la insulina y la glucemia,
compleja. Esto ha conllevado que se hayan tenido que deﬁnir dos variables
simples para la Insulina y la Glucemia.
Por último, la generación automática a partir del modelo de SID en los
lenguajes CLIPS/FuzzyCLIPS y JESS/FuzzyJESS se ha llevado a cabo en 3
y 2.6 segundos respectivamente.
En paralelo, el otro ingeniero del conocimiento asesorado por el mismo ex-
perto médico ha necesitado 22 horas para crear el SID ejecutable correspon-
diente al DD deﬁnitivo de hiperamonemia en lenguaje CLIPS/FuzzyCLIPS,
mientras que ha necesitado unas 17.5 horas para redeﬁnirlo en lenguaje JES-
S/FuzzyJESS.
Para obtener una imagen lo más objetiva posible, también hay que tener
en cuenta el tiempo que se ha necesitado para desarrollar la solución propues-
ta. Por lo tanto, en la tabla 12.4 se muestra el tiempo que se ha necesitado
para llevar a cabo cada una de las tareas de la solución propuesta. La deﬁni-
ción del metamodelo de DD se ha realizado en 11.5 horas, lo que incluye la
identiﬁcación de las clases que lo forman con ayuda de expertos médicos, así
como su implementación. El metamodelo de SID, por su lado, se ha deﬁnido
en 19 horas y los metamodelos sobre los datos de entrada y de resultados en
3 horas. En cuanto a las transformaciones, las transformaciones M2M entre
los metamodelos de DD y SID se han deﬁnido en 4.5 horas. Para deﬁnir las
distintas plantillas de las transformaciones M2T se ha necesitado un total de
34 horas. Por último, el diseño e implementación de Aide-DDE y Aide-FISF,
así como la integración de los procesos de transformación en las herramientas
ha llevado un total de 123 horas. Todo esto hace un total de 195 horas.
12.2. Evaluación de la eﬁcacia de los SID generados
Este experimento se ha llevado a cabo dentro del ámbito del cribado neo-
natal. El cribado neonatal (también conocido como prueba del talón) es
una prueba para la detección precoz de trastornos provenientes de un error
innato del metabolismo (EIM) en recién nacidos. El método consiste en reco-
ger una muestra de sangre en las primeras 48 horas de vida del recién nacido
mediante una punción en el talón. Esta muestra se procesa posteriormente
mediante una técnica denominada espectrometría de masas en tándem, que
permite la separación, identiﬁcación y cuantiﬁcación de los metabolitos de
la muestra. En base a estos metabolitos se puede saber si el neonato puede
sufrir una determinada enfermedad metabólica o estar en un grupo de riesgo
de sufrirla. Los laboratorios encargados de realizar los programas de cribado
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Tarea de desarrollo Tiempo (h)
Deﬁnición del metamodelo de DD 11.5
Deﬁnición del metamodelo de SID 19
Deﬁnición de los metamodelos 3
de datos de entrada y resultados
Transformaciones M2M 4.5
Transformaciones M2T 34
Diseño e implementación de 123
Aide-DDE y Aide-FISF
Total de tiempo 195
Tabla 12.4. Tiempo necesario para desarrollar la tecnología de la tesis
neonatal deben analizar miles de muestras al año, por lo que el proceso de
cribado es muy costoso en términos de tiempo.
El cribado neonatal no es un diagnóstico. Esta prueba sirve para la de-
tección precoz de neonatos con mayor probabilidad de sufrir alguno de los
trastornos. Sin embargo, un resultado positivo no implica que vaya a sufrir
dicho trastorno. Una vez detectado hay que realizar diagnósticos clínicos, bio-
químicos e incluso genéticos para conﬁrmar el resultado del cribado.
El grupo Erabaki también ha creado una GCI para realizar el proceso
de cribado neonatal y actualmente está disponible en Aide-Portal. El SID
lo ha desarrollado un ingeniero del conocimiento utilizando Aide-FISF con
la colaboración de un experto médico. A continuación primero se explica el
diseño del modelo de SID para seguidamente especiﬁcar las pruebas realizadas
y los resultados obtenidos.
12.2.1. Diseño de un modelo de SID para el cribado neonatal
El DD de cribado neonatal utiliza un total de 75 variables clínicas para
discriminar entre 48 trastornos diferentes. Los trastornos se dividen en tres
grandes conjuntos: trastornos de aminoácidos, trastornos de ácidos orgánicos
y trastornos de ácidos grasos. En el anexo A se muestra la lista completa de
los trastornos que se valoran en el DD, así como los códigos OMIM por los
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que se identiﬁcan y sus abreviaturas. En adelante se utilizarán estas abrevia-
turas para hacer referencia a los trastornos. Cabe destacar que la acidemia
metilmalónica es un trastorno especial, ya que es un EIM genéticamente he-
terogéneo que puede tener distintos orígenes. Así, la acidemia metilmalónica
asume distintos nombres dependiendo de su origen (ver MUT, Cbl A, B y Cbl
C, D en el anexo A). También hay que indicar que el trastorno B12 Def (Mat)
se reﬁere a una falta maternal de vitamina B12 que puede causar acidemia
metilmalónica en recién nacidos. Por otro lado, la acidemia propiónica es un
EIM difícil de diferenciar de la acidemia metilmalónica utilizando un análisis
bioquímico (Seashore, 2009).
En cuanto a las variables clínicas, se tienen en cuenta los niveles en sangre
de 15 aminoácidos, 27 acilcarnitinas y 33 proporciones entre esas variables
(ver anexo B). Todas las variables clínicas no están relacionadas con todos
los trastornos. De hecho, cada trastorno está relacionado de media con unas
cuatro o cinco variables clínicas. Toda la información relativa a los trastornos,
las variables clínicas y las relaciones que las unen se ha obtenido de distintas
fuentes bibliográﬁcas: (Soria et al., 2009), (Vilarinho et al., 2010), (McHugh
et al., 2011), (Lund et al., 2012) y (Trefz et al., 2017). En la tabla 12.5 se
muestra un resumen del DD de cribado neonatal, mientras que en el anexo C
se muestra el DD completo.
DD Nº Trastornos Nº Variables Nº Relaciones
clínicas
Cribado neonatal 48 75 203
Tabla 12.5. Resumen del DD de cribado neonatal
Durante la edición del modelo de SID se han tenido en cuenta ciertas
consideraciones en base a la experiencia del experto médico y a la bibliografía.
Así, las variables de salida disponen de un vínculo a su página correspondiente
en el sitio web OMIM. En cuanto a las variables de entrada, se ha decidido que
tanto los 15 aminoácidos como las 27 acilcarnitinas sean variables de entrada
difusas, mientras que las 33 proporciones sean variables complejas. En todos
los casos, a las variables de entrada se les han asignado tres valores lingüísticos:
Bajo, Normal y Alto. A cada uno de los valores lingüísticos se le ha añadido
su conjunto difuso correspondiente en base a los datos de la literatura.
Una vez terminada la edición del SID y tras comprobar su funcionamien-
to, se ha creado el SID ejecutable correspondiente en lenguaje CLIPS/Fuzzy-
CLIPS y se ha integrado dentro de la GCI para el cribado neonatal. El proceso
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de deﬁnición del SID ha costado en términos de tiempo un total de 24.5 ho-
ras.
12.2.2. Pruebas realizadas
El SID se ha probado con un total de 152 muestras reales. 112 muestras
pertenecen a sujetos sanos o sujetos sintomáticos pero no sufriendo un tras-
torno proveniente de un EIM, mientras que 40 pertenecen a sujetos con un
trastorno proveniente de un EIM. Las muestras provienen de tres fuentes dis-
tintas y se han dividido en dos conjuntos: muestras de cribado y muestras
clínicas. En la tabla 12.6 se muestra un resumen de las muestras utilizadas
para evaluar el SID.
Conjunto de muestra Valor de muestra Número Total
de muestras de muestras
Muestras de cribado TYR I y TYR II 10 105
Sanos 95
Muestras clínicas PROP 6 47
MCAD 5
GA I 4











Tabla 12.6. Resumen de las muestras utilizadas para evaluar el SID
Las muestras de cribado corresponden a un conjunto de sujetos neonatos.
De un total de 105 muestras, 10 pertenecen a sujetos sufriendo algún trastorno
proveniente de un EIM y el resto pertenecen a sujetos sanos.
Las muestras clínicas, por su lado, pertenecen a sujetos sintomáticos. De
las 47 muestras que forman este conjunto, 30 pertenecen a pacientes sufriendo
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un trastorno proveniente de un EIM y 17 pertenecen a sujetos que no su-
fren un trastorno proveniente de un EIM, pero que tienen una presentación
sintomática parecida.
Los resultados de las pruebas realizadas se muestran resumidos en la tabla
12.7. La versión extendida de los resultados se puede consultar en el anexo D.
De las 105 muestras de cribado el SID ha identiﬁcado correctamente las 10
muestras de tirosinemias, así como las 95 muestras restantes pertenecientes a
sujetos sanos. En lo que a las muestras clínicas se reﬁere, el SID de cribado
ha identiﬁcado correctamente las 17 muestras de sujetos sin trastornos pro-
venientes de un EIM. En otras 13 muestras ha asignado la probabilidad más
alta al trastorno correcto. En 8 de las muestras clínicas el trastorno correcto
no ha obtenido la probabilidad más alta, pero está dentro de un conjunto de
trastornos muy parecidos, donde alguno de estos trastornos sí tiene la proba-
bilidad más alta. Esto ha ocurrido con los trastornos relativos a las acidemias
propiónicas y metilmalónicas. Para el caso de 4 muestras, el trastorno correcto
sí aparece en la lista de resultados, pero otro trastorno ha obtenido la pro-
babilidad más alta. En otras 4 muestras el SID no ha sido capaz de indicar
en la lista de resultados el trastorno correcto. Por último, se ha producido
un falso-negativo, ya que una muestra se ha dado por normal y realmente
pertenece a un sujeto con un trastorno proveniente de un EIM.
En cuanto al tiempo necesario por el SID para analizar las muestras, las
muestras de cribado se han analizado en 103 segundos y las muestras clí-
nicas se han analizado en 23 segundos. En total el SID ha necesitado 126
segundos para analizar las 152 muestras.
En base a una estimación a partir de información proveniente de profesio-
nales de laboratorio, un profesional necesita alrededor de 30 segundos por
muestra para aquellas muestras que sean evidentemente pertenecientes a su-
jetos sanos, mientras que con algunas muestras patológicas pueden necesitar
unos 5 minutos. Extrapolando esta información a las muestras con las que
se han realizado las pruebas se obtiene que un profesional habría necesitado
202 minutos para evaluar las 152 muestras.
12.3. Evaluación de los resultados
En este apartado se exponen y se valoran los resultados obtenidos en las
pruebas realizadas. Primero se comparan los resultados sobre la eﬁciencia de
las herramientas desarrolladas para deﬁnir SID ejecutables frente a la imple-
mentación manual. Posteriormente se evalúan los resultados de la eﬁciencia
de los SID creados en términos de acierto y tiempo.
12.3.1. Eﬁcacia de Aide-DDE y Aide-FISF para desarrollar SID
en términos de tiempo
Para desarrollar el modelo de SID correspondiente al DD de sospecha
utilizando las herramientas Aide-DDE y Aide-FISF el experto médico y el
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Resultado Nº de muestras Nº de muestras Total
de cribado clínicas
Sujetos sin trastornos 95 17 112
provenientes de EIM
Trastorno correcto con 10 13 23
probabilidad más alta
Trastorno correcto incluido 8 8
en conjunto de trastornos
muy parecidos y con la
probabilidad más alta
Trastorno correcto en la 4 4
lista de resultados pero
sin la probabilidad más alta
Trastorno correcto no en 4 4
la lista de resultados
Falso-positivo 0
Falso-negativo 1 1
Tabla 12.7. Resumen de los resultados obtenidos
ingeniero del conocimiento han necesitado un total de 6 horas. Teniendo en
cuenta que la generación automática del SID ejecutable en lenguaje CLIPS/-
FuzzyCLIPS ha sucedido en segundos (por lo tanto, un tiempo despreciable),
se puede concluir que el SID se ha creado en esas 6 horas. El ingeniero del
conocimiento que ha creado el SID equivalente de forma manual ha necesitado
14 horas. La reducción de tiempo de desarrollo por utilizar las herramientas
frente a la programación manual es del 57%. Teniendo en cuenta que la ge-
neración de SID ejecutables en otros lenguajes no lleva tiempo, si se suma
a estos resultados el tiempo que ha necesitado el ingeniero del conocimiento
para desarrollar el mismo SID en lenguaje JESS/FuzzyJESS (8.5 horas), la
reducción del tiempo necesario para crear ambos SID es del 73%.
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Algo parecido ocurre con el desarrollo del SID ejecutable correspondiente
al DD deﬁnitivo. Mediante el uso de Aide-DDE y Aide-FISF el experto médico
y el ingeniero del conocimiento han necesitado 11 horas para crear el modelo
y posteriormente generar el SID ejecutable en lenguaje CLIPS/FuzzyCLIPS.
Al igual que en el DD anterior el tiempo de generación es despreciable. El otro
ingeniero de conocimiento ha necesitado 22 horas para crear este mismo SID.
Con todo ello, la reducción de tiempo es del 50%. Si se tiene en cuenta el
tiempo necesario para crear el SID ejecutable en lenguaje JESS/FuzzyJESS
(17.5 horas) la mejoría del tiempo necesario para el desarrollo es del 72%.
Sin embargo, no hay que olvidar el tiempo que ha llevado desarrollar las
propias herramientas, así como los metamodelos y las transformaciones de
las que hacen uso. Este tiempo es necesario para poder comparar de forma
ﬁdedigna el desarrollo utilizando herramientas y el desarrollo manual.
Visto el tiempo que se ha necesitado para desarrollar toda la tecnología
(195 horas) y teniendo en cuenta que una vez que se dispone de la tecnología
la creación de SID se agiliza mucho, se puede concluir que el uso de las herra-
mientas, o más bien, la creación de las herramientas es rentable siempre que
el número de SID que se desarrollen sea alto. Lógicamente, cuanto más com-
plejo o grande sea el DD original (mayor número de trastornos y de variables
clínicas), mayor será la ventaja de utilizar las herramientas. En la ﬁgura 12.2
se muestra la relación entre el número de SID desarrollados y el número de
horas necesarias para desarrollarlos teniendo como medida el tiempo necesario
para crear el DD deﬁnitivo de la hiperamonemia (11 horas utilizando las he-
rramientas y 22 horas manualmente). Con una línea discontinua se muestra la
relación de horas del desarrollo manual y con una línea continua la relación de
horas del desarrollo con las herramientas. Viendo el gráﬁco se puede concluir
que a partir de 13 DD sale rentable en términos de tiempo crear primero una
infraestructura para el desarrollo de SID.
Figura 12.2. Relación entre el número de SID desarrollados y el tiempo necesario
para desarrollarlos, utilizando Aide-DDE y Aide-FISF (línea continua) y manual-
mente (línea discontinua)
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Con todo esto se puede decir que queda probado que las herramientas
desarrolladas, por lo menos en términos de tiempo, son adecuadas para la
deﬁnición de SID. Por último, cabe añadir que las herramientas no sólo facili-
tan y optimizan el proceso de desarrollo de SID, sino que además facilitan las
modiﬁcaciones y la corrección de errores, ya que éstas se realizan a nivel de
modelo y no a nivel de código como pasa con los SID deﬁnidos manualmente.
12.3.2. Eﬁcacia de los SID generados en términos de acierto y
tiempo
En cuanto a los resultados obtenidos por el SID de cribado neonatal, el SID
ha sido capaz de identiﬁcar correctamente al 100% de los individuos sanos,
así como a todos los individuos sintomáticos pero sin trastornos provenientes
de un EIM. Esto signiﬁca que no ha habido ningún falso-positivo. En lo que a
sujetos con trastornos provenientes de un EIM, el SID ha identiﬁcado correc-
tamente el trastorno correcto con la probabilidad más alta en un 57.5% de
los casos (23 de 40 casos). En otros 8 casos (20%) el trastorno correcto se ha
clasiﬁcado con una probabilidad muy alta y entre un conjunto de trastornos
muy parecidos. Esto ha ocurrido en el caso de aquellas muestras pertenecien-
tes a sujetos afectados por acidemias propiónicas y metilmalónicas. En 4 casos
el SID ha añadido el trastorno correcto en la lista de resultados (10%), pero
ha identiﬁcado otro trastorno con la probabilidad más alta. Finalmente, el
SID no ha sido capaz de identiﬁcar el trastorno correcto en 4 de las muestras
(10%) y se ha producido un falso-negativo (2.5%). Hay que mencionar que
aquellas muestras que el SID no ha sido capaz de identiﬁcar correctamen-
te pertenecían bien a sujetos en edad adulta (por lo tanto los intervalos de
referencia de neonatos no son precisos), bien a sujetos bajo medicación, bien
eran presentaciones muy débiles del trastorno o bien faltaba información sobre
alguno de los valores de entrada con mayor importancia.
En lo que al tiempo necesario para procesar las muestra se reﬁere, el SID
ha analizado las 152 muestras en 126 segundos, mientras que un profesional
de laboratorio habría necesitado 202 minutos. Esto signiﬁca que el uso del
SID reduce el tiempo necesario en un 98%.
Aunque el número de muestras resulta bastante limitado, los resultados
son prometedores en términos de acierto. En cuanto a la ganancia de tiempo,
la mejoría es evidente. Incluso en el caso de que el SID sólo se utilizase para






La parte V concluye la exposición del trabajo de investigación reali-
zado.
El capítulo 13 resume las aportaciones realizadas.
El capítulo 14 describe las vías de investigación y desarrollo que que-
dan abiertas.
Por último, el capítulo 15 enumera los artículos de investigación que




En este capítulo se resumen las principales aportaciones a las que ha dado
lugar el presente trabajo de tesis doctoral.
Respecto al primer objetivo de la tesis, la deﬁnición de recursos basados
en MDDM para crear SID a partir de DD, esta tesis ha supuesto las siguien-
tes cinco aportaciones. La primera aportación es la representación de los
DD mediante un metamodelo. El metamodelo de DD presentado es inde-
pendiente de la computación, ya que sólo hace uso de conceptos del dominio
médico. Esto hace que los modelos de DD sean más comprensibles por parte
de los profesionales médicos, de forma que se sientan más cómodos y puedan
participar activamente en el proceso de deﬁnición de los DD.
La segunda aportación consiste en la representación de los SID me-
diante un metamodelo. El metamodelo de SID presentado es independiente
de la plataforma, ya que sólo hace uso de conceptos que son comunes para
todos los SID. De esta forma, los diseñadores encargados de deﬁnir los SID
pueden centrarse en la correcta deﬁnición del modelo sin preocuparse por las
características concretas de un sistema operativo o lenguaje de programación
especíﬁco. Cabe destacar también losmodelos de SID para el diagnóstico
de la hiperamonemia y el cribado neonatal desarrollados. A partir de
estos modelos se han generado varios SID ejecutables que se han integrado
en GCI que siguen la representación Aide. Además, se ha creado una apli-
cación de escritorio que permite realizar cribado neonatal a partir
de los ﬁcheros de datos obtenidos de un espectrómetro de masas. El
SID utilizado por esta aplicación y por una de las GCI provienen del mismo
modelo de SID, lo que da por probado que los modelos de SID son totalmen-
te reutilizables, aunque las soluciones ﬁnales en que se van a utilizar tengan
funcionamientos diferentes.
La tercera aportación son las transformaciones M2M entre los mo-
delos de DD y SID. Estas transformaciones permiten que a los profesionales
médicos se sientan más implicados en el proceso al comprobar que el conoci-
miento plasmado en los modelos de DD se traslada de forma correcta a los
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modelos de SID. Por otro lado, utilizando estas transformaciones también se
evitan los errores inherentes de la programación manual.
La cuarta aportación son las transformaciones M2T entre el modelo
de SID y los distintos lenguajes de ejecución de SID. Estas transfor-
maciones permiten generar SID ejecutables en distintos lenguajes en cuestión
de segundos y evitando los errores innatos de la programación manual. Ade-
más, con la deﬁnición de nuevas plantillas se pueden agregar otros lenguajes
objetivos de forma relativamente sencilla. La independencia de las transfor-
maciones respecto a los modelos puede incluso permitir la utilización de otros
sistemas de clasiﬁcación diferentes de los SID. En este caso, sólo habría que
deﬁnir nuevos metamodelos para esos sistemas de clasiﬁcación, así como las
transformaciones pertinentes.
La quinta aportación son las representaciones de los datos de entra-
da y de los resultados. El metamodelo de los datos de entrada permite
crear distintas interfaces para la introducción de datos en los SID, de forma
que los modelos de SID son totalmente independientes de las interfaces que
se utilizan para introducir los datos. De la misma forma, el metamodelo de
resultados permite mostrar los resultados en distintos formatos dependiendo
de la solución objetivo. Así, para el caso de las GCI ejecutables en el nave-
gador web los resultados se pueden mostrar en páginas de HTML, mientras
que si los SID se quieren utilizar en aplicaciones de escritorio los resultados se
pueden mostrar en documentos estructurados o en ﬁcheros XML que puedan
ser posteriormente utilizados por otras aplicaciones.
En cuanto al segundo objetivo de la tesis, el diseño de herramientas para
la construcción de DD y SID, esta tesis ha supuesto las siguientes dos aporta-
ciones. La primera aportación es el editor de DD, el cual sirve para deﬁnir
modelos de DD. Este editor está dirigido a profesionales médicos y facilita el
trabajo de los mismos, ya que obvia cualquier concepto computacional. Este
editor está diseñado para integrarse con el editor Aide-MAT, el editor para la
deﬁnición de GCI dirigido a los profesionales médicos.
La segunda aportación es el framework para SID que permite editar
modelos de SID y trabajar sobre ellos. Este editor incluye la transformación
entre modelos de DD y SID. También incluye funcionalidades para generar
SID ejecutables a partir de los modelos de SID y para simular ejecuciones
de los modelos de SID. Este editor se ha diseñado para ser integrado en el
editor Aide-KAT, el editor para la deﬁnición de GCI dirigido a ingenieros del
conocimiento. Las dos herramientas creadas mantienen el método de desarrollo
de GCI de Aide-GTP (dos niveles de editores) así como su experiencia de
usuario. Todo ello permite crear SID en base a los DD contenidos en las GC
mientras éstas están siendo transformadas a sus equivalentes informatizadas.
De esta forma se facilita y agiliza el proceso de desarrollo de GCI.
Por último, respecto al tercer objetivo de la tesis, el uso de técnicas de
aprendizaje automático para la mejora de los SID creados, esta tesis aporta
el uso de un AG para el entrenamiento de los modelos de SID. Está
contrastado que los AG son un método de entrenamiento adecuado para la
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mejora de las prestaciones de los SID. Aunque el uso de sistemas de aprendi-
zaje automático no es una novedad en lo que a frameworks para el desarrollo
de SID siguiendo la metodología MDL se reﬁere, en el ámbito de la medicina
las soluciones creadas ad hoc que utilizan SID previamente entrenados siguen
siendo una minoría. Además, el AG implementado no está cerrado y es total-
mente parametrizable por los usuarios. Éstos pueden modiﬁcar casi todos los
parámetros del AG, desde el número de individuos de la población hasta los
porcentajes de individuos a cruzarse y mutar pasando por los propios métodos




En este capítulo se explican los trabajos futuros que podrían completar la
investigación presentada en esta tesis, los cuales se resumen en:
Ofrecer más opciones de confección de SID.
Añadir nuevos sistemas de entrenamiento de SID.
Añadir nuevos lenguajes de ejecución de SID.
Añadir nuevos modelos de sistemas de clasiﬁcación.
Ofrecer una representación gráﬁca del conocimiento.
Ofrecer soporte para la gestión del conocimiento médico.
Aumentar las opciones de confección de SID consiste en permitir
utilizar más tipos de funciones de implicación y de FP. En este momento,
los SID utilizados en la tesis hacen uso de una única función de implicación
(mínimo) y una única FP (trapezoidal). Aunque el formalismo de SID utilizado
no permite añadir funciones de agregación y desfuzziﬁcación, la inclusión de
otras funciones de implicación y FP permitirá que los usuarios tengan mayor
libertad a la hora de diseñar los SID.
La adición de otros sistemas de entrenamiento consiste en poder
utilizar otros algoritmos de entrenamiento diferentes para mejorar las carac-
terísticas de los SID. Aunque los AG han demostrado ser una opción que ofrece
buenos resultados, puede que haya otros sistemas de entrenamiento que sean
más efectivos en términos de eﬁciencia y tiempo con algunos tipos de SID
concretos. Además, la mejora no tiene por qué limitarse a mejorar las FP del
SID, se pueden incluir sistemas de entrenamiento que también mejoren la base
de conocimiento del SID.
La adición de otros lenguajes de ejecución consiste en añadir nuevos
lenguajes objetivos a los que transformar los modelos de SID. Actualmente
los SID modelados se pueden transformar a tres lenguajes de ejecución de SID
diferentes. Aunque estos lenguajes han resultado una buena solución en tér-
minos de eﬁciencia, requieren de motores de ejecución especíﬁcos. Los nuevos
lenguajes incluidos pueden ser lenguajes de programación generalistas como
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Java y C que no requieran de un motor de ejecución especíﬁco. De esta mane-
ra, se puede mejorar la integración de los SID ejecutables en otras soluciones.
También se pueden incluir lenguajes especíﬁcos para la representación de SID,
tales como los utilizados en FuzzyTech, Xfuzzy 3.0 y FisPro. Esto facilitaría
la interacción entre distintas herramientas con objetivos parecidos.
La adición de otros modelos de sistemas de clasiﬁcación consis-
te en permitir utilizar modelos de sistemas de clasiﬁcación que no sean SID.
Dado que los modelos de DD son independientes de los conceptos de compu-
tación se podría añadir cualquier sistema de clasiﬁcación que permitiese la
transformación desde los modelos de DD.
El ofrecer una representación gráﬁca del conocimiento consiste
en mejorar la forma en la que se muestra el conocimiento contenido en las
herramientas creadas. Otras representaciones, tales como mapas conceptuales
o mapas mentales, pueden facilitar la asimilación y el procesamiento de la
información contenida en los DD.
El ofrecimiento de soporte para la gestión del conocimiento mé-
dico consiste en ofrecer no sólo herramientas para el procesamiento del co-
nocimiento de los DD, sino ir más allá y dar soporte al contexto del propio
DD. Por ejemplo, se podría pensar en permitir generar pequeños protocolos
de actuación cuyo elemento principal sea un DD. De esta forma, se permitiría
la generación de protocolos ejecutables dirigidos por el resultado del DD.
15
Publicaciones generadas
El trabajo realizado durante la presente tesis doctoral ha generado 19 pu-
blicaciones. Concretamente se han publicado 4 artículos en revistas indexadas
en el Journal Citation Reports, se han realizado 5 participaciones en congresos
internacionales y 6 participaciones en congresos nacionales y se han publicado
2 libros y 2 informes técnicos. 13 de las publicaciones han surgido a raíz del
diseño y construcción de la plataforma Aide-GTP, de la que también son parte
las herramientas para la deﬁnición de DD y SID presentadas en esta tesis.
En el VIII Congreso Nacional de Errores Congénitos del Metabolismo se
presentó una versión inicial tanto del formalismo de representación de GCI
utilizado en Aide-GTP como de la propia plataforma, en el ámbito de la GCI
para el diagnóstico y tratamiento de la Hiperamonemia (Segundo et al., 2009).
En esta publicación ya se describían unas versiones iniciales de los diagnós-
ticos sobre esta enfermedad explicados en el capítulo 12. Cabe destacar que
esta publicación recibió el premio a la mejor comunicación del congreso. Pos-
teriormente, en el III Simposio sobre Lógica Fuzzy y Soft Computing, el cual se
llevó a cabo en el marco del III Congreso Español de Informática, se presentó
una versión preliminar de la representación de SID para ser integrados en GCI
(Segundo et al., 2010). La versión ﬁnal de la representación de SID, así como
del proceso de creación automática utilizando MDDM se publicó en la revista
Applied Soft Computing (índice JCR de 2,857) (Segundo et al., 2015b).
En el 12th Annual Meeting Health Technology Assessment international
se presentó la aplicación de escritorio DSScreening que utiliza un SID para
ayudar en el proceso de cribado neonatal (Segundo et al., 2015a). En ese mismo
congreso también se presentó el estudio realizado sobre la problemática de la
informatización de los DD (López-Cuadrado et al., 2015). Una explicación
más detallada de DSScreening se ha publicado en la revista Expert Systems
with Applications (índice JCR de 2,981) (Segundo et al., 2017).
En las XV Jornadas de Ingeniería del Software y Bases de Datos dentro
del III Congreso Español de Informática se presentó una primera versión de
la representación de GCI Aide formalizada mediante un metamodelo, donde
se utilizan los SID presentados en esta tesis (Buenestado et al., 2010). Una
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versión muy similar al formalismo de representación actual se presentó en
el marco del XXIII International Conference of the European Federation for
Medical Informatics (Buenestado et al., 2011).
En las VIII Jornadas de Aplicaciones y Transferencia Tecnológica de la
Inteligencia Artiﬁcial, dentro del III Congreso Español de Informática, se pre-
sentó una primera versión de la plataforma de ejecución de GCI Aide-GEP y
del portal web Aide-Portal (Iruetaguena et al., 2010). Estas primeras versio-
nes se comunicaban con un motor de ejecución que llevaba a cabo los cálculos
de unos SID bastante primarios. En el XXIII International Conference of
the European Federation for Medical Informatics se presentó la evolución de
la plataforma de ejecución y más concretamente del portal (Barrena et al.,
2011). En esta nueva versión la plataforma Aide-GEP ya se conectaba a un
motor de ejecución de SID que utilizaba una versión casi deﬁnitiva de los
SID. Posteriormente se realizó un estudio clínico sobre el nivel aceptación y
de experiencia de usuario de Aide-Portal en el contexto de la GCI para el
diagnóstico y tratamiento del asma pediátrica en la revista Journal of Me-
dical Systems (índice JCR de 2,164) (Buenestado et al., 2013c). Esta guía
incluía cálculos complejos desarrollados utilizando parte de las herramientas
presentadas en esta tesis. Asimismo, también se realizó un estudio piloto para
evaluar la mejoría clínica asistencial de pacientes pediátricos con asma (Korta
et al., 2014).
En el contexto de la utilización de la plataforma Aide-GTP, se publicaron
dos libros describiendo las funcionalidades de la plataforma desde el punto de
vista del médico-usuario y del administrador y cómo utilizar dichas funciona-
lidades (Buenestado et al., 2013a) (Iruetaguena et al., 2013b). El contenido
de estos libros, bajo un punto de vista más técnico, se publicó en dos infor-
mes técnicos del departamento de Lenguajes y Sistemas Informáticos de la
UPV/EHU (Buenestado et al., 2013b) (Iruetaguena et al., 2013a).
En el VII International Symposium on Distributed Computing and Arti-
ﬁcial Intelligence que tuvo lugar en el marco del III Congreso Español de
Informática se presentó una primera versión del proceso de elaboración, im-
plementación y actualización de GCI (donde también se incluye el proceso de
informatización de DD) (Pikatza et al., 2010). En el III Congreso Nacional
de Atención Sanitaria al Paciente Crónico se presentó una versión mejorada
y formalizada de ese proceso (Pikatza et al., 2011). Finalmente, en la revista
Expert Systems with Applications (índice JCR de 2,981) se publicó un méto-
do para la actualización automática de bibliografía (Iruetaguena et al., 2012).
Este método era utilizable para facilitar la tarea de actualización tanto de GC
como de GCI, así como para buscar nuevas versiones de DD.
Finalmente, el desarrollo de la tecnología de Aide-GTP ha dado como re-
sultado 9 modelos de utilidad inscritos en el registro de la propiedad intelec-
tual. Estos modelos son los referentes a distintas versiones de los componentes
de Aide-GTP, así como a las GCI para el diagnóstico y tratamiento del asma
y de la hiperamonemia. Durante la presente tesis también se ha participado
en 16 proyectos de investigación con ﬁnanciación pública y se ha ﬁrmado un
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contrato con un empresa y un acuerdo de colaboración con el Ministerio de
Sanidad, Servicios Sociales e Igualdad.
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ATrastornos evaluados en el DD de cribado
neonatal
En este anexo se muestran todos los trastornos que se tienen en cuenta en
el DD de cribado neonatal. En las tablas A.1 y A.2 se muestran los trastornos
de aminoácidos, en las tablas A.3 y A.4 los trastornos de ácidos orgánicos y en
la tabla A.5 los trastornos de ácidos grasos. Para cada trastorno se muestra
su nombre en inglés, así como su abreviatura más común y, en caso de tenerlo,
su código de identiﬁcación en el sitio web OMIM (OMIM, 2017).
Hay que tener en cuenta que la acidemia metilmalónica es un caso especial
(ver tabla A.4). Se trata de un trastorno genéticamente heterogéneo que inclu-
ye tanto a pacientes con un defecto enzimático parcial o completo y pacientes
con defectos en la síntesis de la coenzima adenosilcobalamina. Mientras que
los pacientes del primer caso se etiquetan como MUT, aquellos que tienen el
defecto de la cobalamina se clasiﬁcan de acuerdo al grupo de complementación
de la coenzima especíﬁco (Cbl A, B y Cbl C, D). El transtorno B12 Def (mat)
se reﬁere a recién nacidos que tienen una acidemia metilmalónica debido a un
déﬁcit de vitamina B12 de la madre.
# Trastorno de aminoácido Abreviatura Código OMIM
1 5,10-Methylenetetrahydrofolate MTHFR 607093
reductase
2 Argininemia ARG 207800
3 Arginosuccinic aciduria ASA 207900
4 Carbamoyl phosphate synthetase I CPS 237300
deﬁciency, Hyperammonemia due to
Tabla A.1. Lista de los trastornos de aminoácidos que se valoran en el DD de
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# Trastorno de aminoácido Abreviatura Código OMIM
5 Citrullinemia, classic CIT I 215700
6 Citrullinemia, type II, Neonatal-onset CIT II 605814
7 Glycine encephalopathy NKHG 605899
8 Homocystinuria due to cystathionine HCY 236200
beta-sinthase deﬁciency
9 Maple syrup urine disease MSUD 248600
10 Methionine adenosyltransferase MET 250850
deﬁciency
11 Ornithine transcarbamylase deﬁciency, OTC 311250
Hyperammonemia due to
12 Phenylketonuria PKU 261600
13 Pyruvate carboxylase deﬁciency PC 266150
14 Tyrosinemia, type I TYR I 266150
15 Tyrosinemia, type II TYR II 276600
Tabla A.2. Lista de los trastornos de aminoácidos que se valoran en el DD de
cribado neonatal (continuación)
# Trastorno de ácido orgánico Abreviatura Código OMIM
1 2-Methylbutyryl-CoA 2MBG 610006
dehydrogenase deﬁciency
2 3-Hydroxy-3-Methylglutaryl-CoA HMG 246450
lyase deﬁciency
3 3-Methylcrotonyl-CoA 3MCC 210200
carboxylase 1 deﬁciency
4 3-Methylchrotonyl-CoA carboxylase, 3MCC (mat)
deﬁciency, Maternal
Tabla A.3. Lista de los trastornos de ácidos orgánicos que se valoran en el DD de
cribado neonatal
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# Trastorno de ácido orgánico Abreviatura Código OMIM
5 3-Methylglutaconic aciduria, Type 1 3MGA 250950
6 Alpha-Methylacetoacetic aciduria BKT 203750
7 Encephalopathy, Ethylmalonic EE 602473
8 Holocarboxylase sinthetase deﬁciency MCD 253270
9 Glutamate formiminotransferase deﬁciency FIGLU 229100
10 Glutaric acidemia I GA I 231670
11 Isobutyryl-CoA dehydrogenase deﬁciency IBG 611283
12 Isovaleric acidemia IVA 243500
13 Malonyl-CoA decarboxylase deﬁciency MAL 248360
14 Methylmalonic aciduria, cblA type Cbl A, B 251100
15 Methylmalonic aciduria, cblB type Cbl A, B 251110
16 Methylmalonic aciduria and Cbl C, D 277400
homocystinuria, cblC type
17 Methylmalonic aciduria and Cbl C, D 277410
homocystinuria, cblD type
18 Methylmalonic aciduria due to MUT 251000
methylmalonyl-CoA mutase deﬁciency
19 Propionic acidemia PROP 606054
20 Vitamin B12 deﬁciency, Maternal B12 Def (mat)
Tabla A.4. Lista de los trastornos de ácidos orgánicos que se valoran en el DD de
cribado neonatal (continuación)
204 A Trastornos evaluados en el DD de cribado neonatal
# Trastorno de ácidos grasos Abreviatura Código OMIM
1 3-Hydroxyacyl-CoA SCHAD 231530
dehydrogenase deﬁciency
2 Acyl-CoA dehydrogenase, Medium chain, MCAD 201450
Deﬁciency of
3 Acyl-CoA dehydrogenase, Medium chain, MCAD (het)
Deﬁciency of, Heterozygous
4 Acyl-CoA dehydrogenase, Short chain, SCAD 201470
Deﬁciency of
5 Acyl-CoA dehydrogenase, Very long-chain, VLCAD 201475
Deﬁciency of
6 Carnitine deﬁciency, Systemic primary CUD 212140
7 Carnitine deﬁciency, Systemic primary, Maternal CUD (mat)
8 Carnitine palmitoyltransferase I deﬁciency CPT I 255120
9 Carnitine palmitoyltransferase II deﬁciency, CPT II 608836
Lethal neonatal
10 Carnitine-acylcarnitine translocase deﬁciency CACT 212138
11 Long chain 3-Hydroxyacyl-CoA LCHAD 609016
dehydrogenase deﬁciency
12 Mitochondrial trifunctional protein deﬁciency TFP 609015
13 Multiple Acyl-CoA dehydrogenase deﬁciency MADD 231680
Tabla A.5. Lista de los trastornos de ácidos grasos que se valoran en el DD de
cribado neonatal
BVariables clínicas tenidas en cuenta en el DD de
cribado neonatal
En este anexo se muestran todas las variables clínicas que se tienen en
cuenta en el DD de cribado neonatal. Las variables se han distribuido en
tres conjuntos dependiendo de su tipo. Así, la tabla B.1 muestra las variables
clínicas que son aminoácidos, la tabla B.2 muestra las variables que son acil-
carnitinas y la tabla B.3 muestra las variables que son proporciones entre las
otras variables clínicas.
# Aminoácido # Aminoácido # Aminoácido
1 Alanina 6 Glutamina 11 Succinilacetona
2 Arginina 7 Homocisteína 12 Fenilalanina
3 Argininosuccinato 8 Lisina 13 Tirosina
4 Citrulina 9 Metionina 14 Valina
5 Glicina 10 Ornitina 15 Xleucina
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# Acilcarnitina # Acilcarnitina # Acilcarnitina
1 C0 10 C5:1 19 C14:2
2 C3 11 C6 20 C16
3 C3DC 12 C6DC 21 C16-OH
4 C4 13 C8 22 C16:1-OH
5 C4-OH 14 C10 23 C18
6 C4DC 15 C10:1 24 C18-OH
7 C5 16 C12 25 C18:1
8 C5-OH 17 C14 26 C18:1-OH
9 C5DC 18 C14:1 27 C18:2
Tabla B.2. Lista de las acilcarnitinas que se valoran en el DD de cribado neonatal
# Proporción # Proporción # Proporción # Proporción
1 Arginina / Ornitina 10 Xleucina / Alanina 19 C4 / C8 28 C14:2
2 Argininosuccinato / 11 Xleucina / 20 C5 / C0 29 C14:2
Arginina Fenilalanina
3 Citrulina / Arginina 12 C0 / (C16 + C18) 21 C5 / C2 30 C14:2
4 Citrulina / Fenilalanina 13 C3 / Metionina 22 C5 / C3 31 C14:2
5 Fenilalanina / Tirosina 14 C3 / C2 23 C5-OH / C0 32 C14:2
6 Glutamato / Citrulina 15 C3 / C16 24 C5-OH / C8 33 C14:2
7 Glutamina / Citrulina 16 C3DC / C10 25 C18:1
8 Metionina / Fenilalanina 17 C4 / C2 26 C18:1-OH
9 Valina / Fenilalanina 18 C4 / C8 27 C18:2
Tabla B.3. Lista de las proporciones que se valoran en el DD de cribado neonatal
CDiagnóstico Diferencial de cribado neonatal
En este anexo se especiﬁca el DD de cribado neonatal. Los trastornos
se muestran en la primera columna y para cada uno de ellos en la segunda
columna se muestran las variables clínicas que les afectan. Las columnas eti-
quetadas como {1}, {2}, {3}, {4} y {5} hacen referencia a las cinco fuentes
bibliográﬁcas consultadas para deﬁnir el DD, (Soria et al., 2009), (Vilarinho
et al., 2010), (McHugh et al., 2011), (Lund et al., 2012) y (Trefz et al., 2017),
respectivamente. Para cada una de estas fuentes se muestra si la fuente hace
referencia a la relación entre la variable clínica y el trastorno y cómo es esa
relación. Así, si la celda está vacía signiﬁca que la fuente bibliográﬁca no tiene
en cuenta la variable clínica para ese trastorno. Un símbolo positivo (+) indi-
ca que la variable clínica tiene un valor elevado respecto al trastorno, mientras
que un símbolo negativo (-) signiﬁca que la variable clínica tiene un valor por
debajo de la normalidad para ese trastorno. Por último, la última columna
muestra el peso (en el rango [0, 1]) que se ha indicado para cada una de las
relaciones entre las variables clínicas y los trastornos en el modelo de DD.
Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
NHKG Glicina + + 1.0000
Arginina + + + + + 0.6667
Citrulina / Arginina - 0.1111
Argininosuccinato / Arginina - 0.1111
ARG Arginina / Ornitina + 0.1111
Tabla C.1. DD de cribado neonatal
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Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
Metionina + + + + 0.6250
Homocisteína + + 0.2500
HCY Metionina / Fenilalanina + 0.1250
Metionina + + 0.6000
MET Metionina / Fenilalanina + 0.4000
Metionina - - 0.4000
Homocisteína + + 0.4000
MTHFR Metionina / Fenilalanina - 0.2000
Citrulina + + + + 0.6250
Citrulina / Arginina + + 0.2500
CIT I Citrulina / Fenilalanina + 0.1250
Citrulina + + + 0.5000
Citrulina / Arginina + + 0.2500
Citrulina / Fenilalanina + 0.1250
CIT II Arginina + 0.1250
Argininosuccinato + + + + 0.3846
Citrulina + + + + 0.3077
Argininosuccinato / Arginina + + 0.1538
Citrulina / Fenilalanina + + 0.0769
Glutamina + 0.0385
ASA Lisina + 0.0385
Citrulina + + 0.3846
Citrulina / Arginina + 0.1538
Citrulina / Fenilalanina + 0.1538
Tirosina + 0.1538
Alanina + 0.0769
PC Lisina + 0.0769
Citrulina - - 0.3333
Glutamato / Citrulina + 0.1667
Citrulina / Fenilalanina - 0.1667
Glutamina / Citrulina + 0.1667
Glutamina + 0.0833
OTC Ornitina - 0.0833
Tabla C.2. DD de cribado neonatal (continuación)
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Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
Citrulina - - 0.3636
Glutamato / Citrulina + 0.1818
Citrulina / Fenilalanina - 0.1818
Glutamina / Citrulina + 0.1818
CPS Glutamina + 0.0909
Xleucina + + + + + 0.3846
Valina + + + 0.2308
Xleucina / Alanina + + 0.1538
Xleucina / Fenilalanina + + 0.1538
MSUD Valina / Fenilalanina + 0.0769
Fenilalanina + + + + 0.5714
PKU Fenilalanina / Tirosina + + + 0.4286
Tirosina + + + + 0.6154
Succinilacetona + + 0.3070
TYR I Metionina + 0.0769
TYR II Metionina + + + + 1.0000
C5-OH + + + + + 0.6250
C5-OH / C0 + + 0.2500
3MCC C5-OH / C8 + 0.1250
C5-OH / C0 + 0.3333
C5-OH / C8 + 0.3333
C5-OH + 0.1667
3MCC (mat) C0 - 0.1667
C5-OH + + + 0.5000
C5-OH / C0 + + 0.3333
3MGA C5-OH / C8 + 0.1667
C5-OH + + + + 0.4000
C6DC + + + + 0.3000
C5-OH / C0 + + 0.2000
HMG C5-OH / C8 + 0.1000
C5-OH + + + 0.4286
C5-OH / C0 + + 0.2857
C5-OH / C8 + 0.1428
MCD C3 + 0.1428
Tabla C.3. DD de cribado neonatal (continuación)
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Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
C5:1 + + + 0.4286
C5-OH + + 0.2857
C4-OH + 0.1428
BKT C5-OH / C8 + 0.1428
C3 + + + 0.2857
C3 / C2 + + 0.1905
C3 / C16 + + 0.1905
C3 / Metionina + + 0.1905
Metionina - - 0.0952
Cbl C, D Homocisteína + 0.0476
C3 + 0.4000
C3 / C2 + 0.2000
C3 / C16 + 0.2000
B12 Def (mat) C3 / Metionina + 0.2000
C3 + + + + + 0.3846
C3 / C2 + + + + 0.3078
C3 / C16 + + 0.1538
MUT C4DC + + 0.1538
C3 / C2 + + 0.4000
C3 / C16 + + 0.2667
C3 + + 0.2667
Cbl A, B Glicina + 0.0667
C3 + + + + + 0.4167
C3 / C2 + + + + 0.3333
C3 / C16 + + 0.1667
Glutamina + 0.0417
PROP Glicina + 0.0417
C5 + 0.3750
C5 / C2 + 0.2500
C5 / C0 + 0.1250
C5 / C3 + 0.1250
2MBG C5-OH + 0.1250
Tabla C.4. DD de cribado neonatal (continuación)
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Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
C5 + + + + 0.5000
C5 / C3 + 0.2500
C5 / C2 + 0.1250
IVA C5 / C0 + 0.1250
C4 + 0.4286
C4 / C3 + 0.2857
C4 / C2 + 0.1428
EE C5 / C3 + 0.1428
C4 / C3 + 0.4286
C4 + 0.2857
C4 / C2 + 0.1428
FIGLU C4 / C8 + 0.1428
C4 + + + 0.5555
C4 / C3 + 0.2222
C4 / C2 + 0.1111
IBG C4 / C8 + 0.1111
C5DC + + + + + 0.5000
C5DC / C16 + 0.2500
C5DC / C5-OH + 0.1667
GA I C5DC / C8 + 0.0833
C3DC / C10 + 0.6667
MAL C3DC + 0.3333
C0 - - - - 0.4444
C3 - 0.2222
C18:1 - 0.2222




CUD (mat) C3 / Metionina - 0.1428
Tabla C.5. DD de cribado neonatal (continuación)
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Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
C0 / (C16 + C18) + + + + 0.2857
C16 - - - 0.2381
C0 + + 0.1905
C3 / C16 + 0.1428
CPT I C18 - 0.1428
C16 + + + 0.2000
C18:1 + + + 0.2000
(C16 + C18:1) / C2 + 0.1333




C0 / (C16 + C18) - 0.0667
CPT II C16:1-OH + 0.0667
C16 + + + 0.3000
(C16 + C18:1) / C2 + 0.2000
C18 + 0.1000
C18:1 + + 0.1000
C18:2 + 0.1000
C5DC / C5-OH + 0.1000
CACT C18:1-OH + 0.1000
C10 + + + + 0.1379
C4 + + + + 0.1379
C12 + + + 0.1034
C5 + + + 0.1034
C8 + + + 0.1034
C16 + + + 0.1034
C6 + + 0.0689
C14 + + 0.0689
C14:1 / C2 + 0.0345
C8 / C2 + 0.0345
C18 + 0.0345
C5DC + 0.0345
MADD C14:1 + 0.0345
Tabla C.6. DD de cribado neonatal (continuación)
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Trastorno Variable clínica {1} {2} {3} {4} {5} Peso
C14:1 + + + + + 0.3125
C14:2 + + + + 0.2500
C14:1 / C16 + + 0.1250
C14 + + 0.1250
C14:1 / C2 + + 0.1250
C18:1 + 0.0312
VLCAD C16 + 0.0312
C18:1-OH + + + + + 0.2703
C16-OH + + + + + 0.2703
C18-OH + + + + 0.2162
C16-OH / C16 + + + 0.1622
C16:1-OH + 0.0540
LCHAD C18:1 + 0.0270
C18:1-OH + + 0.3333
C16-OH + + 0.3333
C16-OH / C16 + 0.1667
TFP C18-OH + 0.1667
C5DC / C16 + 0.4286
C4-OH + 0.2857
C3 / C16 + 0.1428
MSCHAD C5DC / C8 + 0.1428
C8 + + + + + 0.3448
C8 / C10 + + + + + 0.3448
C6 + + 0.1379
C8 / C2 + 0.0690
C10 + 0.0690
MCAD C10:1 + 0.0345
C8 + 0.4286
C10 + 0.2857
C8 / C2 + 0.1428
MCAD (het) C6 + 0.1428
C4 + + + + 0.2727
C4 / C2 + + + + 0.2727
C4 / C3 + + + + 0.2727
SCAD C4 / C8 + + 0.1818
Tabla C.7. DD de cribado neonatal (continuación)

DResultados obtenidos por el SID de cribado
neonatal
En este anexo se muestran los resultados obtenidos por el SID de cribado
neonatal para las pruebas realizadas en el capítulo 12. Las muestras de cribado
se han etiquetado como Cribado_XX y las muestras clínicas se han etiquetado
como Clinica_XX. La primera columna presenta el código de la muestra,
mientras la segunda columna indica el resultado esperado y la tercera columna
el resultado obtenido por el SID. La cuarta columna muestra la probabilidad
de los resultados de la tercera columna (cuando es necesario) y ﬁnalmente,
la quinta columna indica el Índice de Calidad de la Información (ICI) de los
resultados.
Sólo se muestran los resultados para aquéllas variables de salida que hayan
obtenido una probabilidad mayor que 50%. En caso de que todas ellas obten-
gan una probabilidad por debajo de ese umbral el resultado de la muestra se
considera normal.
Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
Cribado_1 TYR TYR II 86,11 86,11
TYR II 86,11 86,11






Tabla D.1. Resultados obtenidos por el SID de cribado neonatal
216 D Resultados obtenidos por el SID de cribado neonatal
Muestra Resultado Resultado Probabilidad ICI























TYR II 67,36 86,11





Tabla D.2. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
TYR II 86,11 86,11
Cribado_35 TYR TYR I 55,36 91,07
TYR II 86,11 86,11
TYR II 86,11 86,11
Cribado_36 TYR TYR I 55,36 91,07
TYR II 86,11 86,11
























Tabla D.3. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI































Tabla D.4. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
Cribado_91 Normal Normal
TYR II 86,11 86,11
Cribado_92 TYR TYR I 53,48 91,07















GA I 100,00 100,00
CPT I 81,05 99,12
MSCHAD 68,09 98,04
Clinica_3 GA I MAL 66,67 100,00







Tabla D.5. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
Clinica_11 Normal Normal
Cbl C, D 100,00 100,00
B12 Def (mat) 100,00 100,00
PROP 98,59 100,00
Cbl A, B 98,39 100,00
MUT 91,04 100,00
MCD 76,48 100,00




Cbl C, D 100,00 100,00
PROP 100,00 100,00
B12 Def (mat) 100,00 100,00
Cbl A, B 100,00 100,00
Clinica_16 PROP MUT 92,54 100,00
Cbl C, D 100,00 100,00
B12 Def (mat) 99,21 100,00
Cbl A, B 97,80 100,00
PROP 96,04 100,00
Clinica_17 PROP MUT 90,50 100,00
Cbl A, B 72,58 98,39
CUD 72,22 100,00
CUD (mat) 66,00 70,00
Cbl C, D 60,00 100,00
PROP 55,99 92,96
B12 Def (mat) 54,35 97,83
Clinica_18 PROP MUT 52,24 98,51
Tabla D.6. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
IVA 75,00 75,00
2MBG 71,43 85,71
Clinica_19 IVA CPT I 66,37 85,84
Clinica_20 Normal Normal
MCAD 77,29 100,00
MCAD (het) 71,43 100,00
Clinica_21 MCAD CPT I 57,47 100,00
3MCC 91,67 100,00
3MGA 90,91 100,00
3MCC (mat) 81,82 100,00
MCD 78,31 84,34
HMG 61,73 62,96
CPT I 59,29 85,84
Clinica_22 HMG 2M3HBA 55,56 66,67
Cbl C, D 100,00 100,00
B12 Def (mat) 100,00 100,00
MUT 98,51 100,00
Cbl A, B 98,39 100,00
PROP 95,95 100,00
GA I 75,00 100,00
BKT 62,97 100,00
Clinica_23 MUT MSCHAD 58,82 98,04
GA I 100,00 100,00
CPT I 77,25 99,12
MSCHAD 63,52 98,04
Clinica_24 GA I MAL 59,01 100,00
CPT I 81,00 99,12
MSCHAD 58,82 98,04
Clinica_25 B12 Def (mat) Cbl A, B 57,10 100,00
Tabla D.7. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
CUD 72,22 72,22
Clinica_26 CUD CUD (mat) 68,00 68,00
CUD 97,09 100,00
MCAD 87,91 100,00
MCAD (het) 67,05 100,00
Clinica_27 MCAD CUD (mat) 65,49 70,00
Cbl C, D 100,00 100,00
B12 Def (mat) 100,00 100,00
PROP 98,44 100,00
Cbl A, B 98,22 100,00
MUT 83,43 100,00
CPT I 76,96 99,12
Clinica_28 PROP MSCHAD 52,56 98,04
Clinica_29 Normal Normal
Clinica_30 Normal Normal
Cbl A, B 95,57 100,00
Cbl C, D 95,34 100,00
B12 Def (mat) 94,94 100,00
MUT 94,16 100,00
Clinica_31 MUT PROP 87,45 100,00
Clinica_32 MCAD MCAD 50,00 100,00
MCAD (het) 92,78 100,00
GA I 59,12 100,00
MSCHAD 58,82 98,04
Clinica_33 GA II MCAD 53,28 100,00
Clinica_34 Normal Normal
Clinica_35 CUD CUD 52,00 100,00
Tabla D.8. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
LCHAD 98,61 100,00
TFP 97,72 100,00
GA I 85,66 100,00
VLCAD 77,35 97,96
CACT 67,37 87,90
CPT II 62,48 93,06
Clinica_36 LCHAD GA II 56,40 99,56
CUD 98,15 100,00




Clinica_39 MCAD MCAD (het) 65,34 100,00
Cbl C, D 100,00 100,00
B12 Def (mat) 100,00 100,00
PROP 98,59 100,00
Cbl A, B 98,39 100,00
MUT 91,04 100,00
CPT I 81,04 99,12
Clinica_40 PROP MSCHAD 58,82 100,00
GA I 100,00 100,00
Clinica_41 GA I CPT I 53,98 99,12
MCAD (het) 98,27 100,00
MCAD 64,85 100,00
CPT I 57,37 99,12
Cbl A, B 56,11 100,00
Clinica_42 GA II MSCHAD 55,31 98,04
Tabla D.9. Resultados obtenidos por el SID de cribado neonatal (continuación)
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Muestra Resultado Resultado Probabilidad ICI
esperado obtenido % %
Clinica_43 Normal Normal
Cbl C, D 100,00 100,00
B12 Def (mat) 100,00 100,00
MUT 98,51 100,00
Cbl A, B 98,39 100,00
PROP 91,55 100,00






3MCC (mat) 54,55 100,00
Clinica_44 MUT HMG 51,64 98,04
3MCC 96,75 100,00
3MGA 96,45 100,00
3MCC (mat) 87,36 100,00
MCD 82,56 100,00
Clinica_45 MCD HMG 59,42 100,00
MCAD 67,95 100,00
Clinica_46 MCAD MCAD (het) 58,82 100,00
CPT I 77,27 99,12
Cbl C, D 61,04 100,00
MUT 59,37 100,00
Cbl A, B 58,24 100,00
B12 Def (mat) 58,17 100,00
MSCHAD 56,97 98,04
Clinica_47 Cbl A, B PROP 51,08 100,00
Tabla D.10. Resultados obtenidos por el SID de cribado neonatal (continuación)
