Introduction
For any smooth family π : X → S of curves and a vector bundle E on X, A. Beilinson and V. Schechtman defined in [4] (see also [6] ) a so-called trace complex tr A
• E on X, together with an algebra structure on it, such that R 0 π * ( tr A
• E ) is canonically isomorphic to the Atiyah algebra A λ E of the determinant bundle λ E = det Rπ * E of the family (See Proposition 3.3 for details). It is generalized by Y.-L. Tong and the second author ( [20] ) to the families π : X → S of stable curves. On the other hand, in his fundamental article [12] , N. Hitchin constructed a projective connection on the relative sections of the determinant bundle on the moduli of bundles with trivial determinant on curves of fixed genus. In this paper, we present a construction of Hitchin's connection and its logarithmic extension within the framework of [4] and [20] . Note that studying the behaviour of spaces of generalized theta functions under degeneration of the curves was already suggested in [2] and [12] .
Let M be the moduli stack of smooth curves of genus g ≥ 2 and C → M be the universal curve. Let f : S → M be the family of moduli spaces of stable bundles of rank r ≥ 2 with a fixed determinant. Let π : X = C × M S → S, E a universal bundle on X and E := End 0 (E). In view of identification of tangent bundle T S/M with R 1 π * (E), it seems natural to ask whether there exists an analogous theory for the side of differential operators, namely for an identification of sheaves of differential operators (with values in the determinant bundle) with certain cohomology groups. The trace complex of [4] provides the identification, but we found unfortunately it hard to work with the trace complex in a direct way. To tackle this difficulty we find that there exist canonical (locally free) sheaves G E , S(G E ) whose
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relative cohomology coincides with that of the trace complex (at least in the moduli situation). Thus we have canonical identifications
S (λ E ) (cf. Theorem 2.5). This part is of independent interest in itself.
Let Θ be the theta line bundle on S and, for any k, write Θ k = λ µ E for some µ ∈ Q. Using the above identifications and taking cohomology for some short exact sequences, we get the commutative diagram
where the two vertical sequences are short exact sequences and δ H ,δ H are the connecting maps. δ H is in fact an alternative of Hitchin's symbol map (cf. [17] , Section 4). As nicely explained in [10] , Hitchin's construction of the connection on the vector bundle V k = f * (Θ k ) consists in defining, for any v ∈ T M (U) = f * T M (f −1 (U)), a heat operator H(v) ∈ H 0 (f −1 (U), D
≤2
S (Θ k )) such that its symbolic part is δ H (v). With help of above diagram, we are able to compare the obstruction classes to lift δ H (v) to D and to S 2 D
≤1
S/M (Θ k ) (cf. Proposion 2.7). Then we get a lifting H(v). The uniqueness of H(v) follows from the vanishing of f * T S/M . It is important that we do not use the vanishing of R 1 f * O S , so that our method can be extended to some stable curves, where such a vanishing may not hold.
Let M ⊂ M g be the open set consisting of irreducible stable curves and reducible curves with only one node. Let C → M be the universal curve (extended C → M), and f : S → M be the family of moduli spaces of stable bundles with fixed determinant (cf. Notation 2.10). Then, in the context of log-geometry the similar formulation for π : X := C × M S → S, via an appropriate generalization of the trace complex ( cf. [20] ), can be achieved equally well. Thus another result of this paper is that there is a logarithmic projective connection on f * (Θ k ). We remark that R 1 f * O S = 0 may not hold, but f * T S/ M = 0 remains true since S is dense in S (cf. Notation 2.10). The family f : S → M is not proper. However, we can prove that f * (Θ k ) is a coherent sheaf on M (cf. Theorem 4.10). We believe that the coherent property remains true on M g of all stable curves; this is not, however, proved in the present paper.
Basically our approach works equally well for both of the general case [12] (g ≥ 3) and special cases (e.g. g = 2 and r = 2) [10] , with the difference arising from the fact that in g = r = 2 case our approach shall work with a Quot scheme R ss which has a good quotient R ss → S where S is the family of moduli spaces of S-equivalence classes of semistable vector bundles. As this will introduce additional details, we leave the case g = r = 2 to future discussions.
In Section 2, we construct Hitchin's connection and its logarithmic extension under assumption of Theorem 2.5, Lemma 2.4 and Theorem 2.13. It is enough to read this section for a reader who is only interested in Hitchin's connection. Section 3 is devoted to the proof of Theorem 2.5 and Lemma 2.4. In Section 4, we indicate the modifications of arguments in Section 3 to prove Theorem 2.13. Most of Section 4 is devoted to prove the coherence of f * (Θ k ) on M. Remark that some ideas closely related to Section 3 of this paper were briefly discussed in Sections 9, 10 of [9] where the subject matter is considered for moduli space of (stable) G-bundles, with G being complex semisimple, connected and simply-connected.
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Heat operators and cohomology of sheaves
As in Introduction, M (resp. M g ) denotes the moduli stack of smooth (resp. stable) curves of genus g ≥ 2, and C → M (resp. C → M g ) denotes the universal curve respectively. By moduli stack in this article, we mean that we are working on the fine moduli spaces. In particular, we assume that both the moduli spaces M, M g and the universal curves C, C are smooth. Fix a line bundle N of relative degree d on C → M g , let f : S → M be the family of moduli spaces of stable bundles of rank r with fixed determinant
Remark 2.1. If (d, r) = 1, there exists a universal bundle E on X. In general S is a good quotient of a Hilbert quotient scheme, denoted by R s , such that there is a universal bundle E on X R s := C × M R s . E may not descend to X, but objects such as End 0 (E), G E , tr A
• E (and other relevant constructions that will be discussed later in this section) do descend. Recall that a sheaf F on X R s descends to X if the action, of scalar automorphisms of E (relative to R s ), on F is trivial, e.g. [13] .
Without the danger of confusion we will henceforth be working as if a universal bundle E exists on X.
Let Θ be the theta line bundle on S. For a sheaf F on X,
denotes the Knudsen-Mumford determinant bundle on S. As usual T S , K S denote tangent bundle, canonical bundle;
be the sheaf of differential operators on Θ k of order ≤ i, and by ǫ the symbol map of differential operators. Let
which, while composed with σ above, is the identity. A projective heat operator is H :
The heat operator and the preceding induced map will be used interchangeably throughout. A (projective) heat operator on Θ k determines a (projective) connection ∇ H on f * Θ k in a natural way [10] .
We recall firstly a general result (forget moduli) of G. Faltings (cf. [8] ). Let Z → S be smooth and K = K Z/S . Consider
We come back to construct the projective connection. Recall that
− −− → M For simplicity, we assume that there exists a universal bundle E on X, let E = End 0 (E). We will arrive at a subsheaf
which induces, by taking 2-th symmetric tensor, the exact sequence
be the exact sequences induced by (2.2), (2.3). Let ∆ ⊂ X × S X be the diagonal, consider the induced diagram
3) is a sub-sequence of the rightmost vertical map above. Let
Taking direct images, considering the connecting maps, we have
which induces the commutative diagram
where δ 1 is defined such that the diagram is commutative, the first vertical exact sequence is (2.5), the second vertical exact sequence is induced by taking 2-th symmetric tensor of (2.4) (note that
Proof. See Lemma 3.18. By the above theorem, on each S i , we get commutative diagram
Remark 2.6. i) For a precise definition of Sym 2 above we refer to proof of Lemma 3.18;  ii) The insertion of 2r in 2r · φ in the 1st row is due to Theorem 2.5 i) combined with the definition of Sym 2 .
The above diagram gives the following commutaive diagram on
, where µ ∈ Q and µ = 1, one has
Proof. To prove i), by Proposition 2.3 iii), it is enough to show that c(K, ρ) = 0. The class is independent of L. Thus, by taking L = O S and using Proposition 2.3 ii), it is enough to show that
Let {U i } i∈I be an affine covering of S and
To show ii), we remark that for any nonzero µ ∈ Q, through canonical isomorphisms ψ µ :
µ . Using the above diagram, we can compute
where
, which is the obstruc-
. Then, by Proposition 2.7,
} i∈I satisfying the requirements in the theorem.
Corollary 2.9. There exists uniquely a projective heat operator,
Hence a unique map Let E be the unversal bundle on X, where X is defined by
Let D ⊂ X be the divisor of singular curves. Then we have
They induce the following exact sequences
Let ∆ ⊂ X × S X := P be the diagonal and O( ∆) be the dual of its ideal sheaf. Then 0 → ω P/ S → ω P/ S ( ∆) → Ext 1 P (O ∆ , ω P/ S ) → 0, one checks that the relative dualizing sheaf ω P/ S is ω X/ S ⊠ ω X/ S and Ext 1 P (O ∆ , ω P/ S ) is the relative dualizing sheaf of ∆/ S. Thus we have
which similarly induces the commutative diagram
where δ 1 denote the map induced byδ, the first vertical exact sequence is (2.9), the second vertical exact sequence is induced by taking 2-th symmetric tensor of (2.8)
(L) be the subsheaves such that the following are exact sequences
Proof. Since S ⊂ S is dense in S by definition (cf. Notation 2.10), the lemma follows from Lemma 2.4.
Proof. See Proposition 4.5 and Theorem 4.8.
Similarly, we have the commutative diagram on each
where M is replaced by its affine open sets and v
Proof. Note that we still have K = K S/ M = λ E , the proof is the same as that of Proposition 2.7. We just remark two points: (1) for any op- 
and
, which is the ob-
. Then, by Proposition 2.5,
satisfying the requirements in the theorem.
Corollary 2.16. There exists uniquely a projective heat operator
Proof. The coherence of f * (Θ k ) follows from Theorem 4.10. Since f * T S/ M = 0 is still true, the rest follows the same proof of Corollary 2.9 if f * O S = O M . We will prove (cf. Proposition 4.9) that the fibres of f : S → M is dense in the fibres of f Z : Z → M. Thus Z \ S has codimension at least 2. By passing to the normalization ι : Z → Z, ι −1 ( S) ∼ = S and codim( Z \ι −1 ( S)) ≥ 2 since S is the open set of smooth points of Z and ι is finite. We have
First Order Differential Operators of the Determinant Bundle
We give at first a short review of what we need from [4] . Let π : X → S be a smooth proper morphism of relative dimension 1 between smooth varieties in characteristic 0. We write K X/S or ω X/S interchangeably for the dualizing sheaf. One has an exact sequence
As in [4] , one defines the subsheaf π −1 T S ⊂ π * T S and its preimage
Let E be a vector bundle on X, and λ E = det Rπ * E be its determinant bundle. The Atiyah algebra A E is the subalgebra of the sheaf of first order differential operators on E with symbolic part in (id ⊗ T X ) ∼ = T X . The relative Atiyah algebra A E/S ⊂ A E consists of those differential operators with symbolic part in T X/S , and A E,π ⊂ A E with symbolic part in T π . Let tr A
−1
E be the subquotient of the sheaf defined in [4] 
where ∆ ⊂ X × S X denotes the diagonal, which fits into an exact sequence
The trace complex is defined by
with A E,π in degree 0. One has [6] ).
For the purpose of this paper it is more convient to define the trace complex concentrated only on i = −1 and i = 0 of the original trace complex. This modified trace complex is still denoted by tr A
• E whose 0-th direct image is easily seen to be the same as that of the orginal one. With the modified trace complex, one has now an exact sequence
and thus is quasi-isomorphic to π −1 T S .
Notation 3.2. Let π : X → S be as before, and f : S → M be a smooth morphism where M is a smooth variety. Denote by
Furthermore, we need to review the description of tr A
• E in terms of local coordinates, [4] , p. 660. Let t be a local coordinate (along the fiber), and a trivilization O n X ∼ = E; s a local coordinate on S. Note t naturally induces local coordinates (t 1 , t 2 ) around the diagonal of X × S X. One has isomorphisms
For different choices of coordinates and trivializations, there are formulas for transition functions, namely the gauge change and coordinate change formulas, where g ∈ GL r (O X ) and y = y(t),
The main result of this section is Theorem 3.7 which enables us to take care of Theorem 2.5. Follow the notation of Section 2, let p : X = C × M S → C be the projection.
E , and
where End(E) = E ⊕ O X with its trace free part E := End 0 (E) and the trivial bundle O X . There are exact sequences
Consider the natural morphism
Denote the kernel of q by K. There is a canonical isomorphism ι :
Definition 3.5. q −1 (id ⊗ T X/S ) := S(G E ) where id ∈ S 2 (E) is the identity element. It follows that we have the exact sequence
Locally, for choosen coordinate and trivilization (cf. (3.7) ), any local section s ∈ S(G E ) is of the form
where J a is a (local) basis of E (which we assume to be orthonormal under Trace( · )) such that a J a ⊗ J a = id.
We will need the Kodaira-Spencer maps
They fit into the following commutative diagram 
Theorem 3.7. i) If the Kodaira-Spencer map KS : T S/M → R 1 π * (E) is an isomorphism, then there exists a canonical isomorphism
φ : R 1 π * (G E ) ∼ = R 0 π * (End(E) −1 → A E,π/M ) ∼ = R 0 π * tr A • E/M . ii) Ifφ = φ −2r : R 1 π * S(G E ) ∼ = R 0 π * ( tr A −1 E → A E,π ). (The R.
H.S. of i), ii) are canonically identified with
D ≤1 S/M (λ E ), D ≤1 S (λ E ) respectively, cf. Proposition 3.3.) Remark 3.8. R 0 π * (End(E) −1 → A E,π/M ) ∼ = R 0 π * (End(E) −1 → A E,π ) holds under A E,π/M → A E,π ,
Corollary 3.9. Assumptions being as in ii) of Theorem 3.7, suppose
For k ∈ Z one has an isomorphism denoted by
Proposition 3.10. i) The morphism E → End 0 (E) induced by the adjoint representation extends naturally to a canonical morphism ad :
A E → A E (preserving algebra structures). ii) The morphism ad has a natural lifting ad : G E → G E , which induces (2r) · id on ω X/S .
Proof. i) For any
ii) This can be proved via the local formulas given in (3.7) Namely, a local element of G E is expressed as (0, B, ν) (with B ∈ Mat r (O X ) and ν ∈ O X ). Define a lifting by sending (0, B, ν) to (0, adB, 2rν). We will show by using formulas in (3.8) that the above lifting is in fact globally defined. Using χ = 0, TrB = 0 and Tr(adB) = 0 in (3.8), we have
If change the trivilization of E by g, the induced trivilization of End(E) will be changed by e g :
, where e g (B) = gBg −1 .
It is easy to check that e Proof. It suffices to prove, by using an exact sequence similar to (3.2) (with
E/S is nothing but KS S , hence i). ii) is from π * T X/S = 0 (genus ≥ 2) and π * End(E) = O S (E is fiberwise stable).
We are ready to give a proof of i) of Theorem 3.7.
Proof. Firstly, we remark that morphisms in Proposition 3.10 make the following diagram of complexes being commutative is aČech cocycle in C 0 (G E → A E,π/M ) (cf. [4] , p. 673). It is easily checked that the assignment
preserves the respective coboundaries. Hence it descends to a map
By the same way, we construct ϑ :
, which is induced by the qusi-isomorphism of complexes at the begining of our proof. Thus ϑ is an isomorphism, then φ has to be an isomorphism.
One has (by the preceding proof combined with proof of Proposition 3.10 for the constant 2r)
Corollary 3.12. The extension classes (e.c.[•] for short) satisfy
For ii) of the theorem, our proof will need the following result.
Proposition 3.13. There exisits res :
Proof. For any local section s ∈ S(G E ) in Definition 3.5, we define
which is independent of the choice of {J a }, thus well-defined locally.
To show it well-defined globally, we need to check the invarience under gauge and coordinate changes. The invarience under local coordinate changes is straightforward. Under the gauge change g ∈ GL r (O X ), the section s becomes into s g ⊗ ∂ t , where s g is
Thus res is gauge invarient and defined globally. Then the rest of this proposition is obvious. (a⊗b+b⊗a) for a , b ∈ G E . ii) Using Proposition 3.13 and assuming R 1 f * O S = 0 one has a quick interpretation of ii) of Theorem 3.7. Note both R 1 π * S(G E ) and
The ii) of Theorem 3.7 just proves an isomorphism of this kind without reference to
In what follows, for simplicity, we will cover C by two affine open sets V andĊ (shrink M if necessary). Then we choose and fix the local coordinates (along the fibre) on V andĊ. Let U = p −1 (V ),Ẋ = p −1 (Ċ) and {U i } i be an affine covering of S.
Then it is important that on each U i (resp.Ẋ i ) we use the local coordinate pulling back from V (resp.Ċ). Thus any construction on U (resp.Ẋ) using the local description (3.7) only depends on the trivialization of E over U i (resp.Ẋ i ). We start with the construction of γ E,U :
E |Ẋ) such that the following diagram ( * ) is commutative over U (resp. overẊ)
where ad : A 0 E/S → A E/S is induced by the morphism in Proposition 3.10 i) that maps O X to zero. Note that, except γ E,U (resp. γ E,Ẋ ), other morphisms in the diagram are well defined over the global M (i.e. need not to shrink M).
On each U i , fix a trivilization of E on U i and use the pullback coordinate of V , we define the morphism by using the local description (3.7). For any local section
one defines that (with r the rank of E)
above is gaugeinvariant (it is not, however, independent of the choice of coordinate on V ). Equivalently, under another choice of trivialization of E (on
, where e g is the gauge of E induced by g (cf. Proposition 3.10).
Proof. As in the proof of Proposition 3.13, α g = s g ⊗ ∂ t . Then
g , rw+
. Thus the second components of γ E,U (α g ) and γ E,U (α) g will coincide if e
, which is true since e
To finish the proof, we will show that their third components coincide. Since
it will be done if one can show the following identity
g , then Tr(e
g ) ′ = 0 and Tr((e
0 be the traceless part of g ′ g −1 . Then R.H.S of (3.15) equals to
By the choice of {J a } a , we have (g
We have constructed γ E,U (the construction of γ E,Ẋ is similar) such that the above diagram ( * ) is commutative over U (resp. overẊ). It is also easy to see that γ E,U , γ E,Ẋ induce (through ι) 1 2 ad on G E . However, γU := γ E,U − γ E,Ẋ may not vanish on S(G E )|U (but vanishes on G E |U ), which defines a morphism γU : S(G E )|U → ω X/S |U that induces γU : T X/S |U → ω X/S |U , i.e., a section
, which vanishes since we assume M being affine. Thus there exist ψ U ∈ Hom(T X/S , ω X/S )(U), ψẊ ∈ Hom(T X/S , ω X/S )(Ẋ) such that γU = ψ U − ψẊ. Let ψ U , ψẊ denote the induced morphisms
Then it is easy to see that γU = γ E,U − γ E,Ẋ = ψ U − ψẊ. Let
Thus, by shrinking M, we have proved the following Proposition 3.16. The β U and βẊ define a morphism
ad on G E , such that the following diagram is commutative
We shall now prove ii) of Theorem 3.7.
Proof. The proof is similar to that of i) of the theorem. By
and by identifying its connecting map T S → R 1 π * A 0 E/S with the KodairaSpencer map KS S (which will be treated more generally for log D in Proposition 4.5), we see that
. Then, by Proposition 3.16, we see that res(β(α)) = ad( res(α)). Thus
which is an isomorphism such that the following diagram
• E,π − −− → 0 is commutaive. Thus φ must be an isomorphism. 
E as the β in Proposition 3.16. Then, by using β i and Theorem 3.7 ii), we get the isomorphism φ i :
To conclude this section, we describe the connecting mapsδ and prove Lemma 2.4 (cf. Lemma 3.18).
Lemma 3.18. The mapδ induces the identity map on
Proof. It is known (see Proposition 4.2 of [17] ) that the connecting map
is dual (under Serre duality) to the restriction map
∆/S ). Work locally on S, we can assume that X is covered by affine open sets U andẊ. Let w ∈ ω X/S (U) be a base of ω X/S onU := U ∩Ẋ and w * ∈ T X/S (U) be its dual base. Then, for any α ∈ G E (U ),
We use the following identification
where "ǫ" denotes symbol maps.
is exact. Furthermore with tr A
• E in Section 3 replaced by tr A
• E (log D) (with A E,π (log D) in degree 0), one has Proposition 4.3. (cf. [20] ) There is a canonical isomorphism
Now we come back to moduli situation. Recall Notation 2.10 and the Kodaira-Spencer map (cf. [21] , Remark 3.2.7)
As the same as the situation of smooth curves, we have 
Proof. When C is irreducible, its fibre f −1 ([C]) is the moduli space of stable bundles with fixed determinant N | C . When C is reducible,
) have a few disjoint irreducible components and each component consists of bundles with a fixed determinant that coincides with N | C outside the node of C (cf. [18] ). 
is canonically isomorphic to
ii) Assume that the KS (4.2) is an isomorphism. Then
canonically, where
The following is left to the reader. Lemma 4.6.
as quasi-isomorphisms.
We prove now Proposition 4.5.
Proof. i) From the exact sequence
→ 0, and passage to cohomology
one has, via the injectivity of KS, that ǫ −1 (0) has symbolic part in T S/ M . This gives one of the isomorphisms in i) (the one with D
is nothing but the symbol map, completing the asserted isomorphisms.
Computing direct images of (4.3) and (4.4), by i) just proved and Lemma 4.6, yields that R 0 π * of (4.4) should be isomorphic to
implying the assertion.
holds, cf. Theorem 3.7 and Remark 3.8. ii) For the family C → M there is a Kodaira-Spencer map (cf. [21] , 3.1-2)
The family C → M is a local universal family if ρ b is an isomorphism at each b ∈ M. If C → M is a local universal family (cf. [21] , Theorem 3.1.5 for the existence of such a family), then KS (4.2) is an isomorphism (cf. [21] , Theorem 3.2.6).
Combining the above with the 2nd half of Section 2, we are now ready to generalize Theorem 3.7 in the context of log geometry. 
Proof. Note the above assumption for KS is, via ii) of Proposition 4.5, in correspondence to KS S in Theorem 3.7. It follows that all key ingredients in proof of Theorem 3.7 admit corresponding counterparts for log geometry, such as Proposition 4.3 and Proposition 4.5. Thus the generalization of Theorem 3.7 in log context is immediate.
To complete this paper, we prove the coherence of f T * Θ k , for which our proof need a result on the density of locally free sheaves. Proof. Let X 0 be a fibre of C → M at 0 ∈ B. If X 0 is reducible, the lemma is known (see [18] ). Thus we assume that X 0 is irreducible. Let U 0 be the moduli space of semistable sheaves of rank r and degree d (without fixed determinant) on X 0 . We need to show that Z 0 := f −1 Z (0) (⊂ U) contains a dense set of locally free sheaves with the fixed determinant N 0 . Let J(X 0 ) be the Jacobian of X 0 , which consists of line bundles of degree 0 (thus non-compact for the singular curve X 0 ). Then we have a morphism
Now we prove that φ 0 has fibre dimension at most 1, namely, for any [F 0 ] ∈ U 0 , the fibre
has at most dimension 1 (for simplicity, we assume that X 0 has only one node x 0 ). One can check that for any [F ] ∈ Z 0 it satisfies
where m x 0 is the ideal sheaf of the node x 0 ∈ X 0 and r(F ) = d − deg(
). Let ρ : X 0 → X 0 be the normalization and ρ −1 (x 0 ) = {x 1 , x 2 }. Then the above condition implies that ρ * (∧ r F ) torsion = ρ * N 0 (−n 1 x 1 − n 2 x 2 ), n 1 + n 2 ≤ 2r(F ), n 1 ≥ 0, n 2 ≥ 0, where r(F ) = d − deg(
Thus, for any (F, L) ∈ φ
torsion which is a finite set since there are only finitely many choices of (n 1 , n 2 ). The pullback map ρ * : J(X 0 ) → J( X 0 ) has 1-dimensional kernel. Thus dim(φ 
which is coherent, hence i). The claim ii) that f T * Θ k = f * Θ k follows also from the Hartogs type theorem because T is normal and T \ S is of codimension at least 2 when g > 2 or r > 2 (cf. [12] ).
Finally, we prove a lemma, which is not needed for this paper. But we expect that it will be useful in the future since it gives the relationships of S(G E ), G E * and A E * /S . We remark that the morphism res in Proposition 3.13 is induced by pairings in the lemma. Proof. i) One constructs a non-degenerate pairing G E * × S(G E )/ω X/S → O X using local description (3.7) (also cf. [4] ). We define One sees that ω X/S is contained in the kernel of the pairing (4.7). The pairing is obviously invariant under coordinates change y(t). If the trivialization of E is changed by a gauge g, then E * is changed by a gauge ( t g) −1 . Thus the verification of (4.7) being g-invariant is easily reduced to an identity a Tr(−J a g −1 g ′ ) · Tr(J a · t B) = Tr(B( t g)((
The L.H.S. of (4.8) equals Tr(−g −1 g ′ · t B) (B being traceless). The R.H.S. of (4.8), after transposition, is
ii) Define a non-degenerate pairing
by < (0, B 1 , ν), (χ, B 2 ) >= νχ + Trace(B 1 · t B 2 ). We check that it is independent of choices of coordinates and gauges. The 1st (resp. 2nd) term in the last line equals
resp. Tr(gB 1 · t B 2 g −1 ) = Tr(B 1 · t B 2 ) .
It follows from (4.11) and (4.12) that the pairing χν + Tr(B 1 t B 2 ) in (4.9) is globally defined.
