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An Enhanced Hypercube-Based
Encoding for Evolving the
Placement, Density, and
Connectivity of Neurons

Abstract Intelligence in nature is the product of living brains,
which are themselves the product of natural evolution. Although
researchers in the field of neuroevolution (NE) attempt to recapitulate
this process, artificial neural networks (ANNs) so far evolved
through NE algorithms do not match the distinctive capabilities of
biological brains. The recently introduced hypercube-based neuroevolution
of augmenting topologies (HyperNEAT) approach narrowed this gap by
demonstrating that the pattern of weights across the connectivity
of an ANN can be generated as a function of its geometry, thereby
allowing large ANNs to be evolved for high-dimensional problems.
Yet the positions and number of the neurons connected through
this approach must be decided a priori by the user and, unlike in
living brains, cannot change during evolution. Evolvable-substrate
HyperNEAT (ES-HyperNEAT), introduced in this article, addresses
this limitation by automatically deducing the node geometry from
implicit information in the pattern of weights encoded by HyperNEAT,
thereby avoiding the need to evolve explicit placement. This approach
not only can evolve the location of every neuron in the network,
but also can represent regions of varying density, which means
resolution can increase holistically over evolution. ES-HyperNEAT
is demonstrated through multi-task, maze navigation, and modular
retina domains, revealing that the ANNs generated by this new
approach assume natural properties such as neural topography and
geometric regularity. Also importantly, ES-HyperNEATʼs compact
indirect encoding can be seeded to begin with a bias toward a desired
class of ANN topographies, which facilitates the evolutionary search.
The main conclusion is that ES-HyperNEAT significantly expands
the scope of neural structures that evolution can discover.
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1 Introduction
An ambitious long-term goal for neuroevolution—that is, evolving artificial neural networks (ANNs)
through evolutionary algorithms—is to evolve brainlike neurocontrollers with billions of neurons and
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trillions of connections. Yet while neuroevolution has produced successful results in a variety of
domains [17, 42, 54, 56, 66], the scale of natural brains remains far beyond reach. The 100-trillionconnection human brain is fair to describe as the most complex system known to exist [28, 67].
However, its functionality stems not only from the astronomically high number of neurons and
connections, but also from its organizational structure, with regularities and repeating motifs such as
cortical columns [51].
As evolutionary algorithms are asked to evolve increasingly large and complex structures, interest
has increased in recent years in indirect neural network encodings, wherein the description of the solution is compressed in such a way that information can be reused [2, 4–6, 14, 15, 19, 22, 26, 27, 30, 37,
39, 40, 52, 57, 66]. Such compression allows the final solution to contain more components than its
description. Nevertheless, neuroevolution has historically produced networks with orders of magnitude
fewer neurons and significantly less organization and regularity than natural brains [58, 66].
While past approaches to neuroevolution generally concentrated on deciding which node is connected to which (i.e., neural topology) [17, 58, 66], the recently introduced hypercube-based neuroevolution of augmenting topologies (HyperNEAT) method [11, 18, 55] provided a new perspective
on evolving ANNs by showing that the pattern of weights across the connectivity of an ANN
can be generated as a function of its geometry. HyperNEAT employs an indirect encoding called
compositional pattern-producing networks (CPPNs) [52], which can compactly encode patterns
with regularities such as symmetry, repetition, and repetition with variation. In effect, the CPPN
in HyperNEAT paints a pattern within a four-dimensional hypercube that is interpreted as the
isomorphic connectivity pattern.
HyperNEAT exposed the fact that neuroevolution benefits from neurons that exist at locations within
the space of the brain and that by placing neurons at locations, evolution can exploit topography (as
opposed to just topology), which makes it possible to correlate the geometry of sensors with the
geometry of the brain. While lacking in many ANNs, such geometry is a critical facet of natural brains
that is responsible, for example, for topographic maps and modular organization across space [51].
This insight allowed large ANNs with regularities in connectivity to evolve through HyperNEAT
for high-dimensional problems [9, 18, 19, 55]. Yet a significant limitation is that the positions of the
nodes connected through this approach must be decided a priori by the user. In other words, in the
original HyperNEAT, the user must explicitly place nodes at locations within a two-dimensional or
three-dimensional space called the substrate.
This requirement does not merely create a new task for the user. A more subtle consequence is that
if the user dictates that hidden node n must exist at position (a, b) as in the original Hyper-NEAT, it
creates the unintentional constraint that any pattern of weights encoded by the CPPN must intersect position (a, b) precisely with the correct weights. That is, the pattern generated by the CPPN in
HyperNEAT must perfectly align the correct weights through all points (a, b, x2, y2) and (x1, y1, a, b). Yet
why should such an arbitrary a priori constraint on the locations of weights be imposed? It might be
easier for the CPPN to represent the correct pattern at a slightly different location, yet that would fail
under the user-imposed convention.
The key insight in this article is that a representation that encodes the pattern of connectivity across
a network (such as in HyperNEAT) automatically contains implicit clues on where the nodes should
be placed to best capture the information stored in the connectivity pattern. That is, areas of uniform
weight ultimately encode very little information and hence little of functional value. Thus connections
(and hence the node locations that they connect) can be chosen to be expressed according to the
variance within their region of the CPPN-encoded function in the hypercube from which weights
are chosen. In other words, to evolve the locations of nodes, there is no need for any new information
or any new representational structure beyond the very same CPPN that already encodes network
connectivity in HyperNEAT. Thus this article offers a comprehensive introduction to evolvable-substrate
HyperNEAT (ES-HyperNEAT), which was first described in conference papers by Risi et al. [44],
where it was introduced, and Risi and Stanley [46], where it was further refined.
The ES-HyperNEAT approach is able to fully determine the internal geometry of node placement
and density, based only on implicit information in an infinite-resolution pattern of weights. Thus the
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evolved ANNs exhibit natural properties such as topography and regularity without any need to evolve
explicit hidden-node placement. Because the placement of hidden nodes is entirely determined by the
algorithm, it circumvents the drawback of the original HyperNEAT that a pattern of weights encoded
by the CPPN must intersect specific positions with precisely the correct weights. Also importantly, this
enhanced approach has the potential to create networks from several dozen nodes up to several million,
which will be necessary in the future to evolve more intelligent systems.
The main conclusion is that ES-HyperNEAT takes a step toward more biologically plausible
ANNs and significantly expands the scope of neural structures that evolution can discover, as demonstrated by a series of experiments in this article. The first experiment, in a multi-task domain, explores
ES-HyperNEATʼs ability to evolve networks with multimodal input. The second experiment, in a deceptive maze navigation domain, shows that ES-HyperNEAT is able to elaborate on an existing structure
by holistically increasing the number of synapses and neurons in the ANN during evolution. The third
experiment, called the modular left & right retina problem [8, 29], indicates that ES-HyperNEAT can more
easily evolve modular ANNs than the original HyperNEAT, because it has the capability to start the
evolutionary search with a bias toward locality and from certain canonical ANN topographies.
The idea of seeding with a bias toward certain types of structures is important because it provides
a mechanism for emulating key biases in the natural world that are implicitly provided by physics, and
it makes it possible to insert specific kinds of domain knowledge into the evolutionary search.
The article begins with a review of NEAT and HyperNEAT in the next section. ES-HyperNEAT
is then motivated in Section 3, together with a description of the primary insight. The approach is
then detailed in Sections 4 and 5. Next, Sections 6, 7, and 8 present and describe results in the dual
task, maze navigation, and retina domains. The article concludes with a discussion and ideas for
future work in Section 9.
2 Background
This section reviews NEAT and HyperNEAT, which are the foundation of the ES-HyperNEAT
approach introduced in this article.
2.1 Neuroevolution of Augmenting Topologies
The HyperNEAT method that enables learning from geometry is an extension of the original NEAT
algorithm that evolves ANNs through a direct encoding.
The NEAT method was originally developed to evolve ANNs to solve difficult control and
sequential decision tasks and has proven successful in a wide diversity of domains [1, 53, 54, 56, 60,
65]. Evolved ANNs control agents that select actions based on their sensory inputs. NEAT is unlike
many previous methods that evolved neural networks (i.e., neuroevolution methods), which traditionally evolve either fixed-topology networks [20, 48] or arbitrary random-topology networks [3, 22,
66]. Instead, NEAT begins evolution with a population of small, simple networks and complexifies the
network topology into diverse species over generations, leading to increasingly sophisticated behavior.
A similar process of gradually adding new genes has been confirmed in natural evolution [36, 64] and
shown to improve adaptation in a few prior evolutionary [64] and neuroevolutionary [25] approaches.
However, a key feature that distinguishes NEAT from prior work in complexification is its unique
approach to maintaining a healthy diversity of complexifying structures simultaneously, as this section
reviews. Complete descriptions of the NEAT method, including experiments confirming the contributions of its components, are available in Stanley and Miikkulainen [56, 58] and Stanley et al. [54].
The NEAT method is based on three key ideas. First, to allow network structures to increase in
complexity over generations, a method is needed to keep track of which gene is which. Otherwise, it
is not clear in later generations which individual is compatible with which in a population of diverse
structures, or how their genes should be combined to produce offspring. NEAT solves this problem
by assigning a unique historical marking to every new piece of network structure that appears through
a structural mutation. The historical marking is a number assigned to each gene corresponding to its
Artificial Life Volume 18, Number 4
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order of appearance over the course of evolution. The numbers are inherited during crossover
unchanged, and allow NEAT to perform crossover among diverse topologies without the need for
expensive topological analysis.
Second, historical markings make it possible for the system to divide the population into species
based on how similar networks are topologically. That way, individuals compete primarily within their
own niches instead of with the population at large. Because adding new structure is often initially disadvantageous, this separation means that unique topological innovations are protected and therefore
have time to optimize their structure before competing with other niches in the population.
Third, many systems that evolve network topologies and weights begin evolution with a population
of random topologies [22, 66]. In contrast, NEAT begins with a uniform population of simple networks with no hidden nodes, differing only in their initial random weights. Because of speciation,
novel topologies gradually accumulate over evolution, thereby allowing diverse and complex phenotype
patterns to be represented. No limit is placed on the size to which topologies can grow. New structure
is introduced incrementally as structural mutations occur, and only those structures survive that
are found to be useful through fitness evaluations. In effect, then, NEAT searches for a compact,
appropriate topology by incrementally increasing the complexity of existing structure.
The next section reviews generative and developmental systems (GDSs), focusing on compositional patternproducing networks (CPPNs) and the HyperNEAT approach, which will be extended in this article.
2.2 Generative and Developmental Systems
In direct encodings like NEAT, each part of the solutionʼs representation maps to a single piece of
structure in the final solution [17, 66]. The significant disadvantage of this approach is that even
when different parts of the solution are similar, they must be encoded and therefore discovered
separately. Thus this article employs an indirect encoding instead, which means that the description
of the solution is compressed in such a way that information can be reused, allowing the final solution to contain more components than the description itself. Indirect encodings, which are the focus
of the field of GDSs, are powerful because they allow solutions to be represented as a pattern of
parameters, rather than requiring each parameter to be represented individually [5, 6, 19, 24, 26,
38, 52, 57]. The next section reviews one such indirect encoding in more detail.
2.2.1 Compositional Pattern-Producing Networks
Recently, NEAT was extended to evolve a high-level developmental abstraction called compositional
pattern-producing networks (CPPNs) [52]. The idea behind CPPNs is that patterns in nature can be
described at a high level as compositions of functions, wherein each function represents a stage
in development. CPPNs are similar to ANNs, but they rely on more than one activation function
(each representing a common regularity). Interestingly, because CPPNs are also connected graphs,
they can be evolved by NEAT just like ANNs. Thus the CPPN encoding does not require a new
evolutionary algorithm to evolve.
The indirect CPPN encoding can compactly encode patterns with regularities such as symmetry,
repetition, and repetition with variation [49, 50, 52]. For example, simply by including a Gaussian function, which is symmetric, the output pattern can become symmetric. A periodic function such as the
sine creates segmentation through repetition. Most importantly, repetition with variation (e.g., in the fingers
of the human hand) is easily discovered by combining regular coordinate frames (e.g., sine and Gaussian)
with irregular ones (e.g., the asymmetric x axis). For example, a function that takes as input the sum
of a symmetric function and an asymmetric function outputs a pattern with imperfect symmetry.
In this way, CPPNs produce regular patterns with subtle variations. The potential for CPPNs to represent patterns with motifs reminiscent of patterns in natural organisms has been demonstrated in several
studies [49, 50, 52]. Specifically, CPPNs produce a phenotype that is a function of n dimensions, where n
is the number of dimensions in physical space. For each coordinate in that space, its level of expression
is an output of the function that encodes the phenotype. Figure 1 shows how a two-dimensional
phenotype can be generated by a function of two parameters that is represented by a network of
334
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Figure 1. CPPN encoding. (a) The function f takes arguments x and y, which are coordinates in a two-dimensional space.
When all the coordinates are drawn with an intensity corresponding to the output of f, the result is a spatial pattern,
which can be viewed as a phenotype whose genotype is f. (b) The CPPN is a graph that determines which functions are connected. The connections are weighted so that the output of a function is multiplied by the weight of its outgoing connection.

composed functions. Because CPPNs are a superset of traditional ANNs, which can approximate any
function [10], CPPNs are also universal function approximators. Thus a CPPN can encode any pattern
within its n-dimensional space. The next section reviews the HyperNEAT extension to NEAT, which is
itself extended in this article.
2.2.2 HyperNEAT
HyperNEAT, reviewed in this section, is an indirect encoding extension of NEAT that is proven in a
number of challenging domains that require discovering regularities [8, 12, 18, 19, 55, 61]. For a full
description of HyperNEAT see Stanley et al. [55] and Gauci and Stanley [19].
The main idea in HyperNEAT is to extend CPPNs, which encode spatial patterns, to also represent
connectivity patterns [7, 18, 19, 55]. That way, NEAT can evolve CPPNs that represent large-scale
ANNs with their own symmetries and regularities. The key insight is that 2n-dimensional spatial patterns are isomorphic to connectivity patterns in n dimensions, that is, patterns in which the coordinate
of each endpoint is specified by n parameters. Consider a CPPN that takes four inputs labeled x1,
y1, x2, and y2; this point in four-dimensional space also denotes the connection between the twodimensional points (x1, y1) and (x2, y2), and the output of the CPPN for that input thereby represents
the weight of that connection (Figure 2). By querying every possible connection among a set of
points in this manner, a CPPN can produce a neural network, wherein each queried point is a neuron
position. The space in which these neurons are positioned is called the substrate. Because the connections
are produced by a function of their endpoints, the final structure is produced with knowledge of

Figure 2. Interpretation of hypercube-based geometric connectivity pattern. A collection of nodes, called the substrate, is
assigned coordinates that range from −1 to 1 in all dimensions. (1) Every potential connection in the substrate is queried
to determine its presence and weight; the dark directed lines in the substrate depicted in the figure represent a sample
of connections that are queried. (2) Internally, the CPPN (which is evolved) is a graph that determines which activation
functions are connected. As in an ANN, the connections are weighted so that the output of a function is multiplied by
the weight of its outgoing connection. For each query, the CPPN takes as input the positions of the two endpoints and
(3) outputs the weight of the connection between them. Thus, CPPNs can produce regular patterns of connections in space.
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its geometry. In effect, the CPPN is painting a pattern on the inside of a four-dimensional hypercube
that is interpreted as an isomorphic connectivity pattern, which explains the origin of the name
Hypercube-based NEAT (HyperNEAT). Connectivity patterns produced by a CPPN in this way are
called substrates so that they can be verbally distinguished from the CPPN itself, which has its own
internal topology.
Each queried point in the substrate is a node in an ANN. In traditional implementations of
HyperNEAT the experimenter specifies both the location and role (i.e., hidden, input, or output)
of each such node. As a rule of thumb, nodes are placed on the substrate to reflect the geometry of
the task [8, 12, 18, 55]. That way, the connectivity of the substrate is a function of the task structure.
For example, the sensors of an autonomous robot can be placed from left to right on the substrate in
the same order as on the robot. Outputs for moving left or right can also be placed in the same order,
allowing HyperNEAT to understand from the outset the correlation of sensors to effectors. In this way,
knowledge about the problem geometry can be injected into the search, and HyperNEAT can exploit
the regularities (e.g., adjacency, or symmetry) of a problem that are invisible to traditional encodings.
The conventional method for controlling connectivity in HyperNEAT is a threshold that limits
the range of values output by the CPPN that can be expressed as weights. The threshold is a parameter specified at initialization that is uniformly applied to all connections queried. When the magnitude
of the output of the CPPN is below this threshold, the connection is not expressed.
However, Verbancsics and Stanley [62] introduced an alternative to the traditional uniform threshold,
called the link expression output (HyperNEAT-LEO), that allowed HyperNEAT to evolve the pattern of
weights independently from the pattern of connection expression. The LEO is represented as an additional
output to the CPPN that indicates whether a connection should be expressed or not. If the LEO output
is greater than zero, then the corresponding connection is created and its weight is set to the original
CPPN weight output value. Because HyperNEAT evolves such patterns as functions of geometry,
important general topographic principles for organizing connectivity can be seeded into the initial
population [62]. For example, HyperNEAT can be seeded with a bias toward local connectivity
implemented through LEO, in which locality is expressed through a Gaussian function. Because the
Gaussian function peaks when its input is 0.0, inputting a difference between coordinates (e.g., Dx)
achieves the highest value when the coordinates are the same. In this way, such seeds provide the
concept of locality, because the more local the connection (i.e., as Dx approaches 0.0), the greater
the output of the Gaussian function.
Because there are now two different thresholding methods for HyperNEAT, the new approach
introduced in this article is compared with both. However, regardless of the approach to thresholding,
a problem that has endured with HyperNEAT is that the experimenter is left to decide how many
hidden nodes there should be and where to place them too. That is, although the CPPN determines
how to connect nodes in a geometric space, it does not specify where the nodes should be, which is especially
ambiguous for hidden nodes.
In answer to this challenge, the next section introduces an extension to HyperNEAT in which the
placement and density of the hidden nodes do not need to be set a priori and in fact are completely
determined by implicit information in the CPPN itself.
3 Choosing Connections to Express
The placement of nodes in original HyperNEAT is decided by the user. Yet whereas it is often
possible to determine how sensors and effectors relate to domain geometry, it is difficult for the
user to determine the best placement and number of necessary hidden nodes a priori. For example,
the location of the hidden nodes in the substrate in Figure 2 had to be decided by the user.
HyperNEAT thus creates the strange situation that it can decide with what weight any two nodes
in space should be connected, but it cannot tell us anything about where the nodes should be. Is
there a representation that can evolve the placement and density of nodes and that can potentially
span the range between networks of several dozen nodes and several billion?
336
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3.1 Implicit Information in the Hypercube
The novel insight behind ES-HyperNEAT is that a representation that encodes the pattern of connectivity across a network automatically contains implicit information that could be useful for deciding
where the nodes should be placed. In HyperNEAT the pattern of connectivity is described by the
CPPN, where every point in the four-dimensional space denotes a potential connection between
two two-dimensional points (recall that a point in the four-dimensional hypercube is actually a connection weight and not a node). Because the CPPN takes x1, y1, x2, and y2 as input, it is a function of the
infinite continuum of possible coordinates for these points. In other words, the CPPN encodes a potentially infinite number of connection weights within the hypercube of weights. Thus one interesting way
to think about the hypercube is as a theoretically infinite pattern of possible connections that might be
incorporated into a neural network substrate. If a connection is chosen to be included, then by necessity
the nodes that it connects must also be included in the substrate. Thus by asking which connections to
include from the infinite set, we are also asking which nodes (and hence their positions) to include.
By shifting the question of what to include in the substrate from nodes to connections, two
important insights follow: First, the more such connections are included, the more nodes would also
be added to the substrate. Thus the node density increases with the number of connections. Second,
for any given infinite-resolution pattern, there is some sampling density above which increasing the
density further offers no advantage. For example, if the hypercube is a uniform gradient of maximal
connection weights (i.e., all weights are the same constant), then in effect it encodes a substrate that
computes the same function at every node. Thus adding more such connections and nodes adds no
new information. On the other hand, if there is a stripe of differing weights running through the
hypercube, but otherwise uniform maximal connections everywhere else, then that stripe contains
information that would contribute to a different function from its redundantly uniform neighbors.
The key insight is thus that it is not always a good idea to add more connections, because for
any given finite pattern, at some resolution there is no more information and adding more weights
at such high resolution would be redundant and unnecessary. This maximal useful resolution varies
for different regions of the hypercube, depending on the complexity of the underlying weight pattern
in those regions. Thus the answer to the question of which connections should be included in
ES-HyperNEAT is that connections should be included at high enough resolution to capture the detail
(i.e., information) in the hypercube. Any more than that would be redundant. Therefore, an algorithm
is needed that can choose many points to express in regions of high variance and fewer points to
express in regions of relative homogeneity. Each such point is a connection weight in the substrate,
whose respective nodes will be expressed as well. The main principle is simple: Density follows information.
In this way, the placement of nodes in the topographic layout of an ANN is ultimately a signification of
where information is stored within weights.
To perform the task of choosing points (i.e., weights) to express, a data structure is needed that
allows space to be represented at variable levels of granularity. One such multi-resolution technique
is the quadtree [16], which traditionally describes two-dimensional regions. It has been applied successfully in fields ranging from pattern recognition to image encoding [47, 59] and is based on recursively
splitting a two-dimensional region into four subregions. That way, the decomposition of a region
into four new regions can be represented as a subtree whose parent is the original region with one
descendant for each decomposed region. The recursive splitting of regions can be repeated until the
desired resolution is reached or until no further subdivision is needed because additional resolution is
no longer uncovering any new information. The next sections describe the ES-HyperNEAT algorithm
in more detail. A pseudocode implementation can be found in Appendix 2.
4 Quadtree Information Extraction
Instead of searching directly in the four-dimensional hypercube space (recall that it takes four dimensions to represent a two-dimensional connectivity pattern), ES-HyperNEAT iteratively discovers the
ANN connections starting from the inputs and outputs of the ANN (which are prespecified by the
Artificial Life Volume 18, Number 4
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user ). This approach focuses the search within the hypercube on two-dimensional cross sections of
the hypercube.
The foundation of the ES-HyperNEAT algorithm is the quadtree information extraction procedure,
which receives a two-dimensional position as input and then analyzes either the outgoing connectivity
pattern from that single neuron (if it is an input), or the incoming connectivity pattern (if it is an output).
For example, given an input neuron at (a, b), the quadtree connection-choosing algorithm is applied only
to the two-dimensional outgoing connectivity patterns described by the function CPPN (a, b, x2, y2),
where x2 and y2 range between −1 and 1. The algorithm works in two main phases (Figure 3): In the
division and initialization phase (Figure 3 top) the quadtree is created by recursively subdividing the initial
square (lines 8–11 of Algorithm 1 in Appendix 2), which spans the space from (−1, −1) to (1, 1), until
a desired initial resolution r is reached (e.g., 4 × 4, which corresponds to a quadtree depth of 3).
For every quadtree square with center (x, y), the CPPN is queried with arguments (a, b, x, y) and the
resulting connection weight value w is stored (line 14 of Algorithm 1).
node p and mean
Given the values (w1, w2,… , wk) of the k leaf nodes in a subtree of quadtreeP
weight w,̄ the variance of node p in the quadtree can be calculated as jp2 ¼ k1 1k ðw ̄ − wiÞ2 . This
variance is a heuristic indicator of the heterogeneity (i.e., presence of information) of a region. If
the variance of the parent of a quadtree leaf is still higher than a given division threshold dt (line 20
of Algorithm 1), then the division phase can be reapplied for the corresponding leafʼs square, allowing increasingly high densities. Just as the initialization resolution ensures that some minimum level
of sampling is enforced (so that the basic shape of the encoded pattern is likely to be discovered),
a maximum resolution level rm can also be set to place an upper bound on the number of possible
neurons if desired. However, it is theoretically interesting that in principle this algorithm can yield
arbitrarily high density, which means that very large ANNs can be represented.
The quadtree representation created in the initialization phase serves as a heuristic variance
indicator to decide on the connections (and therefore placement and density of neurons) to express.
Because more connections should be expressed in regions of higher variance, a pruning and extraction
phase (Algorithm 2 in Appendix 2) is next executed (Figure 3 bottom), in which the quadtree is
traversed depth-first until the current nodeʼs variance is smaller than the variance threshold jt2

Figure 3. Quadtree information extraction example. Given an input neuron at (a, b), the algorithm works in two main
stages. (1) In the division and initialization phase the quadtree is created by recursively splitting each square into four new
squares until the desired resolution is reached (1a), while the values (1b) for each square with center (x, y) are determined
by CPPN(a, b, x, y) and the variance values of each higher node are calculated (1c). Gray nodes in the figure have a variance
greater than zero. Then, in the pruning and extraction phase (2), the quadtree is traversed depth-first until the nodeʼs variance
is smaller than a given threshold (2a). A connection (a, b, x, y) is created for each qualifying node with center (x, y) (2b).
That way, the density of neurons in different regions will correspond to the amount of information in that region.
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Figure 4. Example connection selection. Chosen connections (depicted only by their target locations) originating from
(0, −1) are shown in (a) after the pruning stage but without band pruning. Points that still remain after band pruning
(e.g., point P, whose neighbors at the same resolution have different CPPN activation levels) are shown in (b). The
resulting point distribution reflects the information inherent in the pattern.

(line 4 of Algorithm 2) or until the node has no children (which means that the variance is zero).
Subsequently, a connection (a, b, x, y) is created for each qualifying node with center (x, y) (line 22 of
Algorithm 2; the band threshold in Algorithm 2 is explained shortly). The result is higher resolution
in areas of more variation.
Figure 4a shows an example of the outgoing connections from the source neuron (0, −1) (depicted
only by their target locations for clarity) chosen at this stage of the algorithm. The variance is high at
the borders of the circles, which results in a high density of expressed points near those locations.
However, for the purpose of identifying connections to include in a neural topography, the raw pattern
output by the quadtree algorithm can be improved further. If we think of the pattern output by the
CPPN as a kind of language for specifying the locations of expressed connections, then it makes sense
additionally to prune the points around borders so that it is easy for the CPPN to encode points
definitively within one region or another.
Thus a more parsimonious language for describing density patterns would ignore the edges and
focus on the inner region of bands, which are points that are enclosed by at least two neighbors on
opposite sides (e.g., left and right) with different CPPN activation levels (Figure 4b). Furthermore,
narrower bands can be interpreted as requests for more point density, giving the CPPN an explicit
mechanism for affecting density. Thus, to facilitate banding, a pruning stage is added that removes
points that are not in a band. Membership in a band for a square with center (x, y) and width N is
determined by the band level
h ¼ maxðminðdtop; dbottomÞ; minðdleft; drightÞÞ;
where dleft is the difference in CPPN activation levels between the connection (a, b, x, y) and its left
neighbor at (a, b, x − N, y) (line 9 of Algorithm 2). The other values, d right, d bottom, and d top, are calculated
similarly. If the band level h is below a given threshold ht , then the corresponding connection is not
expressed (line 19 of Algorithm 2). Figure 4b shows the resulting point selections with band pruning.
This approach also naturally enables the CPPN to increase the density of points chosen, by creating more bands or making them thinner. Thus no new information and no new representational
structure beyond the CPPN already employed in HyperNEAT is needed to encode node placement
and connectivity, as concluded in the next section.
5 ES-HyperNEAT Algorithm
The complete ES-HyperNEAT algorithm (Algorithm 3 in Appendix 2) is depicted in Figure 5. The connections originating from an input at (0, −1) (Figure 5a; line 7 in Algorithm 3) are chosen with the approach
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described in the previous section. The corresponding hidden nodes are created if not already existent
(lines 9–10 in Algorithm 3). The approach can be iteratively applied to the discovered hidden nodes until
a user-defined maximum iteration level is reached (line 15 in Algorithm 3) or no more information is discovered in the hypercube (Figure 5b). To tie the network into the outputs, the approach then chooses
connections based on each outputʼs incoming connectivity patterns (Figure 5c; line 27 in Algorithm 3).
Once all hidden neurons are discovered, only those are kept that have a path to an input and an
output neuron (Figure 5d; line 34 in Algorithm 3). This iterated approach helps to reduce computational costs by focusing the search on a sequence of two-dimensional cross sections of the hypercube instead of searching for information directly in the full four-dimensional hyperspace.
ES-HyperNEAT ultimately unifies a set of algorithmic advances stretching back to NEAT, each
abstracted from an important facet of natural evolution that contributes to its ability to evolve complexity. The first is that evolving complexity requires a mechanism to increase the information content in the genome over generations [56, 58]. Second, geometry plays an important role in natural
neural connectivity; in neuroevolution, endowing neurons with geometric coordinates means that
the genome can in effect project regularities in connectivity across the neural geometry, thereby
providing a kind of scaffolding for situating cognitive structures [18, 19, 55]. Third, the placement
and density of neurons throughout the geometry of the network should reflect the complexity of the
underlying functionality of its respective parts [46].

Figure 5. The ES-HyperNEAT algorithm. The algorithm starts by iteratively discovering the placement of the hidden
neurons from the inputs (a) and then ties the network into the outputs (c). The two-dimensional motif in (a) represents
outgoing connectivity patterns from a single input node, whereas the motif in (c) represents incoming connectivity patterns for a single output node. The target nodes discovered (through the quadtree algorithm) are those that reside
within bands in the hypercube. In this way regions of high variance are sought only in the two-dimensional cross section
of the hypercube containing the source or target node. The algorithm can be iteratively applied beyond the inputs to the
discovered hidden nodes (b). Only those nodes are kept at the end that have a path to an input and an output neuron (d).
That way, the search through the hypercube is restricted to functional ANN topologies.
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Because ES-HyperNEAT can automatically deduce node geometry and density from CPPNs instead of requiring a priori placement (as in original HyperNEAT), it significantly expands the scope
of neural structures that evolution can discover. The approach not only evolves the location of every
neuron in the brain, but also can represent regions of varying density, which means resolution can
increase holistically over evolution. The main insight is that the connectivity and hidden-node placement can be automatically determined by information already inherent in the pattern encoded by the
CPPN. In this way, the density of nodes is automatically determined and effectively unbounded.
Thus substrates of unbounded density can be evolved and determined without any additional representation beyond the original CPPN in HyperNEAT.
5.1 Key Hypotheses
Automatically determining the placement and density of hidden neurons introduces several advantages beyond just liberating the user from making such decisions. This subsection introduces the key
hypotheses in this article that elucidate these advantages, which the experiments in Sections 6, 7, and
8 aim to validate.
Hypothesis 1. ES-HyperNEAT facilitates evolving networks with targeted connectivity for
multimodal tasks.
Although it produces regular patterns of weights, the original HyperNEAT tends to produce fully
or near fully connected networks [8], which may create a disadvantage in domains where certain
neurons should only receive input from one modality while other neurons should receive inputs from
multiple modalities, thus allowing the sharing of information about the underlying task similarities
in the hidden layer. In contrast, because ES-HyperNEAT only creates connections where there is
high variance in the hypercube, it should be able to find greater variation in connectivity for different
neurons. To test Hypothesis 1, the first experiment explores how ES-HyperNEAT performs in a
multitask domain (Section 6), which requires the agent to react differently according to the type of
input (e.g., rangefinder or radar) it receives.
Hypothesis 2. The fixed locations of hidden nodes in original HyperNEAT that are chosen by
the user make finding an effective pattern of weights more difficult than does allowing the algorithm
itself to determine their locations, as in ES-HyperNEAT.
The problem is that when node locations are fixed, the pattern in the hypercube that is encoded
by the CPPN must intersect those node coordinates at precisely the right locations. Even if such a
CPPN encodes a pattern of weights that expresses an effective network, a slight shift (i.e., a small
translation) of the pattern would cause it to detach from the correct node locations. Thus the network would receive a low fitness even though it actually would encode the right pattern if only the
nodes were slightly shifted. In contrast, ES-HyperNEAT in effect tracks shifts in the underlying
pattern, because the quadtree algorithm searches for the appropriate locations of nodes regardless
of exactly where the pattern is expressed. This increased flexibility means that the feasible area of the
search space will be larger and hence easier to hit. Analyzing the resulting ANNs will demonstrate
whether ES-HyperNEAT can express hidden nodes at slightly different locations when the pattern
of weights changes.
Hypothesis 3. ES-HyperNEAT is able to elaborate on existing structure by increasing the number
of synapses and neurons in the ANN during evolution, while regular HyperNEAT takes the entire
set of ANN connection weights to represent a partial solution.
The second experiment in a deceptive maze navigation domain (Section 7) will isolate this issue by
examining the effect of a task with several intermediate milestones on both variants.
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Hypothesis 4. ES-HyperNEAT can evolve modular ANNs more easily than the original fixedsubstrate HyperNEAT, in part because it facilitates evolving networks with limited connectivity and
because it has the capability to start the evolutionary search with a bias toward locality and toward
certain canonical ANN topographies.
The third experiment, called the left & right retina problem [7, 29] (Section 8), will test the ability to
evolve modular structures, because the task benefits from separating different functional structures.
Whereas the original HyperNEAT was extended to allow seeding with a bias toward local connectivity through HyperNEAT-LEO [62], ES-HyperNEAT can also be seeded with a CPPN that creates
certain ANN topographies (i.e., geometry seeding ). This advance is enabled by ES-HyperNEATʼs ability
to place the hidden nodes according to the underlying information in the hypercube.
If these hypotheses are correct, then ES-HyperNEAT should not only match but outperform the
original HyperNEAT, as the experiments in the next sections will test.
6 Experiment 1: Dual Task
Organisms in nature have the ability to switch rapidly between different tasks, depending on the demands of the environment. For example, a rat should react differently when placed in a maze or in
an open environment with a visible food source. The dual task domain presented here (Figure 6) will
test the ability of ES-HyperNEAT and regular HyperNEAT to evolve such task differentiation for
a multimodal domain.
The dual task domain consists of two nondependent scenarios (i.e., the performance in one
scenario does not directly influence the performance in the other scenario) that require the agent
to exhibit different behaviors and to react either to its rangefinders or to its pie-slice sensors. Because certain hidden neurons ideally would be responsible for information that should be treated
differently, while other hidden neurons should be able to share information where the tasks are
similar, this domain will likely benefit from ANNs that are not fully connected, which the original
HyperNEAT has struggled to produce in the past [7]. ES-HyperNEAT should facilitate the evolution
of networks with more targeted connectivity, as suggested by Hypothesis 1, because connections are
only included at a high enough resolution to capture the information in the hypercube.
The first scenario is a simple navigation task in which the agent has to navigate from a starting
point to an end point in a fixed amount of time, using only its rangefinder sensors to detect walls
(Figure 6a). The fitness in this scenario is calculated as fnav = 1 − dg, where dg is the distance of the
robot to the goal point at the end of the evaluation, scaled into the range [0, 1]. The second scenario
is a food-gathering task in which a single piece of food is placed within a square room with an agent
that begins at the center (Figure 6b). The agent attempts to gather as much food as possible within a
time limit, using only its pie-slice sensors, which act as a compass toward the food item. Food only
appears at one location at a time and is placed at another random location once consumed by the
nþð1−d Þ
agent. The fitness for the food-gathering task is defined by ffood ¼ 4 f , where n corresponds to

Figure 6. Dual task. In the dual task domain the agent has to exhibit either wall-following (a) or food-gathering behavior
(b), depending on the type of sensory input it receives.
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Figure 7. Substrate configuration and sensor layout. The controller substrate is shown at left. Whereas the number of
hidden nodes for the fixed-substrate approach is determined in advance, ES-HyperNEAT decides on the positions and
density of hidden nodes on its own. The sensor layout is shown on the right. The autonomous agent is equipped with
five distance and four pie-slice sensors. Each rangefinder sensor indicates the distance to the closest obstacle in that
direction. The pie-slice sensors act as a compass toward the goal (i.e., food), activating when a line from the goal to
the center of the robot falls within the pie slice.

the number of collected food items (maximum four ), and df is the distance of the robot to the next
food item at the end of the evaluation.
The total fitness is calculated as the average of the fitness values in the two scenarios. The domain
is considered solved when the agent is able to navigate to the goal point in the first scenario and successfully collects all four food items in the second scenario, which corresponds to a fitness of 1.0.
6.1 Experimental Setup
Evolvable and fixed-substrate (original) HyperNEAT use the same placement of input and output
nodes on the substrate (Figure 7), which are designed to correlate senses and outputs geometrically
(e.g., seeing something on the left and turning left). Thus the CPPN can exploit the geometry of the
agent. The agent is equipped with five rangefinder sensors that detect walls and four pie-slice sensors
that act as a compass toward the next food item. All rangefinder sensor values are scaled into the
range [0,1], where lower activation indicates closer proximity to a wall. A pie-slice sensor is set to 1.0
when a line from the next food item to the center of the robot falls within the pie slice, and is set to
0.0 otherwise. At each discrete moment of time, the number of units moved by the agent is 20F,
where F is the forward effector output. The agent also turns by (L − R) × 18°, where L is the left
effector output and R is the right effector output. A negative value is interpreted as a right turn.
To highlight the challenge of deciding the location and number of available hidden nodes,
ES-HyperNEAT is compared with four fixed-substrate variants (Figure 8). FS10x1 is the typical
setup with a single row of 10 hidden neurons in a horizontal line at y = 0 (Figure 8a). For the
FS1x10 variant 10 hidden neurons are arranged vertically at x = 0 (Figure 8b). FS5x5 has a substrate
containing 25 hidden nodes arranged in a 5 × 5 grid (Figure 8c). FS8x8 tests the effects on performance of uniformly increasing the number of hidden nodes from 25 to 64 neurons (Figure 8d).
To generate such a controller for the original HyperNEAT, a four-dimensional CPPN with inputs x1,
y1, x2, and y2 queries the substrate shown in Figure 7 to determine the connection weights between
the input and hidden, the hidden and output, and the hidden and hidden nodes. In contrast,
ES-HyperNEAT decides the placement and density of nodes on its own.

Figure 8. Hidden-node layouts for the original HyperNEAT. This figure shows (a) a horizontal configuration of hidden
nodes, (b) a vertical arrangement, and two (c,d) grid configurations.
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Experimental parameters for this experiment and all other experiments in this article are given in
Appendix 1.
6.2 Dual Task Results
All results are averaged over 20 runs. Figure 9 shows the training performance over generations for
the HyperNEAT variants on the dual task domain. ES-HyperNEAT solved the domain in all runs
and took on average 33 generations (j = 31), whereas the best-performing fixed-substrate variant,
FS5x5, found a solution in only 13 out of 20 runs. The difference in average final performance is
significant ( p < 0.001 according to the Studentʼs t-test).
The second HyperNEAT thresholding method, HyperNEAT-LEO, was seeded with global
locality [62], which should allow HyperNEAT to create more-sparsely connected networks. Indeed,
adding the LEO increases the average maximum fitness for all fixed-substrate HyperNEAT setups
significantly ( p < 0.001) (graphs not shown). The fixed-substrate approaches with LEO 10 × 1, 1 ×
10, 5 × 5, and 8 × 8 find a solution in 20, 18, 17, and 19 runs, respectively. The best fixed-substrate
approach with LEO (10 × 1) took 28 generations on average (j = 52), which is slightly, though
not significantly, faster than ES-HyperNEAT ( p = 0.68). However, the worst-performing fixedsubstrate approach with LEO (5 × 5) took 101 generations on average (j = 116) when successful,
which is significantly longer than ES-HyperNEAT ( p < 0.05). This result highlights that even
though HyperNEAT-LEO improves on the performance of regular HyperNEAT, the need to decide
the placement of nodes (which is removed with ES-HyperNEAT) remains a potential liability.
These results also suggest that a multimodal domain benefits from the ability of both ES-HyperNEAT
and HyperNEAT-LEO to generate more-sparsely connected ANNs than the original HyperNEAT
with uniform thresholding, which an analysis of the evolved ANNs confirms. An example of
three ANN solutions generated by ES-HyperNEAT and the CPPNs that encode them is shown
in Figure 10. While ES-HyperNEAT is able to find a greater variation in connectivity for different
neurons, the networks created by the original HyperNEAT are generally fully or near-fully connected.
Interestingly, the average CPPN complexity of solutions discovered by the best-performing setup
for regular HyperNEAT (5 × 5) is at 9.7 hidden nodes (j = 6.7), almost six times higher than CPPN
solutions by ES-HyperNEAT, which have 1.65 hidden nodes on average (j = 2.2). It is also three
times higher than CPPN solutions for the best-performing HyperNEAT-LEO setup (10 × 1), which
have 3.05 hidden nodes on average (j = 2.25). These results indicate that regular HyperNEAT
requires more effort to find solutions than either ES-HyperNEAT or HyperNEAT-LEO.
7 Experiment 2: Maze Navigation
To evolve controllers for more complicated tasks will require a neuroevolution method that benefits
from previously discovered partial solutions to find the final solution. While direct encodings like

Figure 9. Average performance. The average best fitness over generations is shown for the dual task domain for the
different HyperNEAT substrates, which are averaged over 20 runs. The main result is that ES-HyperNEAT significantly
outperforms the original HyperNEAT in a multimodal domain.
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Figure 10. ES-HyperNEAT ANN solutions and their underlying CPPNs. Three ANN solutions (bottom) and the CPPNs
(top) that encode them are shown together with the numbers of hidden neurons (n) and connections (c). ES-HyperNEAT evolves a variety of different ANNs, showing varying degrees of symmetry and network connectivity. In the
electronic version, positive connections are dark (black), whereas negative connections are light (red). Line width
corresponds to connection strength. Hidden nodes with self-recurrent connections are denoted by a smaller concentric
circle. CPPN activation functions are denoted by G for Gaussian, S for sigmoid, and A for absolute value. The CPPNs
receive the length L of the queried connection as an additional input.

NEAT allow the network topology to complexify over generations, leading to increasingly sophisticated behavior, they suffer from the problem of reinvention. That is, even if different parts of the
solution are similar, they must be encoded and therefore discovered separately.
HyperNEAT alleviated this problem by allowing the solution to be represented as a pattern of
parameters, rather than requiring each parameter to be represented individually. However, because
regular HyperNEAT tends to produce fully connected ANNs [7], it likely takes the entire set of
ANN connection weights to represent a partial task solution, while ES-HyperNEAT should be able
to elaborate on existing structure because it can increase the number of connections and nodes in
the substrate during evolution, as suggested by Hypothesis 3.
To test this third hypothesis on when ES-HyperNEAT provides an advantage, a task is needed in
which a solution is difficult to evolve without crossing several intermediate milestones. One such
task is the deceptive maze navigation domain introduced by Lehman and Stanley [32]. In this domain
(Figure 11), a robot controlled by an ANN must navigate in a maze from a starting point to an end
point in a fixed time. The robot has five rangefinders that indicate the distance to the nearest wall
within the maze, and four pie-slice radar sensors that fire when the goal is within the pie slice. The
experimental setup follows the one described in Section 6.1 with the same substrate configuration and
sensor layout (Figure 7). The agent thus sees walls with its rangefinders and the goal with its radars.
If fitness is rewarded proportionally to how close the robot is to the goal at the end, cul-de-sacs in
the maze that lead close to the goal but do not reach it are deceptive local optima [34]. Therefore, to
reduce the role of such deception in this article, the fitness function f rewards the agent explicitly for
discovering stepping stones toward the goal:

10
if the agent is able to reach the goal;
f ¼
n þ ð1 − d Þ otherwise;
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Figure 11. Maze navigation. The goal of the agent in the maze navigation domain is to reach goal point G. Because the task
is deceptive, the agent is rewarded for making incremental process toward the goal by following the waypoints.

where n is the number of passed waypoints (which are not visible to the agent) and d is the distance
of the robot to the next waypoint scaled into the range [0, 1] at the end of the evaluation. The idea is
that agents that can reach intermediate waypoints should make good stepping stones to those that
reach further waypoints. ES-HyperNEAT should be able to elaborate more efficiently on agents that
reach intermediate waypoints by gradually increasing their neural density.
7.1 Maze Navigation Results
ES-HyperNEAT performed significantly better than the other variants in the maze navigation domain ( p < 0.001) (Figure 12a) and finds a solution in 19 out of 20 runs in 238 generations on
average when successful (j = 262). The default setup for the original HyperNEAT, FS10x1, reaches
a significantly higher average maximum fitness than the vertically arrangement FS1x10 ( p < 0.001)
or the gridlike setup FS8x8 ( p < 0.05). The significantly lower performance of the vertical node
arrangement (FS1x10) highlights the challenge of deciding the best positions for the hidden nodes
and shows that certain substrate configurations make finding an effective pattern of weights more
difficult, as suggested by Hypothesis 2.
The differing performance of evolvable-and fixed-substrate HyperNEAT can also be appreciated
in how frequently they solve the problem perfectly (Figure 12b). ES-HyperNEAT significantly outperforms all fixed-substrate variants and finds a solution in 95% of the 20 runs. FS10x1 solves the
domain in 45% of runs, whereas the vertical arrangement of the same number of nodes (FS1x10)
degrades performance significantly ( p < 0.001), also not finding a solution in any of the runs. FS5x5
finds a solution in 20% of all runs. Interestingly, uniformly increasing the number of hidden nodes
to 64 for FS8x8, which might be hypothesized to help, in fact degrades performance significantly
( p < 0.001), not finding a solution in any of the runs.
Extending the original HyperNEAT with the LEO and global locality seeding [62] increases its
average maximum fitness for all but the FS8x8 setup significantly ( p < 0.001) (graphs not shown).
The best-performing HyperNEAT-LEO setup (FS10x1) finds a solution in 17 out of 20 runs, in

Figure 12. Average performance and champion complexity. The average best fitness over generations is shown for
the maze navigation domain (a) for the different HyperNEAT variants, which are averaged over 20 runs. The fraction
of 20 runs that successfully solve the maze navigation domain is shown in (b) for each of the HyperNEAT variants after
1,000 generations. The average number of connections of the champion ANNs produced by ES-HyperNEAT and the
number of connections of the underlying CPPNs are shown in (c). Increasing CPPN complexity shows a positive (and
significant) correlation with an increase in ANN substrate complexity.
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531 generations on average when successful (j = 262). While LEO improves HyperNEATʼs performance, the best-performing fixed-substrate approach even with LEO still performs significantly
worse than ES-HyperNEAT ( p < 0.05). This result suggests that the maze navigation domain
depends not only on networks with limited connectivity (like the dual task domain in the previous
section), but also on a method that benefits from building on previously discovered partial solutions
to find the final solution.
In ES-HyperNEAT, there is a significant positive correlation (r = 0.95, p < 0.001 according to
Spearmanʼs rank correlation coefficient) between the number of connections in the CPPN and in the
resulting ANN (Figure 12c). This trend indicates that the substrate evolution algorithm may tend to
create increasingly complex indirectly encoded networks even though it is not explicitly designed to do so
(e.g., like regular NEAT). The complexity of ANN (substrate) solutions (242 connections on average)
is more than nine times greater than that of the underlying CPPNs (25 connections on average), which
suggests that ES-HyperNEAT can encode large ANNs from compact CPPN representations.
The conclusion is that evolving the substrate can significantly increase performance in tasks that
require incrementally building on stepping stones. The next two sections examine how this result
comes about.
7.2 Example Solution Lineage
To gain a better understanding of how an indirect encoding like ES-HyperNEAT elaborates a solution over generations, additional evolutionary runs in the maze navigation domain were performed
with sexual reproduction disabled (i.e., every CPPN has only one ancestor ). This change facilitates
analyzing the lineage of a single champion network. Disabling sexual reproduction did not result in a
significant performance difference.
An example of four milestone ANNs in the lineage of a solution and the CPPNs that encode
them is shown in Figure 13. All ANNs share common geometric features: Most prominent are the
symmetric network topology and denser regions of hidden neurons resembling the shape of an “H”
(except the second ANN). Between generations 24 and 237 the ANN evolves from not being able
to reach the first waypoint to solving the task.
The solution discovered at generation 237 shows a clear holistic resemblance to generation 106
despite some general differences. Both networks have strong positive connections to the three output neurons that originate at slightly different hidden-node locations. This slight shift is due to a
movement of information within the hypercube for which ES-HyperNEAT can nevertheless compensate, as suggested by Hypothesis 2. The number of connections gradually increases from 184 in
generation 24 to 356 in generation 237, indicating the incremental elaboration on existing ANN
structure, as suggested by Hypothesis 3. Interestingly, the final ANN solves the task without feedback from its pie-slice sensors.
Figure 13 also shows that ES-HyperNEAT can encode large ANNs from compact CPPN representations. The solution ANN with 40 hidden neurons and 356 connections is encoded by a much
smaller CPPN with only five hidden neurons and 18 connections.
In contrast to direct encodings like NEAT [53, 55], genotypic CPPN mutations can have a more
global effect on the expressed ANN patterns. For example, changes in only four CPPN weights are
responsible for the change in topology from the second to the third ANN milestone. Other solution
lineages followed similar patterns, but single neuron or connection additions to the substrate do also
sometimes occur.
7.3 Initializing Regular HyperNEAT with a Solution ES-HyperNEAT Substrate
One might speculate that ES-HyperNEAT outperforms the original HyperNEAT only because it
finds a better substrate and not because it can compensate for movement of information within
the hypercube or because it can incrementally build on existing ANN structure. To test this hypothesis, 20 additional runs were performed, in which HyperNEAT was given the solution substrate
generated by ES-HyperNEAT in Figure 13d.
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Figure 13. ANN milestones and underlying CPPNs together with the agentʼs behavior from a single maze solution lineage.
Four ANN milestones (bottom) and the CPPNs (top) that encode them are shown together with the numbers of hidden
neurons (n) and connections (c). Fitness f is also shown. Positive connections are dark, whereas negative connections are
light. Line width corresponds to connection strength. Hidden nodes with self-recurrent connections are denoted by a
smaller concentric circle. CPPN activation functions are denoted by G for Gaussian, S for sigmoid, Si for sine, and A for absolute
value. The CPPNs receive the length L of the queried connection as an additional input. The gradual increase in substrate
connections indicates an increase of information in the hypercube, which in turn leads to an increase in performance.

HyperNEAT solved the task in 40% of all runs and reached an average maximum fitness of 7.30
(j = 2.33). It performed slightly worse than the FS10x1 setup, which solved the task in 45% of all
runs, and significantly worse than ES-HyperNEAT ( p < 0.001).
Thus the results confirm the hypothesis that ES-HyperNEATʼs better performance is not only
due to the topography of its generated substrates. The original HyperNEAT does not have the ability
to modify the locations of the hidden nodes, which, as suggested by Hypothesis 2, makes finding
an effective pattern of weights more difficult. Additionally, even with a substrate generated by
ES-HyperNEAT, HyperNEAT is not able to elaborate further on the existing structure, because it
takes the entire set of ANN connection weights to represent a partial solution.
7.4 Evolvability Analysis
Kirschner and Gerhart [31] define evolvability as “an organismʼs capacity to generate heritable phenotypic variation.” The highly evolvable representations found in biological systems have allowed natural
evolution to discover a great variety of diverse organisms. Thus facilitating a representationʼs effective
search (i.e., its evolvability) is an important research direction in evolutionary computation [43].
The dual task (Section 6) and the maze navigation domain (Section 7) suggest that the original
HyperNEAT fails to elaborate on existing ANN structure because it likely consumes the entire set
of connection weights to represent an intermediate solution. Furthermore, small mutations in the
CPPN can cause a shift in the location of information within the hypercube for which the original
HyperNEAT cannot compensate, making such evolved individuals fragile. However, ES-HyperNEAT
should be more robust, because it can compensate for shifts in the CPPN pattern by following
the movement of information within the hypercube (Hypothesis 2). This ability and the fact that
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ES-HyperNEAT can elaborate on existing ANN structure (Hypothesis 3) should allow ES-HyperNEAT
to more easily generate individuals whose offspring exhibit diverse functional behaviors, and thus
more heritable phenotypic variation. To demonstrate this capability, the evolvability of the different
representations needs to be measured.
Kirschnerʼs definition reflects a growing consensus in biology that the ability to generate behavioral variation is fundamental to evolvability [31, 41, 63]. Therefore, following Lehman and Stanley
[33], an individualʼs evolvability in this article is estimated by generating many children from it and
then measuring the degree of behavioral variation among those offspring. In effect, this measure
quantifies how well the underlying encoding enables behaviorally diverse mutations. To measure
variation, a behavioral distance measure is needed. Following Lehman and Stanley [33], behavioral
distance in the maze navigation domain is measured in this analysis by the Euclidean distance
between the ending positions of two individuals. Evolvability is measured every 50 generations,
when each individual in the population is forced to create 200 offspring by asexual reproduction.
A greedy algorithm calculates the evolvability by adding each individual to a list of behaviors if
its behavioral distance to all other individuals already in the list is higher than a given threshold.
Thus the number of added behaviors is an indicator of the individualʼs ability to generate behavioral
variation (i.e., its evolvability).
It is important to note that a random genetic mapping would likely not enable behaviorally diverse
mutations and therefore would have a low evolvability. Most of the networks produced would be
nonfunctional or display trivial behaviors (just going forward, spinning in circles, etc.), thus ending
in similar parts of the maze. The results in the previous section (Figure 12a) showed that evolving a successful maze navigator is a challenging task, which supports the hypothesis that generating
nontrivial behaviors through a random mapping is unlikely.
Figure 14 shows the average evolvability of the best-performing fixed-substrate variant FS10x1
compared with ES-HyperNEAT. The main result is that ES-HyperNEAT shows a significantly ( p <
0.001) higher evolvability across all generations, further explaining its better performance in the domains
presented in this article.

8 Experiment 3: Retina Problem
Modularity likely plays an important role in the evolvability of complex biological organisms [7, 13,
23, 29]. Lipson [35] defines functional modularity as the structural localization of function, which
allows parts of a solution to be optimized independently [29]. Because modularity enhances evolvability
and allows natural systems to scale to tasks of high complexity, it is an important ingredient in evolving complex networks, which is a major goal in the field of GDSs. ES-HyperNEAT should more easily
evolve modular ANNs than the original fixed-substrate HyperNEAT, because it has the capability to
start the evolutionary search with a bias toward locality and certain canonical ANN topographies, as
suggested by Hypothesis 4.

Figure 14. Comparing the evolvability of fixed-substrate and evolvable-substrate HyperNEAT. ES-HyperNEAT exhibits a
significantly higher evolvability throughout all generations. The results are averaged over 20 runs.

Artificial Life Volume 18, Number 4

349

S. Risi and K. O. Stanley

An Enhanced Hypercube-Based Encoding

Figure 15. Retina problem. The artificial retina consists of 4 × 2 pixels that constitute the inputs to the ANN. Eight out of
16 possible patterns are considered left objects. The same is true for the right four pixels, though the eight valid patterns
are different. The picture is adapted from Kashtan and Alon [29].

Following Verbancsics and Stanley [62] and Clune et al. [7], the modular domain in this section is a
modified version of the retina problem, originally introduced by Kashtan and Alon [29]. The goal of the
ANN is to identify a set of valid 2 × 2 patterns on the left and right sides of a 4 × 2 artificial retina
(Figure 15). That is, the ANN must independently decide, for each pattern presented to the left and right
sides of the retina, if that pattern is a valid left or right pattern, respectively. Thus it is a good test of
the ability to evolve modular structures, because the left and right problem components are ideally
separated into different functional structures. The ANN setup is given below in Section 8.3.
While the original HyperNEAT approach and also the direct NEAT encoding perform poorly in
generating modular ANNs [7], HyperNEAT-LEO [62] showed that allowing HyperNEAT to evolve
the pattern of weights independently from the pattern of connection expression, while seeding
HyperNEAT with a bias toward local connectivity, allows modular structures to arise naturally.
Furthermore, the LEO achieved the best results in the retina left & right task by only seeding with
the concept of locality along the x axis [62]. That is, the seed CPPN starts with a Gaussian node G
that receives x1 − x2 as input and is connected to the LEO output. Therefore G peaks when the
two coordinates are the same, thereby seeding the CPPN with a concept of locality. This result
makes sense because the retina problem is distributed along the horizontal axis (Figure 15).
8.1 Extending ES-HyperNEAT with the LEO
Because ES-HyperNEAT does not require any special changes to the traditional HyperNEAT
CPPN, enhancements like the LEO can in principle also be incorporated into ES-HyperNEAT.
Thus extending ES-HyperNEAT with an LEO is straightforward and should combine the advantages
of both methods: Evolving modular ANNs should be possible wherein the placement and density of
hidden nodes are determined solely from implicit information in the hypercube. In this combined
approach, once all connections are discovered by the weight-choosing approach (Section 5), only
those are kept whose LEO output is greater than zero. In fact, the idea that geometric concepts
such as locality can be imparted to the CPPN opens an intriguing opportunity to go further than
the LEO locality seed. That is, it is also possible to start the evolutionary search in ES-HyperNEAT
with a bias toward certain ANN topographies (which is not possible with HyperNEAT or
HyperNEAT-LEO), as explained in Section 8.2.
8.2 ES-HyperNEAT Geometry Seeding
Because the pattern output by the CPPN in ES-HyperNEAT is a kind of language for specifying
the locations of expressed connections and nodes, ES-HyperNEAT can be seeded to begin with a
bias toward certain ANN structures (e.g., ANNs with multiple hidden layers and connected inputs
and outputs) that should facilitate the evolutionary search. Especially in the initial generations,
ES-HyperNEAT runs the risk of being trapped in local optima where high fitness can be achieved
only by incorporating a subset of the available inputs. The new idea introduced in this article is to start
the evolutionary search with a bias toward certain ANN topographies, which provide a mechanism
for emulating key biases in the natural world that are provided ultimately by physics. For example,
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evolution could be seeded with an ANN topography that resembles the organization of the cortical
columns found in the human brain [51], potentially allowing higher cognitive tasks to be solved.
Providing such bias means escaping the black box of evolutionary optimization to provide a kind of
general domain knowledge. Even though ES-HyperNEAT could in principle discover the appropriate
ANN topography by itself, biasing the search with a good initial topography should thus make the search
less susceptible to local optima. While ES-HyperNEAT can modify and elaborate on such initial ANN
structure, the original HyperNEAT and HyperNEAT-LEO would likely not benefit from geometry
seeding, because they cannot compensate for movement of information within the hypercube, and
certain structures are a priori not representable if the nodes are not placed in the correct locations.
Figure 16 shows a CPPN that combines seeded locality and seeded geometry. In addition to the
Gaussian node G1 that specifies locality along the x axis [62], a second Gaussian node G2 is added
that receives y1 − y2 + b, where b is a bias, as input (Figure 16) and therefore creates horizontal
stripes of differing weights running through the hypercube along y1. Interestingly, changing the bias
input of G2 thus can immediately create ANNs with more or fewer hidden layers. In the experiments
reported here a bias weight of 0.33 was chosen, resulting in initial ANNs with two hidden layers,
which is similar to the setup of the fixed-substrate variant explained in the next section. It is
important to note that most connections will initially not be expressed, because of the locality seeding.
However, slight perturbations of the seed in the initial generation provide a variety of local connectivity
patterns and ANN topographies. That the organization of a locally connected two-hidden-layer
substrate can be entirely described by two new hidden nodes in the initial CPPN suggests the power
of the encoding and the expressiveness that is possible when seeding ES-HyperNEAT.
8.3 Retina Problem Setup
The substrate, which is based on setups of Verbancsics and Stanley [62] and Clune et al. [7], has eight input
nodes and two output nodes (Figure 17). Fixed-substrate HyperNEAT has two layers of hidden
nodes, with four hidden nodes each. Note that the substrate has three dimensions (x, y, z ). The ANN
substrate inputs receive either −3.0 or 3.0, depending on the state (e.g., off or on) for each retina input.
The left and right outputs specify the classification for the left and right retinas, respectively, where
values close to 1.0 indicate valid patterns. Values close to −1.0 indicate an invalid pattern. Six different
HyperNEAT approaches are compared to isolate the effects of the LEO and the hidden-layer seeding:
•

In the ES-HyperNEAT approach the placement and density of the hidden nodes and their
connections to the input and output nodes are determined entirely from the CPPN by the
algorithm in Section 3 without any seeding.

Figure 16. X-locality and geometry seeding. The CPPN is initialized with two Gaussian hidden nodes G1 and G2 that
take as input x1 − x2 and y1 − y2 + b, respectively. Whereas G1 is connected to the LEO with a bias of −1, G2 connects
to the weight output. G1 peaks when x1 and x2 are the same, thereby seeding the initial CPPNs with locality along the
x axis. G2 creates horizontal stripes of differing weights running through the hypercube, which induces the expression of
multiple hidden layers in the decoded ANN. Positive connections are dark, and negative connections are light.
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Figure 17. Substrate configuration. The substrate consists of four layers with the inputs at y = 0.0, the first hidden layer
at y = 0.37, a second hidden layer at y = 0.61, and the outputs at y = 1.0. Note that this substrate has three dimensions.
The z coordinates are indicated by the different circle patterns. This substrate configuration is derived from the setups of
Verbancsics and Stanley [62] and Clune et al. [7], which established such a three-dimensional setup as standard for the
retina problem.

•

ES-HyperNEAT-LEO extends ES-HyperNEAT with LEO, which should facilitate the
evolution of modular ANNs.

•

ES-HyperNEAT with geometry seeding tests ES-HyperNEATʼs ability to take advantage of
initial geometric seeding through the CPPN. The seed, shown in Figure 16, creates ANNs
with two hidden layers with four neurons each, corresponding to the fixed-substrate retina
setup (Figure 17). Note that the functionality of the LEO is disabled in this setup.

•

ES-HyperNEAT-LEO with geometry seeding tests the hypothesis that both extensions,
LEO with locality seeding and geometric seeding (Figure 16), should be complementary
in increasing ES-HyperNEATʼs ability to generate modular networks for complicated
classification problems.

•

Following Verbancsics and Stanley [62], FS-HyperNEAT-LEO with x-locality seeding is the
original HyperNEAT approach with a fixed substrate and an additional LEO.

•

In the FS-HyperNEAT-LEO with geometry seeding approach the original Hyper-NEAT is also
seeded with x-locality and initial weight patterns (Figure 16) that intersect the positions of
the fixed hidden nodes (Figure 17). The hypothesis is that the additional geometric seeding
should not significantly increase fixed-substrate HyperNEATʼs performance, because small
variations in the initial seed will disrupt the alignment between the CPPN-expressed pattern
and hidden-node positions, for which the original HyperNEAT cannot compensate.

Note that the seed CPPN for all approaches lacks direct connections from the inputs to the weight
output in the CPPN. However, mutations on the seed to create the initial generation can connect
arbitrary inputs to arbitrary outputs. This setup has shown generally better performance than starting
with a fully connected CPPN. The fitness, which is computed the same way for all approaches,
is inversely proportional to the summed distance of the outputs from the correct values for all
256 possible patterns: F = 1000.0/(1.0 + E2), where E is the error. Other parameters are detailed
in Appendix 1.
8.4 Results
All results are averaged over 40 runs. Figure 18 shows the training performance over generations
for the different HyperNEAT variants and how frequently they solve the problem perfectly (i.e.,
correctly classify 100% of the patterns). Because FS-HyperNEAT-LEO succeds in almost every
352

Artificial Life Volume 18, Number 4

S. Risi and K. O. Stanley

An Enhanced Hypercube-Based Encoding

run after 5,000 generations [62], to highlight the differences in the HyperNEAT variants, runs were
performed for a much shorter period of 2,000 generations (Figure 18b).
While ES-HyperNEAT solves the retina domain in only 30% of the runs, augmenting
ES-HyperNEAT with LEO and geometry seeding improves the chance of finding a solution to
57%. ES-HyperNEAT-LEO with geometry seeding reaches a significantly higher average best
fitness and finds a solution significantly faster than the other variants ( p < 0.05), confirming
Hypothesis 4 and the advantages of both ES-HyperNEAT extensions for the evolution of modular
ANNs. The performance of the original FS-HyperNEAT with LEO, on the other hand, decreases
from finding a solution in 30% of the runs to only finding the solution in 25% when seeded with
geometry, confirming that only ES-HyperNEAT can take advantage of such geometry seeding.
Surprisingly, just extending ES-HyperNEAT with an LEO alone does not increase performance but
instead decreases it slightly (though not significantly). Especially in the first 1,000 generations, there
is almost no increase in performance (Figure 18a), which suggests that pruning connections based on
the amount of information in the hypercube and additionally through the LEO without any geometry
seeding hinders the evolution of functional networks (i.e., ANNs with paths from the input to the
output neurons). Additionally, only seeding with geometry but not extending ES-HyperNEAT with
the LEO (i.e., ES-HyperNEAT with only geometry seeding) also decreases performance, which is
likely due to the increased crosstalk in the more fully connected ANNs.
A closer look at the structure of some final solutions gives insight into how ES-HyperNEATLEO can elaborate on initial geometric seeding (Figure 19). ES-HyperNEAT-LEO can successfully
build on the initial structure, creating networks of varying complexity and resemblance to the initial
seed (Figure 16). Modularity is the prevailing pattern (Figure 19a,b,e), but non-modular ANNs also
emerge (Figure 19c). While most networks display a high degree of symmetry (Figure 19a–c),
reflecting the symmetry in the retina patterns (Figure 15), less symmetric ANNs are also discovered
(Figure 19d,e).
The main result is that it is the combination of LEO and geometry seeding that allows
ES-HyperNEAT more easily to evolve ANNs for the modular retina problem. The original
HyperNEAT approach, on the other hand, cannot take full advantage of those extensions and performs
significantly worse, even though it too benefits from the LEO.
9 Discussion and Future Work
The central insight in this article is that a representation that encodes the pattern of connectivity
across a network (such as in HyperNEAT) automatically contains implicit clues on where the nodes
should be placed to best capture the information stored in the connectivity pattern. Experimental
results show that ES-HyperNEAT significantly outperforms the original HyperNEAT while taking a

Figure 18. Average performance. The average best fitness over generations is shown for the retina domain (a) for the
different HyperNEAT variants, which are averaged over 40 runs. The fraction of 40 runs that successfully solve the domain
is shown in (b) for each of the HyperNEAT variants after 2,000 generations. The main result is that ES-HyperNEAT-LEO
with geometry seeding significantly outperforms all other approaches.
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Figure 19. Example connectivity patterns from ES-HyperNEAT-LEO with geometry seeding in a modular domain. Modularity
is commonly found when ES-HyperNEAT-LEO is seeded with the geometry seed (a, b). Once modularity is found, the regularities needed to solve the task for each module can be discovered in the weight pattern. ES-HyperNEAT-LEO evolves
a variety of different ANNs with more or fewer hidden neurons and connections. Non-modular ANNs that solve the task
are also discovered (c), although with less frequency. Hidden nodes with recurrent connections are denoted by a smaller
concentric circle. In the electronic version, positive connections are dark (black), and negative connections are light (red).

step toward more biologically plausible ANNs and significantly expanding the scope of neural
structures that evolution can discover. This section explores the implications of this capability
and its underlying methodology.
9.1 Dictating Node Locations
The convention in HyperNEAT of the last several years that the user would simply decide a priori
where the nodes belong evaded the deeper mystery about how connectivity relates to node placement. As suggested by Hypothesis 2, dictating the location of nodes makes it harder for the original
HyperNEAT to represent the correct pattern, which the reported results in a variety of domains
confirm. While ES-HyperNEAT can compensate for movement of information within the hypercube by expressing the hidden nodes at slightly different locations (e.g., Figure 13c,d), representing the
correct pattern for the original HyperNEAT is more difficult. The significantly reduced performance of
the vertical node arrangement FS1x10 in the maze navigation domain (Figure 12a) indicates that the
more complex the domain, the more restrictive it is to have nodes at fixed locations.
One way to interpret the preceding argument is that the locations of useful information in the
hypercube are where the nodes need to be. That way, the size of the brain is roughly correlated with
its complexity. There is no need for a billion neurons to express a simple Braitenberg vehicle. Even if
a billion neurons were summoned for the task, many of their functions would end up redundant,
which geometrically means that large cross sections of the hypercube would be uniform, containing
no useful information. The ES-HyperNEAT approach in this article is a heuristic attempt to formalize
this notion and thereby correlate size with complexity. In this context, nodes become a kind of
harbinger of complexity, proliferating where it is present and receding where it is not. Thus the solution to the mystery of the relationship between nodes and connections is that nodes are sentinels of
complex connectivity; they are beacons of information in an infinite cloud of possible connections.
9.2 Incrementally Building on Stepping Stones
Previous work showed that ES-HyperNEAT and the original HyperNEAT exhibit similar performance
in a simple navigation domain [44]. However, in the more complicated navigation domain presented
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here (Section 7), the best fixed-substrate HyperNEAT method (FS10x1) solves the domain in only
45% of runs. How can this poor performance be explained?
The problem is that the increased complexity of the domain requires incrementally building on
previously discovered stepping stones. While direct encodings like NEAT [56, 58] can complexify
ANNs over generations by adding new nodes and connections through mutation, the indirect
HyperNEAT encoding tends to start with already fully connected ANNs [8], which take the
entire set of ANN connection weights to represent a partial task solution. On the other hand,
ES-HyperNEAT is able to elaborate on existing structure in the substrate during evolution (Figure 13), confirming Hypothesis 3. This result is important because the more complicated the task,
the more likely that it will require a neuroevolution method that benefits from previously discovered
stepping stones.
These results also explain why uniformly increasing the number of hidden nodes in the substrate
does not necessarily increase HyperNEATʼs performance. In fact, FS8x8 performs significantly
worse than FS5x5, which is likely due to the increased crosstalk that each neuron experiences.
9.3 Network Complexity
An important question is whether the number of neurons created in ES-HyperNEAT networks
is too large. In fact, in some cases the approach may find solutions with several times more nodes
and connections than needed for the minimum solution. While the real test of this question will
emerge from further research, perhaps the singular focus within the field of NE on absolute minimal
structure is misplaced. When the products of evolution contain potentially billions of neurons as in
nature, it is almost certainly necessary that an encoding that can reach such levels has the ability to
solve particular problems with significant flexibility in the number of neurons in the solution. Of
course, if a particular level of intelligence can be achieved with only a million neurons, then a solution with a billion would be undesirable. However, too much restriction on variation in the number
of neurons is likely to be equally disruptive. In this situation, quibbling about a few dozen more
or fewer neurons may be missing the forest for the trees. In a larger context, all of the networks
reported in this work are small in a biological sense, as they should be.
It is important to keep in mind that the larger ES-HyperNEAT solutions are nevertheless optimized
more quickly than their fixed-substrate counterparts. An indirectly encoded neuroevolution algorithm
is not the same as a direct encoding like NEAT that complexifies by adding one node at a time to
find just the right number of nodes for a task. The promise of the indirect encoding is rather to evolve
very large networks that would be prohibitive to such direct encodings, with thousands or more nodes.
Figure 12c shows that the substrate evolution algorithm can actually create increasingly complex
indirectly encoded networks even though it is not explicitly designed to do so (e.g., like regular
NEAT) and that it can encode large ANNs from compact CPPN representations. One reason for this
capability is often to increase the impact of adding new nodes and connections to the CPPN increases
the complexity of the pattern it encodes. Because ES-HyperNEAT in effect attempts to match the
structures it discovers in the hypercube to the complexity of the pattern within it, it makes sense that
as the size of the CPPN increases, the complexity of the ANN substrate it encodes would generally
increase as well.
ES-HyperNEATʼs new capabilities and its higher evolvability (Figure 14) should enable more
complex tasks to be solved in the future that require placing a large and unknown number of nodes,
and the traversal of many stepping stones. The more complex the task, the more important it will
be to free the user from the burden of configuring the substrate by hand. Also importantly, the
approach has the potential to create networks from several dozen nodes up to several million or
more, which will be necessary in the future to create truly intelligent systems.
9.4 Geometry Seeding
Whereas the original HyperNEAT only allowed seeding with a bias toward local connectivity [62],
ES-HyperNEAT can also be seeded with a bias toward certain ANN topographies. The results in
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the retina problem confirm Hypothesis 4: The combination of LEO and geometry seeding allows
the approach more easily to evolve modular ANNs, yet the original HyperNEAT approach cannot
take full advantage of such a seed.
While the work of Verbancsics and Stanley [62] took a step in the direction of incorporating
important geometric principles (e.g., locality) that are helpful to create structures that resemble those
of nature, the geometry seeding presented here takes a step further. The idea of seeding with a bias
toward certain types of structures is important because it provides a mechanism for emulating key
biases in the natural world (such as the efficiency of modular separation) that are provided ultimately
by physics.
As noted by Verbancsics and Stanley [62], the better performance with an initial bias toward
locality suggests that the path to encoding locality is inherently deceptive with respect to the fitness
function in the retina task. Such deception may turn out to be common when geometric principles
such as locality that are conceptually orthogonal to the main objective are nevertheless essential to
achieving the goal. Thus seeding with the right geometric bias may prove an important tool to avert
deception in many domains.
Overall, ES-HyperNEAT thus advances the state of the art in neuroevolution beyond the original
HyperNEAT and has the potential to create large-scale ANNs for more complicated tasks, such as
robots driven by raw high-resolution vision, strategic game players, or robot assistants. For the field
of AI, the idea that we are beginning to be able to reproduce some of the phenomena produced
through natural evolution (e.g., compactly encoded regular and modular networks) at a high level of
abstraction is important because the evolution of brains ultimately produced the seat of intelligence
in nature.
Another interesting future research direction is to augment ES-HyperNEAT with the ability to
indirectly encode plastic ANNs as a pattern of local learning rules [45]. Plastic networks can adapt
and learn from past experience and, together with ES-HyperNEATʼs ability to create complex
ANNs, could allow the evolution of agents for more lifelike cognitive tasks.
10 Conclusions
This article has presented a novel approach to automatically deducing node geometry based on
implicit information in an infinite-resolution pattern of weights. Evolvable-substrate HyperNEAT
not only evolves the location of every neuron in the brain, but also can represent regions of varying
density, which means resolution can increase holistically over evolution. To demonstrate this
approach, ES-HyperNEAT evolved controllers for dual task, maze navigation, and modular retina
problems. Analysis of the results and the evolved ANNs showed that the improved performance
stems from ES-HyperNEATʼs ability to evolve ANNs with partial and targeted connectivity,
elaborate an existing ANN structure, and compensate for movement of information within the
underlying hypercube. Additionally, ES-HyperNEAT can more easily evolve modular ANNs when
biased toward locality and certain canonical ANN topographies. The main conclusion is thus that
ES-HyperNEAT is a promising new approach that can create complex, regular, and modular ANNs
as a function of neural geometry.
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Appendix 1: Experimental Parameters
All experiments were run with the HyperSharpNEAT Simulator and Experimental Platform v1.0,
which builds on a modified version of the public domain SharpNEAT package [21]. The simulator
and the ES-HyperNEAT source code can be found at http://eplex.cs.ucf.edu/ESHyperNEAT.
Because HyperNEAT differs from the original NEAT only in its set of activation functions, it uses
mainly the same parameters [56]. All experiments in this article used the same parameters except as
explained below. The size of each population was 300 with 10% elitism. Sexual offspring (50%) did
not undergo mutation. Asexual offspring (50%) had 0.94 probability of link weight mutation, 0.03
of link addition, and 0.02 of node addition. The NEAT coefficients for determining species similarity
were 1.0 for nodes and connections, and 0.1 for weights. Parameter settings are based on standard
SharpNEAT defaults and prior reported settings for NEAT [56, 58]. Through preliminary experimentation, they were found to be robust to moderate variation.
The available CPPN activation functions for the dual task and navigation domain were sigmoid,
Gaussian, absolute value, and sine. Following Verbancsics and Stanley [62], the activation functions for
the retina problem were absolute value, sigmoid, Gaussian, linear, sine, step, and ramp. As in previous
work [55], all CPPNs received the length of the queried connection as an additional input. The bandpruning threshold for all ES-HyperNEAT experiments was set to 0.3. Iterated ES-HyperNEAT had an
initial and maximum resolution of 8 × 8 for the dual task and navigation experiment. The maximum
resolution for the retina problem was increased to 32 × 32 with a division threshold of 0.5, reflecting
the increased task complexity. The variance and division threshold were set to 0.03. Finally, the iteration level was 1, which means that ES-HyperNEAT checks for hidden nodes one iteration beyond the
first hidden nodes discovered directly from the inputs.
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Appendix 2: ES-HyperNEAT Pseudocode

Algorithm 1: DivisionAndInitialization(a, b, outgoing)
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Algorithm 2: PruningAndExtraction(a, b, connections, p, outgoing)
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Algorithm 3: ES-HyperNEAT
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