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Abstract—Multipath routing algorithm in wireless sensor
networks (WSN) increase the reliability of the system at the
cost of significantly increased traffic. This paper introduces
a splitted multipath routing scheme to improve the reliabil-
ity of data routing in WSN by keeping the traffic at a low
level. Our proposed on-demand multipah routing algorithm
offers the data source several paths to any destination. It
is used in combination with a data splitting method based
on Erasure Coding. The algorithms presented in this paper
assures that the gathered data will reach its destination in
the network by assuming as a regular fact that nodes may
be not available during the routing procedure. Additional
energy will be required only for a small amount of compu-
tations; this is almost negligible compared with the energy
used for communications. It greatly increases the reliability
of packet delivery in wireless sensor network, while keep the
total network traffic much lower than the traditional multi-
path routing. At the same time the latency of splitted mulit-
path routing is shorter than any retransmission scheme.
Keywords— wireless sensor network, multipath routing,
reliability, mobility, erasure code
I. INTRODUCTION
In Wirless Sensor Netowrk (WSN), sensor nodes have
many failure modes [6], each one of them decreases the
performance of the network. Usually, acknowledgements
and retransmissions are implemented to recover the lost
data. However, these generate large amount of additional
traffic and delays in the network, and it gets worst when the
failure rate of the node increases. The reliability of the sys-
tem can be increased by using multipath routing [1]. Mul-
tipath routing allows the establishment of more than one
path between source and destination, which provides an
easy mechanism to increase the likelihood of reliable data
delivery by sending multiple copies of data along different
paths. Obviously, its drawback is the overall increase of
traffic.
In this paper, we present a new multipath routing algo-
rithm Multipath On-Demand Algorithm (further referred
to as MDR). MDR is an on-demand algorithm, meaning
that a new path from a source to a destination is created
only when a data packet has to travel between them. The
algorithm provides several paths from sources to destina-
tions. A data splitting algorithm as presented in [1] will
be used to safely route data while keeping the amount of
traffic low. The algorithm starts by discovering n multi-
ple paths from the source to the destination. Sending the
same data over all discovered paths is a solution in case
of node failures but it requires large quantities of network
resources (such as bandwidth and energy). Our contribu-
tion is to develop a new multipath routing algorithm that
will discover several disjoint paths between a source an a
destination nodes. Then, we will make use of the Erasure
Correction codes to split the original data packet into k
parts (further referred to as subpackets) and then compute
n-k redundant packets. Finally send these n subpackets
instead of the whole packet, across n multipath. The basic
principle is to transmit a sequence of n subpackets, out of
which only k subpackets are necessary to reconstruct the
original packet. The receiver’s robustness to missing pack-
ets is increased, which also implies that a return feedback
channel is not needed anymore.
This work is performed as a part of the European EYES
project (IST-2001-34734) on self-organizing and collabo-
rative energy-efficient sensor networks [2]. It addresses the
convergence of distributed information processing, wire-
less communication and mobile computing.
II. PREVIOUS WORK
A. Multipath Routing in Wireless Sensor Network
Multipath Routing allows the establishment of multiple
paths between a source and a destination, which provides
an easy mechanism to increase the likelihood of reliable
data delivery by sending multiple copies of data along dif-
ferent paths.
Several different multipath routing algorithms have
been studied by the prior work. The Temporally Ordered
Routing Algorithm [8] provides loop free multiple alter-
nate paths for mobile wireless network by maintaining a
”destination oriented” directed acyclic graph (DAG) from
the source. It rapidly adapts to topological changes, and
has the ability to detect network partitions and erase all
invalid routes within a finite time.
Dynamic Source Routing (DSR) [5] depends on query
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2floods to discover routes whenever a new routed is needed.
Intelligent multipath extensions by Napsipuri and Das [7]
have been added to reduce the frequency of routing discov-
ery flooding, while maintaining several disjoint alternate
paths between source and destination.
Another candidate for multipath routing is Directed Dif-
fusion [4], which features data centric dissemination and
in network data aggregation. It can realize robust multi-
path delivery, empirically adapt to a small subset of net-
work paths, and achieve significant energy savings when
intermediate nodes aggregate responses to queries. Based
on directed diffusion, a novel braided multipath routing
scheme, which results in several partially disjoint paths, is
studied by D.Ganesan [3]. Results show it is viable alter-
native for energy efficient recovery from failures in WSN.
All these algorithms focus on using multipath routing
only to reduce the effects of failures. As it is shown in
section V our algorithm also makes data transmission less
dependent on the average speed of the nodes.
B. Dynamic Source Routing
DSR involves the following phases:
• Route Request - the source floods the network with mes-
sages, trying to find in this way the destination. The mes-
sages increase in length by each hop they travel. If more
than one route request messages reach a node, only the first
one is processed and the others are discarded.
• Route Reply - if the destination receives a route request
message from the source it will reply with a message con-
taining the path used to reach the source. In the case of
bi-directional links, this path is simply reversed. The re-
ply messages have constant length between the source and
the destination. Still, their initial length depends on the
number of hops between the source and the destination.
• Route Maintenance - after the source has received a path
to the destination, it sends the data packet on it. Each
node is responsible for ensuring that the message travels to
the next hop (this can be done for example by passive ac-
knowledgement [5]). If a node detects that a link is broken,
it sends this information back on the path to the source. A
new path has to be constructed or another cached path can
be used. The length of the messages involved in this phase
is dependent on the number of hops between them.
C. Data Splitting across multiple paths
A way of increasing the reliability of the routing mech-
anism is to send the data packet across multiple disjoint
paths. This way, even if some paths will fail, there is a
higher probability that at least one data packet will reach
the destination. The obvious drawback of this mechanism
is the larger amount of traffic used.
Fig. 1. Algorithm details
We have investigated a way of reducing the amount of
traffic [1]. The idea is to split the data packet in subpack-
ets (one subpacket for each disjoint route from the source
to destination). By adding redundancy to each subpacket
(e.g. by using forward error correction codes) it is possible
to reconstruct the original data packet by using a smaller
number of subpackets. In this way, even if some paths fail,
the original data packet is not lost and the amount of traffic
is kept at a minimum.
A requirement of this mechanism is a routing algorithm
that will provide several disjoint paths from the source to
the destination. This is one of the goals of the MDR algo-
rithm.
III. MULTIPATH ON-DEMAND ROUTING
The Multipath On-Demand Routing algorithm (MDR)
has as a main goal finding on demand multiple paths be-
tween the source and the destination while minimizing the
amount of traffic in the network. The algorithm follows
the basic ideas behind the DSR algorithm. The details of
the algorithm are described bellow.
A. Multipath On-Demand Routing
The MDR algorithm has following phases (see Fig-
ure 1):
• Route Request - when the source wants to find a destina-
tion it floods the network with a short message announcing
this. The message contains the source ID, the destination
ID and the ID of the request. Thus, the length of the mes-
sage remains constant during the route request.
• Route Reply - the destination will eventually receive one
of the route request messages. It only knows that there
exists a path. It is not interested in what the path is. The
destination just returns a route reply to the neighbor from
which it received the route request message. The message
contains a supplementary field that indicates the number
of hops it traveled so far. Each node that receives a route
reply, increments the hop count of the message and then
forwards the message to the neighbor from which it got
the original route request.
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3This mechanism reduces the size of the messages con-
siderably when compared to the original DSR. In fact we
are moving the information stored inside the messages to
the sensor nodes themselves. The sensor nodes are respon-
sible to ”remember” where the flooding message came
from.
One can notice that there is no route maintenance. This
approach will be discussed more in detail after the way the
multiple paths are handled and the simulation results are
presented.
The second group of modifications involve the multi-
ple paths management. In the original DSR, if the same
route request message was received several times by a
node, only the first one was considered and the rest were
discarded. MDR considers all the messages and uses the
whole information it can get out of them.
By using these changes we obtained a controlled flood-
ing in the first phase of the algorithm by using small mes-
sages with fixed length. The second phase also uses small
fixed length messages that involve only a fraction of nodes
existent between the source and the destination.
B. Route Request phase
The Route Request phase is the mechanism by which
the source of the data packet notifies the destination that
it has a packet for it. The route request message involves
all the nodes of the network or at least, only the nodes to
which the message arrives before it expires (the message
contains a field saying how many hops the message is al-
lowed to travel).
Message description
The route request message contains the following fields:
• snodeID the source node ID
• dnodeID the destination node ID
• floodID the route request message ID
• lasthop the ID of the node forwarding this message
• ack the ID of the last hop
For the algorithm to work, each node in the network has
to have an unique ID. Each message source maintains a
counter of the requests sent, such that each route request
message in the network is uniquely identified by the first
three fields. The ack field is needed to distinguish between
the messages received by a node. This way, a route request
message can be immediately classified as being received
for the first time, or being just a passive acknowledgement
of a previously sent message.
Route Request phase description
When a source node has to transmit a message to a desti-
nation, it first checks its cache to see if there are any routes
to that destination that did not expire. If the number of
routes found is big enough for the maximum given failing
probability of the nodes in the network, it uses them. If
not, it generates a new route request message filling the
ack field with its own ID.
When receiving such a message, a node checks its local
data structure to see if it has received another route request
message having the same three fields identical. If not, it
creates a new entry in the data structure and stores this
information plus the ID of the node from which it received
it. From additional messages received the node has to store
only the name of the neighbor. It can easily check and
mark if the source of the message is a first order neighbor
by looking at the lasthop or ack fields.
The node will forward only the first route request mes-
sage it gets. It has to change only the ack field with the
lasthop value and the lasthop with its own ID. After re-
ceiving several such messages each node knows who are
its neighbors and more than that which ones are closer to
the source (further referred as the n-1 neighbor list) and
which one closer to the destination (further referred as the
n+1 neighbor list). In fact, each data structure stores them
in two separate lists according to the previous rule. If the
node identifies itself as being the destination of the mes-
sage it initiates the second phase of the algorithm.
C. Route Reply phase
The Route Reply phase is the part of the algorithm in
which several paths between the destination and the source
are reported to the source (if they exist). The reply mes-
sages have fixed length. Because in the previous phase
each node stored information about the neighbors that for-
warded the route request message, the complete path be-
tween the source and the destination has not to be stored
inside the message.
Message description
The route reply message contains the following fields:
• snodeID the source node ID
• dnodeID the destination node ID
• floodID the flood message ID
• lasthop the ID of the node forwarding this message
• nexthop the ID of the node to which the message is for-
warded
• ack the ID of the last hop
• hops the number of the hops the message traveled
through
• detours the number of detours a message can take
The meaning of the field names is the same as in the
previous phase. There are two new fields: the nexthop
field contains the ID of the node that has to receive this
message. This information is provided by each node from
their local data structure. The hops field is incremented
with each hop the message travel and represents the cur-
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4rent path length. The detours field specifies how many
times the reply message is allowed to travel in an opposite
direction (from source to destination).
Route Reply phase description
When the first route reply message arrives at the source,
this node stores the ID of the node that forwarded the mes-
sage and the path length. It also sets up a timer to measure
the interval that it will wait for other reply messages to
come. When this timer expires it splits the original data
message according to the number of paths, the maximum
probability of failure and the length of the paths and for-
wards it. The paths can also be stored in a local cache (to-
gether with time information) for future usage (this feature
is not implemented yet).
A node that receives a route reply addressed to it, will
modify the last four fields of the message according to the
new parameters. Afterwards, it will forward it to the first
neighbor in the n-1 neighbor list. If this list is empty and
the detours field is not empty, it chooses the first neighbor
in the n+1 neighbor list and also decreases the detour vari-
able by 1. A node that receives a route reply not addressed
to it, searches its own data structure to find the entry corre-
sponding to the first three fields. If such an entry is found,
it removes the forwarding node from both n-1 and n+1
neighbor lists.
A node that forwarded a message has to take care of two
more things: first it sets a flag in his data structure saying
that it will not forward any other message and second, it
waits for the passive acknowledgement. If this does not ar-
rive it assumes that the node to which it send the message
is no longer there, is broken or it forwarded a message pre-
viously and it deletes it from his lists. It will try resending
the message to the next neighbor in the lists, until the lists
become empty or the detour field becomes 0.
The previous step of removing nodes from the list is
needed to ensure that the source will receive only disjoint
paths. If for various reasons, the paths from the destination
to the source have to be known, each node that forwards a
route reply message can append its ID to it. This way, the
messages will grow in length, but this growth is controlled
and involves only a subset of the nodes.
IV. ERASURE CORRECTION
The design of error correction meets the requirements of
our split-multipath scheme. The Erasure correction code
(EC) described in this section is based on the well know
Reed-Solomon error correction code (RSC).
RSC codes are linear block codes, which are often de-
noted RS(n, k) with s-bit symbols. The encoder takes k
data symbols and adds check symbols to make an n sym-
bol codeword. RSC codes correct up to t errors in a code-
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Fig. 2. Turbo Erasure Correction Code
word where 2t = n − k. For a symbol size s, the maxi-
mum codeword length (n) is n = 2s − 1. Because a RSC
codes correct symbol errors, they can potentially correct
many bit errors. This makes RSC code very good at cor-
recting large clusters of errors. Moreover if the position
of the error is known (error which is called erasure), then
the decoding procedures can correct up to 2t erasures. It
means that RSC could correct the same number of errors
as the redundancy added. In EC, when a data packet ar-
rives, it is divided into k subpackets each with L bits. Then
these subpackets were put into a two-dimensional array
with k×L bit as shown in Figure 2. Further let L = L′×s
and every s bits form a symbol in finite field GF(2s). The
encoding could be carried out in two stages. The outer-
codes are Reed-Solomon codes over GF(2s) which protect
against subpacket loses. Each column of information sym-
bols in GF(2s) is encoded into a code word of C0(n, k),
where the number of redundant symbols R = n − k. In
total there are L′ outer code words in this array. Then a
header h is added to each row, which keep the index of
each subpacket and the number of padding added. The in-
ter encoding is optional which gives extra reliability over
link errors. A binary BCH code could be used for each row
as an inner correction code. After the EC encoding, each
row of subpacket is sent on n different path established by
the multipath routing algorithm. As along as more than k
of them are received in the destination node the EC is able
to reconstruct the original packet.
The desired characteristics of the EC are summarized
below:
• BURST CORRECTION: Errors occurs because of link
failure. Normally the whole subpacket is lost instead of bit
errors.
• ERASURE CORRECTION: The index in the subpacket
header help to location the error in the decoding, which
resulting in erasures,
• ADAPTABILITY: The number of multipath degree and
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5Fig. 3. Comparison MDR/DSR
link quality channel varies over a wide range in a short
period of time. TEC can adapt to the changes quickly.
V. SIMULATION AND RESULTS
This section evaluates our MDR algorithm. In order to
get a better understanding of its performances, we have
compared it with an implementation of DSR. A second
group of simulations focused only on our algorithm, try-
ing to find out how to tune the variables it involves to get
the better results out of it.
A. Comparison with the DSR algorithm
We have given a brief description of DSR in II-B. We
have implemented a round based version of this algorithm.
We have run both DSR and MDR for several network con-
figurations. The parameters were identical for both cases
and also the generation of destinations. The DSR algo-
rithm had the caching of the paths and the route mainte-
nance enabled. The results are presented in Figure 3.
The figure shows that the number of overhead messages
is higher for the MDR algorithm. A closer look at the
message sizes shows that the MDR traffic compared to the
DSR traffic varies from a 4.04:1 to a 1.02:1 ratio (from the
lower average speed to the higher one).
After the paths are created, the source will deliver one
data packet that takes one round to travel through one hop.
In this case, the latency of DSR is smaller with low mo-
bility. With the increase of speed, the situation changes.
In practice we assume data packets far larger than control
messages. As future work we are going to investigate the
latency from this point of view as well.
The last graph in Figure 3 shows the average number of
failed cases for the two algorithms. The MDR algorithm
performs way better than DSR. The figure shows clearly
the two objectives of our algorithm: it improves the reli-
ability a lot and it makes the network almost immune to
higher average speed of the nodes.
A failed case is the situation in which the source had a
data message to deliver to the destination but failed reach-
ing it. There are two reasons for it:
• the route discovery mechanism did not return any valid
paths between the source and the destination;
• although there were several paths available, the data
packets got lost on the way (due to mobility issues).
The MDR algorithm performs way better than DSR, so
this is the advantage for which we pay with higher number
of control messages and higher latency.
B. Influence of mobility
The first set of experiments took into consideration dif-
ferent degrees of mobility. The metrics taken into con-
sideration were: number of control messages exchanged,
number of paths discovered, latency, number of times
when the multipath algorithm failed and number of times
no data packet was received. For a given network setup
we have varied the average speed of the nodes and noticed
how these parameters varied. All the experiments were re-
peated for different transmission ranges of the nodes. It is
interesting to notice that when the transmission range was
small (100) the network was quite often partitioned. This
is why the curves for this value usually have a different
shape.
Number of control messages
The curves in Figure 4 represent the total number of
control messages divided at the number of cases when at
least one data packet was delivered between the source
and the destination. As one can notice, the mobility does
not introduce major differences in the graphs; the number
of control messages usually increases with the increase of
mobility. It is interesting to notice that at speed 8 there is
a certain equilibrium condition met between the message
generation rate, the round time value and the speed of the
nodes
Multipath degree
Figure 5 presents the average number of paths discov-
ered between the source and the destination. It is related
to the average connectivity of the nodes and to their aver-
age speed. As expected, it decreases with the speed and
increases with the transmission range.
Latency
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6Fig. 4. Number of control messages
Fig. 5. Number of paths discovered
Figure 6 shows the latency introduced by this algorithm.
As in the previous graphs, the speed does not have such
a big influence. From the point of view of transmission
range, the higher curve corresponds to the smallest trans-
mission range value (the diameter of the network is bigger,
implies that the average distance between the source and a
possible destination is also bigger).
Algorithm failure cases
We have recorded two different variables. The first one
(shown in Figure 7) represents the total cases when the
route discovery algorithm failed (there were no replies re-
ceived at the source from the destination). The second
variable (see Figure 8) deals with the number of data deliv-
eries failed. This assumes that there was at least one path
found from the source to the destination, and it (or all of
Fig. 6. Latency
Fig. 7. Algorithm failed cases
Fig. 8. Data delivery failed cases
them) failed during the data transmission. As one can see,
there are very poor results for low transmission range. This
is in principle due to the cases when the network was parti-
tioned. More than that, the speed influence can be reduced
by increasing the transmission range (so, by increasing the
average connectivity). For higher connectivity values, the
speed has almost no influence at all. This is a main differ-
ence between MDR and DSR. For higher mobility, DSR
becomes almost unusable while MDR still performs bet-
ter.
C. Waiting time tuning
After receiving multiple route replies messages, the
source can decide how to split the data packet and forward
it in order to obtain maximum reliability and lower amount
of traffic. There is a certain time interval in which the
source waits and stores the route replies (further referred
to as the waiting interval).
The waiting interval is a key factor for the algorithm.
Considering an ideal network in which the nodes do not
fail in any way, there is an optimum value for this wait-
ing interval. When using a shorter interval, additional
routes discovered are discarded. When using a bigger one,
the probability for routes to expire increases. For exam-
ple, Figure 9 and Figure 10 present the results of varying
the waiting interval for different average speed values (the
number of paths discovered and the total number of failed
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7Fig. 9. Number of paths discovered
Fig. 10. Algorithm failed cases
algorithm cases). The case of average speed 5 illustrates
better the previous idea.
D. Failures
The algorithm we presented was designed having in
mind the following reasoning: multipath routing should
provide superior reliability to single path routing because
it uses several additional paths to deliver the data from the
source to the destination. During this process, even if some
of the paths fail, the data packet can still be reconstructed
at the destination if enough redundancy was added to each
subpacket. No acknowledgements are necessary. If a data
splitting mechanism the overall latency decreases with the
increase of the data packet length (this being paid back by
the larger communication and processing overhead).
For our simulations we have considered only the case of
temporary communication failures. Analyzing the results
of the simulations we have come to a very surprising con-
clusion (and quite obvious afterwards...): not only the data
packets are affected by errors, but also the route discovery
messages and also the passive acknowledgements!
When integrating the failures into the simulation, the al-
gorithm is still superior in performance to DSR, but there
is quite a difference between this and the ideal situation
presented above.
The first method that comes to mind to combat the ef-
fects of failures is sending each control message several
Fig. 11. Node A fails getting a passive acknowledgement
times (2 times in our case). When we applied this to the
route request messages, we have obtained certain improve-
ments (up to 8.57% increase in successful data delivery).
When it comes to repeating the route reply messages,
the effect is almost negligible. An interesting effect ap-
pears. Assume the configuration in Figure 11.
Let us suppose that the route request phase took place
and right now we have the route reply phase. Node A se-
lects his first n-1 neighbor (Node B) and sends him the
route reply packet. Node B performs his function but for
certain reasons Node A does not get the passive acknowl-
edgement. It assumes that the link is broken and continues
with the next neighbor on the list. In the end, the source
receives two paths to the destination. If there are other in-
termediate nodes between the source and Node B or Node
C, the source cannot determine from the route reply packet
that in fact the two paths are not disjoint.
In this case, retransmitting messages does not solve any-
thing. Even if Node A retransmits the message for Node B,
the second one just ignores it (according to the algorithm).
We could modify the algorithm to introduce some sort of
Acknowledgement mechanism, but if this one fails as well
we still end with braided multipaths.
The solution lies in modifying the Route Reply Mes-
sage. Each node on the return path should add its own
ID to the message and give this way the possibility to the
destination to remove the braided paths. This is the main
objective of our future work.
VI. CONCLUSIONS
This paper introduced the Multipath On Demand Algo-
rithm (MDR). It is a routing algorithm that offers to the
data source several paths to any destination (if available).
This algorithm is intended to improve the reliability of data
routing in sensor networks by keeping the traffic at a low
level. It is used in combination with a data splitting method
based on Erasure Coding.
We have implemented a round based-version of this al-
gorithm and estimated the main characteristics. It per-
forms better in terms of failures and mobility compared
to the DSR algorithm. It greatly increases the reliability of
packet delivery in wireless sensor network, while keep the
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8total network traffic much lower than the traditional multi-
path routing. At the same time the latency of splitted mulit-
path routing is shorter than any retransmission scheme
There were several interesting observations that came
up at the end of this study. The most important are:
• the speed of the nodes has a reduced influence on all the
parameters of the algorithm. A way of diminishing the
effects of mobility is ussually increasing the transmission
range of the nodes. This implies a higher energy consump-
tion. By using multipath routing, this is not necessary.
This means that the same results can be achieved with a
lower amount of energy.
• the failures can affect also the control messages. The
solution to this problem is modifying the route reply phase
or even change it completely with the route reply phase of
the DSR algorithm. Retransmitting the control messages
is more a waste of energy than a reliable solution, so other
solutions have to be explored.
The future work will focus on integrating path estima-
tion in the MDR, so that the failing probabilities of each
node could be obtained in the routing process. Also we
have in mind modifying the Route Reply phase to bet-
ter deal with failures. This will allow also caching of
routes also. The effect of caching the routes and maintain-
ing them has still to be determined.Our scheme, although
focused on WSNs, can be incorporated into any routing
scheme to improve reliable packet delivery in the face of
a dynamic (wireless) environment where nodes move and
connections break. Also as future work is implementation
of our algorithm without using the message rounds. This
will allow adding of a MAC layer and quantifying its ef-
fects. Still to be investigated are the effects of transmitting
large data messages and re-quantifying the control mes-
sages overhead. A new more realistic traffic generator has
to be employed.
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