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a b s t r a c t
An anticoloring of a graph is a coloring of some of the vertices, such that no two adjacent
vertices are colored in distinct colors. The anticoloring problem seeks, roughly speaking,
such colorings with many vertices colored in each color. We deal with the anticoloring
problem for planar graphs and, using Lipton and Tarjan’s separation algorithm, provide
an algorithm with some bound on the error. We also show that, to solve the anticoloring
problem for general graphs, it suffices to solve it for connected graphs.
© 2009 Published by Elsevier B.V.
1. Introduction
The following problem was originated by Berge [9].
Problem 1.1. Given positive integers n and B ≤ n2, place B black andW white queens on an n × n chessboard, so that no
black queen and white queen attack each other, and withW as large as possible.
The complexity of the problem is still open.
Problem 1.1 is a special instance of the Black-and-White Coloring (BWC) problem. In this problem we are given an
undirected graph G and positive integers B,W , and have to determine whether there exists a partial vertex coloring of G
such that B vertices are colored in black andW vertices in white (with all other vertices left uncolored), such that no black
vertex and white vertex are adjacent. We usually refer to the optimization version of this problem, in which we are given a
graph G and a positive integer B, and have to color B of the vertices in black, so that there will remain as many vertices as
possible which are non-adjacent to any of the B vertices. These latter vertices are to be colored in white, and the resulting
coloring is optimal. Clearly, when referring to a BWC, it suffices to refer to its black vertices only.
The BWC problem has been introduced and proved to be NP-complete by Hansen, Hertz and Quinodoz [9]. In the same
paper, an O(n3) algorithm for trees was given. Kobler, Korach and Hertz [10] gave a polynomial algorithm for partial k-
trees with a fixed k. Yahalom [13] investigated an analogous problem to that suggested by Berge, using rooks instead of
queens, and gave a sub-linear algorithm to this problem. For special cases, in which the ratio between the sides of the
board is an integer or close to an integer, she derived an explicit formula for the optimal solution. In [2], we investigated
an analogous problem, using kings instead of queens, and provided explicit optimal solutions for the toroidal and the non-
toroidal versions.
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The BWC admits a generalization for any number of colors. An anticoloring of a graph is a partial vertex coloring with two
or more colors, in which no two adjacent vertices have distinct colors. In the general anticoloring problem, we are given an
undirected graph G and positive integers B1, . . . , Bk, and have to determine whether there exists an anticoloring of G such
that Bj vertices are colored in color j, j = 1, . . . , k. Yahalom [13] noticed that it is easy to rewrite the anticoloring problem
as an integer linear programming problem. She also showed that some versions of the problem can be reduced to a linear
programming problem, and therefore admit a polynomial algorithm.
The separation problem is similar to the BWC problem. We are given an n-vertex graph G and a constant α < 1, and have
to partition the vertices of G into three sets A, B, C such that (i) no edge joins a vertex in A with a vertex in B, (ii) A and B
contain at most αn vertices each, and (iii) C is ‘‘small’’. The set C is a separator of G, i.e., its removal splits the graph into two
parts, each with at most some fixed fraction of the vertices. Thus, coloring the vertices in A black and those in B white, and
leaving those in C uncolored, we obtain a BWC of G.
Usually,we dealwith the separation problem for a classS of graphs, closed under the subgraph relation. An f (n)-separator
theorem (cf. [12]) for S is a theorem which ensures that every graph G in S may be split as above with |C | ≤ f (n). Some
known separation theorems are:
1. Any binary tree can be separated with f (n) = 1 and α = 23 [12].
2. Lipton and Tarjan [12] showed that any planar graph can be separated with f (n) = 2√2√n. They also gave a linear
time algorithm for finding a separator for such graphs. Alon et al. [1] and Djidjev et al. [6] showed that planar graphs
can be separated with f (n) = 2.12√n and f (n) = 1.97√n, respectively (but both could not find an algorithm for the
separation). In the case of grid graphs, there exists a separation with f (n) = √n [12].
3. More generally, for any graph with a positive genus g , Djidjev and Nikolov [4,5] gave a separation with f (n) = O(√gn).
4. Any chordal graph which has no (k+ 2)-clique can be separated with f (n) = k [8].
5. The graph obtained by the allowed moves of a king on a chessboard can be separated with f (n) = √n and α ≥ 12 . In the
case where the board is toroidal, we have f (n) = 2√n [2].
In this paperwe obtain results concerning the BWCproblem for three kinds of graphs: planar, transitive and disconnected
graphs. In Section 2 we introduce the main theorems. Sections 3–5 present the proofs of our results. In Section 6 we discuss
the analogues of our results for anticoloring with many colors. We thank the referee for his helpful comments, which
improved the presentation of this paper.
2. Main results
Lipton and Tarjan [12] obtained the following separation theorem for planar graphs.
Theorem 2.1 ([12]). Let G be any n-vertex planar graph. The vertices of G can be partitioned into three sets T1, T2, C, such that
no edge joins a vertex in T1 with a vertex in T2, neither T1 nor T2 contain more than 23n vertices and C contains no more than
2
√
2
√
n vertices.
The proof of the theorem is constructive and provides a linear time algorithm for finding a separation satisfying the
required properties. We use this algorithm to find a ‘‘good’’ BWC of planar graphs. The algorithm of Lipton and Tarjan will
be related to as Algorithm LT. The output of Algorithm LT is the sets T1, T2 and their sizes n1, n2, respectively. Without loss
of generality, we assume that in the theorem we have n1 ≥ n2.
Problem 2.1. Input: A planar graph G = (V , E) and an integer B ≤ |V |.
Output: An optimal BWC of Gwith B black vertices.
Algorithm 1 provides an approximation algorithm for Problem 2.1 with an explicit upper bound on the deviation from
the optimum.
Theorem 2.2. Given a planar graph G = (V , E) with |V | = n and B ∈ {1, 2, . . . , n}, Algorithm 1 finds a BWC of G with B black
vertices and W ≥ n− B− O(min{√n, B}) white vertices. The complexity of Algorithm 1 is O(n).
In fact, the proof yields an explicit bound on the size of the error,
W ≥ n− B− 6√2
(
1+√2/3)√n.
Notice that, if B ≥ n − 6√2 (1+√2/3)√n, then Theorem 2.2 does not guarantee a BWC with even one white vertex.
In this case, Algorithm 1 guarantees at least
⌊ n−B
7
⌋
white vertices. In fact, an n-vertex planar graph contains at most 3n− 6
edges. Therefore, the average degree of a vertex is at most 6. We can begin by coloring the
⌊ n−B
7
⌋
vertices with smallest
degrees in white, their neighbors (numbering at most 6
⌊
(n−B)
7
⌋
) will be left uncolored, and B of the remaining vertices will
be colored in black.
Example 2.3. According to the theorem, we have at most c
√
n uncolored vertices, where c is a specific constant. Generally,
the number of uncolored vertices will be Ω(
√
n). For example, consider the m × m square grid graph, m = √n. Lipton
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ColorPlanar(G, B)
Input: A planar graph G = (V , E) and a number B ∈ {1, 2, . . . , |V |}.
Output: A set S of black vertices with |S| = B.
// S determines a BWC with |V | − B− O(√|V |)white vertices.
G′ ← G // the current subgraph
n′ ← |V | // the number of vertices of the current subgraph
B′ ← B // the number of vertices still to be colored in black
S ← ∅ // the set of black vertices
T1, T2 ← ∅ //the sets of vertices created by last call to LT
while
√
n′ ≤ B′ ≤ n′ − 6√2 (1+√2/3)√n′
(T1, T2, n1, n2)← LT(G′)
bool1 ← (n1 > B′)
bool2 ← (n2 > B′)
switch (bool1, bool2)
case (true,true)
if ( 23n1 ≤ B′)
G′ ← 〈T1〉 // the subgraph induced by T1 still has to be divided
n′ ← n1
else
G′ ← 〈T2〉
n′ ← n2
case (true,false)
S ← S ∪ T2 // adjoins the smaller set to S
B′ ← B′ − n2
G′ ← 〈T1〉
n′ ← n1
case (false,false)
S ← S ∪ T1 // adjoins the larger set to S
B′ ← B′ − n1
G′ ← 〈T2〉
n′ ← n2
end while
if (B′ <
√
n′)
Choose any B′ vertices with small degrees and add them to S
else
Color white vertices with smallest possible degrees as long as the
number of these vertices and their neighbors is less than n′ − B′.
B′ out of the rest of the vertices will be added to S.
return S
Algorithm 1: Find the set S determining a BWC for G.
and Tarjan [12] proved that the number of uncolored vertices in this graph is at least cm, where c is an explicit constant,
depending on B.
Onemay suggest an improvement of the algorithm, as follows. As in each iteration of the algorithm, the vertices we color
in black are separated from the vertices colored in black in previous iterations, it seems to be wasteful to leave the separator
of each iteration uncolored. It is possible that, by changing the row which reduces the current graph to be G′ ← Ti ∪ C ,
where i ∈ {1, 2} and C is the separator set, we may reduce the number of uncolored vertices. However, we cannot prove
that this indeed yields an improvement as we do not know whether some of the vertices colored in black in each iteration
are taken from the separator set or the ‘‘improved’’ algorithm runs exactly as the original one.
Remark 2.4. The proof of Theorem 2.2 provides an upper bound of 6
√
2(1 + √2/3)√n ≈ 15.41√n on the number of
uncolored vertices. This bound depends on the bound in Theorem 2.1, and can be reduced, theoretically, to 4.5
√
2(1 +√
2/3)
√
n ≈ 11.56√n, by using the separation theorem of [1]. (However, the result of [1] does not provide an algorithm
for the improved separation.) Similarly, it can be reduced, theoretically, to 5.91(1 + √2/3)√n ≈ 10.74√n, by using the
separation theorem of [6] for maximal planar graphs.
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Fig. 1. Optimal BWC consists of one black vertex in each component.
Similarly to what we have done here, every separation theorem of the kind of Theorem 2.1 for another family of graphs
can give us a theorem of the kind of Theorem 2.2 for the same family. Moreover, it gives us an analog of Algorithm 1, to
which we shall refer as Algorithm 1′, for coloring these graphs. We shall not specify the details of Algorithm 1′; it is identical
to Algorithm 1, except that the stopping condition B′ ≤ n′ − 6√2 (1+√2/3)√n′ needs to be revised in accordance to
what the function f (n) dictates. For a graph with fix genus this yields
Theorem 2.5. Given a graph G of a fixed genus with n vertices, and a number B ≤ n, Algorithm 1′ finds a BWC with B black
vertices and W ≥ n− B− O(min{√n, B}) white vertices. The complexity of Algorithm 1′ is O(n).
The proof of Theorem 2.5 is analogous to that of Theorem 2.2, but the implicit constants grow with the genus. Thus,
the implicit constant in the lower bound n − B − O(min{√n, B}) for W depends on the genus g , and may be written as
n− B− O(min{√gn, B}), with a global implicit constant.
By applying Algorithm 1′ to chordal graphs without large cliques and using the separation theorem for such graphs [8],
mentioned in Section 1, we obtain
Theorem 2.6. Given a chordal graph G on n vertices without (k+2)-cliques and a number B ≤ n, Algorithm 1′ finds a BWCwith
B black vertices and W ≥ n− B− O(min{k log n, B}) white vertices.
We now deal with disconnected vertex-transitive graphs. Recall that a graph G = (V , E) is vertex-transitive if any vertex
can be mapped to any other vertex by some automorphism of G. Such graphs have a good separation with sets A and B
consisting of all vertices in some
⌈ n
2
⌉
and
⌊ n
2
⌋
components, respectively, where n is the number of connected components.
If we call Algorithm 1′ in which the separation obtained by the calling to Algorithm LT for planar graphs is replaced by
the above separation, we get that each component, except perhaps for a single one, is colored in one color. The following
theorem proves that there always exists such an optimal BWC.
Theorem 2.7. Let G be a vertex-transitive graph, V1, V2, . . . , Vn the sets of vertices of the connected components of G and B
an integer. Denote k =
⌊
B
|V1|
⌋
. Then there exists an optimal BWC of G in which the vertices colored in black are those of
V1 ∪ V2 ∪ · · · ∪ Vk ∪ Ak+1, where Ak+1 ⊆ Vk+1.
Example 2.8. Theorem 2.7 is incorrect for general graphs, as the graph in Fig. 1 demonstrates for B = 2.
Example 2.9. The set Ak+1 cannot necessarily be chosen as connected; take, for example, the complete bipartite graph K3,3
and B = 2.
A similar result holds for edge-transitive graphs. Recall that a graph G = (V , E) is edge-transitive if each edge can be
mapped to each other edge by some automorphism of G.
Theorem 2.10. Theorem 2.7 is valid also for edge-transitive graphs.
In Theorems 2.7 and 2.10, it is obvious that all components, except for retaining the transitivity property, are isomorphic.
The next theorem presents a weaker conclusion for graphs, where the only thing we assume is that the components are
isomorphic.
Theorem 2.11. Let G be a graph, G1,G2, . . . ,Gn the connected components of G and B an integer. Assume that all the components
are isomorphic. Then there exists an optimal BWC of G in which the vertices colored in black are those of A1 ∪ A2 ∪ · · · ∪ An,
where Ai ⊆ V (Gi), and ϕi(Ai+1) ⊆ Ai for some isomorphisms ϕi : Gi+1 → Gi, 1 ≤ i ≤ n− 1.
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The proof is almost identical to that of Theorem 2.7, and will be omitted.
Note that Example 2.8 demonstrates that the optimal BWC in the setup of Theorem 2.11 may color black proper subsets
of several connected components. Thus, the conclusion of Theorem 2.7 does not hold in general under these weaker
assumptions.
Theorems 2.7 and 2.10, for transitive graphs, give a reduction of the BWC problem from the general case to that of
connected graphs. Next we show that, to some extent, the same is true for general graphs.
Theorem 2.12. Given:
1. a graph G = (V , E), with connected components Gi = (Vi, Ei), 1 ≤ i ≤ n,
2. a number 1 ≤ B ≤ |V |,
3. for each 1 ≤ i ≤ n and b ≤ min{B, |Vi|}, an optimal BWC of Gi with b black vertices.
Then Algorithm 2 (see Section 5) finds an optimal BWC of G with B black vertices in time O(B2n).
3. Planar graphs
Lemma 3.1. While running Algorithm 1, each time we adjoin one of the subgraphs Ti to S (rows 23 and 28 of the algorithm), we
have
B′
2
− 2√2√n′ < ni ≤ B′. (1)
Proof. The right-hand inequality in (1) is trivial. In case where the addition occurs at row 23 of the algorithm, we have
n1 ≤ 23n′ and n2 ≥ 13n′ − 2
√
2
√
n′. Thus,
n2 ≥ 12n1 − 2
√
2
√
n′ >
1
2
B′ − 2√2√n′.
When the addition occurs at row 28, Algorithm LT and the while condition in Algorithm 1 give
n1 + n2 ≥ n′ − 6
√
2
√
n′(1+√2/3) ≥ B′.
Therefore, n1 ≥ B′2 . 
At each round of the while loop, n′ is decreased by at least 13 of its size. Therefore, we have immediately
Lemma 3.2. The while loop in Algorithm 1 is executed at most log 3
2
n = O(lg n) times.
Proof of Theorem 2.2. Obviously, Algorithm 1 finds a BWC of Gwith B black vertices.
If B <
√
n, the algorithm takes the B vertices with smallest degrees. This is done by choosing the B-th vertex (according
to a non-decreasing order of the vertex degrees) in linear time, and then taking all vertices whose degrees do not exceed
the degree of that vertex. This givesW ≥ n− B− O(B), and can be done in a linear time.
Otherwise, denote by n′i the number of vertices in the graph G′ of the i-th call to Algorithm LT. Denote by Ci the set of
uncolored vertices left after that call. The uncolored vertices we find for the original graph G belong to
⋃t
i=1 Ci, where t is
the number of times Algorithm LT is being called. Obviously,
|Ci| ≤ 2
√
2
√
n′i.
We know that
n′i+1 ≤
2
3
n′i,
and therefore,∣∣∣∣∣ t⋃
i=1
Ci
∣∣∣∣∣ ≤ 2√2√n ∞∑
i=0
√
(2/3)i = 2
√
2
√
n
1−
√
2
3
= 6√2√n(1+√2/3) = O(√n).
The complexity of Algorithm LT is known to be O(n). By Lemma 3.2, we have t ≤ log3/2 n, so that the complexity of
Algorithm 1 is
O
log3/2 n∑
i=0
n ·
(
2
3
)i = O(n). 
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4. Vertex- and edge-transitive graphs
For S ⊆ V , denote by N(S) the set of all vertices in V − S, which are adjacent to some vertex in S.
Lemma 4.1. Let G be a graph and S1, S2 ⊆ V . Then:
|N(S1 ∪ S2)| + |N(S1 ∩ S2)| ≤ |N(S1)| + |N(S2)| . (2)
Proof. Denote by unionsq a disjoint union of sets. Let S = S1 ∪ S2. For the terms on the left-hand side of (2) we have
N(S1 ∪ S2) = (N(S1) ∩ N(S2) ∩ S) unionsq (N(S2) ∩ N(S1) ∩ S) unionsq (N(S1) ∩ N(S2)),
and
N(S1 ∩ S2) = (N(S1 ∩ S2) ∩ S2) unionsq (N(S1 ∩ S2) ∩ S1) unionsq (N(S1 ∩ S2) ∩ S).
For the terms on the right-hand side of (2) we have
N(S1) = (N(S1) ∩ N(S2) ∩ S) unionsq (N(S1) ∩ S2) unionsq (N(S1) ∩ N(S2)),
and
N(S2) = (N(S2) ∩ N(S1) ∩ S) unionsq (N(S2) ∩ S1) unionsq (N(S2) ∩ N(S1)).
Obviously,
N(S1 ∩ S2) ∩ S2 ⊆ N(S1) ∩ S2,
N(S1 ∩ S2) ∩ S1 ⊆ N(S2) ∩ S1,
and
N(S1 ∩ S2) ∩ S ⊆ N(S1) ∩ N(S2).
Combining all the above, we obtain:
|N(S1 ∪ S2)| + |N(S1 ∩ S2)| ≤ |N(S1)| + |N(S2)| . 
Proof of Theorem 2.7. It suffices to prove the theorem for graphs with two connected components only. In fact, suppose
this has been done, and let G be a graph with any number of connected components. Given an optimal BWC of G, we note
that the reduction of this BWC to the subgraph of G induced by V1 ∪ V2 must be optimal as well. Using the result for the
case of two components, we see that the coloring may be changed on V1 ∪ V2 in such a way that it is still optimal, and V1 is
colored in a single color. Applying this method to the subgraph induced by V2∪V3, then to the subgraph induced by V3∪V4,
and so forth, we arrive, by the end of the process, at an optimal BWC, in which all components, except perhaps for a single
one, are colored in a single color.
Assume therefore that n = 2. For any BWC of G, denote by S1 and S2 the sets of vertices colored in black in V1 and V2,
respectively. Without loss of generality, assume that |S1| ≥ |S2|. Let C be an optimal BWC of G, with a maximal possible
value for |S1|. If |S1| = B or |S1| = |V1|, then we are done. Assume henceforth that |S1| < B and |S1| < |V1|.
Since G is vertex-transitive and |S1| < |V1|, there exists an automorphism ϕ1 of G which maps S2 into a subset of V1,
where ϕ1(s) 6∈ S1 for some vertex s ∈ S2. Let ϕ2 be an automorphism of Gwhich exchanges V1 and V2.
Consider the coloring C ′ in which the set S1 ∪ ϕ1(S2) ∪ ϕ2(S1 ∩ ϕ1(S2)) is colored in black (see Fig. 2).
Clearly, C ′ has the same number of black vertices as C . By Lemma 4.1 the number of uncolored vertices in C ′ is at most
the number of uncolored vertices in C . Therefore, C ′ is also optimal. Now, the number of black vertices belonging to V1 in C ′
is strictly larger than |S1|, which is a contradiction to the maximality of |S1|. This proves the theorem. 
Proof of Theorem 2.10. By Theorem 2.7, it suffices to deal with edge-transitive graphs which are not vertex-transitive.
Recall that all such graphs are bipartite [3,7].
As in the proof of Theorem 2.7, we prove the theorem only for graphs with two connected components. Let S1 and S2 be
as in that proof. Without loss of generality, assume that |S1| ≥ |S2|. Let C be an optimal BWC of G, with a maximal possible
|S1|. If |S1| = B or |S1| = |V1|, then we are done. Assume henceforth that |S1| < B and |S1| < |V1|.
Recall that the automorphism group acts transitively on each part of the graph [11,7]. Let P,Q ⊆ V (G) be the orbits of
the automorphism group of G. Put Pi = Vi ∩ P and Qi = Vi ∩ Q for i = 1, 2.
If there exists an automorphism ϕ of G, which maps S2 into a subset of V1, where ϕ(s) 6∈ S1 for some vertex s ∈ S2, we
construct C ′ as in the proof of Theorem 2.7 and conclude the proof in the same way.
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Fig. 2. (1) The black vertices are those of S1 and S2 . (2) The black vertices are those of S1 ∪ ϕ1(S2) in G1 and ϕ2(S1 ∩ ϕ1(S2)) in G2 .
Assume therefore that no such ϕ exists. Then there are two possible cases regarding C ′:
1. P2 and Q2 contain no black vertices.
In this case, V2 is colored in white, and the subgraph induced by V1 is the only component which might be colored in
more than one color.
2. Either P1 or Q1 contain only black vertices and either Q2 or P2, respectively, contain no black vertices.
Without loss of generality, assume that P1 contains only black vertices and Q2 contains no such vertices. If P2 contains
no black vertices, then we are in Case 1. Therefore, assume that P2 contains some black vertices.
Let C ′′ be the BWC obtained from C ′ by coloring in black arbitrary min{|P2 ∩ S2| , |Q1| − |Q1 ∩ S1|} vertices in Q1. The
same number of vertices in Q2 will become uncolored.
Obviously, the uncolored vertices inV1 are all the vertices inQ1which are not colored in black. In C ′′, the above number
can only decrease. The uncolored vertices in V2 are all vertices in Q2 which are connected to a black vertex from P2. By
turning some vertices from being black to uncolored, that number can only decrease.
Therefore
∣∣N(C ′′)∣∣ ≤ ∣∣N(C ′)∣∣ ≤ |N(C)|, where C ′′ is a BWC as in the theorem. 
5. Reduction of the BWC problem to connected graphs
We now proceed to the proof of Theorem 2.12. We start with Algorithm 2, which invokes Algorithm 3 infra and performs
the task.
Algorithm 2 uses the procedure colorComponent to color each component Gi with its known BWC. This procedure
might retrieve data that was calculated and saved sometime in the past, or it might work fast. In any case, we ignore its
execution time. Let N(G, B) be the minimal number of uncolored vertices in a BWC of a graph G with B black vertices.
Let U = (N(Gi, b))n,Bi=1,b=0. For i ≤ j, denote by Gi...j the subgraph consisting of the connected components Gi, . . . ,Gj.
Algorithm 2 in turn employs Algorithm 3, which calculates a matrix M , whose (i, b)-th entry is N(Gi...n, b). Notice that
M[1][B] = N(G, B).
Proof of Theorem 2.12. At the beginning, we have an optimal BWC for each connected component and required number of
black vertices. In each step of Algorithm 3wemerge two components and calculate the appropriate value inM for the union.
First we find N(Gn−1...n, b) for each 0 ≤ b ≤ B. This is done by checking all possibilities of coloring bb and b − bb vertices
in black in Gn−1 and Gn, respectively. Next, by merging Gn−2 and the new Gn−1, namely the original Gn−1...n, the algorithm
finds N(Gn−2...n, b). We continue similarly to find consecutively N(Gn−3...n, b), N(Gn−4...n, b), . . . ,N(G1...n, b).
Algorithm 2 uses thematrixM , obtained by Algorithm 3, to find an optimal BWC for G. At the beginning of the algorithm,
it checks how many vertices have to be colored in black in the first component. Therefore, the BWC for this component is
known. Now the algorithm acts on the rest of the components, with the number of vertices still to be colored in black. The
algorithm continues until it finds how many black vertices Gn is supposed to contain in an optimal BWC. 
Sometimeswemay reduce the execution time of Algorithm 3 as follows. Merging Gi with Gi+1...n takes (B+1)2 steps. But,
if those two graphs containm1,m2 < B vertices, then the same procedure will take only (m1+ 1)(m2+ 1) steps. Therefore,
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colorGraph(G, B,U[][])
Input: A graph G = (V , E), with connected components Gi = (Vi, Ei),
1 ≤ i ≤ n, a number 1 ≤ B ≤ |V | and a matrix U , where
U[i][b] = N(Gi, b) for each 1 ≤ b ≤ min{B, |Vi|}.
Output: An optimal BWC of G.
M ← optimalNumber(G, B,U)
num← M[1][B]
for i = 1 to n− 1
found← false
while not found
for b = 0 to B
if (U[i][b] +M[i+ 1][B− b] = num)
colorComponent(G, i, b)
found← true
B← B− b
Algorithm 2: Construct a BWC for a disconnected graph.
optimalNumber(G, B,U[][])
Input: As in Algorithm 2.
Output: The n× BmatrixM .
M = new array[n][B]
for b = 0 to B
M[n][b] ← U[n][b]
for i = n downto 2
for b = 0 to B
tmpMin←∞
for bb = 0 to b
tmpMin← min{tmpMin,U[i− 1][bb] +M[i][b− bb]}
M[i− 1][b] ← tmpMin
Gi−1 ← Gi−1..i
returnM
Algorithm 3: Calculate the minimal number of uncolored vertices.
if we have many small components, then merging at each step the two smallest subgraphs, which we have at this stage, we
may reduce the run time.
6. Extension to many colors
In this section we discuss the anticoloring problem with k colors for any k. We call such an anticoloring a (B1, . . . , Bk)-
anticoloring. Notice that, while in the BWC problem we usually dealt with the optimization version, here it is more natural
to treat the symmetric version just described.
In this section we shall check to what extent the results of Section 2 can be extended to this general case. Wemanaged to
do this for planar graphs and for the reduction of anticoloring to connected graphs. Regarding vertex- and edge-transitive
graphs, we were unable to obtain meaningful analogues of Theorems 2.7 and 2.10. In this regard, we pose
Question 6.1. Assume that there exists a (B1, . . . , Bk)-anticoloring of a disconnected vertex- (or edge-) transitive graph, with n
connected components. Does there necessarily exist such an anticoloring in which, for each 1 ≤ j ≤ k, there are
⌊
Bj
n
⌋
components
completely colored in j?
6.1. Planar graphs
Theorem 6.2. Given a planar graph G = (V , E) on n vertices and positive integers B1, . . . , Bk with∑kj=1 Bj ≤ n − 6√2(1 +√
2/3)(k− 1)√n, there exists a (B1, . . . , Bk)-anticoloring. Algorithm 4 finds such an anticoloring in time O(kn).
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MultiColorPlanar(G, k, B1, . . . , Bk)
Input: A planar graph G = (V , E), a number k ≥ 2 and numbers B1, . . . , Bk.
Output: An anticoloring of G, with sets Sj of vertices colored in color j, such that
∣∣Sj∣∣ = Bj for 1 ≤ j ≤ k.
for j = 1 to k− 1
Sj ←ColorPlanar(G, Bj)
V ← V − Sj − N(Sj)
G← the graph induced by the set of vertices V
Sk ← arbitrary Bk vertices from G
return S1, . . . , Sk
Algorithm 4: Anticoloring of a planar graph.
Proof. At the first step we call Algorithm 1, which colors B1 vertices in color 1. Next, we update the graph by deleting the
vertices colored in color 1 and their neighbors (which are to be left uncolored). The algorithm loop repeats this step for each
of the first k− 1 colors, each time coloring Bj vertices in color j, 1 ≤ j ≤ k− 1. At the end of the loop, each of the remaining
vertices may be colored in color k. The algorithm colors an arbitrary subset Sk of these vertices, of size Bk, in color k, and
returns S1, . . . , Sk. Notice that our requirement that
∑k
j=1 Bj ≤ n − 6
√
2(1 + √2/3)(k − 1)√n guarantees that such an
anticoloring exists, because the algorithm finds at most 6
√
2(1+√2/3)(k− 1)√n uncolored vertices.
In each step of the algorithm, in which we color Bj vertices in color j, we add at most 6
√
2(1 + √2/3)√n′ uncolored
vertices, where n′ ≤ n is the number of vertices in the current graph. We have k − 1 steps in the algorithm, and therefore
at most 6
√
2(1+√2/3)(k− 1)√n uncolored vertices.
The complexity analysis is trivial. 
Notice that, if the Bj’s are arranged in a non-increasing order, then n′ is decreased faster and therefore the number of
uncolored vertices may be reduced.
In case where all the Bj’s are smaller than O(
√
n), we can have even better results, since for each color j we have only
O(Bj) uncolored vertices instead of O(
√
n). In this case, the number of uncolored vertices will be O(k
∑k
j=1 Bj).
6.2. Reduction of the anticoloring problem to connected graphs
Our next result generalizes Theorem 2.12. In Theorem 6.3 we shall show that Algorithms 5 and 6 solve the generalized
problem.
MultiColorGraph(G, B1, B2, . . . , Bk,U)
Input: A graph G = (V , E), with connected components Gi = (Vi, Ei),
1 ≤ i ≤ n, numbers 1 ≤ B1, . . . , Bk ≤ |V | and a matrix U ,
defined in (3).
Output: A (B1, . . . , Bk)-anticoloring of G, if one exists.
M ←MultiOptimalNumber(G, B1, B2, . . . , Bk,U)
anticoloringExists← M[1][B1][B2] . . . [Bk]
if not anticoloringExists
return
for i = 1 to n− 1
found← false
while not found
for(b1, . . . , bk) ∈∏kj=1{0, 1, . . . , Bj}
if (U[i][b1][b2] . . . [bk] andM[i+ 1][B1 − b1][B2 − b2] . . . [Bk − bk])
colorComponent(G, i, b1, b2, . . . , bk)
found← true
for j = 1 to k
Bj ← Bj − bj
Algorithm 5: Anticoloring of a disconnected graph.
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MultiOptimalNumber(G, B,U[][])
Input: As in Algorithm 5.
Output: The n× B1 × . . .× Bk matrixM .
M = new array[n][B1][B2] . . . [Bk]
for(b1, . . . , bk) ∈∏kj=1{0, 1, . . . , Bj}
M[n][b1][b2] . . . [bk] ← U[n][b1][b2] . . . [bk]
for i = n downto 2
for(b1, . . . , bk) ∈∏kj=1{0, 1, . . . , Bj}
tmp← F
for(bb1, . . . , bbk) ∈∏kj=1{0, 1, . . . , bj}
tmp← [tmp or (U[i− 1][bb1] . . . [bbk] andM[i][b1 − bb1] . . . [bk − bbk])]
M[i− 1][b1] . . . [bk] ← tmp
Gi−1 ← Gi−1..i
returnM
Algorithm 6: Find if a (B1, . . . , Bk)-anticoloring exists.
Theorem 6.3. Given
1. a graph G = (V , E), with connected components Gi = (Vi, Ei), 1 ≤ i ≤ n,
2. an integer k ≥ 2 and numbers 1 ≤ Bj ≤ |V |, 1 ≤ j ≤ k,
3. for each 1 ≤ i ≤ n, a list of all k-tuples (b1, . . . , bk) satisfying bj ≤ Bj, 1 ≤ j ≤ k, for which there exists a (b1, . . . , bk)-
anticoloring of Gi, along with corresponding colorings.
Algorithm 5 decides if there exists a (B1, . . . , Bk)-anticoloring of G. If so, it returns such an anticoloring. The algorithm’s running
time is O(n ·∏kj=1 B2j ).
Notice that here, unlike in Theorem 2.12, we discuss the decision problem. Therefore, instead of what we did in
Algorithms 2 and 3, the matrices U andM (which are now multi-dimensional) only record here boolean values, depending
on the existence of an appropriate anticoloring. The other steps of the algorithm are identical to those of Algorithms 2 and 3.
The following defines the entries of the input matrix U:
ui,b1,...,bk =
{
true, there exists a (b1, . . . , bk)-anticoloring of Gi,
false, no such anticoloring exists. (3)
The proof is similar to that of Theorem 2.12, except for the need to check all possibilities for many colors, instead of only
two. The while loop checks, according to some order, all the elements in the Cartesian product. (We decided arbitrarily to
start from (0, 0, . . . , 0).)
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