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Abstract— This paper applies a novel two-layer optimizing
control scheme to a kite-control benchmark problem. The
upper layer is a recent real-time optimization algorithm, called
Directional Modifier Adaptation, which represents a variation
of the popular Modifier Adaptation algorithm. The lower layer
consists of a path-following controller that can follow arbitrary
paths. Application to a challenging benchmark scenario in
simulation shows that this two-layer scheme is capable of
substantially improving the performance of a complex system
affected by significant stochastic disturbances, measurement
noise and plant-model mismatch, while respecting operational
constraints.
I. INTRODUCTION
Kite power has received growing attention over the past
few years and is now seen as a promising renewable wind-
power technology [1]. The open problem of controlling
a power-producing kite during dynamic flight is currently
of great relevance, as it is one of the main technological
challenges facing kite power. In addition, like any other
power technology, there is a clear need to optimize the
performances of a flying kite, while enforcing the operational
satisfaction of the constraints, the most obvious being to
ensure that the kite flies sufficiently high and does not crash
into the ground.
Optimization of kites is limited by several issues:
1) First, while most optimization methods are model-
based, modeling a kite is not an easy task, and accurate
dynamic models are generally too detailed to be used
for optimization purposes.
2) Kite control is typically performed by defining a cyclic
path that the kite will have to follow. While several
solutions have been proposed and tested [2], [3], [4],
[5], the problem of accurately and robustly controlling
a power-producing kite during dynamic flight remains
an active area of research.
3) The third limitation is related to the availability of
optimization methods that perform well in the presence
of uncertainty due to plant-model mismatch and distur-
bances. Flying kites are difficult to model. The wind,
which is the disturbance, is even more difficult to model.
Thus, uncertainty is invariably present.
In this paper, the two-layer optimizing control scheme
developed in [6] is applied to a simulated tethered kite. Two
models are used, one being the control model that is used
for controller design and optimization purposes, while the
second corresponds to the simulated reality (referred to as the
plant) that is different from the available model. This way,
uncertainty is present in the form of plant-model mismatch.
The two models are proposed to the research community as
a benchmark problem for control and optimization in the
presence of uncertainty in [7]. Since the problem can be
studied in simulation, it is easily accessible to researchers
in control theory. This benchmark is designed to reproduce
a number of the challenges found in real systems, namely
unstable nonlinear dynamics, plant-model mismatch, mea-
surement noise and stochastic disturbances. It is based on
industrial data, experimental studies from the literature, and
one of the authors’ own experience in experimental kite
control.
To face the second and third aforementioned limitations,
the two-layer scheme proposed in this article consists of a
novel Real-Time Optimization (RTO) technique combined
with a path-following controller. The results demonstrate that
this scheme is capable of achieving near-optimal operation
for a complex, unstable system affected by significant dis-
turbances.
The RTO algorithm presented here is described in a gen-
eral setting, as it has much wider application than kite power.
Indeed, RTO is widely applied in different forms across
many industrial sectors. In practice, real processes have a
certain number of degrees of freedom, the values of which
are chosen by operators to meet safety requirements and
operating constraints and to optimize performance. RTO aims
to find the optimal values for these degrees of freedom, and
then to continually update them in response to disturbances
and process variation. The ‘two-step’ approach [8], [9] is
the traditional RTO technique, in which parameter estimation
and model-based optimization are repeated until convergence
occurs. However, the model must satisfy ‘model adequacy’
conditions in order for the RTO scheme to converge to
the plant optimum [10], [11], [12]. These conditions are
extremely stringent and are unlikely to be satisfied in a
practical setting. Indeed, recent investigations have shown
that, in the presence of structural plant-model mismatch,
parameter estimation and re-optimization is ineffective, and
can even lead to worse performance than without RTO [13],
[14], [15].
An alternative technique is the Modifier Adaptation (MA)
algorithm, which has been successfully applied to a num-
ber of reasonably complex industrially relevant systems,
namely, an experimental solid-oxide fuel-cell stack [16], the
simulated heat and power system of a sugar and ethanol
plant [17], and a simulated oxygen consumption plant [18].
MA does not perform parameter estimation, but rather uses
measurements to update the cost and constraint functions in
the model-based optimization problem. This update typically
requires an estimate of the gradients of the plant cost and
constraints. In theory, the technique guarantees optimality
for the plant upon convergence. Many aspects of MA have
recently been investigated: extension to closed-loop systems
[19], approaches for estimating (or avoiding estimating) gra-
dients [20], [21], [22], [23], [24], extension to discontinuous
systems [25], conditioning of the model to guarantee con-
vergence to the plant optimum [26], second-order modifiers
[27], and even a promising result on sufficient conditions for
global convergence [28].
Gradient estimation is the main barrier to implementing
MA on industrial-scale systems. If the process has many
inputs (RTO degrees of freedom), a prohibitive number of
measurements is required to estimate the plant gradients.
This negatively impacts the convergence speed. This is
particularly true in the case of flying kites, for which the
RTO degrees of freedom define the continuous reference path
followed by the kite. This path is often parametrized using a
large number of parameters, which results in many gradient
elements to be estimated. Hence, this paper outlines a novel
RTO method called Dual Directional Modifier Adaptation
(dual D-MA) that addresses this issue by focusing on gra-
dient estimation only in certain privileged directions of the
input space. The result is an algorithm with the following
characteristics:
1) The scheme does not require an accurate model nor
parameter estimation.
2) Constraint satisfaction is ensured upon convergence.
3) A directional optimality guarantee for the plant is
provided upon convergence.
4) Fast convergence can be achieved, even in the presence
of significant process noise.
5) The design of the RTO scheme is straightforward using
the available model.
The paper is structured as follows: Section II presents
the benchmark problem, Section III develops a novel path-
following controller for kites, Section IV presents the novel
dual D-MA RTO algorithm, and Section V discusses the
application of RTO and path-following control to the bench-
mark system. Finally, Section VI concludes and discusses
future research directions.
II. KITE-CONTROL SIMULATION BENCHMARK
This section briefly describes the simulation benchmark,
full details along with simulation files can be obtained from
[7]. The system under investigation is a kite (wing) on a
fixed-length tether, depicted in Figure 1.
As mentioned in the introduction, a simple model is
available for control and optimization purposes. However the
simulated reality is based on a different set of differential
and algebraic equations that account for changes in the kite’s
angle-of-attack, wind variations with altitude, wind gusting
due to turbulence (variations with time), and the dynamics
of the steering actuator. These detailed equations are sup-
posed to be unknown for control design and optimization.
In addition, the simulator returns measurements that are
contaminated by stochastic measurement noise.
The kite’s position is described by the spherical co-
ordinates ϕ and ϑ, while its orientation (similar to a yaw
angle) is defined by ψ. The wind is approximately aligned
with the x axis. 1 The kite can be steered left and right using
an actuator. If the kite is steered such that it flies roughly
perpendicular to the wind, it will reach many times the wind
speed. This results in very large aerodynamic forces on the
kite, which are transmitted to the ground via the tension in
the tether. The tether tension can be exploited either to drive
a generator for electricity generation [4], or to help propel a
ship [29].
Fig. 1. Spherical co-ordinate system for the kite’s position. The x and y
axes are horizontal, while the z-axis points skywards. The kite is tethered to
the origin. The kite’s position can also be represented as a projection onto
the {N,W} plane.
A. Optimal control problem
The objective is to steer the kite such that the line tension,
T , is maximized. As the kite will typically follow a roughly
periodic path, and the line tension will vary during each
cycle, the average line tension is considered. For a given
time horizon, tf , the problem can be formulated as:
maximize
δ(t)
T¯ (tf) :=
1
tf
∫ tf
0
T (t)dt, (II.1)
subject to |δ(t)| ≤ δmax, (II.2)
r sinϑ(t) cosϕ(t) ≥ zmin, (II.3)
|ψ(t)| ≤ 2pi, (II.4)
1 A 2-D reference system for the kite is defined by the two orthogonal
vectors eˆW =
[
0 1 0
]T and eˆN = [− sin ϑ¯ 0 cos ϑ¯]T (radians),
which are tangent to the sphere upon which the kite can move, at the point
{ϑ¯, ϕ¯} = {0.3, 0} rad. During normal flight, the kite remains close to this
point.
where the manipulated variable δ(t) is the set-point for the
steering actuator, with maximum value δmax, r is the tether
length, and zmin is the minimum allowable altitude. The last
constraint is a winding constraint for the tether to ensure it
is not twisted.
B. Control model
The model available for control design is a rough approx-
imation of the plant. The dynamic equations are simple an-
alytical expressions that help understand the kite’s behavior
(the interested reader is invited to see [2] for more insight
into the model equations):
ϑ˙ =
wap
r
(
cosψ − tanϑ
E
)
, (II.5)
ϕ˙ = − wap
r sinϑ
sinψ, (II.6)
ψ˙ = wapgsδ + ϕ˙ cosϑ, (II.7)
where gs is the turning constant. The lift/drag ratio, E, and
the magnitude of the apparent wind projected onto the quarter
sphere’s tangent plane at the kite position, wap, are given by
wap = w0E cosϑ, (II.8)
E = E0 − cδ2, (II.9)
where w0 is the wind speed, which is assumed constant in the
model, and c is the turning penalty factor. The line tension
is given by
T =
(
1
2
ρAw20
)
cos2 ϑ(E + 1)
√
E2 + 1. (II.10)
C. Comparison between the Model and the Plant
The optimal periodic path for the plant is shown in Figure
2 (attained when tf → ∞ in (II.1)). The optimal path that
can be calculated using the control model is also shown.
They are both horizontal figure-of-eight shapes. This is the
shape typically used to maximize line tension, both for power
generation and in kite-based sports. Nonetheless, the position
and the shape of the two paths differ. This is due to the
substantial parametric and structural mismatch between the
model and the plant. For example, the wind direction in
the simulated reality makes an angle of 15◦ with the x-
axis, which results in a lateral offset between the two paths.
Also, the wind speed in the simulated reality increases with
altitude, while the model assumes it is constant with respect
to altitude. This results in the plant optimal solution being
higher than the model optimal solution. It is shown in [7] that
the optimal average thrust for the plant is T¯ = 39.61 kN. It
was found that the best performance that could be achieved
with a relatively simple control scheme was T¯ = 32.5 kN,
about 20% less than the optimal value.
The state measurements available in the simulated reality
are contaminated by 2-10% measurement noise, and 25%
stochastic wind-speed noise results in significant, unpre-
dictable variations in the line tension and the kite’s behavior
from one cycle to the next (see [7] for a detailed specifica-
tion).
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Fig. 2. Optimal path for the plant (blue) and for the model (red, dashed).
The height constraint is shown in light blue.
Fig. 3. Path-following controller: illustration of the kite’s position relative
to the reference path (all projected onto the {N,W} plane, shown in Figure
1). p is the kite’s position, and pr(l1) and pr(l2) are the two points on
the path at which the path’s tangent is perpendicular to the kite’s position.
III. A PATH-FOLLOWING CONTROLLER FOR KITES
This section describes a simple ‘vector-field’ path-
following controller for kites (or any vehicle moving on a
plane). This type of controller is popular in the unmanned
aerial-vehicle (UAV) community, where it was recently de-
veloped to follow circular and straight line paths (or com-
posites of these) [30]. Here we extend it to arbitrary, smooth
paths (including paths that intersect themselves). Firstly, the
controller aims to control the position of the kite in the
{N,W} plane (shown in Figure 1). This position is denoted
p. As shown in Figure 3, we define the kite’s velocity angle
on this plane as:
ζ = ∠p˙ := tan−1
(
p˙W
p˙N
)
. (III.1)
This angle can be estimated from the measurements of the
kite’s position and orientation using linear transformations
(note that during crosswind flight ζ ' −ψ). The reference
path on the {N,W} plane is denoted pr(l), where l is the
path length. The points on the path at which the path tangent
is perpendicular to the kite position are pr(li). The angle of
the path at each point is denoted as:
ζi = ∠∂pr
∂l
(li), (III.2)
while the vector pointing from the kite to each point is:
di⊥ = pr(li)− p. (III.3)
A desired heading angle corresponding to each point is
obtained with the classic vector-field law [30]:
ζid =ζ
i + ζe
(
‖di⊥‖
dmax
)β
×sgn
(
∠
(
di⊥ −
∂pr
∂l
(li)
))
+ α
∂2pr
∂l2
(li), (III.4)
where the entry velocity angle ζe and the coefficient β > 1
are tuning parameters. The final term is a novel curvature
compensation term that allows the controller to effectively
follow a curved path. The curvature of the path indicates the
rate of change of the path’s angle (direction). Thanks to the
curvature compensation, which can be varied by adjusting
α, the controller anticipates curves in the path. Finally, the
reference velocity angle is selected as the ζid that is closest
to the kite’s current velocity angle:
ζr = ζ
ir
d , ir = argmini
|ζ − ζid|. (III.5)
A proportional control law is used to force the kite’s velocity
angle to follow the reference velocity angle:
δ = K(ζr − ζ). (III.6)
IV. RTO METHOD: DUAL DIRECTIONAL MODIFIER
ADAPTATION
This section presents the RTO method ‘Dual Directional
Modifier Adaptation’ (dual D-MA) from [6]. It combines the
concepts of directional derivatives, dual control, and statisti-
cally optimal gradient estimates with the existing Modifier-
Adaptation RTO method.
A. RTO algorithm
The RTO algorithm aims to solve a problem of the form:
u∗p := arg min
u
φp (u)
subject to gp (u) ≤ 0 , (IV.1)
where u is the nu-dimensional vector of RTO inputs, φp
the cost function and gp the ng-dimensional vector of plant
constraints. Here, the subscript (·)p indicates a quantity
related to the plant, and we will refer to this as the plant
optimization problem. The functions φp and gp are usually
not known accurately, as only the models φ and g are avail-
able. Consequently, an approximate solution to the original
problem (IV.1) is obtained by solving the following model-
based problem:
u∗(θ) := arg min
u
φ (u,θ)
subject to g (u,θ) ≤ 0, (IV.2)
where θ is a nθ-dimensional vector of uncertain model
parameters. If the model matches the plant perfectly, solving
Problem (IV.2) provides a solution to Problem (IV.1). Un-
fortunately, this is rarely the case since the structure of the
model functions φ and g as well as the nominal values for
the uncertain model parameters θ0 are likely to be incorrect,
which implies that the nominal model-based optimal input
u∗(θ0) will not correspond to u∗p. As the plant optimal
solution cannot be directly computed, it must be found
through an intelligent iterative procedure. Different inputs
u are applied successively to the plant and the resulting
cost and constraints are measured. The measured cost and
constraints for the input uk are:
φ˜p(uk) = φp(uk) + d
φ
k (IV.3)
g˜p,j(uk) = gp,j(uk) + d
g,j
k ,∀j ∈ [1, . . . , ng] (IV.4)
where dφk and d
g,j
k are realizations of zero-mean random
variables for the cost and the jth constraint, respectively,
with the corresponding variances σ2φ and σ
2
g,j . This stochastic
component represents high-frequency process noise. The
measured values provide information about the plant, which,
when appropriately combined with the (inaccurate) model,
allows the plant optimum to be reached. The RTO algorithm
treated here uses past data to estimate the derivatives of
the plant cost and constraint functions in certain privileged
directions. The cost and constraint gradients in the model-
based optimization problem are then corrected, as are the
constraint values.
The basic idea is to solve Problem (IV.2) with a modified
cost function:
φm,k(u) := φ(u,θ0) + (λ
φ
k)
T (u− uk), (IV.5)
where uk is the previous operating point, and λ
φ
k is a first-
order modifier term. The aim of this modifier is to locally
match the gradient of the modified cost function with that of
the plant cost function. Thus, ideally, the first-order modifier
is determined such that [15]:(
λφk
)T
= ∇φp(uk)−∇φ(uk,θ0). (IV.6)
However, this requires the gradient of the plant cost function,
which is usually experimentally costly to calculate. A gradi-
ent estimate, ∇φE,k, is used in its place. This estimate does
not aspire to be exact, i.e. ∇φE,k 6= ∇φp(uk). Instead, the
estimate is required to closely approximate the plant gradient
in a subspace, Ur, of privileged directions:
∇φE,kUr ' ∇φp(uk)Ur. (IV.7)
The gradient estimate is obtained from past operating data.
It is a ‘dual’ algorithm because the RTO steps are designed
not only to minimize the plant cost, but only to ensure an
accurate gradient estimate can be obtained. To this purpose,
the term −c|δ¯uT (u − uk)|2 is included in the modified
cost function (c is a positive scalar) to encourage steps in
the direction δ¯u, the direction in which the variance of the
current gradient estimate is greatest.
Algorithm 1: Dual Directional Modifier Adaptation
Initialize: Choose a matrix whose columns contain the priv-
ileged directions in the input space, Ur. Choose a positive
scalar reward factor, c0, and set the initial reward coefficient
c = 0. Initialize 0 = 0, λ
g
0 = 0, λ
φ
0 = 0. Choose
the modifier filter matrices K,Kg,Kφ, typically diagonal
matrices with eigenvalue in the interval (0, 1]. Initialize u0
with a conservative input (one that is unlikely to violate
the plant constraints). Select values for ∆max and ∆rmax.
Choose the tolerance for the gradient estimate variance in
the privileged directions, σ2TOL, and set δ¯u = 0.
for k = 1→∞
1) Solve the modified model-based optimization problem
uk := argmin
u
φm,k−1(u)
s.t. gm,k−1(u) ≤ 0,
‖u− uk−1‖ ≤ ∆max, (IV.8)
where the modified cost and constraints are given by
φm,k(u) :=φ(u,θ0) + (λ
φ
k)
T (u− uk)
−c|δ¯uT (u− uk)|2, (IV.9)
gm,k(u) :=g(u,θ0) + k + (λ
g
k)
T (u− uk). (IV.10)
2) Apply the input uk to the plant, and observe the
resulting cost and constraint values, φ˜p(uk) and g˜p(uk).
3) Use the gradient estimation algorithm from Section IV-
C to estimate the plant cost gradient at the current oper-
ating point, ∇φE,k, and the gradient of each constraint,
∇gi,E,k, using past measurements. The algorithm will
also calculate the variance of the cost gradient esti-
mate, ΣφE,k, and of each constraint gradient estimate,
Σ
gj
E,k ∀ j = 1, . . . , ng .
4) Get the direction in the column space of Ur with
maximum Lagrangian-estimate variance 2 :
δ¯u ∈ arg max
δu
δuTΣLE,kδu
s.t. ‖δu‖ = 1,
δu ∈ C(Ur), (IV.11)
where ΣLE,k =
(
ΣφE,k +
∑ng
i=1 νiΣ
gi
E,k
)
is the variance
matrix of the Lagrangian gradient estimate (ν is the
Lagrange Multiplier obtained in Step 1).
5) if δ¯uTΣLE,k δ¯u > σ2TOL
c = c0
else
c = 0
end
6) Update the modifier terms using the measurements:
k := (Ing −K)k−1
+K
(
g˜p(uk)− g(uk,θ0)
)
, (IV.12)
λgk :=(Inu −Kg)λgk−1
+Kg
(∇gE,k −∇g(uk,θ0))T , (IV.13)
λφk :=(Inu −Kφ)λφk−1
+Kφ (∇φE,k −∇φ(uk,θ0))T . (IV.14)
2Note that the solution to problem (IV.11) is the normalized dominant
eigenvector of UrUTr Σ
L
E,k−1UrU
T
r .
end
The algorithm’s most important property is that, upon
convergence, the plant performance cannot be improved by
adapting the RTO input u in the privileged directions.
Theorem 4.1 (Directional Optimality upon Convergence):
If the plant gradient estimates are accurate in the
privileged directions (i.e. ∇φE,∞Ur = ∇φp(u∞)Ur
and ∇gE,∞Ur = ∇gp(u∞)Ur ), then any point u∞ that
the Directional MA algorithm converges to is such that
r = 0 is a KKT point for the following problem:
min
r
φp (u∞ + Urr)
s.t. gp (u∞ + Urr) ≤ 0 . (IV.15)
Proof: An outline is given here, for the full proof see
[6]. Any point the dual D-MA algorithm converges to is
a KKT point for the modified model-based problem IV.8
(otherwise the algorithm would not stay there). This implies
that ∃ ν s.t. :
∇φE,k + νT∇gE,k = 0. (IV.16)
If it is assumed that the gradient estimates are perfect in the
privileged directions, i.e. ∇φE,∞Ur = ∇φp(u∞)Ur (and
likewise for the constraint gradient estimate), then(∇φp(u∞) + νT∇gp(u∞))Urδr = 0. (IV.17)
Hence, there is no (small) δr that can improve the plant cost
without violating active constraints.
The algorithm’s parameters can be tuned through simu-
lation trials (alternatively, see [6] for an example of how
to choose the algorithm’s parameters in a methodological
fashion). However, the matrix of privileged directions Ur
must be chosen with particular care.
B. Calculating the privileged directions
The most important aspect of D-MA is the choice of the
privileged directions (columns of Ur). D-MA acts on two
levels. It will a) adapt the input in the directions necessary to
ensure constraint satisfaction, and b) try to minimize the cost
by adapting the decision variable u in the privileged direc-
tions. It is important to note that, regardless of Ur, constraint
satisfaction upon convergence is ensured. The dual D-MA
algorithm attempts to match the Lagrangian’s gradient for
the modified model-based optimization problem with that of
the plant-based problem. If this is achieved, then optimality
for the plant is ensured. Parametric analysis of the model
can be used to study the effect of parameter variations on
the Lagrangian’s gradient. If all likely parameter variations
only cause notable change in the Lagrangian’s gradient in a
few directions, then it will suffice to only estimate gradients
in these few directions. This is formalized in the following
theorem.
Theorem 4.2 (Privileged Gradient Estimation Directions):
In the event of small parametric plant/model mismatch,
that is, φp(u) = φ(u,θp) and gp(u) = g(u,θp) with
θp = θ0 + ∆θ, the plant optimal solution u∗p is a fixed
point for the D-MA algorithm if the direction matrix is
chosen as:
Ur =
∂2L
∂u∂θ
(u∗(θ0),ν∗(θ0),θ0) ∈ Rnu×nθ , (IV.18)
where L(u,ν,θ) = φ(u,θ) + νTg(u,θ) is the Lagrangian,
u∗(θ0) is the nominal optimal solution, and ν∗(θ0) are
the corresponding Lagrange multipliers for the model-based
problem.
Proof: An outline is given here, for the full proof see
[6]. The proof is based on the idea that the small parameter
difference ∆θ between the model and the plant will cause
the following Lagrangian ‘error’:
∆θT
∂2L
∂u∂θ
T
(u,ν,θ0)
=
∂L
∂u
(u,ν,θ)− ∂L
∂u
(u,ν,θ0). (IV.19)
This gradient error belongs to the subspace defined by the
columns of the matrix ∂
2L
∂u∂θ (u,ν,θ0). If the experimental
gradient estimates are accurate for the directions spanning
this subspace, the entirety of the Lagrangian’s gradient error
will be corrected for. Hence, the Lagrangian gradient for the
modified model-based optimization problem IV.8 will match
that of the plant optimization problem IV.1. Hence, opti-
mality for the modified model-based problem also implies
optimality for the plant.
Note that singular value decomposition(SVD) of the matrix
∂2L
∂u∂θ (u,ν,θ0) can be used to further reduce the number
of privileged directions by singling out those directions in
which the Lagrangian’s gradient will be most affected by
parameter variations.
C. Gradient estimation
As dual D-MA is designed for RTO problems with many
inputs, the past data points will generally neither be numer-
ous enough, nor well enough distributed, to estimate the full
plant gradient. Previously proposed methods for estimating
the plant gradient from past data suffer from ill-conditioning
in this situation [31], [22]. For this reason a novel gradient-
estimation algorithm was proposed in [6].
The method is iterative. A reliable gradient estimate is
constructed at each RTO iteration, starting with the nominal
model gradient. The past measurements are integrated into
the gradient estimate one at a time.
Algorithm 2: Iterative, weighted Broyden-update
gradient estimator
Initialize: ∇φold and Σold with the model gradient
∇φ(uk,θ0) and estimated model gradient covariance Σφ0 .
Choose the radius around the current RTO point inside
which past points will be used for gradient estimation, ∆rmax.
for ∀ j such that ‖uj − uk‖ < ∆rmax
1) δu = uj−uk‖uj−uk‖
2) Estimate the directional derivative in the δu direction:
∇δuφE= φ˜p(uj)− φ˜p(uk)‖uj − uk‖ . (IV.20)
Also, calculate the variance of this estimate:
σ2E = var{∇δuφE} =
2σ2φ
‖uj − uk‖2 . (IV.21)
3) This estimate of the directional derivative can be com-
bined with the existing gradient estimate, ∇φold, using
a weighted rank-1 (Broyden) update:
∇φnew =∇φold
+κ(∇δuφE −∇φoldδu)δuT , (IV.22)
where the variance matrix for the new gradient estimate
is:
Σnew =(I− κδuδuT )Σold(I− κδuδuT )
+κ2σ2Eδuδu
T , (IV.23)
and
κ =
δuTΣoldδu
δuTΣoldδu + σ2E
. (IV.24)
This value of κ minimizes var{∇φnewδu} =
δuTΣnewδu (see [6] for more details).
4) ∇φold = ∇φnew and Σold = Σnew.
end
∇φE,k = ∇φold
ΣφE,k = Σold
V. APPLICATION TO THE KITE-CONTROL BENCHMARK
As shown in Figure 4, a two-layer scheme was applied
to the benchmark. The lower layer consists of the path-
following controller described in Section III that adjusts the
steering-actuator set-point δ at the frequency of 8 Hz in order
to follow the current periodic reference path pr,k(l), where
l ∈ [0, 1] is the normalized path length. The upper RTO layer
modifies this reference path each time the kite has completed
one cycle of the current path. The RTO layer can be further
subdivided into the dual D-MA algorithm from Section IV
and a centering algorithm taken from [32]. The dual D-MA
algorithm adjusts the shape and the height of the reference
path, while the centering algorithm tries to align the center
of the path (where it intersects itself) with the wind. By
comparing the line tension during the right and left halves
of the path, the centering algorithm calculates an angle by
which the reference path must be rotated around the z axis,
ξc,k (see [32] for more details). Note that the dual D-MA
algorithm could also be used to adjust the center of the path,
however it is more efficient to use the centering algorithm,
which makes clever use of the properties of this particular
physical system.
Dual D-MA
Centering
algorithm
Path generator Path-followingcontroller
measurements
at time t
measurements
for loop k-1
executed every path cycle
executed every 125 ms
Fig. 4. Two-layer optimizing-control scheme for the kite-control benchmark.
The true RTO decision variable is the continuous reference
path pr,k(l). From a practical point of view, the RTO
decision variable for dual D-MA is chosen as a finite set
of points that parametrize the reference path:
u =[ϑr(0) ϕr(0) ϑr(
1
N ) ϕr(
1
N ) ϑr(
2
N ) ϕr(
2
N )
· · · ϑr(N−1N ) ϕr(N−1N )]T , (V.1)
where N = nu/2 (nu = 40 was used for this study ). In the
‘path generator’ block, a continuous path, {ϑr(l), ϕr(l)}, is
obtained from u by fitting a spline to the points it contains.
The spline is forced to be periodic (note that u does not
specify the final point on the path), i.e. both the values and
the slope of the spline at the endpoint must match:
ϑr(0) = ϑr(1), ϕr(0) = ϕr(1), (V.2)
ϑ˙r(0) = ϑ˙r(1), ϕ˙r(0) = ϕ˙r(1). (V.3)
The resulting continuous path is then rotated around the z-
axis by the angle ξc,k and projected onto the {N,W} plane
to yield the reference path pr,k(l). The maximum steering-
deflection constraint |δ| ≤ δmax is not taken into account
by the RTO layer, as it is automatically enforced by the
path-following controller. However, the height constraint is
enforced by the RTO layer as, due to tracking error, the
kite may consistently violate the path constraint even if the
reference path does not. The constraint used in the model-
based optimization problem IV.2 is formulated as:
g = zmin − min
l=0, 1N ,...,
N−1
N
r sin (ϑr(l)) cos (ϕ(l)) , (V.4)
while the plant constraint is defined as:
gp = zmin − min
t∈[0,tf ]
r sin(ϑ(t)) cos (ϕ(t)) . (V.5)
The resulting discretized plant-optimization problem reads:
u∗p =argmin
u
φp(u) := −T¯
s.t. gp(u) ≤ 0. (V.6)
The benchmark system was simulated for 400 seconds.
The initial reference path was chosen as the optimal path
for the nominal model. In the dual D-MA algorithm, an
initial constraint back-off of 25 m (the line length is 250
m) was used for the height constraint, i.e. 0 = 0.1 .
The approach described in Section IV-B indicates that two
privileged directions are sufficient. The initial reference path,
along with variations of this path in the two privileged
directions, are shown in Figure 5. Roughly speaking, the
privileged directions influence the curvature and the height
of the reference path.
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Fig. 5. The initial reference path corresponding to u0 (solid), and the paths
corresponding to a small variation in each of the two privileged directions
(dotted and dash-dotted).
Figure 6 shows the evolution of the line tension over time.
It can be seen that the initial reference path is extremely sub-
optimal. The RTO layer quickly adapts the path to nearly
achieve the maximum possible line tension for the plant
(about 10 cycles). The average line tension between 100
seconds and 400 seconds is 38.1 kN, about 4% less than
the plant optimum. The kite’s flight path is compared with
the plant’s optimal path in Figure 7. The pattern eventually
followed by the kite is not identical to the plant’s optimal
path, however this difference results in negligible optimality
loss. Note that the height constraint is very slightly violated.
This is because the dual D-MA algorithm cannot robustly
guarantee constraint satisfaction in the presence of process
noise (which is significant in the benchmark scenario).
VI. CONCLUSION
This paper has presented the application of a complex 2-
level optimizing-control scheme to a challenging Airborne
Wind Energy simulation benchmark. The combination of
the novel RTO algorithm Directional Modifier Adaptation
with a vector-field path-following controller achieved very
good performance. Nonetheless, ensuring robust constraint
satisfaction in the presence of process disturbances remains
an open issue.
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Fig. 6. Line tension vs. time (black), the average line tension over the
past 10 seconds (red), and the maximum average line tension that can be
achieved for the plant (blue).
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Fig. 7. The kite’s flight path (black) and the plant optimal path (red). The
height constraint is also shown (dashed).
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