It is estimated that allergies afflict up to 40% of the world's population. A primary mediator for allergies is the aggregation of antigens and IgE antibodies bound to cell-surface receptors, FcǫRI. Antibody/antigen aggregate formation causes stimulation of mast cells and basophils, initiating cellular degranulation and releasing immune mediators which produce an allergic or anaphylactic response. Understanding the shape and structure of these aggregates can provide critical insights into the allergic response. We have previously developed methods to geometrically model, simulate and analyze antibody aggregation inspired by rigid body robotic motion simulations. Our technique handles the large size and number of molecules involved in aggregation, providing an advantage over traditional simulations such as molecular dynamics and coarse-grained energetic models. In this paper we study the impact of model resolution on simulations of geometric structures using both our previously developed Monte Carlo simulation and a novel application of rule-based modeling. These methods complement each other, the former providing explicit geometric detail and the latter providing a generic representation where multiple resolutions can be captured. Our exploration is focused on two antigens, a man-made antigen with three binding sites, DF3, and a common shrimp allergen (antigen), Pen a 1. We find that impact of resolution is minimal for DF3, a small globular antigen, but has a larger impact on Pen a 1, a rod-shaped molecule. The volume reduction caused by the loss in resolution allows more binding site accessibility, which can be quantified using a rule-based model with implicit geometric input. Clustering analysis of our simulation shows good correlation when compared with available experimental results. Moreover, collisions in all-atom reconstructions are negligible, at around 0.2% at 90% reduction.
Introduction
The human allergic immune response can be triggered by cell surface molecule aggregation, specifically a tyrosine kinase cascade initiated by the transmembrane signalling caused by the crosslinking of IgE-FcǫRI (receptors) via antigen binding. This crosslinking stimulates mast cells and basophils and induces degranulation, resulting in the release of histamine and other allergic response mediators [52] . The ability to predict the structures of these aggregates is key in determining how the spatial organization of receptors affects transmembrane signaling.
The geometric impacts of molecular aggregation have not been well studied due to the fact that it is presently computationally infeasible to model hundreds of large molecules at an all-atom resolution. The application of robotics-inspired methods to molecular simulations has played a role in improving the computational efficiency of these types of simulations. Molecular interaction using robotic-inspired techniques have been developed to study ligand docking [8, 13, 22] . However, these methods are generally applied to small scale problems (e.g. two molecule systems). Elastic network models [4, 7] have been used to determine molecular modes of motion and have been extended in a variety of manners [54, 47, 1] , but have not been used to study molecular aggregation. Coarse-grained models have been developed to simulate aggregation that overcome long simulation times while preserving energetics, but they are often either lacking in geometric details or unable to simulate large scale aggregation [10, 45] .
To address this gap across different simulation scales, we have previously presented methods in [40] to simulate and analyze aggregation using polygon-based models generated from all-atom molecular structures. These polygon-based models retain the geometric information about the molecular structure while reducing the computational footprint by forgoing atom position data. Geometric complexity is an important feature of these molecular models because lower complexity translates into fewer polygon to polygon comparisons and faster run times at the expense of model realism.
The overall goal of this research is to understand the packing of protein complexes and to predict final assembled structures of aggregated molecules. As part of this effort, in this paper we simulate molecular aggregation at different model complexities within our polygon-based model framework. In the scope of this paper, model complexity is analogous to model resolution of the molecules. Different resolutions are obtained by changing the number of polygons composing each molecule's 3D structure. A central question to be investigated in this analysis is whether we can significantly speed up our simulation run times by lowering the resolution of the model, thus enabling simulation of even larger systems. However, a simulation speed up could come at the cost of generating aggregate structures which are significantly different at various model complexities due to steric effects that may appear at different resolutions. We are interested in quantifying the impact of model resolution on the assembly problem. Preliminary work in molecular multiscale modeling has begun to address these questions [58] , focusing on the unification of different mathematical representations of DNA and RNA molecules.
In this work, we study how model complexity affects molecular aggregation by analyzing its impact via two independent simulation techniques. First, we perform Monte Carlo simulations of 3-D rigid body structures based on all-atom protein structures at different model complexities. Then, we approach this problem with a novel implementation of rule-based modeling, a fast complementary simulation that does not explicitly represent geometry but captures steric interactions of the proteins through ODEs, and look for consistency in the results.
We present results on a synthetic antigen that has been studied experimentally, DF3, and a natural antigen, a common shrimp allergen Pen a 1. These antigens greatly differ in size, structure and number of binding sites. Pen a 1 is a highly relevant allergen due to its allergenic potency and unique structure. We find that impact of resolution is minimal for DF3, but has a larger impact on Pen a 1. A study of clustering of receptor complexes bound to DF3 from our simulations shows strong agreement with experimental data. We find that collisions in all-atom reconstructions, another metric to analyze the simulations, are negligible, at around 0.2% at 90% reduction. Lastly, we use Monte Carlo data to fit the rates of our rule-based model to gain intuition on how reduction impacts packing structure.
Related Work
Macromolecular Simulations. In the past 20 years, the biosciences have seen great advances on a diverse range of research topics brought on by computational simulation of biological phenomena. Molecular dynamics (MD) simulations can determine individual trajectories for each atom in a solvated protein system. Despite considerable success with small proteins and fast events (≈ 1µs), simulations of biological processes involving large molecules and over long time scales have proven to be challenging. As an effort to investigate larger systems, a recent paper has shown an all-atom simulation of a chromatophore membrane patch consisting of 20 million atoms. This simulation was run simultaneously using three supercomputers and yielded 150 ns MD trajectories in total [11] . Although this system size is comparable to the antibody-antigen models that we propose to study, the time scales that are feasible with all-atom MD simulations are too short to explore the assembly structures that we aim to investigate.
In order to overcome these computational limitations, techniques that effectively reduce the number of degrees of freedom in the system have been widely used in modeling large biological systems. In a coarse-grained approach, groups of atoms are clustered into coarse-grained charges [35, 34, 29] or point masses [43] . A variant of MD, coarse-grained molecular dynamics is a multi-scale approach that simulates trajectories of the coarse-grained units [6, 53, 46, 31] . In general, coarse-grained MD can reduce the number of particles about 10-fold, enabling simulations that contain about 10 million atoms, and generating about 100 ns of MD trajectories in a day [31] . However, for systems where structural conformation is highly relevant, such as our aggregate structures, coarse-graining is disadvantageous as the reverse problem of reconstructing the all-atom structure from the coarse-grained model is non-trivial.
Design of Assembled Molecular Structures. Methods for designing protein based assemblies come in two forms: Stochastic (resulting in irregular structures with probabilityderived attributes), and deterministic (producing exactly specified geometric features). Principles for the design of ordered protein assemblies are discussed in [33] . A majority of the computational design methods have focused on interface construction [25, 28] , but new methods go further and fully design self-assembling molecules [30] . These methods are similar in that they generally start outperforming rigid body docking followed by iterative design/minimization steps to refine the interface.
Molecular Aggregation Prediction. Many fields from medicine to industrial manufacturing stand to benefit from the use of computational methods to determine possible geometric structures of assembled molecules. Most of the methods developed use lattice models with force fields and focus on the interactions of proteins with both denatured [10] and native [62] conformations. A coarse grained molecular dynamicsbased approach to study polymer-drug aggregation was done in [45] . We note all of these models have energetics included in their computation and would not be feasible to simulate systems of the sizes we study.
IgE Aggregation Experiments. Studies using nanoparticles have shown that the size and number of binding sites of the antigen impact degranulation of rat basophilic leukemia cells [26] . Spatiotemporal analysis of IgE aggregation has been done using nanoscale imaging and motion tracking techniques. Methods to analyze clustering of micrograph probes were developed in [61] , including Ripleys and Hopkins statistic calculations. The locations of static gold nanoparticle labeled IgE-FcǫRI have been imaged using transmission electron microscopy [57] . Spatial clustering analysis of IgE-FcǫRI has been done using methods from [61] as well as hierarchical clustering techniques to quantify the numbers of sizes of clusters in [16] . Tracking of quantum dot labeled IgE-FcǫRI has determined temporal information such as diffusion rates [3] . While these experimental methods have been able to measure attributes about receptor dynamics, none of them retain information about the aggregate binding patterns. Because of this, distinguishing linked (bound) from simply proximal receptors is challenging.
Spatial Rule-Based Modeling. Protein complex formation can be difficult to model due to the high number of distinct molecule species possible. Rule-based modeling provides a way to more compactly represent all possible aggregate structures. Languages such as BioNetGen [9] and Kappa [14] provide rule-based modelers a way to cleanly and efficiently represent biological systems. Some methods have extended rule-based modeling to incorporate spatial modeling, including SRSim [20] . These methods include spatial modeling, but still use simple geometric representations of the molecules and have not been applied to reconstruct all atom representations. Rulebased modeling has also been extended to multi-level systems in ML-Rules [41] which uses a nested structure to establish a hierarchical model.
Rule-based modeling has been used to model antigen-antibody interactions. A kinetic rule-based version of the trivalent antigens and bivalent receptors (TLBR) system which accounted for two types of cycles, dimers and heximers, was introduced in [60] . Note the antigens in a TLBR system have three binding sites, and the receptors have two binding sites. This method was based on a previous equilibrium theory model [19] . The rule-based model was also extended to consider steric constraints [43] . In this paper, steric constraints are introduced through an external data structure, not in the rules representing the binding events.
The novelty of our rule-based model lies in the ability to simulate steric constraints by designing rules that incorporate antigen conformational details. The protein structure is a crucial input in deciding how to generate rules associated with ODEs repre-senting protein aggregation.
Methods
We present two methods to simulate and analyze the geometric packing of protein complexes, thereby predicting final assemblies. First, we explain the all-atom structures used in our simulations (Section 3.1). Next, we introduce the components of the Monte Carlo simulation, including: polygon-based models and reductions (Section 3.2.1), simulation methods for rotation and translation of geometric structures and aggregate formation (Section 3.2.2), and analysis techniques for the large geometric structures (Section 3.2.3). Finally, we present a novel rule-based model that implicitly represents the geometry of the molecules. This includes: analysis of steric effects of the Pen a 1 all-atom structure (Section 3.3.1), an explanation of the assumptions made during the construction of the model and details of the calculation of aggregate formation probability (Section 3.3.2), a description of how rules are defined and an explanation of the rate constants of the model (Section 3.3.3), and a metric to compare the results from the Monte Carlo and rule-based models (Section 3.3.4).
Antigen Structure and Binding Sites
There have been numerous studies of natural allergens initiating degranulation. One that has been of particular interest is the common shrimp allergen, Pen a 1. The immune response is triggered by the shrimp tropomyosin molecule, a 40 nm doublestranded coiled coil structure, (Figure 1 ), which crosslinks IgE. The allergen has been predicted to have five binding regions in each of the strands of the coiled coil [5] and a total of 16-18 binding sites [27, 51] . Alongside experimentation on natural allergens, synthetic antigens have been generated to provide insights into antibody aggregation [49, 59, 55] . These synthetic antigens are primed with 2,4-dinitrophenyl (DNP), a linker used to bind to engineered antibodies. We explore the antigen DF3, a molecule with three binding sites that has been characterized in [38] . DF3, shown in Figure 2 , is a trimer of peptides represent-ing the C-terminus of the T4 fibritin foldon domain with a DNP linker attached to the N-terminus.
We focus our analysis on Pen a 1 and DF3 for two reasons: known molecular structure and high experimental relevance. There are many natural allergens that have been identified but many do not have molecular structures determined. Along the same lines, there are synthetic antigens that induce a response but do not have well known binding site positions [59] . Synthetic DF3 has known binding sites and available experimental data. Pen a 1 aggregation is currently being studied experimentally and has a known structure and mapped binding sites. 
Monte Carlo Simulation

Model Construction
Our method is based on simulating 3-D rigid body models of the receptor complex and antigen molecules. We use our own generated models as well as contributed models. An all-atom structure of the receptor complex was used from [38] . The IgE structure, composed of both heavy and light chains, is modeled bound to the α subunit of FcǫRI. The receptor complex is made up of 1,709 amino acids totaling 13,477 atoms.
The antigen DF3 was generated by starting with the base fibritin foldon domain (PDB:1RFO) and adding DNP linkers to the N-terminus of each subunit. DF3 is comprised of 81 amino acids with 1,365 atoms total. Structural models for shrimp tropomyosin were available in the Protein Data Bank (PDB:1CG1) and in the Structural Database of Allergenic Proteins (SDAP Model #284). The Pen a 1 model used was composed of 568 amino acids totalling 4,580 atoms.
Since it would be computationally prohibitive to use these all-atom models at the molecule counts we simulate, we reduce the computational footprint of the model by using a polygon representation (Figure 3 ). To construct our models, we begin with an all-atom structure. Using the multiscale model extension of UCSF Chimera 1.9 [18] , we generate isosurface models of the molecules at a variety of resolutions, 4Å for DF3 and 6Å for the receptor complex and Pen a 1. The resulting model of the occupied volume, referred to henceforth as the base model, is considered to be the model with the highest resolution, i.e., the most detailed model. This base model can now be reduced in complexity using standard polygon reduction techniques [12] to produce models with tunable amounts of detail as seen in Figure 3 . Since the amount of detail in the base model potentially hinders performance, we want to observe the costs versus benefits of decreasing the model resolution. We use the polygon reduction feature in Maya [42] , a modeling software package, that allows the generation of models with a reduction specified in the percentage of polygons.
The binding sites are unique to each antigen, and thus had to be modeled accordingly. DF3 with DNP linkers has very flexible binding sites [38] . In order to capture this effect, the model has the linkers compressed to half their length and has a binding site located at the end of the linker. Then, we model a spherical binding volume with a radius of half the DNP linker length (7.5Å) that is centered at the end of the compressed linker.
The binding sites of Pen a 1 are located on its surface. The binding site amino acid sequences for Pen a 1 are documented in [27] . Vertices for binding were located on the center of the binding site and exterior of the surface. A binding radius of 3Å was used. The same binding site locations were used regardless of the resolution since the locations of the binding sites on the original all-atom structure do not change.
Simulation Methods
As detailed in our previous publications [40, 39] , the simulation begins with all molecules randomly placed on a grid in a collision-free state with no molecules bound. At each time step, every molecule gets an updated position and orientation generated via random sampling. Membrane bound receptors rotate about their z-axis and translate on a planar x-y cell surface. During the course of the simulation, all ligand molecules are positioned at an ideal vertical distance from the cell membrane, in which ligandreceptor binding events are possible at all times. The absence of ligand diffusion in the z-direction eliminates the effect of adsorption and desorption of ligands from the system. This assumption maintains the concentration of ligands constant, considerably simplifying the simulations. The updated positions and orientations are generated with the consideration of biological constraints, e.g., diffusion constants [3] and rotational correlation times [50] . Over the course of the simulation, a receptor binding site will end up within the binding volume of the antigen. The probability of a binding event occurring is dependent on binding volume overlap and the association rates specified. Dissociation rates are also used in the simulation, i.e., every bond that exists at a given time step is evaluated for dissociation. Kinetics between DNP specific antibodies and univalent DNP haptens [15] as well as DNP based synthetic antigen [59] have been well studied and provide values for association/dissociation rates. We use the rates from DNP-BSA in [59] due to the fact that DF3 is multivalent like DNP-BSA, and it is composed of peptide chains as opposed to a small molecules such as the haptens in [15] and DCT2 in [59] . These parameters are not known for Pen a 1, thus we cannot determine kinetics from our simulation, only possible packing structures.
Aggregate Model and Analysis
To analyze the aggregation of molecules in the simulation, we use a graph model, allowing us to utilize a repertoire of algorithms for statistic collection. We define the state of the system as graph G{V, E}, where V is the set of molecules and E is the set of edges. Given two vertices {v l , v r } ∈ V , an undirected edge e{v l , v r } ∈ E if and only if v l and v r are bound. Since antigen only binds to receptors and vice versa, the graph is bipartite. Data about the overall aggregation process can be extracted from the graph.
Due to motion and association, the antigen/receptor positions will become more clustered as aggregates form. These clusters can be observed experimentally, and a theoretical study of clustering can be an instrument to compare our model with experiment. To quantify clustering in our models, we use a geometry-based statistical analysis of clustering tendency, the Hopkins statistic [24] . The Hopkins statistic is a measure of spatial randomness which utilizes nearest-neighbor distance of randomly sampled points and randomly selected probes (known molecule locations). In line with previous work [61, 16] , we only use receptor molecule positions in our analysis. We calculate the Hopkins statistic in a similar fashion as in [61] , and for nearest neighbor calculations, we use the Euclidean distance between two points. The values calculated for the Hopkins statistic range from [0,1]. The closer the Hopkins statistic value is to 0.5, the more randomly spaced the points are, whereas the closer the value is to 1.0, the more clustered the data is.
To gain further insights into the aggregate structures, we take our modeled aggregate structures and generate all-atom structures. With these all-atom models, we can take measurements of the aggregate structure and analyze features of the aggregate such as steric hindrance. We can also quantify the model construction quality. An example Pen a 1 all-atom aggregate is shown in Figure 4 . 
Rule-Based Modeling
In addition to the 3-D Monte Carlo simulations to determine aggregate size, we create rule-based models of IgE binding to Pen a 1 that incorporate geometric information in both the rules for aggregate formation and their associated rate constants. The rulebased model is implemented with RuleBender [56] using the BioNetGen language [9] . This method automates the generation of the coupled differential equations associated with the creation of new molecule aggregates as IgE binds to the available binding sites of Pen a 1.
Steric Effects in a Protein Complex
Steric effects of receptors bound to an antigen with multiple binding sites in relation to binding site exclusion has been analyzed in [23] . However, they only investigated low dimensional (1D and 2D) shapes with specific geometries (surface or array) and either ordered or uniformly random binding site distributions. We analyze how the conformation of the antigen affects steric constraints of the system. A description for dependency on neighbor occupancy is shown in Figure 5 . Steric hindrance induced by neighbor occupation can be broken down into three categories. Firstly, IgE can easily bind to a region if neighboring sites are free ( Figure 5 (a) ). Secondly, on the strand with negative curvature around a region, occupation of nearest-neighboring regions can reduce accessibility of IgE to this region, effectively reducing the binding rate constant ( Figure 5 (b) ). Finally, on the opposite side with positive curvature, IgE can still bind to a region even if its nearest neighbors are occupied ( Figure 5 (c) ). The binding rules (listed in the appendix) are written with explicit neighboring site dependency. 
Model Construction and Calculations
From this geometric analysis, we know that a negative curvature in the coiled coil may introduce hindrances to the accessible surface area for IgE binding and potentially brings binding sites closer. This makes the accessibility of a receptor to a particular binding site dependent on whether its neighboring sites are bound to IgE or not (namely their occupation states). However, because there are 16-18 available binding sites in the antigen, the introduction of geometric effects may lead to the number of rules becoming too overwhelming to implement, as a dependency on the occupation state of neighboring binding sites has to be explicitly added to some of the rules of binding events. Therefore, we make a few assumptions and simplifications to generate the rules and associated ODEs:
• We assume that IgE binds to a single binding site in Pen a 1, i.e., binding events in which IgE binds to two sites on the same Pen a 1 are forbidden.
• To compare with the Monte Carlo simulations, which were carried out for a single Pen a 1 molecule, we do not allow crosslinking through IgE binding to two or more different Pen a 1 molecules.
• We significantly reduce the number of rules (and ODEs) by assuming that each IgE binds to a region on Pen a 1 known to have one or more binding sites. This is a reasonable assumption as binding sites in the same region are close (< 5 nm):
In the event of IgE binding to one binding site in a particular region, the other binding site(s) in the same region may be automatically blocked.
• Because the binding region on the tail of Pen a 1 is longer than the others (see Figure 1 ), for the purpose of our rule-based simulations, we split this longer region into two independent ones, resulting in each strand of the coiled-coil structure having six binding regions.
• We can further decrease the number of rules by considering that each strand in Pen a 1 binds IgE independently of the other, i.e., the occupation state of any binding site on one strand of the coiled coil is independent of the occupation state of any binding site on the other strand. Since each strand has six regions, the maximum number of configurations of IgE binding for each strand is 2 6 = 64. The aggregate sizes of IgE-Pen a 1 with 12 binding regions is now given by the combined independent probability of the aggregate formation in each strand of the coiled coil.
The probability of finding aggregates of size zero to 12 is calculated by simulating each strand of the coiled coil separately, with different rules depending on the positive or negative curvature of the strand. The probability P (n) to form an aggregate of size n is given by:
where P I(II) (n) is the independent probability of forming an aggregate of size n in strand I(II).
Model Rate Constants
In order to analyze the influence of both rules and rate constants on our rule-based modeling results, we create a set of rules for Pen a 1. The General rule set in Tables 4  and 5 takes into account neighboring binding site interactions and employs hierarchical binding rate constants. This means that when IgE binds to any site i on Pen a 1, the associated rate constant depends on the occupation of its nearest (first-order) and next-nearest (second-order) neighbors. We define four hierarchies of binding, thus the binding rate constants are four independent parameters. The unbinding rate constants are equal to 0.01 s −1 for all aggregate formation rules. Neighbors are defined by geometry: as the Pen a 1 molecule has a slight S-shaped curvature, binding sites on the concave sides of the molecule (with negative curvature) are closer than sites on the convex side of the molecule (positive curvature).
Resolution changes can be simulated in two ways: by fixing the binding rates and changing the rules for each resolution or by keeping rules fixed and changing the binding rates associated with each rule. The former requires a very careful analysis of the geometry of the receptor/antigen system at each resolution. The latter only needs a set of rules that roughly represents the site interactions given the curvatures of the protein complex, and rates can be changed as binding to particular sites is allowed or disallowed. Therefore, we focus on an implementation of the latter by generating a set of rules which capture the geometric constraints of the molecules and define rate constants that are dependent on the occupation of neighboring sites.
The advantage of using independent rate constants as parameters related to neighbor occupation is that we can simulate high and low resolution studies by turning rules on or off. The rate constant of a given rule determines whether or not the rule is on (non-zero rate constant) or off (rate constant set to zero). Rules that favor the formation of large aggregates are turned on for low resolution. As our Monte Carlo results indicate, the loss of detail leads to a reduced volume of Pen a 1 and receptors, thus exposing possible binding sites. At high resolution, the volume of receptors is larger and the extra detail can reduce binding site availability if a number of sites are already occupied. This indicates that the binding rate constants for rules associated with the formation of large aggregates should be turned on (for more binding events), and for formation of small aggregates some of these rate constants should be off, thus allowing fewer binding events.
The four binding rate constants are assigned to the rules as follows: k f 1 is assigned to rules that specify that none of the neighboring binding regions are occupied, k f 2 is assigned to rules that specify that one nearest-neighbor region is occupied, k f 3 is assigned to rules that specify that one next-nearest neighbor is occupied, and k f 4 is assigned to rules that specify that two nearest neighbors are occupied. As the tail region in Pen a 1 was split into two independent regions for our model, (regions E and F in the rule set, as seen in Figure 5 ) we treat these regions as a special case and assign the rate k f 4 to the E and F binding rules that specify that nearest-neighbor E or F is occupied.
We demonstrate how the rules were selected using the rules associated with binding region A as an example. Region B is a nearest neighbor to region A, so we specify region B as a region that affects the binding rate of region A in the rules for A binding for both strands. On strand I, the next nearest neighbor to region A, region C, is located in a region of positive curvature (see Figure 5c for an illustration of positive curvature). Therefore, in the A binding rules for strand I, we do not specify region C as a neighbor that affects the binding rate of region A. On strand II, region C is located in a region of negative curvature (see Figure 5b for an illustration of negative curvature) along with region A. Therefore, in the A binding rules for strand II, we specify region C as a neighbor that affects the binding rate of region A.
We use the General rule set (Appendix) to illustrate how the influence of neighbor occupancy hierarchy on binding site probability favors particular aggregate sizes. If all rules are on with identical binding rates k = 1.0 molecule −1 s −1 , the distribution of aggregate size is skewed to larger aggregates. However, as we turn rules off by setting their associated binding rates to zero in hierarchic order (larger to smaller aggregates), we see the progression shown in Figure 6 , until we obtain a single peak at aggregate size 4 if all nearest and next-nearest neighbors to site i need to be empty for a binding event to occur. Note that binding affinities are not known for the binding sites of Pen a 1, so we use values known for DF3. Since our system is finite in size, the association rate unit of molecule −1 s −1 is used (further discussed in Section 4.1). and off binding rate constants are set to zero. As we make the rules more restricted, smaller aggregates are formed. The purple peak at 12 is labeled "None" for having no restrictions on binding due to neighbors (k f 1 , k f 2 , k f 3 , and k f 4 are on). This is why the largest possible aggregates are formed almost 100% of the time. The data labeled "Region" (blue) allows for binding to a site even if nearest and next-nearest neighbor sites are bound (k f 1 , k f 2 , and k f 3 are on; k f 4 is off). First order interactions (nearest-neighbors, green) are not allowed for this data set (k f 1 and k f 3 are on; k f 2 and k f 4 are off). The peak in red (second order) does not allow binding to sites if both their nearest and next-nearest neighbors are occupied (k f 1 is on; k f 2 , k f 3 , and k f 4 are off).
The analysis shown in Figure 6 indicates that it is possible to fine tune a particular aggregate distribution by choosing the rule set wisely (based on geometric input) and by setting binding rate constants appropriately. Finding a proper rule set is one of the main difficulties of this method, but PDB structures and feedback from Monte Carlo 3-D rigid body simulations can give crucial input on this step. Binding rate constants can be varied as well. Our Monte Carlo simulations assume a constant binding rate of k = 1.0 molecule −1 s −1 for all sites. However, to mimic loss of accessible volume to a particular binding site on Pen a 1, the rates can be varied to improve fits to data. These rates are considered free parameters of the simulation and they represent physical binding rates qualitatively.
Comparison Analysis
In order to quantify the difference between the Monte Carlo and rule-based modeling aggregate sizes for each resolution, the residual sum-of-squares (RSS) normalized by the number of possible aggregate sizes (13) was calculated for each resolution. The equation used to calculate the normalized RSS is:
where N is the total number of possible aggregate sizes in a histogram (each histogram has the same number of possible aggregate sizes), P i M C is the occurrence probability of the ith aggregate size of the Monte Carlo data, and P i RBM is the occurrence probability of the ith aggregate size of the rule-based modeling data.
Since the data points used in this calculation are probabilities, the maximum possible normalized RSS is one, and the minimum possible normalized RSS (corresponding to two identical histograms) is zero.
Results
Experimental Setup
Monte Carlo Simulation. For our Monte Carlo simulations, we simulate a discrete patch of membrane 200 nm x 200 nm (40,000 nm 2 ). In all simulations we apply reflecting boundary conditions, ensuring that the number of molecules is kept constant as they are not permitted to exit the area representing the membrane patch when a boundary is reached.
We simulate 24 receptors for all experiments, resulting in a density of ∼600 receptors/µm 2 . In two different experiments, we simulate twelve DF3 and one Pen a 1 antigen molecules at four distinct resolutions, reducing the models of both antigen and receptor by 0%, 50%, 75% and 90%. Due to the presence of multiple DF3 molecules, it is possible to observe crosslinking in the DF3 simulations. However, no antigen-mediated crosslinking can be observed in the Pen a 1 simulations as only one molecule of Pen a 1 is simulated in each 3-D Monte Carlo experiment. We use the diffusion coefficient 0.09µm 2 /s of IgE-FcǫRI found in [3] for all molecules. We use a time step of 10 µs and run experiments for 500,000 time steps, long enough for the simulations to reach a steady state. Association and dissociation rates of 1.0 molecule −1 s −1 and 0.01 s −1 , were used for both antigens. Since our system is finite in size, the association rate unit molecule −1 s −1 was calculated from the original units of M −1 s −1 using calculations from [43] . The dissociation rate from [59] is used unchanged. Thirty (30) runs of each experiment were performed.
As IgE aggregates get larger, they have been shown to slow down [3] . Since this reduction in speed has not been fully quantified, we use a theoretical basis for modeling the slow down in our system [17, 32] . While many slow down models could be employed, we decided to use a model where we use receptor count as a surrogate for size measurement to determine relative slow down. The slow down is incorporated into the simulation by diffusing aggregates inversely proportional to their size, i.e., the diffusion coefficient of an aggregate linking three receptors is 1/3 of the original coefficient. We note that our slow down scheme does not account for physical barriers that exist in the cell membrane that may induce slowing/immobilization (like those in [44] ). Also, the geometric analysis in this paper emphasizes packing structure rather than aggregation kinetics, so the choice in slow down method should not impact aggregate structure packing at steady state. Rotations of large aggregates are limited by the diffusion rate of the fastest moving receptor. The receptor furthest from the center of the aggregate is limited by its diffusion constant, thus limiting the amount of rotation an aggregate can make. For Hopkins statistic calculations, we set the number of measurements taken to five and repeat the calculation 1000 times. These values are then either averaged or sorted into bins to produce histograms used to quantify clustering.
Monte Carlo simulation code was developed using the Parasol Motion Planning Library (PMPL). Simulations were run on a supercomputer housed at UNM utilizing single cores of Intel Xeon E5645 processors with 4 GB of RAM per processor.
Rule-Based Modeling. For the rule-based modeling, we specified the rules in the BioNetGen language and conducted ODE simulations using BioNetGen (Version 2.2.6) via the RuleBender software package (Version 2.0.382r3) [56] . We simulated 100 Pen a 1 antigen and 1000 receptors in each experiment. Since we simulated strands individually, we ended up with a population of 100 strand I molecules, 100 strand II molecules, and 1000 receptors. These were simulated using a time step of 0.01 s and run for 1000 time steps.
We obtained optimum rate constants using single-parameter and double-parameter scanning. We conducted single-parameter scans for the 0% reduction, varying k f 2 from 0.0 to 1.0 molecule −1 s −1 , and for the 90% reduction, varying k f 4 from 0.0 to 0.05 molecule −1 s −1 . We used a step size of 0.001 for these scans. We also conducted double-parameter scans for the 0%, 50%, and 75% reductions, in which we scanned all possible values of k f 3 from 0.0 to 1.0 molecule −1 s −1 while scanning all possible values of k f 2 such that k f 2 is less than or equal to k f 3 , using a step size of 0.01.
Monte Carlo Results
Volume and Timing
We begin with an analysis of the impact of polygon reduction on the volume of the model. Table 1 shows the number of polygons and volume for each model. The polygon reduction algorithm works by specifying a percentage of the polygons to reduce, leading to the close correspondence between the reduction percentage and the number of polygons. We find that volumes decrease with increased reduction. Such decrease is expected, and can be quite dramatic (nearly 50% for 90% reduced Pen a 1). We note that volume reduction does not necessarily mean less realistic results; "soft docking" approaches [21] allow a certain degree of inter-protein penetration to approximate flexibility given rigid structures. As seen in Figure 7 , the reduction in polygons has a clear effect on runtime. We see a linear increase in runtime versus model polygon count. This is due in part to the nature of the rigid body modeling; collision detection is a major factor in computation time and is highly dependent on model complexity. We attribute the calculation of binding site interactions, whose costs depend on valency and molecule size, to the difference in slope between DF3 and Pen a 1 runtimes. Figure 7 : Runtimes of the different resolutions of the same model. The x-axis is the sum of the number of polygons used to describe all of the models for any given experiment. The y-axis is the runtime in hours.
Impact of Resolution on Quality of Results
Simulations are run until a steady state is reached. To ensure the system is stable, we count the number of bonds between molecules, i.e., the number of edges in G (Figure 8) . Figure 8a shows the number of edges in G for DF3 in blue. We see that for DF3, all of the reductions generate similar numbers of connections. The more reduced models produce slightly more connections but all of the average lines are very close. The mean of each reduction is contained in the overlap of the standard deviation of all reductions.
In Figure 8b we see that Pen a 1 model resolution has a higher impact on the number of connections that are made. The 90% reduced model made on average nearly two more connections than the 0% reduced model for a single antigen. This is one of the side effects of reducing model volume. With the reduction, there is more open volume around the binding site, reducing steric hindrance of receptors trying to bind to sites in the same or adjacent regions.
To further analyze the implications of model reduction, we plot histograms of aggregate size versus percentage of occurrence ( Figure 9 ). We see in Figure 9a that there is minimal impact on aggregate size distributions for the DF3 experiment. The distribution for each model reduction seem to be the same. This is not the case for Pen a 1, seen in Figure 9b . The distribution has the two least reduced models peaking near aggregates of size 7 whereas the two most reduced models peak near aggregates of size 8. This is attributed to the volume reduction of the model which in effect relaxes the steric constraints. With a smaller volume, more free space is available for a molecule to pack into a tight space within a given aggregate.
Clustering Analysis of DF3
To quantitatively analyze the clustering of the system, we measure the Hopkins statistic of the receptors over the course of the simulations. We focus on the analysis of clustering for DF3 due to the availability of experimental data [38] . Unfortunately, a similar analysis for Pen a 1 does not result in significant data as there is only one Pen a 1 allergen in each simulation run. To evaluate clustering, the Hopkins statistic values were calculated over the course of the simulation and the results are an average of the simulations for each experiment as seen in Figure 10 . These values are then plotted and compared to the values obtained experimentally in [38] , as shown in Figure 10 .
For a baseline, we performed a Hopkins statistic calculation for a simulation with only receptors and no antigen and produced the plot in Figure 10a . We find that for the no antigen simulation, the value does not change and is hovering at around 0.5, indicating that the receptors are essentially randomly distributed. We compare our no antigen simulation with the 0 nM experiment in [38] (Figure 10a , red dashed line). Our value (mean 0.5) differs from what is seen experimentally (mean 0.74); however, this difference can be attributed to the fact that cell membranes present topological inhomogeneities that result in natural receptor organization [36, 48, 2, 37] . These features are not incorporated in our simulations for simplicity. Therefore we observe no clustering instead of the slightly clustered distribution observed experimentally.
Based on the conclusion of [38] where the authors imply that the ligand-induced (a) (b) Figure 8 : Influence of model resolution on the number of connections made during a given simulation. For these plots, the x-axis is simulation time step and the y-axis is the number of edges in G. In (a), DF3 connections do not seem to be affected much by model resolution. In (b), Pen a 1 binding is affected by the use of different resolutions; lower resolutions generate more connections than higher resolutions. Figure 9 : Influence of model resolution on the size of aggregates generated during a given simulation. Histograms show aggregate size vs. percentage of aggregates of that size. For DF3 seen in (a), the different resolutions do not affect the distribution of aggregate sizes. However, for Pen a 1 seen in (b), aggregate size seems to be dependent on model resolution, with lower resolution Pen a 1 models producing larger aggregates.
aggregate state can influence cell signaling, we assume that final ligand-receptor aggregate size can be associated with cellular degranulation. Thus, to analyze clustering in the presence of antigen, we compare the Hopkins statistic results from the experiment in [38] that resulted in optimal histamine secretion (10 nM of DF3) to the Hopkins statistic obtained from our Monte Carlo simulations. We find that the Hopkins statistic value at equilibrium from experiment has a mean value of 0.85 with error bars between 0.82 and 0.89 (Figure 10b , red dashed line), while our simulations give a mean of 0.88±0.05. This overlap indicates similar clustering observed in both our Monte Carlo simulation and experimentally derived results. In addition, we observe that model resolution does not impact the amount of clustering that occurs for DF3, as all of the values converge to the same result, as seen in Figure 10 .
To verify whether the averaged values are representative of the underlying clustering, we plot the histograms of the Hopkins statistic values calculated at the beginning and end of each experiment. These histograms are plotted against a normal distribution representing uniformly random distributed data to provide an intuition of the amount of clustering. For each experiment, we performed 30 runs, each contributing 1000 calculations, resulting in a total of 30000 measurements per histogram. The beginning histograms are taken 1000 steps into the simulation to ensure the molecules move away from their initial grid state, which brings bias into the calculation. We see in Figure 11 that in the no antigen experiments, there is no change between the histograms at the beginning of the experiments (Figure 11a) to the histograms at the end of the experiments (Figure 11b) , and both histograms are very close to the normal distribution (red line) indicating no clustering.
However, for DF3, we see ( Figure 12 ) that there is a significant shift in the histogram from start to end. The beginning of the experiment starts off as a random distribution (Figure 12a) . By the end of the experiment, we see a shift in the histogram away from the red normal distribution line (Figure 12b ), indicating clustering in the simulations. We note this shift is consistent for all resolution models of DF3.
Analysis of Model Quality
We also investigate the impact of model reduction on all-atom aggregate structures. In order to evaluate this, after aggregates are constructed with low-resolution polygon models, we construct the corresponding all-atom structure.
However, since the polygon models are much simpler than the all-atom structures, there may be unintended interactions. For example, when non-bonded atoms are too close, repulsion may occur due to van der Waals interactions. In order to evaluate the possible effects of transitioning between polygon and all-atom models, we counted the number of C α atoms and DNP linker carbon rings within 7Å for IgE-FcǫRI and DF3. For Pen a 1, distances were calculated between C α atoms for the aggregated molecules. In order to indicate these proximal non-binding residues, we refer to them as potential collisions. Also, antigen binding sites are not included in the enumeration.
We can see from the results in Table 2 that model resolution has an impact on the number of potential collisions that exist in aggregate structures. Potential collision residues increase as resolution decreases. We see that DF3 is not significantly impacted by model resolution up to 75%. However, at 90%, there is an order of magnitude We note that overall, the number of residues in potential collision is minimal. Even at 90% reduced for the Pen a 1, aggregates generated have about 0.2% of residues in potential collision. These interactions could be first addressed through locally evaluated energetics and perturbations.
Rule-Based Modeling Results
So far, we have presented the results of our Monte Carlo simulations for different resolutions, which explicitly include geometric effects in aggregate formation. Rulebased models of aggregate formation, on the other hand, need to encode all geometric information in the rules of antibody-antigen binding and their binding/unbinding rate constants.
Our approach is to vary the binding rates to reproduce the aggregate size distribution at a particular resolution for the General rule set. One way to achieve this is by doing a multi-parameter optimization of the four binding rate constants. This is especially useful when fitting the model to experimental data. In Figure 13 , we compare the aggregate size distribution for the rule-based model with the values found from the Monte Carlo simulation.
Most of the results shown in Figure 13 were obtained by analyzing the rates via single and two-parameter scans. For the 0% and 50% resolutions, we fixed k f 1 to unity in all runs and performed scans of k f 3 from 0.0 to 1.0 molecule −1 s −1 and k f 2 from 0.0 molecule −1 s −1 to k f 3 , both at 0.01 intervals. For the 90% resolution, we fixed k f 1 = k f 2 = k f 3 = 1.0 molecule −1 s −1 and varied k f 4 from 0.0 to 0.05 molecule −1 s −1 by 0.001 increments. In all cases, the value chosen for the variable parameter was the one that resulted in the smallest RSS from the Monte Carlo data. However, it is important to highlight that even though the RSS from the Monte Carlo data is a reasonable measure of comparison between the two methods, our Monte Carlo data was obtained from 30 independent runs, and additional runs could change the overall distribution of the histograms, thus changing the RSS significantly. For this reason, we use this number mostly as a guide and avoid fitting rates to exactly reproduce the Monte Carlo data. Table 3 .
The rates listed in Table 3 for the 75% resolution were fitted from the trends of k f 1 = k f 3 = 1.0 molecule −1 s −1 and increasing k f 2 , k f 4 for lower resolutions, and they show a sufficiently close result to the Monte Carlo data ( Figure 13 ). The trend of increasing rate values of k f 2 (binding with one nearest neighbor occupied) and k f 4 (binding with two nearest neighbors occupied) reinforce the intuition that the volume loss due to resolution reduction impacts the binding of neighboring regions.
At the 75% resolution, a two-parameter scan for k f 2 and k f 3 yields a slightly better RSS for k f 2 = k f 3 = 0.12 molecule −1 s −1 at fixed k f 1 = 1.0 molecule −1 s −1 and k f 4 = 0, which deviates from the parameter trends. This particular result also seems misleading because at higher resolutions one would expect that k f 1 ≤ k f 3 , due to restrictions on neighbor interactions. However, it is expected that multi-parameter scans may lead to numerous minima of RSS, thus the best-fit solution may not be unique.
Conclusion
In our effort to study geometric packing of large protein complexes, we have investigated the impact of model resolution on aggregate formation and clustering. The interest in working with lower resolution models is to improve computational performance while preserving packing structures. In the case of antigen/receptor binding, it is believed that larger clusters are associated with a stronger allergic reaction. The focus on Pen a 1 in this work is due to its particular shape and its importance as a strong allergen.
We have shown that model resolution has negligible impact on DF3, and minimal impact on Pen a 1. This may be due to the geometric nature of the proteins: While DF3 is small and globular, Pen a 1 is long and rod-like, and therefore more affected by volume reduction. While volume reduction is quite dramatic as resolution is lowered, potential collisions among bound receptors and antigens are quite small across all resolutions (highest value of 0.2% for 90% reduced Pen a 1), with reasonable variation among resolutions of about one order of magnitude. These results will guide future work by informing us how to tailor the amount of reduction to the type of molecular shape. The basic shapes of DF3 and Pen a 1 are very simple, and we are able to determine the well defined characteristics of their geometric reductions. Information reported here alongside additional future surface/volumetric analysis will be necessary to ensure our model construction/reduction appropriately capture molecular topology when dealing with more complex molecular structures.
We performed a clustering analysis of the DF3 and receptor system at different resolutions to compare with experimental data from [38] . Our results were able to reproduce the experimental Hopkins statistic metric of cluster formation at a non-saturating concentration of DF3 and receptors. More importantly, our analysis shows that a loss in resolution does not affect the results. This implies that our method can efficiently compare an experimental observable to simulated data for a very large system of molecules. This is currently infeasible for state-of-the-art molecular dynamics and coarse-grained simulations. Granted, our method is not yet able to calculate energetics of the interactions between molecules. All physical information about the system is included in the binding/unbinding rates, diffusion coefficient (Monte Carlo), and aggregation rules (rule-based method). As our focus is on geometric packing structures, this level of theory has been shown to be sufficient by the agreement with experimental results.
Our study of aggregate formation with a rule-based model of Pen a 1 is a novel contribution of this paper. The ODE-generating rules are based on the inherent geometry of Pen a 1: a slight S-shaped coiled coil, double-stranded protein. Binding sites in regions of negative curvature are affected differently than binding sites in regions of positive curvature during binding events. Our rule set was built to reflect these steric constraints. The assumption of hierarchical binding rates that are varied depending upon the accessibility of sites on the Pen a 1 surface allows us to investigate differences in aggregate formation across resolutions. We see that the rule-based model acts as a complementary method to our original Monte Carlo 3-D rigid body model. Where one is fast (a single run lasts about 10 seconds) but does not present explicit consideration of geometry (rule-based model), the other is still fast considering the number of molecules and detail of the system (a single run takes 2-20 hours for Pen a 1), but is advantageous as geometry is explicitly modeled and geometric packing can be easily tracked throughout the simulation.
For our future work, we aim to include joint flexibility in the rigid body models for the Monte Carlo simulation. This will allow for the generation of distinct packing structures where overall volume becomes another observable of interest. Accessible volume may change even for the same number of receptors bound to the antigen. More importantly, the incorporation of flexibility will allow us to expand our analysis to the results of other experimental methods, including electron microscopy (EM). Fitting EM density data of molecules like IgE would require jointed models for fitting due to the amount of flexibility in the molecule. Determining the structure of large heterogeneous aggregates is a difficult problem in EM, and we see the potential for using our method for fitting.
We also are interested in running more simulations for more accurate statistical analysis. A simulation of multiple Pen a 1 antigens crosslinking through receptor binding is also of interest. There is much potential in developing our version of the geometric rule-based model, as it can be applied to a variety of protein shapes to study how conformation affects aggregate formation. 
