Integration of laser scanning data and photographs is an excellent combination regarding both redundancy and complementary. Applications of integration vary from sensor and data calibration to advanced classification and scene understanding. In this research, only airborne laser scanning and aerial images are considered. Currently, the initial registration is solved using direct orientation sensors GPS and inertial measurements. However, the accuracy is not usually sufficient for reliable integration of data sets, and thus the initial registration needs to be improved. A registration of data from different sources requires searching and measuring of accurate tie features. Usually, points, lines or planes are preferred as tie features. Therefore, the majority of resent methods rely highly on artificial objects, such as buildings, targets or road paintings. However, in many areas no such objects are available. For example in forestry areas, it would be advantageous to be able to improve registration between laser data and images without making additional ground measurements. Therefore, there is a need to solve registration using only natural features, such as vegetation and ground surfaces. Using vegetation as tie features is challenging, because the shape and even location of vegetation can change because of wind, for example. The aim of this article was to compare registration accuracies derived by using either artificial or natural tie features. The test area included urban objects as well as trees and other vegetation. In this area, two registrations were performed, firstly, using mainly built objects and, secondly, using only vegetation and ground surface. The registrations were solved applying the interactive orientation method. As a result, using artificial tie features leaded to a successful registration in all directions of the coordinate system axes. In the case of using natural tie features, however, the detection of correct heights was difficult causing also some tilt errors. The planimetric registration was accurate.
INTRODUCTION
Laser scanning and photogrammetry has become two major information acquisition methods when 3D virtual models of our surroundings are created and a scene is automatically interpreted. Even if both data acquisition methods provide alone useful results, the integrated use of them usually provides more complete data (Schenk and Csathó, 2002) for modelling and scene understanding. Applications of integration vary from sensor and data calibration to advanced classification and scene understanding.
It is essential to get all data sets in a common coordinate frame before data integration. As highlighted in Rönnholm et al. (2007) , a common coordinate frame can be found either by using ground control features, by solving a relative orientation between data sets or by simultaneous data acquisition from the shared platform. In many cases, the requirements for airborne laser scanning (ALS) and acquisition of aerial images are different and, therefore, data is collected separately. For example, laser scanning is feasible also at the night time. On the contrary, the image acquisition requires external light, such as daylight, limiting the time frame of the data acquisition. In addition, the requirements for image resolution or point density may restrict the optimal flying height of either or both data acquisition methods.
In the case of separate data acquisition, direct orientation sensors, such as GPS and inertial devices, provide initial orientations for data sets. However, even if the accuracy of the direct orientation sensors is currently at a good level (Heipke et al., 2002; Honkavaara et al., 2003; Legat et al., 2006) , typically, some misalignment remains without an additional adjustment in the cases of non-simultaneous data acquisitions.
The usual solution to ensure a common coordinate frame for data sets from different sources is to use ground control features. However, field measurements can be costly and even difficult to perform in remote areas. In addition, optimal targets can be very different for ALS data and images. For example, ALS data requires relatively large targets (Csanyi and Toth, 2007) . In addition, it is not always economically feasible to measure many ground control targets in laser scanning campaigns (Vosselman, 2008) .
A successful relative orientation ensures a common coordinate frame for data sets, even if no field measurements are available. A relative orientation requires a set of tie features that can be identified from all data sets. According to Rönnholm (2011) three basic strategies to find feasible tie features between ALS data and aerial images are
• identifying 3D features from both ALS data and stereo images • extracting 3D features from ALS data and 2D features from an image or images • creating a synthetic 2D image from an ALS point cloud and then extracting 2D features from both data sets
The majority of research for finding tie features are focusing on built environment, because such areas usually include clear artificial tie features (ATFs), such as corner points, breaklines and planes belonging to buildings, targets or road paintings, just to name few. However, in many areas no such artificial objects are available. Some attempts of using natural tie features (NTFs) do exist. For example, Huang et al. (2009) applied NTFs as tie features by searching corresponding points using the SIFT algorithm (Lowe, 2004) between aerial images and rasterized ALS point clouds that were colorized with intensity values. The ground sample distance of their aerial images was 0.5 m and the average sampling distance of ALS data 1.6 m. As a result, they found 0.47 pixels RMSE when checking registration accuracy in 20 image points. Kajuutti et al. (2007) registered successfully ALS data with image-derived digital elevation model (DEM) of a glacier surface. In their case, however, terrestrial images were applied to create DEM.
One motive to experiment feasibility of using NTFs for a relative orientation of data sets is forest applications. The integrated use of ALS data and images is important for finding and classification of individual trees (e.g. Persson et al., 2004; Holmgren et al., 2008; Packalén and Maltamo, 2007) . If NTFs could be used for a relative orientation of ALS data and aerial images, it would ensure a common coordinate frame for data sets also in non-built areas in which field measurements are not necessarily economical.
The aim of this paper is to compare accuracies of relative orientations between ALS data and aerial images using either ATFs or NTFs. The relative orientation of data sets is solved using the interactive orientation method (Rönnholm, 2003; Rönnholm, 2009 ) in all cases.
MATERIALS AND METHODS

Test materials
In this experiment, a block of four RGB images ( Fig. 1 ) acquired with the Z/I DMC aerial camera was included. The image size was 3072x2048 pixels and because of approximately 530 meters flying height, the ground resolution of images was close to 22 cm. The ground resolution could have been improved by applying pan-sharpening process (Perco, 2005) , but this was not included in this experiment. The orientations of images were solved beforehand by applying the aerial triangulation. Even if test data included only four images, the aerial triangulation was performed using a block of eight images. Fig. 2 illustrates how tie points and ground control points located in the image planes. The set of four images was selected from the middle of the block. Figure 2 . The distribution of tie points and ground control points within the image block. Only four images from the middle of the block were included in the research.
ALS data was acquired in 2005 using the Optech ALTM 3100 scanner. Only a single ALS strip was applied and it covered quite well the stereo model areas of aerial images. The flying height was approximately 1000 m, resulting in a point density of 2-3 points/m 2 (Fig. 3 ). The scanning angle was 24 degrees, the point repetition frequency 100 kHz, the scanning frequency 67 Hz, and the flying speed 75 m/s. For ensuring that ALS data sets were not at the same coordinate system as the images, ALS data was shifted and also slightly tilted and rotated. 
Reference materials
In order to check the correctness of relative orientations, six local reference areas were selected. Some ground control points were measured within each reference area using static GPS measurements ensuring the common coordinate system to all reference areas. Next, a total station was oriented using these ground control points. Through total station measurements, the coordinates of several spherical targets were solved. Finally, data from the Leica HDS6000 terrestrial laser scanner (TLS) was georeferenced using these spherical targets.
TLS data was further processed. Planes and free-form surfaces with varying orientations were extracted from ALS point clouds for each reference area. The accuracy of these reference surface measurements with TLS are assumed to be superior if compared with ALS data both in resolution and orientation. The aerial images were in the same coordinate system than the reference surfaces.
Methods
A relative orientation between ALS data and an aerial image block was solved using a variation of the interactive orientation method (Rönnholm et al., 2003) . It was assumed that the block of aerial images was in the correct coordinate system after the aerial triangulation and the aim was to transform ALS data to the same coordinate system.
The interactive orientation method relies on operator's visual interpretation and ability to change the exterior orientation parameters of a camera. Corrections of these parameters are done on the basis of visible misalignments detected when a laser scanning point cloud is superimposed into the image plane. Because the area under examination is larger than a single image, the strategy how the interactive orientation is applied was developed further from the original one. In this variation, an operator selects several small sample areas from different locations of the image block. Within each sample area an interactive relative orientation is performed using stereo vision. However, because the sample area is small, it cannot provide reliable information about rotation errors. Therefore, only shifts were applied to orientations. After the shifts were found for each sample area, the final shifts and rotations were solved using a least squares adjustment. In order to get pointlike data in the least squares method, each sample area was represented with an original laser point chosen arbitrarily within the current test area, and its virtual tie point, which was calculated using the corresponding local shifts.
The interactive orientation method changes the exterior orientation parameters of a camera. Because the aim was to transform the laser point cloud and not images, the found orientation changes were inversed (Rönnholm et al., 2009 ).
Because the initial orientation was far from the correct one, the interactive orientation process was done twice. The first round was done very roughly, just to get data sets initially close to each others. In the second orientation round, the transformed laser point cloud from the first orientation was applied.
Because both the aerial images and data from the ground reference areas were at the same coordinate system, the transformed laser point clouds could be compared with planes and surfaces that were extracted from the reference areas. For this task, the distance between transformed ALS point clouds and reference planes and surfaces were minimized by applying the Iterative Closest Point (ICP) method implemented in Geomagic Qualify software. The comparison was done separately for each reference area.
RESULTS
The transformed ALS point clouds were compared with the reference at each of six reference areas. In the first case, six sample areas were selected and applied with the interactive orientation. These sample areas were not the same ones than the reference areas. The relative orientation mainly relied on ATFs.
The results from the comparison are listed in Table 1 . In this case, the standard deviation of ΔZ describes also how well the tilt and rotation between data sets have been defined. In Fig. 4 , ALS data is superimposed onto a cross-eye stereo image pair illustrating how the point cloud is co-registered with image. In the second case, only NTFs were included in the relative orientation. The process was similar with the case of ATFs, but the number of sample areas was increased to nine in order to increase reliability. The results from this experiment are visible in Table 2 . Table 2 . The comparison of relatively oriented and transformed ALS data with the reference. In this case NTFs, such as trees and ground surface, were applied during the orientation.
In Fig. 5 , the oriented and transformed ALS point cloud is colorized by getting colour values from aerial images. In this case, NTFs were applied during the relative orientation. Fig. 6 illustrates the same data, but now a TIN surface model was created from the ALS points. The textures were interpolated from the colour information originally attached to the 3D ALS points. 
DISCUSSION
Even if using only NTFs appears to be more difficult in practice than using ATFs, XY shifts are solved well in both cases. The NTF case had six sample areas for solving a relative orientation whereas the ATF case included nine sample areas. If the effect of found averages of the planimetric errors is examined at the image plane, the error is clearly under one pixel anywhere in the images. The maximum error at reference areas causes the misalignment of less than two pixels.
Errors in the height component of the orientation parameters are significantly larger than the planimetric ones. Especially, using NTFs seems to cause difficulties to find correct height for an ALS point cloud. The effect is not as dramatic when using ATFs. Obviously, the height orientation error causes also misalignments on the image plane. The amount of misalignment varies according to the distance from the nadir point of the image. In the centre of the close-to-nadir images, the effect is minimal. The maximum error is visible at the corners of the images. Fig. 7 illustrates how much misalignment the detected average errors are causing on the image plane. The use of ATFs leaded to the average error that causes misalignment of less than one pixel on the image plane almost for the whole image. In the case of NTFs, the misalignment under one pixel can be found only from the central parts of the image. At the corners of the image, the misalignment is close to three pixels. In Fig. 8 , a detail of the misalignment is illustrated in the case of NTFs. This detail includes a single ALS point hit from a lamp pole and is taken from the part of the image close to the upper edge of the image. The displacement of superimposed laser data at that area of the image seems to be close to 3 pixels, which corresponds to expectations. Such misalignments are not visible in those parts of the images that are highlighted with the green circle in Fig. 7 . Figure 8. A detail of the misalignment close to the edge of the image after the relative orientation using NTFs. In this case, laser observation (red dot) should hit to the top of a street lamp (white area). The majority of misalignment is caused by the orientation error along the direction of Z coordinate. The direction of the misalignment on the image plane is towards the nadir point of the image.
In reality, the height error is not behaving circularly, like presented in Fig. 7 , but elliptically because of tilt errors. Fig. 7 was calculated using the average error without considering tilt errors just to give a general impression about the misalignments on the image plane. As can be seen from the results (Table 2) , the standard deviation in the case of NTFs is relatively large. This indicates that inaccurate detection of heights at sample areas has caused also tilt errors. However, the rotation errors around the Z axis are not visible.
According to the results, the main error is included in the height direction. Therefore, we are able to examine the remaining error only in the direction of the Z coordinate axis. We made an additional experiment using NTFs, in which only the height parameter of the orientation was adjusted using a new sample area. In this time, the sample area was selected as close to the image edge as possible. The similar examination was repeated for both stereo pairs. As a result, the first case indicated 0.4087 m and the second case 1.1199 m height errors of orientations. This clearly confirms that some tilt errors exist. The average height error of the orientation calculated from these two height differences was 0.7643 m. If the average results in Table 2 were corrected with this additional result, only 0.1061 m average height error would remain. However, this examination would not correct the tilt problems.
Vegetation as a tie feature is not necessary stabile. In typical case, a wind is shifting tree canopies causing uncertainty to the orientation process. A stereoscopic examination reveals some of such shifts because there might become vertical parallaxes to stereo images. Vertical parallaxes disturb the stereo vision and therefore can be detected. However, in some cases the movement of canopies can lead changes only to horizontal parallaxes. In such cases, the height of the canopy is incorrect when examined stereoscopically. Therefore, high trees are not necessarily preferable tie features for a relative orientation. Instead, lower trees and bushes appear to be more robust ones. In addition, it is advantageous if the ground is visible within sample areas selected for local orientations.
The ground sample distance of images was 22 cm, which limits visibility of details. The lack of these details reduces the accuracy of stereo visibility. In addition, the base ratio of aerial images was approximately 0.3. The low base ratio of stereo images causes also negative effects to the height measurements. In our test case, the sample areas were selected on the basis where vegetation was available and where it appeared to be the most suitable for the interactive orientation. According to these criteria, the majority of the sample areas, in our case, were close to image centres and only few located close to the edges of the images. Our experiment suggests that it would be advantageous for detecting correct height if many of the sample areas locate close to the edges of the images.
Different viewing angles of images compared to the acquisition direction of ALS data, as well as the ground hits of ALS data under the canopy, can cause difficulties to understand the stereo view. The reason for such phenomena is that ALS points can be behind solid objects that are visible in the stereo images. Therefore, it is advantageous to have tools that can hide temporarily those laser points that have height less than a given height threshold (Fig. 9 ). In addition, if only low vegetation or the ground surface is examined, correspondingly, hiding all ALS points higher to a threshold can improve the interpretability of the scene.
In the future, more research is needed in order to solve inaccuracies of the height estimation when using NTFs, and especially how tilt errors can be minimized. Also, more experiments are necessary to estimate how repeatable the current results are. Figure 9 . In some cases, hiding some of laser points can enchant interpretability. The left image illustrates all ALS points and the right image only points measured from the higher parts of the tree canopies.
CONCLUSIONS
We have solved a relative orientation between nongeoreferenced ALS data and an oriented aerial image block using two types of tie features. In the first case, ATFs like buildings, street lamps, fences etc. were the basis of the relative orientation. In the second case, only NTFs like trees, bushes and ground surfaces were selected as tie features.
Despite of the selected tie feature type, relative orientations were solved applying the interactive orientation method with stereoscopic examination. This method uses unfiltered point clouds superimposed onto the images for an operator to detect and correct orientation errors. The final relative orientation was calculated using the orientation results from six to nine small sample areas.
The results were compared with the reference. The examination revealed that using ATFs for the orientation was reasonably successful. The average planimetric errors were under 0.18 m. However, the average height error of the orientation was approximately twice larger than planimetric errors. On the image plane, the effects of the average orientation errors caused misalignment less than one pixel for the most parts of the image.
As expected, the results when using NTFs were not as successful as with using ATFs. However, in our experiment, the average planimetric errors were only less than 0.08 m, which was actually smaller than in the case of ATFs. This result cannot be generalized before more comprehensive testing. The determination of correct heights, unfortunately, was not as successful causing detectable errors at the sample areas. Therefore, we detected relatively high average error in the direction of the Z coordinate axis. Inaccuracies of the heights caused also tilt errors. The errors in the heights cause misalignments on the image plane that are varying according to the distance to the nadir point of the image.
Afterwards, the height error was taken in a closer examination. It appeared that if only the height direction was taken account and sample area located close to the edge of the image, the amount of error could be detected. However, this examination did not solve tilt errors. Therefore, finding reliably tilt errors between data sets require further research. Most probably selecting more tie patches close to the edges of images, increasing image resolution and improving the base ratio would improve the orientation results. Even if our example, using
NTFs during a relative orientation between ALS data and an image block, did not lead to perfect results, it revealed that there is a potential to find feasible tie features also in non-built environments.
Because vegetation is not as robust tie feature as artificial objects, the selection of tie patches should be chosen carefully. High vegetation tends to significantly move and change its shape in the wind and, therefore, can be unreliable if used as a tie feature. In many cases, lower vegetation and bare ground appears to be more feasible tie features than high vegetation.
