Both direct and reverse log-Sobolev inequalities, relating the Shannon entropy with a µ-deformed energy, are shown to hold in a family of µ-deformed Segal-Bargmann spaces. This shows that the µ-deformed energy of a state is finite if and only if its Shannon entropy is finite. The direct inequality is a new result, while the reverse inequality has already been shown by the authors but using different methods. Next the µ-deformed energy of a state is shown to be finite if and only if its Dirichlet form energy is finite. This leads to both direct and reverse log-Sobolev inequalities that relate the Shannon entropy with the Dirichlet energy. We obtain that the Dirichlet energy of a state is finite if and only if its Shannon entropy is finite. The main method used here is based on a study of the reproducing kernel function of these spaces and the associated integral kernel transform.
Definitions and notation
We begin with some definitions and notation. We start with an introduction to µ-deformed Segal-Bargmann analysis (which is itself a realization of µ-deformed quantum mechanics, though we will not go into that here). For background on these subjects, see [20] and [25] . For recent related work, see [2] , [21] , [22] , [23] , [31] and [32] . The introductions of [21] and [22] provide more motivation for studying this topic.
First, we take µ > −1/2 to be a fixed parameter throughout this article. for 0 = z ∈ C, where Γ (the Euler gamma function) and K α (the Macdonald function of order α) are defined in [19] . Moreover, dxdy is Lebesgue measure in C.
The function K α is also known as the modified Bessel function of the third kind or Basset's function. (See [8] , p. 5.) But it is also simply known as a modified Bessel function. (See [11] , p. 961, and [1] , p. 374.) One way to identify the Macdonald function is to note the following useful property:
for x > 0 and any α ∈ R. (See [19] , page 119.) An explanation of how the Macdonald functions come into this theory in a natural way is given in [36] . From the formulas (1.1) and (1.2), one can see why the case µ = −1/2 has not been included. One should refer to the discussion of the Bose-like oscillator in [25] (especially, note Theorem 5.7) for motivation for the condition µ > −1/2.
Let H(C) be the space of all holomorphic functions f : C → C. We note that f e := (f + Jf )/2 (respectively, f o := (f − Jf )/2) defines the even (respectively, odd) part of f , where Jf (z) := f (−z) is the parity operator. So, f = f e + f o .
We use throughout the article the standard notations for L p spaces and their norms without further comment. All L p spaces in this article are complex. However, the ambiguous notation || · || p→q is used to denote the operator norm from some L p space to some L q space without specifying the measure spaces involved. The context will indicate which measures spaces are meant. In these definitions we do not write the subscript λ in the case when λ = 1.
As far as we know, the two Definitions 1.1 and 1.2 are due to us but first appeared in print in joint work of the second author with Pita in [21] . Behind these definitions there is a lot of history which we will relate to the best of our knowledge. As is customary, we do offer our sincerest apologies to those researchers whose work we have not mentioned merely due to our own ignorance. These definitions are due to the present authors in [2] in 2006 in the case when 0 < p < ∞ and λ = 1 and µ > −1/2 and to Marron [20] in 1994 in the case when p = 2 and λ > 0 and µ > −1/2. However, Marron's work closely follows Rosenblum's in [26] (also in 1994) where the case p = 2 and λ = 1 and µ > −1/2 is presented. The works of Rosenblum and Marron were most influential for our work on this topic. However, in Sharma et al. ([30] ) formula (2.58) gives the inner product in equation (1.4) below up to a multiplicative constant. So these authors already had in 1981 the case p = 2 and λ = 1 and µ > −1/2. This is the earliest reference that we are aware of. But slightly later in 1984 Cholewinski in [7] has the case p = 2, λ = 1 and µ ≥ 0, but only for the even subspace. Next Sifi and Soltani in [31] in 2002 have the case p = 2, λ = 1 and µ ≥ 0. Finally, we note that Ben Saïd and Ørsted in [4] in 2006 present in detail the case p = 2 and λ = 1 and µ ≥ 0 in Example 4.17, though they are aware of the case when µ is negative.
The next known result is elementary. We include it here since it seems not to have been proved in the literature before. is a norm and that we have a direct sum are straightforward and left to the reader. It remains for us here to show that this space is complete. This argument is well known (for example, see [15] ), and we give a sketch of it.
We first note that by definition f ∈ B p µ,λ is equivalent to these conditions:
1. f e and f o are holomorphic in C.
2. f e ∈ L p (C, ν e,µ,λ ) and f o ∈ L p (C, ν o,µ,λ ).
Since f e is holomorphic, we have by the theory of a complex variable that f e (z) = 1 πr 2 Br(z) dµ L (w) f e (w)
for any z ∈ C and any r > 0, where µ L is Lebesgue measure and B r (z) is the ball of radius r and center z. So, using the fact that ν e,µ,λ has no zeros, f e (z) = 1 πr 2 C dµ L (w) ν e,µ,λ (w) χ Br(z) (w) 1 ν e,µ,λ (w) f e (w)
where χ S denotes the characteristic function of a set S. Applying Hölder's inequality, we get for all z ∈ C that |f e (z)| ≤ C e (z)||f e || L p (ν e,µ,λ )
where
is a finite real number that depends continuously on z. Here p ′ is the usual dual Lebesgue index. Similarly, we get
where C o (z) depends continuously on z. To show that B p µ,λ is complete, we take a Cauchy sequence f n in that space and will show that it converges to an element of the space. But f n Cauchy in B p µ,λ implies that the sequence of even parts (f n ) e is Cauchy in L p (ν e,µ,λ ) and that the sequence of odd parts (f n ) o is Cauchy in L p (ν o,µ,λ ). Since p ≥ 1 these two Lebesgue spaces are complete and so (f n ) e → g and (f n ) o → h as n → ∞, where g ∈ L p (ν e,µ,λ ) and h ∈ L p (ν o,µ,λ ). Clearly, g is even and h is odd. Now by a standard argument the above two inequalities imply that (f n ) e → g and (f n ) o → h uniformly on compact subsets of C, and so g and h are holomorphic. This implies that g + h ∈ B p µ,λ and that
Moreover, for p = 2 we have that B 2 µ,λ is a Hilbert space (see [20] ) with inner product defined by
Of course, f = f e + f o and g = g e + g o are the representations of f and g as the sums of their even and odd parts. (We will often use such representations without explicit comment, letting the notation carry the burden of explanation.) In this case, B [28] .) Further motivation for the nomenclature in Definition 1.2 is given in [36] .
Note that ν e,µ,λ (z) = λν e,µ (λ 1/2 z) and ν o,µ,λ (z) = λν o,µ (λ 1/2 z), so that λ is a dilation parameter. Or, in other words, the dilation operator T λ defined by
µ and z ∈ C is a unitary transformation from B One can relate the parameter λ to Planck's constant by considering the case µ = 0. We first observe that for z ∈ C, z = 0 and µ = 0 we have that
which is a normalized Gaussian, using [19] , p. 110 and p. 112.) This should be compared with the Gaussian 6) which is the density for the measure of the Segal-Bargmann space for any > 0.
(See [15] , p. 9 and p. 21. Note that the identification t = is made in [15] .) So it turns out that λ = 1/ . (For those who are confused by the fact that and |z| 2 have the same dimensions, let us note that there is a normalized harmonic oscillator Hamiltonian implicitly used here. So there is both a mass and a frequency which have been taken equal to the dimensionless constant 1.) Definition 1.3 Let (Ω, ν) be a measure space with finite measure (meaning that
where ||·|| L 2 (Ω,ν) means the norm in the Hilbert space L 2 (Ω, ν), log is the natural logarithm, and 0 log 0 := 0 (to make the function 0 ≤ r → r log r continuous from the right at r = 0). This definition is due to Shannon [29] in his theory of communication. The requirement that the measure be finite is not necessary, but is imposed to avoid technical details which are not important for us, since all the measure spaces in this article have finite measure. (See [17] for an example where ν(Ω) = ∞.) For a finite measure space we have that S L 2 (Ω,ν) (f ) is defined for all f ∈ L 2 (Ω, ν) and moreover that
where W = ν(Ω), by applying Jensen's inequality to the probability space (Ω, ν/W ) and the convex function r → r log r for r ≥ 0. It follows that
is a measure space, we say that an inequality holding for all f ∈ X of the form
Similarly, an inequality holding for all f ∈ X of the form
Usually, Q(f ) in this definition is a Dirichlet form, but this is not so in the main results given in Section 4. We understand Q : X → [0, ∞] as a sort of energy. If Q(f ) is only densely defined, we put Q(f ) = +∞ for f not in the original domain of Q. Also, the entropy in this definition can be equal to +∞. So, one way to think about a direct log-Sobolev inequality is that it tells us that finite energy implies finite entropy. It can also be thought of as a type of coercivity inequality. Similar comments apply to reverse log-Sobolev inequalities. There is a extensive literature on log-Sobolev inequalities, starting with the articles [9] of Federbush and [12] of Gross. For more recent references, see [14] and references therein. The first reverse log-Sobolev inequality appeared in [34] . Further studies of such inequalities can be found in [2] , [6] , [10] , [13] and [35] .
We use the standard convention in analysis that C represents a positive, finite constant (i.e., a quantity not depending on the variable of interest in the context) which may change value with each usage.
The organization of the article is as follows. In Section 2, we review some basic properties of the measures introduced above. In Section 3 we analyze each reproducing kernel function of the various Hilbert spaces studied here as the kernel function of an integral transform. In Section 4, we present our main result, an energy-entropy inequality which in special cases is a direct log-Sobolev inequality and in other cases is a reverse log-Sobolev inequality. All of this is in terms of a quadratic form called the µ-deformed energy and introduced by the authors in [2] . Then in Section 5 we present relations between the µ-deformed energy and the Dirichlet form energy. This allows us to prove all of our main inequalities in terms of the Dirichlet form energy as well as in terms of the µ-deformed energy.
Properties of the measures
We note the following results (see [19] , p. 136) for the asymptotic behavior of the Macdonald function K α (x) for α ∈ R and x > 0:
Here f (x) ∼ = g(x) as x → a means lim x→a f (x)/g(x) = 1, where a is a limit point of a common domain of definition of the positive functions f and g. While the usual definition of K α (see [19] , pp. 108-109) gives an analytic function defined on C \ (−∞, 0], we are only interested in its values for real x > 0. Notice that the asymptotic behavior of K α (x) as x → +∞ does not depend on α to first order. But the next order term does depend on α.
Written in polar coordinates dν o,µ,λ has density (with respect to drdθ)
So, the behavior of the density of dν o,µ,λ near zero (r → 0 + ) is asymptotic to
for all µ > −1/2. On the other hand, dν e,µ,λ has density
in polar coordinates (again with respect to drdθ), whose asymptotic behavior as |z| = r → 0 + is given by the following three cases:
2: For µ = 1/2, we have ν e,µ,λ (z) ∼ = C(| log r 2 |)r 3 = Cr 3 | log r|. Note that this is not the limit when µ ↑ 1/2 of the previous case.
So for this range of values of µ, the functional form of the asymptotic dependence on r (for r near zero) is independent of µ, namely r 3 , though the constant does depend on µ. Also, this functional form is the limit when µ ↑ 1/2 of the first case.
Note that in all cases the singularity of the Macdonald function at zero in the formulas (1.1) and (1.2) has been regularized into a locally integrable function of r near r = 0 by the factor r 2µ+2 , which comes from a factor of r 2µ+1 given in the definition of the densities of the measures and another factor of r that comes from the change of variables dxdy = rdrdθ.
Using (1.3) we see immediately that |α| < |β| implies that K α (x) < K β (x) for all x > 0. In particular, we have K µ−1/2 (x) < K µ+1/2 (x) for all x > 0 provided that |µ − 1/2| < |µ + 1/2|. But this last condition is equivalent to µ > 0. So, for all µ > 0 and all z ∈ C with z = 0 we have that
In the case µ = 0, we have already seen that ν e,0,λ (z) = ν o,0,λ (z). Finally, in the case −1/2 < µ < 0 we have K µ+1/2 (x) < K µ−1/2 (x) for all x > 0 since |µ + 1/2| < |µ − 1/2|, and so it follows for 0 = z ∈ C that
Since ν e,µ,λ (z) and ν o,µ,λ (z) are integrable near zero, continuous in C \ {0} and decay as r = |z| → +∞ as
for x > 0. (See [19] , p. 110.) So we now evaluate that
where we used the definition of the measure dν e,µ,λ (z), a change of variables, the above quoted identity, the fundamental theorem of calculus and the asymptotic behavior of K µ+1/2 at zero and at infinity. (Another way of thinking about this fact is given in [36] .) It now follows from (2.1) or (2.2) that dν o,µ,λ (z) is not a probability measure when µ = 0. The results of this article hold for every value of the scaling parameter λ > 0. However, to keep the notation manageable, we usually will put λ = 1 hereafter. Of course, the case of general λ is implied by the case λ = 1 by applying a dilation.
The reproducing kernel and its associated integral transform
There is a reproducing kernel function K for B 2 µ (see [20] and [4] ), which satisfies the usual reproducing property, namely, K(·, w)
and w ∈ C. In fact, K(z, w) = exp µ (z * w) for all z, w ∈ C, where the µ-deformed exponential function (see [25] ) is defined by exp µ (z) := ∞ k=0 z k /γ µ (k) and the µ-deformed factorial is defined recursively for all integers k ≥ 0 by
Finally, χ o (k) = 0 for k even and χ o (k) = 1 for k odd, that is, χ o is nothing other than the characteristic function of the odd integers. Other conventions in force here are that z * is the complex conjugate of z ∈ C and that all inner products are anti-linear in the first argument and linear in the second.
Notice that for the case µ = 0 we have γ 0 (k) = k! and so exp 0 (z) = e z . In general, the idea is that for µ = 0 we recover familiar objects and relations, while for µ = 0 we obtain a deformation of the standard theory. But it can happen that the deformed theory µ = 0 has properties identical to those in the case µ = 0. For example, we have that γ µ (0) = 1 = 0! and exp µ (0) = 1 = e 0 . See [36] for more details about this point of view.
The results of the following lemma are immediate consequences of these definitions. The proofs can be found in [20] . 2. For any µ > −1/2 and all z ∈ C we have exp µ (z) ≤ exp µ (|z|).
3. If µ ≥ 0, then we have exp µ (z) ≤ e |z| for every z ∈ C. 
provided both integrals converge absolutely, this being a restriction on f as well as on w ∈ C.
Here, of course, K e (z, w) and K o (z, w) refer to the even and odd parts of K(z, w) with respect to the first variable z, and each is a kernel function for an integral kernel transform that enters in the definition (3.2) as well as in the subsequent definition (3.5) . Notice that the first integral in (3.2), if it exists, gives an even function in w, while the second integral in (3.2), if it exists, gives an odd function in w. This property depends on the explicit form of K(z, w).
If f ∈ B 2 µ , the right hand side of definition (3.2) reduces to
, that is, Kf = f in this case. Of course, this remark is the motivation for this definition.
The kernel function K(z, w) appears in [20] , while all three kernel functions K(z, w), K e (z, w) and K o (z, w) appear in [4] . (Note that explicit formulas for these reproducing kernels are given in Example 4.17 in [4] , and they appear to disagree with our formulas given below. But they are indeed equal to ours, as they must be.)
Notice that K e (z, w) = exp µ,e (z * w) and that
, where exp µ,e and exp µ,o are the even and odd parts, respectively, of exp µ . Since exp µ,e (z * w) (resp.,
) for 1 ≤ q < ∞ and any fixed w ∈ C, (which is a consequence of Lemma 3.1 and the previously cited asymptotic behavior of the Macdonald function near infinity), it follows by Hölder's inequality that Kf (w) is well defined for every
One can use Morera's Theorem to show that the resulting function w → Kf (w) is holomorphic for all w ∈ C.
When p = 2 the spaces B 
o,µ , where z, w ∈ C. These kernels then have associated integral transforms, given by
and
for measurable f : C → C, provided the integrals converge absolutely. These two integral kernel transforms will be basic for our analysis. Notice that we follow here the very common convention of using the same symbol to denote both a kernel function as well as its associated integral kernel transform. We have already done this before in equation (3.2) .
We also consider K e ⊕ K o , which is defined for w ∈ C as
where f, g : C → C are measurable functions, provided that both integrals in (3.3) and (3.4) converge absolutely. Again, suitable integrability conditions on f and g guarantee that the integrals exist for all w ∈ C and, in that case, the resulting functions K e f and K o f are holomorphic in the entire complex plane.
µ is the orthogonal projection in the Hilbert space of the domain onto the codomain, where the latter,
is an external direct sum of Hilbert spaces, while B 2 e,µ ⊕ B 2 o,µ is an internal direct sum of Hilbert spaces. For all w ∈ C we have the identity
So the study of K e ⊕ K o and of K reduces to the study of K e and K o .
Let us note in passing that, while the transforms defined in (3.2) and (3.5) can be viewed as the sum of two integral transforms (each with respect to its own measure space), one can easily rewrite these as one integral transform with respect to the measure space (C × Z 2 , ν µ ), where Z 2 = {−1, +1} is a multiplicative group, ν µ | C×{+1} := ν e,µ and ν µ | C×{−1} := ν o,µ . The group Z 2 can be identified with the Coxeter group (see [4] and [27] ) of this formalism. Now a natural problem is to identify all quadruples p 1 , q 1 , p 2 , q 2 of Lebesgue indices such that
is bounded, that is, the operator norm with respect to the indicated domain and codomain is finite. And given that this operator is bounded, another problem is to ascertain if it is compact. For example, if p 1 = q 1 = 2 and p 2 = q 2 = 2, then K e ⊕ K o is bounded (since it is an orthogonal projection), but is not compact (since it is an orthogonal projection with infinite dimensional range). For the purposes of the present exposition it is better to start with the more general problem of identifying those quadruples p 1 , q 1 , p 2 , q 2 for which
o,µ,a2 for some reals a 1 and a 2 . So we wish to study when
is bounded or compact.
Here we are using a weighted modification of the previously defined spaces. Specifically,
where a ∈ R and dν e,µ,a (z) := e −a|z|
2 dν e,µ (z) and dν o,µ,a (z) := e −a|z|
Notice that we allow the possibility here that a is negative. When a = 0 we recover the spaces of Definition 1.2 for the case λ = 1. Strictly speaking, the notation for the measures defined in (3.8) conflicts with the notation of Definition 1.1, but we use it to avoid even more complicated notation. The point is that in the notation of the measures dν e,µ,λ (z) and dν o,µ,λ (z) in Definition 1.1 the variable λ > 0 could be interpreted as the variable a ∈ R in the measures in (3.8). However, the measures in Definition 1.1 are dilations of the measures dν e,µ,1 (z) ≡ dν e,µ (z) and dν o,µ,1 (z) ≡ dν o,µ (z) (as we noted earlier), while the measures in (3.8) are given by a simple weight function (depending on the parameter a) times the measures dν e,µ (z) and dν o,µ (z), which do not depend on a. It follows that the measures in ( Of course, this problem naturally splits into two problems, since the first (resp., second) summand on the left side of (3.7) maps to the first (resp., second) summand on the right side of (3.7). An answer is given in the following theorem.
Here, p ′ is the usual index conjugate to p, namely, p ′ = p/(p − 1) for 1 < p < ∞ and ∞ ′ = 1 and 1 ′ = ∞.
Proof: The proof is given for the case of K e , since the other case of K o has a quite similar proof. (However, occasional parenthetical comments are given about the latter case.) The tool to prove this result is the Hille-Tamarkin norm.
(See [16] and [18] .) For the Lebesgue indices 1 < p ≤ ∞ and 1 ≤ q < ∞ and the kernel function K e this norm is given by
(For K o , one has to use the measures dν o,µ,a and dν o,µ .) In the following we continue to use the same symbol K e to represent the kernel function as well as the operator defined by that kernel function. The main property of the Hille-Tamarkin norm that will be used here is given next. (See [16] and [18] .)
If |||K e ||| p,q as given in (3.9) is finite, then the corresponding integral kernel transform K e is a compact operator and, hence, bounded from L p (ν e,µ ) to B q e,µ,a . Moreover, the operator norm from L p (ν e,µ ) to B q e,µ,a is bounded above by the Hille-Tamarkin norm, namely, ||K e || p→q ≤ |||K e ||| p,q .
We remark that the notation |||K e ||| p,q has the same ambiguity as does ||K e || p→q , namely that the relevant measures are omitted from the notation. But again context will clarify this.
So, the first step is to estimate the inner integral C dν e,µ (z)|K e (z, w)| p ′ in equation (3.9) in order to determine its dependence on w. To do this, note that we have the following estimate, which follows from the definition of the even part of a function and from Lemma 3.1:
We can take C µ as in part 4 of Lemma 3.1 for −1/2 < µ < 0 and C µ = 1 for µ ≥ 0. (The same estimate holds for K o .) In the following estimates, the reader should not confuse the kernel function K e with the Macdonald function K µ−1/2 . Also, in agreement with our convention mentioned earlier, the symbol C in the following is a positive finite constant (that is, independent of w, but not necessarily of µ or p) which can change with each occurrence. Using the estimate (3.10), the definition of the measure dν e,µ , the asymptotics of the Macdonald function near +∞ and a completion of the square, we have
For our present purposes the particular value of 0 < M < ∞ is not relevant. To estimate the integral in (3.11), we first note that for any α ≥ 0 we have the estimate e
for all x ≥ 0, which can be shown by calculus. Also for any r > 0 we have the elementary inequality
for all α ≥ 0, where C depends only on r, and not on α. Applying these two inequalities to the integral in (3.11), we have that
Substituting this into (3.11) we have that
Now we consider the case |z| ≤ M , for which we see that
where we first used the estimate (3.10), second applied |z| ≤ M to the integrand, third estimated the integral by a constant, and finally used (3.12) and then made an elementary estimate. Putting all this together we have that
But now each of the terms of the right hand side (3.13) can obviously be bounded by C exp(βp ′ 2 |w| 2 ) for any β > 1/4 and all w ∈ C, where now the constant C can depend on β (as well as on p, µ and M ), but not on w. So, the final estimate on the inner integral in (3.9) is
for any β > 1/4 and all w ∈ C. Continuing with the computation of the HilleTamarkin norm of K e in equation (3.9), we have to take the last expression to the power q/p ′ and then integrate with respect to the measure dν e,µ,a (w). (Using dν o,µ,a (w) for K o gives the same results.) But this gives us the estimate
Now this last integral converges if and only if it converges near infinity. But there it has the upper bound
for some M ′ > 0, which converges if and only if −1 − a + βp ′ q < 0. This condition in turn is equivalent to a > βp ′ q − 1. However, we have by hypothesis that a > p ′ q/4 − 1, which implies that we can pick some β > 1/4 such that
Using this value of β in the above argument shows that |||K e ||| p,q < ∞. The remaining assertions of the theorem now follow directly. QED. Remark: The argument in this proof can be refined in the case µ > 0 with the aim of getting an improved estimate for the Hille-Tamarkin norm and, hence, for the operator norm. Clearly, one can use part 3 of Lemma 3.1 (instead of part 4) in this case. But we can use an even better estimate, that follows directly from (2.3.5) in [25] . This says that for all z ∈ C and µ > 0 we have that | exp µ (z)| ≤ exp µ (Re(z)). However, we are not now trying to find optimal constants, nor do we believe it to be likely that the Hille-Tamarkin norm will produce them.
Proof: This is the special case a = 0 of the theorem. One only has to note that B Theorem 3.1 and its corollary generalize results proved in [33] for the case µ = 0. Notice that the relations a > p ′ q/4 − 1 of the theorem and p ′ q < 4 of the corollary do not depend on the parameter µ, and so are identical with the relations already found in [33] . However, the Hille-Tamarkin and operator norms most likely do depend on µ, though only an analysis which calculates good lower bounds for these norms (or the norms themselves) can settle this question. Here we have presented only upper bounds. Also, notice that for the case µ = 0 it is proved in [33] that the integral kernel transform K is unbounded if p ′ q > 4. It is reasonable to conjecture that this also holds for the case µ = 0.
The main results
To obtain the main results of this article we will use an interpolation theorem due to Stein. (See [37] or Theorem 3.6 in [5] .) This theorem is a generalization of the well known interpolation theorem of Riesz-Thorin. (See [38] .) The reason interpolation theory is used here is to obtain operator norm estimates that vary smoothly as the pair of Lebesgue indices varies. This will allow us to take a derivative with respect to the interpolation parameter t as the reader will shortly see. This derivative is central to the argument that we use. Since the Stein theorem is not so widely known, we now quote it. But first, let us recall that a simple function is a measurable function f having a finite range R ⊂ C such that f −1 (z) is a set of finite measure for every z ∈ R, z = 0. and q
are measurable functions such that for all simple f : Ω 1 → C we have
for some finite constants A 0 ≥ 0 and A 1 ≥ 0. (Note that for some simple f the right side of these inequalities can be equal to +∞.) For 0 ≤ t ≤ 1, define functions u t := u
Then the transformation T can be extended uniquely to a linear transformation defined on the space of all f : Ω 1 → C that satisfy ||f u t || L p t (Ω1,ν1) < ∞ in such a way that for all such f we have
Now we will apply Stein's Theorem in the context of Theorem 3.1. The next result, including its proof using Stein's Theorem, follows the presentation in [33] for the case µ = 0. Moreover, the next result and its proof are valid for K o provided that we change the subscript "e" to "o" throughout. 
or equivalently,
for all f ∈ L pt (C, ν e,µ ), where A e = A e (p, q, a, µ) := ||K e || p→q < ∞ is the operator norm from L p (C, ν e,µ ) to L q (C, ν e,µ,a ) and where
for all z ∈ C and 0 ≤ t ≤ 1.
Proof: In the context of Stein's theorem, we take (Ω 1 , ν 1 ) = (C, ν e,µ ) and (Ω 2 , ν 2 ) = (C, ν e,µ,a ). Also take p 0 = q 0 = 2, p 1 = p, q 1 = q and k 0 (z) = u 0 (z) = u 1 (z) = 1 for all z ∈ C. Finally, put k 1 (z) = exp(−a|z| 2 /q). Note first off that
comes from the statement of Stein's Theorem. Using the definitions for k 0 (z) and k 1 (z) just given, we get that k t (z) = k t 1 (z) = exp(−at|z| 2 /q), which is just equation (4.2). Note that k t also depends on a and q, although this is suppressed from the notation. For t = 0, we have
for all f ∈ L 2 (ν e,µ ), since K e is an orthogonal projection when considered as an operator with domain L 2 (ν e,µ ). For t = 1, we can apply Theorem 3.1 because of our hypotheses on p, q and a and so we have that
(Recall that A e = ||K e || p→q .) So, Stein's Theorem allow us to conclude that
for all f ∈ L pt (ν e,µ ). Here we have used u t = u 1−t 0 u t 1 ≡ 1. QED. In the next theorem and its discussion we will see three expressions arising quite naturally. These have been basically identified by us in [2] and are given next. We give these definitions for the measures introduced in Definition 1.1.
Definition 4.1 Let λ > 0 be a given value throughout of the dilation parameter. For every g ∈ B 2
e,µ,λ define its µ-deformed energy by
Similarly, for every h ∈ B 2 o,µ,λ define its µ-deformed energy by
Finally, for every f ∈ B 2 µ,λ define its µ-deformed energy by
where f = f e + f o is the representation of f as the sum of its even and odd parts.
See [2] for the case λ = 1 of this definition. With the normalization we have chosen, we have that
µ , where T λ is defined in equation (1.5). Having made this comment, we now revert to the situation where λ = 1 and λ is suppressed from the notation.
We note that all of these µ-deformed energies are non-negative quantities, although they can be equal to +∞. We have given in [2] explicit formulas for these µ-deformed energies in terms of the coefficients of the Taylor series (centered in the origin) of the function. Unfortunately, those formulas are rather unenlightening and do not show an immediate relation with the Dirichlet form energy, which we introduce in the next section. Note that in the case µ = 0 these µ-deformed energies are related to the Dirichlet energy in the Segal-Bargmann space B 2 via an identity of Bargmann that is proved in [3] (equation (3.17) ), namely, for all f ∈ B 2 we have that
where dν Gauss ( = dν e,0 = dν o,0 ) is a Gaussian measure (cp. equation (1.6)) and N is the number operator which is associated with the Dirichlet form. See [3] for more details. In the next section we will discuss a µ-deformed number operator N µ acting in B 2 µ and its associated Dirichlet form as well as its relation with the µ-deformed energies of Definition 4.1.
We now continue with the main results of this article. 
holds, where A e = A e (p, q, a, µ) is the operator norm of K e acting from L p (ν e,µ ) to B q e,µ,a , provided that one of the following hypotheses is satisfied:
e,µ for some ǫ > 0.
Moreover, for the coefficients of the principle terms in (4.5) , namely the energy term E e,µ (f ) and the entropy term S L 2 (νe,µ) (f ), we have the following cases:
This implies that p ′ q/4 − 1 > 0 and so a > 0. Thus the coefficients of both S L 2 (νe,µ) (f ) and E e,µ (f ) are positive and consequently (4.5) is a direct log-Sobolev inequality in B 2 e,µ with respect to the µ-deformed energy E e,µ .
Case 2: p −1 ≤ q −1 and p ′ q/4 − 1 ≥ 0. Again a > 0 follows so that the coefficient of E e,µ (f ) is positive, but now the coefficient of the entropy is non-positive. Since dν e,µ (z) is a probability measure, S L 2 (νe,µ) (f ) ≥ 0 and so (4.5 Remark: The corresponding inequality holds for odd functions. One merely has to change the subscript "e" to "o" throughout. We simply note the result here. So, with the same hypotheses as in Theorem 4.3, we have that
o,µ,a . However, the comments about the three cases need some modification. In Case 2 we remark that for µ > 0 we can have negative entropies and (4.6) could be non-trivial for some choices of f . Also, the second paragraph of Case 3 does not apply.
The proof (in either the even or odd case) is essentially identical to that given in [34] , except for some notational changes some of which are due to the absence of a Bargmann identity for E e,µ (f ) and some to a difference in the normalization of the measures. Since the proof in [34] is rather long and technical, it will not be repeated in detail here. However, we now present a sketch of the main ideas of the proof.
We start with the formula (4.1), which we repeat here:
This is valid with A e finite because of the assumptions imposed on p, q and a. We have proved this formula for f ∈ L pt (ν e,µ ) and hence for f ∈ L pt (ν e,µ )∩B 2 e,µ . But we will now use it for f ∈ B 2 e,µ . In the rest of this sketch, such technical details about domain issues and their ensuing complications will be omitted. The idea is that (4.1) is an equality when t = 0, since p 0 = q 0 = 2, k 0 ≡ 1, A 0 e = 1 and K e f = f because f ∈ B 2 e,µ . So, using a technique that dates back at least to Hirschman in [17] but that also is important in [12] , we take f , p and q fixed and regard each side of (4.1) as a real-valued function of the real variable t ∈ [0, 1]. The fact that equality obtains at t = 0 implies that we can take the derivative (from the right) at t = 0 of both sides of (4.1) and thereby get another valid inequality, namely
(4.7) Note that derivation in general is not an order preserving operator, but that in this particular instance, the operator d/dt| t=0 + is. Using elementary calculus, a differentiation under the integral sign (which we do not justify here) and the definition in equation (1.7) of entropy, we find that
provided that ||f || L 2 (νe,µ) = 0. But (4.5) is trivially true if f ≡ 0, so hereafter we exclude that case. Similarly, we find that
using the following immediate consequence of equation (4.2):
Substituting (4.8) and (4.9) into (4.7) and using the definition in equation (4.3) of the µ-deformed energy E e,µ (f ), we obtain
Then, multiplying by ||f || L 2 (νe,µ) , putting the two entropy terms on the left hand side and the energy term on the right hand side, we obtain (4.5). This concludes the sketch of the proof. QED As noted before, the missing details of the proof, which amount to some ten pages, can be found in [34] . It is in those details that Hypotheses 1 and 2 play a role in justifying the differentiation under the integral sign, as mentioned earlier.
Now we state a corollary of a part of the proof that we have not presented here. Again, refer to [34] for details. Notice that this is not a consequence of the conclusion of the previous theorem. By adding the inequalities (4.5) and (4.6) for the even and odd cases, we get the next result.
Then we have the energy-entropy inequality
is the representation of f as the sum of its even and odd parts, provided that f e (resp., f o ) satisfies one of the two Hypotheses of Theorem 4.3 (resp., one of the two Hypotheses of Theorem 4.3 with "o" instead of "e").
Remark: We now will make a comparison of the present results with our previous results in [2] . Note that Theorem 4.3, Case 3, gives
for some constant σ e (p, q, a, µ). It is shown by the second author in [34] that the coefficient of the entropy term can achieve any number c > 1. So we have: The inequality (4.10) (resp., (4.11)) holds for all elements in B 2 e,µ (resp., B 2 o,µ ) due to an argument based on Corollary 4.1. Again, see [34] for more details. Similar reasoning justifies the subsequent results which, at first glance, appear to hold only in a certain dense subspace of the relevant Hilbert space, but actually hold in all of that Hilbert space.
The inequality (4.10) should be compared with Theorem 5.1 in [2] , which says in our notation that
We have shown in [2] that for each c > 1 we can take
So we have proved the same type of reverse log-Sobolev inequality in B 2 e,µ though with a possibly different coefficient for the norm term. Similarly, our result (4.11) in the odd case corresponds to Theorem 5.2 in [2] with the same caveats. The method of [2] is based on the Young inequality and is due to Gross. (See [10] and [35] .) One advantage of the results in [2] is that formulas are produced for the coefficients of the norm terms. Our analysis here is incomplete in that regard. It remains an open problem to identify the optimal constants of the norm terms. They may even be equal to zero as far as we currently know.
Finally, Corollary 4.2 in the particular case that p e = p o , q e = q o and a e = a o with p ′ e q e /4 − 1 < a e < 0 reduces to
for any c > 1, using the definition of E µ (f ) in equation (4.4) . This is the first inequality in Theorem 5.3 in [2] , modulo the coefficient of the norm term. By taking τ (c, µ) := max(τ e (c, µ), τ o (c, µ)), we get the next result. 
for any c > 1, where τ (c, µ) is a finite constant. This is the second inequality in Theorem 5.3 of [2] , again modulo the coefficient of the norm term. Note that this does not appear to be a reverse log-Sobolev inequality in the sense of Definition 1.4 given that the expression in brackets on the right side of (4.12) may not be immediately seen to be a Shannon entropy. In fact, it is not a Shannon entropy of f ∈ B 2 µ , since B 2 µ is not defined as a subspace of an L 2 space. And we stated just this in [2] , but it turns out that there is another way of viewing this. Note that the isometry f → (f e , f o ) maps
as we remarked in Section 3 and so this canonically identifies B 2 µ with a closed subspace of L 2 (C × Z 2 , ν µ ), which is an L 2 space. We use this fact in the next definition. [2] .) For f = f e + f o ∈ B 2 µ we define its µ-deformed entropy by
Definition 4.2 (See
Then we immediately calculate
, which agrees with the definition in [2] . Now this allows us to write (4.12) as follows:
In summary, we have another method for proving the reverse log-Sobolev inequalities in [2] . However, the coefficients of the norm terms that we obtain here are most likely different. (They are different in the case µ = 0. See [35] .)
An important point is that the reproducing kernel method also produces direct log-Sobolev inequalities in B 
where a e > 0, b e > 0 and c e ≥ 0 are finite constants.
Of course, one can divide both sides in the previous inequalities by the coefficient of the entropy term without changing the sense of the inequality. Then one would try to find the optimal constant for the norm term, given a fixed value for the coefficient of the energy term.
Next by summing these two direct log-Sobolev inequalities, we obtain an energy-entropy inequality in B 2 µ with two entropy terms of the form: 
We can apply Definition 4.2 to the term in brackets on the left hand side and get the next result. 
where a > 0, b > 0 and c ≥ 0 are finite constants.
As a closing comment to this section, we note that some other rather strange looking inequalities can be obtained from these results. For example, we can add a direct log-Sobolev inequality for B
e,µ . Of course, none of these inequalities is more fundamental than their antecedents, and they seem to be mere curiosities as far as we can tell.
Dirichlet and µ-deformed energies
The µ-deformed energies introduced by us in [2] can be related to a Dirichlet form energy in B 2 µ . So we proceed to a discussion that will lead us to a definition of this latter concept.
We first note that one can introduce creation and annihilation operators, A * µ and A µ respectively, which act in B 2 µ . In terms of the standard orthonormal basis {Ψ [20] ), the definitions are: µ is defined to be the set of all finite linear combinations of the Ψ µ n . While we have given these definitions explicitly in [2] , one can find them discussed in a quite general situation in Section 5 of Rosenblum's article [25] and, in a form isomorphic to that given here, in formulas (3.7.1) and (3.7.2) of [25] . Moreover, it can be easily checked that .5), which differs from the canonical commutation relation in the second term on the right, was essentially introduced by Wigner in [39] in order to answer negatively the question whether the standard quantum mechanical equations of motion determine the canonical commutation relations. Actually, Wigner presented a commutation relation for µ-deformed position and momentum operators (Q µ and P µ ) that is equivalent to (5.5). The article [39] by Wigner is the starting point of all further research concerning operators like Q µ , P µ , A µ and A * µ and the spaces on which they act. Up to this point in the discussion, A µ and A * µ are two operators, each with its own definition. More than anything else, the notation indicates a wish that A µ and A * µ should be adjoints of each other. But to define adjoints, one needs an inner product, and such a structure is not available in H(C). However, we can realize A µ and A * µ as densely defined, closed unbounded operators in the Hilbert space B 2 µ . Then we do have the adjointness relation
for all f in the domain of A * µ and for all g in the domain of A µ . As discussed further in [36] , this relation can be taken as the motivation for the definition of the inner product for B 2 µ . The µ-deformed number operator (see [2] ) is defined by
and its associated quadratic form is then
This last expression justifies our calling this a Dirichlet form.
While the left side of (5.6) has a natural domain given by the domain of N µ , the right side has a natural domain given by the domain of D µ , which is strictly larger. Specifically we have We avoid the standard convention of writing f, N µ f B 2 µ for the Dirichlet energy. In fact, the operator N µ does not enter the discussion here in any essential way, and we will not make any further explicit reference to it.
Note that we can use the commutation relation (5.5) to obtain, at least formally,
To make this rigorous, we will use the next result, whose proof is elementary. (See [3] for a proof in the case µ = 0.) .7) is convergent.
We now prove the result which we derived formally above. 
Proof: First we write f (z) = ∞ k=0 a k z k , and we then calculate that
where χ o is the characteristic function of the odd integers. It then follows that
Here we use the convention that
for all integers k ≥ 0, which in turn follows from the definition (3.1) of the µ-deformed factorial γ µ . Note that we have proved (5.8) for all f ∈ B 2 µ in the sense that one side is finite if and only if the other side is finite. Since the last two terms on the right hand side of (5.8) are finite for all f ∈ B 2 µ , the last assertion of the theorem follows directly. QED.
The previous two propositions also appear in [31] . Notice that
since (zf (z)) e = zf o (z) and (zf (z)) o = zf e (z). While the last two integrals in (5.9) are reminiscent of the µ-deformed energies, E e,µ (f e ) and E o,µ (f o ), they are in fact new quantities. One way to think of this is that the integrals in (5.9) are "mixed" in terms of parity in the sense that the expression involving f o in the first integral is integrated with respect to dν e,µ and, vice versa, the expression involving f e in the second integral is integrated with respect to dν o,µ . However, in E e,µ (f e ) an even function f e is integrated with respect to dν e,µ , and in E o,µ (f o ) an odd function f o is integrated with respect to dν o,µ . The question now is how to relate the µ-deformed energies to these new quantities on the right side on (5.9), and hence to the Dirichlet energy. First off, consider the case µ > 0. The inequality ν e,µ (z) < ν o,µ (z) of densities for 0 = z ∈ C given in (2.1) allows us to write for 0 = f e ∈ B 2 e,µ that
o,µ we have that
However, for µ > 0, we do not have an inequality ν o,µ (z) ≤ Cν e,µ (z) as we can see from the asymptotic behavior near zero of each side. Nonetheless, we claim that reverse inequalities corresponding to (5.10) and (5.11) can be proved. The complete result for all the possible cases for µ is as follows.
Theorem 5.1 For every µ > 0 there exists positive constants C e,µ > 1 and
e,µ and
o,µ . For the case µ = 0, we have that
Finally, for the case −1/2 < µ < 0 we have
o,µ , where 0 < C e,µ < 1 and C o,µ > 1.
Proof: Suppose that f e ∈ B 2 e,µ . We claim that E e,µ (f e ) < ∞ if and only if
by the asymptotic behavior of the Macdonald function K µ−1/2 near infinity. The point here is that f e has no local singularities, being holomorphic, and so only its behavior near infinity matters for the convergence of the integral that defines E e,µ (f e ). But C dν o,µ (z)|z| 2 |f e (z)| 2 < ∞ if and only if (5.13) holds, since again only the asymptotic behavior near infinity matters, and the behavior of K µ+1/2 to first order near infinity is the same as that of K µ−1/2 near infinity. This establishes the claim. (Actually, in this part of the proof only the continuity of f e plays a role.) The expressions ||f e || 2 + E e,µ (f e ) define Hilbert norms in B 2 e,µ , and the result of the previous paragraph says that they define the same finite norm subspace, say F , of B 2 e,µ . Moreover, this subspace F is closed in the corresponding entire L 2 space with respect to either one of these norms, and so F is a Hilbert space with respect to either one of these norms. (It is at this point that the holomorphicity of the functions is used in a standard argument already seen in Proposition 1.1.) We now consider the case µ > 0. But then the open mapping theorem (See [24] , p. 82.) together with the first inequality in (5.12), which we proved just before stating this theorem, implies the second inequality in (5.12) for all f ∈ F. But (5.12) is trivially true for all f ∈ B 2 e,µ \ F , since all three expressions are then equal to +∞. The case when −1/2 < µ < 0 follows by similar arguments. Finally, the case µ = 0 follows from the fact that dν e,0 = dν o,0 , something that we have already noted. QED.
Remark: It would be desirable to give a constructive proof of this theorem for the case µ = 0 with explicit formulas for C e,µ and C o,µ . It also remains an open problem to identify the optimal values for the constants C e,µ and C o,µ when µ = 0.
Though we will not use the next result in the form stated, we feel it is worthwhile to include it here since it is the idea behind the remaining results in this section. It is an immediate consequence of (5.8), (5.9) and Theorem 5.1. We can now put together the results of Section 4 and Theorem 5.1 to get direct and reverse inequalities for the Dirichlet energy ||D µ f || 2 B 2 µ and Shannon entropy. We continue using the notation from Section 4 and Theorem 5.1. We only state the case µ ≥ 0. The case −1/2 < µ < 0 is quite similar. Proof: The first two inequalities follow immediately from Theorems 4.5 and 5.1 as well as the identities (5.8) and (5.9). The last inequality is the sum of the previous two inequalities. It can be simplified a bit by estimating the sum of the norm terms. QED. Proof: The first two inequalities follow immediately from Theorems 4.6 and 5.1 as well as the identities (5.8) and (5.9). The last inequality is the sum of the previous two inequalities. It can also be simplified in form by using appropriate trivial estimates. QED.
It seems reasonable to conjecture that the inequalities in Theorem 5.3 hold without the norm term, since this is known to be true in the case µ = 0. However, the situation is not as clear for Theorem 5.2. It remains an open problem to determine the optimal coefficient of the norm term for each of these inequalities in Theorems 5.2 and 5.3, given that the other coefficients are fixed.
Just as in the previous section, we obtain the next immediate but important consequence. In [21] another quadratic form, called the dilation energy, is introduced in the µ-deformed Segal-Bargmann space. It is shown there that this dilation energy is comparable to the µ-deformed energy. So it is straightforward to obtain results analogous to those in this section with the dilation energy replacing the µ-deformed energy. The details are left to the interested reader. Actually, the log-Sobolev inequality proved in Theorem 6.3 of [21] can be used to prove a log-Sobolev inequality in the Segal-Bargmann space, though those authors did not state this explicitly. Nor did we realize this until we concluded this article. It turns out that the log-Sobolev inequality proved in [21] has a very different flavor to it, since in general it relates entropies in two different spaces to each other much in the manner of a Hirschman inequality.
Concluding Remarks
Besides the problem of determining the best constants for all of the inequalities proved here, another open problem is to establish a hypercontractivity result for this scale of µ-deformed Segal-Bargmann spaces. Note that in [2] we have shown reverse hypercontractivity in this scale of spaces.
We can consider formulating this theory in terms of holomorphic functions defined on C n instead of on C. This can be done where one replaces the Coxeter group Z 2 = {I, J} used here with the Coxeter group (Z 2 ) n generated by the reflections J k in C n given by J k (z 1 , . . . , z k , . . . , z n ) := (z 1 , . . . , −z k , . . . , z n ) for k = 1, . . . , n. We thank C. Pita for telling us about this formulation, which is also discussed in [4] . However, the resulting theory is in some sense trivial in that everything factorizes as an n-fold product of the structures discussed here. It may be the case that with other choices of Coxeter group the theory in dimension n could be non-trivial. Refer to [4] for more details. Of course, there is also the possibility of doing this sort of theory in infinite dimension.
Finally, there is a "configuration" space L 2 (R, |x| 2µ dx) associated with B 2 µ via a µ-deformed Segal-Bargmann transform. (See [36] or [20] for more details.) In this space there is a naturally defined number operator and its associated quadratic form. It seems reasonable to conjecture that there is a log-Sobolev inequality in this space as well as a hypercontractivity result on the scale of Banach spaces L p (R, |x| 2µ dx) for p > 1. Moreover, we conjecture that neither a reverse log-Sobolev inequality nor a reverse hypercontractivity result holds in this context.
Dedication
This work owes much to Marvin Rosenblum at a purely scientific level. (See [25] , a work chock full of interesting results.) But Marvin was also a wonderful teacher, from whom the second author learned a lot of analysis and operator theory, including his first ever introduction to the Segal-Bargmann space. The articles [33] , [34] , [35] and [36] indicate just how important that introduction was for the second author. And our work in [2] owes much to [25] . The news of Marvin's death saddened us greatly. As a friend has remarked, "He was one of the good guys." He certainly was. That alone is more than reason enough to dedicate this article to his memory.
