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Resumen
La sociedad actual tiene ante sí una diversidad amplia de retos sociales. Entre ellos,
destaca la atención a la población en situación de dependencia, un fenómeno que
afecta a todas las edades, no sólo a las personas mayores.
Los servicios que dan solución a estos problemas están basados en el diseño y uso
de robots sociales autónomos en el hogar. Esto implica la integración de diversas
tecnologías, así como aportar soluciones a una diversidad de retos tecnológicos que
este tipo de sistemas llevan emparejados.
En este proyecto se trabajará con el robot Pepper, construido por la empresa Alde-
baran Robotics, para el reconocimiento de los objetos del entorno y el desarrollo de
un mapa 3D que le permita localizarlos y navegar dentro del hogar.
Para la tarea del reconocimiento de objetos se hará uso de una técnica que utiliza
el reconocimiento de objetos en imágenes de color mediante Deep Learning y que
se apoya en la imagen de profundidad para segmentar el objeto. En cuanto a la
realización del mapa 3D, se explorarán técnicas de registro visual y se estudiará el
sistema de odometría del robot.
Keywords: reconocimiento, mapeado, pepper.
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Introducción
La robótica en estos últimos años está experimentando avances considerables en una
gran variedad de campos de aplicación, fruto de los enormes esfuerzos de investiga-
ción desarrollados tanto desde los organismos públicos de investigación como desde
las corporaciones privadas.
La búsqueda y el esfuerzo incansable en la mejora de la calidad de vida de las per-
sonas ha provocado la gran eclosión que los robots sociales han experimentado estos
últimos años. Las grandes ferias de robótica los tienen como unos de sus principales
reclamos y están llegando a un nivel de madurez tal que les ha permitido comenzar a
comercializarse y a ser reconocidos socialmente como herramientas que contribuyen
al bienestar social.
Sin embargo, el robot social todavía tiene un largo camino por recorrer en campos
como los de la educación o de la salud. En este último caso, se ha observado el enorme
potencial que tienen estos robots para el apoyo a pacientes en sus distintas terapias
y ejercicios de rehabilitación dentro del hogar, permitiendo mejorar sustancialmente
su calidad de vida.
No obstante, son muchos y muy variados los problemas a los que se han de afrontar
estos robots para poder llevar a cabo exitosamente las tareas de un asistente en el
hogar: comprender la comunicación humana tanto verbal y no verbal y ser capaz de
reaccionar ante esos estímulos, conocer su entorno, interpretarlo y desplazarse por
el mismo, localizar y manipular objetos, etc. [Duffy et al., 1999]
En el presente trabajo nos centraremos en el problema del reconocimiento del entorno
del robot, cuya solución consideramos fundamental para la consecución del resto de
tareas complejas del robot social.
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1.1. Estructura
En este capítulo introductorio realizaremos un análisis del estado del arte de las
distintas técnicas y herramientas relacionadas con nuestro proyecto, dentro de la
sección 1.2, y plantearemos los objetivos de nuestra propuesta de trabajo en la
sección 1.3.
En el capítulo 2 se desarrollarán los distintos puntos del proyecto introducidos en
la sección 1.3, tratando de enfatizar en el entendimiento de las ideas subyacentes de
los mismos, y no tanto en los detalles concretos de la implementación, cuyo interés
científico podría ser menor.
Seguidamente, en el capítulo 3 expondremos los experimentos realizados junto con
los resultados obtenidos, y los comentaremos y compararemos entre sí y con otros
métodos similares.
Finalmente, plasmaremos las conclusiones derivadas de nuestro trabajo en el capítulo
4 y propondremos posibles ampliaciones del mismo a realizar en futuros proyectos.
1.2. Trabajos relacionados
En este apartado comentaremos brevemente la evolución de las distintas técnicas y
herramientas que serán utilizadas durante el desarrollo de nuestro proyecto, todas
ellas íntimamente relacionadas con el campo de la inteligencia artificial y de la
robótica.
En primer lugar, en la sección 1.2.1 estudiaremos el conocido como problema del
SLAM (Simultaneous Localization and Mapping), de vital importancia para la ela-
boración de un mapa del entorno y la posterior localización que realizaremos de los
objetos presentes en el mismo.
Seguidamente, en la sección 1.2.2 observaremos la evolución de las investigaciones
dentro del campo de reconocimiento de objetos tanto en su forma original en 2D
como en su forma más reciente en 3D.
En las últimas secciones (1.2.3, 1.2.4, 1.2.5, 1.2.6) analizaremos las distintas herra-
mientas hardware y software necesarias para la realización de las tareas propuestas.
1.2.1. Localización del robot y mapeado del entorno
El mapeado y la localización simultánea (SLAM) es uno de los retos fundamentales
de la robótica móvil, que se enfoca en la necesidad de construir un mapa del entorno
mientras se determina la localización del robot dentro del mismo.
Inicialmente, el mapa y la posición del robot no son conocidos, el robot tiene un
modelo cinemático conocido y se mueve por un entorno desconocido dotado de
puntos de referencia artificiales o naturales conocidos. Para realizar la tarea, el robot
debe estar equipado con un sistema sensorial capaz de tomar medidas de la posición
relativa entre los puntos de referencia y el propio robot.
Existen diversos enfoques, siendo los principales los basados en láser, en sonar o en
visión. Adicionalmente, pueden usarse sensores adicionales como brújulas, infrarrojos
o GPS para mejorar la percepción del estado del robot y del entorno. [Aulinas et al.,
2008]
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En navegación, se conoce como odometría el uso de los datos de movimiento de
los sensores, medidos por ejemplo a partir de encoders, para estimar el cambio de
posición y orientación a lo largo del tiempo. En el campo de la robótica y la visión
artificial el concepto anterior se aplica a la navegación inercial, mientras que si la
posición y orientación del robot es determinada mediante un análisis de las imágenes
de las cámaras la técnica es conocida como odometría visual, y es la propia de los
métodos de navegación visuales.
Como veremos en la sección 1.2.1.1, las técnicas más elaboradas aúnan las bondades
de la odometría inercial y la odometría visual para conseguir un mapeado y una
localización del robot lo más precisa posible.
1.2.1.1. SLAM Visual-Inercial
El objetivo final del proceso de SLAM es usar el entorno para actualizar la posición
del robot. La odometría propia del robot da una medida aproximada de la posición
del mismo, pero que resulta imprecisa debido a los errores de los sensores, por lo que
se suelen utilizar escáneres del entorno para corregir la posición obtenida, lo que es
conseguido mediante la extracción de características del entorno y la reobservación.
El Filtro de Kalman Extendido (EKF) constituye la parte esencial del SLAM ya que
es el responsable de la actualización de la posición estimada del robot utilizando las
características extraídas, conocidas como puntos de referencia o landmarks. En la
Figura 1.1 podemos ver un esquema del proceso de SLAM.
Figura 1.1: Esquema del SLAM. Recuperada de [Riisgaard and Blas, 2005]
Cuando la odometría cambia a causa del movimiento del robot, la incertidumbre de
su nueva posición es actualizada en el EKF mediante la actualización de odometría.
Los puntos conocidos son extraídos del entorno desde la nueva posición del robot
y el robot trata de asociarlos con las observaciones realizadas previamente. Estos
landmarks son utilizados entonces para actualizar la posición del robot en el EKF
[Riisgaard and Blas, 2005].
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En la Figura 1.2 se muestra el estado inicial de un proceso de SLAM 2D, con un
robot móvil y 3 landmarks.
Figura 1.2: Estado inicial del robot. Recuperada de [Riisgaard and Blas, 2005]
Seguidamente, se produce el movimiento del robot tal y como se muestra en la
Figura 1.3.
Figura 1.3: Estado del robot tras realizar un movimiento. Recuperada de [Riisgaard
and Blas, 2005]
Una vez realizado el movimiento, la odometría nos otorga una posición estimada del
robot, y se mide la distancia a los puntos de interés , según la Figura 1.4.
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Figura 1.4: Medición de la distancia a los puntos de interés. Recuperada de [Riis-
gaard and Blas, 2005]
Como la medida otorgada por los sensores resulta más fiable que su odometría, se
utiliza la distancia medida hacia los landmarks para corregir su posición, según se
muestra en la Figura 1.5.
Figura 1.5: Corrección de la posición del robot tras usar la información de los
puntos de interés. Recuperada de [Riisgaard and Blas, 2005]
En la Figura 1.6 se ve el resultado del método, en el que se aprecia que, a pesar
de que los sensores tampoco son perfectos, otorgan una medida de la posición más
precisa que la odometría.
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Figura 1.6: Muestra final en la que aparecen la posición real del robot (en negrita),
la posición determinada mediante los landmarks (punteada) y la posición calculada
inicialmente mediante la odometría (a rayas). Recuperada de [Riisgaard and Blas,
2005]
1.2.1.2. Registro de la escena
Figura 1.7: Ejemplo de registro por pares de escaneos láser. Recuperada de [ETH-
Zurich, 2014]
El registro de la escena se podría realizar de manera directa utilizando las transfor-
maciones calculadas con los cambios de posición del robot en SLAM y llevándolos
al sistema de referencia de la cámara que realiza el escaneo en 3D del entorno y
aplicárselos directamente a las nubes de puntos obtenidas. Sin embargo, como he-
mos visto en el ejemplo de SLAM 2D los sensores no son del todo precisos, por lo
que existen técnicas basadas en registro visual que tratan de encajar al máximo las
capturas 3D realizadas.
El método más habitual para realizar el registro de una escena es el registro por pares
(pairwise registration), que consiste en el cálculo de las transformaciones entre dos
nubes de puntos consecutivas y su acumulación para la generación de un mapeado
completo.
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Figura 1.8: Pipeline de registro de nubes de puntos por pares. Recuperada de
[PointClouds, 2014]
Los pasos a seguir para llevar a cabo esta técnica se encuentran resumidos en la
Figura 1.8 y son los siguientes:
1. Adquisición de datos. Obtener las nubes de puntos a partir de un escáner
3D.
2. Estimación de puntos característicos. Extraer los puntos de interés dife-
renciables de la nube de puntos. Las características de un buen keypoint son:
Repetible. Debe haber buenas posibilidades de que los mismos puntos
sean elegidos en distintas iteraciones, aunque la escena sea capturada
desde ángulos distintos.
Distinguible. Los puntos elegidos deben poder ser distinguidos y caracte-
rizados con facilidad para su posterior emparejamiento.
Uno de los algoritmos de detección de puntos característicos más comunes es
Scale Invariant Feature Transform 3D (SIFT 3D) [Scovanner et al., 2007], la
versión en 3D del algoritmo original del mismo nombre [Lowe, 1999].
3. Estimación de descriptores de características. Los descriptores son fir-
mas complejas y precisas de un punto que codifican gran cantidad de informa-
ción sobre su geometría. Su propósito es el de identificar unívocamente a un
punto sin importar el ruido, la resolución o la transformación de la nube de
puntos a la que pertenece. Los criterios para conseguir que una característica
sea óptima son los siguientes:
Robusto frente a transformaciones. Las transformaciones rígidas - aque-
llas que no cambian la distancia entre puntos - como las translaciones o
las rotaciones no deben afectarle.
Robusto frente a ruido. Los errores de medida no deberían cambiar de-
masiado su estimación.
Invariante a la resolución. Si los puntos son muestreados con una densidad
diferente, el resultado debe ser idéntico o similar.
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Uno de los descriptores más utilizados es Point Feature Histograms, que trata
de captar la información de la geometría del punto analizando la diferencia
entre las direcciones de las normales en la vecindad, y su versión mejorada
Fast Point Feature Histograms (FPFH) [Rusu et al., 2009].
4. Estimación de correspondencias. Una vez los descriptores son calculados
para ambas nubes de puntos, deben ser emparejadas para obtener correspon-
dencias punto a punto, utilizando usualmente la distancia euclídea entre vec-
tores como medida de distancia. Para acelerar el proceso normal de empareja-
miento, se han utilizado esquemas de aproximación de emparejamientos, como
es el caso de Fast Library Approximate Nearest Neighbor (FLANN) [Muja and
Lowe, 2014].
5. Rechazo de correspondencias. Como resultado de la fase de empareja-
miento, las correspondencias punto a punto son determinadas mediante la
asociación de pares de descriptores de las dos nubes de puntos cercanos en
el espacio de descriptores. Una vez realizado este paso, es común realizar un
paso adicional, consistente en descartar correspondencias basadas en la con-
sistencia geométrica entre ellas. Asumiendo que la transformación entre las
nubes es rígida, el conjunto de correspondencias de cada una es agrupada en
subconjuntos, en la que cada uno se encarga del consenso para una rotación y
translación específica del modelo en la escena. Los subconjuntos cuyo consenso
sea muy pequeño son descartados, utilizando una umbralización basada en su
cardinalidad [Zitova and Flusser, 2003]. Además, es común utilizar un umbral
para descartar correspondencias que sean poco claras. Una de estas técnicas
consiste en extraer los 2 vecinos más cercanos a un punto y rechazar la corres-
pondencia si el primer vecino más cercano no se diferencia del siguiente en un
determinado porcentaje de la distancia del segundo.
6. Estimación de la transformación. La etapa previa de validación, a pesar
de ser efectiva en descartar un gran número de correspondencias inconsistentes
geométricamente, no garantiza que todas las correspondencias que queden en
cada clúster sean consistentes con una única transformación rígida 3D de rota-
ción y translación del modelo sobre la escena. Por esta razón, resulta útil incluir
un paso adicional, Random Sample Consensus (RANSAC) cuyo objetivo es el
de reducir el número de correspondencias de cada cluster inconsistentes con la
misma pose de 6 grados de libertad [Fischler and Bolles, 1981]. El modelo de
donde el consenso del estimador es iterativamente construido es generalmen-
te obtenido mediante medias de un algoritmo de orientación absoluta. Dado
un conjunto de correspondencias entre las dos nubes de puntos, RANSAC en
su versión en 3D determina la matriz de translación y rotación que define la
transformación rígida que mejor la explica [Papazov and Burschka, 2011].
La generación del mapa 3D es realizada de manera incremental mediante pares de
nubes de puntos consecutivos. Una vez se ha obtenido la transformación para una
nube de puntos para ser juntada con su predecesora, solamente queda aplicar esa
matriz de transformación y la transformación total acumulada hasta entonces sobre
la nube de puntos nueva, para ampliar el mapa del entorno.
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1.2.1.2.1. Iterative Closest Point
Figura 1.9: Ejemplo de registro de nubes de puntos mediante ICP. Recuperada
de [Du et al., 2011]
A lo largo de los años, han aparecido numerosos enfoques matemáticos para resolver
el problema de la transformación rígida T que minimice el error de los pares de
puntos. A grandes rasgos, los pasos de este algoritmo son los siguientes:
1. Calcular para cada punto de un subconjunto de la nube de puntos fuente,
emparejar con el punto más cercano en la nube de puntos de referencia.
2. Estimar la transformación que mejor alinee cada par de puntos emparejados
minimizando la métrica de error seleccionada, tras ponderar y eliminar los
valores atípicos.
3. Transformar la nube de puntos fuente usando la transformación obtenida.
4. Volver al punto 1 si no se han cumplido los criterios de terminación prefijados.
Existen diversas métricas de error distintas para ser minimizadas consideradas en la
literatura:
Métrica estándar de error punto-a-punto. Métrica más utilizada en ICP.
La librería PCL proporciona una implementación usando Singular Value De-
composition (SVD) de forma directa.
Métrica de error punto-a-plano. Esta métrica usa la distancia entre el
punto origen y el plano descrito por el punto destino y su superficie normal
local. Al contrario que la métrica anterior, esta no dispone de una solución
directa, por lo que la minimización es realizada mediante optimizadores no
lineales o la linealización bajo ciertas asunciones. Dependiendo de la superficie
y la distribución de los puntos, este método puede ser considerablemente más
robusto.
Mínimos cuadrados punto-a-plano. PCL proporciona un método alterna-
tivo que acumula todos las restricciones del punto-a-plano de todas las corres-
pondencias en una matriz y estima la rotación y la translación mediante ajuste
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(a) Error punto a punto (b) Error punto a plano (c) Error generalizado
Figura 1.10: Métricas de error de ICP. Recuperado de [Holz et al., 2015]
de mínimos cuadrados resolviendo un sistema lineal.
Métrica de error punto-a-plano ponderada. Asignar un peso diferente
para cada correspondencia puede mejorar la convergencia. La ponderación de
los puntos puede ser vista como un rechazo de características suave, ajustando
la influencia de los puntos ruidosos en el proceso de minimización. El pesado
puede ser realizado en función de su distancia punto-a-punto o punto-a-plano
entre los puntos, en función del ángulo entre las normales de los pares de
puntos, o en función del modelo de ruido del sensor usado.
Mínimos cuadrados punto-a-plano. Similar al anterior, esta variante pue-
de ser usada con pesos no constantes.
Métrica de error generalizado o Generalized-ICP. Este método usa
covarianzas en la vecindad local de los puntos , para alinear las superficies
subyacentes en vez de los puntos en sí mismos.
Al tratarse de un algoritmo iterativo, el criterio de terminación del proceso debe
ser definido. Existen una gran variedad de criterios de terminación que combinados
obtienen buenos resultados:
Número máximo de iteraciones. Exceder el número máximo de iteraciones
significa que el optimizador ha divergido. Este umbral puede ser modificado
dependiendo de la complejidad del registro. Registrar un par de nubes de
puntos que son lejanas una de otra requiere muchas más iteraciones que si
tuvieran desde el principio un buen alineamiento.
Umbral de transformación absoluta. Las iteraciones son paradas cuando
la transformación actual es demasiado distante de la alineación inicial. Este
criterio es uno de los criterios de terminación tempranos para registros que
divergen. La intuición detrás de este método es que dos nube que deben ser
alineadas se espera que estén en un determinado rango de distancias una de la
otra, por lo que las transformaciones fuera de este rango deben ser descartadas.
Umbral de transformación relativa. Especifica la mínima diferencia de
transformación entre dos iteraciones para ser considerada como lo suficiente-
mente pequeña para que el optimizador haya convergido.
Máximo número de iteraciones similares. El criterio de parada previo tie-
ne el contrapunto de que un minimizador parecerá temporalmente convergido
cuando está realmente oscilando en un mínimo local y tiene una oportuni-
dad de escapar de él y converger en el mínimo global o en un mejor mínimo
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local. Por esta razón, permitimos al optimizador pasar un cierto número de
iteraciones alrededor del punto mínimo antes de considerarse como convergido.
Error cuadrático medio relativo. Este criterio es similar al umbral de trans-
formación relativa, usando la media del error cuadrático en vez del incremento
de rotación y/o translación.
Error cuadrático medio absoluto. Las iteraciones paran cuando el error
entre dos nubes alineadas es inferior a un cierto valor.
Todas estas técnicas presentan formas de balancear la calidad y el tiempo de pro-
cesamiento en el proceso de registro. Resultan ser esenciales para ser utilizados en
algoritmo en tiempo real [Holz et al., 2015].
Finalmente, cabe destacar que ICP se comporta muchísimo mejor si recibe des-
de el principio una transformación inicial realizada mediante otras técnicas, como
RANSAC.
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1.2.2. Reconocimiento de objetos
El reconocimiento de objetos contituye el campo de la visión artificial dedicado a la
búsqueda e identificación de los objetos presentes en una imagen. Los seres humanos
tenemos una capacidad innata para reconocer objetos sin apenas esfuerzo a pesar de
que varíen aspectos como el punto de vista, la escala, la translación o la rotación. Sin
embargo, esta tarea constituye todavía un enorme reto para la inteligencia artificial
y ha sido objeto de muchas investigaciones durante décadas.
La detección de objetos hace referencia a la identificación de la localización en la
que se encuentra un determinado componente de una clase de objeto general. Por
ejemplo, buscar caras en una imagen, encontrar los ojos o la boca dentro de las
mismas, etc. El término reconocimiento, por su parte, se refiere a la clasificación de
un objeto o subclase dentro de una clase general de objetos presentes en una región
de la imagen que ha sido aislada previamente. Por ejemplo, tras detectar una cara
reconocer la identidad de la persona a la que pertenece.
La detección puede ser vista como un problema de clasificación binaria. Para cada
instancia, se debe decidir si el objeto está presente o no (objeto o no objeto). Por otro
lado, el reconocimiento se convierte en un problema multiclase, en el que interesa
identificar la clase concreta a la que pertenece el objeto identificado.
Una posibilidad para realizar el reconocimiento consistiría en entrenar modelos para
cada uno de los tipos de objetos, ejecutar cada uno de ellos contra la imagen y elegir
el que mejor se adecúe según un determinado criterio. Sin embargo, estos modelos
tendrían problemas al distinguir objetos similares y serían altamente ineficientes.
Por ello, la alternativa es entrenar directamente un clasificador que incluya ejemplos
para todas las clases, lo que permite mejorar la discriminación entre las distintas
clases [Amit, 2002].
Observaremos la evolución de estas técnicas en las subsecciones siguientes, empezan-
do por las técnicas tradicionales utilizadas en los inicios de la inteligencia artificial
(1.2.2.1 y 1.2.2.2) y terminando con los nuevos enfoques producto del boom que ha
experimentado en los últimos años el Deep Learning (1.2.2.3).
1.2.2.1. Basados en modelo
Los métodos basados en un modelo consideran que el conocimiento de la apariencia
de un objeto proviene por un modelado explícito de su forma, sin considerar el
contexto en el que fue encontrado el mismo.
El reconocimiento es conseguido mediante la búsqueda de correspondencias entre
ciertas características de la imagen y las características comparables del modelo
escogido. La gran incógnita a resolver por este tipo de métodos es qué se puede con-
siderar como una característica y cómo puede ser utilizada para comparar la imagen
y el modelo. Algunos de ellos utilizan características globales tales como el área o
la longitud de su perímetro. Estos métodos son utilizados mayormente en aplica-
ciones donde la iluminación es controlada y no suceden oclusiones, presuponiendo
una segmentación perfecta entre los objetos y el fondo, lo que no es aplicable en la
mayoría de casos reales. Los métodos más elaborados hacen uso de características
locales tales como las esquinas o las uniones. Estos se distinguen y comparan entre
sí atendiendo a criterios como el ámbito de aplicación, la robustez ante el ruido y
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las oclusiones, la eficiencia computacional y su corrección. Son, por tanto, aquellos
más interesantes para ser analizados.
Se considera que una buena forma de representación del modelo debe ser constituida
mediante una combinación de primitivas locales que describan una porción limitada
de la misma. Su eficiencia y estabilidad están garantizadas ya que este tipo de
descripción solamente se ve parcialmente afectada por oclusiones en la imagen.
Para conseguir un emparejamiento eficiente en las descripciones de las formas, debe
existir un número limitado de categorías denotadas por cada primitiva de forma que
el rango continuo de posibles formas sea discretizado en su representación, como es
el caso de considerar una superficie como planar, cilíndrica, elíptica o hiperbólica.
Una cuestión de vital importancia constituye la elección de buenas primitivas para
la descripción de formas. Estas primitivas deben capturar las diferencias que per-
mitan distinguir entre objetos distintos y reflejar las regularidades y estructuras del
mundo real. Estos criterios nos llevan a la conclusión de que las primitivas dependen
enormemente del campo de aplicación donde se desea trabajar.
Otro aspecto interesante de estos métodos es la elección del sistema de coordenadas
sobre el que describir la localización de las primitivas. Existen dos enfoque principales
para este cometido: representación orientada en el objeto y representación centrada
en el observador.
En el caso de la representación orientada en el objeto, se trata de representar el
objeto como un conjunto de partes jerarquizadas, en el que cada parte tiene su
propio sistema de coordenadas y es localizado a partir del sistema de coordenadas
de su padre. A pesar de sus dificultadas frente a oclusiones parciales, trabajos como
[Dickinson et al., 1992] han conseguido recuperar primitivas volumétricas 3D a partir
de vistas parciales 2D y reconocer objetos a partir de las mismas.
La alternativa la constituye la representación centrada en el observador o multivista,
que describe el objeto 3D utilizando un conjunto de vistas 2D características, cada
una mostrando el objeto desde un ángulo distinto. El emparejamiento resulta más
simple que en el caso anterior ya que no hay necesidad de proyectar el modelo
durante el mismo y se ha reducido el espacio continuo de puntos de vista a uno
discreto formado por vistas características. Se considera este método como el más
orgánico, ya que ciertos estudios evidencian que el sistema visual humano reconoce
los objetos de manera más rápida y precisa cuando los observa desde ciertos puntos
de vista en particular. [Edelman and Bülthoff, 1992]
Para reconocer un objeto en una imagen, la mayoría de estos métodos realizan la
siguiente secuencia de pasos:
Detección de primitivas. Localizar primitivas en una imagen y representar-
las como símbolos.
Organización perceptual. Identificar agrupaciones estables de primitivas.
Indexación. Usar las primitivas para seleccionar los modelos más similares
de la base de datos de modelos conocidos.
Emparejamiento. Encontrar la mejor correspondencia entre las primitivas
de la imagen y las de los modelos seleccionados.
Verificación. decidir si el emparejamiento sugiere que el modelo seleccionado
está presente en la imagen.
Para reconocer cualquier cantidad de objetos presentes en una imagen, cada vez que
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un objeto es reconocido sus primitivas son eliminadas de la imagen y son enviadas al
siguiente ciclo de reconocimiento con las primitivas restantes. Por tanto, el proceso
completo es una gran búsqueda a lo largo de cada una de las etapas, lo que lo
convierte en un proceso muy costoso computacionalmente. [Pope, 1994]
Figura 1.11: Ejemplo de reconocimiento de caras mediante la técnica Elastic Bunch
Graph Matching que se basa en el modelado de las caras mediante grafos. Recuperada
de [Wiskott et al., 1997]
1.2.2.2. Basados en apariencia
Los métodos basados en apariencia solo es usada la apariencia, que es capturada
normalmente por diferentes vistas bidimensionales del objeto de interés. Basados
en las características utilizadas, podemos dividir los modelos en dos grandes clases:
enfoque local o enfoque global.
Una característica local es una propiedad de un objeto situado en un único punto
o pequeña región de la imagen. Se trata de una pequeña porción de información
que describe una propiedad simple pero distintiva de la proyección del objeto en la
imagen de la cámara. Ejemplo de características locales de un objeto pueden ser
el color, el gradiente o el valor de gris de un píxel o una región. Para ser utiliza-
dos en tareas de reconocimiento, las características locales deben ser invariantes a
cambios de iluminación, ruido, cambios de escala o de punto de vista, por lo que se
suelen combinar distintas características para formar una descripción más compleja
y robusta.
En contraposición, las características globales tratan de cubrir la información con-
tenida en toda la imagen o parche. Estas técnicas varían desde simples medidas
estadísticas, como un histograma de características, hasta técnicas de reducción de
la dimensionalidad como el Análisis de Componentes Principales (PCA).
Mientras que los métodos globales permiten reconstruir la imagen original y son
más robustos a ampliaciones, los métodos locales permiten trabajar con objetos
parcialmente ocluidos.
El primer paso que deben realizar los sistemas basados en características locales
consiste en detectar las regiones de interés de una imagen de manera que puedan ser
comparadas con las regiones de interés extraídas de los objetos conocidos. Cuando la
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región de interés está constituida por un único punto, este es conocido como punto
de interés o keypoint. Estos detectores de regiones pueden ser clasificados en tres
grupos:
Basados en esquinas. Buscan puntos de interés que contienen zonas de
transición en la imagen, como son las esquinas. Sin embargo, no funcionan en
regiones uniformes o con transiciones suaves. Su funcionamiento se fundamenta
en el cálculo de primeras y segundas derivadas en la imagen como forma de
obtener el gradiente en cada punto y detectar así las zonas de mayor contraste.
Uno de los más conocidos es el detector de esquinas de Harris [Harris and
Stephens, 1988].
Basados en regiones. Buscan regiones de la imagen con brillo uniforme.
Uno de los métodos más utilizados es el MSER (Maximally Stable Extremal
Regions) [Matas et al., 2004].
Otros enfoques. Tienen en cuenta la entropía de una región o tratan de
imitar la atención visual humana (saliencia). Como ejemplo de este enfoque
se encuentra el método ESBR (Entropy Based Salient Region) [Cheng et al.,
2015].
Una vez detectada la región de interés, es necesario describirla mediante descriptores
de características que deben ser robustos frente a variaciones en la imagen como
distorsiones, cambios de escala, cambios de iluminación o ruido.
Uno de los descriptores más simples es un vector con las intensidades de los píxeles
de la región de interés, que mediante el cálculo de la correlación cruzada puede ser
utilizado para el cálculo de similaridad entre regiones. El principal problema es la
enorme dimensionalidad de los descriptores para el emparejamiento y las tareas de
reconocimiento, lo que conlleva una enorme carga computacional. [Roth and Winter,
2008]
Los descriptores pueden ser divididos en las siguientes categorías:
Basados en distribuciones. Representa las propiedades de una región me-
diante histogramas. Usan habitualmente propiedades geométricas como la ubi-
cación y la distancia de los puntos de interés de la región (esquinas y bordes)
e información de orientación local (gradientes). Uno de sus descriptores más
populares es el SIFT, que utiliza como detector de regiones la diferencia de
gaussianas [Lowe, 1999].
Basados en filtros. Aplican una combinación de operadores diferenciales
locales con el objetivo de obtener invarianza a la rotación mayoritariamente.
Uno de los métodos más conocidos es el de los invariantes diferenciales [Olver,
1995].
Otros métodos. Dentro de estos métodos podemos encontrar la correlación
cruzada, una medida estadística que usa como descriptor las intensidades de
los píxeles pertenecientes a una región de interés [Lewis, 1995].
Finalmente, con los descriptores extraídos con las técnicas anteriores, es necesaria
una etapa final de clasificación que permita el reconocimiento final del objeto.
El clasificador más básico que existe es el de K-vecinos más cercanos. Se trata de
un método muy simple cuyo funcionamiento se basa en asignar a un objeto la clase
que tienen la mayoría de sus vecinos más cercanos, según una medida de distancia
que dependerá del tipo de descriptor utilizado, siendo lo más común la distancia
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euclídea entre vectores.
Puede resultar muy interesante asignar pesos a las contribuciones de los vecinos, de
manera que los vecinos más cercanos contribuyan más que aquellos más distantes,
según una función ponderada según la distancia.
La mejor opción de k depende de los datos que se tratan. Generalmente, los valores
más grandes de k son más tolerantes al ruido, pero hacen que las separaciones entre
clases sean más difusas. La precisión de este algoritmo puede degradarse severamente
por la presencia de ruido, características irrelevantes o tener las características en
distintas escalas [Kataria and Singh, 2013].
Otro clasificador más complejo y que obtiene muy buenos resultados en la práctica
son los Support Vector Machines (SVM).
Para decidir la clase a la que pertenece un nuevo punto, a partir de datos que
pertenecen a clases conocidas, cada uno de los puntos es visto como un vector p-
dimensional de los que se quiere conocer la manera en la que pueden ser separados
mediante un hiperplano (p-1)-dimensional que suponga la frontera de decisión entre
las clases.
Existe una enorme cantidad de hiperplanos capaces de clasificar los datos. En el
caso de los Support Vector Machines, el objetivo es seleccionar aquel hiperplano
que represente la mayor separación entre las dos clases, por lo que se selecciona el
hiperplano cuya distancia al punto de cada clase más cercano sea máxima.
Formalmente, un Support Vector Machine construye un hiperplano o conjunto de
hiperplanos en un espacio dimensional muy grande, incluso infinito. La mejor sepa-
ración es la conseguida por el hiperplano que maximiza la distancia entre clases, de
manera que cuanto mayor sea el margen menor será el error de generalización del
clasificador [Suykens and Vandewalle, 1999].
Figura 1.12: Ejemplo de reconocimiento de objetos basados en apariencia. En este
caso, se basa en la búsqueda de correspondencias directas entre puntos de un objeto
aprendido previamente y de la escena y su posterior agrupación mediante clustering.
Recuperada de [PointClouds, 2013]
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1.2.2.3. Basados en Deep Learning
Uno de los objetivos fundamentales de los investigadores ha sido el reemplazo de los
descriptores de características creados a mano explicados en secciones anteriores, que
requieren experiencia en el dominio de la aplicación, por redes multicapa capaces de
aprenderlos automáticamente mediante un algoritmo de entrenamiento de propósito
general.
La solución a este problema fue propuesta en la década de los 70 y con ella se abrió
una nueva rama del aprendizaje automático: el Deep Learning [Werbos and Werbos,
1994].
Las arquitecturas de Deep Learning consisten en una pila jerárquica de capas que
aplican funciones no lineales sobre los datos de entrada, utilizando un conjunto in-
terno de pesos. El método de entrenamiento hace uso de la técnica de propagación
hacia atrás (backpropagation) para propagar el gradiente del error desde la última
hasta la primera capa, de manera que puedan corregir sus pesos internos iterativa-
mente.
Estas redes aprenden a mapear una entrada de tamaño fijo, como una matriz o un
vector que representa una imagen, hacia otra salida de tamaño fijo, que en el caso
de reconocimiento de objetos suele ser un vector que contiene la probabilidad para
cada una de las posibles categorías [LeCun et al., 2015].
A pesar de tener un gran potencial, estas redes cayeron en el olvido hasta los últimos
años. Se consideraba que extraer características sin apenas conocimiento previo era
prácticamente imposible. Así mismo, se consideraba que el método de entrenamiento
basado en el descenso por gradiente quedaría atrapado inevitablemente en mínimos
locales, que ofrecerían soluciones pésimas al problema.
En los últimos años, se ha reavivado el interés por el Deep Learning gracias a los
nuevos descubrimientos realizados. Se ha demostrado que los mínimos locales no
suponen un problema real para estas redes neuronales profundas, realizando demos-
traciones prácticas en trabajos de reconocimiento de dígitos manuscritos, mejoran-
do enormemente los resultados de las técnicas tradicionales [Cireşan et al., 2010].
Además, gracias a los avances en computación paralela, las unidades gráficas de pro-
cesamiento (GPU) han permitido acelerar enormemente el entrenamiento de estas
enormes redes, que hasta ese momento resultaba inasumible computacionalmente.
Estos nuevos avances llevaron al descubrimiento de un nuevo tipo de red neuronal
muy importante en el procesamiento de imágenes: las Redes Neuronales Convolucio-
nales (CNN). La arquitectura de esta red se compone por múltiples fases de capas
de convolución y pooling, utilizando los filtros no lineales ReLU (Unidad lineal rec-
tificada) como función de activación, acabando en una fase de capas convolucionales
y fully-conected que acaban generando el resultado final. La idea detrás del api-
lamiento de capas consiste en el entendimiento de que muchas señales naturales
están compuestas jerárquicamente, de manera que las características de alto nivel
son obtenidas mediante composición de las de menor nivel [Krizhevsky et al., 2012].
Es esencia, se ha conseguido automatizar el proceso de selección de las caracterís-
ticas más relevantes para cada problema, permitiendo que estas redes profundas se
encarguen de todo el proceso de reconocimiento completo.
No obstante, surge un nuevo problema, y es qué formato deben tener los datos de
entrada para que las redes trabajen de manera óptima. En el caso de las imágenes en
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2D la solución es natural, al tratarse de una matriz de intensidades de píxels, se puede
vectorizar la entrada de la red neuronal sin perder las relaciones de vecindad entre
cada píxel. Sin embargo, las nubes de puntos 3D son inherentemente desordenadas,
lo que impide la introducción directa de las mismas dentro de una red convolucional.
Se han explorado varias soluciones, como el troceado del objeto en distintas vistas
en 2D [Gomez-Donoso et al., 2017] o modelarlo mediante celdas de ocupación dis-
cretas [Garcia-Garcia et al., 2016], aunque todavía no se han acercado a las tasas
de acierto del reconocimiento de objetos en imágenes 2D, por lo que el esfuerzo de
los investigadores se enfoca ahora en este campo. Prueba de ello es que el Image-
Net Large Scale Visual Recognition Challenge cambiará su objetivo en 2018 para
impulsar el desarrollo de técnicas de aprendizaje en 3D [Perry, 2017].
Figura 1.13: Ejemplo de reconocimiento de objetos basado en Deep Learning.
Recuperada de [Sinhal, 2016]
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1.2.3. ASUS Xtion Pro Live
Figura 1.14: Sensor ASUS Xtion Pro Live. Recuperada de [McGlaun, 2011]
Se trata de una cámara 3D orientada principalmente a desarrolladores. Consta de un
sensor de infrarrojos, micrófonos para capturar el sonido ambiental, y una cámara
RGB que permite dotar de color a la imagen de profundidad obtenida.
Figura 1.15: Vista de una nube de puntos obtenida desde Xtion registrada con la
información de color.
Su resolución máxima es de 640x480 megapíxeles, el rango de profundidad que de-
tecta está entre 0,8 y 3,5 metros y su campo de visión es de 58º en horizontal y 45º
en vertical.
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1.2.4. Robot Pepper
Figura 1.16: Robot Pepper del laboratorio de investigación de Rovit
Pepper es un robot humanoide creado por Aldebaran Robotics y SoftBank diseñado
para ser un robot social que analiza expresiones y tonos de voz. Fue presentado en
una conferencia en junio de 2014 y comercializado en febrero de 2015. Como se ve
en la Figura 1.17, el robot tiene una altura de 1,21 metros, una anchura de 480 mm
y una profundidad de 425 mm.
Figura 1.17: Dimensiones del robot Pepper. Recuperada de [Aldebaran-Robotics,
2014]
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(a) Micrófonos (b) Altavoces
(c) Cámaras RGB (d) Cámara 3D
(e) Sónars (f) Lásers
Figura 1.18: Sensores y actuadores de Pepper. Recuperada de [Aldebaran-
Robotics, 2014]
Su cabeza dispone de 4 micrófonos (Figura 1.18a), dos altavoces (Figura 1.18b), dos
cámaras RGB - en la boca y la frente (Figura 1.18c) - y un sensor de profundidad
Xtion detrás de sus ojos (Figura 1.18d). Tiene un giroscopio en el torso y sensores
táctiles en la cabeza y el dorso de las manos. Su base móvil consta de 2 sónares
(Figura 1.18e), 6 láseres (Figura 1.18f), 3 sensores de choque y un giroscopio. Gra-
cias a estos elementos, puede percibir adecuadamente el entorno que le rodea para
interpretarlo y actuar en consecuencia.
En cuanto a la parte motriz del robot, al tratarse de un robot humanoide tiene las
mismas articulaciones que una persona, salvo por la imposibilidad de mover los dedos
de manera independiente y la sustitución de las extremidades inferiores por una base
móvil, según se ve en la Figura 1.19. De esta manera, se garantiza enormemente la
estabilidad con respecto a otros robots humanoides bípedos, facilitando su movilidad.
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Figura 1.19: Articulaciones del robot Pepper. Recuperada de [Aldebaran-Robotics,
2014]
Dada una articulación que une dos partes del robot, se considera que la parte del
robot más cercana al tronco como fija y la parte más alejada como la que rota
alrededor del eje de la articulación. Para cada una de las articulaciones se establece
un sistema de coordenadas de manera que en la posición 0 del robot todos tienen
la misma orientación. En la Figura 1.20 se muestra el giro que corresponde a roll,
pitch y yaw según la convención establecida.
Figura 1.20: Convención de signo de los sistemas de coordenadas del Robot Pepper.
Recuperada de [Aldebaran-Robotics, 2014]
En las figuras siguientes se muestra el rango de giro de la cabeza (Figura 1.21),
de las articulaciones de las extremidades izquierda (Figura 1.22) y derecha (Figura
1.23) y de la cadera (Figura 1.24).
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Figura 1.21: Rango de giro de la cabeza del Robot Pepper. Recuperada de
[Aldebaran-Robotics, 2014]
Figura 1.22: Rango de giro de la extremidad izquierda del Robot Pepper. Recupe-
rada de [Aldebaran-Robotics, 2014]
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Figura 1.23: Rango de giro de la extremidad derecha del Robot Pepper. Recuperada
de [Aldebaran-Robotics, 2014]
Figura 1.24: Rango de giro de la cadera del Robot Pepper. Recuperada de
[Aldebaran-Robotics, 2014]
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En las manos el robot dispone de 5 dedos (Figura 1.25) pero sólo puede abrirlas o
cerrarlas debido a la presencia de un único motor por cada una de ellas.
Figura 1.25: Mano del Robot Pepper. Recuperada de [Aldebaran-Robotics, 2014]
Finalmente, en la base (Figura 1.26) dispone de 3 ruedas que le permiten realizar
movimientos de translación sobre los ejes X e Y y de rotación sobre el eje Z (Yaw).
[Aldebaran-Robotics, 2014]
Figura 1.26: Esquema de la base del Robot Pepper. Recuperada de [Aldebaran-
Robotics, 2014]
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Para su programación, Pepper dispone de una suite de programación visual, Cho-
regraphe, que funciona mediante la unión de cajas. Se trata de un entorno muy
intuitivo que permite controlar los movimientos del robot, reproducir audio o vídeo,
mostrar contenido multimedia a través de su tablet y responder a estímulos visuales,
auditivos o táctiles.
Figura 1.27: Ejemplo de Hola Mundo en Choregraphe. Recuperada de [Aldebaran-
Robotics, 2014]
Así mismo, Aldebaran Robotics pone a disposición de los programadores más avan-
zados un kit de desarrollo, NAOqi, disponible tanto para Python como para C++.
Se basa en una arquitectura basada en proxies con el que los módulos se comunican
entre sí mediante el envío de mensajes a los servicios que otros módulos ofrecen y la
recepción de su respuesta.
Figura 1.28: Esquema de funcionamiento de NAOqi. Recuperada de [Aldebaran-
Robotics, 2014]
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Existe una tercera posibilidad para programar el robot Pepper que consiste en traba-
jar con la interfaz de ROS desarrollada por su comunidad. Esta interfaz proporciona
un puente entre NAOqi y ROS, transformando los mensajes del primero a mensajes
que puedan ser utilizados por el segundo [ROS, 2014c].
Figura 1.29: Vista del robot Pepper en la interfaz de RViz. Recuperada de [ROS,
2014c]
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1.2.5. ROS
Robot Operating System (ROS) es un framework para el desarrollo de software para
robots que funciona como un sistema operativo dentro de un clúster heterogéneo.
Figura 1.30: Esquema típico de una estructura de red funcionando bajo ROS.
Recuperado de [Quigley et al., 2009]
ROS provee los servicios de un sistema operativo tales como la abstracción del hard-
ware, el control de dispositivos de bajo nivel o el paso de mensajes entre procesos.
Está diseñado bajo una arquitectura de grafos en el que el procesamiento está dis-
tribuido y se realiza en cada uno de los nodos, que puede recibir y mandar distintos
tipos de mensajes según sus necesidades.
Figura 1.31: Esquema de procesamiento y comunicación entre nodos de ROS.
Recuperado de [Clearpath-Robotics, 2014]
ROS ha sido desarrollado bajo una licencia de software libre BSD, que permite
su libre uso tanto comercial como investigador, y tiene una gran comunidad de
desarrolladores que contribuyen con paquetes de software con distintas utilidades
para robótica. [Quigley et al., 2009]
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1.2.6. Caffe
Convolution Architecture For Feature Extraction (CAFFE) es un framework de soft-
ware libre, bajo licencia BSD, para Deep Learning, desarrollado inicialmente por el
Laboratorio de Investigación de Inteligencia Artificial de Berkeley (BAIR) que cuen-
ta en la actualidad con el apoyo de una gran comunidad de desarrolladores. Está
desarrollado para C++, Python y Matlab.
Dispone de una arquitectura expresiva que permite la innovación y la aplicabilidad.
La configuración de sus modelos no requiere de programación compleja y permite
la utilización de GPU para la aceleración del proceso de entrenamiento y reconoci-
miento.
Figura 1.32: Esquema de la arquitectura de Caffe. Recuperado de [Suanfazu, 2015]
El desarrollo de su código ha sido realizado de manera modular, lo que ha facilitado
enormemente las contribuciones de la comunidad de desarrolladores implicados en
el proyecto, así como la facilidad de uso de los usuarios finales.
Así mismo, Caffe proporciona modelos predefinidos y optimizados a partir de con-
juntos de datos proporcionados por grandes retos de reconocimiento de objetos como
ImageNet [Russakovsky et al., 2015] cuyas configuraciones han resultado vencedoras
en los mismos, resultando en elevadas tasas de acierto.
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1.2.7. PCL
Point Cloud Library (PCL) es una librería libre bajo licencia BSD utilizada para el
procesamiento de nubes de puntos 3D. Se trata de una librería escrita completamente
en plantillas de C++ con el objetivo de conseguir la mayor eficiencia y rendimiento
computacional, siendo la mayoría de las operaciones matemáticas implementadas
utilizando la librería Eigen [Guennebaud et al., 2010], una librería de código abierto
para álgebra lineal, y con compatibilidad con OpenMP.
Desde una perspectiva algorítmica, esta librería incorpora una gran cantidad de
algoritmos de procesamiento en 3D que trabajan con nubes de puntos, incluyendo:
filtrado, estimación de características, reconstrucción de superficies, segmentación o
registro, entre otros. Cada conjunto de algoritmos es definido mediante clases base
que tratan de integrar toda la funcionalidad común, permitiendo la extensibilidad y
el uso compacto y limpio de las implementaciones de los algoritmos.
PCL dispone de plena compatibilidad con ROS, de manera que los algoritmos de
esta librería pueden ser desplegados en forma de nodelets de ROS y operar como si
fuesen otro nodo más del framework.
En cuanto a la visualización de los datos, PCL viene con su propia librería de
visualización, basada en VTK [Schroeder et al., 2005], que ofrece suporte para el
renderizado de nubes de puntos 3D y formas básicas en 3D [Rusu and Cousins, 2011].
Figura 1.33: Ejemplo de visualizador de PCL. Recuperado de [PointClouds, 2015]
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1.3. Propuesta y Objetivos
El objetivo de este proyecto consiste en utilizar un robot social Pepper para elabo-
rar un mapeado 3D de un entorno doméstico acompañado de un reconocimiento y
localización de los objetos presentes en la escena. Por tanto, los problemas a resolver
son los siguientes:
Control del robot. Se investigará el funcionamiento tanto de la base como
de las distintas articulaciones del robot para poder realizar los movimientos
necesarios que le permitan explorar el entorno. Se desarrollará un sistema soft-
ware capaz de realizar los movimientos requeridos por la aplicación utilizando
la API ofrecida en los paquetes de ROS para la comunicación con el robot.
Mapeado del entorno. A medida que se explore el entorno, se fusionarán
las nubes de puntos 3D recibidas en cada instante para la elaboración de un
mapeado coherente. Se hará uso de la odometría del robot para la obtención
de las transformaciones de la cámara y se desarrollará un sistema de registro
visual que lo complemente y corrija.
Reconocimiento de los objetos. Utilizando las imágenes de las cámaras
RGB, se desarrollará un sistema que permita reconocer los objetos presentes
dentro del campo visual del robot. Para ello, se hará uso del framework de
Deep Learning Caffe, que incorpora modelos de reconocimiento en 2D previa-
mente entrenados, y que tienen una alta tasa de reconocimiento para una gran
variedad de objetos distintos.
Localización de los objetos. Utilizando la información obtenida tanto en el
registro como en el reconocimiento de los objetos, se situarán espacialmente
dentro del mapa 3D estos objetos. Se propondrá un algoritmo propio que
permita situar en la escena los objetos reconocidos a partir de técnicas de
reconocimiento de objetos en 2D.
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En esta sección abordaremos individualmente cada uno de los puntos marcados en
los objetivos propuestos para nuestro proyecto.
En la sección 2.1 abordaremos las tareas destinadas a la modificación de la posición
y orientación del robot.
Posteriormente, en la sección 2.2 expondremos el desarrollo realizado para generar
un mapeado 3D del entorno del robot.
Seguidamente, en la sección 2.3 veremos las técnicas utilizadas para el reconocimien-
to de objetos a partir de imágenes RGB presentes en la escena.
A continuación, en la sección 2.4 se explicará nuestra propuesta de localización de
objetos en 3D a partir del reconocimiento y el mapeado realizado en las secciones
anteriores.
Finalmente, en la sección 2.5 se realiza un resumen de nuestra propuesta de recono-
cimiento y localización de objetos.
2.1. Control del robot
Para el control completo sobre el robot utilizaremos el framework ROS, descrito en la
sección 1.2.5, que contiene herramientas para interactuar con los distintos robots de
la familia Nao (Nao, Pepper y Romeo) puesto que todos trabajan bajo el framework
NaoQI de Aldebaran.
Los componentes de ROS que es necesario instalar se encuentran dentro de su wi-
ki, en el apartado de tutoriales para Pepper, y se instalan directamente desde los
repositorios oficiales mediante el comando apt-get [ROS, 2014c]. Adicionalmente, se
requiere la instalación del paquete Naoqi Driver y el resto de paquetes de Naoqi
para ROS, para lograr establecer el puente de comunicación entre Pepper y ROS.
Para iniciar el puente se debe arrancar ROS en el ordenador puesto que Pepper no
correrá ningún core de ROS, y solamente se le envía la dirección IP del núcleo de
ROS. Seguidamente, se debe lanzar el launcher de pepper_bringup indicándole la ip
del robot y la del ordenador que ejecuta el núcleo de ROS:
ros launch pepper_bringup pepper_fu l l . launch
nao_ip:=X.X.X.X roscore_ip :=Y.Y.Y.Y
Una vez se tenga el puente establecido, los topics de Naoqi estarán disponibles y se
podrán visualizar usando el comando rostopic list. Para el movimiento del robot, los
tópicos que nos interesan son /cmd_vel y /joint_angles, que mueven la base y las
articulaciones respectivamente.
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Para el movimiento de la base, el tipo de mensaje aceptado es Twist, que consta de
dos vectores de 3 posiciones para indicar la velocidad lineal y angular respectiva-
mente. En el caso de la velocidad lineal, solamente son operativas la componente X
(hacia delante en positivo o hacia atrás en negativo) y la componente Y (hacia la
izquierda en positivo o la derecha en negativo), expresadas en metros por segundo.
Para la rotación, la única componente válida es la rotación sobre el eje Z, expresado
en radianes por segundo (hacia la izquierda en positivo y hacia la derecha en ne-
gativo). Al tratarse de un mensaje de velocidad, se ha programado un controlador
que realice la espera necesaria y detenga el robot tras moverse o rotar la cantidad
deseada [ROS, 2014a].
Con el movimiento de las articulaciones, el tipo de mensaje aceptado es JointAn-
glesWithSpeed, que es un poco más elaborado. Consta de los siguientes elementos:
Vector de nombres de articulaciones. Debe ser una lista de nombres de
articulaciones que se desean mover, correspondiente a sus nombres en la do-
cumentación oficial del robot, o la palabra clave Body para todas las articula-
ciones.
Vector de ángulos de giro. Lista de radianes a girar para cada una de las
articulaciones introducidas en el vector de nombres.
Velocidad de las articulaciones. Fracción de la máxima velocidad de las
articulaciones (0:1) a la que realizar el movimiento.
Ángulo absoluto o relativo. Valor booleano que siendo positivo indica si se
trata de un movimiento absoluto de las articulaciones (los ángulos introducidos
serán las posiciones angulares finales de cada una de las articulaciones), y
siendo negativo indica que se trata de giro relativo de las articulaciones con
respecto a su posición actual.
En este caso, el mensaje es de posición y no de velocidad, por lo que no es necesario
enviar un mensaje de parado para detener el movimiento del robot, ya que parará
el mismo cuando se alcance su objetivo [ROS, 2014b].
Hemos definido posiciones absolutas del robot a las que poder llevarlo en la situación
que se requiera para empezar las rutinas siguientes a partir de posiciones articulares
conocidas, siendo las más útiles la posición de home (Figura 2.1a), con todas las
articulaciones a 0, y la posición de trabajo (Figura 2.1b), con los brazos acomodados
con los nudillos mirando al suelo, ideal para la realización de las capturas de imágenes
de color y profundidad.
Así mismo, hemos programado un sistema de movimientos relativos modular que
permite la creación de secuencias de movimientos complejos a partir de movimientos
básicos (movimientos de una única articulación o de la base). A modo de ejemplo,
se muestran distintos momentos de la fase de exploración inicial del robot dentro de
una habitación en la Figura 2.2.
Como se puede apreciar en las imágenes de nuestro robot, se le ha acoplado una
cámara Asus Xtion Pro Live en su frente mediante un sistema de arneses y tornillos,
y se le ha colocado una mochila (Figura 2.3) en la que contiene una Raspberry Pi 3,
a la que se conecta la cámara, alimentada por una batería externa de 15000 mAh
de capacidad.
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(a) Posición home (b) Posición de trabajo
Figura 2.1: Posiciones absolutas definidas para Pepper
Figura 2.3: Muestra del contenido de la mochila de Pepper. Contiene una Rasp-
berry Pi 3 y una batería externa para alimentarla
La incorporación de esta cámara externa es debida al error generado por la cámara
3D interna del robot en la captura y posterior generación de las nubes de puntos.
En la Figura 2.4 se aprecia cómo la Xtion de Pepper genera las paredes en forma
de ondas, cosa que no hace la Xtion externa, aun tratándose del mismo modelo de
cámara. Este error de origen desconocido se ha constatado que no sólo ocurre en
nuestro robot, también sucede con el Pepper de la Universidad de Albacete y se
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figura 2.2: Pepper durante la fase de inspección inicial de una habitación
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(a) Xtion de Pepper (b) Xtion externa
(c) Xtion de Pepper (d) Xtion externa
Figura 2.4: Diferencias entre las capturas desde la Xtion de Pepper y la Xtion
externa
han encontrado quejas similares en Internet, y se ha contactado con el fabricante en
busca de posibles soluciones ante este grave problema que nos imposibilita realizar
un mapeado correcto de la escena.
Como solución provisional a este problema, se ha instalado ROS y el driver Open-
NI2 en una Raspberry Pi 3 corriendo bajo Raspbian con acceso a la red wifi del
laboratorio, para publicar las imágenes de profundidad y de color de la cámara
externa.
Debido a cuestiones de rendimiento, la generación de la nubes de puntos es realizada
desde el ordenador principal a partir de las imágenes de color y de profundidad
publicadas por la cámara y la información sobre su calibración, haciendo uso del
procesamiento incluido en OpenNI2. Todo el proceso de activación de la cámara
externa mediante ssh y el lanzamiento del generador de nubes de puntos se ha
podido incluir dentro de un launcher de ROS, de forma que es transparente para el
usuario final de las nubes de puntos.
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2.2. Mapeado del entorno
Para la generación de un mapa del entorno 3D hemos explorado dos alternativas:
utilizando únicamente la información que nos proporciona la odometría del robot
Pepper y utilizando únicamente técnicas de registro visual de visión por computador.
Finalmente, como hemos comentado en la sección 1.2.1, para conseguir los mejores
resultados utilizaremos el registro visual como refinamiento de las transformaciones
calculada por el primero.
2.2.1. Registro por odometría
Para la realización del registro de la escena utilizando la odometría, se recuperarán
las sucesivas transformaciones relativas desde el frame de odometría, que indica la
transformación y orientación experimentadas por la base del robot desde el inicio,
hasta llegar al frame de referencia de la cámara 3D, con lo que obtendremos en cada
instante la posición y orientación de la cámara con respecto al mundo.
La interfaz de ROS utiliza el Unified Robot Description Format (URDF), represen-
tación XML del modelo cinemático, dinámico y sensorial del robot, y los modelos
proporcionados por Aldebaran para publicar las transformaciones relativas entre
cada una de las articulaciones que componen Pepper.
Sobre el tópico /tf de ROS se publican las transformaciones relativas entre cada
uno de los frames de referencia definidos por el modelo del robot, siendo posible
visualizarlas en forma de grafo mediante el comando view_frames.
Figura 2.5: Muestra parcial del grafo de transformaciones de Pepper generado por
view_frames.
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(a) Base (b) Torso
(c) Neck (d) Head
Figura 2.6: Muestra de marcos de referencia de Pepper. Recuperada de [Aldebaran-
Robotics, 2014]
Para obtener la posición y orientación de la cámara en el mundo, nos interesa seguir
la siguiente sucesión de transformaciones relativas entre frames:
1. Odom ->Base_link. Transformación desde el marco de referencia de la
primera posición del punto del robot conocido como Torso, situado a -38.00 X
(mm) y 169.90 Z (mm) del origen del eje de giro Yaw de la cabeza, al marco de
referencia de la actual. Esta transformación es obtenida mediante la odometría
de la base.
2. Base_link ->Torso. Transformación entre el marco de referencia del punto
Torso del robot y el del centro de su torso real.
3. Torso ->Neck. Transformación entre el marco de referencia del torso del
robot y el de su cuello.
4. Neck ->Head. Transformación entre el marco de referencia del cuello del
robot y el de su cabeza.
5. Head ->CameraDepth_frame. Transformación entre el marco de referen-
cia de la cabeza del robot y el de su cámara de profundidad física.
6. CameraDepth_frame ->CameraDepth_optical_frame. Transforma-
ción entre el marco de referencia de la cámara de profundidad física y el usado
internamente para representar la información tridimensional captada por ella.
Para la generación del mapa 3D, al tener las transformaciones absolutas de las
nubes de puntos con respecto del mundo, se acumulan en el mapa aplicando la
transformación directamente sobre las mismas.
A continuación, en la Figura 2.7 se incluye una muestra del registro incremental
de nubes de puntos utilizando únicamente las transformaciones odométricas y entre
articulaciones del robot.
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(a) Captura inicial (b) Giro inicial de 90º a la derecha
(c) (d)
(e) (f)
Figura 2.7: Registro odométrico incremental de parte del laboratorio de Rovit
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2.2.2. Registro visual
Para la realización del registro de la escena utilizando técnicas visuales, hemos se-
guido el pipeline descrito en la sección 1.2.1.2 del registro de nubes de puntos por
pares haciendo uso de la librería PCL para el procesamiento de las nubes de puntos:
1. Adquisición de datos. La adquisición de las nubes de puntos es realizada
utilizando la cámara Xtion que dispone el robot Pepper mediante una subs-
cripción a través de ROS al tópico que realiza la publicación de las mismas.
Una vez capturadas, se realiza un downsampling, un muestreo que reduce la
densidad de puntos desde los 300000 puntos capturados a una cifra más mane-
jable computacionalmente. Además, se eliminan los puntos incorrectos (NaN)
y aquellos puntos cuya normal sea NaN.
2. Estimación de puntos característicos. Se han conseguido buenos resulta-
dos con dos algoritmos: Scale Invariant Feature Transform 3D (SIFT 3D) [Sco-
vanner et al., 2007] y con Uniform Sampling, una especie de downsampling
donde los puntos seleccionados son un subconjunto de la nube de entrada
obtenidos mediante un muestreo uniforme [Tombari, 2013].
3. Estimación de descriptores de características. Se han probado nume-
rosos descriptores locales, obteniendo los mejores resultados con Point Fea-
ture Histogram (PFH) y su versión optimizada Fast Point Feature Histogram
(FPFH), que parecen describir de manera más distinguible los puntos carac-
terísticos obtenidos en el paso anterior [Rusu et al., 2009].
4. Estimación de correspondencias. Según lo explicado en la sección 1.2.1.2,
se ha utilizado como medida de distancia la distancia euclídea entre los vectores
de características generados en el paso anterior para cada punto, de forma que
se ha buscado al vecino más cercano para cada uno de ellos. Para acelerar
las búsquedas, se ha utilizado la librería Fast Library for Approximate Nearest
Neighbors (FLANN) incorporada dentro de la PCL.
5. Rechazo de correspondencias. Para descartar los falsos emparejamientos,
para cada punto se han calculado los dos vecinos más cercanos y se han recha-
zado aquellas correspondencias cuya diferencia entre la distancia al primero
y al segundo vecino no sean lo suficientemente significativas (distancia1 >=
0,8 ∗ distancia2). Así mismo, se establece la condición adicional de que las
correspondencias deben ser biyectivas, es decir, el punto X debe tener como
vecino más cercano al punto Y y viceversa.
6. Estimación inicial de la transformación. Se utiliza RANSAC para de-
terminar la matriz de transformación que mejor explica las correspondencias
entre las dos nubes de puntos, al mismo tiempo que elimina aquellas que sean
inconsistentes con la misma.
7. Estimación final de la transformación. Se utiliza la transformación cal-
culada por RANSAC como entrada para ICP para refinar y obtener la trans-
formación final.
Finalmente, la transformación relativa entre las dos nubes se acumula a la transfor-
mación global calculada desde el comienzo del algoritmo para situar la última nube
de puntos en el marco de referencia global. En el algoritmo 1 se muestra una vista
global de los pasos realizados.
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Algoritmo 1 Registro de nubes de puntos por pares
Entrada: Conjunto de datos X.
Salida: Mapa 3D M .
1: Transformación total TT = I
2: Mapa 3D M = ∅
3: para i = 1 hasta t− 1 hacer
4: Extraer características Ci = {ci1, ci2, . . . , cim} de los datos xi
5: Extraer características Ci+1 = {ci+11 , ci+12 , . . . , ci+1m } de los datos xi+1
6: Extraer emparejamientos P = {p1, p2, . . . , pt} entre las características Ci y
Ci+1. Cada emparejamiento es un par de características de cada conjunto de
datos pj = {cia, ci+1b }
7: Obtener la mejor transformación Ti que explique los emparejamientos.
8: Obtener la transformación total TT = TT ∗ Ti.
9: Aplicar al conjunto de datos Ci+1 la transformación TT para colocarlos en el
sistema de coordenadas de C1. Acumular el conjunto de datos transformados
en M .
10: fin para
11: devolver M
Para comprobar el correcto funcionamiento del registro visual, se han utilizado nubes
de puntos extraídas de la simulación de una casa en gazebo (Figura 2.9) [Cazorla
et al., 2016] y se han aplicado las técnicas expuestas anteriormente. Los resultados
se muestran en la Figura 2.10, y se observa que son satisfactorios, con lo que la
implementación del registro visual funciona adecuadamente para ser incorporada en
nuestro sistema.
Figura 2.8: Visión general de la simulación de una casa. La casa de Annie. Recu-
perada de [Cazorla et al., 2016]
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k)
Figura 2.9: Capturas sucesivas de la casa de Annie
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(a)
(b)
(c)
Figura 2.10: Distintas vistas del resultado del registro de la casa de Annie
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2.3. Reconocimiento de objetos
En la tarea de reconocimiento de objetos, los sistemas basados en Deep Learning
son los que mejores resultados obtienen, con tasas de acierto superiores al 90%. Sin
embargo, tal y como se ha mencionado en la sección 1.2.2.3, el reconocimiento de
objetos en 3D supone todavía un gran desafío, sobre todo por las dificultades para
encontrar una manera óptima de representar la información para el aprendizaje.
Por ello, para resolver este apartado proponemos el reconocimiento de objetos en
imágenes de color en 2D, que se trasladarán al entorno 3D mediante la técnica que
se explicará en la sección 2.4.
Vamos a hacer uso del framework Caffe para el reconocimiento de objetos en una
imagen RGB, junto con el modelo preentrenado de GoogleNet descrito en [Szegedy
et al., 2015], que quedó en el top-5 del reto ILSVRC 2014, consistente en la clasifi-
cación de una imagen entre 1000 categorías de la base de imágenes ImageNet [Deng
et al., 2009]. En la Tabla 2.1 se encuentran otros modelos preentrenados para Caffe
con el mismo dataset.
La salida de este clasificador nos proporciona un descriptor que contiene las pro-
babilidades de que una determinada imagen sea descrita mediante cada una de las
etiquetas, siendo la suma total de estos valores "1".
En la Figura 2.11 se muestra un esquema de la arquitectura del modelo elegido,
basada en una gran pila de capas de convolución y pooling, acabando con una capa
softmax, que nos proporciona los valores de probabilidad para cada etiqueta.
Figura 2.11: Esquema de la arquitectura de GoogleNet. Recuperada de [Szegedy
et al., 2015]
Para comprobar la precisión de este clasificador, vamos a realizar una pequeña prue-
ba con una imagen de muestra, analizar los resultados y aplicar diversos enfoques
para mejorar el resultado de la clasificación. De esta forma, podremos utilizarlo en
nuestro sistema de reconocimiento de objetos en 3D teniendo una cierta seguridad
de que esta parte del mismo va a funcionar adecuadamente.
En la Tabla 2.2 podemos ver un ejemplo de ejecución del clasificador de Caffe so-
bre la imagen mostrada en la Figura 2.12 con las 10 etiquetas con los valores de
probabilidad más altos.
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Modelo Arquitectura
ImageNet-AlexNet AlexNet [Krizhevsky et al., 2012]
ImageNet-CaffeNet AlexNet
ImageNet-GoogLeNet GoogLeNet [Szegedy et al., 2015]
ImageNet-ResNet50 ResNet50 [He et al., 2016]
ImageNet-ResNet101 ResNet101
ImageNet-ResNet152 ResNet152
ImageNet-VGG VGG CNN-s [Chatfield et al., 2014]
ImageNet-VGG16 VGG16
ImageNet-VGG19 VGG19
Cuadro 2.1: Modelos CNN principales disponibles en Caffe para ImageNet.
Figura 2.12: Imagen de una parte del laboratorio Rovit para probar el clasificador
Etiqueta Probabilidad
Television 0.588
Screen 0.199
Monitor 0.055
Microwave 0.037
Desktop computer 0.036
Entertainment center 0.018
Home theater 0.018
Cash machine 0.013
Printer 0.007
Loudspeaker 0.004
Cuadro 2.2: Ejemplo de clasificación sin normalizar
Para mejorar la diferenciación de las etiquetas con los valores de probabilidad más
altos se propone realizar una normalización de sus valores consistente en quedarnos
con las N etiquetas con la mayor probabilidad, y actualizar sus valores de acuerdo
a la Ecuación 2.1.
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prob_normi =
probi
n∑
i=1
probi
(2.1)
De esta manera conseguimos realzar sensiblemente los valores de probabilidad de
las etiquetas con mayor puntuación, tal y como se muestra en la Tabla 2.3.
Etiqueta Probabilidad
Television 0.603
Screen 0.204
Monitor 0.056
Microwave 0.038
Desktop computer 0.037
Entertainment center 0.019
Home theater 0.018
Cash machine 0.013
Printer 0.007
Loudspeaker 0.004
Cuadro 2.3: Ejemplo de clasificación normalizada
Si analizamos detalladamente las etiquetas que forman parte de la salida del clasi-
ficador, observamos que existen casos en los que se han separado en varias clases
entidades muy similares y que incluso representen al mismo objeto material, por lo
que puede suponer un problema que las probabilidades se distribuyan entre estas
etiquetas cuando en la imagen aparece el mismo objeto al que hacen referencia. Por
ejemplo, este problema sucede en las etiquetas incluidas en la Tabla 2.4.
Como solución, se propone crear una lista de renombres que permita juntar las
probabilidades de estas etiquetas bajo una única entidad. En la Tabla 2.5 se puede
observar el resultado de la clasificación tras aplicar esta mejora.
Etiqueta original Etiqueta renombrada
Monitor Screen
Television Screen
Cuadro 2.4: Ejemplo de renombres para algunas etiquetas
Etiqueta Probabilidad
Screen 0.863
Microwave 0.038
Desktop computer 0.037
Entertainment center 0.019
Home theater 0.018
Cash machine 0.013
Printer 0.007
Loudspeaker 0.004
Cuadro 2.5: Ejemplo de clasificación con renombre
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Original Normalización Renombrado Parciales
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Figura 2.13: Gráfico comparativo entre clasificaciones con distintas técnicas
Debido al método de entrenamiento y los ejemplos utilizados para la realización
del modelo, el sistema tiende a valorar con una gran probabilidad al objeto de
mayor tamaño presente en el centro de la escena, tendiendo a ignorar la presencia
de otros cuyo reconocimiento puede resultar interesante. Por ello, se propone como
solución la realización de clasificaciones parciales ponderadas sobre partes de la
imagen, haciendo uso de ventanas de tamaño variable, y su posterior fusión en una
clasificación final.
En la Tabla 2.6 se puede observar el resultado de la clasificación tras aplicar esta
variante. En este caso, aumenta enormemente la probabilidad del microondas, que
es el segundo objeto principal que aparece en la escena junto con la pantalla.
Etiqueta Probabilidad
Screen 0.397
Microwave 0.309
Cash machine 0.110
Photocopier 0.046
Home theater 0.033
Printer 0.032
Desktop computer 0.030
Medicine cabinet 0.017
Safe 0.014
Window shade 0.013
Cuadro 2.6: Ejemplo de clasificación con imágenes parciales
Finalmente, en la Figura 2.13 vemos un gráfico comparativo con las probabilidades
obtenidas con cada técnica, con el que se comprueba que este método de reconoci-
miento de objetos es apto para ser introducido en nuestro sistema.
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2.4. Localización de los objetos
El algoritmo propuesto en esta sección está basado en el trabajo [Rodriguez et al.,
2016] y su revisión [Escalona et al., 2017] donde en la sección de trabajos futuros se
menciona la generalización de dicho algoritmo, que utiliza únicamente giros prefija-
dos sobre el eje vertical del robot para la generación del mapa 3D y la localización
de los objetos, para los 6 grados de libertad del robot.
En la sección 2.2 hemos visto las técnicas empleadas para la realización del registro
de la escena. Con las transformaciones calculadas, podemos saber en cada momento
la dirección del último movimiento realizado y la situación dentro de la entorno
3D de la imagen de color que estamos observando, puesto que está alineada con
la imagen de profundidad. Esta información nos será de vital importancia para la
realización del método.
Por otro lado, en la sección 2.3 se ha explicado la técnica de reconocimiento de
objetos en imágenes en 2D utilizando Caffe. La probabilidad obtenida para un de-
terminado objeto será alta mientras el objeto se encuentre presente en la imagen e
irá disminuyendo a medida que el mismo desaparezca.
A raíz de lo anterior, surge la idea de utilizar la probabilidad de cada etiqueta para
determinar la localización más probable de los objetos. Para ello, utilizaremos el
concepto de ciclo de histéresis, que en física consiste en la tendencia de un material
a conservar una de sus propiedades en ausencia del estímulo que la ha generado,
y estableceremos un par de umbrales de histéresis: un umbral de activación y un
umbral de desactivación. Se considerará un objeto como reconocido en el momento
que su valor de probabilidad supere su umbral de activación y seguirá considerándose
como presente en las imágenes sucesivas mientras que su valor de probabilidad no
sea inferior a la de su umbral de desactivación. El método para determinar el valor
de los umbrales consiste en la realización de un estudio empírico para cada objeto.
Etiqueta Umbral de activación Umbral de desactivación
Microwave 0.245 0.100
Screen 0.300 0.075
Candle 0.220 0.070
Cuadro 2.7: Ejemplo de valores de umbral de histéresis para algunas etiquetas
Utilizando el ciclo de histéresis, cuando se produzca la activación para un objeto
se acumularán las nubes de puntos transformadas correspondientes en las que el
objeto se considera que está presente. Una vez el valor de probabilidad del objeto
provoque su desactivación, se utilizará esa nube de puntos para eliminar aquellos
puntos que no contienen al objeto, que dependerán del movimiento de la cámara
durante la captura. Si este proceso de captura se realiza utilizando varias direcciones
de movimiento y desde distintas perspectivas, se conseguirá aislar completamente
al objeto. Para filtrar falsos picos de activación o desactivación puntuales, se puede
dejar un margen de seguridad que obligue a que dichos picos se repitan durante un
número determinado de capturas sucesivas.
Para la eliminación de la nube de puntos sobrante en la que no se encuentra el ob-
jeto, la librería PCL dispone de un filtro llamado Conditional Removal que permite
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eliminar aquellos puntos que no satisfacen las condiciones introducidas. Si se aplica
un Bounding Box sobre la nube de puntos, se obtiene un cubo que la delimita y
que permite obtener el punto mínimo y máximo de la misma. Sabiendo dichos pun-
tos límite, se pueden establecer las condiciones apropiadas para eliminar los puntos
contenidos en la nube.
A pesar de las mejoras en el reconocimiento de objetos explicadas en la sección 2.3,
resulta muy complicado que el momento en el que se deje de reconocer el objeto,
parte del mismo no se sitúe todavía en el borde de la imagen. Para intentar pa-
liar su eliminación parcial en la reconstrucción 3D, se propone reducir la zona de
corte según el flujo de movimiento de la cámara, que viene dado por las sucesivas
transformaciones de la etapa de registro de la escena. De esta manera, si la cámara
se está moviendo hacia una determinada dirección (supongamos en este caso que
se mueve hacia la derecha), el plano de corte de la nube de puntos a eliminar que
está en contacto con la nube de puntos del objeto real (en el caso que nos ocupa, el
plano vertical izquierdo) se desplazará una determinada distancia en la dirección del
movimiento (en este caso, hacia la derecha) proporcional a su velocidad de despla-
zamiento. En el Algoritmo 2 se explica el proceso realizado para ajustar los puntos
de corte.
Lo explicado anteriormente nos permite distinguir entre objetos de distintas clases.
Sin embargo, para distinguir entre instancias de la misma clase, es necesario realizar
unos pasos adicionales, cuando el valor de probabilidad de detección de una clase
supera su umbral máximo, para seleccionar el objeto concreto que esté siendo reco-
nocido. Para ello, se debe hacer uso de los Bounding Box - prismas - que enmarcan
las nubes de puntos de los objetos y de la captura actual, así como las distancias
entre los centroides. Este proceso está explicado en el Algoritmo 3.
En las Figuras 2.14, 2.15 y 2.16 se muestra el proceso de corte parcial de una nube
de puntos en una única dirección para el reconocimiento de un microondas. Las
imágenes han sido tomadas mediante una Kinect con una cámara en mano de una
persona, sin el uso de ningún tipo de punto de apoyo para el objetivo, por lo que el
registro deberá realizarse utilizando técnicas visuales debido a la ausencia de datos
odométricos sobre el movimiento de la cámara.
Por otro lado, en la Figura 2.17 se muestra la evolución de la tasa de probabilidad
de aparición del objeto a lo largo de los frames. Según los valores de la Tabla 2.7, el
umbral de activación para el microondas es 0.245 y el de desactivación es 0.100, por
lo que desde el principio comienza el proceso de detección, que culmina unos frames
más adelante una vez superado el margen de seguridad para evitar falsos positivos.
El proceso de desactivación del ciclo de histéresis comienza en el frame 12, con una
tasa de detección inferior al mínimo, que culmina en el recorte de la parte superior
de la escena una vez ha sido superado el margen de seguridad para evitar falsos
negativos.
Podemos ver que el proceso ha sido realizado con éxito, ya que el microondas ha
sido reconocido desde el comienzo y ha ido bajando su probabilidad de aparición a
medida que iba abandonado la imagen durante el movimiento de la cámara hacia
arriba. El corte realizado se corresponde con la parte superior de la escena, respe-
tando la totalidad del objeto gracias al ajuste realizado por el algoritmo explicado
anteriormente.
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Algoritmo 2 Determinar puntos de corte a realizar en la escena
Entrada: Tant: Matriz de transformación absoluta de la escena anterior en el tiem-
po. Tact: Matriz de transformación absoluta de la escena actual. N : Número de
frames que han pasado entre Tant y Tact C: Nube de puntos actual, registrada
con respecto al mundo. coef : Constante que determina la porción de la longitud
total en cada dimensión de la nube de puntos N para disminuir el corte.
Salida: Pmin: Extremo mínimo del prisma de corte. Pmax: Extremo máximo del
prisma de corte.
1: Obtener PCmin y PCmax, puntos mínimo y máximo de la nube de puntos C.
2: Obtener PCmedio, punto medio entre PCmin y PCmax.
3: Obtener Trel, transformación relativa en el marco de referencia global aplicada
a Tant para alcanzar Tact. Trel = Tactual ∗ T−1ant
4: Obtener transx, transy y transz, valores de translación para x,y,z de Trel divi-
didos entre N para obtener la velocidad de translación media.
5: Obtener rotr, rotp y roty, valores de rotación de roll, pitch y yaw de Trel divididos
entre N para obtener la velocidad de rotación media.
6: Construir Tvel, matriz de transformación que incluya las translaciones y rotacio-
nes calculadas en los pasos anteriores.
7: Obtener PVmedio aplicando la matriz de transformación Tvel sobre PCmedio.
8: Obtener scorex, scorey, scorez como la diferencia entre PVmedio y PCmedio en
cada una de sus coordenadas.
9: Obtener normx, normy, normz como las puntuaciones normalizadas fruto de
dividir el valor absoluto de cada una de ellas entre la suma del valor absoluto
de las tres.
10: Obtener longx, longy, longz como la distancia entre PCmax y PCmin.
11: Inicializar los puntos de corte Pmin = PCmin y Pmax = PCmax
12: si scorex > 0 entonces
13: Pmin.x = Pmin.x+
normx ∗ longx
coef
14: si no
15: Pmax.x = Pmax.x− normx ∗ longx
coef
16: fin si
17: si scorey > 0 entonces
18: Pmin.y = Pmin.y +
normx ∗ longy
coef
19: si no
20: Pmax.y = Pmax.y − normx ∗ longy
coef
21: fin si
22: si scorez > 0 entonces
23: Pmin.z = Pmin.z +
normx ∗ longz
coef
24: si no
25: Pmax.z = Pmax.z − normx ∗ longz
coef
26: fin si
27: devolver Pmin y Pmax
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Algoritmo 3 Algoritmo de selección entre objetos de la misma clase
Entrada: C: Última nube de puntos captada por la cámara. V : Vector de nubes de
puntos de los distintos objetos de la misma clase reconocidos hasta el momento.
Salida: index: Índice del objeto dentro del vector Vobj que se está detectando. En
caso de no encontrarse ninguno, la salida será -1 y se deberá crear un nuevo
objeto en el vector.
1: Inicialización de la salida: index = −1
2: Inicialización de la mínima distancia encontrada: minDist = maxV alue
3: Obtener PCmin y PCmax, puntos mínimo y máximo de la nube de puntos C.
4: Obtener PVvmin y PVvmax, vectores con los puntos mínimo y máximo de la nube
de puntos de cada elemento de V .
5: Obtener Cc, centroide de la nube de puntos de la escena.
6: para i = 1 hasta tam(V ) hacer
7: Obtener POimin y POimax, puntos mínimo y máximo de la nube de puntos
del elemento i elemento de V .
8: Comprobar si hay intersección en el eje X. Ix = max(PCmin.x, POmin.x) <=
min(PCmax.x, POmax.x)
9: Comprobar si hay intersección en el eje Y. Iy = max(PCmin.y, POmin.y) <=
min(PCmax.y, POmax.y)
10: Comprobar si hay intersección en el eje Z. Iz = max(PCmin.z, POmin.z) <=
min(PCmax.z, POmax.z)
11: si IxAND Iy AND Iz entonces
12: Calcular el centroide de la nube de puntos del objeto Co.
13: Calcular distancia euclídea dist entre Cc y Co.
14: si dist < minDist entonces
15: minDist = dist
16: index = i
17: fin si
18: fin si
19: fin para
20: devolver index
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(a) Frame 0 (b) Frame 3
(c) Frame 6 (d) Frame 9
(e) Frame 12 (f) Frame 15
Figura 2.14: Imágenes RGB de distintos momentos de la escena del reconocimien-
to del microondas capturadas con una cámara Kinect controlada por una persona
manualmente
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(a) Frame 0 (b) Frame 3
(c) Frame 6 (d) Frame 9
(e) Frame 12 (f) Frame 15
Figura 2.15: Registro incremental de distintos momentos de la escena del reconoci-
miento del microondas realizado únicamente utilizando la técnica de registro visual
explicada en capítulos anteriores
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(a) Frame 0 (b) Frame 3
(c) Frame 6 (d) Frame 9
(e) Frame 12 (f) Frame 15
Figura 2.16: Distintos momentos del reconocimiento del microondas, finalizando
en un corte horizontal de la parte de la escena superior sobrante
55
2. Metodología
0 2 4 6 8 10 12 14
0
0,1
0,2
0,3
0,4
0,5
0,6
0,7
0,8
0,9
1
Frame over time
Pr
ob
ab
ili
ty
microwave
Figura 2.17: Histórico de probabilidad para el microondas
En la Sección 3 ahondaremos en la experimentación de este método ofreciendo dis-
tintas escenas y objetos para demostrar su robustez y corrección.
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2.5. Resumen de la propuesta
Figura 2.18: Pipeline de la propuesta de reconocimiento y localización de objetos.
Recuperada de [Escalona et al., 2017]
En la sección 2.1 hemos abordado el control del robot Pepper de manera programá-
tica, lo que nos permite movernos por el entorno y dirigir la captura de imágenes de
las cámaras de una manera controlada y favorable a nuestros intereses.
A continuación, en la sección 2.2 hemos planteado dos técnicas alternativas, y a su
vez complementarias, para realizar el mapeado de un entorno 3D, que nos sirve como
punto de apoyo para la localización de los objetos en el espacio.
Seguidamente, en la sección 2.3 hemos explicado el método de reconocimiento de
objetos en imágenes de color utilizando Caffe. Gracias a esto, podemos dictaminar
la presencia o no de determinados objetos en el campo de visión del robot.
Finalmente, en la sección 2.4 se ha explicado la técnica de localización de obje-
tos propuesta, que aglutina los distintos procedimientos explicados en las secciones
anteriores para alcanzar su objetivo, combinando el etiquetado semántico en 2D
con el registro 3D de manera automática. A modo de síntesis, en la Figura 2.18 se
muestra un esquema de la metodología aplicada, que puede ser descrita mediante la
formulación algorítmica del Algoritmo 4.
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Algoritmo 4 Reconocimiento y localización de objetos 3D
Entrada: Th1, Th2: conjunto de umbrales de activación y desactivación de ciclo de
histéresis, uno para cada etiqueta. {PClabeli = ∅} conjunto de nubes de pun-
tos, una para cada etiqueta. {hystlabeli = false} conjunto de variables boo-
leanas, una para cada etiqueta, que representa la activación del ciclo de his-
téresis. {ideteclabeli = MAX_N_DET} conjunto de variables booleanas que
representa los intentos de detección restantes hasta activar el ciclo de histéresis.
{icutlabeli = MAX_N_CUT} conjunto de variables booleanas que representa
los intentos de corte restantes hasta desactivar el ciclo de histéresis.
1: repetir
2: Obtener PCj, nube de puntos 3D registrada y su imagen RGB asociada.
3: Obtener LabelSet = {(labelk, prob(labelk))}, conjunto de etiquetas con sus
probabilidades asociadas de la imagen RGB.
4: para cada etiqueta labelm en LabelSet hacer
5: si prob(labelm) > Th1 and !hystlabelm entonces
6: si ideteclabeli > 0 entonces
7: ideteclabeli = ideteclabeli − 1.
8: si no
9: Añadir la nube de puntos actual al mapa de la etiqueta correspondiente:
PClabelm+ = PCj.
10: hystlabelm = true.
11: ideteclabeli = MAX_N_DET .
12: fin si
13: si no, si prob(labelm) > Th2 entonces
14: si hystlabelm entonces
15: PClabelm+ = PCj.
16: si no
17: ideteclabeli = MAX_N_DET .
18: icutlabeli = MAX_N_CUT .
19: fin si
20: si no
21: si hystlabelm entonces
22: si icutlabeli > 0 entonces
23: icutlabeli = icutlabeli − 1.
24: si no
25: Obtener el Bounding Box corregido (BB) de PCj.
26: Eliminar los puntos de PClabelm dentro del BB.
27: hystlabelm = false.
28: icutlabeli = MAX_N_CUT .
29: fin si
30: si no
31: ideteclabeli = MAX_N_DET .
32: fin si
33: fin si
34: fin para
35: fin repetir
36: devolver PC
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Experimentación y resultados
3.1. Reconocimiento de objeto sobre captura a
mano alzada
Se trata de una prueba de concepto que amplía la realizada en la Sección 2.4. El
objetivo de esta prueba es comprobar el reconocimiento de un objeto con el movi-
miento de la cámara en distintas direcciones. Así mismo, como el experimento se
realiza con una cámara Kinect en mano de una persona, se comprueba a su vez el
funcionamiento de las técnicas de registro visual y de estimación del movimiento
para la corrección del corte de las nubes de puntos. De esta manera se prueba el
funcionamiento global del algoritmo independiente de su incorporación sobre una
plataforma robótica.
En la Figura 3.1 se observan las imágenes RGB tomadas durante distintos instantes
del experimento. Como se puede observar, se ha realizado un movimiento de la
cámara consistente en los siguientes pasos:
1. Centrado del objeto.
2. Desplazamiento y rotación hacia arriba hasta perder su visión.
3. Centrado del objeto.
4. Desplazamiento y rotación hacia abajo hasta perder su visión.
5. Centrado del objeto.
6. Desplazamiento y rotación hacia la izquierda hasta perder su visión.
Seguidamente, en la Figura 3.2 se muestra el registro incremental de la escena. Se
debe tener en cuenta que está hecho únicamente mediante técnicas de registro visual
y que los movimientos realizados por la cámara no eran uniformes en velocidad ni
dirección. Por ello, se observa un pequeño nivel de solape cuando la cámara vuelve
a enfocar a zonas conocidas, pero su resultado se puede considerar muy aceptable
debido a las dificultades antes expuestas.
A continuación, en la Figura 3.3 aparece el proceso de reconocimiento del micro-
ondas, en el que se observan claramente los procesos de corte realizados sobre el
mismo. No se consigue aislar totalmente al objeto puesto que aparecen pequeñas
imperfecciones y partes de otros elementos adyacentes, pero este hecho es fruto de
una política de corte poco agresiva puesto que el objetivo principal es no eliminar
información del objeto. Sin embargo, se observa cómo el microondas ha sido deli-
mitado en gran medida, y podría ser aislado completamente aplicando técnicas de
clustering una vez finalizado el proceso completo.
En la Figura 3.4 se muestra la evolución de la probabilidad de aparición del mi-
croondas en la escena. Se observa cómo aumenta la probabilidad del objeto cuando
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 72 (h) Frame 84 (i) Frame 96
(j) Frame 105
Figura 3.1: Imágenes RGB de distintos momentos del experimento
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 72 (h) Frame 84 (i) Frame 96
(j) Frame 105
Figura 3.2: Registro incremental de la escena del experimento
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 72 (h) Frame 84 (i) Frame 96
(j) Frame 105
Figura 3.3: Objeto reconocido en distintos momentos del experimento
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Figura 3.4: Histórico de probabilidad para el microondas en el experimento
se centra en la imagen, mientras que baja progresivamente a medida que va des-
apareciendo de la escena. Las tres grandes bajadas se corresponden con las tres
desactivaciones del ciclo de histéresis reflejados en los cortes realizados sobre la nu-
be de puntos del objeto.
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3.2. Reconocimiento de objeto sobre captura en
robot
Se trata de una prueba similar a la presentada en 3.1 que demuestra el funcionamien-
to del reconocimiento de objetos utilizando la odometría como sistema de registro.
Este experimento se ha capturado utilizando una Xtion encima de la cabeza del ro-
bot y registrándolo mediante el sistema de registro odométrico utilizando los valores
de movimiento del mismo, por lo que pueden producirse pequeñas imprecisiones de-
bido a leves desviaciones de la cámara fruto del movimiento continuado de la cabeza
del robot.
En la Figura 3.5 se observan las imágenes RGB tomadas durante distintos instantes
del experimento. Como se puede observar, se ha realizado un movimiento de la
cámara centrado en el microondas, consistente en los siguientes pasos:
1. Centrado del microondas.
2. Rotación hacia la izquierda hasta perder su visión.
3. Rotación hacia la derecha hasta centrado del objeto.
4. Rotación hacia la derecha hasta perder su visión.
5. Rotación hacia la izquierda hasta centrado del microondas.
6. Rotación hacia arriba hasta perder su visión.
7. Rotación hacia abajo hasta centrado del objeto.
8. Rotación hacia abajo hasta perder su visión.
Seguidamente, en la Figura 3.6 se muestra el registro incremental de la escena. Se
debe tener en cuenta que las capturas han sido realizadas sobre una cámara externa
amarrada sobre la cabeza del robot, por lo que las vibraciones del mismo al moverse
pueden provocarle pequeñas desviaciones, que pueden perjudicar enormemente el
registro utilizando el sistema de odometría del robot. Por ello, se observa unas
pequeñas imprecisiones en la zona del microondas, pero su resultado es bastante
bueno y mejora en gran medida al registro realizado utilizando técnicas visuales.
A continuación, en la Figura 3.7 aparece el proceso de reconocimiento del objeto, en
el que se observan los distintos momentos de corte experimentados por el objeto. Sin
duda, uno de los momentos críticos sucede en la primera fase de corte del objeto hacia
la izquierda. El sistema de reconocimiento de objetos deja de detectar el microondas
en una fase muy temprana, cuando todavía queda una parte considerable del mismo
en la imagen, por lo que el corte realizado acaba llevándose una parte ínfima del
objeto, a pesar de que las técnicas de corrección de corte han reducido en gran
medida esta pérdida. Como resultado final del algoritmo, se aprecia que aparecen
ciertas regiones aisladas en la nube de puntos que no han sido cortadas, siendo esta
circunstancia fruto de una política conservadora de márgenes de corte, que trata de
garantizar en la medida de lo posible que no se pierda ninguna parte del objeto real.
Estas imperfecciones no representan un verdadero problema, ya que los sucesivos
procesos de reconocimiento desde distintas perspectivas acabarían por eliminarlo
y, de ser necesario, sería posible aplicar filtrados que permitiesen aislar al objeto
principal.
En la Figura 3.8 se muestra la evolución de la probabilidad de aparición del mi-
croondas en la escena. De nuevo, se observan los picos de detección y las grandes
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 72 (h) Frame 84 (i) Frame 96
(j) Frame 108 (k) Frame 130 (l) Frame 142
Figura 3.5: Imágenes RGB de distintos momentos del experimento
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 72 (h) Frame 84 (i) Frame 96
(j) Frame 108 (k) Frame 130 (l) Frame 142
Figura 3.6: Registro incremental de la escena del experimento
66
3. Experimentación y resultados
(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 72 (h) Frame 84 (i) Frame 96
(j) Frame 108 (k) Frame 130 (l) Frame 142
Figura 3.7: Objetos reconocidos en distintos momentos del experimento
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Figura 3.8: Histórico de probabilidad para la clase microondas en el experimento
bajadas correspondientes a los 4 momentos de corte en los que el objeto no aparece
en la escena.
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3.3. Reconocimiento de múltiples instancias de ob-
jetos de una misma clase
Se trata de una prueba que demuestra el funcionamiento del Algoritmo 3 descrito en
la Sección 2.4. El objetivo de esta prueba es comprobar el reconocimiento separado de
distintas instancias de una misma clase de objeto. Este experimento se ha capturado
utilizando una Xtion encima de la cabeza del robot y registrándolo mediante el
sistema de registro odométrico utilizando los valores de movimiento del mismo, por
lo que pueden producirse pequeñas imprecisiones debido a leves desviaciones de la
cámara fruto del movimiento continuado de la cabeza del robot.
En la Figura 3.9 se observan las imágenes RGB tomadas durante distintos instantes
del experimento. Como se puede observar, se ha realizado un movimiento de la
cámara centrado en la primera pantalla, consistente en los siguientes pasos:
1. Centrado de la primera pantalla.
2. Rotación hacia la izquierda hasta perder su visión.
3. Rotación hacia la derecha hasta centrado de la primera pantalla.
4. Rotación hacia la derecha hasta perder su visión y comenzar a ver la segunda
pantalla.
5. Rotación hacia la izquierda hasta centrado de la primera pantalla.
6. Rotación hacia arriba hasta perder su visión.
7. Rotación hacia abajo hasta centrado de la primera pantalla.
8. Rotación hacia abajo hasta perder su visión.
Seguidamente, en la Figura 3.10 se muestra el registro incremental de la escena. Se
debe tener en cuenta que las capturas han sido realizadas sobre una cámara externa
amarrada sobre la cabeza del robot, por lo que las vibraciones del mismo al moverse
pueden provocarle pequeñas desviaciones, que pueden perjudicar enormemente el
registro utilizando el sistema de odometría del robot. Por ello, se observa unas
pequeñas imprecisiones en la zona de la pantalla, pero su resultado es bastante
bueno y mejora en gran medida al registro realizado utilizando técnicas visuales.
A continuación, en la Figura 3.11 aparece el proceso de reconocimiento de las pan-
tallas, en el que se observa el momento en el que se añade una nueva instancia de la
clase debido a una detección muy alejada de la pantalla conocida hasta el momento.
Tras reconocer a la segunda instancia, el movimiento de captura vuelve a enfocar a
la primera, y el sistema la identifica correctamente, realizando los cortes posteriores
sobre la pantalla correcta. Debido a la naturaleza de la captura, la primera pantalla
aparece mejor delimitada, ya que los movimientos de la cámara han sido realizados
tomando como referencia su posición y, por tanto, ha podido experimentar cortes
en 4 direcciones distintas. Por el contrario, la segunda pantalla ha sido vista en
momentos muy fugaces y solamente ha experimentado una fase de corte hacia su
izquierda, cuando el robot se dirigía a enfocar de nuevo a la primera.
En la Figura 3.12 se muestra la evolución de la probabilidad de aparición de pantallas
en la escena. Se observa que el sistema reconoce mejor a la primera pantalla -
nótense sus picos de probabilidad más altos con respecto al pico de detección central
correspondiente a la segunda - debido a que está situada en un entorno más aislado
de otros objetos, además de haber sido vista en el centro de la imagen en múltiples
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 67 (h) Frame 84 (i) Frame 96
(j) Frame 108 (k) Frame 132 (l) Frame 142
Figura 3.9: Imágenes RGB de distintos momentos del experimento
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 67 (h) Frame 84 (i) Frame 96
(j) Frame 108 (k) Frame 132 (l) Frame 142
Figura 3.10: Registro incremental de la escena del experimento
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(a) Frame 0 (b) Frame 12 (c) Frame 24
(d) Frame 36 (e) Frame 48 (f) Frame 60
(g) Frame 67 (h) Frame 84 (i) Frame 96
(j) Frame 108 (k) Frame 132 (l) Frame 142
Figura 3.11: Objetos reconocidos en distintos momentos del experimento
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Figura 3.12: Histórico de probabilidad para la clase pantalla en el experimento
ocasiones; en contraposición a las circunstancias en las que ha sido observada la otra
pantalla, únicamente desde el lado derecho de la captura.
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Conclusiones
En el capítulo anterior hemos realizado diversas pruebas para comprobar el funcio-
namiento de nuestro sistema, analizando los resultados obtenidos en cada uno de
ellos.
A la vista de los resultados, hemos podido constatar que el objetivo del proyecto ha
sido cumplido exitosamente.
Partiendo del sistema primitivo que realizaba giros preestablecidos sobre un único
eje, publicado en [Rodriguez et al., 2016] y revisado en [Escalona et al., 2017], se
ha conseguido ampliar y generalizar el mismo para permitir movimientos y giros
para 6 grados de libertad. Al no tener los movimientos establecidos y controlados
de antemano, se han implementado dos técnicas de registro distintas para calcular
las trasformaciones realizadas: registro visual y registro inercial.
Gracias a las restricciones superadas, se ha podido incorporar el sistema a bordo
de un robot móvil, para poder realizar la exploración de su entorno y reconocer los
objetos presentes en el mismo.
En cuanto a los problemas detectados, se ha observado que el principal talón de
Aquiles del sistema reside en la técnica de reconocimiento de objetos empleada. Se
trata de un reconocimiento de objetos en imágenes en 2D basada en Deep Learning
que experimenta ciertos problemas cuando en la escena aparecen varios objetos jun-
tos, no detectando correctamente alguno de ellos. Así mismo, al basarse únicamente
en información bidimensional, se trata de un reconocimiento basado únicamente en
la apariencia, lo que favorece las confusiones como la que podría suceder entre un
cuadro de un caballo y un caballo real. Además, el sistema de reconocimiento es
entrenado a partir de un número finito de vistas del objeto, lo que provoca erro-
res de detección cuando el mismo aparece visto desde perspectivas distintas a las
anteriores.
En la Sección 4.1, se propondrán ampliaciones futuras para el proyecto desarrollado,
enfocado sobre todo a solucionar los problemas anteriormente descritos.
4.1. Trabajos futuros
Uno de los aspectos a mejorar del presente trabajo es la etapa de reconocimiento
de objetos. Actualmente, se está realizando utilizando técnicas basadas en Deep
Learning a partir de imágenes en 2D, lo que conlleva problemas de reconocimiento
debido a las similitud de apariencia entre objetos que en realidad son diferentes y
distinguibles en su forma tridimensional.
El principal problema al que se enfrentan los sistemas de reconocimiento en 3D
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es el de encontrar una representación adecuada, efectiva y eficiente de los datos
tridimensionales para ser utilizados en el proceso de entrenamiento de las grandes
redes de Deep Learning
En el grupo de investigación Rovit se han explorado varias soluciones, como el tro-
ceado del objeto 3D en distintas vistas en 2D [Gomez-Donoso et al., 2017] o el
modelado mediante celdas de ocupación discretas [Garcia-Garcia et al., 2016], con
el que se han conseguido resultados prometedores, pero todavía alejados de las tasas
de reconocimiento de sus homólogos en 2D. Es por ello que resulta un campo de
investigación muy interesante y del que se podrían conseguir mejoras aplicables en
nuestro sistema.
Otro de los elementos del proyecto susceptibles de mejora es el mapeado de la escena.
El uso de mapas estáticos de la escena no permite representar fielmente la realidad
cambiante de un entorno doméstico, en el que los objetos cotidianos modifican cons-
tantemente su posición y en el que se pueden realizar reformas estructurales que
cambien drásticamente su disposición.
El estudio del mapeado que permita captar y adaptarse a los cambios constantes
que experimenta un entorno dinámico es un campo joven para explorar y aportar
ideas, en el que trabajos como [Biber and Duckett, 2005] han iniciado los primeros
pasos para comprender y afrontar este problema.
El objetivo final de estas mejoras consiste en integrar este proyecto junto al de otras
compañeros que trabajan en áreas paralelas para el desarrollo de un sistema robótico
que haga las funciones de un asistente personal, pudiendo explorar y analizar el
entorno para conocer la localización de los objetos y poder manipularlos en favor de
la persona que lo necesite.
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