In this paper, we analyze how to update incomplete Cholesky preconditioners to solve least squares problems using iterative methods when the set of linear relations is updated with some new information, a new variable is added or, contrarily, some information or variable is removed from the set. Our proposed method computes a low-rank update of the preconditioner using a bordering method which is inexpensive compared with the cost of computing a new preconditioner. Moreover, the numerical experiments presented show that this strategy gives, in many cases, a better preconditioner than other choices, including the computation of a new preconditioner from scratch or reusing an existing one.
Introduction
Iterative methods are used for solving large and sparse linear least squares (LS) problems because they often require much less storage than their direct counterparts. One of the most used iterative methods for LS problems is CGLS [5] . CGLS is equivalent to applying the conjugate gradient method (CG) to the normal equations. To improve the convergence of the iterative method, very often a preconditioner is needed. Among other choices like incomplete QR factorizations preconditioners, we will focus on incomplete Cholesky (IC) preconditioners. These preconditioners have been successfully employed in different applications (see [16, 17] ) and allow for the computation of robust preconditioners for full rank overdetermined least squares problems [3, 6] .
The problem of updating a preconditioner arise in some applications from statistics and optimization, where it is necessary to solve a sequence of modified least squares problems. An example can be found in [8] , where an efficient and stable method for adding and deleting equations to a regression model is required. In signal processing applications, near real-time solutions are required. Thus, methods that allow to modify LS problems with few operations and little storage requirements are needed (see [1] ). The same problem is present if some information is added to or deleted from the data set. On some occasions, it may be convenient to add or to remove some variables. Such situations are usually referred to as updating or downdating least squares problems. Chapter 3 of the reference text [5] is devoted to analyzing how to deal with these modifications when the least squares problem is solved by a direct method, including full and rank revealing QR decomposition, Cholesky factorization, and singular value decomposition. More recently, other algorithms to update Cholesky factorizations have been proposed (see [10] [11] [12] ). More efforts seem to be addressed to updating the QR factorization (see [2, 13, 14] ).
In this paper, we present a method to modify an existing incomplete factorization with low computational cost. We note that when some columns are removed from an overdetermined system, obtaining a preconditioner for the modified LS problem can be done without additional cost by taking a block from the existing one. A similar situation occurs when some columns are added to an overdetermined system, or when new relations are added to an underdetermined one. In both cases, the old preconditioner is the top left block of the new one. Thus, it is a preconditioner completion problem. The final result is equivalent to computing a new preconditioner from scratch. These trivial cases are not considered in this paper.
The cases in which we are interested correspond to LS modified problems whose normal equations have a coefficient matrix that does not change in size but their entries do. These problems can be formulated as a low-rank update of the original normal equations and we propose updating the preconditioner following the ideas presented in [7] . The goal is computing the update with smaller cost than obtaining a new preconditioner from scratch, but with comparable performance.
The paper is organized as follows. In Section 2, we describe the bordering technique used to update an existing preconditioner by using an equivalent augmented system. In Section 3, we consider adding or deleting equations to an overdetermined least squares problem. The opposite case, that is when the system is underdetermined, is analyzed in Section 4. We will see that there is a duality between both groups of problems. In Section 5, we present the results of the numerical experiments that show that the proposed strategy is effective.
Preconditioner update computation and application
Suppose that the least squares solution of the overdetermined linear system
where A is a large and sparse m × n matrix, m > n, has been computed using a preconditioned iterative method. We assume that A has full rank, n, that is, its columns are linearly independent. As it is well known, the LS solution is given by the vector x that minimizes b − Ax 2 , and can be obtained by solving the normal equations corresponding to (1) given by
We are interested in computing the least squares solution of a new linear system obtained after the original system has been modified by adding or removing k equations. As it is shown in the next section, the normal equations for the modified linear system can be written in these cases as
where B is a k × n matrix.
Observe that the solution of (3) can be obtained from the solution of the equivalent linear system
One has the following relations between the linear operators in (3) and (4),
and their inverses
The preconditioner update technique consists in computing an incomplete factorization for the augmented matrix in (4) that is used to approximate the inverse linear operator in (6) by direct preconditioning, i.e., solving the corresponding upper and lower triangular systems. Therefore, we avoid the computation of a new preconditioner for the updated matrix A T A ± B T B from scratch.
To be precise, let A T A ≈ R T R be an IC factorization of A T A, where R is an upper triangular matrix. Then, one gets a block LDL T (almost Cholesky) factorization of the augmented matrix in (5) given by
where R 12 = R −T B T is a n × k matrix and S = I ± R T 12 R 12 is a k × k matrix. To maintain sparsity in these factors some dropping strategy can be used when computing R 12 and an incomplete factorization of the Schur complement S ≈ R T S R S as well, but if k is small enough this block can be factorized exactly. Note that although the (approximate) inverse operator in the form of (6) is symmetric and positive definite (spd), it is not stored nor can it be applied in factorized form. Therefore, only left or right preconditioning can be used when applying the conjugate gradient method to the normal equations (or the mathematically equivalent CGLS method). The preconditioning step for a Krylov subspace iterative method typically consists of obtaining the preconditioned vector s = M −1 r where M −1 is the preconditioner and r is the residual. M −1 should be a good sparse approximation of the inverse of the coefficient matrix of the linear system (3). Thus, the preconditioning strategy proposed computes the preconditioned residual by applying Eq. 6 with an incomplete factorization of the augmented matrix. That is, the preconditioned residual s is given by
and it is computed from the solution of
The preconditioning is done in three steps as Algorithm 1 shows. Step 2 in Algorithm 1 represents the extra cost in the application of the preconditioner with respect to the case of non-updating an existing one. If R 12 and R S are kept sparse and the number of added or removed equations is small compared with the problem size, this overhead is small and can be amortized even for moderate reductions on the number of iterations (see [7] ).
Algorithm 1 Preconditioner update application

Updating preconditioners: overdetermined case
In this section, we consider the modification of the overdetermined linear system (1) adding and/or removing equations. We analyze and propose strategies to get a preconditioner for the new normal equations when adding or/and removing equations.
Adding equations to an overdetermined system
It may happen that some new relations among the unknowns are considered. If these relations are given as the system of k linear equations, Bx = c, then we have the m + k system of linear equations
If A has full rank, the new coefficient matrix A B has also full rank, and the corresponding normal equations are
That is, the new normal equations are the result of a low-rank update of the initial ones. If we put f = A T b + B T c, the preconditioner update technique proposed in Section 2 can be applied with the augmented linear system
Removing equations from an overdetermined system
This is just the opposite case. Suppose that instead of adding new information, some linear equations are removed from the initial linear system Ax = b. After a suitable row permutation, the new system can be written as
where A 1 ∈ R (m−k)×n , m − k > n and B ∈ R k×n , and it is assumed that rank A 1 B = n. Assume the information corresponding to the bottom block must be removed. The normal equations corresponding to (10) are
Observe that the row permutation is irrelevant when forming the normal equations. In fact if M is a matrix and P is a permutation matrix, (P M) T 
After deleting the bottom block, one gets the linear system
can be related to (11) by
This system is again the result of a rank k modification of the initial normal equations, and it has the same solution as component x in the solution of the augmented linear system
which allows for the application of the preconditioner update strategy described in Section 2, provided that A 1 has full rank. Otherwise, the singularity of A T 1 A 1 may produce poor preconditioners or even a breakdown during the computation of the preconditioner. Since the new coefficient matrix has less rows than the original one, it may happen that the remaining set of equations has rank less than n. In this case the square matrix A T A B T B I is singular. To prove it, let rank A 1 = r < n. Then, rank , which has rank k + r < k + n. Of course, computing a new preconditioner from scratch in this case can be difficult for the same reasons. This is illustrated with an example with the matrix ASH219 in the numerical experiments section, see Figs. 2, 3 and 4.
Adding and removing equations from an overdetermined system
Now suppose that both things occur simultaneously, that is, some equations are added and some others are deleted. To fix the notation, starting with the linear system Ax = b written as
one wants to solve the linear system obtained after removing the bottom equations Bx = b 2 , and then adding some new equations Cx = c, such that the new linear system is
The normal equations for systems (12) and (13) are
and
respectively. If we consider the augmented system ⎡
we obtain
Hence, y = Cx and z = −Bx and substituting in the first equation we obtain
Therefore, problem (15) is a low-rank update of the initial problem (14) and the proposed strategy can be used provided that 
Updating preconditioners: underdetermined case
Consider now the LS problem
where A ∈ R m×n , is a large and sparse full rank matrix with m < n. Problem (17) is solved using the second kind normal equations
Since y = A T (AA T ) −1 b, y belongs to the row subspace of A which is orthogonal to the Kernel of A. Thus, y is the solution of (17) .
As in the overdetermined case, it is assumed that an incomplete Cholesky factorization of the symmetric positive definite matrix AA T has been computed. Then, new unknowns are added to the linear system or some of them are deleted, or both. In the following, we will see that the preconditioner can be updated under the same conditions and with similar techniques as for the cases studied in Section 3.
Adding columns
Now, we consider the problem of adding unknowns to (17) , so that the new LS problem is min x 2 subject to A B x = b.
(19) The normal equations of the second kind in this case are
that corresponds to a low-rank update similar to the one described in Section 3.1 since the augmented linear system
provides the solution for (20). Therefore, the updating strategy proposed in Section 2 can be applied.
Removing columns
Assume that the linear system Ax = b is splitted as
where B represents the block of columns to be removed. The corresponding normal equations of the second kind are
To solve the new normal equations
This is similar to the situation in Section 3.2. Then, the proposed strategy to update the preconditioner can be applied.
Adding and removing columns
The last problem that we study in this section corresponds to the case of removing the last set of columns in the underdetermined linear system Ax = b given by
and adding a new block C to get a new underdetermined problem given by
The normal equations of the second kind for (22) are
that can be written as
The solution of these equations, z, can be obtained from the solution of the augmented system ⎡ ⎣ Observe that the coefficient matrix of this system is similar to the one in (16) . Then, the same comments and strategies used in Section 3.3 apply to this case.
AA T B C B T I 0
C T 0 −I ⎤ ⎦ ⎡ ⎣ z v w ⎤ ⎦ = ⎡ ⎣ b 0 0 ⎤ ⎦ .
Numerical experiments
In this section, we study the numerical performance of the preconditioner update method proposed. We present results obtained with matrices arising in different areas of scientific computing. The performance of the method is compared with other preconditioning strategies. The first one is reusing the initial preconditioner computed for the normal equations of the unmodified matrix. The second strategy corresponds to the computation of a new almost Cholesky preconditioner for the updated matrix from scratch. In addition, non-preconditioned iterations are also reported.
We present results for the modifications described in Sections 3 and 4 that correspond to adding and removing equations or columns.
The tested matrices are shown in Table 1 . All the matrices can be downloaded from the University of Florida Sparse Matrix Collection [9] . For each matrix, we provide its number of rows and columns, the number of its nonzero entries, nnz, and the application field. The matrices with more rows than columns were used to obtain the numerical results corresponding to the overdetermined case, while the rest, mainly matrices arising from linear programming problems, were used for the undetermined one.
The preconditioned CGLS [5] or CGNR [17] for the over determined problems, and the preconditioned (CGNE [17] ) were used for a relative initial residual norm, A T Ar/A T Ab 2 , decrease of 10 −8 , allowing a maximum number of 3000 iterations. The right-hand side vector was computed as a random vector. The initial approximation to the solution x was the vector of all zeros. The experiments were done with MATLAB version 2016a running on an Intel 5 CPU with 8 Gb of RAM in a Windows operating system. We used MATLAB's function ilu() to compute the incomplete factorizations since, for some matrices, the computation of a Cholesky factorization with the MATLAB's function ichol() stopped with a breakdown. Moreover, we found that permuting the coefficient matrix to block triangular form before computing the normal equations improved the quality of the preconditioner. Thus, all the matrices were permuted using the MATLAB's function dmperm() that obtains the Dulmage-Mendelsohn decomposition [15] . Symmetric diagonal scaling was applied to the matrices. The dropping parameter for managing the fill-in of the preconditioners was set to 0.1 except for the matrices DELTAX and MESH DEFORM for which a value of 0.01 was used. We avoided fine tuning of the drop tolerance and with these values we computed very sparse preconditioners. Tables 2 and 3 report the results for the cases of adding and removing equations or columns, depending of the problem. In these tables, k represents the rank of the update, i.e., the number of equations added or removed. This parameter is given in absolute number and also in percentage compared with the largest dimension of the matrix. We tested several values, but in the Tables we only report three results for each matrix that correspond to small, medium and large modifications up to a maximum of five percent. The relative density of the preconditioner with respect to the updated matrix is indicated in the column ρ. For simplicity, the minimum and maximum density values observed for the preconditioners considered are shown. Normally, the minimum value corresponds to the non-updated preconditioner while the maximum was achieved for either, the recomputed or the updated preconditioner. The number of iterations and CPU solution time, measured in seconds, are indicated with Its. and Time, respectively. We recall that the application of the updated and the recomputed preconditioners have, with respect to the two other strategies, an extra cost due to the computation of the preconditioner update or the computation of the full preconditioner from scratch, respectively. Therefore, in the tables, the value time reports the total CPU time corresponding to the preconditioner computation and the iterative solution spent by these two strategies. As recommended in MATLAB's documentation, CPU times reported are the mean value of ten successive runs of the experiment performed after three initial runs that were discarded. The maximum standard deviation observed relative to the mean value was 3%, and frequently less than 1%.
We start analyzing the results for the case of adding equations or columns that are shown in Table 2 . The equations added were obtained by selecting at random k rows of the original matrix, and ordering in reverse order their column entries to avoid duplicated rows. In the case of adding columns, the modification was obtained similarly but with the columns of the matrix. The preconditioner density is very small for most of the preconditioners and always below one. It is important to note that in our algorithm, to compute an update with moderate fill-in, element dropping was applied k is the rank of the update in absolute number and percentage, ρ is the density range for all the preconditioners. Asterisk indicates total CPU time corresponding to the preconditioner computation and the iterative solution. A dagger means that the iterative method was unable to converge in three different steps. First, a sparsification of the new block of rows (equations) added to the matrix was done before computing the block column R 12 in Eq. 7. Then, the computation of the block R 12 itself was done incompletely by dropping small entries. Finally, an incomplete factorization was computed for the Schur-complement block S (see Eq. 7). The respective tolerances were 1.0, 1.0, and 0.1 for all the matrices. Although for small values of k exact factorization of the Shur complement S could be done, we avoided fine tuning and performed incomplete factorization with the same drop tolerance used for the normal equations. We note that, with this aggressive dropping the total solution time was reduced, because the application of the preconditioner is cheaper, and also in some cases the number of iterations needed to converge was reduced. We recall that adding fill-in is not directly correlated with fewer number of iterations and, actually an increment is possible as is reported for instance in [6] for incomplete Cholesky factorizations for LS problems (see also [4] ). From the number of iterations, we see that the updated preconditioner performed better than the non-updated one, and similar to the case of recomputing the preconditioner. Taking into account the overall time, our strategy performed similarly to the best of the other strategies in most of the cases, and it was the best in several cases. For example, Fig. 1 shows the evolution of the number of iterations when the number of added rows increases, for the matrix PHOTOGRAMMETRY2. In this case, the proposed strategy performed better than the others with almost constant number of iterations.
Analyzing the results in Table 3 , we observe that, if instead of adding equations (columns) the modification consists of removing a block of them, the situation changes in favor of the proposed algorithm. In this case, when the number of equations removed increases, sometimes the preconditioner can not be computed or it is very poor. Therefore, the application of the recomputed preconditioner can even lead to a divergence of the iterative solution method. Recall that, after removing equations, it is not warranted that the new matrix keeps its full rank. This can explain the big increment in the number of iterations needed to converge, and even the failure to converge in some cases. Under these conditions, the proposed updating strategy performed nicely, and surprisingly it kept an almost constant performance independently of the number of equations or columns removed.
To illustrate the comments above, we did an experiment with the matrix ASH219, also from the University of Florida Sparse Matrix Collection [9] . Its size is 219 × 85 and has full rank. Figure 2 illustrates the condition numbers of the normal equations, of the bordered matrix and the Schur complement block S, when successive rows are deleted from the end of the matrix. We observe that when a small number of rows are deleted all condition numbers remain low and have the same order up to some point where all them increase similarly. But eventually as more rows are deleted, the condition number of the normal equations rises quickly while the other condition numbers remain almost constant. Figure 3 shows the decay evolution of the smallest singular values of the matrix when rows are deleted. It is observed that the increment of the condition number is acompanied by a progressive increment of the number of singular values that are clustered closer and closer to zero, while the decay in the singular values for the augmented system is less pronounced as Fig. 4 shows. This may explain the convergence's degradation of the iterative method and why the updating technique gives better results than recomputing the preconditioner from scratch for some problems. We note than as more rows (columns) are removed the matrix may loose its full rank, we observed this situation for example in the case of the matrix FXM3 16. CGLS then converges to the pseudo-inverse solution if the initial approximation x 0 is in the range of A T , as in our choice of x 0 as the vector of all zeros [5, p. 291] . In practice, this convergence can be very slow, or even can stagnate. Also it may be very difficult to compute the preconditioner due to breakdowns, as happen in some cases when recomputing it from scratch. Using our strategy, the preconditioner was computed successfully in all cases and preconditioned CGLS converged quite fast.
Although for some matrices, for example TESTBIG and LP OSA 30, the results are comparable in terms of time, we recall that the reduction of the number of iterations spent by the iterative method may have a bigger impact in the overall solution time when increasing the problem size, as the matrix SLS shows, see Overall, we can conclude that the proposed algorithm is competitive and robust since it was able to successfully solve all the problems. The number of iterations and time spent was the best, or close to it, for the majority of cases. Another conclusion is that, in general, it is better to apply the update or recompute a new preconditioner from scratch instead of reusing the original one. In any case, these three strategies are better than non-preconditioned iterations. Computing a new preconditioner from scratch may have two drawbacks. The first one is an increment on the set-up time that usually only pays off in the case of adding equations when the size of the update is quite large. The second one is that when removing equations, the preconditioner computation may become unstable probably due to an increment of the condition number of the coefficient matrix of the normal equations.
Conclusions and future work
The main conclusion of this work is that adding equations, or removing them or both, as well as adding or removing or simply changing some variables is feasible when solving least squares problems with preconditioned iterative methods, provided that the resulting coefficient matrix has full rank.
In the most difficult cases, that is, when the coefficient matrix of the normal equations are modified by a low-rank matrix, we have introduced a technique, based on bordering, that allows to update the preconditioner in an inexpensive way. This technique has moderate memory and computational requirements, as demanded in [1] . Moreover, it is effective and robust as our numerical experiments show.
In the future, we plan to combine the proposed strategy with other regularization techniques to compute the least squares solution of rank deficient linear systems.
