We present a microscopic, first-principles calculation of the second-harmonic spectra of clean and Hydrogenated Si͑100͒ surfaces. The differences between theoretical spectra obtained for different reconstructions, namely the 2ϫ1 and the c(4ϫ2) ones, are dramatically enhanced with respect to those obtained in linear optical response. The calculated spectral features are analyzed in detail, studying their relations with those of bulk and surface linear optical spectra. The inclusion of quasiparticle effects within the scissors operator approximation yields theoretical spectra in good agreement with the experiments.
I. INTRODUCTION
As experimental nonlinear optical techniques become more widely used in surface physics studies, more refined and precise methods of theoretical calculation are needed to render this kind of spectroscopies physically sound. In particular, second-harmonic generation ͑SHG͒ at centrosymmetric-semiconductor surfaces has been used with great success to investigate experimentally a wide range of surface related phenomena.
1- 4 The surface sensitivity stems from the fact that, within the dipole approximation, SHG is forbidden inside the bulk of centrosymmetric crystals. However, at the surface, where inversion symmetry is broken, dipolar SHG is allowed. On the theoretical side, some of us recently reported a successful calculation of SHG from clean and H-covered Si͑100͒ surfaces. 5 The calculation of the nonlinear surface susceptibility tensor J was carried out according to the semiempirical tight-binding ͑SETB͒ method, where the equilibrium atomic positions for the different surfaces were obtained through the density-functional theory within the local-density approximation ͑DFT-LDA͒. Atomic positions calculated in this way are usually accurate within less than a tenth of an Angstrom. This scheme has been frequently and successfully employed to study also the linear optical properties of semiconductor surfaces. 6, 7 However, its semiempirical character, the lack of self-consistency, the limited basis set, and other approximations usually employed make it not completely satisfactory. For this reason, ab initio approaches, where the electronic structure is consistently calculated within DFT-LDA, or including self-energy effects according to Green'sfunction theory ͑where the resulting energy levels are accurate within 0.1 eV͒, or even including the electron-hole interaction, have been recently applied to study the linear optical properties of semiconductor surfaces. [8] [9] [10] While qualitative agreement is generally obtained with SETB results, important discrepancies occur in some cases, for instance in the reflectance anisotropy of Si͑100͒. 8 In this paper we apply the ab initio approach, used in the case of linear optical properties, to calculate the SHG at semiconductor surfaces. We use Si͑100͒ as a test case. The purpose of the paper is to assess: ͑i͒ the effect of quasiparticle ͑QP͒ corrections on SHG spectra; and ͑ii͒ their sensitivity to the atomic structure of the surface.
Ab initio calculations have been recently carried out by Gavrilenko et al. 11 for the clean 2ϫ1, H-covered monohydride, and Ge-covered Si͑100͒ surfaces, and by Lim et al. 12 for the boron-covered surface, without including QP corrections. Here, we consider the most stable c(4ϫ2) reconstruction of the clean surface, and a number of different H-covered phases. We find nontrivial QP effects and important differences between the spectra calculated for the c(4 ϫ2) and 2ϫ1 reconstructions, the former being in better agreement with experimental data.
The paper is organized as follows. In Sec. II we give the basic formulas needed to calculate the SHG radiated efficiency. In Sec. III we present and discuss the results and in Sec. IV we give the conclusion.
II. THEORY
We calculate the reflected SHG efficiency R through the second-order surface susceptibility tensor J. For an isotropic surface, such as the double-domain Si͑100͒ surface considered here, the p-polarized SH output is given by
where iϭs or p indicates the polarization of the incoming photon of frequency . Here,
and r ps ϭ Ќʈ ʈ . The s-polarized SH is identically zero due to symmetry considerations. In the equations above, is the angle of incidence, c the speed of light, e the electron charge, n 0 the electron density of the system, T i the transmission Fresnel factor for the i polarization, and
to R pp . These expressions are strictly valid within the dipole approximation. Nevertheless, even if quadrupolar corrections are considered, the isotropic and anisotropic bulk quadrupole terms in R, 13 have been shown to yield negligible contributions as compared to the surface dipole terms. [14] [15] [16] The key ingredient of the calculation is J for the doubledomain surface considered here. Following Ref. 17 , we briefly sketch the procedure taken to calculate it. We model the semi-infinite crystal by a slab of N atomic planes. The imaginary part of the single-domain second-order surface susceptibility X J is given by 
͑3͒
where P s,n i (k ជ ) is the matrix element of the i-Cartesian component of the momentum operator ( P ជ ) between states s and n, which may be valence (V), or conduction ͑C͒ states at point k ជ in the two-dimensional Brillouin zone, A is the sample area, E nr ϭE n (k ជ )ϪE r (k ជ ), E n (k ជ ) being the oneelectron energy. We remark that the above expressions must be symmetrized in the last two indices ( jk) in order to comply with the intrinsic permutation symmetry of X J , and employ the Kramers-Kronig transform to calculate the real part of X J . Then, the components of J for the double-domain ͑100͒ surface are obtained through
Ќʈʈ ϭ͑X zxx ϩX zyy ͒/2, ͑4b͒
where X i jk ϭX ik j are calculated for each of the two singledomain lattices. Notice that X zxx I ϭX zyy II , and X xxz I ϭX yyz II , for domain I and domain II.
In the calculation of X i jk , the fundamental electric field oscillating at that induces the nonlinear response, is taken inside the surface. In particular, these fields are simply given by the external fields properly multiplied by the corresponding Fresnel factors. 17 A more detailed description of the fields, which incorporates the spatial variation of the dielectric function near the surface within the three-layer model, 17 shows no change in the SHG peaks positions, and only a slight difference in their intensity. However, the full treatment of the surface screening is still lacking, and further improvement of the present formulation can be made along this point. This screening will presumably affect more the zzz component of X J than any other component, however, it is not at all trivial to anticipate what the actual effect will be, and thus, we explain the results within our approximation. Also, excitonic and local-field effects have been included so far only in the case of simple surfaces, as Si(111)2ϫ1. 10 This surface is simple in the sense that its optical properties in the lowest-energy range ͑below 1 eV͒ can be calculated by considering only one filled and one empty surface band, in a limited k-space region where they have a small dispersion. This of course greatly reduces the number of electron-hole states used to build up the excitons and makes the excitonic calculation feasible. This is not the case of Si͑100͒, where a lot of bulk states must be considered, for energetic reasons, together with surface states. Therefore, at the present stage of the available calculations for optical properties of semiconducting surfaces, like the one presented here, local-field and excitonic effects are still beyond current capabilities for Si(100)2ϫ1 and c(4ϫ2) and are thus neglected throughout.
The fact that we use a repeated slab in order to model the semi-infinite crystal brings about the complication that such a system is intrinsically centrosymmetric. Therefore, in order to describe the emission of SH light, we introduce the modified momentum operator P ជ ϭ͓S(z) P ជ ϩ P ជ S(z)͔/2, where P ជ ϭϪiបٌ ជ is the usual momentum operator, and S(z) is a function of z, being 1 at the front surface and 0 at the back surface. This function allows us to avoid the spurious destructive interference of SH light generated at the two surfaces of the slab. However, the calculation of the P ជ matrix elements is computationally heavier than that of P ជ matrix elements in a plane-wave basis, since P ជ is diagonal therein, while P ជ is not. To overcome this problem, the matrix elements of P ជ , required in Eq. ͑3͒, are calculated according to
where the completeness relation for the states of the slab has been used. Expanding the wave functions as nk
•r ជ ͔ ͑where all plane waves up to a cutoff of 15 Rydberg are included͒, it is straightforward to obtain that
Here, G ជ ϭG ជ ʈ ϩgẑ , are the vectors of the reciprocal lattice, and d is the slab periodicity. For S(z) we have used a step function centered at the middle of the slab. Using smoother functions yields the same SHG line shape with only small changes in the absolute magnitude of R.
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The ab initio DFT-LDA calculation of the optical properties of solids, produces gaps that are smaller than the experimental ones by about 0.5-1 eV in semiconductors, leading to redshifted spectra. 18 In principle, one should go into a manybody formalism to improve beyond DFT-LDA. 10, [19] [20] [21] [22] In practice one has to consider an effective single-QP Hamiltonian, where self-energy effects are described according to Hedin's GW approximation 23 and the electron-hole interaction is neglected. The effect of the QP corrections on the linear optical spectra of semiconductors can be calculated by assuming nearly identical DFT-LDA and QP wave functions, and by following the next two steps due to Del Sole and Girlanda:
24 first, the LDA energies E n (k ជ ) are shifted by ⌬ n (k ជ ), and second, the momentum matrix elements P ជ mn are renormalized according to
We use the scissors-operator approximation, used in Ref. 25 , for the calculation of the linear optical response ͑bulk͒ of Si and Ge, in which the conduction bands are rigidly upward shifted by a constant ⌬ n (k ជ )ϭ⌬ with respect to the valence bands. In Eq. ͑3͒ we replace E n (k ជ )→E n (k ជ )ϩ⌬ if n is a conduction ͑C͒ state, and replace the C-valence(V) matrix elements of P ជ , by
This renormalization stems from the nonlocal character of the self-energy. If the scissors-operator approximation is used naively, that is without renormalizing the optical matrix elements according to Eq. ͑9͒, spectral intensities and dielectric constants are underestimated by about 30 percent in Si. 25 This procedure has been recently applied also to the calculation of bulk SHG spectra in III-IV compounds. 26 At present, the QP calculation outlined above is the best that can be done for this surface, which, on the other hand, has become prototypical for SHG experiment and theory. We mention, though, that excitonic and local-field effects, along with the surface screening, might be crucial for a quantitative comparison between theory and experiment.
III. RESULTS
Energy minimization reveals that the most favorable structure for the clean Si͑100͒ surface corresponds to a c(4 ϫ2) reconstruction, where the Si-Si dimers alternate in buckling from one neighbor to another in the surface plane. 27 Although reflection high-energy electron diffraction ͑RHEED͒ shows a 2ϫ1 unit cell at room temperature, the local structure is expected to be c(4ϫ2). 27 In Fig. 1 we show the p-in p-out SHG efficiency, R pp , of the c(4ϫ2) reconstructed clean Si͑100͒ surface, where the broadening for the Kramers-Kronig transform is set to 25 meV. We report both the ⌬ϭ0 result ͑i.e., the bare LDA͒, and the ⌬ ϭ0.5 eV result ͑i.e., including QP corrections within the scissors-operator approximation͒. 28 We notice that QP corrections not only shift the resonances to higher energies, but also substantially redistribute their weights, as a consequence of the different shifts of 1 and 2 resonances in Eq. ͑3͒. For the spectrum with ⌬ϭ0.5 eV, the E 1 peak is clearly seen at 3.2 eV, E 2 is seen just above 4.5 eV, and the E 1 Ј bulk transition is present at 5.3 eV. We also notice several peaks below E 1 , which come from transitions involving danglingbondlike surface states. 5 An important observation from the spectra is that several bulk interband transitions known from linear optics, such as E 1 Ј , are present and, in contrast with the linear case, show a comparable magnitude with respect to E 1 and E 2 .
We have carefully checked the convergence of the calculation with respect to the number of k points used to calculate the susceptibility, to the number of layers in the slab, and to the thickness of the vacuum layer between the slabs, using the 2ϫ1 reconstruction as the test case. We found that good convergence is achieved using 256 k points in the irreducible rectangle of the surface Brillouin zone ͑SBZ͒, and four empty atomic layers between the slabs. In Fig. 2 we show R pp for a 2ϫ1 reconstructed clean Si͑100͒ surface, with ⌬ ϭ0.5 eV for various slab thicknesses, where the broadening for the Kramers-Kronig transform is set to 50 meV. We see that the curves for 16 and 20 layers are similar to each other, although markedly different from that with 12 layers. Hence, we assume that 16 layers are enough to ensure good convergence, and use the same thickness for all the reconstructions studied here. In the case of c(4ϫ2), we checked that 32 or 64 special k points in the irreducible SBZ yield similar results. The converged spectra for the 2ϫ1 reconstruction, shown in Fig. 2 layers spectrum has peaks or shoulders at 1.5, 1.9, 2.4, and 2.6 eV, that are due to 2 surface-state resonances, appearing also in the reflectance anisotropy ͑RAS͒ and/or surface differential reflectivity ͑SDR͒ spectra of Ref. 8 at nearby frequencies. 1 resonances corresponding to the second, third, and fourth structure mentioned above appear at about 3.8, 4.8, and 5.2 eV ͑of course, a 1 resonance occurs at a frequency that is twice that of the corresponding 2 resonance͒; the latter two merge with the 2 resonance corresponding to E 2 , around 4.6 eV, and that corresponding to E 1 Ј around 5 eV. The strong peak at 3.3 eV is the 2 resonance corresponding to E 1 . Our converged spectra for 16 and 20 layers are similar to that of Gavrilenko et al., 11 in the energy range where they show experimental data ͑around 3.3 eV͒, although there is a slab of only 12 layers and a different theoretical framework was used, suggesting that subtle error cancellations may occur in SH calculations.
The comparison with experiment is qualitatively good for the QP-corrected SHG spectrum obtained for the c(4ϫ2) reconstruction. As it is shown in Fig. 3 , the low-temperature experimental spectrum has, besides the E 1 peak at 3.4 eV, a peak at 3.0 eV, 4 which is reproduced by the calculation and mainly explained in terms of a 1-resonant transition across surface states. 32 We notice that the calculated spectrum is redshifted with respect to the experiment by about 0.2 eV. For comparison, the spectrum for the 2ϫ1 surface is also shown with a much weaker intensity ͑multiplied by seven in order to be seen in the plot͒. The finer detail of this spectrum as compared with that of Fig. 2 is due to the smaller broadening of 25 meV used in Fig. 3 . Although this spectrum has a different line shape as that of the c(4ϫ2), as we mention before, it also has the E 1 peak at 3.2 eV, and the surfacerelated peak at 2.8 eV, which is 0.1 eV below the corresponding peak of the c(4ϫ2). As seen from Fig. 3 , the ratio of the intensity of the surface peak and E 1 peak, and the energy separation is in better agreement with that of the experiment for the c(4ϫ2) than for the 2ϫ1 surface reconstruction. We also notice that both surfaces present a small peak in between the last two peaks that is not resolved in the experiment. We have also plotted some newly obtained SHG data around 2 eV, 29 where we see that there is also a nice agreement with the theoretical spectrum of the c(4ϫ2) or the 2ϫ1 surface. We mention that neither experiment gave absolute values for R, but the low-frequency data showed less counts than the E 1 SHG data. 29 In this figure we also show ͑bottom panel͒ the spectra for the c(4ϫ2) surface as obtained within the SETB formalism described in Ref. 5 , with the same set of coordinates as in this reference, and the set of coordinates calculated in Ref. 8 and used here. The two SETB spectra are rather similar to each other. The comparison with the ab initio spectrum above 2 eV is satisfactory, although important differences are present below this energy. They are related to the wrong sign predicted by SETB in the linear optical technique of reflectance anisotropy in this energy range. 8 As we mentioned before, within the dipole approximation the s-polarized SH output is identically zero due to symmetry. However, the p-polarized SH is also possible for an s-polarized beam. Indeed, as given above, r ps ϭ Ќʈ ʈ , thus, R ps only samples one component of J. Although, no experimental spectrum has been reported for this combination of polarization on Si͑100͒, we show in Fig. 4 R ps for the c(4 ϫ2) and 2ϫ1 surface reconstructions. We notice that both spectra show well-defined E 1 peak ͑around 3.3 eV͒ and surface peaks, and the the bulk peaks are also present, although not as well defined as for the R pp case. Also, the intensity of the 2ϫ1 is much smaller than for that of the c(4ϫ2) case, especially below 2.5 eV. Finally, we mention that the overall intensity of R ps is at least an order of magnitude smaller than that of R pp , a fact that might explain the lack of measurements for this much weaker SH signal.
To complete this paper, in Fig. 5 we show R pp for a 2 ϫ1 reconstructed H-covered Si͑100͒ surface, including QP corrections with ⌬ϭ0.5 eV. We show spectra for one H per surface dimer, for 2 H per surface dimer ͑which corresponds to the monohydride phase͒, and for the ideally terminated surface, where the dimer is broken due to the bonding of 2H per surface Si. We mention that at the monohydride and dihydride surface, there are no surface states in the near-gap region, while some of them survive at the partially saturated surface with one H per dimer. We see that complete H saturation quenches all structures below 3.5 eV, which are due to transitions involving surface states. The comparison with the unshifted spectra ͑i.e., those with ⌬ϭ0, not shown here͒ reveals that, different from the case of the clean surface, shifted and unshifted spectra are similar to each other, apart from the shift. This is obviously due to the lack of the interference of the 1 surface-state resonances with the 2 E 1 and E 2 resonances. We notice that the E 1 peak is shifted from its position at 3.2 eV in the clean c(4ϫ2) surface ͑see Fig. 1͒ , to about 3.08 eV for the one H per dimer surface, and to 3.04 eV for the monohydride surface. For the ideal surface ͑4 H per dimer͒, E 1 is at 3.14 eV. Also, the intensity of the E 1 peak is strongly reduced as compared with the clean surface. The redshifted spectra and the quenching of the E 1 peak as a consequence of H absorption are in qualitative agreement with experiment. 4 Moreover, as we move from the monohydride to the ideally terminated surface, the blueshifted E 1 peak is also observed experimentally. 4 These shifts are obtained within SETB only by assuming the presence of suitable built-in near-surface electric fields.
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IV. CONCLUSION
Comparing the SHG experimental findings for this surface with the theoretical spectra calculated within LDA with QP corrections or within SETB, we may conclude that qualitatively both approaches give the same answer, to wit, that the bulk E 1 resonance occurs in surface SHG spectra through electronic transitions across surface-perturbed bulk states, and that the spectral structures below E 1 are due to transitions across surface states. Also, we find that the ʈʈЌ component of the second-order surface susceptibility is mostly responsible for the observed features. Therefore, it is the interplay of both in-plane and perpendicular components of J that gives rise to the SH response. 5 However, important differences between SETB and the present ab initio calculation occur below 2 eV ͑see Fig. 3͒ , which are related to the wrong sign of reflectance anisotropy predicted by SETB in the same energy range. 8 Moreover, the ab initio approach yields overall SHG intensities dramatically dependent on the reconstruction, and shifts of the E 1 peak with H coverage in agreement with experimental findings without any ad hoc assumption.
In summary, we have presented an ab initio calculation of surface SHG, based on the determination of the equilibrium geometry and of the electron bands within DFT-LDA. When QP effects are included within the scissors-operator approximation, important changes of the spectra occur, due to the interference of 1 surface-state transitions with 2 bulkstate transitions, which undergo different shifts. When such interference is absent ͑as in the case of H-saturated surfaces, where near-gap surface states do not occur͒, instead, only an almost rigid shift of the spectrum is obtained. This treatment shows good agreement with the experimental spectra of clean and H-covered Si͑100͒ surfaces. We have carefully studied the convergence of the calculated spectra with respect to the number of k points and to the slab thickness. We found that SHG is extremely sensitive to the reconstruction: in particular, c(4ϫ2) and 2ϫ1 reconstructions yield different spectra, the former being about 10 times more intense than the latter. The spectrum of the energetically favorable c(4ϫ2) surface resembles better the experimental one, providing an optical proof of the existence of this specific reconstruction.
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