Abstract. We show that KAM versal deformation theory answers positively Herman's invariant tori conjecture.
Introduction
Two types of motions are usually observed in Hamiltonian systems: chaotic motions satisfying the ergodic hypothesis and quasi-periodic ones which stay on a confined region. The KAM theorem provides a criterion for a system to be of the second type on a positive measure subset [1, 8, 10] .
In the nineties, Herman asked for the existence of invariant tori in more general situations than that of the KAM theorem. In 1998, during his ICM lecture, among other things, he made the following remarkable conjecture for discrete time hamiltonian systems [7] :
In the neighbourhood of a diophantine elliptic fixed point, a real analytic symplectomorphism has a positive measure set of invariant tori.
According to his students, Herman also asked whether the following two variants for continuous time hamiltonian dynamics hold:
In the neighbourhood of a torus carrying a quasi-periodic motion with diophantine frequency, a real analytic hamiltonian has a positive measure set of invariant tori.
In the neighbourhood of an elliptic critical point with diophantine frequency, a real analytic hamiltonian has a positive measure set of invariant tori.
If these conjectures turned out to be true then they will give strong restrictions for ergodicity. The purpose of this paper is to show that these are direct consequences of KAM versal deformation theory which I developped in [4, 5, 6] . Therefore, we assume the reader to be acquainted with these papers.
To state our theorem, let us first recall the definition of density, in the measure theoretical sense.
For α ∈ R n , we denote by B(α, r) the ball centred at α with radius r. The density of a measurable subset K ⊂ R n at a point α is the limit (if it exists):
Vol(B(α, r)) .
Recall that a vector α ∈ R n satisfies Bruno arithmetical condition if
and (−, −) denotes the euclidean scalar product [3] . We will prove the Theorem 1.1. Let H : (R 2n , 0) −→ (R, 0) be an analytic function germ having an elliptic critical point at the origin with frequency α. If α satisfies Bruno arithmetical condition then for any representative of the germ H, the invariant tori form a set of density one at the origin (and in fact at any of its point near the origin).
We will concentrate on the formulation for critical points, the cases of periodic orbits or neighbourhoods of KAM tori are similar. Moreover, it will be clear that the real structure has no real influence on the problem: the KAM tori are just the real part of complex lagrangian invariant manifolds.
Formal normal forms
The relation between KAM versal deformation theory and the Hermann conjecture can already be seen at the level of formal power series. Therefore, we first recall basic perturbation theory which goes back to the XIX th century and then extend it to the relative case, following Grothendieck's philosophy which considers that a family of varieties is a scheme relative to a given base.
So, we consider the graduation by the polynomial degree in the algebra of formal power series
Note that the graduation of an algebra always extends to the module of its derivations: a derivation is homogeneous of degree k if it maps Gr i (A) to Gr i+k (A). For instance, the derivations ∂ q 1 , ∂ p i are homegeneous of degree −1, meaning simply that the derivative decreases the degree of a polynomial by one.
We write f = g + o(l) if f − g contains only terms of degree higher that l.
If the α i 's are linearly Q-independent then, for any k > 0, there exists a symplectomorphism
Moreover, the polynomial P k does not depend on the choice of ϕ k .
Proof. Write
As the α i are linearly Q independent, there exists a homogeneous polynomial f 3 of degree 3 such that:
The symplectic automorphism
This proves the proposition for k = 3.
Assume the proposition is proved up to some odd number k ≥ 3. We may assume that
where R j is a homogeneous polynomial of degree j. There exist homogeneous polynomials f k+1 , f k+2 of respective degrees k + 1, k + 2 and a homogeneous polynomial B k ∈ C[X 1 , . . . , X n ] of degre (k + 1)/2 such that:
We have:
This proves the proposition.
This proposition is of course standard. PoincarŐ attributed this result to Delaunay and Lindstedt, but it is sometimes called the Birkhoff normal form [2, 11] .
We now consider a variant with parameters of the above result. Consider the algebra of formal power series A = C[[λ, q, p]] with q = (q 1 , . . . , q n ), p = (p 1 , . . . , p n ), λ = (λ 1 , . . . , λ n ). We extend the graduation to A by putting the degree of the λ i 's equal to 2. The bivec-
Denote by I ⊂ C[[λ, q, p]] the ideal generated by the p i q i − λ i 's for i = 1, . . . , n. If two series are equal modulo the square of the ideal I then they define the same hamiltonian derivation of 
If the α i 's are linearly independent over Q then there exists a Poisson
where
The relation with Proposition 2.1 is straightforward. Take
Proposition 2.1 implies the existence of a symplectic automorphism ϕ and a power series P ∈ C[[X 1 , . . . , X n ]] such that
The Taylor formula at order one gives:
This shows that the parametric normal form is equivalent to the usual one for functions which do not depend on parameters.
The above proposition shows that the parameter λ is in fact two-fold: it parametrises the frequency of the Hamiltonian and the Lagrangian invariant variety at the same time. In order to distinguish both roles, we introduce a new parameter t = (t 1 , . . . , t n ) to parametrise the frequency.
So, we consider now the algebra of formal power series in 4n variables C[[t, λ, q, p]] with t = (t 1 , . . . , t n ). We assign the degree 0 to the parameters t 1 , . . . , t n which parametrise the frequency of the Hamiltonian. So that the polynomials
are both homogeneous of degree 2.
Proposition 2.1 admits the following variant:
where I ⊂ C[[t, λ, q, p]] is the ideal generated by p 1 q 1 −λ 1 , . . . , p n q n −λ n .
The frequency space
In the situation of Proposition 2.2, there exists a unique vector space F(H) generated by the partial derivative of g which contains the image of g. This provides a formal variant of non-degeneracy conditions and we will see that formal non-degeneracy implies C ∞ -non degeneracy.
From a scheme-theoretical point of view,we have a map of formal schemes
induced by substituting t i with g i (λ) .
Definition 3.1. The smallest vector space which contains the image of the formal frequency map g is called the frequency space of H. We denote it by F(H).
Example. Consider the function
where I is the ideal generated by p 1 q 1 −λ 1 and p 2 q 2 −λ 2 . The frequency map is defined by
Thus F(H) can be canonically identified with the first coordinate axis:
Note that the frequency space is invariant under the action of Poisson automorphisms. We sometimes abuse notations and also denote by Although elementary, the following lemma turns out to be essential: Lemma 3.2. Let e 1 , . . . , e n a basis of C n , fix k ≤ n and denote by V the vector space generated by e 1 , . . . , e k ∈ C n . Let
be a formal mapping whose image lies in V . Put
and assume that the frequency space of G restricted to t = g is contained in V . Any hamiltonian vector field v of degree 2 n−1 such that
is tangent to V .
Proof. In the expansion
if k > 1. The frequency space of G(t = g(λ), −) is generated by e 1 , . . . , e k thus R must be of the form
and as v is of degree 2 n−1
, we have
KAM versal deformations
We now give an exact variant of Proposition 2.2. We refer to [4, 6] for the formalism of Arnold spaces that we shall now use.
Let a be a decreasing sequence and α ∈ C n a vector which belongs to the arithmetic class C(a). Given a map
there is a natural pull-back notion for the Arnold space C l α (a), l ∈ N, these are the C l -function defined on g −1 (C(a) n ):
α (a). Theorem 4.1. Let a = (a n ) be a decreasing positive sequence such that n≥0 log a n 2 n > −∞.
Let I ⊂ A be the involutive ideal generated by the p i q i + λ i 's and
and a Poisson morphism of
Moreover, if H is real analytic for some complex anti-holomorphic involution then ϕ and g can also be chosen real.
Proof. We repeat Martinet's trick in our context [9] . We define
and apply the Theorem 4.2 ([6]). Let a = (a n ) be a decreasing positive sequence such that n≥0 log a n 2 n > −∞.
Take α ∈ C(a) ⊂ C n and consider the morphism of Poisson algebras induced by the inclusion C{λ} ⊂ C ∞ α (a): r : C{t, λ, q, p} −→ C{λ, q, p}⊗C ∞ α (a). Let I ⊂ C{t, λ, q, p} be the involutive ideal generated by the p i q i + λ i 's and consider a holomorphic function of the type
There exists a sequence a 1-bounded morphism u • such that i) u k is a polynomial derivation of order 2 n−1 and degree at most 2 n ; ii) the sequence
. Moreover if G is real for some antiholomorphic involution then the u can also be chosen real.
We apply the theorem to our situation, we get a Poisson morphism
We denote by J • ⊂ E • the ideal of function which vanish on the frequency space. Proof. Define ϕ k := e u k . . . e u 0 . By the implicit function theorem the ideal generated by the ϕ k (t i ) admits a system of generators of the form (it is possible to apply the theorem uniformly in n because the sequence is convergent):
Lemma 3.2 applied to ϕ k (G) shows by induction on k that u k is tangent to the frequency space of H that is
This proves the lemma.
The previous lemma shows that the restriction to F(H) commutes with ϕ: ϕ(f |F(H) ) = ϕ(f ) |F(H) By the Whitney extension theorem [12] , the morphism ϕ is obtained by composition of a morphism:
Φ : E 0 −→ E 0 with the restriction morphism r : E 0 −→ E ∞ .
As Φ(t i ) = t i + o(2) for i ≤ k, the implicit function theorem implies that the ideal generated by the Φ(t i ), i = 1, . . . , k admits a system of generators of the form This proves the theorem. Now fix τ and consider the sequence a n := σ(α n )2 −τ n .
By Theorem 4.1, the real part of the set g −1 (C(a)) parametrises invariant lagrangian tori (and their degenerations) and, for τ big enough, by the Arithmetic Density Theorem, this set has density one at the origin [5] . This proves Theorem 1.1 and answers positively the Herman conjecture.
