Introduction
No generic model is currently available to describe the recrystallization behavior of a wide class of metallic alloys. This is due in great measure to the fact that recrystallization, like many similar state-altering processes that are driven by thermal energy and internal energy of structural defects, is really controlled by factors at several length scales.
Multiscale modelling is thus a requisite to coming to a better understanding of recrytallization. Important factors over length scales of decreasing size include: (a) grain interactions, which set up stress fields that persist over grain Over the last decade, considerable progress has been made in the numerical simulation of recrystallization phenomena [1] . Common approaches include the Monte Carlo (MC) method [2] , the Cellular Automaton (CA) methods [2, 3] , the phase field method [4] and the level set method [5] . The first two are probabilistic techniques which deliver evolving grain structures. They are associated with a 2D or 3D geometric representation of the microstructure, discretized on a regular grid made of "cells" which are allocated to the grains.
The standard MC method as derived from the Potts model (multistate Ising model) applies probabilistic rules in order to update each cell at each time step of the simulation. The use of this model in 3D is relatively easy and efficient [6] .
However the comparison between MC results and experiments is not straightforward [7] . Furthermore, the standard form of the model does not result in a linear relationship between stored energy and migration rate. The CA method, on the other hand, uses physically based rules to determine the rate at which a transformation front propagates across neighbouring cells [3] , and can therefore be related to the microstructure and kinetics of a real system. In the case of primary recrystallization the switch rule is simple: an unrecrystallized cell switches to the recrystallized state if one of its neighbours is already recrystallized. A major drawback of the CA method is the absence of appropriate method to treat nucleation phenomena [7] .
The two others methods, i.e. the phase field and level set methods, have many common points. They both have the advantage of avoiding numerical difficulties related to interface tracking. The principle of the phase-field model consists in describing the location of phases by introducing an order parameter (the phase field) which varies smoothly from one to zero (or minus one to one) through a diffuse interface [8] . The concept has been extended to deal with more complex problems involving more than two phases and also to model microstructure evolution [9, 10] . As for the MC or CA methods, the topological events are treated in a natural way as a result of energy minimization. In the case of 2D ideal normal grain growth, published results illustrate the potential of the approach [9] . However, the main difficulty of this method remains the construction of the free energy density function. Furthermore, the energy minimization of each order parameter can involve very expensive and intensive calculations, particularly for three-dimensional systems [11] .
In contrast, the level set method [12, 13] is now commonly used to follow propagating fronts in various models [14] . The level set method has been extended to model the motion of multiple junctions when more than two regions or grains intersect [15] .
Methodology
This paper proposes a first step in the direction of multiscale modelling of recrystallization in polycrystalline metals, by considering digital microstructures [16] [17] [18] . Representative digital microstructures are synthesized with a specific software, based on the construction of Voronoï cells. The distribution of grain sizes and grain shapes is monitored and adapted according to experimental data. In the same way, attributes of grains, such as crystallographic orientation, are sampled so that global properties (e.g. crystallographic texture) are well reproduced. The digital representation of the microstructure is discretized into a finite element mesh, which is then used to model plastic deformation and subsequent recrystallization. The local behaviour of individual microstructure components may be computed through models operating at different scales. For example, grain constitutive models may be derived from the modelling of dislocation populations within the grains, and grain boundary motion may be described by connecting the continuum mechanical and thermal fields to simulations at the atomistic and dislocations levels. Validation of this "digital microstructure" approach is typically done using in situ experiments, e.g. synchrotron measurements, where the evolving microstructure can be characterized in 3D before, during and after thermo-mechanical processing.
Previous attempts to use digital microstructures for the modelling of plastic deformation and subsequent static recrystallization have been reported by few authors. In [19] , a 2D digital sample was meshed, mechanical testing was performed with crystal plasticity finite element simulations, and thermal treatment involving recrystallization was done subsequently using a CA approach [19] . A Monte Carlo (MC) approach can replace the CA approach, as done in [20] [21] [22] [23] . In general, the authors do not guarantee that the digital microstructure is representative of a real microstructure because the total number of grains being considered is small. Finite element simulation of plastic deformation is done within updated Lagrangian schemes, which imply that the deformation remains limited in order to avoid that the mesh degenerates [24, 25] , as the use of an automatic remeshing procedure is not reported. On the other hand, the finite element mesh needs to be converted into appropriate "voxel" grids for using CA or MC approaches. In doing so, some details of the microstructures may be lost, e.g. those related to grain boundary curvature. This aspect is important if secondary recrystallization is to be modelled after primary recrystallization. Furthermore, in some cases it is useful to simulate further deformation of the digital aggregate following partial recrystallization, e.g. when studying multi-pass (industrial) processing. Transforming the voxel structure back to the finite element mesh then implies a new loss of information (boundary curvature, but also distribution of residual strains/stresses, etc.).
In the approach presented here, there is only one conversion of the initial digital aggregate into a finite element mesh.
The digital aggregate can be obtained from experiments, from other simulations, or from a numerical construction. The format is either a Voronoï tessellation or a voxel structure. Discretization into a finite element mesh is done iteratively, by considering the position of the elements with respect to microstructure interfaces (grain boundaries in particular).
"Distance functions" updated throughout the deformation simulation allow keeping track of the boundaries. The distance functions uniquely define the topology of the aggregate and the corresponding allocation of properties, even when automatic remeshing operates. The digital heat treatment is performed directly on the finite element mesh using a level set approach. The level set method consists in evolving each distance function using a convection equation, thereby implicitly updating the position of moving interfaces. The velocity of the boundaries is described by a kinetic law taking account of the bulk strain energy and the grain boundary energy, both being related to local crystallographic orientations. When describing primary recrystallization, the influence of the grain boundary energy is neglected with respect to that of the strain energy. The level set approach allows working directly on the deformed mesh, without loosing/distorting any information. The stored energy in particular is directly available and dictates the kinetics of microstructure evolution, with no need to construct a free energy density function (as in phase field methods).
Nucleation phenomena are furthermore easy to implement.
The paper is organized as follows. Section 3 explains how distance functions, within a level set framework, can be used for adaptive meshing and remeshing of the microstructure during mechanical testing and subsequent heat treatment.
Section 4 presents the construction of digital microstructures and the anisotropic (re-)meshing procedures providing a non uniform mesh size related to the distance functions. In Section 5, mechanical testing is simulated using crystal 
Distance functions and level set framework
A function φ, defined in a domain Ω, is called level set if it corresponds, at any points of Ω, to the distance d to an interface Γ. In other words, the interface Γ is given by the zero level of the function φ :
When dealing with a polycrystalline aggregate, an distinct level set function is used for each grain : 
Solving (2) then implicitly updates the position of moving interfaces as a function of time. The method "captures" the interface, rather than tracking it (e.g. see vertex models [27] ). Periodic re-initialization of the solution is needed in order to preserve the property of a distance function [15, 28] .
The level set method is particularly appropriate for handling complex topological events such as the disappearance of grains; no special treatment is needed. A second advantage comes from the fact that intrinsic geometric properties of the front are easily determined from the values of the distance function. Indeed, at any point of the front: 
where n is a unit vector normal to the interface, which indicates the direction of propagation, and κ the curvature of the interface. The latter quantity is useful when dealing with secondary recrystallization.
Automatic meshing of the digital microstructure
2D or 3D polycrystalline microstructures are numerically generated using either a recursive Voronoï tesselation algorithm or an existing pixel/voxel based representation. These microstructures can be optimized according to desired criteria of sizes and shape, as discussed in [29] . Figure 2 illustrates how a 3D initial finite element mesh can be constructed from either a Voronoï structure or a voxel structure. Both Voronoï cells and voxels are easy to divide into tetrahedral elements. In the former case, the obtained mesh is very coarse and will need to be refined. In the latter case, the mesh is on the contrary too fine, and needs to be
coarsened. Appropriate refinement of the mesh along interfaces such as grain boundaries is useful to capture the large strain rate/stress gradients developing across those interfaces upon deformation of the microstructure. Such gradients result from the heterogeneous mechanical response of neighbouring grains induced by the crystallographic orientations. 
If M is the identity tensor, the scalar product corresponds to the usual one in the Euclidian space.
Anisotropic meshes are built using the MTC algorithm developed by Coupez [30, 31] . Mesh generation is topological, in the sense that mesh topology is iteratively improved by considering the quality of the elements. The latter is defined by assigning the highest quality to the elements with all edges of the same length, and the worst quality to elements which 
where c 0 is a normalisation coefficient, |e| the volume of the element, l(e) the average length of the element edges and k the space dimension. The volume and lengths are computed with the modified scalar product (Equation 4) when anisotropic meshing is needed. Hence, the MTC algorithm improves the topology of the elements by raising the shape factor of the elements that define this topology.
The definition of the metric field leads to a non-uniform, anisotropic mesh, which is refined close to the grain boundaries. The metric M is a tensor whose eigenvalues and eigenvectors define the transformation of an isotropic mesh of size h into an anisotropic mesh with a directional dependence of h. This can be illustrated with a simple configuration of two grains separated by one interface. The direction of mesh refinement is the normal to the interface. To specify the mesh size in that direction, as well as the evolution of mesh size in space, a characteristic length l 0 is introduced. When the distance function is smaller than l 0 , the corresponding mesh is considered to be "close" to the interface :
The mesh size takes a default value far from the interface, and is reduced in the direction perpendicular to the interface when φ is reduced. For example, the mesh size h may be chosen as
At the interface the mesh size is reduced by a factor m with respect to the default value h d . This mesh size then increases steadily to reach the default value h d at the distance l 0 . Such variations in mesh size are directly implemented by varying the corresponding metric M.
When dealing with polycrystalline aggregates and multiple interfaces, the above strategy is repeated for each grain. For the nodes at which 
there is no direction of refinement, and the mesh is isotropic with Figure 3 (see enlarged section). In the direction normal to the interface, the length scale is one at which mechanical behaviour may be influenced by the discrete nature of dislocation motion.
Nevertheless, traditional crystal plasticity theory is used here (Section 5), thus neglecting some stress concentrators and their potential effect on recrystallisation. Even is this simplified situation, the stored energy field induced by plastic deformation is particularly heterogeneous at the grain boundaries. Besides, strong refinement is needed for the modelling of grain boundary motion in the recrystallization regime. Indeed, in the level set approach (Section 3), the accuracy of the geometric properties of the boundaries, defined by Equations (3), is a direct consequence of the mesh size (see more details in Section 6.1).
Digital mechanical testing under large deformations
Mechanical testing is performed using finite element simulations where each integration point of the mesh behaves as a single crystal subjected to finite strain increments. The finite element approach is based on a mixed velocity-pressure formulation with an enhanced (P1+/P1) 4-node tetrahedral element [32] . Classical theory of crystal plasticity [33] [34] [35] [36] 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 peer-00513982, version 1 -1 Sep 2010 F o r P e e r R e v i e w O n l y considered, using a slightly modified version of the time integration algorithm developed by Delannay et al. [37] . For computational efficiency, one computes rates of lattice rotation and rates of dislocation slip in a decoupled way.
Elastic-viscoplastic crystal constitutive law
The main equations described in [37] are briefly recalled. The elastic-viscoplastic formulation is based on a multiplicative decomposition of the deformation gradient tensor,
respectively, the rotation of the crystal lattice, the elastic stretch and the deformation by dislocation slip. Under the assumption of infinitesimal elastic strains, i.e. U el = I + ε ε ε ε el where ε ε ε ε el is symmetric and ||ε ε ε ε el || << 1, the velocity gradient
is closely approximated by:
where M α is the Schmid tensor of slip system α and α γ& the corresponding rate of dislocation slip. Denoting C the anisotropic, fourth-order, elasticity operator, one derives the Cauchy stress tensor σ σ σ σ from:
In order to avoid ambiguity in determining the slip rates [38] , the viscoplastic expression introduced by [39] is adopted :
In ( 
Time integration of the constitutive law in the finite element model
Details of the finite element formulation are available elsewhere [40, 32] , only the main features are recalled here. The updated Lagrangian scheme is based on a mixed velocity-pressure formulation with an enhanced (P1+/P1) 4-node tetrahedral element. The non linear discretized finite element system is solved within a Newton-Raphson scheme using a preconditioned conjugate residual approach. Unilateral contact with the 'tools' (forming processes context) is treated with a penalty method. In the present study, the average deformation of the digital microstructure, constituting a volume element Ω, is controlled by prescribing the velocity of all nodes lying on the outer boundary Σ of Ω:
where x represent the node coordinates at time t, and v the velocity that is prescribed.
The principle of virtual work is applied in the deformed configuration Ω at time t. Appropriate conditions are prescribed at the boundary Σ (see above). If ṽ denotes a kinematically admissible (virtual) velocity field and p a virtual pressure field, one writes:
where σ σ σ σ' is the deviatoric part of the Cauchy stress σ σ σ σ, p = -tr(σ σ σ σ)/3 is the pressure, K the (elastic) bulk modulus, and t the tension applied to the boundary. While (16) and (17) The Newton-Raphson procedure used to solve the finite element problem relies on an algorithmic tangent operator as detailed in [37] . Once a converged velocity field v is obtained at time t, the geometry of the mesh is updated for the next time increment according to : [40] .
Test case
The objective of the test case is to analyze the spatial distribution of stored strain energy in a digital aggregate, subjected to large deformations. A channel die test has been chosen, and is illustrated in Figure 5 . 
where δ defines the fraction of the strain energy which is stored in the material, i.e. not dissipated into heat. More accurate measures of stored energy could be implemented in the future, by relying on the dislocation density computed within the crystal plasticity approach, e.g. [21, 22] . Another simple approach would consist in describing both c τ (see Equation (13)) and E as a function of the dislocation density ρ [41] :
where G is the shear modulus of the material. Combining (25) and (26) (27) The absolute values of E do not always matter, e.g. only the relative values will play a role in determining the topological evolution of the grain boundary network (see the next section). In those cases, the exact values of G and δ in (27) and (24) do not need to be known. Figure 6 shows the 3D distribution of the stored energy E, and of the gradient of the stored energy grad(E). The highest values of E and grad(E) usually appear at grain boundaries. The latter are identified by the zero level of the
functions, as defined in expression (1). One can also notice significant intergranular and intragranular variations of E, which result in maxima of grad(E) mainly at grain boundaries, but also inside some grains. Inversely, most grain boundaries correspond to maxima of grad(E), but not all of them.
These distributions are the consequence of (a) local crystallographic orientations and (b) grain interactions, i.e. neighbourhood effects. They can be used as an input for the modelling of primary recrystallization, keeping in mind that traditional continuum crystal plasticity obviously needs to be enriched, e.g. if nuclei positions are to be predicted.
Constitutive models developed at lower scales or considering Geometrically Necessary Dislocations (GNDs) would be required to better reproduce local features (shear bands, twin bands, dislocation pile ups, etc.) at the origin of nucleation events. This work is only a first step in that direction.
Digital heat treatment leading to recrystallization
In this section grain boundary motion is modelled using the level set framework described in Section 3. Motion is assumed to be due to the difference in stored energy on either side of the interface, as is the case in primary recrystallization, or when Strain Induced Grain Boundary Migration (SIBM) occurs. When dealing with primary recrystallization, nucleation of new grains need to be modelled as well. Nuclei grow spontaneously since we assume that they have zero stored energy. Position and time of appearance of each new nucleus can be based on different criteria. Let us assume, for simplicity, that they appear in regions with high stored energy, or high gradients of stored energy [42] . A positioning criterion based on local crystallographic misorientations could be defined as well [43] , since a nucleus will only grow if the mobility of the associated grain boundaries is high enough. This is usually true for 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 peer-00513982, version 1 -1 Sep 2010 F o r P e e r R e v i e w O n l y misorientations larger than 10-15°. Time of appearance of a nucleus is often described by a probability law [44] , unless site-saturated conditions are assumed. In the latter case all potential nuclei grow from t = 0, i.e. there is no incubation time.
In the simulations described below (Section 6.3), 1000 positions of nuclei are either selected at random or correspond to regions with the highest gradients of stored energy ||grad(E)||. The probability of appearance at each time increment is constant and relatively low ( . Grain boundary motion is related to the difference in stored energy E across the boundary. For that purpose only (and not for the positioning of the nuclei), a constant value of E is considered in each grain.
Kinetic law for grain boundary motion
Grain boundary motion is related to a driving force per unit area f ∆ , and the corresponding velocity ξ defined in (2) is assumed to follow the kinetic relation [42] :
where m corresponds to the grain boundary mobility, and n to the outside unit normal to the boundary. The mobility is very often written as
and it is sensitive to the impurity (solute atom) content in the metal, as well as to the crystallographic nature of the boundary. The driving force is defined by
where E ∆ is the stored energy difference across the boundary (e.g. according to (24) or (27)), γ the boundary energy, and κ the boundary curvature. It is assumed that the material is highly deformed before it undergoes primary recrystallization. The second term of equation (30), related to the grain boundary energy, is therefore neglected compared to the first term, related to stored strain energy. Interface motion using level set methods is now of common use [12] . However, in most cases, a single interface is captured, separating only two regions. In [15] , the authors have extended the method to the case of multiple junctions, and simulated 2D grain growth due to grain boundary energy only. Each region has its own private level set function, and local normal velocities are defined by the nearest interface. A reassignment step is used to avoid the development of voids and overlapping regions. In a subsequent paper [5] , the authors propose to add a constraint to the overall problem which imposes that the addition of all individual surfaces must correspond to the total surface of the domain.
In the present study a new formulation is used, in which (a) bulk stored energies can be taken into account, and (b) the development of voids and overlapping regions is avoided. Individual level set functions are defined for each region, as apparent in (2), and re-initialization steps [12] are periodically performed for each of them as they evolve according to the convection equation [45] .
To prevent the development of overlapping regions and/or voids, all meeting interfaces described by distinct level set functions must be assigned the same velocity, i.e. the zero level of the ) ( The common velocity at triple or multiple junctions is of particular interest and must be defined according to the kinetic law (28) which only considers a single interface. Figure 7 shows that the direct use of (28) leads to discontinuities of the velocity field at triple junctions, which in turn leads to the development of overlapping regions and/or voids. A smoothing technique is therefore applied (Figure 8 ), which consists in using the following algorithm : 
where G i designates the grain of index i,
, η a positive fixed parameter calibrated to obtain a negligible exponential term outside the anisotropic part of the mesh, ij m the mobility defined in (29) assuming an interface between grains G i and G j , and n j the outward unit normal at x, calculated from (3) using
In Figure 8 it is observed that the smoothing technique is not sufficient by itself, it needs to be combined with anisotropic meshing to improve accuracy. The approach is validated in 2D in [45] by comparison with an exact solution of the triple junction problem [46] , and when using anisotropic automatic remeshing every few increments. Figure 9 shows that, except for the computational efforts, no specific development is required to extend the above approach in 3D. Finally, Figure 10 illustrates a more complex microstructure evolution in 2D, where grains with the highest E disappear due to the growth of neighbouring grains. Figure 10 has shown that when using front capturing methods for describing interface motion, there is no specific treatment to be used when some regions (grains) disappear. Complex topological evolutions are handled automatically.
Nucleation of new grains
In a similar way, it is possible to introduce new regions (grains), based on given criteria, which can be based on mechanics, crystallography, etc. Hence, new grains can nucleate during primary recrystallization, with an assumed low (often zero) stored energy. Each of these new grains is described by a new level set function, which evolves subsequently according to the principles described in Section 6.1. A simple way to implement nucleation consists in building a new level set function at a specific time increment and a desired spatial position. For example, the new distance function can be chosen such that the boundary of the nucleus is spherical (3D) or circular (2D), centred around one node of the mesh. An illustration of this procedure is given in Figure 11 , where nucleation has been numerically triggered at the node closest to the triple junction. Spontaneous growth is observed due to the difference in stored energy between the nucleus (E = 0) and the surrounding grains.
Test case
This application considers the channel die test performed on the digital aggregate described in Section 5.3. A 2D section is extracted from the 3D volume shown in Figure 6 , leaving us with 24 grains with non uniform stored energy E (see Figure 12 ) and stored energy gradient grad(E).
The considered digital experiments consist in following the evolution of the recrystallized volume fraction X as a To compare the results of these experiments, reference is made to the JMAK theory [47] [48] [49] predicting the recrystallized fraction X as a function of the annealing time t :
In this equation β and n are constant, and n is referred to as the JMAK exponent. Assuming a two-dimensional growth, the JMAK theory predicts n = 2 for site-saturated conditions, and n = 3 for a low constant nucleation rate. Deviations from these n values and from the linear JMAK kinetics have often been observed experimentally, e.g. [50, 51] . A linear kinetics refers to a constant value of n, i.e. a linear JMAK plot displaying [ ] 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 present framework has the capability of systematically investigating all these effects, which are expected to have different relative contributions to the overall recrystallization kinetics, depending on the type of material. For example, the heterogeneity of stored energy is expected to increase for metals with hexagonal compact (hcp) lattice, compared to those with cubic crystal symmetries. Experiment C for hcp metals might therefore lead to much stronger deviations from a linear kinetics than the one observed in Figure 14 , which is only applicable to FCC metals.
Conclusions
In this paper, the use of digital microstructures is illustrated and first numerical developments and results are described.
Conversion of digital formats into finite element meshes is facilitated by the use of a level set description of interfaces.
Automatic meshing and remeshing operations rely on the values of level set functions, both for spatial localization of the interfaces and for the definition of appropriate metrics for anisotropic mesh generation. The positioning of the interfaces is updated when large plastic strain of the polycrystalline aggregate occurs, even when using automatic remeshing. Computation of the stored energy field within the aggregate, using crystal plasticity based constitutive laws, is the starting point for the subsequent modelling of primary recrystallization using a level set framework. The grain boundary network evolves directly, superposed on the mesh inherited from the digital mechanical testing. The kinetic law is based on the difference in stored strain energy across the interfaces. A special smoothing algorithm is applied to the calculated velocity field, which allows maintaining geometrical compatibility between the different grains, when combined with periodic automatic (anisotropic) remeshing. Nucleation events can be accurately triggered based on 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 peer-00513982, version 1 -1 Sep 2010 F o r P e e r R e v i e w O n l y defined criteria, using data calculated during mechanical testing. Overall, the model is able to account for various effects related to microstructure topology, crystallographic features, and mechanical quantities, such that it can be used to decide which mechanisms are the most relevant with respect to experimental data. The selection of the most relevant mechanisms can then be used to develop homogenized, computationally cheaper models, appropriate to a defined material category.
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