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ABSTRACT
For human-agent collaborations to prosper, end-users need to trust the agent(s) they interact with.
This is especially important in scenarios where the users and agents negotiate control in order to
achieve objectives in real time (e.g. from helping surgeons with precision tasks to parking a semi-
autonomous car or completing objectives in a video-game, etc.). Too much trust, and the user may
overly rely on the agent. Insuficient trust, and the user may not adequately utilise the agent. In
addition, measuring trust and trust-worthiness is dificult and presents a number of challenges. In this
paper, we discuss current approaches to measuring trust, and explain how they can be inadequate
in a real time seting where it is critical to know the extent to which the user currently trusts the
agent. We then describe our atempts at quantifying the relationship between trust, performance and
control.
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Artificially intelligent agents are becoming more pervasive throughout society. As agents become
more łintelligentž they will also need to become increasingly interactive and collaborative, supporting
an array of tasks. For example in air trafic control, such agents are planned to help controllers with
airspace management [19]. Already in other domains, such as online learning, learners are supported
by conversational agents [8].
Human-Agent partnerships are influenced by a large number of components. Among these compo-
nents, a key factor contributing to efective human-agent partnerships is trust. Indeed, trust has been
shown to be positively tied to performance in psychology studies [1]. Lee and See [9] define Trust
as łthe atitude that an agent will help achieve an individual's goals in a situation characterised by
uncertainty and vulnerability. [...] An agent can either be an automated system or another person
that actively interacts with the environment on behalf of the person.ž Changes in performance oten
afect perceived trust in a system [17]. It has been shown that an agent's predictability [12] and its
transparency [11] aid to increase a user's trust in the system, so that the user can work more efectively
with the agent. This is because predictability ensures that a user's actions will lead to consistent
outcomes, and transparency will provide users with an understanding of why the agent is acting in
such a manner.
However, too much trust in an agent can lead to complacency - and so the user becomes overly
reliant on the agent, efectively preventing users from adequately responding to new situations in case
of an agent's error, as shown in a study where participants had to manage a simulation of a partially
automated life-support system [13]. On the contrary, when a user does not trust an agent, the agent
becomes under-used (if used at all) and may increase workload and error risks (either because the
agent is not used, or because the user needs to actively ignore the agent) [14].
Of course, the trust a user has in an agent is a complex, non-binary relationship that evolves over
time and depends upon the circumstances and task(s) at hand [6]. One's initial trust in agents may
largely determine whether the agent is to be accepted, and thus used, in the first place. This łdefaultž
trust has been shown to be afected by two main factors: the individual's own expertise (how good the
person is at doing this task alone) and the use-case of technology (how safety critical the task is: what
would be the consequences of an error?) [10]. However, this trust relationship evolves over time - and
is largely dependent upon the agent's actual performance. This process is called Trust Calibration [3].
Over time it is believed that users will start to build up trust (or not) in the agent depending on how
well it performs and how predictable and transparent its actions are [11]. Nonetheless, uncertainty
of actions can prevent the user from knowing when to rely on the agent [5], while agent errors can
adversely afect how much the agent is trusted, efectively decreasing reliance on the agent.
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℧onitoring trust in automation is then crucial to avoid complacency in the case of over-trust and
ineficiency in the case of under-trust [4]. Consequently, if we are to develop efective collaborative
agents, we need to have a beter understanding of how trust between agents and humans evolves,
and how it impacts overall performance [20]. Having a beter understanding of this relationship and
the means to assess it in real-time could lead to more robust collaborative systems capable of giving
the right amount of control and responsibility to users and agents.
HOW TRUST IN AUTOMATION IS ASSESSED
Trust is generally assessed via pre and post-hoc questionnaires [12, 15, 16]. For instance, the łCom-
placency Potential uestionnairež [16] was designed to evaluate user's initial trust in automation
and is typically used before an experiment, while the łTrust between People and Automationž[15]
questionnaire is commonly used to measure users trust in the agent ater working with it. Such
questionnaire are, however, subjective in nature, and only capture łtrustž at a single point in time.
In terms of experimental design, most studies assessed trust relationships between users and a
system according to pre-defined experimental scenarios. For instance, Correia et al. [2] used a Tangram
game where users had to play with a robot in order to complete the task. Wang et al. [17] used a
simulation of search and rescue robots. Another study conducted by Korber et al. in 2018, studied how
users were trusting automated vehicles under diferent circumstances [7]. These studies underline the
need to have interactive tasks, actively forcing users to make decisions with the possibility to trust or
not the agent's inputs.
Current approaches to evaluate trust relationships in agent-human collaborative tasks present
shortcomings as well. For instance, the majority of the measurements used to infer trust levels is
based on task independent subjective questionnaires used in a pre or post-hoc fashion, which does
not allow for assessing trust in a more objective and real-time manner. In order to address these issues,
we propose a framework allowing to record, measure and analyse trust levels as they change overtime.
BEHAVIOURAL INDICATORS OF TRUST
Since trust has been shown to be positively correlated with performance, and performance depends
on the negotiated interactions between the user and the agent, we then hypothesise that the user's
trust in the system may be inferred from their behaviour. To this end, we have created an interactive
task in the form of a video game - where various factors can be manipulated to beter understand the
relationship between performance, behaviour and trust. In our game, participants have to collaborate
with diferent agents in order to aim at and destroy multiple waves of incoming missiles (see Figure
1). This context provides a simple, accessible, but challenging task within a controlled environment.
In our initial experiment, we have focused on exploring diferences in perceived performance and
trust in automation while participants are interacting with agents that display diferent behaviours and
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levels of performance. We defined these diferences according to two main characteristics: systematic
biases and variance (see Figure 2 formore details). These elements introduce changes in agents accuracy
and performance allowing us to see the resulting changes in perceived trust and performance. Before
Figure 1: A screen capture of the cur-
rent implementation of the game. Here,
a participant fires a projectile at an in-
coming missile while the cross-hair is be-
ing controlled by an agent. The game
was strongly inspired by "Missile Com-
mand" originally released on Atari2600 in
1980 [18].
]
Figure 2: Examples of the diferent biases
displayed by the agents.
interacting with the agents, participants play a single player version of the game. The participants
performance and trust in automation will be captured throughout each session with or without agent.
Through a logging system, we can monitor how many times a participant corrected an agent's
inputs. This data allows us to infer how much a participant trusted an agent during a particular task
set at a specific dificulty. Overall, these in-game data have the potential to give us more objective
ways of inferring trust levels compared to the use of standardised questionnaires.
uestionnaires allow us to study how much participants are willing to trust an automated agent.
As we already know how well an agent can perform, we will be able to compare the participants
subjective assessments of the agent with the data related to their interaction captured using the
logging system. These data will help us answer the following questions: Does the participant perception
of the agent correlates with the agents performance? If so, are participants willing to rely more on the
best performing agents? How much efort are the participants making with the agents they trust the
most? Is it higher or lower than when they play without any agent?
FUTUREWORK
In this paper, we set out to explain why trust in automation is an essential aspects in the development
of more efective collaborative systems. We then presented the state of the art methods to measure
trust in automation and explained why we should introduce more objective ways of investigating
trust relationships between users and agents. In our next study, we will compare subjective and
objective measurements of trust in order to see how trust in automation is related to the performance
and behaviour displayed by diferent agents. The data we will be able to gather trough this user
experiment will provide us with a beter understanding of trust calibration in a collaborative task and
how or when an agent has too much or not enough control over a set of tasks. If allowed, we will also
showcase the current implementation of our game during the workshop.
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