Abstract. This paper concerns the maximum genus orientable surface upon which a given graph cellularly embeds. Classical theorems of Xuong and Nebesk y give exact values for the maximum genus. The former is suited to constructing embeddings while the latter is suited to forbidding embeddings of larger genus. However, using either theorem alone requires an exhaustive search to establish the exact value. Herein we examine relative embeddings of graphs, where certain facial cycles and their orientations have been prescribed. The relative graph analogue of Xuong's Theorem is known. In this paper we establish the relative graph analogue of Nebesk y's Theorem.
Introduction and preliminaries
This paper concerns embedding graphs into orientable manifolds. From a theorem of Brahana 2] , these surfaces are homeomorphic to a sphere with g handles attached; this g is called the genus of the surface. By convention we consider only embeddings of graphs where the complement in the surface of the embedded graph consists of open 2-cells (cellular embeddings). Among all such cellular embeddings of a xed graph G, it is interesting to examine those into surfaces of minimum or maximum genus. By a theorem of Duke 3] , G embeds into all surfaces whose genus lies between these two extreme values, so they determine the spectrum of the genera of surfaces on which G embeds. The minimum genus of a surface admitting a given graph is a di cult parameter. Here we focus primarily on the maximum genus of G, denoted M (G).
Let G be a graph with jV j = jV (G)j vertices and jEj = jE(G)j edges. Suppose that G is cellularly embedded in a surface of genus g with jFj faces. Then the Euler-Poincare formula states that jV j ? jEj + jFj = 2 ? 2g. Thus an embedding of maximum genus corresponds to an embedding with the minimum number of faces. This formula also implies that the parity of the number of faces is determined by the parity of jV j ? jEj. Speci cally, de ne the Betti number of G as (G) = jCj ? jV j + jEj where C is the set of components of G. Then (G) di ers in parity from jFj for every embedding of G.
There are two main theorems which help to determine the maximum genus of a graph. These are due to Xuong 11] and Nebesk y 5] respectively. (These results were signi cant advances upon the basic work of Nordhaus, et. al. 6, 7] .) The easy half of Xuong's Theorem states:
Theorem 1 Suppose that G is a connected graph. Let T be a spanning tree of G, and let !(T) be the number of components of G?T with an odd number of edges. Then there exists an embedding of G into an orientable surface with 1 + !(T) faces.
This theorem is important because it gives a conveniently determined lower bound on the maximum genus of a graph. Namely, all one must do is establish a spanning tree with a small number of odd cardinality cocomponents. The theorem then asserts the existence of an embedding with a small number of faces, and hence with a large genus. The hard half of Xuong's Theorem states that this is the only obstruction to a large genus embedding. Namely, to nd the maximum genus of G one needs only to examine the minimum value of 1 + !(T) over all spanning trees T of G. However, due to the large number of spanning trees this may be a di cult (although polynomial 4]) task.
The theorem of Nebesk y works in the other direction; the easy half states:
Theorem 2 Suppose that G is a connected graph. Let A be a subset of edges, let c(A) be the number of components of G ? A, and let o(A) be the number of components of odd Betti number in G ? A. Then any embedding of G has at least c(A) + o(A) ? jAj faces.
This theorem is important because it gives a conveniently determined upper bound on the maximum genus of a graph. Namely, all one must do is to nd a set jAj of edges with a large value of c(A)+o(A)?jAj. The theorem then asserts that every embedding has at least this many faces, and hence bounds above the maximum genus. The hard half of Nebesk y's Theorem states that these obstructions are the only ones to a large genus embedding. Namely, to nd the maximum genus of G one needs only to examine the maximum value of c(A) + o(A) ? jAj over all subsets A E of edges of G.
However, due to the large number of subsets this may be a di cult task.
The two theorems are especially powerful in concert. Speci cally, using Xuong's Theorem one can easily demonstrate the desired embedding, and using Nebesk y's Theorem assert that it is of maximum genus. Using these theorems in concert avoids the use of the extensive (and exhaustive!) searches needed when either one is used alone.
A rich area of research in recent years concerns the study of embeddings subject to particular restrictions. For example, Sir a n and Skoviera 9] investigate the maximum genus for graph embeddings where the orientationpreserving and orientation-reversing cycles are prescribed.
We are particularly interested in embeddings where certain face boundaries and their orientations are prescribed. A motivating factor being the study of graph embeddings which are built from smaller pieces { one could imagine the prescribed faces containing other graph embeddings. Bonnington 1] gives a \Xuong-like" characterization for the maximum genus of such embeddings. That is, he gives a formula which leads to a method for constructing an embedding of large genus, and with an appropriate exhaustive search gives the maximum such genus.
Our purpose here is to complement Bonnington's result by providing a \Nebesk y-like" formula for the maximum genus of graph embeddings with some prescribed face boundaries. In fact, our main result, together with Bonnington's result, provides a \max-min" type characterization of a graph invariant, and for many such invariants polynomial-time algorithms are known. However, this is beyond the scope of the paper.
Let us focus more closely on graph embeddings in which certain face boundaries are prescribed. We rst note that no edge can appear more than twice in prescribed face boundaries, for that is impossible in any embedding. Next, when an edge appears in exactly twice in prescribed face boundaries we can delete that edge and merge the prescribed faces (keeping track of any handles which may be formed from such merges). Finally, when an edge appears in no face boundary, we can replace it with two edges in parallel and add a prescribed face boundary containing these two edges. These length-two face boundaries are called fat edges. By merging faces and replacing edges with fat edges we can assume that the prescribed face boundaries contain every edge exactly once.
Shortly, we present a more formal de nition of a relative graph and introduce related concepts. To do this, we make extensive use of permutations. Let us adopt the convention that the composition of permutations is to be read from the right to the left. That is to say, if P and Q are two permutations on a set containing an element x, then (QP )(x) = Q(P(x)). We write id for the identity permutation.
We de ne a relative graph, G, to be an ordered triple (M; ; Q), where M is a nite non-empty set, a partition of M, and Q a permutation of M. The members of M are corners (of G), the cells of are vertices (of G), and the orbits of Q are inner faces (of G or Q). This terminology allows one to say that a vertex contains its corners. Relative graphs in this form were introduced by Stahl 10 ] who called them permutation-partition pairs. Other authors have introduced equivalent formulations.
Associated with every relative graph (M; ; Q) is a directed graph (digraph) H formed in the following way. The vertex set of H is ; that is, each vertex of H is identi ed with a cell of the partition . Each corner u creates an arc in H joining the cell containing u to the cell containing Q(u). We say that H is the digraph underlying (M; ; Q). We note that there is a 1:1 correspondence between the arcs (edges) of H and the corners of (M; ; Q).
Example 1 Consider the relative graph G = (M; ; Q) where M = f1; 2; 3; 4; 5; 6g, = ff1; 4g; f3; 5g; f2; 6gg, and Q = (1; 2; 3)(4; 5; 6). Figure 1 illustrates the digraph underlying G. Furthermore, the shaded regions identify the inner faces of G. We often regard such a gure as a \drawing" of the relative graph. A relative graph is said to be connected if its underlying digraph is connected in the usual sense. In fact, we often ascribe properties of the underlying digraph to the relative graph, and vice-versa, without further explanation. For example, the components of a relative graph are loosely de ned as relative graphs associated with the components of the underlying digraph.
An embedding of a relative graph G is a permutation P of the corners of G such that orbits of P coincide with the cells of (that is, the vertices of G). The orbits of QP are the outer faces of the embedding, and of the relative graph.
Example 2 The anti-clockwise cyclic ordering of the corners in each vertex of the relative graph illustrated in Figure 1 lead to an embedding of the relative graph. Indeed, P = (1; 4)(3; 5)(2; 6) is the embedding, and has outer faces (1; 5), (2; 4) and (3; 6). These outer faces are illustrated with dashed-lines in Figure 2 . Also represented (with dotted-lines) is the permutation P of the corners. We observe that the arrows on the outer faces and the permutation agree, while the arrows on the outer faces and the inner faces disagree.
From Example 2 one can easily see how embeddings of a relative graph correspond to oriented 2-cell embeddings of the underlying digraph; each face of the oriented 2-cell embedding is either an oriented \inner" face or an oriented \outer" face. We shall be interested in embeddings of a relative graph G with the smallest number of outer faces, that is, in nding the minimum number of orbits of the permutation QP over all embeddings P of G. The reason for this is that, in the special case where all inner-faces of G have length two, (that is, they correspond to fat edges,) the embedding of G with the minimum number of outer faces corresponds to the maximum genus embedding of the graph obtained from G by collapsing these fat edges to regular edges. Hence, as a corollary to our main theorem, one obtains the characterization of maximum genus due to Nebesk where the maximum is taken over all permutations A of corners of G. Note that y G 0 for every relative graph G, since y G (id) 0. Again, note that any speci c instance of a subset A gives a lower bound on y G and hence an upper bound on the maximum genus. Bonnington's generalization of Xuong's lower bound can be used to establish equality.
We pause at this point to explain the idea behind both Nebesk y's Theorem and our generalization. We begin with the graphical case. Suppose The idea behind our generalization is similar. Consider a relative graph G embedded with jFj outer faces. Now we change the embedded relative graph not by edge deletion but by multiplication by a transposition. Each such multiplication increases the number of outer faces by at most one. Hence one can construct an embedding of G A with at most jFj+jAj faces. As before this implies that jFj+jAj c G (A)+o G (A) which gives the desired inequality. The hard half of our main result is in establishing the existence of a permutation A which reverses the above process. This is signi cantly harder than in the graphical case and leads to the rather technical Decomposition Theorem of Section 4. This paper is organized as follows. In Section 2 we give some basic facts about the function y G . These facts lead to a rigorous proof of the \easy half" of our main theorem. Section 3 contains some auxilary results on permutations acting on set systems. Section 4 uses these results to obtain a Decomposition Theorem. Section 5 then completes the proof of our main result.
Extremal and critical permutations
In this section we prove a number of auxiliary results related to the function y G . The proofs are easy and many details are therefore omitted.
Lemma 1 Let a and b be two distinct corners of a relative graph G and suppose that G has an embedding with jFj outer faces. If the corners a and b appear in a single outer face (two di erent outer faces), then G (a;b) has an embedding with jFj + 1 outer faces (jF j ? 1 outer faces). Proof. Let G = (M; ; Q). We know that jFj is the number of orbits of the permutation QP for some rotation P. It is easy to show that the number of orbits of the permutation (a; b)QP is then jFj 1, depending on whether or not a and b belong to a single orbit of QP.
For a relative graph G = (M; ; Q), Figure 3 illustrates the e ect that post-multiplying Q by a transposition has on the drawing of G.
A permutation A of corners of G is said to be extremal (for G) if y G = y G (A). Consequently, y H (B) 1 for every B; that is, y H 1.
Example 3 Consider the relative graph G of Example 1, and let A be the permutation (1; 5)(3; 6)(2; 4). Then Figure 4 gives a drawing of the relative graph G A . While the 3 components of G A are isomorphic, G A has been illustrated in this way to establish its relationship with the drawing of G in Figure 1 . We observe that each component has Betti number 1. Thus y G (A) = 3 + 3 ? 3 ? 1 = 2, and A is clearly an extremal permutation for G.
A connected relative graph G is said to be prime if the only extremal permutation for G is trivial. It is easy to see that a prime relative graph G must contain an inner face with more than one corner, and that y G = 1.
Let G be an arbitrary relative graph. A permutation A of corners of G is said to be critical for G if A is extremal and maximizes c G (A).
Lemma 3 Let A be a critical permutation for G. Then every component H of G A with y H = 1 is prime. 
N-spaces
Let S be a nite collection of pairwise disjoint non-empty sets; we shall brie y refer to S as a set system. Denote by S S the union of all sets appearing in S. Let A be an arbitrary permutation of the set S S and let U be a nonempty subset of S. We de ne the induced permutation A U of the set S U as follows: Let x 2 S U and let l x be the smallest positive integer l for which A l (x) 2 S U. Now, A U (x) = A lx (x).
In the application, we will begin with a relative graph G on the set of corners S S. We will modify G to a relative graph G A ?1. The corners in a component of G A ?1 form one set S 2 S. In the current setting we nd it easier to consider just the sets and the permutation A. Our rst observation is on comparing weights of induced permutations.
Lemma 5 Let S be a set system and let A be a permutation of S S. Let U and V be subsets of S such that U \ V 6 = ;. Then, jA U j + jA V j jA U V j + jA U\V j :
Proof. Without loss of generality we may assume that U V = S and therefore A U V = A. Let W = U \ V. Consider an orbit C = (x 1 ; x 2 ; : : : ; x k ) of A, with weight jCj = k ? 1 > 0. For X 2 fU; V; Wg denote by k X the number of elements x i in C that belong to S X. Now, some of the numbers k X may be zero, in which case the induced permutation C X would be unde ned.
Nevertheless, we formally set jC X j = ?1 when k X = 0. Under this convention we have jC X j = k X ? 1 for any X 2 fU; V; Wg. Since U V = S, then Our next step is to de ne set systems with some distinguished subsets.
Let S be a set system and let A be a permutation of S S. Let T be a (possibly empty) subset of S; we will refer to the members of T as odd sets. The triple (S; T ; A) will be called an N-space (N standing for Nebesk y). Recall that the sets of S will be corner sets of the components of a relative graph G A ?1. The sets in T will be those sets that are corners sets of components with odd Betti number.
Now let U be a non-empty subset of S. Clearly, the triple (U; U \ T ; A U ) is again an N-space. It is called the subspace of (S; T ; A) induced by the subset U.
The following is one of the central concepts of this paper. We will say that an N-space (S; T ; A) is sparse if jAj jSj + jT j ? 1:
Actually, even a stronger version of sparseness will be needed: The N-space (S; T ; A) is said to be uniformly sparse if the subspace (U; U \ T ; A U ) is sparse for every non-empty subset U S. Let (S; T ; A) be a uniformly sparse N-space. We shall be interested in subsets that induce extremal subspaces in the following sense. A non-empty subset U of S is said to be saturated if it satis es the equality jA U j = jUj + jU \ T j ? 
The uniform sparseness of the N-space (S; T ; A) implies that the subspaces (U V; U 0 V 0 ; A U V ) and (U \ V; U 0 \ V 0 ; A U\V ) are both sparse, that is, jA U V j jU Vj + jU 0 V 0 j ? 1 ;
and jA U\V j jU \ Vj + jU 0 \ V 0 j ? 1 :
As an easy consequence of (2){(4) we have jA U V j + jA U\V j jA U j + jA V j :
However, Lemma 5 then shows that we must have equality in (5), which in turn implies that equality must hold in both (3) and (4). Hence the sets U V and U \ V are both saturated.
An N-space = (S; T ; A) is said to be connected if for any two distinct sets S and S 0 in S there exists a sequence S = S 1 ; S 2 ; : : : ; S m = S 0 in S such that A(S i ) \S i+1 6 = ; for 1 i m ?1. Note that is connected if jSj = 1. A subspace U = (U; U \ T ; A U ) of is called a component of if U itself is connected and for every connected subspace V = (V; V \ T ; A V ) with V U we have V = U. Lemma 7 Let (S; T ; A) be a uniformly sparse N-space and let U be a saturated subset of S. Then the subspace (U; U \ T ; A U ) is connected. Proof. Assume that the subspace (U; U \ T ; A U ) has m components (U i ; U i \ T ; A U i ), 1 i m, induced by a partition fU i g 1 i m of the subset U S.
Since the original N-space is uniformly sparse, we have jA U i j jU i j + jU i \ T j ? 1 : (6) By our de nition of connectivity, we clearly have jA U j = P m i=1 jA U i j, jUj = P m i=1 jU i j, and jU \ T j = P m i=1 jU i \ T j. Summing (6) over all m components we obtain jA U j jUj+jU \T j?m. On the other hand, since U is saturated, we have jA U j = jUj + jU \ T j ? 1. Comparing the last two relations yields m = 1, that is, the subspace (U; U \ T ; A U ) is connected.
The rest of this section is devoted to proving that the property of uniform sparseness is inherited by subspaces in certain cases.
If A is a permutation of a set M not xing an element x of M, then clearly (x; A(x))A xes x and has weight jAj ? 1. Proposition 2 Let = (S; T ; A) be a connected, uniformly sparse N-space, with jAj 1. Assume that T 6 = ; and let S 2 T be an arbitrary odd set. Then there exists an element s 2 S not xed by A for which the N-space s = (S; T n fSg; (s; A(s))A) is uniformly sparse.
Proof. Denote by S A the set containing all elements of S that are not xed by A. Since is connected and uniformly sparse, then evidently S A 6 = ;. For each s 2 S A let B s = (s; A(s))A; thus jB s j = jAj ? 1. Moreover, as it follows from our de nition of induced permutations, for every non-empty subset U S we have j(B s ) U j jA U j; with equality if and only if A U (s) = s or S = 2 U : (7) Suppose now that the proposition is not true and that s is not uniformly sparse for any s 2 S A . That is, for every s 2 S A we can nd a non-sparse subspace (U s ; U s \ (T n fSg); (B s ) Us ) of the N-space s = (S; T n fSg; B s ).
We shall now investigate the properties of the collection fU s g s2S A of the \underlying set systems" of these non-sparse subspaces.
The fact that the subspace of s induced by U s is not sparse translates into the inequality jU s j + jU s \ (T n fSg)j j(B s ) Us j : (8) On the other hand, by our assumptions, the subspace of the original N-space induced by the same U s is sparse, and so jA Us j jU s j + jU s \ T j ? 1 :
(9) We also have the obvious inequality jU s \ T j ? 1 jU s \ (T n fSg)j : (10) Now, combining (7) for U = U s with (8){(10) we see that, in fact, equality must hold in all four of these inequalities. But then, the equality in (10) shows that S 2 U s for every s 2 S A . The equality in (7) then implies that A Us (s) = s for all s 2 S A . Finally, it follows from the equality in (9) that U s is a saturated subset of the original N-space for any s 2 S A .
Consider for a moment the intersection V = U s \ U t for some s; t 2 S A . Clearly, V contains the set S. Thus, by Lemma 6, V is a saturated subset of . Also, it is easy to see that A V (s) = s and A V (t) = t. These observations are helpful in determining the properties of the intersection W = T s2S A U s of all our sets U s . We see immediately that S 2 W and A W (s) = s for every s 2 S A ; moreover, invoking Lemma 6 again, W is a saturated subset of . Finally, Lemma 7 implies that the subspace W = (W; W \ T ; A W ) of the original N-space induced by W is connected.
The rest of the proof is now easy. By the de nition of the set S A and the above properties of W we see that A W (s) = s for every s 2 S. In other words, the set S itself induces a connected component of the (connected) subspace W , and hence W = fSg. But then A W is the identity permutation on W, and so jA W j = 0. However, since W = fSg is a saturated subset of the original N-space = (S; T ; A) and S 2 T , we have jA W j = jWj+jW \T j? 1 = 1 + 1 ? 1 = 1. This contradiction proves our proposition.
A decomposition theorem for N-spaces
Let A be a permutation of a non-empty nite set M and set n = jAj. We introduce the concept of a representative sequence X = (x i ) n i=1 for A by means of the following inductive de nition. Formally, if n = 0, we consider the empty sequence to be the representative sequence for the identity permutation. If n = 1, then A = (a; A(a)) for some a 2 M, and a representative sequence for A is a single-element sequence X = (x 1 ) where either x 1 = a or x 1 = A(a). For n 2, a sequence X = (x i ) n i=1 is representative for A if A(x n ) 6 = x n and the (n ? 1)-sequence X 0 = (x i ) n?1 i=1 is representative for the permutation A 0 = (x n ; A(x n ))A. Note that this de nition is possible because we have jA 0 j = jAj ? 1. Also, the condition n = jAj automatically implies that the elements in a representative sequence must be mutually di erent and that x n must be xed by A 0 .
Observe that if X = (x i ) n i=1 is a representative sequence of A, then there exist y 1 ; y 2 ; : : : ; y n 2 M such that A = (x n ; y n )(x n?1 ; y n?1 ) (x 1 ; y 1 ) ; (11) where y n = A(x n ). However it is not true in general that y i = A(x i ) for i n ? 1. In order to see how the elements y i depend on the permutation, let us introduce the concept of the i-th partial product A X i associated with (11) as A X i = (x i ; y i )(x i?1 ; y i?1 ) (x 1 ; y 1 ) : Clearly, A X n = A (and, formally, A X 0 is the identity permutation). Now, (11) is equivalent to A = (x n ; A(x n ))(x n?1 ; A X n?1 (x n?1 )) (x 1 ; A X 1 (x 1 )) :
We recall that, for 1 i n, the element x i is xed by the (i ? 1)-th partial product A X i?1 ; in other words, x i = 2 fx j ; y j : j i ? 1g. Let = (S; T ; A) be an N-space. Assume that for every set S 2 T we have jSj 2. A collection = f S : S 2 T g is said to be a family of pair-separating functions for T if each S is a mapping that assigns to every 2-subset J of S a subset S (J) S such that jJ \ S (J)j = 1. Let us now construct from S a new set system S , called a -split of S, in the following way. For each S 2 T S choose a 2-subset J S S, and replace S in the set system S with the two sets S (J S ) and S n S (J S ). Note that S S = S S and jS j = jSj + jT j.
Obviously, a -split of S depends heavily on both the family of pairseparating functions for T as well as the choice of the 2-subsets J S for S 2 T ; the latter dependence does not explicitly appear in the notation but will always be clear from the context. Let (S; T ; A) be an N-space and let be a family of pair-separating functions for T . The -split S of S gives rise to a new N-space (S ; ;; A), which will play an important role later. For the sake of convenience, we associate with this N-space an auxiliary bipartite graph H (A) de ned as follows. The vertex set of H (A) is the union S C where C is the set of all orbits of A of length 2. Two vertices S 2 S and C 2 C are joined in H (A) by an edge labeled x if x 2 S \ C. As an important observation, we point out that the components of the N-space (S ; ;; A) are in 1:1 correspondence with the connected components of the graph H (A). Now we are ready to state and prove our decomposition result.
Theorem 4 Let = (S; T ; A) be a connected, uniformly sparse N-space such that jSj 2 for every S 2 T . Assume that T is endowed with a family of pair-separating functions. Then there exists a representative sequence
for A together with a -split S of S such that the graph H (A) is a forest and, for 1 i jAj, the elements x i and A X i (x i ) appear in di erent components of the N-space (S ; ;; A X i?1 ). Proof. Let n = jAj. By induction on n we rst show that there exists a representative sequence X and a -split S such that the graph H (A) is a forest. (Although the symbol X does not explicitly appear in the notation of the auxiliary graph, our construction of the -split S will depend on X.)
The proof of the last assertion of our theorem will be postponed to the very end.
We start with noting that the connectivity of implies that jAj jSj?1, and that the statement is vacuously true if n = 0 (in which case H (A) is a trivial one-vertex graph). The restriction of the family to T 1 and T 2 will be denoted by 1 and 2 , respectively. Let jB l j = n l for l 2 f1; 2g. Note that n 1 +n 2 = jBj = jAj?1 = n?1. Applying the induction hypothesis to l , for l 2 f1; 2g, we may assume that there exists a representative sequence X l = (x l;i ) n l i=1 for B l and a -split S l l of S l such that the graph H l (B l ) is a forest.
Let X = (x i ) n i=1 be a new sequence de ned by: x i = x 1;i for 1 i n 1 , x i = x 2;i?n 1 for n 1 + 1 i n 1 + n 2 , and x n = b. It is easy to see that X Then, connectivity and sparseness together quickly imply that T 6 = ;. Take a set S 2 T (recall that jSj 2) and let U = T nfSg. Let It follows that the symbol t 2 S also appears in a non-trivial cyclic factor of the permutation B, and since s is xed by B, we have t 6 = s. In this case we choose z = t.
Let J = fs; zg. We construct a -split S of S from the #-split S # by removing the set S from S # and adding to S # the two sets S 1 = S (J) and S 2 = S n S 1 . (Informally, we obtain S from S # by \splitting" the set S.) Let H (B) be the bipartite graph associated with the N-space (S ; ;; B).
Clearly, the graph H # (B) can be obtained back from our new graph H (B) by identifying the vertices S 1 and S 2 into S. Consequently, H (B) is again a forest and, moreover, S 1 and S 2 are in di erent components of H (B) (otherwise we would obtain a cycle in H # (B) after identifying S 1 and S 2 , contrary to our induction hypothesis).
It remains to show that the auxiliary graph H (A) is a forest; this is best done by explaining how H (A) arises from H (B). The key fact is to observe that our construction of the -split S (that is, the way how the element z and the sets S 1 and S 2 have been chosen) guarantees that the elements s and A(s) belong to sets in S that are in di erent components of the graph H (B). Now, H (A) is obtained from H (B) by adding and edge or a path of length two (according to whether B moves or xes the element A(s)) that connects the components in question; details are the same as in the rst part of the proof. Thus, H (A) is a forest, as claimed, and this completes the induction step.
To nish the proof we have to make sure that, for 1 i n, the elements Proof. Let m G be the number of corners of the relative graph G = (M; ; Q). We use induction on the number 2m G +y G . The theorem is obviously true for the (unique) relative graph with just one corner. In what follows we assume that G is a connected relative graph with at least two corners.
Let A be a critical permutation for G. We consider two cases, according to whether or not the relative graph G A is connected. a; b) 
The fact that A is critical for G means that y G = m + k ?jAj?1; combining this with (14) and (15) yields (13), that is, our N-space is uniformly sparse.
We now may apply Theorem 4 to the N-space = (S; T ; B) with the family of pair-separating functions for T . As the result, there exists a representative sequence X = (x i ) n i=1 , n = jBj for the permutation B together with a -split S such that, for 1 i n, the y 1 ) ). By the \topological translation" of Theorem 4, the elements x 2 and y 2 = B X 2 (x 2 ) are in di erent faces of the embedding 1 . So we may form a new embedding 2 of the relative graph G A 2 for A 2 = (x 2 ; y 2 )(x 1 ; y 1 )A which identi es the two faces, and whose components are in 1:1 correspondence with components of the N-space 2 = (S ; ;; (x 2 ; y 2 )(x 1 ; y 1 )), etc. It is clear that, iterating this process n = jBj times, we nally end up with an embedding n of the relative graph G An for A n = (x n ; y n ) (x 1 ; y 1 )A, y i = B X i (x i ), with (m+k)?n outer faces. But since X = (x i ) n i=1 was a representative sequence for B = A ?1 , we have A n = BA = id and hence G An = G. Also, since y G = m + k ? n ? 1, the number of outer faces of the embedding n of G is m + k ? n = y G + 1, as claimed. This completes the proof of Theorem 3.
