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IVorwort
Seit mir im Rahmen des Bundeswettbewerbs Informatik Matchingprobleme erstmals be-
gegneten, dort der gewichtete Fall als Subroutine des Algorithmus von Christophides [4],
bin ich davon fasziniert, dass zu einem strukturell so einfach erscheinenden Problem noch
nicht alle Fragen abschließend gekla¨rt werden konnten. Diese Begeisterung begleitete
mich durch mein gesamtes Studium, beeinflusste meine Nebenfachwahl “Diskrete Ma-
thematik” und die Wahl meines Diplomarbeitsthemas [26].
Somit war es nur natu¨rlich, dass diese Problematik bei der Auswahl eines Forschungsthe-
mas sofort erste Wahl war. Ich bin von zwei Seiten an das Gebiet herangetreten: Einerseits
habe ich versucht, eigene schnellere Algorithmen fu¨r das allgemeine Problem zu finden,
aus dieser Bestrebung ist Teil II entstanden. Andererseits habe ich Forschungsergebnisse
meines Betreuers Prof. Dr. Blum zum allgemeinen Matching mit anderen Verfahren ver-
bunden, um auf diese Weise dessen Arbeit auf diesem Gebiet zu erga¨nzen. Dies fu¨hrte zu
den Resultaten im Teil I.
Mein besonderer Dank gilt meinem Betreuer, Herrn Prof. Dr. Blum, unserem Abtei-
lungsleiter Prof. Dr. Karpinski, sowie meinen Kollegen Dr. Mathias Hauptmann, Matt-
hias Kretschmer, Johannes Langguth, Hans-Hermann Leinen und Dr. Peter Wegner, die
in fruchtbaren Diskussionen meine Arbeit bereicherten.
Diese Arbeit wa¨re nicht mo¨glich gewesen ohne die Unterstu¨tzung meiner Eltern Werner
und Lilli Anna Lo¨hnertz, die mit großer Geduld meine Promotionszeit ertragen haben und
denen ich fu¨r ihre besta¨ndige Ermutigung danke.
Bonn, 23.9.2009
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Kapitel 1
Einleitung
1.1 Einfu¨hrung
Das Matchingproblem ist ein klassisches Problem der Graphentheorie. Ein gutes Beispiel
zur Veranschaulichung von Matchingproblemen ist eine Tanzveranstaltung: In einem
Saal sind einige Ta¨nzer versammelt. Jeder gibt auf einem Fragebogen an, mit welcher
der anderen Personen er gerne tanzen wu¨rde. Nun soll eine mo¨glichst große Zahl von
Paaren gebildet werden (vgl. Abb. 1.1). In dem hier dargestellten Beispiel gehen wir
PaareWünsche
Abbildung 1.1: Paarbildung bei Tanzveranstaltung
davon aus, dass jeweils ein Mann mit einer Frau tanzt. Die Menge der Ta¨nzer kann
also in zwei disjunkte Mengen (“Ma¨nner” und “Frauen”) zerlegt werden, so dass zu
jedem Paar jeweils ein Mann und eine Frau geho¨ren. Diese besondere Situation werden
wir als das sogenannte “bipartite” “Matchingproblem” bezeichnen. Die allgemein als
Matchingproblem bezeichnete Fragestellung sieht keine solche Trennung vor - sie
entspricht beispielsweise der Bildung von Arbeitsgruppen aus je zwei Personen.
Das Ziel dieser Arbeit ist es, Algorithmen zum schnellen Finden solcher paarweisen
Zuordnungen (“Matchings”) zu entwickeln.
Fragestellungen aus dem Umfeld des Matchings treten auch in zahlreichen anderen
Anwendungen - z.B. in der automatischen Stundenplanerstellung - als Teilprobleme
auf, so dass eine Beschleunigung der Verfahren zum Finden von Matchings unmittel-
bare Auswirkungen auf viele andere Bereiche hat. Ha¨ufig treten in diesen Kontexten
Spezialfa¨lle des Matchingproblems auf, die effizienter gelo¨st werden ko¨nnen als das
1
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allgemeine Problem. In dieser Arbeit werden wir uns insbesondere mit solchen Proble-
men auseinandersetzen, in denen viele verschiedene Lo¨sungen mo¨glich sind, und zeigen,
dass - der Anschauung entsprechend - in diesen Fa¨llen eine Lo¨sung effizienter gefunden
werden kann.
1.2 Notation
Bei Bezu¨gen auf Sa¨tze, Lemmata etc. die mehr als zwei Seiten u¨berspringen, geben wir
die zugeho¨rige Seitennummer in Form eines kleinen Indexes an. Zusa¨tzlich finden sich
Verzeichnisse am Ende dieser Arbeit.
Definitionen, die auf ein Kapitel beschra¨nkt sind, finden sich dort. Wir verwenden
ansonsten die in der Graphentheorie etablierten Notationen (vgl. z.B. [3] oder [22]):
Ein Graph G = (V,E) besteht aus einer Menge von Knoten V und einer Menge von
Kanten E. Graphen ko¨nnen gerichtet oder ungerichtet sein. Im ungerichteten Fall ist
jede Kante ein ungeordnetes Paar von Knoten, also E ⊆
(
V
2
)
. Bei einem gerichteten
Graphen ist jede Kante ein geordnetes Paar von Knoten, also E ⊆ V × V . Man stellt
eine Kante entsprechend als das Tupel (u, v) dar, wobei man u als den “Schwanz”
und v als den “Kopf” der Kante bezeichnet. Will man Graphen zeichnerisch darstellen,
so verwendet man fu¨r die Knoten zumeist Punkte und fu¨r die Kanten diese Punkte
verbindende Strecken bzw. im gerichteten Fall Pfeile vom “Schwanz” zum “Kopf”. Diese
anschauliche Darstellung wird auch in die Sprache u¨bernommen: Man sagt, dass eine
Kante zwei Knoten “verbindet”, bzw. im gerichteten Fall von einem Knoten zum anderen
Knoten “fu¨hrt”. Zu einem gegebenen Graphen G bezeichnet E(G) seine Kanten- und
b)a)
Abbildung 1.2: Zeichnerische Darstellung eines ungerichteten (a) und eines gerichteten
Graphen (b)
V (G) seine Knotenmenge. Wenn nicht anders angegeben, ku¨rzen wir die Kardinalita¨t der
Knotenmenge |V (G)| mit n und die der Kantenmenge |E(G)| mit m ab.
Eine Kante heißt inzident zu einem Knoten, wenn sie diesen mit einem anderen Knoten
verbindet (bzw. in Mengennotation: wenn sie diesen entha¨lt). Zwei Knoten werden
adjazent genannt, wenn es eine Kante gibt, die zu beiden inzident ist. Gibt es zu je zwei
Knoten ho¨chstens eine Kante, die zu beiden inzident ist, heißt der Graph einfach. Mengen
von paarweise nicht adjazenten Knoten werden als unabha¨ngige (Knoten-) Mengen
bezeichnet.
Ein Teilgraph eines Graphen G ist ein Graph H = (V ′, E ′) mit V ′ ⊂ V und E ′ ⊂ E. Wir
schreiben vereinfachend H ⊂ G. Ein Teilgraph heißt spannend, wenn er alle Knoten des
Graphen entha¨lt, also V = V ′ gilt. Ein Teilgraph heißt induziert, wenn bei fest gewa¨hlten
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Knoten des Teilgraphen alle Kanten zwischen diesen Knoten aus dem urspru¨nglichen
Graphen u¨bernommen werden, also E ′ = {(u, v) ∈ E|u, v ∈ V ′}.
Der Schnitt zweier Graphen G ∩ F ergibt sich als Schnitt der jeweiligen Knoten- und
Kantenmengen. Er ist der gro¨ßte gemeinsame Teilgraph beider Graphen.
Die Nachbarschaft Γ(v) eines Knotens v ist die Menge der zu ihm adjazenten Knoten.
Der Grad δ(v) eines Knotens v ist die Zahl der zu diesem Knoten inzidenten Kanten,
im Fall einfacher Graphen gilt entsprechend δ(v) = |Γ(v)|. Ein Graph heißt regula¨r,
wenn alle Knoten den gleichen Grad haben. Mit ∆(G) bezeichnen wir den Maximalgrad
des Graphens G also ∆(G) := maxv∈V (G) δ(v). Ist ein Teilgraph H eines Graphen G
gegeben, so bezeichnet δH(v) den Grad des Knotens v in diesem Teilgraphen.
Ein Graph heißt bipartit, wenn sich seine Knotenmenge so in zwei nichtleere disjunkte
Teile A und B (z.B Ta¨nzer und Ta¨nzerinnen) zerlegen la¨ßt, dass alle Kanten Knoten aus
A mit Knoten aus B verbinden, es also keine Kanten zwischen zwei Knoten aus A oder
zwei Knoten aus B gibt. Wir bezeichnen die Menge aller ungerichteten Kanten, die eine
Knotenmenge A mit einer anderen Knotenmenge B verbinden, als A ⊗ B := {{u, v} |
V × V, u ∈ A, v ∈ B}. Entsprechend gilt fu¨r ungerichtete bipartite Graphen E ⊆ A⊗B
und fu¨r gerichtete bipartite Graphen E ⊆ A×B ∪B × A.
Ein Matching in einem ungerichteten Graphen ist eine Menge von Kanten M , in der keine
zwei Kanten einen Knoten gemeinsam haben: {v, w} ∩ {x, y} = ∅ ∀{v, w}, {x, y} ∈M .
Man sagt auch dass die Kanten eines Matchings eine unabha¨ngige Kantenmenge bilden.
Die Gro¨ße ν(M) eines Matchings ist seine Kardinalita¨t.
Ist ein Matching gegeben, so nennt man Knoten, die nicht zu einer Kante des Matchings
geho¨ren, frei, und solche, die dazugeho¨ren, u¨berdeckt. Analog bezeichnet man Kanten,
die nicht zum Matching geho¨ren, als freie Kanten und die dazugeho¨rigen Kanten als Mat-
chingkanten. Bei einem gegebenen Matching M in einem Graphen G ist die Zahl der
u¨berdeckten Knoten 2|M | und die Zahl der freien Knoten V (G)− 2|M |.
Ein Matching M heißt
• perfekt, wenn es jeden Knoten u¨berdeckt, also ⋃{x,y}∈M{x, y} = V .
• nicht erweiterbar, wenn es nicht mo¨glich ist, dem Matching weitere Kanten hinzu-
zufu¨gen, es also kein Matching M ′ mit M ⊂M ′,M 6= M ′ gibt.
• maximal, wenn es kein gro¨ßeres Matching M ′, |M ′| > |M | gibt.
c)a) b)
Abbildung 1.3: a) Ausgangsgraph, b) nicht erweiterbares Matching, c) maximales Mat-
ching
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Man bezeichnet ein Matchingproblem mit einem zugrundeliegenden bipartiten Graphen
auch als bipartites Matchingproblem - ansonsten als nichtbipartites oder allgemeines Mat-
chingproblem.
Ein Pfad ist eine Folge von Knoten (v1, . . . , vr), bei der je zwei aufeinanderfolgen-
de Knoten adjazent sind (vi, vi+1) ∈ E, i = 1, . . . , r − 1; er heißt einfach, wenn
die Knoten paarweise verschieden sind. Die Kanten des Pfades E(P ) sind die Kanten
{ei = (vi, vi+1)}i=1,...,r−1, die die Knoten jeweils miteinander verbinden. P |vi,vj bezeich-
net den Teilpfad von P , der bei Knoten vi beginnt und bei Knoten vj endet. Ein Kreis
ist ein einfacher Pfad, bei dem Anfangs- und Endknoten identisch sind. Die La¨nge eines
Pfades P = (v1, . . . vr) bezeichnen wir mit l(P ) := |E(P )| = r − 1.
Ein alternierender Pfad zu einem gegebenen Matching M ist ein einfacher Pfad, der ab-
wechselnd Kanten aus M und aus E\M entha¨lt. Er heißt M -augmentierend, wenn er
dabei mit jeweils einer Kante aus E\M , d.h. mit einer freien Kante beginnt und endet.
Wenn keine Unklarheiten bezu¨glich M bestehen, sprechen wir einfach von augmentie-
renden Pfaden.
Diese Pfade sind fu¨r die Konstruktion von Matching-Algorithmen von besonderer Be-
deutung. Nimmt man von den Kanten eines solchen Pfades P die Kanten, die zu einem
Matching M geho¨ren, aus dem Pfad heraus und fu¨gt die anderen Kanten des Pfades dafu¨r
in das Matching ein, so erha¨lt man ein gro¨ßeres Matching M ′ (vgl. Abb. 1.4). Der Rest
des Graphen bleibt unvera¨ndert.
ba
Abbildung 1.4: Augmentierender Pfad / Augmentierung
Nach dieser sogenannten Augmentierung besteht das neue Matching M ′ also aus den
Kanten, die zum Pfad P und nicht zum Matching M geho¨ren und aus den Kanten, die
zu M aber nicht zu P geho¨ren. Diese Menge bezeichnet man auch als die symmetrische
Differenz von M und P . Allgemeiner: Sind A und B zwei Mengen, so bezeichnen wir
mit A⊕B ihre symmetrische Differenz (A\B) ∪ (B\A) = (A ∪B)\(A ∩B).
Graphen werden oft zur Modellierung von Transportproblemen eingesetzt. Im einfachsten
Modell geht man davon aus, dass Objekte ausgehend von einem Startknoten s (Quelle)
u¨ber Pfade zu einem Zielknoten t (Senke) transportiert werden sollen. Hierbei kann u¨ber
jede Kante nur eine begrenzte Menge an Objekten transportiert werden. Entsprechend de-
finiert man ein Netzwerk N = (V,E, c) als einen gerichteten Graphen mit Knotenmenge
V und Kantenmenge E sowie mit einer Funktion c : E → R+, der sogenannten Kapa-
zita¨t. Sind s und t zwei verschiedene Knoten aus V , so ist ein s-t-Fluss eine Abbildung
f : E → R+, die die folgende Bedingungen erfu¨llt:
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• Aus jedem Knoten, außer s und t, fließt soviel hinaus, wie hineinfließt.
• Keine Kante wird u¨ber ihre Kapazita¨t hinaus belastet.
Formal ausgedru¨ckt:
∑
(a,v)∈E
f(a, v) =
∑
(v,b)∈E
f(v, b) ∀v ∈ V \{s, t} (1.1)
f(e) ≤ c(e) ∀e ∈ E (1.2)
Die Gesamtsta¨rke des Flusses f ist die Gro¨ße des aus s heraus und in t hineinfließenden
Flusses ∑
(s,b)∈E
f(s, b) =
∑
(a,t)∈E
f(a, t).
Vollsta¨ndig ausgelastete Kanten e mit f(e) = c(e) werden als gesa¨ttigt bezeichnet. Kan-
ten mit f(e) > 0 sind flusstragende Kanten. Ist c(e) = 1 ∀e ∈ E, so spricht man auch
von einem Einheitskapazita¨tsnetzwerk.
Unter dem Identifizieren einer Knotenmenge V ′ ⊂ V mit sich selbst verstehen wir die
Operation, die diese Knoten durch einen einzelnen Knoten ersetzt und diesen mit all den
Knoten verbindet, mit denen die Knoten aus V ′ verbunden waren. Wir schreiben dies als
G/V ′ := ((V ∪ {vV ′}\V ′), ({(v, w) ∈ E | v, w 6∈ V ′}
∪{(vV ′ , w) | ∃v′ ∈ V ′ : (v′, w) ∈ E}
∪{(w, vV ′) | ∃v′ ∈ V ′ : (w, v′) ∈ E}))
Ein gerichteter Graph heißt schleifenfrei, wenn es keine Kanten der Form (v, v) (sog.
Schleifen) gibt.
Bei der Analyse von Laufzeiten werden wir wie allgemein u¨blich konstante Faktoren
vernachla¨ssigen und entsprechend die approximativen Notationen einsetzen, die wir hier
nach Blum [3] und Corman et al. [38] wiedergeben:
• f(n) ∈ O(g(n))⇔ ∃c ∈ R+ ∃n0 ∈ N ∀n ≥ n0 : f(n) < cg(n), d.h. f wa¨chst
asymptotisch langsamer als g.
• f(n) ∈ Ω(g(n)) ⇔ ∃c ∈ R+ ∃n0 ∈ N ∀n ≥ n0 : f(n) > cg(n), d.h. f wa¨chst
asymtotisch schneller als g.
• f(n) ∈ o(g(n)) ⇔ ∀c ∈ R+ ∃n0 ∈ N ∀n ≥ n0 : f(n) < cg(n), d.h. f wa¨chst
asymtotisch deutlich langsamer als g.
• f(n) ∈ ω(g(n)) ⇔ ∀c ∈ R+ ∃n0 ∈ N ∀n ≥ n0 : f(n) > cg(n), d.h. f wa¨chst
asymtotisch deutlich schneller als g.
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1.3 Einordnung
Wir geben hier nur einen sehr kurzen ¨Uberblick und beschra¨nken uns zumeist auf die
algorithmische Sichtweise. Fu¨r die zahlreichen algebraischen und strukturellen Eigen-
schaften von Matchings sei auf Lovasz und Plummer [28], Karpinski[23] oder Schrijver
[37] verwiesen.
Die meisten Matching-Algorithmen basieren auf augmentierenden Pfaden. Wenn man
einen augmentierenden Pfad findet, kann das Matching vergro¨ßert werden, indem die
Kanten auf dem Pfad, die zum Matching geho¨ren, aus diesem entfernt werden, und die
Kanten, die nicht Bestandteil des Matchings sind, hinzugefu¨gt werden (vgl. Abb. 1.5).
Abbildung 1.5: Augmentierender Pfad
Das heißt, solange es noch augmentierende Pfade gibt, kann das Matching weiter ver-
gro¨ßert werden. Der Erfolg dieser Methode beruht darauf, dass auch die Umkehrung gilt:
Satz 1.1 (Berge 1952) Ein Matching M ist genau dann maximal, wenn es keinen aug-
mentierenden Pfad gibt.
Beweis: Offensichtlich kann es bezu¨glich eines maximalen Matchings keine
augmentierenden Pfade mehr geben.
Die Ru¨ckrichtung wird durch einen Widerspruchsbeweis gezeigt: Es sei an-
genommen, das Matching ist nicht maximal. Es ist also zu zeigen, dass es
noch einen augmentierenden Pfad gibt.
Man betrachtet nun die symmetrische Differenz zwischen dem gegebenen
Matching M und einem maximalen Matching M ′. Jeder Knoten kann ma-
ximal zu je einer Kante aus M und einer Kante aus M ′ inzident sein. Also
hat jeder Knoten ho¨chstens Grad zwei. Der Graph, der aus den Kanten dieser
Differenz gebildet wird, besteht somit nur aus Pfaden und Kreisen. Kreise
mu¨ssen zudem jeweils gleichviele Kanten aus M und M ′ enthalten, da keine
zwei Kanten aus M (ebenso M ′) zum selben Knoten inzident sein ko¨nnen.
Da |M ′| > |M | muss es mindestens einen Pfad geben, der mehr Kanten aus
M ′ als aus M entha¨lt. Dies ist nur mo¨glich, wenn die erste und die letzte
Kante dieses Pfades aus M ′ sind. Dieser Pfad ist also ein augmentierender
Pfad. 
Algorithmische Verfahren zum Lo¨sen des bipartiten Problems wurden schon vor dem
zweiten Weltkrieg von Ko¨nig und Egervary angedeutet [28] und finden sich bei Kuhn und
Hall (vgl. [37]): Um ein maximales Matching zu finden, beginnt man mit einem belie-
bigen (zufa¨lligen) Matching und vergro¨ßert dieses nach und nach u¨ber augmentierende
Pfade. Wir werden in Abschnitt 1.48 sehen, dass es mo¨glich ist, einen solchen Pfad in
O(m) zu finden. Da ein Matching maximal die Gro¨ße n haben kann, hat dieser einfachste
Algorithmus eine Laufzeit von O(mn).
Die erste und wesentlichste Beschleunigung fu¨r allgemeine bipartite Graphen gelang Di-
nic [8] 1970 bzw. Hopcroft und Karp [21] 1972:
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Satz 1.2 (Hopcroft, Karp 1972) In einem bipartiten Graphen kann ein Matching in Zeit
O(√nm) gefunden werden.
Wir werden in Kapitel 1.4 genauer auf dieses Resultat eingehen.
Die bisher genannten Algorithmen funktionieren nicht im nichtbipartiten Fall. In nichtbi-
partiten Graphen bereiten die sogenannten “Blu¨ten” Probleme. Dies sind spezielle Kreise
ungerader La¨nge, die ein solcher Algorithmus unter bestimmten Umsta¨nden fu¨r einen
augmentierenden Pfad halten ko¨nnte, obwohl keiner vorhanden ist. Das folgende Beispiel
(Abb. 1.6) kann nur einen ersten oberfla¨chlichen Eindruck bezu¨glich dieser Problematik
vermitteln.
Abbildung 1.6: Blu¨te
Das nichtbipartite Problem wurde 1965 von Edmonds [9] gelo¨st, der beobachtete, dass
man die Blu¨ten so zu einem Knoten kontrahieren kann, dass der resultierende Graph ge-
nau dann einen augmentierenden Pfad hat, wenn der Ausgangsgraph einen besaß. Genau-
eres hierzu geben wir in Teil I17 an.
Erst viele Jahre spa¨ter gelang die Verallgemeinerung von Satz 1.2 auf nichtbipartite Gra-
phen:
Satz 1.3 (Micali, Vazirani 1980) In einem nichtbipartiten Graphen kann ein Matching
in Zeit O(√nm) gefunden werden.
Die Sa¨tze 1.2 und 1.3 bilden aus praktischer Sicht nach wie vor den Status Quo fu¨r
Matching-Algorithmen.
Fu¨r bipartite Graphen mit hoher Kantenzahl gelang Feder und Motwani [11] durch das
Verwenden sogenannter Graph-Kompressionsverfahren eine weitere Verbesserung, auf
die wir ebenfalls in Kapitel I17 ausfu¨hrlich eingehen werden.
Satz 1.4 (Feder, Motwani 1980-1994) In einem bipartiten Graphen kann ein Matching
in O(√nm log 2n
2
m
logn
) Schritten gefunden werden.
Wiederum war die ¨Ubertragung auf den nichtbipartiten Fall die na¨chste naheliegende Fra-
gestellung. Erste Ansa¨tze im Jahr 1995 von Goldberg und Karzanov [18] wurden von
diesen 1998 teilweise revidiert [24], um dann 2002 erneut und in verbesserter Form for-
muliert zu werden. Zwischenzeitlich hatten aber auch Jungnickel und Freymuth-Pa¨ger
(2001) und Lo¨hnertz (2001,2004) das gleiche Ergebnis erzielen ko¨nnen:
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Satz 3.15, 4.35 (Jungnickel, Freymuth-Paeger 2001; Goldberg, Karzanov 1995, 2002;
Lo¨hnertz 2001,2004)
In einem Graphen G mit n Knoten und m Kanten kann ein Matching in Zeit
O(√nm log 2n
2
m
log n
) gefunden werden.
Es gab zu jeder Zeit Versuche, spezielle Graphklassen zu identifizieren, bei denen das
Finden von Matchings leichter mo¨glich ist. Zu nennen sind hier regula¨re Graphen [6]
planare Graphen [29], chordale Graphen [7] und insbesondere Graphen, die genau ein
maximales Matching enthalten [16]. Wir fu¨gen in Kapitel II125 dieser Liste einen weiteren
Fall hinzu, na¨mlich bipartite Graphen, die zahlreiche disjunkte Matchings enthalten:
Satz 6.1 (Lo¨hnertz 2002) In einem bipartiten Graphen, der σ3√n disjunkte perfekte
Matchings entha¨lt, kann ein perfektes Matching in Zeit O
(
m
√
n
σ
)
gefunden werden.
1.4 Grundlegende Algorithmen
Unsere Algorithmen in beiden Teilen der Arbeit bauen auf den Algorithmen von Hopcroft
und Karp[21] bzw. Dinic [8] auf. Diese stellen wir daher in diesem Kapitel gesondert vor.
Bei einem durch den Satz von Berge (Satz 1.16) inspirierten Vorgehen werden immer wie-
der neue augmentierende Pfade gesucht, u¨ber die dann wiederum augmentiert wird. Hier
ergibt sich die Frage, ob es augmentierende Pfade gibt, die “besser geeignet” als andere
sind. Da das Augmentieren u¨ber einen Pfad die Struktur der alternierenden Pfade im Gra-
phen stark vera¨ndert, erscheint es sinnvoll, mo¨glichst viele disjunkte Pfade zu finden, u¨ber
die dann in einem Schritt augmentiert wird, damit man mit einem bestimmten unvera¨nder-
ten Zustand des Graphen mo¨glichst lange arbeiten kann. Eine hohe Zahl disjunkter Pfade
impliziert aber, dass die einzelnen Pfade nicht zu lang sein du¨rfen.
Es hat sich herausgestellt, dass es tatsa¨chlich vorteilhaft ist, die jeweils ku¨rzesten aug-
mentierenden Pfade zu wa¨hlen. Der Beweis dieser Tatsache folgt aber einem anderen
Gedankengang, als die gerade angedeutete Herleitung:
Zuna¨chst stellt sich die Frage, wieviele disjunkte augmentierende Pfade es u¨berhaupt ge-
ben kann. Dies kla¨rt die folgende Erweiterung des Satzes 1.16:
Lemma 1.5 Sei G = (V,E) ein Graph und seien M und M ′ Matchings in G mit |M ′| >
|M |. Dann entha¨lt der Graph G′ := (V,M ⊕ M ′) genau |M ′| − |M | knotendisjunkte
Pfade, die in Bezug auf M augmentierend sind.
Beweis: Da alle Knoten in (V,M ⊕M ′) ho¨chstens zu einer Kante aus jeder
Menge inzident sind, ist jeder Knoten zu ho¨chstens zwei Kanten inzident, hat
also ho¨chstens Grad 2. Der Graph G′ besteht also aus knotendisjunkten Pfa-
den und Kreisen gerader La¨nge. Da keine zwei Kanten aus M oder M ′ zum
selben Knoten inzident sein ko¨nnen, mu¨ssen die Kanten auf diesen Pfaden
und Kreisen abwechselnd (alternierend) aus M und M ′ sein. Es geho¨rt also
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nur jede zweite Kante zu M . Nur Pfade, die mit einer Kante aus M ′ beginnen
und enden, ko¨nnen mehr Kanten aus M ′ als aus M enthalten, und zwar genau
eine mehr. Daher muss es |M ′| − |M | dieser Pfade geben. 
Korollar 1.6 Sei G ein Graph und seien M und M ′ Matchings in G mit |M ′| > |M |.
Dann kann in G eine Menge von knotendisjunkten M -augmentierenden Pfaden konstru-
iert werden, die mindestens |M ′| − |M | Pfade entha¨lt.
Beweis: Die |M ′| − |M | Pfade aus Lemma 1.5 bilden eine solche Menge mit
genau |M ′| − |M | Elementen. 
1.4.1 Der Algorithmus von Hopcroft und Karp
Der Algorithmus von Hopcroft und Karp versucht, jeweils u¨ber ku¨rzeste augmentierende
Pfade zu augmentieren. Die entscheidende Eigenschaft dieses Vorgehens ist die, dass die
La¨nge der ku¨rzesten augmentierenden Pfade dabei (schwach) monoton steigt:
Satz 1.7 (Hopcroft, Karp) Augmentiert man u¨ber einen ku¨rzesten augmentierenden
Pfad P , so gibt es danach keinen ku¨rzeren augmentierenden Pfad.
Beweis: Sei P ′ ein augmentierender Pfad bezu¨glich M ⊕ E(P ), also dem
Matching, das entsteht, wenn man M u¨ber P augmentiert. Es sei N := M ⊕
E(P ) ⊕ E(P ′) das Matching, das entsteht, wenn man auch noch u¨ber P ′
augmentiert. Dann ist |N | = |M | + 2 und es muß in (V,M ⊕ N) gema¨ß
Korollar 1.5 zwei Pfade P1 und P2 geben, die in Bezug auf M augmentierend
sind. Da fu¨r ⊕ das Assoziativ- und das Kommutativgesetz gelten und A ⊕
A = ∅ gilt, kann man N = M ⊕ E(P ) ⊕ E(P ′) umformen zu M ⊕ N =
M ⊕M︸ ︷︷ ︸
=∅
⊕E(P ) ⊕ E(P ′). Da E(P1) und E(P2) disjunkt in M ⊕ N liegen
und M ⊕ N = E(P ) ⊕ E(P ′) gilt, muß |E(P ) ⊕ E(P ′)| ≥ |E(P1)| +
|E(P2)| gelten. Da aber P1 und P2 mindestens die La¨nge |P | haben, folgt
daraus |E(P )⊕ E(P ′)| ≥ 2|E(P )|. Wegen
|E(P )⊕ E(P ′)| = |E(P )|+ |E(P ′)| − |E(P ) ∩ E(P ′)|
⇒ 2|E(P )| ≤ |E(P )|+ |E(P ′)| − |E(P ) ∩ E(P ′)|
ergibt sich somit |E(P ′)| ≥ |E(P )|+|E(P )∩E(P ′)|, d.h. |E(P ′)| ≥ |E(P )|.

Um einen Fortschritt zu garantieren, reicht diese schwache Monotonie noch nicht aus.
Es muss also sichergestellt werden, dass irgendwann alle augmentierenden Pfade einer
bestimmten La¨nge bearbeitet wurden.
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Satz 1.8 (Hopcroft, Karp 1973) Augmentiert man u¨ber eine nicht erweiterbare Menge
alternierender knotendisjunkter Pfade minimaler La¨nge P , so sind alle augmentierenden
Pfade im resultierenden Graphen la¨nger als die Pfade aus P .
Beweis: Sei l die La¨nge der Pfade in P und P ′ ein augmentierender Pfad
mit La¨nge |P ′| ≤ l bezu¨glich M ⊕ ⋃P∈P E(P ), also bezu¨glich dem Mat-
ching, das nach Augmentieren u¨ber alle Pfade aus P entsteht. Sei außer-
dem N := M ⊕ ⋃P∈P E(P ) ⊕ E(P ′). Dann ist |N | = |M | + |P| + 1
und es muss in (V,M ⊕ N) somit t := |P| + 1 knotendisjunkte augmen-
tierende Pfade P1, . . . Pt geben. Da analog zum Beweis von Lemma 1.7
M⊕N = ⋃P∈P E(P )⊕E(P ′) gilt, muß |⋃P∈P E(P )⊕E(P ′)| ≥∑ti=1 |Pi|
gelten. Daraus folgt |⋃P∈P E(P )⊕E(P ′)| ≥ tl. Da die Pfade in P aber dis-
junkt waren und somit
|
⋃
P∈P
E(P )⊕ P ′| = |
⋃
P∈P
E(P )|+ |E(P ′)| − |E(P ′) ∩
⋃
P∈P
E(P )|
= (t− 1)l + |E(P ′)| − |E(P ′) ∩
⋃
P∈P
E(P )|
⇒ tl ≤ (t− 1)l + |E(P ′)| − |E(P ′) ∩
⋃
P∈P
E(P )|
gilt, ergibt sich |E(P ′)| ≥ l + |E(P ′) ∩ ⋃P∈P E(P )|. Somit kann |E(P ′)|
wiederum nicht kleiner als l sein. Wa¨re die La¨nge von P ′ aber l, dann mu¨sste
|E(P ′) ∩ ⋃P∈P E(P )| = 0 sein. Dann wa¨ren P ′ und die Pfade in P aber
kantendisjunkt. In diesem Fall mu¨ssen sie auch knotendisjunkt sein, da keine
zwei Kanten aus M zum selben Knoten inzident sein ko¨nnen. Also ha¨tte man
|P ′| zu P hinzufu¨gen ko¨nnen. Dies ist aber nicht mo¨glich, da P eine nicht
erweiterbare Menge augmentierender Pfade war. 
Dies alleine ist noch nicht hinreichend, um einen schnelleren Algorithmus zu konstru-
ieren, da es augmentierende Pfade der La¨ngen 1, . . . , n − 1 geben ko¨nnte. Um die Zahl
dieser Suchphasen zu beschra¨nken, ko¨nnen wir nun Lemma 1.58 einsetzen, um die Zahl
der jeweils verbleibenden augmentierenden Pfade abzuscha¨tzen:
Wenn wir c Schritte gema¨ß Satz 1.8 ausfu¨hren, also jeweils nicht erweiterbare Mengen
augmentierender Pfade minimaler La¨nge suchen und u¨ber diese augmentieren, erhalten
wir ein neues Matching M . Jeder M -augmentierende Pfad muß eine La¨nge von minde-
stens c haben. Es kann aber in der symmetrischen Differenz (V,M⊕M ′) ho¨chstens n
c
kno-
tendisjunkte Pfade mit jeweils mindestens cKnoten geben, da insgesamt nur n ≥ cn
c
Kno-
ten vorhanden sind. Nach Lemma 1.58 kann also ein maximales Matching M ′ ho¨chstens
n
c
Kanten mehr haben als das Matching M . Um das gefundene Matching zu einem ma-
ximalen Matching zu erga¨nzen, genu¨gt es also, n
c
mal einen beliebigen augmentierenden
Pfad zu suchen.
Wie wir zeigen werden, ko¨nnen sowohl eine nicht erweiterbare Menge von augmentieren-
den Pfaden als auch ein einzelner augmentierender Pfad in Zeit O(m) gefunden werden,
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so dass die Gesamtlaufzeit O (cm+ n
c
m
)
betra¨gt. Dieser Ausdruck wird im Sinne der
O-Notation minimal fu¨r c := √n, womit sich eine Laufzeit von O(√nm) ergibt.
Um den Beweis von Satz 1.27 abzuschließen muss noch gezeigt werden, dass eine nicht
erweiterbare Menge von augmentierenden Pfaden entsprechend Satz 1.8 in Linearzeit
gefunden werden kann:
Lemma 1.9 Eine nicht erweiterbare Menge ku¨rzester augmentierender Pfade kann in
bipartiten Graphen mit O(m) Operationen gefunden werden.
Beweis: Es mu¨ssen drei Probleme gelo¨st werden:
1. Bei der Pfadsuche mu¨ssen abwechselnd Kanten, die zum Matching geho¨ren, und
Kanten, die nicht dazu geho¨ren, verwandt werden.
2. Es muss bestimmt werden, welche Kanten und Knoten zu einem ku¨rzesten augmen-
tierenden Pfad geho¨ren ko¨nnen.
3. Es muss eine nicht erweiterbare Menge von Pfaden gefunden werden, die nur Kan-
ten verwendet, die im zweiten Schritt gefunden wurden.
zu 1.: Die Suche nach alternierenden Pfaden: Um das erste Problem zu lo¨sen, genu¨gt
im bipartiten Fall die Beobachtung, dass ein augmentierender Pfad stets in verschiede-
nen Partitionen beginnt und endet; wenn man in Partition B startet, gelangt man stets mit
einer freien Kante von B nach A und mit einer Matchingkante von A nach B. Indem
man den Graphen richtet und jeweils freie Kanten von B nach A orientiert und Mat-
chingkanten umgekehrt (vgl. Abb. 1.7), kann man das Problem des Findens eines aug-
mentierenden Pfades in ein herko¨mmliches Erreichbarkeitsproblem in einem gerichteten
Graphen umwandeln. Hier stehen Tiefen- und Breitensuche zur Lo¨sung dieses Problems
zur Verfu¨gung (vgl. [3]).
Abbildung 1.7: Umwandlung in ein Erreichbarkeitsproblem
zu 2.: Die Bestimmung der Kanten, die auf einem ku¨rzesten Pfad liegen ko¨nnen:
Um die La¨nge eines ku¨rzesten (augmentiernden) Pfades zu ermitteln, kann man nun Brei-
tensuche (BFS) einsetzen. Mit dieser erzielt man noch einen weiteren Nebeneffekt: Ord-
net man jedem Knoten die La¨nge eines ku¨rzesten Weges von einem freien Knoten zu ihm
zu, so muss jede Kante auf einem ku¨rzesten Pfad stets von einem Knoten mit Abstand i zu
einem solchen mit Abstand i+1 fu¨hren. Somit kann man die Breitensuche auch einsetzen,
um alle Knoten und Kanten zu identifizieren, die auf einem ku¨rzesten augmentierenden
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Pfad liegen, und die anderen Kanten entfernen.
Der so entstehende Graph ist (im gerichteten Sinn) kreisfrei, da die Absta¨nde auf jedem
Pfad monoton wachsen. Jeder Pfad von einem freien Knoten in B zu einem freien Knoten
in A in diesem Graphen ist automatisch ein ku¨rzester augmentierender Pfad.
zu 3.: Die Bestimmung einer nicht erweiterbaren Menge von Pfaden: Um eine nicht
erweiterbare Menge von disjunkten Pfaden zu finden, entfernt man aus dem so konstru-
ierten Graphen so lange Pfade, bis keiner mehr vorhanden ist. Das heißt, man sucht einen
Pfad von einem freien Knoten in B zu einem freien Knoten in A, speichert diesen, und
lo¨scht dann alle seine Knoten und Kanten aus dem Graphen. Dies ist mit Tiefensuche in
ZeitO(m) mo¨glich, da nach dem Lo¨schen eines Pfades zum Finden eines weiteren Pfades
nur bisher nicht untersuchte Kanten betrachtet werden mu¨ssen:
Lemma 1.10 Wird bei einer Tiefensuche der erste gefundene Pfad P gelo¨scht, so muss
zum Auffinden weiterer Pfade keine bis zu diesem Punkt betrachtete Kante spa¨ter noch-
mals betrachtet werden.
Beweis: Wir nehmen mit dem Ziel eines Widerspruchs an, dass u¨ber eine
bereits betrachtete Kante e spa¨ter ein augmentierender Pfad P ′ laufen ko¨nnte.
e kann nicht zu P geho¨ren, da sie ansonsten gelo¨scht wurde. Geho¨rt sie aber
nicht zu P , so ist die Suche u¨ber e erfolglos zuru¨ckgekehrt. Dies ist aber
ebenfalls nicht mo¨glich, da in diesem Fall von e aus u¨ber das verbleibende
Reststu¨ck von P ′ bereits vor dem Finden von P ein anderer Pfad gefunden
worden wa¨re. 
Wir ko¨nnen also nach dem Finden eines Pfades einfach erneut eine Tiefensuche von einem
anderen freien Knoten aus starten. L1.9
Korollar 1.11 Ein einzelner augmentierender Pfad kann ebenfalls in O(m) gefunden
werden.
1.4.2 Der Algorithmus von Dinic
Der Algorithmus von Dinic sucht nach maximalen Flu¨ssen in Netzwerken. Wir werden
aber sehen,
1. dass man jedes bipartite Matchingproblem in ein Flussproblem transformieren
kann.
2. dass der Algorithmus von Dinic a¨hnliche Strategien anwendet wie der Algorithmus
von Hopcroft und Karp
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zu 1.: Transformation in ein Flussproblem: Sei G = (A∪˙B,E) der betrachtete
Graph. Wir u¨bernehmen die Knoten und fu¨gen eine Quelle s und eine Senke t hinzu.
Fu¨r jede Kante {b, a}, a ∈ A, b ∈ B in G wird eine gerichtete Kante (b, a) eingefu¨gt.
Die Quelle wird mit allen Knoten aus B und alle Knoten aus A werden mit der Senke
verbunden. Alle Kanten erhalten die Kapazita¨t 1 (vgl. Abb. 1.8).
Sei M ein maximales Matching in diesem Graphen. Setzt man den Fluss auf jeder Kante
(b, a) ∈M auf 1, ebenso f(s, b) und f(a, t) so erha¨lt man einen Fluss der Gro¨ße |M |. Da-
mit muss ein maximaler Fluss mindestens die Gro¨ße |M | haben. Andererseits kann jeder
Knoten nur von einer “Flusseinheit” passiert werden, so dass die flusstragenden Kanten
eines ganzzahligen Flusses zwischen A und B stets aus unabha¨ngigen Kanten bestehen
und somit ein Matching bilden mu¨ssen.
A
s t
B
Abbildung 1.8: Umwandlung in ein Flussproblem
zu 2.: Lo¨sen des Flussproblems:
Satz 1.12 In einem Netzwerk, in dem
1. alle Kanten Kapazita¨t 1 haben und
2. jeder Knoten außer s und t entweder Eingangsgrad oder Ausgangsgrad 1 hat,
kann ein maximaler ganzzahliger Fluss in Zeit O(√nm) gefunden werden.
Beweisskizze: Ausgehend von einem gegebenen Fluss versuchen wir, diesen
nach und nach zu vergro¨ßern. Weiterer Fluss kann nur u¨ber solche Kanten
geschickt werden, deren Kapazita¨t noch nicht ausgelastet ist. Bei Kanten, die
bereits einen positiven Fluss tragen, kann dieser reduziert werden. Dies kann
man sich auch als einen Ru¨ckfluss und somit als einen neuen Fluss u¨ber eine
entgegengesetzt gerichtete Kante vorstellen. Um herauszufinden, ob weiterer
Fluss von der Quelle zur Senke geschickt werden kann, muss gepru¨ft werden,
ob u¨ber die eben beschriebenen Kanten noch ein Weg von der Quelle zur
Senke mo¨glich ist. Hierzu definiert man das sogenannte residuale Netzwerk:
Definition 1.13 Zu einem gegebenen Netzwerk N = (V,E, c) und einem
Fluss f : E → R+ auf diesem Netzwerk definieren wir das residuale Netz-
werk als N ′ = (V,E ′, c′) mit (v, w) ∈ E ′ falls f((v, w)) < c((v, w)) (noch
Kapazita¨t frei) oder f((w, v)) > 0 (noch Ru¨ckfluss mo¨glich). In diesem Fall
sei c′((v, w)) := c((v, w))− f((v, w)) + f((w, v)) die neue Kapazita¨t.
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Es gilt eine analoge Version des Satzes von Berge 1.1:
Beobachtung 1.14 Ein Fluss ist genau dann maximal, wenn es im residualen
Netzwerk keinen Pfad von s nach t gibt.
Satz 1.7 samt Beweis lassen sich von augmentierenden Pfaden auf Pfade im
residualen Netzwerk u¨bertragen. Diese Pfade werden wir im Flusskontext
ebenfalls als augmentierend bezeichnen.
Die Laufzeitanalyse entspricht weitgehend der beim Algorithmus von Hop-
croft und Karp. Es kann gezeigt werden, dass die La¨nge eines ku¨rzesten
Pfades im residualen Netzwerk immer gleich bleibt oder erho¨ht wird, wenn
man den Fluss u¨ber einen ku¨rzesten Pfad vergro¨ßert. Jeder Knoten in A ∪ B
kann nur von einer Flusseinheit passiert werden, da jeder Knoten entweder
Eingangs- oder Ausgangsgrad 1 hat. Da die Flu¨sse also knotendisjunkte Pfa-
de bilden mu¨ssen, la¨ßt sich Satz 1.58 ebenfalls analog anwenden. D.h. man
augmentiert wiederum u¨ber eine nicht erweiterbare Menge augmentierender
Pfade. Diese Mengen werden im Fluss-Kontext “blockierende Flu¨sse” ge-
nannt.
Um eine Menge ku¨rzester Pfade im residualen Netzwerk zu finden, ordnen
wir zuna¨chst jedem Knoten v seinen Abstand zur Quelle l(v) zu. Dies kann
mittels BFS in Zeit O(m) geschehen. Danach entfernen wir alle Kanten, die
nicht von einem Knoten mit łi zu einem Knoten mit łi + 1 fu¨hren, da dies
wiederum eine notwendige Eigenschaft fu¨r Kanten auf einem ku¨rzesten Pfad
ist.
In dem so gewonnenen geschichteten Netzwerk finden wir mittels DFS eine
nicht erweiterbare Menge disjunkter s-t-Pfade. Dies ist in O(m) mo¨glich,
da jede Kante nur eine Flusseinheit tragen kann, also nur von einem solchen
Pfad verwandt wird. Dann finden wir einen neuen gro¨ßeren Fluss, indem wir
jeweils eine Flusseinheit u¨ber jeden gefundenen Pfad schicken. War der Fluss
vorher ganzzahlig, so ist er es auch nachher, da jeder Flusswert nur um +1
oder −1 gea¨ndert wird.
Da nun jeder augmentierende Pfad die La¨nge √n haben muss und jeder der
n Knoten nur von jeweils einem Pfad passiert werden kann, kann es nur noch√
n Pfade geben. Diese weiteren O(√n) augmentierenden Pfade lassen sich
mit DFS in Zeit O(m) pro Pfad finden. ♦S1.12
Sowohl der Algorithmus von Hopcroft und Karp als auch der Algorithmus von Dinic
finden also in O(√nm) Zeit ein maximales Matching in einem bipartiten Graphen.
Teil I
Algorithmen fu¨r das nichtbipartite
Matchingproblem
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Kapitel 2
Einleitung
Im Jahr 1991 haben Feder und Motwani [11][12] die erste und bisher einzige Verbesse-
rung des Algorithmus von Hopcroft und Karp auf bipartiten Graphen erreicht: Sie ersetzen
vor dem eigentlichen Matching-Algorithmus vollsta¨ndige Teilgraphen durch Teilgraphen
mit wesentlich weniger Kanten, die sich im Rahmen des Matching-Algorithmus wie die
urspru¨nglichen Teilgraphen verhalten. Da die Laufzeit der Matching-Algorithmen we-
sentlich von der Zahl der Kanten abha¨ngt, werden diese somit beschleunigt. (Mit diesem
Vorgehen konnten auch andere Algorithmen entsprechend verbessert werden.)
Man erha¨lt durch diese Ersetzungen eine kleinere Repra¨sentation des Graphen, aus der
man den urspru¨nglichen Graphen verlustfrei rekonstruieren ko¨nnte. Dieses Vorgehen wird
daher auch als “Graphenkompression” bezeichnet.
Das Verfahren von Feder und Motwani reduziert die Zahl der Kanten auf m log
2n2
m
logn
. Auf
diese Weise konnten Feder und Motwani einen Algorithmus konstruieren, der in einem
Graphen G = (V,E) mit |V | = n Knoten und |E| = m Kanten ein maximales Matching
in Zeit O
(√
nm
log 2n
2
m
logn
)
bestimmt.
Das Ausmaß der Beschleunigung ist von der Dichte des Graphen abha¨ngig, d.h. von
dem Verha¨ltnis zwischen Kantenzahl und Knotenzahl. In sehr dichten Graphen mit
m ≥ kn2, 0 < k < 1 erreicht das Verfahren mit O(
√
nm
logn
) eine Beschleunigung um einen
logarithmischen Faktor. Fu¨r weniger dichte Graphen mit m ≤ n2−δ, 0 ≤ δ ≤ 2 ist die
Laufzeit O
(√
nm
log 2n
2
n2−δ
logn
)
= O
(√
nm δ logn
logn
)
mit der des Algorithmus von Hopcroft
und Karp [21] identisch.
Unser Ziel in diesem Kapitel ist es, dieses auf bipartite Graphen erfolgreich angewen-
dete Graphenkompressionsverfahren auf den nichtbipartiten Fall zu u¨bertragen. Wir
beschleunigen damit ein O(√nm)-Matchingverfahren, konkret den Algorithmus von
Blum [2]. Auf diese Weise ko¨nnen wir ein Matching auch im nichtbipartiten Fall in Zeit
O
(√
nm
log 2n
2
m
log n
)
bestimmen.
Wir werden dabei wie folgt vorgehen:
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1. Wir beschreiben in Abschnitt 2.1.222 den auf Graphenkompression basierenden Al-
gorithmus von Feder und Motwani [11] zum Finden von Matchings im bipartiten
Fall.
2. Wir gehen in Abschnitt 2.229 auf die besonderen Probleme des nichtbipartiten Falles
ein.
3. Wir erla¨utern in Abschnitt 2.334 die Transformation des nichtbipartiten Problems in
ein bipartites Problem mit Nebenbedingungen.
4. Wir beschreiben zwei Algorithmen, die die komprimierte bipartite Repra¨sentation
des Graphen nutzen, um ein Matching schnell zu bestimmen. Der erste Algorithmus
erzeugt daraus wieder umgekehrt eine komprimierte nichtbipartite Form (Kapitel
338). Der zweite Algorithmus arbeitet durchgehend mit der bipartiten Repra¨sentation
(Kapitel 458).
2.1 Der Algorithmus von Feder und Motwani
2.1.1 ¨Uberblick
Die Grundlage des Algorithmus von Feder und Motwani [11] ist die Beobachtung, dass
sich vollsta¨ndige bipartite Teilgraphen von Graphen in Bezug auf Matching-Algorithmen
besonders einfach verhalten. Wir bezeichnen diese vollsta¨ndigen Teilgraphen als “bipar-
tite Cliquen”.
Definition 2.1 Sei G = (V,E) ein Graph. Ein Teilgraph C = (A∪˙B,EC) ist eine bi-
partite Clique oder auch Biclique, wenn in C alle Knoten aus A mit allen Knoten aus B
verbunden sind, d.h. A ⊗ B = EC ⊂ E. Ist die genaue Gro¨ße der Clique von Interesse,
so setzen wir α := |A| und β := |B| und sprechen von einer (α, β)-Clique.
Bemerkung 2.2 Es ist damit nicht verlangt, dass A oder B in G unabha¨ngige Mengen
sein mu¨ssen. Ebenso verlangt dies nicht, dass C ein induzierter Teilgraph sein muss.
Ein bipartite Clique C = (A∪˙B,EC) hat die besondere Eigenschaft, dass es zu je zwei
gleichgroßen Teilmengen von A und B A′ ⊂ A und B′ ⊂ B |A′| = |B′| stets ein Mat-
ching gibt, das A′ und B′ u¨berdeckt: Solange es in A′ und B′ noch unu¨berdeckte Knoten
gibt, gibt es stets eine Kante, die zwei davon verbindet. Im Prinzip genu¨gt es also zu wis-
sen, welche Knoten von A und B durch Kanten innerhalb der Clique verbunden werden
mu¨ssen. Es kann dann immer ein Matching konstruiert werden, das diese u¨berdeckt.
Man ko¨nnte also die Kantenmengen der Cliquen im Prinzip vernachla¨ssigen:
Lemma 2.3 Sei G = (V,E) ein Graph und C = (A∪˙B,EC) eine bipartite Clique in G.
Sei M ′ ein Matching in G′ = (V,E\EC), fu¨r das
|M ′|+min(|{a ∈ A | a frei}|, |{b ∈ B | b frei}|)
maximal ist. Dann gibt es ein maximales Matching M in G mit M ′ ⊂M .
2.1. DER ALGORITHMUS VON FEDER UND MOTWANI 19
Beweis: Man kann M ′ als Matching in G um min(|{a ∈ A|a frei}|, |{b ∈
B|b frei}|) Kanten zu einem Matching M vergro¨ßern: Sei o.B.d.A ange-
nommen, dass |{a ∈ A|a frei}| ≤ |{b ∈ B|b frei}|. Dann kann man die
|{a ∈ A|a frei}| unu¨berdeckten Knoten durch Kanten aus EC mit Knoten
aus B verbinden, da dort mindestens genausoviele Knoten unu¨berdeckt sind.
Um einzusehen, dass M bereits maximal ist, sei M+ ein maximales Mat-
ching. Entfernt man die zu EC geho¨rigen Kanten aus M+, so erha¨lt man ein
Matching M ′+ in G′ mit |M ′+| + min(|{a ∈ A|a frei}|, |{b ∈ B|b frei}|) =
|M+|. Aufgrund der Wahl von |M ′| gilt also
|M | = |M ′|+min(|{a ∈ A|a frei}|, |{b ∈ B|b frei})| ≥ |M+|.

Da die Anwendung des Kompressionsverfahrens bei Flussalgorithmen anschaulicher dar-
stellbar ist, gehen wir vorla¨ufig zu der in der Einleitung (Kapitel 1.4.213) beschriebenen
Repra¨sentation des Matchingproblems als Flussproblem u¨ber: Wir wandeln einen bipar-
titen Graphen in ein gerichtetes Netzwerk um, indem wir eine Quelle s hinzufu¨gen, die
wir mit allen Knoten aus B verbinden, und eine Senke t, die wir mit allen Knoten aus A
verbinden. Wir richten die Kanten von s u¨ber B nach A und von dort nach t. Alle Kanten
erhalten Kapazita¨t 1. Wie wir in Kapitel 1.4.213 gesehen haben, bilden bei einem maxima-
len ganzzahligen Fluss die Kanten mit positivem Fluss zwischen A und B ein maximales
Matching.
Betrachtet man Flu¨sse in bipartiten Graphen, so haben bipartite Cliquen C = (A∪˙B,EC)
die Eigenschaft, dass es zu jeder Wahl von gleichgroßen Teilmengen B′ ⊂ B und A′ ⊂ A
mo¨glich ist, |A′| = |B′| Flusseinheiten von B′ nach A′ zu schicken.
Die Idee von Feder und Motwani ist es nun, eine solche Clique durch einen anderen
Teilgraphen zu ersetzen, der ebenfalls diese Eigenschaft hat, aber aus weniger Kanten
besteht. Hierbei ist zu beachten, dass wir nur die Kantenmenge der Clique durch eine an-
dere Struktur ersetzen. Die Knoten und deren inzidente, aber nicht zur Clique geho¨renden
Kanten bleiben davon unberu¨hrt.
c
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Abbildung 2.1: Ersetzen einer Clique durch einen Stern im Flussfall
Abb. 2.1 veranschaulicht, dass man die Kanten zwischen den beiden Seiten einer Clique
(A′, B′) - mit von B′ nach A′ gerichteten Kanten - durch einen “Stern” ersetzen kann,
ohne dass sich die Gro¨ße eines maximalen Flusses a¨ndert: Zuna¨chst ist klar, dass man den
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gesamten Fluss durch einen zentralen Knoten leiten ko¨nnte, wenn man die Kapazita¨ten
der Kanten zu diesem Knoten hoch genug wa¨hlt (Schritt von a nach b). Im vorliegenden
Fall haben alle Knoten Eingangs- bzw. Ausgangsgrad 1, so dass die Kapazita¨ten zum zen-
tralen Knoten wieder auf 1 reduziert werden ko¨nnen, da ohnehin nicht mehr Fluss u¨ber
diese Kanten fließen kann (b nach c). Diese Reduktion wiederum erlaubt es, einen fu¨r den
Fall c gefundenen Fluss wieder auf Fall a zu transformieren: Man verbindet paarweise
Knoten, die Fluss zum zentralen Knoten schicken, und solche, die von diesem Knoten
Fluss empfangen.
Es ist also mo¨glich,
• die Kanten der bipartiten Clique durch diesen “Stern” zu ersetzen,
• in dem so entstehenden Graphen einen maximalen Fluss zu bestimmen,
• und aus diesem Fluss einen maximalen Fluss im urspru¨nglichen Graphen zu rekon-
struieren.
Die Zahl der Kanten im Graphen wird durch diese Kompression verringert, da eine
Clique mit |A′||B′| Kanten durch einen Graphen mit |A′| + |B′| Kanten ersetzt werden
konnte.
Wir belassen es zuna¨chst bei dieser anschaulichen Beschreibung des Ersetzungsvor-
ganges, wir werden ihn formal exakt mit Definition 3.843 beschreiben. Den jeweiligen
zentralen Knoten der Sterne werden wir entsprechend als Zentralknoten bezeichnen.
Bemerkung 2.4 Eine solche Ersetzung durch Sterne ist im Kontext alternierender Pfade
nicht mo¨glich, da stets nur ein Pfad den zentralen Knoten des Sterns passieren kann.
Zum Finden von Flu¨ssen in diesen Graphen wollen wir nun den Algorithmus von Dinic
[8] einsetzen.
Bei der Laufzeitanalyse dieses Algorithmus in Kapitel 1.4.213 sind wir davon ausgegan-
gen, dass es ho¨chstens
√
n augmentierende Pfade der La¨nge
√
n geben kann. Darauf
basierend konnten wir zeigen, dass - sobald es nur noch Pfade mindestens dieser La¨nge
gibt - das Matching in Zeit O(√nm) zu einem maximalen Matching vergro¨ßert werden
kann.
Die Zahl der verbleibenden augmentierenden Pfade konnte abgescha¨tzt werden, da jeder
Knoten Ein- oder Ausgangsgrad 1 hatte, so dass jeder Knoten nur von jeweils einem aug-
mentierenden Pfad durchquert werden konnte. Dies ist nun nicht mehr der Fall, da einige
Knoten ,na¨mlich die Zentralknoten der Sterne, nicht mehr Ein- oder Ausgangsgrad 1 ha-
ben.
Wie Feder und Motwani [11] gezeigt haben, funktioniert das Verfahren von Dinic aber
auch in diesem Fall in O(√nm). Es sind nie zwei Zentralknoten zueinander adjazent.
Damit besitzt zumindestens jeder zweite Knoten auf jedem Pfad noch die Eigenschaft,
Ein- oder Ausgangsgrad 1 zu haben. Jeder augmentierende Pfad der La¨nge
√
n beno¨tigt
also mindestens
√
n
2
der Knoten, die nur von einer Flusseinheit passiert werden ko¨nnen.
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Da es nach wie vor n Stu¨ck davon gibt, kann es ho¨chstens 2
√
n augmentierende Pfade
dieser La¨nge geben.
Um diese Ersetzung einer Clique zu einer Beschleunigung des gesamten Algorithmus
auszubauen, ist es notwendig, eine ausreichend große Zahl von mo¨glichst großen Cliquen
zu finden und zu ersetzen.
Definition 2.5 Eine bipartite Cliquenzerlegung eines Graphen G ist eine Menge von
bipartiten Cliquen C = C1, . . . , Cr ⊂ G, so dass jedes e ∈ E(G) fu¨r genau ein
i ∈ {1, . . . , r} zu E(Ci) geho¨rt.
Als gleichzeitiges Maß fu¨r Gro¨ße und Zahl der Cliquen fu¨hren wir den Begriff der Ge-
samtgro¨ße ein:
Definition 2.6 Die Gesamtgro¨ße ||C||einer Cliquenzerlegung C ist die Summe der Ord-
nungen der Teilgraphen, also ||C|| :=∑C∈C |V (C)|.
Bemerkung 2.7 Ein Knoten kann in mehreren Cliquen enthalten sein und somit mehr-
mals zur Gesamtgro¨ße beitragen.
Lemma 2.8 Ersetzt man ausgehend von einer Cliquenzerlegung C mit Gesamtgro¨ße m∗
die Kantenmengen der Cliquen durch sternfo¨rmige Ersatzgraphen, so erha¨lt man einen
Graphen mit m∗ Kanten.
Beweis: Jeder Knoten erha¨lt fu¨r jede Clique, zu der er geho¨rt, eine Kante
zum (bzw. vom) Zentralknoten des entsprechenden Sterns. Man betrachte ei-
ne {0, 1}-Matrix D mit |V | Spalten und |C| Zeilen, in der ein Eintrag (i, j)
genau dann den Wert 1 hat, wenn der ite Knoten zur j-ten Clique geho¨rt.
Dann entspricht die gerade gegebene Beschreibung der Kantenanzahl einer
spaltenweisen Summierung und die Definition der Gesamtgro¨ße einer zeilen-
weisen Summierung.
m∗ =
|V |∑
i=1
|C|∑
j=1
D(i, j) =
|C|∑
j=1
|V |∑
i=1
D(i, j) = ||C||

Korollar 2.9 Ist ein bipartiter Graph G = (V,E) und eine Cliquenzerlegung C mit Ge-
samtgro¨ße m∗ gegeben, so kann ein maximales Matching in diesem Graphen in Zeit
O(√nm∗) gefunden werden.
Beweis: Man wandelt das Matchingproblem in ein Flussproblem um und er-
setzt wie oben beschrieben die Cliquen durch Sterne. In dem so entstande-
nen Graphen mit O(m∗) Kanten kann mittels des Algorithmus von Dinic ein
maximaler Fluss in Zeit O(√nm∗) gefunden werden. Dies la¨ßt sich in Zeit
O(m) in ein maximales Matching in G umwandeln. 
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2.1.2 Durchfu¨hrung der Graphenkompression
An dieser Stelle pra¨sentieren wir das Graphen-Kompressionsverfahren von Feder und
Motwani [11], das Grundlage ihres Algorithmus fu¨r das bipartite Matchingproblem ist.
Zuna¨chst zeigen wir, dass eine hohe Kantenzahl hinreichend dafu¨r ist, dass der Graph
ausreichend große Cliquen entha¨lt. Danach geben wir wieder, wie man eine solche findet
und entfernt. Wir zeigen dann, wie man dieses Finden und Entfernen iterieren kann, um
letztendlich den Graphen in solche Cliquen und einen relativ kleinen Restgraphen zu
zerlegen.
Um der formalen Definition einer Cliquenzerlegung (vgl. Definition 2.6) zu entsprechen,
ko¨nnen die Kanten dieses Restgraphen dann noch als 1-Kanten Cliquen interpretiert
werden. Wir nehmen an, dass |A| = |B| = n.
2.1.2.1 Die Existenz einer großen Clique
Der Algorithmus von Feder und Motwani findet Cliquen ungleichma¨ßiger Gro¨ße:
Definition 2.10 ([11]) Sei 0 ≤ δ ≤ 1 und k(n,m, δ) :=
⌊
δ logn
log 2n
2
m
⌋
. Dann ist eine δ-Clique
eine (α, β)-Clique mit α =
⌈
n1−δ
⌉
und β = k(n,m, δ).
Wir zeigen zuna¨chst, dass jeder bipartite Graph fu¨r jedes δ eine δ-Clique entha¨lt. Dies
erlaubt es uns spa¨ter, den Parameter δ beliebig zu wa¨hlen. Der Beweis des Satzes liefert
zudem die Grundidee fu¨r den Algorithmus zum Finden einer δ-Clique:
Satz 2.11 (Feder, Motwani[11]) Jeder bipartite Graph hat eine δ-Clique.
Beweis: Der Beweis wird zuna¨chst als reiner Existenzbeweis mit Abza¨hlargumenten
gefu¨hrt. Wir werden spa¨ter zeigen, wie sich daraus ein Konstruktionsverfahren fu¨r ei-
ne δ-Clique herleiten la¨ßt.
Eine (α, β)-Clique ist im Prinzip eine Teilmenge von B der Gro¨ße β, die aus Knoten be-
steht, die (mindestens) α gemeinsame Nachbarn in A haben. Wenn wir zeigen ko¨nnen,
dass die durchschnittliche Zahl gemeinsamer Nachbarn aller Teilmengen der Gro¨ße β
gro¨ßer ist als α, so ko¨nnen wir sicher sein, dass mindestens eine dieser Mengen eine ent-
sprechend große gemeinsame Nachbarschaft haben muss.
Aus algorithmischen Gru¨nden, die wir erst in Kapitel 2.1.2.224 erla¨utern ko¨nnen, bestim-
men wir allerdings nicht den Durchschnitt der Nachbarschaftsgro¨ße u¨ber alle Teilmengen,
sondern sogar u¨ber alle geordneten Teilmengen. Dies a¨ndert nichts an der zugrundeliegen-
den Argumentation.
Hierzu sei xk definiert als x(x − 1)(x − 2) · · · (x − k + 1), also die Zahl der k-
elementigen geordneten Teilmengen einer x-elementigen Menge. Des Weiteren bezeich-
ne Bk := K1, . . . , Knk die Menge der k elementigen geordneten Teilmengen von B und
(ai)i=1···n die Knoten aus A.
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Den Grad des i-ten Knoten d(ai) ku¨rzen wir mit di ab. Dann kann die Existenz einer Teil-
menge von B mit vielen gemeinsamen Nachbarn in A durch doppelte Summation u¨ber
eine {0, 1}- Matrix gezeigt werden: Sei fu¨r 1 ≤ i ≤ n und 1 ≤ j ≤ nk
Mi,j :=
{
1 falls Kj ⊆ Γ(ai)
0 sonst.
D.h. es steht genau dann eine 1 in Eintrag (i, j), wenn Knoten ai ein gemeinsamer Nach-
bar aller Knoten aus der j-ten Teilmenge ist. So ist die Zahl der Einsen in einer Zeile i die
Zahl der geordneten Teilmengen, die vo¨llig in der Nachbarschaft von ai liegen. Die Zahl
der Einsen in einer Spalte j ist die Zahl von Knoten, in deren Nachbarschaft die die j-te
Teilmenge liegt.
Sei die Gesamtzahl von Einsen in dieser Matrix mit Ck :=
∑n
i=1
∑nk
j=1Mi,j bezeichnet.
Fu¨r einen Knoten ai ∈ A ergibt sich
∑nk
j=1Mij = d(ai)
k =: dki , da man aus den
di := d(ai) Nachbarn von ai genau diese Zahl k-elementiger geordneter Teilmengen
wa¨hlen kann. Summiert man u¨ber alle Knoten, so erha¨lt man wiederum die Gesamtsum-
me:
∑n
i=1 d
k
i = Ck.
Die Summe u¨ber die Zeilensummen ist gleich der Summe u¨ber die Spaltensummen. Somit
erha¨lt man die durchschnittliche Zahl von Knoten, in deren gemeinsamer Nachbarschaft
eine geordnete Teilmenge liegt, indem man die Gesamtsumme durch die Zahl der geord-
neten k-elementigen Teilmengen teilt:
Ck
nk
=
∑n
i=1 d
k
i
nk
Um den Ausdruck
∑n
i=1 d
k
i in Abha¨ngigkeit von der Gesamtkantenzahl abzuscha¨tzen,
muss nun betrachtet werden, wie er sich - je nachdem wie die Kanten auf die Knoten
verteilt sind - verha¨lt.
Lemma 2.12 (Feder, Motwani[11]) Bei konstanter Kantenzahl im Graphen m =∑n
i=1 di nimmt der Ausdruck
∑n
i=1 d
k
i sein Minimum an, wenn die di alle gleich groß
sind.
Somit ergibt sich fu¨r den Durchschnitt
Ck
nk
=
∑n
i=1 d
k
i
nk
≥ n
(⌊
m
n
⌋)k
nk
≥ n(
m
n
− k)k
nk
Wegen k(n,m, δ) ≤ δ logn
log 2n
2
m
≤ m
2n
und −δ logn
log m
2n2
= log m
2n2
n−δ erha¨lt man als untere Grenze
fu¨r den Durchschnitt
Ck
nk
≥ n
(
(m
n
− m
2n
)
n
)k
= n
( m
2n2
)k
≥ n1
( m
2n2
)−δ logn
log m
2n2 = n1−δ
Nach dem Schubfachprinzip muss aber mindestens eine Zeile der Matrix mindestens so
viele Einsen enthalten wie dieser Durchschnitt. D.h. es gibt eine geordnete Teilmenge der
Gro¨ße k, die in der Nachbarschaft von mindestens ⌈n1−δ⌉ Knoten liegt. S2.11
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2.1.2.2 Das Finden einer Clique
Im vorangegangenen Kapitel haben wir festgestellt, dass jeder bipartite Graph eine δ-
Clique entha¨lt, da es mindestens eine k-elementige Teilmenge von B mit ausreichend
vielen gemeinsamen Nachbarn geben muss.
Fu¨r einen Algorithmus, der die Cliquen explizit ersetzten soll, genu¨gt diese reine Exi-
stenzaussage natu¨rlich nicht, sondern eine solche Menge muss auch gefunden werden.
Da ein vollsta¨ndiges Durchsuchen aller geordneten k-elementigen Teilmengen aus Zeit-
gru¨nden nicht mo¨glich ist, wu¨rde sich die folgende Variante einer bina¨ren Suche anbieten:
Man wa¨hlt beliebig einen Knoten b ∈ B und bestimmt mit den im vorangegangenen Ka-
pitel gezeigten Rechnungen, wie groß die durchschnittliche gemeinsame Nachbarschaft
aller k-elementigen geordneten Teilmengen von B ist, die b enthalten. Sei dieser Wert C¯b.
Ist C¯b gro¨ßer als der Durchschnitt aller Mengen, so fu¨gt man b in B′ ein und sucht ein
weiteres Element. Ansonsten weiß man, dass der Durchschnitt C¯6 b u¨ber alle Mengen, die
b nicht enthalten ausreichend groß sein muss, da der Gesamtdurchschnitt der Mittelwert
von C¯b und C¯6 b ist.
Leider ko¨nnten fu¨r diese Bestimmung von B′ dann O(n) dieser aufwa¨ndigen Auswahl-
prozesse beno¨tigt werden, wenn man gerade zufa¨llig die Knoten zuletzt ausprobiert, die
tatsa¨chlich die gesuchte Menge bilden. Feder und Motwani[11] haben daher das Auswahl-
verfahren so abgea¨ndert, dass dieses im Prinzip bina¨rer Suche a¨hnelnde Verfahren nicht
nur zur Suche der gesamten Menge, sondern auch zur Suche jedes einzelnen Elementes
fu¨r diese Menge verwandt wird.
Um das erste Element fu¨r B′ zu finden, wird die Menge B in zwei gleichgroße Mengen
zerlegt: B0 und B1. Damit erha¨lt man auch eine Zerlegung der Menge aller geordneten
k-elementigen Teilmengen von B, Bk, in zwei gleichgroße Mengen: In die Mengen, die
als erstes Element ein Element aus B0 haben und die Mengen, die als erstes Element
eins aus B1 haben. Fu¨r eine dieser beiden Mengen von Teilmengen muss gelten, dass
die durchschnittliche Gro¨ße der gemeinsamen Nachbarschaften ihrer Teilmengen gro¨ßer
gleich dem Gesamtdurchschnitt ist. Ist dies o.B.d.A. fu¨r B1 der Fall, so zerlegt man diese
wieder in zwei Mengen B10 und B11 und wiederholt das Ganze so lange, bis die verblei-
bende Menge nur noch einen einzelnen Knoten b1 entha¨lt. Dieser wird zum ersten Knoten
von B′. Danach beschra¨nkt man sich auf die Mengen, die mit b1 anfangen und sucht
auf gleiche Weise b2 usw. Die den Elementen hierbei mehr oder weniger aufgezwungene
Reihenfolge ist der eigentliche Grund, warum hier mit geordneten Teilmengen gearbeitet
wird.
Um dieses Verfahren formal beschreiben zu ko¨nnen, muss zuna¨chst ein relativ großer
Aufwand an Definitionen betrieben werden. Es sei daher zur Vereinfachung angenommen,
dass n = 2r fu¨r ein r ∈ N.
Definition 2.13 Sei w ∈ {0, 1}≤r eine bina¨re Zeichenkette mit La¨nge kleiner gleich r.
Dann bezeichne Bw die Menge der bi ∈ B, fu¨r die gilt, dass w ein Prefix des Bina¨rcodes
von i ist. Insbesondere ist z.B. die dem leeren Wort ǫ zugeordnete Menge Bǫ = B.
di,w sei die Zahl der Nachbarn, die der Knoten ai ∈ A in Bw hat.
Definition 2.14 Die Verknu¨pfung zweier Strings stellen wir mit dem Operator “.” dar,
also a.b = ab.
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Definition 2.15 Fu¨r U ⊂ A und C ⊂ Bk bezeichne C(U, C) die Zahl der Einsen in der
durch U und C definierten Untermatrix von M .
Definition 2.16 Wurde bereits bestimmt, dass die ersten t Elemente der gesuchten Menge
B′ die Knoten (b1, . . . , bt) sein sollen, so bezeichne Bt die Menge B\{b1, . . . , bt}. At sei
die Menge der a ∈ A, so dass b1, . . . , bt ∈ Γ(a).
Definition 2.17 Mit St,w sei die Menge derjenigen geordneten k-elementigen Teilmengen
von B bezeichnet, deren t− 1 ersten Elemente b1, . . . bt−1 sind und deren t-tes Element in
Bw enthalten ist.
Der Algorithmus bestimmt nun nach und nach die Elemente der Menge B′. Durch jede
Wahl eines weiteren Elements wird die Zahl der Mengen, die noch in Frage kommen,
verringert. Wir versuchen nun, die Wahl jeweils so zu treffen, dass die durchschnittliche
Gro¨ße einer gemeinsamen Nachbarschaft bei diesen Mengen mindestens so hoch bleibt,
wie dies vorher beim Gesamtdurchschnitt der Fall war.
Zu Beginn ist C¯ := Ck
nk
= C(A,S0,ǫ)|S0,ǫ| dieser Mittelwert.
Jede Menge St,w la¨ßt sich nun in die zwei gleichgroßen Mengen St,w.0 und St,w.1 zerle-
gen. Nach dem Schubfachprinzip muss fu¨r eine der beiden der Mittelwert der Anzahl der
Einsen in der zugeho¨rigen Teilmatrix mindestens genauso groß sein wie fu¨r die Gesamt-
menge. Wa¨hlt man also jeweils diejenige Erweiterung von w, die zu der Menge mit dem
gro¨ßeren Wert korrespondiert, so erha¨lt man schließlich fu¨r |w| = r ein einzelnes Ele-
ment aus B, das man dann als (t+ 1)tes Element wa¨hlen kann. Nach k Iterationen dieses
Vorgehens ist somit eine Menge mit der gewu¨nschten Eigenschaft gefunden.
Voraussetzung fu¨r dieses Vorgehen ist es, zu jedem t und w die Gro¨ße C(A, St,w) bestim-
men zu ko¨nnen. Zu diesem Zweck werden sogenannte “Nachbarschaftsba¨ume” verwen-
det.
Definition 2.18 Ein “Nachbarschaftsbaum” zu einem Knoten ai ist ein Bina¨rbaum der
Tiefe r, dessen Knoten in der Weise mit den Strings w ∈ {0, 1}≤r bezeichnet werden, dass
die beiden So¨hne eines Knotens jeweils den String ihres Vaters verla¨ngert um 0 bzw 1
erhalten. Jedem Knoten zugeordnet sei der Wert di,w, der angibt, wieviele der Knoten aus
Bw in der Nachbarschaft von ai also Γ(ai), liegen.
Lemma 2.19 C(At, St,w) =
∑
ai∈At di,w(di − 1)k−t
Beweis: Die Einsen in dieser Submatrix ko¨nnen zeilenweise addiert werden.
Es genu¨gt also zu zeigen, dass die Zahl der Einsen in der Zeile von ai gleich
di,w(di − 1)k−t ist. Die ersten t − 1 Elemente jeder Menge sind gleich und
per Definition in der Nachbarschaft von ai enthalten. Das tte Element kommt
aus Γ(ai) ∩ Bw, wofu¨r es di,w Mo¨glichkeiten gibt. Die verbleibenden k − t
Elemente ko¨nnen beliebig aus der Menge der di− 1 verbleibenden Nachbarn
gewa¨hlt werden. Hierbei ist zu beachten, dass di ebenso wie alle di,w jedesmal
angepasst wird, wenn ein Element fu¨r B′ gefunden wurde. 
Bemerkung 2.20 Der Wert
∑
ai∈At di,w(di−1)k−t kann in ZeitO(nk) berechnet werden,
wenn di,w gegeben ist.
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Sobald ein weiteres Element vonB′ bestimmt wurde, mu¨ssen die di,w-Werte neu bestimmt
werden. Dieser Vorgang wird auch als die “Aktualisierung der Nachbarschaftsba¨ume” be-
zeichnet. Die einzigen ¨Anderungen, die sich durch die spa¨teren Modifikationen des Al-
gorithmus fu¨r den nichtbipartiten Fall ergeben werden, betreffen dieses Aktualisieren der
Nachbarschaftsba¨ume. Wir stellen daher hier diesen Teil genauer dar:
Sobald ein Knoten fu¨r B′ gefunden wurde, mu¨ssen vor der na¨chsten Suche alle n Nach-
barschaftsba¨ume an diese Vera¨nderung angepaßt werden. Fu¨r jeden Knoten b′ mu¨ssen bei
jedem Nachbarschaftsbaum die Werte aller Knoten auf dem Pfad, der mit Bw = {b′} en-
det, um jeweils 1 verringert werden. Dies beno¨tigt pro Baum eine Laufzeit von O(log n),
kann also bei insgesamt n Ba¨umen und k Aufrufen in O(kn log n) durchgefu¨hrt werden.
Algorithmus 1 Cliquenabspaltung nach [11]
1: procedure SPLIT(k)
2: Erzeuge Zeiger zi, i = 1, . . . , n zur Wurzeln des Nachbarschaftsbaums von ai
3: At := A
4: Bt := B
5: for t := 1 to k do
6: w := ǫ
7: c0 := C(At, St,w•0)
8: c1 := C(At, St,w•1)
9: if c0 ≥ c1 then
10: w := w • 0
11: else
12: w := w • 1
13: end if
14: Aktualisiere die Zeiger der Nachbarschaftsba¨ume zi auf den Sohn w
15: if |w| < r then
16: GOTO 7
17: end if
18: bt := b′ mit Bw = {b′}
19: Bt+1 := Bt\bt
20: At+1 := {u ∈ At|bt ∈ Γ(u)}
21: Aktualisiere die Nachbarschaftsba¨ume und setze die Zeiger wieder auf die
Wurzeln.
22: end for
23: Return A′ = Ak, B′ = {b1, . . . bk}
24: end procedure
Satz 2.21 (Feder, Motwani 1991[11]) Der Clique-Stripping Algorithmus bestimmt eine
δ-Clique in ZeitO(nk2 log n) und aktualisiert gleichzeitig die Nachbarschaftsba¨ume. Die
erste Berechnung der Ba¨ume ist in der obigen Schranke nicht beru¨cksichtigt.
Beweis: Fu¨r jedes der k zu bestimmenden Elemente muss log n mal der Wert
von
∑
ai∈Al di,w(di−1)k−t bestimmt werden, was ZeitO(nk) kostet. Das Ak-
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tualisieren der Nachbarschaftsba¨ume beno¨tigt daher insgesamt O(kn log n)
Schritte. 
2.1.3 Das Komprimieren von Graphen
Um einen Graphen zu komprimieren, wendet man den Clique-Stripping Algorithmus so
oft an, bis die Gro¨ße der durch Satz 2.1122 garantierten Cliquen so weit gesunken ist, daß
ein weiteres Ersetzen keine Verbesserung mehr erzielt.
Zur Vorbereitung ist es zuna¨chst notwendig, die Nachbarschaftsba¨ume zu erzeugen.
Lemma 2.22 Die n Nachbarschaftsba¨ume ko¨nnen in Zeit m log n erzeugt werden.
Beweis: Jede Kante (u, b) der m Kanten tra¨gt jeweils 1 zu jedem Knoten
auf dem Pfad von der Wurzel des zu u geho¨renden Baumes Tu zu dem Kno-
ten mit Markierung {b} bei (s. z.B. das Paar (u, b13) in Abb. 2.2, darge-
stellt ist der Nachbarschaftsbaum von u, Tu). Jeder dieser Pfade hat La¨nge
log n. Wir ko¨nnen also mit Ba¨umen anfangen, bei denen alle Werte Null sind
und erho¨hen fu¨r jede Kante alle Werte auf dem zugeho¨rigen Pfad um 1. So-
mit ko¨nnen die Ba¨ume durch sukzessives Erho¨hen der Knotenwerte in der
gewu¨nschten Zeit erzeugt werden. 
B={b1,b2,...,b16}
...
...
...
... ... ...
... ...
T u
{b1,..,b8} {b9,...b16}
{b9,...,b12}
{b13}
{b1,...,b4} {b4,...,b8} {b13,...,b16}
B
Abbildung 2.2: Nachbarschaftsbaum von Knoten u
Nun kann mit Hilfe der Nachbarschaftsba¨ume der Clique-Stripping Algorithmus (Algo-
rithmus 2) angewandt werden. Zeile 10 ist notwendig, da die Nachbarschaftsba¨ume auch
fu¨r einige Knoten gea¨ndert wurden, die spa¨ter nicht in die jeweilige Clique aufgenommen
wurden. Dieses Zuru¨cksetzen kann aber natu¨rlich mit dem selben Zeitaufwand geschehen,
wie die vorangegangene Aktualisierung der Nachbarschaftsba¨ume.
Damit erha¨lt man das bereits zu Beginn erwa¨hnte Resultat, zu dessen vollsta¨ndigem Be-
weis wir auf [11] verweisen:
Satz 2.23 (Feder, Motwani 1991[11]) Sei G ein bipartiter Graph mit 2n Knoten und
m ≥ n1−δ Kanten. Dann partitioniert der Algorithmus 2 die Kanten in kantendisjunkte
Cliquen mit einer Gesamtgro¨ße vonO
(
m
k(n,m,δ)
)
und beno¨tigt hierzu ZeitO(mnδ log2 n).
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Algorithmus 2 Cliquenpartitionierung nach [11]
1: i := 0;
2: n := |A|
3: m′ := |E|
4: Berechne die Nachbarschaftsba¨ume
5: while m′ ≥ n2−δ do
6: i := i+ 1
7: k′ :=
⌊
δ logn
log 2n
2
m′
⌋
8: Finde Clique Ci = (Ai, Bi) mit SPLIT(k′)
9: E := E\Ai ×Bi
10: Setze die Nachbarschaftsba¨ume fu¨r alle Knoten außer denen in Ai zuru¨ck.
11: m′ := |E|
12: end while
13: Alle verbleibenden Kanten bleiben unangetastet (oder za¨hlen als (1,1)Cliquen)
Beweisskizze:
Der Algorithmus ha¨lt die angegebene Laufzeitschranke ein:
1. Wie in Lemma 2.22 gezeigt, ko¨nnen die Nachbarschaftsba¨ume in Schritt
4 in Zeit O(m log n) erzeugt werden.
2. Jede Ausfu¨hrung der Splitting-Routine beno¨tigt O(nk′2 log n) Zeit. Da-
bei werden mindestens k′n1−δ Kanten entfernt. Verteilt man die Opera-
tionen auf die Kanten, so ergeben sichO
(
nk′2 logn
n1−δk
)
= O(nδk′ log n) ⊂
O(nδ log2 n) Operationen pro Kante, da k′ stets durch O(log n) be-
schra¨nkt bleibt.
3. Es ko¨nnen insgesamt ho¨chstens m Kanten entfernt werden, so dass die
Gesamtzeit fu¨r das Ausfu¨hren der Schleife durch O(mnδ log2 n) be-
schra¨nkt ist.
Der Beweis der Kompressionsgu¨te erfolgt auf dem Weg, dass man beobach-
tet, dass jede entfernte Kante amortisiert durch ho¨chstens k′+n1−δ
k′n1−δ Kanten in
der komprimierten Darstellung ersetzt wird. Die Zahl der am Ende verblei-
benden, nicht von der Kompression erfassten Kanten ist in O(n2−δ). ♦
Bemerkung 2.24 Die bei der Kompression u¨brig gebliebenen Kanten werden dabei als
Cliquen mit nur einer Kante interpretiert. Dies steht nicht im Widerspruch zur Definition
der Cliquen.
Korollar 2.25 Mit Hilfe des Algorithmus “Partition” kann man in Zeit O(mnδ log2 n)
zu einem Graphen G einen Graphen G′ mit V (G′) ⊃ V (G) konstruieren, der ho¨chstens
O
(
m
k(n,m,δ)
)
Kanten hat und in dem zwei Knoten v und w aus G genau dann durch einen
Pfad der La¨nge ho¨chstens 2 verbunden sind, wenn sie in G adjazent waren.
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Beweis: Man erha¨lt G′, indem man, wie in Kapitel 2.1.118 beschrieben, die
Cliquen durch “Sterne” ersetzt. Entsprechend werden die bei der Kompres-
sion u¨brig gebliebenen 1-Kanten-Cliquen durch Pfade der La¨nge 2 ersetzt.

Wir ko¨nnen also ein Matching in einem Graphen schnell bestimmen, indem wir
1. den Graphen komprimieren,
2. den komprimierten Graphen in ein Netzwerk umwandeln,
3. in diesem mit dem Algorithmus von Dinic einen maximalen Fluss bestimmen,
4. diesen Fluss in den nicht komprimierten Graphen zuru¨ck u¨bertragen
5. und dessen flusstragende Kanten wieder als Matching interpretieren.
2.2 Eigenschaften Nichtbipartiter Graphen
Bevor wir beschreiben, wie sich das Graphenkompressionsverfahren auf Matching-
Algorithmen fu¨r nichtbipartite Graphen u¨betragen la¨ßt, stellen wir dar, welche zusa¨tz-
lichen Schwierigkeiten im nichtbipartiten Fall auftreten. Dazu betrachten wir zuna¨chst,
welche Unterschiede zwischen bipartiten und nichtbipartiten Graphen bestehen.
In bipartiten Graphen haben alle Kreise eine gerade Zahl von Kanten, da stets abwech-
selnd Knoten aus den beiden Partitionen benutzt werden mu¨ssen. Es gilt sogar der Satz:
Satz 2.26 Ein Graph ist genau dann bipartit, wenn er keine Kreise ungerader La¨nge
entha¨lt.
Beweis: Es bleibt, die Ru¨ckrichtung zu zeigen. Sei also G = (V,E) ein
Graph ohne Kreise ungerader La¨nge. Wir beweisen zuna¨chst, dass alle Pfade
zwischen zwei beliebigen Knoten entweder ausschließlich gerade oder aus-
schließlich ungerade La¨nge haben: Sei mit dem Ziel eines Widerspruchs an-
genommen, dass u′ und v′ ein Gegenbeispiel bilden mit zwei u − v Pfaden
P1 und P2. Dabei sei o.B.d.A angenommen, dass P1 gerade La¨nge hat und P2
ungerade La¨nge hat. Weiter nehmen wir an, dass u und v so gewa¨hlt wurden,
dass |P1|+ |P2| minimal ist unter allen Gegenbeispielen.
Haben P1 und P2 nur u′ und v′ gemeinsam, so bilden sie zusammen einen
Kreis ungerader La¨nge im Widerspruch zur urspru¨nglichen Annahme. Ha-
ben P1 und P2 einen weiteren Knoten z gemeinsam, so bildet eins der Paare
(u′, z) oder (v′, z) ein Gegenbeispiel mit ku¨rzeren Pfadla¨ngen: Dies gilt, da
von P2|u,z und P2|z,v einer gerade und einer ungerade La¨nge haben muss,
wa¨hrend P1|u,z und P1|z,v entweder beide gerade oder beide ungerade La¨nge
haben mu¨ssen.
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Wa¨hlt man also einen beliebigen Knoten x ∈ V , so zerfa¨llt die Knotenmen-
ge eindeutig in eine Menge A von Knoten, die zu x einen geraden Abstand
haben und in eine Menge B von Knoten, die zu x einen ungeraden Abstand
haben. Um einzusehen, dass diese beiden Mengen die gewu¨nschten zwei Par-
titionen sind, ist zu zeigen, dass es keine Kanten innerhalb von A bzw B
gibt. Seien o.B.d.A a1, a2 ∈ A zwei Knoten mit einer gemeinsamen Kante
(a1, a2). Dann gibt es von x aus zu a1 nach Definition von A einen Pfad ge-
rader La¨nge. Es gibt aber auch einen Pfad Pg gerader La¨nge zu a2. Benutzt
dieser (a1, a2) nicht, so ist Pg ◦ (a2, a1) ein Pfad ungerader La¨nge zu a1. An-
sonsten ist (a1, a2) die letzte Kante von Pg zu a2 und Pg ohne diese Kante
ist ein Pfad ungerader La¨nge zu a1. Dann gibt es aber zwischen x und a1
sowohl einen Pfad gerader als auch einen Pfad ungerader La¨nge. Dies kann
nicht sein. 
Die Ursache fu¨r das prinzipielle Scheitern algorithmischer Ansa¨tze aus dem bipartiten
Bereich bei nichtbipartiten Graphen liegt entsprechend in der Behandlung von Kreisen
ungerader La¨nge. Sind auf einem solchen Kreis die Matchingkanten wie in Abbildung
2.3 verteilt, so kann einem nach augmentierenden Pfaden suchenden Algorithmus eine
solcher Pfad vorgeta¨uscht wu¨rden, obwohl keiner vorhanden ist. Die zweite Darstellung
a
Abbildung 2.3: Kreis ungerader La¨nge und augmentierende Pfade
zeigt, wie dies geschehen kann. Die Pfeile deuten den Pfad an, den alternierende Tie-
fensuche fu¨r einen augmentierenden Pfad halten ko¨nnte. ¨Uber diesen Pfad kann nicht
augmentiert werden, da er die Kante a zweimal entha¨lt.
Das dritte Bild belegt, dass sich das Problem nicht dadurch lo¨sen la¨ßt, dass man die pro-
blematischen Knoten einfach als schon abgearbeitet ansieht. In diesem Fall ko¨nnten ande-
re augmentierende Pfade, die eine solche Struktur von außen betreten, u¨bersehen werden.
Derartige Strukturen werden wir als Blumen bezeichnen. Im Laufe der Zeit wurden ver-
schiedene Definitionen fu¨r diese Teilgraphen aufgestellt. Um nicht in Widerspruch zu
diesen Definitionen zu geraten, werden wir zuna¨chst “einfache” Blumen und “einfache”
Blu¨ten definieren. Wenn wir spa¨ter von Blumen und Blu¨ten sprechen, so meinen wir -
falls nicht explizit erwa¨hnt- diese einfache Variante.
Definition 2.27 Eine einfache Blume ist ein Kreis ungerader La¨nge 2l + 1, von dessen
Kanten l Matchingkanten sind. Der eine Knoten b, der nicht von diesen Matchingkanten
u¨berdeckt wird, ist u¨ber einen alternierenden Pfad mit einem freien Knoten s verbunden.
Der Kreis wird auch einfache Blu¨te genannt und der Pfad Stengel (vgl. das linke Bild von
Abb. 2.4). b wird Basis der einfachen Blu¨te genannt.
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Bemerkung 2.28 Nicht jeder Kreis der La¨nge 2l + 1 mit l Matchingkanten ist eine ein-
fache Blu¨te. Sie muss Teil einer einfachen Blume sein, d.h. ein Stengel muss vorhanden
sein. Der Stengel kann die La¨nge 0 haben, d.h. die Basis kann frei sein.
Die meisten Methoden zur Behandlung dieser Blu¨ten basieren auf der Beobachtung, dass,
wann immer ein augmentierender Pfad eine einfache Blu¨te durchquert, es einen augmen-
tierenden Pfad gibt, der durch den Stengel verla¨uft. Somit verha¨lt sich der Kreis einer
Blu¨te nach außen hin in Bezug auf die Existenz augmentierender Pfade durch die Blu¨te
wie ein einzelner Knoten. Entsprechend kann er durch einen solchen ersetzt werden:
Definition 2.29 Das Schrumpfen einer einfachen Blu¨te bezeichnet das Identifizieren der
Knoten, die zu dem Kreis der Blu¨te geho¨ren, miteinander. Es bezeichne G/B den Gra-
phen G nach Schrumpfen der Blu¨te B und vB denjenigen Knoten, der das Ergebnis der
Identifizierung ist (vgl. Abb. 2.4).
Sind v1, . . . , v2l+1 die Knoten der Blu¨te, so erhalten wir entsprechend:
V (G/B) = V \{v1, . . . , v2l+1} ∪ {vB}
und
E(G/B) = E\{{u, z} | {u, z} ∩ {v1, . . . , v2l+1} 6= ∅}
∪ {{u, vB} | {u, vi} ∈ E, u 6∈ {v1, . . . , v2l+1}, i = 1, . . . , 2l + 1}
Abbildung 2.4: Schrumpfen einer Blu¨te
Es bleibt also zu zeigen,
1. dass dieses Schrumpfen tatsa¨chlich keine Auswirkungen auf die Existenz eines aug-
mentierenden Pfades hat.
2. dass es mo¨glich ist, aus einem augmentierenden Pfad im Graphen G/B einen aug-
mentierenden Pfad in G zu erzeugen.
Ersteres liefert das folgende Lemma von Edmonds [9], das wir hier nach Hochsta¨ttler,
Kromberg und Moll [41] wiedergeben.
Hierzu erinnern wir zuna¨chst an grundlegende Eigenschaften der symmetrischen Diffe-
renz von Matchings aus Kapitel 1.36:
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Lemma 2.30 Seien M und M ′ zwei Matchings in einem Graphen M = (V,E) mit
|M ′| > |M |. Sei G′ = (V,M ⊕M ′) mit M ⊕M ′ = (M ∪M ′)\(M ∩M ′) der Graph,
der die symmetrische Differenz von M und M ′ als Kantenmenge hat. Dann gilt:
1. In G′ hat jeder Knoten ho¨chstens Grad 2, also ∆(G) ≤ 2.
2. G′ besteht aus Pfaden, Kreisen und isolierten Knoten.
3. Es gibt in G′ einen Pfad, der mit einer Kante aus M ′ beginnt und endet - also
bezu¨glich M augmentierend ist.
Lemma 2.31 (Blossom Expansion Lemma,[9],[41]) Sei G = (V,E) ein Graph, M ein
Matching in G, s, t ∈ V freie Knoten und B eine einfache Blu¨te mit Basis v0. Sei Ws,v0 ein
alternierender Pfad von s nach v0 und Ws,t ein augmentierender Pfad von s nach t. Sei
MB die Menge der Matchingkanten, die nicht in der Blu¨te liegen. Dann gibt es in G/B
einen MB augmentierenden Pfad von s nach t.
Beweis: Der Graph G′ sei der Teilgraph von G, der aus der Blu¨te, dem Sten-
gel und dem Weg Ws,t besteht. Wenn es in diesem Teilgraphen nach dem
Schrumpfen einen solchen Weg gibt, gibt es ihn auch im G/B.
Fall 1: Der Pfad betritt (oder symmetrisch: verla¨ßt) die Blu¨te erstmals durch
die Basis: In diesem Fall kann man ihn ab der Basis mit dem Stu¨ck fortset-
zen, das nach dem letztmaligen Verlassen der Blu¨te zum freien Knoten fu¨hrt.
Dieses Stu¨ck beginnt mit einer freien Kante, die nach dem Schrumpfen dann
vom Basisknoten wegfu¨hrt.
Fall 2: Es sei daher angenommen, dass er die Blu¨te in zwei anderen Knoten
erstmals betritt bzw. endgu¨ltig verla¨ßt (vgl. Abb. 2.5 a, die Pfeile geben den
Pfad an).
Man betrachte nun zwei Matchings in diesem Graphen:
1. M˜ := M ⊕ Ws,v0 . Bei diesem Matching sind v0 und t frei. Keine Mat-
chingkante verbindet die Blu¨te mit anderen Knoten (Bild b).
2. M¯ := M ⊕Ws,t ist ein perfektes Matching in G′ (vgl. Abb. 2.6 Bild c).
Es muss in M¯ ⊕M˜ einen Pfad von v0 nach t geben (d). Sei v1 derjenige Kno-
ten, an dem dieser Pfad die Blu¨te endgu¨ltig verla¨ßt; da v0 zur Blu¨te geho¨rt,
muss es einen solchen Knoten geben. Wv1,t sei das entstehende Teilstu¨ck die-
ses Pfades.
Da M˜ keinen Knoten, der zur Blu¨te geho¨rt, mit einem anderen Knoten ver-
bindet, muss Wv1,t mit einer Kante aus M¯ beginnen und enden (d).
Nun betrachten wir den Graphen G′/B, der durch Schrumpfen der Blu¨te ent-
steht.
Da M˜ keinen Knoten der Blu¨te mit Knoten aus G′ verbindet und M nur
einen Knoten, na¨mlich v0, mit anderen Knoten verbindet, ko¨nnen wir bei-
de Matchings durch Lo¨schen der Kanten, die ganz in der Blu¨te liegen, nach
G′/B u¨bertragen. Wir bezeichnen das Ergebnis als MB bzw. M˜B . Es gilt
|M˜B| = |MB|, da gleichviele Matchingkanten hierbei entfernt wurden. In
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M˜B sind vB und t frei. Da v1 mit vb identifiziert wurde und Wv1,t ein v1, t-
augmenierender Pfad war, ist N := M˜B ⊕Wv1,t ein perfektes Matching in
G/B (vgl. Abb. 2.734 e). Daher muss MB ⊕N einen s− t Pfad enthalten (f),
der entsprechend in G/B ein augmentierender Pfad ist. 
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Abbildung 2.5: Beispiel zum Beweis von Lemma 2.31 Teil 1
c
0
v1 t
s
v0
v1 t
s
d
v
Abbildung 2.6: Beispiel zum Beweis von Lemma 2.31 Teil 2
Hat man nun einen augmentierenden Pfad PB , der vB verwendet, in MB gefunden, so
kann man ihn wie folgt nach G u¨bertragen (vgl. Abb. 2.8):
Der Pfad muss vB u¨ber den urspru¨nglichen Stengel betreten, da dies die einzige Matching-
Kante war, die in die Blu¨te in G und somit in G/B in vb fu¨hrte. Er verla¨sst vB u¨ber eine
nicht zu MB geho¨rige Kante (vb, u). Diese entspricht einer Kante (vj, u) in G. Da in einer
Blu¨te Matchingkanten und freie Kanten abwechselnd vorkommen, gibt es genau einen
alternierenden Pfad von v0 zu vj in der Blu¨te, der mit einer Matchingkante endet. Fu¨gt
man diesen Pfad anstelle von vb in PB ein, so erha¨lt man einen augmentierenden Pfad P
in G.
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Abbildung 2.7: Beispiel zum Beweis von Lemma 2.31 Teil 3
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Abbildung 2.8: ¨Ubertragen eines augmentierenden Pfades von G/B nach G
2.3 Der nichtbipartite Fall als bipartites Problem mit Ne-
benbedingungen
Um das in Kapitel 2.1.118 vorgestellte Kompressionsverfahren auch auf den nichtbipartiten
Fall u¨bertragen zu ko¨nnen, wollen wir das nichtbipartite Matchingproblem als bipartites
Matchingproblem mit geeigneten Nebenbedingungen formulieren.
Wir mu¨ssen dann kla¨ren, wie sich diese Nebenbedingungen auf den Kompressions- bzw.
auf den Matching-Algorithmus auswirken.
Zuna¨chst werden wir zeigen, wie man die Suche nach einer solchen Menge in ein speziel-
les Erreichbarkeitsproblem umwandelt. Das Ergebnis dieser Umwandlung wird ein bipar-
titer Graph sein. Danach wenden wir das Kompressionsverfahren von Feder und Motwani
[11] auf diesen Graphen an und diskutieren, wie sich das Ergebnis verwenden la¨sst.
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2.3.1 Umwandlung in ein Erreichbarkeitsproblem
Im bipartiten Fall kann das Problem der Suche nach augementierenden Pfaden in ein
Erreichbarkeitsproblem umgewandelt werden, indem alle freien Kanten von B nach A
und alle zum Matching geho¨renden Kanten von A nach B gerichtet werden. Dann gibt es
genau dann einen augmentierenden Pfad, wenn es einen gerichteten Pfad von einem freien
Knoten in B zu einem freien Knoten in A gibt (vgl. Abschnitt 1.4.111). Im nichtbipartiten
Fall existiert eine solche Zerlegung nicht.
Um im nichtbipartiten Fall eine solche Zerlegung, die den Wechsel zwischen freien Kan-
ten und Matchingkanten erzwingt, ku¨nstlich zu erzeugen, ersetzt man jeden Knoten v ∈ V
durch zwei Knoten [v, A] und [v,B]. Jede Kante (u, v) ∈ E wird ersetzt durch zwei Kan-
ten:
([u,A], [v,B])und([v, A], [u,B]) falls (u, v) ∈M
([u,B], [v, A])und([v,B], [u,A]) falls (u, v) 6∈M
Wir definieren der ¨Ubersichtlichkeit halber A¯ := B und B¯ := A, und nennen [v, X¯] den
Symmetriepartner von [v,X]. Bezeichnen wir den Knoten nur mit dem einem Buchstaben
u, so bezeichnet u¯ dessen Symmetriepartner.
Der resultierende Graph GB ist bipartit und ein gerichteter Pfad korrespondiert zu einem
alternierenden Pfad in G, da man jeweils mit einer Matchingkante von A nach B gelangt
und mit einer freien Kante von B nach A (vgl. Abb. 2.9, a, b, d, c, e, f ist ein augmentie-
render Pfad).
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Abbildung 2.9: Umwandlung in ein bipartites Problem
Die besondere Problematik der Kreise ungerader La¨nge bei nichtbipartiten Graphen sorgt
aber leider dafu¨r, dass Erreichbarkeit nur ein notwendiges Kriterium fu¨r einen alternieren-
den Pfad ist. In Abbildung 2.10 ist [f,B], [e, A], [c, B], [b, A], [d,B], [c, A], [e, B], [f,A]
ein Pfad von einen freien Knoten in B zu einem freien Knoten in A. Dies ist aber kein
augmentierender Pfad. Es handelt sich erneut um eine einfache Blu¨te (vgl. Kapitel 2.229).
Das entscheidende Problem ist, dass die Knoten e, f und c sowohl auf der A- als auch
auf der B-Seite besucht werden. Wir mu¨ssen also dafu¨r sorgen, dass ein Pfad niemals
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Abbildung 2.10: Besuch von [c, A] und [c, B]
zwei Knoten [x,A] und [x,B] gleichzeitig enthalten kann, da dies einem Kreis ungerader
La¨nge in G entspricht. Dies fu¨hrt zur folgenden Definition:
Definition 2.32 Ein streng einfacher Pfad in GB ist ein gerichteter Pfad der weder einen
Knoten mehrfach entha¨lt, noch einen Knoten und dessen Symmetriepartner entha¨lt.
Somit ergibt sich
Lemma 2.33 ([1]) Seien v und w freie Knoten in G. Es gibt genau dann einen augmen-
tierenden Pfad zwischen ihnen, wenn es in GB einen gerichteten streng einfachen Pfad
zwischen [v,B] und [w,A] (und damit auch zwischen [w,B] und [v, A]) gibt.
Definition 2.34 Zwei Knotenmengen U und U ′ heißen streng disjunkt, wenn U weder
einen Knoten von U ′ noch den Symmetriepartner eines Knotens aus U ′ entha¨lt.
2.3.2 Komprimieren des umgewandelten Graphen
Im vorangegangenen Kapitel haben wir gesehen, wie man zu einem Graphen G und ei-
nem Matching M einen bipartiten gerichteten Graphen GB so erzeugt, dass es in G genau
dann einen augmentierenden Pfad gibt, wenn es in GB einen gerichteten Pfad gibt, der
gewisse Nebenbedingungen erfu¨llt.
In diesem Kapitel wollen wir nun das Kompressionsverfahren von Feder und Motwani
[11], das wir in seinen Grundzu¨gen in Kapitel 2.1.118 vorgestellt haben, auf diesen Gra-
phen anwenden. Hierbei ergeben sich mehrere Probleme:
1. Das Verfahren arbeitet mit ungerichteten Graphen.
2. Im Rahmen des Algorithmus von Dinic [8] treten bis zu 2√n verschiedene Mat-
chings auf und entsprechend gibt es auch ebensoviele verschiedene Graphen GB .
Da die Kompression aber bereits fast genausoviel Zeit (O(mnδ log2 n), δ < 1
2
) in
Anspruch nimmt, wie das Finden eines Matchings, kann sie nicht so oft durch-
gefu¨hrt werden.
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3. Die Kompression kann die Symmetrie zersto¨ren.
Wir werden in den folgenden Kapiteln (Kapitel 338 und Kapitel 458) zwei verschiedene
Methoden vorstellen, um diese Probleme anzugehen.
Zuna¨chst sammeln wir noch einige Eigenschaften von GB, die wir spa¨ter benutzen
werden, und tragen noch einige Notationen nach, um uns der etablierten Terminologie
anzupassen.
1. Wenn es die Kante ([v,X], [w, X¯]) gibt, dann gibt es auch ([w,X], [v, X¯]). Damit
ist GB ein sogenannter schiefsymmetrischer Graph:
Definition 2.35 Ein Graph G = (V,E) heißt schiefsymmetrisch, wenn es einen
Graphenautomorphismus von G, d.h. eine Abbildung g : V → V mit (u, v) ∈ E ⇔
(g(v), g(u)) ∈ E, gibt, der fixpunktfrei (g(u) 6= u ∀u ∈ V ) und involutorisch
(g(g(u)) = u ∀u ∈ V ) ist.
Im Fall von GB ist g die Abbildung [u,X] 7→ [u, X¯].
2. Da G keine Schleifen, also Kanten der Form (v, v) hat, entha¨lt GB keine Kanten
des Typs ([v,X], [v, X¯]).
Definition 2.36 Ein bezu¨glich eines Automorphismus g schiefsymmetrischer Graph
heißt paarfrei (bezu¨glich g), wenn (v, g(v)) 6∈ E ∀v ∈ V gilt.
Proposition 2.37 In GB entha¨lt keine Biclique gleichzeitig eine Kante und ihren Symme-
triepartner.
Beweis: Angenommen, ([a,X], [b, Y ]) und ([b, Y¯ ], [a, X¯]) bilden solch ein
Paar, dann mu¨ßte [a,X] mit [a, X¯] verbunden sein, da beide zur selben Clique
geho¨ren. Dies widerspricht aber der Paarfreiheit. 
Kapitel 3
Explizite Kompression
3.1 Verringerung der Kantenzahl durch Ersetzen von
Teilgraphen
Die Laufzeit der meisten Matching-Algorithmen ha¨ngt wesentlich von der Zahl der Kan-
ten in dem betrachteten Graphen ab. Eine mo¨gliche Strategie, diese Algorithmen zu be-
schleunigen, ist es also, die Zahl der Kanten vorab zu reduzieren. Hierbei muss man si-
cherstellen, dass nach der Entfernung zumindestens ein maximales Matching u¨brigbleibt
oder wiederhergestellt werden kann.
In Kapitel 2.1.118 haben wir gesehen, wie Feder und Motwani diese Strategie fu¨r biparti-
te Graphen realisiert haben: Sie haben bipartite Cliquen durch “Sterne” ersetzt, die sich
im Matching-Kontext genauso verhalten, wie die jeweilige Clique. Hierzu mussten sie
das Matchingproblem zuna¨chst in ein Flussproblem umwandeln, da ihr Vorgehen ins-
besondere von der Tatsache Gebrauch machte, dass mehrere augmentierende Pfade im
“Flussmodell” durch einen Knoten fu¨hren ko¨nnen.
Im nichtbipartiten Fall ist eine einfache ¨Ubertragung ins Flussmodell nicht mehr mo¨glich.
Ein Weg, dieses Problem zu lo¨sen, ist die Einfu¨hrung eines erweiterten Flussmodells: Die
sogenannten schiefsymmetrischen Flu¨sse. Darauf basieren die Arbeiten von Goldberg und
Karzanov [17] und Freymuth-Paeger und Jungnickel [14].
Da die Algorithmen, die wir beschleunigen wollen, insbesondere also der Algorithmus
von Blum [1][2], auf augmentierenden Pfaden basieren, ist uns dieser ¨Ubergang zu
Flu¨ssen nicht mo¨glich. Wir verwenden daher in diesem Kapitel an Stelle von “Sternen”
andere “Ersatzgraphen”, die, obwohl sie wenige Knoten haben, es mehreren augmentie-
renden Pfaden im “Matchingsinn” erlauben, gleichzeitig durch sie hindurchzufu¨hren.
Da wir im bipartiten Fall Teilgraphen mit mo¨glichst vielen Kanten benutzt haben, er-
scheint es zuna¨chst naheliegend, im nichtbipartiten Fall das Gleiche zu tun, also mit den
vollsta¨ndigen Teilgraphen, den Cliquen, zu arbeiten. Leider ist aber kein Verfahren be-
kannt, das in annehmbarer Zeit eine ausreichend gute Cliquenu¨berdeckung eines Graphen
liefern wu¨rde.
Es ist aber auch in nichtbipartiten Graphen mo¨glich, bipartite Teilgraphen zu finden. Hier-
bei ist zu beachten, dass die zur Kompression eingesetzten Teilgraphen keine induzierten
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Teilgraphen sein mu¨ssen. D.h. man muss in die Kantenmenge nicht alle Kanten zwischen
den zugeho¨rigen Knoten aufnehmen. Es wa¨re also z.B. mo¨glich, eine Clique in zwei Teile
A und B aufzuteilen und alle Kanten außer denen, die A mit B verbinden, wegzulassen.
Auf diese Weise erha¨lt man eine Biclique. Die dabei ignorierten Kanten geho¨ren dann
spa¨ter entweder zu einer anderen großen Clique oder sie bilden eine 1-Kanten-Clique.
In Kapitel 2.1.118 haben wir gesehen, wie man in bipartiten Graphen eine geeignete Cli-
quenu¨berdeckung findet. In Kapitel 2.3.135 haben wir gezeigt, wie man durch Zerlegen
jedes Knotens v eines Graphen G in zwei Knoten [v, A] und [v,B] eine bipartite Re-
pra¨sentation GB eines nichtbipartiten Graphen erzeugen kann.
Wir zeigen nun, wie das Kompressionsverfahren von Feder und Motwani [11] - ange-
wandt auf diese bipartite Repra¨sentation GB - eine geeignete ¨Uberdeckung des urspru¨ng-
lichen Graphen mit Bicliquen liefern kann.
Um die inGB gefundenen Cliquen nachG zuru¨ck u¨bertragen zu ko¨nnen, ist es notwendig,
dass eine Kante (u, v) aus G eindeutig einer Clique zugeordnet werden kann. Es darf
also nicht der Fall sein, dass ([u,A], [v,B]) und ([v, A], [u,B]) zu verschiedenen Cliquen
geho¨ren.
Dies motiviert die folgende Definition:
Definition 3.1 Eine Cliquenzerlegung C des Graphen GB heißt symmetrisch, wenn fu¨r
alle Kanten ([u,X], [v, Y ]) gilt, dass ([u,X], [v, Y ]) und ([v, Y¯ ], [u, X¯]) zur gleichen Cli-
que C ⊂ C geho¨ren.
Glu¨cklicherweise verursacht die Einfu¨hrung dieser zusa¨tzlichen Bedingung keine Lauf-
zeitprobleme:
Lemma 3.2 (Goldberg, Karzanov 2003[17]) Eine symmetrische Kompression kann in
der gleichen Zeit berechnet werden, wie eine nichtsymmetrische.
Beweis: Zum Versta¨ndnis dieses Beweises ist eine genaue Kenntnis des
Clique-Stripping Algorithmus notwendig vgl. Seite 26.
Sobald man eine Clique gefunden hat und diese entfernt wird, kann man so-
fort auch die Clique entfernen, die von den Symmetriepartnern der Kanten ge-
bildet wird. Da [u,X] und [u, X¯] nie in derselben Clique sein ko¨nnen, mu¨ssen
diese beiden Cliquen disjunkt sein.
Das einzige Problem tritt bei der Behandlung der Nachbarschaftsba¨ume auf:
Wa¨hrend die gefundene Clique von der Form (n1−δ, k) war, hat ihr schief-
symmetrisches Pendant die Form (k, n1−δ). Da diese Clique mit B n1−δ
Knoten gemeinsam hat, wu¨rde es nn1−δ log n Operationen beno¨tigen, alle
n Ba¨ume zu aktualisieren.
Wir haben aber bereits gesehen, dass die Ba¨ume, die zu Knoten geho¨ren, die
nicht in die Clique aufgenommen werden, nachher wieder zuru¨ckgesetzt wer-
den mu¨ssen. Die meisten dieser Operationen sind also unno¨tig. Da die sym-
metrische Clique nicht gefunden werden muss, sondern aus der bereits gefun-
denen konstruiert werden kann, mu¨ssen die Nachbarschaftsba¨ume bezu¨glich
der symmetrischen Clique nicht besta¨ndig aktuell gehalten werden. Es genu¨gt
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also, die Ba¨ume entsprechend anzupassen, wenn die symmetrische Clique
entfernt wird.
Zum Aktualisieren der Nachbarschaftsba¨ume bezu¨glich des Entfernens der
symmetrischen Clique mu¨ssen in k Ba¨umen jeweils insgesamt n1−δ Pfade
der La¨nge log n vera¨ndert werden. Dies beno¨tigt insgesamt eine Zeit von
kn1−δ log n und wird somit von der Zeit fu¨r das Aktualisieren der Ba¨ume
im Rahmen der Suche dominiert. 
Wir nehmen also im Folgenden stets an, dass eine symmetrische Kompression vorliegt.
Wir ko¨nnen uns nun u¨berlegen, dass wir - ausgehend von den Paaren symmetrischer Cli-
quen in GB - auch in G Bicliquen erhalten.
Lemma 3.3 Liegt symmetrische Kompression vor, so entsprechen zwei zueinander sym-
metrische Cliquen in GB einem vollsta¨ndigen bipartiten Teilgraphen im Ursprungsgra-
phen G.
Beweis: 1. Aufgrund der Symmetrie repra¨sentieren die Clique und ihr Sym-
metriepartner dieselben Knoten und Kanten im urspru¨nglichen Graphen. D.h.
wenn die eine Clique die Kante ([u,X], (v, X¯]) entha¨lt, so entha¨lt die andere
([u, X¯], (v,X]).
2. Keine der Bicliquen in GB kann einen Knoten und seinen Symmetrie-
partner enthalten, da die beiden nach Konstruktion nicht miteinander ver-
bunden sind. Dies u¨bertra¨gt sich auch auf die Kanten. Wu¨rde eine Biclique
([u,X], (v, X¯]) und ([u, X¯], (v,X]) enthalten, so enthielte sie damit natu¨rlich
auch [u,X] und [u, X¯], was unmo¨glich ist.
¨Ubertra¨gt man zwei symmetrische Bicliquen CB1 und CB2 aus GB nach G,
indem man jedes Kantenpaar ([u,A], [z,B]), ([u,B], [z, A]) in eine Kante
(u, z) umwandelt, so entsteht stets ein bipartiter Teilgraph C:
Annahme des Gegenteils: In C liegt ein Kreis ungerader La¨nge vor. Wir be-
trachten nun die Urbilder der Kanten dieses Kreises in GB , wobei wir die
Urbilder aus beiden Cliquen CB1 und CB2 in GB beru¨cksichtigen.
Zu jedem Knoten v gibt es einen Knoten [v,X] in der einen Clique und einen
Knoten [v, X¯] in der anderen Clique. Betrachtet man nun zwei beliebige, im
Kreis aufeinanderfolgende Knoten u und v, so muss die Kante ([u,A], [v,B])
zu einer der beiden Cliquen o.B.d.A CB1 geho¨ren. Damit mu¨ssen auch [u,A]
und [v,B] zu CB1 geho¨ren. Ihre Symmetriepartner mu¨ssen entsprechend zur
anderen Clique CB2 geho¨ren. D.h. ist [u,A] in Clique CB1, so ist [v, A] in
Clique CB2. Da dies fu¨r jedes Paar aufeinanderfolgender Knoten gilt, mu¨ssen
die jeweiligen Urbildknoten, die zu A-Partition geho¨ren, entlang des Kreises
immer abwechselnd zu CB1 und CB2 geho¨ren. Dies entspra¨che einer Fa¨rbung
des Graphen mit zwei Farben. Dies ist bei Kreisen ungerader La¨nge nicht
mo¨glich.
Bild 3.1 zeigt entsprechend, dass sich die Kanten aus GB , die einem Kreis
ungerader La¨nge entsprechen, nicht in zwei symmetrische Bicliquen zerle-
gen lassen (1), wa¨hrend dies fu¨r eine Biclique in G mo¨glich ist (2). 
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Abbildung 3.1: Cliquen in G und GB
Korollar 3.4 Sei G = (V,E) ein nichtbipartiter Graph mit n = |V | und m = |E|. Dann
kann in Zeit O(mnδ log2 n) eine ¨Uberdeckung von G mit Bicliquen erstellt werden, die
Gesamtgro¨ße O
(
m log 2n
2
m
logn
)
hat.
Beweis: Der ¨Ubergang von G nach GB verdoppelt die Kantenzahl. Bei der
Ru¨cku¨bertragung werden die Kanten paarweise identifiziert, die Kantenzahl
halbiert sich entsprechend wieder. Wenn die Zahl der Kanten in GB um einen
Faktor log
2n2
m
logn
reduziert werden kann, so verringert sich die Zahl der Kanten
in G entsprechend um 2 log
2n2
m
log n
1
2
, also um den selben Wert. 
Wir wollen nun die Bicliquen wiederum durch einen geeigneten kleineren Teilgraphen
ersetzen. Wir werden zuna¨chst eine solche Biclique C exemplarisch betrachten und das
beschriebene Verfahren spa¨ter auf alle vom Kompressionsverfahren erkannten Bicliquen
ausdehnen.
Wir betrachten die Einschra¨nkung MC eines Matchings M auf die Clique C. Die wesent-
liche Eigenschaft dieser Matchingkanten, die sich auf den Rest des Graphen auswirkt, ist
die, dass die Kanten aus MC stets gleichviele Knoten in der linken und der rechten Seite
von C u¨berdecken. Es wa¨re also mo¨glich die Kanten dieser Biclique durch ein Konstrukt
zu ersetzen, das genau diese Eigenschaft garantiert (vgl. Abb. 3.2).
Abbildung 3.2: Ersetzen der Kanten einer Clique
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Dies motiviert die folgende Definition:
Definition 3.5 (CMA-Graph) Ein Graph CS = (VL∪˙VM ∪˙VR, E) mit
E ⊆ (VL ⊗ VM) ∪
(
VM
2
)
∪ (VM ⊗ VR)
heißt matching-a¨quivalent zu einer bipartiten Clique C (kurz CMA), wenn
1. fu¨r jedes Matching, das alle Knoten aus VM u¨berdeckt, gilt, dass es gleichviele
Knoten aus VL und VR u¨berdeckt und
2. zu allen V ′L ⊂ VL und V ′R ⊂ VR mit |V ′L| = |V ′R| ein Matching von CS existiert, das
genau VM ∪ V ′L ∪ V ′R u¨berdeckt.
VM
RVVL
Abbildung 3.3: Abstraktes Beispiel eines CMA-Graphen
Bemerkung 3.6 1. Fu¨r jedes Matching N , das VM u¨berdeckt, gilt
|N ∩ (VL ⊗ VM)| = |N ∩ (VM ⊗ VR)|.
2. Aus der Definition folgt, dass VM ein perfektes Matching besitzt, da man V ′L =
V ′R = ∅ wa¨hlen kann.
Definition 3.7 Ein CMA-Graph ist matching-a¨quivalent zu einer konkreten Biclique C =
(A∪˙B,A⊗B), wenn |VL| = |A| und |VR| = |B| gilt.
Wir wollen nun diese Graphen verwenden, um Bicliquen in G zu ersetzen. Es ist hierbei
wichtig zu beachten, dass dabei nur Kantenmengen ersetzt werden. Entsprechend wurden
die Knotenmengen VL und VR nur eingefu¨hrt, damit die CMA-Graphen korrekt (d.h. oh-
ne Kanten mit nur einem Knoten) definiert werden konnten. D.h. die Mengen VL und VR
verschmelzen mit Knoten aus G. Kanten dieser Knoten in G, die nichts mit der Biclique
zu tun haben, bleiben vo¨llig unberu¨hrt.
Wir geben nun eine formale Definition des Ersetzungsvorganges an, der in Abb. 3.4 noch-
mals graphisch dargestellt wird:
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Definition 3.8 Sei G = (V,E) ein Graph, C = (A∪˙B,A ⊗ B) eine Biclique in G und
CS = (VL∪˙VM ∪˙VR, ECS) ein zu C matching-a¨quivalenter CMA-Graph. Seien zudem
µ : A → VL und ν : B → VR beliebige bijektive Abbildungen. Dann entsteht durch
Ersetzen von C durch CS der Graph GCS/C(µ, ν) = (VCS/C , ECS/C) mit
VCS/C = V ∪ VM
ECS/C =


E\(A⊗B)
∪ {(u, v) ∈ ECS | u, v ∈ VM}
∪ {(a, v) ∈ A⊗ VM | (µ(a), v) ∈ ECS}
∪ {(v, b) ∈ VM ⊗B | (v, ν(b)) ∈ ECS}
Die fu¨r verschiedene µ, ν entstehenden Graphen mu¨ssen im Gegensatz zu der Ersetzung
durch Sterne (vgl. Kapitel 2.1.118) nicht isomorph sein. Da die innere Struktur der CMA-
Graphen fu¨r die hier beno¨tigte - unter Permutation invariante - Wechselwirkung mit dem
Rest des Graphen aber keine Rolle spielt, werden wir im weiteren auf die Angabe von µ
und ν verzichten.
VL
VM
VR
MVAB
Abbildung 3.4: Einsetzen eines CMA-Graphen
An dieser Stelle wu¨rden wir nun gerne sagen, dass ein maximales Matching in GCS/C
genauso groß ist, wie ein maximales Matching in G und das wir aus einem maximalen
Matching in GCS/C leicht ein genauso großes Matching in G konstruieren ko¨nnen. Leider
ist dies aus mehreren Gru¨nden nicht mo¨glich:
1. GCS/C hat mehr Knoten und weniger Kanten als G. Daher ko¨nnen maximale Mat-
chings in GCS/C gro¨ßer sein als maximale Matchings in G.
2. Wenn wir ein Matching in GCS/C finden, muss es nicht notwendigerweise alle Kno-
ten aus VM u¨berdecken.
Wir skizzieren das Vorgehen daher zuna¨chst am Beispiel eines Graphen (Abb. 3.5) mit
einem perfekten Matching, d.h. anhand eines Graphen, der ein Matching hat, das alle
Knoten u¨berdeckt. Den allgemeinen Fall ko¨nnen wir dann im Vergleich u¨bersichtlicher
darstellen.
Sei G ein Graph mit einem perfekten Matching M . Sei C eine Biclique in diesem Gra-
phen und GCS/C der Graph, der entsteht, wenn man die Clique nach obigem Schema
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Abbildung 3.5: Korrespondierende Matchings in G und GCS/C
durch einen entsprechenden CMA-Graphen ersetzt (Abb. 3.5). Dann hat auch GCS/C ein
perfektes Matching:
Wir gehen von G und dem Matching M aus. Wir entfernen die zu C geho¨rigen Kanten
EC aus G.
Fall 1 (nicht dargestellt): Geho¨ren keine Matchingkanten aus M zu EC , so sind alle Kno-
ten aus G nach wie vor u¨berdeckt. Da der “hineingeklebte” Teilgraph VM ein perfektes
Matching besitzt, fu¨gt man dieses einfach zu den Matchingkanten aus M hinzu und hat
somit ein perfektes Matching in ganz GCS/C .
Fall 2 (vgl. Abbildung 3.5): Geho¨ren Matchingkanten aus M zu EC , so bleiben nach de-
ren Entfernung Knoten aus G unu¨berdeckt. Da jede Matchingkante aus EC einen Knoten
von der einen (o.B.d.A “linken”) Seite der Clique mit der anderen (“rechten”) Seite der
Clique verbindet, sind auf beiden Seiten gleichviele Knoten nicht u¨berdeckt. Nach Defi-
nition von CMA-Graphen gibt es in diesem Fall ein Matching, das genau diese Knoten
und VM u¨berdeckt. Damit entsteht ein perfektes Matching in GCS/C .
Damit haben wir nur die Existenz eines perfekten Matchings gezeigt. Wir wissen somit
aber: Wenn wir einen Algorithmus zum Finden eines maximalen Matchings auf GCS/C
anwenden, so wird uns dieser ein konkretes perfektes Matching liefern. Wir wollen nun
einsehen, dass man aus diesem Matching umgekehrt wieder eines in G erzeugen kann.
Dazu zeigen wir wieder allgemein, dass dies mit jedem perfekten Matching in GCS/C
mo¨glich ist:
Lemma 3.9 Aus einem perfekten Matching in GCS/C kann man ein perfektes Matching
in G konstruieren.
Beweis: Ein perfektes Matching u¨berdeckt auch alle Knoten aus VM . Nach
der Definition von CMA-Graphen sind also genausoviele Knoten in der lin-
ken, wie in der rechten Ha¨lfte der Clique mit Knoten aus VM gematcht. Ent-
fernt man nun VM , so sind also in beiden Ha¨lften der Clique gleichviele Kno-
ten nicht u¨berdeckt. Wenn man nun, um G wieder herzustellen, die Kanten
EC wieder einfu¨gt, so kann man diese Knoten paarweise miteinander verbin-
den. Somit erha¨lt man ein perfektes Matching in G. 
Im Folgenden werden wir nun den Beweis fu¨r den allgemeinen Fall formal fu¨hren. Ab hier
ist G also wieder ein allgemeiner Graph mit einer Biclique und GCS/C der Graph, der bei
Ersetzung dieser Biclique durch einen CMA-Graphen entsteht. Da GCS/C mehr Knoten
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hat als G und somit maximale Matchings in diesen Graphen zwangsla¨ufig unterschied-
liche Gro¨ßen haben, ko¨nnen wir nicht mit den absoluten Gro¨ßen |M | dieser Matchings
arbeiten. Wir verwenden stattdessen die Abweichung von einem perfekten Matching, d.h.
die Zahl der nicht u¨berdeckten Knoten.
Definition 3.10 (Defizit) Das Defizit eines Matchings, ist die Zahl der vom Matching
nicht u¨berdeckten Knoten. DM := |V | − 2|M |
Der Beweis erfolgt in den folgenden Schritten, wobei die fett gedruckten Schritte in den
nachfolgenden Lemmata gezeigt werden:
1. Wir ko¨nnen aus einem maximalen Matching M in G mit Defizit DM ein Mat-
ching in GCS/C konstruieren, dessen Defizit nicht gro¨ßer ist.
2. Es gibt also in GCS/C ein Matching, dessen Defizit nicht gro¨ßer ist als DM .
3. Jedes maximale Matching in GCS/C hat also ein Defizit von ho¨chstens DM .
4. Wenden wir einen Algorithmus zum Finden maximaler Matchings auf GCS/C an,
so erhalten wir also ein konkretes Matching M ′ mit Defizit ho¨chstens DM .
5. Aus jedem Matching in GCS/C mit Defizit D′ la¨ßt sich in Linearzeit ein Mat-
ching in G konstruieren, dessen Defizit nicht gro¨ßer ist als D′.
6. Insbesondere la¨ßt sich also aus dem vom Algorithmus gefundenen Matching M ′
in GCS/C , dessen Defizit kleiner gleich DM ist, ein konkretes Matching M ′′ in G
konstruieren, dessen Defizit ebenfalls nicht gro¨ßer ist.
7. Da das Defizit des Matchings M ′′ in G kleiner gleich DM ist und DM das Defizit
eines maximalen Matchings in G ist, muss M ′′ ein maximales Matching in G sein.
8. Wir ko¨nnen also ein konkretes maximales Matching in G auf diesem Wege bestim-
men.
Die folgenden Lemmata vervollsta¨ndigen diesen Beweis:
Lemma 3.11 Sei G = (V,E) ein Graph mit einer Biclique C = (A∪˙B,A ⊗ B). Sei
CS = (VL∪˙VM ∪˙VR, ECS) ein zu C matching-a¨quivalenter Graph und GCS/C der Graph,
der durch Einsetzen von CS fu¨r C in G entsteht. Dann la¨ßt ein maximales Matching M
in G genausoviele Knoten unu¨berdeckt, wie ein maximales Matching M˜ in GCS/C , d.h.
DM˜ = DM .
Beweis: Zum Beweis beno¨tigen wir zuna¨chst noch zwei weitere Lemmata:
Lemma 3.12 Zu jedem maximalen Matching M˜ in GCS/C gibt es ein Matching ˜˜M glei-
cher Gro¨ße, das VM vollsta¨ndig u¨berdeckt.
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Beweis: 1. Es seien V˜L := {u ∈ VL | (u, v) ∈ M˜, v ∈ VM} und V˜R := {w ∈ VR |
(z, w) ∈ M˜, z ∈ VM} die von M˜ u¨berdeckten Knoten in VL und VR. Es sei zuna¨chst
angenommen, dass |V˜R| = |V˜L|. In diesem Fall gibt es gema¨ß der Definition von CMA-
Graphen ein Matching ˜˜M inCS , das alle Knoten aus VM∪V˜L∪V˜R u¨berdeckt. ˜˜M u¨berdeckt
in VL und VR genausoviele Knoten wie M˜ und alle Knoten aus VM . Somit gilt ˜˜M ≥ M˜ .
Da M˜ maximal war, folgt Gleichheit.
2. Nun sei o.B.d.A angenommen, dass |V˜R| < |V˜L|. Wa¨hlt man eine beliebige Teilmenge
˜˜VL ⊂ V˜L der Gro¨ße |V˜R|, so gibt es ein Matching ˜˜M , das VM ,V˜R und ˜˜VL u¨berdeckt. Die
u¨brigen |V˜L| − |V˜R| Knoten in VL werden von ˜˜M nicht u¨berdeckt. Wir zeigen nun, dass
dies dadurch kompensiert wird, dass von M˜ in VM ebensoviele, d.h. |V˜L| − |V˜R| Knoten
nicht u¨berdeckt werden.
Da wir auf diesen Aspekt spa¨ter nochmals gesondert zuru¨ckkommen werden, formulieren
wir dies gleich als eigensta¨ndiges Lemma.
Das neue Matching ˜˜M ist also mindestens so groß wie M˜ . L3.12
Nun zeigen wir den eben u¨bersprungenen Schritt:
Lemma 3.13 Sei CS = (VL, VM , VR, E) ein CMA-Graph und M˜ ein Matching in CS ,
sei V˜L := {u ∈ VL | (u, v) ∈ M, v ∈ VM} die Menge der von M˜ u¨berdecken Knoten
aus VL und V˜R analog definiert. Dann sind mindestens ||V˜L| − |V˜R|| Knoten in VM nicht
u¨berdeckt.
Beweis: Sei o.B.d.A |V˜R| < |V˜L|. Laut Definition von CMA-Graphen gibt
es ein Matching ˜˜M , das VM , V˜R und eine beliebige Menge ˜˜VL ⊂ V˜L mit
| ˜˜VL| = |V˜R| u¨berdeckt. ˜˜M u¨berdeckt somit in VL insgesamt ||V˜L|−|V˜R||Kno-
ten nicht. Wir nehmen nun mit dem Ziel eines Widerspruchs an, dass M˜ in
VM weniger als ||V˜L|−|V˜R||Knoten nicht u¨berdeckt. Damit wa¨re |M˜ | > | ˜˜M |.
Dann mu¨sste es in der symmetrischen Differenz ˜˜M ⊕ M˜ einen Pfad P un-
gerader La¨nge geben, der mit jeweils einem in ˜˜M freien Knoten beginnt und
endet. Diese Knoten ko¨nnen somit nur in V˜L\ ˜˜VL ⊂ VL liegen, da ˜˜M ganz
VM und V˜R u¨berdeckt. Dann wu¨rde aber das Matching ˜˜M ⊕ P den Teilgra-
phen VM ganz und in VL zwei Knoten mehr u¨berdecken als in VR. Das ist
aber nach Definition von CS als CMA-Graphen nicht mo¨glich, da in einem
CMA-Graphen jedes Matching, das wie ˜˜M VM ganz u¨berdeckt, in VL und VR
gleichviele Knoten u¨berdeckt sein mu¨ssen. 
Bemerkung 3.14 Fu¨r die CMA-Graphen, die wir im na¨chsten Kapitel konstruieren wer-
den, ist das gerade bewiesene Lemma trivial, da diese Graphen bipartit sind und VL und
VR zu verschiedenen Partitionen geho¨ren.
Nun ko¨nnen wir Lemma 3.11 zeigen: DM˜ ≤ DM ist erfu¨llt, da man zu jedem Matching
M in G eines in GCS/C konstruieren kann, das zusa¨tzlich genau die Knoten aus VM u¨ber-
deckt: M u¨berdeckt gleichviele Knoten der Clique, es gibt also nach Definition von CS
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ein Matching, das die gleichen Knoten und VM u¨berdeckt.
DM˜ ≥ DM folgt daraus, dass man zu einem maximalen Matching MC in GCS/C gema¨ß
Lemma 3.12 ein gleichgroßes M ′C finden kann, das VM u¨berdeckt. Nach Definition der
CMA-Graphen ist in M ′C die Zahl der Matchingkanten aus A×VM gleich der aus VM×B.
Wenn wir dieses Matching M ′C von GCS/C nach G zuru¨ck u¨bertragen, so werden die Kno-
ten aus VM entfernt. Diese waren aber vollsta¨ndig u¨berdeckt, so dass sich die Zahl der
nicht u¨berdeckten Knoten hierdurch nicht a¨ndert. Außerdem verlieren die Kanten aus A
und B, deren Matchingpartner in VM lag, ihren Partner. Die Zahl der Knoten mit dieser
Eigenschaft ist - wie wir gerade gesehen haben - in A und B gleich.
Da (A,B) in G eine bipartite Clique ist, kann man die zugeho¨rigen Knoten aus A und
B in G paarweise verbinden. Somit sind in G in A und B genausoviele Knoten nicht
u¨berdeckt, wie in M ′C und somit in MC . L3.11
Im na¨chsten Kapitel werden wir basierend auf den sogenannten Superkonzentratoren nach
Pippenger [34] zu jeder Clique C einen Graphen CS = (A∪˙VM ∪˙B,E) konstruieren, der
die folgende Eigenschaften hat:
• CS ist ein zu C matching-a¨quivalenter CMA-Graph
• |E| ist in O(|A|+ |B|)
• CS kann in Zeit O(|A|+ |B|) konstruiert werden.
Bevor wir dies tun, verwenden wir diese Eigenschaften, um den Hauptsatz dieses Ab-
schnitts zu beweisen:
Satz 3.15 Zu einem gegebenen nichtbipartiten Graphen G = (V,E) mit m := |E| und
n := |V | la¨ßt sich in Zeit O(mnδ log2 n) ein Graph GS mit |E(GS)| = O
(
m
log 2n
2
m
δ log n
)
Kanten konstruieren, so dass aus einem maximalen Matching M in GS in Zeit O(m) ein
maximales Matching M ′ in G berechnet werden kann.
Beweis: Wir geben zuna¨chst einen ¨Uberblick und zerlegen den Beweis dann in mehrere
Lemata:
1. Wir gehen zur bipartiten Repra¨sentation GB von G u¨ber.
2. Wir verwenden den Algorithmus von Feder und Motwani (s. S. 27), um eine sym-
metrische Cliquenzerlegung CB = {CiB}i=1,...,2r mit Gesamtgro¨ße 2m log
2n2
m
δ logn
zu fin-
den. Dies beno¨tigt Zeit O(mnδ log2 n).
3. Wie in Lemma 3.340 gesehen, ko¨nnen wir jeweils symmetrische Paare dieser Bicli-
quen als eine Biclique inG interpretieren. Wir erhalten somit eine Cliquenzerlegung
C = {Ci}i=1,...,r von G.
4. Wir erstellen GS , indem wir sa¨mtliche gefundenen Cliquen Ci in G durch einen
entsprechenden CMA-Graphen CiS ersetzen.
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Zuna¨chst wollen wir nun zeigen, dass dieser Graph GS die geforderte Zahl von Kanten
hat.
Bemerkung 3.16 Wir verwenden im Folgenden wieder die Abku¨rzung m∗ := m log
2n2
m
δ logn
.
Lemma 3.17 |E(GS)| ∈ O(m log
2n2
m
δ logn
) = O(m∗)
Beweis:
Wir erinnern an dieser Stelle nochmals an die Definition einer Cliquenzerle-
gung aus Lemma 2.521 und die Definition der Gesamtgro¨ße 2.621:
Eine bipartite Cliquenzerlegung eines Graphen G = (V,E) ist eine Men-
ge von Bicliquen C = C1, . . . , Cr, so dass jede Kante e ∈ E fu¨r genau ein
i ∈ {1, . . . , r} zu E(Ci) geho¨rt.
Die Gesamtgro¨ße ist die Summe der Knotenzahlen dieser Cliquen ||C|| =∑
c∈C |V (C)|.
In Korollar 3.441 haben wir gezeigt, dass die Gesamtgro¨ße der Cliquenzer-
legung, die der Algorithmus von Feder und Motwani liefert, durch m∗ be-
schra¨nkt ist.
Wir ersetzen jede Clique Ci mit mehr als einer Kante durch einen zu
Ci matching-a¨quivalenten CMA-Graphen CiS und behalten die Ein-Kanten-
Cliquen bei. Die neue Kantenzahl ist die Summe der Kanten in den CMA-
Graphen zuzu¨glich der Zahl der Ein-Kanten-Cliquen.
Wir werden im na¨chsten Kapitel sehen, dass es CMA-Graphen CS =
(VL(CS)∪˙VM(CS)∪˙VR(CS), E(CS)) gibt, die eine in der Zahl der Kno-
ten aus VL(CS) und VR(CS) lineare Kantenzahl besitzen, also |E(CS)| <
p(|VL(CS)| + |VR(CS)|) fu¨r ein festes p > 1 erfu¨llen. |VL(CS)| + |VR(CS)|
wiederum ist gleich der Zahl der Knoten der Clique C.
Die Ein-Kanten-Cliquen bleiben unvera¨ndert werden also durch eine Kante
“ersetzt”. Ihre Zahl wird sich also auf jeden Fall weniger als ver p-fachen.
Somit ergibt sich:
|E(GS)| ≤
∑
C∈C
|E(CS)|
≤
∑
C∈C
max(1, p(|VL(CS)|+ |VR(CS)|))
≤
∑
C∈C
p|V (C)|
≤ p
∑
C∈C
|V (C)|
≤ pm∗.
Die Zahl der Kanten von GS ist also linear in der Gesamtgro¨ße der Cliquen-
zerlegung. 
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Nun ist zu zeigen, dass wir aus einem maximalen Matching in GS eines in G konstruieren
ko¨nnen. Dazu ko¨nnen wir Lemma 3.1145 auf jede einzelne Biclique anwenden. Da diese
kantendisjunkt sind, treten keinerlei Wechselwirkungen zwischen diesen Anwendungen
auf.
Die folgenden Lemmata, in denen die eben gezeigten Ergebnisse von einer einzelnen
Biclique auf eine Cliquenzerlegung u¨betragen werden, stellen daher weitgehend Wieder-
holungen dar und wir fassen sie entsprechend kurz.
Lemma 3.18 Sei M ein maximales Matching in G und MS ein maximales Matching in
GS . Dann la¨ßt M mindestens genausoviele Knoten frei wie MS , d.h.
|VG\ ∪e∈M e| ≥ |VGS\ ∪e∈MS e|.
Beweis: Zuna¨chst nimmt man alle Kanten aus M , die nicht in einer der
gefundenen Cliquen liegen in MS auf. Danach verfa¨hrt man fu¨r jede Cli-
que Ci wie im “≤” Teil des Beweises von Lemma 3.1145 und ersetzt sie
durch den entsprechenden CMA-Graphen CiS . Seien Vi,L und Vi,R die Kno-
ten auf der “linken” bzw. “rechten” Seite der Clique, die von Kanten aus
M ∩E(Ci) u¨berdeckt werden. Da die Clique einen bipartiten Graphen bildet,
gilt |Vi,L| = |Vi,R|. Damit gibt es nach Definition von CS ein Matching von
CiS , dass alle Knoten von CS sowie genau Vi,1 und Vi,2 u¨berdeckt. Wieder-
holt man dieses Verfahren fu¨r alle Cliquen, so sind in GS genau diejenigen
Knoten nicht u¨berdeckt, deren Urbilder in G nicht u¨berdeckt sind. 
Da das vom Algorithmus bestimmte Matching nicht genau das Matching aus Lemma
3.18 sein muss, mu¨ssen wir im na¨chsten Lemma wieder von einem beliebigen maximalen
Matching ausgehen:
Lemma 3.19 Sei ein maximales Matching MS in GS gegeben. Dann kann in Zeit O(m)
ein Matching M ′ in G konstruiert werden, das ho¨chstens soviele Knoten unu¨berdeckt la¨ßt,
wie MS in GS .
Beweis: Wir zeigen, dass man jeden Ersatzgraphen so durch eine Clique und
passende Matchingkanten zuru¨ckersetzen kann, dass ho¨chstens so viele Kno-
ten der Clique unu¨berdeckt bleiben, wie unu¨berdeckte Knoten im Ersatzgra-
phen vorkamen: Wir betrachten dazu wieder einen einzelnen CMA-Graphen
CiS = (VL(C
i
S)∪˙VM(CiS)∪˙VR(CiS), E(CiS)), der fu¨r eine Clique Ci eingesetzt
wurde.
Seien dazu ML und MR die Knoten aus VL(CiS) bzw. VR(CiS), die vom
Matching u¨berdeckt wurden. Man setzt nun die urspru¨ngliche Clique Ci =
(A∪˙B,A⊗ B) wieder ein und wa¨hlt min(|ML|, |MR|) Kanten beliebig zwi-
schen A und B fu¨r das Matching. Dies erho¨ht die Zahl der nicht u¨berdeckten
Knoten in G ho¨chstens um ||ML|−|MR||. Gema¨ß Lemma 3.1346 mu¨ssen aber
mindestens so viele unu¨berdeckte Knoten durch das Lo¨schen von VM(CiS) bei
der Ersetzung entfernt worden sein. 
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Die Zahl der durch rekonstruierte Matching M ′ nicht u¨berdeckten Knoten in G ist al-
so kleiner gleich der von MS nicht u¨berdeckten Kanten in GS . Da dies ein maximales
Matching in GS ist, ist diese Zahl wiederum kleiner gleich der von einem maximalen
Matching M in G nicht u¨berdeckten Knoten. Damit ist M ′ ein maximales Matching.
V (G)− 2|M ′| ≤ V (GS)− 2|MS| ≤ V (G)− 2|M | ⇔ |M ′| ≥ |M |
S3.15
3.2 Konstruktion von CMA-Graphen
3.2.1 Superkonzentratoren
Ziel dieses Abschnitts ist es, Graphen mit wenigen Kanten zu finden, durch die mehrere
knotendisjunkte alternierende Pfade laufen ko¨nnen. Unter dem “Durchlaufen” verstehen
wir, dass wir von einer bestimmten Teilmenge der Knoten, den “Einga¨ngen”, disjunkte
Pfade zu einer anderen Teilmenge, den “Ausga¨ngen”, finden wollen.
Hierzu beno¨tigen wir zuna¨chst Graphen, die viele disjunkte Wege zulassen. Grundlage
fu¨r unsere Konstruktion werden entsprechend sogenannte Superkonzentratoren sein.
Definition 3.20 Ein (n, k) Superkonzentrator ist ein gerichteter azyklischer Graph, mit
n Einga¨ngen A ⊂ V , n Ausga¨ngen B ⊂ V und ho¨chstens kn Kanten, so dass es fu¨r
zwei beliebige Mengen von t ≤ n Einga¨ngen A′ ⊂ A und t Ausga¨ngen B′ ⊂ B stets t
knotendisjunkte Pfade gibt, die Ein- und Ausga¨nge paarweise miteinander verbinden.
Basierend auf Vorarbeiten von Pinsker [33] gelang es Valiant [39] einen Superkonzentra-
tor linearer Gro¨ße (k = 238) zu erzeugen. Dies konnte durch Pippenger [34] auf k = 39
verbessert werden. All diese Konstruktionen waren probablistischer Natur. Eine determi-
nistische Konstruktion mit k = 504 gelang erstmals Gabber und Galil [15], dies konnte
von Alon und Capalbo [31] auf k = 44 verbessert werden.
Wir werden im folgenden die Konstruktion von Gabber und Galil [15] kurz vorstellen. Die
von ihnen gefundenen Superkonzentratoren haben einen rekursiven Aufbau. Ein Super-
konzentrator S besteht aus n direkten Verbindungen zwischen den n Ein- und Ausga¨ngen,
sowie einem um einen Faktor θ kleineren Superkonzentrator S ′, der mittels zweier soge-
nannter (n, θn, k)-Konzentratoren C und C ′ eingepaßt wird (vgl. Abbildung 3.6).
Definition 3.21 Ein (n, θn, k)-Konzentrator ist ein gerichteter azyklischer Graph mit n
Einga¨ngen, θn ≤ n Ausga¨ngen und ho¨chstens nk Kanten, der es fu¨r jede θn elementige
Teilmenge der Einga¨nge erlaubt, diese durch knotendisjunkte Wege mit den θn Ausga¨ngen
zu verbinden.
Bemerkung 3.22 All diese Konstruktionen ko¨nnen natu¨rlich auch gegen die Kantenrich-
tung benutzt werden. Man ko¨nnte einen Konzentrator also auch definieren als einen ge-
richteten azyklischen Graph mit θn Einga¨ngen, n ≥ θn Ausga¨ngen und ho¨chstens nk
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Kanten, der es fu¨r jede θn elementige Teilmenge der Ausa¨nge erlaubt, diese durch kno-
tendisjunkte Wege von den θn Einga¨ngen aus zu erreichen. Wir setzen die Konzentratoren
in beiden Richtungen ein.
.
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.
.
.
.
.
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.
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Abbildung 3.6: Grobstruktur eines Superkonzentrators
Lemma 3.23 Sei S ′ ein (θn, k) Superkonzentrator fu¨r 1 > θ ≥ 1
2
und seien C und C ′
(n, θn, k) Konzentratoren (wobei C ′ vom umgedrehten Typ ist - vgl. Bemerkung 3.22). S
sei der Graph mit n Eingangs- und n Ausgangsknoten, der entsteht, wenn man
1. die n Einga¨nge von S paarweise mit den n Ausga¨ngen von S,
2. die n Einga¨nge von S paarweise mit den n Einga¨ngen von C,
3. die θn Ausga¨nge von C paarweise mit den Einga¨ngen von S ′,
4. die θn Ausga¨nge von S ′ paarweise mit den Einga¨ngen von C ′
5. und die n Ausga¨nge von C ′ paarweise mit den n Ausga¨ngen von S
verbindet (vgl. Abb. 3.6).
Dann ist S ein (n, k) Superkonzentrator.
Beweis: Bei einem Superkonzentrator muss jede Teilmenge der Einga¨nge der
Gro¨ße t paarweise u¨ber disjunkte Pfade mit einer genauso großen Teilmenge
der Ausga¨nge verbunden werden ko¨nnen. Wir nehmen anhand der Gro¨ße von
t eine Fallunterscheidung vor:
Fall 1: t ≤ n
2
Man betrachte eine beliebige Obermenge der Menge der Einga¨nge mit Gro¨ße
θn. Nach Definition von C gibt es eine Mo¨glichkeit, diese paarweise mit den
θn Ausga¨ngen von C und somit mit den Einga¨ngen von S ′ zu verbinden. Da-
bei werden die t gewa¨hlten Einga¨nge von S durch C mit t Einga¨ngen von S ′
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verbunden. Ebenso verbindet C ′ als umgedrehter Konzentrator die gewa¨hlten
tAusga¨nge von S ru¨ckwa¨rts mit tAusga¨ngen von S ′. Da S ′ ein Superkonzen-
trator ist, gibt es fu¨r jede beliebige Wahl von t Ein- und Ausga¨ngen disjunkte
Pfade, die diese paarweise verbinden, also auch fu¨r die von C und C ′ aus er-
reichten Ein- bzw. Ausga¨nge. Damit sind also alle t Ein- und Ausga¨nge von
S paarweise durch disjunkte Pfade miteinander verbunden.
Fall 2: Ist t > n
2
, so mu¨ssen wenigstens t − n
2
der Ein und Ausga¨nge direkt
gegenu¨ber liegen, so dass diese unmittelbar verbunden werden ko¨nnen. Die
restlichen ≤ n
2
Knoten werden wie im ersten Fall u¨ber S ′ verbunden. 
3.2.2 Konstruktion von Konzentratoren in Linearzeit
Wir haben im vorangegangenen Kapitel ein rekursives Konstruktionsschema fu¨r Super-
konzentratoren vorgestellt. Jeder Superkonzentrator mit n Ein- und Ausga¨ngen besteht
aus einem kleineren Superkonzentrator, n direkten Kanten zwischen Ein- und Ausga¨ngen
sowie zwei Konzentratoren C und C ′ mit maximal n Ein- oder Ausga¨ngen. Die Gro¨ße
der rekursiv ineinander verschachtelten Superkonzentratoren nimmt dabei bei jedem Re-
kursionsschritt um den konstanten Faktor θ ab.
Um zu zeigen, dass die vorgestellten Superkonzentratoren in O(n) konstruiert werden
ko¨nnen, postulieren wir, dass die Konzentratoren C und C ′ ebenfalls in Linearzeit in der
Zahl ihrer Ein- und Ausga¨nge n erzeugt werden ko¨nnen: Haben diese Konzentratoren also
jeweils die Gro¨ße cn mit einer Konstanten c, so ist die Gesamtgro¨ße des Superkonzentra-
tors beschra¨nkt durch
∞∑
i=0
θin︸︷︷︸
direkte Kanten
2cθin︸ ︷︷ ︸
Konzentratoren
= (n+ 2cn)
∞∑
i=0
θi = (n+ 2cn)
1
1− θ = n
(
2c+ 1
1− θ
)
Es bleibt also zu zeigen, dass die Konzentratoren in Linearzeit konstruiert werden ko¨nnen,
was impliziert, dass ihre Kantenzahl ebenfalls in O(n) liegen muss. Wir beschreiben im
Folgenden die Konzentratoren von Gabber und Galil[15], da die Konstruktion von Alon
[31] diese voraussetzt. Dabei verzichten wir auf die maßtheoretischen Korrektheitsbewei-
se und beschra¨nken uns auf die Komplexita¨t der Konstruktion.
Zuna¨chst gehen wir zu einer etwas schwa¨cheren Form von Konzentratoren u¨ber: Eben
haben wir verlangt, dass jede Teilmenge von Einga¨ngen der Gro¨ße θn zu den genau θn
Ausga¨ngen verbunden werden kann. D.h. alle Ausga¨nge werden benutzt. Wir trennen
nun die Zahl der beno¨tigten Pfade von der Zahl der Ausga¨nge. Letztere bezeichnen wir
nach wie vor mit θn, die Zahl der Pfade nennen wir αn. Wir verlangen, dass jede αn-
elementige Menge von Einga¨ngen mit irgendwelchen αn der insgesamt θn Ausga¨ngen
verbunden werden kann (0 < α < θ < 1).
Damit die eben beschriebene rekursive Konstruktion durchgefu¨hrt werden kann, genu¨gt
es, α ≥ 1
2
zu erfu¨llen. θ muss lediglich kleiner als 1 sein. Dies ist hinreichend dafu¨r,
1. dass die ho¨chstens n
2
Verbindungen, die nicht direkt hergestellt werden ko¨nnen,
weitergeleitet werden ko¨nnen und
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2. dass die Gro¨ße der rekursiv verschachtelten Superkonzentratoren geometrisch ab-
nimmt.
Es ist also mo¨glich, den Superkonzentrator mit Hilfe der folgenden Konzentratoren zu
konstruieren:
Definition 3.24 ([15]) Ein (n, θ, k, α) beschra¨nkter Konzentrator ist ein bipartiter Graph
G = (A∪˙B,E) mit n Einga¨ngen A und θn Ausga¨ngen B sowie ho¨chstens kn Kanten, bei
dem fu¨r alle Mengen X von Einga¨ngen mit |X| ≤ αn gilt, dass |Γ(X)| ≥ |X| ist.
Der Ausdruck |Γ(X)| ≥ |X| stammt aus dem Satz von Hall 7.15138. Er stellt - da diese
Eigenschaft der Nachbarschaften hier implizit auch fu¨r alle Teilmengen von X gefordert
wird - sicher, dass es zur Menge X ein Matching gibt, das diese u¨berdeckt. Die Mat-
chingkanten stellen dann die gewu¨nschten Verbindungen zwischen Ein- und Ausga¨ngen
dar.
Gabber und Galil [15] konstruieren ihre beschra¨nkten Konzentratoren mit Hilfe von so-
genannten Expandern:
Definition 3.25 ([15]) Ein (n, k′, d)-Expander ist ein bipartiter Graph G = (A∪˙B,E)
mit |A| = |B| = n, der ho¨chstens |E| ≤ nk′ Kanten hat und bei dem fu¨r jede Teilmenge
X von A gilt, dass |Γ(X)| > (1 + d(1− |X|/n))|X| erfu¨llt ist.
Wir nehmen im Weiteren an, dass die Zahl n der Einga¨nge eine Quadratzahl ist, d.h.
n = q2, q ∈ N. Dies vereinfacht die Darstellung. Fu¨r andere n ist es mo¨glich, stattdessen
zur na¨chstgro¨ßeren Quadratzahl u¨berzugehen.
Satz 3.26 ([15]) Es gibt einen (n, 5, (2−√3)/4)-Expander mit n = q2 fu¨r q ∈ N.
Beweisskizze: Wir geben hier lediglich die Konstruktion an und verwei-
sen fu¨r den Beweis, dass es sich tatsa¨chlich um einen Expander mit den
gewu¨nschten Eigenschaften handelt, auf die hier beschriebene Arbeit von
Gabber und Galil [15].
Es ist mo¨glich, jeden der jeweils n Knoten aus A und B mit jeweils genau
einem Tupel [i, j] mit i, j ∈ {0, . . . , q−1} zu bezeichnen. Die Knoten aus B,
die zu einem Knoten [i, j] ∈ A adjazent sind, sind dann gegeben durch die
folgenden 5 Abbildungen:
• [i, j]
• [i, i+ j mod q]
• [i, i+ j + 1 mod q]
• [i+ j mod q, j]
• [i+ j + 1 mod q, j]
♦
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Beobachtung 3.27 Das Bild jedes Elementes unter einer dieser Permutationen kann
(Einheitskostenmaß vorausgesetzt, vergl. hierzu Kapitel 5.1115) in konstanter Zeit berech-
net werden. Damit ko¨nnen alle 5n Kanten des Expanders in O(n) Schritten bestimmt
werden.
Lemma 3.28 ([15]) Mit Hilfe der eben definierten Expander kann man einen
(n, 31
32
, (5+1)31
32
, 1
2
) beschra¨nkten Konzentrator konstruieren.
Beweis: Definitionsgema¨ß hat der Konzentrator n Einga¨nge und 31n
32
Ausga¨nge. Die Einga¨nge werden in zwei Mengen zerlegt, die “große” Men-
ge mit 31n
32
und die “kleine” Menge mit n
32
Knoten. Die große Menge wird
mittels eines
(
31n
32
, 5, 2
30
)
Expanders mit den Ausga¨ngen verbunden ( 2
30
≤
(2−√3)/4).
Jeder Knoten des “kleinen” Teils wird mit jeweils 31 Ausga¨ngen verbunden,
so dass jeder Ausgang mit einem Eingang aus dem “kleinen” Teil verbunden
ist.
Sei nun X eine Teilmenge der Einga¨nge mit |X| ≤ 1
2
n. Sei s die Zahl der
Einga¨nge, die zum “großen Teil” geho¨ren, und t die Zahl der Einga¨nge, die
zum “kleinen Teil” geho¨ren.
Ist t > |X|/31, so reichen die 31t Nachbarn der Knoten aus dem “kleinen
Teil” bereits aus.
Anderenfalls ist s ≥ 30
31
|X|. Wa¨hlt man eine beliebige Teilmenge Y der Gro¨ße⌈
30
31
|X|⌉ ≤ 1
2
n der Einga¨nge aus dem “großen Teil”, so ergibt sich aufgrund
der Expander-Eigenschaften, dass diese mindestens(
1 +
2
30
(
1− 1
2
))
|Y | = 31
30
⌈
30
31
|X|
⌉
≥ |X|
Nachbarn haben muss. Da Y eine Teilmenge von X war, hat auch X minde-
stens ebensoviele Nachbarn. 
Beobachtung 3.29 Auch die Konstruktionen aus Lemma 3.28 lassen sich in Linearzeit
in der Kantenzahl realisieren. Somit ko¨nnen Superkonzentratoren mit n′ Knoten in Zeit
O(n′) konstruiert werden.
3.2.3 Umwandlung von Superkonzentratoren in
CMA-Graphen
Im folgenden werden wir mit einer ungerichteten Variante der eben konstruierten Su-
perkonzentratoren weiterarbeiten. Auf die ehemalige Orientierung werden wir aber hin
und wieder Bezug nehmen. Wir wollen aus einem gegebenen Superkonzentrator S
einen zu einer bipartiten Clique C = (A∪˙B,E) matching-a¨quivalenten Graphen CS =
(VL∪˙VM ∪˙VR, E) erzeugen.
Zur Vereinfachung betrachten wir zuna¨chst eine Clique, bei der beide Seiten gleich groß
sind, d.h. |A| = |B| gilt. Wir wa¨hlen entsprechend einen Superkonzentrator S mit |A|
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Ein- und Ausga¨ngen und O(|A|) Kanten. Dass ein solcher existiert, haben wir im voran-
gegangenen Kapitel gezeigt.
Dann ersetzen wir jeden Knoten v in S durch zwei Knoten v1 und v2. Wir passen dabei die
Kanten unter Verwendung der ehemaligen Kantenrichtung an und fu¨gen fu¨r jede Kante
(u,w) ∈ E(S) die Kante (u2, w1) ein. Des weiteren verbinden wir fu¨r alle v ∈ V (S) v1
mit v2.
Den resultierenden Graph bezeichnen wir mit CS . CS ist bipartit und die Zahl der Kanten
wird im Vergleich zu S ho¨chstens um |V (S)| erho¨ht, so dass deren Zahl nach wie vor in
O(|A|) liegt. Die bisher beschriebenen Knoten bilden VM . Wir fu¨gen zwei Knotenmen-
gen VL und VR mit je |A| Knoten hinzu (vgl. Abb. 3.7). Die Knoten aus VL verbinden wir
paarweise mit den Knoten aus der Menge {v1|v war ein Eingangsknoten des Superkon-
zentrators S}. Die Knoten aus VR verbinden wir paarweise mit den Knoten der Menge
{v2|v war ein Ausgangsknoten von S}.
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Abbildung 3.7: CMA Graph
Lemma 3.30 Der so konstruierte Graph CS ist matching-a¨quivalent zu einer bipartiten
Clique mit |A| = |B|.
Beweis: Dazu mu¨ssen die zwei definierenden Eigenschaften von CMA-
Graphen nachgewiesen werden:
1. Jedes Matching, das VM u¨berdeckt, u¨berdeckt gleich viele Kanten in VR
und VL:
VM ist nach Konstruktion bipartit mit den gleich großen Partitionen P ′1 =
{v1|v ∈ S} und P ′2 = {v2|v ∈ S}. Es gibt keine Kanten von VL nach P ′2 und
von VR nach P ′1, so daß (P1∪˙P2, E(CS)) mit P1 := P ′1∪VR und P2 := P ′2∪VL
ebenfalls ein bipartiter Graph ist.
Da auch VL und VR gleich groß sind, gilt |P1| = |P2|. In jedem bipartiten
Graph u¨berdeckt jedes Matching genausoviele Knoten in beiden Partitionen,
da eine Kante jeweils Knoten aus verschiedenen Partitionen verbindet.
Sei also ein Matching M gegeben, das alle Knoten aus VM u¨berdeckt. Es
u¨berdeckt also jeweils |M | Knoten in P1 und P2 und die zu VM geho¨renden
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Teile P ′1 und P ′2 vollsta¨ndig. Somit ist die Zahl der Knoten aus VL, die das
Matching u¨berdeckt, gegeben durch |M |− |P ′1| und die Zahl der u¨berdeckten
Knoten aus VR als |M | − |P ′2|. Wegen |P ′1| = |P ′2| u¨berdeckt das Matching
gleich viele Knoten in VL und VR.
2. Seien auf der anderen Seite zwei Teilmengen V ′L ⊂ VL und V ′R ⊂ VR mit
|V ′L| = |V ′R| gegeben. Dann ist zu zeigen, dass es ein Matching M von CS
gibt, das genau diese Knoten und VM u¨berdeckt.
Hierzu beobachten wir zuna¨chst, dass auch CS noch ein Superkonzentrator
ist, da wir beim Aufspalten der Knoten die ehemalige Orientierung betrach-
tet haben und ein Pfad, der in S einen Knoten v passiert hat, nun v1 und v2
passieren kann. Es gibt also eine Menge P von |V ′L| knotendisjunkten Pfaden
{P1, . . . P|V ′
L
|} in CS , die V ′L mit V ′R verbinden und zudem, wenn sie einen
Knoten x1 verwenden, stets auch x2 passieren.
Wir konstruieren nun ein Matching M in der folgenden Weise: Sei E(P) die
Menge aller Kanten und V (P), die Menge aller Knoten, die auf einem Pfad
P aus P liegen. Fu¨r v1 ∈ VM\V (P) fu¨gen wir jeweils die Kante (v1, v2) in
das Matching ein. Diese Matchingkanten u¨berdecken sicher alle Knoten in
VM , die nicht auf einem der Pfade liegen.
Des weiteren fu¨gen wir alle Kanten aus E(P) ein, die von der Form (u2, x1)
sind, also jeweils die Kanten auf dem Pfad, die den Kanten des urspru¨ngli-
chen Superkonzentrators entsprechen. Außerdem fu¨gen wir die Anfangs- und
Endstu¨cke der Form (v, u1), v ∈ V ′L oder (x2, u), u ∈ V ′R hinzu.
Betrachtet man einen einzelnen Pfad Pi, so ist dieser von der Form V ′L ∋
v, v11, v
1
2, v
2
1, v
2
2, . . . , v
j
1, v
j
2, u ∈ V ′R. Dabei sind (v, v11), (v12, v21), . . . , (vj2, u)
Matchingkanten. Die Knoten sind alle u¨berdeckt, d.h. das Matching u¨ber-
deckt ebenfalls V ′L und V ′R und alle Knoten in VM , die auf einem Pfad liegen.
Damit ist ganz VM u¨berdeckt. 
Bemerkung 3.31 Alternativ kann man sich die Konstruktion auch so vorstellen, dass man
zuna¨chst alle Knotenpaare {v1, v2} zu Matchingkanten erkla¨rt und dann entlang der Pfa-
de aus P alterniert.
Proposition 3.32 Ist C = (AC∪˙BC , E) eine bipartite Clique mit |AC | > |BC |, so kann
man einen zu dieser matching-a¨quivalenten Graphen C ′S mitO(|AC |) Kanten und Knoten
konstruieren.
Beweis: Man konstruiert zuna¨chst - wie eben beschrieben - einen CMA-
Graphen CS mit |VL|=|VR|=|AC |. Dann lo¨scht man |AC | − |BC | Knoten be-
liebig aus VR.
Der weitere Beweis verla¨uft analog zum obigen. Beide Beweisschritte blei-
ben - auch wenn diese Knoten gelo¨scht werden - korrekt. 
Verwendet man die von Alon [31] konstruierten Superkonzentratoren mit k = 88, so kann
eine Clique mit n1−δ logn
log 2n
2
m
Kanten, wie sie durch das Kompressionsverfahren von Feder
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und Motwani [11] gefunden wird (vgl. Kapitel 2.1.118), durch einen CMA-Graphen mit
88n1−δ Kanten ersetzt werden.
Kapitel 4
Implizite Kompression
4.1 Einleitung
Im vorangegangenen Teil haben wir ein erstes Verfahren beschrieben, das Graphenkom-
pression zur Beschleunigung von Matching-Algorithmen auf nichtbipartiten Graphen ein-
setzt. Wir haben zu einem Graphen G einen Graphen GS konstruiert, der (asymptotisch
bzgl. der Knotenzahl n) weniger Kanten als G hat und so beschaffen ist, dass man aus
einem maximalen Matching in GS ein maximales Matching in G konstruieren kann. G
muss wegen der auftretenden Konstanten allerdings sehr viele Knoten haben, damit GS
auch absolut weniger Kanten hat als G.
In diesem Teil wollen wir ein Verfahren vorstellen, mit dem auch kleinere Graphen behan-
delt werden ko¨nnen. Wir erkaufen diesen Vorteil mit einer gro¨ßeren Kompliziertheit von
Algorithmen und Beweisen, da wir uns nun auf einen konkreten Matching-Algorithmus
konzentrieren werden und seine spezifischen Eigenschaften beru¨cksichtigen mu¨ssen. Wir
werden zu diesem Zweck den Matching-Algorithmus von Blum [1][2] betrachten.
Wir gehen zuna¨chst wiederum vom Kompressionsalgorithmus von Feder und Motwa-
ni [11] aus. Diese haben, ausgehend von einer Cliquenzerlegung des Graphen, bipartite
Cliquen durch “Sterne” ersetzt. Entscheidend dabei war, dass durch diese Sterne der glei-
che Netzwerkfluss mo¨glich ist, wie durch die Cliquen. Problematisch ist wiederum, dass
im nichtbipartiten Fall kein einfaches Flussmodell mo¨glich ist und dass augmentierende
Pfade diese Sterne nicht in gleicher Weise wie Flu¨sse durchqueren ko¨nnen (vgl. Kapitel
2.1.118).
Im vorangegangenen Teil sind wir diesem Problem begegnet, indem wir statt Sternen we-
sentlich kompliziertere Ersatzgraphen verwendet haben. In diesem Teil betrachten wir
einen Matching-Algorithmus unter der Fragestellung, welche Teile des Algorithmus den
meisten Aufwand verursachen und zeigen, dass diese Teile im Prinzip mit Sternen als
Ersatzgraphen beschleunigt werden ko¨nnen.
Alle auf der Suche nach augmentierenden Pfaden beruhenden Verfahren verwenden Va-
rianten der sog. algorithmischen Suche auf Graphen [3], insbesondere Breitensuche und
Tiefensuche. Diese Suchverfahren sind verantwortlich fu¨r den gro¨ßeren der beiden Fak-
toren m in der Laufzeitschranke des Algorithmus von Hopcroft und Karp [21] und somit
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auch des darauf basierenden Algorithmus von Blum [2]. Also werden wir versuchen, die-
se Phasen mit Hilfe von Graphenkompression zu beschleunigen.
Um Graphenkompression anwenden zu ko¨nnen, beno¨tigen wir einen bipartiten Gra-
phen. Wir haben in Kapitel 2.3.135 gesehen, dass man einen Graphen G in eine biparti-
te Repra¨sentation GB u¨berfu¨hren kann, indem man jeden Knoten u durch zwei Knoten
[u,A] und [u,B] ersetzt und jede Kante (u, v) durch zwei Kanten ([u,B], [v, A]) und
([v,B], [u,A]) ersetzt. Die Richtung dieser Kanten war dabei von einem gegebenen Mat-
ching abha¨ngig.
Bei der Kompression ko¨nnen wir auf diese Richtungen keine Ru¨cksicht nehmen, da wir
nur Zeit fu¨r einen Kompressionsvorgang haben, aber viele Matchings und somit viele ver-
schiedene Orientierungen auftreten.
Wir nehmen also im folgenden an, dass der Graph GB vollsta¨ndig von B nach A ge-
richtet ist. Wir wenden auf diesen Graph das Kompressionsverfahren von Feder und
Motwani[11] an, wobei als Ersatzgraphen Sterne eingesetzt werden. Den entstehenden
Graphen nennen wir G′B .
Um die Grundidee fu¨r die Beschleunigung der algorithmischen Suche anschaulicher dar-
zustellen, vergleichen wir zuna¨chst eine Tiefensuche auf GB mit einer solchen auf G′B.
Spa¨ter mu¨ssen wir die Suchvorga¨nge abstrahiert betrachten, da kompliziertere Suchme-
thoden - insbesondere die sogenannte “Double Depth First Search” - nicht mehr mit G′B
alleine realisiert werden ko¨nnen.
Als Beispiel fu¨r die Auswirkung der Kompression auf eine Tiefensuche betrachten wir
Abbildung 4.1. Bild 1 zeigt den urspru¨nglichen Graphen GB , Bild 2 seine komprimierte
Darstellung G′B . Die von den jeweils drei oberen Knoten gebildete Clique wurde durch
einen Stern ersetzt. Bild 3 zeigt die Situation in GB wa¨hrend einer Tiefensuche. Wir neh-
men an, dass wir zuna¨chst von Knoten b aus gesucht haben und nun eine neue Suche von
Knoten v aus starten.
In Bild 3 gehen von v 4 unbetrachtete Kanten aus, die wir noch untersuchen mu¨ssen. Nur
eine davon fu¨hrt zu einem Knoten, den wir noch nicht erreicht haben. Bei Bild 4 - hier
wieder in G′B - sind es nur zwei unbetrachtete Kanten. Sobald wir den Zentralknoten des
Sterns besucht haben, besuchen wir als na¨chstes sofort den neuen Knoten. Wir haben also
zwei sinnlose Suchen vermieden. Dennoch ist klar, dass wir alle erreichbaren Knoten auf
der rechten Seite erreichen.
Bevor wir beschreiben ko¨nnen, wie dieses einfache Schema abgewandelt werden muss,
um auch im nichtbipartiten Fall zu funktionieren, mu¨ssen wir die dabei auftretenden Such-
probleme erst erla¨utern. Wir geben daher einen kurzen ¨Uberblick u¨ber den Aufbau des
Algorithmus von Blum [1][2].
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Abbildung 4.1: Beispiel fu¨r eine Tiefensuche ohne und mit Kompression
4.2 Der Matching-Algorithmus von Blum
4.2.1 Gesamtaufbau
In diesem Kapitel geben wir einen kurzen ¨Uberblick u¨ber den Matching-Algorithmus von
Blum [1][2]. Die Grundidee ist, den Algorithmus von Hopcroft und Karp [21] bzw. Dinic
[8] auf den nichtbipartiten Fall zu u¨bertragen.
Entscheidend ist die Beobachtung, dass beim Beweis von
Satz 1.810 [Hopcroft, Karp 1973]
Augmentiert man u¨ber eine nicht erweiterbare Menge alternierender knotendisjunkter
Pfade minimaler La¨nge P , so sind alle augmentierenden Pfade im resultierenden Gra-
phen la¨nger als die Pfade aus P .
nicht vorausgesetzt wurde, dass der Graph bipartit ist. Dieser Satz gilt also auch im nicht-
bipartiten Fall.
Ist es also auch im nichtbipartiten Fall mo¨glich, eine nicht erweiterbare Menge ku¨rzester
augmentierender Pfade zu finden, so kann man durch
√
n-fache Wiederholung dieses Vor-
ganges auch in diesem Fall erzwingen, dass alle verbleibenden augmentierenden Pfade
mindestens die La¨nge
√
n haben.
Da auch im nichtbipartiten Fall somit noch ho¨chstens O(√n) Knoten unu¨berdeckt blei-
ben, ist es mo¨glich, das verbleibende Matching mit ho¨chstens O(√n) Tiefensuchen nach
augmentierenden Pfaden und nachfolgenden Augmentierungen zu einem maximalen Mat-
ching zu erweitern.
Ein maximales Matching kann also mittels O(√n) dieser Augementierungen u¨ber maxi-
male Mengen ku¨rzester augmentierender Pfade (Phase 1) gefolgt von ho¨chstens O(√n)
Tiefensuchen nach augmentierenden Pfaden (Phase 2) gefunden werden.
Um auf diese Weise die angestrebte Laufzeit von O(√nm) zu erzielen, muss jeder √n
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mal wiederholte Teil einer Phase in Zeit O(m) realisiert werden. Im bipartiten Fall wird
dies in Phase 1 durch eine Kombination von Breiten- (BFS) und Tiefensuche (DFS) er-
reicht (vgl. Lemma 1.911), in Phase 2 wird nur Tiefensuche verwandt.
Im nichtbipartiten Fall realisiert Blum[1][2] dies mit zwei Variationen dieser Verfahren:
Der modifizierten Breitensuche MBFS und der modifizierten Tiefensuche MDFS.
Mit Algorithmus 3 geben wir zuna¨chst einen vereinfachenden ¨Uberblick u¨ber die ein-
zelnen Phasen des Gesamtalgorithmus. In Phase 1 werden maximale Mengen ku¨rzester
augmentierender Pfade bestimmt. Hierzu ermittelt MBFS zuna¨chst alle Knoten und Kan-
ten, die zu irgendeinem ku¨rzesten Pfad geho¨ren. Dann sucht MDFS in dieser Menge eine
nicht erweiterbare Menge augmentierender Pfade und u¨ber die Pfade aus dieser Menge
wird augmentiert.
Sobald die Pfade la¨nger werden als
√
n, wird so lange mit MDFS ein augmentierender
Pfad gesucht und u¨ber diesen augmentiert, bis dies nicht mehr mo¨glich und das Matching
somit maximal ist (Phase 2).
Algorithmus 3 MBFS und MDFS[1] - ¨Uberblick
1: while kein augmentierender Pfad la¨nger als
√
n wurde gefunden do ⊲ Phase 1
2: Suche mit MBFS alle Knoten und Kanten, die zu ku¨rzesten augmentierenden Pfa-
den geho¨ren
3: Suche in dieser Menge mit MDFS eine maximale Menge knotendisjunkter
ku¨rzester Pfade
4: augmentiere u¨ber die Pfade aus dieser Menge
5: end while
6: while Es werden noch augmentierende Pfade gefunden do ⊲ Phase 2
7: Suche mit MDFS einen augmentierenden Pfad P
8: Augmentiere entlang von P
9: end while
Der nachfolgende Algorithmus 4 stellt bereits einige Details mehr vor. Er soll dem Le-
ser helfen, die einzelnen Teile wa¨hrend der Lektu¨re besser einordnen zu ko¨nnen. Einen
implementierbaren Pseudocode geben wir dann am Ende dieses Kapitels an.
In den nachfolgenden Kapiteln werden wir die Anwendung von MBFS und MDFS in
Phase 1 im Detail beschreiben. Fu¨r Phase 2 kann reines MDFS - entsprechend der Be-
schreibung fu¨r Phase 1 - verwandt werden.
In Phase 1 wird maximal
√
n mal eine Suche nach einer maximalen Menge ku¨rzester
augmentierender Pfade durchgefu¨hrt. Sobald eine solche Menge jeweils gefunden wur-
de, wird u¨ber diese augmentiert. Um eine Gesamtlaufzeit von O(√nm) sicherzustellen,
genu¨gt es zu zeigen, dass jede Suche in O(m) ausgefu¨hrt werden kann. Dass die Aug-
mentierung in dieser Zeit mo¨glich ist, ist offensichtlich.
Wir mu¨ssen also lediglich den Suchanteil eines Teils von Phase 1, d.h. die Ermittlung
einer maximalen Menge ku¨rzester augmentierender Pfade, genauer betrachten.
Es sei also im Folgenden angenommen, ein Matching M im Graphen ist gegeben und eine
nicht erweiterbare Menge augmentierender Pfade ku¨rzester La¨nge ist gesucht. Um diese
zu finden, ermittelt der Algorithmus mit MBFS die Menge aller Kanten, die auf einem
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Algorithmus 4 Realisierung des Algorithmus von Hopcroft und Karp im nichtbipartiten
Fall unter Verwendung von MBFS und MDFS gema¨ß [1]
1: while kein augmentierender Pfad la¨nger als
√
n wurde gefunden do ⊲ Phase 1
2: l:=0;
3: while kein augmentierender Pfad wurde gefunden do
4: MBFS-Vorwa¨rtsmarkierung(l)
5: MBFS-Ru¨ckwa¨rtsmarkierung(l)
6: l:=l+1
7: end while
8: Aufbereitung der Ergebnisse von MBFS fu¨r MDFS
9: repeat ⊲ Bestimme nicht erweiterbare Menge augmentierender ku¨rzester Pfade
10: MDFS-SEARCH
11: MDFS-RECONSTRUCT
12: Entferne den von MDFS-RECONSTRUCT gefundenen Pfad und alle von
MDFS-SEARCH betrachteten Kanten
13: until MDFS liefert keinen Pfad mehr zuru¨ck
14: Augmentiere u¨ber alle Pfade aus P
15: end while
16: while noch augmentierende Pfade gefunden werden do ⊲ Phase 2
17: Suche mit MDFS einen augmentierenden Pfad P
18: Augmentiere entlang von P
19: end while
ku¨rzesten Pfad liegen, und bestimmt dann mit MDFS in dieser Menge von Kanten eine
nicht erweiterbare Menge von ku¨rzesten Pfaden.
4.2.2 MBFS
Ab hier werden wir stets mit dem bipartiten Graphen GB aus Kapitel 2.3.135 arbeiten, der
entsteht, wenn man alle Knoten v in zwei Knoten [v, A] und [v,B] aufspaltet. Wir nehmen
an, dass ein Matching M fest gegeben ist, so dass wir die Kanten wiederum so ausrichten,
dass Matchingkanten von A nach B zeigen und und freie Kanten von B nach A.
Ein streng einfacher Pfad ist ein einfacher Pfad, der nicht gleichzeitig einen Knoten und
seinen Symmetriepartner entha¨lt. Wir haben gesehen, dass es in G genau dann einen aug-
mentierenden Pfad gibt, wenn es in GB einen streng einfachen Pfad zwischen zwei freien
Knoten gibt (vgl. Kapitel 2.3.135).
Der Einfachheit halber werden wir von der Menge der Knoten V und der der Kanten E
sprechen, ohne explizit auf GB zu verweisen.
Die “Modifizierte Breitensuche” MBFS ordnet jedem Knoten [v,X] die La¨nge l([v,X])
eines ku¨rzesten alternierenden Pfades von einem freien Knoten zu ihm zu. Auf diese Wei-
se werden wir den Graphen in Schichten zerlegen. Die Knoten mit gleichem Level sollen
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dabei in den Mengen L(l) := {v ∈ V | l(v) = l} gesammelt werden.1
Im Gegensatz zu herko¨mmlichem BFS muss dabei allerdings die Entfernung nicht
zwangsla¨ufig um 1 von dem entsprechenden Wert eines Vorga¨ngerknotens verschieden
sein, da Kreise ungerader La¨nge die Benutzung des dazugeho¨rigen Weges unmo¨glich ma-
chen ko¨nnen:
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9
Abbildung 4.2: ¨Uberspringen eines Levels
In Abbildung 4.2 erha¨lt Knoten a Level 1, sein Nachbar c aber Level 9, da der alternie-
rende Pfad von s nach a nur “um die Blu¨te” herum zu c fortgesetzt werden ko¨nnte und
daher ungu¨ltig ist. Das Level von c wird nun relativ zum freien Knoten b bestimmt.
Daher wird im folgenden dieser Markierungsschritt in zwei Phasen unterteilt, die
“Vorwa¨rtsmarkierung” und die “Ru¨ckwa¨rtsmarkierung”. Die Vorwa¨rtsmarkierung u¨ber-
nimmt dabei die einfachere Aufgabe, die Markierungen solcher Knoten zu bestimmen,
deren Wert durch einen unmittelbaren Nachbarknoten gegeben ist. Die Ru¨ckwa¨rtsmar-
kierung setzt die Werte fu¨r identifizierte Blu¨ten.
4.2.2.1 Vorwa¨rtsmarkierung
Die Vorwa¨rtsmarkierung zum Level l betrachtet alle Kanten, die einen Knoten mit Level
l verlassen. Bei der Vorwa¨rtsmarkierung ko¨nnen zwei Fa¨lle unterschieden werden:
1. Ist der Knoten vom Typ [v, A], so ist der einzige von diesem Knoten aus erreichbare
Nachbarknoten sein Matchingpartner und dessen Level ist in diesem Fall eindeutig als
das des momentanen Knotens +1 gegeben, da er umgekehrt auch nur von dem momentan
betrachteten Knoten aus erreicht werden kann.
2. Ist der Knoten von der Form [v,B] ko¨nnten bei der Vorwa¨rtsmarkierung drei Unterfa¨lle
auftreten.
Es sei angenommen, dass in der lten Runde eine Kante ([v,B], [w,A]) mit l = l([v,B])
betrachtet wird.
1. l([w,A]) > l und es gibt einen streng einfachen Pfad von einem freien Knoten nach
[w,A], der [w,B] nicht entha¨lt
1Eine Trennung in even- und oddlevel, wie im Algorithmus von Micali und Vazirani[30], ist dabei nicht
notwendig, da jeder Knoten zweimal vorkommt.
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2. l([w,A]) > l und es gibt keinen streng einfachen Pfad von einem freien Knoten
nach [w,A], der [w,B] nicht entha¨lt
3. l([w,A]) ≤ l
Wie in der Arbeit von Blum [2] gezeigt wird, tritt bei korrekter Ausfu¨hrung von Vorwa¨rts-
und Ru¨ckwa¨rtssuche der zweite Fall nie auf. Die Fa¨lle 1 und 3 ko¨nnen leicht unterschie-
den werden. In Fall 1 wird das Level entsprechend auf l + 1 angepaßt und die Kante in
die Liste EK der Kanten auf einem ku¨rzesten Pfad eingefu¨gt. Zusa¨tzlich merken wir uns
fu¨r jeden Knoten diejenige Kante, u¨ber die er zuerst erreicht wurde, in der Liste p. Diese
werden wir aber erst bei MDFS beno¨tigen.
Kanten, fu¨r die Fall 3 auftritt, geho¨ren nicht zu einem ku¨rzesten Pfad. Die sich somit er-
gebende MDFS-Vorwa¨rtssuche ist in Algorithmus 5 angegeben. Eine gesonderte Beru¨ck-
sichtigung des Falles [v, A] ist nicht notwendig, da dessen Matchingpartner stets ein un-
definiertes Level haben wird.
Algorithmus 5 MBFS Vorwa¨rtssuche
1: procedure MBFS VORWA¨RTSSUCHE(l)
2: for all [v, Z] ∈ L(l) do
3: for all e = ([v, Z], [u, Z¯]) ∈ E do
4: if l([u, Z¯]) undefiniert oder l([u, Z¯]) ≥ l + 1 then
5: l([u, Z¯]) := l + 1
6: L(l + 1) := L(l + 1) ∪ {[u, Z¯]}
7: EK := EK ∪ e
8: if p([u, Z¯]) undefiniert then
9: p([u, Z¯]) := ([v, Z], [u, Z¯])
10: end if
11: end if
12: end for
13: end for
14: end procedure
4.2.2.2 Ru¨ckwa¨rtsmarkierung
Bei der Vorwa¨rtsmarkierung kann man das dem Stengel ”gegenu¨berliegende” Ende einer
Blu¨te und auf diese Weise die Blu¨te daran erkennen, dass ein Knoten besucht wird, dessen
Symmetriepartner bereits markiert wurde. Abb. 4.3 zeigt ein Beispiel hierzu: Die Suche
schreitet auf beiden Seiten de Blu¨te gleichma¨ßig voran. In dem Augenblick, in dem die
dick gezeichnete Kante untersucht wird (rechtes Bild), kann mit Sicherheit festgestellt
werden, dass eine Blu¨te vorliegen muss.
Diese Identifizierung erfolgt also lange bevor diese Blu¨te zum Problem werden kann,
d.h. bevor eine Kante ausgeschlossen werden muß, da sie einen Kreis ungerader La¨nge
schließt. Dieser “Geschwindigkeitsvorteil” ist zentral fu¨r die Korrektheit sowohl des Al-
gorithmus von Blum [2] als auch des Algorithmus von Micali und Varirani [30].
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Abbildung 4.3: Identifizieren einer Blu¨te
Ein Graph kann potentiell eine exponentielle Zahl von Blu¨ten enthalten. Entscheidend fu¨r
alle Matching-Algorithmen ist es, dass wir nur relativ wenige davon explizit behandeln
mu¨ssen. Unter einer identifizierten Blu¨te verstehen wir eine Blu¨te, die durch das gerade
beschriebene Verfahren gefunden wurde.
Wurde eine Blu¨te identifiziert, ko¨nnen alle restlichen Knoten der Blu¨te unmittelbar mar-
kiert werden. Dies geschieht in GB analog zu der von Micali und Vazirani konzipier-
ten “double depth first search”[40]: Die Grundidee dieses Verfahrens ist es, gleichma¨ßig
schnell auf beiden Seiten der Blu¨te ru¨ckwa¨rts zu laufen. Die Knoten erhalten dabei das
Level, das einem Weg “um die Blu¨te herum” entspricht.
Im Falle einfacher Blu¨ten, die nur aus einem Kreis bestehen, erkennt man die Basis ein-
fach daran, dass sich hier die Ru¨ckwa¨rtsmarkierung bezu¨glich der “linken Ha¨lfte” und die
Ru¨ckwa¨rtsmarkierung der “rechten Ha¨lfte” begegnen. (Pfeile in Abbildung 4.4).
Abbildung 4.4: Gleichzeitige Ru¨ckwa¨rtssuche bei DDFS
Im Allgemeinen ko¨nnen Blu¨ten aber auch Seitena¨ste - sozusagen Blu¨tenbla¨tter - haben,
die dieses einfache Schema unmo¨glich machen.
66 KAPITEL 4. IMPLIZITE KOMPRESSION
Um diesen Prozess exakt beschreiben zu ko¨nnen, mu¨ssen wir zuna¨chst unsere anschauli-
che Definitionen von Blu¨ten und Basen durch eine genaue Definition ersetzen, wobei wir
hier der Notation von Blum [1] folgen.
Definition 4.1 Sei T ⊂ V gegeben, so daß ł(v) fu¨r alle v ∈ T definiert ist. Dann ist
DOM(T ) die Menge aller Knoten [u,B], fu¨r die gilt, dass
1. [u,B] liegt auf allen bisher identifizierten ku¨rzesten streng einfachen Pfaden zu jedem
Knoten aus T
2. l([u,A]) wurde noch nicht definiert
3. l([u,B]) ist maximal unter allen Knoten mit den ersten beiden Eigenschaften
Wir werden sehen, dass die DOM -Menge eines Knoten stets nur ein Element hat. Nun
ko¨nnen wir - quasi ru¨ckwirkend - Blu¨ten definieren:
Definition 4.2 Die Blu¨te mit Basis v ist die Menge aller Knoten u mit DOM(u) = v.
Man kann leicht u¨berpru¨fen, dass jede einfache Blu¨te auch eine Blu¨te ist.
Die DOM -Menge einer Knotenmenge kann sich im Laufe der Ausfu¨hrung des Algorith-
mus a¨ndern. Die obige Definition erfasst stets die gro¨ße identifizierte Blu¨te, zu der ein
Knoten geho¨rt. Da der Algorithmus von Blum auf eine explizite Verwaltung verschach-
telter Blu¨ten verzichtet, sto¨rt uns dies hier nicht weiter. Bei anderen Verfahren, wie z.B.
bei dem Algorithmus von Micali und Vazirani[40], werden Blu¨ten geringfu¨gig anders de-
finiert, so dass stets die kleinste Blu¨te erfasst wird, zu der ein Knoten geho¨rt. Die gro¨ßeren
Blu¨ten werden dann entsprechend rekursiv definiert.
Wenn wir im weiteren anschaulich von “Basis” sprechen, so meinen wir damit die DOM -
Menge zur jeweiligen Ausfu¨hrungszeit.
Um eine Laufzeit von O(m) zu gewa¨hrleisten ist es notwendig, bei der Ru¨ckwa¨rtssuche
bereits gefundene Blu¨ten zu u¨berspringen, da sonst deren Kanten mehrfach durchlaufen
werden mu¨ssten. Dass dabei keine Pfade u¨bersehen werden, garantiert Satz 4.3, zu dessen
Beweis wir wegen seines Umfangs auf [40] verweisen.
Satz 4.3 (Micali, Vazirani, 1980-1989 [40]) Jeder ku¨rzeste augmentierende Pfad P zu
einem Knoten v, bei dem l([v, A]) und l([v,B]) bereits gesetzt wurden, muss durch
DOM(v) verlaufen.
D.h., wenn wir auf eine Blu¨te treffen, ko¨nnen wir die Suche unmittelbar an deren Basis
fortsetzen.
Da Blu¨ten aber auch in anderen Blu¨ten enthalten sein ko¨nnen, mu¨ssen diese Basen so
verwaltet werden, daß alle Knoten einer Blu¨te eine neue Basis erhalten, sobald diese als
Unterblu¨te einer gro¨ßeren Blu¨te erkannt wird. Dazu verwalten wir die Blu¨ten mittels einer
UNION-FIND Datenstruktur. Sobald bei der Ru¨ckwa¨rtssuche eine Blu¨te durchquert wird,
wird die Menge, die ihre Knoten repra¨sentiert, mit der Menge der u¨bergeordneten Blu¨te
vereint, so daß wir mittels eines FIND die gro¨ßte einen Knoten enthaltende Blu¨te und
4.2. DER MATCHING-ALGORITHMUS VON BLUM 67
somit deren Basis finden ko¨nnen. Die aktuelle Blu¨te, in der sich ein Knoten u befindet,
kann durch FIND(u) und deren Basis durch B(FIND(u)) ermittelt werden.
Die Notwendigkeit eines ¨Ubergangs von einem einfachen Zuru¨cklaufen der Kanten der
Blu¨te zu einer speziellen DFS-Variante ergibt sich daraus, dass eine Blu¨te mehrere “Sei-
tena¨ste” haben kann (vgl. gestrichelte Kanten in Abb. 4.4) Dementsprechend geht MBFS
bei der Ru¨ckwa¨rtsmarkierung wie folgt vor: Fu¨r alle Kanten ([v, Z], [w, Z¯]), die in der
vorangegangenen Vorwa¨rtsmarkierung mit Level l betrachtet wurden und fu¨r die gilt, dass
1. ([v, Z], [w, Z¯]) ∈ EM
2. l([v, Z]) und l([w,Z]) wurden bereits gesetzt
3. l([v, Z]) oder l([w,Z]) ist l ,
startet MBFS in den beiden Knoten [v, Z] und [w,Z] parallel zwei Tiefensuchen (DFS),
die jeweils die bereits untersuchten Kanten ru¨ckwa¨rts verfolgen, indem sie deren Symme-
triepartnern folgen. Dabei werden alle Knoten, [u,X], deren Level noch nicht bestimmt
wurde, in Level l([v, Z]) + l([w,Z])− l([u, X¯]) + 1 eingefu¨gt. Dies entspricht der La¨nge
eines alternierenden Weges, der von der Basis u¨ber ([v, Z], [w, Z¯]) bzw. ([v, Z], [w, Z¯])
zu [u,X] fu¨hrt, d.h. mittels eines “Umlaufs” um die Blu¨te konstruiert werden kann.
Um zu verhindern, dass die Suche u¨ber die Basis hinausla¨uft, wird das Fortschreiten der
beiden Suchen so synchronisiert, dass sie gleichzeitig bei der Basis eintreffen mu¨ssen.
Seien dazu die sogenannten Ko¨pfe der Suchen, d.h. die jeweils aktuell betrachtete Knoten,
o.B.d.A. mit Kl und Kr bezeichnet. Es wird nun erzwungen, dass die beiden Ko¨pfe der
Suche sich beim Vorstoß in eine neue Suchtiefe nur um 1 unterscheiden ko¨nnen. Wenn
also ein Kopf auf ein niedrigeres Level vorstoßen soll, so muss der andere sich mindestens
auf dem gleichen Level befinden.
Wenn also Kl von Level j nach Level j − 1 wechseln soll, muss Kr auf einem Level ≤ j
sein. Zur Vereinfachung der ¨Uberpru¨fung (vgl. Algorithmus 670) verlangen wir umgekehrt
fu¨r Kr sogar, dass Kl auf einem Level ≤ j − 1 sein muss, bevor Kr nach j − 1 wechselt,
d.h. dass der rechte Kopf der Suche den linken Kopf nie u¨berholen darf.
Algorithmus 670 gibt das DDFS-Verfahren detailliert an. Fu¨hrt man ihn auf einer einfachen
Blu¨te aus, so laufen die beiden Ko¨pfe von den Enden der Kante, die dem dem Stengel
gegenu¨berliegt, aus gleichma¨ßig und abwechselnd bis zur Basis, wo sie sich treffen.
In komplexeren Blu¨ten ko¨nnte ein Zusammentreffen der beiden Ko¨pfe aber auch zufa¨llig
geschehen und ein weiterer Weg nach unten mo¨glich sein (s. Abb. 4.5 Bild A): Werden
Kl und Kr identisch, so wird ein Backtrack-Schritt bezu¨glich des rechten Kopfes Kr
durchgefu¨hrt (Bild B) und Kl “bekommt” diesen Knoten. Sollte auf diese Weise kein
neuer tieferer Knoten gefunden werden, d.h. Kr kehrt - mit gewissen Einschra¨nkungen
(s.u.) - zum Anfangspunkt seiner Suche zuru¨ck, wird fu¨r diesen Knoten ein Backtrack
bezu¨glich des anderen KopfesKl durchgefu¨hrt. Dann setztKr seine Suche an dieser Stelle
fort (Bild C). Einen Knoten, bei dem eine solche ¨Ubergabe von Kl auf Kr stattgefunden
hat, bezeichnen wir als Engstelle.
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Abbildung 4.5: Vorzeitiger Zusammenstoß der beiden Ko¨pfe der Ru¨ckwa¨rtssuche
Bei den Engstellen tritt ein zusa¨tzliches Problem auf: Die Knoten oberhalb der Engstelle
wurden nur von Kl abgesucht und es wurde kein Weg weiter nach unten gefunden. Kr
wu¨rde diese nochmals durchsuchen, da diese noch nicht als vonKR besucht markiert wur-
den(vgl. [40]). Um sicherzustellen, dass diese Knoten und Kanten nicht mehrfach besucht
werden und um somit die Laufzeit innerhalb von O(m) zu halten, wird diese Engstelle
in der Variablen “Sperre” vermerkt und das Backtracking wird nicht durch diesen Knoten
hindurch fortgefu¨hrt. Abbildung 4.6 zeigt ein Beispiel hierfu¨r: Nachdem der spa¨ter als
“Sperre” bezeichnete Knoten als umgehbar erkannt wurde und Kr diesen zugesprochen
bekommen hat, wu¨rde Kr im zweiten Bild erneut von diesem aus einen Backtrack-Schritt
versuchen. Alle oberhalb gelegenen Pfade (Kasten) ko¨nnen aber nicht zu einem Knoten
mit einem niedrigeren Level fu¨hren als “Sperre”, da ansonsten KR schon einen anderen
Weg gefunden ha¨tte, wa¨hrend “Sperre” Kl zugesprochen war.
Beim linken Suchkopf kann dieses Problem nicht auftreten, da er jeden Knoten als erster
zugeordnet bekommt.
Sperre
l lr r
Abbildung 4.6: Blockade der Suche des rechten Kopfes durch eine “Sperre”
Die Ru¨ckwa¨rtssuche folgt den Kanten - wie der Name schon sagt - ru¨ckwa¨rts. Damit folgt
sie gleichzeitig den Symmetriepartnern dieser Kanten vorwa¨rts und fu¨gt diese Partner in
die entsprechenden Level ein. Die p-Zeiger fu¨r die Symmetriepartner ko¨nnen so eben-
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falls bestimmt werden. Indem wir die p Zeiger von den Symmetriepartnern wieder auf die
Knoten aus der Vorwa¨rtssuche zuru¨ck u¨bertragen, z.B. in der Form p(K¯l), ko¨nnen wir sie
zugleich zur Verwaltung der Backtracking-Schritte der DDFS verwenden.
Wir markieren hierbei u¨berquerte Kanten als “bereits bearbeitet”, so dass sie bei der
na¨chsten Vorwa¨rtssuche nicht mehr beru¨cksichtigt werden. Dadurch dass auch die zur
Basis incidenten Kanten schon als bearbeitet markiert werden, wird verhindert, dass die
Basis in einer spa¨teren Vorwa¨rtssuche u¨ber diese fa¨lschlich erreicht werden kann.
4.2.2.3 Bemerkungen zur Korrektheit von MBFS
Da die Korrektheit von MBFS in [2] und die der DDFS Subroutine in [40] umfassend
dargestellt werden, geben wir an dieser Stelle nur die Lemmata aus [1] wieder, wobei wir
an den Stellen Beweisskizzen geben, die fu¨r die spa¨tere Beschleunigung relevant sind.
Lemma 4.4 (Blum) Sei eine nichtleere Teilmenge der Knoten T ⊂ V gegeben, so dass
fu¨r alle Knoten [v,X] in dieser Menge ł([u,X]) definiert ist. Dann gilt:
1. |DOM(T )| = 1
2. Sei DOM(T ) = [u,B] Dann gilt nach der Definition von ł([u,A]) stets DOM(T ) =
DOM([u,B]).
Beweisskizze: 1. Der Schnitt mehrerer Pfade muss stets eine Teilmenge von
einem (weil jedem) der Pfade sein. Da alle Knoten aus DOM(T ) auf einem
ku¨rzesten Pfad liegen mu¨ssen und somit die Level der B-Knoten nicht iden-
tisch sein ko¨nnen, erzwingt die Maximalita¨t des Levels die Eindeutigkeit.
2. Gilt, da jeder streng einfache Pfad zu Knoten aus T durch [u,B] fu¨hren
muß. ♦
Lemma 4.5 (Blum)
Die folgenden Invarianten werden bei der Durchfu¨hrung von MBFS stets eingehalten:
1. Unterfall 2 (vgl. S. 64) in der Vorwa¨rtsmarkierung von MBFS tritt nie auf.
2. Fu¨r alle [u, x], [u, X¯] ∈ VB mit l([u,X]) < l([u, X¯]) gilt: Nach dem Ende des er-
sten Teils von Runde l([u,X]) wurde l([u,X]) definiert und alle Kanten, die auf streng
ku¨rzesten Wegen zu diesem Knoten liegen, wurden identifiziert. Das gleiche gilt fu¨r
l([u, X¯]) nach Ende des zweiten Teils von Runde l, wobei l := 1
2
(l([u,A])+ l([u,B]))−1.
3. Wenn in Teil 2 der lten Runde die Knoten [v, Z] und [w,Z] eine Ru¨ckwa¨rtssuche
auslo¨sen, so galt l([v, Z] = l([w,Z]) = l.
4. Sa¨mtliche Level werden unmittelbar korrekt gesetzt.
Invariante 1 garantiert, dass die Vorwa¨rtssuche genauso wie ein Suchschritt des herko¨mm-
lichen BFS realisiert werden kann.
4.2.3 Der ¨Ubergang von MBFS nach MDFS
Wie wir im na¨chsten Kapitel sehen werden, findet MDFS in einem gegebenen Graphen
eine nicht erweiterbare Menge disjunkter augmentierender Pfade. Abbildung 4.771 zeigt,
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Algorithmus 6 Double Depth First Search nach [40] angepaßt an [2]
1: for all ([v, Z], [w,Z])|([v, Z], [w, Z¯]) ∈ EM , l([v, Z]), l([w,Z]) sind definiert und eines der beiden ist l do
2: Kl := [v, Z]
3: Kr := [w,Z]
4: UNION(FIND(Kr),FIND(Kl))
5: Sperre:=[w,Z]
6: while not (l(K¯l) = 0 or l(K¯R) = 0) do ⊲ sonst echter augmentierender Pfad. vgl. [40]
7: while (l(K¯l) ≥ l(K¯r)) do ⊲ Lloop
8: markiere Kl als L und besucht
9: fu¨ge K¯l in Level l([v, Z])+l([w,Z])−l(Kl) ein.
10: for all (u¯, K¯l) ∈ EM , die nicht besucht wurden do
11: markiere (u¯, K¯l) als besucht
12: u :=B(FIND(u)) ⊲ bereits bestimmte Blu¨ten u¨berspringen
13: UNION(FIND(Kl), u)
14: if MinB(u) undefiniert then ⊲ Blu¨ten fu¨r MDFS speichern
15: MinB(u) :=FIND(Kl)
16: end if
17: if u = Kr then ⊲ Kl und Kr wu¨rden identisch
18: Kr := p(K¯r); p(u¯) := K¯l; Kl := u
19: goto 30
20: else if u nicht besucht then ⊲ normaler Suchschritt
21: p(u¯) := K¯l
22: Kl := u
23: end if
24: end for
25: if Kl = [v, Z] then ⊲ KL findet keinen Weg, Basis gefunden
26: B(FIND(Kr)) := Kr
27: HALT
28: end if
29: end while
30: while l(K¯r) > l(K¯l) do ⊲ Rloop
31: markiere Kr als R und besucht
32: fu¨ge K¯r in Level l([v, Z])+l([w,Z])−l(Kr) ein.
33: for all (u¯, K¯r) ∈ EM , die nicht besucht wurden do
34: markiere (u¯, K¯r) als besucht
35: u :=B(FIND(u)) ⊲ Blu¨ten u¨berspringen
36: UNION(FIND(Kr), u)
37: if MinB(u) undefiniert then
38: MinB(u) :=FIND(Kr)
39: end if
40: if u noch nicht besucht then ⊲ normaler Suchschritt
41: p(u¯) := K¯r ; Kr := u
42: goto 30
43: end if
44: end for
45: if Kr 6= Sperre then
46: Kr = p(K¯r) ⊲ Backtrack bezu¨gl. Kr
47: else
48: Sperre:=Kl
49: Kr := Kl ⊲ Der rechte Kopf darf den Knoten verwenden
50: Kl := p(K¯l) ⊲ Der linke Kopf sucht einen anderen Weg
51: goto 7
52: end if
53: end while
54: end while
55: end for
4.2. DER MATCHING-ALGORITHMUS VON BLUM 71
dass es aber nicht hinreichend ist, MDFS nur die Liste der Kanten zu u¨bergeben, die auf
einem ku¨rzesten Pfad liegen, da MDFS in dem u¨bergebenen Graphen irgendeinen strikt
einfachen Weg bestimmen wu¨rde. Dies muss nicht notwendigerweise ein ku¨rzester sein:
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Abbildung 4.7: Ungu¨ltiger MDFS-Pfad
Statt den Pfeilen im linken Bild bis zum Ende zu folgen, ha¨tte MDFS auf den durch die
gepunkteten Pfeile markierten Pfad wechseln mu¨ssen. Dies fu¨hrt sogar dazu, dass nach
der anschließenden Augmentierung ein ku¨rzerer augmentierender Pfad entsteht (Pfeile
im rechten Bild). Dies zeigt, dass auf diese Weise der gesamte - an das Verfahren von
Hopcroft-Karp angelehnte - Algorithmus zu Fall kommen wu¨rde.
Das Beispiel zeigt ebenfalls, daß das zusa¨tzliche ¨Ubergeben der Level keine Abhilfe
schafft, da der Algorithmus erkennen mu¨ßte, wieviele Knoten auf Level 4 besucht werden
mu¨ssen.
Um diesem Problem zu begegnen, muss daher auch die gefundene Blu¨tenstruktur an
MDFS u¨bergeben werden. Wir werden erst im folgenden Kapitel die Strukturen ken-
nenlernen, die MDFS zum Verwalten von Blu¨ten verwendet. Die genauen Details der
¨Ubergabe ko¨nnen also erst dort beschrieben werden.
Hier werden wir zua¨chst zeigen, dass diese Probleme nicht auftreten, wenn MDFS beim
Erreichen einer von MBFS gefundenen Blu¨te die Suche an deren Basis fortgesetzt.
Zuna¨chst kann aus Satz 4.366, der garantiert, dass alle ku¨rzesten strikt einfachen Pfade
MBFS-Blu¨ten durch deren Basen betreten oder verlassen mu¨ssen, gefolgert werden, dass
diese ¨Ubergabe keinen zula¨ssigen strikt-einfachen Pfad blockiert.
Dass diese Vorgehensweise Pfade zu goßer La¨nge verhindert, zeigt
Lemma 4.6 Entha¨lt die von MBFS bestimmte Kantenmenge einen augmentierenden Pfad
Pk, der la¨nger ist, als ein ku¨rzester augmentierender Pfad, so muss PK eine identifizierte
Blu¨te betreten und wieder verlassen.
Beweis: Da MBFS nur Kanten aufnimmt, die auf einem ku¨rzesten Pfad
zu oder von einem Knoten liegen, muss Pk aus Teilstu¨cken verschiedener
72 KAPITEL 4. IMPLIZITE KOMPRESSION
ku¨rzester Pfade P1, . . . , Pr bestehen. Dabei mu¨ssen zwei aufeinanderfolgen-
de Teilstu¨cke immer mindestens einen Knoten gemeinsam haben. Sei ange-
nommen, dass ein ku¨rzester Pfad die La¨nge h habe.
Es muss einen Knoten auf Pr geben, der ebenfalls zu einem anderen Pfad
Pi, i < r geho¨rt, dessen streng einfacher Abstand zum Anfangspunkt von Pi
gro¨ßer ist als der zum Anfangspunkt von Pr. Ansonsten ha¨tte auch Pk nur die
La¨nge h. Sei v der erste derartige Knoten auf Pr. Ko¨nnte man nun Pr von
seinem Anfangspunkt P 0r bis v folgen, dort auf Pi wechseln und diesen bis
zu seinem Endpunkt P hi fortsetzen, so ha¨tte man einen augmentierenden Pfad
ku¨rzerer La¨nge als h gefunden (vgl. Abb 4.8).
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Abbildung 4.8: Hypothetischer la¨ngerer augmentierender Pfad
Da dies nicht sein kann, kann der Pfad Pr|P 0r ,v ◦ Pi|v,Phi nicht streng einfach
sein. Nun mu¨ssen zwei Fa¨lle unterschieden werden:
1. Der Pfad ist nicht einfach, d.h. es gibt einen gemeinsamen Knoten w
von Pr|P 0r ,v und Pi|v,Phi mit w 6= v. In diesem Fall ist Pr|P 0r ,w ◦ Pi|w,Phi
ein augmentierender Pfad2, der noch ku¨rzer ist als Pr|P 0r ,v ◦Pi|v,Phi und
das Argument kann iteriert (mit w als neuem v) angewandt werden. Die
Iteration muss abbrechen, da P 0r und P hi nicht identisch sein ko¨nnen,
da P 0r von der Form [x,A], P hi aber von der Form [y,B] ist.
2. Es gibt einen Knoten [x, Z] auf Pr|P 0r ,v, so dass [x, Z¯] auf Pi|v,Phi liegt.
In diesem Fall liegt v in einer Blu¨te mit Basis [x,B] und entweder Pi
von P hi aus bis [x,B] oder Pr von P 0r bis [x,B] bildet den Stengel. Es
gilt l([x,A]) ≤ h, da die gesamte Blu¨te einschließlich Stengel weniger
als h Knoten umfaßt. Daher ist die Blu¨te von MBFS erkannt worden.

4.2.4 MDFS
4.2.4.1 Grundlegende Problemstellung
In diesem Kontext ist es die Aufgabe von MDFS, zu einem von MBFS konstruierten Gra-
phen Gl, der nur aus den Kanten und Knoten besteht, die auf einem ku¨rzesten augmentie-
renden Pfad liegen, eine nicht erweiterbare Menge disjunkter ku¨rzester augmentierender
2Die Pfadstu¨cke passen wegen der Unterteilung in A- und B-Knoten auch bezu¨glich des Alternierens
zusammen.
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Pfade zu finden. Die Vera¨nderungen gegenu¨ber herko¨mmlichem DFS sind dabei notwen-
dig, um das vollsta¨ndige Traversieren von Kreisen ungerader La¨nge zu verhindern. Es
ergeben sich somit zwei ¨Anderungen gegenu¨ber DFS, wobei die zweite ¨Anderung durch
die erste erzwungen wird:
1. Ein Knoten [v, A] darf nicht besucht werden, wenn sein Symmetriepartner [v,B] auf
dem aktuellen Pfad vom Startknoten s zum Knoten [v, A], d.h. auf dem DFS-Stack,
liegt.
2. Ein derartiger Knoten muss eventuell zu einem spa¨teren Zeitpunkt betrachtet wer-
den, zu dem er von DFS nicht mehr betrachtet worden wa¨re.
Um ansonsten den Prinzipien von DFS nahe zu kommen und die Notation zu vereinfa-
chen, fu¨gen wir außerdem zwei Knoten s und t hinzu, wobei wir s mit [x,B] und [x,A]
mit t fu¨r alle freien Knoten x verbinden. Auf diese Weise entspricht die Suche nach einem
alternierenden Pfad der Suche nach einem streng einfachen s− t Pfad.
4.2.4.2 Suchphase
MDFS benutzt wie DFS einen Stack K, um den bisherigen Suchpfad zu speichern. Um
spa¨ter augmentierende Pfade rekonstruieren zu ko¨nnen, modifizieren wir dies jedoch so,
dass ein POP nicht explizit ausgefu¨hrt wird: Wir ersetzen den Stack durch einen Baum.
s
TOP(K)
besucht
Stack
unbesucht
Abbildung 4.9: MDFS-Stack
Im Fall eines PUSHs erha¨lt der aktuelle Knoten einen neuen Sohn und dieser wird der
neue aktuelle Knoten. Im Fall eines POPs wird der Zeiger, der den aktuellen Knoten
markiert, auf den Vater des aktuellen Knotens gerichtet. Den auf diese Weise entstehenden
Baum werden wir “MDFS-Baum” nennen. Der Stack entspricht dann jeweils dem Pfad
von der Wurzel zum aktuell betrachteten Knoten (vgl. Abb 4.9).
Treffen wir wa¨hrend der Suche erstmals auf einen Knoten u, so speichern wir die Kante
zum davor besuchten Knoten v, also den Vaterknoten von u im DFS-Baum in p(u).
Wir betrachten im Folgenden den wesentlichen Schritt von (M)DFS, in dem MDFS eine
neue Kante e betrachtet, die vom obersten Element des Stacks TOP(K) = [v,X] aus zu
einem Knoten [w, X¯] fu¨hrt. Wir unterscheiden die folgenden Fa¨lle
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1. X = A→ PUSH([w, X¯]). ⊲ Matchingkante
2. X = B
(a) [w,A] ∈ K → kein PUSH
(b) [w,A] 6∈ K aber [w,B] ∈ K
i. [w,A] war zuvor in K → kein PUSH ⊲ wie DFS
ii. [w,A] war zuvor nicht in K → kein PUSH, speichern, von wo [w,A]
erreicht werden konnte
(c) [w,A] 6∈ K und [w,B] 6∈ K
i. [w,A] war zuvor in K → u¨berpru¨fe, ob von [w,A] aus erreichbare, aber
nichtgepushte Knoten erreichbar sind
ii. [w,A] war zuvor nicht in K → PUSH([w,A]) ⊲ wie DFS
In Fall X = A kann [w,B] noch nicht besucht worden sein, da jeder Pfad zu [w,B]
u¨ber [v, A] fu¨hren muss. Umgekehrt muss jeder Pfad durch [w,A] durch [v,B] fortgesetzt
werden. Alle Probleme bezu¨glich “nicht einfach” oder “nicht streng einfach” mu¨ssen also
schon bei der Betrachtung von [v, A] aufgetreten sein.
Die einzige Schwierigkeit im Fall X = B ist die Realisierung von Unterfall 2(c)i. Hierzu
nehmen wir an, dass es zu jedem Knoten v eine Liste Lv von Knoten gibt, die von diesem
aus erreichbar sind, aber wegen Fall 2(b)ii nicht auf den Stack gelegt wurden. Wird ein
Knoten v mit Lv 6= ∅ erreicht, so werden nach und nach - analog zu echten ausgehenden
Kanten - die Knoten aus Lv auf den Stack gelegt und die Suche wird von diesen aus
fortgesetzt.
Um einen derartigen Vorgang spa¨ter nochmals erkennen und rekonstruieren zu ko¨nnen,
wird der aktuelle Knoten im DFS-Baum durch einen sogenannten “erweiterten” Knoten
ersetzt, in dem zusa¨tzlich die Kante gespeichert wird, die diesen Schritt ausgelo¨st hat. Da
im weiteren Verlauf Knoten, die vom Stack gelo¨scht wurden, im MDFS-Baum verbleiben,
bleibt diese Information erhalten.
Zudem fu¨gen wir in den MDFS-Baum eine Kante ([v,B], L[w,A]) ein. Diese ku¨nstlichen
Kanten werden erweiterbare Kanten genannt.
Zur Vereinfachung der Bedingungen im Programmcode gibt es zusa¨tzlich im Algorithmus
von Blum [1] eine Menge L (ohne Index), die diejenigen Knoten [v,X] entha¨lt, deren
L[v,X]-Menge mindestens einmal nicht leer war.
4.2.4.3 Rekonstruktionsphase
Die Rekonstruktionsphase dient dazu, nach dem Finden eines streng einfachen s − t-
Pfades diesen Pfad explizit aufzulisten. Dies ist bei allen Kanten, die auf einem DFS
entsprechenden Weg in den MDFS-Baum aufgenommen wurden, kein Problem, da in der
Liste p zu jedem Knoten die Kante zu demjenigen Vorga¨nger gespeichert wurde, von dem
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aus er zuerst erreicht wurde.
Komplizierter gestaltet sich das Ganze an den Stellen, an denen ein Sprung nach Bedin-
gung 2(c)i durchgefu¨hrt wurde. Die Daten zu diesem Sprung sind in dem entsprechenden
“erweiterten” Knoten kodiert: Er entha¨lt genau die Kante, von der der Sprung urspru¨ng-
lich ausging.
Der konkrete Weg zuru¨ck zu dieser Kante muss noch gefunden werden. Dass dieser
Sprung ausgefu¨hrt werden konnte, bedeutet aber, dass MDFS vorher schon einen streng
einfachen Pfad gefunden hatte, der durch diesen Sprung lediglich abgeku¨rzt wurde. Um
diesen urspru¨nglichen Pfad zu finden, stehen die jeweiligen Vorga¨ngerknoten wieder u¨ber
die p-Zeiger zur Verfu¨gung - nur wird jetzt statt nach einem s − t-Pfad nach einem
Pfad zwischen den Knoten gesucht, die Anfangs- und Endpunkt des Sprunges waren.
Wir ko¨nnen also die gleiche Suchstrategie rekursiv auf diesen Teilpfad anwenden.
4.2.4.4 Datenstrukturen
Die im wesentlichen verbleibende Aufgabe ist die Verwaltung der L-Listen der Knoten.
Wie aus [1] hervorgeht, kann jede dieser Liste pro Knoten und Zeitpunkt nur einen Eintrag
enthalten. Konkret mu¨ssen fu¨r diese Listen die folgenden Operationen realisiert werden:
1. Nach PUSH([u,A]): L[w,A] := ∅, falls L[w,A] = [u,A]
2. Nach POP([u,B]): L[w,A] := [u,A], falls push([u,A]) nie ausgefu¨hrt wurde und
MDFS einen Pfad von [w,A] nach [u,A] gefunden hat, der [u,B] nicht entha¨lt.
MDFS muss zum Ausfu¨hren der PUSH-Schritte alle Knoten finden, die Eigenschaft 2
erfu¨llen. Um dies effizient durchzufu¨hren, mu¨ssen Knotenmengen, die bereits bearbeitet
wurden, gezielt u¨bersprungen werden.
Hierzu werden wir die L-Werte und die “erweiterbaren Kanten” (“extensible edges” [1])
verwenden.
Zur Verwaltung der Mengen mit gleichen L-Werten fu¨hren wir die Mengen D[q,A] ein,
wobei [q, A] der gemeinsame L-Wert aller Knoten aus D[q,A] ist.
Wird einer der Knoten aus D[q,A] u¨ber einen Pfad erreicht, der [q, B] nicht entha¨lt, so kann
[q, A] auf den Stack gelegt werden (Fall 2(c)i von MDFS). In diesem Fall wird die Menge
D[q,A] eigentlich nicht mehr beno¨tigt.
Ist aber L[q,A] dann wiederum selbst nicht leer, entha¨lt also einen Knoten [w,A] so kann
dieser natu¨rlich auch von allen Knoten aus D[q,A] erreicht werden. Es ist also sinnvoll
D[q,A] zu erhalten, so dass man sie D[w,A] hinzufu¨gen kann. Daher verwalten wir diese
Mengen wie bei MBFS als UNION-FIND Struktur: Wenn beim Identifizieren der zu einer
D-Menge geho¨rigen Knoten eine andere D-Menge angetroffen wird, werden die beiden
Mengen vereinigt.
Diese Eigenschaft ermo¨glicht es zudem, die L Mengen der Knoten effizient zu verwalten.
Da die L-Mengen der Knoten einer D-Menge identisch sind, verwaltet man stets fu¨r die
gesamte D-Menge nur eine einzelne L-Menge. Wir behandeln also die L-Mengen nicht
la¨nger als eigensta¨ndige Mengen, sondern als Funktion, die zu einem gegebenen Knoten
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den entsprechenden Knoten liefert, der in der zugeho¨rigenL-Menge wa¨re. Diese Funktion
wird durch die folgende Definition aus [1] beschrieben:
1. Gegeben [p,A], bestimme mittels FIND [q, A], so dass [p,A] ∈ D[q,A] und D[q,A]
die gro¨ßte solche Menge ist.
2. Existiert [q, A] nicht, so ist L[p,A] = ∅.
3. L[p,A] =
{
[q, A] falls PUSH([q, A])nie ausgefu¨hrt wurde
∅ sonst
Es ist daher nicht mehr notwendig L[p,A] explizit zu leeren, wenn der enthaltene Knoten
auf den Stack gelegt wurde.
Zum konkreten Auffinden der Knoten, die zu einer D-Menge geho¨ren, benutzt MDFS
zwei weitere Datenstrukturen:
• Die Mengen R[w,A], [w,A] ∈ GB, enthalten zu jedem Knoten, der wegen Fall
2(b)ii74 noch nicht auf den Stack gelegt wurde, die Nachbarn, von denen aus er
erreicht wurde.
• Die Mengen E[w,A] enthalten alle Nachbarn, von denen aus [w,A] bereits im Rah-
men der laufenden Suche erreicht wurde und die nicht zu R[w,A] geho¨ren.
Wird nun ein Knoten [w,B] vom Stack genommen, dessen Symmetriepartner [w,A] noch
nicht auf den Stack gelegt wurde, so werden von diesem aus zuna¨chst alle Knoten aus
R[w,A] besucht. Danach wird die Suche in der Art einer Breitensuche u¨ber Kanten aus
E[w,A] fortgesetzt.
An diesem Punkt stellen wir nun den Bezug zur Blu¨tenstruktur in G wieder her, da diese
uns spa¨ter eine anschaulichere Darstellung der Anwendung von Graphenkompression
erlauben wird. Der MDFS-Algorithmus selbst betrachtet diese nicht explizit.
Proposition 4.7 Die Knoten u mit L[u,A] = [v, A] geho¨ren zu einer einfachen Blu¨te mit
Basis v.
Beweis: Nach Definition von L[u,A] hat MDFS einen einfachen Pfad Q von
[u,A] nach [v, A] gefunden, der [v,B] nicht entha¨lt.
Da [v, A] nicht auf den Stack gelegt werden konnte, muss [v,B] zum Zeit-
punkt, als [u,A] u¨ber Q erreicht wurde, auf dem Stack gelegen haben. Da
[v,B] nicht zu Q geho¨rt, muss [v,B] ein Vorga¨nger von [u,A] gewesen sein.
Wir bezeichnen den Teilpfad des MDFS-Baums von [v,B] zu [u,A] mit P .
Dann ist P ◦Q ein Pfad von [v,B] nach [v, A] und somit ein Kreis ungerader
La¨nge.
Da wir die betrachteten Knoten von einem freien Knoten aus erreicht haben,
muss es einen Stengel geben. 
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Bemerkung 4.8 Die Symmetriepartner der Knoten aus P ◦Q bilden ebenfalls einen Pfad
von [v,B] nach [v, A] (s. z.B. Abb. 4.10).
Bei der Ru¨ckwa¨rtssuche nach Knoten fu¨r die aktuelle D-Menge mu¨ssen “Unterblu¨ten”,
also Knoten, die bereits zu einer D-Menge geho¨ren, erneut u¨bersprungen werden.
Trifft man dabei von außen, d.h. nicht u¨ber die Basis auf eine Unterblu¨te, kann der Sprung
genauso durchgefu¨hrt werden, wie dies im Rahmen der Vorwa¨rtssuche geschieht. Trifft
man auf einen Knoten [p,A], der zu L geho¨rt, dessen L-Menge also schon einmal nicht
leer war, so bestimmt man mittels FIND die Mange D[r,A] mit [p,A] ∈ D[r,A] und setzt
die Suche in [r, A] fort (vgl. [1]).
Dies wird durch Abb. 4.10 und 4.1178 veranschaulicht: Abb. 4.10 zeigt dabei zuna¨chst die
Vorwa¨rtssuche durch die a¨ußere Blu¨te, um die Reihenfolge der Operationen zu verdeutli-
chen. Wir nehmen an, dass die Suche zuna¨chst dem rechten Ast der a¨ußeren Blu¨te folgt
(Bild 1). Dabei erreicht sie zuna¨chst die innere Blu¨te. Wir nehmen an, dass sie diese erst
rechts- und dann linksherum durchla¨uft. Beide Male kann dabei der Knoten [p,A] nicht
auf den Stack gelegt werden, da [p,B] auf dem Stapel liegt. Also verla¨ßt die Suche die
innere Blu¨te entlang der a¨ußeren Blu¨te bis zur Basis der a¨ußeren Blu¨te, wo der Knoten
[q, A] nicht auf den Stapel gelegt werden kann.
Dann kehrt die Suche zuru¨ck und [p,B] wird vom Stapel genommen.
Nun findet eine Ru¨ckwa¨rtssuche bezu¨glich der inneren Blu¨te statt. Entsprechend werden
die Knoten [x,A] ∈ D[p,A] mit L[x,A] = [p,A] identifiziert (Bild 2). Danach folgt die
Suche dem linken Ast der a¨ußeren Blu¨te und erreicht somit die innere Blu¨te von außen.
Fu¨r diese Knoten gilt L[x,A] = [p,A]. Daher wird die Suche mit einem Sprung zu [p,A]
fortgesetzt (Bild 3).
Wieder kann der Knoten [q, A] nicht auf den Stapel gelegt werden. Die Suche kehrt
schließlich ganz zuru¨ck und der Knoten [q, B] verla¨sst den Stapel.
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Abbildung 4.10: Vorwa¨rtssuche durch eine Unterblu¨te
Nun findet die Ru¨ckwa¨rtssuche zum Identifizieren der Knoten mit L[x,A] = [q, A] statt
(Abb. 4.11) . Wir nehmen an, dass wir dabei zuna¨chst dem linken Ast ru¨ckwa¨rts folgen.
Wir erreichen die innere Blu¨te wieder von außen und ko¨nnen mit einem Sprung zum Kno-
ten [p,A] gelangen. Die Menge D[p,A] wird zur Menge D[q,A] hinzugefu¨gt (Bild 2).
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Nun erfolgt die Ru¨ckwa¨rtssuche durch den rechten Ast. In dieser Richtung ko¨nnen wir
die innere Blu¨te entlang der erweiterbaren Kanten, die in Fall 2(c)i74 eingefu¨gt wurden,
u¨berspringen (Bild 3).
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Abbildung 4.11: Ru¨ckwa¨rtssuche durch eine Unterblu¨te
Dabei mu¨ssen aber nicht nur die Kanten beru¨cksichtigt werden, fu¨r die dieser Sprung
tatsa¨chlich vollzogen wurde, sondern auch solche, von denen aus er nicht vollzogen wur-
de, da L bereits geleert wurde. Ein beispiel zeigt Abbildung 4.12:
p
z
x
y
v
q
Abbildung 4.12: Unterblu¨te mit mehreren eingehenden Kanten
Wenn wir annehmen, dass hier wieder der rechte Ast der a¨ußeren Blu¨te zuerst besucht
wurde, so wird die Unterblu¨te u¨bersprungen, sobald die Suche spa¨ter dem linken Ast folgt.
Nur beim ersten Erreichen von [v, A] o.B.d.A. u¨ber den Teilpfad x ist L[v,A] 6= ∅. Wu¨rden
wir also nur der hierbei erzeugten erweiterbaren Kante ru¨ckwa¨rts folgen, so wu¨rden die
Knoten auf den Teilpfaden y und z nicht in D[q,A] eingefu¨gt.
Um diese Probleme zu lo¨sen, fu¨hren wir eine Funktion L′[v,X] ein, die stets den letzten
Wert von L[v,X] zuru¨ckliefert, der ungleich ∅ war. Wir fu¨gen die in [1] beschriebenen
erweiterbaren Kanten (vgl. Abb. 4.13) nicht nur fu¨r Knoten mit nichtleeren L-Werten,
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Abbildung 4.13: “erweiterbare” Kante
sondern auch fu¨r solche mit nichtleeren L′-Werten ein.
Die L′u-Funktion und die “erweiterbaren” Kanten sind eine Alternative zum tatsa¨chlichen
Schrumpfen der Blu¨ten. Mittels der Lu-Funktion springt man beim Erreichen einer Blu¨te
von außen zu deren Basis und fa¨hrt dort mit der Suche fort. Bei Erreichen der Blu¨te von
der Basis aus kann man mittels der erweiterbaren Kanten alle Knoten erreichen, von denen
aus (bekannte) Kanten die Blu¨te erreichen. Damit verha¨lt sich die Blu¨te wie ein einzelner
Knoten.
An dieser Stelle ko¨nnen wir nun darauf eingehen, wie die von MBFS gefundenen Blu¨ten
behandelt werden. In MBFS wurde zu jedem Knoten v die Basis MinB(v) der kleinsten
Blu¨te, die diesen Knoten enthaltha¨lt, identifiziert. Zusa¨tzlich wurde in den p-Zeigern
analog zu denen in MBFS ein Pfad zur Basis dieser Blu¨te gespeichert.
Wir behandeln diese Blu¨ten nun auf die selbe Weise, wie von MDFS selbst gefunde-
ne D-Mengen. Erreichen wir von [w,B] aus einen Knoten [v, A], so betrachten wir
[MinB(v), A] und fu¨gen, wenn [MinB(v), B] nicht auf dem Stapel liegt, eine erweiterbare
Kante ([w,B], [MinB(v), A]) ein.
War [MinB(v), A] noch nie auf dem Stapel und liegt [MinB(v), B] nicht auf dem Stapel,
so setzen wir die Suche unmittelbar in [MinB(v), A] fort und u¨berpru¨fen entsprechend
auch MinB([MinB(v), A]).
Proposition 4.9 Durch diese Modifikation wird ein Verhalten gema¨ß Lemma 4.671 be-
wirkt, ohne die Korrektheit des Algorithmus zu beeintra¨chtigen.
Beweis: Gema¨ß Lemma 4.671 muss eine von MBFS gefundene Blu¨te, die
nicht u¨ber ihre Basis betreten wird, u¨ber ihre Basis verlassen werden. Ent-
sprechend werden solche Blu¨ten erst gar nicht durchsucht, sondern die Suche
wird unmittelbar an der Basis fortgesetzt. Sind hierbei mehrere Blu¨ten inein-
ander verschachtelt, so zeigt der MinB-Zeiger der Basis der jeweils inneren
Blu¨te auf die Basis der a¨ußeren Blu¨te, so dass die Basis der gro¨ßten von au-
ßen betretenen Blu¨te rekursiv erreicht wird.
Spa¨ter kann dann der tatsa¨chliche Pfad zum Erreichen der Basis aus den von
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MBFS u¨bergebenen p-Zeigern rekonstruiert werden.
Wird die Blu¨te u¨ber die Basis v betreten, so befindet sich [v,B] auf dem Sta-
pel und entsprechend findet kein Sprung statt. 
Bemerkung 4.10 Wir verwenden “MinB”, also Zeiger auf die kleinsten Blu¨ten, die
MBFS gefunden hat, damit MDFS keine eingebetten Blu¨ten in MBFS-Blu¨ten rekonstruie-
ren muss. Prinzipell wa¨re es aber auch mo¨glich, einen direkten Zeiger auf die Basis der
jeweils gro¨ßten Blu¨te zu u¨bergeben.
Proposition 4.11 Die zusa¨tzlichen Operationen zur Verwaltung der MBFS-Blu¨ten lassen
sich in O(m) realisieren.
Beweis: Die Spru¨nge, die durch MBFS-Blu¨ten ausgelo¨st werden, unterschei-
den sich nicht von denen, die durch von MDFS selbst gefundene Blu¨ten be-
wirkt werden. Die Kosten fu¨r die Betrachtung der “erweiterbaren” Kanten bei
der Ru¨ckwa¨rtssuche ko¨nnen jeweils der Kante zugeordnet werden, durch die
erweiterbare Kante erzeugt wurde. Da jede Kante nur einmal die Erzeugung
einer erweiterbaren Kante auslo¨sen kann, kann sich der Aufwand maximal
verdoppeln. Erweiterbare Kanten selbst ko¨nnen keine weiteren erweiterbaren
Kanten erzeugen, da sie nur bei der Ru¨ckwa¨rtssuche traversiert und nur bei
der Vorwa¨rtssuche erzeugt werden. 
Wir geben im Folgenden den Pseudocode aus [1] wieder (Algorithmen 7ff), und hoffen,
dass er anhand der gerade gegebenen ¨Ubersicht auch in dieser Ku¨rze versta¨ndlich ist.
Fu¨r eine ausfu¨hrliche Besprechung, sowie fu¨r den Beweis, dass MDFS selbst in O(m)
durchgefu¨hrt werden kann, verweisen wir auf die Arbeit von Blum [1].
4.2.4.5 Bemerkungen zur Korrektheit von MDFS
In Kapitel 4.2.369 wurde bereits gezeigt, dass jeder streng einfache Pfad, den MDFS findet,
zwangsla¨ufig ein ku¨rzester augmentierender Pfad ist. Es verbleibt also zu zeigen, dass
MDFS nur solche Pfade findet und auf der anderen Seite die Menge der identifizierten
Pfad maximal ist. Wir geben hier wieder nur einen kurzen ¨Uberblick und verweisen im
Wesentlichen auf [1].
Lemma 4.12 (Blum 1999) Solange MDFS nur streng einfache Pfade konstruiert, gilt:
Nach der Operation PUSH([v, A]), wobei v zum Matching geho¨rt, folgt stets die Oper-
taion PUSH([w,B]), wobei ([v, A], [w,B]) die zugeho¨rige Matchingkante ist, und diese
Operation erzeugt einen streng einfachen Pfad.
Das folgende Lemma zeigt, dass MDFS diejenigen Knoten, die durch “normale” Tiefen-
suche erreichbar sind, korrekt behandelt.
4.2. DER MATCHING-ALGORITHMUS VON BLUM 81
Algorithmus 7 MDFS nach [1]
1: procedure SEARCH
2: if TOP(K) = t then
3: Rekonstruiere den gefundenen s-t-Pfad
4: else
5: markiere TOP(K) als “gepushed”
6: for all [w, Y ] ∈ Γ(TOP(K)) do
7: if Y = B then
8: PUSH([w,B])
9: SEARCH
10: else
11: if [w,A] ∈ K then
12: E[w,A] := E[w,A] ∪ {TOP(K)}
13: else
14: if [w,B] ∈ K then
15: if [w,A] ist markiert als “pushed” then
16: E[w,A] := E[w,A] ∪ {TOP(K)}
17: else
18: R[w,A] := R[w,A] ∪ {TOP(K)}
19: end if
20: else
21: if [w,A] ist als “gepushed” markiert then
22: if L[w,A] 6= ∅ then
23: Ersetzte TOP(K) durch (TOP(K), [w,A]),TOP(K)
24: EL[w,A] := EL[w,A] ∪ TOP(K) ⊲ erweiterbare Kante
25: PUSH(L[w,A])
26: SEARCH
27: else
28: if L′[w,A] = ∅ then
29: E[w,A] := E[w,A] ∪ {TOP(K)}
30: else
31: EL′
[w,A]
:= EL′
[w,A]
∪ TOP(K) ⊲ erweiterbare Kante
32: end if
33: end if
34: else
35: if [B(MinB([w,A])), B] 6∈ K then⊲ MBFS Blu¨ten u¨berspringen
36: Ersetzte TOP(K) durch (TOP (K), [w,A]),TOP(K)
37: E[B(MinB([w,A])),A] := E[B(MinB([w,A])),A] ∪ {[w,A]}
38: PUSH([B(MinB([w,A])), A])
39: else
40: PUSH([w,A])
41: end if
42: SEARCH
43: end if
44: end if
45: end if
46: end if
47: end for
48: [v,X] := TOP(K)
49: BLFIND([v,X])
50: POP
51: end if
52: end procedure
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Algorithmus 8 Routine zum Bestimmen der Level in Blu¨ten [1]
1: procedure BLFIND([v,X])
2: if X = B und [v, A] ist nicht als “gepushed” markiert then
3: Lact := [v, A]
4: DLact := ∅
5: Ldef := ∅
6: for all [q, B] ∈ R[v,A] do
7: CONSTRL(([q, B], [v, a]), [v,B])
8: end for
9: while Ldef 6= ∅ do
10: Wa¨hle [k,A] ∈ Ldef
11: Ldef := Ldef\{[k,A]}
12: for all [q, B] ∈ E[k,A] do
13: CONSTRL(([q, B], [k,A]), [v,B])
14: end for
15: end while
16: end if
17: end procedure
Algorithmus 9 Subroutine CONSTRL nach [1]
1: procedure CONSTRL(([q, B], [u,A]), [x,B])
2: Pact := ([q, B], [u,A])
3: [z,B] := [q, B]
4: while [x,B] wurde nicht erreicht do
5: for all [y,A] auf dem Pfad ru¨ckwa¨rts von [z,B] nach L ∪ {[x,B]} do
6: DLact := DLact ∪ {[y,A]}
7: L := L ∪ {[y,A]}
8: P[y,A] := Pact
9: Ldef := Ldef ∪ {[y,A]}
10: end for
11: if [y,A] ∈ L then ⊲ Sei [y,A] in D[r,A]
12: DLact := DLact ∪D[r,A]
13: [z,B] := [r, B]
14: end if
15: end while
16: end procedure
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Algorithmus 10 Algorithmus zur Rekonstruktion des s− t Pfades nach [1]
1: procedure RECONSTRPATH(t, s)
2: ACTNODE:= t
3: while ACTNODE 6= s do
4: if p(ACTNODE) ist nicht expandiert then
5: ACTNODE:= p(ACTNODE) ⊲ Bei MBFS- Blu¨ten wird hier das p aus
MBFS verwandt.
6: else ⊲ p(ACTNODE) sei (([v,B], [w,A]), ([v,B]))
7: RECONSTRQ(ACTNODE, [w,A])
8: ACTNODE:=[v,B]
9: end if
10: end while
11: end procedure
Algorithmus 11 Subroutine RECONSTRQ [1]
procedure RECONSTRQ([u,A], [w,A])
ANF := [w,A]
RECONSTRPATH (P 1ANF , ANF ) ⊲ p(ANF ) sei ([P 1ANF , P 2ANF ])
while P 2ANF 6= [u,A] do
ANF := P 2ANF
RECONSTRPATH(P 1ANF , ANF )
end while
end procedure
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Lemma 4.13 (Blum 1999) Man betrachte den Zeitpunkt, zu dem ein Knoten [u,B] vom
Stack genommen wird und nehme an, dass MDFS bis dahin nur streng einfache Pfade
konstruiert hat. Sei des weiteren angenommen, dass es einen Knoten [x,A] gibt, der von
[u,B] aus erreicht werden kann, ohne einen Knoten auf dem Stack oder dessen Symme-
triepartner zu verwenden. Dann wurde PUSH([x,A]) vor POP([u,B]) durchgefu¨hrt.
Lemma 4.14 (Blum 1999) Man betrachte erneut den Augenblick, in dem ein Knoten
[u,B] vom Stack genommen wird, und nehme an, dass MDFS bis zu diesem Zeitpunkt nur
streng einfache Pfade gefunden hat. Sei P = [v, A], Q[w,B] ein streng einfacher Pfad,
der zum Zeitpunkt von PUSH([u,B]) zum Stack streng disjunkt war. Wenn die Kanten
([u,B], [v, A]) und ([w,B], [u,A]) zum Graphen geho¨ren, dann wurden sa¨mtliche Kno-
ten auf P sowie ihre Symmetriepartner auf den Stack gelegt, bevor [u,B] von diesem
genommen wurde.
Satz 4.15 (Blum 1999) Wa¨hrend der Ausfu¨hrung von MDFS sind stets die folgenden In-
varianten erfu¨llt:
1. MDFS konstruiert nur streng einfache Pfade.
2. |L[w,A]| ≤ 1 ∀[w,A] ∈ V ′
3. Angenommen der Algorithmus fu¨hrt die Zuordnung L[w,A] := [u,A] durch, so ist
nach einem PUSH([u,A]) stets L[w,A] = L[u,A].
Satz 4.16 (Blum)
1. MDFS konstruiert einen streng einfachen Pfad von s nach t, wenn ein solcher existiert.
2. MDFS konstruiert nur streng einfache Pfade.
Satz 4.17 MDFS findet im von MBFS erstellten Graphen und unter Beru¨cksichtigung der
u¨bergebenen Blu¨ten nur ku¨rzeste Pfade.
Beweis: Dies folgt aus Lemma 4.671 und Proposition 4.979 
Zusammen mit Invariante 1 ist somit gesichert, dass MDFS nur ku¨rzeste streng einfache
Pfade identifiziert.
Satz 4.18 Die Menge der durch wiederholte Anwendung von MDFS identifizierten
ku¨rzesten Pfade ist nicht erweiterbar.
Beweis: Wenn es im verbliebenen Graphen einen Pfad gibt, so findet MDFS
diesen gema¨ß Satz 4.16. Es ist also nur zu zeigen, dass das Entfernen bereits
besuchter Knoten keinen Pfad zersto¨rt.
Dies kann bei Knoten, die den Stack verlassen haben, nicht geschehen, da
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ein durch diese Knoten fu¨hrender Pfad bereits vorher gefunden worden wa¨re.
Knoten auf dem Stack geho¨ren zum Pfad selbst. Ansonsten werden Knoten
nur gelo¨scht, wenn sie zu einer Blu¨te geho¨ren, deren Basis auf dem aug-
mentierenden Pfad lag. Da die Blu¨te identifiziert wurde, wurde jeder weitere
mo¨gliche Pfad wegen der L-Zeiger durch deren Basis geleitet. Da die Basis
gelo¨scht wurde, kann es keinen weiteren Pfad durch diese Knoten geben. 
4.3 Algorithmische Suche in Cliquen und Sternen
4.3.1 Einleitung
Der zeitaufwa¨ndigste Teil der hier betrachteten Matching-Algorithmen ist die Suche nach
alternierenden Pfaden. Dies geschieht mittels MBFS und MDFS. Es handelt sich also stets
um eine Variante der sogenannten algorithmischen Suche in Graphen (vgl. z.B. [3]), d.h.
ausgehend von einer Menge bereits betrachteter Knoten wird versucht, u¨ber eine Kante
zu einem “neuen” Knoten zu gelangen.
Die algorithmische Suche erzeugt knotendisjunkte Pfade, also Strukturen in der Gro¨ßen-
ordnung von n, beno¨tigt dafu¨r aber m Schritte. Dies liegt daran, dass alle Kanten des
Graphen betrachtet werden, da man nicht weiß, welche der Kanten zu bisher noch nicht
untersuchten Knoten fu¨hren. Sinnvoll wa¨re es also, ausgehend vom momentan betrachte-
ten Knoten nur solche Nachbarn zu besuchen, die noch nicht betrachtet wurden.
Im Fall einer bipartiten Clique der Gro¨ße r×r kann jeder Knoten bis zu r−1 mal “sinnlos”
besucht werden, da dieser Knoten nach dem ersten (sinnvollen) Besuch nochmals von
allen anderen r − 1 Nachbarn aus aufgesucht wird.
Da wir Bicliquen stets in der selben Richtung durchqueren - die Suche nach freien Kanten
verla¨uft stets von B nach A -, werden wir im folgenden von der Anfrageseite und der
Antwortseite sprechen. Dabei bezeichnet die Anfrageseite die Menge der Knoten, von
denen aus man andere Knoten erreichen will, und die Antwortseite die erreichten Knoten.
In den folgenden Darstellungen ist die “linke” Seite einer Clique die Anfrageseite und
die “rechte” Seite die Antwortseite. Spa¨ter kann sich diese Wahl in Abha¨ngigkeit von den
jeweils betrachteten Algorithmen a¨ndern.
Ersetzt man die Kanten der Clique wiederum durch einen “Stern” (vgl. Abb. 2.119 und
Abb. 4.160), so sind nach wie vor alle Knoten der Antwortseite von allen Knoten der An-
frageseite aus erreichbar. Es wird nun aber nur noch eine “sinnlose” Aktion pro Anfra-
geknoten vorgenommen: Der Test, dass der “Zentralknoten” bereits abgearbeitet wurde.
Somit kann man die unno¨tigen erneuten Zugriffe vermeiden.
Wir haben in Bemerkung 2.420 gesehen, dass wir im Kontext alternierender Pfade diese
Ersetzung nicht vornehmen ko¨nnen, da immer nur ein alternierender Pfad durch einen sol-
chen Stern fu¨hren kann. Außerdem ko¨nnen wir den Kompressionsalgorithmus nicht nach
jeder Augmentierung neu aufrufen, so dass wir auf Vera¨nderungen der Kantenrichtungen
keine Ru¨cksicht nehmen ko¨nnen.
Wir wollen daher versuchen, die komprimierte Version des Graphen als zusa¨tzliche In-
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formationsquelle zu nutzen, wa¨hrend wir mit dem urspru¨nglichen Graphen arbeiten. Wir
schauen wa¨hrend der Phasen algorithmischer Suche gewissermaßen kurz auf den kom-
primierten Graphen, um einen “Tipp” zu bekommen, wo wir die Suche am gu¨nstigsten
fortsetzen ko¨nnen.
Hierzu ist es nicht notwendig, tatsa¨chlich Sterne fu¨r Cliquen einzusetzen. Es genu¨gt, dass
wir die Cliquen kennen.
Wir fassen alle Knoten auf jeweils einer Seite einer Clique zu einer sogenannten Nach-
barschaftsliste zusammen. Zu jedem Knoten v speichern wir dann die inzidenten Kanten,
die nicht Teil irgendeiner Clique sind, sowie Zeiger auf alle Nachbarschaftslisten von Cli-
quen, zu deren Knoten v inzident ist. Abstrakt gesehen kann man die Nachbarschaftslisten
mit den Zentralknoten der Sterne identifizieren (vgl. Abb. 4.14).
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Abbildung 4.14: Nachbarschaftsliste als Ersatz fu¨r den zentralen Knoten eines Sterns
4.3.2 Anwendung im bipartiten Fall
Zuna¨chst zeigen wir nun, dass man im bipartiten Fall die Nachbarschaftslisten zum
Simulieren der zentralen Knoten verwenden kann. Auf diese Weise ist auf bipartiten
Graphen Kompression auch im Kontext alternierender Pfade einsetzbar. Danach gehen
wir darauf ein, wie dieses Konzept flexibler gestaltet werden kann, so dass spa¨ter eine
Anwendung im nichtbipartiten Fall mo¨glich wird.
Um diese spa¨tere Flexibilisierung zu ermo¨glichen, kapseln wir den Mechanismus, der die-
se “Tipps” liefert, in einer abstrakten Datenstruktur, die wir als Suchstruktur bezeichnen.
Auf eine Suchstruktur wird mittels der drei folgenden Operationen zugegriffen:
1. SUGGEST(v): Liefert einen mo¨glicherweise unbesuchten Nachbarn von v. Jeder
zula¨ssige (s.u.) unbesuchte Knoten wird ho¨chstens δ(v)−1 mal hintereinander nicht
vorgeschlagen.
2. DEACTIVATE(v): Sorgt dafu¨r, dass Knoten v nicht bei SUGGEST zuru¨ckgeliefert
wird.
3. ACTIVATE(v): Erlaubt das Vorschlagen von v.
Immer wenn wir versuchen einen neuen Knoten zu finden, ko¨nnen wir also mittels SUG-
GEST nach einem Vorschlag fragen. Wenn wir wissen, dass uns ein Knoten momentan
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nicht interessiert, ko¨nnen wir der Suchstruktur mit DEACTIVATE mitteilen, dass dieser
nicht vorgeschlagen werden soll, und dies ggf. mit ACTIVATE wieder ru¨ckga¨nig machen.
Nun stellen wir ein erstes Modell vor, wie diese Datenstruktur “von innen” aussehen
ko¨nnte:
Im bipartiten Fall bilden wir mit den Suchstrukturen die Ersetzung durch “Sterne” nach,
so wie sie im Algorithmus von Feder und Motwani [11] beschrieben wird. Jede Biclique
wird durch eine eigene Nachbarschaftsliste repra¨sentiert. Diese entha¨lt alle Knoten, die
zur Antwortseite der Clique geho¨ren. Die Liste selbst entspricht also dem Zentralknoten
des Sterns und die Eintra¨ge entsprechen den Kanten.
Wird SUGGEST(v) aufgerufen, so liefert es nach und nach die Knoten aus allen Nachbar-
schaftslisten von v und dann die zu v adjazenten Knoten u, fu¨r die (v, u) zu keiner Clique
geho¨rt. Dabei wird jeder besuchte Knoten aus der entsprechenden Nachbarschaftsliste
entfernt. Ein Besuch von den anderen Knoten der jeweiligen Anfrageseite aus ist nicht
mehr sinnvoll.
Dies entspricht dem “als besucht markieren” der Kante vom Zentralknoten des Sterns zu
dem entsprechenden Knoten bei der Ersetzung durch Sterne. Das linke Bild von Abb. 4.15
zeigt die “herko¨mmliche” Suchstrategie. Nur die Kante vom ersten Knoten nach d wurde
deaktiviert. Von allen anderen Knoten auf der Anfrageseite aus wird d nochmals besucht
werden.
Das mittlere Bild zeigt die Situation bei Verwendung eines Sterns. Nachdem die Kante
vom Zentralknoten zu d entfernt wurde, endet die Suche von jedem anderen Anfragekno-
ten aus beim Zentralknoten. Den selben Effekt erzielt im dritten Bild das Entfernen von d
aus der Nachbarschaftsliste.
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Abbildung 4.15: Entfernen eines Knotens aus der Nachbarschaftsliste
Auf diese Weise gibt es pro Knoten auf der Anfrageseite und Clique nur noch eine unno¨ti-
ge Aktion, na¨mlich die ¨Uberpru¨fung, dass eine der Nachbarschaftslisten bereits leer ist.
An dieser Stelle ko¨nnte man einwenden, dass es mo¨glich wa¨re, die gesamte Nachbar-
schaftsliste zu lo¨schen, sobald sie ein einziges Mal von der Anfrageseite aus erreicht
wurde. Dies wa¨re bei einer reinen Erreichbarkeitsfrage tatsa¨chlich mo¨glich. In unserem
Fall ist dies leider nicht mo¨glich:
Es ist im Rahmen eines Matching-Algorithmus nur konstant (O(1)) oft mo¨glich, den
Kompressionsalgorithmus aufzurufen. Konkret rufen wir ihn daher nur einmal zu Be-
ginn auf und erhalten eine Kompression, in der spa¨tere ¨Anderungen der Kantenrichtungen
nicht beru¨cksichtigt werden ko¨nnen.
Schla¨gt uns SUGGEST(v) spa¨ter eine Kante zu einem Nachbarknoten vor, so kann es
sein, dass wir diese Kante gar nicht benutzen du¨rfen, da sie nicht in der gewu¨nschten
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Richtung passiert werden kann. Dies ist genau dann der Fall, wenn diese Kante zum mo-
mentanen Matchingpartner von v fu¨hrt, da genau diese Kanten entgegengesetzt gerichtet
werden.
Da jeder Knoten aber nur einen Matchingpartner hat, kann dieser “Fehler” (wir nennen
ihn Fehlertyp 1) nur einmal pro Matchingkante und daher insgesamt n mal auftreten.
Betrachten wir also eine Nachbarschaftsliste und entha¨lt diese den momentanen Mat-
chingpartner, so verbleibt dieser nach Abarbeitung der Liste als einziger Knoten noch in
der Liste. Wird der na¨chste Knoten auf der Anfrageseite bearbeitet, wird diese Liste al-
so nochmals aufgerufen und dieser letzte Knoten ggf. besucht. Dies kostet zwei weitere
Operationen.
Die Zahl der Operationen pro Clique wa¨hrend einer Suche ist, wenn der gerade beschrie-
bene Fall nicht auftritt, beschra¨nkt durch die Zahl der Knoten auf der Anfrage- und Ant-
wortseite. Summiert man dies u¨ber alle Cliquen und Knoten auf, so ergibt sich genau die
Gesamtgro¨ße der Cliquenzerlegung O
(
m
log 2n
2
m
logn
)
. Die Fehler vom Fehlertyp 1 ko¨nnen
insgesamt 2n weitere Operationen kosten.
Somit ergibt sich als Gesamtzahl der Operationen fu¨r eine algorithmische Suche:
O
(
m
log 2n
2
m
log n
+ 2n
)
.
Wir wollen alle Operationen, die im Rahmen einer algorithmischen Suche auftreten, je-
weils in konstanter Zeit durchfu¨hren ko¨nnen. Um dies zu realisieren, setzen wir an meh-
reren Stellen doppelt verkettete Listen ein, da diese Einfu¨gen und Lo¨schen in konstanter
Zeit erlauben, und ein gelo¨schtes Objekt beim Durchlaufen der Liste keine Operationen
mehr verursacht.
Um die jeweiligen Objekte nach einem Lo¨schvorgang wieder einfu¨gen zu ko¨nnen, ver-
walten wir jeweils zusa¨tzlich eine Liste der gelo¨schten, oder - wie wir sagen werden -
deaktivierten Objekte. So kann Aktivieren und Deaktivieren durch ein Verschieben der
Objekte zwischen den beiden Listen realisiert werden.
Basierend auf den eben beschriebenen Prinzipien ergibt sich die folgende Konstruktion
(vgl. Abb. 4.16):
Zu jeder Clique C speichern wir vier doppelt verkettete Listen von aktivierten bzw. de-
aktivierten Eingangs- und Ausgangs-Knoten EaC , EdC , AaC und AdC . Dies erlaubt es, den
jeweiligen Eintrag des Knotens in konstanter Zeit zu aktivieren bzw. deaktivieren. Das
Deaktivieren von Ausgangsknoten muss ermo¨glicht werden, da im nichtbipartiten Fall
die Cliquen auch “ru¨ckwa¨rts” durchquert werden.
Um die Nachbarschaft eines Knotens v zu verwalten, verfu¨gt jeder Knoten v u¨ber zwei
doppelt verkettete Listen Kav und Kdv . Diese enthalten Zeiger auf alle Cliquen, zu denen
v geho¨rt, sowie auf alle Knoten, zu denen v u¨ber normale Kanten adjazent ist. Wiederum
entha¨lt hierbei die a-Liste alle aktiven Objekte und die d-Liste die inaktiven.
Hin und wieder wollen wir ausgehend von einem Knoten diesen in einer Clique deakti-
vieren. Hierzu mu¨ssen wir den entsprechenden Eintrag dieses Knotens in den Listen der
Clique finden.
Dabei sei jedem Zeiger kv ∈ Kav bzw. Kdv auf eine Clique ein Zeiger ~kv auf den Ein-
trag des Knotens v in der Liste der Clique bzw. des Knotens zugeordnet. Dabei nehmen
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~vC
EaC
EdC
AaC
AdC
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v
Abbildung 4.16: Datenstruktur zur Cliquenverwaltung
wir an, dass der entsprechende Eintrag bei einem Wechsel aus der a- in die d-Liste und
zuru¨ck nicht im Speicher verschoben wird. Ansonsten mu¨sste der Zugriff u¨ber einen wei-
tern Zwischenzeiger realisiert werden, der bei jedem Wechsel aktualisiert wird (d.h. als
sog. “Handle”).
Entsprechend sehen wir auch Zeiger von den Cliqueneintra¨gen zu den entsprechenden
Eintra¨gen in den Listen der Knoten vor: ~eC zu jedem Eintrag eC ∈ EC bzw. ~aC zu jedem
aC ∈ AC .
Zudem seien jedem Knoten v zwei Zeiger ~v und ~vC zugeordnet. ~v markiert den momentan
behandelten Knoten bzw. die momentan behandelte Clique aus Kv. Ist es eine Clique, so
vermerkt ~vC die aktuelle Arbeitsposition innerhalb dieser Clique.
~v zeigt zu Beginn auf den Anfang von Kav . Die Kanten von v zu Knoten, auf die ~v und ~vC
in einer Phase oder einem Schritt schon gezeigt haben, betrachten wir als bearbeitet fu¨r
diese Phase bzw. fu¨r diesen Schritt. Das gleiche gilt fu¨r Verweise auf Cliquen.
Den Graphen, der sich ergibt, wenn alle gefundenen Cliquen in dieser Weise umgewan-
delt werden, bezeichnen wir mit GCB .
Nun mu¨ssen wir noch die drei Zugriffsoperationen SUGGEST, ACTIVATE und DEACTI-
VATE realisieren: Dies geschieht mittels der Algorithmen 12, 13 und 14. Bei der Angabe
von Zeigern unterscheiden wir zur Verbesserung der Lesbarkeit nicht zwischen dem Zei-
ger selbst und dem Ziel des Zeigers. Die jeweilige Bedeutung ergibt sich stets eindeutig
aus dem Kontext.
Satz 4.19 Auch mit dem Paradigma der augmentierenden Pfade kann im bipartiten Fall
eine Laufzeit von O
(√
nm
log 2n
2
m
logn
)
erreicht werden.
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Algorithmus 12 SUGGEST - Routine zum Auffinden neuer Knoten
1: procedure SUGGEST(v)
2: if ~v = Ende(Kav ) then
3: Ru¨ckgabewert: undefiniert
4: else
5: if ~v zeigt auf eine Clique C then
6: if ~vC zeigt nicht auf einen Knoten in C then
7: ~vC := Anfang(AaC)
8: end if
9: Ru¨ckgabewert := Zielvon~vC
10: if ~vC = Ende(AaC) then
11: ~v := next(~v) ⊲ next liefert den folgenden Eintrag der verketteten
Liste, in der sich das Zielobjekt befindet.
12: Exit
13: end if
14: ~vC := next(~vC)
15: Exit
16: else
17: Ru¨ckgabewert := Ziel von ~v
18: ~v := next(~v)
19: Exit
20: end if
21: end if
22: end procedure
Beweis:
1. Die Korrektheit des Algorithmus bleibt unangetastet, da durch die
Beschleunigung lediglich Schritte vermieden werden, die ohnehin
keine Auswirkungen gehabt ha¨tten.
2. Das Alternieren u¨ber die in einer Phase gefundenen Wege ist in Zeit
O(n) mo¨glich. Die algorithmische Suche in jeder Phase kostet - wie
eben gezeigt - O
(
m
log 2n
2
m
logn
)
Schritte, sowohl in den MBFS - als auch
in den MDFS-Phasen. Es gibt insgesamt ho¨chstens
√
n BFS und 2
√
n
DFS Suchen.

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Algorithmus 13 ACTIVATE - Routine zum Aktivieren eines Knotens
1: procedure ACTIVATE(v)
2: for all kv ∈ Kdv do
3: entferne das Ziel von ~kv aus der Liste in v = AdC-, EdC- bzw. Kdz -Liste, in der
es sich befindet
4: fu¨ge es ans Ende der entsprechenden AaC , EaC bzw. Kaz -Liste ein.
5: end for
6: end procedure
Algorithmus 14 DEACTIVATE - Routine zum Deaktivieren eines Knotens
1: procedure DEACTIVATE(v)
2: for all kv ∈ Kav do
3: entferne da Ziel von ~kv aus der Liste in AaC-,EaC- bzw. Kaz -Liste, in der es sich
befindet
4: fu¨ge es in die entsprechende AdC , EdC bzw. Kdz -Liste ein.
5: end for
6: end procedure
4.4 Die Beschleunigung von MBFS
Im vorangegangenen Kapitel haben wir beschrieben, wie auch im Kontext alternierender
Pfade eine Beschleunigung von Matchingalgorithmen fu¨r bipartite Graphen erreicht wer-
den kann.
In den folgenden Kapiteln u¨bertragen wir diese Vorgehensweise auf Algorithmen fu¨r
den nichtbipartiten Fall. Dieser Fall ist wesentlich komplexer, da Knoten gegebenenfalls
mehrfach betrachtet werden mu¨ssen (vgl. Kapitel 4.260).
Zentral fu¨r unsere Analyse ist wieder die Beobachtung, dass die Zahl der tatsa¨chlich
“Fortschritt bringenden” Operationen durch O(n) beschra¨nkt ist. Alle anderen Opera-
tionen sind eigentlich “u¨berflu¨ssig”. Wir wollen also wiederum versuchen, die Zahl der
u¨berflu¨ssigen Operationen durch die Gesamtgro¨ße der Cliquenzerlegung, d.h. durch die
Summe der Ordnungen aller Cliquen zuzu¨glich der sonstigen Kanten, zu beschra¨nken.
Wir wollen nun die im vorangegangenen Kapitel 4.3.185 entwickelten Routinen SUG-
GEST, ACTIVATE und DEACTIVATE im Kontext von MBFS verwenden.
4.4.1 Beschleunigung der Vorwa¨rtssuche
Wa¨hrend der Vorwa¨rtssuche mu¨ssen Kreise ungerader La¨nge nicht beru¨cksichtigt wer-
den (vgl. Invariante 4.569 von Blum [2]). Da somit die Suche analog zu normalem BFS
verla¨uft, kann jeder Knoten sofort deaktiviert werden, sobald er besucht wurde. Es erge-
ben sich also hier nur wenige Vera¨nderungen gegenu¨ber dem im Kapitel 4.3.185 beschrie-
benen Vorgehen: Erreichen wir eine Clique, lassen wir uns von SUGGEST einen Knoten
vorschlagen und u¨berpru¨fen, ob er auch in GB erreichbar ist. Ist er erreichbar, so betrach-
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ten wir die Kante zu ihm mit den gleichen Regeln wie eine “normale Kante”. Danach
kann er deaktiviert werden.
Beim Algorithmus von Blum [2] werden aber nicht nur die Kanten von der Suche aus-
geschlossen, die bei einer vorangegeangenen Vorwa¨rtssuche bereits betrachtet wurden,
sondern auch die, die bei einer vorangegangenen Ru¨ckwa¨rtssuche betrachtet wurden. Wir
ko¨nnen diese Kanten nach den jeweiligen Ru¨ckwa¨rtssuchen aber nicht in komprimierter
Form bereitstellen. Wir mu¨ssen also einen anderen Weg finden, diese Kanten zu vermei-
den.
Dass die bereits bei einer Ru¨ckwa¨rtssuche betrachteten Kanten bei der Vorwa¨rtssuche
nicht erneut betrachtet werden, hat zwei Effekte:
1. Es wird eine zweite Betrachtung jeder Kante gespart. Diese ist unno¨tig, da die Kante
bereits das Level hat, das ihr die Vorwa¨rtssuche erneut vergeben wu¨rde und sich
schon in EK befindet.
2. Es wird verhindert, dass der A-Knoten der Basis einer Blu¨te ein Level erha¨lt, das
auf einem nicht streng einfachen Pfad beruht.
Die erste Eigenschaft beschleunigt die Behandlung dieser Kante maximal um einen
Faktor 2, kann also im Sinne einer asymptotischen Laufzeitbetrachtung ignoriert werden.
Die zweite Eigenschaft ist fu¨r die Korrektheit des Algorithmus von zentraler Bedeutung
(vgl [2]).
Wir mu¨ssen also sicherstellen, dass bei der Vorwa¨rtssuche niemals eine Kante verwendet
wird, die bei einer Ru¨ckwa¨rtssuche von einem Knoten [v,B] zu einem Knoten [u,A]
gefu¨hrt hat, fu¨r den irgendwann DOM([v,B]) = {[u,A]} gegolten hat.
Proposition 4.20 Fu¨r jede Kante mit den gerade beschriebenen Eigenschaften gilt, dass
nach der betreffenden Ru¨ckwa¨rtssuche MinB([v,B]) = [u,A] gilt.
Beweis:
1. Zum Zeitpunkt der Ru¨ckwa¨rtssuche muss DOM([v,B]) = ∅ gewesen
sein, sonst wa¨re keine [v,B] verlassende Kante betrachtet, sondern so-
fort ein Sprung nach DOM([v,B]) durchgefu¨hrt worden.
2. Da die Kante betrachtet wurde, muss nach dieser Ru¨ckwa¨rtssuche ent-
weder DOM([v,B]) = {[u,A]} oder DOM([v,B]) = DOM([u,A]) =
[w,A] gegolten haben.
3. Im Fall DOM([v,B]) =DOM([u,A]) = [w,A] kann aber auch spa¨ter
nie mehr DOM([v,B]) = {[u,A]} gelten.
4. Damit muss [u,A] der A-Knoten der Basis der ersten Blu¨te sein, zu der
[v,B] geho¨rte.

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Wir mu¨ssen also beim Betrachten jeder Kante ([v,B], [u,A]), die von SUGGEST vorge-
schlagen wird, pru¨fen, ob
1. die Kante wirklich in der Richtung B → A gerichtet ist.
2. [u,A] 6= MinB([v,B]).
Es mu¨ssen nun all die Kanten fu¨r die Ru¨ckwa¨rtssuche bereit gestellt werden, die von
der jeweiligen Runde der Vorwa¨rtssuche gefunden wurden. Da dies Ω(m) Kanten sein
ko¨nnten, mu¨ssen diese zudem in komprimierter Form an die Ru¨ckwa¨rtssuche u¨bergeben
werden.
Die Vorwa¨rtssuche bestimmt Baum- und Vorwa¨rtskanten. Bei den Baum- und Vorwa¨rts-
kanten fu¨hren alle Kanten stets von einem Level l zu einem Level l + 1.
Somit kann von jedem Knoten mit Level l auf der Anfrageseite einer Clique jeder Kno-
ten mit Level l + 1 auf der Antwortseite der Clique erreicht werden, wenn die Kante
zwischen den Knoten in GB die richtige Richtung hat. Wiederum verschieben wir die
Beru¨cksichtigung der Kantenrichtung auf einen spa¨teren Zeitpunkt, d.h. in diesem Fall in
die Ru¨ckwa¨rtssuche und nach MDFS. Den Fall [u,A] = MinB([v,B]) muss nicht beru¨ck-
sichtigt werden, da bei der Ru¨ckwa¨rtssuche von MBFS Blu¨ten niemals von der Basis aus
durchsucht werden.
ir ko¨nnen diese Knoten mit Level l und Level l+1 alle paarweise miteinander verbinden.
Hierbei entstehen wieder vollsta¨ndige bipartite Teilgraphen, die zudem auch Teilgraphen
der urspru¨nglichen Clique sind.
Eine einzelne Biclique kann also in Subcliquen aufgeteilt werden, die jeweils zu einer
Level-Distanz von 1 korrespondieren (vgl. Abbildung 4.17). Da dabei jeder der Knoten
zu ho¨chstens einer der Teilcliquen geho¨rt, erhalten wir eine neue Cliquenzerlegung mit
gleicher oder kleinerer Gesamtgro¨ße.
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Abbildung 4.17: Aufsplitten von Cliquen
Die zu einer Clique geho¨rigen Teilcliquen werden als verkettete Liste verwaltet, die im
Laufe der Iterationen vergro¨ßert wird und wegen des monotonen Wachsens der Level im-
plizit sortiert ist. Wir bezeichnen zu einer Clique C die Subclique mit Level i auf der
Anfrageseite und i+ 1 an der Antwortseite mit CL(i). Die Anfrageseite nennen wir CEL(i),
die Antwortseite CAL(i). Die Knoten in CAL(i) haben entsprechend Level l + 1.
Der Wert Clmax enthalte das Level der letzten Teilclique CL(Clmax ) in der Liste. Um zu
entscheiden, ob eine neue Clique begonnen werden muss, reicht es also aus, den Wert des
hinzuzufu¨genden Knoten mit Clmax zu vergleichen.
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Bemerkung 4.21 Meistens wird hier ohnehin nur ein Level vertreten sein, da mit Ausnah-
me des Matchingpartners des betrachteten Knotens beim ersten Besuch der Anfrageseite
alle noch nicht besuchten Knoten auf der Antwortseite das gleiche Level erhalten.
Die Kanten, die an MDFS u¨bergeben werden sollen und nicht zu einer Clique geho¨ren,
werden wie im urspru¨nglichen Algorithmus in der Menge EK gesammelt.
Die Vorwa¨rtssuche hat bezu¨glich Baum- und Vorwa¨rtskanten die folgende Form:
1. Fu¨hre die Vorwa¨rtssuche fu¨r alle Kanten, die nicht Bestandteil einer Clique sind,
genauso durch, wie im originalen MBFS Verfahren.
2. Geho¨rt ein betrachteter Knoten zu einer Clique C, so wird er in CEL(i), eingetragen.
3. Alle Knoten auf der Antwortseite von C, deren Level noch nicht bestimmt wurde,
oder die Level i+1 haben, erhalten Level i+1 und werden in die Antwortseite von
CL(i), C
A
L(i) eingetragen.
Die Kanten, die spa¨ter die Ru¨ckwa¨rtssuche auslo¨sen (Micali und Vazirani [40]:Bru¨cken),
erscheinen zuna¨chst auch als Vorwa¨rtskanten und werden somit korrekt in EK bzw. die
entsprechende Clique eingefu¨gt. Ihre gesonderte Behandlung beschreiben wir im Rahmen
der Ru¨ckwa¨rtssuche.
Algorithmus 15 beschreibt die ¨Anderungen an der Vorwa¨rtssuche von MBFS. Opera-
tionen bezu¨glich der Suchstruktur, mit der die Vorwa¨rtssuche arbeitet, markieren wir
mit dem Index V. Operationen mit den aufgeteilten Cliquen als Vorbereitung fu¨r die
Ru¨ckwa¨rtssuche sind mit dem Index R versehen. Zu Begin einer Phase, d.h. vor al-
len Vorwa¨rts- und Ru¨ckwa¨rtssuchen werden fu¨r alle Knoten v ∈ V die Operationen
ACTIVATEV (v) und DEACTIVATER(v) durchgefu¨hrt.
4.4.2 Beschleunigung der Ru¨ckwa¨rtssuche
Die Ru¨ckwa¨rtssuche verwendet die Kanten aus GB in umgekehrter Richtung. Entspre-
chend vertauschen wir bei den von der Vorwa¨rtssuche u¨bergebenen Cliquen Anfrage- und
Antwortseite. Dies ist mo¨glich, da wir die zugrundeliegenden Datenstrukturen von vorne-
herein symmetrisch konzipiert haben (s. Kapitel 4.3.185).
Das wesentliche Problem bei der Ru¨ckwa¨rtssuche ist, dass es nicht mo¨glich ist, einen
Knoten zu deaktivieren, sobald er einmal gefunden wurde, da ein erneuter Besuch dieses
Knotens notwendig sein kann, wenn eine Blu¨te von außen betreten wird. Ein einfaches
Beispiel zeigt die Abbildung 4.1896: Der Knoten [x.B] wird sowohl bei der Ru¨ckwa¨rtssu-
che von Kante 1 aus als auch bei der Ru¨ckwa¨rtssuche von Kante 2 aus beru¨cksichtigt.
Auf der anderen Seite muss nicht jeder zweite Besuch eines dafu¨r vorgemerkten Knotens
im Rahmen des Aufspu¨rens einer neuen Blu¨te geschehen. Ein Beispiel hierzu gibt Abbil-
dung 4.1997. Hier werden mehrere Knoten der gleichen Blu¨te von der Clique aus erreicht.
Wir wollen eine Clique nach Mo¨glichkeit also nur dann durchqueren, wenn der Knoten
auf der anderen Seite zu einer anderen Blu¨te geho¨rt, als der Knoten, von dem die Suche
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Algorithmus 15 Beschleunigte MBFS Vorwa¨rtssuche
1: procedure MBFS VORWA¨RTSSUCHE(l)
2: for all [v, Z] ∈ L(l) do
3: for all Cliquen C, mit [v, z] ∈ EaC do
4: if CLmax 6= l then
5: Erzeuge eine neue leere Teilclique und nenne die zugeho¨rigen Mengen
CEL(l) und CAL(l)
6: CLmax := l
7: end if
8: ACTIVATER([v, Z])
9: end for
10: while ([u, Z¯] := SUGGESTV ([v, Z])) definiert do
11: if ([u, Z¯], [v, Z]) ∈ E(GB) und (Z = A oder [u,A] 6= MinB([v,B])) then
12: DEACTIVATEV ([u, Z¯])
13: if l([u, Z¯]) undefiniert oder l([u, Z¯]) = l + 1 then
14: l([u, Z¯]) := l + 1
15: L(l + 1) := L(l + 1) ∪ [u, Z¯]
16: if ([v, Z], [u, Z¯]) war eine normale Kante then
17: EK := EK ∪ e
18: else ⊲ Sei C die Clique zu der ([v, Z], [u, Z¯]) geho¨rt
19: CEL(l) := C
E
L(l) ∪ {[v, Z]}
20: CAL(l) := C
A
L(l) ∪ {[u, Z¯}
21: end if
22: end if
23: end if
24: end while
25: end for
26: end procedure
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Abbildung 4.18: Erneuter Besuch eines Knotens bei der Ru¨ckwa¨rtssuche
ausgeht. Geho¨ren mehrere Knoten auf der Antwortseite zur selben Clique, so soll also nur
einer von diesen besucht werden. Man ko¨nnte also die Menge dieser Knoten durch einen
einzelnen Repra¨sentanten ersetzen.
Hierbei tritt allerdings das Problem auf, dass dieser Repra¨sentant wegen der vorhandenen
Matchingkanten ggf. von einem Knoten der Anfrageseite aus nicht erreicht werden kann.
Ein Beispiel zeigt Abb. 4.2097: Wird die Clique vom mittleren Knoten auf der linken Seite
aus erreicht und ist der mittlere Knoten rechts der einzige Repra¨sentant, so wird die Blu¨te
(durch Ellipse angedeutet) rechts nicht betreten, obwohl im nicht komprimierten Graphen
Kanten zu den Knoten rechts oben und unten vorhanden waren. Da jeder Knoten aber nur
einen Matchingpartner haben kann, gleichen wir dies dadurch aus, dass wir einfach zwei
Repra¨sentanten pro Blu¨te in einer Clique verwalten.
Leider ist es aus Zeitgru¨nden nicht mo¨glich, die Information, welche Knoten zu welchen
Blu¨ten geho¨ren, bei jedem UNION-Schritt auf alle Cliquen zu u¨bertragen. Es kann also
vorkommen, dass wir erst beim tatsa¨chlichen Betrachten der Knoten, die zu einer Clique
geho¨ren, feststellen, dass diese bereits die gleiche Menge repra¨sentieren. Fu¨r diese Clique
findet der UNION-Schritt also sozusagen verspa¨tet statt.
Um dies besser erfassen zu ko¨nnen, bilden wir das UNION-FIND-Mengensystem
nochmals fu¨r jede Clique nach. Dies wird es uns erlauben, den Zeitaufwand der je-
weiligen Operationen UNION-Aufrufen in dem zur Clique geho¨renden Mengensystem
zuzuordnen.
Der MBFS-Algorithmus verwendet zur Verwaltung der Blu¨te die Menge M der D-
Mengen. Wir erzeugen nun fu¨r jede bipartite Clique C = (AC , BC) eine weitere Instanz
des UNION-FIND-Problems mit den Antwortseiten-Mengen MC={{v}|v ∈ AC}. Wir
indizieren im Folgenden die UNION und FIND Anweisungen um zu verdeutlichen, auf
welches der Systeme sich die Operationen beziehen.
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Abbildung 4.19: Clique in der Seite einer Blu¨te
Abbildung 4.20: Blockierter Repra¨sentant
Zusa¨tzlich versehen wir jeden Knoten aus b ∈ BC mit einem Zeiger γ(b, C), der auf
diejenige Menge in MC zeigen soll, zu der b geho¨rt. Da ein Knoten nicht zu beiden Seiten
einer Clique geho¨ren kann, sind diese Zeiger zu Beginn undefiniert, d.h. sie zeigen auf
einen Platzhalter.
Nehmen wir an, wir suchen bei der Ru¨ckwa¨rtssuche von einem Knoten b aus, der in M in
der Menge Sb enthalten ist, nach Vorga¨ngerknoten.
Normale Kanten werden wie bei MBFS behandelt. Wir betrachten alle Cliquen, die b auf
der Anfrageseite enthalten, und bei diesen nach und nach die Mengen auf der jeweiligen
Antwortseite. Sei AC eine solche Menge und v einer ihrer Repra¨sentanten, der in M zur
Menge Sv geho¨rt. Nun ko¨nnen verschiedene Fa¨lle auftreten:
1. Die Kante (b, v) geho¨rt zum Matching: In diesem Fall tun wir nichts und betrachten
- sofern vorhanden - den zweiten Repra¨sentanten von AC .
2. γ(b) = AC : Wir tun nichts.
3. γ(b) 6= AC : Wir vereinigen γ(b) und AC und behalten von den mo¨glichen 4 Re-
pra¨sentanten auf der Antwortseite 2. Sollte γ(b) noch undefiniert sein, setzen wir
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γ(b) auf AC . Wir rufen UNIONM fu¨r Sb und Sv auf.
SUGGEST’ liefert v als na¨chsten Nachbarknoten zuru¨ck und MBFS springt nach
DOM(v).
Proposition 4.22 FINDMC (a) = FINDMC (b) ⇒ FINDM(a) = FINDM(b). Die Umkeh-
rung muss nicht gelten.
Beweis: Nach einem UNION-Aufruf fu¨r MC wird stets danach ein UNION
in M in Bezug auf die beiden auslo¨senden Knoten ausgefu¨hrt. Es kann aber
sein, dass ein UNION inM im Rahmen der Betrachtung einer anderen Clique
oder Kanten durchgefu¨hrt wird. In diesem Fall wird MC nicht vera¨ndert. 
Abbildung 4.21 veranschaulicht dies nochmals: Wir betrachten ausgehend von Knoten b,
der zur Blu¨te A geho¨rt, die andere Seite der Clique.
• Knoten x bildet noch allein eine Menge und ist somit auch ihr einziger Repra¨sen-
tant. x geho¨rt zur Blu¨te B. Also wird B mit A vereinigt und {x} entsprechend mit
γ(b), also mit {y}.
• Fu¨r {y} geschieht nichts.
• {z} geho¨rt bereits zu A, aber da dies an anderer Stelle bewirkt wurde, “wissen”
wir dies innerhalb dieser Clique noch nicht. Wir betrachten also z und vereinigen
{z} und {x, y} (natu¨rlich nicht A mit A).
• Am Ende betrachten wir die Menge {u, v, w} mit den Repra¨sentanten u und v.
Diese Menge ist zwischenzeitlich zusammen mit B nach A u¨bergegangen und wird
ebenso mit {x, y} vereinigt, wobei wir z.B. x und u als Repra¨sentanten behalten
ko¨nnen.
A
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Abbildung 4.21: Situation in einer Clique vor einer Ru¨ckwa¨rtssuche
Ebenso wie bei der Vorwa¨rtssuche werden danach nahezu alle Knoten vereinigt sein. Es
kann aber wiederum ein Knoten u¨brigbleiben, bei dem die Kantenrichtung nicht stimmte.
Um diese Operationen zu realisieren, ersetzen wir bei der Ru¨ckwa¨rtssuche die
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SUGGEST-Routine durch eine neue Routine SUGGEST’, die wir in Algorithmus 16111
wiedergeben. Algorithmus 17112 beschreibt wiederum das gesamte Vorgehen.
Die Korrektheit des Verfahrens wird durch dieses Vorgehen nicht beeintra¨chtigt, da nur
solche Kanten ausgespart werden, die einen Sprung zu einer bereits im Rahmen der glei-
chen DDFS besuchten Basis auslo¨sen wu¨rden.
Am Backtracking muss nichts gea¨ndert werden, da die bei DDFS implizit erzeugten DFS-
Ba¨ume nur O(n) Kanten haben.
Das Auslo¨sen der Ru¨ckwa¨rtssuche am Ende der Vorwa¨rtssuche kann in analoger Weise
behandelt werden. Einzelkanten ko¨nnen wieder normal verarbeitet werden. Bei Cliquen
wird wiederum ein Union-Find-Problem fu¨r jede Clique gelo¨st:
Sobald im Verlaufe von MBFS einem Knoten ein Level zugeordnet wird, wird dieser
Knoten fu¨r die Ru¨ckwa¨rts-Suche aktiviert. Am Ende jeder Vorwa¨rtssuche suchen wir mit
SUGGEST’ von den Knoten in Level l aus nach Nachbarn. Eine Ru¨ckwa¨rtssuche wird
genau dann gestartet, wenn die Knoten zu verschiedenen Blu¨ten geho¨ren, ihre DOM -
Werte also unterschiedlich sind.
4.4.3 Laufzeitanalyse
Wir betrachten erneut Vorwa¨rts- und Ru¨ckwa¨rtssuche getrennt:
Lemma 4.23 Die Anzahl der beno¨tigten Operationen bei allen MBFS-Vorwa¨rtssuchen
einer Phase kann durch die Gesamtgro¨ße der Cliquenzerlegung beschra¨nkt werden.
Beweis:
Die Zahl der Operationen fu¨r die Suche selbst kann ebenfalls mit der Methode beschra¨nkt
werden, die wir beim Beweis von Satz 4.1989 verwendet habn:
Immer wenn SUGGEST eine Kante ([v,B], [u,A]) vorschla¨gt, trifft mindestens einer der
folgenden Punkte zu
1. Die Kante ist eine Matchingkante und von [u,A] nach [v,B] gerichtet.
2. MinB([v,B]) = [u,A].
3. Die “normale” Kante ([v,B], [u,A]) wird im komprimierten Graphen als bearbeitet
angesehen.
4. [u,A] wird in der Nachbarschaftsliste einer Clique als bearbeitet angesehen.
5. Eine Clique, die [u,A] entha¨lt, wird in der Nachbarschaft von [v,B] als bearbeitet
angesehen.
Die ersten beiden Fa¨lle kommen im Rahmen eines Aufrufes von MBFS jeweils maximal n
mal vor. Die gesamte Ha¨ufigkeit der Fa¨lle 3,4 und 5 zusammen ist durch die Gesamtgro¨ße
der Cliquenzerlegung beschra¨nkt:
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Fall 3 kann ho¨chstens so oft auftreten, wie es Kanten gibt, die zu keiner Clique geho¨ren.
Die Ha¨ufigkeit von Fall 4 entspricht der Summe aller Knotenzahlen auf den Antwortseiten
der Cliquen.
Die Ha¨ufigkeit von Fall 5 entspricht der Summe aller Knotenzahlen den Anfrageseiten
der Cliquen.
Es verbleibt, die Komplexita¨t des Cliquen-Aufteilungsprozesses zu betrachten.
Proposition 4.24
1. Die Zahl der Teilcliquen und die Gro¨ße der zu ihrer Verwaltung beno¨tigten Datenstruk-
turen kann linear durch die Zahl der zur jeweiligen Clique geho¨renden Knoten begrenzt
werden.
2. Der Cliquen-Aufteilungsalgorithmus beno¨tigt O(1) Operationen fu¨r jeden dieser Kno-
ten.
3. Die Summe der Gesamtgro¨ßen der an alle Ru¨ckrunden u¨bergebenen Cliquen ist durch
m∗ beschra¨nkt.
4. Die Cliquen ko¨nnen ihre Gro¨ße in weiteren Runden nicht mehr a¨ndern.
Beweis:
1. Die Teilcliquen einer Clique werden als verkettete Liste verwaltet. Es
werden nur Cliquen hinzugefu¨gt, die mindestens zwei Knoten enthal-
ten. Daraus folgt die Begrenzung unmittelbar.
2. Ein Knoten kann in konstanter Zeit in die passende Teilclique einsor-
tiert werden, da die Level bei der Vorwa¨rtssuche monoton wachsen und
somit stets nur entschieden werden muss, ob der Knoten in die zu-
letzt benutzte Teilclique aufgenommen werden soll, oder ob eine neue
Teilclique begonnen werden muss.
3. Dies ist gegeben, da die Cliquen das Ergebnis der Aufteilung gro¨ßerer
Cliquen sind. Jeder Knoten kommt in genau eine der Teilcliquen. Die
Summe der Knotenzahlen der entstehenden Teilcliquen ist daher stets
geringer oder gleich der Knotenzahl der urspru¨nglichen Clique.
4. Die von der Vorwa¨rtssuche identifizierten Cliquen sind durch das
jeweilige Level definiert und daher nach Abschluss der Runde un-
vera¨nderlich. Die Ru¨ckwa¨rtssuche verwendet nur von der Vorwa¨rtssu-
che u¨bergebene Kanten.

Es ist also mo¨glich, die entsprechenden Datenstrukturen in O(m∗) zu erzeugen und zu
verwalten. L4.23
Lemma 4.25 Die Anzahl der beno¨tigten Operationen bei allen MBFS-Ru¨ckwa¨rtssuchen
einer Phase kann durch die Gesamtgro¨ße der Cliquenzerlegung beschra¨nkt werden.
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Beweis: Wir werden die Kosten fu¨r die jeweiligen Operationen den Knoten der Eingangs-
seite und der Clique zuordnen, wobei jeder Kante nur eine konstante Zahl von Operatio-
nen und jeder Clique maximal ein konstantes Vielfaches der Zahl ihrer Ausgangsknoten
an Operationen zugeordnet wird. Eine explizite Zuordnung zu Knoten der Ausgangsseite
ist, wie gleich ersichtlich wird, nicht mo¨glich.
Wenn SUGGEST’ ausgehend von einem Knoten b einen Nachbarknoten vorschlagen soll,
ko¨nnen die folgenden fu¨nf Fa¨lle eintreten:
1. Die momentan betrachtete Clique ist abgearbeitet und der Verweis von b zu dieser
wird deaktiviert.
2. Die na¨chste Menge in der Nachbarschaftsliste ist γ(C, b).
3. Die na¨chste Menge hat nur einen Repra¨sentanten und dieser ist der Matchingpartner
von b.
4. γ(C, b) zeigt noch auf nichts und wird auf diese na¨chste Menge gesetzt.
5. Die na¨chste Menge kann mit γ(C, b) vereinigt werden.
Die ersten vier Fa¨lle ko¨nnen pro Knoten auf der Anfrageseite jeweils nur einmal auftreten.
Im fu¨nften Fall findet eine UNION-Operation statt. Dies ist ho¨chstens so oft mo¨glich,
wie es zu Beginn Mengen auf der Antwortseite der Clique gab. Da jeder Knoten auf der
Antwortseite in genau eine Menge umgewandelt wurde, entspricht dies genau der Zahl
dieser Knoten.
Summiert man dies u¨ber alle Cliquen auf, so kann die Zahl der Aufrufe von SUGGEST’
durch das Fu¨nffache der Gesamtgro¨ße der Cliquenzerlegung beschra¨nkt werden.
Beobachtung 4.26 Alle Operationen von MBFS ko¨nnen einem SUGGEST’ Aufruf so zu-
geordnet werden, dass jedem SUGGEST’-Aufruf nur eine endliche Zahl von Operationen
zugeordnet wird.
Das Backtracking wa¨hrend DDFS findet auf den beiden zuvor konstruierten DFS
Suchba¨umen statt, die entsprechend nur linear in ihrer Knotenzahl viele Kanten haben.
Bei den folgenden Runden werden die Knoten, die zu Suchba¨umen einer vorangegange-
nen Runde geho¨ren, dann bereits vollsta¨ndig u¨bersprungen.
Da sich die Zahl der SUGGEST-Aufrufe durch die Summe der Zahl nicht von der Kom-
pression betroffener Kanten und der Gesamtgro¨ße der Cliquenzerlegung beschra¨nken
la¨ßt, folgt die Aussage des Lemmas. L4.25
4.5 Die Beschleunigung von MDFS
4.5.1 Aufbereitung der Ergebnisse von MBFS fu¨r MDFS
Wir erhalten von MBFS eine komprimierte Repra¨sentation der Kanten, die auf einem
ku¨rzesten Pfad liegen. Diesen komprimperten Graphen werden wir ebenfalls mit GCB be-
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zeichnen: Die von der Vorwa¨rtssuche von MBFS gefundenen Kanten werden bereits in
komprimierter Form an die Ru¨ckwa¨rtssuche von MBFS u¨bergeben und ko¨nnen daher oh-
ne weitere Vera¨nderung an MDFS weitergeleitet werden. Bei der Ru¨ckwa¨rtssuche von
MBFS werden nur Kanten betrachtet, deren Symmetriepartner bereits bei der Vorwa¨rts-
suche beru¨cksichtigt wurden (s.u.).
Dieser komprimierte Graph soll wieder dazu dienen, Kanten zu identifizieren, u¨ber die
die Suche fortgesetzt werden soll.
MDFS bra¨uchte zum Arbeiten nun den Teilgraphen von GB , der nur aus den Kanten
besteht, die auf einem ku¨rzesten Pfad liegen. Diesen zu erstellen wu¨rde aber zu lange
dauern. Wir arbeiten also weiterhin mit dem vollsta¨ndigen Graphen GB .Wir verwenden
aber die von MBFS u¨bergebene komprimierte Darstellung der Cliquen und Kanten, die
zu einem ku¨rzesten Pfad geho¨ren, um Kanten zu unbesuchten Knoten zu finden. Diese
Vorgehensweise liefert genau die beno¨tigten Kanten, da genau die Kanten, die nicht auf
einem ku¨rzesten Weg liegen, in der komprimierten Version fehlen und daher nie vorge-
schlagen werden.
Wie in [2] beobachtet mu¨ssen die bei der Ru¨ckwa¨rtssuche traversierten Kanten zuna¨chst
nicht gesondert in die Kantenmenge EK eingefu¨gt werden, da ihre jeweiligen Symmetrie-
partner im Rahmen einer Vorwa¨rtssuche eingefu¨gt wurden. Der Symmetriepartner jeder
Kante auf einem ku¨rzesten augmentierenden Pfad liegt ebenfalls auf einem ku¨rzesten
Pfad. Daher ko¨nnen nach Ablauf von MBFS diese Symmetriepartner nachtra¨glich ein-
gefu¨gt werden. Es ist also nicht notwendig, Ru¨ckwa¨rtskanten wa¨hrend der Ru¨ckwa¨rtssu-
che von MBFS gesondert zu speichern.
Es tritt nun das Problem auf, dass die Symmetriepartner im Fall nichtsymmetrischer Kom-
pression durch verschiedene Cliquen repra¨sentiert werden. Wu¨rde man aus diesen Cli-
quen diese einzelnen Kanten herausgreifen, so ko¨nnte dies die Zahl der Kanten, die nicht
zu einer Clique geho¨ren, soweit erho¨hen, dass die Laufzeitreduktion nicht mehr garantiert
ist.
Daher konstruieren wir zu jeder einzufu¨genden Clique C die symmetrische Clique C¯ und
fu¨gen diese hinzu. Dies ko¨nnte dazu fu¨hren, dass eine Kante zweimal repra¨sentiert wird,
aber dies kann die Laufzeit maximal verdoppeln, hat also keine Auswirkungen auf die
asymptotische Komplexita¨t (vgl. Beobachtung 5.14121).
Wie in Abschnitt 4.2.369 gezeigt, mu¨ssen mehr Daten an MDFS u¨bergeben werden als nur
die Level und Kanten. Die Gro¨ße dieser Informationen ist aber durch O(n) beschra¨nkt,
da pro Knoten lediglich ein Zeiger auf den Vorga¨nger und ein Zeiger auf die Wurzel der
kleinsten Blu¨te, in der dieser Knoten liegt, u¨bergeben werden muss.
4.5.2 Beschleunigung von Vorwa¨rts- und Ru¨ckwa¨rtssuche von
MDFS
Wir werden bei MDFS analog zu MBFS von Vorwa¨rts und Ru¨ckwa¨rtssuche sprechen,
wobei wir mit der Ru¨ckwa¨rtssuche den Teil bezeichnen, in dem die D-Mengen bestimmt
werden.
Auf die Rekonstruktionsphase mu¨ssen wir hier nicht eingehen, da ihre Laufzeit ohnehin
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durch die Zahl der Baumkanten des MDFS-Baums und somit durch O(n) beschra¨nkt ist.
Es gibt drei Stellen, an denen Knoten bezu¨glich ihrer ausgehenden Kanten gescannt wer-
den und an denen die Kompression ansetzen muss (die Nummerierung bezieht sich auf
die Algorithmen 18113 und 19114):
Stelle A) Die Wahl des na¨chsten Nachbarn bei der Vorwa¨rtssuche in Zeile 7 in Algorithmus
18113
Stelle B) Die Ru¨ckwa¨rtssuche u¨ber die schwachen Ru¨ckwa¨rtskanten in Zeile 6 in Algorith-
mus 19114
Stelle C) Die Ru¨ckwa¨rtssuche u¨ber die anderen Ru¨ckwa¨rtskanten in Zeile 12 in Algorithmus
19114
Wiederum ist es nicht einfach mo¨glich, einen bereits besuchten Knoten unmittelbar zu de-
aktivieren, da in allen drei Fa¨llen die Blu¨tenstruktur eine Rolle spielt. Erreichen wir einen
Knoten u, von dem aus ein bisher aus Symmetriegru¨nden ausgelassener Knoten erreicht
werden kann (L(u) 6= ∅), so mu¨ssen wir diesen erneut betrachten, um zum Knoten aus
L(u) zu springen.
Die Datenstrukturen von MDFS, die diese Spru¨nge koordinieren, sind die D-Mengen.
Bei diesen handelt es sich wie bei der Blu¨tenverwaltung in MBFS um Union-Find-
Mengensysteme. Entsprechend ko¨nnen wir an diesen Stellen wieder Aufrufe der Funktion
SUGGEST’ einsetzen, wie wir sie fu¨r MBFS entwickelt haben.
Vier der besonderen Eigenschaften von MDFS mu¨ssen wir dabei beru¨cksichtigen:
1. Ein Knoten, dessen Symmetriepartner bereits auf dem Stapel liegt, darf nicht eben-
falls hinzugefu¨gt werden (Stelle A).
2. Wenn man bei der Vorwa¨rtssuche eine identifizierte Blu¨te von außen erreicht, wird
deren Basis auf den Stapel gelegt (Stelle A).
3. Die von MBFS u¨bergebenen Cliquen mu¨ssen beru¨cksichtigt werden (Stelle A).
4. Wenn man bei der Ru¨ckwa¨rtssuche eine identifizierte Blu¨te erreicht, wird die Su-
che unmittelbar an deren Basis fortgesetzt oder die erweiterbaren Kanten mu¨ssen
betrachtet werden. (Stellen B und C).
Punkt 1 la¨ßt sich wie folgt realisieren: Sobald ein Knoten [u,X] auf den Stapel gelegt
wird, wird sein Symmetriepartner [u, X¯] deaktiviert. Sobald [u,X] vom Stapel genom-
men wird, wird [u, X¯] wieder reaktiviert. Da dies pro Knoten nur einmal passieren kann
und zum Deaktivieren und Aktivieren eine Knotens nur die zu ihm inzidenten Cliquen
betroffen sind, erho¨ht dies die Laufzeit nur um einen weiteren Summanden von ho¨chstens
O(m⋆).
Punkt 2 beno¨tigt eine effiziente Verwaltung der Blu¨ten. Zudem du¨rfen wir nur zu solchen
Basen springen, von denen aus noch neue Knoten erreicht werden ko¨nnen. Dies kann in
a¨hnlicher Weise wie bei MBFS durch eine ¨Ubertragung des Union-Find-Problems auf
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einzelne Cliquen realisiert werden: Auf normalen Kanten, einschließlich solcher, die we-
genL′-Werten erweiterbare Kanten erzeugen, verwenden wir MDFS wie in Kapitel 4.2.472
beschrieben.
Treffen wir auf eine Clique, so wollen wir nur noch zu denjenigen Knoten u¨bergehen,
deren L und L′ Werte noch leer sind (d.h unbesuchten Knoten) und zu solchen, deren L
bzw. L′ Knoten bei der momentanen Suche noch nicht angetroffen wurden.
Hierzu ersetzen wir auf den Antwortseiten der Cliquen die Knoten durch Mengen und
beginnen auch hier mit den Mengen, die jeweils genau einen Knoten der Antwortseite
enthalten. Stellen wir fest, dass zwei Mengen Teilmengen der gleichen D-Menge sind,
oder fassen wir bei Ru¨ckwa¨rtssuchen Mengen zusammen, so behalten wir pro D-Menge
wieder zwei Repra¨sentanten (vgl. z.B. Abb. 4.2198).
Im Gegensatz zu MBFS sind wir damit aber noch nicht fertig, da wir noch die erweiterba-
ren Kanten verwalten mu¨ssen, um Blu¨ten spa¨ter auch ru¨ckwa¨rts durchqueren zu ko¨nnen.
Da es mo¨glich wa¨re, dass es Ω(n2) erweiterbare Kanten gibt, deren “auslo¨sende” Kan-
ten in einer Clique zusammengefaßt waren (vgl. Abb. 4.22), mu¨ssen diese nun ebenfalls
anders verwaltet werden. Hierzu vera¨ndern wir die Konstruktion der erweiterbaren Kan-
Abbildung 4.22: Quadratische Zahl erweiterbarer Kanten
ten: Beim MDFS zeigen die erweiterbaren Kanten von der Basis der Blu¨te zu demjenigen
Knoten, von dem aus die Blu¨te von außen erreicht wurde. Dies hat den Vorteil, dass ein
alternierender Pfad diese Kanten problemlos passieren kann, da die Kante aus der Blu¨te
heraus stets eine freie Kante ist und die erweiterbare Kante daher korrekt gerichtet ein-
gefu¨gt werden kann (vgl. Abb. 4.23 linkes Bild).
Um die Zahl der erweiterbaren Kanten gering zu halten und stattdessen die bereits in kom-
primierter Form vorliegenden Kanten nutzen zu ko¨nnen, “verku¨rzen” wir die erweiterba-
ren Kanten nun so, dass sie von der Basis aus nicht mehr auf den ersten Knoten außerhalb
der Blu¨te zeigen, sondern auf den letzten Knoten innerhalb (vgl. Abb. 4.23 rechtes Bild).
Des weiteren fu¨gen wir pro Menge auf der Antwortseite der Clique nur einmal eine er-
weiterbare Kante ein. Dies ist hinreichend dafu¨r, dass bei der Ru¨ckwa¨rtssuche alle Knoten
auf der Anfrageseite beru¨cksichtigt werden und stellt sicher, dass die Gesamtzahl ein-
gefu¨gter erweiterbarer Kanten durch die Gesamtgro¨ße der Cliquenzerlegung beschra¨nkt
bleibt.
Die Kante vom Knoten außerhalb der Blu¨te zu diesem Knoten wird neu in die E-Menge
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Abbildung 4.23: ¨Anderung der erweiterbaren Kanten
eingefu¨gt.
Dafu¨r mu¨ssen wir beim Verfolgen einer erweiterbaren Kante einen Sprung machen, bei
dem wir von einem Knoten [u,A] zu einem Knoten [v, A] springen, obwohl es normaler-
weise zwischen diesen keine Kante geben kann. Am Ziel setzen wir die Ru¨ckwa¨rtssuche
dann wie unter Punkt 4 beschrieben fort.
Fu¨r die spa¨tere Kostenermittlung assoziieren wir zu der erweiterbaren Kante denjenigen
SUGGEST’-Aufruf, deren Betrachtung das Einsetzen der erweiterbaren Kante ausgelo¨st
hat.
Punkt 3 wird analog zum unbeschleunigten MDFS so behandelt, dass die MBFS-Blu¨ten,
wenn sie von außen erreicht werden, genauso behandelt werden, wie von MDFS selbst
gefundene Blu¨ten. Insbesondere werden bei einer Vorwa¨rtssuche von einer Clique aus
Ausga¨nge, die auf die gleiche MBFS-Blu¨te zeigen, vereinigt. Erweiterbare Kanten wer-
den entsprechend eingefu¨gt.
Bei Punkt 4 mu¨ssen die benutzen Kanten ru¨ckwa¨rts verfolgt werden, um die D-Mengen
zu bestimmen. D.h. wir verfolgen die Cliquen ru¨ckwa¨rts und vertauschen Anfrage- und
Antwortseiten. Da wieder Unterblu¨ten u¨bersprungen werden mu¨ssen, werden nun die ehe-
maligen Anfrageseiten als UNION-FIND-Problem behandelt.
Im Gegensatz zu MBFS konnten bei MDFS fu¨r diese Ru¨ckwa¨rtssuche keine Teilcliquen
in den urspru¨nglichen Cliquen identifiziert werden. Wir werden aber sehen, dass die Tat-
sache, dass alle Kanten auf einem ku¨rzesten Pfad liegen, dafu¨r sorgt, dass die von MBFS
vorgegebenen Cliquen ohnehin nicht weiter zerlegt werden mu¨ssen.
Zudem verwendet MDFS fu¨r die Ru¨ckwa¨rtssuche die Kantenlisten E und R, um die wir
uns in besonderer Weise ku¨mmern mu¨ssen.
Die im Algorithmus von Blum [1] fu¨r diese Ru¨ckwa¨rtssuche verwendeten Kantenlisten E
und R (vgl. 4.2.472) werden in jedem Schritt des Algorithmus vera¨ndert. Selbst wenn man
die Zahl der tatsa¨chlichen Kantenoperationen durch Zusammenfassen von Cliquen verrin-
gern kann, so bleibt doch die Zahl der Operationen auf diesen Kantenlisten unvera¨ndert.
Dies wu¨rde eine Laufzeit in der Gro¨ßenordnung von Ω(m) implizieren.
Ziel der folgenden Lemmata ist daher zu zeigen, dass auf eine explizite Verwaltung die-
ser Listen verzichtet werden kann. Wir werden zeigen, dass unser Vorgehen dennoch alle
Schritte ausfu¨hrt, die bei Verwendung der Listen aufgetreten wa¨ren. Somit bleibt die Kor-
rektheit des Algorithmus unangetastet.
Beobachtung 4.27 Alle Operationen bei der Vorwa¨rtssuche von MDFS, bei denen kein
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neuer Knoten auf den Stack gelegt wird, vera¨ndern lediglich die D−, E− oder R-
Mengen.
Zuna¨chst zeigen wir, dass man auf die E- und R-Mengen vollsta¨ndig verzichten kann.
Danach demonstrieren wir, wie man die D-Mengen analog zur Blu¨ten-Verwaltung von
MBFS handhaben kann.
Lemma 4.28 Es ist mo¨glich, mit einem zusa¨tzlichen Aufwand von O(n) zusa¨tzlichen
Operationen auf die E-Mengen zu verzichten.
Beweis:
Zuna¨chst geben wir eine Charakterisierung der E Kanten, die die Baum- und Ru¨ckwa¨rts-
kanten einschließt und auf den Zeitpunkt beschra¨nkt ist, zu dem die E-Kanten fu¨r die
Ru¨ckwa¨rtssuche beno¨tigt werden.
Lemma 4.29 ([v,B], [q, A]) ist bei MDFS zu dem Zeitpunkt, wenn [q, A] vom Stapel ge-
nommen wird, in E[q,A], falls
1. [v,B] bereits den Stapel verlassen hat,
2. ([v,B], [q, A]) keine Baumkante ist
3. und ([v,B], [q, A]) keine Erzeugung einer erweiterbaren Kante ausgelo¨st hat.
Beweis: Die Bedingung ist hinreichend: Fu¨r alle Knoten [v,B], die bereits
den Stapel verlassen haben, wurde ([v,B], [q, A]) schon betrachtet, da al-
le von [v,B] ausgehenden Kanten betrachtet wurden. Außer Baum- und
Ru¨ckwa¨rtskanten und Kanten, die erweiterbare Kanten erzeugt haben, wur-
den alle Kanten in die E-Mengen der inzidenten Knoten aufgenommen, also
auch in E[q, A]. Da [q, A] auf dem Stapel gelegen hat, kann es sich bei keiner
dieser Kanten um schwache Ru¨ckwa¨rtskanten handeln.
Die Bedingung ist notwendig: Von Kanten, die noch nie auf dem Stapel la-
gen, ko¨nnen keine Kanten ausgehen, die zu einer E-Menge geho¨ren, da diese
Kanten nie betrachtet wurden.
Es mu¨ssen also nur noch die Knoten betrachtet werden, die momentan auf
dem Stapel liegen. Die von ihnen ausgehenden Kanten wurden ggf. teilweise
betrachtet. Es ko¨nnte also noch nicht betrachtete Kanten geben, die von ande-
ren, weiter unten auf dem Stapel liegenden Knoten ausgehen. Diese Kanten
wu¨rden aber einen ku¨rzeren Weg zum momentanen Knoten erlauben und sind
daher wegen der Korrektheit von MBFS unmo¨glich.

In unserer modifizierten Form des MDFS beno¨tigen wir neben den Kanten aus den E-
Mengen zudem auch die Kanten, die das Einfu¨gen einer erweiterbaren Kante bewirkt
haben, da wir die erweiterbaren Kanten wie Kanten der E-Mengen handhaben.
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Betrachtet man also jede Kante, die Bedingung 1 erfu¨llt, als mo¨gliche E-Kante und stellt
erst durch nachtra¨gliches Untersuchen fest, dass es sich doch um eine Baumkante handelt,
so kann man auf diese Weise pro Baumkante nur einen Fehlversuch erhalten. Die Anzahl
der Baumkanten und somit die dieser Fehlversuche ist aber durch O(n) beschra¨nkt.
Als na¨chstes geben wir eine analoge Charakterisierung der R-Kanten.
Lemma 4.30 Zu dem Zeitpunkt, zu dem ein Knoten [u,B] vom Stapel entfernt und Knoten
[u,A] noch nicht auf den Stapel gelegt wurde, sind alle Kanten, die [u,A] von Knoten
[v,B] aus erreichen, die nach [u,B] auf den Stapel gelegt wurden, in R[u,A].
Beweis: Alle Kanten zu diesem Zeitpunkt bereits betrachteten Kanten, die zu
[u,A] fu¨hren, mu¨ssen schwache Ru¨ckwa¨rtskanten sein, da anderenfalls [u,A]
bereits auf den Stapel gelegt worden wa¨re. Alle Knoten, die nach [u,B] auf
den Stapel gelegt wurden, sind bereits vollsta¨ndig abgearbeitet. Kanten, die
von Knoten ausgehen, die noch nie betrachtet wurden, sind nach Definition
nicht in R-Mengen. Es verbleiben also nur noch Kanten von noch auf dem
Stapel befindlichen, aber noch nicht vo¨llig abgearbeiteten Knoten. Da diese
sich unterhalb von [u,B] auf dem Stapel befinden, ko¨nnen Kanten von diesen
zu [u,A] noch nicht betrachtet worden sein, da [u,A] ansonsten auf den Stapel
gelegt worden wa¨re. 
Korollar 4.31 Zu dem Zeitpunkt, zu dem ein Knoten [u,B] vom Stapel entfernt wurde
und Knoten [u,A] noch nicht auf den Stapel gelegt wurde, sind genau die Kanten, die
[u,A] von Knoten [v,B] aus erreichen, die den Stapel bereits verlassen haben, in R[u,A].
Beweis: Da [u,B] vom Stapel genommen wird, mu¨ssen alle Knoten, die nach
[u,B] auf den Stapel gelegt wurden, diesen bereits verlassen haben. Anderer-
seits kann [u,A] nicht von vom Stapel genommenen Knoten aus erreichbar
sein, die vor [u,B] auf den Stapel gelegt wurden, da diese bereits vollsta¨ndig
gescannt wurden und daher [u,A] selbst ha¨tte auf den Stapel gelegt werden
mu¨ssen. Die Argumentation zu auf dem Stapel befindlichen Knoten ist die
gleiche wie im vorangegangenen Lemma. 
Mittels dieser ¨Uberlegungen ist es also mo¨glich, die durch die E und R- Datenstrukturen
erfassen Kanten nachtra¨glich zu bestimmen und somit auf eine besta¨ndige Aktualisierung
dieser Mengen wa¨hrend der Ausfu¨hrung des Algorithmus zu verzichten. L4.28
Wir verwenden fu¨r die “simulierte” Verwaltung der E und R Mengen eine Kopie der
komprimierten Version des Graphen GCB . Diese Kopie markieren wir in Algorithmus 18113
mit dem Index E. Alle Knoten beginnen in deaktiviertem Zustand.
Sobald ein Knoten vom Stapel genommen wird, wird er in diesem komprimierten Gra-
phen aktiviert. Dies ist gema¨ß Lemma 4.28 und Korollar 4.31 hinreichend, damit genau
die Knoten, die von Lemma 4.29 erfaßt werden, zu dem Zeitpunkt aktiviert sind, an dem
sie fu¨r die Ru¨ckwa¨rtssuche u¨ber die E- und R-Kanten beno¨tigt werden. SUGGEST’ wird
ho¨chstens n Baumkanten irrtu¨mlich als E-Kanten vorschlagen, die mit eben diesem Zeit-
aufwand erkannt werden ko¨nnen.
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Nun mu¨ssen wir noch auf die erweiterbaren Kanten eingehen. Bei normalem MBFS konn-
ten erweiterbare Kanten wie normale Kanten in derE-Menge benutzt werden. Dies ist nun
nicht mehr mo¨glich.
Erreichen wir die Basis einer Blu¨te wa¨hrend der Ru¨ckwa¨rtssuche u¨ber die Matchingkante,
so springen wir nach und nach zu den Knoten, auf die die erweiterbaren Kanten zeigen.
Hier folgen wir dann wieder den Kanten aus den jeweiligen E-Mengen. Dies ist mo¨glich,
da die entsprechenden Kanten in den E Mengen nun auch zu den Knoten fu¨hren, von
denen aus ein Sprung durchgefu¨hrt wurde. Der Ru¨ckweg u¨ber eine erweiterbare Kante im
Sinne des urspru¨nglichen MDFS wurde also in zwei Schritte aufgeteilt. Auf diese Wei-
se werden aber immer noch alle Knoten identifiziert, die in die entsprechende D-Menge
eingefu¨gt werden mu¨ssen.
Die notwendigen Modifikationen an MDFS beschreibt Algorithmus 781. Dass dies genu¨gt
um die Laufzeitschranke einzuhalten, zeigen wir in Lemma 4.34109.
In der Rekonstruktionsphase kann auf eine Beschleunigung verzichtet werden, da alle
Operationen entweder mit den n Kanten des MDFS Baumes und den ho¨chstens n Basen
von Blu¨ten arbeiten. Die Wege durch MBFS-Blu¨ten ko¨nnen anhand der von MBFS u¨ber-
gebenen Zeiger rekonstruiert werden.
Die Korrektheit dieses Vorgehens ergibt sich daraus, dass der Ablauf von MDFS nicht
vera¨ndert wird, so dass sich die Korrektheitsbeweise aus [1] unmittelbar u¨bertragen. Dass
die Laufzeitschranke eingehalten wird, zeigen wir in Lemma 4.33.
4.5.3 Laufzeitanalyse
Die durch MBFS u¨bergebenen Blu¨ten verhalten sich bezu¨glich der Analyse wie von
MDFS selbst bestimmte, so dass wir sie in dieser Analyse nicht gesondert beru¨cksich-
tigen mu¨ssen.
Lemma 4.32 Die Zahl der Operationen bei allen MDFS-Vorwa¨rtssuchen einer Phase ist
durch O(m∗) beschra¨nkt.
Beweis: Mit Ausnahme der Deaktivierung der jeweiligen Symmetriepartner und mit Aus-
nahme der Fa¨lle, in denen eine Blu¨te u¨bersprungen werden muss, verha¨lt sich MDFS
wie DFS. Die Aktivierung und Deaktivierung als Symmetriepartner findet pro Knoten
ho¨chstens einmal statt und ist somit durch die Gesamtgro¨ße der Cliquenzerlegung be-
schra¨nkt.
Die Analyse des ¨Uberspringens von Unterblu¨ten ist a¨hnlich zu der Analyse bei der
Ru¨ckwa¨rtssuche von MBFS:
Lemma 4.33 Die zum Durchqueren einer Clique beno¨tigten Operationen lassen sich
durch die Zahl der Ein- und Ausgangsknoten der entsprechenden Clique beschra¨nken.
Beweis: Bei einem Aufruf von SUGGEST’(b) im Rahmen der Vorwa¨rtssuche
ko¨nnen folgende fu¨nf Fa¨lle eintreten:
1. Die momentan betrachtete Nachbarschaftsliste ist abgearbeitet.
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2. Die na¨chste Menge in der Nachbarschaftsliste hat als einzigen Re-
pra¨sentanten den Matchingpartner von b.
3. Die na¨chste Menge in der Nachbarschaftsliste ist γ(b).
4. γ(b) erha¨lt erstmals einen Wert.
5. Die na¨chste Menge in der Nachbarschaftsliste ist ungleich γ(b).
Die ersten vier Fa¨lle ko¨nnen nur einmal pro Knoten auf der Anfrageseite vor-
kommen. Diese Kosten werden dem Anfrageknoten zugerechnet.
Treffen wir auf eine andere Menge, so findet in jedem Fall eine UNION-
Operation statt. Die Zahl dieser Operationen ist durch die Zahl der dazu zur
Verfu¨gung stehenden Mengen begrenzt. Diese entspricht aber der Zahl der
Anfrage- und Antwortknoten: In den Fa¨llen, in denen die Eingangsknoten
bereits einen nichtleeren L oder L′ Wert gehabt ha¨tten, wa¨re der Sprung be-
reits von diesem Knoten aus ausgefu¨hrt worden. Daher ko¨nnen keine weiteren
D-Mengen in das Mengensystem der Clique aufgenommen werden. 
Die Kosten fu¨r das Einfu¨gen einer erweiterbaren Kante ordnen wir dem SUGGEST’-
Aufruf zu, die dieses Einfu¨gen bewirkt hat. Da nur SUGGEST’-Aufrufe, bei denen eine
UNION-Operation durchgefu¨hrt wird, erweiterbare Kanten erzeugen ko¨nnen, ist der Auf-
wand hierfu¨r durch die Zahl der Knoten der Cliquen abscha¨tzbar. Erweiterbare Kanten
selbst ko¨nnen keine weiteren erweiterbaren Kanten erzeugen, da sie bei der Vorwa¨rts-
suche nicht benutzt werden. Summieren u¨ber alle Cliquen liefert damit das gewu¨nschte
Ergebnis. L4.32
Lemma 4.34 Alle Ru¨ckwa¨rtssuchen einer Phase ko¨nnen in O(m∗) durchgefu¨hrt werden.
Beweis: Solange keine erweiterbaren Kanten besucht oder Blu¨ten u¨bersprun-
gen werden, entspricht die Ru¨ckwa¨rtssuche einer normalen algorithmischen
Suche und die Beschleunigung funktioniert entsprechend. Das ¨Uberspringen
von Blu¨ten zur Wurzel hin entspricht dem gleichen Vorgang bei MBFS und
bei der Vorwa¨rtssuche bei MDFS. Die Analyse ist daher identisch.
Treffen wir auf einen Knoten, von dem erweiterbare Kanten ausgehen, also
auf die Basis einer Blu¨te, springen wir zu dem Knoten, auf den diese Kante
zeigt. Die Kosten fu¨r den Sprung weisen wir wiederum dem SUGGEST’-
Aufruf zu, die die erweiterte Kante erzeugt hat. Bei einem SUGGEST’-
Aufruf, der eine erweiterbare Kante bewirkt, muss auf jeden Fall eine
UNION-Operation stattgefunden haben. Die Zahl der UNION-Operationen
ist aber durch die Gesamtzahl aller Knoten in Cliquen und damit durch die
Gesamtgro¨ße der Cliquenzerlegung beschra¨nkt. 
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4.6 Gesamtergebnis
Durch Kombination der beschleunigten Versionen von MBFS und MDFS und deren Ver-
wendung in einem Algorithmus gema¨ß dem Satz von Hopcroft und Karp [21] - wie von
Blum [1] beschrieben - erha¨lt man somit den
Satz 4.35 Bei der Anwendung des Graphenkompressionsverfahrens nach Feder und Mot-
wani [11] auf den Algorithmus von Blum[1][2] kann auch unter Verzicht auf eine symme-
trische Kompression ein maximales Matching in einem Graphen in Zeit O(√nm log 2n
2
m
log n
)
gefunden werden.
4.6. GESAMTERGEBNIS 111
Algorithmus 16 ¨Anderung der SUGGEST Routine zur Anpassung an das Union-Find-
Problem
1: procedure SUGGEST′(b)
2: if~b = Ende(Kab ) then
3: Ru¨ckgabe: undefiniert
4: else
5: if~b zeigt auf eine Clique C then
6: if~bC zeigt nicht auf einen Knoten in C then
7: ~bC := Anfang von AaC
8: end if
9: if~bC = Ende(AaC) then
10: ~b := next(~b)
11: goto 2
12: end if
13: if γ(b, C) undefiniert then
14: γ(b, C) := FINDMC (~bC)
15: Ru¨ckgabewert := ~bC
16: ~bC := next(~bC)
17: Exit
18: else
19: x := FINDMC (γ(b, C)) ⊲ Zu welcher Menge geho¨rt der
Ausgangsknoten
20: y := FINDMC (~bC)
21: if y 6= x then
22: x := UNIONMC (x, y)
23: Ru¨ckgabewert := ~bC
24: ~bC := next(~bC)
25: if x hat schon zwei Repra¨sentanten in MC then
26: verschiebe~bC aus AaC nach AdC .
27: else
28: ~bC wird neuer Repra¨sentant von X in MC .
29: end if
30: Exit
31: else
32: if x hat schon zwei Repra¨sentanten in MC then
33: verschiebe~bC aus AaC nach AdC .
34: else
35: ~bC wird neuer Repra¨sentant von X in MC .
36: end if
37: ~bC := next(~bC)
38: goto 2
39: end if
40: end if
41: else ⊲ nicht von der Kompression betroffen → keine Modifikation
42: Ru¨ckgabewert := Knoten am anderen Ende der Kante
43: ~b := next(~b)
44: Exit
45: end if
46: end if
47: end procedure
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Algorithmus 17 DDFS nach [40] angepasst an [2] mit Kompression
1: Vertausche bei den von der Vorwa¨rtssuche u¨bergebenen Cliquen Anfrage- und Antwortseite.
2: for all [v, Z] ∈ L(l) do
3: while [w, Z¯] := SUGGEST′R([v, Z]) definiert do
4: if ([v, Z], [w, Z¯]) ist eine normale Kante then
5: EK := EK ∪ {([v, Z], [w, Z¯])}
6: else ⊲ Sei C die Clique, die ([v, Z], [w, Z¯]) entha¨lt
7: CEL(l) := CEL(l) ∪ {[v, Z]}
8: CAL(l) := CAL(l) ∪ {[w, Z¯]}
9: end if
10: Kl := [v, Z]; Kr := [w,Z]
11: UNIONM (FIND(Kr), FIND(Kl))
12: barrier:=[w,Z]
13: while not (l(K¯l) = 0 or l(K¯R) = 0) do ⊲ sonst echter augmentierender Pfad. vgl. [40]
14: while (l(K¯l) ≥ l(K¯r)) do ⊲ Lloop
15: markiere Kl als L und besucht
16: fu¨ge K¯l in Level l([v, Z])+l([w,Z])−l(Kl) ein.
17: while (u := SUGGEST′R(Kl)) definiert do
18: u :=B(FIND(u)); UNION(FIND(Kl), u) ⊲ bereits bestimmte Blu¨ten u¨berspringen
19: if MinB(u) undefiniert then ⊲ Blu¨ten fu¨r MDFS speichern
20: MinB(u) :=FIND(Kl)
21: end if
22: if u = Kr then ⊲ Kl und Kr wu¨rden identisch
23: Kr := p(K¯R); p(u¯) = K¯l; Kl := u
24: goto 34
25: else if u nicht besucht then ⊲ normaler Suchschritt
26: p(u¯) := K¯l; Kl := u
27: end if
28: end while
29: if Kl = [v, Z] then ⊲ Basis gefunden, immer vom Typ [X,A]
30: B(FIND(Kr)) := Kr
31: HALT
32: end if
33: end while
34: while l(K¯r) > l(K¯l) do ⊲ Rloop
35: markiere Kr als R und besucht
36: fu¨ge K¯l in Level l([v, Z])+l([w,Z])−l(Kl) ein.
37: while (u := SUGGEST′R(Kr)) definiert do
38: u := B(FIND(u));UNION(FIND(Kr), u) ⊲ Blu¨ten u¨berspringen
39: if MinB(u) undefiniert then
40: MinB(u) :=FIND(Kr)
41: end if
42: if u noch nicht besucht then ⊲ normaler Suchschritt
43: p(u¯) := K¯r; Kr := u
44: goto 34
45: end if
46: end while
47: if Kr 6= barrier then
48: Kr = p(K¯r) ⊲ Backtrack-Schritt bezu¨gl. Kr
49: else
50: barrier:=Kl
51: Kr := Kl ⊲ Der rechte Kopf darf den Knoten verwenden
52: Kl := p(K¯l) ⊲ der linke Kopf sucht einen anderen Weg
53: goto 14
54: end if
55: end while
56: end while
57: end while
58: end for
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Algorithmus 18 MDFS nach [1] mit Kompression
1: procedure SEARCH
2: if TOP(K) = t then
3: Rekonstruiere den gefundenen s-t-Pfad
4: else
5: markiere TOP(K) als “gepushed”
6: DEACTIVATED(TOP(K)); DEACTIVATED(TOP(K))
7: while [w, Y ] := SUGGEST ′D(TOP(K)) definiert do ⊲ Vorwa¨rtssuche
8: if Y = B then
9: PUSH([w,B])
10: SEARCH
11: else
12: if [w,A] ist als “gepushed” markiert then
13: if L[w,A] 6= ∅ then
14: Ersetzte TOP(K) durch (TOP(K), [w,A]),TOP(K)
15: PUSH(L[w,A])
16: Erzeuge die erweiterbare Kante (L[w,A], [w,A]).
17: L′[w,A] := L[w,A]
18: L[w,A] := ∅
19: SEARCH
20: else
21: if L′[w,A] 6= ∅ then
22: Erzeuge die erweiterbare Kante (L′[w,A], [w,A])
23: end if
24: end if
25: else
26: if [B(MinB([w,A])), B] 6∈ K then ⊲ MBFS Blu¨ten u¨berspringen
27: Ersetzte TOP(K) durch (TOP(K), [w,A]),TOP(K)
28: Erzeuge die erweiterb. Kante ([B(MinB([w,A])), A], [w,A])
29: PUSH([B(MinB([w,A])), A])
30: else
31: PUSH([w,A])
32: end if
33: SEARCH
34: end if
35: end if
36: end while
37: [v,X] := TOP(K)
38: BLFIND([v,X])
39: if TOP(K) war noch nicht auf dem Stapel then
40: ACTIVATED(TOP(K))
41: end if
42: ACTIVATEE(TOP(K))
43: POP
44: end if
45: end procedure
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Algorithmus 19 Levelbestimmung in Blu¨ten mit Kompression
1: procedure BLFIND’([v,X])
2: if X = B und [v, A] ist nicht als “gepushed” markiert then
3: Lact := [v, A]
4: DLact := ∅
5: Ldef := ∅
6: while [q, B] := SUGGEST′E[v, A] definiert do
7: CONSTRL(([q, B], [v, a]), [v,B])
8: end while
9: while Ldef 6= ∅ do
10: Wa¨hle [k,A] ∈ Ldef
11: Ldef := Ldef\{[k,A]}
12: while [q, B] := SUGGEST′E[k,A] definiert do
13: CONSTRL(([q, B], [k, a]), [v,B])
14: end while
15: end while
16: end if
17: end procedure
Algorithmus 20 Subroutine CONSTRL nach [1] mit Kompression
1: procedure CONSTRL(([q, B], [u,A]), [x,B])
2: Pact := ([q, B], [u,A])
3: [z,B] := [q, B]
4: while [x,B] wurde nicht erreicht do
5: [y,A] := [z,B]
6: for all [y,A] auf dem Pfad ru¨ckwa¨rts von [z,B] nach L ∪ {[x,B]} do
7: DLact := DLact ∪ {[y,A]}
8: L := L ∪ {[y,A]}
9: P[y,A] := Pact
10: Ldef := Ldef ∪ {[y,A]})
11: for all erweiterbaren Kanten ([y,A], [h,A]) do
12: Ldef := Ldef ∪ {[h,A]})
13: end for
14: end for
15: if [y,A] ∈ L then
16: UNIONE(DLact , D[r,A])
17: UNIOND(DLact , D[r,A])
18: [z,B] := [r, B]
19: end if
20: end while
21: end procedure
Kapitel 5
Anmerkungen und Erweiterungen
5.1 Realisierung der Union-Find Algorithmen
Sowohl beim Algorithmus von Blum [2] als auch bei dem von Micaeli und Vazirani [30]
wird angegeben, daß das Union-Find Problem in O(m + n) lo¨sbar sei, wobei hier m
die Zahl der Such- und n die Zahl der Vereinigungsschritte meint. In beiden Fa¨llen baut
dies auf dem “incremental tree union”-Algorithmus von Gabov und Tarjan [20] auf. Bei
diesem wird ein Maschinenmodell vorausgesetzt, das es unterstu¨tzt, Operanden der La¨nge
log log n in konstanter Zeit zu verarbeiten. Verwendet man dieses Modell nicht, gelten
wieder die Zeitschranken fu¨r das Zeiger-Modell und die Algorithmen fu¨r das UNION-
FIND-Problem verlangsamen sich auf O((m+ n) ∗ (A−1(m,n))), wobei A−1(m,n) die
inverse Ackermannfunktion bezeichnet (vgl. z.B. [38]).
5.2 Beschleunigung von MBFS durch explizite Kompres-
sion
Das Hauptproblem bei der ¨Ubertragung der Graphenkompression auf den nichtbipartiten
Fall ergibt sich aus der Tatsache, dass mehrere Pfade den Ersatzgraphen passieren ko¨nnen
mu¨ssen. Dieses Problem tritt bei reinem MBFS nicht auf. Hier kommt es lediglich auf die
Existenz eines Pfades an, so dass die Betrachtung mehrerer Pfade gar nicht notwendig ist.
Naheliegend wa¨re es also, den Graphen aus Abbildung 5.1 Bild b) fu¨r die Clique aus Bild
a) einzusetzen. Diese eine eingefu¨gte Matchingkante wu¨rde es einem augmentierenden
Pfad erlauben, die Clique zu durchqueren.
Diese Ersetzung durch einen einzelnen Stern genu¨gt aber nicht: Wie Abbildung 5.2 zeigt,
kann auf diese Weise ein augmentierender Pfad zersto¨rt werden, da eine neue Blu¨te ent-
steht.
Ein ku¨rzester augmentierender Pfad muss eine solche Clique also zweimal passieren
ko¨nnen. Entsprechend verwendet man den Graphen aus Abbildung 5.1 Bild c) als Substi-
tutionsgraphen fu¨r eine jeweilige Clique.
Voraussetzung hierbei ist - wie bei der Verwendung von CMA-Graphen auf Basis von
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c)a) b)
Abbildung 5.1: Cliquenersetzung bei expliziter Kompression fu¨r BFS
a) b) c)
Abbildung 5.2: Ku¨nstliche Blu¨te
Superkonzentratoren - dass symmetrische Kompression vorliegt, so dass wiederum echte
Bicliquen im nichtbipartiten Graphen identifiziert werden mu¨ssen.
Damit alle Pfade bei dieser Ersetzung gleichma¨ßig verla¨ngert werden, werden einzelne
Kanten als (1, 1) Cliquen behandelt. Einzelne Kanten werden also durch einen Pfad der
La¨nge 3 aus zwei freien Kanten und einer Matchingkante ersetzt, so dass sich jeder streng
einfache Pfad im Graphen um das Dreifache verla¨ngert.
Auch hier kann bei der Kompression auf Matchingkanten keine Ru¨cksicht genommen
werden, da eine ha¨ufigere Anwendung des Kompressionsalgorithmus zuviel Zeit in An-
spruch nehmen wu¨rde. Die Matchingkanten mu¨ssen also wieder nachtra¨glich beru¨cksich-
tigt werden. Waren im Ausgangsgraphen die Knoten a und b gematcht, so fu¨hrt man nun
zusa¨tzlich einen Pfad der La¨nge 3 zwischen diesen ein, wobei die beiden a¨ußeren Kanten
als gematcht markiert werden. Somit werden diese Kanten ebenfalls durch einen dreifach
la¨ngeren Pfad ersetzt. Wir bezeichnen den Graphen, der durch diese Ersetzungen aus dem
urspru¨nglichen Graphen G hervorgeht, mit G′.
Abb. 5.3 gibt ein Beispiel fu¨r die somit durchgefu¨hrte Transformation.
Abbildung 5.3: Ersetzung von Kanten und Cliquen
Lemma 5.1 Wenn es in G einen einfachen alternierenden Weg der La¨nge l zwischen zwei
Knoten u und v gibt, so gibt es in G′ einen der La¨nge 3l.
Beweis: Um dieses Lemma zu zeigen, beno¨tigen wir die folgende Beobachtung:
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Beobachtung 5.2 Ein ku¨rzester augmentierender Pfad kann eine Clique nur einmal in
jeder Richtung, d.h. insgesamt ho¨chstens zweimal passieren.
Beweis: Passiert er die Clique zweimal in der gleichen Richtung, so ha¨tte er
beim ersten Durchgang die Clique bereits u¨ber den Knoten verlassen ko¨nnen,
den er beim zweiten Durchgang benutzt hat. Dann ga¨be es aber einen ku¨rze-
ren augmentierenden Pfad. 
Solange der Pfad einfache Kanten benutzt, ko¨nnen diese durch den substituierten Weg
der La¨nge 3 ersetzt werden. Wenn er eine Clique passiert, wird jeweils einer der beiden
Ersatzgraphen traversiert, wobei wiederum eine Kante durch drei ersetzt wird. Da der Pfad
jede Clique nur zweimal traversieren kann, reicht ein Ersatzgraph mit zwei mo¨glichen
Pfaden aus. L5.1
Lemma 5.3 Wenn es in G′ einen alternierenden einfachen Weg der La¨nge 3l zwischen
zwei Knoten gibt, so gibt es in G einen der La¨nge l.
Beweis: Jeder der Pfade der La¨nge 3, die fu¨r eine Kante eingesetzt wurden
hat keinerlei Abzweigung, er muss also von dem einen Knoten der urspru¨ngli-
chen Kante bis zum anderen Knoten durchlaufen werden. Entsprechend kann
dies als ¨Uberqueren eben dieser Kante interpretiert werden.
Dieses Konzept wird nur an einer Stelle durchbrochen, na¨mlich durch die
doppelte Repra¨sentation von Matchingkanten in G′. Ein augmentierender
Pfad, der sowohl den fu¨r die Matchingkante eingesetzten Pfad als auch die
Repra¨sentation dieser Kante im Rahmen der Cliquenersetzung benutzt, kann
nicht nach G zuru¨cku¨bertragen werden.
Der Teilpfad durch die Clique hat aber an beiden Enden freie Kanten. Als
Teilpfad eines alternierenden Pfades mu¨ssten die an beiden Enden jeweils
folgenden Kanten also zum Matching geho¨ren. Dies ist aber nur fu¨r die Kan-
ten des hinzugefu¨gten Pfades der Fall, so dass der einzige alternierende Pfad,
der durch diese Kante fu¨hren kann, ein kurzer Kreis ist, der eben diese Kan-
ten umfasst (vgl. Abb 5.4) und keine freien Knoten entha¨lt.
Abbildung 5.4: Einzig mo¨glicher Pfad durch eine doppelt repra¨sentierte Kante
Eine Verwendung dieser ungu¨ltigen Kanten ist also im Rahmen eines alter-
nierenden Pfades zwischen zwei freien Knoten nicht mo¨glich. 
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Lemma 5.4 Die Levelberechnung durch MBFS kann bei vorliegender symmetrischer
Kompression mit Hilfe der obigen Transformation in Zeit O(m∗) durchgefu¨hrt werden.
Beweis: Die Substitution der Kanten durch Pfade und die Rekonstruktion
der Wege kann O(|E(G′)|) erfolgen.
Wir vergleichen nun die Zahl der Kanten in G′ mit der Zahl der Kanten, die
ein Graph G′′ hat, der aus G bei Substitution der Cliquen durch Sterne - wie
bei Feder und Motwani [11] beschrieben - entsteht. Die Kantenzahl von G′′
liegt entsprechend in O(m∗).
1. Jede Kante, die zu keiner Clique geho¨rt, wurde durch drei Kanten er-
setzt.
2. Jeder Kante, die einen Knoten w mit dem Zentrum eines Sternes ver-
bindet, ko¨nnen wir die zwei Kanten zuordnen, die w in G′ mit den
beiden zentralen Kanten unseres Ersatzgraphen verbinden.
3. Da alle Cliquen, die wir ersetzten, auf beiden Seiten mindestens 2 Kan-
ten haben, ko¨nnen wir die beiden zentralen Kanten unseres Ersatzgra-
phen beliebig zwei anderen Kanten der Clique zuordnen.
Somit kann G′ maximal dreimal soviele Kanten haben wie G′′. Der MBFS
Algorithmus erha¨lt also einen Graphen mitO(3m∗) Kanten und beno¨tigt dar-
auf eine in der Kantenzahl lineare Laufzeit. 
5.3 Verkleinerung der CMA-Graphen
Die Gro¨ße der CMA-Graphen kann durch die folgende Konstruktion weiter verringert
werden:
Definition 5.5 Ein (n, o, k)-Superkonzentrator ist ein gerichteter azyklischer Graph mit
n Einga¨ngen, o < n Ausga¨ngen und ho¨chstens nk Kanten, so dass es fu¨r zwei beliebige
Mengen von r ≤ o Einga¨ngen und r Ausga¨ngen stets r knotendisjunkte Pfade gibt, die
diese paarweise miteinander verbinden.
Proposition 5.6 Ein (n, o, k)-Superkonzentrator kann durch Kombination eines (n, o, k)
Konzentrators mit einem (o, k) Superkonzentrator erstellt werden, indem die o Ausga¨nge
des Konzentrators mit den o Einga¨ngen des Superkonzentrators verbunden werden.
Beweis: Jede Teilmenge der Einga¨nge mit r ≤ o Elementen kann vom Kon-
zentrator u¨ber disjunkte Wege zu r Einga¨ngen des Superkonzentrators ver-
bunden werden. Dieser kann sie dann den korrekten Ausga¨ngen zuordnen.

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Wenn wir annehmen, dass der Konzentrator die Zahl der Kanten um einen Faktor Θ re-
duziert, so muss man, um die n1−δ Einga¨nge bis auf logn
log 2n
2
m
zu reduzieren, entsprechend h
Konzentratoren mit
n1−δΘh =
log n
log 2n
2
m
⇔ h =

 log lognlog 2n2m n1−δ
log Θ


hintereinander verbinden.
Auf diese Weise muss man eine n1−δ logn
log 2n
2
m
Kanten enthaltende Clique nicht mehr durch
einen 88n1−δ großen CMA-Graphen ersetzen, sondern erreicht das Gewu¨nschte bereits
mit ho¨chstens
5n1−δ
h∑
i=0
Θi + 88
log n
log 2n
2
m
Kanten. Dies kann mit der vollsta¨ndigen geometrische Reihe abgescha¨tzt werden:
≤ 5
1−Θn
1−δ + 88
log n
log 2n
2
m
.
Beobachtung 5.7 Ein (n, o, k) Superkonzentrator kann ebenso in einen CMA-Graphen
umgewandelt werden, wie ein (n, k)-Superkonzentrator.
5.4 Suchstrukturen fu¨r Graphen
Die in Kapitel 4.3.185 eingefu¨hrte Idee, die Suche in einem Graphen zu organisieren, in-
dem eine Routine Kanten vorschla¨gt, die betrachtet werden sollen, motiviert die folgende
Definition:
Definition 5.8 Eine Suchstruktur SG fu¨r einen Graphen G = (V,E) ist eine Abbildung
S von der Potenzmenge von V × V nach V × V .
Eine Suchstruktur schla¨gt in Abha¨ngigkeit von den bereits vorgeschlagenen Knotenpaa-
ren ein weiteres Paar zur Fortsetzung der Suche vor.
Definition 5.9 Eine Suchstruktur heißt vollsta¨ndig, wenn S(V ′) fu¨r alle V ′ ( V × V
definiert ist und S(V ′) 6∈ V ′ gilt.
D.h. es mu¨ssen so lange “neue” Paare vorgeschlagen werden, bis alle vorgeschlagen wur-
den.
Eine derartige Struktur kann nur dann sinnvoll eingesetzt werden, wenn zur Lo¨sung
einiger Teilprobleme nicht immer alle Kanten betrachtet werden mu¨ssen. Dies ist im
Matching-Kontext ha¨ufig der Fall.
Es gibt drei Typen von Fehler-Fa¨llen , aufgrund derer ein von der Suchstruktur vorgeschla-
genes Knotenpaar (u, v) nicht zur Fortsetzung algorithmischer Suche verwendet werden
kann:
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1. (u, v) 6∈ E
2. u wurde noch nicht besucht
3. v wurde bereits besucht
Definition 5.10 Eine Suchstruktur fu¨r einen Graphen G = (V,E) heißt (t1, t2, t3) Such-
struktur, wenn die Zahl der Typ i-fehler in O(ti) liegt.
Proposition 5.11 Algorithmische Suche auf einem Graphen G = (V ;E) kann mit einer
(t1, t2, t3)- Suchstruktur in Zeit O(n+ s+
∑3
i=1 ti) durchgefu¨hrt werden; dabei ist s die
Zeit, die zur Verwaltung der Suchstruktur selbst beno¨tigt wird.
Beweis: Die Zahl der Operationen, bei der der Suchbaum vergro¨ßert wird, ist
durch n = |V | beschra¨nkt. Die nicht erfolgreichen Operationen fallen in eine
der oben beschriebenen Fehlerklassen. 
Definition 5.12 Wir sagen, dass eine Suchstruktur effizient ist, wenn s ∈ O(n + t1 +
t2+ t3), d.h. wenn der Aufwand zur Verwaltung der Suchstruktur vom Aufwand der Suche
selbst dominiert wird.
Da die Algorithmen, die wir verwenden, dem BFS oder DFS-Schema folgen, ist durch
diese Verfahren der “Schwanzknoten” der jeweils vorzuschlagenden Kanten eindeutig
gegeben und bereits besucht - entsprechend kann es hier nie Typ 2 Fehler geben.
Wir verwenden daher Suchstrukturen nicht in der obigen funktionalen Schreibweise, son-
dern stattdessen den in Kapitel 4.3.185 beschriebenen abstrakten Datentyp mit den Funk-
tionen SUGGEST, ACTIVATE und DEACTIVATE.
Die folgende Suchstruktur ist eine naheliegende Verallgemeinerung der in Kapitel 4.3.185
vorgestellten Variante: Sei H∗ die transitive Hu¨lle eines azyklischen Graphen H . Dann
la¨ßt sich zu jedem Graphen G mit G ⊂ H∗ in folgender Weise eine (0, 0, f3)-Suchstruktur
fu¨r G gewinnen:
1. Entferne alle Knoten ausH , von denen aus man keinen Knoten inG erreichen kann.
2. Entferne alle Knoten aus H , die nicht von einem Knoten in G erreicht werden
ko¨nnen.
3. Wenn ein Nachbar eines Knotens aus G gesucht wird (SUGGEST), gib nach und
nach alle von diesem Knoten in H aus erreichbaren Knoten in G an.
4. Wenn ein Knoten aus G gefunden oder deaktiviert wurde, lo¨sche alle zu diesem
Knoten fu¨hrenden Kanten.
5. Sobald ein Knoten inH Ausgangsgrad 0 hat, lo¨sche ebenfalls alle zu diesem fu¨hren-
den Kanten.
6. Wenn ein Knoten aktiviert wird, fu¨ge alle Kanten und Knoten hinzu, von denen aus
er erreichbar ist.
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Hierbei nehmen wir an, dass jeder Knoten im Laufe der Suche ho¨chstens einmal aktiviert
bzw. deaktiviert wird.
Definition 5.13 Eine so konstruierte Suchstruktur werden wir als “graphbasiert” be-
zeichnen.
Bemerkung 5.14
1. Es beeintra¨chtigt die Funktionsweise einer graphbasierten Suchstruktur nicht, wenn
ein Knoten u¨ber mehrere verschiedene Wege erreicht werden kann.
2. Sind alle Knoten aus G in H u¨ber Pfade endlicher La¨nge zu erreichen, so ist die Such-
struktur eine effiziente Suchstruktur.
Beobachtung 5.15 Ersetzt man nach dem Verfahren von Feder und Motwani [11] in ei-
nem von Partition B nach Partition A orientierten bipartiten Graphen G Cliquen durch
gerichtete Sterne, so gilt fu¨r den resultierenden Graphen H , dass G ⊂ H∗.
Die aus H auf die oben beschriebene Weise erzeugte Suchstruktur verha¨lt sich genau so,
wie die Suchstruktur aus Kapitel 4.3.185.
Beobachtung 5.16 Es gibt Suchstrukturen, die eine bessere Beschleunigung erreichen,
als das Verfahren von Feder und Motwani [11].
Das einfachste Beispiel ist die “optimale” Suchstruktur: Diese besteht aus einer Abbil-
dung, die jeder Teilmenge S von V eine Kante zuordnet, die u¨ber den Schnitt (S, V \S)
fu¨hrt. In jedem Schritt schla¨gt sie also eine Kante von einem besuchten zu einem noch
nicht besuchten Knoten vor. Den Wechsel zwischen verschiedenen Teilmengen kann man
u¨ber Zeiger in konstanter Zeit realisieren. Dies ist eine (0, 0, 0)-Suchstruktur.
Das explizite Erstellen dieser Abbildung in Form einer Tabelle kostet allerdings Ω(2n)
Schritte, was diese Suchstruktur nur nu¨tzlich werden la¨ßt, wenn man wesentlich mehr
algorithmische Suchen in dem Graphen durchfu¨hrt, als dies im Matching-Kontext not-
wendig ist.
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Teil II
Bipartite Graphen mit zahlreichen
Matchings
123
Kapitel 6
Einleitung
Mit den im vorangegangenen Kapitel beschriebenen Verfahren ko¨nnen Matchings in
nichtbipartiten Graphen genauso schnell gefunden werden, wie dies im bipartiten Fall
mo¨glich war. Beim Versuch noch schnellere Algorithmen zu entwickeln, konzentrieren
wir uns daher wieder auf die bipartiten Graphen, da deren einfachere Struktur (keine sog.
Blu¨ten - vgl. Teil 1) die Komplexita¨t der Aufgabe wesentlich reduziert.
Wir betrachten zuna¨chst einen noch spezielleren Fall, den der sogenannten “regula¨ren”
bipartiten Graphen. Regula¨re Graphen sind Graphen, in denen alle Knoten den gleichen
Grad haben.
Vereinigt man r paarweise disjunkte perfekte Matchings in einem Graphen, so erha¨lt jeder
Knoten des Graphen von jedem Matching genau eine Kante. Es entsteht also ein regula¨rer
Graph, in dem jeder Knoten den Grad r hat. Diese Graphen werden als “r-regula¨r” be-
zeichnet. Umgekehrt kann man zeigen, dass jeder r-regula¨re bipartite Graph ein perfektes
Matching hat (s. Lemma 7.13136), sich sogar stets in r perfekte Matchings zerlegen la¨sst
[32]. Wegen dieses Zusammenhangs spielten die regula¨ren Graphen bei der Entwicklung
von Matching-Algorithmen stets eine Sonderrolle.
Cole, Ost und Schirra [6] ist es 1999 gelungen, einen Algorithmus zum Finden perfekter
Matchings in regula¨ren Graphen zu entwickeln, der nur lineare Laufzeit in der Zahl der
Kanten, also Zeit O(m) beno¨tigt.
Wir wollen nun versuchen, diesen Algorithmus auf weitere Typen von bipartiten Graphen
zu u¨bertragen: Wenn man zu einem r-regula¨ren Graphen weitere Kanten hinzufu¨gt, wer-
den die r bereits enthaltenen Matchings nicht zersto¨rt. Betrachtet man einen Graphen G,
der aus einem regula¨ren Graphen durch das Hinzufu¨gen von Kanten entstanden ist, so bil-
den diese Matchings zusammen einen sogenannten “spannenden” regula¨ren Teilgraphen,
d.h. einen regula¨ren Teilgraphen, der alle Knoten des urspru¨nglichen Graphen entha¨lt.
Damit ist jedes perfekte Matching in einem solchen Teilgraphen automatisch auch ein
perfektes Matching in G.
Ko¨nnte man einen solchen Teilgraphen identifizieren, so ko¨nnte man mit dem Algorith-
mus von Cole, Ost und Schirra [6] in diesem Teilgraphen - und somit in G - ein perfektes
Matching in Linearzeit konstruieren.
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Wir stellen in diesem Teil der Arbeit einen Algorithmus vor, der sich an der eben beschrie-
benen Idee orientiert und auf Graphen mit ausreichend großen regula¨ren Teilgraphen ein
besseres Laufzeitverhalten zeigt als der beste Algorithmus fu¨r den allgemeinen bipartiten
Fall:
Satz 6.1 In einem bipartiten Graphen mit 2n Knoten und m Kanten, der σ3
√
n paarwei-
se disjunkte perfekte Matchings entha¨lt, kann ein perfektes Matching in Zeit O
(√
nm
σ
)
gefunden werden.
Kapitel 7
Beschreibung des Algorithmus
7.1 ¨Ubersicht
Die naheliegendste Idee zur ¨Ubertragung des Algorithmus von Cole, Ost und Schirra fu¨r
regula¨re Graphen [6] auf allgemeinere bipartite Graphen wa¨re, im gegebenen Graphen
einen regula¨ren spannenden Teilgraphen zu suchen. Ein perfektes Matching in diesem
Teilgraphen ko¨nnte in Linearzeit bestimmt werden und wa¨re, da der Teilgraph spannend
ist, auch ein perfektes Matching im urspru¨nglichen Graphen. Leider dauert es mit allen
uns bekannten Verfahren genauso lange, einen solchen Teilgraphen zu finden, wie es dau-
ern wu¨rde, direkt ein Matching zu bestimmen.
Daher mu¨ssen wir mit einer Na¨herungslo¨sung arbeiten. Diese erhalten wir, indem wir
einen eigentlich zu langsamen Algorithmus zum Finden eines solchen Teilgraphen vor-
zeitig abbrechen. Der resultierende Teilgraph H ist somit nicht ganz regula¨r und eventuell
nicht spannend.
Um dennoch den Algorithmus von Cole, Ost und Schirra [6] anwenden zu ko¨nnen,
mu¨ssen wir diesen Teilgraph regula¨r machen. Dies ist innerhalb des Graphen G nicht
einfach mo¨glich. Daher betrachten wir den spannenden Teilgraphen H nun voru¨berge-
hend als eigensta¨ndigen Graphen, in dem ein Matching bestimmt werden soll.
Um diesen nichtregula¨ren Graphen H dennoch regula¨r zu machen, ist es notwendig, zu
H einige Knoten und Kanten hinzuzufu¨gen. Auf diese Weise entsteht ein neuer regula¨rer
Graph R, von dem H nun wieder ein Teilgraph ist.
Bevor wir u¨berlegen, wie diese Vergro¨ßerung vorgenommen wird, betrachten wir kurz die
weitere Verwendung dieses Graphen, da sich daraus die genaue Vorgehensweise bei der
Vergro¨ßerung ergibt:
In dem durch die Vergro¨ßerung von H entstandenen regula¨ren Graphen R kann mit dem
Algorithmus von Cole Ost und Schirra [6] ein MatchingM in Linearzeit bestimmt werden
(vgl. Abb. 7.1).
Das Matching M von R kann nun aber auch Kanten enthalten, die nicht zum Teilgraphen
H von R geho¨ren. Wir ko¨nnen aber nur Kanten aus H in den urspru¨nglichen Graphen G
zuru¨ck u¨bertragen, da nur diese Kanten von R aus G stammen.
Wenn wir das Matching also in den urspru¨nglichen Graphen G zuru¨ck u¨bertragen wol-
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len, so mu¨ssen wir diese falschen Matchingkanten weglassen. Damit bleiben diejenigen
Knoten in H - und somit spa¨ter auch in G - unu¨berdeckt, deren Matchingpartner zu
V (R)\V (H) geho¨ren. D.h. wir mu¨ssen dann nochmals auf anderem Wege, z.B. mittels
augmentierender Pfade, versuchen, das Matching zu vergro¨ßern. Wir mu¨ssen daher dafu¨r
sorgen, dass nur ein geringer Anteil der Kanten, die zu H hinzugefu¨gt werden, um R zu
bilden, in das Matching aufgenommen wird. Wir werden im Folgenden die Kanten, die
zu R aber nicht zu H geho¨ren, als falsche Kanten bezeichnen. Das Ziel unserer weiteren
¨Uberlegungen ist es, die Konstruktion des Graphen R aus dem Graphen H so vorzuneh-
men, dass mo¨glichst wenige der falschen Kanten zu falschen Matchingkanten werden
(vgl. Abb 7.1).
 Teilgraph H
Matching in GMatching in Hperfektes Matching in R
Graph G
mit H als Teilgraph
Regulärer Graph R
Abbildung 7.1: Veranschaulichung der Vorgehensweise
Von den jeweils zu einem Knoten inzidenten Kanten kann jeweils nur eine in ein Matching
aufgenommen werden. Von vielen falschen Kanten, die zum selben Knoten inzident sind,
kann also nur eine einzige eine falsche Matchingkante werden. Die Zahl der mo¨glichen
falschen Matchingkanten ist also begrenzt durch die Zahl der Knoten, zu denen falsche
Kanten inzident sind.
Da alle Knoten in R den gleichen Grad r′ haben sollen, ist die Zahl der Knoten, zu denen
falsche Kanten inzident sind, umso geringer, je mehr Knoten es gibt, zu denen ausschließ-
lich falsche Kanten fu¨hren. Wir fu¨gen also neue Knoten ein, von denen jeder zu r′ falschen
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Kanten inzident ist.
Das garantierbare Verha¨ltnis zwischen falschen Kanten und falschen Matchingkanten ist
somit gleich dem Grad r′ der zusa¨tzlichen Knoten.
Je ho¨her dieser Grad r′ aber sein soll, desto ho¨her muss auch der Grad der Knoten in
dem fast regula¨ren Subgraphen H sein, da nachher alle Knoten den gleichen Grad haben
mu¨ssen. Um den Algorithmus anwenden zu ko¨nnen, muss der Ausgangsgraph also einen
nahezu regula¨ren Teilgraphen von mo¨glichst hohem Grad enthalten.
Um eine erste einfache Formulierung des Sachverhaltes zu ermo¨glichen, verscha¨rfen wir
diese Forderung hier zur Anforderung, dass der Graph sogar einen wirklichen regula¨ren
Teilgraphen von hohem Grad entha¨lt. Dies ist bei bipartiten Graphen genau dann der Fall,
wenn er viele disjunkte perfekte Matchings entha¨lt. Verallgemeinerungen werden wir im
Anschluss betrachten.
Zusammenfassend geht unser Algorithmus wie folgt vor, um ein perfektes Matching in
einem Graphen G zu finden:
1. (Teil 1) Finde einen anna¨hernd regula¨ren und mo¨glichst spannenden Teilgraph H
von G
2. Betrachte H als eigensta¨ndigen Graphen
3. (Teil 2) Erga¨nze H zu einem regula¨ren Graphen R ⊃ H
4. Finde in R ein perfektes Matching M
5. Interpretiere die Kanten aus M , die auch zu H und somit zu G geho¨ren, als Mat-
ching M ′ in G
6. (Teil 3) Vergro¨ßere M ′ zu einem perfekten Matching
Das wichtigste Objekt unserer Betrachtungen in diesem Kapitel wird also der “anna¨hernd
regula¨re” und “mo¨glichst spannende Teilgraph” H sein. Wir mu¨ssen daher exakt fest-
legen, was “anna¨hernd regula¨rer spannender Teilgraph” bedeuten soll. Wir verwenden
hierzu die Zahl der Kanten d, die zusa¨tzlich zu den Knoten inzident sein mu¨ssten, damit
der Teilgraph r-regula¨r und spannend wa¨re:
Definition 7.1 Ein Teilgraph H eines bipartiten Graphen G = (V,E) heißt (r, d)-
regula¨r, wenn er die folgenden zwei Bedingungen erfu¨llt:
δH(v) ≤ r ∀v ∈ V∑
v∈V
(r − δH(v)) ≤ d (7.1)
Hierbei bezeichnet δH(v) den Grad des Knotens v innerhalb des Teilgraphen H . Wir
nehmen zur Vereinfachung einiger Rechnungen an, dass im betrachteten Graphen G =
(V,E) = (A∪˙B,E) mit |A| = |B| = n gilt, der Graph also insgesamt |V | = 2n Knoten
hat. Ein perfektes Matching hat demnach die Gro¨ße n.
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7.2 Finden eines nahezu regula¨ren Subgraphen
Satz 7.2 In einem bipartiten Graphen G mit 2n Knoten und m Kanten, der einen r-
regula¨ren Teilgraphen hat, kann ein (r, d)-regula¨rer Teilgraph mit d = 2
(
n
c
)2 in Zeit
O(cm) gefunden werden.
Beweis:
Zuna¨chst beschreiben wir einen auf Netzwerkflu¨ssen basierenden Algorithmus zum Fin-
den eines spannenden regula¨ren Subgraphen. Danach zeigen wir, dass man diesen Al-
gorithmus nach wenigen Phasen abbrechen kann und so einen (r, d)-regula¨ren Teilgraph
erha¨lt.
Transformation in ein Flussproblem Wir haben in Kapitel 1.4.213 gesehen, wie man
Flussalgorithmen einsetzen kann, um Matchings in bipartiten Graphen zu finden: Wir
erzeugen ein Flussnetzwerk, indem wir
1. eine Quelle und eine Senke hinzufu¨gen,
2. alle Kanten von Partition B nach Partition A richten,
3. die Quelle mit allen Knoten aus B verbinden,
4. alle Knoten aus A mit der Senke verbinden
5. und alle Kapazita¨ten auf 1 setzen.
Wir haben dabei beobachtet, dass bei einem maximalen Fluss die flusstragenden Kanten
zwischen den beiden Partitionen ein maximales Matching bilden. Ist dieses perfekt, so
kann es auch als ein 1-regula¨rer spannender Teilgraph interpretiert werden.
Um einen r-regula¨ren spannenden Teilgraphen zu finden, gehen wir vollkommen analog
vor:
Alle Kanten werden wiederum von B nach A gerichtet und erhalten die Kapazita¨t 1. Wir
fu¨gen einen Quellknoten s und einen Senkenknoten t hinzu und verbinden s jeweils u¨ber
eine Kante der Kapazita¨t r mit allen Knoten b aus B und alle Knoten a aus A mit Kanten
der Kapazita¨t r mit t (vgl. Abb. 7.2). Das auf diese Weise erzeugte Netzwerk bezeichnen
wir mit NG.
Lemma 7.3 Hat G einen r-regula¨ren spannenden Teilgraphen, so hat der maximale
Fluss im Netzwerk NG die Gro¨ße rn.
Beweis: Setze den Fluß durch jede Kante in NG, die zum regula¨ren Teilgra-
phen geho¨rt, auf 1 und den Fluß der zur Quelle oder Senke inzidenten Kanten
auf r. Da die aus der Quelle fu¨hrenden Kanten damit gesa¨ttigt sind, kann es
keinen gro¨ßeren Fluß geben. In jeden Knoten ausser s und t fließen genau r
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Abbildung 7.2: Das Finden eines regula¨ren Teilgraphen als Flussproblem
Flusseinheiten hinein und ebensoviele wieder aus ihm heraus, da r Kanten
mit Flusswert 1 zu ihm inzident sind. 
Lemma 7.4 Ist g ein maximaler ganzzahliger Fluss mit Gro¨ße rn in Netzwerk NG, so
bilden die Kanten zwischen A und B mit positivem Flusswert einen r-regula¨ren Teilgra-
phen.
Beweis: Bei Flusssta¨rke rn mu¨ssen alle Kanten zwischen s und B bzw. zwi-
schen A und t gesa¨ttigt sein, da jede der n Kanten die Kapazita¨t r hat. Insbe-
sondere muss also jeder Knoten v von genau r Flusseinheiten passiert wer-
den. Da aber alle ausgehenden Kanten aus den Knoten inB bzw. eingehenden
Kanten der Knoten in A die ganzzahlige Kapazita¨t 1 haben, gibt es auf diesen
Kanten nur die Flusswerte 0 und 1. Es gibt also - abgesehen von der Verbin-
dung zur Quelle bzw. Senke - zu jedem Knoten genau r inzidente Kanten mit
Flusswert 1. Die anderen Kanten haben Flusswert 0. Es gibt also zu jedem
Knoten in V (G) = V (N)\{s, t} genau r inzidente Kanten mit positivem
Flusswert. 
Um in einem Graphen G, der einen r-regula¨ren Teilgraphen hat, die Kanten dieses Teil-
graphen zu identifizieren, mu¨ssen wir also einen maximalen ganzzahligen Fluss im zuge-
ho¨rigen Netzwerk NG konstruieren. Dies ist mit dem Algorithmus von Dinic mo¨glich:
Satz 7.5 ([35]) Sind bei einem Netzwerk N alle Kapazita¨ten ganzzahlig, so findet der
Algorithmus von Dinic stets ganzzahlige Flu¨sse.
Beweisskizze: Der Algorithmus startet mit ganzzahligen Werten
f(e) = 0 ∀e ∈ E.
Wir zeigen, dass die Werte bei jeder Augmentierung ganzzahlig bleiben:
Ist der gegebene Fluss ganzzahlig, so ergeben sich alle Kapazita¨ten des resi-
dualen Netzwerks durch Addition und Subtraktion aus den ganzzahligen Ka-
pazita¨ten von N und den ganzzahligen Flusswerten. Dann ist aber auch der
Betrag ganzzahlig, um den der Fluss entlang eines augmentierenden Pfades
vergro¨ßert wird. Damit ist der Fluss auch nach einem Augmentierungsschritt
noch ganzzahlig. Die Aussage folgt somit per Induktion u¨ber die Zahl der
Augmentierungsschritte. ♦
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Der allgemeine Netzwerkfluss-Algorithmus von Dinic [8] hat eine Laufzeit von O(n2m)
und ist somit viel zu langsam, um zum Finden eines Matchings eingesetzt werden zu
ko¨nnen. Er basiert - wie in Kapitel 1.4.213 beschrieben - darauf, bis zu n mal nicht er-
weiterbare Mengen augmentierender Pfade zu finden und dann u¨ber diese zu augmentie-
ren.
Eine solche Menge in allgemeinen Netzwerken zu finden, kann bis zu nm Operationen
kosten. In einem Einheits-Kapazita¨ts-Netzwerk, in dem alle Kapazita¨ten 0 oder 1 sind,
beno¨tigt jede Phase des Algorithmus von Dinic nur lineare Zeit O(m), da jede in einem
augmentierenden Pfad verwendete Kante sofort vollsta¨ndig blockiert ist und nicht mehr-
fach verwandt werden kann (vgl. [35]).
Daher ko¨nnen wir eine erste Verbesserung erzielen, indem wir das Netzwerk NG wie folgt
in ein Einheits-Kapazita¨ts-Netzwerk umwandeln:
Wir ersetzen jede Kante (s, b), bzw. (a, t) mit Kapazita¨t r durch r parallele Kanten mit
Kapazita¨t 1. Wir bezeichnen jede dieser Mengen paralleler Kanten als Multikante. Es wer-
den damit 2n(r − 1) Kanten hinzugefu¨gt, was in O(m) liegt, da der urspru¨ngliche Graph
nach Voraussetzung einen r-regula¨ren Teilgraphen mit nr Kanten entha¨lt, m also gro¨ßer
als nr ist. Somit ko¨nnten wir in diesem modifizierten Netzwerk N ′G einen maximalen
Fluss in Zeit O(nm) bestimmen. Dies ist aber immer noch zu langsam.
Finden eines nahezu maximalen Flusses: Wollen wir den Algorithmus von Dinic im
Rahmen eines Algorithmus einsetzen, der Matchings schneller bestimmt, als dies bisher
mo¨glich war, so muss dies weniger als O(√nm) Zeit in Anspruch nehmen. Wir mu¨ssen
also mit weniger als
√
n Phasen auskommen. Im Folgenden untersuchen wir was passiert,
wenn man den Algorithmus vorzeitig abbricht.
An dieser Stelle erinnern wir nochmals an die Definition des residualen Netzwerks aus
Kapitel 1.4.213: Die Knotenmenge des residualen Netzwerks besteht aus allen Knoten des
Graphen. Die Kantenmenge entha¨lt die Kanten, u¨ber die noch Fluss geschickt werden
kann, und die flusstragenden Kanten mit umgekehrter Richtung, da der Fluss auf diesen
Kanten reduziert werden kann, also gewissermaßen Fluss zuru¨ckgeschickt werden ko¨nn-
te.
Es ist genau dann noch mo¨glich den Fluss weiter zu vergro¨ßern, wenn es im residualen
Netzwerk noch einen gerichteten Pfad von der Quelle zur Senke gibt. Der Abstand eines
Knotens zur Quelle s im residualen Netzwerk entspricht der La¨nge eines ku¨rzesten Pfa-
des, u¨ber den noch Fluss zu dem Knoten geschickt werden kann. Entsprechend ist der
Abstand von s zu t im residualen Netzwerk gleich der La¨nge eines ku¨rzesten augmentie-
renden Pfades.
Bei Anwendung des Algorithmus von Dinic vergro¨ßert sich nach jeder Phase die La¨nge
eines ku¨rzesten augmentierenden Pfades um 1. Es nimmt also auch der Abstand zwischen
s und t in jeder Phase um 1 zu.
Wir wenden nun den Algorithmus von Dinic auf das gegebene Netzwerk an und brechen
ihn nach 4c + 1 ≤ √n Phasen ab (Die Wahl von 4c + 1 begru¨nden wir im na¨chsten Ka-
pitel.).
Mit Glu¨ck ist der Algorithmus in dieser Zahl von Phasen fertig und wir haben einen ma-
ximalen Fluss gefunden. Sollte dies nicht der Fall sein, wissen wir zumindestens, dass die
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verbleibenden augmentierenden Pfade mindestens die La¨nge 4c+ 1 ≤ √n haben. Dieses
Vorgehen garantiert uns also das folgende Ergebnis:
Lemma 7.6 In einem Einheits-Kapazita¨ts-Netzwerk, in dem alle Kapazita¨ten 0 oder 1
sind, ko¨nnen in O(cm) entweder ein maximaler Fluss oder ein Fluß und eine Knoten-
nummerierung l : V → Z+ gefunden werden, so daß l(s) = 0, l(t) ≥ 4c + 1 und
l(j) ≤ l(i) + 1 fu¨r jede Kante (i, j) des residualen Netzwerks gilt.
Beweis: Jede Phase des Algorithmus von Dinic [8] vera¨ndert das jeweils ge-
gebene Matching so, dass die La¨nge eines ku¨rzesten augmentierenden Pfades
um mindestens 1 zunimmt (zu Details siehe Kapitel 1.4.213). Nach 4c+1 Pha-
sen hat also ein ku¨rzester Pfad in dem so konstruierten Matching mindestens
die La¨nge 4c+ 1. Sollte bereits vorher keine Vergro¨ßerung des Flusses mehr
mo¨glich sein, so wurde bereits ein maximaler Fluss und somit ein r-regula¨rer
Teilgraph gefunden.
Die Knotennummerierung l ergibt sich als die La¨nge eines ku¨rzesten alternie-
renden Pfades von s zu den jeweiligen Knoten bzw. als Abstand der Knoten
von s im residualen Netzwerk. Diese Absta¨nde werden vom Algorithmus von
Dinic in jeder Phase bestimmt. Die Eigenschaft, dass l(j) ≤ l(i) + 1 fu¨r jede
Kante (i, j) gilt, ist ebenfalls erfu¨llt: l(j) entspricht dem Abstand von s zu
j und die La¨nge des ku¨rzesten Pfades von s zu j kann ho¨chstens l(i) + 1
betragen, da es einen Pfad der La¨nge l(i) + 1 u¨ber i gibt. Jede Phase nimmt
in einem Einheits-Kapazita¨ts-Netzwerk O(m) Schritte in Anspruch, so dass
insgesamt O((4c+ 1)m) = O(cm) Schritte beno¨tigt werden. 
Existenz eines Schnitts beschra¨nkter Gro¨ße: Nun mu¨ssen wir zeigen, dass der gefun-
dene Fluss trotz des vorzeitigen Abbruchs des Algorithmus schon nahezu ein maximaler
Fluss ist.
Die Kapazita¨t K(C) eines s − t-Schnittes C im residualen Netzwerk ist stets eine obe-
re Schranke fu¨r die maximale weitere Vergro¨ßerung des vorliegenden Flusses (vgl. z.B.
[35]). Sie gibt also auch an, um wieviel ein maximaler Fluss gro¨ßer sein kann als der
momentan betrachtete Fluss. Da wir nach Konstruktion wissen, dass ein maximaler Fluss
die Gro¨ße rn hat, wissen wir also, dass der Gesamtfluß gro¨ßer als rn−K(C) sein muss,
wobei C ein beliebiger s− t-Schnitt im residualen Netzwerk ist.
Wir werden nun im residualen Netzwerk die Existenz eines gerichteten Schnitts der Ka-
pazita¨t
(
n
c
)2
nachweisen.
Wir bezeichnen alle Knoten v mit l(v) = i als das ite Level. Kanten im residualen Netz-
werk, die zu einem ho¨heren Level fu¨hren, ko¨nnen wegen der Nebenbedingungen fu¨r die
Knotennummern immer nur zum (i + 1)ten Level fu¨hren. Ein Schnitt wird also z.B. ge-
bildet durch alle Knoten, die zu den Leveln 0 bis j geho¨ren. ¨Uber den Schnitt fu¨hren
entsprechend genau die Kanten, die vom j-ten zum (j + 1)-ten Level fu¨hren (vgl. Abb
7.3).
Lemma 7.7 Es gibt zwei aufeinanderfolgende Level i, i+1 mit l(s) < i und i+1 < l(t),
die beide weniger als n
c
Knoten enthalten.
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Beweis: Der Graph wird durch die Knotennummern in 4c + 2 Level zerlegt.
Zwischen Level 0 und Level l(t) − 1 einschließlich befinden sich also 4c
Level. Diese lassen sich zu 2c Paaren von Leveln zusammenfassen. Da der
Graph insgesamt nur 2n Knoten entha¨lt, muss es ein Paar geben, das weniger
als 2n
2c
Knoten entha¨lt (vgl. Abb 7.3). Dies bedeutet aber auch, dass jedes der
beiden Level weniger als n
c
Knoten entha¨lt. 
Seien diese beiden Level mit i und i+ 1 bezeichnet.
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Abbildung 7.3: Schnitt im residualen Netzwerk(Multikanten sind dick dargestellt)
Lemma 7.8 Es fu¨hrt keine Multikante von Level i+ 1 nach Level i.
Beweis: Alle Multikanten sind mit s oder t verbunden. Nach Konstruktion
ko¨nnen aber s und t weder zu Level i noch zu Level i+ 1 geho¨ren. 
Lemma 7.9 Der Schnitt im residualen Netzwerk zwischen Level i + 1 und Level i hat
ho¨chstens Kapazita¨t
(
n
c
)2
.
Beweis: Die Zahl der Kanten zwischen den beiden Leveln kann ho¨chstens(
n
c
)2 betragen, da maximal alle Knoten beider Level miteinander verbunden
sein ko¨nnen. Jede dieser Kanten hat Kapazita¨t ho¨chstens 1, da alle Multikan-
ten zu s oder t inzident sind, diese aber nicht zu den beiden Leveln geho¨ren
ko¨nnen. 
Aus den obigen Ausfu¨hrungen folgt unmittelbar:
Lemma 7.10 Der gefundene Fluss g hat mindestens die Gro¨ße (1
2
∑
v∈V r
)− (n
c
)2
.
Da alle Kapazita¨ten 0 oder 1 und somit ganzzahlig sind, liefert der Algorithmus von Dinic
einen ganzzahligen Fluss. Alle Flusswerte sind also 0 oder 1.
Zum Beweis von Satz 7.2130 bleibt zu zeigen, dass die flusstragenden Kanten in der
gewu¨nschten Weise einen nahezu regula¨ren, nahezu spannenden Teilgraphen bilden:
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Lemma 7.11 Der Subgraph H mit (b, a) ∈ H :⇔ g((b, a)) = 1 ist ein (r, d)-regula¨rer
Teilgraph von G mit d ≤ 2 (n
c
)2
.
Beweis: Die Flusserhaltungsbedingung - hier bereits spezialisiert auf den vor-
liegenden Fall -
∀b ∈ B :
∑
(s,b)∈E
g((s, b)) =
∑
(b,a)∈E
g((b, a))
liefert wegen der Ganzzahligkeit des gefundenen Flusses:
∀b ∈ B : r =
∑
(s,b)∈E
c((s, b)) ≥
∑
(s,b)∈E
g((s, b)) =
∑
(b,a)∈E,g((b,a))=1
1 = δH(b).
Das gleiche gilt analog fu¨r die Knoten aus A.
Außerdem gilt wegen
∑
a∈A δH(a) =
∑
b∈B δH(b) =
1
2
∑
v∈V δH(v)
1
2
∑
v∈V
δH(v) =
∑
(a,b)∈E,a∈A,B∈B
g((a, b)) ≥ nr −
(n
c
)2
.
Multiplikation mit 2 liefert∑
v∈V
δH(v) ≥ 2nr − 2
(n
c
)2
und wegen |V | = 2n folgt
∑
v∈V
δH(v) ≥
(∑
v∈V
r
)
− 2
(n
c
)2
⇔
∑
v∈V
(r − δH(v)) ≤ 2
(n
c
)2
.
S7.2  S7.2
7.3 Verwenden eines bekannten anna¨hernd regula¨ren
Teilgraphen
Im vorangegangenen Abschnitt haben wir beschrieben, wie man in einem bipartiten Gra-
phen G, der einen r-regula¨ren spannenden Teilgraphen entha¨lt, die Kanten eines (r, d)-
regula¨ren Teilgraphen H mit d = 2
(
n
c
)2 in Zeit O(cm) bestimmen kann. In diesem Ab-
schnitt zeigen wir, wie man diese zusa¨tzliche Information u¨ber den Graphen G verwenden
kann, um in G ein perfektes Matching zu bestimmen.
Lemma 7.12 Sei G = (V,E) ein bipartiter Graph mit |V | = 2n Knoten und |E| =
m Kanten. Sei H ein bekannter (r, d)-regula¨rer Subgraph von G. Dann kann man ein
maximales Matching von G in Zeit O ((1 + d
r
)
m
) finden.
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Beweis:
Erga¨nzung zu einem regula¨ren Graphen: Wir betrachten im folgenden den Teilgra-
phen H von G als eigensta¨ndigen Graphen. Wir erga¨nzen H zu einem r-regula¨ren bipar-
titen Multigraphen R ⊃ H (vgl Abb. 7.1128). Hierzu fu¨gen wir zu A eine Menge A′ und
zu B eine Menge B′ von jeweils ⌈ d
2r
⌉
Knoten hinzu.
Danach verbinden wir beliebig Knoten aus A\A′ mit Knoten aus B′, solange jeweils bei-
de Knoten einen kleineren Grad als r haben. Wenn dies nicht mehr mo¨glich ist, haben
alle Knoten aus A\A′ Grad r, da diesen Knoten insgesamt d
2
Kanten fehlten, in B′ aber
r
⌈
d
2r
⌉
Kanten enden ko¨nnen. Das gleiche fu¨hren wir analog fu¨r B\B′ und A′ durch.
Danach haben alle Knoten in A ∪ B\(A′ ∪ B′) Grad r. Da der Graph bipartit ist, gilt∑
a∈A∪A′ δ(a) =
∑
b∈B∪B′ δ(b). Da andererseits aber auch |A| = |B| sowie |A′| = |B′|
gilt, folgt
∑
a∈A′
δ(a) =
( ∑
a∈A′∪A
δ(a)
)
− r|A| =
( ∑
b∈B′∪B
δ(b)
)
− r|B| =
∑
b∈B′
δ(b),
d.h. den Knoten inA′ fehlen genausoviele Kanten wie denen ausB′. Entsprechend ko¨nnen
wir r|A′| −∑a∈A′ δ(a) Kanten zwischen A′ und B′ beliebig einfu¨gen, so dass der Graph
insgesamt regula¨r wird.
Es kann sein, dass in einem der beiden Schritte mehrere Kanten zwischen zwei Knoten
eingefu¨hrt werden mu¨ssen, also ein Multigraph entsteht.
Konstruktion des Matchings: In dem so konstruierten regula¨ren Graphen R gibt es ein
perfektes Matching M :
Lemma 7.13 (Ko¨nig 1916 [25]) Jeder regula¨re bipartite Graph hat ein perfektes Mat-
ching.
Zum Beweis siehe Lemma 7.14138.
Ein solches Matching kann nun mit dem Algorithmus von Cole, Ost und Schirra [6] in
Linearzeit gefunden werden. Hierzu bedarf es noch einer ¨Uberpru¨fung, dass der Algorith-
mus auch auf Multigraphen angewandt werden kann. Dies zeigen wir in Kapitel 7.5.
¨Ubertragung auf den Ausgangsgraphen: Nun entfernen wir aus M alle Kanten, die
zu einem Knoten aus A′ oder B′ inzident sind. Da zu jedem Knoten aus A′∪B′ ho¨chstens
eine Matchingkante inzident sein kann, werden ho¨chstens |A′ ∪ B′| = 2 ⌈ d
2r
⌉
Kanten aus
M gelo¨scht. Die verbleibenden Kanten aus M geho¨ren alle zum Graphen H , der nach
Konstruktion sowohl ein Teilgraph von R als auch ein Teilgraph von G ist.
Interpretiert man diese Kanten als Matching im urspru¨nglichen Graphen G, so erha¨lt man
ein Matching der Gro¨ße mindestens n− 2 ⌈ d
2r
⌉
in G. In diesem Graphen muss man also,
um das gegebene Matching zu einem maximalen zu vergro¨ßern, ho¨chstens O(d/r) mal
mit Tiefensuche nach einem augmentierenden Pfad suchen und u¨ber diesen augmentieren.
Die dafu¨r beno¨tigte Laufzeit ist entsprechend in O(md/r). L7.12
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7.4 Ausbalancieren der beiden Teile
Wir betrachten einen bipartiten Graphen G mit r perfekten Matchings. In den beiden
vorangegangenen Kapiteln haben wir gesehen, dass man in einem solchen Graphen
1. einen
(
r, 2
(
n
c
)2)
-regula¨ren Teilgraphen in Zeit O(cm) finden kann und
2. ein perfektes Matching in Zeit O ((1 + d
r
)
m
)
finden kann, wenn man einen (r, d)-
regula¨ren Teilgraphen kennt.
Wir setzen entsprechend d := 2
(
n
c
)2
und fu¨hren die beiden in den vorangegangenen
Abschnitten beschriebenen Verfahren hintereinander aus. Die Konstante 2 ko¨nnen wir im
Rahmen der O-Notation vernachla¨ssigen. Wir erhalten eine Gesamtlaufzeit von O(cm+
m n
2
c2r
).
,Da der erste Summand mit c wa¨chst und der zweite mit c fa¨llt, wird die asymptotische
Gesamtlaufzeit minimal, wenn beide gleich sind. Wir erhalten den optimalen Wert fu¨r c
also als Lo¨sung von
c =
n2
c2r
⇔ c3 = n
2
r
.
Dies fu¨hrt zu c = 3
√
n2
r
. Damit liegt die Gesamtlaufzeit in O
(
m 3
√
n2
r
)
.
Um eine bessere Vergleichbarkeit mit der besten Schranke im allgemeinen Fall zu erlau-
ben, isolieren wir noch den Faktor
√
n und erhalten O
(
mn
1
2 n
1
6
3√r
)
= O
(
m
√
n
3
√
r√
n
)
.
Mit σ := 3
√
r√
n
⇔ r = σ3√n ergibt sich somit der zu Beginn dieses Teils angeku¨ndigte
Satz 6.1:
In einem bipartiten Graphen mit 2n Knoten und m Kanten, der σ3
√
n disjunkte perfekte
Matchings entha¨lt, kann ein perfektes Matching in Zeit O
(√
nm
σ
)
gefunden werden.
Unser Verfahren ist asymptotisch schneller als der O(√nm) Algorithmus von Hopcroft
und Karp, wenn σ mit n wa¨chst, also nicht konstant ist:
σ ∈ ω(1)⇔ 3
√
r√
n
∈ ω(1)⇔ r ∈ ω(√n).
D.h. die Zahl der enthaltenen Matchings r muss schneller wachsen als
√
n. Beschra¨nken
wir uns beispielsweise auf die Klasse der Graphen mit mehr als log3 n
√
n Matchings, so
hat unser Algorithmus eine asymptotische Laufzeit in O
(√
nm
logn
)
.
7.5 Der Algorithmus von Cole, Ost und Schirra
Wir mu¨ssen nun noch zeigen, dass der Algorithmus von Cole, Ost und Schirra auch auf
Multigraphen anwendbar ist. Wir tun dies etwas ausfu¨hrlicher, da wir Details des Algo-
rithmus auch im na¨chsten Kapitel beno¨tigen werden.
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Die Grundidee des Algorithmus la¨ßt sich mit dem folgenden Lemma erfassen, das man
als Verallgemeinerung von Lemma 7.13 ansehen kann:
Lemma 7.14 Sei G = (V,E) ein bipartiter Graph und f : E → R+0 eine Gewichtsfunk-
tion. f erfu¨lle die Bedingung, dass die Summe der Werte der zu einem Knoten inzidenten
Kanten stets gleich ist:
∑
e∋v f(e) = r ∀v ∈ V . Dann hat G ein perfektes Matching.
Beweis: Der Beweis baut auf dem Theorem von Hall auf:
Satz 7.15 (Hall 1935 [19]) Sei G = (A∪˙B,E) ein bipartiter Graph. G hat
genau dann ein Matching, das A u¨berdeckt, wenn fu¨r alle Teilmengen X von
A gilt, dass die Nachbarschaft von X mindestens genauso groß ist, wie X ,
also |Γ(X)| ≥ |X| ∀X ⊂ A.
Die Notwendigkeit der Bedingung ist unmittelbar einsichtig. Der Beweis,
dass diese Bedingung hinreichend ist, findet sich z.B in [28].
Der Satz gilt aus Symmetriegru¨nden natu¨rlich ebenso fu¨r die Partition B.
Sei X eine beliebige Teilmenge einer der beiden Partitionen. Die Nachbar-
schaft Γ(X) von X muss alle Kanten “empfangen”, die von X ausgehen.
Diese Kanten haben zusammen einen Wert von r|X|. Da in jedem Knoten
in Γ(X) nur Kanten mit Gesamtwert r enden ko¨nnen, ko¨nnen dies also nicht
weniger Knoten als |X| sein:
r|X| =
∑
x∈X,y∈Γ(x)
f((x, y)) ≤
∑
y∈Γ(X),z∈Γ(y)
f((z, y)) = r|Γ(X)|
⇔ |X| ≤ |Γ(X)|
Es gilt also fu¨r alle Teilmengen X , dass |X| ≤ |Γ(X)|. Damit ist die Voraus-
setzung des Satzes von Hall erfu¨llt. 
Diese ¨Uberlegungen gelten natu¨rlich auch, wenn man die Kanten ignoriert, die den Wert
Null haben. Dies tun wir expliziter:
Definition 7.16 Seien G = (V,E) ein Graph und f : E → R+0 eine Bewertung der
Kanten. Dann definieren wirG+ := (V,E+) mit der Menge der positiv bewerteten Kanten
E+ := {e ∈ E | f(e) > 0} als den bezu¨glich f positiv bewerteten Teilgraphen von G.
Ist die Funktion f kanonisch gegeben, so verzichten wir auf deren explizite Erwa¨hnung.
Korollar 7.17 Sei G = (V,E) ein bipartiter Graph und f : E → R+0 eine (Gewichts-)
Funktion, die die folgende Bedingung erfu¨llt:∑v∈e f(e) = r ∀v ∈ V . Dann hat G+ ein
perfektes Matching.
Beweis: Der Beweis verla¨uft analog zu dem von Lemma 7.14, da die Kanten
mit Gewicht 0 in der Rechnung keine Rolle spielen. 
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Gelingt es uns, zu einem gegebenen Graphen eine Kantenbewertung zu finden, die∑
v∈e f(e) = r ∀v ∈ V erfu¨llt und bei der viele Kanten den Wert Null haben, so bilden
die Kanten mit positivem Wert einen Teilgraphen, der ein perfektes Matching entha¨lt, aber
weniger Kanten hat. Auf diesem Teilgraphen werden die meisten Matching-Algorithmen
schneller ablaufen als auf dem Originalgraphen. Im Idealfall, wenn nur n Kanten einen
positiven Wert haben, bildet dieser Teilgraph bereits ein Matching.
Um einen solchen Graphen zu konstruieren, gehen wir wie folgt vor: Wir beginnen mit
einer Bewertung, die
∑
v∈e f(e) = r ∀v ∈ V erfu¨llt.Wir versuchen, diese schrittweise
so zu a¨ndern, dass mehr und mehr Kanten den Wert 0 bekommen, wobei
∑
v∈e f(e) =
r ∀v ∈ V als Invariante erhalten bleibt.
In einem r-regula¨ren Graphen R ko¨nnen wir als Anfangsbewertung f(e) = 1 ∀e ∈ E
wa¨hlen und so
∑
x∈e f(e) = r ∀v ∈ V erhalten. Es gilt entsprechend R+ = R, d.h. der
positiv bewertete Teilgraph ist gleich dem ganzen Graphen.
Man will nun durch geschicktes Umverteilen der Kantenwerte versuchen, die Zahl der
Kanten in R+ immer weiter zu reduzieren, ohne die Bedingung
∑
v∈e f(e) = r ∀v ∈ V
zu verletzen. Diese garantiert dann weiterhin die Existenz mindestens eines Matchings.
Wa¨hlt man einen Kreis K = (k1, . . . , kn+1 = k1) mit Kanten Ek := (ei|ei = (ki, ki+1))
in diesem Graphen, so hat dieser wegen der Bipartitheit gerade La¨nge. Senkt man nun
den Wert jeder Kante auf K mit geradem Index um jeweils c und erho¨ht man den Wert
der Kanten mit ungeradem Index um c, so bleibt die Bedingung
∑
v∈e f(e) = r ∀v ∈ V
erhalten. Wa¨hlt man c nun so, dass einer der Kantenwerte 0 wird, also als das Minimum
der Werte aller Kanten mit geradem Index c := min2|i ei, so hat der Graph R+ nach dieser
Umverteilung mindestens eine Kante weniger1.
f(e) :=


f(e) falls e 6∈ Ek
f(e)−min2|i ei falls e = ei, 2 | i
f(e) + min2|i ei falls e = ei, 2 6 | i
(7.2)
Alternativ kann man natu¨rlich auch die Werte der Kanten mit geraden Indizes erho¨hen
und die anderen Werte senken:
f(e) :=


f(e) falls e 6∈ Ek
f(e)−min26 |i ei falls e = ei, 2 6 | i
f(e) + min26 |i ei falls e = ei, 2 | i
(7.3)
Dieses Verfahren kann man nun so oft anwenden, bis es keinen Kreis mehr in dem Gra-
phen gibt. In diesem Fall bilden die Kanten aber bereits ein perfektes Matching:
Proposition 7.18 SeiG ein kreisfreier, bipartiter Graph mit einer kantenbewertungsfunk-
tion f : E → R≥0, der
∑
v∈e f(e) = r ∀v ∈ V erfu¨llt und in dem alle Kanten positiven
Wert haben. Dann besteht G nur aus isolierten Kanten.
Beweis durch Induktion:
Induktionsanfang: Die Aussage gilt fu¨r einen Graphen, der nur aus zwei Knoten mit
1Wir schreiben 2|i fu¨r 2 “teilt” i.
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einer Kante dazwischen besteht (K2).
Induktionsschritt: Alle bipartiten Graphen G = (A∪˙B,W ), die ∑v∈e f(e) = r ∀v ∈
V erfu¨llen, mu¨ssen eine gerade Zahl von Knoten haben, da
|A|r =
∑
a∈A
∑
a∈e
f(e) =
∑
b∈B
∑
b∈e
f(e) = |B|r,
also |A| = |B| gilt. Wir zeigen also den Schritt von n nach n + 2. G habe also n + 2
Knoten. Da G kreisfrei ist, aber mindestens eine Kante entha¨lt, ist G ein nichttrivialer
Wald. Jeder Baum, der mindestens eine Kante hat, besitzt ein Blatt, also einen Knoten
vom Grad 1. Also entha¨lt G mindestens einen Knoten vom Grad 1.
Da zu diesem Knoten nur eine Kante inzident ist, muss er mit seinem einzigen Nachbarn
u¨ber eine Kante e mit f(e) = r verbunden sein. Dann hat aber auch der Nachbar Grad
eins, da keine weitere Kante mit positivem Wert mit ihm verbunden sein kann. Das Ent-
fernen der beiden Knoten samt der Kante e fu¨hrt zu einem Graphen mit n Knoten, der die
Induktionsvoraussetzung erfu¨llt. 
Dieses Vorgehen alleine wu¨rde nun aber wesentlich zuviel Zeit kosten: Um diesen Zu-
stand zu erreichen, mu¨ssen mindestens m−n+1 Kanten entfernt werden. Im ungu¨nstig-
sten Fall haben alle dazu betrachteten Kreise jeweils eine La¨nge in der Gro¨ßenordnung
von n und die minimale Bewertung kommt nur bei einer Kante vor. In diesem Fall wird
nur eine dieser Kanten entfernt. D.h. pro entfernter Kante wu¨rden bis zu n Operationen
beno¨tigt, was zu Ω(mn) Schritten fu¨hren wu¨rde.
In einem ersten Schritt wird diese Reduktion der Kantenzahl daher in gezielterer Weise
eingesetzt:
Die Grundidee ist es, stets nur Kreise mit Kanten gleichen Wertes zu betrachten, so dass
die Werte der Ha¨lfte der zugeho¨rigen Kanten auf Null gesetzt werden ko¨nnen, wa¨hrend
sich die Werte der anderen Ha¨lfte der Kanten verdoppeln. Findet man keine Kreise mehr,
so pru¨ft man, ob die Kanten, die nun den doppelten Wert haben, selbst Kreise bilden. Auf
diese wendet man das Verfahren erneut an und erha¨lt Kanten mit dem vierfachen Wert
usw.
Formaler gesprochen arbeitet man also mit einer Familie von Graphen G0 =
(V,E0), . . . , G⌈log r⌉ = (V,E⌈log r⌉). Der erste Graph G0 entha¨lt die einfach bewerteten
Kanten, der zweite Graph G1 die doppelt bewerteten, der dritte Graph G2 die vierfach
bewerteten usw.
Die Kantenwerte ergeben sich jetzt implizit daraus, zu welchem der Graphen die Kante
geho¨rt. Innerhalb jedes Gi erha¨lt jede Kante den Wert 1, so dass wir die Summe der
Werte aller zu einem Knoten inzidenter Kanten durch seinen Grad abku¨rzen ko¨nnen:∑
v∈e,e∈Ei f(e) = δGi(v).
Anstatt der einzelnen Kanten werden nun also die Graphen unterschiedlich gewichtet:
Graph Gi erha¨lt die Bewertung 2i.
Die Kanten sollen so auf die Graphen verteilt werden, dass die Invariante∑⌈log r⌉
i=0 2
iδGi(v) = r ∀v ∈ V erfu¨llt ist.
7.5. DER ALGORITHMUS VON COLE, OST UND SCHIRRA 141
Zu Beginn setzen wir G0 = G, alle anderen Gj, j > 0 enthalten keine Kanten.
Name Zahl der Kanten Gewichtung der Kanten
G0 rn 1
G1 0 2
G2 0 4
.
.
.
.
.
.
.
.
.
G⌈log r⌉ 0 2⌈log r⌉
Diese Wahl erfu¨llt offensichtlich die Invariante, da G r-regula¨r war.
Man versucht nun diese Graphen so zu vera¨ndern, dass alle Graphen Gi kreisfrei werden,
ohne die Invariante zu zersto¨ren.
Man sucht also in G0 einen Kreis. Ist ein solcher gefunden, so verschiebt man jede zweite
Kante dieses Kreises nach G1 und lo¨scht die anderen. Da die Kanten in G1 in der End-
summe doppelt so stark gewertet werden, wie die Kanten aus G0, bleibt die Gleichung∑⌈log r⌉
i=0 2
iδGi(v) = r ∀v ∈ V nach jeder Behandlung eines Kreises gu¨ltig.
Nehmen wir beispielsweise an, wir ha¨tten unmittelbar am Anfang in G0 einen Kreis der
La¨nge k gefunden. Dies ha¨tte auf die Verteilung von Kanten auf Teilgraphen die folgende
Auswirkung: Aus G0 werden k Kanten entfernt. Jede zweite der entfernten Kanten wird
in G1 u¨bertragen, wo sie doppelt gewertet wird.
Name Zahl der Kanten Gewichtung der Kanten
G0 rn− k 1
G1
k
2
2
G2 0 4
.
.
.
.
.
.
.
.
.
G⌈log r⌉ 0 2⌈log r⌉
Gibt es in einem Gi keinen Kreis mehr, so fa¨hrt man in gleicher Weise mit Gi+1 fort.
Beobachtung 7.19 Das Verfahren terminiert nach ⌈logr⌉ Phasen, da ho¨chstens die Ha¨lf-
te der zu einem Knoten in Gi inzidenten Kanten nach Gi+1 u¨bernommen wird.
Nun mu¨ssen wir noch analysieren, wie lange eine einzelne Phase dauert. In einer einzel-
nen Phase werden
1. solange Kreise gewa¨hlt, bis dies nicht mehr mo¨glich ist,
2. und von jedem Kreis die Ha¨lfte der Kanten gelo¨scht.
Schritt 1 entspricht dem Bestimmen einer Zerlegung des Graphen in Kreise und einen
kreisfreien Restgraphen.
Proposition 7.20 In einem Multigraphen G mit n Knoten und m Kanten kann in Zeit
O(m) eine Kreiszerlegung gefunden werden.
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Beweis: Es sei zuna¨chst angemerkt, daß ein Kreis im obigen Sinne auch aus
zwei parallelen Kanten bestehen kann. Dies vera¨ndert das Verhalten des Al-
gorithmus nicht.
Man fu¨hrt DFS von einem beliebigen Knoten aus durch. Erreicht man dabei
einen Knoten v, der bereits besucht wurde, so hat man einen Kreis gefunden,
den man vollsta¨ndig aus dem Graphen entfernt. Nun setzt man die Suche in
v so fort, als ob dieser Kreis nicht existiert ha¨tte. Ist DFS beendet, so wie-
derholt man - so oft wie notwendig - die Suche von noch nicht vollkommen
abgearbeiteten Knoten aus. Da DFS jede Kante nur einmal besucht, folgt die
Laufzeitschranke.
Sei nun angenommen, der Graph, der am Ende verbleibt, enthielte noch einen
Kreis K. Da jede Kante des Graphen betrachtet wurde, wurde auch eine Kan-
te aus diesem Kreis betrachtet. Sei e die erste Kante aus dem Kreis, die von
DFS besucht wurde. Man betrachte den Zeitpunkt, zu dem DFS zum An-
fangsknoten von e u¨ber e zuru¨ckkehrt. Da e danach noch im Graphen ist,
wird kein Kreis gefunden, der durch e fu¨hrt. Sei ei die erste Kante auf dem
Kreis, die nach Betrachtung von e und vor der Ru¨ckkehr u¨ber e nicht besucht
wurde. Da e selbst besucht wurde, der Anfangsknoten von e aber nicht u¨ber
K erreicht wurde, muss es eine solche Kante geben.
Nun ko¨nnen wir drei Fa¨lle unterscheiden:
1. War der Endpunkt noch nie auf dem Stapel, so ha¨tte die Kante ei u¨ber-
quert werden ko¨nnen. Dies steht im Widerspruch dazu, dass ei nicht
u¨berquert wurde.
2. War das Ende von ei zum Zeitpunkt, zu dem ei betrachtet worden wa¨re,
auf dem DFS-Stapel, so wa¨re ein Kreis K ′ gefunden worden, der unter
anderem auch ei enthalten ha¨tte. Dann wa¨re ei mit den anderen Kanten
von K ′ entfernt worden. Dies steht im Widerspruch dazu, dass ei zu K
geho¨rt.
3. Ha¨tte der Endpunkt von ei den Stapel bereits verlassen, so wa¨re ei an-
dersherum betrachtet worden. Dann wa¨re ei aber entfernt worden oder
der Anfangspunkt von ei ha¨tte den Stapel ebenfalls verlassen, so dass
bereits die in K vorangehende Kante schon nicht mehr betrachtet wor-
den wa¨re. Dies steht im Widerspruch zu Wahl von ei.

Der zweite Schritt jeder Phase, das Lo¨schen jeweils jeder zweiten Kante aus den Kreisen,
ist offensichtlich in Linearzeit O(m) mo¨glich.
Es bleibt die Laufzeiten der einzelnen Phasen aufzusummieren. In der iten Phase kann der
entsprechende Graph Gi ho¨chstens m2i Kanten enthalten, da jeweils ho¨chstens die Ha¨lfte
der Kanten auf den na¨chsten Graphen u¨bertragen wird.
log r∑
i=0
O
(m
2i
)
= O
(
m
log r∑
i=0
(
1
2i
))
≤ O(m ∗ 2) = O(m)
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Proposition 7.21 Der Graph G∗ := (V,
⋃⌈log r⌉
i=0 E(Gi)) entha¨lt ein perfektes Matching
und ho¨chstens (n− 1) log r Kanten.
Beweis:
1. Wir u¨bertragen die Bewertung von den Graphen zuru¨ck auf die Kanten
von G. Mit f(e) := 2i fu¨r e ∈ Gi erha¨lt man eine Bewertung, die die Voraus-
setzung von Lemma 7.14138
∑
v∈e f(e) = r ∀v ∈ V erfu¨llt. Somit hat der
Graph ein perfektes Matching.
2. Da jeder der Gi kreisfrei ist, kann jeder davon ho¨chstens n − 1 Kanten
enthalten (vgl. [22]). Da es log r dieser Graphen gibt, kann ihre Vereinigung
ho¨chstens (n− 1) log r Kanten enthalten. 
Zusammenfassend ko¨nnen wir also feststellen, dass wir in Linearzeit einen spannenden
Teilgraphen von G finden ko¨nnen, der ho¨chstens n log r ≤ n log n Kanten hat, aber den-
noch ein perfektes Matching entha¨lt.
In diesem Graphen kann ein Matching mittels des O(√nm)-Algorithmus von Hopcroft
und Karp [21] mit m = n log n in Zeit O(√nn log n) gefunden werden.
Dies ist fu¨r unsere Zwecke ausreichend: Scha¨tzen wir die Zahl der Kanten im urspru¨ng-
lichen Graphen nach unten durch die Zahl der fu¨r σ3
√
n Matchings beno¨tigten σ3
√
nn
Kanten ab, so ergibt sich fu¨r die Bestimmung des anna¨hernd regula¨ren Teilgraphen bereits
eine Laufzeitgrenze von O
(√
n
σ
σ3
√
nn
)
= O(n2σ2). D.h. die Zeit von O(√nn log n)
wird durch diese bereits dominiert.
Der Algorithmus von Cole, Ost und Schirra[6] setzt nun in noch geschickterer Weise die
Kantenreduktion u¨ber Kreise fort. Dies ist fu¨r unsere Zwecke aber nicht mehr gewinn-
bringend.
Bemerkung 7.22 Diese erste Phase findet sich bereits in einer fru¨heren Arbeit von Cole
und Hopcroft [5].
Zur Vervollsta¨ndigung unseres Algorithmus bleibt noch zu zeigen, dass die beschriebenen
Verfahren auch fu¨r Multigraphen funktionieren.
Hierzu zeigen wir, dass Kreise bzw. Kreiszerlegungen in Multigraphen auf die gleiche
Weise und mit vergleichbarem Aufwand gefunden werden ko¨nnen wie in einfachen
Graphen:
Wir setzen in jede Kante des Multigraphen einen Knoten vom Grad 2 ein. Hierdurch wird
aus einem Multigraphen mit m Kanten ein einfacher Graph mit 2m Kanten. In diesem
ko¨nnen wir Kreise und Kreiszerlegungen wie oben beschrieben finden. Entfernt man aus
den so gefundenen Kreisen die zusa¨tzlichen Knoten, erha¨lt man Kreise im urspru¨nglichen
Multigraphen. Ein solcher Kreis kann mehrere Kanten einer Mehrfachkante enthalten.
Die Laufzeit verdoppelt sich hierdurch maximal, bleibt also in O(m).
Kapitel 8
Anmerkungen und Erweiterungen
8.1 Anmerkungen
8.1.1 Der bestmo¨gliche Fall
Die bestmo¨gliche Verbesserung der Laufzeit gegenu¨ber dem Algorithmus von Hopcroft
und Karp [21] tritt ein, wenn der Graph mo¨glichst viele Matchings entha¨lt. Ein biparti-
ter Graph kann maximal n disjunkte Matchings enthalten. D.h asymptotisch ko¨nnen im
besten Fall kn Matchings enthalten sein, wobei k ≤ 1 eine Konstante ist.
Korollar 8.1 Sei 0 ≤ k ≤ 1 eine Konstante. In einem bipartiten Graphen, der kn dis-
junkte perfekte Matchings entha¨lt, kann ein perfektes Matching in ZeitO( 3√nm) gefunden
werden.
Beweis: Wir haben in Satz 6.1126 gezeigt, dass man in einem Graphen
mit σ3
√
n perfekten disjunkten Matchings ein perfektes Matching in Zeit
O
(√
nm
σ
)
finden kann. Entsprechend mu¨ssen wir zur Bestimmung von σ die
Terme σ3
√
n und kn gleichsetzen.
Fu¨r positive Zahlen k, n, σ gilt
kn =
√
nσ3 ⇔ k2n2 = nσ6 ⇔ k2n = σ6 ⇔ 6
√
k2n = σ.
Bei Einsetzen in O(√nm/σ) verschwindet die Konstante k und man erha¨lt
O(√nm/ 6√n) = O( 3√nm). 
8.1.2 Parameterwahl
Bisher sind wir stets davon ausgegangen, dass die Gro¨ße des enthaltenen Subgraphen von
vorneherein bekannt ist. Dies ist in der Praxis meistens nicht gegeben. Es ist aber mo¨glich,
die Gro¨ße durch bina¨re Suche zu bestimmen. Es sei angenommen, der Graph enthal-
te einen
√
n(σ∗)3-regula¨ren Subgraphen, mit einem unbekannten Wert σ∗. Wir wenden
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nun den ersten Teil des Algorithmus jeweils mit angenommenen Werten σ0, σ1, σ2, . . .,
an, bis ein geeigneter Wert gefunden wurde. Da der Knotengrad eines vollsta¨ndigen re-
gula¨ren Subgraphen nach oben durch den Minimalgrad des Graphen beschra¨nkt ist, gilt
(σ∗)3
√
n ≤ δmin(G). Also wissen wir, dass σ∗ im Intervall
[
1, 3
√
δmin(G)√
n
]
liegen muss.
Daher setzen wir σ0 := 3
√
δmin(G)√
n
.
Im weiteren Verlauf wa¨hlen wir jeweils σi := 12σi−1 fu¨r alle i ≥ 1. Wir brechen die Versu-
che mit verschiedenen σi ab, sobald erstmals ein Fluss der Gro¨ße σ3i
√
nn−σ2i n gefunden
wird. Dies ist fu¨r jedes σ′ ≤ σ∗ der Fall. Sei σz dasjenige σi fu¨r das der Abbruch erfolgt
ist.
Beobachtung 8.2 σz > 12σ
∗
Beweis: Wa¨re dies nicht der Fall, so wa¨re σz−1 < σ∗ und das Verfahren wa¨re
eine Iteration fru¨her abgebrochen worden. 
Lemma 8.3 Durch die bina¨re Suche nach σ vera¨ndert sich die asymtotische Laufzeit
nicht.
Beweis: Ein Probelauf mit einem konkreten σx kostet jeweils O
(
m
√
n
σx
)
Schritte. Die Laufzeit der gesamten Suche ist wegen 1
2
σ∗ < σz = σ02z be-
schra¨nkt durch
O
(
z∑
i=0
√
nm
σ0
2i
)
⊆ O
(
√
nm
z∑
i=0
2i
σz2z
)
⊆ O
(
√
nm
z∑
i=0
2i−z
1
2
σ∗
)
⊆ O
(√
nm
1
2
σ∗
z∑
i=0
(
1
2
)z−i)
⊆ O


√
nm
σ∗
z∑
i=0
(
1
2
)i
︸ ︷︷ ︸
≤2


= O
(√
nm
σ∗
)
.

8.1.3 Vereinfachung der Implementierung
Der ¨Ubersichtlichkeit halber haben wir bei der Beschreibung des Algorithmus einige klei-
ne - fu¨r die Theorie unerhebliche - Verbesserungsmo¨glichkeiten ausgelassen. Fu¨r eine
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konkrete Implementierung des Algorithmus ko¨nnte man die folgenden, weniger aufwen-
digen Wege wa¨hlen:
Lemma 8.4 Es ist nicht notwendig, den Graphen zu einem vollsta¨ndigen Graphen zu
erga¨nzen.
Beweis: Dies wird durch zwei Fakten ermo¨glicht: Erstens werden wir zeigen, dass bereits
der nicht erweiterte (r, d)-regula¨re Subgraph ein Matching ausreichender Gro¨ße entha¨lt
und dass sich diese Eigenschaft auf (r, d)-regula¨re Multigraphen u¨bertra¨gt.
Zweitens genu¨gt es, die erste Phase des Algorithmus von Cole und Hopcroft[5] anzuwen-
den und in dem so konstruierten Graphen mit O(n log n) Kanten u¨ber augmentierende
Pfade ein Matching zu bestimmen. Dieser Algorithmus setzt nicht zwingend einen re-
gula¨ren Graphen voraus, sondern lediglich einen solchen, bei dem die Existenz eines aus-
reichend großen Matchings durch die Gradbedingung garantiert wird. Die Zeit, die dies
im Vergleich zum Algorithmus von Cole, Ost und Schirra [6] zusa¨tzlich beansprucht, wird
von der Laufzeit der anderen Phasen unseres Algorithmus dominiert (vgl. Kapitel 7.5137).
Zum Beweis beno¨tigen wir das folgende Lemma aus [28]:
Lemma 8.5 SeiG = (A∪˙B,E) ein bipartiter Graph mit 2nKnoten und |A| = |B|. Dann
gilt fu¨r die Gro¨ße eines maximalen Matchings ν(G) = n−maxV ′⊂A(|V ′| − |Γ(V ′)|).
Beweis:
“≤” ist trivial.
“≥”: Man fu¨gt jeweils maxV ′⊂A(|V ′| − |Γ(V ′)|) Knoten zu beiden Partitionen hinzu und
verbindet diese mit allen Knoten der anderen Partition. Den so entstehenden Graphen
bezeichnen wir mit G′. Die hinzugefu¨gten Knoten werden wir als “neue” Knoten be-
zeichnen, die bereits vorhandenen als “alte” Knoten. Entsprechend bezeichnen wir die
Nachbarschaft eines Knotens v bezu¨glich alter Knoten mit ΓG(v) und bezu¨glich aller
Knoten mit ΓG′ . Auf G′ kann nun der Satz von Hall angewendet werden:
Satz 7.15, Hall (1935, S. 138) In einem bipartiten Graphen G′ = (A∪˙B,E) gibt es
genau dann ein Matching, das A u¨berdeckt, wenn |ΓG′(X)| ≥ |X| fu¨r alle X ⊆ A.
Sei X eine Teilmenge von A.
1. Entha¨lt X einen der neuen Knoten, so ist die Nachbarschaft ΓG′(X) die gesamte
andere Partition und daher sicher gro¨ßer als |X|.
2. Entha¨lt X nur “alte” Knoten, so besteht seine Nachbarschaft ΓG′(X) aus den alten
Nachbarn ΓG(X) und den maxV ′⊂A |V ′|− |ΓG(V ′)| neuen Nachbarn. Nun gilt aber
|X| = |ΓG(x)|+(|X|− |ΓG(X)|) ≤ |ΓG(x)|+max
V ′⊂A
(|V ′|− |ΓG(V ′)|) = |ΓG′(X)|.
Damit ist die Voraussetzung des Satzes von Hall erfu¨llt und der neue Graph hat ein per-
fektes Matching.
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Betrachtet man ein perfektes Matching im neuen Graphen und entfernt die neuen Kno-
ten wieder, so verlieren maximal maxV ′⊂A(|V ′| − |ΓG(V ′)|) Knoten aus einer Partiti-
on ihren Nachbarn. Es gibt also im urspru¨nglichen Graphen ein Matching der Gro¨ße
n−maxV ′⊂A(|V ′| − |Γ(V ′)|). L8.5
Damit erhalten wir:
Lemma 8.6 Jeder (r, d)-regula¨re bipartite Graph mit 2n Knoten hat ein Matching der
Gro¨ße n− d
2r
.
Beweis: Sei V ′ ⊂ A eine Menge, fu¨r die |V ′|−|Γ(V ′)|maximal ist. Die Zahl
der Kanten, die von V ′ ausgehen, ist mindestens r|V ′| − d
2
. Jeder Knoten in
Γ(V ′) kann aber ho¨chstens r dieser Kanten “empfangen”.
Damit ist
|Γ(V ′)| ≥ r|V
′| − d
2
r
=
r|V ′|
r
− d
2r
= |V ′| − d
2r
.
Somit ist
max
V ′⊂A
(|V ′| − |ΓG(V ′)|) ≤ d
2r
und es gilt entsprechend
n− max
V ′⊂A
(|V ′| − |ΓG(V ′)|) ≥ n− d
2r
.

Auch der in der ersten Phase des Algorithmus von Cole und Hopcroft[5] bzw. Cole, Ost
und Schirra [6] bestimmte Multigraph ist immer noch (r, d)-regula¨r. Daher kann Lemma
8.6 auch auf diesen angewendet werden.
Bezu¨glich Punkt zwei beobachten wir, dass nach Ablauf der ersten Phase des Algorithmus
von Cole und Hopcroft [5], die Gradbedinung aus Lemma 8.6 fu¨r den entstehenden Mul-
tigraphen immer noch erfu¨llt ist. Das bedeutet aber, dass auch in diesem Multigraphen die
Nachbarschaft einer Knotenmenge |X| immer noch die Gro¨ße mindestens |X| − d
2r
hat.
Diese Eigenschaft u¨bertra¨gt sich von dem Multigraphen auf den zugrundeliegenden ein-
fachen Graphen. D.h. auch in diesem einfachen Graphen existiert ein Matching der Gro¨ße
mindestens n− d
2r
.
Die Laufzeit des ersten und des letzten Teils als Funktion von n kann - wie in Kapitel
7.5137 gezeigt - nur durch O(n2σ2) abgescha¨tzt werden. Wendet man den gemeinsamen
ersten Schritt der Algorithmen von Cole und Hopcroft bzw. Cole, Ost und Schirra
unmittelbar auf den vom Flussalgorithmus gelieferten (r, d)-regula¨ren Graphen an, so
reduziert dies in O(m) die Zahl der Kanten auf n log n. In dem zugrundeliegenden
einfachen Graphen kann man nun in mit Hilfe des Algorithmus von Hopcroft und
Karp O(√nn log n) ein maximales Matching bestimmen (vgl. Kapitel 7.5). Dies ist
stets schneller, als die oben angegebene Laufzeitschranke fu¨r den ersten Teil unseres
Algorithmus.
L8.4
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8.2 Verallgemeinerungen
Satz 6.1126 la¨sst sich noch etwas allgemeiner fassen: Der Algorithmus arbeitet mit
anna¨hernd regula¨ren Teilgraphen, also kann man auf die Existenz eines “echten” regula¨ren
Teilgraphen verzichten.
Satz 8.7 Sei G ein bipartiter Graph, der einen (σ3
√
n, d)-regula¨ren Teilgraphen entha¨lt.
Dabei sei d ∈ O(nσ2). Dann la¨sst sich ein maximales Matching in G in Zeit O
(
m
√
n
σ
)
finden.
Beweis: Man wandelt den Graphen in der gleichen Weise in ein Flussnetz-
werk um, wie im vorangegangenen Abschnitt, wobei angestrebt wird, σ3
√
n
Flusseinheiten durch jeden Knoten zu leiten. Dann erlaubt das so gebilde-
te Netzwerk einen Gesamtfluss von mindestens nσ3
√
n − O(nσ2), da man
diesen Fluss bereits erzielt, wenn man fu¨r jede Kante des nahezu regula¨ren
Graphen einen Flusswert von 1 wa¨hlt. Der nach dem ersten Teil garan-
tierbare Schnitt im residualen Netzwerk hat eine Kapazita¨t von ho¨chstens(
n√
n
σ
)2
= nσ2. Da dem Fluss somit ho¨chstens O(nσ2) Einheiten zu einer
Gro¨ße von nσ3
√
n−O(nσ2) fehlen undO(nσ2+nσ2) = O(nσ2) gilt, hat der
Fluss wie im urspru¨nglichen Algorithmus eine Gro¨ße von nσ3
√
n−O(nσ2).
Das Verfahren kann also wie in Kapitel 7127 fortgesetzt werden. 
Nun wollen wir versuchen, die Klasse der Graphen, fu¨r die der Algorithmus funktio-
niert, noch weiter zu vergro¨ßern. Um das Verfahren auf Graphen anzuwenden, die nicht
die beno¨tigte Zahl von Matchings enthalten, muss man u¨ber einzelne Kanten mehr Fluss
schicken, um die fehlenden Kanten auszugleichen. Hierzu versuchen wir, Kanten zuzu-
lassen, die nicht Einheitskapazita¨t haben. Dabei treten drei Probleme auf:
1. Das Netzwerk in der ersten Phase ist kein Einheits-Kapazita¨ts-Netzwerk mehr, so
dass eine gro¨ßere Laufzeit zur Bestimmung des Flusses beno¨tigt wird.
2. Die Zahl von Kanten, die im zweiten Schritt betrachtet werden mu¨ssen, ist gro¨ßer
als die Zahl m der Kanten im urspru¨nglichen Graphen.
3. Es ko¨nnten Kanten mit zu großer Kapazita¨t bzw. zu viele Kanten u¨ber den Schnitt
fu¨hren, so dass in der zweiten Phase zu viele “falsche” Kanten ins Matching aufge-
nommen werden. Dann wird entsprechend mehr Zeit beno¨tigt, um das Matching in
der dritten Phase mittels DFS zu maximieren.
Zu Problem 1:
Beobachtung 8.8 Bei der Flussbestimmung im ersten Teil werden nur O
(√
n
σ
)
Phasen
des Algorithmus von Dinic durchgefu¨hrt. Es werden also nur augmentierende Pfade der
La¨nge O
(√
n
σ
)
betrachtet.
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Wir wissen also, dass jede Flusseinheit nur O
(√
n
σ
)
Kanten u¨berquert. Also ist die Zahl
der “wichtigen” Schritte gewissermaßen durch das Produkt aus Flussgro¨ße und diesem
Wert beschra¨nkt. Wir zeigen dies allgemeiner fu¨r eine beliebige Anzahl von Phasen l.
Lemma 8.9 Sei G = (V,E, c) ein Netzwerk mit ganzzahligen Kapazita¨ten, in dem es
einen s, t-Schnitt der Gro¨ße γ gibt. Dann ko¨nnen l Phasen des Algorithmus von Dinic [8]
in Zeit O(l(m+ γ)) durchgefu¨hrt werden.
Beweis: Der BFS-Anteil einer Phase ist unabha¨ngig von der konkreten Kapazita¨t einer
Kante, da nur die Entscheidung getroffen werden muss, ob die Kante noch einen weiteren
(Ru¨ck-) Fluss zula¨sst oder nicht. Jede BFS-Phase dauert also O(m). Alle l BFS-Anteile
lassen sich also in Zeit O(lm) durchfu¨hren.
Bei der Analyse des DSF-Teils werden wir versuchen, die Kosten einzelnen Kanten zu-
zuweisen. Hierzu definieren wir:
Definition 8.10 Unter einer Kantenoperation verstehen wir den Vorgang, dass die Suche
eine Kante u¨berquert, d.h. dass ein Knoten neu auf den DFS-Stapel gelegt wird. Die zu-
geho¨rige Kante verbindet das zuvor oberste Element des Stapels mit dem neuen obersten
Element.
Die Kantenoperationen des DFS-Anteils teilen wir fu¨r jede Phase in zwei Gruppen ein:
Erfolgreiche und nicht erfolgreiche Operationen. Eine Kantenoperation ist erfolgreich,
wenn in der konkreten Phase der Flusswert der betroffenen Kante gea¨ndert wird und der
Pfad, u¨ber den diese ¨Anderung erfolgt, nach dieser Kantenoperation und bevor die Suche
u¨ber die Kante zuru¨ckkehrt gefunden wurde. Ansonsten ist die Kantenoperation nicht
erfolgreich.
Proposition 8.11 Die Zahl der nicht erfolgreichen Operationen pro Phase ist durch m
beschra¨nkt.
Beweis: Wird u¨ber die entsprechende Kante in dieser Phase kein weiterer
Fluss geschickt, so ist von ihrem Ende aus t nicht mehr erreichbar. Somit wird
die Kante fu¨r die aktuelle Suche ausgeschlossen, sobald der von ihr aus er-
reichbare Teilgraph einmal durchsucht wurde. Wa¨hrend dieser Durchsuchung
wird diese Kante nicht betrachtet, da ihre Knoten auf dem Stack liegen. Es
kann also pro Phase und Kante nur eine nicht erfolgreiche Kantenoperation
geben. 
Proposition 8.12 Auf eine erfolgreiche Kantenoperation erfolgt stets das Identifizieren
eines augmentierenden Pfades, bevor eine weitere Kantenoperation mit dieser Kante vor-
genommen wird.
Beweis durch Widerspruch: Es sei angenommen, es wurde kein neuer Pfad gefunden.
Fall 1: Die na¨chste Operation mit dieser Kante ist erfolgreich. Dann gibt es einen Weg
vom Ende der Kante zu t, der schon nach der aktuellen Operation ha¨tte gefunden werden
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mu¨ssen.
Fall 2: Die na¨chste Operation mit dieser Kante ist nicht erfolgreich. Dann gibt es keinen
solchen Weg. Da zwischenzeitlich keine Augmentierung statt gefunden hat, war ein Pfad
u¨ber die betrachtete Kante schon zuvor nicht mo¨glich und die betrachtete Operation ist
nicht erfolgreich. 
Proposition 8.13 Die Gesamtzahl erfolgreicher Kantenoperationen ist durch lγ be-
schra¨nkt.
Beweis: Jeder erfolgreichen Kantenoperation la¨sst sich gema¨ß der vorange-
gangenen Proposition ein augmentierender Pfad zuordnen, u¨ber den der Fluss
gea¨ndert wird und auf dem diese Kante liegt. Jeder augmentierende Pfad hat
La¨nge ≤ l, so dass er ho¨chstens l Kantenoperationen zugeordnet werden
kann. Des weiteren wird der Fluss wegen der Ganzzahligkeit der Kapazita¨ten
u¨ber jeden augmentierenden Pfad um mindestens 1 vergro¨ßert. Da der Fluss
insgesamt nur die Gro¨ße γ erreichen kann, kann es nur γ Pfade geben, u¨ber
die augmentiert wird. 
Die Gesamtzeit ergibt sich also als O(2ml + lγ). Damit ist das Lemma bewiesen. L8.9
Zu Problem 2: Nun zeigen wir, dass sich die Gro¨ße r des angestrebten Knotengrades
im zweiten Schritt, d.h. bei der Reduktion auf einen Graphen mit n log n Kanten, nur
logarithmisch auf die Laufzeit auswirkt.
Hierzu beno¨tigen wir die folgende Eigenschaft der betrachteten Multigraphen: Fasst man
die parallelen Kanten des hier betrachteten Multigraphen als Mehrfachkanten auf, so gibt
es genau m Mehrfachkanten. Dies ergibt sich unmittelbar aus der Konstruktion, da wir
lediglich die Kapazita¨t existierender Kanten erho¨ht haben.
Wenn wir aber jeweils eine Mehrfachkante betrachten, so wissen wir, wieviele Kreise sich
mit den Kanten dieser Mehrfachkante bilden lassen, ohne diese Kreise explizit zu suchen.
Proposition 8.14 In einem r-regula¨ren Multigraphen mit n Knoten und m Mehrfachkan-
ten kann ein Teilgraph mit O(n log r) Kanten, der ein perfektes Matching entha¨lt, in Zeit
O(m log r) gefunden werden.
Beweis: Der Beweis baut auf der Beschreibung des Algorithmus in Kapitel
7.5137 auf. Dort haben wir gesehen, dass Multigraphen beim Finden von Krei-
sen in der gleichen Weise behandelt werden ko¨nnen wie einfache Graphen.
Nun nutzen wir aus, dass wir direkt ausrechnen ko¨nnen, wieviele Kreise sich
mit den Kanten einer Mehrfachkante bilden lassen. Wir ko¨nnen ausrechnen,
wieviele 2-fach, 4-fach usw. gewichtete Kanten sich ergeben, wenn man die
Gewichtungen auf diesen Kreisen umverteilt.
Wir zerlegen den Graphen bereits vor dem Suchen von Kreisen in unter-
schiedlich gewertete Teilgraphen Gi. Dabei erhalten alle Kanten des i ten
Graphen wiederum das Gewicht 2i. Sei f(e) die Zahl der Kanten der Mehr-
fachkante e. Wir wollen nun in die Graphen Gi so Kanten ei einfu¨gen, dass
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f(e) =
∑⌈log f(e)⌉
i=0
{
2i falls ei ∈ Gi
0 sonst
.
Damit gibt es die Kante ei genau dann, wenn die Bina¨rdarstellung von f(e)
an der i-ten Position von rechts den Wert 1 hat.
Somit gilt wiederum fu¨r alle v ∈ V , dass ∑⌈log r⌉i=0 δGi(v)2i =∑
(v,u)∈E f((v, u)). Insbesondere ist nun jeder Gi ein normaler Graph mit
ho¨chstens m einfachen Kanten.
Mit dieser Menge von Graphen ko¨nnen wir nun wieder gema¨ß dem Algorith-
mus aus Kapitel 7.5137 weiterarbeiten: In jedem Gi - fu¨r sich allein betrachtet -
ko¨nnen wir also inO(m) eine Kreiszerlegung finden, jede zweite Kante eines
Kreises entfernen und die jeweils anderen Kanten in den na¨chst ho¨herbewer-
teten Graphen verschieben.
Dies reicht aber noch nicht zum Nachweis der Laufzeitschranke, da die Gi
nicht unaha¨ngig voneinander betrachtet werden ko¨nnen. Es ko¨nnten bis zu
log rm weitere Kanten aus Gi nach Gi+1 verschoben worden sein, so dass
Gi+1 zum Zeitpunkt seiner Betrachtung deutlich mehr als m Kanten entha¨lt.
Es bleibt also zu zeigen, dass im Laufe des Algorithmus nicht zuviele neue
Kanten aus einem Gi in einen Gi+1 u¨bertragen werden.
Im ungu¨nstigsten Fall waren zu Beginn alle Gj mit j ≤ i vollsta¨ndige
Graphen und bei der Betrachtung von Gi werden alle Kanten nach Gi+1
u¨bertragen. Der Gesamtwert aller Kanten in G0 · · ·Gi ist beschra¨nkt durch
m
∑i
j=0 2
j < m2i+1. Das heißt, dass in Gi+1, in dem jede Kante den Wert
2i+1 hat, ho¨chstens m zusa¨tzliche Kanten eingefu¨gt werden.
Die Zahl der Kanten in jedem Gi ist also stets durch 2m beschra¨nkt, d.h. eine
Kreiszerlegung kann immer noch in Zeit O(m) erstellt werden. Da es insge-
samt log r Graphen Gi gibt, ist die Gesamtlaufzeit dieser Variante des 2. Teils
des Algorithmus in O(m log r).
Jeder der log r Graphen ist wiederum kreisfrei, er entha¨lt also ho¨chstens n−1
Kanten. Damit ist die Kanzenzahl durch O(n log r) begrenzt.
Analog zu Lemma 7.14138 muß auch hier die Vereinigung dieser Graphen wie-
der ein perfektes Matching enthalten. 
Proposition 8.15 In einem r-regula¨ren Multigraphen mit n Knoten und m ≥ n√n Mehr-
fachkanten kann ein perfektes Matching in Zeit O(m log r) gefunden werden.
Beweis: Man reduziert zuna¨chst in Zeit O(m log r) die Kantenzahl auf
n log r. Dann findet man mit dem Algorithmus von Hopcroft und Karp [21] in
diesem Graph ein perfektes Matching in ZeitO(√n(n log r)). Fu¨r m ≥ n√n
wird dies von O(m log r) dominiert. 
Zu Problem 3: Die aus den vorangegangenen ¨Uberlegungen folgende Idee, allen nicht
mit s oder t verbunden Kanten eine sehr große Kapazita¨t geben zu wollen, scheitert daran,
dass die Gro¨ße des Schnittes im residualen Netzwerk, die wir zur Abscha¨tzung der Lauf-
zeit von Teil 3 beno¨tigen, dabei proportional zunimmt. Wir ko¨nnen also nicht allzuviele
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Kanten mit hoher Kapazita¨t zulassen.
Unter dieser Voraussetzung erha¨lt man eine noch allgemeinere Form von Satz 6.1126:
Satz 8.16 Sei G ein bipartiter Graph, der wie in Kapitel 1.4.213 in ein Flussnetzwerk
umgewandelt wird. Die Kapazita¨ten seien dabei wie folgt gewa¨hlt:
1. Die Kanten von s nach B und von A nach t haben alle Kapazita¨t σ3
√
n.
2. Bis zu χ Kanten haben eine beliebige Kapazita¨t.
3. Alle u¨brigen Kanten haben Kapazita¨t 1.
Wenn ein maximaler Fluss in diesem Graphen die Gro¨ße σ3n√n − O(σ2n) hat, dann
kann ein maximales Matching in G in Zeit O(
√
nmχ
σ
+ n2σ2χ) gefunden werden.
Beweis: Wie in Lemma 8.9149 gezeigt, ko¨nnen
(χ+2)
√
n
σ
+ 1 Phasen des Algo-
rithmus von Dinic in Zeit O(χ
√
n
σ
(m + n
√
nσ3)) = O(√nmχ/σ + n2σ2χ)
durchgefu¨hrt werden. Danach gibt es (χ+2)
√
n
σ
+ 2 Level, die man in s, t und√
n/σ aufeinanderfolgende Gruppen von je χ+2 Leveln zerlegen kann. Nach
dem Schubfachprinzip muss es also χ+ 2 aufeinanderfolgende Level geben,
die zusammen ho¨chstens
√
nσ Knoten enthalten, so dass jedes einzelne da-
von ebenfalls ho¨chstens
√
nσ Knoten enthalten kann.
Diese χ+ 2 Level enthalten einen Schnitt der Kapazita¨t ho¨chstens nσ2:
Wie beim Beweis von Satz 6.1126 bilden die Kanten zwischen zwei aufeinan-
derfolgenden Leveln einen gerichteten Schnitt. Zwischen den ingesamt χ+2
betrachteten Leveln gibt es also ingesamt χ+ 1 derartige Schnitte.
Da es nur χ Kanten mit Kapazita¨t gro¨ßer als 1 gibt, die nicht mit s oder t ver-
bunden sind, besteht einer der χ+1 Schnitte nur aus Kanten der Kapazita¨t 1.
Da es zwischen zwei Leveln nur ho¨chstens (
√
nσ)2 Kanten geben kann hat,
dieser Schnitt eine Kapazita¨t kleiner gleich nσ2.
Der Algorithmus verfa¨hrt im Folgenden analog zu Satz 6.1126. Teil zwei kann
gema¨ß Proposition 8.14150 in O(m log(σ3
√
n)) ⊂ O(m log n) durchgefu¨hrt
werden. Nach Teil zwei bleiben wieder bis zu nσ2√
nσ3
=
√
n
σ
Knoten unu¨ber-
deckt. Hierdurch dauert der dritte Teil, also die Bestimmung der noch not-
wendigen
√
n
σ
augmentierenden Pfade, wieder
√
nm
σ
.
Insgesamt ergibt sich also eine Laufzeit von
O

√nmχ
σ
+ n2σ2χ︸ ︷︷ ︸
Teil1
+m log n︸ ︷︷ ︸
Teil2
+
√
nm
σ︸ ︷︷ ︸
Teil3

 .
Das entspricht fu¨r
√
n
σ
≥ log n der Voraussetzung des Satzes. Dies ist aber
wegen σ3 ≤ √n (vgl. Abschnitt 8.1.1144) fu¨r ausreichend große Werte von n
der Fall. 
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8.3 Anwendung von Graphenkompression
Die in Teil 1 dieser Arbeit vorgestellten Verfahren zur Graphenkompression lassen sich
mit den Ergebnissen aus Teil 2 kombinieren. Da unser Algorithmus weniger Zeit beno¨tigt,
als der von Hopcroft und Karp [21], mu¨ssen wir, wenn wir die Gesamtlaufzeit nicht ver-
schlechtern wollen, auch die Kompressionsverfahren entsprechend beschleunigen. Dies
ist aber leicht mo¨glich, da die Laufzeit der Kompressionsverfahren unmittelbar von der
Kantenzahl der Graphen abha¨ngt, so dass wir lediglich die betrachteten Graphklassen
weiter einschra¨nken mu¨ssen.
Unser oben vorgestellter Algorithmus besteht im wesentlichen aus drei Teilen:
1. Wir finden einen anna¨hernd regula¨ren Teilgraphen, indem wir in einem geeignet
konstruierten Netzwerk mit Hilfe des Algorithmus von Dinic[8] einen nahezu ma-
ximalen Fluss finden. Dies beno¨tigt Zeit O(cm) Schritte.
2. Wir erweitern den gefundenen Teilgraphen mit zusa¨tzlichen Knoten und Kanten zu
einem regula¨ren Graphen. Wir wenden den Algorithmus von Cole, Ost und Schirra
[6] auf diesen regula¨ren Graphen an und finden in dieser Erweiterung ein perfektes
Matching in Zeit O(m).
3. Wir entfernen die Matchingkanten des erweiterten Graphen, die nicht zum ur-
spru¨nglichen Graphen geho¨ren. Danach erweitern wir das verbleibende Matching
mittels alternierender Tiefensuche zu einem maximalen Matching. Dies beno¨tigt
Zeit O(m n2
c2r
), wobei r der Grad des regula¨ren Graphen war.
In Kapitel 7.4137 haben wir den Parameter c so gewa¨hlt, dass der erste und der dritte Teil die
gleiche Laufzeit haben. Wir werden nun beschreiben, wie eine Beschleunigung des dritten
Teils durch Graphenkompression erfolgen kann, und dann diese Verbesserung durch eine
andere Wahl von c teilweise auf den ersten Teil u¨bertragen. Danach werden wir diskutie-
ren, wie auch der erste Teil alleine beschleunigt werden kann. Der Aufwand des zweiten
Teils wird von dem der beiden anderen dominiert. Er kann zudem schneller ausgefu¨hrt
werden als jede Variante des Graphenkompressionsalgorithmus. Wir werden ihn daher im
weiteren nicht betrachten.
8.3.1 Beschleunigung des dritten Teils
Im dritten Teil des Algorithmus werden mittels alternierendem DFS augmentierende Pfa-
de gesucht, um die in den vorangegangenen Teilen u¨brig gebliebenen freien Knoten zu
u¨berdecken. Dies entspricht dem zweiten Teil des Algorithmus von Hopcroft und Karp
[2]. Die Beschleunigung des Algorithmus von Hopcroft und Karp[21] durch Kompressi-
on wurde bereits von Feder und Motwani[11] in ihrer Arbeit demonstriert und entspricht
der in Kapitel 2.1.222 beschriebenen Vorgehensweise: Durch die Kompression kann DFS
einen alternierenden Baum in Zeit O
(
m
log 2n
2
m
δ logn
)
konstruieren. Um einen augmentieren-
den Pfad zu finden und so zwei unu¨berdeckte Knoten neu zu u¨berdecken, werden also
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ebenfalls O
(
m
log 2n
2
m
δ logn
)
Operationen beno¨tigt.
Wir ko¨nnen diese Kompression also unvera¨ndert anwenden und erhalten somit fu¨r den
dritten Teil des Algorithmus eine Gesamtlaufzeit von O
(
m n
2
c2r
log 2n
2
m
δ logn
)
.
Die Gesamtlaufzeit des ersten und dritten Teils zusammen ist somit
O
(
cm+
m log 2n
2
m
δ log n
n2
c2r
)
.
Das Minimum wird wiederum angenommen, wenn beide Teile die gleiche Laufzeit haben.
Es muss also gelten:
cm =
m log 2n
2
m
δ log n
n2
c2r
⇔ c3r = log
2n2
m
δ log n
n2
Wir ko¨nnen nun dieses Ergebnis wahlweise einsetzen, um eine weitere Beschleunigung
zu erhalten (Fall 1) oder um die Zahl der behandelbaren Graphen zu vera¨ndern (Fall
2). Man kann natu¨rlich beides kombinieren, aber die Extremfa¨lle erscheinen hier am
interessantesten.
Fall 1: Bei Wahl von r :=
√
nσ3 erha¨lt man
c =
3
√
log 2n
2
m
δ log n
n
3
2
σ3
=
√
n
σ
3
√
log 2n
2
m
δ log n
Damit wird bei einer Gesamtlaufzeit von O(cm) = O
(
√
nm
σ
3
√
log 2n
2
m
δ logn
)
das Ergebnis aus
Satz 6.1126 u¨bertroffen.
Fall 2: Bei konstanter Wahl von c :=
√
n/σ ergibt sich fu¨r r:
r =
log 2n
2
m
δ log n
n2σ3
n
3
2
=
√
nσ3
log 2n
2
m
δ log n
,
so dass weniger Matchings im Graphen beno¨tigt werden.
Nun mu¨ssen wir noch den Aufwand der Kompression mit O(mnδ log2 n) beru¨cksich-
tigen. Variiert man die Konstante δ, so a¨ndern sich lediglich die Kompressionslaufzeit
O(mnδ log2 n) und - u¨ber die Bedingung m > n2−δ - die Klasse der behandelbaren Gra-
phen. Die asymptotische Kompressionsgu¨te log
2n2
m
δ logn
a¨ndert sich nicht, da δ hier als Faktor
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auftritt, also in der O-Notation verschwindet.
Feder und Motwani verlangen fu¨r ihren Algorithmus m > n2−δ mit δ < 1
2
. Wir werden
δ nun so klein wa¨hlen, das die fu¨r die Kompression beno¨tigte Zeit die Laufzeit des restli-
chen Algorithmus nicht u¨bertrifft. Wir beschra¨nken uns also auf Graphen mit noch mehr
Kanten.
Im ersten Fall also fu¨r r :=
√
nσ3 muss
nδ log2 n︸ ︷︷ ︸
Kompression
= nδ+
log log2 n
logn ≤ n 12− log σlogn+
log
3
s
log 2n
2
m
logn
logn =
√
n/σ
3
√
log 2n
2
m
δ log n︸ ︷︷ ︸
restlicherAlgorithmus
gelten. Wegen der Monotonie des Logarithmus muss also gelten:
δ +
log log2 n
log n
≤ 1
2
− log σ
log n
+
log
3
√
log 2n
2
m
logn
log n
⇔ δ ≤ 1
2
− log σ
log n
− log log
2 n
log n
+
log
3
√
log 2n
2
m
log n
log n
Um in der gewu¨nschten Zeit komprimierbar zu sein, muss G gema¨ß Kapitel 2.1.222 min-
destens n2−δ Kanten enthalten. Setzt man die obige Grenze fu¨r δ ein, und beru¨cksichtigt
n
log x
logn = x, so erha¨lt man als beno¨tigte Kantenzahl (n1,5) σ log
2 n
3
r
log 2n
2
m
logn
.
Im zweiten Fall c :=
√
n/σ ergibt sich bei analoger Rechnung: δ ≤ 1
2
− log σ
logn
− log log2 n
logn
,
der Graph muss also lediglich n1,5σ log2 n Kanten enthalten.
8.3.2 Beschleunigung des ersten Teils
Im vorangegangenen Abschnitt haben wir gezeigt, dass man den dritten Teil des Algo-
rithmus um log
2n2
m
logn
beschleunigen kann. Wir haben dann einen Teil dieser Beschleunigung
durch neue Wahl des Parameters c, der den ¨Ubergang zwischen den verschiedenen Teilen
regelt, an den ersten Teil abgegeben, um den gesamten Algorithmus zu verbessern.
In diesem Abschnitt wollen wir zeigen, wie man auch den ersten Teil beschleunigen kann,
um auf diesen Ausgleich u¨ber c verzichten zu ko¨nnen.
Die Beschleunigung des ersten Teils erscheint auf den ersten Blick einfacher, da nun
Flu¨sse gefunden werden mu¨ssen und nicht mehr knotendisjunkte Pfade. Bei der Beschleu-
nigung des Algorithmus von Dinic[8] nach Feder und Motwani [11] erlaubte dies das ein-
fache Ersetzen von Bicliquen durch Sterne (vgl. Kapitel 2.1.118). Da jetzt aber mehr als
eine Flusseinheit einen Knoten passieren kann, haben wir zwar noch Einheitskapazita¨ten
auf den Kanten, aber nicht mehr auf den Knoten.
Eine Kante eines Sterns kann nun mehrere Kanten des alten Graphen repra¨sentieren, von
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denen auch mehrere einen Fluß tragen ko¨nnen. Eine solche Kante muß also eine ho¨here
Kapazita¨t als 1 haben.
Dies ist aber nicht mo¨glich, da diese Kanten hoher Kapazita¨t im Fall u¨berlappender Cli-
quen lange Pfade bilden ko¨nnen (vgl. Abb 8.1).
Abbildung 8.1: ¨Uberlappende Cliquen
Werden diese Pfade zu lang, funktionieren unsere Abscha¨tzungen fu¨r die Gro¨ße des ge-
fundenen Flusses nicht mehr (vgl. z.B. Lemma 8.16152), da wir davon ausgegangen sind,
dass diese Pfade relativ kurz sind oder dass alle Kanten Kapazita¨t 1 haben.
Wenn wir diese Art von Kompression also verwenden wollen, so mu¨ssen wir sicherstel-
len, dass wir die gefundene Lo¨sung stets auf ein Einheits-Kapazita¨ts-Netzwerk zuru¨ck
u¨bertragen ko¨nnen. Diese ¨Uberpru¨fung wird zusa¨tzliche Zeit in Anspruch nehmen.
Wir fu¨hren zuna¨chst fu¨r jede Clique C = (B∪˙A) eine Ersetzung durch, wie in Abb. 8.1
dargestellt, wobei die Kante von jedem Knoten b aus B zum “Zentrum” des Sterns Kapa-
zita¨t |A| erha¨lt und jede Kante zu einem Knoten aus A entsprechend Kapazita¨t |B|. Somit
kann jede Kante den gesamten Fluss all der Kanten des urspru¨nglichen Graphen tragen,
die sie repra¨sentiert. Wir tun also genau das, was wir gema¨ß der Argumentation von eben
nicht tun du¨rfen. Wir mu¨ssen also zusa¨tzliche Bedingungen einfu¨hren, um die Korrektheit
unseres Vorgehens dennoch sicherzustellen.
Im Gegensatz zum bisherigen Modell, in dem jeder Knoten Ein- oder Ausgangsgrad 1 hat-
te, ko¨nnen Knoten nun von mehr als einer Einheit passiert werden. Dies kann dazu fu¨hren,
dass im komprimierten Graphen mehr als eine Einheit von einem Knoten aus v ∈ B zu
einem Knoten u ∈ A geschickt wird. Dies ist aber im unkomprimierten Graphen nicht
mo¨glich (vgl. Abb 8.2).
unmöglichmöglich möglich
Abbildung 8.2: Flu¨sse im Einheits-Kanten- aber nicht Einheits-Knoten-Fall
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Es muss nun also sichergestellt werden, dass von jedem Knoten v auf der Eingangssei-
te einer Clique zu jedem Knoten u auf der Ausgangsseite ho¨chstens eine Flusseinheit
fließt. Dies ko¨nnen wir u¨berpru¨fen, indem wir die entsprechenden Flu¨sse auch im un-
komprimierten Graphen eintragen und entsprechend dort wieder nachsehen, ob eine kon-
krete Flusseinheit auch im unkomprimierten Graphen den gleichen Weg nehmen ko¨nnte.
Grundlage fu¨r unser Vorgehen ist die folgende Beobachtung:
Beobachtung 8.17 Wenn es im unkomprimierten Graphen mo¨glich ist, Fluss von einem
Knoten aus B zu einem Knoten aus A zu schicken, so ist es auch in der komprimierten
Repra¨sentation mo¨glich, aber nicht zwangsla¨ufig umgekehrt.
Wir wissen also umgekehrt, dass es sicher keine Mo¨glichkeit gibt, in der unkomprimierten
Version eine Flusseinheit u¨ber die entsprechende Verbindung zu schicken, wenn dies in
der komprimierten bereits nicht mo¨glich war. Entsprechend pru¨fen wir fu¨r jeden Versuch
zuna¨chst, ob es in der komprimierten Darstellung mo¨glich ist, und pru¨fen dann erst, ob es
tatsa¨chlich mo¨glich ist.
Es ko¨nnen also bei jedem Versuch, eine weitere Mo¨glichkeit zum Erweitern eines Flusses
zu finden, drei Fa¨lle auftreten:
1. Es ist bereits in der komprimierten Darstellung nicht mo¨glich, u¨ber diese Kante
einen Fluss zu schicken. Dies ist insbesondere der Fall, wenn der Endknoten der
Kante bereits als “abgearbeitet” markiert wurde.
2. Es ist in der komprimierten Version mo¨glich, aber in der urspru¨nglichen Version
nicht mo¨glich, einen Fluss u¨ber die Kante zu schicken.
3. Es ist in beiden Versionen mo¨glich, einen Fluss u¨ber diese Kanten zu schicken.
Im ersten und im letzten Fall verha¨lt sich unser Algorithmus genau wie der von Feder
und Motwani [11]. Pro Kante kommt lediglich noch eine konstante Zahl von Operationen
fu¨r die Durchfu¨hrung des Tests hinzu. Rechnen wir nur diese beiden Fa¨lle zusammen, so
kann also jede Phase des Algorithmus von Dinic in O(m log 2n
2
m
log n
) Schritten durchgefu¨hrt
werden.
Wir mu¨ssen nun abscha¨tzen, wieviel Aufwand Fall 2 verursacht. Hierzu betrachten wir
nochmals genau, wann dieser Fall eintritt (vgl. Abb 8.3): Wir betrachten eine Biclique
mit vier Knoten. Wird diese komprimiert, so wird sie entsprechend durch einen Stern
mit vier “Strahlen” ersetzt. Jede Kante vom oder zum Zentrum des Sterns hat Kapazita¨t
zwei, da jeder der Knoten innerhalb der Clique zwei Flusseinheiten abgeben oder erhalten
ko¨nnte.
Wir nehmen nun an, in einer fru¨heren Phase wurde Fluss u¨ber die Kante (B1, A1) ge-
schickt. Diese Situation ist in Teil b) von Abb. 8.3 dargestellt.
In der komprimierten Repra¨sentation ergibt sich entsprechend ein Fluss der Gro¨ße 1 von
B1 u¨ber das Zentrum des Sterns nach A1. Die Kanten von B1 zum Zentrum haben aber
dennoch noch die Restkapazita¨t 1, da es noch mo¨glich wa¨re, eine Flusseinheit von B2
nach A1 und eine von B1 nach A2 zu schicken.
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B1 A1
A2B2
B1
B2
A1
A2
2 2
2 2
a) b)
2 2
1 1
B1
B2
B1
B2
A1
A2
A1
A2
Abbildung 8.3: Beispiel zu Fall 2
Ein Algorithmus, der nur mit der komprimierten Darstellung arbeitet, wird also eine wei-
tere Mo¨glichkeit sehen, Fluss von B1 nach A1 zu schicken. An dieser Stelle u¨berpru¨fen
wir nun, ob dies auch im unkomprimierten Graphen mo¨glich ist. In diesem Beispiel ist es
nach Konstruktion natu¨rlich nicht mo¨glich und wir mu¨ssen den Vorgang abbrechen.
Im ungu¨nstigsten Fall haben wir nun zwei Schritte umsonst gemacht: Den Schritt von B1
zum Zentralknoten des Sterns und die Untersuchung der Kante vom Zentralknoten nach
A1. Die Laufzeit beider Schritte ist von der Gesamtgro¨ße der Eingabe unabha¨ngig. Jedes
Auftreten von Fall 2 beno¨tigt somit eine konstante Zahl von Operationen. Es genu¨gt also
abzuscha¨tzen, wie oft dieser Fall auftritt.
Da Fall 2 genau dann auftritt, wenn durch die entsprechende Kante (im Beispiel (B1,A1))
schon ein Fluss fließt, und jede dieser Kanten pro Phase nur einmal betrachtet wird, kann
die Ha¨ufigkeit des Auftretens von Fall 2 durch die Zahl der flusstragenden Kanten be-
schra¨nkt werden. Wenn wir also deren Zahl per Voraussetzung begrenzen, erhalten wir
den
Satz 8.18 Sei G ein bipartiter Graph mit mehr als n1,5 σ log2 n
3
r
log 2n
2
m
logn
Kanten, der σ3
√
n dis-
junkte perfekte Matchings entha¨lt, wobei
σ3
√
n ≤ m
n
log 2n
2
m
log n
.
Dann kann ein perfektes Matching in G in Zeit O
(√
nm
log 2n
2
m
σ logn
+ n2σ2
)
gefunden wer-
den.
Beweis: Der dritte Teil kann wie im vorangegangenen Kapitel beschrieben
durch das Kompressionsverfahren von Feder und Motwani [11] um den Fak-
tor log
2n2
m
σ logn
beschleunigt werden.
Wir verzichten nun darauf, diese Vera¨nderung u¨ber die Modifikation des Pa-
rameters c an den ersten Teil weiterzugeben, sondern beschleunigen diesen
wie eben beschrieben. Wir wiederholen zuna¨chst die Beobachtungen des Be-
weises von Lemma 8.9149 (zu Details siehe dort):
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1. Es kann pro Phase und Kante nur eine Kantenoperation geben, die nicht
zu einer Flussa¨nderung fu¨hrt, da die entsprechende Kante in dieser Pha-
se ansonsten nicht mehr betrachtet wird.
2. Die Zahl der Kantenoperationen, die im Folgenden zu einer Flussa¨nde-
rung auf dieser Kante fu¨hren, ist durch O((√n/σ)(n1,5σ3)) ≤
O(n2σ2) beschra¨nkt, da der Gesamtfluss n1,5σ3 nicht u¨bersteigt und
jede neue Flusseinheit ihren Weg u¨ber ho¨chstens√n/σ Kanten nimmt.
Analog zum Beweis von Lemma 8.9149 ergibt sich also, dass alle Operationen,
die nichts mit Fall 2 zu tun haben, in Zeit O(√nm log 2n
2
m
σ logn
) realisiert werden
ko¨nnen.
Nun muss noch der oben beschriebene Fall 2, in dem eine Kantenoperation
ggf. unmo¨glich ist, beru¨cksichtigt werden: Wir haben eben gesehen, dass die
Zahl der auf diese Weise pro Phase zusa¨tzlich durchgefu¨hrten Operationen
durch ein konstantes Vielfaches der Anzahl der flusstragenden Kanten be-
schra¨nkt werden kann. In der Voraussetzung haben wir die Zahl der perfek-
ten Matchings auf m
n
log 2n
2
m
logn
beschra¨nkt. Jedes Matching besteht aus n Kanten,
so dass wir beim Versuch, einen ho¨chstens nahezu m
n
log 2n
2
m
logn
-regula¨ren Gra-
phen zu erzeugen einen Fluss von ho¨chstens m log
2n2
m
logn
Einheiten durch das
Netzwerk schicken. Jede Flusseinheit nimmt den Weg s,B,A, t, verwendet
also nur eine Kante, die von B nach A fu¨hrt. Die Zahl der wegen Fall 2
abgebrochenen Kantenoperationen betra¨gt also ho¨chstens m log
2n2
m
logn
. Bei ins-
gesamt
√
n
σ
Phasen ergibt sich also fu¨r Fall 2 eine zusa¨tzliche Laufzeit von
O(√nm log 2n
2
m
σ logn
). 
Damit ko¨nnen beide langsamen Phasen beschleunigt werden.
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Teil III
Zusammenfassung und Verzeichnisse
161
Kapitel 9
Zusammenfassung
Das Matchingproblem kann als eine eine der klassischen Fragestellungen der Graphen-
theorie bezeichnet werden. Die momentan schnellsten deterministische Algorithmen fu¨r
dieses Problem sind der Algorithmus von Micali und Vazirani (1980-1994)[30] und der
Algorithmus von Blum (1990-1999)[1][2]. Beide basieren auf dem Algorithmus von Hop-
croft und Karp (1973)[21], dem schnellsten Algorithmus fu¨r den wichtigsten Spezialfall,
den der bipartiten Graphen. All diese Algorithmen haben eine Laufzeit von O(√nm),
wobei n die Zahl der Knoten des Graphen und m die Zahl der Kanten ist. Sowohl die
Algorithmen fu¨r den bipartiten, als auch die fu¨r den nichtbipartiten Fall ko¨nnen fu¨r dich-
te Graphen mit dem Kompressionsverfahren von Feder und Motwani[11] von 1991 noch
weiter beschleunigt werden [13][17].
Im ersten Teil dieser Arbeit zeigen wir verschiedene Mo¨glichkeiten auf, wie sich das
Kompressionsverfahren von Feder und Motwani [11] auf nichtbipartite Matchingproble-
me u¨bertragen la¨ßt.
Das Kompressionsverfahren basiert auf der Idee, vollsta¨ndige bipartite Teilgraphen - so-
genannte Bicliquen - durch geeignete Graphen mit weniger Kanten zu ersetzen. Hier-
zu werden bisher sternfo¨rmige Graphen eingesetzt, die sich nur im Kontext von Er-
reichbarkeitsfragen und Flussalgorithmen a¨quivalent zu den ersetzten Cliquen verhalten.
Matching-Probleme mu¨ssen daher zuna¨chst in Flussprobleme umgewandelt werden. Dies
fu¨hrt im nichtbipartiten Fall zu sehr komplexen Algorithmen, da hier sogenannte schief-
symmetrische Flu¨sse behandelt werden mu¨ssen.
Wir vermeiden diese Umwandlung in ein schiefsymmetrisches Flussproblem und arbeiten
direkt mit alternierenden Pfaden.
Wir konstruieren einen neuen Typ von Ersatzgraphen fu¨r Bicliquen. Dieser basiert auf
sogenannten Superkonzentratoren [34]. Dies sind Graphen, die wenige Kanten haben
und dennoch eine hohe Anzahl knotendisjunkter Pfade zulassen. Wir vera¨ndern diese
Superkonzentratoren so, dass viele knotendisjunkte alternierende Pfade durch sie hin-
durchfu¨hren.
Dann verringern wir die Kantenzahl im betrachteten Graphen, indem wir mo¨glichst viele
Bicliquen durch diese kleineren Graphen ersetzen. Da die Ersatzgraphen sich a¨hnlich ver-
halten, wie die ersetzten Bicliquen, ko¨nnen wir auf den so entstehenden Graphen einen be-
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liebigen anderen Matchingalgorithmus anwenden. Die Laufzeit dieses Algorithmus ver-
ringert sich aufgrund der nun geringeren Kantenzahl deutlich gegenu¨ber einer direkten
Anwendung des selben Algorithmus auf den urspru¨nglichen Graphen.
Auf diese Weise erhalten wir den folgenden Satz:
Satz 3.1547: Zu einem gegebenen nichtbipartiten Graphen G = (V,E) mit m := |E| und
n := |V | la¨ßt sich in Zeit O(mnδ log2 n) ein Graph GS mit |E(GS)| = O
(
m
log 2n
2
m
δ logn
)
Kanten konstruieren, so dass aus einem maximalen Matching M in GS in Zeit O(m) ein
maximales Matching M ′ in G berechnet werden kann.
Die Verwendung von Ersatzgraphen setzt voraus, dass bei der Suche nach den Bicliquen
zusa¨tzliche Nebenbedingungen beru¨cksichtigt werden. Zudem haben die Ersatzgraphen
eine Kantenzahl, die zwar asymptotisch klein ist, aber so große Konstanten entha¨lt, dass
eine signifikante Beschleunigung erst bei sehr großen Graphen eintritt.
Wir stellen daher ein zweites Verfahren vor, das anstatt der expliziten Substitution von
Bicliquen durch Ersatzgraphen einen abstrakten Datentyp verwendet, der genau in den
zeitkritischen Phasen eingesetzt wird und das Verhalten der Ersatzgraphen nachbildet.
Dies erlaubt es uns, die auftretenden Konstanten deutlich zu verringern und mit einer
allgemeineren Form der Graphenkompression zu arbeiten. Der eingesetzte Matching-
Algorithmus muss dafu¨r an diese Vorgehensweise angepasst werden. Dies zeigen wir
anhand des Matching-Algorithmus von Blum [1][2].
Im zweiten Teil der Arbeit wenden wir uns dem bipartiten Fall zu. Fu¨r den Spezialfall re-
gula¨rer bipartiter Graphen - also bipartiter Graphen bei denen jeder Knoten den gleichen
Grad hat - haben Cole, Ost und Schirra [6] 2001 einen Algorithmus mit linearer Laufzeit
entwickelt.
Wir demonstrieren, wie sich dieser Algorithmus als Subroutine einsetzen la¨ßt, um schnel-
lere Algorithmen fu¨r eine gro¨ßere Klasse von Graphen zu erhalten. Entha¨lt ein Graph
einen regula¨ren Graphen als Teilgraphen, so kann man in diesem Teilgraphen mit dem
Algorithmus von Cole, Ost und Schirra [6] ein perfektes Matching schnell finden. Ist der
Teilgraph spannend, umfasst also alle Knoten, so ist dies auch ein perfektes Matching im
gesamten Graphen.
Damit dieses Vorgehen funktioniert, muss man jedoch den regula¨ren Teilgraphen explizit
kennen. Dies ist normalerweise nicht der Fall. Die Suche nach einem solchen Teilgraphen
ist zudem mindestens ebenso aufwa¨ndig wie das Lo¨sen des Matchingproblems selbst.
Unser Verfahren sucht daher einen nahezu regula¨ren Teilgraphen, erweitert diesen zu ei-
nem regula¨ren Graphen und wendet dann auf diesen regula¨ren Graphen den Algorithmus
von Cole, Ost und Schirra [6] an. Damit die Zahl der bei der Erweiterung hinzugefu¨gten
Kanten im Verha¨ltnis nicht zu groß wird, mu¨ssen wir voraussetzen, dass der nahezu re-
gula¨re Teilgraph selbst eine hohe Kantenzahl hat.
Einen regula¨ren Teilgraphen eines bipartiten Graphen mit einer hohen Kantenzahl kann
man als Vereinigung von kantendisjunkten perfekten Matchings interpretieren. Insgesamt
erhalten wir somit das folgende Ergebnis:
165
Satz 6.1126: In einem bipartiten Graphen, der σ3
√
n disjunkte perfekte Matchings entha¨lt,
kann ein perfektes Matching in Zeit O
(√
nm
σ
)
gefunden werden.
Damit identifizieren wir eine weitere große Teilklasse der bipartiten Graphen, fu¨r die ein
deutlich effizienterer Algorithmus als der von Hopcroft und Karp[21] mo¨glich ist.
Wir stellen mehrere Mo¨glichkeiten vor, wie sich diese Klasse noch leicht erweitern la¨ßt.
Abschließend zeigen wir, dass auch dieses Verfahren in vielen Fa¨llen mit den Mitteln der
Graphenkompression [11] beschleunigt werden kann.
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