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Abstract
The objective of this thesis is the derivation and implementation of a robust Finite Ele-
ment formulation for the solution of solid-pore fluid coupled problems in multi-fractured
porous media.
A coupled displacement-pore pressure FEM formulation for solving solid-pore fluid in-
teraction problems is first introduced. The interaction between both components is
governed by two equations: the balance of momentum for the mixture solid-fluid and
the mass balance for the pore fluid.
Under nearly undrained-incompressible conditions, such formulation suffers from insta-
bility problems because of the violation of Babuska-Brezzi conditions. In order to work
with elements of equal order interpolation for the displacement and pore pressure, the
formulation is stabilized by means of the Finite Increment Calculus method (FIC). The
FIC-stabilized formulation is tested against stable elements with a higher order inter-
polation for the displacement field in 2D and 3D examples.
Continuum damage mechanics is the basis of the crack growth strategy for the proposed
fracture propagation technique. The strain softening models used for quasi-brittle mate-
rials favour spurious strain localization and ill-posedness of the boundary value problem
if the damage variable only depends on the strain state at the point under consideration.
An integral-type non-local damage model associated to a characteristic length parameter
is presented as a method to control the size of the fracture process zone and fully
regularize the problem. Two examples are solved assessing the robustness of the model
in front of changes in the spatial discretization.
Quasi-zero-thickness interface elements are formulated to represent discontinuities in the
porous domain. A bilinear cohesive fracture model is used to describe its mechanical
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behaviour, and a formulation derived from the cubic law models the fluid flow through
the crack.
Finally, a new methodology for the simulation of fracture propagation processes in sat-
urated porous media is presented. The non-local damage model is used in conjunction
with the interface elements to predict the degradation pattern of the domain and insert
new fractures followed by remeshing. Fluid-driven fracture propagation examples in 2D
and 3D are presented to illustrate the accuracy of the proposed technique.
Resumen
El objetivo de esta tesis es la derivación e implementación de una formulación robusta
de Elementos Finitos para la solución de problemas acoplados de sólido-fluido de poro
en medios porosos multi-fracturados.
Una formulación del MEF acoplada desplazamiento-presión de poro para resolver pro-
blemas de interacción solido-fluido de poro es primeramente introducida. La interacción
entre ambos componentes es gobernada por dos ecuaciones: el balance de momento para
la mezcla sólido-fluido y el balance de masa para el fluido de poro.
Bajo condiciones de impermeabilidad e incompresibilidad, esta formulación sufre pro-
blemas de inestabilidad debido a la violación de las condiciones Babuska-Brezzi. Para
poder trabajar con elementos de igual orden de interpolación para los desplazamientos
y la presión de poro, la formulación es estabilizada mediante el método de Finite Incre-
ment Calculus (FIC). La formulación estabilizada con FIC es testeada contra elementos
estables de mayor orden de interpolación para el campo de desplazamientos en ejemplos
2D y 3D.
La mecánica del daño continua es la base de la estrategia de crecimiento de fisura
para la técnica de propagación de fracturas propuesta. Los modelos de deformación
con reblandecimiento utilizados para materiales cuasi-frágiles favorecen la localización
espuria de las deformaciones y el mal condicionamiento del problema de valores en el
contorno si la variable de daño depende únicamente del estado de deformación en el
punto considerado.
Un modelo de daño no-local de tipo integral asociado a un parámetro de longitud carac-
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terística es presentado como un método para controlar el tamaño de la zona de fractura y
regularizar totalmente el problema. Dos ejemplos son resueltos para evaluar la robustez
del modelo frente a cambios en la discretización espacial.
Elementos de interface de espesor cuasi-cero son formulados para representar discon-
tinuidades en el dominio poroso. Un modelo de fractura cohesiva bilineal es utilizado
para describir su comportamiento mecánico, y una formulación derivada de la ley cúbica
modela el flujo de fluido a través de la fisura.
Finalmente, una nueva metodología para la simulación de procesos de propagación de
fractura en medios porosos saturados es presentada. El modelo de daño no-local es em-
pleado juntamente con los elementos de interface para predecir el mapa de degradación
del dominio e insertar nuevas fracturas seguido de un remallado. Ejemplos de fractura
por fluido en 2D y 3D son presentados para ilustrar la precisión de la técnica propuesta.
A la meva família.
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Chapter 1
Introduction
1.1 Motivation and presentation
Problems involving the flow of a fluid through a porous medium have always been the
object of special interest in geomechanics. Many geomaterials contain pores and other
cavities that are filled with fluid in saturated or unsaturated conditions. The pressure of
such fluid and the deformation of the solid medium are closely related in a challenging
problem that must be analysed in a coupled manner.
Further complexity is added when one takes into consideration fluid-driven fracture
propagation in the solid domain. Indeed, depending on the fluid pressure distribution
and the external efforts acting over the domain, not only pre-existing discontinuities can
open and close, but they can also propagate and conform new fractures, introducing an
additional degree of coupling.
From the classical contributions of Terzaghi [139] and Biot [18] important effort has been
made in the last decades to develop competent numerical methods in poromechancis
that allow analysing and understanding the complexity of the mechanisms involved in
problems with a coupling between a solid skeleton and a fluid phase. Such techniques
are becoming essential tools of for different fields and applications.
In hydrogeology, for instance, these numerical methods are important to represent the
water flow through porous soil when characterizing aquifers performance (storage ca-
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pacity, water transmissivity, water content, etc.), and also to study the dispersion and
transport of dissolved contaminants [15].
For soil mechanics, these tools are specially interesting for solving problems in which
the seepage flow and pressures interact with the dynamic behaviour of the solid skeleton
(Figure 1.1a).
(a) Seepage through earth dam.
(b) Simplified scheme of an hydraulic frac-
turing process.
Figure 1.1: Examples of problems with important interaction between a solid skeleton
and a fluid phase.
An important field of application is in petroleum engineering. Here, the oil-gas-soil
interaction takes the leading role along with the hydraulic fracturing (Figure 1.1b) as a
common technique to enhance reservoir permeability and well efficiency [3, 31].
Other applications for numerical methods in poromechanics have recently emerged for a
variety of fields, including the underground storage of carbon dioxide [73], the geothermal
energy production [159], the analysis of interstitial flow in bone tissue [44], and even the
study of fractures in epithelial cell sheets [32, 86].
There are clearly different applications for this kind of problem, but in all of them one
can always distinguish, at least, two distinct components: a solid skeleton and a fluid
phase. The solid medium is usually composed by particles of different shapes and sizes
enclosing little cavities that can be totally or partially filled by the fluid.
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It seems natural that a proper analysis of these kind of problems should require taking
into account both parts, i.e. solid and fluid, for the derivation of the governing equations
and the definition of the boundary conditions.
Thereby, when solving this coupled problem, it will be necessary to capture the seepage
of the fluid through the porous medium, and the deformations of the solid skeleton at
any point of the domain. From the numerical perspective, one of the most widespread
approaches is the displacement-pressure formulation, in which the main unknowns are
the displacements of the solid skeleton u and the pore pressure p.
However, in the limit of nearly incompressible pore fluid and small permeability, coupled
poromechanics formulations suffer from instability problems. Finite elements exhibit
locking in the pressure field and spurious oscillations appear due to the violation of the
so-called Babuska-Brezzi conditions [6, 23]. The oscillations can be overcome by locally
refining the mesh or by using shape functions of the displacement field one order higher
than those of the pressure field. In practical applications this is, however, not feasible
because of the increment in the computational cost. In this sense, stabilization meth-
ods have been found to be powerful tools to circumvent the Babuska-Brezzi conditions
violation without compromising the efficiency of the computation.
Discontinuities in porous materials such as concrete, soil and rock have a noticeable
influence in the mechanical and hydraulic behaviour of a multi-phase system. They
represent a jump in the displacement field as well as in the stress and strain fields.
The presence of these fracture planes modifies the global material response in terms of
strength and stiffness, and introduces directional preferences in the deformation of the
solid and in the fluid flow. It is thereby essential to properly describe the initiation and
propagation of these discontinuities with a suitable fracture mechanics approach.
In the context of the Finite Element Method (FEM), modelling of discontinuities can
be done by means of interface elements. These special elements, which can be used to
define pre-existing or propagating cracks, act as joints between the discontinuities in
the displacement field and can be used to represent the enhanced conductivity of the
medium.
Thereby, in the modelling of the fractured domain, it is necessary to implement a con-
stitutive model that allows determining the initiation and propagation of new failure
zones, and a model characterizing the mechanical behaviour of the fractures. In this
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regard, the combination of a “smeared crack” model with a “discrete crack” approach
permits working with pre-defined discontinuities and, at the same time, insert new joint
elements when necessary.
Concerning the propagation of fractures, suitable regularization methods and remeshing
techniques become essential to minimize the mesh dependency when determining the
direction of the crack growth.
Kratos framework
This thesis has been implemented in Kratos Multiphysics [2]. Kratos is an Open-Source
framework for building parallel multi-disciplinary simulation software. Modularity, ex-
tensibility and High Performance Computing (HPC) are some of its main objectives.
Kratos has BSD licence and is written in C++ with extensive Python interface.
It features a “core and applications approach”, where standard tools (databases, linear
algebra, solvers, etc.) come as part of the “core” and are available as building blocks in
the development of “applications”, which derive from the core and focus on the solution
of particular problems of interest (see Figure 1.2). We note here that all the implemen-
tations of this thesis gave as a result the “Poromechanics Application” in Kratos.
Figure 1.2: Kratos’ “core and applications approach”.
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1.2 Objectives
The main objective of this thesis is to advance in the development of finite element
methods for the analysis of coupled solid-pore fluid problems in which the initiation and
propagation of cracks represents a key issue and is strongly influenced by the interaction
between the different media. To this end, the following goals were set for the three-years
PhD:
• Derivation and testing of a stable FEM formulation for coupled solid-pore fluid
problems under fully saturated conditions for 2D and 3D analysis.
• Implementation and validation of a robust continuum damage model for the anal-
ysis of degradation of quasi-brittle materials.
• Development of special interface elements compatible with the implemented for-
mulation, and valid for the definition of pre-existing fractures in the porous media
as well as propagating cracks.
• Development of a crack tracking technique based on the analysis of the damage
pattern around the crack tip.
• Implementation of an efficient technique to insert new interface elements in the
domain and remesh the model every time the crack propagates.
• Application of the previous implementations for solving a problem of interest in
engineering. An example of a problem where all the components are required is
the analysis of hydraulic fracture processes.
1.3 State of the art
1.3.1 Coupled solid-pore fluid formulation
The first work regarding the coupling between a fluid and a porous medium can be
attributed to Terzaghi, who proposed a one-dimensional theory of consolidation in 1943
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[139]. The generalization to three-dimensional cases was presented by Biot who also de-
scribed methods for determining the elastic coefficients of the theory [18–20]. Although
these first works were restricted to linear elastic materials, they have been the basis for
a lot of subsequent works in geophysics, soil and rock mechanics.
The transition between Biot’s theoretical formulation and the first successful numerical
results is found in Ghaboussi and Wilson’s work, in which the assumption of incom-
pressibility of fluid and solid particles was relaxed [61]. Zienkiewicz and Bettes [149]
proposed a formulation based only on the displacement of solid and the pore pressure,
which is suitable for the low-frequency situations such as earthquake problems.
De Boer and Kowalski [46] developed a plasticity theory for saturated porous media
and, due to the increasing interest in non-linear applications, Zienkiewicz and co-workers
expanded the theory to a generalized incremental form for non-linear material behaviour
and large strain effects for liquefaction analysis of soil structures [148, 156].
In order to overcome the violation of Babuska-Brezzi conditions, several stabilization
techniques can be found in the literature in the context of fluid mechanics and solid
mechanics, and have been also extended to poromechanics problems.
Some of these techniques are based on the pioneer work of Chorin [42] and use special
time stepping schemes to generate stabilization terms [69, 111, 152].
Other types of approaches have also achieved good stabilized results by modifying the
fluid mass balance equation with the addition of a characteristic term that needs to be
calibrated [24, 40, 70, 153]. Here one can also include the methods based on the concept
of Polynomial-Pressure-Projections, in which the stabilizing terms use element-local
projections of the pressure field to counteract the inherent instabilities [41, 135, 136, 142].
There is an additional group of stabilization techniques that make use of the Finite
Increment Calculus method (FIC) developed by Oñate and co-workers. In this approach,
stabilization terms are derived by expanding the residual of the governing equations in a
Taylor series. Previously stabilized FEM formulations for quasi and fully incompressible
fluids and solids were based on the first order form of the FIC balance equation in space
[102, 103, 106, 107], while recent works are based on the second-order FIC form of the
mass balance equation [104, 105].
State of the art 7
1.3.2 Fracture modelling
In the last decades various authors have developed numerical methods for the initiation
and propagation of fractures in the context of porous media.
One approach that has obtained notable attention in the last years is the extended
finite element method (XFEM) developed for crack analysis [14, 81, 83, 93, 120, 146].
The XFEM handles discontinuities in an approximation space with jump functions,
i.e. local enrichment functions, and so there is no need to represent cracks in a mesh.
This considerably reduces the cost of remeshing during crack growth, but in return, the
method demands a higher computational cost in terms of number of degrees of freedom
and numerical integration.
The other obvious approach that has shown significant impact includes the group of
numerical techniques purely based on the finite element method (FEM). In this group,
numerous methods can be found in the literature, but probably two main subgroups can
be distinguished: the “smeared crack” approaches, continuum based methods in which
the influence of developing fractures is incorporated into the constitutive stress-strain
law [28, 66, 85, 119], and the “discrete crack” models, in which each single discontinuity
is represented explicitly [34, 56, 60, 67].
For the analysis of material degradation and crack initiation in porous media, most of
the techniques developed for continuum damage mechanics are applicable.
The concept of damage was introduced by Kachanov in 1958 in the context of creep
rupture in metals [75]. Rabotnov [118] gave the problem physical meaning by suggesting
that the reduction of the sectional area was measured by means of the damage parameter.
The thermodynamic formalism involved in the irreversible process of damage was devel-
oped by Lemaitre and Chaboche [82], and other important contributions to our knowl-
edge were given by: Mazars and Pijaudier-Cabot [91], Simo and Ju [130], Oller et al.
[101], Oliver et al. [99, 100], and Cervera et al. [35, 36], to name but a few.
If the damage parameter depends only on the strain state at the point under consid-
eration, numerical simulations exhibit a pathological mesh dependence and the energy
consumed by the system tends to zero as the mesh is refined. Classical constitutive
models require an extension in the form of a characteristic length to properly model the
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thickness of localized zones.
Such extension can be introduced by means of second gradient models [38], micro-polar
[95], strain gradient [145], viscous [84] and non-local terms [74].
Non-local elasticity was developed by Eringen [54] who later extended it to non-local
elasto-plasticity [53]. Subsequently, it was found that certain non-local formulations
could act as efficient localization limiters with a regularizing effect on problems with
strain localization [114].
Modelling of discontinuities between two bodies in contact has been performed via con-
tact elements in solid mechanics [16, 62, 125], and the idea has also been used in fracture
mechanics to model cohesive forces by means of cohesive elements [109, 144].
Since Goodman et al. proposed the “zero-thickness” interface element to describe the
mechanical behaviour of pre-existing joints in rock masses [63], many authors have
developed strategies to adapt that element for the solution of fracture processes in solid-
pore fluid coupled problems.
Similarly as in the formulation of the continuum solid-pore fluid mixture, two equilibrium
equations usually govern the coupled behaviour of the fractures. One equation deals with
the mechanical behaviour of the crack, whereas the other equation describes the balance
of fluid mass within the fracture.
1 2
(a) Single-noded zero-
thickness interface element.
1 2
4 3
(b) Double-noded zero-
thickness interface element.
1 2
4 3
5 6
(c) Triple-noded zero-
thickness interface element.
Figure 1.3: Two-dimensional zero-thickness interface elements.
Concerning the modelling of the fluid flow through the discontinuity, three different
types of zero-thickness interface elements can be found in the literature: single, double
and triple noded elements (Figure 1.3). The single-noded elements are the simplest ones
and represent pipe elements that are superimposed onto the standard continuum element
edges [5]. With this elements the hydraulic head is uniform across the discontinuity and
thus only the longitudinal conductivity is taken into account. The triple-noded elements
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allow including the influence of a transversal conductivity through the discontinuity [64].
The two nodes at each side of the interface represent the potentials in the pore pressure
between the two sides of the discontinuity. The third node, placed at the middle of
the interface, stores the average potential of the longitudinal fluid through the fracture.
Finally, the double-noded elements take into account both types of conductivity but the
middle node variable is eliminated in terms of the variables of the external nodes. Ng
and Small [98] used this double-noded zero-thickness interface element to model flow
problems with pre-existing discontinuities but with no hydraulic potential drop between
the two interface walls. Segura and Carol [128] introduced the transversal conductivity
for zero-thickness elements to account for the exchange of fluid between the discontinuity
and the porous material.
For analysing the mechanical behaviour of fractures, we find essentially two different ap-
proaches: those based on linear elastic fracture mechanics (LEFM), and those based on
non-linear fracture mechanics (NLFM). LEFM techniques were first proposed to solve
fracture propagation problems by means of remeshing without considering a fracture
process zone (FPZ) before the crack tip. This approach is applicable in large structures
where the size of the FPZ is negligible. However, for quasi-brittle analyses, the con-
sideration of a non-linear fracture process zone where the energy is dissipated before
it completely fails was found to be essential. In those cases the NLFM technique is
usually applied and a softening law relates the cohesive stress to the crack opening in
the FPZ. The first procedure based on the cohesive fracture model was originally intro-
duced by Barenblatt [8, 9] for brittle materials and by Dugdale [50] for plastic materials.
Hillerborg et al. [68] developed the first fictitious crack model for Mode I fracture. It
was extended later for the mixed mode fracture, from which Camacho and Ortiz [27]
proposed a suitable fracture criterion that is widely used in the literature.
A crucial part in the modelling of fracture propagation is the criterion for determining
the direction of the crack growth. Some criteria are based on the local evaluation of
the stress field at the crack tip, e.g. the maximum circumferential stress criterion [52].
Others are based on the energy distribution at the fractured zone, such as the minimum
strain energy density criterion [129] or the maximal strain energy release rate criterion
[72]. There is also another group of crack growth criteria based on continuum damage
mechanics [140].
Schrefler et al. [126] and Secchi et al. [127] implemented the double-noded interface ele-
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ment with cohesive fracture model, working together with an adaptive mesh refinement
technique in porous materials. Also, Khoei et al. implemented a model of cohesive crack
growth using an adaptive mesh refinement procedure for two-dimensional problems [79].
In that work, a bilinear cohesive law originally proposed by Espinosa and Zavattieri [55]
is adopted, and a modified superconvergent patch recovery (SPR) technique is used for
the error estimation.
More recently, Moës et al. presented an alternative technique combining fracture me-
chanics with level set procedures [33, 94].
1.4 Organization
The thesis is organized as follows.
In Chapter 2 the displacement-pore pressure formulation is described, starting from
the governing equations of the problem and the fully coupled system of equations to
be solved. Following that, the instability produced under undrained-incompressible
conditions is presented and the stable formulation based on the second-order FIC form
of the mass balance equation in space is thoroughly detailed. Two academic examples
are solved at the end of the chapter comparing the FIC-FEM elements of equal order
interpolation to stable elements with a higher order interpolation for the displacement
field.
Chapter 3 starts introducing the essential concepts on continuum damage mechanics.
Details are given on the fundamental concepts of the isotropic damage theory, including
the equivalent strain forms and damage evolution laws that have been implemented
in this work. Next, the regularization techniques developed to overcome the problems
associated to strain localization are illustrated. Special attention is given to the integral-
type non-local damage model, highlighting the most relevant aspects of its numerical
implementation. Two examples are shown at the end, where we assess the robustness of
the implemented damage models against changes in the spatial discretization.
In Chapter 4 the formulation of the developed quasi-zero-thickness interface elements is
detailed, explaining the mechanical behaviour of the fracture and the model governing
the fluid flowing in it. After that, we present the proposed fracture propagation tech-
nique combining the non-local damage model with the interface elements. Finally, two
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plane-strain examples are solved to test the accuracy of the crack propagation method-
ology, and one additional case is included to show the performance of the generalized
3D formulation.
Chapter 5 summarizes the most relevant conclusions of this work, pointing out its main
contributions. In the end, the new perspectives to future works are briefly commented.
1.5 Related publications
The following publications have emanated from the work carried out in this doctoral
thesis. The list is ordered chronologically.
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Analysis and Design, vol. 112, pp. 26-39, 2016. DOI: 10.1016/j.finel.2015.12.011
• I. de Pouplana and E. Oñate. A FIC-based stabilized mixed finite element method
with equal order interpolation for solid-pore fluid interaction problems. Interna-
tional Journal for Numerical and Analytical Methods in Geomechanics, vol. 41,
pp. 110-134, 2016. DOI: 10.1002/nag.2550
• I. de Pouplana, L. Gracia, F. Salazar and E. Oñate. Cracking of a concrete arch
dam due to seasonal temperature variations. Theme A - 14th International Bench-
mark Workshop on the Numerical Analysis of Dams, 2017.
• L. Gracia, I. de Pouplana, F. Salazar and E. Oñate. Static and seismic analysis of
an arch-gravity dam. Theme B - 14th International Benchmark Workshop on the
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• I. de Pouplana and E. Oñate. Finite element modelling of fracture propagation
in saturated media using quasi-zero-thickness interface elements. Article sent to
Computers and Geotechnics, 2017.
• E. Oñate and I. de Pouplana. A methodology for analysis of delamination in
composites using joint elements. In preparation.

Chapter 2
Coupled Solid-Pore Fluid Interaction
Problem
2.1 Introduction
Sometimes two or more physical systems interact with each other in such a way that it is
not possible to obtain a solution independent of any of the systems without considering
all the systems at the same time. It is said that those systems belong to a coupled
problem, with the coupling being stronger or weaker depending on the level of interaction
between each system.
Our problem of interest belongs to the type of coupled problems in which the different
domains of the physical systems overlap. In such cases, the coupling occurs through
the governing differential equations describing the different physical phenomena. In
particular, we are going to study solid-pore fluid interaction problems in which a unique
mesh represents a porous medium.
The problem falls in the field of poromechanics [43], a branch of physics that studies
porous materials whose mechanical behaviour is significantly influenced by the pore
fluid.
A porous medium is composed of a matrix, containing solid components of different
shape and size, and a porous space, that can be totally or partially filled by a fluid.
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Thereby, any infinitesimal volume of a porous medium can be treated as the superim-
position of two material particles: the skeleton particle and the fluid particle (Figure
2.1).
= +
Porous Medium Solid Skeleton Fluid Medium
Figure 2.1: Infinitesimal volume of porous medium as a combination of two phases: a
solid skeleton and a fluid medium.
A continuous description of such an heterogeneous medium requires taking into account
the mechanical coupling between the solid skeleton and the fluid phase when formulating
the governing equations of the problem.
In the last decades important effort has been made in the development of powerful
numerical methods for poromechanics that allow analysing porous media considering
the mechanical coupling between the solid and the fluid phase.
A one-dimensional theory of consolidation was first proposed by Terzaghi in 1943 [139]
and then Biot extended it to three-dimensional cases [18–20]. Although these first works
were restricted to linear elastic materials, they have been the basis for a lot of subsequent
works in geophysics, soil and rock mechanics.
The first numerical solution of Biot’s formulation was obtained by Ghaboussi and Wilson
[61] and the work was further developed by Zienkiewicz et al. [149, 151]. Later on,
due to the increasing interest in non-linear applications, Zienkiewicz and co-workers
expanded the theory to a generalized incremental form for non-linear materials and
large deformation problems [148, 156].
The mathematical formulation of solid skeleton and pore fluid interaction presented here
is based on the model proposed by Zienkiewicz et al. [151]. The problem was originally
formulated for fully saturated conditions in terms of the solid matrix displacement ui,
the mean fluid velocity relative to the solid phase wi and the fluid pore pressure p, but
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in many geo-mechanical problems with no high-frequency phenomena involved, the fluid
relative velocity wi can be neglected and so the equations can be simplified to work with
only two main variables: ui and p [150].
In the limit of nearly incompressible pore fluid and small permeability, the coupled
poromechanics formulations suffer from instability problems. Finite elements exhibit
locking in the pressure field and spurious oscillations in the numerical solution for the
pressure appear due to the violation of the so-called Babuska-Brezzi conditions [6, 23].
The oscillations can be overcome by locally refining the mesh and by using shape func-
tions of the displacement field one order higher than those of the pressure field. In
practical applications this is, however, not the best approach because of the increment
in the computational cost. In this sense, stabilization methods have been found to be
powerful tools to circumvent the Babuska-Brezzi conditions violation without compro-
mising the efficiency of the computation.
Several stabilization techniques have been investigated in the past years in the context of
computational fluid dynamics [24, 42, 70, 102, 103, 152] and (incompressible) solid me-
chanics [40, 106, 107, 110, 155], and have been also extended to poromechanics problems
[69, 88, 111, 142, 153].
Although each stabilization approach has its differential aspects, they can be classified
in three main categories.
The first category comprises those techniques in which special time stepping schemes
are applied in order to generate stabilization terms. Probably the earliest work in this
category is due to Chorin [42] who proposed a technique to deal with incompressible
fluid problems which is now referred as the fractional step method or the operator-
splitting method. Such a staggered time stepping algorithm has been found to provide
stabilization in the steady-state when used in a convenient form [42, 69, 111, 152].
The second type of techniques are more direct stabilization methods based on the per-
turbation of the fluid mass conservation equation. Instead of using special time-stepping
algorithms that give additional terms in the steady-state approximation, the fluid bal-
ance equation is modified by adding a stabilization term multiplied by a parameter that
needs to be carefully calibrated [24, 40, 70, 153]. This group also includes the methods
based on the concept of Polynomial-Pressure-Projections, in which the additional stabi-
lizing terms use element-local projections of the pressure field to counteract the inherent
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instabilities [41, 135, 136, 142].
The third category considered here is the Finite Increment Calculus method (FIC)
[102–107], which is the approach also adopted in the present work. The FIC technique
is based on expressing the equations of balance of mass and momentum in a space/time
domain of finite size, and retaining higher order terms in the Taylor series expansion
typically used for expressing the change in the transported variables within the balance
domain. Apart from the standard terms of infinitesimal theory, the FIC form of the
balance equations contains derivatives of the classical differential equations multiplied
by characteristic distances in space and/or time.
Previously stabilized FIC-FEM formulations were based on the first-order form of the
FIC balance equation in space and can be found in the literature for quasi and fully in-
compressible fluids and solids [102, 103, 106, 107], and even for 1D and 2D poromechancis
problems [116]. In this work, the more recent second-order FIC form of the mass balance
equation [104, 105] has been adopted as the basis for deriving the stabilized FIC-FEM
formulation for 2D and 3D poromechanics problems. This new formulation takes advan-
tage of the second order derivatives terms to provide a simpler procedure for obtaining
a residual-based stable form of the mass balance equation suitable for finite element
analysis. Proof of the good results of this formulation regarding convergence and mass
conservation are given in [104].
This chapter is organized as follows. First, the finite element formulation is introduced,
starting from the governing equations of the problem and the fully coupled system of
equations to be solved. After that, the instability problem is stated and the stabiliza-
tion by means of the second-order FIC form of the mass balance equation in space is
thoroughly detailed. Finally, two examples are solved in order to test the implemented
FIC-stabilized element and compare it to stable elements with a higher order interpola-
tion for the displacement field.
2.2 Finite element formulation
In the theory of porous media, the effective stress is an essential concept for defining the
stress state because it is responsible for the major deformations and rupture of the solid
skeleton. Let σij be the total stress (positive in tension) acting on the total area of the
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soil and the pores, and p the pressure of the fluid in the pores (positive in compression),
the effective stress is defined as:
σ′ij = σij + αpδij (2.1)
where δij is the Kronecker delta and α is Biot’s coefficient [21]:
α = 1− K
Ks
≤ 1 (2.2)
with Ks being the bulk modulus of the solid phase and K the bulk modulus of the
porous medium:
K =
E
3 (1− 2ν) (2.3)
where E is the Young’s modulus and ν is the Poisson’s ratio.
In order to account for the coupling between the solid and fluid phases, the behaviour
of a saturated porous medium is governed by the combination of two equations: the
balance of momentum for the mixture solid-fluid, and the mass balance for the pore
fluid.
Balance of momentum for the mixture solid-fluid
∂σij
∂xj
+ ρbi = ρu¨i (2.4)
where bi is the body force per unit mass, u¨i is the acceleration of the solid skeleton and
ρ is the density of the solid-fluid mixture ρ = φρf + (1 − φ)ρs, being φ the porosity of
the soil, ρf the density of the fluid and ρs the density of the solid.
Let us introduce the general definition for the effective stress (3.1) into the balance of
momentum equation (2.4). This gives
∂
∂xj
(
σ′ij − αpδij
)
+ ρbi − ρu¨i = 0 (2.5)
Mass balance for the pore fluid
∂ζ
∂t
+
∂qi
∂xi
= 0 (2.6)
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where ζ is the fluid mass content per unit volume and qi represents the flow rate. It
should be noted that Equation (2.6) is in a linearized form of the general mass balance
expression as the fluid density variation effect has been ignored.
The mass balance equation is modified as follows. Let us first consider the constitutive
equation presented in [18] relating the fluid mass content per unit volume ζ with the
volumetric strain of the solid skeleton  and the pore pressure p.
ζ = α+
p
Q
(2.7)
where Q is a combined compressibility of the fluid-solid phases, also called Biot’s mod-
ulus [21]
1
Q
=
α− φ
Ks
+
φ
Kf
(2.8)
being Kf the bulk modulus of the fluid phase.
Let us now make use of the generalized form of Darcy’s law
qi = − 1
µ
kij
(
∂p
∂xj
− ρfbj
)
(2.9)
where µ is the dynamic viscosity of the fluid and kij is the intrinsic permeability matrix
of the porous medium.
Taking into account the relations from equations (2.7) and (2.9), the mass balance
equation (2.6) can be rewritten as
α˙+
p˙
Q
+
∂
∂xi
[
− 1
µ
kij
(
∂p
∂xj
− ρfbj
)]
= 0 (2.10)
Equations (2.5) and (2.10) have to be supplemented by a constitutive law for the solid
skeleton. In general, for any non-linear material we may consider an incremental form
with a tangent constitutive tensor Dijkl as
dσ′ij = Dijkl dεkl (2.11)
with
εij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(2.12)
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The boundary conditions for this problem are specified as:
ui = u˜i on Γu (2.13)
(
σ′ij − αpδij
)
nj = t˜i on Γt (2.14)
where u˜i and t˜i are the prescribed displacements and surface tractions, respectively.
p = p˜ on Γp (2.15)
[
− 1
µ
kij
(
∂p
∂xj
− ρfbj
)]
ni = q˜n on Γq (2.16)
where p˜ and q˜n are the prescribed pore pressure and the normal flow rate, respectively.
In order to express the resultant system of equations in a more compact manner, we
rewrite equations (2.5) and (2.10) in matrix form using Voigt notation as follows.
• Balance of momentum
ST (σ′ − αpm) + ρb− ρu¨ = 0 (2.17)
• Mass balance
αmTSu˙+
p˙
Q
+∇T
[
− 1
µ
k (∇p− ρfb)
]
= 0 (2.18)
For a general 3D case, we have
S =

∂
∂x
0 0
0 ∂
∂y
0
0 0 ∂
∂z
∂
∂y
∂
∂x
0
0 ∂
∂z
∂
∂y
∂
∂z
0 ∂
∂x

; ∇ =
[
∂
∂x
, ∂
∂y
, ∂
∂z
]T
(2.19)
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σ′ =
[
σ′xx, σ
′
yy, σ
′
zz, σ
′
xy, σ
′
yz, σ
′
zx
]T
(2.20)
m =
[
1, 1, 1, 0, 0, 0
]T
(2.21)
The above system of partial differential equations (2.17) and (2.18) can be discretized
by interpolating the displacement and pressure fields as: u = Nuu¯ and p = N pp¯ where
(¯·) denotes nodal values and
Nu =
Nˆ1 0 0 Nˆ2 0 0 ... Nˆnˆ 0 00 Nˆ1 0 0 Nˆ2 0 ... 0 Nˆnˆ 0
0 0 Nˆ1 0 0 Nˆ2 ... 0 0 Nˆnˆ
 (2.22)
N p =
[
N1, N2, ..., Nn
]
(2.23)
with Nˆi and Ni being, respectively, the shape functions of the displacement and pressure
interpolations, which do not necessarily need to coincide.
Following the standard Galerkin technique [17, 58], we left multiply Equation (2.17) by
test functions NTu and Equation (2.18) by test functions N
T
p and integrate them over
the spatial domain Ω to obtain the following set of ordinary differential equations
• Balance of momentum
ru := M ¨¯u+
∫
Ω
BTσ′ dΩ−Qp¯− fu = 0 (2.24)
• Mass balance
rp := Q
T ˙¯u+C ˙¯p+Hp¯− f p = 0 (2.25)
where ru and rp are the residual vectors for the momentum and the mass balance
equation, and
M =
∫
Ω
NTuρNu dΩ ; Q =
∫
Ω
BTαmN p dΩ (2.26)
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C =
∫
Ω
NTp
1
Q
N p dΩ ; H =
∫
Ω
(∇N p)T 1
µ
k∇N p dΩ (2.27)
fu =
∫
Ω
NTuρb dΩ +
∫
Γt
NTu t˜ dΓ (2.28)
f p =
∫
Ω
(∇N p)T 1
µ
kρfb dΩ−
∫
Γq
NTp q˜n dΓ (2.29)
with B = SNu.
The time derivatives of u and p are approximated using the Generalized Newmark
scheme. Thus, for a new time step n + 1, we use the GN22 scheme for displacements
[97]:
un+1 = un + ∆tu˙n +
(
1
2
− β
)
∆t2u¨n + β∆t
2u¨n+1 (2.30a)
u˙n+1 = u˙n + (1− γ)∆tu¨n + γ∆tu¨n+1 (2.30b)
and the GN11 scheme for pressure:
pn+1 = pn + (1− θ) ∆tp˙n + θ∆tp˙n+1 (2.31)
which are unconditionally stable for β ≥ 1
4
, γ ≥ 1
2
and θ ≥ 1
2
[45].
The residual vectors for the momentum and mass balance equations can be rewritten
as
(ru)n+1 = M
[
u¯n+1 − ˆ¯un
β∆t2
]
+
(∫
Ω
BTσ′ dΩ
)
n+1
−Qp¯n+1 − (fu)n+1 (2.32)
(rp)n+1 = Q
T
[
γu¯n+1
β∆t
+ ˆ¯˙un
]
+C
[
p¯n+1
θ∆t
+ ˆ¯˙pn
]
+Hp¯n+1 −
(
f p
)
n+1
(2.33)
where u¯n+1 and p¯n+1 are the nodal unknowns at time n + 1, and ˆ¯un, ˆ¯˙un and ˆ¯˙pn stand
for values that are computed from known parameters at time n as:
ˆ¯un = u¯n + ∆t ˙¯un +
(
1
2
− β
)
∆t2 ¨¯un (2.34)
ˆ¯˙un = ˙¯un + (1− γ) ∆t¨¯un − γ
β∆t
ˆ¯un (2.35)
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ˆ¯˙pn =
θ − 1
θ
˙¯pn −
1
θ∆t
p¯n (2.36)
The Newton-Raphson method is used to solve the problem iteratively. Thus, at a time
step n+ 1 and the iteration i+ 1 we have:
∂ru
∂u¯
∂ru
∂p¯
∂rp
∂u¯
∂rp
∂p¯

i
n+1
[
δu¯
δp¯
]i+1
n+1
= −
[
ru
rp
]i
n+1
(2.37)

1
β∆t2
M +K −Q
γ
β∆t
QT
1
θ∆t
C +H

i
n+1
[
δu¯
δp¯
]i+1
n+1
= −
[
ru
rp
]i
n+1
(2.38)
where K is the tangent stiffness matrix:
K =
∂
∂u¯
∫
Ω
BTσ′ dΩ =
∫
Ω
BTDB dΩ (2.39)
Note that the system of equations (2.38) can be made symmetric by multiplying Equa-
tion (2.33) by −β∆t/γ.
2.3 Stabilization using Finite Increment Calculus (FIC)
2.3.1 Introduction to the FIC-stabilization procedure
For a quasi-static problem the term involving the mass matrix is omitted. Also, in the
undrained-incompressible limit, i.e. when k → 0 and Q → ∞, the matrices C and H
vanish and the system of equations (2.38) becomes[
K −Q
−QT 0
]i
n+1
[
δu¯
δp¯
]i+1
n+1
= −
[
ru
r∗p
]i
n+1
(2.40)
The resultant system matrix is almost identical to that frequently encountered in the
solution of incompressible elasticity or incompressible fluid mechanics problems [70, 106].
In such cases, the spaces used to approximate the displacement (or the velocity) and
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pressure fields must fulfill the Babuska-Brezzi conditions [6, 23] or the Zienkiewicz-Taylor
patch test [154, 157] in order to avoid spurious oscillations and locking in the pressure
field.
With the equations presented so far, these conditions can be accomplished using shape
functions for the displacement field one order higher than those for the pressure field.
Some examples of “stable” 2D elements are depicted in Figure 2.2.
u p
(a) Quadratic displacement and linear
pressure.
pu
(b) Biquadratic displacement and bilinear
pressure.
Figure 2.2: Some 2D elements that fulfil the Babuska-Brezzi conditions.
However, low order finite elements with equal order interpolation for the displacements
and the pressure are very attractive due to their simplicity and efficiency, and so stabi-
lization techniques must be applied if one aims at solving large scale 3D computations.
The stabilization approach implemented in this work relies on the Finite Increment
Calculus (FIC) method [102–107] and affects only the continuity equation with the
balance of momentum remaining unchanged.
For the sake of clarity, let us redefine the mass balance equation (2.10) as:
rp := α˙+
p˙
Q
+
∂
∂xj
[
− 1
µ
kjk
(
∂p
∂xk
− ρfbk
)]
= 0 (2.41)
As stated in the introduction, this technique is based on the second-order FIC form of
the mass balance equation in space for a quasi-incompressible fluid. This can be written
as [104]:
rp +
h2i
12
∂2rp
∂x2i
= 0 in Ω i = 1, ns (2.42)
where ns are the number of space dimensions (i.e. ns = 3 for 3D problems).
In a 2D case Equation (2.42) is obtained by expressing the balance of mass in a rect-
angular domain of finite size with dimensions h1 × h2, where hi are arbitrary distances,
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and retaining up to third-order terms in the Taylor series expansions used for expressing
the change of mass within the balance domain [105]. The derivation of Equation (2.42)
for a 1D problem is shown in [104].
The FIC term in Equation (2.42) plays the role of a space stabilization term, in which
hi are space dimensions related to the characteristic element dimensions. Note that
for hi → 0 the standard form of the mass balance equation (2.41), as given by the
infinitesimal theory, is recovered.
Equation (2.42) can be interpreted as a particular class of residual-based stabilization
methods applied to the strong form of the mass conservation equation. This ensures the
consistency of the stabilization method in the discretized problem.
2.3.2 Modified FIC-stabilized form of the mass balance equation
Let us first expand Equation (2.42) using Equation (2.41) as
α˙+
1
Q
p˙+
∂
∂xj
[
− 1
µ
kjk
(
∂p
∂xk
− ρfbk
)]
+
h2i
12
∂2
∂x2i
(α˙)
+
h2i
12
∂2
∂x2i
(
1
Q
p˙
)
+
h2i
12
∂2
∂x2i
{
∂
∂xj
[
− 1
µ
kjk
(
∂p
∂xk
− ρfbk
)]}
= 0 (2.43)
Next we split the stress tensor into its deviatoric and volumetric components as
σij = sij + σδij (2.44)
where sij is the deviatoric stress tensor and σ is the hydrostatic pressure defined as
σ = σii/3.
In the same way, we split the strain tensor into its deviatoric and volumetric parts as
εij = eij +
1
3
 δij (2.45)
with eij being the deviatoric strain tensor and  = εii the volumetric dilation.
Now let us write the isotropic linear elastic constitutive equations:
sij = 2Geij (2.46)
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where G is the shear modulus,
σ = σ′ − αp (2.47)
where σ′ = σ′ii/3 is the mean effective stress and α is the Biot’s coefficient defined in
Equation (2.2).
Combining Equations (2.44), (2.45), (2.46) and (2.47), we express the stress tensor as
σij = 2Gεij − 2G
3
δij + σ
′δij − αpδij (2.48)
At this point, we substitute the above expression in the balance of momentum (2.4).
This gives
∂
∂xj
(2Gεij)− ∂
∂xi
(
2G
3

)
+
∂σ′
∂xi
− ∂
∂xi
(αp) + ρbi − ρu¨i = 0 (2.49)
From this point forward, in the derivation of equations (2.43), (2.49) and in the following,
we neglect the space and time changes of α, Q, G and ρ in the derivatives.
If we now apply the divergence operator to both sides of Equation (2.49), differentiate
it with respect to time, and rearrange the terms we can obtain
∂2˙
∂x2i
=
3
2G
[
2G
∂2ε˙ij
∂xi∂xj
+
∂2σ˙′
∂x2i
− α∂
2p˙
∂x2i
+ ρ
∂b˙i
∂xi
− ρ D
Dt
(
∂u¨i
∂xi
)]
(2.50)
In the previous equation the term ρ ∂b˙i
∂xi
can be neglected and the term involving the
third derivative of the displacements with respect to time can be obtained from the
mass balance equation. Thus if we differentiate Equation (2.10) twice with respect to
time assuming that the time derivative of the body force per unit mass is negligible, and
we take into account the definition of the volumetric strain  = ∂ui
∂xi
, we obtain
D
Dt
(
∂u¨i
∂xi
)
=
1
α
[
∂
∂xj
(
1
µ
kjk
∂p¨
∂xk
)
− 1
Q
Dp¨
Dt
]
(2.51)
Introducing (2.51) into (2.50) gives
∂2˙
∂x2i
=
3
2G
{
2G
∂2ε˙ij
∂xi∂xj
+
∂2σ˙′
∂x2i
− α∂
2p˙
∂x2i
− ρ
α
[
∂
∂xj
(
1
µ
kjk
∂p¨
∂xk
)
− 1
Q
Dp¨
Dt
]}
(2.52)
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At this point, we can already substitute the above relation in Equation (2.43) giving
α˙+
1
Q
p˙+
∂
∂xj
[
− 1
µ
kjk
(
∂p
∂xk
− ρfbk
)]
+
h2iα
8G
{
2G
∂2ε˙ij
∂xi∂xj
+
∂2σ˙′
∂x2i
− α∂
2p˙
∂x2i
− ρ
α
[
∂
∂xj
(
1
µ
kjk
∂p¨
∂xk
)
− 1
Q
Dp¨
Dt
]}
+
h2i
12
∂2
∂x2i
(
1
Q
p˙
)
+
h2i
12
∂2
∂x2i
{
∂
∂xj
[
− 1
µ
kjk
(
∂p
∂xk
− ρfbk
)]}
= 0 (2.53)
The above equation can be simplified if we take into account that the last term in-
volves the fourth order spatial derivative of the pore pressure and the third order spatial
derivative of the body force per unit mass. In practical problems these terms are either
zero (for constant body forces) or much smaller than the others. Hence, these terms will
be omitted for the rest of this work. Furthermore, numerical results have shown that
the terms ∂
∂xj
(
1
µ
kjk
∂p¨
∂xk
)
and 1
Q
Dp¨
Dt
can be neglected without loss of accuracy. Thereby,
Equation (2.53) is written in the simpler form as
α˙+
1
Q
p˙+
∂
∂xj
[
− 1
µ
kjk
(
∂p
∂xk
− ρfbk
)]
+
h2iα
8G
{
2G
∂2ε˙ij
∂xi∂xj
+
∂2σ˙′
∂x2i
− α∂
2p˙
∂x2i
}
+
h2i
12
∂2
∂x2i
(
1
Q
p˙
)
= 0 (2.54)
In the following we will assume hi = h where h is a characteristic length related to
a typical average dimension of each element in the mesh. After rearranging terms,
Equation (2.54) can be rewritten as
α˙+
1
Q
p˙+
∂
∂xi
[
− 1
µ
kij
(
∂p
∂xj
− ρfbj
)]
+ τ
∂
∂xi
[
2G
∂ε˙ij
∂xj
+
∂σ˙′
∂xi
−
(
α− 2G
3αQ
)
∂p˙
∂xi
]
= 0 (2.55)
where τ is a stabilization parameter given by
τ =
h2α
8G
(2.56)
The form of the stabilization parameter in Equation (2.56) resembles that typically used
in other stabilized procedures. We note that this term has naturally formed from the
FIC formulation.
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In the examples solved in this work we have chosen h = le, where le is a characteristic
element length that, for 2D problems, is taken as the diameter of a circle with the area
of the element, while for 3D problems, it is the diameter of a sphere with the volume of
the element. In essence
le =
√
4Ae
pi
in 2D (2.57)
le =
3
√
6V e
pi
in 3D (2.58)
where Ae and V e represent the area and the volume of the element, respectively.
The presence of the characteristic element length le in Equation (2.56) helps us control
the diffusion of the stabilized solution, avoiding over-diffusive numerical results provided
that fine enough discretizations are used. This fact is clearly shown in the example of
Section 2.4.2.
2.3.3 Variational form of the FIC-stabilized mass balance equa-
tion
The variational expression of the FIC-stabilized mass balance equation is obtained by
multiplying Equation (2.55) by arbitrary test functions v and integrating over the do-
main Ω to give
∫
Ω
v α˙ dΩ +
∫
Ω
v
1
Q
p˙ dΩ +
∫
Ω
v
∂
∂xi
[
− 1
µ
kij
(
∂p
∂xj
− ρfbj
)]
dΩ
+
∫
Ω
v τ
∂
∂xi
[
2G
∂ε˙ij
∂xj
+
∂σ˙′
∂xi
−
(
α− 2G
3αQ
)
∂p˙
∂xi
]
dΩ = 0 (2.59)
Integrating by parts the last two integrals of Equation (2.59) and applying the divergence
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theorem yields∫
Ω
v α˙ dΩ +
∫
Ω
v
1
Q
p˙ dΩ−
∫
Ω
∂v
∂xi
[
− 1
µ
kij
(
∂p
∂xj
− ρfbj
)]
dΩ
+
∫
Γ
v
[
− 1
µ
kij
(
∂p
∂xj
− ρfbj
)]
ni dΓ
−
∫
Ω
τ
∂v
∂xi
[
2G
∂ε˙ij
∂xj
+
∂σ˙′
∂xi
−
(
α− 2G
3αQ
)
∂p˙
∂xi
]
dΩ
+
∫
Γ
v τ
[
2G
∂ε˙ij
∂xj
+
∂σ˙′
∂xi
−
(
α− 2G
3αQ
)
∂p˙
∂xi
]
ni dΓ = 0 (2.60)
where ni are the components of the unit normal vector to the external boundary Γ of
Ω.
Introducing the boundary condition (2.16) and rearranging terms we have∫
Ω
v α˙ dΩ +
∫
Ω
v
1
Q
p˙ dΩ +
∫
Ω
∂v
∂xi
1
µ
kij
∂p
∂xj
dΩ−
∫
Ω
∂v
∂xi
1
µ
kijρfbj dΩ
+
∫
Γ
v q˜n dΓ−
∫
Ω
∂v
∂xi
τ2G
∂ε˙ij
∂xj
dΩ−
∫
Ω
∂v
∂xi
τ
∂σ˙′
∂xi
dΩ
+
∫
Ω
∂v
∂xi
τ
(
α− 2G
3αQ
)
∂p˙
∂xi
dΩ +
∫
Γ
v τ
(
2G
∂ε˙ij
∂xj
ni +
∂σ˙′
∂xi
ni − α ∂p˙
∂xi
ni
)
dΓ
+
∫
Γ
v τ
2G
3αQ
∂p˙
∂xi
ni dΓ = 0 (2.61)
Using the stress decomposition in (2.48), we can rewrite the boundary condition (2.14)
as
2Gεijnj − 2G
3
ni + σ
′ni − αpni = t˜i (2.62)
Next if we apply the divergence operator to both sides of Equation (2.62), differentiate
it with respect to time and rearrange terms we have
2G
∂ε˙ij
∂xj
ni +
∂σ˙′
∂xi
ni − α ∂p˙
∂xi
ni =
2G
3
∂˙
∂xi
ni +
∂ ˙˜ti
∂xi
(2.63)
In all typical problems the divergence of the traction vector is zero and so it is the term
∂ ˙˜ti
∂xi
. Moreover, numerical tests have shown that the results are not affected by the term
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2G
3
∂˙
∂xi
ni. Consequently, the stabilized mass balance equation is rewritten as
∫
Ω
v α˙ dΩ +
∫
Ω
v
1
Q
p˙ dΩ +
∫
Ω
∂v
∂xi
1
µ
kij
∂p
∂xj
dΩ
−
∫
Ω
∂v
∂xi
1
µ
kijρfbj dΩ +
∫
Γ
v q˜n dΓ−
∫
Ω
∂v
∂xi
τ2G
∂ε˙ij
∂xj
dΩ
−
∫
Ω
∂v
∂xi
τ
∂σ˙′
∂xi
dΩ +
∫
Ω
∂v
∂xi
τ
(
α− 2G
3αQ
)
∂p˙
∂xi
dΩ
+
∫
Γ
v τ
2G
3αQ
∂p˙
∂n
dΓ = 0 (2.64)
where ∂p˙
∂n
is the derivative of p˙ in the direction of the normal to the external boundary.
This derivative can be approximated as shown in Figure 2.3.
Figure 2.3: Computation of the term ∂p˙
∂n
at the side ij of a triangle adjacent to the
external boundary Γ.
Using the previous argument, the stabilized FIC form for the mass balance equation
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(2.64) finally becomes∫
Ω
v α˙ dΩ +
∫
Ω
v
1
Q
p˙ dΩ +
∫
Ω
∂v
∂xi
1
µ
kij
∂p
∂xj
dΩ
−
∫
Ω
∂v
∂xi
1
µ
kijρfbj dΩ +
∫
Γ
v q˜n dΓ−
∫
Ω
∂v
∂xi
τ2G
∂ε˙ij
∂xj
dΩ
−
∫
Ω
∂v
∂xi
τ
∂σ˙′
∂xi
dΩ +
∫
Ω
∂v
∂xi
τ
(
α− 2G
3αQ
)
∂p˙
∂xi
dΩ
−
∫
Γ
v
τ
hn
4G
3αQ
p˙ dΓ = 0 (2.65)
where hn is an arbitrary distance in the normal direction to the boundary. In our work
hn has been taken as the characteristic length le of the element adjacent to the external
boundary.
2.3.4 Discretized form of the momentum and FIC-stabilized mass
balance equations
Combining the discretized form of Equation (2.65) along with the residual obtained from
the original balance of momentum equation (2.24), the system of equations to be solved
reads
• Balance of momentum
ru = M ¨¯u+
∫
Ω
BTσ′ dΩ−Qp¯− fu = 0 (2.66)
• Mass balance
rˆp =
(
QT −R) ˙¯u− l + (C + T − T b) ˙¯p+Hp¯− f p = 0 (2.67)
with the stabilizing terms
l =
∫
Ω
(∇N p)T τ
3
Sˆ
T
σ˙′ dΩ ; R =
∫
Ω
(∇N p)T τ2GSTIvB dΩ (2.68)
T =
∫
Ω
(∇N p)T τ
(
α− 2G
3αQ
)
(∇N p) dΩ (2.69)
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T b =
∫
Γ
NTp
τ
hn
4G
3αQ
N p dΓ (2.70)
where Sˆ = m∇T and the matrix Iv appears due to the difference between the strain
tensor and the strain vector expressed in Voigt notation. For a general 3D case
Iv =
1
2

2 0
2
2
1
1
0 1

(2.71)
Note that since the test functions v are zero on the Dirichlet boundaries Γp, matrix
T b must be only computed on those external boundaries where no pressure Dirichlet
conditions are imposed.
Using the stabilized residual vector (2.67), the system of equations for a linear elastic
material, quasi-static and undrained-incompressible limit case becomes K −Qγ
β∆t
[
QT − (R+L)] 1
θ∆t
T ∗
i
n+1
[
δu¯
δp¯
]i+1
n+1
= −
[
ru
rˆp
]i
n+1
(2.72)
with
L =
∫
Ω
(∇N p)T τ
3
Sˆ
T
DB dΩ (2.73)
T ∗ =
∫
Ω
(∇N p)T τα (∇N p) dΩ (2.74)
Note that the diagonal of the iteration matrix is now different from zero. Matrices
R and L emerging from the stabilized FIC formulation are essential for ensuring the
consistency of the residual-based stabilization method used.
The consistency of residual does not directly affect the diffusion of the numerical solution,
but it helps improving the condition number of the system matrix and facilitates the
convergence of the Newton-Raphson scheme.
We highlight that the FIC-FEM formulation presented is applicable to equal order in-
terpolation approximations of the displacements and the pressure of any degree. In this
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work we have implemented the FIC-FEM formulation using 3-noded triangles and 4-
noded quadrilaterals for 2D problems, and 4-noded tetrahedra and 8-noded hexahedra
for 3D problems, with equal order interpolation for the displacements and pressure.
2.4 Examples
This section includes two academic examples designed to assess the performance of the
stabilized FIC-FEM formulation in situations near the undrained-incompressible limit.
The first example is an elastic soil column subjected to a surface load. The second
problem is an elastic soil foundation also subjected to a surface load.
The soil column problem is analysed in a 2D framework under plane strain conditions,
whereas the soil foundation case is tackled as a 3D problem. The problems have been
solved with simple elements with equal order interpolation for the displacements and
the pore pressure, using the direct (non-stabilized) formulation and the FIC-stabilized
formulation presented in the previous sections. Stable mixed elements with higher or-
der interpolation for the displacements have been used to validate the FIC-stabilized
element.
In both problems, the porous medium is under totally saturated conditions with isotropic
permeability. The effect of gravity is not considered.
2.4.1 Elastic soil column subjected to surface loading
This example consists on a 1 × 30 m column of saturated soil subjected to a surface
loading that lies on a rigid rock bed. The geometry and boundary conditions of the
problem are shown in Figure 2.4.
The material properties of the soil column are summarized in Table 2.1. It must be
noticed that the indices 1 and 2 in the solid bulk modulus Ks, the fluid bulk modulus
Kf and the intrinsic permeability k denote the different cases that have been considered
here. Index 1 corresponds to the nearly undrained-incompressible limit, and index 2
corresponds to a more relaxed condition.
This problem is solved in a 2D configuration under plane strain conditions. The geom-
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1
H=30
q
y
x
Figure 2.4: Elastic soil column subjected to surface loading. Geometry and boundary
conditions. Dimensions in m.
etry is discretized with a structured mesh of 20 quadrilateral elements. We have solved
the problem using 4-noded quadrilateral elements with bilinear shape functions for both
the pressure and the displacements (Q4P4), and 9-noded quadrilateral elements with
biquadratic shape functions for the displacements and bilinear shape functions for the
pressure (Q9P4).
Two different load cases have been considered: a surface step loading (Figure 2.5) and
a surface cyclic loading (Figure 2.7).
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Property Value
Young modulus (E) 2.5 · 107 N/m2
Poisson’s ratio (ν) 0.2
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.3
Dynamic viscosity (µ) 0.001 N/m2 · s
Solid bulk modulus 1 (Ks,1) 1.5 · 1017 N/m2
Fluid bulk modulus 1 (Kf,1) 3 · 1014 N/m2
Intrinsic Permeability 1 (k1) 1 · 10−14 m2
Solid bulk modulus 2 (Ks,2) 1.5 · 1012 N/m2
Fluid bulk modulus 2 (Kf,2) 3 · 109 N/m2
Intrinsic Permeability 2 (k2) 1 · 10−11 m2
Table 2.1: Elastic soil column problem. Material properties.
Step loading case
The main purpose of this first case is to verify that the FIC-stabilized formulation
captures properly the pressure distribution along the soil column under undrained-
incompressible conditions.
Figure 2.6 shows the normalized pore pressure along the normalized height of the soil
column for nearly undrained conditions at a time t = 2 s.
Understanding the results of Figure 2.6 requires taking into account the fact that gravity
is not considered. Indeed, since the only force acting over the soil column is the surface
load, the pressure applied by the surface load is completely transferred to the pore
pressure throughout the column height and thus the ratio p/q should equal 1.
The results obtained with the non-stabilized formulation and the 4-noded quadrilaterals
(hereafter called Q4P4-Direct) are not able to properly capture the pressure distribution
along the column. The element locks and the pressure oscillates with arbitrary values.
In contrast, by using the Q4P4 element stabilized with the FIC approach presented in
this work (here called Q4P4-FIC), the correct pressure distribution is obtained. Similar
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Figure 2.5: Surface step loading applied in the elastic soil column problem.
good results are obtained with the Q9P4 element, as expected.
Comparing the graphs in Figures 2.6a and 2.6b one can see the effect of the compress-
ibility of the materials on the sought solution. Certainly, as we decrease the value of
Biot’s modulus Q, or equivalently, the bulk modulus of the solid and fluid phases Ks
and Kf , the amplitude of the pressure oscillations obtained with the Q4P4-Direct el-
ement decreases near the rock bed. On the other hand, the results obtained with the
Q4P4-FIC and Q9P4 elements remain unaltered.
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(a) Quasi-incompressible limit (Q = 1015N/m2).
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(b) Relaxed incompressibility (Q = 1010N/m2).
Figure 2.6: Normalized pore pressure along the soil column (k = 1 ·10−14 m2, ∆t = 0.02
s, t = 2 s).
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Cyclic loading case
In this second case the objective is to analyse the evolution of the pore pressure in time,
and assess the effect of the soil permeability on the dissipation of the pore pressure.
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Figure 2.7: Surface cyclic loading applied in the elastic soil column problem.
To that purpose, Figure 2.8 shows the temporal evolution of the pore pressure at a node
located 1.5 m below the surface.
Like in the previous case, the pressure obtained here should reflect the load applied on
the surface. From the results in Figure 2.8, it is clear that the three tested elements
show sinusoidal pressure evolutions in time. However, from the nearly undrained case of
Figure 2.8a, it appears that while the Q4P4-FIC element shows a pressure that correctly
oscillates from 500 to 1500 N/m2, the Q4P4-Direct element presents pressure values that
vary from 1000 to 3000 N/m2, making no sense. One must notice that although the
Q9P4 element shows higher pressures than the stabilized element, after refining the
mesh up to 60 elements, the Q9P4 results are in good agreement with the solution
obtained with 20 Q4P4-FIC elements (Figure 2.9). This evidences the good accuracy of
the stabilized FIC-FEM Q4P4 element.
Looking at the graph depicted in Figure 2.8b one can see that, by increasing the intrinsic
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(b) Partially drained (k = 10−11m2).
Figure 2.8: Evolution of the pore pressure with time at a node near the surface (Q =
1 · 1015N/m2, ∆t = 0.05 s).
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permeability k, the problem is no longer as bad conditioned as before, and so the gap
in the amplitude of the three elements diminishes. Moreover, a greater permeability
implies that the water can flow towards the surface due to the deformation of the
column. Thereby, a dissipation in the pore pressure occurs as the computation advances
in time.
Finally, it is also interesting to notice that the pressure becomes negative after the
soil has drained a certain amount of water. This is easily understood if one thinks
about the elastic behaviour considered for the porous medium. Since the applied load
is oscillating, the deformation of the elastic soil experiments a similar behaviour. In
consequence, when the soil recovers its initial position as the load reduces, a suction
appears that makes the pore pressure negative at some points near the surface.
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Figure 2.9: Time evolution of the pore pressure. Comparison between 20 Q4P4-FIC
elements and 60 stable Q9P4 elements (Q = 1 · 1015N/m2, k = 10−14m2, ∆t = 0.05 s).
2.4.2 Elastic soil foundation subjected to surface loading
This second example consists on a pillar foundation on a saturated soil stratum lying
over a rigid rock bed. The geometry and boundary conditions are sketched in Figure
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Figure 2.10: Elastic soil foundation subjected to surface loading. Geometry and bound-
ary conditions. Dimensions in m.
The material properties for the soil are the same as for the previous example (Table
2.2).
In this case the soil is subjected to a surface step loading of 1 · 104N/m2 applied in a
linear increment during 0.1 s (Figure 2.11).
As stated before, this problem is solved by means of a 3D analysis. We use 4-noded
tetrahedral elements with linear interpolation for the displacements and the pressure
in the non-stabilized form (T4P4-Direct) and the FIC-stabilized formulation (T4P4-
FIC). Ten-noded stable tetrahedral elements with quadratic shape functions for the
displacement field and linear shape functions for the pressure field (T10P4) have also
been used in the analysis for comparison purposes.
This example has two objectives. First, it should help analysing the effect of the spatial
discretization on the solution obtained with the FIC-stabilized formulation. Second, it
may allow us to assess whether the three element types considered here converge to the
expected solution when the mesh is refined.
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Property Value
Young modulus (E) 2.5 · 107 N/m2
Poisson’s ratio (ν) 0.2
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.3
Dynamic viscosity (µ) 0.001 N/m2 · s
Solid bulk modulus 1 (Ks,1) 1.5 · 1017 N/m2
Fluid bulk modulus 1 (Kf,1) 3 · 1014 N/m2
Intrinsic Permeability 1 (k1) 1 · 10−14 m2
Solid bulk modulus 2 (Ks,2) 1.5 · 1012 N/m2
Fluid bulk modulus 2 (Kf,2) 3 · 109 N/m2
Intrinsic Permeability 2 (k2) 1 · 10−11 m2
Table 2.2: Elastic soil foundation problem. Material properties.
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Figure 2.11: Surface step loading applied in the elastic soil foundation problem.
In order to do so, two different unstructured spatial discretizations have been used: a
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coarse uniform mesh (Figure 2.12a) and a refined non-uniform mesh (Figure 2.12b).
y x
z
(a) Coarse uniform mesh: 9985 elements.
xy
z
(b) Refined non-uniform mesh: 13532 ele-
ments.
Figure 2.12: Spatial discretizations used for the elastic soil foundation problem.
In Figure 2.13 we represent the evolution of the maximum pore pressure with time under
nearly undrained-incompressible conditions for both the coarse and refined meshes using
∆t = 0.02 s. The impermeability of the case makes that the pore pressure remains
constant after the first 0.1 s of application of the load for the two stable elements,
the T10P4 and the T4P4-FIC. We see, though, a different behaviour in the unstable
T4P4-Direct element, showing a certain dissipation for the finer mesh.
Comparing the T10P4 and the T4P4-FIC elements we notice that, while the first one
surpasses the threshold of 10000 N/m2 for both meshes, the latter is always below the
value of the applied load. In any case, both elements approach the expected solution as
the mesh is refined, which indicates a consistent response.
If we look at the contour lines of the pore pressure distribution obtained at time t = 1 s
in Figure 2.14, we can understand the abnormal behaviour of the T4P4-Direct element.
Indeed, the direct mixed formulation with equal order interpolation elements locks under
undrained-incompressible conditions which leads to the incoherent pressure distribution
obtained.
Next we evaluate the capabilities of the FIC stabilized formulation to reproduce a solu-
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(a) Coarse mesh.
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(b) Refined mesh.
Figure 2.13: Time evolution of the maximum pore pressure under undrained-
incompressible conditions (Q = 1 · 1015 N/m2, k = 1 · 10−14 m2, ∆t = 0.02 s).
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tion where stabilization is not needed. For this purpose the previous problem has been
solved for partially drained and compressible conditions up to t = 5 s (Figure 2.15).
Results are again shown at t = 1 s for ∆t = 0.02 s (Figure 2.16). Under these relaxed
conditions, the equal order interpolation mixed element with the direct formulation is
able to capture acceptable pressure distributions as expected (Figures 2.16a and 2.16b).
The higher permeability of this second case also permits capturing the so-called Mandel-
Cryer effect, i.e. the increase of pore pressure due to the application of the load is
immediate, but the dissipation due to the outflow of the pore fluid is delayed by the
permeability of the porous medium [141]. Figures 2.15a and 2.15b show that, after the
first 0.1 s of loading, the fluid starts draining due to the consolidation of the soil.
In order to properly understand the low peak pore pressure obtained with the T4P4-FIC
element in Figure 2.15a, it is useful to recall the definition of the stabilization parameter
in Equation (2.56) and observe carefully the mesh in Figure 2.12a. It can be noticed
that the area of application of the load is covered by only two triangular faces. This
implies that the characteristic element length around that particular zone is relatively
large, and so it is the stabilization parameter. As a result, one obtains an over-diffusive
solution that leads to an underestimation of the maximum pore pressure.
However, it is interesting to see that the larger peak pore pressure obtained with the
T4P4-Direct and the T10P4 elements, caused by an initial locking of the pressure field,
converges to the solution obtained with the T4P4-FIC element after the soil consolidates.
On the other hand, the results for the maximum pressure obtained with the refined non-
uniform mesh (Figures 2.15b, 2.16b, 2.16d and 2.16f) converge all to an almost identical
value. This evidences that the FIC stabilization does not alter negatively the solution
obtained with the original non-stabilized mixed formulation.
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(a) T4P4-Direct elem. in coarse
mesh (pmax = 16282N/m2).
(b) T4P4-Direct elem. in refined
mesh (pmax = 15851N/m2).
(c) T10P4 elem. in coarse mesh
(pmax = 15197N/m2).
(d) T10P4 elem. in refined mesh
(pmax = 12283N/m2).
(e) T4P4-FIC elem. in coarse
mesh (pmax = 4390.8N/m2).
(f) T4P4-FIC elem. in refined
mesh (pmax = 9609.7N/m2).
Figure 2.14: Pore pressure distribution under undrained-incompressible conditions (Q =
1 · 1015 N/m2, k = 1 · 10−14 m2, ∆t = 0.02 s, t = 1 s).
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(a) Coarse mesh.
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(b) Refined mesh.
Figure 2.15: Time evolution of the maximum pore pressure for partially compressible
and drained conditions (Q = 1 · 1010 N/m2, k = 1 · 10−11 m2, ∆t = 0.02 s).
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(a) T4P4-Direct elem. in coarse
mesh (pmax = 7268.1N/m2).
(b) T4P4-Direct elem. in refined
mesh (pmax = 8104.1N/m2).
(c) T10P4 elem. in coarse mesh
(pmax = 10427N/m2).
(d) T10P4 elem. in refined mesh
(pmax = 8173.8N/m2).
(e) T4P4-FIC elem. in coarse
mesh (pmax = 4089N/m2).
(f) T4P4-FIC elem. in refined
mesh (pmax = 8086.8N/m2).
Figure 2.16: Pore pressure distribution for partially compressible and drained conditions
(Q = 1 · 1010 N/m2, k = 1 · 10−11 m2, ∆t = 0.02 s, t = 1 s).

Chapter 3
Continuum Damage Mechanics
3.1 Introduction
Many engineering materials subjected to unfavourable mechanical and environmental
conditions undergo micro-structural changes that decrease their strength. Since these
changes impair the mechanical properties of these materials, the term damage is gener-
ally used.
This effect is particularly relevant and difficult to predict in brittle or quasi-brittle
materials such as concrete, rocks, mortar or other geo-materials. For instance, concrete
is a highly heterogeneous, anisotropic, brittle material with a very complex non-linear
mechanical behaviour due to the occurrence of the localization of deformation. This
localization of deformation can appear as cracks, if cohesive properties are dominant,
or as shear zones, if frictional properties prevail. As a result of strain localization,
material softening takes place and a significant reduction of the material stiffness occurs
during cyclic loading. A good understanding of the mechanism of the formation of such
localization is of crucial importance because it acts as a precursor of fracture and failure.
Continuum damage mechanics is a branch of continuum mechanics that describes the
progressive loss of material integrity due to the propagation and coalescence of micro-
cracks, micro-voids, and similar defects (Figure 3.1). These changes in the micro-
structure lead to an irreversible material degradation, characterized by a loss of stiffness
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that can be observed on the macro-scale.
Figure 3.1: Generic damaged section.
The main objective of standard continuum damage mechanics is to propose a continuum-
mechanics based framework that allows to characterize, represent and model at the
macroscopic scale the effects of distributed defects and their growth on the material
behaviour.
The term “continuum damage mechanics” was first used by Hult [71], but the concept
of damage was introduced by Kachanov in 1958 in the context of creep rupture [75]. In
that work Kachanov introduced the concept of effective stress, and by using continuum
damage he solved problems related to creep in metals. Rabotnov [118] gave the problem
physical meaning by suggesting that the reduction of the sectional area was measured
by means of the damage parameter.
The thermodynamic formalism involved in the irreversible process of damage was de-
veloped by Lemaitre and Chaboche [82]. Other important contributions on damage
mechanics include: Mazars and Pijaudier-Cabot [90, 91], Simo and Ju [130], Oller et al.
[101], Oliver et al. [99, 100], and Cervera et al. [35–37].
If the damage parameter depends only on the strain state at the point under consid-
eration, and non enriched kinematics are adopted to regularize the problem, numerical
simulations exhibit a pathological mesh dependence and the energy consumed by the
fracture process tends to zero as the mesh is refined. This is the typical behaviour of
the so-called local damage models, which are not able to properly describe both the
thickness of localization and the distance between damaged zones. They suffer from
mesh sensitivity (for size and alignment) and produce unreliable results. Strains con-
centrate in one element wide zones and the computed force-displacement curves are
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mesh-dependent. The reason behind these misbehaviours is that the differential equa-
tions of motion change their type, from elliptic to hyperbolic in static problems, and
the boundary value problem becomes ill-posed [11].
Classical constitutive models require an extension in the form of a characteristic length
to properly model the thickness of localized zones. Such extension can be done by means
of second gradient models [38], micro-polar [95], strain gradient [145], viscous [84] and
non-local terms [74]. In this thesis we have worked with the latter approach using a
weighted spatial averaging of the internal variables. In this manner the kinematic and
equilibrium equations remain standard, and the notions of stress and strain keep their
usual meaning.
The first non-local models of this type, proposed in the 1960s, aimed at improving
the description of elastic wave dispersions in crystals. Non-local elasticity was fur-
ther developed by Eringen [54] who later extended it to non-local elasto-plasticity [53].
Subsequently, it was found that certain non-local formulations could act as efficient
localization limiters with a regularizing effect on problems with strain localization [114].
The chapter is organized as follows. First, the basic concepts on continuum damage
mechanics are introduced. Details are given on the essential components of the isotropic
damage theory, including the equivalent strain forms and damage evolution laws im-
plemented for this work. Following that, the regularization techniques developed to
overcome the difficulties associated to strain localization are illustrated. Special atten-
tion is given to the integral-type non-local damage model, pointing out the most relevant
aspects of its numerical implementation. Two examples are shown at the end, in order to
assess the robustness of the implemented damage models against changes in the spatial
discretization.
3.2 Isotropic damage theory
Damage models work with certain internal variables that characterize the density and
orientation of micro-defects. To introduce its concepts and understand the fundamental
theory of damage mechanics, let us explain the stress evolution in a simple uniaxial
tensile case (Figure 3.2).
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Figure 3.2: Idealized material for the description of the uniaxial damage theory.
For a better understanding, the material is idealized as a bundle of fibres parallel to
the loading direction (Figure 3.2). Initially, all the fibres respond elastically, and the
stress is carried by the total cross section of all fibres A (Figure 3.3.1). As the applied
strain is increased some fibres start breaking (Figure 3.3.2). Each fibre is assumed to be
perfectly brittle, meaning that the stress in the fibre drops down to zero immediately
after a critical strain level is reached. However, since the critical strain can differ from
one fibre to another, the effective area Ae (the area of unbroken fibres that can still
carry stress) decreases gradually from Ae = A to Ae = 0. Of course, when the applied
force diminishes (Figure 3.4.2), the affected fibres remain broken and so the damaged
area of the specimen is irrecoverable.
It is important to make a distinction between the nominal stress σ, defined as the force
per unit initial area of the cross section, and the effective stress σe, defined as the force
per unit effective area1. The nominal stress enters the Cauchy equations of equilibrium
on the macroscopic level, while the effective stress is the “actual” stress acting in the
material micro-structure. Since the external applied force is the same regardless of the
definition of the stress, i.e. F = σA = σeAe, we can write:
σ =
Ae
A
σe (3.1)
The ratio of the effective area to the total area, Ae/A, is a scalar characterizing the
integrity of the material. Within the classical approach, a very simple measure of the
damage amplitude in a given plane is obtained by measuring the area of the intersection
of all defects with that plane. Thereby, we can define the damage variable as:
d = 1− Ae
A
=
A− Ae
A
=
Ad
A
(3.2)
1Note that this concept is different from Terzaghi’s effective stress σ′ defined in Eq (3.1).
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Figure 3.3: Scheme of a uniaxial damage model through a monotonic loading process.
where Ad is the damaged part of the area. An undamaged material is characterized then
by Ae = A, i.e. by d = 0. Due to propagation of micro-defects and their coalescence,
the damage variable grows and at the late stages of degradation process it approaches
asymptotically the limit value d = 1, corresponding to a complete damaged material
with effective area reduced to zero.
In the simplest version of the presented scheme, each fibre is supposed to remain linear
elastic up to the strain level at which it breaks. Consequently, the 1D effective stress σe
is related to the elastic strain of the material ε by the uniaxial Hooke’s law:
σe = Eε (3.3)
where E is the elastic modulus of the undamaged material. Combining (3.1), (3.2) and
(3.3), it is straightforward to see that the constitutive law for the nominal stress σ takes
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Figure 3.4: Scheme of a uniaxial damage model through a non-monotonic loading pro-
cess.
the form:
σ = (1− d)Eε (3.4)
For the uniaxial model formulation, Equation (3.4) must be complemented with the
damage evolution law, which can be characterized by the dependence between the dam-
age variable and the applied strain:
d = g(ε) 0 ≤ d ≤ 1 (3.5)
Function g affects the shape of the stress-strain diagram and can be directly identified
from a uniaxial test.
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The evolution of the effective stress, damage variable, and nominal stress in a material
that remains elastic up to the peak stress is shown in Figure 3.3. This description is
valid only for monotonic loading by an increasing applied strain ε.
When the material is first stretched up to a certain strain level ε1 that induces damage
d1 = g(ε1) and then the strain decreases (Figure 3.4), the damaged area remains constant
and the material responds as an elastic material with a reduced Young’s modulus E1 =
(1−d1)E. This means that, during unloading and partial reloading, the damage variable
in (3.4) must be evaluated from the largest previously reached strain and not from the
current strain ε. This means that it is crucial to introduce an internal state variable r
characterizing the maximum strain level reached in the previous history of the material
up to a given time t:
r(t) = max
{
ry,max
τ≤t
ε(τ)
}
(3.6)
The above expression implies that r(t) ≥ ry, where ry is the so-called damage threshold,
a material parameter that represents the value of strain at which damage starts. In this
formula, t is not necessarily the physical time (it can be any monotonically increasing
parameter controlling the loading process). The damage evolution law (3.5) is then
rewritten in the form:
d = g(r) with
{
g(r) = 0 if r = ry
0 < g(r) ≤ 1 if r > ry
(3.7)
which remains valid not only during monotonic loading but also during unloading and
reloading. The evolution of the effective stress, damage variable, and nominal stress in
a non-monotonic test is shown in Figure 3.4. Note that, upon a complete removal of the
applied force, the strain returns to zero (due to elasticity of the unbroken fibres), i.e.
the pure damage model does not take into account any permanent strains. Nevertheless,
the material state is different from the initial virgin state because, according to (3.6)
and (3.7), when the state variable r becomes greater than ry, the damage variable will
not be zero again and thus the stiffness and strength mobilized in a new tensile loading
process will be smaller than their initial values. Therefore, we can say that the loading
history is always reflected by the value of the internal state variable r.
Instead of defining the variable r like in (3.6), we can introduce a loading function
f(ε, r) = ε − r and postulate the loading-unloading conditions in the Kuhn-Tucker
form:
f ≤ 0; r˙ ≥ 0; r˙f = 0 (3.8)
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The first condition indicates that r can never be smaller than ε, while the second con-
dition means that r cannot decrease. Finally, according to the third condition, r can
grow only if the current values of ε and r are equal.
At this point, we can already formulate the extension of the uniaxial damage theory to
general multiaxial stress states.
In this work we have chosen the simple isotropic damage model with a unique scalar
variable. Isotropic damage models are based on the simplifying assumption that the
stiffness degradation is isotropic, i.e. the stiffness moduli corresponding to different
directions decrease proportionally, independently of the direction of loading. Since an
isotropic elastic material is characterized by two independent elastic constrains, a general
isotropic damage model should deal with two damage variables. The model with a single
variable makes use of the additional assumption that the relative reduction of all the
stiffness coefficients is the same, in other words, that the Poisson’s ratio is not affected
by damage. In this regard, the stress-strain law in Voigt notation is postulated as:
σ = (1− d)Deε (3.9)
where De is the elastic constitutive matrix of the intact material. One can clearly
notice that (3.9) is a generalization of (3.4). Also, Equation (3.9) can alternatively be
written as:
σ = (1− d)σe (3.10)
which is the multidimensional generalization of (3.1), and where σe is the effective stress
vector defined as:
σe = Deε (3.11)
Similarly as in the uniaxial case, we introduce a loading function f specifying the elastic
domain and the states at which damage grows. The loading function now depends on
the strain vector ε, and on a variable r that controls the evolution of the elastic domain.
Physically. r represents a scalar measure of the largest strain level ever reached in the
history of the material. States for which f(ε, r) < 0 are supposed to be below the current
damage threshold. Damage can grow only if the current state reaches the boundary of
the elastic domain, i.e. when f(ε, r) = 0. Essentially, we can postulate the damage
criterion for a multiaxial isotropic damage model with:
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• The loading function:
f(ε, r) = εeq(ε)− r (3.12)
• The loading-unloading conditions (3.8)
εeq in Eq (3.12) is the equivalent strain, a scalar magnitude of the strain level, and r is
the largest value of equivalent strain calculated in the previous deformation history of
the material up to its current state. In this regard, (3.6) can now be generalized to:
r(t) = max
{
ry,max
τ≤t
εeq(τ)
}
(3.13)
An important advantage of an isotropic damage model is that the stress evaluation
algorithm is usually explicit and there is no need to use an iterative solution for non-
linear equations.
Thereby, for a particular strain increment, the corresponding stress is obtained by com-
puting the current value of equivalent strain, updating the maximum previously reached
equivalent strain and the damage variable, and reducing the effective stress according
to (3.10). In essence, one must follow the scheme of Table 3.1.
Step n+ 1
1. Evaluate effective stress: σe,n+1 = Deεn+1
2. Compute the new equivalent strain: εeq,n+1
3. Update r with (3.13): If εeq,n+1 > rn ⇒ rn+1 = εeq,n+1
4. Update damage variable: dn+1 = g(rn+1)
5. Compute nominal stress: σn+1 = (1− dn+1)σe,n+1
Table 3.1: Computation of the stresses in the isotropic damage model.
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3.2.1 Elastic-damage tangent constitutive tensor
The material non-linearity introduced by the damage model requires solving the system
of equations by means of incremental-iterative techniques such as the Newton-Raphson’s
method. If one aims at achieving reasonable convergence rates, it is crucial to properly
compute the tangent constitutive tensor.
To that purpose, it is essential to understand that the global stiffness of the structure
changes through any damage process. In 1D problems one can easily distinguish the
secant Young’s modulus Esec from the tangent one Etan and compute them as:
Esec =
σ
ε
; Etan =
dσ
dε
(3.14)
Figure 3.5 shows the stress-strain relation on a unidimensional damage process. The
branch on the left side of the curve corresponds to the elastic loading case. The stress
increases proportionally to the strain growth, and goes back following the same path
when the strain diminishes. The secant and tangent elastic modulus coincide through
all this stage. After a certain strain value is reached, i.e. ε > ry, the relation between
the stress and the strain becomes non-linear as the material starts degrading. In this
situation, the secant and tangent Young’s moduli diverge and the internal state variable
starts increasing (dr > 0). Finally, since no plastic deformation is considered, the strain
is fully recovered upon unloading following a branch with a lower stiffness than the
original.
Understanding the previous concepts is not so straightforward in a general 3D case
and so it is convenient to derive a general expression for the elastic-damage tangent
constitutive tensor Dtan ≡D.
Let us remind first that the tangent constitutive tensor defines the tangent stiffness
matrix K (2.39) and must satisfy the following relation:
dσ = Ddε (3.15)
Considering the stress vector defined in (3.9) as a function of the strain vector and the
damage variable, i.e. σ = σ(ε, d), we compute its total derivative as:
dσ =
∂σ
∂ε
dε+
∂σ
∂d
dd = (1− d)Dedε−Deεdd = (1− d)Dedε− σedd (3.16)
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Figure 3.5: Unidimensional stress-strain diagram throughout a damage process.
Like in the 1D case (Figure 3.5), we distinguish two possible situations, bearing in mind
that the Kuhn-Tucker conditions hold (Eq (3.8)):
• Elastic loading or unloading process (f(ε, r) < 0 & dr = 0)
Whenever the structure is under an elastic loading or unloading process, there is
no change in the internal historical variable r (3.13). As a result, the damage
variable d = g(r) also remains constant (dd = 0) and so the expression in (3.16)
results:
dσ = (1− d)Dedε (3.17)
Consequently, in this case the tangent constitutive tensor coincides with the secant
constitutive tensor:
D = Dsec = (1− d)De (3.18)
• Loading process with growing damage (f(ε, r) = 0 & dr > 0)
If the structure is under a loading process with the equivalent strain exceeding the
damage threshold ry, the internal state variable increases with time, and so the
damage variable (dd > 0).
From the definitions in (3.7), (3.12) and (3.13), we compute the total derivative
of the damage variable as:
dd =
dg
dr
dr =
dg
dr
dεeq =
dg
dr
dεeq
dε
· dε (3.19)
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Where the derivative of the equivalent strain with respect to the strain vector
dεeq/dε is estimated by means of the perturbation method [87]. This method is
actually convenient as it allows us to compute the previous derivative regardless
of the form of the equivalent strain:
dεeq
dεi
=
εeq (ε+ ∆εi)− εeq (ε−∆εi)
2∆εi
(3.20)
with ∆εi being the perturbation vector of the ith strain component.
∆εi =
[
0 . . . ∆εi . . . 0
]T
(3.21)
Now, introducing Equation (3.19) into (3.16) and rearranging terms gives
dσ =
[
(1− d)De − dg
dr
σe × dεeq
dε
]
dε (3.22)
And so the expression defining the tangent constitutive tensor reads
D = (1− d)De − dg
dr
σe × dεeq
dε
= Dsec − dg
dr
σe × dεeq
dε
(3.23)
The typical scheme for the numerical implementation of the tangent constitutive tensor
is summarized in Table (3.2).
Step n+ 1
1. Compute secant constitutive tensor: Dsec,n+1 = (1− dn+1)De
If εeq,n+1 ≥ rn 2. Compute damage function derivative: (dg/dr)n+1
3. Calculate equivalent strain derivative: (dεeq/dε)n+1
4. Compute tangent constitutive tensor:
Dn+1 = Dsec,n+1 − (dgdr )n+1σe,n+1 × (dεeqdε )n+1
Table 3.2: Computation of tangent constitutive tensor in the isotropic damage model.
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3.2.2 Equivalent strain
To some extent, the equivalent strain presented in (3.12) plays a role similar to the yield
function in plasticity, because it directly affects the shape of the elastic domain (Figure
3.6).
Figure 3.6: 3D elastic domain for a generic equivalent strain.
There are numerous forms for the equivalent strain in the literature, but the simplest
choice is to define it as the Euclidean norm of the strain vector:
εeq = ‖ε‖ =
√
ε · ε =
√
εTε (3.24)
or as the energy norm:
εeq =
√
εTDeε
E
(3.25)
The two norms of ε introduced above, lead to symmetric elastic domain in tension and
compression (Figure 3.7a). Nevertheless, several materials (rocks, concrete, ceramics,
etc.) often show a non symmetric damage surface, i.e., the yield value in compression
can be several times the value in tension. In order to overcome this limitation, it is
necessary to adjust the definition of the equivalent strain.
In this regard, one may work wit a definition of the equivalent strain based on the model
proposed by Simo and Ju [130], using the energy norm of the strain and modifying it to
62 Continuum Damage Mechanics
Elastic domain
(a) Symmetric energy norm.
Elastic domain
(b) Adapted Simo & Ju norm.
Elastic domain
(c) Mazars norm.
Elastic domain
(d) Modified von Mises norm.
Figure 3.7: Damage surfaces in the 2D principal stress space.
take into account the different degradation rate in tension and compression of concrete-
like materials (Figure 3.7b). Such definition takes the form:
εeq =
(
θ +
1− θ
κ
)√
εTDeε (3.26)
where the variable θ is a weighting factor computed from the eigenvalues of the effective
stress tensor:
θ =
∑3
i=1〈σi〉∑3
i=1 |σi|
(3.27)
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with 〈.〉 denoting the “positive part” operator or McAuley brackets. For scalars 〈x〉 =
max(0, x), i.e.,
〈x〉 =
{
x if x > 0
0 if x ≤ 0 (3.28)
The parameter κ in (3.26) is defined as the ratio between the compression elastic limit
and the tension elastic limit, i.e.
κ =
σyc
σyt
(3.29)
Eq (3.26) is not the only possible form of equivalent strain valid for quasi-brittle ma-
terials. Micro-cracks in concrete grow mainly if the material is stretched, and so it
is natural to take into account only strains that are positive (tensile strains) and ne-
glect those that are negative (compressive strains). This leads to the so-called Mazars
definition of equivalent strains [89]:
εeq =
√√√√ 3∑
i=1
〈εi〉2 (3.30)
where εi are the principal values of the strain tensor.
Alternatively, the modified von Mises definition [49], reads:
εeq =
κ− 1
2κ(1− 2ν)I1 +
1
2κ
√(
κ− 1
1− 2ν I1
)2
+
12κ
(1 + ν)2
J2 (3.31)
where I1 is the first invariant of the strain tensor and J2 is the second invariant of the
deviatoric strain tensor. Given a generic symmetric strain tensor:
[ε] =
εxx εxy εxzεxy εyy εyz
εxz εyz εzz
 (3.32)
The first invariant I1 is the trace of the strain tensor:
I1 = tr([ε]) = εxx + εyy + εzz (3.33)
Also, one can always decompose the strain tensor into its volumetric and deviatoric
parts [ε] = [εv] + [εd]:
[εv] =

I1
3
0 0
0 I1
3
0
0 0 I1
3
 (3.34)
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[εd] =
εxx −
I1
3
εxy εxz
εxy εyy − I13 εyz
εxz εyz εzz − I13
 (3.35)
From the deviatoric strain tensor [εd] we can calculate J1 and J2:
J1 = tr([εd]) = εxx − I1
3
+ εyy − I1
3
+ εzz − I1
3
= I1 − 3I1
3
= 0 (3.36)
J2 =
1
2
([εd] : [εd]− J21 ) =
1
2
([εd] : [εd])
=
1
3
[
ε2xx + ε
2
yy + ε
2
zz − εxxεyy − εxxεzz − εyyεzz
]
+ ε2xy + ε
2
xz + ε
2
yz (3.37)
The Mazars form of equivalent strain (3.30) and the modified von Mises equation (3.31)
lead to different damage surfaces as shown in Figures 3.7c and 3.7d. However, in both
cases the elastic limit in tension σyt is considerably lower than the elastic limit in com-
pression σyc , and thus they are convenient for modelling damage progression of quasi-
brittle materials such as rocks or concrete.
3.2.3 Damage evolution law
Once we have defined the energy norm in the strain space or equivalent strain εeq, let
us introduce the law g(r) governing the evolution of the damage variable (3.7).
There are various damage governing laws that can be effectively used to model damage
growth in geo-materials. One option, especially suited for simplified analyses, is the
linear softening law:
g(r) =
rmax
rmax − ry
(
1− ry
r
)
(3.38)
Such a relation limits the range of the internal state variable r between the damage
threshold and a maximum admissible value rmax, and leads to a linear softening branch
in the stress-strain curve (Figure 3.8a).
Two typical choices to describe the evolution of degradation in quasi-brittle materials
are the polynomial law [115]:
g(r) = 1− 1
1 + S(r − ry) +R(r − ry)2 (3.39)
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(a) Linear softening law. (b) Polynomial softening law.
(c) Exponential softening law.
Figure 3.8: Generic unidimensional stress-strain curves for different softening laws.
and the exponential softening law [90]:
g(r) = 1− ry(1−R)
r
−R exp{−S(r − ry)} (3.40)
In the above expressions, the parameter R is associated to the residual strength of the
material, whereas the parameter S controls the slope of the softening branch after the
peak of the stress-strain curve.
The polynomial equation (3.39) and the exponential softening law (3.40) mainly differ
from the linear law (3.38) in that the material preserves some residual strength in the
post-peak branch, as shown in the 1D stress-strain curves of Figures 3.8b and 3.8c.
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An alternative exponential softening model was proposed in [99]:
g(r) = 1− ry
r
exp
{
Af
(
1− r
ry
)}
(3.41)
The parameter Af is obtained from the following expression:
Af =
(
Gf
lf (ry)2
− 1
2
)−1
≥ 0 (3.42)
where Gf is the specific fracture energy per unit area, lf is the characteristic length for
the fractured domain, usually taken as the characteristic length of the finite elements,
and ry is the aforementioned damage threshold which, for quasi-brittle materials, can
be estimated from the tensile strength σyt :
ry =
σyt√
E
(3.43)
Another popular damage evolution law specifically designed for concrete was proposed
by Mazars [89, 90]. He divided the damage variable in two components: dc and dt, which
are computed from the equivalent strain of Eq (3.30), but using two different damage
laws: gc and gt. Function gc is characterized by the uniaxial compressive test, while
gt corresponds to the uniaxial tensile test. Both functions were proposed in the same
exponential form of (3.40):
gc(r) = 1− ry(1−Rc)
r
−Rc exp{−Sc(r − ry)} (3.44)
gt(r) = 1− ry(1−Rt)
r
−Rt exp{−St(r − ry)} (3.45)
The damage evolution law g(r) results from the combination of the two parts:
g(r) = αβt gt(r) + (1− αt)βgc(r) (3.46)
The coefficient αt ranges from 0 to 1 and takes into account the character of the stress
state. It is evaluated from:
αt =
3∑
i=1
εti〈εi〉
ε2eq
(3.47)
where εti are the principal strains due to positive effective stresses (or tensile stresses).
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The parameter β in (3.46) was equal to 1 in the original version of the model [89]. For
values higher than 1, β allows to slow down the evolution of damage under shear loading
(when principal stresses have different sign).
The definition of εti tells us that if all principal stresses are negative then αt = 0 and
d = dc = gc(r), corresponding to a “purely compressive” stress state. On the other hand
if all principal stresses are positive, i.e. in a “purely tensile” stress states, we have αt = 1
and d = dt = gt(r).
3.3 Local and Non-local Damage Models
In the last section we have presented the fundamental theory of the isotropic damage
models with a unique scalar variable d. Although these models are relatively simple, they
are often used to model the failure of concrete, rocks and other quasi-brittle materials
that show important strain localization. If the damage parameter depends only on
the strain state at the point under consideration, the numerical simulations exhibit a
pathological mesh dependence, and physically unrealistic results are obtained.
This is the typical behaviour of the so-called local damage models, which are not able to
properly describe both the thickness of localization and distance between them. They
suffer from mesh sensitivity (for size and alignment) and produce unreliable results.
The strains concentrate in one element wide zones and the computed force-displacement
curves are mesh-dependent. The reason is that differential equations of motion change
their type (from elliptic to hyperbolic in static problems) and the rate boundary value
problem becomes ill-posed [11].
Classical constitutive models require an extension in the form of a characteristic length
to properly model the thickness of localized zones. Such extension can be done with
micro-polar [95, 138], strain gradient [92, 96, 145], viscous [51, 84, 117] and non-local
terms [10, 74, 114, 123]. In this thesis we have developed the latter approach.
First of all, we present the problems derived from the strain localization phenomenon,
using a simple uniaxial case as example. Following that, the basic concepts of the
implemented non-local damage model are introduced.
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3.3.1 Strain localization phenomenon
The idea of modelling damaged concrete and other quasi-brittle materials as strain-
softening continua, was not immediately accepted by all the scientific community. Ac-
tually, most of the early analyses were not truly objective and, upon mesh refinement,
their results would not converge to a robust solution. Let us explain the nature of the
problem by means of a unidimensional example.
Consider a straight bar with a constant cross section A and a total length L0 under
uniaxial tension (Figure 3.9). The material is assumed to obey a simple stress-strain law
with linear elasticity up to the peak stress σy, followed by linear softening (Figure 3.10).
If the bar is loaded in tension by an applied displacement u at its right extreme, the
response remains linear elastic up to uy = L0εy, instant at which the force transmitted
by the bar (reaction at the support) attains its maximum value Fy = σyS. After that,
the resistance of the bar starts decreasing until the strain reaches εf and the transmitted
stress completely disappears.
Figure 3.9: Bar under uniaxial tension.
The equilibrium equations at a section in the middle imply that the axial forces are
constant along the bar and so the stress profile must remain also uniform (Figure 3.11).
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Figure 3.10: Stress-strain diagram of the linear softening law.
Figure 3.11: Axial force acting along the bar.
However, at a given stress level σ1 between 0 and σy, there are actually two values
of strain, ε1,e and ε1,s, that satisfy the constitutive equation (Figure 3.12). This is
quite straightforward if one considers that any cross section can either be damaged, or
undamaged. Indeed, an undamaged section is on the elastic branch with σ1 = Eε1,e,
whereas a damaged one falls in the softening branch with σ1 = (1− d1)Eε1,s.
Thereby, the strain profile along the bar does not have to be necessarily uniform. In
fact, any piecewise constant strain distribution that jumps between the two possible
strain values represents a valid solution.
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Figure 3.12: Possible strain values corresponding to the same stress level.
Figure 3.13: Piecewise constant strain profile along the bar.
In Figure 3.13 we have denoted by Ls the cumulative length of the softening regions
and by Le = L0 − Ls the cumulative length of the elastic regions. When the stress
is completely relaxed, the strain in the elastic region is εe = 0 and the strain in the
softening branch is εs = εf . Thus the total elongation of the bar in this case is uf =
Leεe + Lsεs = Lsεf . At this point, although εf is perfectly known from the linear
softening law (Figure 3.10), Ls is totally undetermined. This means that the problem
has infinite possible solutions with its corresponding post-peak branches in the load-
displacement diagram (Figure 3.14).
This fan of post-peak branches is bounded on one side by the solution with uniform
softening (uf = L0εf ) and on the other side by the solution with uniform elasticity
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Figure 3.14: Fan of possible post-peak branches of the load-displacement diagram.
(uf = 0). The first limit corresponds to a totally damaged bar while the latter represents
the case in which the bar is unloaded before any damage takes place. All the other
solutions describe processes in which a part of the bar is damaged. However, it is not
trivial to determine which of all these solutions is the one that reflects better the actual
failure process.
The ambiguity is removed if imperfections are taken into account. The material proper-
ties and sectional dimensions of a real bar are not perfectly uniform. Thereby, supposing
that there is a small region where the strength is lower than in the remaining portion
of the bar, when the applied stress reaches the peak of that weaker region, softening
starts and the stress decreases. Consequently, the material outside the damaged region
must unload elastically because its strength has not been exhausted. This leads to the
conclusion that the size of the softening region is related to the size of the region with
minimum strength. The problem is that such a region can be arbitrarily small and
so the corresponding softening branch is arbitrarily close to the elastic unload branch.
Therefore, the standard strain-softening continuum formulation leads to a solution with
several pathological features:
• The softening region is infinitely small.
• The load-displacement diagram always shows snap-back, regardless of the size of
the structure and the ductility of the material.
• The total amount of energy dissipated during the failure process tends to zero.
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From the mathematical point of view, these problematic features are related to the loss
of ellipticity of the governing differential equation. As a result, the boundary value
problem no longer has a unique solution with continuous dependence on the given data.
From the numerical point of view, these inconveniences are manifested by a pathological
sensitivity of the results to the size of the finite elements.
For instance, let us assume that the bar is uniformly discretized by n two-node elements
with linear displacement interpolation and that the weakest region is located at the
middle of the bar. The numerical algorithm will capture a very localized solution with a
softening region extending over one only element. In consequence, the softening length
will decrease as the number of elements increases (Ls = L0/n) and thus the softening
post-peak branch will completely depend on the number of elements of the mesh.
Indeed, as it is shown in Figure 3.15a, for n = 1 all the bar is damaged and the softening
length is the total length of the bar Ls = L0, whereas for n > 1 the softening region is
more localized with strains becoming especially important at the damaged element. In
the limit case of n → ∞ the softening branch would coincide with the elastic branch
(see Figure 3.15b).
(a) Strain profiles for a prescribed im-
posed displacement.
(b) Load-displacement diagrams for
different number of elements.
Figure 3.15: Mesh dependence of the numerical results.
In this section we presented a problem that commonly arises in the simulation of dam-
age processes involving quasi-brittle materials: the strain localization phenomenon. Al-
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though only a uniaxial case has been discussed, this problem is also present in multidi-
mensional problems with similar effects on the numerical results.
The simple one-dimensional example illustrates the essence of the problem with local-
ization of inelastic strain into a zone of an arbitrarily small width. In uniaxial cases,
localization occurs when the peak of the stress-strain diagram is reached, independently
of the specific constitutive model used. In multiple dimensions, the analysis of the lo-
calization process is more complicated and the derivation of a criteria for the start of
localization represents a challenging problem.
Mesh refinement in multiple dimensions leads to a reduction of the total dissipated
energy (area under the load-displacement curve) with a lower peak load and a more
brittle response. Apart from this, upon further refinement, one can also face convergence
difficulties due to the abrupt change of strain distribution, from a smoothly distributed
to a highly localized one. These effects will be shown more clearly with the simulation
of a bi-dimensional case later in this chapter (see Section 3.4).
3.3.2 Regularization of the problem
When simulating fracture propagation processes, it is essential to ensure that the di-
rection of crack growth is not affected by numerical conditioners such as the mesh size
or the type of element. For this reason, in the present work two different continuum
damage models for the porous medium were implemented in the research of a robust
method that avoids the pathological sensitivity of the finite element results to the mesh
size.
Partially regularized local damage model
As a first attempt, we used a simple partially regularized local damage model, based on
the crack band models [13]. We combined the equivalent strain form of Eq (3.26) and
the damage evolution law in Eq (3.41).
Essentially, the model is an isotropic damage model following the classical local damage
theory, in which an energy based adjustment of the stress-strain diagram, depending on
the size of the element, is introduced in the definition of the damage parameter.
74 Continuum Damage Mechanics
Indeed, the damage evolution law in (3.41) depends on the characteristic length of the
fractured domain lf included in the definition of the variable Af (3.42). This character-
istic length of the fractured domain is what, in the end, partially regularizes the damage
model. If the mesh size is modified, the energy dissipated by the structure is scaled ac-
cording to the element characteristic length and, ideally, the energy consumption should
remain unaltered by the changes on the spatial discretization.
Thereby, before updating the damage variable, one just needs to compute the charac-
teristic length of the element le, which can be estimated from the dimensions of the
element like it was done in Equations (2.57) and (2.58). In a two-dimensional analysis,
for instance, the characteristic length of the element can be defined as the diameter of
the circle that contains the area of the element (see Figure 3.16).
Figure 3.16: Characteristic length of a 2D finite element.
This approach is endowed with some, but not all of the properties of fully regularized
damage models. It can ensure a correct energy dissipation in a localized damage band,
but the width of the numerically resolved fracture process zone depends on the element
size and tends to zero as the mesh is refined. This is why this approach cannot be
considered as a true localization limiter. It provides only a partial regularization of the
problem in the sense that global response characteristics do not exhibit spurious mesh
sensitivity, but the mesh-induced directional bias is still present.
Moreover, the scaling of the stress-strain diagram is straightforward only for models
that explicitly control the evolution of inelastic strain, e.g. for softening plasticity [113]
or smeared crack models [99]. In those cases, the desired scaling effect is achieved
just by modifying the hardening modulus (derivative of stress with respect to inelastic
strain). Nevertheless, in continuum damage mechanics, non-linearity and softening are
controlled by the damage evolution law, and the reduction factor (1− d) multiplies the
total strain. For this reason, it is not easy to scale only the post-peak part of strain
localization while keeping the unloading part unaffected.
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In some cases, diffuse softening damage patterns in certain parts of the structure can
coexist with localized cracks in other parts, and they may even change during the load-
ing process. In such cases it is virtually impossible to define a coherent rule for the
adjustment of the stress-strain diagram according to the element size.
Fully regularized non-local damage model
The introduction of a characteristic length into the constitutive model, and the formu-
lation of a non-local strain-softening model, have been shown to prevent the spurious
localization of strain-softening damage, to regularize the boundary value problem, and
to ensure numerical convergence to physically meaningful solutions [53, 114, 123].
Fully regularized description of localized inelastic deformation is achieved by a proper
generalization of the underlying continuum theory. Two different approaches are nor-
mally used: generalization of the kinematic relations, i.e. continua with micro-structure
(Cosserat-type continua or strain gradient theories), and continua with non-local strain
(non-local elasticity); and generalization of constitutive equations, i.e., material models
with gradients of internal variables, and materials models with weighted spatial averages
of internal variables.
In this thesis we have worked with the second kind of generalization, because kinematic
and equilibrium equations remain standard, and the notions of stress and strain keep
their usual meaning. Also, in the generalization of constitutive equations through non-
local models, we have focused on the integral-type methods.
Integral-type non-local models abandon the classical assumption of locality and admit
that stress a certain point depends, not only on the state variables at that point, but
also on the distribution of the state variables over the whole body, or over a finite
neighbourhood of the point under consideration.
In a general manner, the non-local integral approach consists in replacing a certain local
variable by its non-local counterpart, which is usually obtained by a weighted averaging
over a spatial neighbourhood of each point under consideration.
Let f(x) be some local field in a domain Ω. The corresponding non-local field is defined
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as:
fnl(x) ≡ f˘(x) =
∫
Ω
Z(x,χ)f(χ)dχ (3.48)
where Z(x,χ) is the non-local weighting function.
In an infinite, isotropic and homogeneous medium, the weighting function depends only
on the distance Dxχ between the source point χ, and the receiver point x. Thereby,
we usually write Z(x,χ) = Z0(‖x − χ‖) = Z0(Dxχ), where Z0 is usually chosen as a
non-negative function monotonically decreasing for D ≥ 0.
One possible choice for Z0 is the Gauss distribution function:
Z0(Dxχ) = exp
[
−
(
2Dxχ
lc
)2]
(3.49)
where lc is the characteristic length, a material parameter reflecting the internal length
of the non-local continuum.
If a bounded support is preferred, one can also truncate the previous function as follows:
Z0(Dxχ) =
 exp
[
−
(
2Dxχ
lc
)2]
if Dxχ ≤ Rin
0 if Dxχ > Rin
(3.50)
where the interaction radius Rin is a parameter related to the characteristic length lc.
In the present work, we have considered Rin = lc.
In this thesis we worked with the previous Gauss distribution (3.50), but there are other
alternatives that can be effectively used, e.g. the following truncated quartic polynomial
function:
Z0(Dxχ) =

[
1−
(
Dxχ
lc
)2]2
if Dxχ ≤ Rin
0 if Dxχ > Rin
(3.51)
In essence, the interaction radius Rin represents the smallest distance between points x
and χ at which the interaction weight Z0(Dxχ) vanishes (for weighting functions with
a bounded support) or becomes negligible (for weighting functions with an unbounded
support). It must be carefully chosen as it controls the size of the softening region.
The interval, circle, or sphere of radius Rin, centered at x, is called the domain of
influence of point x. In the vicinity of the boundary of a finite body, it is simply
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assumed that the averaging is performed only on the part of the domain of influence
that lies within the body (Figure 3.17).
Solid domain
Domain of inﬂuence
Source points
Receiver point
Figure 3.17: Domain of influence protruding through the boundary of a body.
Thereby, if a weighting function with bounded support is chosen, the non-local average of
(3.48) is calculated as a weighted sum over the values at all the finite element integration
points χ lying within the non-local interaction radius Rin.
In the application to softening materials, it is often required that the non-local operator
do not alter a uniform field (consistency of order 0), which means that the weighting
function must satisfy the normalizing condition:∫
Ω
Z(x,χ)dχ = 1 ∀x ∈ Ω (3.52)
In order to satisfy (3.52), the weighting function is usually rescaled as:
Z(x,χ) =
Z0(‖x− χ‖)∫
Ω
Z0(‖x−ϕ‖)dϕ
(3.53)
In the present work, the damage variable is computed from the non-local equivalent
strain, which corresponds to a suitable non-local damage formulation that restores well-
posedness of the boundary value problem [12].
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Therefore, in the loading function (3.12), the local equivalent strain εeq is replaced by
its weighted spatial average:
ε˘eq(x) =
∫
Ω
Z(x,χ)εeq(χ)dχ (3.54)
And the internal state variable r is then the largest previously reached value of the
non-local equivalent strain:
r(t) = max
{
ry,max
τ≤t
ε˘eq(τ)
}
(3.55)
It is important to note that while the damage variable is evaluated from the non-local
equivalent strain ε˘eq, the strains ε used in (3.9) to compute the stresses are considered
as local. This way, during the elastic range, when the damage variable remains equal
to zero, the stress-strain relation is completely local. The process for the evaluation of
stresses with the non-local damage model is schematically represented in Table 3.3.
Step n+ 1
1. Evaluate effective stress: σe,n+1 = Deεn+1
2. Compute the new local equivalent strain: εeq,n+1
3. Compute the new non-local equivalent strain (3.54): ε˘eq,n+1
4. Update r with (3.55): If ε˘eq,n+1 > rn ⇒ rn+1 = ε˘eq,n+1
5. Update damage variable: dn+1 = g(rn+1)
6. Compute nominal stress: σn+1 = (1− dn+1)σe,n+1
Table 3.3: Computation of the stresses in the integral-type non-local damage model.
As it can be deduced from Table 3.3, the numerical implementation of the non-local
damage model based on averaging of the equivalent strain is relatively simple. The
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evaluation of the stresses remains explicit, and no internal iteration is required. One
just needs to implement the algorithm of weighted spatial averaging and, before damage
is evaluated, replace the local equivalent strain by its non-local counterpart.
The values of the non-local equivalent strain must be traced at the individual Gauss
integration points of the finite element mesh, because these are the points at which
stresses are computed.
Thereby, the averaging integral in (3.54) is evaluated numerically as follows:
ε˘eq,x =
∑
χ
Zxχεeq,χwχ (3.56)
where wχ is a coefficient containing the product of the determinant of the Jacobian
and the integration weight of Gauss point χ, and Zx,χ is the aforementioned weight of
non-local interaction between points x and χ, computed as:
Zxχ =
Z0(Dxχ)∑
ϕ Z0(Dxϕ)wϕ
(3.57)
In the previous two equations, subscript x represents the receiver point under consider-
ation, whereas indexes χ and ϕ correspond to source points. Since the chosen weighting
function Z0 (3.50) has bounded support, Zxχ vanishes if the distance between points x
and χ is larger than the interaction radius Rin. Therefore, the sums in (3.56) and (3.57)
do not need to be taken over all Gauss points, but only over those that are located inside
the domain of influence of point x.
Note that, at least around the damage process zone, one must always use an element
size smaller than the interaction radius in order to account for the non-local interaction.
Otherwise the damage model would become local. In this regard, an interaction radius
relatively small can restrict the applicability of non-local models to small or medium
size domains because of very fine meshes being necessary.
Each Gauss point must have a non-local interaction table that gives access to its neigh-
bours. This table must be constructed at the beginning of the problem and every time
the model is remeshed. In this work, the search of neighbours is performed by means
of a grid-based algorithm. A general rectangular grid is defined in the entire domain
and all the integration points are positioned in the cells. This way, the neighbour search
that must be performed for each Gauss point is restricted to a limited number of cells,
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i.e. the ones that fall inside the domain of influence of the considered point (see Figure
3.18).
Source Point
Solid domain
Receiver Point
Search grid
Figure 3.18: Grid-based non-local search.
The stress evaluation procedure (Table 3.3), repeatedly called during the incremental-
iterative strategy, makes use of the non-local interaction tables when the non-local equiv-
alent strain is computed. To obtain ε˘eq we first compute the local equivalent strains at
all Gauss points, and then we calculate the non-local counterpart using (3.56).
Finally, if one aims to obtain an iterative solver with quadratic convergence when work-
ing with a non-local damage model, it is necessary to construct the tangent stiffness
matrix in a consistent manner, which slightly differs from the standard procedure al-
ready explained in Section 3.2.1. Here we derive the analytical expression of the tangent
stiffness matrix, but we also note that some authors report complete consistency when
obtaining the global tangent operators by finite-differencing the residuals [112].
Let us start expressing the tangent stiffness matrix (2.39) as a numerical integration
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over the Gauss points of the model:
K =
∂
∂u¯
∑
x
BTxσxwx (3.58)
Using the stress-strain law in (3.9) and the classical strain-displacement relation ε = Bu¯,
we expand Eq (3.58) as follows:
K =
∂
∂u¯
∑
x
BTx (1− dx)DeBxu¯wx (3.59)
Since the damage variable depends on the nodal displacements through the equivalent
strain, we compute first the derivative of the damage variable with respect to the dis-
placement vector u¯. Taking into account that d = g(r) (3.7), r depends on ε˘eq (3.55),
and ε˘eq depends on u¯ through the interpolated strains, we use the chain rule to write
the derivative of the damage variable for an integration point x as follows:
∂dx
∂u¯
=
dg
drx
drx
dε˘eq,x
∂ε˘eq,x
∂u¯
= g′xlx
∂ε˘eq,x
∂u¯
(3.60)
where g′x is the derivative of the damage evolution law with respect to the internal state
variable r, and lx is the loading-unloading factor that is 0 in an elastic loading or in an
unloading regime, and 1 in a loading regime with growing damage:
lx =
{
0 if ε˘eq,x < rx
1 if ε˘eq,x = rx and ˙˘εeq,x ≥ 0
(3.61)
Using expression (3.56), we can differentiate the non-local equivalent strain of a Gauss
point x with respect to the nodal displacements as
∂ε˘eq,x
∂u¯
=
∑
χ
Zxχ
∂εeq,χ
∂u¯
wχ =
∑
χ
Zxχ
∂εeq,χ
∂εχ
∂εχ
∂u¯
wχ =
∑
χ
Zxχ
∂εeq,χ
∂εχ
Bχwχ (3.62)
The derivative of the equivalent strain with respect to the strain vector ∂εeq,χ/∂εχ is a
row matrix that depends on the chosen form of equivalent strain.
At this point, we can already differentiate Eq (3.59), substitute (3.60) and rearrange
terms to obtain the following expression:
K =
∑
x
BTx (1− dx)DeBxwx −
∑
x
BTxDeBxu¯wxg
′
xlx
∂ε˘eq,p
∂u¯
(3.63)
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Note that the first term in (3.63) is the secant stiffness matrix, which coincides with the
tangent matrix in an elastic loading or in an unloading regime (lx = 0). The second
term in Eq (3.63) is the non-local part of the tangent stiffness matrix. Substituting
(3.62) into (3.63) yields:
K = Ksec −
∑
x
BTxDeεxwxg
′
xlx
∑
χ
Zxχ
∂εeq,χ
∂εχ
Bχwχ
= Ksec −
∑
x,χ
BTxσe,xwxg
′
xlxZxχ
∂εeq,χ
∂εχ
Bχwχ (3.64)
Defining for convenience the column matrix bcx = B
T
xσe,x, the row matrix b
r
χ =
∂εeq,χ
∂εχ
Bχ,
and the coefficient wxχ = wxwχZxχ, Equation (3.64) can be rewritten as:
K = Ksec −
∑
x,χ
bcxg
′
xlxb
r
χwxχ (3.65)
The double index of the sum, caused by the non-local interaction, implies that the term
on the right part of Equation (3.65) cannot be assembled only from the standard element
loop. Essentially, each pair of Gauss points x and χ contributes to the global stiffness
matrix with a block of the same size as that of the classical element stiffness matrix. The
difference is that the assembling routine differs from the usual one because in this case
one needs to take into account the elements of both points x and χ (Figure 3.19). As
a consequence, the global stiffness matrix is always non-symmetric and its bandwidth
increases due to the non-local interaction.
In order to avoid the additional non-zero entries that the non-local interaction introduces
into the global stiffness matrix, one could neglect the non-local terms by using wxχ =
δxχwχ, where δxχ is the Kronecker delta. This way, Equation (3.65) reduces to
K local = Ksec −
∑
x
g′xlxb
c
xb
r
xwx (3.66)
where the sum is performed over one index only. Note that the resulting local tangent
matrix K local is no longer consistent, and quadratic convergence is lost.
Probably the most important issue caused by non-locality is the evolutionary character
of the profile of the stiffness matrix. For the simulation of quasi-brittle materials like
concrete or rock, the consistent stiffness matrix remains local through the elastic branch,
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Figure 3.19: Non-local assembly process.
and so the initial distribution of non-zero entries is the same as in the local case. How-
ever, when the damage threshold is exceeded and the damage zone starts propagating,
new non-zero entries appear due to the non-local interaction between Gauss points be-
longing to different elements, and the profile of the stiffness matrix must be dynamically
adapted. The number of additional non-zero entries depends on each particular case,
but if a finer mesh is used in the expected softening zones, this number can be relatively
high.
Thereby, although the non-local damage model completely removes the pathological
sensitivity to the mesh size and substantially alleviates the mesh-induced directional
bias, it also increases the computational cost with respect to the local model, specially
in the memory usage.
Figure 3.20 compares the general scheme for the stress evaluation and stiffness matrix
assembly between the local and non-local damage models. Apart from a greater memory
usage, the non-local damage model requires performing more elements loops than the
classical local model.
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(a) Local damage model.
(b) Integral-type non-local damage model.
Figure 3.20: General scheme for the stress evaluation and stiffness matrix assembly.
3.4 Examples
The fundamental concepts on damage mechanics theory and the most relevant aspects
concerning the implementation of a non-local damage model within the Finite Element
Method have already been introduced.
This section is devoted to test and validate the presented damage models by solving two
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classical examples in the damage mechanics field: the three-point bending test, and the
four-point shear test.
For each one of the tests, we solve the problem with the two implemented damage
models: the partially regularized local damage model, and the integral-type non-local
damage model. The objective of this experiment is to analyse and compare both models,
pointing out the strengths and limitations of the approaches, and assessing whether the
non-local procedure is a valid and robust technique.
Both examples are carried out under a 2D plane stress framework. The problems are
solved as quasi-static step by step loading cases by means of the so-called modified
Riks-Wempner arc-length strategy. Self weight is not taken into account.
3.4.1 Three-Point Bending Test
This test is performed with a notched beam subjected to three-point bending (TPB).
The beam has a square cross section of 40×320 mm, a span of 1280 mm, and the notch
is 3 mm thick and extends over one tenth of the beam depth (see Figure 3.21).
Figure 3.21: TPB test. Geometry and boundary conditions. Dimensions in mm.
Plane stress conditions are assumed, and the geometry is meshed by means of bilinear
4-node quadrilaterals with 2× 2 integration points.
We solve the problem using two different damage models: a partially regularized local
damage model using the form of the equivalent strain proposed by Simo and Ju (3.26)
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and the damage evolution law presented in (3.41), and a non-local damage approach,
which is defined with the Mazars model regarding the equivalent strain (3.30) and the
damage evolution law (3.46). The weighting function for the non-local interaction relies
on a Gauss distribution function of bounded support (3.50).
The material properties for the local damage model are summarized in Table 3.4 and
have been obtained after some calibration, trying to fit the experimental results in [80].
For the non-local approach we use the same material parameters of [80] (see Table 3.5).
Property Value
Young’s modulus (E) 3.85 · 1010 N/m2
Poisson’s ratio (ν) 0.24
Compressive strength (σyc) 4.5 · 107 N/m2
Tensile strength (σyt) 3.8 · 106 N/m2
Fracture energy (Gf ) 100 Nm/m2
Table 3.4: TPB test. Material properties for the Simo-Ju local model.
Property Value
Young’s modulus (E) 3.85 · 1010 N/m2
Poisson’s ratio (ν) 0.24
Damage threshold (ry) 3 · 10−5
Residual strength in compression (Rc) 1.25
Softening slope in compression (Sc) 1000
Residual strength in tension (Rt) 0.95
Softening slope in tension (St) 9000
Characteristic length (lc) 0.04 m
Table 3.5: TPB test. Material properties for the Mazars non-local model.
In order to assess the robustness of the models in terms of mesh sensitivity, we solve the
problem for different spatial discretizations. Here we use three unstructured meshes of
quadrilaterals with a refined area in the center (see Figure 3.22). The first model was
obtained from a characteristic element size of le = 15 mm, with a resultant mesh of
2024 elements and 2191 nodes. The second mesh, with 2679 elements and 2859 nodes,
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resulted from an element size of le = 7 mm. The third model was obtained after defining
a characteristic element size of le = 3 mm and lead to a mesh of 6543 elements and 6772
nodes.
(a) le = 15 mm: 2024 elements.
(b) le = 7 mm: 2679 elements.
(c) le = 3 mm: 6543 elements.
Figure 3.22: TPB test. Spatial discretizations.
Figure 3.23 shows the relation between the applied load and the vertical deflection of
the beam. As one can see from the discontinued equilibrium curves, we had serious
difficulties in tracing the response of a full test. The reason behind the convergence
problems could be the use of a too global arc-length method. Indeed, to account for
the localized nature of quasi-brittle failure, a more specific control parameter, like the
Crack Mouth Opening Displacement (CMOD), could help improving the convergence
near snap-back zones.
That aside, if we look at the curves in Figure 3.23a we can see that, although there is
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no relevant difference between the response obtained with the two coarser meshes, the
peak force actually decreases with the finest mesh, and so the total dissipated energy.
On the other hand, the response diagram in Figure 3.23b shows virtually the same peak
load for the three meshes.
Focusing on Figure 3.23b and comparing the computed results with the experimental
solution [80], one sees that the non-local damage model properly captures the peak load
of the expected solution for all meshes.
Nonetheless, the post-peak branch of the numerical solution falls faster than in the
reference solution, and even shows a certain amount of snap-back behaviour. Moreover,
looking at the elastic branch of the responses, it seems that the stiffness degradation
starts before in the numerical curves and, in consequence, the peak is slightly displaced
to the right.
Using an advancing technique purely based on the control of displacements instead of the
mentioned arc-length method would reduce the differences in the post-peak response.
From the depicted curves in Figure 3.23, it seems that the partially regularized local
damage model is more sensitive to changes in the spatial discretization than the non-
local model. In any case, though, the behaviour of the numerical model seems more
brittle than the observed in experiments.
In order to properly understand the response of both damage models, let us present
some snapshots with the damage distributions.
Figures 3.24 and 3.25 show an initial stage of damage progression in the local and non-
local model, respectively. Just by looking at the size and shape of the damaged zone,
we can clearly state the most differential trait of each model: localization on the one
hand, and diffusion on the other. This concept is crucial to understand the observed
behaviour in the load-deflection diagrams of Figure 3.23.
Essentially, in the local approach, damage starts at the most stressed element and then
“jumps” to the next one when the first is totally damaged. As a result, shape and
direction of progression of damage strongly depends on the size and distribution of the
elements of the mesh (see Figure 3.26).
On the other side, in Figures 3.25a, 3.25b and 3.25c we see a very similar diffusive
damaged area. Indeed, in the non-local approach, the damage size is controlled by
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(a) Partially regularized local damage model.
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(b) Non-local damage model.
Figure 3.23: TPB test. Force-vertical deflection diagrams.
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(a) Model with le = 15 mm.
(b) Model with le = 7 mm.
(c) Model with le = 3 mm.
Figure 3.24: TPB test. Damage initiation in the local model.
the interaction radius Rin = lc = 0.04 m and thus even when reducing the size of the
elements the damaged area is practically unaltered.
The distinction between localization and diffusion can also be seen in the evolution of
the damage variable depicted in Figure 3.27.
While in the local damage model (Figures 3.27a, 3.27c and 3.27e) only a thin line of
damage is propagated, i.e. a line of the size of the elements, in the non-local case
(Figures 3.27b, 3.27d and 3.27f) damage occupies a wider area corresponding to the
defined crack length lc, and even some zones at each side of the notch are affected
by the damage progression at the center, stressing the idea that the damage depends,
not only on the state of the point under consideration, but also on the state of the
neighbouring points.
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(a) Model with le = 15 mm.
(b) Model with le = 7 mm.
(c) Model with le = 3 mm.
Figure 3.25: TPB test. Damage initiation in the non-local model.
(a) Model with le = 15 mm. (b) Model with le = 3 mm.
Figure 3.26: TPB test. Zoom of damage growing in the local model.
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(a) Local model. Initial stage. (b) Non-local model. Initial stage.
(c) Local model. Intermediate stage. (d) Non-local model. Intermediate stage.
(e) Local model. Advanced stage. (f) Non-local model. Advanced stage.
Figure 3.27: TPB test. Evolution of damage propagation for le = 3 mm.
3.4.2 Four-Point Shear Test
In this second example a single-edge notched beam is subjected to four-point shear
(FPS). The analysed beam has a square cross section of 100 × 200 mm, a span of 840
mm, and the notch is 10 mm thick and 40 mm depth (see Figure 3.28).
Figure 3.28: FPS test. Geometry and boundary conditions. Dimensions in mm
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Plane stress conditions have been again assumed, but in this case the geometry is meshed
by means of linear 3-node triangular elements with one integration point.
Again, we solve the problem using the two implemented damage models. The local
approach is modelled with the same Simo and Ju model of the previous example, using
the material parameters shown in Table 3.6. On the other hand, the non-local damage
model is defined in this case using the equivalent strain form of the modified von Mises
model (3.31), and the exponential damage evolution law that we presented in (3.40).
The material parameters for the non-local approach have been obtained from [122] and
are summarized in Table 3.7.
Property Value
Young’s modulus (E) 2.8 · 1010 N/m2
Poisson’s ratio (ν) 0.1
Compressive strength (σyc) 3.5 · 107 N/m2
Tensile strength (σyt) 3.2 · 106 N/m2
Fracture energy (Gf ) 140 Nm/m2
Table 3.6: FPS test. Material properties for the Simo-Ju local model.
Property Value
Young’s modulus (E) 2.8 · 1010 N/m2
Poisson’s ratio (ν) 0.1
Damage threshold (ry) 1.5 · 10−4
Compressive to tensile strength ratio (κ) 10
Residual strength (R) 0.8
Softening slope (S) 9000
Characteristic length (lc) 0.01 m
Table 3.7: FPS test. Material properties for the modified von Mises non-local model.
As we did for the previous example, we solve the problem for three different unstructured
meshes of triangles (Figure 3.29). The first model was obtained by refining the central
area with a characteristic element size of le = 8 mm, which resulted in a mesh of 2216
elements and 1264 nodes. The second model is represented by a mesh of 3502 elements
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and 1923 nodes and was obtained from an element size of le = 5 mm. The last spatial
discretization is the result of defining a characteristic element size of le = 3 mm and
lead to a total of 7183 elements and 3796 nodes.
(a) le = 8 mm: 2216 elements.
(b) le = 5 mm: 3502 elements.
(c) le = 3 mm: 7183 elements.
Figure 3.29: FPS test. Spatial discretizations.
In Figure 3.30 we represent the relation between the applied load and the Crack Mouth
Sliding Displacement (CMSD) for each mesh. The curves in Figure 3.30a show that in
this case the peak and the dissipated energy also decrease as the mesh is refinement.
However, this reduction is not so clear as in the previous example. On the other hand,
Figure 3.30b shows virtually the same peak load for the three meshes. Also, although
one can notice some oscillations in the post-peak region for the mesh with le = 8 mm
and the mesh with le = 5 mm, we can say that the residual force at the right part of
the graph is actually similar for all cases.
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(a) Partially regularized local damage model.
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(b) Non-local damage model.
Figure 3.30: FPS test. Force-Crack Mouth Sliding Displacement curves.
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We note that the “bilinear-like response” obtained with the finest mesh of le = 3 mm in
Figure 3.30b is due to the low precision of the arch-length strategy used in this problems.
Again, an advancing technique based on the control of displacements, like the CMSD,
could be better suited in this case.
Like in the previous case, we can compare the curves obtained from the non-local damage
model with an experimental solution [30].
Thereby, focusing on Figure 3.30b we can see that the computed responses are very
similar to the experimental solution, specially for the mesh with le = 3 mm. Also, if
one carefully looks at the elastic loading branches, it may be noticed that the numerical
solutions exhibit a slightly stiffer behaviour than the experimental curve in the beginning
of the degradation process. However, this difference is subtle and the post-peak branches
converge to the results of the experiment.
(a) Model with le = 8 mm.
(b) Model with le = 5 mm.
(c) Model with le = 3 mm.
Figure 3.31: FPS test. Damage progression in the local model.
Figures 3.31 and 3.32 show the damage progression in the peak-load region of the re-
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(a) Model with le = 8 mm.
(b) Model with le = 5 mm.
(c) Model with le = 3 mm.
Figure 3.32: FPS test. Damage progression in the non-local model.
sponse, for the local and non-local model, respectively. Like before, from the size and
shape of the damaged zone, we can clearly see a more localized response in the local
damage model, and a more diffusive response in the non-local case.
Comparing the different damage patterns of the local model (Figures 3.31a, 3.31b and
3.31c), we notice an additional vertical damage line that appears only in the coarser
meshes, stressing the idea that the local model suffers from mesh sensitivity.
The damage patterns in the non-local damage model (Figures 3.32a, 3.32b and 3.32c)
are virtually identical for all meshes.
Finally, a comparative evolution of the damage variable with the mesh corresponding
to le = 3 mm is represented in Figure 3.33. We can see that, at the beginning of
damage propagation (Figures 3.33a and 3.33b) both approaches show a very similar
damage zone. The initially localized damage zone in the non-local model is mainly due
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to the small interaction radius of this example Rin = lc = 0.01 m. After that, the
difference between both models is clear, with a wider damage mark of the order of the
characteristic length in the non-local case.
(a) Local model. Initial stage. (b) Non-local model. Initial stage.
(c) Local model. Intermediate stage. (d) Non-local model. Intermediate stage.
(e) Local model. Advanced stage. (f) Non-local model. Advanced stage.
Figure 3.33: FPS test. Evolution of damage propagation for le = 3 mm.
Chapter 4
Modelling Discontinuities in Porous
Media
4.1 Introduction
Modelling the fluid flow in a multi-fractured porous domain implies taking into account
that the cracks in the solid skeleton introduce preferential flow paths, apart from jumps
in the displacement field. A proper understanding of discontinuities is crucial not only
because they influence the behaviour of the local surroundings of the cracks, but also
because they modify the global permeability and the mechanical response of the medium,
specially whenever it undergoes a crack growth process.
In the last decades, many efforts have been made to develop numerical models for the
accurate analysis of discontinuities in solids and porous media.
The extended finite element method (XFEM) has obtained notable attention in the past
years [14, 83, 120, 146]. The essential idea of the XFEM is to enhance the solution by
decomposing the displacement field into a continuous and a discontinuous part. The
discontinuity is captured by means of enrichment functions that introduce the jumps
in the displacement field. The most remarkable advantage of the method is that there
is no need to explicitly represent cracks in a mesh provided that enriched nodes are
considered (Figure 4.1a). This avoids the necessity of remeshing during crack growth,
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but in return it demands a higher computational cost in terms of number of degrees of
freedom and numerical integration.
The present work focuses on the methods purely based on the finite element method
(FEM). In this category, numerous methods can be found in the literature, but two
main subgroups can be distinguished: the "smeared crack" approaches (Figure 4.1b),
continuum based methods in which the influence of developing fractures is incorporated
into the constitutive stress-strain law [28, 66, 85, 119], and the "discrete crack" models
(Figure 4.1c), in which each single discontinuity is represented explicitly [34, 56, 60, 67].
(a) XFEM. Enriched nodes
have been coloured red.
(b) FEM: smeared crack ap-
proach.
(c) FEM: discrete crack ap-
proach.
Figure 4.1: Different methods to represent discontinuities.
Since Goodman et al. proposed the "zero-thickness" interface element to describe the
mechanical behaviour of pre-existing joints in rock masses [63] many authors have de-
veloped strategies to adapt this element for the solution of fracture processes in coupled
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solid-pore fluid problems.
Three different types of zero-thickness interface elements can be found in the literature
concerning the way the fluid is modelled: single, double and triple noded elements. The
single-noded element is the simplest one and only considers longitudinal conductivity
with no pressure drop across the interface [5]. The triple-noded element was meant to
include the effect of the transversal conductivity through the discontinuity [64]. The
two nodes at each side of the interface represent the potentials in the pore pressure,
while the third node in the middle stores the average potential of longitudinal fluid
through the fracture. Finally, the double-noded elements take into account both types
of conductivity but the external nodes variables substitute the middle node. Ng and
Small used this double-noded zero-thickness interface element to model flow problems
with pre-existing discontinuities, but did not consider hydraulic potential drop between
the two interface walls [98]. Segura and Carol introduced the transversal conductivity
in double-noded zero-thickness elements to account for the exchange of fluid between
the discontinuity and the porous media [128].
Regarding the mechanical behaviour of fractures, two different approaches are typically
used: the linear elastic fracture mechanics (LEFM), and the non-linear fracture mechan-
ics (NLFM). LEFM was first proposed to solve fracture propagation problems by means
of remeshing without considering a fracture process zone (FPZ) before the crack tip.
This approach is applicable in large structures where the size of the FPZ is negligible.
However, for quasi-brittle analyses, the consideration of a non-linear fracture process
zone where the energy is dissipated before it completely fails was found to be essential.
In those cases NLFM is usually applied and a softening law relates the cohesive stress to
the crack opening in the FPZ. The first technique based on the cohesive fracture model
was originally introduced by Barenblatt for brittle materials [8, 9] and by Dugdale for
plastic materials [50]. Hillerborg et al. developed the first fictitious crack model for
Mode I fracture [68]. It was extended later for the mixed mode fracture, from which
Camacho and Ortiz proposed a suitable fracture criterion that is widely used in the
literature [27].
One of the most important parts in the modelling of fracture propagation is the criterion
for determining the direction of the crack growth. Some methodologies are based on the
local evaluation of the stress field at the crack tip, such as the maximum circumferential
stress [52] and the maximum principal stress criteria [22, 79]. Others measure the energy
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distribution at the fractured zone, e.g. the minimum strain energy density criterion [129]
or the maximum strain energy release rate criterion [72]. Finally, some authors have
developed crack growth criteria based on continuum damage mechanics [140] and, more
recently, combined with level sets [33, 94].
In order to minimize the mesh-induced directional bias, in this thesis we use the non-local
damage model of Chapter 3 in combination with a discrete crack approach, in which
discontinuities are represented by quasi-zero-thickness interface elements. A special util-
ity allows us inserting new interface elements according to the computed damage map,
finishing with a remeshing of the model to ensure a conformal spatial discretization. The
low permeability and high compressibility of fluid-driven fracture propagation problems
makes the pressure field oscillate spuriously if equal order interpolation elements are
used without stabilization. Here we solve the solid-pore fluid interaction problem with
the FIC-FEM stabilized formulation presented in Chapter 2.
The present chapter is organized as follows. First, the formulation of the developed
quasi-zero-thickness interface elements is detailed, explaining the mechanical behaviour
of the fracture and the model governing the fluid flowing in it. After that, we present
the proposed fracture propagation technique combining the non-local damage model
with the interface elements. Finally, two plane-strain examples are solved to test the
accuracy of the crack propagation methodology, and one additional case is included to
show the performance of the generalized 3D formulation.
4.2 Quasi-zero-thickness interface elements
Before going through the governing equations of the interface elements, let us clarify the
“quasi-zero-thicknes” adjective used in this work.
Essentially, the quasi-zero-thickness interface elements follow the same idea as the
double-noded zero-thickness interface elements of [98] or [128] but, in fact, they are
surface elements in 2D and volume elements in 3D and so they can be defined using a
width larger than zero if necessary.
This fact is particularly useful in case we need to define pre-existing joints with a certain
opening, or when we want to capture the distribution of the fluid flow in the intersection
between fractures (Figure 4.2).
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Figure 4.2: Fluid flow inside a crack with bifurcation.
However, one can also define them with a zero thickness. In such case, the interface
elements work as double lines in 2D or as a double surfaces in 3D, which is useful to
represent very thin layers or closed faults that could eventually open (Figure 4.3).
Figure 4.3: Consolidation problem with a vertical fault.
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Three different types of geometries for joint elements have been implemented: a 4-node
quadrilateral interface element with two Lobatto integration points for bi-dimensional
problems (Figure 4.4a), a 6-node wedge interface element with three Lobatto points and
an 8-node hexahedral interface element with four Lobatto points for three-dimensional
cases (Figures 4.4b and 4.4c). The 6-node prismatic interface element is used in problems
where the porous domain is meshed with tetrahedra, whereas the hexahedral interface
element is meant for problems meshed with hexahedra in the rest of the domain.
(a) Four-node quadrilateral.
(b) Six-node triangular prism. (c) Eight-node hexahedron.
Figure 4.4: Quasi-zero-thickness interface elements.
It is important to note that the choice of Lobatto integration over Gauss integration
responds to the spurious traction oscillations that may appear in joint elements with a
stiff cohesive zone [76, 125, 131]. As it has been reported in the literature, a common
strategy to overcome this issue is to make use of reduced Lobatto integration along the
mid plane of the element [47, 65, 137].
Furthermore, it is essential to understand that the quantities of interest in the interface
elements are in a different coordinate system from the one used to solve the standard
elements in the porous domain.
Indeed, while for the porous domain we work in a unique coordinate system to obtain
the global deformations of the structure, for each interface element we aim at obtaining
the normal and tangential relative displacements at any point along the crack, and so
we must work in the local coordinate system of the fracture. Moreover, as it is usually
done for beams (in 2D) or shells (in 3D), this local system is located at the mid plane
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of the interface element, and it is necessary to distinguish the upper and lower faces of
the joint to compute its relative displacements (Figure 4.5).
,
,,
Figure 4.5: Scheme of a generic hexahedral interface element. Global and local coordi-
nate system.
Let us first define the vector of relative displacements in a joint δ as the difference
between the displacements at the upper and lower faces:
δ = uup − ulow (4.1)
The vector of nodal displacements in global axis u¯ is written as in Chapter 2. For a
general 3D case it reads:
u¯ =
[
ux1, uy1, uz1, . . . , uxn, uyn, uzn
]T
(4.2)
where n is the number of nodes of the element.
We also define the matrix of shape functions for the displacements at the interface
element Nu,I as:
Nu,I =
−N1 0 0 . . . Nn 0 00 −N1 0 . . . 0 Nn 0
0 0 −N1 . . . 0 0 Nn
 (4.3)
in which the shape functions Ni are preceded by a negative sign for nodes located at
the lower face of the joint and by a positive sign for nodes at the upper face.
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Thereby, taking into account the definition in Eq (4.1), we can compute the vector of
relative displacements at any point of the interface as:
δ =
δxδy
δz
 =
−N1 0 0 . . . Nn 0 00 −N1 0 . . . 0 Nn 0
0 0 −N1 . . . 0 0 Nn


ux1
uy1
uz1
...
uxn
uyn
uzn

= Nu,Iu¯ (4.4)
Also, in order to obtain the normal and tangential relative displacements, we need to
transform the computed relative displacements from the global to the local coordinate
system. To do so, we need to compute a rotation matrix λ from the direction cosines
between the global (x, y, z) and local (xˇ, yˇ, zˇ) coordinates (Figure 4.5). In essence:
λ =
cos (xˇ, x) cos (xˇ, y) cos (xˇ, z)cos (yˇ, x) cos (yˇ, y) cos (yˇ, z)
cos (zˇ, x) cos (zˇ, y) cos (zˇ, z)
 (4.5)
The transformation is written then as:
δˇ =
 δlδm
δn
 =
cos (xˇ, x) cos (xˇ, y) cos (xˇ, z)cos (yˇ, x) cos (yˇ, y) cos (yˇ, z)
cos (zˇ, x) cos (zˇ, y) cos (zˇ, z)

δxδy
δz
 = λδ (4.6)
In the following paragraphs, we present the governing equations of the implemented
quasi-zero-thickness interface elements.
Similarly to the formulation presented for the continuum solid-pore fluid mixture, two
equilibrium equations govern the behaviour of the interface elements. One equation
deals with the mechanical behaviour of the crack, whereas the other equation describes
the balance of fluid mass within the fracture.
It is important to stress here that the formulation of the interface elements is completely
compatible with the displacement-pore pressure formulation presented in Chapter 2.
Thereby, one can combine both type of elements in the same problem and solve them
together in a unique coupled system of equations.
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4.2.1 Mechanical behaviour of the fracture
The starting point is the strong form of the balance of momentum equation for the solid-
fluid mixture (2.5) defined at the fracture plane. We discretize the relative displacements
at the joint and integrate the equation by parts to obtain the following weak form:
ru,I = M I ¨¯u+
∫
ΩI
BTI σ
′
I dΩI −QI p¯− fu,I = 0 (4.7)
Equation (4.7) shows the same structure as Equation (2.24), but the resulting matrices
and vectors are defined in the coordinate system in which the interface element is solved,
i.e.:
M I =
∫
ΩI
NTu,IρNu,I dΩI ; QI =
∫
ΩI
BTI αmIN p dΩI (4.8)
fu,I =
∫
ΩI
NTu,Iρb dΩI +
∫
Γt
NTu,I t˜ dΓI (4.9)
where BI is the deformation matrix of the interface element, defined as:
BI =
1
tI
Nu,I (4.10)
with tI being the distance between the two faces of the interface (Figure 4.5). If the
interface is closed, then we use a small value tI = tmin to avoid dividing by zero.
It is important to note that the terms in (4.7) are integrated over a quasi-zero-thickness
interface element and thus:
dΩI = dAItI (4.11)
The effective stress vector in the fracture σ′I must be computed first in the local coor-
dinate system and then transformed into the global one as
σ′I =
cos (xˇ, x) cos (xˇ, y) cos (xˇ, z)cos (yˇ, x) cos (yˇ, y) cos (yˇ, z)
cos (zˇ, x) cos (zˇ, y) cos (zˇ, z)

T  σ′lσ′m
σ′n
 = λT σˇ′I (4.12)
Also, the vector mI =
[
0, 0, 1
]T
comes from the definition of the local effective
stresses in the joint:
σˇ′I = σˇI + αpmI =
 σlσm
σn
+ αp
00
1
 (4.13)
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The constitutive law governing the mechanical behaviour of the interface element is a
bilinear cohesive fracture model based on the fracture criteria of Camacho and Ortiz
[27] and Song et al. [133] (see Figure 4.6).
The fundamental concept behind the cohesive fracture model is that, although the in-
terface element represent discontinuities, the stress field can still be transferred through
the crack sides of the cohesive zone (Figure 4.6a). From the micro-mechanical point of
view, the cohesive zone is the local region ahead of the crack tip where the micro-voids
or micro-cracks initiate, grow and coalesce with the main crack.
Cohesive ZoneReal crack tip
Fictitious crack tip
(a) Cohesive fracture zone.
(b) Bilinear cohesive law.
Figure 4.6: Bilinear cohesive fracture model.
Figure 4.6b relates the normalized equivalent stress ςeq,I with the internal state variable
% and shows that the evolution of the cohesive zone is, in essence, an irreversible damage
process.
The variable % plays the same role as the internal scalar variable r(t) (Eq (3.13)) and
thus it characterizes the maximum strain level reached in the previous history of the
joint:
%(t) = min
{
max
{
%y,max
τ≤t
εeq,I(τ)
}
, 1
}
(4.14)
Here %y is the damage threshold of the joint, a material parameter ranging from 0 to 1
that represents the value of strain at which damage starts.
The chosen model is suitable for mixed mode fracture and thus the evolution of the
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damage propagation in the cohesive zone must depend on the simultaneous activation
of tangential and normal relative displacements. We define the equivalent strain of the
interface εeq,I as
εeq,I =
√
δ2l + δ
2
m + δ
2
n
δc
(4.15)
where δc is the critical relative displacement, i.e. it is the relative displacement at which
the cohesive zone stops transmitting forces.
Expression (4.14) implies that %y ≤ %(t) ≤ 1, which shows that, in fact, the internal
state variable % can also be seen as the damage variable of the cohesive fracture zone.
Similarly as in Eq (4.15) we can define the normalized equivalent stress as:
ςeq,I =
√
(σ′l)2 + (σ′m)2 + (σ′n)2
σy
(4.16)
with σy being the yield stress at the cohesive zone, i.e. the stress at which the cohesive
zone starts damaging. Each local component of the effective stress is computed as
follows:
σ′i =
σy (1− %)
%δc (1− %y)δi i = l,m, n (4.17)
The definition of the equivalent strain in (4.15) and the expressions of the stresses in
(4.17) are valid only for cases in which the two faces of the joint are separated by a
certain gap (tI > 0).
However, in any interface it is possible that both faces push each other whenever they
get in contact (Figure 4.7). In such cases, it is necessary to redefine some variables to
properly model the mechanical behaviour of the joint.
Thereby, when there is contact between the two opposite bodies of an interface (tI < 0)
the tangential effective stresses in Eq (4.17) are defined as the shear strength of the
Mohr-Coulomb criterion:
|σ′l| = |cl|+ µF |σ′n| (4.18)
|σ′m| = |cm|+ µF |σ′n| (4.19)
where µF is the friction coefficient, and cl and cm are the tangential cohesive stresses.
They are computed as:
cl =
σy (1− %)
%δc (1− %y)δl (4.20)
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(a) Mesh in the original position.
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(b) Vertical displacement after contact.
Figure 4.7: Contact between two beams connected by interface elements.
cm =
σy (1− %)
%δc (1− %y)δm (4.21)
We note that the absolute values in Equations (4.18) and (4.19) are used to represent
that, regardless of the sign of the stresses, the cohesion and the friction terms have
always the same sign.
The definition of the normal component of the effective stress σ′n also changes during
contact. It imitates the expression for the normal force between two neighbouring rigid
particles in the Discrete Element Method (DEM) [108, 124].
Let us assume that the interface is composed by linear springs with a stiffness per unit
area of Kn = E/(%yδc) (Figure 4.8).
The normal effective stress in contact is computed as:
σ′n = KnII =
E
%yδc
II (4.22)
where II is the indentation between the two faces of the joint.
Also, supposing that during contact δn = 0, the equivalent strain of the interface is
computed as:
εeq,I =
√
δ2l + δ
2
m
δc
(4.23)
Finally, in order to compute the stiffness matrix of the interface element KI , one just
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Figure 4.8: Scheme of a contact with interface elements.
needs to derive the term
∫
ΩI
BTI σ
′
I dΩI in Equation (4.7) with respect to the displace-
ment vector u¯:
KI =
∂
∂u¯
∫
ΩI
BTI σ
′
I dΩI =
∫
ΩI
BTIDIBI dΩI (4.24)
where DI is the tangent constitutive tensor of the interface in the global reference
system. It is obtained from:
DI = λ
T DˇIλ tI (4.25)
The matrix DˇI in Eq (4.25) is the local tangent constitutive tensor per unit length,
which can be obtained by deriving the stresses in the interface with respect to their
relative displacements:
DˇI =
 ∂σ′l/∂δl ∂σ′l/∂δm ∂σ′l/∂δn∂σ′m/∂δl ∂σ′m/∂δm ∂σ′m/∂δn
∂σ′n/∂δl ∂σ
′
n/∂δm ∂σ
′
n/∂δn
 (4.26)
Considering that the definition of the stresses in Eq (4.17) are used, the expressions
defining the local tangent constitutive tensor of the interface (4.26) can be analytically
derived. Taking into account that % = %(δl, δm, δn), we can distinguish two different
scenarios:
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• Elastic loading or unloading process (∂% = 0):
DˇI = σy (1− %)
%δc (1− %y)
1 0 00 1 0
0 0 1
 (4.27)
• Loading process with growing damage (∂% > 0):
DˇI = σy
%δc (1− %y)

1− %− δ
2
l
%2δ2c
−δlδm
%2δ2c
− δlδn
%2δ2c
−δmδl
%2δ2c
1− %− δ
2
m
%2δ2c
−δmδn
%2δ2c
− δnδl
%2δ2c
−δnδm
%2δ2c
1− %− δ
2
n
%2δ2c
 (4.28)
4.2.2 Fluid flow in the fracture
The fluid flow in the fracture is modelled by the following mass balance equation:
rp,I = Q
T
I
˙¯u+CI ˙¯p+HI p¯− f p,I = 0 (4.29)
where
CI =
∫
ΩI
NTp
1
Q
N p dΩI (4.30)
HI =
∫
ΩI
(∇N p)TI
1
µ
kI (∇N p)I dΩI (4.31)
f p,I =
∫
ΩI
(∇N p)TI
1
µ
kIρfb dΩI −
∫
Γq
NTp q˜n dΓI (4.32)
The pressure at the joint is interpolated as we did in Chapter 2, i.e. p = N pp¯. Thereby,
the compressibility matrix CI (4.30) is virtually the same as the one used in standard
elements (2.27), with the only difference being the domain of integration δΩI (4.11).
Matrix HI (4.31) introduces the enhanced permeability of the fractures in the porous
medium. It is assumed that the longitudinal flow is coupled to the interface opening
according to the so-called cubic law [132, 143].
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The name “cubic law” comes from the expression of the flow in the joint as a function of
the cube of the local aperture tI . Such relation arises from the Reynolds equation [121]:
∂
∂xˇ
(
ρf t
3
I
12µ
∂p
∂xˇ
)
+
∂
∂yˇ
(
ρf t
3
I
12µ
∂p
∂yˇ
)
=
∂
∂t
(ρf tI) +
1
2
∂
∂xˇ
(ρf tIV ) (4.33)
Equation (4.33) originates from the lubrication theory, which was formulated for fluid
flows in narrow and smooth parallel plates. The terms on the left hand side correspond
to the flow induced by a pressure gradient or Poiseuille flow (Figure 4.9a), whereas the
terms on the right hand side are given by the shear flow or Couette flow, generated by
the movement of the upper face with a velocity V (Figure 4.9b).
(a) Poiseuille flow. (b) Couette flow.
Figure 4.9: Velocity profiles between two smooth parallel plates.
The cubic law is naturally incorporated in the matrix HI of Equation (4.31) through
the gradient of the matrix of shape functions (∇N p)I and the intrinsic permeability
matrix kI .
The matrix (∇N p)I is defined as [78]:
(∇N p)I =
 ∂N1/∂l ∂N2/∂l . . . ∂Nn−1/∂l ∂Nn/∂l∂N1/∂m ∂N2/∂m . . . ∂Nn−1/∂m ∂Nn/∂m
−N1/tI −N2/tI . . . Nn−1/tI Nn/tI
 (4.34)
The two first rows in (4.34) allow computing the derivatives of the pressure with respect
to the tangential directions of the joint l and m, whereas the third row approximates
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the derivative of the pressure in the normal direction n by means of the pressure drop
between the upper and lower faces of the interface:
∂p
∂n
≈ pup − plow
tI
(4.35)
In essence, the computation of the derivatives of the shape functions with respect to the
three coordinates of the space l, m and n requires obtaining first the complete Jacobian
matrix and then compute its inverse. The problem is that, when working with quasi-
zero-thickness interface elements, the Jacobian matrix can be singular if the joint is
nearly closed. Because of that, the tangential derivatives of the pressure are computed
in the mid plane of the joint, i.e. a line in 2D and a triangle or a quadrilateral in 3D
(Figure 4.10). The normal derivative is computed through finite differences as in (4.35).
, ,
,,
Figure 4.10: Natural coordinates at the mid plane of an hexahedral interface element.
If we define ξ and η as the two natural coordinates at the mid plane of an interface
element (Figure 4.10), we can obtain the expression for the derivative of the shape
functions with respect to the local directions l and m by deriving the shape functions
with respect to the natural coordinates and applying the chain rule. For every node i
we have:
∂Ni
∂ξ
=
∂Ni
∂l
∂l
∂ξ
+
∂Ni
∂m
∂m
∂ξ
∂Ni
∂η
=
∂Ni
∂l
∂l
∂η
+
∂Ni
∂m
∂m
∂η
(4.36)
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or equivalently:[
∂Ni
∂ξ
∂Ni
∂η
]
=
[
∂Ni
∂l
∂Ni
∂m
][
∂l/∂ξ ∂l/∂η
∂m/∂ξ ∂m/∂η
]
=
[
∂Ni
∂l
∂Ni
∂m
]
J I (4.37)
And so the derivatives of the shape functions with respect to the local tangential direc-
tions are computed as: [
∂Ni
∂l
∂Ni
∂m
]
=
[
∂Ni
∂ξ
∂Ni
∂η
]
J−1I (4.38)
The terms of the Jacobian matrix J I in (4.37) are obtained by rotating the derivatives
of the global coordinates with respect to the natural coordinates: ∂l/∂ξ∂m/∂ξ
∂n/∂ξ
 = λ
∂x/∂ξ∂y/∂ξ
∂z/∂ξ
 ;
 ∂l/∂η∂m/∂η
∂n/∂η
 = λ
∂x/∂η∂y/∂η
∂z/∂η
 (4.39)
Regarding the intrinsic permeability matrix of the fracture kI (4.31), we make a dis-
tinction between the permeability in the tangential directions and the permeability in
the normal one.
kI =
kl 0 00 km 0
0 0 kn
 (4.40)
where kl and km are defined as [132]:
kl = km =
t2I
12
(4.41)
The parameter kn represents the transversal permeability of the fracture, which is usually
given a value similar to the intrinsic permeability of the porous domain.
Let us note that, although we write a 2 for the exponential of the joint width tI in Eq
(4.41), we actually have the expected 3 of the cubic law if we take into account the
additional tI appearing when integrating over the interface domain (4.11).
The anisotropic permeability introduced in the permeability matrix of the joint (4.40)
can become a problem whenever we have intersection of different fractures. Indeed, an
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intersection between two cracks represents a void in the porous domain through which
fluid can flow towards any direction. In this case there are not clear longitudinal and
transversal directions for the flow because all directions can be preferential, and thus
a variant of the conventional interface element with a modified intrinsic permeability
matrix kˆI is introduced:
kˆI =
kl 0 00 kl 0
0 0 kl
 (4.42)
Figure 4.11 exemplifies the effect that a set pre-defined interface elements introduce in
a porous medium. Water is injected at a constant rate of 1 m/s through the left side of
the horizontal crack, and after only 0.001 s, the displacement and pore pressure fields
show noticeable jumps between each side of the joints (see Figures 4.11a, 4.11b, 4.11c
and 4.11d).
Figure 4.11 also displays an application case of the modified intrinsic permeability matrix
(4.42). The cyan square element in Figure 4.11e has the same structure as the rest of
interface elements in pink, and just by using matrix kˆI , a proper flow distribution is
captured at the intersection of each fracture (Figure 4.11f).
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(a) Contour lines of displacement-X.
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Figure 4.11: Water flow in a pre-existing fractures network.
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4.3 Fracture propagation approach
After introducing the quasi-zero-thickness interface element as a means to represent
discontinuities in the porous domain, the current section is devoted to describe the
proposed method for propagating cracks through the solid skeleton.
There are essentially two main strategies for solving fracture propagation problems by
means of interface elements. The first technique has been widely used in the literature
[25, 26, 29, 133] and is based on the definition of an initial finite element mesh in which
the joint elements are introduced at every possible location between standard finite
elements (Figure 4.12).
Figure 4.12: Finite element mesh with interface elements at all possible edges.
Such an approach requires defining a number of interface elements much larger than the
strictly necessary, which may alter the mechanical response of the solid skeleton and
condition the permeability of the whole porous domain. In addition, when predicting
the propagation of fractures, it is crucial that the type of the mesh does not affect the
direction of propagation. With the mentioned method the influence of the mesh on the
obtained crack path is virtually unavoidable.
The alternative method that can be encountered in the literature is based on the in-
sertion of new interface elements where the strength of the porous domain reaches a
threshold value [7, 78, 147]. This method provides a realistic approach for the simula-
tion of dynamic crack propagation, but it requires remeshing the potential fracture zone
after the insertion of every new interface element.
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In this work, the fracture propagation strategy is based on the latter approach.
4.3.1 Crack path estimation
Essentially, we combine the integral-type non-local damage model introduced in Chapter
3 with the presented quasi-zero-thickness interface elements (Section 4.2). The funda-
mental idea is to use the information of the damaged points around the crack tip to
determine, as accurately as possible, the direction of the fracture propagation.
The implemented method relies on two main assumptions:
• Any crack growth process must start from a predefined crack tip.
• Such propagation can either follow one direction, or bifurcate in two.
The first assumption implies that the implemented method can not model crack initia-
tion. However, this is not major inconvenience because one can always use the damage
model to determine the initial damage pattern, and then insert crack tips to model frac-
ture propagation. The second assumption means that the presented approach allows
capturing crack branching for any propagation process.
Next, we present the main steps configuring the crack path estimation technique.
Crack tip neighbours search
The information of the damaged elements around the crack tip is used to estimate the
direction of the crack path. In order to do so, a neighbour search must be performed at
the beginning of each time step.
Let lp be the propagation length, a material parameter determining the domain of
influence of the fracture Ωf . For each fracture tip, we search the neighbouring Gauss
points falling inside a circle (or a sphere in 3D) of radius lp (Figure 4.13a).
At this stage we also divide the domain of influence Ωf into quarters and distribute the
neighbour points between the Top-Front-Quarter (TFQ) and the Bottom-Front-Quarter
(BFQ) (Figure 4.13b).
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(a) Grid-based search around the tip.
(b) Division of Ωf into quarters.
Figure 4.13: Crack tip neighbours search.
Crack growth
In order to determine the start of the crack growth, we estimate the damage at the crack
tip dt and compare it with a prefixed threshold value, called propagation damage dp.
Damage at the crack tip is defined here as a non-local measure of the damage inside
the region of influence of the fracture Ωf . This measure follows the same idea as the
non-local average performed in Chapter 3 for the equivalent strain (Eq (3.56)). The
damage at the tip is evaluated as:
dt =
∑
χ
Ztχdχwχ ∀χ ∈ Ωf (4.43)
where wχ is the coefficient with the product of the determinant of the Jacobian and
the integration weight of Gauss point χ, and Ztχ is the weight of non-local interaction
between the tip and any other point χ, defined as in Eq (3.57), i.e.
Ztχ =
Z0(Dtχ)∑
ϕ Z0(Dtϕ)wϕ
(4.44)
When the damage at the tip exceeds the threshold value (dt > dp) the crack is supposed
to grow, but it is still necessary to discern the direction of propagation. First, we com-
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pute the potential location for the new crack tip by weighted averaging the coordinates
of all the points in front of the crack tip.
Unlike the average performed in (4.43), the coordinates are weighted in terms of the
damage of each Gauss point under consideration. In essence, the coordinate of the new
crack tip xt is computed as:
xt =
∑
χ
Zˆtχxχwχ ∀χ ∈ TFQ ∪BFQ (4.45)
where Zˆtχ is a modified version of the weighting function in (4.44) as
Zˆtχ =
dχ∑
ϕ dϕwϕ
(4.46)
Once the coordinates for the new crack tip have been found, it is necessary to check
whether it is at a feasible location of the domain. Basically, the new crack tip must fulfil
the following two conditions:
• It must fall inside an existing element in the mesh.
• The average damage at the element must be larger than a minimum value de ≥ dmin
The first condition is obviously necessary to avoid propagating the fracture outside the
limits of the model, whereas the second condition prevents propagating the fracture
towards undamaged regions.
In case one of the two conditions is not fulfilled, we recalculate two possible coordinates
for the crack tip, distinguishing the elements of the top-front-quarter (TFQ) and the
bottom-front-quarter (BFQ) as
xtT =
∑
χ Zˆtχxχwχ ∀χ ∈ TFQ
xtB =
∑
χ Zˆtχxχwχ ∀χ ∈ BFQ
(4.47)
Of course, the two coordinates in (4.47) must also fulfil the aforementioned conditions
to make sure they are feasible crack tips. In this regard, three different scenarios are
possible. If the two new tips are valid, then the fracture bifurcates in two separate ways.
If only one of the computed coordinates is feasible, then the fracture will propagate only
towards that valid tip. Finally, if neither of the tips is valid, the fracture does not grow.
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4.3.2 Interface elements insertion
After estimating direction of the propagating fracture, one can actually insert new in-
terface elements into the model.
To do so, it is essential to make sure that the mesh after the insertion is conformal, and
that the primary unknowns and internal variables are properly mapped from the old
mesh to the new one.
Insertion and remeshing
For the insertion of new interface elements and regeneration of the model, we take
advantage of the meshing capacities of the pre and post-processor GiD [1].
Thereby, not only GiD meshes the geometry at the beginning of the numerical simu-
lation, but it is also GiD which generates the new spatial discretization every time we
need to adapt the model with new interface elements.
The flexible design of GiD makes it possible to expand its basic features by means of
customizable modules called “Problem-Types”. Such modules are quite versatile and
allow, not only to create a graphical user interface (GUI) for defining the conditions and
properties of the problem, but also to perform automatic GiD procedures by means of
Tcl scripts.
Essentially, the computation of any problem starts with a Tcl procedure from the
Problem-Type that writes the necessary input files with the conditions defined in the
GUI:
• ProjectName.mdpa: lists the material properties, the nodes and the elements.
• ProjectParameters.json: saves the parameters for the project such as the dimen-
sion, the time step or the linear solver, and writes all the boundary conditions of
the problem.
• FracturesData.json: registers all the pre-defined fracture tips in the model.
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The “FracturesData.json” file must contain all the necessary information of the pre-
existing crack tips in the model so as to perform the crack path estimation procedure
already explained. This information includes the coordinates of all the points defining
every crack tip.
In this regard, it is essential to have a clear image of how the crack tip is designed. In 2D
any crack tip can be defined from just three points (Figure 4.14a), but in 3D this is not
so straightforward. In the present thesis, the three-dimensional fracture tip is assumed
to be conical, but it is approximated as a pyramid of quadrilateral base (Figure 4.14b).
(a) 2D tip.
(b) 3D tip.
Figure 4.14: Scheme of the implemented crack tips.
The input files are read by the main Python script of the program, and then the first
step of the problem is solved in a C++ strategy. Next, another method is called to
check whether any of the pre-existing fractures propagates. If none of the crack tips
progresses, the calculation simply jumps to the next time step, and in case one of the
fractures propagates, the new crack tips are estimated following the procedure presented
in Section 4.3.1, and the information of these tips is saved in another file called “Prop-
agationData.tcl”.
Python calls then another Tcl procedure from the Problem-Type, which reads the “Prop-
agationData.tcl” file, draws the new fractures in the geometry, and regenerates the model
making sure that the new mesh is conformal.
In this work, a uniform mesh is generated for simplicity, but one could also apply the
method proposed in [48] for adapting the mesh of the whole domain in a non-structured
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manner according to the stress state. The spatial discratization could be then finer
around the cracks and coarser in those areas where no damage appears, thus making
the computation cost more efficient.
After the mesh is generated, the input files are updated with the new configuration of
fractures, and the problem continues in the next time step after a mapping of variables
between the old and new meshes is performed.
In the end, the implemented fracture propagation technique is based on the combination
of the modelling capabilities of GiD with the solving power of Kratos. It is schematically
represented in Figure 4.15.
Figure 4.15: Flow chart of the fracture propagation technique.
Mapping of variables
After the new model is generated, a final step must be performed: the mapping of
primary unknowns and internal variables between the old and new meshes.
In essence, if one aims at continuing the analysis from the current state, instead of
restarting it from scratch every time the model is regenerated, it is necessary to apply
some transfer algorithms so as not to lose the nodal unknowns, and the history variables
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at the Gauss points.
The mapping of the primary unknowns, i.e. nodal displacements and nodal pore pres-
sure, is achieved by using the shape function projections. To do so, we first place each
new node inside an old element, by means of another grid-based search, and then we
interpolate the displacements of the old nodes at the position of the new one (Figure
4.16a).
On the other hand, the mapping of the internal state variables, i.e. r and % respectively
governing the damage evolution of the standard elements and the interface elements,
is done through a weighted spatial averaging similar to the one used in the non-local
damage model (3.48). The difference is that, in this case, the source points are the
integration points of the old mesh, and the receiver points are the integration points of
the new mesh (Figure 4.16b). Like before, an efficient grid-based search is performed
in order to determine the Gauss points of the old mesh that fall inside the interaction
radius Rin = lp of each new Gauss point.
(a) Nodal variables mapping.
(b) Internal state variables mapping.
Figure 4.16: Mapping of variables between meshes.
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4.4 Examples
This section includes three test cases devoted to assess the performance of the presented
fracture propagation strategy and the behaviour of the implemented interface elements.
The first example is meant to validate the fracture propagation approach against an
analytical solution, whereas the second and third cases are used to test the proposed
technique under complex conditions and evaluate its strengths and limitations.
The three examples model fluid-driven fracture propagation problems in nearly undrained-
incompressible porous media. FIC-stabilized elements of equal order interpolation for
the displacements and the pore pressure have been used in that regard.
In all cases, the material of the porous domain is considered to undergo isotropic degra-
dation by means of the same non-local damage model as the one used in Section 3.4.2.
In essence, the equivalent strain form is defined as the von Mises model (3.31), and the
damage follows the exponential law presented in (3.40).
The two first problems are analysed in a 2D framework under plane strain conditions,
and the last test is solved with a 3D model. The porous medium is considered to have
isotropic permeability and the effect of gravity is neglected.
4.4.1 Fluid-driven fracture propagation test
This example consists on a semi-cylindrical portion of soil of 80 m radius, laying on a
rectangle 10 m high that has a notch of 5 × 50 cm at the center. Water is injected at
a constant rate of qin = 0.2 m/s through an incipient crack tip of 0.5 mm thick and
125 mm long, which results in a volumetric flow of 1 · 10−4 m3/s. The geometry and
boundary conditions of the problem are shown in Figure 4.17.
The material of the porous domain is defined as a non-local damage model combining
the von Mises equivalent strain form of Eq (3.31) with the exponential damage law in
(3.40). The material parameters are summarized in Table 4.1.
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Figure 4.17: Fluid-driven fracture propagation test. Geometry and boundary conditions.
Dimensions in m.
Property Value
Young’s modulus (E) 1.596 · 1010 N/m2
Poisson’s ratio (ν) 0.33
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.19
Solid bulk modulus (Ks) 3.6 · 1010 N/m2
Fluid bulk modulus (Kf ) 3 · 109 N/m2
Intrinsic permeability (k) 6 · 10−15 m2
Dynamic viscosity (µ) 0.001 N/m2 · s
Damage threshold (ry) 1.5 · 10−4
Compressive to tensile strength ratio (κ) 25
Residual strength (R) 0.95
Softening slope (S) 1.05 · 104
Characteristic length (lc) 0.1 m
Table 4.1: Fluid-driven fracture propagation test. Material properties of the porous
domain.
On the other hand, the predefined crack tip is represented by quasi-zero-thickness in-
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terface elements with the properties in Table 4.2.
Property Value
Young’s modulus (E) 1.596 · 1010 N/m2
Poisson’s ratio (ν) 0.33
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.19
Solid bulk modulus (Ks) 3.6 · 1010 N/m2
Fluid bulk modulus (Kf ) 3 · 109 N/m2
Transversal permeability (kn) 6 · 10−15 m2
Dynamic viscosity (µ) 0.001 N/m2 · s
Damage threshold (%y) 1 · 10−4
Minimum joint width (tmin) 1 · 10−4 m
Critical displacement (δc) 0.01 m
Yield stress (σy) 7 · 106 N/m2
Friction coefficient (µF ) 0.4
Propagation length (lp) 0.06 m
Propagation damage (dp) 0.6
Table 4.2: Fluid-driven fracture propagation test. Material properties of the crack.
As commented above, this problem is approached in a 2D configuration under plane-
strain assumption. The porous domain is solved with the FIC-stabilized formulation,
using 3-noded triangular elements with linear interpolation for the displacements and
the pore pressure. The interface elements of the crack tip are 4-noded quadrilateral
elements.
The main objective of this test is to validate the implemented propagation technique
against an analytical solution obtained by Spence and Sharp [134] and replicated by
Khoei et al. [78]. The fluid pressure along the crack mouth, the crack length and the
crack width have been monitored through 10 seconds of simulation. In order to assess
the robustness of the numerical solution, a convergence analysis was performed in terms
of the mesh size and the time step.
The influence of the mesh size was analysed by fixing the time step at ∆t = 0.02 s and
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(a) le = 4 cm: 15330 elements.
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(b) le = 2 cm: 44708 elements.
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(c) le = 1 cm: 153582 elements.
Figure 4.18: Fluid-driven fracture propagation test. Initial meshes.
solving the problem for three different spatial discretizations (Figure 4.18). The first
model was obtained from a characteristic element size of le = 4 cm, with a resultant
mesh of 15330 elements and 7846 nodes. The second mesh, with 44708 elements and
22580 nodes, resulted from an element size of le = 2 cm. The third model was obtained
after defining a characteristic element size of le = 1 cm and lead to a mesh of 153582
elements and 77095 nodes.
In order to study the effect of the time step on the solution, we fixed the mesh size at
le = 2 cm and run the case for three different time steps: ∆t = 0.04 s, ∆t = 0.02 s and
∆t = 0.01 s.
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(a) Pressure for different mesh sizes with ∆t = 0.02 s.
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(b) Pressure for different time steps with le = 2 cm.
Figure 4.19: Fluid-driven fracture propagation test. Time evolution of the pressure.
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(a) Crack length for different mesh sizes with ∆t = 0.02
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(b) Crack length for different time steps with le = 2 cm.
Figure 4.20: Fluid-driven fracture propagation test. Time evolution of the crack length.
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(a) Crack width for different mesh sizes with ∆t = 0.02
s.
0
0.5
1
1.5
2
2.5
3
3.5
0 2 4 6 8 10
Cr
ac
k w
idt
h (
mm
)
Time (s)
Δt=0.04s
Δt=0.02s
Δt=0.01s
Analytical
(b) Crack width for different time steps with le = 2 cm.
Figure 4.21: Fluid-driven fracture propagation test. Time evolution of the crack width.
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Figures 4.19a, 4.20a and 4.21a show the pressure, crack length and crack width for dif-
ferent mesh size and ∆t = 0.02 s. We highlight that the combination of an integral-type
non-local damage model with the insertion of interface elements has no mesh depen-
dence.
The results displayed in Figures 4.19b, 4.20b and 4.21b evidence that the time step is
an important parameter in this kind of problems. Indeed, despite integrating the time
variable with an unconditionally stable Newmark scheme, a large time step together
with the material non-linearity of the problem lead to inaccurate results. Such effect is
particularly remarkable in Figure 4.21b, mainly because of the greater sensitivity of the
crack width variable (in the range of millimetres) with respect to the crack length and
the pore pressure variables (in the range of meters and mega pascals, respectively). In
any case, using a small enough time step ensures obtaining consistent results. In this
case good results have been obtained for ∆t ≤ 0.02 s.
Regarding the validation of the present test, a general good agreement is observed
between the numerical and the analytical curves. Looking at Figures 4.19a and 4.19b, it
is evident that the pressure at the mouth falls faster in the beginning of the numerical
solutions. Such pressure drop is related to a sudden lost of integrity of the soil, and thus
an accurate calibration of the parameters could smooth this effect. However, after a
few seconds all curves converge to the same value of 0.5 MPa, which remains virtually
constant due to the near undrained condition of the soil.
In Figures 4.20a and 4.20b, one observes that the computed crack grows at a slightly
slower pace than the expected solution. This fact is clearly linked to the fast drop in
the pressure already commented.
Finally, it is noticeable the similarity between the theoretical crack width and the nu-
merical one. Except for the solution with ∆t = 0.04 s, the slope of the curve and the
maximum value reached in the rest of the cases are virtually identical to the analytical
result.
4.4.2 Crack tracking test
This second test models a rectangular saturated porous domain of 6 × 5 m. The same
notch and crack tip of the previous example have been horizontally placed at the left
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side of the model, with equivalent conditions at the inlet. In this case, an incursion of
stronger soil is defined over 60 cm apart from the initial crack tip, as represented in
Figure 4.22.
Figure 4.22: Crack tracking test. Geometry and boundary conditions. Dimensions in
m.
The porous media and the crack tip are characterized with the same properties of the
previous example (see Tables 4.1 and 4.2). The only difference is in the material incursion
in front of the crack tip, the properties of which are listed in Table 4.3.
Examples 135
Property Value
Young’s modulus (E) 4.0 · 1010 N/m2
Poisson’s ratio (ν) 0.33
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.19
Solid bulk modulus (Ks) 3.6 · 1010 N/m2
Fluid bulk modulus (Kf ) 3 · 109 N/m2
Intrinsic permeability (k) 6 · 10−15 m2
Dynamic viscosity (µ) 0.001 N/m2 · s
Damage threshold (ry) 5.5 · 10−3
Compressive to tensile strength ratio (κ) 25
Residual strength (R) 0.95
Softening slope (S) 1.05 · 104
Characteristic length (lc) 0.1 m
Table 4.3: Crack tracking test. Material properties of the incursion.
Again, this case is solved as a plane-strain 2D problem, and FIC-stabilized 3-noded
triangles are used to circumvent the violation of Babuska-Brezzi conditions due to the
impermeability of the porous medium. Also, the characteristic element size chosen is
le = 2 cm and ∆t = 0.02 s.
The main purpose of the present test is to verify the “crack-tracking” capabilities of
the implemented approach against anisotropic porous domains. In order to do so, three
different “obstacles” have been placed in front of the propagating crack (Figure 4.23).
The first two incursions (Figures 4.23a and 4.23b) are meant to simulate branching situ-
ations for different bifurcation angles, whereas the third obstacle introduces an irregular
preferential path for the advancing fracture (Figure 4.23c).
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(a) Obstacle 1: 45-90-45 isosceles triangle.
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(b) Obstacle 2: 75-30-75 isosceles triangle.
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(c) Obstacle 3: moon shape incursions.
Figure 4.23: Crack tracking test. Material incursions in front of the crack tip.
The three crack paths, after 2 seconds of simulation, are displayed in Figure 4.24. The
fluid pressure and the damage of the porous domain are also illustrated to give a deeper
insight into the current analysis.
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(f) Damage with obstacle 3.
Figure 4.24: Crack tracking test. Pore pressure and damage at t = 2 s.
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Focusing first on Figures 4.24a, 4.24c and 4.24e, it is evident that the proposed tech-
nique captures the anisotropy introduced in the model, and the inserted interface ele-
ments properly represent the enhanced permeability of the porous medium. Moreover,
the smooth contour lines of the pressure field show that the FIC-stabilized 3-noded tri-
angles have an excellent behaviour near the undrained-incompressible conditions. It is
interesting to note that the maximum water pressure is different for each case, with the
highest value in Figure 4.24e and the lowest in Figure 4.24a. Although the difference
is subtle, one may infer that the pressure dissipates faster in a branching case with a
wider angle of bifurcation.
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(a) Mesh at initial stage.
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(b) Mesh at intermediate stage.
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z
(c) Mesh at advanced stage.
Figure 4.25: Crack tracking test. Fracture passing between moon shape incursions.
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In Figures 4.24b, 4.24d and 4.24f, the non-locality of the damage model is clearly visible
in the width of the damage mark around the crack. Indeed, with a characteristic length
of lc = 0.1 m, the crack tip is surrounded by a damaged area with a diameter of over
0.2 m. Such diffusive damage pattern is what leads the crack through the right path,
avoiding mesh-induced directional bias. Thereby, in the first two cases (Figures 4.24b
and 4.24d) the fracture eventually runs into the stronger incursion and, given the low
degradation of the material in front of the tip, the crack bifurcates with an angle that
depends on the shape of the incursion. For the moon shape obstacles (Figure 4.24f), the
undamaged areas on both sides of the tip let the crack no choice but to pass between
the two obstacles. A detailed view of the mesh is shown in Figure 4.25.
4.4.3 Parallel fracture propagation test
This last example consists on a 4 × 4 × 6 m block of soil with two parallel crack tips
separated by a distance s. Water is injected at a constant rate of qin = 6 m/s through
each one of the cracks of 0.5 mm thick and 125 mm long, giving a total volumetric flow
of around 1.5 · 10−6 m3/s. A scheme of the geometry and the boundary conditions is
represented in Figure 4.26.
Figure 4.26: Parallel fracture propagation test. Geometry and boundary conditions.
Dimensions in m.
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In this case a softer material has been defined in order to reduce the maximum pore
pressure and minimize the computational cost. The material properties of the porous
domain and the two incipient cracks are given in Tables 4.4 and 4.5, respectively.
Property Value
Young’s modulus (E) 2 · 109 N/m2
Poisson’s ratio (ν) 0.1
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.3
Solid bulk modulus (Ks) 1.5 · 1017 N/m2
Fluid bulk modulus (Kf ) 3 · 1014 N/m2
Intrinsic permeability (k) 1 · 10−14 m2
Dynamic viscosity (µ) 0.001 N/m2 · s
Damage threshold (ry) 7.5 · 10−6
Compressive to tensile strength ratio (κ) 10
Residual strength (R) 0.4
Softening slope (S) 1.5 · 104
Characteristic length (lc) 0.08 m
Table 4.4: Parallel fracture propagation test. Material properties of the porous domain.
Since the problem is approached in a 3D framework, the porous domain is represented
by stabilized 4-noded tetrahedra with linear interpolation for the displacements and the
pore pressure. The two crack tips are meshed with six-node wedge interface elements.
In this case, the characteristic element size and the time step are larger than in previous
examples with le = 5 cm and ∆t = 0.05 s.
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Property Value
Young’s modulus (E) 2 · 109 N/m2
Poisson’s ratio (ν) 0.1
Solid density (ρs) 2000 Kg/m3
Fluid density (ρf ) 1000 Kg/m3
Porosity (φ) 0.3
Solid bulk modulus (Ks) 1.5 · 1017 N/m2
Fluid bulk modulus (Kf ) 3 · 1014 N/m2
Transversal permeability (kn) 1 · 10−14 m2
Dynamic viscosity (µ) 0.001 N/m2 · s
Damage threshold (%y) 1 · 10−4
Minimum joint width (tmin) 1 · 10−4 m
Critical displacement (δc) 0.01 m
Yield stress (σy) 3.5 · 106 N/m2
Friction coefficient (µF ) 0.4
Propagation length (lp) 0.05 m
Propagation damage (dp) 0.4
Table 4.5: Parallel fracture propagation test. Material properties of the cracks.
Basically, the purpose of this problem is to analyse the influence of the distance between
neighbouring cracks in a parallel fracture propagation case. Thereby, in order to give a
more realistic insight and account for the Poisson’s effect in the transversal deformation
of the soil, a 3D configuration has been chosen for this last test.
As reported in [39], to ensure the efficiency of a hydraulic fracturing process, the spacing
between parallel cracks should be of the order of 0.1 m. Here three different spacings
have been studied: s = 0.075 m, s = 0.15 m and s = 0.3 m, and the crack length in
each case has been measured after 1.5 seconds of simulation. Table 4.6 summarizes the
results along with the obtained crack growth velocity.
The values in Table 4.6 show that the closer the initial cracks are defined, the faster
they propagate, as expected. However, the relation between the spacing and the crack
growth velocity seems to be not linear, which also makes sense if one takes into account
the material non-linearity of this problem.
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Spacing Crack Length at t = 1.5 s Crack growth velocity
0.075 m 0.4 m 0.18 m/s
0.15 m 0.37 m 0.16 m/s
0.3 m 0.28 m 0.1 m/s
Table 4.6: Parallel fracture propagation test. Crack length and crack growth velocity.
In order to properly appreciate the previous results, the contour lines of the pressure
field and the damage variable are represented on two orthogonal planes cutting both
cracks (Figure 4.27).
Looking first at the pressure field in Figures 4.27a, 4.27c and 4.27e, it is quite clear that
a closer spacing between cracks makes the pore pressure grow, and consequently the
propagation velocity also increases. Also, to understand the interaction between two
parallel cracks, it is useful to observe Figures 4.27b, 4.27d and 4.27f. Indeed, the non-
local damage model generates a diffusive damage mark around the cracks that extends
up to the radius of influence lc. In Figures 4.27b and 4.27d, in which the spacing is
smaller than twice the characteristic length of the material, the damage patterns of the
cracks seem to overlap each other. In Figure 4.27f, with s > 2lc, the two damage marks
are almost independent and hence the velocity of propagation noticeably decreases.
This example shows that the characteristic length of the non-local damage model lc is
not only a mathematical parameter used to regularize the strain localization problem,
but it actually has a physical meaning.
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Figure 4.27: Parallel fracture propagation test. Pore pressure and damage at t = 1.5 s.

Chapter 5
Conclusions and Future Lines of
Research
5.1 Conclusions and contributions
The main objective of this thesis was the derivation of a robust Finite Element formula-
tion for the solution of solid-pore fluid coupled problems with multi-fracture propagation.
The following conclusions can be highlighted.
A displacement-pore pressure FEM formulation for solving coupled solid-pore fluid in-
teraction problems has been successfully implemented for 2D and 3D analysis, and sta-
bilized by means of the Finite Increment Calculus method (FIC). In this formulation,
a unique mesh represents a porous medium composed by two phases: a solid skeleton
and a fluid phase. The interaction between both components is governed by means of
the coupling of two equations: the balance of momentum for the mixture solid-fluid and
the mass balance for the pore fluid.
The derived FIC-FEM formulation represents the first application of the second order
FIC mass balance equation in space to the stabilization of a poromechanics problem. In
the presented approach, the balance of momentum equation is unaltered and only the
continuity equation is modified with the stabilization terms.
Comparing this work with other classical stabilization methods, we notice that the FIC
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stabilization allows solving the problem in a fully coupled manner without relying on
time stepping algorithms. It also avoids the calibration of the stabilization parameter,
which simply depends on the characteristic element size.
The presented FIC-based approach does not require additional basis functions or element
level condensation, but relies on higher-order derivatives to obtain the terms that ensure
the consistency of the residual-based procedure.
As presented in the Examples’ section in Chapter 2, the FIC-FEM formulation has
been used to solve an elastic saturated soil column subjected to surface loading in a 2D
problem under plane strain conditions. It has proven to avoid arbitrary oscillations along
the column, and it has shown consistent results for both transient and cyclic loading
cases, despite modifying the material compressibility and permeability.
Additionally, the FIC-FEM element has been tested in a 3D problem of an elastic
saturated soil foundation. The effect of the spatial discretization on the solution has
been addressed in this case. This problem has shown that the residual-based character
of the FIC-stabilization favours that the numerical solution converges to the expected
solution as the mesh is refined. Moreover, when relaxing the undrained-incompressible
conditions, the FIC stabilization does not alter negatively the response obtained in the
original non-stabilized formulation, and yields an accurate solution.
Since the proposed fracture propagation technique relies on continuum damage mechan-
ics for the estimation of the crack path, Chapter 3 focuses on the seek of a robust damage
model for the analysis of the degradation and failure of quasi-brittle materials.
We saw that a local damage model, although partially regularized with an energy based
adjustment, shows mesh sensitiveness and presents severe mesh-induced directional bias,
which makes it virtually unusable for tracking the crack path.
However, we must also notice that for certain cases and if carefully calibrated, a partially
regularized local damage model can become a useful tool to obtain a first estimation of
the damage pattern with a very low computational cost.
Of course, in solid-pore fluid coupled problems, where cracks represent preferential paths
for the fluid flow and have a critical influence on the global permeability of the porous
medium, it is essential to work with a fully regularized damage model. In this regard,
the implemented integral-type non-local damage model has shown a robust behaviour
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for different spatial discretizations, avoiding pathological mesh sensitivity and mesh-
induced directional bias.
An important aspect to note about the non-local approach is that the neighbour search
and the averaging performed to account for the non-local interaction, considerably in-
crease the computational cost of the solution, as compared to the classical local approach,
and also modify the traditional assembly process of the global tangent stiffness matrix.
Both damage models have been tested in a 2D three-point bending test under plane
stress assumption. Excluding the mesh-dependent local model, the non-local damage
model based on the Mazars definition of the equivalent strain has proved to properly
capture the peak load of the Force-Deflection curve for all meshes. Nonetheless, the post-
peak branch of the numerical solution is more brittle than in the reference solution, and
even shows a certain snap-back behaviour. The use of an advancing technique based on
the control of displacements should smooth the behaviour in the post-peak region and
improve the convergence of the solution.
Furthermore, a plane stress four-point shear test has been solved to check that the
non-local damage model accurately reproduces the Force-CMSD curve and converges
to the expected solution as the mesh is refined. This last test also showed that the
non-local form of the modified von Mises definition of the equivalent strain, along with
the exponential damage evolution law actually represent an effective combination given
its remarkable robustness and convergence, in spite of its simplicity, specially when
compared to the tested alternatives.
Chapter 4 presents the quasi-zero-thickness interface elements which, combined with
the coupled formulation of Chapter 2 and the non-local damage model of Chapter 3,
are used to develop a methodology for the 2D and 3D analysis of fracture propagation
problems in saturated porous media.
The quasi-zero-thickness interface elements are governed by the same two equations
presented in Chapter 2, i.e. the balance of momentum for the mixture solid-fluid and
the mass balance for the pore fluid, but they are conveniently adapted to account for
the special behaviour of the joints. This fact is particularly useful as it allows combining
the standard elements with the interface elements in the same model and solve a unique
coupled system of equations.
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The formulation of the interface elements, distinguishing its upper and lower faces,
has shown to adequately introduce jumps in the displacement field, and capture the
enhanced permeability of the porous medium.
Three examples involving crack propagation have been analysed with different objec-
tives. In the 2D fluid-driven fracture propagation test, the combination of the non-local
damage model with the automatic insertion of interface elements has shown to be robust
and effective. It has been validated against analytical values of the pressure at the crack
mouth, the crack length, and the crack width with promising results.
Furthermore, as seen in Chapter 3, the integral-type non-local damage model fully reg-
ularized the boundary value problem and thus the curves of the monitored variables
during crack propagation were virtually unaffected by the changes in the spatial dis-
cretization.
On the other hand, the time step appeared as an important parameter in problems
involving material non-linearities and fluid diffusion. A small enough value must be
used to ensure accurate results.
In the crack tracking test, we checked that the search of damaged points around the
crack tip, combined with the non-local damage model, is a robust tool for predicting the
crack path in anisotropic media, including the possibility of branching when the proper
conditions are met.
The FIC-stabilized elements of equal order interpolation for the displacements and the
pore pressure have also been proved to prevented the blocking of the pressure field during
crack propagation.
Finally, the proposed technique has been positively tested in a 3D configuration for
the analysis of the complex interaction between parallel cracks. As expected, the crack
growth velocity is inversely proportional to the spacing between fractures.
Moreover, this example provided useful information to understand that the characteristic
length of the non-local damage model lc is not only a numerical parameter, but it
actually has a physical meaning, as it plays a crucial role in the interaction between
parallel cracks.
We note that the memory usage in 3D fracture problems is remarkable due to the storage
of the neighbours for the non-local damage model and thus the computational cost can
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be intense. The optimization of the code is therefore essential before the characteristic
element size can be reduced.
In conclusion, the main contributions and innovative points of the present thesis can be
summarized in the following list:
• Derivation of a stable FIC-FEM formulation for the solution of coupled solid-pore
fluid interaction problems, which is based on the second order FIC mass balance
equation in space.
• Evolution and assessment of a modular 2D and 3D integral-type non-local damage
model, relying on a grid-based search of Gauss points neighbours.
• Generalization of the interface elements presented in [78, 128], in the form of 2D
and 3D quasi-zero-thickness interface elements, which are valid for the solution of
the fully coupled solid-pore fluid problem.
• Development of a crack tracking technique based on the non-local evaluation of
the region of influence around the crack tip.
• Implementation of a innovative utility for the automatic insertion of interface
elements for fracture propagation and bifurcation using GiD.
5.2 Lines of future work
This thesis opens new perspectives to feasible and attractive future works. The most
relevant are outlined below.
The porous domain has been considered as a two-phase medium composed by a solid
skeleton and a fluid phase. In reality, though, this is not usually the case and the porous
space can be partially filled by a fluid and partially filled by a gas. In this regard, the
generalization to three-phase problems, such as those encountered in unsaturated soils
or in oil-gas-soil interaction, are possible extensions of the numerical approach presented
here.
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Fredlund and Morgenstern considered an unsaturated soil as a four-phase system, with
the air-water interface being the fourth phase, and proposed suitable stress state vari-
ables based on the equilibrium of forces for each phase [57]. A simple extension of
two phase formulation to semi-saturated problems was proposed by Zienkiewicz et al.
[158] based on the assumption that the air or gas present in the pores remains at atmo-
spheric pressure. Alonso et al. [4] formulated a constitutive model within the framework
of hardening plasticity for describing the stress-strain behaviour of partially saturated
soils which are slightly expansive.
Further development has been done by Gawin and Schrefler [59], and Khoei et al. [77]
for solving geotechnical problems of unsaturated soils. A more recent application of a
solid-fluid-gas formulation is found in the underground storage of carbon dioxide [73].
Another possible expansion of the current formulation is the inclusion of the temperature
field as a variable of the problem. A particularly interesting application is in the mod-
elling of geothermal energy production where the solid-pore fluid-thermal formulation
can be combined with interface elements in a displacement-pore pressure-temperature
system of equations [159].
Generating
station
Cold water
pumped down
Steam and
hot water
Figure 5.1: Scheme of the geothermal energy production.
Figure 5.1 schematically represents the process for the generation of geothermal energy:
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water is injected into deep formations and, because of the higher temperatures of the
underground rocks, steam and hot water is returned to the surface, driving turbines and
electricity generators.
Regarding future enhancements for the current code, we highlight two main topics: the
generalization of the presented fracture propagation technique, and the optimization of
the code for improving its speed and efficiency.
In the fracture propagation utility, many advances can be introduced. The most impor-
tant are summarized below:
• Automatically generate interface elements from a cloud of damaged points, so as
to avoid pre-defining initial crack tips.
• Introduce the technique presented in [48] to adapt the mesh according to the stress
state after the insertion of new interface elements.
• Implement alternative crack designs for 3D fracture propagation.
• Add the possible scenario of two different cracks crossing each other.
In terms of code optimization, there is still room for cleaning the implemented procedures
to make them more efficient. However, there is one aspect that should be addressed first:
the parallel programming.
As commented in Chapter 1, the code has been implemented inside the Kratos program-
ming framework based on C++ language. Kratos is prepared for parallel computing
using OpenMP (Open Multiprocessing) and MPI (Message Passing Interface) (Figure
5.2). However, certain features of the code, such as the non-local damage model or the
crack tracking utility, are currently designed to work only in OpenMP configuration,
but not in MPI. In order to develop a computational technology that can compete with
other commercial software, specially in large 3D problems, the extension of all the code
to MPI can not be a secondary task.
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Figure 5.2: MPI domain partitioning in 4 sections.
Finally, this work is also related to alternative lines of research that, although differ
from the main topic of the thesis, are supplied with features that derive from it and will
be further developed in the near future.
One of these lines of work is the numerical analysis of concrete dams through the finite
element method.
This thesis was involved in a convenient synergy between the ACOMBO project for
the development of numerical tools for the thermo-mechanical analysis of arch dams,
and Lorenzo Gracia’s PhD thesis “Unified finite element modelling of the life cycle of
concrete dams”.
The main objective of both the ACOMBO project and Lorenzo Gracia’s thesis is the
development of numerical tools that help analyse the behaviour of a concrete dam from
the design period to the end of its service life. Such analysis is divided in three different
stages: construction of the dam, in which the evolution of the heat of hydration is studied
to prevent uncontrolled cracking, operation period, where the solution of a thermo-
mechanical problem considering the temperature variations of the year is used to detect
possible anomalies when compared to monitor devices, and extraordinary events, which
include non-linear analysis for the study of damage initiation and crack propagation and
dynamic analysis for the prevention of catastrophic failure under seismic loading.
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The present thesis took also part in that synergy as the main contributor in the de-
velopment of damage models and interface elements. Although the quasi-zero-thickness
interface elements were initially implemented for modelling fractures in saturated porous
media, the project required them for the definition of joints in the body of the dam or
in the rock formation, and for the modelling of the contact between the dam and the
rock foundation.
The ACOMBO project, which congregates Jesús Granell Engineering, Endesa, Uni-
versidad Politécnica de Madrid and CIMNE, gave a practical insight into the derived
formulations in the thesis, and provided useful data to understand the applicability of
the implemented numerical tools.
An example of this synergy is displayed in Figure 5.3, where the joints of Baserca’s
arch dam open because of the thermal contraction produced by the cold temperatures
of winter.
Figure 5.3: Opening of the joints of Baserca’s arch dam during winter. Deformation is
exaggerated 200 times.
Related to the numerical analysis of dams, two publications have already been generated
for the ICOLD Benchmark Workshop 2017. They are listed in Chapter 1.
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Additionally, the implemented interface elements open another alternative line of work:
the analysis of interlaminar cracks in laminated composite materials.
Essentially, the idea is to take advantage of the natural definition of the interface ele-
ments to perform a direct numerical simulation of composite delamination. This means
that every layer of the composite is modelled as a solid material, and quasi-zero-thickness
interface elements are placed in between them.
As it is widely known, 3D finite element analysis is the more appropriate tool to accu-
rately model plates and shells of laminated composite material. Combined with cohesive
interface elements it can effectively reproduce delamination in composite beams, as it
is shown in Figure 5.4. However, for composites with hundreds of piles, such model be-
comes considerably expensive, specially if we take into account that interface elements
introduce duplicated nodes at every layer.
Figure 5.4: Multi-delamination of a 3-layered beam.
In order to partially alleviate the computational cost, an innovative strategy for the
deactivation and activation of interface elements has already been implemented.
In essence, all the interface elements between the layers of the laminate would be initially
defined as inactive, so that no extra degrees of freedom are solved. As the beam is loaded,
the interface elements with a stress value higher than a pre-fixed threshold would be
dynamically activated along with its corresponding nodes. We remark that no remeshing
is required here to activate the interface elements, because they are all defined at the
Lines of future work 155
beginning of the problem.
If this technique is combined with efficient MPI parallel computing, solving problems
that had been prohibitively expensive in the past could be now feasible.
A publication regarding the analysis of composite delamination using the mentioned
approach is currently in preparation.
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