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SUMMARY
Density functional theory (DFT) is not only an accurate but also a widely used
theory for describing the quantum-mechanical electronic structure of matter. In this
approach, the intractable problem of interacting electrons is simplified to a tractable
problem of non-interacting electrons moving in an effective potential. Even with this
simplification, DFT remains extremely computationally expensive. In particular,
DFT scales cubically with respect to the number of atoms, which restricts the size
of systems that can be studied. Orbital free density functional theory (OF-DFT)
represents a simplification of DFT applicable to metallic systems that behave like a
free-electron gas.
Current implementations of OF-DFT employ the plane-wave basis, the global na-
ture of the basis prevents the efficient use of modern high-performance computer archi-
tectures. We present a real-space formulation and higher-order finite-difference imple-
mentation of periodic Orbital-free Density Functional Theory (OF-DFT). Specifically,
utilizing a local reformulation of the electrostatic and kernel terms, we develop a gener-
alized framework suitable for performing OF-DFT simulations with different variants
of the electronic kinetic energy. In particular, we develop a self-consistent field (SCF)
type fixed-point method for calculations involving linear-response kinetic energy func-
tionals. In doing so, we make the calculation of the electronic ground-state and forces
on the nuclei amenable to computations that altogether scale linearly with the num-
ber of atoms. We develop a parallel implementation of our method using Portable,
Extensible Toolkit for scientific computations (PETSc) suite of data structures and
routines. The communication between processors is handled via the Message Passing
ix
Interface (MPI). We implement this formulation using the finite-difference discretiza-
tion, using which we demonstrate that higher-order finite-differences can achieve rel-
atively large convergence rates with respect to mesh-size in both the energies and
forces. Additionally, we establish that the fixed-point iteration converges rapidly,
and that it can be further accelerated using extrapolation techniques like Anderson
mixing. We verify the accuracy of our results by comparing the energies and forces
with plane-wave methods for selected examples, one of which is the vacancy forma-
tion energy in Aluminum. Overall, we demonstrate that the proposed formulation




Electronic structure calculations play a vital role in modeling phenomena involving
formation and/or breaking of chemical bonds. The fundamental equation describing
the electronic structure of matter is the Schrödinger equation. However, solution of
the Schrödinger equation is immensely expensive and this hinders the size of system
that can be studied to tens of electrons [38]. Several approaches have been pro-
posed that reduces the computational cost of the Schrodinger equation, including
the seminal work of Hohenberg and Kohn [30]. In their work, Hohenberg and Kohn
[30] proved the existence of a one-to-one correspondence between the ground state
electron density and the ground state wavefunction of a many body system, thereby
replacing the ground state wavefunction with the ground state electron density as the
fundamental unknown field. This greatly reduces the dimensionality and complexity
of the problem.
Kohn-Sham Density Functional Theory (DFT) [30, 39] has a relatively high accu-
racy/cost ratio, which makes it a popular electronic structure theory for predicting
material properties and behavior. In DFT, the system of interacting electrons is re-
placed with a system of non-interacting electrons moving in an effective potential
[45, 13]. The electronic ground-state in DFT is typically determined by solving for
the Kohn-Sham orbitals, the number of which is commensurate with the size of the
system, i.e. number of electrons [13, 42]. Since these orbitals need to be orthonormal,
the overall solution procedure scales cubically with the number of atoms [13, 42].
In order to overcome this restrictive scaling, significant research has focused on the
development of linear-scaling methods [24, 7]. Nearly all of these approaches, in one
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form or the other, employ the decay of the density matrix [5] in conjunction with trun-
cation to achieve linear-scaling [24, 7]. However, an efficient linear-scaling algorithm
for metallic systems still remains an open problem [9].
Orbital-free DFT (OF-DFT) represents a simplified version of DFT, wherein the
electronic kinetic energy is modeled using a functional of the electron density [61].
Commonly used kinetic energy functionals include the Thomas-Fermi-von Weizsacker
(TFW) [59, 16, 64], Wang-Teter (WT) [60] and Wang, Govind & Carter (WGC)
[62, 63] functionals. Amongst these, the WT and WGC energies are designed so as
to match the linear-response of a homogeneous electron gas [61]. Previous studies
have shown that OF-DFT is able to provide an accurate description of systems whose
electronic structure resembles a free-electron gas e.g. Aluminum and Magnesium
[10, 28, 31]. There have been recent efforts to extend the applicability of OF-DFT to
covalently bonded materials [66] as well as molecular systems [65]. In essence, OF-
DFT can be viewed as a ‘single-orbital’ version of DFT, wherein the cubic-scaling
bottleneck arising from orthogonalization is no longer applicable. In addition to
this, OF-DFT possesses an extremely favorable scaling with respect to temperature
compared to DFT [53, 37]. Overall, OF-DFT has the potential to enable electronic
structure calculations for system sizes that are intractable for DFT.
The plane-wave basis is attractive for performing OF-DFT calculations [60, 29,
34] because of the spectral convergence with increasing basis size and the efficient
evaluation of convolutions using the Fast Fourier Transform (FFT) [14]. However,
the development of implementations which can efficiently utilize modern large-scale,
distributed-memory computer architectures is particularly challenging. Further, eval-
uation of the electrostatic terms within the plane-wave basis typically scales quadrati-
cally with the number of atoms [32]. In view of this, recent efforts have been directed
towards developing real-space approaches for OF-DFT, including finite-differences
[57] and finite-elements [21, 44]. Amongst these, the finite-element method provides
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the flexibility of an adaptive discretization. This attribute has been employed to per-
form all-electron calculations [21, 44] and to develop a coarse-grained formulation of
OF-DFT for studying crystal defects [20]. However, higher-order finite-differences —
which have been shown to be extremely efficient in non-periodic OF-DFT with the
TFW kinetic energy functional [57] — remain unexplored in the context of periodic
OF-DFT simulations, particularly when linear-response kinetic energy functionals like
WT and WGC are employed.
The electronic ground state in OF-DFT can be expressed as the solution of a non-
linear, constrained minimization problem [18, 4, 6, 8, 21, 57]. The approaches which
have previously been employed to solve this problem include variants of conjugate-
gradient [29, 21, 35, 57] and Newton [29, 18, 44] methods. In these approaches,
the techniques used to enforce the constraints include Lagrange multipliers [33, 44],
the penalty method [21] and the Augmented-Lagrangian method [57]. We present
a local real-space formulation and implementation of periodic OF-DFT[22]. In par-
ticular, a fixed-point iteration with respect to the kernel potential for simulations
involving linear-response kinetic energy functionals and a parallel implementation of
the proposed method in the framework of higher-order finite-differences is developed.
We demonstrate the robustness, efficiency and accuracy of the proposed approach
through selected examples, the results of which are compared against existing plane-
wave methods. The remainder of this thesis is organized as follows. We introduce
OF-DFT in Chapter 2 and discuss its real-space formulation in Chapter 3. Subse-
quently, we describe the numerical implementation in Chapter 4, which we verify
through examples in Chapter 5. Finally, we conclude in Chapter 6.
3
CHAPTER II
ORBITAL-FREE DENSITY FUNCTIONAL THEORY
In this chapter, we present a generalized mathematical framework of the Orbital-
Free Density Functional Theory. We start by considering a charge neutral system
of Ma atoms and Ne electrons in a cuboidal domain Ω under periodic boundary
conditions. Let R = {R1,R2, . . . ,RMa} denote the positions of the nuclei with
charges Z = {Z1, Z2, . . . , ZMa} respectively. The energy of this system as described
by OF-DFT is [45]
E(u,R) = Ts(u) + Exc(u) + EH(u) + Eext(u,R) + Ezz(R) , (1)
where u =
√
ρ, ρ being the electron density. Exc(u) is the exchange-correlation
energy. EH(u), Eext(u,R), Ezz(R) is the electrostatic interaction energies between
electron-electron, electron-nuclei and the nuclei-nuclei respectively. Introducing the
parameters λ and µ ∈ {0, 1} so that different variants of the electronic kinetic energy
Ts(u) can be encompassed within a single expression, we can write
Ts(u) = TTF (u) + λTvW (u) + µTLR(u) , (2)
where TTF (u) is the Thomas-Fermi energy [59, 16], TvW (u) is the von Weizsacker
[64] term and TLR(u) is a non-local kernel energy incorporated to make the kinetic
energy satisfy the linear-response of a homogeneous electron gas [61]. They can be
represented as
TTF (u) = CF
∫
Ω












u2α(x) K(|x − x′|, ρ(x), ρ(x′)) u2β(x′)dxdx′ , (5)
4





3 . On the one hand,
the Thomas-Fermi-von Weizsacker (TFW) family of functionals with the adjustable
parameter λ is obtained by setting µ = 0 [45]. On the other hand, kinetic energy
functionals which satisfy the Lindhard susceptibility function are obtained by setting
µ = λ = 1 with appropriate choices of α, β and the kernel K(|x−x′|, ρ(x), ρ(x′)) [61].
In particular, the Wang & Teter (WT) functional [60] utilizes a density independent
kernel, whereas the Wang, Govind & Carter (WGC) functional [62, 63] employs a
density dependent kernel. It is common to perform a Taylor series expansion of the
density dependent kernel K(|x − x′|, ρ(x), ρ(x′)) about the average electron density



















u2(m−p+α)(x)Kmn(|x− x′|)u2(n−q+β)(x′) dxdx′ , (6)













Kmn(|x − x′|) = ρ̄m+n
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The second term in Eqn. 1 is referred to as the exchange-correlation energy. It is





2(x) dx , (9)
where εxc(u) = εx(u) + εc(u) is the sum of the exchange and correlation per particle
of a uniform electron gas of density ρ = u2. Employing the Perdew-Zunger [48]
parameterization of the correlation energy calculated by Ceperley-Alder [11], the
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A1 log rs + B1 + C1rs log rs + D1rs rs < 1
(11)
where rs = (
3
4πu2
)1/3, and the constants γ1 = −0.1423, β1 = 1.0529, β2 = 0.3334,
A1 = 0.0311, B1 = −0.048, C1 = 0.002 and D1 = −0.0116.
The final three terms in Eqn. 1 represent electrostatic energies [42]. In periodic




























where the summation over I and JΩ signifies all atoms in R
3 and Ω respectively.
The Hartree energy EH(u) is the classical interaction energy of the electron density,
VI(x,RI) is the potential due to the nucleus positioned at RI , Eext(u,R) is the
interaction energy between the electron density and the nuclei, and Ezz(R) is the
repulsion energy between the nuclei.
The ground state of the system in OF-DFT is given by the variational problem





E(u,R) , X = {u : u ∈ X, u ≥ 0, C(u) = 0} , (15)




u2(x) dx − Ne (16)
represents the constraint on the total number of electrons. The inequality constraint
u ≥ 0 is to ensure that u is nodeless, i.e. does not possess a zero crossing. In this
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work, we focus on developing a local formulation and higher-order finite-difference




In this chapter, we develop a periodic OF-DFT formulation that is amenable to
a linear-scaling real-space implementation. First, we present a local description of
the kernel energy and potential in Section 3.1. Next, we discuss rewriting of the
electrostatic terms into a local form in Section 3.2. Finally, we incoporate these
local representations into a framework for determining the OF-DFT ground-state in
Section 3.3.
3.1 Local reformulation of the kernel energy and potential
In simulations where linear-response kinetic energy functionals are employed, the























+ (n − q + β)u2(n−q+β−1)(x)
∫
R3
Kmn(|x − x′|)u2(m−p+α)(x′) dx′
]
, (17)
are inherently non-local in real-space. In order to enable a linear-scaling implemen-








Kmn(|x − x′|)u2(m−p+α)(x′) dx′ . (19)
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After approximating the kernels Kmn(|x−x′|) in Fourier space using rational functions











where Vmnqβr(x) and Vmnpαr(x) are solutions of the Helmholtz equations
− 1
(2k̄F )2
∇2Vmnqβr(x) + QmnrVmnqβr(x) = Pmnrfmpα(x) , (22)
− 1
(2k̄F )2
∇2Vmnpαr(x) + QmnrVmnpαr(x) = Pmnrfnqβ(x) , (23)
under periodic boundary conditions and appropriate choice of complex constants Pmnr



























∇2u2(n−q+β)(x) if m = n = 0 ,
u2(n−q+β)(x) otherwise .
(25)
Thereafter, the kernel potential VLR(x) and the corresponding kernel energy TLR(u)



















(m − p + α)u2(m−p+α−1)(x)Vmnqβr(x)






























where Vmnqβr(x) and Vmnpαr(x) are solutions of the Helmholtz equations given in
Eqns. 22 and 23 respectively.
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3.2 Local reformulation of the electrostatics
The electrostatic terms given in Eqns. 12, 13 and 14 are non-local in real-space.
Further, they are individually divergent in periodic systems. To overcome this, we








where bJ(x,RJ) is the charge density of the J
th nucleus, and the summation over J
extends to all atoms in R3. In OF-DFT calculations, it is common to remove the
core electrons and replace the singular Coulomb potential with an effective potential
VJ(x,RJ), referred to as the pseudopotential approximation [49]. The absence of
orbitals in OF-DFT requires that the pseudopotential be local, i.e. VJ(x,RJ) de-
pends only on the distance from the nucleus. Since the pseudopotential replicates the
Coulomb potential outside the core cutoff radius rc, bJ(x,RJ) has a compact support
within a ball of radius rc centered at RJ [46, 57]. In this framework, it follows that
∫
R3
bJ(x,RJ) dx = ZJ ,
∫
Ω
b(x,R) dx = Ne . (29)
Using the above definition for the charge density of the nuclei, we can rewrite the
total electrostatic energy as the following variational problem



















bJ(x,RJ)VJ(x,RJ) dx + E∗c (R) , (30)
where φ(x) is the electrostatic potential, Y is some appropriate space of periodic
functions, the second last term accounts for the self energy of the nuclei and the
last term corrects for overlapping charge density of nuclei. We comment here that
the second term is indeed local because of the fact that bJ is compactly supported.
A detailed discussion on the nature of E∗c (R) and its evaluation can be found in
10





































bJ(x,RJ)VJ(x,RJ) dx + E∗c (R) .
(32)
3.3 OF-DFT ground-state
In the above described framework, the variational problem for determining the ground-












F(u,R, φ) + µTLR(u)
}
. (34)
Through this decomposition, the ground-state can be ascertained by solving the elec-
tronic structure problem in Eqn. 34 for every configuration of the nuclei encountered
during the geometry optimization described by Eqn. 33. Below, we discuss local
real-space approaches for each of these variational problems.
3.3.1 Electronic structure problem
Consider the variational problem in Eqn. 34 for determining the electronic ground-
state. On taking the first variation, we arrive at the Euler-Lagrange equation








where η is a Lagrange multiplier used to enforce the constraint C(u) = 0. Further,
VLR(x) is given by Eqn. 26, φ(x) is the solution of the Poisson equation
−1
4π
∇2φ(x) = u2(x) + b(x,R) (36)












= Vx(x) + Vc(x) . (38)








































(2D1 − C1)rs(x) , rs(x) < 1
(40)
being the exchange and correlation potentials respectively. Even though the notation




(ρ(x) + b(x,R)) dx = 0 , (41)
the Poisson equation in Eqn. 36 with periodic boundary conditions is a well-posed
problem.
The electronic ground-state can be determined by solving the non-linear eigenvalue
problem in Eqn. 35 for the eigenfunction corresponding to the lowest eigenvalue.
Irrespective of the technique and choice of kinetic energy functional, φ(x) needs to
be recalculated for every update in u(x). Additionally, when linear-response kinetic
energy functionals are employed, VLR(x) needs to be reevaluated every time u(x)
is updated. Therefore, the solution of Eqn. 35 requires the repeated solution of
the Poisson equation in Eqn. 36 and the complex-valued non-Hermitian Helmholtz
equations in Eqns. 22 and 23. In view of this, the self-consistent field method (SCF)
12
[15] commonly employed in DFT calculations is an attractive choice because of the
relatively few iterations that are typically required for convergence. However, we have
found such an approach to be unstable for both the TFW and WGC kinetic energy
functionals, especially as the system size is increased. Since the number of Helmholtz
equations that need to be solved to determine VLR(x) can be significantly large in
practice (e.g. fifty-two in this work), they are expected to completely dominate the
execution time. In order to mitigate this, we present below a fixed-point method
with respect to VLR(x) to determine the electronic ground-state [19]. This is similar
in spirit to the SCF method , and is found to converge rapidly, as demonstrated by
the examples in Chapter 5.
In simulations which employ linear-response kinetic energy functionals, we define










































(m − p + α)u2(m−p+α−1)(x)Vmnqβr(x)
+ (n − q + β)u2(n−q+β−1)(x)Vmnpαr(x)
]
. (44)
In the above expression, Vmnqβr(x) and Vmnpαr(x) are solutions to the Helmholtz
equations given in Eqns. 22 and 23 respectively. We note that the Euler-Lagrange
equations of the variational problem in Eqn. 43 and the OF-DFT electronic structure
problem in Eqn. 34 are identical. It follows that the solution of the fixed-point
problem will correspond to the ground-state kernel potential V ∗LR(x) and ground-
state square-root electron density u∗(x). In order to solve this fixed-point problem,
13
we treat it as a non-linear equation and adopt an iteration of the form [15, 41]









where the index k represents the iteration number and Ck is appropriately chosen
to ensure/accelerate convergence. Once the fixed-point V ∗LR(x) has been determined,
u∗(x) can be calculated by solving Eqn. 43 for VLR(x) = V
∗
LR(x). In Fig. 1, we
present a flowchart that outlines the aforedescribed fixed-point approach. It is worth
noting that for the choice of TFW kinetic energy functional (µ = 0), the solution of
Eqn. 43 immediately provides the electronic ground-state.
After determining the electronic ground-state square-root electron density u∗(x),



















































bJ (x,RJ)VJ(x,RJ) dx + E∗c (R) , (46)
where V ∗mnqβr(x), V
∗
mnpαr(x) and φ
∗(x) are solutions of Eqns. 22, 23 and 36 respectively













]Solve the Helmholtz equations:
Eqs. 22 and 23














Figure 1: Fixed-point iteration for determining the electronic ground state when
using linear-response kinetic energy functionals. The functional Ê(u,R, VLR,k) =





3.3.2 Geometry optimization: forces on nuclei
Consider the minimization problem in Eqn. 33 for determining the equilibrium con-
figuration of the atoms. During this geometry optimization, the forces on the nuclei

















∇bJ ′(x,RJ ′) (φ∗(x) − VJ ′(x,RJ ′)) dx + f cJ , (47)
where fJ denotes the force on the J
th nucleus and the summation over J ′ signifies the
J th atom and its periodic images. Additionally, φ∗(x) is the solution of the Poisson
15
equation in Eqn. 36 for u(x) = u∗(x) and




corrects for the error in forces due to overlapping charge density of nuclei. The
expression for this correction has been derived in Appendix B. The last equality in
Eqn. 47 is obtained by using the spherical symmetry of bJ ′(x,RJ ′). Since ∇bJ ′(x,RJ ′)
has compact support in a ball of radius rc centered at RJ ′, only a finite number of
periodic images of the J th atom have an overlap with Ω. Therefore, similar to the
calculation of the electronic ground state, evaluation of the forces on the nuclei is




In this chapter, we describe a higher-order finite-difference implementation of the
formulation presented in the previous chapter. Our computation is restricted to a
cuboidal domain Ω of sides L1, L2 and L3. We generate a uniform finite-difference
grid with spacing h such that L1 = n1h, L2 = n2h and L3 = n3h, where n1, n2 and n3
are natural numbers. The grid points are indexed by (i, j, k), where i = 1, 2, . . . , n1,
j = 1, 2, . . . , n2 and k = 1, 2, . . . , n3. The Laplacian of any function f(x) at the grid










f (i+p,j,k) + f (i−p,j,k) + f (i,j+p,k)
+ f (i,j−p,k) + f (i,j,k+p) + f (i,j,k−p)
)
, (49)
where f (i,j,k) represents the value of the function f(x) at the grid point (i, j, k). The














(N − p)!(N + p)! , p = 1, 2, . . . , N. (50)











(f (i+p,j,k) − f (i−p,j,k))ê1 + (f (i,j+p,k) − f (i,j−p,k))ê2




where ê1, ê2 and ê3 represent unit vectors along the edges of the cuboidal domain Ω.





(N − p)!(N + p)! , p = 1, 2, . . . , N. (52)
These finite-difference expressions for the Laplacian and gradient represent 2N order
accurate approximations, i.e. error is O(h2N ). While performing spatial integrations,















Periodic boundary conditions on Ω is enforced by employing the following strategy.
In the finite-difference representations of the Laplacian and gradient as presented in
Eqns. 49 and 51 respectively, we map any index that does not correspond to a node
in the finite-difference grid to its periodic image within Ω.
We start with precomputed radially-symmetric and compactly-supported isolated-
atom electron densities for each type of atom. These isolated-atom electron densities
are then superimposed for the initial configuration of the nuclei, followed by scaling
the resulting electron density such that the constraint on the total number of electrons
is satisfied. We take the pointwise square-root of the electron density so obtained as
the starting guess u
(i,j,k)
0 . During the aforedescribed calculation, we only visit atoms
whose isolated-atom electron densities have non-zero overlap with Ω. Similarly, for
every new configuration of atoms encountered during the geometry optimization, we
















where the summation reduces to all atoms whose charge density has non-zero overlap




(i,j,k) scales linearly with the number of atoms.
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We solve the variational problem in Eqn. 43 using a conjugate gradient method
that was originally developed for DFT [58, 47] and later adopted in simplified form
for OF-DFT [60, 35, 29]. Specifically, the Polak-Ribiere update [52] with Brent’s
method [50] for the line-search has been utilized. We refer the reader to Appendix C
for further details on the algorithm implemented in this work. For every update in the
square-root electron density, we solve the Poisson equation in Eqn. 36 under periodic
boundary conditions using the Generalized minimal residual method (GMRES) [51]
with the block-Jacobi preconditioner [25]. Since the solution so obtained is accurate
to within an indeterminate constant, we enforce the condition
∫
Ω
φ(x) dx = 0 for
definiteness. In every subsequent Poisson equation encountered, we use the previous
solution as starting guess. For the complex-valued Helmholtz equations in Eqns. 22
and 23, we first separate out each equation into its real and imaginary parts. Then
we solve the resulting coupled equations simultaneously under periodic boundary
conditions using the GMRES method with block-Jacobi preconditioners. In every
iteration of the fixed-point method, we use the solution of the Helmholtz equations
from the previous iteration as the starting guess. We accelerate the convergence of
the fixed-point iteration by utilizing Anderson mixing [1], details of which can be
found in Appendix D.
Once the electronic ground-state square-root electron density has been deter-
mined, the energy and forces are evaluated using Eqns. 46 and 47 respectively. While
doing so, we restrict the summation over the periodic images to atoms whose charge
density has non-zero overlap with Ω. We solve for the equilibrium configuration of
the atoms by using the conjugate gradient method with the Polak-Ribiere update and
secant line search [52]. We have developed a parallel implementation of the proposed
approach using the Portable, Extensible Toolkit for scientific computations (PETSc)
[2, 3] suite of data structures and routines. Within PETSc, we have utilized dis-
tributed arrays with the star-type stencil option. The communication between the
19




In this Chapter, we validate the proposed formulation and higher-order finite-difference
implementation of periodic OF-DFT through selected examples. We shall refer to the
implementation developed in this work as RS-FD, which is an acronym for Real-Space
Finite-Differences. In all the simulations, we employ the Goodwin-Needs-Heine pseu-
dopotential [26] and wherever applicable, we compare our results with the plane-wave
code PROFESS [29, 34]. We choose λ = 1
5
for the TFW functional, and λ = 1, L = 2,












for the WGC functional. Within PROFESS,
we utilize a plane-wave energy cutoff of Ecut = 1200 eV, which results in energies
and forces that are converged to within 1 × 10−6 eV/atom and 6 × 10−4 eV/Bohr
respectively. Unless specified otherwise, we use sixth-order accurate finite-differences
and a mesh size h = 0.5 Bohr within RS-FD, which results in energies and forces that
are converged to within 0.006 eV/atom and 0.007 eV/Bohr respectively.
5.1 Convergence of energy with spatial discretization
We start by verifying convergence of the computed energy with respect to the finite-
difference approximation. We choose a FCC unit cell of Aluminum with lattice con-
stant a = 8.0 Bohr as the representative example. We evaluate the energy of this
system as a function of mesh size h for the TFW and WGC kinetic energy func-
tionals while utilizing second and sixth order accurate finite-differences. Anticipating
polynomial convergence with respect to h, we fit the data to a power law of the form
E = CEhp + Ec, (55)
21
where the prefactor CE , convergence rate p, and estimate of the h → 0 energy Ec are
the parameters to be fitted. We present the results so obtained in Table 1, and verify
the quality of the fit in Fig. 2. In this plot, we have utilized Ec as the reference value
and h0 = 0.08 Bohr to normalize the mesh size.
When the electronic kinetic energy is modeled using the TFW functional, sixth-
order accurate finite-differences is able to achieve significantly higher rates of conver-
gence compared to second-order finite-differences. In fact, the extrapolated value of
Ec = −60.2210 eV/atom for sixth-order finite-differences is in good agreement with
energy E = −60.2207 eV/atom obtained by PROFESS. However, the extrapolated
value of Ec = −60.2535 for second-order finite-differences is appreciably different. This
indicates that even finer meshes are required for an accurate extrapolation. Irrespec-
tive of this issue, it can be concluded from Fig. 2 that second-order finite-differences
will be prohibitively expensive for obtaining the chemical accuracies desired in OF-
DFT calculations. Notably, higher-order finite-differences are able to perform equally
well when the WGC kinetic energy functional is employed. In particular, sixth-order
finite-differences is able to achieve a convergence rate of p = 4.96 with respect to
the mesh-size. Further, the predicted value of Ec = −58.2671 eV/atom is in good
agreement with the energy E = −58.2658 eV/atom calculated by PROFESS.
Overall, we conclude that higher-order finite-differences are necessary for perform-
ing accurate and efficient electronic structure calculations based on OF-DFT. Indeed,
larger convergence rates may be possible as the order of the finite-difference approx-
imation is increased. However, this comes at the price of increased computational
cost per iteration due to the reduced locality of the discretized operators and larger
inter-processor communication. We have found sixth-order finite-differences to be
an efficient choice, which is in agreement with our previous conclusions for the non-
periodic setting [57]. In view of this, we will employ sixth-order finite-differences for
the remaining simulations in this work.
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Table 1: Parameters for the convergence in energy obtained by fitting Eqn. 55.
The system under consideration is a single FCC unit cell of Aluminum with lattice
constant a = 8.0 Bohr.
Kinetic energy functional FD order CE p Ec (eV/atom)
TFW Second +0.1557 1.01 −60.2535
TFW Sixth −0.2121 5.46 −60.2210
WGC Sixth −0.1206 4.96 −58.2671





















Second order RS−FD (TFW)
Sixth order RS−FD (TFW)
Sixth order RS−FD (WGC)
Curve fit
Figure 2: Convergence in the energy as a function of mesh size for a single FCC unit
cell of Aluminum with lattice constant a = 8.0 Bohr.
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5.2 Convergence of forces with spatial discretization
In this section, we verify the convergence of the forces with respect to the finite-
difference discretization. Specifically, we choose an Aluminum dimer with bond length
of R = 8.0 Bohr as the representative example. We employ the TFW kinetic energy
functional, choose a domain such that the minimum distance between any atom and
the boundary is 12.0 Bohr, and use sixth-order accurate finite-differences. We calcu-
late the interatomic force f for different mesh sizes h and fit the data to a power law
of the form
f = Cfh
q + fc, (56)
where the prefactor Cf , convergence rate q, and estimate of the h → 0 force fc are
the parameters to be fitted. We present the results so obtained in Table 2, which
demonstrates that the error in the force scales as O(h5). Additionally, the value of
fc = 0.1220 eV/Bohr is in good agreement with the force of f = 0.1224 eV/Bohr
calculated by PROFESS. Overall, from this and other examples which are not pre-
sented here, we conclude that higher-order finite-differences are capable of achieving
relatively large convergence rates in both the energies and the forces. This feature
along with the notable simplicity in implementation makes them very attractive for
performing electronic structure calculations based on OF-DFT.
Table 2: Parameters for the convergence in the interatomic force obtained by fitting
Eqn. 56. The system under consideration is an Aluminum dimer with bond length
R = 8.0 Bohr.
Kinetic energy functional FD order Cf q fc (eV/Bohr)
TFW Sixth 0.0147 4.99 0.1220
24






















Figure 3: Convergence in the interatomic force as a function of mesh size for an
Aluminum dimer with bond length R = 8.0 Bohr.
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5.3 Convergence of the fixed-point method
In this section, we demonstrate convergence of the fixed-point method for simulations
involving the WGC kinetic energy functional. We choose two examples, namely
a supercell consisting of 6 × 6 × 6 FCC Aluminum unit cells with and without a
vacancy. We utilize a lattice constant of a = 7.50 Bohr, mesh-size of h = 0.5 Bohr,
and history of three iterations for Anderson mixing,which we have found to work well.
In Fig. 4, we present the error in the fixed-point iteration for the two aforementioned
examples. Specifically, we compare the peformance of Anderson mixing with the
standard fixed-point iteration, i.e. without mixing. We observe that Anderson mixing
significantly accelerates the convergence of the fixed-point iteration, with the mixing
parameter ζ = 1 demonstrating the best performance. We have found these results to
be representative of other simulations utilizing the WGC kinetic energy functional. In
view of this, we will utilize Anderson mixing with ζ = 1 for the remaining simulations
in this work. It is worth noting that using a larger number of previous iterates
in Anderson mixing has the potential to further reduce the number of fixed-point
iterations required for convergence.
In this work, we have presented a fixed-point iteration with respect to VLR(x) for
simulations involving linear-response kinetic energy functionals. However, it is also
possible to develop an analogous fixed-point iteration with respect to u(x). In Table
3, we compare the performances of the fixed-point iterations with respect to u(x)
and VLR(x) for a couple of examples employing the WGC kinetic energy functional.
In both cases, we have employed Anderson mixing with a history of three iterations.
We can see that the relative performance of each of the fixed-point choices is system
dependent. However, we have found the fixed-point iteration with respect to VLR(x)
to be significantly more robust than the one with respect to u(x). Therefore, we have
chosen the fixed-point iteration with respect to VLR(x) for all simulations involving
the WGC kinetic energy functional.
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Figure 4: Convergence of the fixed-point iteration for a supercell consisting of 6×6×6
FCC Aluminum unit cells with lattice constant of a = 7.50 Bohr. The atoms are held
fixed in their original lattice positions.
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Table 3: Comparison of the performances for different fixed-point iterations acceler-
ated by Anderson mixing. The atoms are held fixed in their original lattice positions.
System Fixed-point Fixed-point
iterations for u iterations for VLR
3 × 3 × 3 FCC unit cells perfect crystal 15 22
6 × 6 × 6 FCC unit cells with a vacancy 29 18
5.4 Examples
5.4.1 Aluminum clusters
First, we study Aluminum clusters consisting of Ma = 14, 172, 666, 1688 and 3430
atoms that are arranged as 1×1×1, 3×3×3, 5×5×5, 7×7×7 and 9×9×9 FCC unit
cells of Aluminum respectively. The atoms are held fixed, with the lattice constants
chosen to minimize the energy [57]. Further, the size of the cubical domains are such
that the minimum distance of any atom to the boundary is 12 Bohr. In order to avoid
the vacuum resulting divergences encountered when using the WGC functional, we
employ the TFW kinetic energy functional. In Tables 4 and 5, we compare the energies
and forces as computed by RS-FD with PROFESS. It is clear that there is very good
agreement in the energies and forces. In particular, the maximum difference in the
energy is 0.005 eV/atom with the difference in the forces being 0.00160 eV/Bohr (l1
norm), 0.00013 eV/Bohr (l2 norm) and 0.00683 eV/Bohr (sup norm).
Table 4: Energy of m×m×m FCC Aluminum unit cell clusters, where m = 1, 3, 5,
7 and 9.
FCC Aluminum No. of atoms ae (Bohr) E (eV/atom) E (eV/atom)
unit cells (Ma) RS-FD PROFESS
1 × 1 × 1 14 7.73 −59.246 −59.241
3 × 3 × 3 172 7.89 −59.813 −59.808
5 × 5 × 5 666 7.93 −59.965 −59.960
7 × 7 × 7 1688 7.95 −60.035 −60.030
9 × 9 × 9 3430 7.96 −60.075 −60.071
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Table 5: Comparison of forces with PROFESS for m × m × m FCC Aluminum unit
cell clusters, where m = 1, 3, 5, 7 and 9.
FCC Aluminum l1 norm/(3Ma) l2 norm/(3Ma) sup norm
unit cells (eV/Bohr) (eV/Bohr) (eV/Bohr)
1 × 1 × 1 0.00070 0.00013 0.00133
3 × 3 × 3 0.00082 0.00004 0.00211
5 × 5 × 5 0.00160 0.00004 0.00409
7 × 7 × 7 0.00038 0.00001 0.00217
9 × 9 × 9 0.00158 0.00002 0.00683
5.4.2 Aluminum crystal
Next, we calculate the bulk properties of FCC Aluminum for the TFW and WGC
kinetic energy functionals using a supercell consisting of 5×5×5 FCC Aluminum unit
cells (Ma = 600). We start by calculating the energy E using RS-FD and PROFESS
for various lattice constants a, the results of which are presented in Fig. 5. Next, we
employ a cubic fit to the data to determine the equilibrium lattice constant ae and












It is evident from the results in Table 6 that the predictions of RS-FD are in very good
agreement with PROFESS. In fact, the equilibrium lattice constants are identical to
within 0.01 Bohr for both the TFW and WGC functionals. The difference in the
energy for the TFW and WGC functionals is 0.005 eV/atom and 0.003 eV/atom
respectively, with the difference in the bulk modulus being 0.006 GPa and 0.859 GPa
respectively. The slight difference in bulk modulus for the WGC functional can be
attributed to the fact that RS-FD approximates the kernels Kmn(|x− x′|) in Fourier
space using rational functions. Indeed, we anticipate that using a larger number of
rational functions to approximate Kmn(|x − x′|) will further improve the agreement
between RS-FD and PROFESS.
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Figure 5: Variation of energy with lattice constant for FCC Aluminum.
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Table 6: Bulk properties of FCC Aluminum.
Kinetic energy Method E ae B
functional (eV/atom) (Bohr) (GPa)
TFW RS-FD −60.226 8.00 57.3
PROFESS −60.221 8.00 57.3
WGC RS-FD −58.335 7.62 68.1
PROFESS −58.332 7.62 68.9
5.4.3 Vacancy formation energy in Aluminum
Finally, we calculate the vacancy formation energy in stress-free FCC Aluminum.
We consider a supercell consisting 6 × 6 × 6 FCC Aluminum unit cells (Ma = 864),
and remove an atom from the center to create a vacancy. We calculate the vacancy
formation energy Evf using the relation [17, 23]
Evf = E
(










E(Ma, 0, Ω) , (58)
where E(Ma, n, Ω) is used to denote the energy of a periodic cell Ω with Ma occupied
lattice sites and n vacancies. We present the results so obtained in Table 7, and
plot the electron density contours on the mid-plane for the TFW and WGC kinetic
energy functionals in Figs. 6 and 7 respectively. We observe that the computed
vacancy formation energies are in good agreement with PROFESS. In fact, the relaxed
vacancy formation energies are identical to within 0.01 eV and 0.02 eV when using
the TFW and WGC functionals respectively. As discussed in the previous section, the
larger discrepancy in WGC can be attributed to the approximate kernels Kmn(|x−x′|)
employed in RS-FD. From the final relaxed configuration of the atoms, we find that
the average l2 norm of the difference in the positions of the nuclei obtained by RS-FD
and PROFESS to be 4.6 × 10−5 Bohr for TFW functional case and 7.0 × 10−6 Bohr
for WGC functional.
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Table 7: Vacancy formation energy in stress-free FCC Aluminum
Kinetic energy Method ae Evf (unrelaxed) Evf (relaxed)
functional (Bohr) (eV) (eV)
TFW RS-FD 8.00 0.87 0.83
PROFESS 8.00 0.87 0.83
WGC RS-FD 7.62 0.60 0.49


















































Figure 6: Electron density contours on the mid-plane of FCC Aluminum with a


















































Figure 7: Electron density contours on the mid-plane of FCC Aluminum with a




This thesis presents a real-space formulation and higher-order finite-difference imple-
mentation of periodic Orbital-free Density Functional Theory (OF-DFT). Specifically,
utilizing a local reformulation of the electrostatics and kernel energy/potential, a gen-
eralized framework for performing OF-DFT simulations that is able to accommodate
the different variants of the electronic kinetic energy has been developed. In partic-
ular, for linear-response kinetic energy functionals, we have developed a fixed-point
technique that is similar in spirit to the self-consistent field (SCF) method employed
in DFT calculations. We have also developed a parallel finite-difference implementa-
tion of this formulation, using which we have demonstrated that higher-order finite-
differences can achieve relatively large convergence rates with respect to mesh-size in
both the energies and forces. Additionally, we have established that the fixed-point
iteration converges rapidly, and that it can be further accelerated using extrapola-
tion schemes like Anderson mixing. We have verified the accuracy of our results by
comparing the energies and forces with plane-wave methods for selected examples.
Overall, we conclude that higher-order finite-differences are an attractive choice
for performing electronic structure calculations based on OF-DFT. This is due to their
simplicity, potential for scalability to massively-parallel distributed-memory computer
architectures, and ability to efficiently achieve chemical accuracies desired in electronic
structure calculations. One limitation of the developed implementation is the lack of
an effective real-space preconditioner, which is currently being pursued. Finally, we
note that extending the current work to finite-temperatures and therefore enabling
molecular dynamics simulations is a worthy subject of future research.
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APPENDIX A
COEFFICIENTS IN THE HELMHOLTZ EQUATIONS
FOR THE WGC KINETIC ENERGY FUNCTIONAL
The coefficients Pmnr and Qmnr arising in the Helmholtz equations given in Eqns.
22 and 23 are determined by fitting the kernels Kmn(|x − x′|) in Fourier space using
rational functions [12]. In Table 8, we present the values for the WGC functional when
a fourth-order expansion (R = 4) is employed. The coefficients satisfy the relations
Pmnr = Pnmr and Qmnr = Qnmr, with Pmn2 = P
∗
mn1, Qmn2 = Q
∗





mn3. Here, the superscript ∗ denotes the complex conjugate.
Table 8: Coefficients in the Helmholtz equations (Eqns. 22 and 23) for the WGC
kinetic energy functional [12].
Coefficients r = 1 r = 3
P00r +0.108403 + i0.079657 −0.908403 + i0.439708
Q00r −0.470923 − i0.465392 +0.066051− i0.259678
P10r −0.030515 + i0.015027 +0.028915− i0.008817
Q10r −0.597793 − i0.294130 −0.087917 − i0.164937
P20r +0.008907 − i0.032841 −0.034974 + i0.009116
Q20r −0.537986 − i0.233840 −0.041565 − i0.196662
P11r +0.012423 − i0.034421 −0.031907 + i0.007392
Q11r −0.511699 − i0.0266195 −0.034031 − i0.188927
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APPENDIX B
ELECTROSTATIC CORRECTION FOR OVERLAPPING
CHARGE DENSITY OF NUCLEI
In the local electrostatic reformulation presented in Section 3.2, the repulsive energy









|x − x′| dx






bJ(x,RJ)VJ(x,RJ) dx , (59)





























bI(x,RI)VJ(x,RJ) dx . (60)
Above, the summations over I and J extends to all atoms in R3. If the charge density


































which is exactly the expression given in Eqn. 14 for the repulsive energy prior to
reformulation. However, the use of relatively ‘soft’ pseudopotentials — which are at-
tractive because of the significant reduction in the number of basis functions required
for convergence — can frequently result in overlapping charge density of the nuclei.
In this situation, the repulsive energy and the forces on the nuclei will be inaccurately
calculated. Below, we present a technique to correct for these errors.
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which is the superposition of spherically symmetric and compactly supported ‘refer-




b̃J(x,RJ) dx = ZJ ,
∫
Ω
b̃(x,R) , dx = Ne . (63)









|x − x′| dx























A direct computation of this energy correction will scale quadratically with respect























b̃J(x,RJ)ṼJ(x,RJ) dx , (65)
where Vc(x,R) is the solution to the Poisson equation
−1
4π
∇2Vc(x,R) = b̃(x,R) − b(x,R) (66)
with periodic boundary conditions. The potential Vc(x,R) so calculated is accurate to
within a constant, which can be determined by evaluating
∑
J(VJ(x,RJ)−ṼJ(x,RJ))
at any point in space.
The correction to the forces on the nuclei





can be represented as










































Vc(x,R) − ṼJ ′(x,RJ ′)
)




+bJ ′(x,RJ ′)∇VJ ′(x,RJ ′) − b̃J ′(x,RJ ′)∇ṼJ ′(x,RJ ′)
]
dx ,
where the summation J ′ is over J th atom and its periodic images. Additionally,
∇Vc,J ′(x,RJ ′) = ∇ṼJ ′(x,RJ ′) −∇VJ ′(x,RJ ′). (68)
It is important to note that even with these corrections to the energy and forces, the




CONJUGATE GRADIENT METHOD FOR OF-DFT
In Algorithm 1, we present the implemented conjugate gradient method to solve the
variational problem in Eqn. 43. This differs from the standard non-linear conjugate
gradient method [52] in that it is able to handle the constraints C(u) = 0 and u ≥ 0.
Algorithm 1: Non-linear conjugate gradient method for OF-DFT






〈uq,Huq〉, where 〈., .〉 denotes the inner product




if q = mNrestart (m ∈ N) or ξ ≤ 0 then
dq = rq
else
dq = rq + ξdq−1











q = q + 1
until ‖r‖2 < tol;




The fixed-point problem in Eqn. 42 can be rewritten as




− VLR . (69)
This equation can be solved using an iteration of the form [15, 41]
VLR,k+1 = VLR,k − Ckf(VLR,k) , (70)
where Ck is chosen to approximate the inverse Jacobian. In multi-secant type meth-






‖C − Ck−1‖22 s.t. Sk = CYk , (71)
where
Sk = [VLR,k−m+1 − VLR,k−m, . . . , VLR,k − VLR,k−1] ,
Yk = [f(VLR,k−m+1) − f(VLR,k−m), . . . , f(VLR,k) − f(VLR,k−1)] .
In the above equations, m represents the mixing history. The solution of this varia-
tional problem is
Ck = Ck−1 + (Sk − Ck−1Yk)(Y Tk Yk)−1Y Tk . (72)
In the specific case of Anderson mixing [1], Ck−1 is set to −ζI, where I is a m × m
identity matrix. This leads to the following update formula within the fixed-point
iteration
VLR,k+1 = VLR,k + ζf(VLR,k) − (Sk + ζYk)(Y Tk Yk)−1Y Tk f(VLR,k) . (73)
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