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We have measured the muon flux and production rate of muon-induced neutrons at a depth of 611
m water equivalent. Our apparatus comprises three layers of crossed plastic scintillator hodoscopes
for tracking the incident cosmic-ray muons and 760 L of gadolinium-doped liquid scintillator for
producing and detecting neutrons. The vertical muon intensity was measured to be Iµ = (5.7±0.6)×
10−6 cm−2s−1sr−1. The yield of muon-induced neutrons in the liquid scintillator was determined
to be Yn = (1.19 ± 0.08(stat) ± 0.21(syst)) × 10−4 neutrons/(µ·g·cm−2). A fit to the recently
measured neutron yields at different depths gave a mean muon energy dependence of 〈Eµ〉0.76±0.03
for liquid-scintillator targets.
PACS numbers: 25.30.Mr, 29.40.Mc, 98.70.Sa
I. INTRODUCTION
Besides photons and neutrinos, muons are the most
abundant secondary cosmic radiation at sea level. The
integrated muon flux through a horizontal plane at sea
level is about 1 cm−2min−1 [1]. High-energy muons can
penetrate into underground and generate background to
some sensitive experiments, such as dark matter searches,
low-energy neutrino oscillation experiments, and neutri-
noless double beta-decay experiments. Muons can be eas-
ily identified and vetoed, and so they usually do not di-
rectly constitute a serious background. However, muons
can still affect the experiments in several ways [2]. First,
vetoing muons increases the dead time of an experiment,
particularly for shallow sites where the muon rates are
high. Second, low-energy negative muons can be cap-
tured by nuclei, and give rise to neutrons and radioac-
tive isotopes. The effect of stopping muons is also more
significant at shallow sites. Third, high-energy muons
can induce spallation neutrons and radioisotopes. These
spallation neutrons have a very broad spectrum that ex-
tends up to several GeV in neutron energy. They can
travel a long distance into the detector and are difficult
to tag. Neutron scattering and capture within the target
can mimic the signal. Therefore, understanding the prop-
erties of muons and muon-induced neutrons is important
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to sensitive underground experiments. There are nine
measurements on the production of muon-induced neu-
trons in an organic liquid scintillator at various depths,
ranging from 20 to 5200 m water equivalent (m.w.e.)
[3–10]. In general, such measurements require detailed
and experiment-specific Monte Carlo simulations to cor-
rect for the neutron contribution from rock as well as
the metallic components of the detectors, but this is
difficult, especially for the older experiments like those
in Refs. [4, 6, 10]. Recent measurements [7–9] are all
byproducts of advanced neutrino experiments, which are
carried out at great depths (>2500 m.w.e.). The Ab-
erdeen Tunnel experiment is dedicated to measure the
muon flux and production rate of muon-induced neutrons
in an organic liquid scintillator at a relatively shallow
depth.
The Aberdeen Tunnel laboratory is located inside the
middle cross-passage of the Aberdeen Tunnel, which is a
1.9-km-long two-tube vehicle tunnel, in Hong Kong. It
is beneath the saddle-shaped landscape between Mount
Nicholson (on the east, 430 m tall) and Mount Cameron
(on the west, 439 m tall). A contour map of the two
mountains is shown in Fig. 1. The laboratory is 22 m
above sea level at 22.23◦N and 114.6◦E and has an over-
burden of approximately 235 m of rocks, or 611 m.w.e.
Since Mount Nicholson and Mount Cameron are both
over 400 m in height, the slant overburden in the south-
east (due to Mount Nicholson) and west (due to Mount
Cameron) directions can go up to 700–800 m.w.e.
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FIG. 1. Contour map of the mountains above the Aberdeen
Tunnel laboratory, which is located at (0, 0).
In this paper, we present the results of a study of
cosmic-ray muons and their induced neutrons in the Ab-
erdeen Tunnel laboratory. The following subsections
briefly describe the apparatus and the data acquisition
system. A detailed description of the experimental site
and the setup can be found in Ref. [11]. Section II
outlines the algorithms for event reconstruction and de-
scribes the scheme for event selection. In Sec. III, we
discuss the detection efficiencies and the corresponding
systematic uncertainties. The results of the muon flux
and the muon-induced neutron yield are presented in
Sec. IV. Finally, a summary of our main findings is given
in Sec. V.
A. Apparatus
The apparatus consists of a muon tracker (MT) and a
neutron detector (ND) as shown in Fig. 2. The MT tracks
the directions and positions of the incoming cosmic-ray
muons and provides the triggers for detecting muon-
induced neutrons in the ND. The central vertical axis
of the ND was aligned with the center of each hodoscope
plane of the MT. The relative position of the two detec-
tors was aligned to be better than 2 mm. An outline of
each detector is given in the following subsections.
1. Muon tracker
The MT consists of three layers. Each layer is made
up of two overlapping planes of orthogonally arranged
plastic scintillator hodoscopes for determining the coor-
dinates of a muon. In each layer, one plane consists of
10 1-m-long hodoscopes, while the other plane consists
of 10 either 2-m-long (in the top layer) or 1.5-m-long (in
the middle and the bottom layers) hodoscopes. Each ho-
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FIG. 2. Schematic drawing of the apparatus. The neutron
detector is sandwiched in between the hodoscopes of the muon
tracker. We used a Cartesian coordinate system and defined
positive x to be due east and positive y to be due north. The
origin of the coordinate system was set at the center of the
neutron detector.
doscope, except the 2-m-long ones, is formed by a rectan-
gular plastic scintillator, a photomultiplier tube (PMT),
and a trapezoidal Lucite light guide between the scintilla-
tor and the PMT, while each 2 m hodoscope has a PMT
and a light guide on both ends of the plastic scintillator.
The scintillators are covered by reflective aluminium foils
to increase the collection efficiency of scintillation light.
The hodoscopes are then wrapped in opaque black plastic
sheets to prevent light leakage. The top and the middle
layers are put above the neutron detector. The bottom
layer rests on the floor, which is covered with sheets of
lead and plywood. The three layers of hodoscopes and
the neutron detector are aligned vertically.
2. Neutron detector
The ND is a calorimeter. It employs a two-zone design.
The outer zone contains 1900 L (1.63 tonne) of mineral
oil, used as a buffer to attenuate gamma rays from out-
side to enter the target volume and to suppress ambient
slow-neutron backgrounds. The inner zone contains 760
L (0.65 tonne) of 0.06% gadolinium-doped linear-alkyl-
benzene-based liquid scintillator (Gd-LS), which is the
target for neutron production and for detecting neutrons.
The two zones are separated by a cylindrical acrylic ves-
sel with an inner diameter of 110 cm. The thickness of
the vessel is 1 cm for the vertical surface and 1.5 cm for
both the top and bottom plates. Neutron capture on
gadolinium gives rise to multiple gamma rays with a to-
tal energy of about 8 MeV, which is significantly higher
than the energy of background gamma rays. Scintilla-
tion photons created by the gamma rays are detected
with 16 Hamamatsu R1408 20 cm PMTs, which are lo-
cated at the four corners of the ND as shown in Fig. 3.
3FIG. 3. Schematic drawing of the ND. The top cover and all
the reflectors are not shown for simplicity. Sixteen PMTs are
located at the four corners of a stainless steel tank facing the
acrylic vessel.
To increase the total number of detected photons, hence
improving the energy resolution, a total of two circu-
lar specular reflectors of 140 cm diameter each are put
above and beneath the acrylic vessel, respectively. Four
diffusive-reflector panels are mounted on the inner walls
of the ND to further improve the energy resolution and
the uniformity of energy response across the target vol-
ume. There are three calibration ports on the top of the
ND for deploying calibration sources, namely, the center
port, the north port (25 cm away from the center), and
the south port (45 cm away from the center).
B. Data acquisition and triggers
The data acquisition (DAQ) system was set up as
shown in Fig. 4. The PMT signals from the MT are dig-
itized by the front-end electronics (FEE). A coincidence-
and-pattern-register module handles the signals from ev-
ery MT FEE according to a multiplicity trigger condi-
tion. To reconstruct a muon track, at least two coordi-
nates are required in each of the orthogonal directions.
Therefore, the double 2-out-of-3 multiplicity (also known
as “2/3-X and 2/3-Y”) trigger is the minimal trigger con-
dition. The output of the DAQ for the MT is a binary
map (a “hit pattern”) showing which hodoscopes have
hits in coincidence.
For the ND, each PMT signal is duplicated into three
copies by a linear fan-in/fan-out module. One copy
goes directly into a charge-to-digital converter (QDC) for
charge measurement. Another copy goes into a leading-
edge discriminator. When the number of channels with a
waveform exceeding the preset threshold is greater than
or equal to a designated number, a logic signal is gen-
erated at the majority (MAJ) output. This majority
threshold determines the multiplicity (N-HIT) trigger of
the ND. The remaining copy goes into an analog energy-
sum (ESUM) module to integrate the charges from all the
16 PMTs. The output of the ESUM module goes into a
discriminator which determines the energy threshold of
the ESUM trigger. The logic signals of the N-HIT trig-
ger, the ESUM trigger, and a light-emitting-diode (LED)
trigger from the ND calibration device are passed to a
Master Trigger Board (MTB) for the final trigger deci-
sion. The MTB is realized by using a field-programmable
gate array running at 100 MHz. It can also generate an
optional periodic trigger for the ND to monitor the QDC
pedestals. To reduce the potential energy dependence of
the trigger efficiency due to variation of the PMT gain,
the N-HIT trigger is used as the primary trigger. The
N-HIT threshold can be set from 1 out of 16 to 16 out of
16. A prescaled ESUM trigger with threshold of about
0.5 MeV is used to monitor background events.
Busy signals from the DAQ subsystems of the MT and
the ND are generated during event building, charge con-
version, or when the event buffer is full. Thus, a busy
signal also represents an accepted trigger. The MTB time
stamps the falling edge and the rising edge of the busy
signals with 10 ns time resolution and records the cor-
responding event type (MT or ND) and, for ND events,
also records the trigger type (N-HIT, ESUM, LED, or pe-
riodic). Events can be correlated in offline analysis using
the time stamps to search for muon-induced neutrons.
The widths of the busy signals can be used to determine
the dead time of the experiment precisely.
The front-end electronics are connected to a front-end
computer via a CAEN V1718 VME-USB2.0 interface.
The front-end computer is also connected to a CAEN
SY1527LC high-voltage system, an environmental tem-
perature and humidity sensor, a temperature sensor for
the ND, and a motorized calibration device for the ND.
Run control is done with an open-source data acquisi-
tion software called MIDAS [12]. A back-end computer
running the MIDAS server and data logger is linked to
the front-end computer through a 100BASE-TX Ether-
net. Events are stored using the MIDAS format and com-
pressed with GNU-zip [13]. The compression reduces the
average size of an event by approximately 60% to about
40 bytes. Data files are written to a 500 GB hard disk
in the back-end computer and are regularly transferred
from the laboratory to a 6 TB RAID-5 disk-array (i.e.,
redundant array of independent disks with distributed
parity) in the University of Hong Kong for processing.
C. Calibration of the neutron detector
Energy calibration is performed regularly by deploying
radioactive calibration sources (137Cs, 60Co, and 241Am-
Be) in the center of the ND. The 137Cs provides 0.66 MeV
gamma rays, and the 60Co emits gamma rays of 1.17 and
1.33 MeV. The 241Am-Be is used as a neutron source.
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FIG. 4. Block diagram of the data acquisition system.
The process of neutron capture and the efficiency for de-
tecting neutrons are studied by deploying the 241Am-Be
at various positions inside the ND. The source produces
neutrons predominantly through the reaction
9Be + α→13 C∗ →12 C + n+ γ(4.4 MeV). (1)
The 4.4 MeV gamma ray and the subsequent neutron
capture form a distinct signature that can be selected by
a delayed coincidence technique. The 4.4 MeV gamma
rays are usually detected together with the proton-recoil
signals of roughly 1 MeV, which are generated in the
thermalization process of the neutrons. This forms the
prompt signal, and the gamma rays emitted from the
neutron-capture process give rise to a delayed signal. The
neutrons from the 241Am-Be source were selected by re-
quiring the reconstructed energy of the prompt signals
to be between 4.4 and 6.4 MeV and a temporal separa-
tion between the prompt and delayed signals of less than
200 µs. Neutrons in the Gd-LS give rise to two promi-
nent gamma-ray energy peaks at 2.2 MeV and around
8 MeV due to the capture of neutrons on hydrogen and
gadolinium, respectively. The peak around 8 MeV is a
result of two gadolinium isotopes with similar energies of
the emitted gamma rays, namely, 155Gd and 157Gd with
total gamma-ray energies of 8.54 and 7.94 MeV, respec-
tively.
Relative gains of the PMTs are determined by dividing
the measured QDC responses due to a calibration source
at the center of the ND by the corresponding expected
values. The expected values are calculated with an opti-
cal model of the ND which considers the reflection of the
reflectors and the attenuation of the liquids. This method
of determining relative gains has been cross-checked by
a planar LED light source which emits light uniformly in
a horizontal plane. Both methods gave consistent results
for PMTs in the same horizontal plane.
II. DATA ANALYSIS
A. Raw data
One million MT events collected in 190 days of exper-
iment live time during the year of 2012 were analyzed.
The trigger rate of the MT was about 0.065 Hz. Fig-
ure 5 shows the raw hit-multiplicity of each hodoscope
plane. The higher rate of the 2-m-long hodoscopes for
hit multiplicity > 3 could not be explained by the coin-
cidence of noise hits. Thus, it was believed that the 2
m hodoscopes, each of which have PMTs on both ends,
were more sensitive to the secondary particles induced by
muons. The higher rate of zero hits in the bottom layer
was due to the limited acceptance of the bottom layer
under the trigger condition of 2/3-X and 2/3-Y, in which
about 80% of the triggered events involved only the top
and the middle layers. The fraction of clean hits (i.e.,
multiplicity = 1) over all nonzero hits in each layer was
82%, 86%, and 91% for the top, middle, and bottom lay-
ers, respectively. This increasing trend of clean hits was
due to the attenuation of the secondary particles that
were generated from the rocks by the incident muons.
The same set of data used for measuring the muon
flux was further analyzed for studying the muon-induced
neutrons. The N-HIT trigger rate of the ND, with N be-
ing set to 16, was about 6 kHz. The ESUM trigger was
prescaled by a factor of 1000 to a rate of about 17 Hz.
The periodic trigger was set to 50 Hz. During data tak-
ing, data was reduced by a factor of 150 by only keeping
ND events within 100 ms after the preceding MT trigger.
In the offline analysis, data was further reduced by a fac-
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FIG. 5. Raw hit multiplicity of each MT hodoscope plane.
tor of 30 by only keeping ND events within 3 ms following
the preceding MT event. Examples of charge histograms
of the three trigger types after the data reduction are
shown in Fig. 6. The figures were drawn from about 13
days of experimental data, which contains roughly one
million ND events.
B. Muon track reconstruction
The muon tracks provide information on their angular
distributions and facilitate the analysis of muon-induced
neutrons by giving the path lengths in the target vol-
ume. The goal of track reconstruction is to find a muon
trajectory where its expected hit pattern most closely
resembles the observed hit pattern of the MT. A three-
dimensional track reconstruction is done by decomposing
the track into two two-dimensional projections on the x-
z and the y-z planes, respectively. The two-dimensional
tracks are reconstructed by linear regression using the
coordinates of the fired hodoscopes. Occasionally, a
muon can fire two adjacent hodoscopes in the same layer.
Therefore, the first stage of reconstruction is to identify
and combine those adjacent fired hodoscopes into a clus-
ter. Every cluster is treated as a single hodoscope with
extended width. Coordinates used in the linear regres-
sions are sampled randomly within the width of the clus-
ters to avoid favouring some particular track directions.
In each event, up to ten coordinates are sampled from a
cluster, and multiple straight lines are reconstructed from
all possible combinations of these coordinates. Then, the
reconstructed lines in both the x-z and y-z planes are
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FIG. 6. (a) A typical charge histogram from the QDC output
of a ND PMT regardless of the trigger type. (b) Charge his-
tograms of different trigger types with the QDC count limited
to 500–1000 to show the details at low energies.
merged to form three-dimensional tracks using all possi-
ble combinations. Finally, every track candidate is eval-
uated and assigned with a “fitness” value, which repre-
sents its likelihood to induce the observed hit pattern of
the MT.
The first step of fitness evaluation is to simulate the hit
pattern due to the track candidate. It is done by simple
geometrical consideration to find out all the hodoscopes
that are intercepted by a given track. Suppose the actual
hit pattern of the MT and the expected hit pattern due
to the track candidate are represented by binary maps A
and E, respectively. A binary state of 1 indicates that
the hodoscope is fired due to whatever reasons, while a
binary state of 0 indicates that the hodoscope is not fired.
The fitness f of a track candidate T is defined as
f(T ) =
NH∏
i=1
P (Ai, Ei(T )), (2)
where NH is the total number of hodoscopes in the MT.
P is a conditional function defined as
P (Ai, Ei) =

εe,i if Ai = 1 and Ei = 1
1− εe,i if Ai = 0 and Ei = 1
1− εn,i if Ai = 0 and Ei = 0
εn,i if Ai = 1 and Ei = 0
, (3)
where εe,i and εn,i are the efficiency and the noise level
of hodoscope i, respectively. The noise level is defined
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FIG. 7. Fitness distribution of the reconstructed muon tracks
under the trigger condition of 2/3-X and 2/3-Y.
as the probability of seeing any noise in coincidence with
the trigger. It was estimated from the singles rate of the
hodoscope and was found to be less than 0.06% for ev-
ery hodoscope. In the analysis, all εn,i were set to zero.
Thus, a track candidate with any number of outlying
hits will have a fitness value equal to zero. On the other
hand, a well-defined track candidate without any ambi-
guity on the hits will have a fitness value greater than
zero. The track candidate with the highest fitness value
is selected as the solution. The fitness distribution of the
best candidate in each event obtained from the muon-
flux measurement is shown in Fig 7. Those tracks with
fitness values between 0 and 0.2 were due to one or more
null hits in the observed hit pattern because of the finite
efficiency of the hodoscopes.
It is convenient to express a reconstructed track with
the zenith angle θ and azimuth angle φ, together with the
coordinates (x, y) where the track intercepts the floor.
We defined φ = 0 to be due east. The resolution of θ of
the reconstructed tracks under the trigger condition of
2/3-X and 2/3-Y and selected with fitness > 0 was 6.8◦.
The resolution of φ strongly depended on θ. Its value
under the same condition was 50◦, 30◦, 15◦, and 7.1◦ for
θ < 20◦, 20◦ < θ < 40◦, 40◦ < θ < 60◦, and θ > 60◦,
respectively. The position resolution is only relevant to
the measurement of muon-induced neutrons. Its value
for the muons that were selected for the measurement
was about 5 cm.
C. Energy reconstruction
Energy deposited by a particle in the target gives rise
to a burst of scintillation photons. Some of the photons
are eventually detected by the PMTs inside the ND as
amplified charge signals. Visible energy can be estimated
by summing over the charges outputted by the PMTs. In
practice, the charges are digitized by the QDC. Channel-
to-channel differences in the PMT gain and QDC sensi-
tivity are taken into account to reduce the energy nonuni-
formity across the target volume.
The reconstructed energy Erec calculated with this
total-charge method can be expressed as
Erec =
1
ηE
Nch∑
i=1
(qi − q0,i)
ηG,i
, (4)
where Nch is the number of available QDC channels; qi
and q0,i are the output count and the pedestal of QDC
channel i, respectively; ηG,i is the overall relative gain
of channel i; and ηE is the energy calibration constant,
which is defined as the number of QDC counts per unit
MeV of energy deposition.
Energy resolution was studied by deploying the de-
fault calibration sources (137Cs, 60Co, and 241Am-Be) as
well as 54Mn and 22Na to the center of the ND. The
prominent gamma-ray energy peaks due to each of the
sources, except the 241Am-Be where only its neutrons
were used, were fitted with a Gaussian function to de-
termine the energy resolutions. The peak at 2.2 MeV
due to the capture of neutrons on hydrogen was also fit-
ted with a Gaussian function. The 8 MeV peak due to
the capture of neutrons on the two gadolinium isotopes
was fitted with two Gaussian functions simultaneously.
The relative intensity of the gadolinium-isotope peaks
(IGd−155/IGd−157 = 0.227) was constrained in the fitting
by the abundance and the thermal neutron-capture cross
section of the two isotopes. The energy resolution as a
function of the reconstructed energy was evaluated to be
σE/Erec = (0.15± 0.03)/
√
Erec, with Erec in MeV.
D. Event selection
In the muon-flux measurement, successfully recon-
structed muon tracks with fitness values greater than
zero were selected. That means the muon events were
clean and the reconstructed tracks were well defined. In
the measurement of muon-induced neutrons, candidate
events were selected by a delayed coincidence technique.
The prompt signals were the muon events obtained with
the MT, while the delayed signals were the neutron-
capture events from the ND. A few more event selection
criteria were imposed on the prompt and the delayed sig-
nals to reduce the uncertainties in the measurement.
The prompt signals were selected based on the hit
topology of the MT. All the 1-m-long hodoscope planes
were required to have hits in coincidence to select muons
that could pass through the ND. An event was discarded
if, in each of the four hodoscope planes in the top and
the middle layers, there was more than one cluster or any
clusters having more than two hodoscopes. This clean-hit
requirement was not applied to the bottom layer because
we had to allow for the generation of showers inside the
ND. Furthermore, a requirement on the temporal separa-
tion between muons was applied to exclude muon events
that were present closer than 3 ms to reduce contami-
nation from preceding muons. The delayed signals were
7selected if the reconstructed energy was greater than 4.6
MeV. This requirement eliminated all the single and most
of the two-fold background gamma rays from natural ra-
dioactive nuclei, in particular, the 2.6 MeV gamma ray
from 208Tl of the 232Th series. The time separation be-
tween a pair of prompt and delayed signals was required
to be within a time window of 10–210 µs. The first 10
µs were excluded because the ND had a dead time of a
few microseconds after the passage of a muon. Both the
energy and the time requirements were optimized simul-
taneously to minimize the statistical uncertainty in the
measured number of muon-induced neutrons. Contribu-
tion of background events, such as the ambient fast neu-
trons from (α, n) reactions and the chance coincidence of
background gamma rays, was estimated using a time win-
dow between 800 and 1600 µs after the preceding prompt
signal and the same energy requirement for selecting the
delayed signal.
III. EFFICIENCY AND SYSTEMATIC
UNCERTAINTY
A. Muon detection efficiency
Efficiencies of the hodoscopes were measured in a sur-
face laboratory using cosmic-ray muons. The hodoscope
being measured and several lead blocks of 5 cm thick
were sandwiched in between two other hodoscopes; the
signals of these three hodoscopes formed a three-fold co-
incidence. The coincidence in signals of the two refer-
ence hodoscopes, forming a two-fold trigger, indicated
the passage of a muon through the middle one. At a
discriminator threshold of -50 mV, the efficiency of the
sandwiched hodoscope, defined as the ratio of the rate of
the three-fold coincidence to the rate of the two-fold coin-
cidence, was measured at different high voltages supplied
to the sandwiched hodoscope to determine the efficiency
plateau. The plateaued efficiency along the length of
the hodoscopes was uniform, with an average efficiency
above 95% for most of the hodoscopes. The efficiency
of the MT FEE and the coincidence-and-pattern-register
module was measured with rectangular pulses generated
from a signal generator and was determined to be close
to 100%.
The efficiency of detecting a muon depends on the po-
sition and direction where the muon transverses the MT.
In the measurement of muon flux, the positional depen-
dence was integrated, and we only considered the angu-
lar dependence of the efficiency. The efficiency of the
MT, εMT (θ, φ), at a muon incident angle of (θ, φ) was
evaluated using Monte Carlo simulation. Muons were
generated uniformly from a 3.5 × 3.5 m plane and per-
pendicular to the plane. The plane was large enough to
cover the entire MT. One muon was generated in each
event, and all the hodoscopes that were intercepted by
the muon were found. The trigger of the MT was sim-
ulated using the acceptance/rejection method with the
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FIG. 8. Calculated efficiency of the MT with all the ho-
doscopes intact and under the trigger condition of 2/3-X and
2/3-Y. The maximum acceptance angle is about 80◦ in zenith.
The four tips correspond to the four corners of the MT.
product of the measured efficiency of the intercepted ho-
doscopes being the acceptance probability. The number
of muons that triggered the MT was counted. The count
was then divided by the number obtained by assuming
100% efficiency in the simulation and counting process
to yield the efficiency. The angular dependence of the
efficiency under the trigger condition of 2/3-X and 2/3-
Y is shown in Fig. 8. The MT under this condition had
an angular acceptance of about 1.6pi. The efficiency was
high, being above 90%, for small zenith angles because
a muon could transverse through all the six planes of
hodoscopes. The efficiency was smaller for zenith angles
greater than about 30◦ due to the fact that a muon could
only hit at most four planes at a time. The efficiency
was high again for zenith angles greater than about 70◦
as a muon could transverse multiple hodoscopes in the
same plane. The solid-angle weighted average efficiency
of the MT was about 87%. The efficiency of the fitness
requirement, εFit, under the same condition was directly
measured to be about 83% from the fitness distribution
(Fig. 7).
During the operation of the experiment, some of the
hodoscope channels were found to be unstable or dead,
resulting in a changing muon detection efficiency over
time. These bad channels were masked in the offline anal-
ysis according to the unstable or dead periods to make
sure that they did not contribute to the measurement.
The same set of masks was also applied to the mentioned
trigger simulation to derive the corresponding MT effi-
ciency as a function of time. The total systematic un-
certainty in the muon-flux measurement was about 10%
mainly due to the uncertainty in the efficiency of the ho-
doscopes.
8B. Neutron detection efficiency
In the measurement of muon-induced neutrons, our in-
terest is on the neutrons being produced in the Gd-LS.
There are three main reasons for the inefficiency of de-
tecting neutrons that are generated inside the target of
the ND:
• Neutrons drift out from the target volume without
being captured.
• Neutron captures occur within the dead time of the
DAQ system or outside of the event-selection time
windows.
• The reconstructed energies of the neutron-capture
events are lower than the detection energy thresh-
old.
These factors are affected by the concentration of
gadolinium in the Gd-LS, which in turn can be deter-
mined from the time distribution of neutron captures as
follows. The 241Am-Be neutron source was deployed to
the center of the ND, and the neutrons emerging from the
source were selected by the delayed coincidence technique
described in Sec. I C. The capture time of the neutrons of
the selected sample was measured by fitting the temporal
distribution of the delayed signals relative to the corre-
lated prompt signals to an exponential function in the
range of 20–200 µs. Simulations based on GEANT4 [14]
were done to calculate the expected neutron-capture time
for different gadolinium concentrations. The nominal
composition of Gd-LS used in the simulations is tabu-
lated in Table I. The fraction of gadolinium by weight
was changed from 0% to 0.1%, while the fractions for the
other materials were adjusted accordingly. The depen-
dence of the capture time on the concentration of gadolin-
ium was then obtained from the simulated samples with
the neutron source placed at the center of the ND. By
parametrizing the dependence with a linear function, the
best fit was obtained with χ2/ndf = 17.6/14 = 1.25 as
1
τnc
= (0.2787± 0.0026)ρGd + (0.0049± 0.0001), (5)
where τnc is the neutron-capture time in microsecond and
ρGd is the mass concentration of gadolinium in percent-
age. From the measured capture time, the mass con-
centration of gadolinium was deduced. It was found to
be gradually decreasing from 0.069% to 0.063% starting
from the middle of the experiment. The reason of the
decrease was not clear but was thought to be related to
the leakage of oxygen from air into the Gd-LS. Visual in-
spection of the interior of the ND at a later stage of the
experiment revealed some white deposit accumulated at
the bottom of the acrylic vessel. Further investigation
on any possible relationship between the deposit and the
decrease in gadolinium in the Gd-LS is needed. Never-
theless, this changing gadolinium concentration has been
taken into account in the calculation of the neutron de-
tection efficiency.
TABLE I. The nominal composition of Gd-LS used in the
GEANT4-based simulations.
Material name Fractional mass
TS C of Graphite 0.87740
TS H of Water 0.12056
Oxygen 0.00109
Gadolinium 0.00063
Nitrogen 0.00027
Sulfur 0.00005
TABLE II. Summary of absolute efficiencies and systematic
uncertainties in the measurement of muon-induced neutrons.
Efficiency Uncertainty
Gd capture ratio, εGd 0.800 0.010
Time cut, εT 0.866 0.008
Energy cut, εE 0.523 0.023
Live-time, εDAQ 0.889 0.021
Spilling, εSpill 0.891 0.148
Overall, εND 0.287 0.050
The neutron detection efficiency εND was broken down
into several constituting components as shown in Table
II, with
εND = εGdεT εEεDAQεSpill. (6)
Here, εGd is the ratio of the number of gadolinium-
captured neutrons to the total number of neutron cap-
tures within the target. The quantity εT is the efficiency
of requiring the delayed signal to be less than 200 µs
after the prompt signal. In the measurement, since we
only counted neutrons that were captured on gadolinium
with released energy greater than 4.6 MeV, εE is the effi-
ciency of this requirement. The central values of εGd, εT ,
and εE were evaluated with GEANT4-based simulations.
The simulation code has been validated by comparing its
results with experimental data as shown in Figs. 9 and
10. Differences between the measured and the simulated
distributions were taken into account in estimating the
systematic uncertainties. The uncertainty of εE also in-
cluded a 3% uncertainty in the ND energy scale.
The value of εDAQ was evaluated with simulation.
Triggers corresponding to neutron captures were gener-
ated according to the expected time distribution of the
delayed signals. Triggers representing background events
in a time window were sampled from a Poisson distribu-
tion. The fraction of background in the simulated sample
was constrained to the measured amount seen in the data.
Each simulated trigger was assigned with a dead time
based on the measured dead-time distribution (Fig. 11).
The percentage of triggers that did not fall into the dead
time of any previous triggers (also known as unblocked
triggers) was counted as a function of the number of neu-
trons generated in each time window. The result is listed
in Table III. The correction factor of the live time is a
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FIG. 9. Comparison between the measured (circles) and the simulated (triangles) capture-time distributions of neutrons
produced by the 241Am-Be source at different positions inside the ND. The drop in counts before 10 µs were due to thermalization
of neutrons and the dead time of the DAQ system after the prompt signals.
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FIG. 10. Comparison between the measured (circles) and the simulated (triangles) delayed energy distributions for neutrons
emitted from the 241Am-Be source at different positions inside the ND. The peak at around 2.2 MeV was due to the capture of
neutrons on hydrogen, while the broad peak at around 8 MeV was due to the gamma rays emitted after the capture of neutrons
on gadolinium.
10
Dead-time per event [µs]
5 5.05 5.1 5.15 5.2 5.25 5.3 5.35 5.4 5.45 5.5
0
20
40
60
80
100
310×
En
tri
es
 p
er
 b
in
FIG. 11. Measured dead-time distribution of the ND. The
distribution was uniform between 5.17 and 5.40 µs.
TABLE III. Calculated fraction of unblocked triggers as a
function of the number of neutrons in a time window and the
measured frequency of the number of neutrons.
Number of Fraction of unblocked Measured frequency,
neutrons, i triggers, Ui fn,i
1 0.971 168.29± 0.74
2 0.918 31.64± 2.10
3 0.872 17.12± 2.86
4 0.833 10.82± 1.73
5 0.798 6.21± 1.50
6 0.767 3.51± 0.99
7 0.739 1.82± 0.63
8 0.714 1.05± 0.50
9 0.690 0.55± 0.40
10 0.669 0.36± 0.31
Weighted
average [Eq. (7)] 0.893± 0.014
weighted average of the percentages,
εDAQ =
∑10
i=1 i× fn,i × Ui∑10
i=1 i× fn,i
, (7)
where the summations run over different numbers of neu-
trons in a time window; fn,i is the frequency of observ-
ing i neutrons in a time window, which is also listed in
Table III; and Ui is the fraction of unblocked triggers
when i neutrons are present in a time window. The value
of εDAQ shown in Table II also includes the effect of a
changing ND energy scale, where the influence was esti-
mated by repeating the simulation with 3% variation in
the energy scale.
Neutrons generated in the Gd-LS can drift out from
the target, hence reducing the number of detectable neu-
trons. Similarly, some of the neutrons generated outside
of the Gd-LS can drift in and be captured inside the tar-
get, increasing the number of detected neutrons. These
two effects are termed as “spill-out” and “spill-in,” re-
spectively. The net spilling fraction εSpill was also evalu-
ated with GEANT4-based simulation. We used the muon
energies calculated with the MUSIC [15] code and the
production model described in Ref. [16] to generate the
muon-induced neutrons. Since the neutron energy spec-
trum is uncertain with a wide range of results reported
in the literature [17–19], we have also generated neutrons
with energy En following the power law of the form E
−1
n
or E−2n to cover all the possibilities. All the three models
have a singularity at En = 0, and thus we have set the
lowest neutron energy at 1 MeV. Neutrons with energy
below 1 MeV were generated separately with an uniform
distribution. The net spilling fraction evaluated from the
first model was very close to the mean value of the other
two models. The central value of εSpill was the average
result of the three models, and its uncertainty covered
the span of the three results.
IV. RESULTS AND DISCUSSION
A. Muon flux
The double differential muon intensity as a function of
the zenith angle θ and azimuth angle φ, Iµ(θ, φ), is given
by
Iµ(θ, φ) =
Nµ(θ, φ)
AMT (θ, φ)Ω(θ, φ)τMT εMT (θ, φ)εFit
, (8)
where Nµ is the number of selected muon events, AMT is
the projected area of the MT in the horizontal plane, Ω is
the solid angle subtended by the bin, τMT is the live time
of the measurement, and εMT (εFit) is the MT (fitness
requirement) efficiency described in Sec. III A. Based on
9.5 × 105 reconstructed and selected muon events, the
measured Nµ(θ, φ) and Iµ(θ, φ) are shown in Fig. 12. The
average vertical muon intensity defined by
〈Iµ〉(θ < 10◦) = 1
Nθ<10
◦
bin
θ<10◦∑
θ=0◦
φ<360◦∑
φ=0◦
Iµ(θ, φ), (9)
where Nθ<10
◦
bin = 10 × 360 = 3600 is the number of bins
in the summations, was measured to be 〈Iµ〉(θ < 10◦) =
(5.7±0.6)×10−6 cm−2s−1sr−1. As shown in Fig. 13, the
current result is in good agreement with the interpolation
to our overburden from the other measurements compiled
in Ref. [20].
Other forms of differential muon flux that can be ex-
tracted from the data are
〈Fµ(φ)〉 =
θ<90◦∑
θ=0◦
Iµ(θ, φ)Ω(θ, φ) (10)
and
〈Fµ(θ)〉 =
φ<360◦∑
φ=0◦
Iµ(θ, φ)Ω(θ, φ), (11)
11
 [degree]φAzimuth angle, 
0 50 100 150 200 250 300 350
 
[d
eg
ree
]
θ
Ze
ni
th
 a
ng
le
, 
0
10
20
30
40
50
60
70
80
90
1
10
210
310
(a)
 [degree]φAzimuth angle, 
0 50 100 150 200 250 300 350
 
[d
eg
ree
]
θ
Ze
ni
th
 a
ng
le
, 
0
10
20
30
40
50
60
70
80
90
0
1
2
3
4
5
6
-610×
(b)
FIG. 12. (a) Measured number of muons and (b) muon in-
tensity in the unit of cm−2s−1sr−1. Both figures were drawn
with a bin size of 6◦ × 15◦. The statistic uncertainty for each
bin was in general better than 10%, except for θ > 72◦ where
some bins had less than 100 events. The systematic uncer-
tainty was about 10%.
which can be compared to the prediction obtained from
the modified Gaisser parametrization for describing the
muon distribution at the surface of the Earth [21, 22]:
dFµ
dEµdΩ
≈ 0.14
cm2 sr s GeV
[
Eµ
GeV
(
1 +
3.64 GeV
Eµ(cos θ∗)1.29
)]−2.7
×
(
1
1 +
1.1Eµ cos θ∗
115 GeV
+
0.054
1 +
1.1Eµ cos θ∗
850 GeV
)
, (12)
where Fµ is the muon flux, Eµ is the muon energy, and
cos θ∗ =
√
(cos θ)2 + P 21 + P2(cos θ)
P3 + P4(cos θ)P5
1 + P 21 + P2 + P4
,
(13)
with the parameters (P1 = 0.102573, P2 = -0.068287, P3
= 0.958633, P4 = 0.0407253, P5 = 0.817285) given in
Ref. [23]. Assuming a rock density of 2.60 g·cm−3, the
muons simulated according to Eq. (12) were then trans-
ported through the overburden using the MUSIC code
and a digitized three-dimensional topographical map of
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FIG. 13. Measured vertical muon flux as a function of depth,
adopted from Ref. [20]. The current result is shown as a star,
with error bars smaller than the size of the symbol.
the experimental site for predicting the underground
muon flux and energy. The topographical map was large
enough to cover the zenith angles up to about 72◦. The
simulation predicted the average muon energy inside the
laboratory to be about 120 GeV and the integrated muon
flux to be approximately 1×10−5 cm−2s−1. The simula-
tion result is compared to the measured 〈Fµ(φ)〉 distribu-
tion in Fig. 14. The general profile of both distributions
are similar. Some inconsistencies can be seen around φ
= 340◦, which may be due to the lack of a detailed local
geological map for the simulation. However, the simula-
tion underestimated the overall muon flux by about 35%,
which cannot be explained by an incorrect rock density
being used in the simulation (using a rock density of 2.50
g·cm−3 reduces the deficit to about 25%) or the uncer-
tainty in the measurement (about 10%). The deficit in
the simulation showed a dependence on the zenith angle
as shown in Fig. 15. The dependence was quite linear
with a dropping rate of about 0.44% per degree from 0◦
to 72◦. Neither the MT efficiency nor the fitness require-
ment efficiency showed this dependence on the zenith an-
gle. Changing the rock density in the simulation could
not resolve the dependence, unless the density was re-
duced to 2.30 g·cm−3 in the low-altitude regions of the
mountains. The source of the dependence could also be
due to the description of surface muon distribution in
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FIG. 14. Comparison between the measured and the simu-
lated 〈Fµ(φ)〉 distributions. (a) Both curves are normalized
by their respective total areas between 90◦ and 270◦ in az-
imuth. The error band is shown in shade for the measured
distribution. (b) Ratio between the absolute fluxes.
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FIG. 15. Ratio between the measured and the simulated
〈Fµ(θ)〉 distributions. The error band is shown in shade. The
plot is limited to 72◦ due to the coverage of the topographical
map used in the simulation.
Eq. (12) or the transport of muons by the MUSIC code.
However, because of the lack of a detailed local geological
map, we cannot come to a definite conclusion.
B. Muon-induced neutrons
In this part of the analysis, the reconstructed muon
track was required to be inside the Gd-LS, corresponding
to having a maximum zenith angle of about 35◦. This
requirement, together with the strict selection criteria
imposed on the prompt signals as described in Sec. II D,
reduced the number of detected muons by an order of
magnitude to 93,061. Their mean energy in the under-
ground laboratory was calculated with the MUSIC to be
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FIG. 16. (a) Energy and time distribution of ND signals fol-
lowing prompt MT signals. Muon-induced neutron-capture
events can be seen around 8 MeV from 0 to 200 µs. (b)
Comparison of ND energy spectra in the signal time window
(10–210 µs) and the background time window (800–1600 µs).
The background spectrum was scaled by a factor of 0.25.
(89.8 ± 2.9) GeV, where the uncertainty was estimated
by varying the rock density and the altitude of the lab-
oratory by ±0.1 g·cm−3 and ±10 m, respectively. Fig-
ure 16 shows the distribution of ND signals following the
prompt signals. The total number of events in the sig-
nal (background) window after the energy requirement
of ≥ 4.6 MeV was 225 (164). Since the time window for
determining the background was four times wider than
the signal one, the number of neutron candidates was
225 − 164/4 = 184 ± 15. The neutron yield Yn is calcu-
lated as
Yn =
Nn
NµLµANDρLSεND
, (14)
where Nn is the number of neutron candidates, Nµ is the
number of muons, Lµ is the mean path length of the inci-
dent muons in the Gd-LS, AND is the acceptance of the
ND, ρLS is the density of the Gd-LS, and εND is the de-
tection efficiency of neutrons described in Sec. III B. The
muon path lengths were calculated from the intercepts
between the reconstructed muon tracks and the bound-
ary of the Gd-LS volume. The value of Lµ was deter-
mined to be (81.6±1.0) cm. The value of AND was eval-
uated with Monte Carlo simulation. Muons were gen-
erated according to the underground distributions pro-
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duced with the MUSIC package as described in Sec. IV A
and were selected with the prompt-signal criteria. Neu-
trons were generated at some radial distances along each
muon track, following a distribution [24],
Φ(r) =
1
166
e−0.0403r
2
+
1
1223
e−0.098r, (15)
where r is the perpendicular distance from the muon
track in centimeters. The distribution Φ(r) is normal-
ized as
∫∞
0
Φ(r)2pirdr = 1. The uncertainty of Eq. (15)
is about 3% for r smaller than about 10 cm and in-
creases to about 18% for r ≈ 30 cm [25]. The ac-
ceptance expressed as the fraction of neutrons gener-
ated within the target volume was determined to be
(82.7 ± 3.7)%. Given that the density ρLS = (0.855 ±
0.004) g·cm−3, the muon-induced neutron yield was de-
termined to be Yn = (1.19±0.08(stat)±0.21(syst))×10−4
neutrons/(µ·g·cm−2). A comparison of our measured
neutron yield at 〈Eµ〉 = (89.8 ± 2.9) GeV with other
measurements and simulation results using FLUKA [26]
in the literature is shown in Fig. 17. Our result and
the other recent measurements [3, 5, 7–9] are about 10%
higher than the expectations obtained with FLUKA. For
the results reported before 1990 [4, 6, 10], the neutron
yields are 30% to 40% higher than the predictions. The
disagreement between the experimental results and pre-
dictions is insensitive to the energy distribution of the
underground muons used in the simulation [27]. It has
been suggested that the problem might be related to the
lower 11C production rate in FLUKA [9]. The system-
atic difference between the pre-1990 and post-1990 exper-
imental results is unknown, but could be due to different
treatments of correlated neutron background generated
in rock and detector materials. The dependence of the
measured neutron yields on the mean muon energy can
be modeled with a power law:
Yn = a× 10−6 〈Eµ〉b . (16)
The best fits yielded a = 6.52± 1.54 and b = 0.73± 0.05
for pre-1990 data, a = 4.23±0.72 and b = 0.76±0.03 for
post-1990 data, and a = 5.69± 0.68 and b = 0.71± 0.02
for all measurements. In any case, the energy depen-
dence of the simulated neutron yields is in reasonably
good agreement with the measurements.
V. CONCLUSIONS
The Aberdeen Tunnel experiment has measured the
muon flux and the muon-induced neutron yield at a
moderate depth of 611 m.w.e. The vertical muon in-
tensity was measured to be Iµ = (5.7 ± 0.6) × 10−6
cm−2s−1sr−1. We found good agreement with the other
measurements. However, simulation done with MU-
SIC using the modified Gaisser parametrization of the
surface muon distribution [Eq. (12)] underestimates the
muon flux by 20% to 30%. We have also obtained a
Mean muon energy [GeV]10
210
)]
-
2
 
g 
cm
µ
N
eu
tro
n 
pr
od
uc
tio
n 
yi
el
d 
[n
 / (
-510
-410
-310 ) Wang et al.
-2
 g cmµ n / (-6 10× 0.74µ4.14 E
) Kudryavtsev et al.-2 g cmµ n / (-6 10× 0.79µ3.20 E
Measurement results in literatures
Our result
FIG. 17. Total neutron production yield as a function of
muon energy. The dot represents our measurement result.
The lines show the fitting result of FLUKA simulation stud-
ies [16, 27]. The triangles, from left to right, are other mea-
surement results from, respectively, the Cosmic-ray Under-
ground Background Experiment (CUBE) in the Stanford Un-
derground Facility [3] (depth 20 m.w.e.), a gypsum mine [4]
(depth 25 m.w.e.), the Palo Verde experiment [5] (depth 32
m.w.e.), a salt mine [4] (depth 316 m.w.e), the Artemovsk
Scientific Station [6] (depth 570 m.w.e.), the KamLAND ex-
periment [7] (depth 2700 m.w.e.), the Large Volume Detector
(LVD) in Gran Sasso [8] (depth 3650 m.w.e.), the Borexino
experiment [9] (depth 3800 m.w.e.), and the Liquid Scintilla-
tion Detector (LSD) in Mont Blanc [10] (depth 5200 m.w.e.).
For the measurement results, the abscissa corresponds to the
average muon energy at the experimental depth.
muon-induced neutron yield Yn = (1.19 ± 0.08(stat) ±
0.21(syst)) × 10−4 neutrons/(µ·g·cm−2) for the linear-
alkyl-benzene-based liquid scintillator. A fit to the recent
results with scintillator targets at different depths gave
the neutron yield Yn = (4.23± 0.72)× 10−6 〈Eµ〉0.76±0.03
neutrons/(µ·g·cm−2), which is in reasonable agreement
with the predictions derived from FLUKA-based simula-
tion.
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