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Effect of Ocean Surface Heterogeneity on Climate Simulation
Abstract
A sensitivity study is performed to examine the potential effect of spatial variations in sea surface temperature
(SST) that typically are not resolved in general climate models (GCMs). The study uses a single-column
atmospheric model, representing a grid box of a GCM, that overlies a surface domain divided into many
subgrid cells. The model is driven by boundary conditions representative of the Gulf Stream off the mid-
Atlantic coast of the United States, for the year 1987. A heterogeneous simulation, which includes subgrid
spatial variability in SST, is contrasted with a homogeneous simulation, which assigns spatial mean SST to all
cells.
In summer, the presence of both stable and unstable surface layers in the heterogeneous domain causes
heterogeneous–homogeneous differences in monthly, spatially averaged surface latent-heat flux of up to 47%.
In contrast, in winter, the surface layer is unstable everywhere and heterogeneous–homogeneous differences
in latent heat flux are smaller. Spatially averaged, surface sensible heat flux shows less influence of SST
heterogeneity because this flux during summer is small. Further simulation suggests that a GCM can capture
the effect of spatially varying boundary layer stability by resolving it just at the surface. The SST heterogeneity
is also capable of driving sea-breeze-type circulations. Scale analysis suggests that typical resolution of
contemporary climate GCMs will generally be insufficient to resolve these circulations.
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ABSTRACT
A sensitivity study is performed to examine the potential effect of spatial variations in sea surface temperature
(SST) that typically are not resolved in general climate models (GCMs). The study uses a single-column at-
mospheric model, representing a grid box of a GCM, that overlies a surface domain divided into many subgrid
cells. The model is driven by boundary conditions representative of the Gulf Stream off the mid-Atlantic coast
of the United States, for the year 1987. A heterogeneous simulation, which includes subgrid spatial variability
in SST, is contrasted with a homogeneous simulation, which assigns spatial mean SST to all cells.
In summer, the presence of both stable and unstable surface layers in the heterogeneous domain causes
heterogeneous–homogeneous differences in monthly, spatially averaged surface latent-heat flux of up to 47%.
In contrast, in winter, the surface layer is unstable everywhere and heterogeneous–homogeneous differences in
latent heat flux are smaller. Spatially averaged, surface sensible heat flux shows less influence of SST hetero-
geneity because this flux during summer is small. Further simulation suggests that a GCM can capture the effect
of spatially varying boundary layer stability by resolving it just at the surface. The SST heterogeneity is also
capable of driving sea-breeze-type circulations. Scale analysis suggests that typical resolution of contemporary
climate GCMs will generally be insufficient to resolve these circulations.
1. Introduction
In recent years, land surface parameterization in cli-
mate models has been a subject of intense interest. The
characteristic horizontal scales of variability for soil and
vegetation tend to be smaller than the grid resolution
of general circulation models (GCMs), yet the subgrid
variability of surface properties may be important for
simulating climate. Several modeling studies have
shown that land surface heterogeneity within a GCM
grid box can affect surface-exchange processes (Koster
and Eagleson 1990; Avissar and Pielke 1989; Entekhabi
and Eagleson 1989; Wetzel and Chang 1988). Apart
from its effects on the surface, turbulent exchange pro-
cesses, the surface heterogeneity can also cause local
secondary circulations that penetrate to substantial
depth in the atmosphere. The circulations are variously
named nonclassical mesoscale circulations, lake breez-
es, snow breezes, and inland breezes, etc. [Segal and
Arritt (1992) and references therein]. Land surface vari-
ability is thus capable of significant influence on re-
gional circulation dynamics, suggesting that persistent
subgrid heterogeneity of the land surface may be im-
portant for the climate simulation.
In some parts of the ocean, substantial, persistent spa-
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tial variability can occur in sea surface temperature
(SST). Ocean currents like the Gulf Stream, the Agulhas
Current, the Kuroshio, and other boundary currents
along continental margins help create regions where
SST can vary by 108C or more in less than 100 km
[e.g., Curtis and Rao (1969); Walker (1986); Neiman et
al. (1990); Jury and Walker (1988); Segal and Arritt
(1992)]. Circulation rings may also spin off at times
from these currents. Temperatures across the rings can
also vary by up to 108C (Saunders 1971; Joyce et al.
1984). Studies of the Gulf Stream rings and rings ob-
served elsewhere on the globe (Parker 1971; Kinder and
Coachman 1977; Richardson et al. 1977; Joyce et al.
1984; Brown et al. 1986) show that these rings have
typical diameters of 50–250 km and generally last sev-
eral months.
Based on the land surface studies, one might wonder
how much climate simulation over the oceans is im-
paired by not resolving SST variability occurring on
scales smaller than a GCM grid box. The large tem-
perature changes across currents and rings over rela-
tively short distances suggest that accounting for SST
heterogeneity may be important in simulating the cli-
mate of these regions. These are also regions of large
sensible and latent heat fluxes (Esbensen and Kushnir
1981; Oberhuber 1988), so that properly simulating en-
ergy exchanges between the ocean and the atmosphere
in these regions may also be important for simulating
global climate as well.
Our objective here is to investigate effects of SST
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heterogeneity on surface fluxes that a GCM might sim-
ulate over the course of a year. We give special attention
to how a GCM might simulate effects of surface het-
erogeneity without having to resort to an overall in-
crease in model resolution. We also examine convective
precipitation, an atmospheric feature that can be sen-
sitive to surface fluxes in a GCM grid box. Finally, we
investigate the potential for SST variability to generate
sea-breeze-type circulations.
2. Model
To study the ocean surface heterogeneity effects on
climate simulation, we use a single-column atmospheric
model to represent a GCM grid box. Earlier studies [e.g.,
Wetzel and Chang (1988); Koster and Eagleson (1990)]
also used similar one-dimensional (1D) models to em-
ulate a GCM grid box over land. The model’s atmo-
spheric portion has been derived in part from a column
model developed by Louis and Zivkovic (1994) and
Zivkovic and Louis (1995). Behavior of the atmospheric
column is determined by conservation laws for mo-
mentum, energy, mass, and water. The governing equa-
tions are based on the flux-form hydrostatic primitive
equations [e.g., Lorenz (1967)], written in a local Car-
tesian coordinate system, with an added equation for
water vapor conservation:
] ] ]p(ru) 5 2= ·ruV 2 (ruw) 1 r fy 2 1 F ,u]t ]z ]x
(1)
] ] ]p(ry) 5 2= ·ryV 2 (ryw) 2 r fu 2 1 F ,y]t ]z ]y
(2)
] ](ru) 5 2= ·ruV 2 (ruw) 1 F , (3)u]t ]z
] ](r) 5 2= ·rV 2 (rw), (4)
]t ]z
] ](rq) 5 2= ·rqV 2 (rqw) 1 F , (5)q]t ]z
and
]p
5 2rg. (6)
]z
All symbols in (1)–(6) have their usual meteorological
definitions except the terms Fn, which represent physical
processes that are computed from parameterizations de-
scribed below. The atmospheric system is completed
with the addition of the relationship between potential
temperature u and standard temperature T,
kpou 5 T , (7)1 2p
and the ideal gas law,
p 5 rRT. (8)
Because atmospheric processes are represented using
a single column, horizontal gradient terms in (1)–(5)
cannot be computed internally, but rather are specified
as boundary conditions. Specification here uses a dy-
namic relaxation method developed by D. Randall
(1997, personal communication). The method adjusts
prognostic variables toward respective upstream values
in a driving dataset a rate determined by the horizontal
wind at each model level. Driving data come from pe-
riodic atmospheric analyses.
Vertical velocities for the vertical-flux terms in (1),
(2), (3), and (5) are computed using (4) with the ]r/]t
specified from the driving data and the assumption that
w 5 0 at the surface. We also assume that w 5 0 at the
top of the model. Typically this latter condition will not
be satisfied precisely using the raw specified boundary
conditions. To ensure that it is, we follow Louis and
Zivkovic (1994) and multiply computed w by a function
that decays linearly from 1 at 10 km to 0 at the model
top. No tapering is applied to w below 10 km. The
tapering is admittedly arbitrary, but it occurs primarily
in the model stratosphere, where vertical motions are
typically very small. Sensitivity tests with alternate
stratospheric tapering functions showed negligible in-
fluence of the particular taper on the model results pre-
sented here.
The terms Fn on the right side of (1), (2), (3), and
(5) contain the effects of unresolved turbulent transports
in the planetary boundary layer (PBL), radiative trans-
fer, cumulus convection, supersaturation condensation,
and surface exchanges of heat, moisture, and momentum
that arise from coupling the atmosphere to the ocean
surface. PBL transports of moisture, heat, and momen-
tum are computed using diffusion parameterizations
whose coefficients depend on the temperature structure
of the PBL (Louis 1979; Louis et al. 1981). The model
computes atmospheric radiation using a broadband ra-
diative transfer scheme developed by Liou and Ou
(1981, 1983) and Liou and Zheng (1984). The scheme
includes effects of atmospheric water vapor, carbon di-
oxide, and ozone on the flux of both shortwave (solar)
and longwave (infrared) radiation through the atmo-
sphere. The model computes cloud cover for the radi-
ation scheme in three cloud decks spanning the tropo-
sphere above the PBL, using the parameterization de-
veloped by Slingo (1987). Cumulus convection is com-
puted using the updraft–downdraft scheme of Emanuel
(1991). Supersaturation precipitation occurs when the
relative humidity in an atmospheric layer exceeds 100%.
Precipitation formed by supersaturation can reevaporate
into drier layers as it falls.
The simulated atmospheric column extends from the
surface to 19 km, with vertical resolution ranging from
30 m near the surface to several hundred meters aloft,
where less resolution is needed. The variables u, y , T,
q, and r are represented as layer averages, whereas p
JUNE 1998 1421G U T O W S K I E T A L .
and w are represented at the layer interfaces. Vertical
derivatives are computed using finite differences with
layer values assumed to occur at layer midpoints. The
model uses linear interpolation in z when there is a need
to represent layer values at interfaces or vice versa. Time
marching is accomplished using a discrete forward step
which is computed by implicit finite-difference meth-
ods, because of the diffusive terms in the model (Press
et al. 1992).
The atmospheric model is coupled to multiple surface
cells to represent smaller spatial scales of variability
that may occur at the ocean surface. The model com-
putes surface sensible heat flux (FS) and latent heat flux
(FL) using bulk aerodynamic formulas
FS 5 rCDTCp|V|(Ts 2 Ta), (9)
and
FL 5 rCDqLy |V|[qs(Ts) 2 qa], (10)
where Cp is the specific heat of air at constant pressure;
Ly is the latent heat of vaporization; and Ts and qs are
sea surface temperature and saturation water vapor mix-
ing ratio, respectively. Variables Ta, qa, and |V| are tem-
perature, water vapor mixing ratio, and wind speed, re-
spectively, at the first model level (15 m above the sur-
face). The CDT and CDq are drag coefficients for heat
and moisture fluxes, respectively.
The drag coefficients are functions of the aerodynam-
ic roughness length (zo) and atmospheric stability mea-
sured by the Richardson number Ri of the first layer of
the atmosphere:
g(u 2 u )za s aRi 5 , (11)
2u |V|a
where g, za, ua, and us are, respectively, gravitational
acceleration, height of the first layer, first layer’s poten-
tial temperature, and the surface air potential tempera-
tures. We assume that us is given by the model’s SST
and surface pressure.
In this study, we compute roughness lengths over the
ocean using formulas suggested by Miller et al. (1992),
n
24z 5 0.4 1 1.4 3 10 (12)oT
u
*
and
n
24z 5 0.62 1 1.3 3 10 , (13)oq
u
*
where zoT and zoq are surface roughness lengths in meters
for heat and moisture, respectively; n is the kinematic
viscosity of the air, n 5 1.4 3 1025 m2 s21; and u
*
is
the friction velocity. The model computes u
*
for the
ocean following Stull (1988):
5 4.4 3 1024|V| 2.55,2u
*
(14)
where u
*
and |V| both have units of meters per second.
The drag coefficient formulas of Louis et al. (1981)
are rewritten to account for different roughness lengths
for heat and momentum. For an unstable situation (Ri
, 0),
2 k C 5DT  z 1 za oTln 1 2zoT 
 15 Ri
3 1 2 ,2  k
1/2 1 1 75 za z 1 z 2 Ria oT 1 2ln z  oT1 2zoT  
(15)
and
2 k C 5Dq  z 1 za oqln 1 2zoq 
 15 Ri
3 1 2 ,2  k
1/2 1 1 75 za z 1 z 2 Ria oq 1 2ln z  oq1 2zoq  
(16)
whereas for a stable situation (Ri . 0),
2 k 1 C 5 ,DT 1/2(1 1 15 Ri)(1 1 5 Ri) z 1 za oTln 1 2zoT 
(17)
and
2 k 1 C 5 .Dq 1/2(1 1 15 Ri)(1 1 5 Ri) z 1 za oqln 1 2zoq 
(18)
Here k is the von Ka´rma´n constant, equal to 0.4. For
later reference, Fig. 1 shows the dependence of CDq on
the temperature difference (Ta 2 Ts) using (11), (16),
and (18) with za 5 15 m, and |V| 2 5 50 m2 s22, and
surface pressure equal to 1000 mb.
3. Boundary conditions
Atmosphere boundary conditions were obtained from
operational analyses produced by the Nested Grid Mod-
el (NGM) of the U.S. National Centers for Environ-
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FIG. 1. Dependence of CDq on the temperature difference (Ta 2
Ts), using za 5 15 m, and |V|2 5 50 m2 s22, and surface pressure
equal to 1000 mb.
TABLE 1. Spatial, annual average surface fluxes (W m22) from
different simulations. Also shown in parentheses is the percent dif-
ference of the fluxes from their corresponding homogeneous case.
Homoge-
neous Heterogeneous Multicolumn
Complete model
Latent
Sensible
137
24.1
156 (14%)
26.5 (10%)
161 (17%)
26.8 (11%)
Specified
Latent
Sensible
177
31.3
195 (10%)
33.5 (7%)
mental Prediction (NCEP). We used analyses for the
year 1987 for four NGM grid points over the western
Atlantic Ocean—(378N, 728W), (388N, 718W), (368N,
708W), (378N, 698W)—that bound a region encom-
passing the Gulf Stream off the coast of North Carolina
and Virginia. The model’s domain is an 81 km 3 81
km region at the center of these four points. We use the
NGM output to compute horizontal convergences of
heat, moisture, and momentum into the model’s atmo-
spheric column, and to compute reference atmospheric
profiles of temperature, humidity, and horizontal winds.
NGM analyses are available at 0000 and 1200 UTC.
For boundary conditions between analyses times, fields
are interpolated linearly in time.
The spatial average SST for the domain is given by
interpolating monthly SST from the U.S. Climate Anal-
ysis Center’s 28 3 28 dataset (Reynolds 1988; Reynolds
and Marsico 1993) to the center of our domain. Day-
to-day changes in SST are computed by linear inter-
polation from the middle of adjacent months, under the
assumption that midmonth SST equals the monthly av-
erage. The model runs typically use one of two types
of ocean surface: homogeneous, in which SST is the
same at all points in the domain, or heterogeneous, in
which SST has spatial variability across the domain.
The homogeneous SST is the SST interpolated from the
28 3 28 dataset. We obtain a heterogeneous SST from
the homogeneous SST by superimposing a specified
‘‘subgrid’’ SST distribution based on SST variability
across the Gulf Stream and in Gulf Stream rings. We
assign SST to the surface cells by assuming that SST
varies linearly across the domain in the range 268C to
168C about the mean. The spatial variability is repre-
sented in the model by an array of 81 cells, each 9 km
3 9 km in size. The SST values are organized such that
lower temperatures are on one side of the domain and
larger temperatures on the other. We hold this subgrid
distribution fixed throughout a heterogeneous run,
though the mean temperature varies in time in the same
way that the homogeneous temperature varies.
We have performed five types of simulations: 1) com-
plete model, driven by NCEP forcing and using uniform
SST (homogeneous domain), 2) complete model with
NCEP forcing and heterogeneous SST (heterogeneous
domain), 3) homogeneous surface with atmospheric
fields given by the NGM reference profiles (homoge-
neous/specified atmosphere), 4) like type 3 but with
heterogeneous SST (heterogeneous/specified atmo-
sphere), and 5) an ensemble of homogeneous simula-
tions in which the compete model is applied separately
to each surface cell of the heterogeneous domain (mul-
ticolumn run). Because temperatures vary linearly from
one side to the other side of the domain, the multicolumn
run is the average over nine individual single column
runs. For heterogeneous simulations, Ri, FS, FL are com-
puted separately for each surface cell using the same
overlying atmosphere. The atmospheric column in het-
erogeneous simulations receives the net sensible and
latent heat fluxes summed over all surface cells. The
heterogeneous and multicolumn simulations can be
viewed as opposite extremes in the degree of horizontal
mixing within the domain, with the latter assuming no
horizontal mixing between the atmospheric columns and
the former assuming rapid horizontal homogenization.
In the real world, of course, the actual horizontal mixing
will generally be between these two extremes, with sur-
face heterogeneities imprinting on the atmosphere
through a depth whose upper limit is often denoted as
a ‘‘blending height’’ [e.g., Wieringa (1986); Claussen
(1991)]. The multicolumn simulations indicate the de-
gree to which imprinting may occur for the location
studied here.
4. Results
a. Annual average
Table 1 shows the spatial, annual average surface flux-
es resulting from the five types of simulations. The latent
heat flux difference between homogeneous and hetero-
geneous domain is 19 W m22, or 14% of the annual
mean over the homogeneous domain. This is not a large
difference for short duration simulations, but a persistent
difference of this magnitude could affect local, if not
larger-scale, climate in simulations spanning many
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FIG. 2. July average temperature differences from the heteroge-
neous simulation for each of the individual columns of the multi-
column case, as a function of height.
FIG. 3. Time series of monthly average surface (a) latent and (b)
sensible surface heat fluxes. Thick curves are for the homogeneous
(dashed) and heterogeneous (solid) simulations. Thin curves are rean-
alysis output fluxes at nearby grid points of the NCEP–NCAR data
assimilation model. Note that (a) and (b) have different vertical axis
scales.
years. This difference is not uniform throughout the
year, and we shall see that much larger relative differ-
ences occur during summer. The difference is compa-
rable though smaller for the sensible heat flux, a feature
that is true throughout the year.
Spatial, annual average fluxes from multicolumn and
heterogeneous domain simulations are fairly similar, dif-
fering from each other by about 1%–3%. An exami-
nation of temperature versus height profiles (e.g., Fig.
2) for the multicolumn simulations shows that temper-
ature departures from the heterogeneous temperature ex-
ceeding 0.28C are confined to the lowest 750 m of the
troposphere. Thus, the range of multicolumn tempera-
tures are generally much smaller than the 668C range
imposed on SST. More important for the fluxes, the
largest differences in static stability are confined to the
lowest 200 m. The large-scale horizontal transport im-
posed as a boundary condition prevents more substantial
separation of temperature profiles between the individ-
ual columns. Because the multicolumn and the hetero-
geneous simulations represent opposite extremes in the
degree of horizontal mixing within the domain, the re-
sults suggest that computed fluxes obtained from the
heterogeneous SST simulation with a single atmospheric
column can represent fairly accurately the fluxes pro-
duced by any degree of horizontal homogenization.
Most of the influence of the surface heterogeneity on
the atmosphere is thus captured simply by using local
SST for each cell and calculating local surface-layer
stability.
The fully coupled model includes feedbacks between
surface fluxes and atmospheric temperature, humidity
and winds. These feedbacks are generally negative. For
example, enhancing the surface latent heat flux will in-
crease atmospheric water vapor, reducing the humidity
difference in (10), which in turn will result in reduced
latent heat flux. As a consequence, when the feedbacks
are eliminated by running the specified-atmosphere sim-
ulations, the surface flux magnitudes increase by 25%–
30%, depending on the flux and model configuration
examined. However, the feedbacks have only small in-
fluence on the heterogeneous–homogeneous differ-
ences.
b. Annual cycle
The annual cycles of the simulated, monthly mean
surface sensible and latent heat fluxes for both hetero-
geneous and homogeneous domains appear in Fig. 3.
Also shown in Fig. 3 are the annual cycles of fluxes
produced by observational data assimilation for the
reanalysis project (Kalnay et al. 1996) of NCEP and the
National Center for Atmospheric Research (NCAR).
Fluxes from several nearby points of the reanalysis data
assimilation model are shown to indicate the strong spa-
tial variability of the fluxes and provide a metric for
assessing how well our model’s fluxes agree with the
reanalysis output. The strongest fluxes occur in winter,
due to higher wind speeds blowing relatively cold, con-
tinental air over the warmer ocean.
Simulated FL tends to follow the annual cycle of the
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FIG. 4. Time series of spatial-average FL differences: uniform-Ri
minus homogeneous (solid with markers), heterogeneous minus ho-
mogeneous (solid), and multicolumn minus homogeneous (dashed).
All curves have been subjected to a 31-day running average.
FIG. 5. Spatially averaged (Ta 2 Ts) for heterogeneous (solid) and
homogeneous (dashed) domains. Both curves have been subjected to
a 31-day running average.
closest grid point of the reanalysis fluxes (378N, 718W).
In contrast, simulated FS is substantially smaller than
the reanalysis fluxes in winter. The reanalysis FS for
January–February 1987 is approximately 55% larger
than the corresponding FS climatology for this location
given by Oberhuber [(1988), not shown]. By itself, this
difference could simply be interannual variability, but
Higgins et al. (1996) suggest that the reanalysis pro-
duces overly strong climatological FS for this region
(with much smaller bias in FL). Our model’s FS is small-
er than the climatology’s, by approximately 35%, so it
may be still deficient in winter, but perhaps not as much
as indicated by the reanalysis FS. Conclusions regarding
this model’s FS in winter should thus be taken with
caution. The model’s FS appears to be quite reasonable
in summer, however, when the largest heterogeneous–
homogeneous differences occur.
The largest overall heterogeneous–homogeneous dif-
ferences in our model occur in the latent heat flux FL
with the heterogeneous domain’s flux persistently larger
throughout the year. In winter, when latent heat flux is
strongest, the effect of resolving the SST heterogeneity
is relatively small. However, in summer, resolving the
SST heterogeneity has a substantial impact on the sim-
ulation of surface latent heat flux, with monthly average
FL increasing by as much as 47% when surface hetero-
geneity is resolved.
The reason for the difference between the heteroge-
neous and homogeneous simulations is, of course, the
nonlinearity of (9) and (10) with respect to surface tem-
perature. For latent heat flux, there are two terms with
nonlinear dependence on SST: qs(Ts) and CDq[Ri(TS)].
To determine which factor is more important, we per-
formed an additional simulation in which Ri is com-
puted using the spatial-average Ts in an otherwise het-
erogeneous simulation (Fig. 4). The uniform Ri–ho-
mogeneous differences are due to qs(Ts) and are largely
unchanging throughout the year because the annual cy-
cle of Ts for this region has an amplitude of only 58C.
Figure 4 also shows two additional time series:
FL (heterogeneous)–FL (homogeneous) and FL (multi-
column)–FL(homogeneous). These two time series in-
clude effects of both qs(Ts) and Ri(Ts). Except for a
short period during summer, they tend to remain rela-
tively close to each other throughout the year, supporting
our earlier contention that, for these simulations, most
of the influence of the surface heterogeneity is captured
by using local SST for each cell and calculating the
local surface-layer stability. During winter these two
time series are also relatively close to the uniform-Ri
time series, but during summer their values become sub-
stantially greater, indicating a greater role for spatial
variability of Ri(Ts). Near-surface Richardson number
depends on the difference (Ta 2 Ts). Spatially averaged
(Ta 2 Ts) has roughly the same time series in both the
heterogeneous and homogeneous simulations (Fig. 5).
However, because Ts varies across the heterogeneous
simulation’s domain, Ri will also vary spatially. During
winter, for the range of SST assumed here, all or nearly
all of the cells in the heterogeneous domain are con-
vectively unstable near the surface (Ri , 0), as is the
homogeneous domain. In contrast, during summer,
roughly half of the cells in the heterogeneous domain
are convectively unstable and half are convectively sta-
ble, while the homogeneous domain is persistently sta-
ble.
For either Ri . 0 or Ri , 0, the drag coefficient, CDq
has a roughly linear dependence on (Ta 2 Ts), but the
dependence changes markedly between positive and
negative Ri (e.g., Fig. 1). Thus if the Ri in the hetero-
geneous domain are all or nearly all negative, as is typ-
ical in winter, then spatial variability of Ri will con-
tribute relatively little to the difference between the het-
erogeneous and homogeneous fluxes. In summer, how-
ever, Ri changes sign across the heterogeneous domain,
so roughly half the cells will be unstable, with relatively
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FIG. 6. Convective precipitation for heterogeneous (solid) and ho-
mogeneous (dashed) domains. Both curves have been subjected to a
31-day running average.
large flux, and the rest of the cells will be stable, with
relatively small flux. The homogeneous domain, in con-
trast, is generally stable through the summer, so its sur-
face latent heat flux is smaller than the average flux over
the heterogeneous domain.
The sensible heat flux also has its largest relative
differences in summer. However, because the magnitude
of (Ta 2 Ts) is small in summer, the sensible heat flux
is nearly 0, and the heterogeneous–homogeneous dif-
ference as a consequence is small in absolute value, both
during the summer and for the annual average.
c. Convective precipitation
Various investigators have studied how an air mass
moving over the ocean develops the potential for deep
convection when it experiences a rapid change in SST
[e.g., Pielke (1984); Burnett and Price (1992); Segal et
al. (1994)]. The heterogeneous and homogeneous do-
mains used here present two different SST fields for
airmass transformation and thus the potential for dif-
ferences in convective precipitation. Figure 6 shows
convective precipitation from the heterogeneous and ho-
mogeneous simulations. The large difference between
heterogeneous and homogeneous precipitation for days
180–240 is partly an artifact of the running average used
to make similarities and differences more discernible in
time series that fluctuate rapidly between zero and non-
zero values. The difference occurs because a substantial
precipitation event on day 210 of the heterogeneous run
produced over 23 mm of rain that did not fall in the
homogeneous run. If we remove this one event from the
heterogeneous time series, then the two time series be-
come nearly identical during this period. Sensible heat
flux differences between the heterogeneous and ho-
mogeneous domains are small in absolute value
throughout the year, so convective destabilization by
sensible heating of near-surface air is about the same
in both runs. Near-surface air also is moistened and has
its level of free convection modified by the surface latent
heat flux in the two domains. The generally larger sur-
face latent heat flux in the heterogeneous domain leads
to a 33% increase in convective precipitation over the
homogeneous simulation. (If we remove the 23-mm
event occurring on day 210 of the heterogeneous run,
then its increase is 21%.) The convective precipitation
averaged over the multicolumn runs has nearly the same
increase over the homogeneous simulation, 34%.
d. Mesoscale circulations
When a land surface has spatially varying properties,
a nonuniform distribution of surface sensible heat flux
can result. Many scientists [e.g., Segal et. al. (1988);
Avissar and Pielke (1989); Segal and Arritt (1992); Dor-
an et al. (1995)] have studied how the nonuniform dis-
tribution of sensible heat flux can produce significant
mesoscale circulations akin to sea breezes. Our model
cannot produce such circulations because its atmosphere
is a single column. However, following Doran et al.
(1995), we can estimate the likelihood that such cir-
culations could be initiated under the conditions pro-
duced by the heterogeneous SST.
We consider the following scenario. Air is advected
horizontally by a wind that is uniform with height. The
air flows over a relatively cool portion of the ocean of
indefinite size. The air encounters an embedded patch
with a warmer surface, which increases the surface sen-
sible and latent heat fluxes into air columns passing over
the patch. The change in surface fluxes experienced by
an air column transitioning from the cool to warm region
may also alter the rate of atmospheric condensation oc-
curring in the column. Thus, the nonuniform distribution
of sea surface temperature produces differential heating
of the atmosphere and, as a consequence, a horizontal
pressure gradient. If the gradient becomes strong
enough, it can counteract an existing flow and initiate
a closed, local circulation driven by the nonuniform
heating. For this to occur, the existing flow from cool
to warm region must be reversed at some upper level.
The specific question we ask here is whether or not the
gradient produced by the heating differential is strong
enough to decelerate the wind to 0.
If the warm patch is too small, then air columns are
advected out of the region before they can develop a
sufficiently strong pressure difference with respect to
the cool region. We derive here a scale estimate for the
minimum patch size needed to produced the flow re-
versal in the presence of a specified atmospheric heating
and background horizontal wind. The scaling estimate
we derive is a modified form of the analysis presented
by Doran et al. (1995). In contrast to Doran et al. (1995),
we assume that columns passing over the warm patch
experience no net convergence or divergence of mass
up to the time of flow reversal, so that surface pressure
ps does not change.
We assume that a column of air is advected by a
vertically uniform horizontal wind U from the cool SST
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region to a patch of size L with relatively warm un-
derlying SST. The column is in approximate thermal
equilibrium with the cool surface so that there is initially
negligible heating of the column. As air is transported
across the warm patch, it experiences a heating change
up to a height ho that increases temperature in this part
of the column. For a hydrostatic column, the pressure
at ho increases as the column warms. Thus there will
be a pressure difference at z 5 ho between the upstream
(x 5 0) and downstream (x 5 L) ends of the patch.
This pressure difference will decelerate the horizontal
flow, or
du 1 ]
5 2 p(x, z), (19a)
dt r ]xo
p(L, h ) 2 p(0, h )o oø 2 , (19b)
r Lo
DP
[ 2 ,
r Lo
where u is horizontal wind speed at ho, ro is air density
at level ho, and the coordinate axes are oriented so that
the wind blows parallel to the x axis. A sufficiently
strong and long-lasting pressure gradient will eliminate
the original horizontal flow at ho. The larger the patch,
the longer deceleration is sustained. The minimum patch
size for eliminating the original horizontal flow is des-
ignated Lmin.
We estimate DP by integrating the hydrostatic relation
from the surface to z 5 ho and taking the upstream–
downstream difference. Then,
p ghs oDP ø DT , (20)2RT
where ps is surface pressure, g is gravitational accel-
eration, R is the gas constant, and T is a mean temper-
ature in the column. Then,
du 1 p ghs oø 2 DT . (21)2dt r L RTo
The temperature difference in (21) is due to the differ-
ential heating rate DH between the warm patch and its
surroundings,
hodt
DT ø DH dz, (22)Eho 0
where dt is the time needed for air at ho to traverse the
patch. We treat the heating as the vertical divergence of
an inferred vertical heat flux, where the flux becomes
0 above ho. Then,
dt DFsDT ø , (23)
h rCo p
where DFs is the surface value of the inferred flux. We
assume contributions to DFs come from the surface sen-
sible heat flux and an inferred ‘‘heat flux’’ due to con-
densational heating. The surface value of the latter flux
is LyP, where Ly is the latent heat of vaporization and
P is the precipitation rate.
If the patch size is Lmin, then u(L) 5 0. Since u(0) 5
U, we then have
p g DFs s 2U ø dt . (24)21 2r Cr L RT o po min
We estimate the traverse time as
Lmindt 5 . (25)
U/2
Substituting (25) into (24) and rearranging, we then
have
22 3RC r T Up oL 5 . (26)min 4DF p gs s
Note that Lmin gets smaller as differential heating of the
air by DFs increases and becomes rapidly larger as the
horizontal wind advecting air over the patch, U, in-
creases.
We have computed Lmin using output from two mem-
bers of our multicolumn ensemble, the runs with 138C
and 238C anomalies added to the specified SST. The
68C SST difference between these runs is comparable
to temperature differences across boundary currents like
the Gulf Stream. We compute daily DFs from the dif-
ferences between these two runs in surface sensible heat
flux and precipitation. A preliminary ho is determined
for each model as the greater of PBL top and the highest
level with condensational heating. The final ho for each
day is the larger value from the two simulations. We
then diagnose each day’s ro, T , U, and ps from the
simulation giving ho. On a few days, DFs is negative,
which would correspond to no sea-breeze initiation in
our scaling model. For these days, Lmin is assigned a
very large value (6000 km).
Our interest is in seeing if local circulations that might
be induced by SST heterogeneity could be resolved by
contemporary climate GCMs. To do this, we assume
that the scale Lmin is also the horizontal scale for a cir-
culation that might result from the SST difference. Con-
temporary GCMs for long-term climate simulation typ-
ically have atmospheric resolutions of 300 km or more
at our study latitude (Phillips 1995). Any closed cir-
culation likely requires several grid points to resolve it
with some accuracy. If we assume, for example, that at
least four grid points are needed to resolve a sea breeze,
then closed circulations less than the separation of four
grid points, 900 km, are not well resolved by contem-
porary climate GCMs.
Figure 7a shows the distribution of Lmin values for the
simulated year, calculated from daily values of model
output. The figure distinguishes between cold and warm
season values, in which the warm season is the period
1 April–30 September 1987, and the cold season is all
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FIG. 7. (a) Distribution of daily Lmin for warm (light) and cold (dark) seasons defined in the text. The x-axis categories are 0–200 km,
200–400 km, etc. (b) Like (a) but using only surface sensible heat flux to compute Lmin.
the other days in 1987. Surface sensible heat flux in the
model is largest in winter, but Lmin also varies with U 3.
In the cold season, U averages 17 m s21, whereas in
the warm season, it averages 12 m s21. The length scale
thus tends to be smaller in the warm season. Figure 7b
shows Lmin computed using surface sensible heat flux
only. The distribution of Lmin is determined primarily
by FS, with condensational heating causing a small shift
in Lmin toward smaller values. The relatively small, but
not negligible, influence of moisture condensation in
these results is consistent with dry versus moist sea-
breeze simulations performed by Van de Berg and Oer-
lemans (1985) and Gross (1986).
On most days, a 68C anomaly patch a few hundred
kilometers across or less can produce sea-breeze-type
circulations according to our scaling. Overall, 74% of
the simulated days have Lmin , 800 km. Most of these
days are in the warm season, when 93% of the days
have Lmin , 800 km. On the majority of model days
then, typical climate GCMs would have inadequate grid
spacing to resolve the smallest possible local circula-
tions driven by our 68C SST anomaly. It appears that
horizontal resolution on the order of several tens of
kilometers would be necessary, since over 40% of all
days (57% in the warm season) have Lmin , 200 km.
We cannot determine from this model how significant
these sea-breeze-type circulations would be for local
climate, but the results here suggest they appear per-
sistently.
5. Summary and conclusions
We have performed a sensitivity study to examine the
potential effect of spatial variations in SST that typically
are not resolved in global climate models. We used an
atmospheric column model overlying a surface domain
divided into many subgrid (to the atmosphere) cells. The
atmospheric column was intended to represent a grid
box of a GCM to explore the potential importance of
resolve spatial variations in SST that are subgrid to the
resolution of a GCM. Potentially strong variations in
SST occur in regions containing western boundary cur-
rents, so the model was driven by boundary conditions
for the Gulf Stream off the mid-Atlantic coast of the
United States. We contrasted a heterogeneous simula-
tion, which includes subgrid spatial variability in SST,
with a homogeneous simulation, which assigned spatial
mean SST to all cells.
Our results show that the surface fluxes are different
for heterogeneous and homogeneous representations of
the GCM grid box. In the annual average, the flux dif-
ferences are relatively small, however the differences
are persistent throughout the year. In summer, the het-
erogeneous domain can have monthly, area-averaged
surface latent heat fluxes as much as 46% larger than
contemporaneous fluxes in the homogeneous domain.
Resolving surface heterogeneity is less important for
area-averaged surface sensible heat fluxes, in part be-
cause they are so small in summer. The model’s para-
meterized surface evaporation has significant nonlinear
dependence on surface-layer stability and the saturation
mixing ratio at the surface. The stability factor has a
strong annual cycle, with greater importance in summer
when the average stability over the domain is near neu-
tral, yielding both positive and negative near-surface
stability in the heterogeneous domain.
Additional simulations had each surface cell assigned
its own atmospheric column. The ensemble average of
these simulations gave approximately the same spatial-
average surface fluxes as the heterogeneous simulation,
which was a single-column run with multiple surface
cells. The results suggest that a GCM can capture the
effect of strong, subgrid SST variability on the com-
putation of surface latent heat flux fairly simply, by
resolving it just at the surface. The subgrid SST vari-
ability does not appear to make a strong imprint on the
horizontal variability of the overlying atmosphere.
A scaling estimate indicated that, on most model days,
nonuniform heating of the atmosphere associated with
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subgrid heterogeneity could initiate sea-breeze-type cir-
culations with scales too small to be resolved by con-
temporary climate GCMs. In addition, even though the
scale analysis includes moisture condensation effects,
the scale analysis applies only to the initiation of a sea-
breeze circulation and does not include further strength-
ening of the flow by self-induced condensation, which
could shorten the scale further [cf. Gross (1986)]. The
potential for frequent mesoscale circulation driven by
SST differences of roughly 108C in domains of a few
hundred kilometers or less suggests that further explo-
ration using two- or three-dimensional models would
be worthwhile, especially if the mesoscale flow prompts
further energy input into the circulation by condensation
of the moisture evaporated from the region’s surface.
Persistent differences occur between our heteroge-
neous and homogeneous simulations, so our study in-
dicates that GCMs using uniform SST in a grid box
might underrepresent the surface fluxes in regions of
strong SST gradients. Underestimation of surface fluxes
can lead to less water mass and energy in the atmo-
sphere, which could in turn affect the dynamics of the
atmosphere and their driving of ocean circulation.
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