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Abstract
In this paper, we present an algorithm for the computation of harmonic maps, and re-
spectively, of the harmonic map heat flow between two closed Riemannian manifolds. Our
approach is based on the totally geodesic embedding of the target manifold into RN . Since
embeddings of Riemannian manifolds into Euclidean spaces can easily be made totally geodesic
by extending the Riemannian metric in a certain way into some tubular neighbourhood, the
here presented approach is quite general. Totally geodesic embeddings allow to reformulate
the harmonic map heat flow in a neighbourhood of the embedded target manifold. This re-
formulation has the advantage that the problem becomes unconstrained: Instead of assuming
a priori that the solution to the flow maps into the target manifold this fact becomes a prop-
erty of the solution to the extended flow for special initial data. The solution space to the
reformulated problem therefore exists of maps which are also allowed to map into the ambient
space of the target manifold. This simplifies the discretization of the problem. Based on this
observation, we here propose algorithms for the computation of the harmonic map heat flow
and of harmonic maps. In contrast to previous schemes, our algorithm does not make use of
projections onto the target manifold, discrete tangential deformations, geodesic finite elements
or of Lagrange multipliers. We prove error estimates in the stationary case and present some
numerical tests at the end of the paper.
Key words. Harmonic maps, harmonic map heat flow, totally geodesic embeddings, sur-
face finite element method.
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Introduction
The harmonic map equation is one of the most fundamental PDEs in mathematics, since it
generalizes Laplace’s equation to mappings between Riemannian manifolds. Since the funda-
mental work of Eells and Sampson in [14], the study of harmonic maps has therefore become
an important field of research. From an analytic point of view the harmonic map equation and
respectively, the associated flow, which is called the harmonic map heat flow, are demanding
because of the non-linearity of the PDE and the constraint that the solution has to map into
the target manifold. This condition implies that the set of admissible maps is in general not a
linear space. It is clear that the polynomial interpolation of points lying on an embedded target
manifold in RN is, in general, not contained in the target manifold. Therefore, a discretization
of the problem based on standard finite elements would violate the above constraint. This is
the reason why the development of algorithms for the computation of harmonic maps becomes
quite tricky. We here list different approaches which have been established in recent years to
tackle this problem.
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1. The condition of mapping into the target manifold can be implemented by using non-
standard finite elements, the so-called geodesic finite elements, see [23, 24].
2. In the following two approaches the constraint is weakened to finitely many points.
a) In [8, 25], the discrete harmonic map is only assumed to have values in the target
manifold for all mesh vertices. The problem of computing discrete harmonic maps
is formulated using Lagrange multipliers, which leads to saddle point problems.
b) In [3, 4, 5], harmonic maps are computed by solving the harmonic map heat flow.
Although different schemes are proposed, the rough idea is always to deform a
discrete map with values in the target manifold for all mesh vertices into the tangent
direction. The condition of the deformation being tangent to the target manifold
is again only imposed in the mesh vertices. This idea can be coupled with a back
projection of the nodal values onto the target manifold after each time step, see
[3, 5] for details.
For spherical target manifolds, numerical methods based on renormalizations, that is
replacing a solution u∗n+1 by un+1 = u
∗
n+1/|u∗n+1|, were already developed in the 80s and
90s, see e.g. [1, 2, 9]. A property of these approaches is that great care has to be taken
in order to ensure that the Dirichlet energy still decreases after the renormalization step.
Another method for one- and two-dimensional spheres was introduced in [6]. It relies
on polar coordinates, that is computations are done in the parameter domain and the
constraint is automatically satisfied by the parametrization.
Our approach
None of these numerical methods mimic the proof of existence of solutions to the harmonic map
heat flow presented by Hamilton in [16]. This is a bit surprising, since this proof is based on a
reformulation of the harmonic map heat flow, which seems to be advantageous for numerical
purposes. The idea of the proof is first to embed the target manifold into some Euclidean
space. Due to the Nash embedding theorem this is always possible if the co-dimension is
sufficiently high and the embedding can even be assumed to be isometric, which however is
not crucial here. In the non-isometric case, a Whitney embedding would also be sufficient.
In the second step, the harmonic map heat flow, which describes the evolution of a mapping
between two Riemannian manifolds, is reformulated as an evolution equation for a map with
values in the ambient space of the target manifold. By this means, the problem becomes
unconstrained. A different theoretical method, where the original problem is replaced by an
unconstrained problem, can be found in [7, 27]. There, the authors make use of a penalty
method and consider the corresponding limit. This approach, however, is totally different
from the work in [16] and will not play any role in this paper. We will follow the ideas of
Hamilton to develop numerical schemes for the computation of the harmonic map heat flow
and of harmonic maps.
For the sake of simplicity we first consider the harmonic map heat flow f : Γ× [0, T )→M
between two hypersurfaces Γ ⊂ Rn+1 andM⊂ Rn+1 of the same dimension. It can be written
in the following form
∂
∂t
f = ∆Γf +
n+1∑
α,β=1
(Hαβν) ◦ f∇Γfα · ∇Γfβ . (0.1)
Here, ∆Γ and ∇Γ denote the Laplace-Beltrami operator and respectively, the tangential gra-
dient on Γ. The vector field ν is supposed to be a unit normal field to M ⊂ Rn+1 and
H is the associated extended Weingarten map H = ∇Mν. Using the orthogonal projec-
tion a : NT → M onto the manifold M, which is well-defined in a tubular neighbourhood
NT ⊂ Rn+1 ofM, a possible extension of the harmonic map heat flow would be the following
problem: Find fex : Γ× [0, T )→ NT such that
∂
∂t
fex = ∆Γfex +
n+1∑
α,β=1
(Hαβν) ◦ a ◦ fex∇Γfαex · ∇Γfβex,
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with fex(·, 0) = f0(·) for some suitable initial data f0 : Γ → M. A solution to the harmonic
map heat flow (0.1) would clearly also satisfy this extended equation. However, the following
argument shows that this extension is not suitable for a numerical method. Let Γ and M be
the round unit sphere in Rn+1. Then the identity map is a harmonic map between Γ and M.
We now consider perturbations obtained by a uniform scaling of the identity map by a factor
of r(t) : [0, T )→ (0,∞). A short calculation shows that the extended harmonic map heat flow
leads to the following ODE
r′(t) = −nr(t) + nr(t)2.
A solution r(t) to this equation is monotonically increasing if r(0) > 1 and monotonically
decreasing if r(0) < 1. We therefore expect that a numerical solution to the above extension
would be unstable under small perturbations. This shows that an extension of the harmonic
map heat flow to a neighbourhood of the target manifold must be chosen very carefully.
However, as we will see below, there is a general method to find such a reformulation, which
in the end will lead to nice algorithms.
Related work
Unconstrained numerical schemes for the harmonic map heat flow or in this case, more gener-
ally, for the p-harmonic map heat flow were also introduced in the paper of Osher and Vese,
see [22]. For spherical target manifolds their idea is to consider the Dirichlet energy for the
map U = V/|V |, where V maps into the Euclidean space. Obviously, this energy is invariant
under scaling of V . They then derive the gradient flow, that is the evolution equations for
the components of V . After discretization they obtain a numerical scheme, which preserves
the property |V0| = 1 in time. In particular, no renormalization has to be applied. The origin
of this property is that the radial component of the variation of their new energy vanishes.
Although the motivation behind the work in [22] is similar to ours, their idea of getting rid
of the constraint is totally different from ours. In particular, we will obtain a non-degenerate
parabolic PDE-system. We are not aware of any previous publications, where the theoretical
idea to reformulate the harmonic map heat flow as an unconstrained problem by using totally
geodesic embeddings was used to develop numerical schemes.
Outline of the paper
In the next section, we introduce our notation and some basic results from differential geometry.
In Section 2, we proceed as follows. We first introduce the harmonic map heat flow and
respectively, the harmonic map equation between two (not necessarily embedded) Riemannian
manifolds. We then describe a method to construct a totally geodesic embedding of the target
manifold. Based on this construction, a suitable extension of the harmonic map heat flow
can be formulated, see Section 2.3. The case of the target manifold being a round sphere is
considered explicitly. In Section 2.4, the stability of the extended flow is discussed, and in
Section 2.5, a weak formulation of the extended flow is derived. We then recall the surface
finite element method in Section 3.1. Discretization of the weak formulation and the numerical
analysis of our novel schemes are discussed in Sections 3.2 and 3.3, respectively. Details
about the implementation are given in Section 4.1. In Section 4.2, we present some numerical
examples.
1 Notation and Preliminaries
Throughout the paper Γ andM will denote two smooth, not necessarily embedded manifolds.
The dimensions of Γ and M may differ if not otherwise stated. Γ and M are assumed to
be closed, that is compact and without boundary. Henceforward, we will make use of the
convention to sum over repeated indices. To keep notation simple yet concise Roman indices
will refer to the local coordinates of the smooth manifold Γ, whereas Greek indices will refer
to the local coordinates of the smooth manifold M – if not otherwise stated. The Christoffel
symbols, the gradient and the corresponding covariant derivative with respect to a Riemannian
metric m will be denoted by Γ(m)kij , gradm and ∇m. Partial derivatives in the parameter
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domain of a parametrization are denoted by ∂i, whereas the partial derivatives in the ambient
Euclidean space of an embedding are denoted by Dα, where we have used Greek indices to
refer to the Euclidean coordinates of the ambient space. The Laplacian with respect to m of
a twice-differentiable function f is defined by
(∆mf) ◦ C−1 = mij
(
∂i∂jF − Γ(m)kij∂kF
)
.
Here, C is a coordinate chart of the corresponding smooth manifold and F := f ◦ C−1 is the
local coordinate function for f defined on some parameter domain Ω. In the following, we will
use (Roman and Greek) capital letters for the local coordinate functions of functions defined on
a manifold if it is helpful. For a map f : (Γ,m)→ (M, g) between two Riemannian manifolds
(Γ,m) and (M, g) the map Laplacian is defined by
(C2 ◦ (∆m,gf) ◦ C−11 )α = mij
(
∂i∂jF
α − Γ(m)lij∂lFα + Γ(g)αβγ ◦ F ∂iF β∂jF γ
)
,
where C2 is a coordinate chart of M and C1 is a coordinate chart of Γ. Henceforward, we will
neglect the coordinate charts for the sake of simplicity. The Riemannian volume form of a
Riemannian manifold will be denoted by do.
The Euclidean scalar product is denoted by v ·w = ∑i viwi and the corresponding matrix
scalar product by A : B =
∑
i,j AijBij . The Euclidean norm is denoted by | · |. For an
orientable smooth closed embedded hypersurface S ⊂ Rn+1 we define the signed (Euclidean)
distance function d to S by
d(x) :=

inf
p∈M
|x− p| if x ∈ Rn+1 \ U,
− inf
p∈M
|x− p| else, (1.1)
where U ⊂ Rn+1 is a bounded domain with ∂U = S. For a smooth hypersurface S ⊂ Rn+1
(that means smooth as an embedding) the signed distance function is also smooth in some
neighbourhood of S and we have
|Dd(x)| = 1, and hence D2d(x)Dd(x) = 0, (1.2)
see for example [10]. The outward unit normal ν to S is defined by ν(x) := Dd(x) for x ∈ S
and the tangential projection is P := 1l − ν ⊗ ν. The tangential gradient of a differentiable
function f : S → R is ∇Sf := PDf˜ , where f˜ is a differentiable yet arbitrary extension of f
into a neighbourhood of S. It is easy to show that this definition only depends on the values
of f on S. In fact, the tangential gradient is given by the gradient gradmf if m is the metric
on S induced the Euclidean metric. The Laplace-Beltrami operator of a twice-differentiable
function f is ∆Sf := ∇S · ∇Sf . If m is the induced metric, then ∆Sf = ∆mf .
Proposition 1. Let (Γ,m) and (M, g) be two smooth Riemannian manifolds. Furthermore,
let φ :M→M be a smooth diffeomorphism. Then, the map Laplacian is invariant under φ,
that is
(dφ ◦ f)(∆m,gf) = ∆m,φ∗g(φ ◦ f)
Proof. In local coordinates, we compute
(∂αΦ
κ) ◦ F mij(∂i∂jFα − Γ(m)lij∂lFα + Γ(g)αβγ ◦ F ∂iF β∂jF γ)
= mij(∂i∂j(Φ ◦ F )κ − (∂β∂γΦκ) ◦ F ∂iF β∂jF γ
− Γ(m)lij∂l(Φ ◦ F )κ + (∂αΦκΓ(g)αβγ) ◦ F ∂iF β∂jF γ).
The claim then follows from the fact that
∂αΦ
κΓ(g)αβγ − ∂β∂γΦκ = (Γ(φ∗g)κιρ) ◦ Φ ∂βΦι∂γΦρ,
which can be seen by a straightforward calculation using the definition of the Christoffel
symbols and the definition of the push-forward metric gˆ := φ∗g, which means that
gαβ = gˆκι ◦ Φ ∂αΦκ∂βΦι.
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A map i :M→M is called an involution if i(i(p)) = p for all p ∈M.
Definition 1. Let (M, g) be a Riemannian submanifold of (N , G). The tensor II(·, ·) :
TM×TM→ NM on the tangent bundle TM with image in the normal bundle NM defined
by II(u,w) := ∇Guw −∇guw for u,w ∈ TM is called the shape tensor of M in N .
Definition 2. A Riemannian submanifold (M, g) of a Riemannian manifold (N , G) is called
totally geodesic if the shape tensor II = 0 of M in N vanishes.
That such a submanifold is called totally geodesic is motivated by the following result.
Proposition 2. A Riemannian submanifold (M, g) of a Riemannian manifold (N , G) is a
totally geodesic submanifold if and only if any geodesic on the submanifold (M, g) is also
geodesic on the Riemanian manifold (N , G).
Proof. See [21], Chapter 4, Proposition 13.
2 The extended harmonic map heat flow
2.1 Harmonic maps and the harmonic map heat flow
Definition 3. Let (Γ,m) and (M, g) be two smooth closed Riemannian manifolds. Further-
more, let f0 : Γ→M be a smooth map. A smooth solution f : Γ× [0, T )→M to the evolution
equation
ft = ∆m,gf with f(·, 0) = f0(·). (2.1)
is called a harmonic map heat flow.
Remark 1. The harmonic map heat flow is the L2-gradient flow for the Dirichlet energy
E(f) :=
1
2
∫
Γ
tracem(f
∗g) do.
Remark 2. Let (Γ,m) and (M, g) be two n-dimensional closed Riemannian manifolds which
are isometrically and smoothly embedded into Rn+1. Then f : Γ× [0, T )→M is a harmonic
map heat flow if and only if it solves (0.1).
Short-time existence and uniqueness of harmonic map heat flows were proved in [14]. It is
an interesting question whether the solution for the above flow exists for all times. In [14] an
affirmative answer was given for target manifolds (M, g) of negative Riemannian curvature.
Using this result, it is possible to establish existence of stationary solutions (in each homotopy
class of f0) by considering the limit t→∞ of the harmonic map heat flow.
Definition 4. Let (Γ,m) and (M, g) be two smooth closed Riemannian manifolds. A smooth
solution f : Γ→M to
∆m,gf = 0 (2.2)
is called a harmonic map.
In this paper, we aim to tackle the following problems.
Problem 1. Let (Γ,m) and (M, g) be two smooth closed Riemannian manifolds. Compute
an approximation to the harmonic map heat flow (2.1).
Problem 2. Let (Γ,m) and (M, g) be two smooth closed Riemannian manifolds. Compute
an approximation to a harmonic map f : (Γ,m)→ (M, g).
Our strategy to solve Problem 2 numerically is to consider the long-time behaviour of
solutions to Problem 1. This approach is closely related to the existence proof of harmonic
maps in [14] and was already used in the works of Bartels, see e.g. [3], who considers the
corresponding H1-gradient flow for stability reasons. The main difference between our work
and the results of Bartels are therefore the way how we solve Problem 1. Instead of computing
geometric flows, the works of Clarenz and Dziuk in [8] as well as of Steinhilber in [25] rely
on a Newton type method for a reformulated problem. Although Newton’s method usually
converges much faster, its convergence in general depends on a good initial guess.
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2.2 Construction of a totally geodesic embedding.
The construction of a totally geodesic embedding relies on the following result.
Theorem 1. Let (M, g) be a Riemannian submanifold of (N , G) and let i : N → N be an
isometry, such that M is a (path-)connected component of the fixed point set of i, that is of
{p ∈ N : i(p) = p}. Then M is totally geodesic.
Proof. See [20], Theorem 1.10.15.
An obvious non-trivial example for a totally geodesic submanifold is the k-sphere Sk =
{x ∈ Rn+1 : |x| = 1 and xk+2 = . . . xn+1 = 0} for 1 ≤ k ≤ n− 1 considered as a submanifold
of the standard n-sphere Sn = {x ∈ Rn+1 : |x| = 1} with Riemannian metric induced by the
Euclidean metric in Rn+1. This follows directly from the fact that Sk ⊂ Sn is the fixed point
set of the following isometry i : Sn → Sn with x 7→ (x1, . . . , xk+1,−xk+2, . . . ,−xn+1).
Henceforward, we will assume that the n-dimensional smooth manifold M is smoothly
embedded into RN for N large enough. From the strong Whitney theorem it follows that
this assumption is no restriction since such an embedding always exists for N = 2n. Please
note that, in general, it is not necessary to assume that this embedding is isometric. In
order to make the Riemannian manifold (M, g) a totally geodesic submanifold of some other
Riemannian manifold we need the following two ingredients
1. An extension of the Riemannian metric g on M ⊂ RN to a Riemannian metric G′ on
a suitable tubular neighbourhood NT such that (M, g) is a Riemannian submanifold of
(NT , G′).
2. An involution i : NT → NT on the tubular neighbourhood NT ofM such thatM is the
fixed point set of M.
We then define the Riemannian metric G on NT by
G := 12 (G
′ + i∗G′). (2.3)
SinceM is the fixed point set of i, we have G = G′ onM. By assumption, G therefore induces
the Riemannian metric g onM. Moreover, since i∗G = 12 (i∗G′+i∗(i∗G′)) = 12 (i∗G′+G′) = G,
the involution i is an isometry. Using Theorem 1, we can conclude that (M, g) is totally
geodesic submanifold of (NT , G). The idea of the above construction in the context of harmonic
maps on manifolds with boundary can be found in [16], Chapter IV.5. A detailed description
is also given in [19], Chapter 4.1. In the following, we describe how to find an involution
i satisfying the above condition in the most important case for applications, that is when
M ⊂ Rn+1 is an isometrically embedded hypersurface. We start by considering the special
case of M = Sn ⊂ Rn+1.
Example: The round unit sphere as a totally geodesic submanifold.
In order to demonstrate the practicability of the above construction, we now consider the
standard sphere Sn ⊂ Rn+1 with the metric induced by the Euclidean metric of the ambient
space. The Euclidean metric is then an extension of the metric g on M by construction.
The sphere inversion i : Rn+1 \ {0} → Rn+1 \ {0} with x 7→ x/|x|2 is an involution on the
neighbourhood NT := Rn+1 \ {0}. Its derivative is given by
Di(x) = 1|x|2
(
1l− 2 x|x| ⊗ x|x|
)
= 1|x|2 (1l− 2ν(x)⊗ ν(x)) ,
where ν(x) = x/|x| is the extension of the outward unit normal, which is constant in the
normal direction. We average the Euclidean metric under i like in (2.3) and obtain
G(x) = 12
(
1l +DiT (x)Di(x)
)
=
(
1
2 +
1
2|x|4
)
1l. (2.4)
We define ρ : Rn+1 \ {0} → R by ρ(x) := 12 + 12|x|4 and write G(x) = ρ(x)1l. Please note
that it is possible to alter ρ in such a way that we obtain a smooth Riemannian metric G on
the whole of Rn+1 without changing G in a neighbourhood of M. Then, (M, g) would be a
6
totally geodesic submanifold of (Rn+1, G). However, since this is only a technical step and
since we will, in fact, not use the values of the metric in a neighbourhood of the origin, we
here ignore this point for the sake of simplicity. For non-spherical target manifolds, it will not
be possible to use the sphere inversion as an involution. We will next show that there is a
simple alternative for the construction of an involution, which is based on the usage of Fermi
coordinates in a suitable neighbourhood of M.
Construction of an extension of the metric and of an involution
We now consider the case when the target manifold (M, g) is an orientable, n-dimensional,
smooth closed hypersurface in Rn+1, whose metric is induced by the Euclidean metric of the
ambient space. Such a target manifold (M, g) will not be a totally geodesic submanifold of
the ambient Euclidean space. We will therefore now construct a metric G on some tubular
neighbourhood NT ofM such that (M, g) is a totally geodesic submanifold of (NT , G). Since
g is induced by the Euclidean metric, we choose G′αβ = δαβ . In order to construct an involution
i with fixed point set M, we next choose a tubular neighbourhood NT of fixed width such
that for all x ∈ NT the decomposition x = a(x) + d(x)Dd(x) with a(x) ∈M is unique. Here,
d : NT → R denotes the signed distance function (1.1) toM⊂ Rn+1. On NT we then consider
the map i : NT → NT defined by
i(x) := x− 2d(x)Dd(x). (2.5)
Using the fact that |Dd| = 1 on NT , see (1.2), it is easy to see that M is the fixed point set
of i. Moreover, we have
i(i(x)) = x− 2d(x)Dd(x)− 2d(x− 2d(x)Dd(x))Dd(x− 2d(x)Dd(x))
= x− 2d(x)Dd(x)− 2(d(x)− 2d(x))Dd(x) = x,
where we have used the fact that d(x) is a linear function on the segment from x to x −
2d(x)Dd(x) and |Dd| = 1, see [10]. It follows that i is an involution on NT . The derivative of
i is given by
Di(x) = 1l− 2Dd(x)⊗Dd(x)− 2d(x)D2d(x).
Using (1.2), we obtain that
DiT (x)Di(x) = 1l− 4d(x)D2d(x) + 4d(x)2D2d(x)D2d(x).
The Riemannian metric G on NT defined in (2.3) is therefore given by
G(x) = 12
(
1l +DiT (x)Di(x)
)
= 1l− 2d(x)D2d(x) + 2d(x)2D2d(x)D2d(x). (2.6)
For example, for the standard n-sphere in Rn+1, the metric G based on the involution (2.5) is
given by
G(x) = 1l + 2|x|2 (1− |x|)
(
1l− x|x| ⊗ x|x|
)
.
If the target manifold is the standard sphere, we will only use the metric (2.4) based on
the sphere inversion in the following. So far, we have not treated the case when the target
manifold is a submanifold of higher co-dimensions and when the metric g is not induced by
the Euclidean metric of the ambient space. In the latter case, a starting point would be to use
an extension G′ of g like in [15] and generalized distance functions. We leave this problem for
future research.
2.3 Extension of the harmonic map flow based on totally geodesic
embeddings
Theorem 2. Let (M, g) be a totally geodesic submanifold of (N , G) and f : Γ →M ⊂ N a
C2-map defined on the Riemannian manifold (Γ,m) then
∆m,gf = ∆m,Gf.
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Proof. The proof follows the argumentation in [16]. Let dim Γ = d, dimM = n and dimN =
n+r. By the definition of a submanifold, we can choose coordinates {x1, . . . , xn, xn+1, . . . , xn+r}
of N around p ∈ M such that we locally have M = {q ∈ N : xn+1 = . . . = xn+r = 0}. Since
f : Γ→M, we have Fn+1 = . . . = Fn+r = 0 in these coordinates.
∆m,Gf =
n+r∑
α=1
d∑
i,j=1
mij
∂i∂jFα − d∑
l=1
Γ(m)lij∂lF
α +
n+r∑
β,γ=1
Γ(G)αβγ ◦ F ∂iF β∂jF γ
 ∂α
=
n+r∑
α=1
d∑
i,j=1
mij
∂i∂jFα − d∑
l=1
Γ(m)lij∂lF
α +
n∑
β,γ=1
Γ(G)αβγ ◦ F ∂iF β∂jF γ
 ∂α.
Since M is a totally geodesic submanifold of N , we conclude that
0 = II(u,w) ≡ ∇Guw −∇guw
=
n+r∑
α,β=1
Uβ
(
∂βW
α −
n+r∑
γ=1
Γ(G)αβγW
γ
)
∂α −
n∑
α,β=1
Uβ
(
∂βW
α −
n∑
γ=1
Γ(g)αβγW
γ
)
∂α
= −
n+r∑
α,β,γ=1
Γ(G)αβγU
βW γ∂α +
n∑
α,β,γ=1
Γ(g)αβγU
βW γ∂α
= −
n∑
α,β,γ=1
(
Γ(G)αβγ − Γ(g)αβγ
)
UβW γ∂α −
n+r∑
α=n+1
n∑
β,γ=1
Γ(G)αβγU
βW γ∂α
for all C1-vector fields u, v that are tangential to M, that is Un+1 = . . . = Un+r = 0 and
Wn+1 = . . . = Wn+r = 0. Hence,
Γ(G)αβγ = Γ(g)
α
βγ , ∀α, β, γ ∈ {1, . . . , n},
Γ(G)αβγ = 0, ∀β, γ ∈ {1, . . . , n} and α = n+ 1, . . . , n+ r.
We conclude that
∆m,Gf =
n∑
α=1
d∑
i,j=1
mij
∂i∂jFα − d∑
l=1
Γ(m)lij∂lF
α +
n∑
β,γ=1
Γ(G)αβγ ◦ F ∂iF β∂jF γ
 ∂α
=
n∑
α=1
d∑
i,j=1
mij
∂i∂jFα − d∑
l=1
Γ(m)lij∂lF
α +
n∑
β,γ=1
Γ(g)αβγ ◦ F ∂iF β∂jF γ
 ∂α
= ∆m,gf.
By the above result, it is clear that a solution to the harmonic map heat flow (2.1) also
solves the extended equation ft = ∆m,Gf . However, the most important application of the
above theorem is the following result, which gives a method to establish existence of solutions
to (2.1) by solving the extended equation.
Theorem 3. Let (Γ,m) and (M, g) be two smooth closed Riemannian manifolds. Suppose
that (M, g) is a totally geodesic submanifold of (N , G), and that i : N → N is an isometry
whose fixed point set is given by M. Furthermore, let f0 : Γ → M be a smooth map. Then
the solution to
ft = ∆m,Gf with f(·, 0) = f0(·) on Γ. (2.7)
solves the harmonic map heat flow (2.1).
Proof. The proof follows the argumentation in [16]. According to Theorem 2 we only have to
show that f maps onto the submanifold M as long as f exists. Since M is the fixed point
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set of i, we have i ◦ f0 = f0. Furthermore, the map i ◦ f solves equation (2.7) for initial data
i ◦ f(·, 0) = i ◦ f0(·) = f0(·). This can be seen as follows
(i ◦ f)t = (di ◦ f)(ft) = (di ◦ f)(∆m,Gf) = ∆m,i∗G(i ◦ f) = ∆m,G(i ◦ f),
where we have made use of Proposition 1 and the fact that i is an isometry. From the
uniqueness of solutions to (2.7), it then follows that i ◦ f = f . Hence, f must map onto the
fixed point set of i, which is M.
Remark 3. If M is embedded into RN , the manifold N can be chosen to be a tubular neigh-
bourhood of M. It is clear that for short times the solution to (2.7) remains in this neighbour-
hood. If we choose the maximal time interval for which the solution stays in the neighbourhood
and apply the above theorem, we immediately see by a contradiction argument that this maximal
time interval must be given by the maximal time of existence.
Existence of solutions to (2.1) can be proved by embedding the Riemannian manifold
into some Euclidean space and by solving the extended equation (2.7), where the isometry
i and the extended Riemannian metric G are constructed as in Section 2.2. The advantage
of this approach is that the extended problem is formulated for mappings with values in
some Euclidean space. This means that there are no constraints which have to be satisfied
a priori by the solution. Instead, the fact that the solution maps into the target manifold is
now a property of the solution which is due to a certain invariance of the elliptic operator.
Clearly, this observation is also interesting for numerics. Therefore, we here aim to compute an
approximation to the extended harmonic map heat flow instead of solving the original problem
(2.1).
Problem 3. Let (Γ,m) and (M, g) be two smooth closed Riemannian manifolds. Suppose
that (M, g) is a totally geodesic submanifold of (N , G), and that i : N → N is an isometry
whose fixed point set is given by M. Furthermore, let f0 : Γ → M be a smooth map. Then
find an approximation to the extended harmonic map heat flow (2.7).
Example: The extended harmonic map heat flow for a spherical target
manifold
In order to get a better feeling for the extended harmonic map heat flow, we now consider
the case when the target manifold M is the standard n-sphere in Rn+1 with metric induced
by the Euclidean metric of the ambient space. As we have seen above, the target manifold is
then a totally geodesic submanifold of Rn+1 \ {0} with Riemannian metric G(x) := ρ(x)1l as
in (2.4). In particular, the sphere inversion is an isometry of the metric G. The assumptions
in Theorem 3 are therefore satisfied. Next, we derive equation (2.7) explicitly for the standard
n-sphere. We first observe that DβGκι = Dβρ(x)δκι and Dβρ(x) = − 2xβ|x|6 . Hence, we obtain
for all γ = 1, . . . , n+ 1 that
fγt = ∆mf
γ +
1
1
2 +
1
2|f |4
n+1∑
β=1
(
−2f
β
|f |6m(gradmf
β , gradmf
γ) +
fγ
|f |6m(gradmf
β , gradmf
β)
)
,
where the Greek indices refer to the Euclidean coordinates of the ambient space. If we choose
(Γ,m) to be the standard n-sphere in Rn+1 too, we see that the map f : Γ→ Rn+1 \ {0} with
f(x, t) := r(t)x and r(0) > 0 is an extended harmonic map heat flow if r(t) satisfies the ODE
r′(t) = nr(t)
(
1− r(t)4
1 + r(t)4
)
,
from which we immediately conclude that the standard n-sphere is an attractor. We have
therefore found a good candidate for an extension of the harmonic map heat flow, which we
expect to be stable under small perturbations in the following sense: A map f with initial
values close to the target manifold has values close to target manifold as long as it exists. That
this is indeed true will be shown in the next section.
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2.4 Stability of the extended harmonic map heat flow
Let (Γ,m) and (M, g) be as in Theorem 3 and f : Γ × [0, T ) → (N , G) be a solution to the
extended harmonic map heat flow ft = ∆m,Gf . In this section we do not assume that the
initial map f(·, 0) maps intoM. Furthermore, let σ : N → R be an arbitrary smooth map on
N . We define
η := σ ◦ f.
For the time derivative we obtain
ηt = f
α
t Dασ ◦ f,
and the Laplacian is given by
∆mη = m
ij(∂i∂jη − Γ(m)kij∂kη)
= mij(∂i(Dασ ◦ f ∂jfα)− Γ(m)kijDασ ◦ f ∂kfα)
= mij(DβDασ ◦ f ∂ifβ∂jfα +Dασ ◦ f ∂i∂jfα − Γ(m)kijDασ ◦ f ∂kfα)
= mij∂if
β∂jf
α(DβDασ ◦ f − Γ(G)γβα ◦ f Dγσ ◦ f) + ∆m,GfαDασ ◦ f
= m(gradmf
β , gradmf
α)(∇Gα∇Gβ σ) ◦ f + ∆m,GfαDασ ◦ f,
where ∇Gα∇Gβ σ denotes the Hessian of σ with respect to the metric G. We conclude that η
satisfies the following reaction-diffusion equation
ηt −∆mη = −m(gradmfβ , gradmfα)(∇Gα∇Gβ σ) ◦ f.
Next, we apply this result to the case that the target manifold is the standard n-sphere.
Example: Stability of the extended harmonic map heat flow for a spherical
target manifold
Lemma 1. Let (Γ,m) be a smooth closed Riemannian manifold and (M, g) the standard
n-sphere in Rn+1 with extended metric G(x) = ρ(x)1l on Rn+1 \ {0}. Furthermore, let f :
Γ × [0, T ) → Rn+1 \ {0} be a solution to the extended harmonic map heat flow ft = ∆m,Gf .
Then, if ||f(·, 0)| − 1| ≤ δ on Γ for some δ ∈ [0, 1), we have ||f | − 1| ≤ δ on Γ× [0, T ).
Proof. We first consider the map σ : Rn+1 \ {0} → R with σ(x) = |x| − 1. Then the first and
second derivatives are Dασ(x) =
xα
|x| , and DαDβσ(x) =
1
|x|
(
δαβ − xα|x| xβ|x|
)
. For the Christoffel
symbols of the metric (2.4) we obtain Γ(G)γαβ(x) =
1
2ρ(x) (δγβDαρ(x)+δγαDβρ(x)−δαβDγρ(x))
with Dαρ(x) = − 2xα|x|6 . Hence, the Hessian of σ is given by
∇Gα∇Gβ σ(x) = DαDβσ(x)− Γ(G)γαβ(x)Dγσ(x)
= 1|x|
(
δαβ − xα|x| xβ|x|
)
− 12ρ(x)|x| (xβDαρ(x) + xαDβρ(x)− δαβxγDγρ(x))
= 1|x|
(
δαβ − xα|x| xβ|x|
)
+ 1ρ(x)|x|5
(
2xα|x|
xβ
|x| − δαβ
)
= 1|x|
(
δαβ
|x|4−1
|x|4+1 +
3−|x|4
1+|x|4
xα
|x|
xβ
|x|
)
= 1|x|(1+|x|4)
(
δαβ(1 + |x|)(1 + |x|2)σ(x) + (3− |x|4)Dασ(x)Dβσ(x)
)
.
The map η : Γ→ R with η := σ ◦ f = |f | − 1 therefore satisfies
ηt −∆mη + 3−|f |
4
|f |(1+|f |4)m(gradmη, gradmη) = −η (1+|f |)(1+|f |
2)
|f |(1+|f |4) m(gradmf
α, gradmf
α)︸ ︷︷ ︸
≥0
. (2.8)
Now, let ε ≥ 0 be the maximal time for which f maps into Rn+1 \ B(1−δ)/2(0). Since f is
continuous, ε has to be positive. From the maximum principle, see, for example, Theorem
3.1.1 in [28], it follows that |η| ≤ δ on [0, ε). From the maximality of ε we finally conclude
that ε = T .
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Stability of the extended flow for isometrically embedded target manifolds
The above result can be generalized to isometrically embedded target manifolds of co-dimension
one in Euclidean spaces. The crucial point in the proof of the following lemma is to use the
signed distance function, which has already been used in the definition of the metric G in
(2.6).
Lemma 2. Let (Γ,m) be a smooth closed Riemannian manifold andM⊂ Rn+1 an orientable,
smooth closed hypersurface in Rn+1. Let NT be a tubular neighbourhood of M of fixed width
such that the decomposition x = a(x) + d(x)Dd(x) with a(x) ∈ M is unique on NT . Further-
more, let G be the extended metric defined in (2.6). If f : Γ× [0, T )→ NT is a solution to the
flow ft = ∆m,Gf satisfying |d(f(·, 0))| ≤ δ on Γ, then |d(f)| ≤ δ on Γ× [0, T ).
Proof. Choosing σ = d, we obtain that
m(gradmf
α, gradmf
β)(∇Gα∇Gβ σ) ◦ f = m(gradmfα, gradmfβ) d ◦ f (DαDγdDβDγd) ◦ f,
see Lemma 7 in the Appendix for details. Hence, η := d ◦ f satisfies the equation
ηt −∆mη = −η m(gradmfα, gradmfβ) (DαDγdDβDγd) ◦ f︸ ︷︷ ︸
≥0
.
The claim then follows again from the maximum principle.
We leave the study of the stability of the extended flow for (not necessarily isometrically)
embedded target manifolds of higher co-dimensions for future research. The starting point for
the general case could be to consider generalized (non-Euclidean) distance functions.
2.5 Weak formulation of the extended harmonic map heat flow
In this subsection we derive a weak formulation of the extended flow (2.7) which is suitable
for a finite element discretization.
Lemma 3. Let (Γ,m) and (N , G) be two smooth Riemannian manifolds, where Γ is closed
and N ⊂ RN is some open subset of RN . Furthermore, let f : (Γ,m) × [0, T ) → (N , G) be a
solution to (2.7), then∫
Γ
G(f)(ft, ψ) do+
∫
Γ
Gαβ(f)m(gradmf
α, gradmψ
β) do
= − 12
∫
Γ
(DβGκι ◦ f)m(gradmfκ, gradmf ι)ψβ do
for all vector fields ψ ∈ H1,2(Γ,RN ) and all t ∈ (0, T ).
Proof. We test equation (2.7) with ψ using the Riemannian metric G on N and integrate on
Γ with respect to the metric m. This leads to∫
Γ
G(f)(ft, ψ) do =
∫
Γ
G(f)(∆m,Gf, ψ) do.
Let {ξl}l be a partition of unity subordinate to an atlas for Γ. We then consider the terms∫
Γ
G(f)(∆m,Gf, ψ)ξl do
=
∫
Ω
Gαβ(F )m
ij(∂i∂jF
α − Γ(m)kij∂kFα + Γ(G)ακι ◦ F ∂iFκ∂jF ι)ΨβΞl
√
mdθ
= −
∫
Ω
mij∂jF
α∂i(Gαβ(F )Ψ
βΞl)
√
mdθ +
∫
Ω
Gαβ(F )m
ijΓ(G)ακι ◦ F ∂iFκ∂jF ιΨβΞl
√
mdθ
= −
∫
Ω
Gαβ(F )m
ij∂jF
α∂i(Ψ
βΞl)
√
mdθ −
∫
Ω
mij∂jF
αDκGαβ ◦ F ∂iFκΨβΞl
√
mdθ
+
∫
Ω
Gαβ(F )m
ijΓ(G)ακι ◦ F ∂iFκ∂jF ιΨβΞl
√
mdθ
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= −
∫
Ω
Gαβ(F )m
ij∂jF
α∂i(Ψ
βΞl)
√
mdθ −
∫
Ω
mijDκGιβ ◦ F ∂iFκ∂jF ιΨβΞl
√
mdθ
+ 12
∫
Ω
mij(DκGβι +DιGκβ −DβGκι) ◦ F ∂iFκ∂jF ιΨβΞl
√
mdθ
= −
∫
Ω
Gαβ(F )m
ij∂jF
α∂i(Ψ
βΞl)
√
mdθ − 12
∫
Ω
mijDβGκι ◦ F ∂iFκ∂jF ιΨβΞl
√
mdθ,
where F : Ω → RN and Ξl : Ω → R are the local coordinate functions on Ω of the map
f : Γ → N and the function ξl : Γ → R. We rewrite the above result using the tangential
gradient with respect to m on Γ, that is∫
Γ
G(f)(∆m,Gf, ψ)ξl do = −
∫
Γ
Gαβ(f)m(gradmf
α, gradm(ψ
βξl)) do
− 12
∫
Γ
(DβGκι ◦ f)m(gradmfκ, gradmf ι)ψβξl do.
Summing up all terms from the partition of unity, we finaly obtain∫
Γ
G(f)(ft, ψ) do+
∫
Γ
Gαβ(f)m(gradmf
α, gradmψ
β) do
= − 12
∫
Γ
(DβGκι ◦ f)m(gradmfκ, gradmf ι)ψβ do.
Example: The weak formulation for the spherical target manifold
We return to the case whenM is the standard n-sphere in Rn+1 with extended metric G(x) =
ρ(x)1l defined in (2.4). Since DβGκι = Dβρ(x)δκι, the weak formulation of the extended
harmonic map heat flow on a d-dimensional closed hypersurface Γ ⊂ Rd+1 with metric induced
from the ambient space then is∫
Γ
ft · ψ ρ(f) do+
∫
Γ
∇Γf : ∇Γψ ρ(f) do = − 12
∫
Γ
Dρ(f) · ψ |∇Γf |2 do, ∀ψ ∈ H1(Γ,Rn+1).
Inserting Dρ(x) = −2 x|x|6 , we obtain∫
Γ
ft · ψ
(
1
2 +
1
2|f |4
)
do+
∫
Γ
∇Γf : ∇Γψ
(
1
2 +
1
2|f |4
)
do =
∫
Γ
f · ψ |∇Γf |2|f |6 do,
for all ψ ∈ H1(Γ,Rn+1).
3 Discretization
3.1 The surface finite element method
Throughout this section let Γ ⊂ Rd+1 be an orientable d-dimensional closed hypersurface of
class C3, for d ≤ 3. Γ is supposed to be approximated by a polyhedral hypersurface
Γh =
⋃
T∈T
T,
which is the union of d-dimensional, non-degenerate simplices T in T , whose vertices sit on Γ.
The triangulation T is supposed to be admissible, which means that either two simplices of
the triangulation have empty cross section or the cross section is a sub-simplex of both. The
maximal diameter of the simplices T ∈ T is denoted by h. We assume that the triangulation
is such that the inner radii of the simplices T are ≥ C1h, where C1 > 0 is some constant. The
tangential projection Ph = 1l− νh ⊗ νh and the tangential gradient ∇Γh on Γh can be defined
piecewise on each simplex T ∈ T . Note, however, that the unit normal νh is in general only
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well-defined up to multiplication by −1. We now assume that Γh is contained in a tubular
neighbourhood of Γ with the property that for each point x there is a unique point a(x) ∈ Γ
such that x = a(x) + d(x)Dd(x) holds. The restriction aΓh : Γh → Γ of the projection a to Γh
is supposed to be bijective. For a function f on Γh we define the lift f
l onto Γ by f l := f ◦a−1Γh .
The lift of a function f on Γ onto Γh is denoted by fl := f ◦aΓh . ν(x) := Dd(x) is the extension
of the outward unit normal to a neighbourhood of Γ, which is constant in the normal direction.
H(x) := D2d(x) is the corresponding extension of the shape operator H = ∇Γν on Γ. We set
P (x) := 1l− ν(x)⊗ ν(x) to be the extension of the tangential projection on Γ. In this section
a constant C(Γ, f) depending on quantities such as Γ and f might change from line to line.
The following statement gives detailed information about the quality of the approximation
of Γ by Γh.
Proposition 3 (Geometric estimates). Let d denote the oriented distance function to Γ, µh
the ratio between the volume forms on Γh and Γ, and let Rh := P (1l−dH)Ph(1l−dH)P . Then
the following estimates hold
‖d‖L∞(Γh) ≤ C(Γ)h2
‖1− µh‖L∞(Γh) ≤ C(Γ)h2
‖P −Rh‖L∞(Γh) ≤ C(Γ)h2
Proof. See [12, 17]. Note that our definition of µh is the inverse of the corresponding quantity
in those papers.
A direct consequence of this result is the following equivalence of norms.
Proposition 4 (Equivalence of norms). Let 1 ≤ p ≤ ∞. Then we have
1
C(Γ)‖f‖Lp(Γh) ≤ ‖f l‖Lp(Γ) ≤ C(Γ)‖f‖Lp(Γh) if f ∈ Lp(Γh),
1
C(Γ)‖∇Γhf‖Lp(Γh) ≤ ‖∇Γf l‖Lp(Γ) ≤ C(Γ)‖∇Γhf‖Lp(Γh) if f ∈W 1,p(T ) for all T ∈ T ,
‖(∇Γh)kf‖Lp(Γh) ≤ C(Γ)
k∑
j=1
‖(∇Γ)jf l‖Lp(Γ) if f ∈W k,p(T ) for all T ∈ T .
Proof. See [11, 12].
The finite element space Vh is defined as Vh := {ψ ∈ C0(Γh) : ψT is affine for all T ∈ T }.
On Γh the Lagrange interpolation operator Ih : C
0(Γh) → Vh is defined like in the flat space
and corresponding interpolation estimates hold. We define the lifted interpolation operator
I lh : C
0(Γ) → V lh := {ψlh : ψh ∈ Vh} by I lhf := (Ihfl)l and find the following interpolation
estimates
‖f − I lhf‖Lp ≤ C(Γ)h2‖f‖W 2,p (3.1)
‖∇Γ(f − I lhf)‖Lp ≤ C(Γ)h‖f‖W 2,p (3.2)
for all f ∈W 2,p(Γ), 2 ≤ p ≤ ∞, see [11].
3.2 The discrete problems
We divide the maximal interval [0, T ) of existence into time steps of length τ > 0 and write
fm(·) := f(·,mτ). We use the time discretization for a linearization of the problem and
propose the following scheme for the computation of the harmonic map heat flow into the
n-sphere Sn ⊂ Rn+1.
Algorithm 1. Let Γh ⊂ Rd+1 be a d-dimensional polyhedral hypersurface and f0h ∈ (Vh)n+1
with ||f0h | − 1| < δ on Γh for some δ ∈ (0, 1). For all m ∈ N0 with (m + 1)τ < T find
fm+1h ∈ (Vh)n+1 such that
1
τ
∫
Γh
(fm+1h − fmh ) · ψh
(
1
2 +
1
2|fmh |4
)
do+
∫
Γh
∇Γhfm+1h : ∇Γhψh
(
1
2 +
1
2|fmh |4
)
do
=
∫
Γh
fmh · ψh |∇Γhf
m
h |2
|fmh |6 do for all ψh ∈ (Vh)
n+1.
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Remark 4. The above algorithm would obviously break down if |fmh (p)| = 0 in some point
p ∈ Γh. However, due to the stability proved in Section 2.4 and the initial condition ||f0h |−1| <
δ, this should not happen. Otherwise, it would be allowed to modify the metric G defined in
(2.4) outside a neighbourhood of the target manifold, for example, by smoothly modifying the
function ρ(x) for |x| < 1/2. But since we never observed that |fmh | became critically small in
our experiments, a change of the metric G does not seem to be necessary from a practical point
of view.
Remark 5. An important application of Algorithm 1 is the following problem. Find fh ∈
(Vh)
n+1 with ||fh| − 1| < δ on Γh for some δ ∈ (0, 1) such that∫
Γh
∇Γhfh : ∇Γhψh
(
1
2 +
1
2|fh|4
)
do =
∫
Γh
fh · ψh |∇Γhfh|
2
|fh|6 do for all ψh ∈ (Vh)n+1. (3.3)
In order to compute an approximation to this problem, we solve the discrete flow in Algorithm
1 as long as
max
pj∈V
1
τ |fm+1h (pj)− fmh (pj)| > tol,
where V is the set of the mesh vertices of Γh and tol > 0 is some chosen threshold.
Remark 6. The idea for the general case is based on the discretization of the weak formulation
in Lemma 3. Assume we have found an appropriate way to discretize G ◦ f and the derivative
DG ◦ f , then solving the equation
1
τ
∫
Γh
Ghαβ(f
m
h )(f
α,m+1
h − fα,mh , ψβh) do+
∫
Γh
Ghαβ(f
m
h )∇Γhfα,m+1h · ∇Γhψβh do
= − 12
∫
Γh
(DβGκι)h(f
m
h )∇Γhfκ,mh · ∇Γhf ι,mh ψβh do for all ψh ∈ (Vh)n+1.
would lead to a numerical scheme for the computation of the harmonic map heat flow for non-
spherical target manifolds M ⊂ Rn+1. Possible choices are Gh(fmh ) := G(fmh ) or Gh(fmh ) :=
Ih(G(f
m
h )) and respectively, (DG)h(f
m
h ) := DG(f
m
h ) or (DG)h(f
m
h ) := Ih(DG(f
m
h )).
Since the numerical analysis of the general case is beyond the scope of this paper, we will
henceforward restrict to the case of spherical target manifolds.
3.3 Numerical analysis
The harmonic map heat flow is often considered in order to obtain a harmonic map. The
basic idea, which we also followed in this paper, see Remark 5, is to study the limit of the
flow as t tends to infinity. For a numerical scheme based on a discretization of the flow, this
means that two different kinds of limits are involved – one with respect to the discretization,
that is with respect to the mesh size h and the time step size τ , and the other with respect to
the evolving time t. Therefore, two different numerical analysis problems arise depending on
which limit is considered first. The study of h, τ ↘ 0 for a fixed time interval [0, t] leads to
the numerical analysis of the flow and relevant error estimates would typically depend on the
time interval [0, t]. It is usually unclear how to control these estimates as t tends to infinity.
On the other hand, letting t → ∞ first (whilst keeping h fixed) and h ↘ 0 afterwards leads
to the numerical analysis of the stationary problem. Although, in a numerical experiment
one actually never really reaches the limit of such a process, the experiment is usually better
described by the latter scenario, since in a typical experiment the mesh size h and time step
size τ is fixed (apart from changes due to adaptivity), while the computation is run as long
as the velocity is above a certain threshold. For this reason we will here study the numerical
analysis of the stationary problem and leave the numerical analysis of the flow open for further
research. For the stationary problem we face two different questions. First, does a sequence of
discrete solutions converge to a harmonic map as h ↘ 0 and secondly, is each harmonic map
approximated by a sequence of discrete solutions (recovery problem)? In this paper only the
latter problem will be discussed.
The numerical analysis in the following subsection is similar to the work in [25], where the
author proved the existence of a recovery sequence for a numerical scheme of the harmonic map
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equation. The main difference is that in [25] the constraints of the harmonic map equation
are formulated with the help of Lagrange multipliers which leads to a saddle point problem,
whereas we consider an unconstrained problem. We therefore do not have to check a Babusˇka-
Brezzi condition, which was a significant part of the proof in [25]. However, we will also make
use of a quantitative version of the Inverse Function Theorem, which in [13] was used for the
numerical analysis of the discrete Plateau problem. The proof of Lemma 8 is inspired by the
proof of Theorem 3.2 in [18], where a saddle point problem similar to that in [25] is studied.
3.3.1 The stationary case
The aim of this section is to prove that for every harmonic map f : Γ→ S1 ⊂ R2 there exists
a recovery sequence of discrete solutions to (3.3) that converges to f as h↘ 0. We first quote
the following quantitative version of the Inverse Function Theorem, see Lemma 5.1 in [13],
which lies at the heart of our analysis.
Lemma 4. Let X be an affine Banach space with Banach space Xˆ as tangent space, and let Y
be a Banach space. Suppose x0 ∈ X and F ∈ C1(X , Y ). Assume there are positive constants
α, β, δ and ε such that
‖F(x0)‖Y ≤ δ,
‖F ′(x0)−1‖L(Y,Xˆ) ≤ α−1,
‖F ′(x)−F ′(x0)‖L(Xˆ,Y ) ≤ β for all x ∈ Bε(x0),
where β < α and δ ≤ (α− β)ε. Then there exists a unique x∗ ∈ Bε(x0) such that F(x∗) = 0.
Now, the idea is to apply this theorem to the first variation of the discrete Dirichlet energy
Eh(fh) :=
1
2
∫
Γh
|∇Γhfh|2
(
1
2 +
1
2|fh|4
)
do,
where fh ∈ (Vh)n+1. For functions with fh(x) = 0 in some point x ∈ Γh there are ways to
change the energy Eh in a suitable way without any consequences for the statements below.
We fully ignore this problem here, since such functions do not occur in our analysis. We
define E′h(fh)(ψh) :=
d
dεEh(fh + εψh)
∣∣
ε=0
and E′′h(fh)(ψh, ψh) :=
d2
dε2Eh(fh + εψh)
∣∣
ε=0
for all
ψh ∈ (Vh)n+1. A short calculation shows that
E′h(fh)(ψh) =
∫
Γh
∇Γhfh : ∇Γhψh
(
1
2 +
1
2|fh|4
)
do−
∫
Γh
|∇Γhfh|2 fh·ψh|fh|6 do, (3.4)
E′′h(fh)(ψh, ψh) =
∫
Γh
|∇Γhψh|2
(
1
2 +
1
2|fh|4
)
do− 4
∫
Γh
∇Γhfh : ∇Γhψh fh·ψh|fh|6 do
−
∫
Γh
|∇Γhfh|2 |ψh|
2
|fh|6 do+ 6
∫
Γh
|∇Γhfh|2 [fh·ψh]
2
|fh|8 do. (3.5)
The first and second variations of the Dirichlet energy
E(f) =
1
2
∫
Γ
|∇Γf |2
(
1
2 +
1
2|f |4
)
do
for maps f : Γ→ Rn+1 \ {0} are given by
d
dε
E(f + εψ)
∣∣
ε=0
=
∫
Γ
∇Γf : ∇Γψ
(
1
2 +
1
2|f |4
)
do−
∫
Γ
|∇Γf |2 f ·ψ|f |6 do, (3.6)
d2
dε2
E(f + εψ)
∣∣
ε=0
=
∫
Γ
|∇Γψ|2
(
1
2 +
1
2|f |4
)
do− 4
∫
Γ
∇Γf : ∇Γψ f ·ψ|f |6 do−
∫
Γ
|∇Γf |2 |ψ|
2
|f |6 do
+ 6
∫
Γ
|∇Γf |2 [f ·ψ]
2
|f |8 do. (3.7)
Now, let n = 1 and f : Γ→ S1 ⊂ R2 be a harmonic map into the 1-sphere. Then we have
d2
dε2
E(f + εψ)
∣∣
ε=0
=
∫
Γ
|∇Γψ|2 − 4∇Γf : ∇Γψ (f · ψ)− |∇Γf |2 |ψ|2 + 6|∇Γf |2 [f · ψ]2 do.
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We define the bilinear form b : (H1(Γ))2 × (H1(Γ))2 → R by
b(ψ,ψ) :=
∫
Γ
|∇Γψ|2 − 4∇Γf : ∇Γψ (f · ψ)− |∇Γf |2 |ψ|2 + 6|∇Γf |2 [f · ψ]2 do (3.8)
and polarization. We decompose ψ as ψ = ψνf + ψτf
⊥ with (f⊥1 , f
⊥
2 ) := (−f2, f1), that is
ψν = ψ · f and ψτ = ψ · f⊥. We obtain
b(ψ,ψ) =
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 do+ 2
∫
Γ
|∇Γf |2ψ2ν do,
see Lemma 8 in the Appendix.
If E(f) = 0 then f is clearly constant. In this case, the lift fl is a solution to the discrete
problem and nothing has to be done. In the following we therefore assume that E(f) 6= 0,
that is
∫
Γ
|∇Γf |2 do 6= 0. We will now show that the bilinear form b restricted to the subspace
X :=
{
ψ ∈ (H1(Γ))2 :
∫
Γ
ψτ do = 0
}
of (H1(Γ))2 is continuous and coercive with respect to the usual ‖ · ‖H1-norm on Γ.
Lemma 5. Let f : Γ → S1 ⊂ R2 be a smooth harmonic map on the closed hypersurface
Γ ⊂ Rd+1. The bilinear form b : X ×X → R satisfies
b(ψ,ψ) ≤ C(Γ, f)‖ψ‖2H1 ∀ψ ∈ X,
b(ψ,ψ) ≥ λ(Γ, f)‖ψ‖2H1 ∀ψ ∈ X,
for some C(Γ, f), λ(Γ, f) > 0.
Proof. We have
b(ψ,ψ) =
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 do+ 2
∫
Γ
|∇Γf |2ψ2ν do
≤ ‖∇Γψν‖2L2 + ‖∇Γψτ‖2L2 + C(f)‖ψν‖2L2
≤ C(f)‖ψν‖2H1 + ‖ψτ‖2H1 .
Furthermore, it is easy to show that
1
C(f)‖ψ‖H1 ≤ ‖ψν‖H1 + ‖ψτ‖H1 ≤ C(f)‖ψ‖H1 .
This proves the continuity. The Poincare´ inequality gives
‖ψ‖H1 ≤ C(f)(‖ψν‖H1 + ‖ψτ‖H1)
≤ C(Γ, f)(‖ψν‖L2 + ‖∇Γψν‖L2 + ‖∇Γψτ‖L2),
where ψν :=
1
|Γ|
∫
Γ
ψν do is the mean value of ψν . Since we assume that
∫
Γ
|∇Γf |2 do 6= 0, it
follows that ‖ψν‖2L2 = C(Γ, f)
∫
Γ
|∇Γf |2(ψν)2 do. It therefore remains to show that there is
some constant C ≥ 0 such that∫
Γ
|∇Γf |2(ψν)2 do ≤ C
(
2
∫
Γ
|∇Γf |2ψ2ν do+
∫
Γ
|∇Γψν |2 do
)
.
If the statement was wrong, there would be a sequence uk ∈ H1(Γ) such that∫
Γ
|∇Γf |2(uk)2 do > k
(
2
∫
Γ
|∇Γf |2u2k do+
∫
Γ
|∇Γuk|2 do
)
.
Without loss of generality we can assume that the mean value uk of uk satisfies uk = 1 for all
k ∈ N. Hence,
2
∫
Γ
|∇Γf |2u2k do+
∫
Γ
|∇Γuk|2 do→ 0 for k →∞,
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and in particular,
‖uk − 1‖H1 = ‖uk − uk‖H1 ≤ C(Γ)‖∇Γuk‖L2 → 0 for k →∞.
That is uk → 1 in H1(Γ). This implies that
0 = lim
k→∞
∫
Γ
|∇Γf |2u2k do =
∫
Γ
|∇Γf |2 do 6= 0.
This is a contradiction and it finally follows that
‖ψ‖2H1 ≤ C(Γ, f)
(
2
∫
Γ
|∇Γf |2ψ2ν do+
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 do
)
= C(Γ, f)b(ψ,ψ).
Lemma 6. Let θd(h) := h
1−d/2 log h−1 if d ≥ 2 and θd(h) := 1 if d = 1. If h < 1, then the
following estimate holds
‖f lh‖L∞ ≤ Cθd(h)‖f lh‖H1 ,
for all f lh ∈ V lh on the d-dimensional hypersurface Γ ⊂ Rd+1.
Proof. For d ≥ 2 the claim follows from Lemma 1.4.9 in [3], the equivalence of norms in
Proposition 4 and the fact that we have assumed that the mesh Γh is quasi-uniform. For d = 1
the embedding of H1(Γ) into L∞(Γ) gives the result.
It is easy to see that for d ≤ 3 we have
lim
h↘0
h θd(h) = 0. (3.9)
We define the following finite element spaces
Xh :=
{
ψh ∈ (Vh)2 :
∫
Γ
(ψlh)τ do = 0
}
and X lh :=
{
ψlh : ψh ∈ Xh
} ⊂ X.
Proposition 5. Let h0 > 0 be sufficiently small and h ≤ h0. Furthermore, let f : Γ→ S1 ⊂ R2
be a smooth harmonic map on the closed hypersurface Γ ⊂ Rd+1, d ≤ 3. Then the following
estimates hold
|E′h(Ihfl)(ψh)| ≤ C(Γ, f, h0)h‖ψh‖H1 for all ψh ∈ (Vh)2, (3.10)
E′′h(Ihfl)(ψh, ψh) ≥ λ
∗
2 ‖ψh‖2H1 for all ψh ∈ Xh, (3.11)
and for ηh ∈ (Vh)2 with ‖ηh‖H1 ≤ min{ω0,λ
∗/4}
C(Γ,f,h0)θd(h)
we have
|(E′′h(Ihfl)− E′′h(Ihfl + ηh))(ψh, ψh)| ≤ λ
∗
4 ‖ψh‖2H1 for all ψh ∈ (Vh)2. (3.12)
Here, λ∗ := λC(Γ) with the coercivity constant λ from Lemma 5 and ω0 is the constant from
Lemma 10.
Proof. The first inequality directly follows from Lemma 9. For the second estimate we use
Lemmas 5 and 11 and obtain
E′′h(Ihfl)(ψh, ψh) ≥ E′′(f)(ψlh, ψlh)− |E′′(f)(ψlh, ψlh)− E′′h(Ihfl)(ψh, ψh)|
≥ b(ψlh, ψlh)− C(Γ, f, h0)h‖ψh‖2H1
≥ λ‖ψlh‖2H1 − C(Γ, f, h0)h‖ψh‖2H1
≥
(
λ
C(Γ) − C(Γ, f, h0)h
)
‖ψh‖2H1 .
If we choose h ≤ h0 for h0 sufficiently small the claim follows. For the last inequality we
observe that
‖ηh‖L∞ ≤ C(Γ)‖ηlh‖L∞ ≤ C(Γ)θd(h)‖ηlh‖H1 ≤ ω0.
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We can therefore apply Lemma 10. This yields
|(E′′h(Ihfl)− E′′h(Ihfl + ηh))(ψh, ψh)| ≤ C(f, h0)θd(h)‖ηh‖H1‖ψh‖2H1
4∑
k=0
θd(h)
k‖ηh‖kH1
≤ C(Γ, f, h0)θd(h)‖ηh‖H1‖ψh‖2H1
≤ λ∗4 ‖ψh‖2H1 .
Theorem 4. Let d ≤ 3. Furthermore, let h0 > 0 be sufficiently small and h ≤ h0. Then for
every smooth harmonic map f : Γ→ S1 ⊂ R2 on the closed hypersurface Γ ⊂ Rd+1 there exists
fh ∈ (Vh)2 with
∫
Γ
(f lh)τ do =
∫
Γ
(I lhf)τ do such that∫
Γh
∇Γhfh : ∇Γhψh
(
1
2 +
1
2|fh|4
)
do =
∫
Γh
fh · ψh |∇Γhfh|
2
|fh|6 do (3.13)
for all ψh ∈ (Vh)2, and
‖f − f lh‖H1 ≤ C(Γ, f, h0)h.
Moreover, fh ∈ (Vh)2 is the unique stationary point for Eh(fh) = 12
∫
Γh
|∇Γhfh|2
(
1
2 +
1
2|fh|4
)
do
which satisfies the two conditions
∫
Γ
(f lh)τ do =
∫
Γ
(I lhf)τ do and
‖f − f lh‖H1 ≤ C˜(Γ, f, h0)
1
θd(h)
.
Proof. We set X := {ψh ∈ (Vh)2 :
∫
Γ
(ψlh)τ do =
∫
Γ
(I lhf)τ do} and define Y to be the dual space
of Xh, that is Y := X
∗
h. The tangent space Xˆ of X is given by Xˆ = Xh. On X and Xˆ we use
the norm ‖·‖Xh := ‖·‖H1 and on Y the corresponding dual norm ‖·‖Y := ‖·‖∗ := ‖·‖L(Xh,R).
Since X , Xˆ and Y are finite-dimensional, they are also (affine) Banach spaces. The map
F : X → Y is defined by F(x) := E′h(x). We now choose x0 := Ihfl, δ := C(Γ, f, h0)h, α = λ
∗
2
as well as β := λ
∗
4 with λ
∗ from the above proposition. The first condition in Lemma 4, that is
‖F(x0)‖Y < δ or respectively, ‖E′h(Iffl)‖∗ ≤ C(Γ, f, h0)h, is then satisfied because of (3.10).
We next observe that
‖F ′(x0)−1‖L(Y,Xˆ) ≤
(
inf
x∈Xˆ
‖F ′(x0)(x)‖Y
‖x‖Xˆ
)−1
=
(
inf
ψh∈Xh
‖F ′(Ihfl)(ψh)‖∗
‖ψh‖H1
)−1
.
Note that F ′(x0) ∈ L(Xˆ, Y ) = L(Xˆ, L(Xˆ,R)) and E′′h(x0) ∈ L(Xˆ × Xˆ,R). With the identifi-
cation F ′(x0)(ψh)(φh) = E′′h(x0)(ψh, φh), we obtain
‖F ′(Ihfl)(ψh)‖∗
‖ψh‖H1 ≥
|F ′(Ihfl)(ψh)(ψh)|
‖ψ‖2H1
=
|E′′h(Ihfl)(ψh, ψh)|
‖ψ‖2H1
≥ λ
∗
2
,
where we used (3.11) in the last step. Hence, ‖F ′(x0)−1‖L(Y,Xˆ) ≤ (λ
∗
2 )
−1 = α−1. Furthermore,
the above identification gives
‖F ′(x0 + ηh)−F ′(x0)‖L(Xˆ,Y ) = sup
ψh∈Xh
sup
φh∈Xh
|(E′′h(Ihfl + ηh)− E′′h(Ihfl))(ψh, φh)|
‖ψh‖H1‖φh‖H1
= sup
ψh∈Xh
sup
φh∈Xh
1
4
∣∣∣(E′′h(Ihfl + ηh)− E′′h(Ihfl))( ψh‖ψh‖H1 + φh‖φh‖H1 , ψh‖ψh‖H1 + φh‖φh‖H1 )
−(E′′h(Ihfl + ηh)− E′′h(Ihfl))( ψh‖ψh‖H1 −
φh
‖φh‖H1 ,
ψh
‖ψh‖H1 −
φh
‖φh‖H1 )
∣∣∣ ,
where we have used polarization in the second step. Applying (3.12) leads to
‖F ′(x0 + ηh)−F ′(x0)‖L(Xˆ,Y )
≤ sup
ψh∈Xh
sup
φh∈Xh
1
4
(
λ∗
4 ‖ ψh‖ψh‖H1 +
φh
‖φh‖H1 ‖
2
H1 +
λ∗
4 ‖ ψh‖ψh‖H1 −
φh
‖φh‖H1 ‖
2
H1
)
= λ
∗
4 = β,
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if ηh ∈ Xh satisfies ‖ηh‖H1 ≤ min{ω0,λ
∗/4}
C(Γ,f,h0)θd(h)
. Obviously, we have β < α and the condition
δ < (α − β)ε in Lemma 4 leads to the condition C(Γ, f, h0)h ≤ λ∗4 ε. In order to apply the
Inverse Function Theorem in Lemma 4, we therefore have to choose ε > 0 such that
ε ≤ min{ω0,λ∗/4}C(Γ,f,h0)θd(h) and C(Γ, f, h0)h ≤ λ
∗
4 ε.
We set ε := 4C(Γ,f,h0)λ∗ h, which obviously satisfies the second condition. The first condition
follows from (3.9). We conclude that there exists a fh ∈ X with ‖Ihfl − fh‖H1 ≤ ε =
C(Γ, f, h0)h such that (3.13) holds for all ψh ∈ Xˆ = Xh. Using the interpolation estimates
(3.1) and (3.2) as well as the equivalence of norms in Proposition 4, we obtain ‖f − f lh‖H1 ≤
C(Γ, f, h0)h.
By choosing ε = min{ω0,λ
∗/4}
C(Γ,f,h0)θd(h)
, which satisfies both conditions because of (3.9), we see that
the above solution fh is the unique point in X satisfying (3.13) and
‖Ihf − fh‖H1 ≤ C˜(Γ, f, h0) 1
θd(h)
, or respectively, ‖f − f lh‖H1 ≤ C˜(Γ, f, h0)
1
θd(h)
.
It remains to show that (3.13) holds for all ψh ∈ (Vh)2 if it holds for all ψh ∈ Xh. Let
ϕ˜h ∈ (Vh)2 be such that
∫
Γ
(ϕ˜lh)τ do 6= 0, then for dimensional reasons it holds that
(Vh)
2 = Xh ⊕ span{ϕ˜h}.
For f⊥h ∈ (Vh)2 with (f⊥h1, f⊥h2) = (−fh2, fh1) we have
|
∫
Γ
(f⊥lh )τ do| ≥
∫
Γ
|f⊥|2 do− |
∫
Γ
(f⊥lh − f⊥) · f⊥ do|
≥ |Γ| − |Γ|1/2‖f − f lh‖L2
≥ |Γ| − |Γ|1/2C(Γ, f, h0)h > 0
for h0 sufficiently small. We can therefore choose ϕ˜h = f
⊥
h , that is (Vh)
2 = Xh ⊕ span{f⊥h }.
Since fh · f⊥h = 0 and ∇Γhfh : ∇Γhf⊥h = 0, equation (3.13) also holds for ψh = f⊥h . This
implies that (3.13) is true for all ψh ∈ (Vh)2.
4 Numerical results
4.1 Implementation
In order to apply Algorithm 1, we have to solve a linear system of equations. Let φi for i =
1, . . . , NV denote the Lagrange basis functions corresponding to the i-th vertex of the polyhe-
dral hypersurface Γh. Furthermore, let {e1, . . . , en+1} be the canonical basis of Rn+1. The com-
ponents of fm+1h with respect to {φieα} are denoted by f iα, that is fm+1h =
∑NV
i=1
∑n+1
α=1 f
iαφieα.
In the m-th time step one then has to solve the system
NV∑
j=1
n+1∑
β=1
(
1
τMijαβ + Sijαβ
)
f jβ = biα, (4.1)
for all i = 1, . . . , NV and α = 1, . . . , n+ 1, where
Mijαβ := δαβ
∫
Γh
φiφj
(
1
2 +
1
2|fmh |4
)
do,
Sijαβ := δαβ
∫
Γh
∇Γhφi · ∇Γhφj
(
1
2 +
1
2|fmh |4
)
do,
biα :=
NV∑
j=1
n+1∑
β=1
(
1
τMijαβ + δαβ
∫
Γh
φiφj
|∇Γhfmh |2
|fmh |6 do
)
f jβold,
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Figure 1: Computation of the harmonic map heat flow fmh : Γh → R3 into the two-dimensional sphere.
The left picture shows the polyhedral surface Γh for n = 5 global refinements. The pictures in the middle
and on the right show the image fmh (Γh) for time t = 0 and t ≈ 1.9, respectively. See Experiment 1 for
further details.
and fmh =
∑NV
i=1
∑n+1
α=1 f
iα
oldφieα. Note that the integrands in the above integrals are not
constant on each simplex. For this reason a quadrature rule which is exact for a sufficiently
high polynomial degree, see [26] Section 1.4.6, should be employed. In our tests, a quadrature
rule exact for polynomials of degree five or less seemed to be sufficient. The implementation
of Algorithm 1 is straightforward, since only the two weights
(
1
2 +
1
2|fmh |4
)
and
|∇Γhfmh |2
|fmh |6 have
to be included in the assemblage of the usual mass and stiff matrices. The linear system (4.1)
can be solved by a conjugate gradient method. The following numerical experiments were
performed within the Finite Element Toolbox ALBERTA, see [26].
4.2 Numerical examples
Experiment 1
We compute a triangulation of the unit sphere by n = 4, 5, 6 global refinements of an octahe-
dron. In each refinement step all simplices are bisected twice. f0h is then initialised as a linear
interpolation of the identity map on the unit sphere. After that, the unit sphere is deformed
by applying the map S2 3 (x1, x2, x3) 7→ (x1, α(x1)x2, α(x1)x2) with α(x1) = 0.6x21 + 0.4.
This leads to the polyhedral surface Γh, see left picture in Figure 1. Since the values of f
0
h
have not been changed, f0h is now a map from Γh into the unit sphere. We choose the time
step size τ = 0.001 and compute the harmonic map heat flow by Algorithm 1. As a stopping
criterion we use
Stop if: max
pj∈V
1
τ |fm+1h (pj)− fmh (pj)| ≤ 10−5,
where V is the set of the mesh vertices of Γh. The experimental results are presented in Figures
1 and 2. We have studied the behaviour of the maximal distance
max
pj∈V
||fmh (pj)| − 1|.
We observe that this quantity remains bounded in time, although it is not zero for t > 0. We
emphasize that one cannot expect the maximal distance to be zero for two reasons. First, in
our approach the mesh vertices are not distinguished from any other points on the surface
and second, a piecewise linear surface cannot lie entirely in the unit sphere. The important
outcome of this experiment is that the maximal distance to the unit sphere remains bounded in
time and that it decreases when the mesh size h is reduced by global refinements, see Figure 2.
Experiment 2
In this experiment we study the behaviour of Algorithm 1 in the case that the initial map f0h
does not map into the unit sphere. This is of course against the way how one should normally
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Figure 2: The picture shows the maximal distance of the image fmh (pj) to the unit sphere, that is
maxpj∈V ||fmh (pj)| − 1|, for different global mesh refinements n. See Experiment 1 for further details.
Figure 3: The pictures on the left and in the middle show the image f0h(Γh) at time t = 0. Γh is shown
in Fig. 1. The initial map f0h does not map into the unit sphere. The maximal distance of f
0
h(pj) to the
unit sphere at time t = 0 is 0.5, see Fig. 4. The right pictures shows the image fmh (Γh) at time t ≈ 2.8.
At that time, fmh maps approximately into the unit sphere. See Experiment 2 for further details.
use our numerical scheme. In a standard application of the scheme, one would try to find
an initial map f0h which approximates the target manifold in the best possible way. Here, we
do the opposite to demonstrate the performance of our algorithm. We therefore compose our
original map f0h from the Experiment 1 with the map (y1, y2, y3) 7→ β(y1, y3)(y1, y2, y3), where
β(y1, y3) = 0.5 + y
2
1y
2
3 . The image f
0
h(Γh) of our new initial map f
0
h is shown in Figure 3.
The maximal distance of the map f0h to the target manifold is 0.5. In Figure 4, this maximal
distance decays rapidly (exponentially) in time. This behaviour can be understood from
equation (2.8), which says that the distance to the target manifold decreases monotonically
(in the continuous case). In particular, it strictly decreases as long as the gradient of f is not
zero. At time t ≈ 2.8, fmh therefore maps approximately into the unit sphere, see right picture
in Figure 3.
Experiment 3
In the last experiment, we change the surface Γh by deforming the unit sphere according to
S2 3 (x1, x2, x3) 7→ (x1, α(x1)x2, α(x1)x2) with α(x1) = 0.75x21 + 0.25, see Experiment 1
for details. The initial map f0h maps the mesh vertices pj ∈ Γh into the unit sphere like in
Experiment 1. The result is presented in Figure 5.
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Figure 4: Time development of the maximal distance maxpj∈V ||fmh (pj)|−1| under Algorithm 1. The initial
map f0h is visualized in Fig. 3. The distance to the unit sphere tends to zero rapidly and f
m
h approximately
maps into the unit sphere after some time. See Experiment 2 for further details.
Figure 5: Computation of the harmonic map heat flow fmh : Γh → R3 into the two-dimensional sphere.
The left picture shows the polyhedral hypersurface Γh for n = 5 global refinements. The initial map f
0
h
was chosen like in Experiment 1. The picture on the right shows the image fmh (Γh) at time t ≈ 2.6. See
Experiment 3 for further details.
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Appendix
Lemma 7. Let (Γ,m) be a smooth closed Riemannian manifold and M⊂ Rn+1 an orientable
smooth closed hypersurface in Rn+1. Let NT be a tubular neighbourhood of M of fixed width
such that the decomposition x = a(x) + d(x)Dd(x) with a(x) ∈ M is unique on NT . Further-
more, let G be the extended metric defined in (2.6). Finally, let f : Γ→ NT be a differentiable
map. Then the following identity holds
m(gradmf
α, gradmf
β)(∇Gα∇Gβ d) ◦ f = m(gradmfα, gradmfβ) d ◦ f (DαDρdDβDρd) ◦ f.
Proof. From (1.2) and (2.6) it follows that
G(x)Dd(x) = Dd(x), and hence, Dd(x) = G−1(x)Dd(x)
We then compute by using (1.2) and (2.6) again that
mij∂if
α∂jf
β(∇Gα∇Gβ d) ◦ f = mij∂ifα∂jfβ
[
DαDβd− Γ(G)γαβDγd
]
◦ f
= mij∂if
α∂jf
β
[
DαDβd− 12Gγκ (DβGακ +DαGβκ −DκGαβ)Dγd
] ◦ f
= mij∂if
α∂jf
β
[
DαDβd−DγdDβGαγ + 12DγdDγGαβ
] ◦ f
= mij∂if
α∂jf
β
[
DαDβd+DγdDβ
(
2dDαDγd− 2d2DαDρdDγDρd
)
+DγdDγ
(−dDαDβd+ d2DαDρdDβDρd)] ◦ f
= mij∂if
α∂jf
β
[
DαDβd+Dγd
(
2dDαDβDγd− 2d2DαDρdDβDγDρd
)
+Dγd
(−DγdDαDβd− dDαDβDγd+ 2dDγdDαDρdDβDρd+ 2d2DγDαDρdDβDρd)] ◦ f
= mij∂if
α∂jf
β
[
DαDβd+ 2dDγdDαDβDγd− 2d2DγdDαDρdDβDγDρd
−DαDβd− dDγdDαDβDγd+ 2dDαDρdDβDρd+ 2d2DγdDβDρdDγDαDρd
] ◦ f
= mij∂if
α∂jf
β [dDγdDαDβDγd+ 2dDαDρdDβDρd] ◦ f.
Differentiating DγdDβDγd = 0 with respect to the α-component gives
DαDγdDβDγd = −DγdDαDβDγd,
and hence,
mij∂if
α∂jf
β(∇Gα∇Gβ d) ◦ f = mij∂ifα∂jfβ d ◦ f (DαDρdDβDρd) ◦ f.
Lemma 8. Let b : (H1(Γ))2 × (H1(Γ))2 → R be defined as in (3.8), where f : Γ → S1 ⊂ R2
is a smooth harmonic map on the closed hypersurface Γ ⊂ Rd+1, then
b(ψ,ψ) =
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 do+ 2
∫
Γ
|∇Γf |2ψ2ν do
for all ψ ∈ (H1(Γ))2.
Proof. We plugin the decomposition ψ = ψνf + ψτf
⊥ into (3.8) and obtain
b(ψ,ψ) =
∫
Γ
Dα
(
ψνfβ + ψτf
⊥
β
)
Dα
(
ψνfβ + ψτf
⊥
β
)− 4DαfβDα (ψνfβ + ψτf⊥β )ψν do
−
∫
Γ
|∇Γf |2
(|ψν |2 + |ψτ |2)− 6|∇Γf |2|ψν |2 do
=
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 + 2ψτDαψνfβDαf⊥β do
− 2
∫
Γ
ψνDαψτf
⊥
β Dαfβ + ψνψτDαf
⊥
β Dαfβ − |∇Γf |2|ψν |2 do.
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From the definition of f⊥ we have f · f⊥ = 0 and ∇Γf : ∇Γf⊥ = 0 as well as f · Dαf⊥ =
−f⊥ ·Dαf . This yields
b(ψ,ψ) =
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 − 2 (ψνDαψτ +Dαψνψτ ) f⊥β Dαfβ + 2|∇Γf |2|ψν |2 do.
Integration by parts gives
b(ψ,ψ) =
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 − 2Dα(ψνψτ )f⊥β Dαfβ + 2|∇Γf |2|ψν |2 do
=
∫
Γ
|∇Γψν |2 + |∇Γψτ |2 + 2ψνψτDα(f⊥β Dαfβ) + 2|∇Γf |2|ψν |2 do.
Furthermore, we have
Dα(f
⊥
β Dαfβ) = Dαf
⊥
β Dαfβ + f
⊥
β ∆Γfβ = f
⊥
β ∆Γfβ .
Since f is supposed to be a harmonic map into the 1-sphere, it holds that
∆Γfβ = −|∇Γf |2fβ .
Therefore, Dα(f
⊥
β Dαfβ) = 0. This proves the claim.
Lemma 9. Let h0 > 0 be sufficiently small and h ≤ h0. For a smooth harmonic map
f : Γ→ Sn ⊂ Rn+1 on the closed hypersurface Γ ⊂ Rd+1, d ≤ 3, the following estimate holds
|E′h(Ihfl)(ψh)| ≤ C(Γ, f, h0)h‖ψh‖H1 for all ψh ∈ (Vh)n+1.
Proof. Since f is a harmonic map, we have E′(f)(ψlh) = 0, and hence,
|E′h(Ihfl)(ψh)| = |E′h(Ihfl)(ψh)− E′(f)(ψlh)|
≤ |
∫
Γh
∇ΓhIhfl : ∇Γhψh
(
1
2 +
1
2|Ihfl|4
)
do−
∫
Γ
∇Γf : ∇Γψlh
(
1
2 +
1
2|f |4
)
do |
+ |
∫
Γh
|∇ΓhIhfl|2 Ihfl·ψh|Ihfl|6 do−
∫
Γ
|∇Γf |2 f ·ψ
l
h
|f |6 do |
=: A+B.
We first recall the following result from [12]
(∇Γhψh : ∇Γhφh)l = Rlh∇Γψlh : ∇Γφlh, (4.2)
with Rh = P (1l − dH)Ph(1l − dH)P . Using the geometric estimates from Proposition 3 and
the fact that |f | = 1, we obtain that
A ≤ |
∫
Γ
Rlh∇ΓI lhf : ∇Γψlh
(
1
2 +
1
2|Ilhf |4
)
µlh do−
∫
Γ
∇Γf : ∇Γψlh
(
1
2 +
1
2|f |4
)
do |
≤ ‖P −Rlh‖L∞‖∇Γf‖L2‖∇Γψlh‖L2 + ‖µlh − 1‖L∞‖Rlh‖L∞‖∇Γf‖L2‖∇Γψlh‖L2
+ ‖Rlh‖L∞‖µlh‖L∞‖∇Γ(I lhf − f)‖L2‖∇Γψlh‖L2
+ 12‖Rlh‖L∞‖µlh‖L∞‖∇ΓI lhf‖L2‖∇Γψlh‖L2‖1/|I lhf |4 − 1/|f |4‖L∞
≤ C(Γ, f, h0)h‖∇Γψlh‖L2 + C(Γ, f, h0)‖∇Γψlh‖L2‖f − I lhf‖L∞ ≤ C(Γ, f, h0)h‖∇Γψlh‖L2 ,
where we have also used that the map Rn+1 \ {0} 3 x 7→ 1/|x|4 is locally Lipschitz – more
precisely, it is Lipschitz on Rn+1 \BR(0) for every R > 0. Note that |1−|I lhf || = ||f |−|I lhf || ≤
‖f − I lhf‖L∞ ≤ Ch2. In particular, I lhf(p) and f(p) are contained in Rn+1 \BR(0) for R > 0
sufficiently small. Furthermore, we made use of ‖∇ΓI lhf‖L∞ ≤ ‖∇Γf‖L∞ + Ch2 ≤ C(f, h0).
We treat the second term in the same way,
B = |
∫
Γ
Rlh∇ΓI lhf : ∇ΓI lhf I
l
hf ·ψlh
|Ilhf |6
µlh do−
∫
Γ
∇Γf : ∇Γf f ·ψ
l
h
|f |6 do |
= ‖P −Rlh‖L∞‖∇Γf‖2L4‖ψlh‖L2 + ‖µlh − 1‖L∞‖Rlh‖L∞‖∇Γf‖2L4‖ψlh‖L2
+ ‖µlh‖L∞‖Rlh‖L∞(‖∇Γf‖L∞ + ‖∇ΓI lhf‖L∞)‖∇Γ(f − I lhf)‖L2‖ψlh‖L2
+ ‖µlh‖L∞‖Rlh‖L∞‖∇ΓI lhf‖2L4‖I lhf/|I lhf |6 − f/|f |6‖L∞‖ψlh‖L2
≤ C(Γ, f, h0)h‖ψlh‖L2 + C(Γ, f, h0)‖f − I lhf‖L∞‖ψlh‖L2 ≤ C(Γ, f, h0)h‖ψlh‖L2 ,
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where we have used that Rn+1 \ {0} 3 x 7→ x/|x|6 is locally Lipschitz. Using the equivalence
of norms in Proposition 4 the claim follows.
Lemma 10. Let h0 > 0 be sufficiently small and h ≤ h0. Then for a C2-map f : Γ → Sn ⊂
Rn+1 on the closed hypersurface Γ ⊂ Rd+1, d ≤ 3, it holds that
|(E′′h(Ihfl)− E′′h(Ihfl + ηh))(ψh, ψh)| ≤ C(f, h0)θd(h)‖ηh‖H1‖ψh‖2H1
4∑
k=0
θd(h)
k‖ηh‖kH1 ,
for all ηh, ψh ∈ (Vh)n+1 with ‖ηh‖L∞ ≤ ω0 for some constant ω0 = ω0(f, h0) > 0.
Proof. Using (3.5), we obtain that
|(E′′h(Ihfl)− E′′h(Ihfl + ηh))(ψh, ψh)| ≤
∫
Γh
|∇Γhψh|2
∣∣∣ 12|Ihfl|4 − 12|Ihfl+ηh|4 ∣∣∣ do
+ 4
∫
Γh
∣∣∣∇ΓhIhfl : ∇Γhψh Ihfl·ψh|Ihfl|6 −∇Γh(Ihfl + ηh) : ∇Γhψh (Ihfl+ηh)·ψh|Ihfl+ηh|6 ∣∣∣ do
+
∫
Γh
∣∣∣|∇ΓhIhfl|2 |ψh|2|Ihfl|6 − |∇Γh(Ihfl + ηh)|2 |ψh|2|Ihfl+ηh|6 ∣∣∣ do
+ 6
∫
Γh
∣∣∣|∇ΓhIhfl|2 [Ihfl·ψh]2|Ihfl|8 − |∇Γh(Ihfl + ηh)|2 [(Ihfl+ηh)·ψh]2|Ihfl+ηh|8 ∣∣∣ do
=: T1 + T2 + T3 + T4.
For the first term the local Lipschitz continuity of Rn+1 \ {0} 3 x 7→ 1/|x|4 gives
T1 ≤ 12‖ 1|Ihfl|4 − 1|Ihfl+ηh|4 ‖L∞‖∇Γhψh‖2L2 ≤ C(f, h0)‖ηh‖L∞‖∇Γhψh‖2L2
≤ C(f, h0)θd(h)‖ηh‖H1‖∇Γhψh‖2L2 ,
where we have made use of Lemma 6 and the fact that (Ihfl+ηh)(p) ∈ Rn+1 \BR(0) for some
R > 0 if ω0 is sufficiently small. Similarly, we obtain
T2 ≤ 4
∫
Γh
∣∣∣∇Γhηh : ∇Γhψh Ihfl·ψh|Ihfl|6 ∣∣∣+ ∣∣∣∇Γh(Ihfl + ηh) : ∇Γhψh ( Ihfl|Ihfl|6 − Ihfl+ηh|Ihfl+ηh|6) · ψh∣∣∣ do
≤ C(f, h0)‖∇Γhηh‖L2‖∇Γhψh‖L2‖ψh‖L∞ + C(f, h0)‖∇Γhψh‖L2‖ηh‖L∞‖ψh‖L2
+ C(f, h0)‖∇Γhηh‖L2‖∇Γhψh‖L2‖ηh‖L∞‖ψh‖L∞
≤ C(f, h0)θd(h)‖∇Γhηh‖L2‖∇Γhψh‖L2‖ψh‖H1 + C(f, h0)θd(h)‖ηh‖H1‖∇Γhψh‖L2‖ψh‖L2
+ C(f, h0)θd(h)
2‖∇Γhηh‖L2‖∇Γhψh‖L2‖ηh‖H1‖ψh‖H1
≤ C(f, h0)(1 + θd(h)‖ηh‖H1)θd(h)‖ηh‖H1‖ψh‖2H1 .
For the third term a Lipschitz argument together with Lemma 6 leads to
T3 = C(f, h0)
∫
Γh
∣∣∣|∇ΓhIhfl|2 − |∇Γh(Ihfl + ηh)|2∣∣∣|ψh|2 do
+
∫
Γh
|∇Γh(Ihfl + ηh)|2
∣∣∣ 1|Ihfl|6 − 1|Ihfl+ηh|6 ∣∣∣|ψh|2 do
≤ C(f, h0)
∫
Γh
(1 + |∇Γhηh|)|∇Γhηh||ψh|2 do+ C(f, h0)
∫
Γh
(1 + |∇Γhηh|2)|ηh||ψh|2 do
≤ C(f, h0)
(‖∇Γhηh‖L2‖ψh‖L2‖ψh‖L∞ + ‖∇Γhηh‖2L2‖ψh‖2L∞ + ‖ηh‖L∞‖ψh‖2L2
+‖∇Γhηh‖2L2‖ηh‖L∞‖ψh‖2L∞
)
≤ C(f, h0)
(
θd(h)‖∇Γηh‖L2‖ψh‖L2‖ψh‖H1 + θd(h)2‖∇Γηh‖2L2‖ψh‖2H1
+θd(h)‖ηh‖H1‖ψh‖2L2 + θd(h)3‖ηh‖3H1‖ψh‖2H1
)
.
25
Finally, the local Lipschitz continuity of Rn+1 \ {0} 3 x 7→ 1/|x|8 and Lemma 6 gives
T4 ≤ C(f, h0)
∫
Γh
∣∣∣|∇ΓhIhfl|2 − |∇Γh(Ihfl + ηh)|2∣∣∣|ψh|2 do
+
∫
Γh
|∇Γh(Ihfl + ηh)|2
∣∣∣ [Ihfl·ψh]2|Ihfl|8 − [Ihfl·ψh+ηh·ψh]2|Ihfl+ηh|8 ∣∣∣ do
≤ C(f, h0)
(∫
Γh
(1 + |∇Γhηh|)|∇Γhηh||ψh|2 + (1 + |∇Γhηh|2)|ηh|[Ihfl · ψh + ηh · ψh]2 do
+
∫
Γh
(1 + |∇Γhηh|2)|[Ihfl · ψh]2 − [Ihfl · ψh + ηh · ψh]2| do
)
≤ C(f, h0)
(‖∇Γhηh‖L2‖ψh‖L2‖ψh‖L∞ + ‖∇Γhηh‖2L2‖ψh‖2L∞)
+ C(f, h0)
∫
Γh
(1 + |∇Γhηh|2)|ηh||ψh|2(1 + |ηh|+ |ηh|2) do
≤ C(f, h0)
(
θd(h)‖∇Γhηh‖L2‖ψh‖L2‖ψh‖H1 + θd(h)2‖∇Γhηh‖2L2‖ψh‖2H1
)
+ C(f, h0)(‖ψh‖2L2 + θd(h)2‖∇Γhηh‖2L2‖ψh‖2H1)
(
3∑
k=1
θd(h)
k‖ηh‖kH1
)
.
Lemma 11. Let h0 > 0 be sufficiently small and h ≤ h0. Then for a C2-map f : Γ → Sn ⊂
Rn+1 on the closed hypersurface Γ ⊂ Rd+1, d ≤ 3, the estimate
|E′′(f)(ψlh, ψlh)− E′′h(Ihfl)(ψh, ψh)| ≤ C(Γ, f, h0)h‖ψh‖2H1
holds for all ψh ∈ (Vh)n+1.
Proof. We insert (3.5) and (3.7) into
|E′′(f)(ψlh, ψlh)− E′′h(Ihfl)(ψh, ψh)| ≤ I1 + 4I2 + I3 + 6I4,
where the terms I1, I2, I3 and I4 are defined below. Using (4.2), the geometric estimates from
Proposition 3 and the fact that Rn+1 \ {0} 3 x 7→ 1/|x|4 is locally Lipschitz – recall that
|f | = 1 and |1− |Ihfl|| ≤ Ch2, we obtain for the first term
I1 :=
∣∣∣ ∫
Γ
|∇Γψlh|2
(
1
2 +
1
2|f |4
)
do−
∫
Γh
|∇Γhψh|2
(
1
2 +
1
2|Ihfl|4
)
do
∣∣∣
=
∣∣∣ ∫
Γ
|∇Γψlh|2
(
1
2 +
1
2|f |4
)
do−
∫
Γ
Rlh∇Γψlh : ∇Γψlh
(
1
2 +
1
2|Ilhf |4
)
µlh do
∣∣∣
≤
∣∣∣ ∫
Γ
(P −Rlh)∇Γψlh : ∇Γψlh
(
1
2 +
1
2|f |4
)
do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇Γψlh : ∇Γψlh
(
1
2 +
1
2|f |4
)
(1− µlh) do
∣∣∣
+
∣∣∣ ∫
Γ
Rlh∇Γψlh : ∇Γψlh
(
1
2|f |4 − 12|Ilhf |4
)
µlh do
∣∣∣
≤ ‖P −Rlh‖L∞‖∇Γψlh‖2L2 + ‖Rlh‖L∞‖1− µlh‖L∞‖∇Γψlh‖2L2
+ C(f, h0)‖Rlh‖L∞‖µlh‖L∞‖∇Γψlh‖2L2‖f − I lhf‖L∞
≤ C(Γ, f, h0)h2‖∇Γψlh‖2L2 .
Similarly, we conclude that
I2 :=
∣∣∣ ∫
Γ
∇Γf : ∇Γψlh f ·ψ
l
h
|f |6 do−
∫
Γh
∇ΓhIhfl : ∇Γhψh Ihfl·ψh|Ihfl|6 do
∣∣∣
=
∣∣∣ ∫
Γ
∇Γf : ∇Γψlh f ·ψ
l
h
|f |6 do−
∫
Γ
Rlh∇ΓI lhf : ∇Γψlh I
l
hf ·ψlh
|Ilhf |6
µlh do
∣∣∣
=
∣∣∣ ∫
Γ
(P −Rlh)∇Γf : ∇Γψlh f ·ψ
l
h
|f |6 do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇Γf : ∇Γψlh f ·ψ
l
h
|f |6 (1− µlh) do
∣∣∣
+
∣∣∣ ∫
Γ
Rlh∇Γ(f − I lhf) : ∇Γψlh f ·ψ
l
h
|f |6 µ
l
h do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇ΓI lhf : ∇Γψlh
(
f
|f |6 − I
l
hf
|Ilhf |6
)
· ψlhµlh do
∣∣∣
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I2 ≤ ‖P −Rlh‖L∞‖∇Γf‖L∞‖∇Γψlh‖L2‖ψlh‖L2 + ‖Rlh‖L∞‖1− µlh‖L∞‖∇Γf‖L∞‖∇Γψlh‖L2‖ψlh‖L2
+ ‖Rlh‖L∞‖µlh‖L∞‖∇Γ(f − I lhf)‖L∞‖∇Γψlh‖L2‖ψlh‖L2
+ C(f, h0)‖Rlh‖L∞‖µlh‖L∞‖∇ΓI lhf‖L∞‖∇Γψlh‖L2‖ψlh‖L2‖f − I lhf‖L∞
≤ C(Γ, f, h0)h‖∇Γψlh‖L2‖ψlh‖L2 ,
and that
I3 :=
∣∣∣ ∫
Γ
|∇Γf |2 |ψ
l
h|2
|f |6 do−
∫
Γh
|∇ΓhIhfl|2 |ψh|
2
|Ihfl|6 do
∣∣∣
=
∣∣∣ ∫
Γ
|∇Γf |2 |ψ
l
h|2
|f |6 do−
∫
Γ
Rlh∇ΓI lhf : ∇ΓI lhf |ψ
l
h|2
|Ilhf |6
µlh do
∣∣∣
≤
∣∣∣ ∫
Γ
(P −Rlh)∇Γf : ∇Γf |ψ
l
h|2
|f |6 do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇Γf : ∇Γf |ψ
l
h|2
|f |6 (1− µlh) do
∣∣∣
+
∣∣∣ ∫
Γ
Rlh∇Γ(f − I lhf) : ∇Γf |ψ
l
h|2
|f |6 µ
l
h do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇ΓI lhf : ∇Γ(f − I lhf) |ψ
l
h|2
|f |6 µ
l
h do
∣∣∣
+
∣∣∣ ∫
Γ
Rlh∇ΓI lhf : ∇ΓI lhf
(
1
|f |6 − 1|Ilhf |6
)
|ψlh|2µlh do
∣∣∣
≤ ‖P −Rlh‖L∞‖∇Γf‖2L∞‖ψlh‖2L2 + ‖Rlh‖L∞‖1− µlh‖L∞‖∇Γf‖2L∞‖ψlh‖2L2
+ ‖Rlh‖L∞‖µlh‖L∞‖∇Γ(f − I lhf)‖L∞(‖∇Γf‖L∞ + ‖∇ΓI lhf‖L∞)‖ψlh‖2L2
+ C(f, h0)‖Rlh‖L∞‖µlh‖L∞‖∇ΓI lhf‖2L∞‖f − I lhf‖L∞‖ψlh‖2L2
≤ C(Γ, f, h0)h‖ψlh‖2L2 .
Finally, we obtain
I4 :=
∣∣∣ ∫
Γ
|∇Γf |2 [f ·ψ
l
h]
2
|f |8 do−
∫
Γh
|∇ΓhIhfl|2 [Ihfl·ψh]
2
|Ihfl|8 do
∣∣∣
=
∣∣∣ ∫
Γ
|∇Γf |2 [f ·ψ
l
h]
2
|f |8 do−
∫
Γh
Rlh∇ΓI lhf : ∇ΓI lhf [I
l
hf ·ψlh]2
|Ilhf |8
µlh do
∣∣∣
=
∣∣∣ ∫
Γ
(P −Rlh)∇Γf : ∇Γf [f ·ψ
l
h]
2
|f |8 do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇Γf : ∇Γf [f ·ψ
l
h]
2
|f |8 (1− µlh) do
∣∣∣
+
∣∣∣ ∫
Γ
Rlh∇Γ(f − I lhf) : ∇Γf [f ·ψ
l
h]
2
|f |8 µ
l
h do
∣∣∣+ ∣∣∣ ∫
Γ
Rlh∇ΓI lhf : ∇Γ(f − I lhf) [f ·ψ
l
h]
2
|f |8 µ
l
h do
∣∣∣
+
∣∣∣ ∫
Γ
Rlh∇ΓI lhf : ∇ΓI lhf
(
[f ·ψlh]2
|f |8 − [I
l
hf ·ψlh]2
|Ilhf |8
)
µlh do
∣∣∣
≤ ‖P −Rlh‖L∞‖∇Γf‖2L∞‖ψlh‖2L2 + ‖Rlh‖L∞‖1− µlh‖L∞‖∇Γf‖2L∞‖ψlh‖2L2
+ ‖Rlh‖L∞‖µlh‖L∞‖∇Γ(f − I lhf)‖L∞(‖∇Γf‖L∞ + ‖∇ΓI lhf‖L∞)‖ψlh‖2L2
+ ‖Rlh‖L∞‖µlh‖L∞‖∇ΓI lhf‖2L∞
∫
Γ
∣∣∣ [f ·ψlh]2|f |8 − [Ilhf ·ψlh]2|Ilhf |8 ∣∣∣ do
≤ C(Γ, f, h0)
(
h‖ψlh‖2L2 +
∫
Γ
∣∣∣ (f−Ilhf)·ψlh(ψlh·f)|f |8 ∣∣∣ do+ ∫
Γ
∣∣∣ (Ilhf ·ψlh)ψlh·(f−Ilhf)|f |8 ∣∣∣ do
+
∫
Γ
∣∣∣[I lhf · ψlh]2 ( 1|f |8 − 1|Ilhf |8) ∣∣∣ do
)
≤ C(Γ, f, h0)
(
h+ ‖f − I lhf‖L∞
) ‖ψlh‖2L2 ≤ C(Γ, f, h0)h‖ψlh‖2L2 .
It follows that
|E′′(f)(ψlh, ψlh)− E′′h(Ihfl)(ψh, ψh)| ≤ C(Γ, f, h0)h
(‖∇Γψlh‖2L2 + ‖∇Γψlh‖L2‖ψlh‖L2 + ‖ψlh‖2L2)
≤ C(Γ, f, h0)h
(‖∇Γψlh‖2L2 + ‖ψlh‖2L2)
= C(Γ, f, h0)h‖ψlh‖2H1 .
The equivalence of norms in Proposition 4 gives the result.
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