Assessing how uniform the light distribution is throughout an illuminated target is important in many applications, but traditional methods do not quantify the variability of illuminance as the human visual system (HVS) does. Considering that most light patterns are intended for humans, I propose a simple metric that assesses the uniformity in a similar way as humans do. This uniformity indicator is based on the fact that the HVS is highly sensitive to spatial frequencies and then uses the Fourier transform and the contrast sensitivity function of the HVS in a practical way. © 2010 Optical Society of America OCIS codes: 150.2950, 330.5000, 120.5240, 230.3670, 080.3685. Uniform illumination is usually required in optical applications, such as projection displays, LCD backlights, medical lighting, microscopy, solid-state lighting, and general lighting [1] [2] [3] [4] [5] [6] [7] [8] . A perfect uniformity means that the luminous flux is spatially invariant. However, in practice, there is always a degree of nonuniformity in the illumination field ( Fig. 1 ). During design, the illumination system is simulated to quantify its lighting uniformity. Also, during manufacture, the illumination pattern is measured to assess the uniformity. Current uniformity metrics are based only on statistical analysis of the light distribution [1] [2] [3] [4] [5] [6] . These approaches are good for applications where the end user is not a human, e.g., solar concentrators. But for most applications, illumination patterns are ultimately to be viewed by human beings, and then the natural way of quantifying uniformity quality should be through direct observation by humans. However, this is very impractical and prone to subjective errors.
Uniform illumination is usually required in optical applications, such as projection displays, LCD backlights, medical lighting, microscopy, solid-state lighting, and general lighting [1] [2] [3] [4] [5] [6] [7] [8] . A perfect uniformity means that the luminous flux is spatially invariant. However, in practice, there is always a degree of nonuniformity in the illumination field (Fig. 1 ). During design, the illumination system is simulated to quantify its lighting uniformity. Also, during manufacture, the illumination pattern is measured to assess the uniformity.
Current uniformity metrics are based only on statistical analysis of the light distribution [1] [2] [3] [4] [5] [6] . These approaches are good for applications where the end user is not a human, e.g., solar concentrators. But for most applications, illumination patterns are ultimately to be viewed by human beings, and then the natural way of quantifying uniformity quality should be through direct observation by humans. However, this is very impractical and prone to subjective errors.
Traditional tools can retrieve uniformity information at different levels [1] [2] [3] [4] [5] [6] . The simplest approaches involve numeric values of illuminance (lm=m 2 ) or luminance (lm=m 2 sr) of only two points on the target. The most popular is the min-max ratio:
where E min and E max are the minimum and maximum illuminance. Also popular is the contrast ratio:
However, these metrics are blind to the complex spatial structure of typical distributions [1] [2] [3] [4] [5] [6] [7] [8] . This is why a number of statistical approaches are used. The simplest is the minimumaverage ratio:
where E is the mean illuminance over a range of N points over the illuminated target.
There are other merit functions that avoid errors due to local variations. The most popular is a nonuniformity metric, which is the ratio of standard deviation to the mean (also known as coefficient of variation [4] ):
There is an additional meaningful metric [9] ,
where E and σ E are the mean and standard deviation of illuminance.
Equations (3) and (4) perform a sampling across all the pattern, and then are stable despite the statistical errors in optical simulation (Monte Carlo ray tracing) or experimental errors in photometric measurements. Indeed, in some way, Eqs. (1)-(4) consider human visual properties at different levels because humans perceive a pattern in function of its background. Metrics U 1 and U 2 take relative values of illuminance; U 3 compares a single luminance value with the background light; and U 4 and NU compare all illuminance distribution with the background. However, these metrics are not sensitive to the spatial structure of illumination patterns, but the human visual system (HVS) is quite sensitive [10] . To alleviate this problem, Mahdavi and Pal proposed an entropy-based metric [11] . However, this indicator cannot differentiate the spatial structure as humans do.
One of the main functions of human vision is to extract structural information from the viewing field, and the HVS is highly adapted for this purpose [10] . Therefore, an objective uniformity assessment should discriminate, as a human does, between two illumination distributions with different spatial structure. However, HVS models are too complex to implement in a simple equation. This is a difficult task, because any uniformity metric should be easy to use by scientists and designers.
In this Letter, a simple metric that takes into account the HVS is proposed. I use Eq. (4) as the basis, which can be rewritten as U 4 ¼ ð1 þ NUÞ −1 . This is meaningful because its range of values is between 0.5 and 1, and it is stable for many applications [9] . In the new index, NU is multiplied by a factor that weights its relevance for the HVS. The uniformity metric based on the HVS is
where NU is given by Eq. (3), NU HVS is an HVS-based nonuniformity, and k is a constant to increase the range of U HVS . Powers α > 0 and β > 0 adjust the relative importance of each factor. A set of suitable values for α, β, and k is given later in this Letter.
To define NU HVS , I consider the ability of the HVS to perceive the changes of illuminance in an illumination pattern as a function of spatial frequencies (Fig. 2) . To make it easy for users, the NU HVS is computed by weighting the spectrum of spatial frequencies of the illumination distribution with the contrast sensitivity function (CSF). It is normalized, 0 < NU HVS < 1, and is
where ω n is the nth angular spatial frequency and the CSF should be 0 ≤ CSFðω n Þ ≤ 1. For ω n > 0, Fðω n Þ is the complex modulus of the discrete Fourier transform (power spectrum) of the illumination distribution E, and Fð0Þ ¼ 0. The range of spatial frequencies should be limited to visible frequencies [12] [13] [14] , i.e., approximately ω n < 50 cycles/deg. Constant C is a very small number that avoids instability when the normalizing factor is close to zero. An example of the U HVS calculation is included; it is a computation code in Mathcad software. The CSF describes the sensitivity of the HVS to different spatial frequencies that are present in the visual stimulus (Fig. 2) . The application of the CSF is a very popular way of evaluating the pattern vision capabilities of the HVS [12] . There are many models of contrast sensitivity [13, 14] . One of the most popular, simple, and suitable for illumination uniformity assessment is the Daly model [13] . In it, the CSF is a function of radial spatial frequency, viewing angle, brightness level, viewing distance, and size of the illuminated area. It is
where min½b; c is the minimum between b and c and
Here, A p is the area of the illumination pattern in squared degrees. The other parameters are A L ¼ 0:801ð1 þ 0:
15 , r a ¼ 0:856d 0:14 , and r θ ¼ 0:11 cosð4θÞ þ 0:89. Here, L is the light adaptation level in cd=m 2 or nits, d is the viewing distance in meters, and θ is the viewing angle in degrees. Equation (7) has a discontinuity in ω ¼ 0, then it is defined as CSFð0Þ ¼ 0.
Returning to Eq. (5), it is very important to choose suitable values for α, β, and k so that U HVS approximates the perceived uniformity. First, because the range of possible values for NU HVS is not linear with perception, β ¼ 1=2 was selected to adjust the range. On the other hand, NU seems to be linear with perceived uniformity, and then α ¼ 1 was selected. An important feature of this combination of α and β is that U HVS is less sensitive to spatial structure when illuminance variations are small, e.g., in light patterns produced by a superposition of a large number of sinusoidal patterns with different frequencies and equal amplitude. This feature is consistent with contrast masking, which is an important HVS property. In regards to k, by considering the selection of α ¼ 1, β ¼ 1=2, and the amplitude of the Daly CSF, it was set k ¼ 5.
To illustrate the potential of U HVS , I analyze several illumination patterns. Figure 3 shows six distributions (simulations), which are images of 226 × 208 pixels (all patterns have the same number of pixels to do a fair assessment). I chose L ¼ 150 cd=m 2 because it is the approximate mean luminance of the pattern when observed in a laptop at maximum brightness (it is approximately 300 cd=m 2 for most laptops). Metric U HVS changes according to the uniformity perception. Note that homogeneity, low contrast, and smoothness are attributes or feelings associated with uniformity. A comparison between Figs. 3(a) and 3(b) illustrates how the multiple harmonic frequency components in Fig. 3(b) sharpens this pattern and reduces its perceived uniformity. The light pattern in Fig. 3(d) shows the effect of visual masking, i.e., although U 4 and NU uniformities of Fig. 3(d) are quite higher than in Fig. 3(a) , the pattern in Fig. 3(d) is perceived a little less uniform than in Fig. 3(a) . Figures 3(e) and 3(f) illustrate the significant impact that U HVS could have in LED lighting, where a hot-spot distribution across the target can result, because LEDs are intrinsically pointlike sources. Finally, let me assess the U HVS of two real patterns (Fig. 4) , which are images of 570 × 350 pixels. Again, the perceived uniformity is in agreement with the new metric. A clear difference in the feeling of smoothness can be perceived in favor of the pattern in Fig. 4(a) .
In summary, I have proposed a new metric for assessing the illumination uniformity based on the HVS. Because uniformity metrics should be easy enough for its practical use, the formula used only the main feature of the HVS for this task, the contrast sensitivity function. Then the new indicator considers the human eye's ability to perceive the changes of illuminance in an illumination pattern as function of spatial frequencies. The promise of this index was demonstrated through several intuitive examples (Figs. 3 and 4) .
Although HVS models are too complex to implement in a formula, the simplicity of the new metric makes it easy to understand, apply, and perhaps improve. In this sense, further work may include the following: (a) to develop psychophysical experiments to validate the effectiveness of the formula, by assessing many illumination patterns with different metrics and by direct observation; (b) to incorporate visual masking effects in a practical way, in particular, how the presence of one spatial frequency affects the detectability of another in the illumination pattern; (c) to study the effect of surface roughness (of the illuminated target) on the assessment of the illumination uniformity; (d) to develop a suitable metric for colored light because the CSF is different for each one of the primary colors; (e) to find an optimal set of parameters α, β, and k. U HVS is the uniformity based on human vision. Patterns (a) and (b) both have the same uniformities U 1 , U 2 , and U 3 ; however, (a) is perceived more uniform than (b). Distribution (d) is the sum of (a) and (c); although U 4 of (d) is higher than in (a), pattern (d) is perceived less uniform than (a). Patterns (e) and (f) both have the same uniformities U 1 to U 4 , and NU; however, (e) is perceived more uniform than (f). The parameters for U HVS calculation are the following: a pattern size of 5:4 cm × 5:0 cm, observed on a computer screen, and observation distance of 50 cm. A computation code is included (Media 1). Although the uniformity U 3 of (a) is quite lower than that of (b), the perceived uniformity of (a) is higher than in (b). The pattern size is intended to be 5:0 cm × 8:2 cm and is to be observed on a computer screen at 50 cm.
