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The hitting and mixing times are two fundamental quantities as-
sociated with Markov chains. In Peres and Sousi [35], Oliveira [34],
the authors show that the mixing times and “worst-case” hitting
times of reversible Markov chains on finite state spaces are equal up
to some universal multiplicative constant. We use tools from non-
standard analysis to extend this result to reversible Markov chains
on general state spaces that satisfy the strong Feller property. We also
show how this asymptotic equivalence can be used to find bounds on
the mixing times of a large class of Markov chains used in MCMC,
such as typical Gibbs samplers and Metroplis-Hastings chains, even
though they usually do not satisfy the strong Feller property.
1. Introduction. Two of the most-studied quantities in the Markov
chain literature are the mixing time and hitting times associated with a
chain. In [35, 34], the authors showed that these quantities are equal up to
universal constants for reversible discrete time Markov processes with finite
state space. In this paper, we use Nonstandard Analysis to extend this result
to discrete time Markov processes on σ-compact state spaces that satisfy the
strong Feller property (see 2.2). As in the context of [35, 34], it is generally
easier to get upper bounds on hitting times, and it is generally easier to get
lower bounds on mixing times. These results let us estimate whichever is
more convenient.
Recall that the mixing time measures the number of steps a Markov chain
must take to (approximately) forget its initial condition. This quantity is fun-
damental in computer science and computational statistics, where it mea-
sures the efficiency of algorithms based on Markov chains; it is also important
in the statistical physics literature, where it provides a way to qualitatively
describe the behaviour of a material (see e.g. overviews [28, 18, 32, 3, 30]).
The hitting time measures the number of steps a Markov chain must take
before entering a set for the first time. This quantity is not always directly
relevant for applications, but it is usually easier to compute or estimate
and many tools have been developed for estimating hitting times and re-
lating them to other quantities of interest (see e.g. the role of hitting time
calculations in the theory of metastability [11]).
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1.1. Nonstandard Analysis. In this paper, we extend known results about
Markov Processes with a finite state space to those with a continuum state
space. Our arguments are based on nonstandard analysis, which allows con-
struction of a single object—a hyperfinite probability space—that satisfies
all the first order logic properties of a finite probability space, but can simul-
taneously be viewed via the Loeb construction ([29]) as a measure-theoretic
probability space. This construction often allows one to make discrete ar-
guments about the hyperfinite probability space, and then use the Loeb
construction to express the results in measure-theoretic terms.
In order to do this, one has to establish approriate notions of liftings (hy-
perfinite processes that sit “above” the measure-theoretic objects of interest)
and pushdowns (projections of hyperfinite objects to the measure-theoretic
objects). These liftings and pushdowns form a “dictionary” that must be
chosen specifically to represent the type of probabilistic process of interest.
Dictionaries for Lebesgue Integration, Brownian Motion and Itoˆ Integration
were given in [5] and [6], for stochastic differential equations in [27], and
for Markov chains in [19]. One of the main contributions of this paper is an
expansion of the dictionary for Markov chains in [19]. This expansion lets us
translate the proofs of existing discrete results to obtain several new results,
and we anticipate it being useful for the translation of further Markov chain
results in the future.
1.2. Related Literature.
1.2.1. Computational Statistics. Although Markov chains on infinite state
spaces occur in many areas, we are especially interested in the mixing prop-
erties of Markov chains used in Markov chain Monte Carlo (MCMC) al-
gorithms. Most algorithms used in MCMC do not satisfy the strong Feller
condition, and so our main result, Theorem 2.2, does not apply directly. In
Section 7, we explain how our main result can still be applied to popular
MCMC chains.
We note that most chains used in MCMC are geometrically ergodic but
do not have finite mixing times. Our main results can still be applied in this
situation, and this is the subject of a companion paper.
1.2.2. Equivalence and Sensitivity. There are many different ways to
measure the time it takes for a Markov chain to “get random.” The present
paper belongs to the large literature, started in [2, 4], devoted to under-
standing how much different measures of this time can disagree.
These “equivalence” results are closely related to the problem of studying
the sensitivity of Markov chains to qualitatively-small changes (see e.g. [1,
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24]) and to the study of perturbations of Markov chains (see e.g. [31, 25,
36, 38, 9, 33]). While perturbations have been studied on very general state
space, to our knowledge all research related to sensitivity has been focused
on Markov chains on discrete state spaces.
Finally, the relationship between hitting and mixing times has been re-
fined since [35, 34]; see e.g. [10].
1.3. Overview of the Paper. In Section 2, we give basic definitions and
inequalities related to mixing and hitting times. We also state the main
results.
In Section 3 and Section 4, we introduce hyperfinite representations for
probability spaces and discrete-time Markov processes developed in [19].
Namely, we show that, for every discrete-time Markov process satisfying ap-
propriate conditions, there exists a corresponding hyperfinite Markov pro-
cess.
In Section 5, we show that the mixing times and hitting times of a discrete-
time Markov process on compact state space can be approximated by the
mixing times and hitting times of its corresponding hyperfinite Markov pro-
cess. This leads to a proof in Section 5.3 that mixing times and hitting
times are asymptotically equivalent for discrete-time Markov processes on
compact state space satisfying Section 1. We extend to σ-compact spaces in
Section 6.
Finally, in Section 7 and Section B we show how to apply our results to
some popular chains from statistics.
Various elementary proofs and lemmas are deferred to the appendices.
2. Preliminaries and Main Results. We fix a σ-compact metric
state space X endowed with Borel σ-algebra B[X] and let {Px(·)}x∈X denote
the transition kernel of a Markov process with unique stationary measure π.
Throughout the paper, we include 0 in N. For x ∈ X, t ∈ N and A ∈ B[X],
we write P
(t)
x (A) or P (t)(x,A) for the transition probability from x to A in
t steps. We write Px(A) and P (x,A) as an abbreviation for P
(1)
x (A) and
P (1)(x,A), respectively. Recall that {Px(·)}x∈X is said to be reversible if∫
A
P (x,B)π(dx) =
∫
B
P (x,A)π(dx).(2.1)
for every A,B ∈ B[X].
For probability measures µ, ν on (X,B[X]), we denote by
‖ µ− ν ‖= sup
A∈B[X]
|µ(A)− ν(A)|(2.2)
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the usual total variation distance between µ and ν. Our main result will
require the following continuity condition on {Px(·)}x∈X .
Assumption 1. DSF The transition kernel {Px(·)}x∈X satisfies the strong
Feller property if for every x ∈ X and every ǫ > 0 there exists δ > 0 such
that
(∀y ∈ X)(|y − x| < δ =⇒ (‖ Px(·)− Py(·) ‖< ǫ)).(2.3)
We define the mixing time:
Definition 1. Let ǫ ∈ R>0. The mixing time tm(ǫ) of {Px(·)}x∈X is
min{t ≥ 0 : d(t) ≤ ǫ},(2.4)
where d(t) = supx∈X ‖ P
(t)(x, ·)− π(·) ‖.
It is clear that d(t) is a non-increasing function. The “lazy” transition
kernel associated with {Px(·)}x∈X is:
Definition 2. The lazy kernel {PL(x, ·)}x∈X of a transition kernel
{P (x, ·)}x∈X is given by
PL(x,A) =
1
2
P (x,A) +
1
2
δ(x,A)(2.5)
for every x ∈ X and every A ∈ B[X], where
δ(x,A) =
{
1, x ∈ A
0, x 6∈ A.
For ǫ ∈ R>0, we denote the mixing time of the lazy chain by tL(ǫ). For
notational convenience, we will simply write tL and tm when ǫ =
1
4 .
We now denote by {Xt}t∈N a Markov chain with transition kernel {Px(·)}x∈X
and arbitrary starting point X0 = x0 ∈ X. Recall that the hitting time of a
set A ∈ B[X] for this Markov chain is defined to be:
τA = min{t ∈ N : Xt ∈ A}.(2.6)
We now introduce the maximum hitting time of large sets.
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Definition 3. Let α ∈ R>0. The maximum hitting time with respect to
α is
tH(α) = sup{Ex(τA) : x ∈ X,A ∈ B[X] such that π(A) ≥ α},(2.7)
where E is the expectation of a measure in the product space which generates
the underlying Markov process and its subscript refers to the starting point
X0.
We now quote the main results from [35, 34]:
Theorem 2.1 ([35, Thm. 1.1];[34, Thm. 1.3]). Let 0 < α < 12 . Then
there exist universal positive constants c′α, cα so that for every finite re-
versible Markov process
c′αtH(α) ≤ tL ≤ cαtH(α).(2.8)
Throughout the paper, we denote by M the collection of discrete time
reversible transition kernels with a stationary distribution on a σ-compact
metric state space satisfying Section 1. Note that transition kernels on finite
state spaces belong toM. The main result of this paper generalizes Theorem
2.1 to M:
Theorem 2.2. Let 0 < α < 12 . Then there exist universal constants
0 < aα, a
′
α <∞ such that, for every {Px(·)}x∈X ∈ M, we have
a′αtH(α) ≤ tL ≤ aαtH(α).(2.9)
The first inequality in Theorem 2.2 is straightforward and well-known
(see e.g. Lemma 10). The second is more difficult. The compact version of
Theorem 2.2 is proved in Theorem 5.5 and the general version is proved in
Theorem 6.1.
2.1. Equivalent Form of Mixing Times and Hitting times. In this section,
we define several quantities that are asymptotically equivalent to the mixing
times and the maximum hitting times defined in the previous section. These
equivalent forms play important roles throughout the entire paper, since
they are easier to work with for general Markov processes. First, let
d(t) = sup
x,y∈X
‖ P (t)(x, ·)− P (t)(y, ·) ‖ .(2.10)
We recall two important results on d(t):1
1The referenced proofs are stated for discrete spaces, but the arguments apply imme-
diately in the current setting.
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Lemma 1 ([28, Lemma. 4.11]). For every t ∈ N, we have d(t) ≤ d(t) ≤
2d(t).
Lemma 2 ([28, Lemma. 4.12]). The function d is sub-multiplicative. That
is, for s, t ∈ N,
d(s+ t) ≤ d(s)d(t).(2.11)
For every ǫ ∈ R>0, define the standardized mixing time to be
tm(ǫ) = min{t ≥ 0 : d(t) ≤ ǫ}.(2.12)
Similarly, we define
tL(ǫ) = min{t ≥ 0 : dL(t) ≤ ǫ}.(2.13)
For convenience, we write tm and tL when ǫ =
1
4 . The following well-known
equivalence between mixing times and standard mixing times follows imme-
diately from 1 and 2:
Lemma 3. For every transition kernel {Px(·)}x∈X , we have tm ≤ 2tm ≤
2tm.
Next, we define the large hitting time:
Definition 4. Let α ∈ R>0. The large hitting time with respect to α is
τg(α) = min{t ∈ N : inf{Px(τA ≤ t) : x ∈ X,A ∈ B[X] such that π(A) ≥ α} > 0.9}
(2.14)
where P is a measure in the product space which generates the underlying
Markov process and its subscript gives the starting point of the Markov pro-
cess.
Unsurprisingly, the maximum hitting time is asymptotically equivalent to
the large hitting time:
Lemma 4. For every α ∈ R>0 and every Markov process, we have
0.1τg(α) ≤ tH(α) ≤ 2τg(α).
Proof. See Appendix A.1.
The following is an immediate consequence of 4 and Theorem 2.1.
Theorem 2.3. Let 0 < α < 12 . Then there exist universal positive con-
stants c′α, cα so that for every finite reversible Markov process
c′ατg(α) ≤ tL ≤ cατg(α).(2.15)
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2.2. Notation from Nonstandard Analysis. In this paper, we use non-
standard analysis, a powerful machinery derived from mathematical logic, as
our main toolkit. For those who are not familiar with nonstandard analysis,
[19, 20] provide reviews tailored to statisticians and probabilists. [8, 16, 40]
provide thorough introductions.
We briefly introduce the setting and notation from nonstandard analysis.
We use ∗ to denote the nonstandard extension map taking elements, sets,
functions, relations, etc., to their nonstandard counterparts. In particular,
∗R and ∗N denote the nonstandard extensions of the reals and natural num-
bers, respectively. An element r ∈ ∗R is infinite if |r| > n for every n ∈ N
and is finite otherwise. An element r ∈ ∗R with r > 0 is infinitesimal if
r−1 is infinite. For r, s ∈ ∗R, we use the notation r ≈ s as shorthand for
the statement “|r − s| is infinitesimal,” and similarly we use use r ' s as
shorthand for the statement “either r ≥ s or r ≈ s.”
Given a topological space (X,T ), the monad of a point x ∈ X is the set⋂
U∈T :x∈U
∗U . An element x ∈ ∗X is near-standard if it is in the monad
of some y ∈ X. We say y is the standard part of x and write y = st(x).
Note that such y is unique. We use NS(∗X) to denote the collection of near-
standard elements of ∗X and we say NS(∗X) is the near-standard part of
∗X. The standard part map st is a function from NS(∗X) to X, taking
near-standard elements to their standard parts. In both cases, the notation
elides the underlying space Y and the topology T , because the space and
topology will always be clear from context. For a metric space (X, d), two
elements x, y ∈ ∗X are infinitely close if ∗d(x, y) ≈ 0. An element x ∈ ∗X is
near-standard if and only if it is infinitely close to some y ∈ X. An element
x ∈ ∗X is finite if there exists y ∈ X such that ∗d(x, y) < ∞ and is infinite
otherwise.
Let X be a topological space endowed with Borel σ-algebra B[X] and let
M(X) denote the collection of all finitely additive probability measures on
(X,B[X]). An internal probability measure µ on (∗X, ∗B[X]) is an element
of ∗M(X). Namely, an internal probability measure µ on (∗X, ∗B[X]) is an
internal function from ∗B[X]→ ∗[0, 1] such that
1. µ(∅) = 0;
2. µ(∗X) = 1; and
3. µ is hyperfinitely additive.
The Loeb space of the internal probability space (∗X, ∗B[X], µ) is a count-
ably additive probability space (∗X, ∗B[X], µ) such that
∗B[X] = {A ⊂ ∗X|(∀ǫ > 0)(∃Ai, Ao ∈
∗B[X])(Ai ⊂ A ⊂ Ao ∧ µ(Ao \ Ai) < ǫ)}
(2.16)
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and
µ(A) = sup{st(µ(Ai))|Ai ⊂ A,Ai ∈
∗B[X]} = inf{st(µ(Ao))|Ao ⊃ A,Ao ∈
∗B[X]}.
(2.17)
Every standard model is closely connected to its nonstandard extension
via the transfer principle, which asserts that a first order statement is true
in the standard model is true if and only if it is true in the nonstandard
model. Finally, given a cardinal number κ, a nonstandard model is called κ-
saturated if the following condition holds: let F be a family of internal sets,
if F has cardinality less than κ and F has the finite intersection property,
then the total intersection of F is non-empty. In this paper, we assume our
nonstandard model is as saturated as we need (see e.g. [8, Thm. 1.7.3] for the
existence of κ-saturated nonstandard models for any uncountable cardinal
κ).
3. Hyperfinite Representation of Probability Spaces. In this sec-
tion, we give an overview of hyperfinite representation for probability spaces
developed in [19]. All the proofs can be found in [19, Section. 6]. We use
similar notation to [19] and [20]. The following theorem gives a nonstandard
characterization for compact topological spaces.
Theorem 3.1 ([37, Thm. 4.1.13]). A topological space X is compact if
and only if every x ∈ ∗X is near-standard.
In the following, we use the common notation d(x,A) = inf{y ∈ X :
d(x, y)} for every x ∈ X and every A ⊂ X.
We now introduce the concept of hyperfinite representation of a Heine-
Borel metric space X. The intuition is to take a “large enough” portion
of ∗X containing X and then partition it into hyperfinitely many pieces of
*Borel sets with infinitesimal radius. We then pick one “representative” from
each piece to form a hyperfinite set. The formal definition is given below.
Definition 5. Let (X, d) be a metric space satisfying the Heine-Borel
condition. Let δ ∈ ∗R+ be an infinitesimal and r be an infinite hyperreal
number. A (δ, r)-hyperfinite representation of X is a tuple (S, {B(s)}s∈S)
such that
1. S is a hyperfinite subset of ∗X.
2. s ∈ B(s) ∈ ∗B[X] for every s ∈ S.
3. For every s ∈ S, the diameter of B(s) is no greater than δ.
4. B(s1) ∩B(s2) = ∅ for every s1 6= s2 ∈ S.
imsart-aap ver. 2014/10/16 file: Mixing_Extended_Version.tex date: April 5, 2019
MIXING AND HITTING TIMES 9
5. For any x ∈ NS(∗X), ∗d(x, ∗X \
⋃
s∈S B(s)) > r.
6. There exists a0 ∈ X and some infinite r0 such that
NS(∗X) ⊂
⋃
s∈S
B(s) = U(a0, r0)(3.1)
where U(a0, r0) = {x ∈
∗X : ∗d(x, a0) ≤ r0}.
The set S is called the base set of the hyperfinite representation. For every
x ∈
⋃
s∈S B(s), we use sx to denote the unique element in S such that
x ∈ B(sx).
If X is compact, we have NS(∗X) = ∗X by 3.1. In this case, we can pick
S such that
⋃
s∈S B(s) =
∗X, and hence the second parameter of an (ǫ, r)-
hyperfinite representation is redundant. Thus, we shall simply work with
an ǫ-hyperfinite representation in the case where X is compact. The set
U(a0, r0) can be seen as the *closure of the nonstandard open ball U(a0, r0).
As X satisfies the Heine-Borel condition, by the transfer principle, U(a0, r0)
is a *compact set. That is, U(a0, r0) satisfies all the first-order logic proper-
ties of a compact set.
The next theorem shows that hyperfinite representations always exist.
Although the statement appears to be slightly stronger than [19, Thm. 6.6],
its proof is almost identical to the proof of [19, Thm. 6.6] hence is omitted.
Theorem 3.2. Let X be a metric space satisfying the Heine-Borel con-
dition. Then, for every positive infinitesimal δ and every positive infinite r,
there exists an (δ, r)-hyperfinite representation (Srδ , {B(s)}s∈Srδ ) of
∗X such
that X ⊂ Srδ .
Suppose X is a Heine-Borel metric space endowed with Borel σ-algebra
B[X]. Let P be a probability measure on (X,B[X]). Let S be the base
set of a (δ, r)-hyperfinite representation of X for some positive infinitesimal
δ and some positive infinite number r. The next theorem shows that we
can define an internal probability measure on (S,I(S)) that gives a “nice”
approximation of P .
Theorem 3.3 ([19, Thm. 6.11]). Let (X,B[X], P ) be a Borel probability
space where X is a metric space satisfying the Heine-Borel condition, and let
(∗X, ∗B[X], ∗P ) be its nonstandard extension. For every positive infinitesi-
mal δ, every positive infinite r and every (δ, r)-hyperfinite representation
(S, {B(s)}s∈S) of
∗X, define an internal probability measure P ′ on (S,I(S))
by letting P ′({s}) =
∗P (B(s))
∗P (
⋃
t∈S B(t))
for every s ∈ S. Then we have
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1. P ′({s}) ≈ ∗P (B(s)).
2. ∗P (
⋃
s∈S B(s)) ≈ 1.
3. P (E) = P ′(st−1(E) ∩ S) for every E ∈ B[X].
4. Hyperfinite Representation of General Markov Processes.
Let {Px}x∈X be the transition kernel of a discrete-time Markov process with
state spaceX. We assume thatX is a metric space satisfying the Heine-Borel
condition throughout the rest of the paper until otherwise mentioned. The
transition probability can be viewed as a function g : X ×N×B[X]→ [0, 1]
by letting g(x, t, A) = P
(t)
x (A) for every x ∈ X, t ∈ N and A ∈ B[X]. We will
use g(x, t, A) and P
(t)
x (A) interchangeably. For any x ∈ X and A ∈ B[X],
let P
(0)
x (A) = 1 if x ∈ A and P
(0)
x (A) = 0 if x 6∈ A. We will construct a
hyperfinite object to represent the Markov process {Xt}t∈N associated with
the transition kernel g. We fix a set T = {1, 2, . . . ,K} for some infinite
K ∈ ∗N throughout the paper. A hyperfinite Markov process is defined anal-
ogously to finite Markov processes. Namely, a hyperfinite Markov process is
characterized by the following four ingredients:
1. A state space S which is a non-empty hyperfinite set.
2. A time line T .
3. A set {νi : i ∈ S} ⊂
∗R where each νi ≥ 0 and
∑
i∈S νi = 1.
4. A set {pij}i,j∈S of non-negative hyperreals with
∑
j∈S pij = 1 for every
i ∈ S.
The following theorem shows that it is always possible to construct a
hyperfinite Markov processes with these parameters.
Theorem 4.1 ([19, Thm. 7.2]). Fix a hyperfinite state space S, a time
line T , a hyperfinite set {vi}i∈S and a hyperfinite set {pij}i,j∈S that satisfy
the immediately-preceding conditions. Then there exists an internal proba-
bility triple (Ω,A,P) with an internal stochastic process {Xt}t∈T defined on
(Ω,A,P) such that
P(X0 = i0,Xδt = iδt, ...Xt = it) = vi0pi0iδt ...pit−δtit(4.1)
for all t ∈ T and i0, ....it ∈ S.
As in [19], we will construct a hyperfinite Markov process {X ′t}t∈T which
is a “nice” representation of {Xt}t∈N. Due to the similarities between finite
objects and hyperfinite objects, {X ′t}t∈T inherits many key properties from
finite Markov processes. {X ′t}t∈T will play an essential role throughout the
paper.
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Pick any positive infinitesimal δ and any positive infinite number r. Let
(S, {B(s)}s∈S) be a (δ, r)-hyperfinite representation of
∗X . Let us recall some
key properties of (S, {B(s)}s∈S).
1. s ∈ B(s) for every s ∈ S.
2. For every s ∈ S, the diameter of B(s) is no greater than δ.
3. B(s1) ∩B(s2) = ∅ for every s1 6= s2 ∈ S.
4. NS(∗X) ⊂
⋃
s∈S B(s).
For every x ∈ ∗X, we know that ∗g(x, 1, .) is an internal probability measure
on (∗X, ∗B[X]). We can construct (S, {B(s)}s∈S) so that:
Lemma 5 ([19, Lemma. 9.14]). Suppose that g satisfies Section 1. There
exists a hyperfinite representation (S, {B(s)}s∈S) of
∗X such that, for every
s ∈ S, every positive n ∈ N and every A ∈ ∗B[X], we have
∗g(x1, n,A) ≈
∗g(x2, n,A)(4.2)
for every x1, x2 ∈ B(s).
We shall fix such a (S, {B(s)}s∈S) for the rest of the paper. When X
is non-compact,
⋃
s∈S B(s) 6=
∗X. Hence, we need to truncate ∗g to be an
internal probability measure on
⋃
s∈S B(s).
Definition 6. For i ∈ {0, 1}, let g′(x, i, A) :
⋃
s∈S B(s) ×
∗B[X] →
∗[0, 1] be given by:
g′(x, i, A) = ∗g(x, i, A ∩
⋃
s∈S
B(s)) + δ(x,A)∗g(x, i, ∗X \
⋃
s∈S
B(s)).(4.3)
where δ(x,A) = 1 if x ∈ A and δ(x,A) = 0 if otherwise.
We now define a hyperfinite Markov process {X ′t}t∈T on S by specifying
its internal transition kernels. We will use G
(t)
i ({j}) or G
(t)
ij to denote the
internal transition probability from i to j at time t. For i, j ∈ S, define
G
(0)
ij = g
′(i, 0, B(j)) and Gij = g
′(i, 1, B(j)). For every t ∈ T , we define
G
(t)
ij by the inductive formula G
(t+1)
ij =
∑
kGikG
(t)
kj . For any internal set
A ⊂ S and any i ∈ S, let G
(0)
i (A) =
∑
j∈AG
(0)
ij and Gi(A) =
∑
j∈AGij . It
follows from definition that G
(0)
ij = 1 if i = j and G
(0)
ij = 0 otherwise. It is
straightforward to verify that G
(t)
i (·) defines an internal probability measure
on S for every t ∈ N and i ∈ S.
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Lemma 6 ([19, Lemma. 8.13]). For any i ∈ S and any t ∈ N, G
(t)
i (·) is
an internal probability measure on (S,I(S)).
We now quote the following two key results from [19].
Theorem 4.2 ([19, Thm. 8.14]). Suppose {g(x, 1, ·)}x∈X satisfies Sec-
tion 1. Then for any t ∈ N, any s ∈ NS(S) and any A ∈ ∗B[X], we have
∗g(s, t,
⋃
a∈A∩S B(a)) ≈ G
(t)
s (A ∩ S).
Theorem 4.3 ([19, Lemma. 8.15]). Suppose {g(x, 1, ·)}x∈X satisfies Sec-
tion 1. Then for any s ∈ NS(S), any t ∈ N and any E ∈ B[X], g(st(s), t, E) =
G
(t)
s (st
−1(E) ∩ S).
These theorems shows that the transition probabilities of {Xt}t∈N agree
with the Loeb extension of the internal transition probabilities of {X ′t}t∈T
via standard part map. Such {X ′t}t∈N is called a hyperfinite representation
of {Xt}t∈N.
4.1. Hyperfinite Representation of Lazy Chain. For discrete-time Markov
processes, one considers a lazy version of the original Markov process to
avoid periodicity and near-periodicity issues. Let g be the transition kernel
of a discrete-time Markov process. We denote by gL the lazy kernel of g,
given by the formula gL(x, 1, A) =
1
2g(x, 1, A) +
1
2δ(x,A) for every x ∈ X
and every A ∈ B[X], where we recall δ(x,A) = 1 if x ∈ A and δx(A) = 0
if x 6∈ A. Note that gL generally does not satisfy Section 1 even if g does.
Suppose g satisfies Section 1 and let G be a hyperfinite representation of
g. In addition, let {X ′t}t∈T be a hyperfinite Markov process associated with
the internal transition kernel G. Both G and {X ′t}t∈T will be fixed until the
applications in Section 7.
The lazy chain of {X ′t}t∈T is defined to be a hyperfinite Markov process
with transition probabilities L
(0)
ij = G
(0)
ij and Lij =
1
2Gij +
1
2∆(i, j), where
∆(i, j) = 1 if i = j and ∆(i, j) = 0 if i 6= j. Thus, for every i ∈ S and
A ∈ I(S) we have
Li(A) =
∑
j∈A
Lij =
∑
j∈A
(
1
2
Gij +
1
2
∆(i, j)) =
1
2
Gi(A) +
1
2
∆(i, A)(4.4)
where ∆(i, A) = 1 if i ∈ A and ∆(i, A) = 0 if i 6∈ A. For every i ∈ S,
A ∈ I(S) and every t ∈ T , we define L
(t+1)
i (A) by the inductive formula
L
(t+1)
i (A) =
∑
j∈S LijL
(t)
j (A).
Before proving the main result of this section, we quote the following
useful lemma.
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Lemma 7 ([19, Lemma. 7.24]). Let P1 and P2 be two internal probability
measures on a hyperfinite set S. Then
‖ P1(·)− P2(·) ‖≥
∗ supf :S→∗[0,1]|
∑
i∈S
P1({i})f(i) −
∑
i∈S
P2({i})f(i)|,(4.5)
where ‖ P1(·) − P2(·) ‖=
∗ supA∈I(S)|P1(A) − P2(A)| and the
∗ sup is taken
over all internal functions.
We now prove the following representation theorem, which is similar in
spirit to Theorem 4.2:
Theorem 4.4. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Then for any
t ∈ N, any x ∈ NS(∗X) and any A ∈ ∗B[X], we have ∗gL(x, t,
⋃
a∈A∩S B(a)) ≈
L
(t)
sx (A ∩ S) where sx is the unique element in S such that x ∈ B(sx).
Proof. We prove it by induction on t ∈ N. Let t = 1. Pick any x ∈
NS(∗X) and any A ∈ ∗B[X], by Lemma 5 and Theorem 4.2, we have
∗gL(x, 1,
⋃
a∈A∩S
B(a)) =
1
2
∗g(x, 1,
⋃
a∈A∩S
B(a)) +
1
2
∗δ(x,
⋃
a∈A∩S
B(a))
(4.6)
≈
1
2
∗g(sx, 1,
⋃
a∈A∩S
B(a)) +
1
2
∆(sx, A ∩ S)(4.7)
≈
1
2
Gsx(A ∩ S) +
1
2
∆(sx, A ∩ S) = Lsx(A ∩ S).(4.8)
Suppose the theorem holds for t = n. We now show that the theorem
holds for t = n+ 1. By the transfer of the Markov property, we have
∗gL(x, n+ 1,
⋃
a∈A∩S
B(a))(4.9)
=
∫
∗gL(y, n,
⋃
a∈A∩S
B(a))∗gL(x, 1,dy)(4.10)
≈
∫
⋃
s∈S B(s)
∗gL(y, n,
⋃
a∈A∩S
B(a))∗gL(x, 1,dy),(4.11)
where the last ≈ follows from the fact that ∗gL(x, 1,
⋃
s∈S B(s)) = 1. By the
induction hypothesis, we know that ∗gL(y, n,
⋃
a∈A∩S B(a)) ≈ L
(n)
sy (A ∩ S)
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for every y ∈
⋃
s∈S B(s). Thus, we have
∫
⋃
s∈S B(s)
∗gL(y, n,
⋃
a∈A∩S
B(a))∗gL(x, 1,dy)
(4.12)
≈
∫
⋃
s∈S B(s)
L(n)sy (A ∩ S)
∗gL(x, 1,dy)
(4.13)
=
∑
s∈S
L(n)s (A ∩ S)
∗gL(x, 1, B(s))
(4.14)
=
∑
s∈S
L(n)s (A ∩ S)(
1
2
∗g(x, 1, B(s)) +
1
2
∗δ(x,B(s)))
(4.15)
= L(n)sx (A ∩ S)(
1
2
∗g(x, 1, B(sx)) +
1
2
) +
1
2
∑
s 6=sx
L(n)s (A ∩ S)
∗g(x, 1, B(s)).
(4.16)
We must now calculate the second term. By Lemma 5, we have ∗g(x, 1, B(sx)) ≈
∗g(sx, 1, B(sx)). By Definition 6, we know that
∗g(sx, 1, B(sx)) ≈ Gsxsx .
We will now show that∑
s 6=sx
L(n)s (A ∩ S)
∗g(x, 1, B(s)) ≈
∑
s 6=sx
L(n)s (A ∩ S)
∗g(sx, 1, B(s))(4.17)
by considering two cases: ∗g(x, 1,
⋃
s 6=sx
B(s)) ≈ 0 and ∗g(x, 1,
⋃
s 6=sx
B(s)) 6≈
0. If ∗g(x, 1,
⋃
s 6=sx
B(s)) ≈ 0, by Section 1, we have ∗g(sx, 1,
⋃
s 6=sx
B(s)) ≈
0. Thus, we have
∑
s 6=sx
L
(n)
s (A∩S)∗g(x, 1, B(s)) ≈
∑
s 6=sx
L
(n)
s (A∩S)∗g(sx, 1, B(s)) ≈
0.
In the case ∗g(x, 1,
⋃
s 6=sx
B(s)) 6≈ 0, by Section 1, we have ∗g(sx, 1,
⋃
s 6=sx
B(s)) 6≈
0. This allows us to define P1, P2 : I(S) →
∗[0, 1] by the formulae P1(A) =
∗g(x,1,
⋃
s∈(A∩S\{sx})
B(s))
∗g(x,1,
⋃
s6=sx
B(s)) and P2(A) =
∗g(sx,1,
⋃
s∈(A∩S\{sx})
B(s))
∗g(sx,1,
⋃
s6=sx
B(s)) . Then both P1
and P2 are internal probability measures on S. By Section 1, we know that
‖ P1(·)− P2(·) ‖≈ 0. By Lemma 7, this implies∑
s 6=sx
L(n)s (A ∩ S)
∗g(x, 1, B(s)) ≈
∑
s 6=sx
L(n)s (A ∩ S)
∗g(sx, 1, B(s))(4.18)
in our second case as well, so this equality always holds.
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By Definition 6, we know that ∗g(sx, 1, B(s)) = Gsxs for s 6= sx. Hence we
always have 12
∑
s 6=sx
L
(n)
s (A ∩ S)∗g(x, 1, B(s)) ≈
1
2
∑
s 6=sx
L
(n)
s (A ∩ S)Gsxs.
Thus, combining (4.9) to (4.16), we have
∗gL(x, n + 1,
⋃
a∈A∩S
B(a))
(4.19)
= L(n)sx (A ∩ S)(
1
2
∗g(x, 1, B(sx)) +
1
2
) +
1
2
∑
s 6=sx
L(n)s (A ∩ S)
∗g(x, 1, B(s))
(4.20)
≈ L(n)sx (A ∩ S)(
1
2
Gsxsx +
1
2
) +
1
2
∑
s 6=sx
L(n)s (A ∩ S)Gsxs.
(4.21)
On the other hand, we have
L(n+1)sx (A ∩ S) =
∑
s∈S
LsxsL
(n)
s (A ∩ S)
(4.22)
=
∑
s∈S
(
1
2
Gsxs +
1
2
∆(sx, s))L
(n)
s (A ∩ S)(4.23)
=
∑
s 6=sx
1
2
GsxsL
(n)
s (A ∩ S) + (
1
2
Gsxsx +
1
2
)L(n)sx (A ∩ S).(4.24)
Thus, we can conclude that ∗gL(x, n+1,
⋃
a∈A∩S B(a)) ≈ L
(n+1)
sx (A∩S). By
induction, we have the desired result.
The following well-known nonstandard representation theorem is due to
Robert Anderson.
Lemma 8 ([6, Thm 3.3]). Let (X,B[X], µ) be a σ-compact Borel proba-
bility space. Then st is measure preserving from (∗X, ∗B[X], ∗µ) to (X,B[X], µ).
That is, we have µ(E) = ∗µ(st−1(E)) for all E ∈ B[X].
Note that every Heine-Borel space is σ-compact. We also recall that the
hyperfinite state space S of {X ′t}t∈T contains X as a subset. We now present
the following hyperfinite representation theorem for lazy chains. The proof
is very similar to the proof of 4.3 hence is omitted.
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Theorem 4.5. Suppose that the transition kernel of {Xt}t∈N satisfies
Section 1. Then for every x ∈ X, every t ∈ N and every E ∈ B[X], we have
gL(x, t, E) = L
(t)
x (st
−1(E) ∩ S).
4.2. Hyperfinite Representation of Stationary Distribution. Let π be a
stationary distribution of {Px(·)}x∈X . We construct an analogous object
in the hyperfinite representation {Gi(·)}i∈S , called the “weakly stationary
distribution”.
Definition 7. Let Π be an internal probability measure on (S,I(S)).
We say Π is a weakly stationary distribution for {Gi(·)}i∈S if there exists
an infinite t0 ∈ T such that for any t ≤ t0 and any A ∈ I(S) we have
Π(A) ≈
∑
i∈S Π({i})G
(t)
i (A).
In [19], the authors show that weakly stationary distributions exist for
hyperfinite representations of general state space continuous time Markov
processes under moderate regularity conditions. In this section, we show that
weakly stationary distributions exist for Markov processes with transition
kernel satisfying Section 1. We start by giving an explicit construction of a
weakly stationary distribution from the standard stationary distribution.
Definition 8. Let π be the stationary distribution for {Px(·)}x∈X . Let
π′ be an internal probability measure on (S,I(S)) satisfying
• For all s ∈ S, let π′({s}) =
∗π(B(s))
∗π(
⋃
t∈S B(t))
.
• For every internal set A ⊂ S, let π′(A) =
∑
s∈A π
′({s}).
It is straightforward to verify from 8 that
π′(A) ≈ ∗π(
⋃
s∈A
B(s))(4.25)
for every A ∈ I(S). The following theorem relates π′ and π.
Theorem 4.6 ([19, Lemma 8.15]). π′ is an internal probability measure
on (S,I(S)). Moreover, for every A ∈ B[X], we have π′(st−1(A)∩S) = π(A).
We now show that π′ is a weakly stationary distribution for {Gi(·)}i∈S .
Theorem 4.7. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Let π be the
stationary distribution of {Px(·)}x∈X . Then π
′ satisfying Definition 8 is a
weakly stationary distribution for {Gi(·)}i∈S .
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Proof. Pick an internal set A ⊂ S and some t ∈ N. By the transfer
principle, we have π′(A) ≈ ∗π(
⋃
a∈AB(a)) =
∫
∗g(x, t,
⋃
a∈AB(a))
∗π(dx).
Pick ǫ > 0, there is a compact set K ⊂ X such that
∑
s∈S π
′({s})G
(t)
s (A)−∑
s∈∗K∩S π
′({s})G
(t)
s (A) < ǫ and
∫
∗g(x, t,
⋃
a∈AB(a))
∗π(dx)−
∫
SK
∗g(x, t,
⋃
a∈AB(a))
∗π(dx) <
ǫ, where SK =
⋃
s∈∗K∩S B(s). As our choice of ǫ is arbitrary, to show π
′(A) ≈∑
s∈S π
′({s})G
(t)
s (A), it is sufficient to show that
∑
s∈∗K∩S π
′({s})G
(t)
s (A) ≈∫
SK
∗g(x, t,
⋃
a∈AB(a))
∗π(dx).
Note that we have
∫
SK
∗g(x, t,
⋃
a∈A
B(a))∗π(dx) =
∫
⋃
s∈∗K∩S B(s)
∗g(x, t,
⋃
a∈A
B(a))∗π(dx)
(4.26)
=
∑
s∈∗K∩S
∫
B(s)
∗g(x, t,
⋃
a∈A
B(a))∗π(dx).(4.27)
By Lemma 5, we have∫
B(s)
∗g(x, t,
⋃
a∈A
B(a))∗π(dx) ≈
∫
B(s)
∗g(s, t,
⋃
a∈A
B(a))∗π(dx).(4.28)
As
∑
s∈∗K∩S
∗π(B(s)) < 1, by Theorem 4.2, we have
∑
s∈∗K∩S
∫
B(s)
∗g(x, t,
⋃
a∈A
B(a))∗π(dx)(4.29)
Eq. (4.28)
≈
∑
s∈∗K∩S
∫
B(s)
∗g(s, t,
⋃
a∈A
B(a))∗π(dx)(4.30)
=
∑
s∈∗K∩S
∗g(s, t,
⋃
a∈A
B(a))∗π(B(s))(4.31)
Lemma5
≈
∑
s∈∗K∩S
G(t)s (A)
∗π(B(s))(4.32)
Eq. (4.25)
≈
∑
s∈∗K∩S
G(t)s (A)π
′({s}).(4.33)
Thus, we can conclude that π′(A) ≈
∑
s∈S π
′({s})G
(t)
s (A) for every A ∈ I(S)
and every t ∈ N.
Let D = {t ∈ T : (∀A ∈ I(S))(|π′(A)−
∑
s∈S π
′({s})G
(t)
s (A)| <
1
t
)}. Then
D contains every t ∈ N. By overspill, there exists an infinite t0 ∈ T such that
|π′(A)−
∑
s∈S π
′({s})G
(t)
s (A)| <
1
t
for all A ∈ I(S) and all t ≤ t0. Thus, we
have π′(A) ≈
∑
s∈S π
′({s})G
(t)
s (A) for all A ∈ I(S) and all t ≤ t0.
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4.3. Hyperfinite Representation of Reversible Markov Processes. Recall
that a Markov process is reversible if it satisfies Equation (2.1), and in
particular A Markov chain on a finite state space is reversible if and only if
π({i})g(i, 1, {j}) = π({j})g(j, 1, {i})(4.34)
for every i, j in the state space X. If {g(x, 1, ·)}x∈X is reversible, then its
hyperfinite representation {Gi(·)}i∈S is “almost” reversible in the sense that
∑
s∈S1
G(t)s (S2)π
′({s}) ≈
∑
s∈S2
G(t)s (S1)π
′({s})(4.35)
for every S1, S2 ∈ I(S) and every t ∈ N. We now show that {Gi(·)}i∈S is
“infinitesimally close” to a *reversible process.
Theorem 4.8. Suppose {g(x, 1, ·)}x∈X is reversible with stationary mea-
sure π and satisfies Section 1. Then there exists an internal transition kernel
{Hs(·)}s∈S such that it is *reversible with respect to π
′ and
max
s∈S
‖ G(t)s (·) −H
(t)
s (·) ‖≈ 0.(4.36)
for every t ∈ N.
Proof. For every x ∈ ∗X and A ∈ ∗B[X], define
F (x,A) = δ(x,A)∗g(x, 1, ∗X \
⋃
s∈S
B(s))(4.37)
for notational convenience. Thus, for every i, j ∈ S, by Definition 6, we have
Gij =
∗g(i, 1, B(j)) + F (i, B(j)). Note that π′({i}) =
∗π(B(i))
∗π(
⋃
s∈S B(s))
.
For every i, j ∈ S with π′({i}) 6= 0, define
Hij =
∫
B(i)
∗g(x, 1, B(j)) + F (x,B(j))
∗π(dx)
∗π(
⋃
s∈S B(s))
π′({i})
.(4.38)
For i with π′({i}) = 0, set Hij = Gij =
∗g(i, 1, B(j))+F (i, B(j)). For every
i ∈ S and A ∈ I(S), define Hi(A) =
∑
j∈AHij. It is straightforward to
verify that Hi(·) defines an internal probability measure on (S,I(S)) for
every i ∈ S. We now show that the hyperfinite Markov process with internal
transition kernel {Hi(·)}i∈S is *reversible.
Claim 1. The internal transition matrix {Hi(·)}i∈S is *reversible with
*stationary distribution π′.
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Proof. We start by showing that π′ is a *stationary distribution of
{Hi(·)}i∈S . Let S0 = {s ∈ S :
∗π(B(s)) > 0}. For s ∈ S \ S0, note that∫
B(s)
∗g(x, 1, B(j))∗π(dx) = 0 for every j ∈ S. Thus, for every j ∈ S, we
have
∑
i∈S
π′({i})Hij
(4.39)
=
1
∗π(
⋃
s∈S B(s))
∑
i∈S0
π′({i})
∫
B(i)
∗g(x, 1, B(j)) + F (x,B(j))∗π(dx)
π′({i})
(4.40)
=
1
∗π(
⋃
s∈S B(s))
∑
i∈S
∫
B(i)
∗g(x, 1, B(j)) + F (x,B(j))∗π(dx)
(4.41)
=
1
∗π(
⋃
s∈S B(s))
(∗π(B(j)) −
∫
∗X\
⋃
s∈S B(s)
∗g(x, 1, B(j))∗π(dx) +
∫
B(j)
F (x,B(j))∗π(dx))
(4.42)
=
∗π(B(j))
∗π(
⋃
s∈S B(s))
= π′({j}).
(4.43)
Hence π′ is a *stationary distribution of {Hi(·)}i∈S .
We now show that the hyperfinite Markov process with internal transition
kernel {Hi(·)}i∈S is *reversible with respect its *stationary distribution π
′.
For t ∈ S \ S0, we have
π′({t})Htj = 0 =
1
∗π(
⋃
s∈S B(s))
∫
B(t)
∗g(x, 1, B(j)) + F (x,B(j))∗π(dx)
(4.44)
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for every j ∈ S. Thus, for every i, j ∈ S, we have
π′({i})Hij
(4.45)
=
1
∗π(
⋃
s∈S B(s))
∫
B(i)
∗g(x, 1, B(j)) + F (x,B(j))∗π(dx)
(4.46)
=
1
∗π(
⋃
s∈S B(s))
(
∫
B(j)
∗g(x, 1, B(i))∗π(dx) +
∫
B(j)
F (x,B(i))∗π(dx))
(4.47)
=
1
∗π(
⋃
s∈S B(s))
(
∫
B(j)
∗g(x, 1, B(i)) + F (x,B(i))∗π(dx)
(4.48)
= π′({j})Hji.
(4.49)
We now prove the theorem by induction on t ∈ N. Let t = 1. Pick s ∈ S
and A ∈ I(S). If ∗π(B(s)) = 0, then we have Gs(A) = Hs(A). Suppose
∗π(B(s)) 6= 0. Pick m ∈ N. We have
|Gs(A)−Hs(A)|
(4.50)
≤
∫
B(s) |
∗g(s, 1,
⋃
a∈AB(a)) + F (s,
⋃
a∈AB(a))−
∗g(x, 1,
⋃
a∈AB(a))− F (x,
⋃
a∈AB(a))|
∗π(dx)
∗π(dx)
(4.51)
Lemma5
≤
1
m
∗π(B(s))
∗π(B(s))
=
1
m
.
(4.52)
As our choices of s and A are arbitrary, we have maxs∈S ‖ Gs(·)−Hs(·) ‖≈ 0.
Suppose that the theorem holds for t = n. We now establish the result
for t = n+ 1. Pick s ∈ S and A ∈ I(S). By Lemma 7, we have
|G(n+1)s (A)−H
(n+1)
s (A)|(4.53)
= |
∑
i∈S
GsiG
(n)
i (A)−
∑
i∈S
HsiH
(n)
i (A)|(4.54)
≤‖ Gs(·)−Hs(·) ‖≈ 0.(4.55)
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As our choices of s and A are arbitrary, we have maxs∈S ‖ G
(t+1)
s (·) −
H
(t+1)
s (·) ‖≈ 0, completing the proof.
Throughout the paper, we shall denote the hyperfinite Markov process
on S with the internal transition matrix {Hij}i,j∈S by {Zt}t∈T . As the to-
tal variation distance between {Gi(·)}i∈S and {Hi}i∈S is infinitesimal, it is
not surprising that {Hi}i∈S can be used as a hyperfinite representation of
{Gi(·)}i∈S . The following two theorems follow easily from Theorem 4.2, 4.3
and 4.8 hence proofs are omitted.
Theorem 4.9. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Then for any
t ∈ N, any s ∈ NS(S) and any A ∈ ∗B[X], we have ∗g(s, t,
⋃
a∈A∩S B(a)) ≈
H
(t)
s (A ∩ S).
Theorem 4.10. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Then for any
s ∈ NS(S), any t ∈ N and any E ∈ B[X], g(st(s), t, E) = H
(t)
s (st
−1(E)∩S).
Define the lazy transition kernel {Iij}i,j∈S associated with {Hij}i,j∈S to
be a collection of internal transition probabilities satisfying the initial con-
ditions I
(0)
ij = H
(0)
ij and Iij =
1
2Hij +
1
2∆(i, j), where ∆(i, j) = 1 if i = j and
∆(i, j) = 0 if i 6= j. For every i ∈ S and A ∈ I(S) we then have
Ii(A) ≡
∑
j∈A
Iij =
∑
j∈A
(
1
2
Hij +
1
2
∆(i, j)) =
1
2
Hi(A) +
1
2
∆(i, A)(4.56)
where ∆(i, A) = 1 if i ∈ A and ∆(i, A) = 0 if i 6∈ A.
The following result shows that the total variation distance between the
lazy chain of {Gi(·)}i∈S and the lazy chain of {Hi}i∈S is infinitesimal.
Lemma 9. Suppose {g(x, 1, ·)}x∈X is reversible and satisfies Section 1.
Then we have
max
s∈S
‖ L(t)s (·)− I
(t)
s (·) ‖≈ 0(4.57)
for every t ∈ N.
Proof. We prove the result by induction on t ∈ N. Let t = 1. By 4.8
and the construction of the lazy chain, we have
max
s∈S
‖ Ls(·)− Is(·) ‖≈ 0.(4.58)
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Assume that the theorem holds for t = n. We now prove the case for
t = n+ 1. Pick s ∈ S and A ∈ I(S). By Lemma 7, we have
|L(n+1)s (A) − I
(n+1)
s (A)|(4.59)
= |
∑
i∈S
LsiL
(n)
i (A)−
∑
i∈S
IsiI
(n)
i (A)|(4.60)
≤‖ Ls(·)− Is(·) ‖≈ 0.(4.61)
As our choices of s and A are arbitrary, we have maxs∈S ‖ L
(t+1)
s (·) −
I
(t+1)
s (·) ‖≈ 0, completing the proof.
It is not surprising that the lazy transition kernel {Is(·)}s∈S is a hyper-
finite representation of the standard lazy transition kernel {gL(x, 1, ·)}x∈X .
The following two results follow directly from 4.4, 4.5 and 9.
Theorem 4.11. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Then for any
t ∈ N, any x ∈ NS(∗X) and any A ∈ ∗B[X], we have ∗gL(x, t,
⋃
a∈A∩S B(a)) ≈
I
(t)
sx (A ∩ S) where sx is the unique element in S such that x ∈ B(sx).
Theorem 4.12. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Then for
every x ∈ X, every t ∈ N and every E ∈ B[X], we have gL(x, t, E) =
I
(t)
x (st
−1(E) ∩ S).
5. Mixing Times and Hitting Times with Their Nonstandard
Counterparts. . In this section, we develop nonstandard notions of mixing
and hitting times for hyperfinite Markov processes and we show that the
nonstandard notions and standard notions agree with each other. We assume
that the underlying state space X is compact for some theorems in this
section. Recall that X is compact if and only if ∗X = NS(∗X).
5.1. Agreement of Mixing Time. Let {Xt}t∈N be a discrete time Markov
process on a general state space X with transition probabilities denoted
by {g(x, t, A)}x∈X,t∈N,A∈B[X] and stationary distribution π. The following
theorem shows that the mixing time of the lazy chain is no greater than the
mixing time of the hyperfinite lazy chain.
Theorem 5.1. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. For every ǫ ∈
R>0, we have
tL(ǫ) ≤ min{t ≥ 0 : sup
i∈S
st(‖ I
(t)
i (·)− π
′(·) ‖) ≤ ǫ}.(5.1)
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Proof. By the definition of the Loeb measure, 4.12 and 4.6, we have
sup
i∈S
st(‖ I
(t)
i (·)− π
′(·) ‖)(5.2)
≥ sup
i∈S
sup
A∈B[X]
|I
(t)
i (st
−1(A) ∩ S)− π′(st−1(A) ∩ S)|(5.3)
≥ sup
x∈X
sup
A∈B[X]
|gL(x, t, A)− π(A)|(5.4)
= sup
x∈X
‖ gL(x, t, ·)− π(·) ‖ .(5.5)
Thus, tL(ǫ) ≤ min{t ∈ N : supi∈S st(‖ I
(t)
i (·)−π
′(·) ‖) ≤ ǫ} for all ǫ > 0.
The following result is an immediate consequence of Lemma 5.1.
Corrolary 1. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. For every
ǫ ∈ R>0, we have
tL(ǫ) ≤
∗min{t ∈ T : ∗ supi∈S ‖ I
(t)
i (·)− π
′(·) ‖≤ ǫ}.(5.6)
Proof. Pick ǫ ∈ R>0. If
∗ supi∈S ‖ I
(t)
i (·) − π
′(·) ‖≤ ǫ then
sup
i∈S
st(‖ I
(t)
i (·)− π
′(·) ‖) ≤ ǫ.(5.7)
The result then follows from Lemma 5.1.
5.2. Agreement of Hitting Time. Let {Xt}t∈N be a discrete time Markov
process with transition probabilities {g(x, 1, A)}x∈X,A∈B[X] and initial dis-
tribution ν. By Kolmogorov existence theorem, there exists a probability
measure P on (XN,B[X]N) such that
P(X0 ∈ A0,X1 ∈ A1, . . . ,Xn ∈ An)
(5.8)
=
∫
A0
ν(dx0)
∫
A1
g(x0, 1,dx1) . . .
∫
An−1
g(xn−1, 1, An)g(xn−2, 1,dxn−1)
(5.9)
for all n ∈ N and all A0, A1, . . . , An ∈ B[X]. We write Px(·) for the proba-
bility of an event conditional on X0 = x. Let {Hij}i,j∈S and µ denote the
internal transition matrix and the initial internal distribution of a *reversible
hyperfinite Markov process {Zt}t∈T defined in 4.3, respectively. By 4.1, we
have:
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Theorem 5.2. There exists a hyperfinite probability space (Ω,I(Ω),Q)
such that
Q(Z0 = i0, Z1 = i1, . . . , Zt = it) = µ({i0})Hi0i1Hi1i2 . . . Hit−1it(5.10)
for all t ∈ T and i0, i1, . . . , it ∈ S.
We write Qs(·) for the internal probability of an internal event conditional
on Z0 = s.
The first hitting time τA of a set A ∈ B[X] for {Xt}t∈N is min{t > 0 :
Xt ∈ A}. It is straightforward to see that Px(τA = 1) = g(x, 1, A). For
t ≥ 1, we have Px(τA = t + 1) =
∫
X\A Py(τA = t)dg(x, 1,dy). Similarly,
the first internal hitting time τ ′A of an internal set A ⊂ S is defined to be
min{t ∈ T : Zt ∈ A}. It is easy to verify that Qs(τ
′
A = 1) = Hs(A) for
every s ∈ S and A ∈ I(S). For t > 1, s ∈ S and A ∈ I(S), we have
Qs(τ
′
A = t) =
∑
s1,s2,...,st−1∈S\A
Hss1Hs1s2 . . . Hst−1(A). Thus, for t ≥ 1, we
have Qs(τ
′
A = t+ 1) =
∫
S\AQy(τ
′(A) = t)Hs(dy).
In order to apply nonstandard extensions and the transfer principle more
easily, we define P : X × B[X] × N → [0, 1] to be P(x,B, t) = Px(τB = t)
and define Q : S × I(S)× T → ∗[0, 1] to be Q(s,A, t) = Qs(τ
′
A = t).
Theorem 5.3. Suppose {g(x, 1, ·)}x∈X satisfies Section 1. Moreover, as-
sume that the state space X is compact. For every x ∈ ∗X, every A ∈ I(S)
and every t ∈ N, we have ∗P(x,
⋃
a∈AB(a), t) ≈ Q(sx, A, t) where sx is the
unique element in S with x ∈ B(sx).
Proof. For t = 1, by Section 1 and Theorem 4.9, we have
∗P(x,
⋃
a∈A
B(a), 1) = ∗g(x, 1,
⋃
a∈A
B(a)) ≈ Hsx(A) = Q(sx, A, 1)(5.11)
for every x ∈ ∗X and every A ∈ I(S).
Fix n ∈ N and suppose we have ∗P(x,
⋃
a∈AB(a), t) ≈ Q(sx, A, t) for
every x ∈ ∗X, every A ∈ I(S) and every t ≤ n. We now prove the case
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where t = n+ 1. By the induction hypothesis, we have
∗P(x,
⋃
a∈A
B(a), n+ 1)(5.12)
=
∫
∗X\
⋃
a∈A B(a)
∗P(y,
⋃
a∈A
B(a), n)∗g(x, 1,dy)(5.13)
=
∫
⋃
s∈S\AB(s)
∗P(y,
⋃
a∈A
B(a), n)∗g(x, 1,dy)(5.14)
≈
∫
⋃
s∈S\AB(s)
Q(sy, A, n)
∗g(x, 1,dy).(5.15)
By Lemma 7, we have∫
⋃
s∈S\AB(s)
Q(sy, A, n)
∗g(x, 1,dy)(5.16)
≈
∫
⋃
s∈S\AB(s)
Q(sy, A, n)
∗g(sx, 1,dy)(5.17)
=
∑
s∈S\A
Q(s,A, n)∗g(sx, 1, B(s)).(5.18)
As X is compact, by Definition 6, we have ∗g(sx, 1, B(s)) = Gsxs. Thus, we
have ∑
s∈S\A
Q(s,A, n)∗g(sx, 1, B(s)) =
∑
s∈S\A
Q(s,A, n)Gsxs.(5.19)
By Lemma 7 and 4.8, we have
|
∑
s∈S\A
Q(s,A, n)Gsxs −
∑
s∈S\A
Q(s,A, n)Hsxs|(5.20)
≤‖ Gsx(·)−Hsx(·) ‖≈ 0.(5.21)
Hence, we have ∗P(x,
⋃
a∈AB(a), n + 1) ≈ Q(sx, A, n + 1), completing the
proof.
The following result shows that the large hitting time of the standard
Markov process defined in 4 is bounded from below by the large hitting
time of its hyperfinite representation.
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Theorem 5.4. Let α ∈ R>0. Suppose {g(x, 1, ·)}x∈X satisfies Section 1.
Moreover, assume that the state space X is compact. Then
τg(α) ≥ min{t ∈ T :
∗ inf{
t∑
k=1
Q(s,A, k) : s ∈ S,A ∈ I(S) such that π′(A) ≥ α} > 0.9},
(5.22)
provided that τg(α) exists.
Proof. Pick α ∈ R>0 and suppose τg(α) exists. By the transfer principle,
we have
τg(α) =
∗min{t ∈ T : ∗ inf{
t∑
k=1
∗P(x,A, k) : x ∈ ∗X,A ∈ ∗B[X] such that ∗π(A) ≥ α} > 0.9}.
(5.23)
For every A ∈ I(S) with π′(A) > α, by Definition 8, we have ∗π(
⋃
a∈AB(a)) >
α. Thus, for every n ∈ N, we have
∗ inf{
n∑
k=1
∗P(x,A, k) : x ∈ ∗X,A ∈ ∗B[X] such that ∗π(A) ≥ α}
(5.24)
≤ ∗ inf{
n∑
k=1
∗P(s,
⋃
a∈A
B(a), k) : s ∈ S,A ∈ I(S) such that π′(A) ≥ α}
(5.25)
/ ∗ inf{
n∑
k=1
Q(s,A, k) : s ∈ S,A ∈ I(S) such that π′(A) ≥ α}.
(5.26)
As τg(α) exists, we have
inf{
τg(α)∑
k=1
Q(s,A, k) : s ∈ S,A ∈ I(S) such that π′(A) ≥ α} > 0.9.(5.27)
Hence, we have the desired result.
5.3. Mixing Times and Hitting Times on Compact Sets. In this section,
we use techniques developed in previous sections to prove Theorem 2.2 for re-
versible Markov processes with compact state spaces. The following lemma is
well-known (for completeness, a proof can be found in A.5 in the appendix):
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Lemma 10. Let 0 < α < 12 . Let D denote the collection of discrete
time transition kernels with a stationary distribution on a σ-compact metric
state space. Then there exists a universal constant d′α such that, for every
{g(x, 1, ·)}x∈X ∈ D, we have
d′(α)tH(α) ≤ tL.(5.28)
We now show prove our main result Theorem 2.2 in the special case that
the underlying state space is compact:
Theorem 5.5. Let 0 < α < 12 . Then there exist universal constants
dα, d
′
α such that, for every {g(x, 1, ·)}x∈X ∈ C, we have
d′αtH(α) ≤ tL ≤ dαtH(α).(5.29)
Proof. Suppose tH(α) is infinite. By 10, we know that tL is infinite.
Thus, the result follows immediately in this case.
Suppose tH(α) is finite. Let cα be the constant given in Theorem 2.1.
Let {Ii(·)}i∈S be the internal transition probability matrix defined after
4.10. By 1, we know that {Ii(·)}i∈S is a *reversible process with *stationary
distribution π′. Let
TL =
∗min{t ∈ T : ∗ supi∈S ‖ I
(t)
i (·)− π
′(·) ‖≤ ǫ}.(5.30)
Let
Tg(α) =
∗min{t ∈ T : ∗ inf{
t∑
k=1
Q(s,A, k) : s ∈ S,A ∈ I(S) such that π′(A) ≥ α} > 0.9}
(5.31)
where Q(s,A, k) is defined in 5.2.
By the transfer of 2.3, we know that TL ≤ 2cαTg(α). By 1, we have
tL ≤ TL. By 5.4, we have τg(α) ≥ Tg(α). Thus, we have tL ≤ 2cατg(α).
Let dα = 20cα. By 4, we have tL ≤ dαtH(α). By 10, we have the desired
result.
6. Mixing Times and Hitting Times on σ-Compact Sets. We fix
notation as in Section 5.3, but relax the assumption that (X, d) is a compact
metric space to the assumption that (X, d) is a σ-compact metric space. As
before, all σ-algebras should be taken to be the usual Borel σ-algebra.
We recall the definition of the trace of a Markov chain:
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Definition 9. Let g be the transition kernel of a Markov chain on state
space X with stationary measure π and Borel σ-field B[X]. Let S ∈ B[X]
have measure π(S) > 0.
Fix x ∈ X and let {Xt}t≥0 be a Markov chain with transition kernel g
and starting point X0 = x. Then define the sequence {ηi}i∈N by setting
η0 = min{t ≥ 0 : Xt ∈ S}(6.1)
and recursively setting
ηi+1 = min{t > ηi : Xt ∈ S}.(6.2)
We then define the trace of g on S to be the Markov chain with transition
kernel
g(S)(x, t, A) = Px[Xηt ∈ A].(6.3)
rem 1. Suppose that the original transition kernel g has stationary dis-
tribution π. For S ∈ B[X] with π(S) > 0, the normalization of π to the set
S is the stationary distribution of the trace transition kernel g(S). Moreover,
if g is ergodic and reversible with respect to the stationary distribution π,
then g(S) is reversible with respect to the normalization of π to the set S.
rem 2. Note that Definition 9 naturally constructs a coupling of {Xt}t∈N ∼
g and {X
(S)
t }t∈N ∼ {g
(S)(x, 1, ·)}x∈S on the same probability space.
rem 3. We give an alternative definition of the “lazy” kernel from 2
that is similar to the coupling in Remark 2. Let {ζi}i∈N be a sequence of
i.i.d. geometric random variables with mean 2, and define L(t) = max{i :∑i
j=1 ζi ≤ t}.
Observe that the chain {X
(L)
t }t∈N given by
X
(L)
t = XL(t)(6.4)
satisfies X
(L)
0 = x and {X
(L)
t }t∈N ∼ gL.
A simple coupling argument, expanded in A.3, gives:
Lemma 11. Let g be a transition kernel with stationary measure π that
satisfies Section 1, and let S ∈ B[X] be a set with measure π(S) > 0. Then
the trace g(S) of g on S also satisfies Section 1.
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For the rest of the section, let K(X) denote the collection of all com-
pact subsets of X that are also in B[X]. The next theorem shows that the
standardized mixing time of the original Markov chain is bounded by the
supremum over standardized mixing times of associated trace chains.2
Lemma 12. Let g be the transition kernel of a Markov chain on state
space X with stationary measure π. For S ∈ B[X] with π(S) > 0, denote by
t
(S)
m the standardized mixing time with respect to g
(S). Then
tm ≤ sup
S∈K(X)
t
(S)
m .(6.5)
Proof. By the definition of tm, for all ǫ > 0 there exist some particular
points x, y ∈ X and a set A ∈ B[X] such that
|g(x, t, A) − g(y, t, A)| > 0.25 + ǫ(6.6)
for t = tm−1. Next, note that {g(x, n, ·), g(y, n, ·)}
tm
n=0 is a finite collection
of measures, and in particular it is tight. Therefore, there exists a compact
set S such that max0≤n≤tm max{g(x, n, S), g(y, n, S)} ≥ 1−
ǫ
100tm
and x, y ∈
S. Combining this with Inequality (6.6), the transition probabilities g(S)
satisfy
|g(S)(x, t, A ∩ S)− g(S)(y, t, A ∩ S)|
(6.7)
≥ |g(x, t, A) − g(y, t, A)| − |g(x, t, A) − g(S)(x, t, A)| − |g(y, t, A) − g(S)(y, t, A)|
(6.8)
≥ |g(x, t, A) − g(y, t, A)| −
t∑
n=0
g(x, n,X \ S)−
t∑
n=0
g(y, n,X \ S)
(6.9)
≥ |g(x, t, A) − g(y, t, A)| − 2(t+ 1) max
0≤n≤t
max{g(x, n,X \ S), g(y, n,X \ S)}
(6.10)
> 0.25 +
98
100
ǫ.
(6.11)
2We freely use here the fact that the operation taking a kernel to its associated “lazy”
kernel and the operation taking a kernel to its associated “trace” kernel commute. We
include a proof of this fact in 23 of the appendix for completeness.
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Thus, the mixing time of g(S) is also at least tm, so we conclude
tm ≤ sup
S∈K(X)
t
(S)
m .(6.12)
By the coupling in 2, we have:
Lemma 13. Let 0 < α < 12 . Let g be the transition kernel of a Markov
chain on state space X with stationary measure π. For S ∈ B[X] with π(S) >
0, denote by τ
(S)
g (α) the large hitting time with respect to g(S). Then
τg(α) ≥ sup
S∈K(X)
τ (S)g (α).(6.13)
We can now prove Theorem 2.2, the main result of this section:
Theorem 6.1. Let 0 < α < 12 . Then there exist universal constants
0 < aα, a
′
α <∞ such that, for every {g(x, 1, ·)}x∈X ∈ M, we have
a′αtH(α) ≤ tL ≤ aαtH(α).(6.14)
Proof. By 10, there exists a universal constant a′α > 0 such that, for
every {g(x, 1, ·)}x∈X ∈ M, we have a
′
αtH(α) ≤ tL. Recall that C is the
collection of discrete time reversible transition kernels with compact state
space satisfying Section 1. By Theorem 5.5, there exists a universal constant
dα > 0 such that, for every {g(x, 1, ·)}x∈X ∈ M, the mixing time of the
lazy chain is bounded by dα times the maximal hitting time. For every
{g(x, 1, ·)}x∈X ∈ M, by 3, we have tL ≤ 2tL. By 23, 12, 11 and Theorem
5.5, we have
tL ≤ sup
S∈K(X)
t
(S)
L ≤ dα sup
S∈K(X)
τ (S)g (α).(6.15)
By 13 and 4, we have
sup
S∈K(X)
τ (S)g (α) ≤ τg(α) ≤ 10tH(α).(6.16)
Let aα = 20dα. We have tL ≤ aαtH(α) for every {g(x, 1, ·)}x∈X ∈ M.
imsart-aap ver. 2014/10/16 file: Mixing_Extended_Versio
MIXING AND HITTING TIMES 31
7. Statistical Applications and Extensions. In this section, we give
results that allow us apply our main result, Theorem 2.2, to obtain useful
bounds for various Markov chains that don’t satisfy its main assumptions.
Our main motivation is the study of Markov chain Monte Carlo (MCMC)
algorithms. MCMC is ubiquitous in statistical computation, and in this con-
text small mixing times correspond to efficient algorithms (see e.g. [12] for
an overview of MCMC, [22] for applications, and [30] for analyses). Very few
algorithms used for MCMC satisfy the strong Feller condition Section 1.
We begin by showing in Section 7.1 that our results apply without change
to the Metropolis-Hastings algorithm, one of the most popular algorithms
in computational statistics. In Section 7.2, we introduce a relaxation of the
strong Feller condition Section 1 and then show that this relaxed property is
satisfied by many other MCMC chains. Appendix Section B contains further
applications.
7.1. Strong Feller Functions of Metropolis-Hastings Chains. We begin
with the following definition of a large class of Metropolis-Hastings chains:
Definition 10 (Metropolis-Hastings Chain). Fix a distribution π with
continuous density ρ supported on Rd. Also fix a reversible kernel {q(x, 1, ·)}x∈Rd
on Rd with stationary measure ν. For every x ∈ Rd, assume that q(x, 1, ·) has
continuous density qx and ν has continuous density φ. Define the acceptance
function by the formula
β(x, y) = min(1,
ρ(y)qy(x)
ρ(x)qx(y)
).(7.1)
Finally, define g to be the transition kernel given by the formula
g(x, 1, A) =
∫
y∈A
qx(y)β(x, y)dy + δ(x,A)
∫
Rd
qx(y)(1− β(x, y))dy.(7.2)
For a transition kernel of this form, define the constant
γ = inf
x
∫
Rd
qx(y)β(x, y)dy.(7.3)
rem 4. It is well-known that, under these conditions, g will be reversible
with stationary measure π (see e.g. [13]).
Let g be a Metropolis-Hastings kernel of form given in 10, and let {Xt}t∈N ∼
g. Then define inductively η0 = 0 and
ηi+1 = min{t > ηi : Xt 6= Xηi}.(7.4)
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Define the skeleton of {Xt}t∈N by
Yt = Xηt .(7.5)
The process {(Yt, ηt)}t∈N is a Markov chain. We denote by g
′ its transition
kernel, and π′ its stationary measure on X × N. We remark that it is easy
to reconstruct {Xt}t∈N from {(Yt, ηt)}t∈N. For this section only, denote by
t′m, t
′
L and t
′
H(α) the mixing time, lazy mixing time and maximum hitting
time of g′.
We then have:
Theorem 7.1. Let B be the collection of transition kernels of the form
given in 7.2 with finite mixing time, and for which qx(y) is jointly continuous
in x, y. Then for all 0 < α < 12 , there exists a universal constant 0 < cα <∞
so that
t′L ≤ cα(1− δ)
−1tH(δα)(7.6)
for every g ∈ B and every δ > 0.
Proof. Since g is of the form 7.2, it is straightforward to see that g′
satisfies Section 1. Thus, one can apply Theorem 2.2 to show that, for any
0 < αˆ < 12 ,
t′L ∼ t
′
H(αˆ),(7.7)
where (as in Theorem 2.2) the implied constant depends on αˆ.
Next, we must relate t′H to tH . For x ∈ X, let λ(x) = g(x, 1, {x}
c).
For λ ∈ (0,∞), denote by Lλ the law of the geometric random variable
with success probability λ and let Pλ denote its associated probability mass
function. For A ⊂ X × N, we observe
π′(A) =
∑
n∈N
∫
X
Lλ(x)(n)1(x,n)∈Aπ(dx).(7.8)
Fix a measurable set A′ ⊂ X × N with stationary measure π′(A′) ≥ α.
Define the associated “core” set A ⊂ X by
A = {x ∈ X : Pλ(x)({n : (x, n) ∈ A
′}) ≥ (1− δ)α}.(7.9)
Since π′(A′) ≥ α, we must have π(A) ≥ δα. For chains {Xt}t∈N and
{(Yt, ηt)}t∈N coupled as in Equation (7.5), define the hitting times
τA = min{t : Xt ∈ A}, τ
′
A = min{t : Yt ∈ A}, τ
′
A′ = min{t : (Yt, ηt) ∈ A
′}.
(7.10)
(7.11)
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By the definition of the “core” set in Equation (7.9),
Ex[τ
′
A′ ] . (1− δ)
−1 Ex[τ
′
A](7.12)
for all starting points x ∈ X. Under our coupling of {Xt}t∈N and {(Yt, ηt)}t∈N,
Ex[τ
′
A] ≤ Ex[τA](7.13)
for all starting points x ∈ X. Combining these two inequalities, we have
Ex[τ
′
A′ ] . (1− δ)
−1Ex[τA](7.14)
for all A′ ∈ B[X] with π′(A′) ≥ α and all x ∈ X. furthermore, π(A) ≥ δα,
so
t′H(α) . (1− δ)
−1tH(δα).(7.15)
Combining this with Equation (7.7), completes the proof.
7.2. Almost-Strong Feller Chains. We don’t know a general way to ex-
tend the trick in Section 7.1. Fortunately for us, in the context of MCMC,
the user does not usually care about the mixing time of a specific Markov
chain - it is enough to estimate the mixing time of some Markov chain that
is both fast and easy to implement. We give the mathematical results first,
then explain their relevance to MCMC in Section 7.2.3.
7.2.1. Generic Bounds. Let {g(x, 1, ·)}x∈X be the transition kernel of a
Markov process. For every k ∈ N, denote by g(k) the transition kernel
g(k)(x, t, A) = g(x, kt,A)(7.16)
for every x ∈ X, t ∈ N and A ∈ B[X]. We call {g(k)(x, 1, ·)}x∈X the k-
skeleton of {g(x, 1, ·)}x∈X . We will use the superscript (k) to extend our
notation for the kernel g to the kernel g(k). For example, for every ǫ > 0, we
use t
(k)
m (ǫ) to denote the standardized mixing time of g
(k). We observe some
simple relationships between g and g(k), with details in Appendix A.4 for
completeness:
Lemma 14. For all ǫ > 0 and all k ∈ N,
t
(k)
m (ǫ) = ⌈
tm(ǫ)
k
⌉.(7.17)
imsart-aap ver. 2014/10/16 file: Mixing_Extended_Version.tex date: April 5, 2019
34 R. ANDERSON ET AL.
Lemma 15. For all α > 0 there exists a constant 0 < Cα < ∞ so that
for all k ∈ N,
t
(k)
H (α) ≤ Cα⌈
1
k
tm⌉.(7.18)
Next, we give a definition that relaxes the strong Feller condition in a
quantitatively-useful way. We first make a small remark on three operations
on kernels that we’ve defined: the trace of a kernel on a set, the k-skeleton
of a kernel, and the “lazy” version of a kernel. As shown in 23, the “trace”
and “lazy” transformations commute - the trace of the lazy chain is equal
to the lazy version of the trace chain. However, the k-skeleton and “lazy”
transformations do not generally commute. As such, we occasionally use
parentheses in the following notation to emphasize the order in which these
transformations occur, with subscripts taking precedence. For example, g
(k)
L
is the k-skeleton of the chain gL, while (g
(k))L is the lazy version of g
(k).
This last chain is important, and so we introduce the shorthand
G ≡ (g
(k)
L )L.(7.19)
We also define Tm, TL, and TH to be the mixing time, lazy mixing time and
maximum hitting time of G.
Definition 11 ((k,C)-almost Strong Feller). For k,C ∈ N, we say that
a kernel {g(x, 1, ·)}x∈X is (k,C)-almost strong Feller if there exist kernels
{G1(x, 1, ·), G2(x, 1, ·)}x∈X so that the following are satisfied:
1. G1 is reversible and satisfies Section 1, and
2. For some
0 ≤ p ≤
1
CtL
,(7.20)
we have
g
(k)
L = (1− p)G1 + pG2.(7.21)
For the rest of the paper, we let E(k,C) be the collection of (k,C)-almost
strong Feller transition kernels on a σ-compact metric state space X.
rem 5. Any strong Feller chain is (1, C)-almost strong Feller for all
C ≥ 0. Our condition is inspired by the famous asymptotically strong Feller
condition of [23].
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To lessen notation in the rest of this section, we use “x . y” as shorthand
for the longer phrase “there exists a universal constant D such that x ≤ Dy,”
and x ∼ y for “x . y and y . x.” We use the “prime” superscript to denote
quantities related to chains drawn from G1. For example, we denote by e.g.
t′m the mixing time of G1 and t
′
L the mixing time of its associated lazy chain.
We then have the main result of this section, which shows that Tm is
bounded from above by t
(k)
H (α) under condition 11:
Theorem 7.2. There exists a universal constant C0 such that, for every
0 < α < 0.5, there exists a universal constant dα such that for all C > C0,
all k ∈ N and all {g(x, 1, ·)}x∈X ∈ E(k,C), we have
dαTm ≤ ℓ
(k)
H (α),(7.22)
where ℓ
(k)
H denotes the maximum hitting time of the transition kernel g
(k)
L .
Proof. Pick 0 < α < 12 . We have k,C ∈ N and g ∈ E(k,C) as generic
constants and transition kernels, and we let G1, G2, and p be associated
kernels and constant as in 11. By 14,
t
(k)
L ∼ 1 +
tL
k
.(7.23)
Applying 20, the mixing time Tm of G = (g
(k)
L )L satisfies
Tm . t
(k)
L ∼ 1 +
tL
k
.(7.24)
Applying 21 and 7.21, there exists a constant C0 > 0 so that for all
C > C0, all k ∈ N and g ∈ E(k,C), we have
Tm ∼ t
′
L.(7.25)
as well. We restrict ourselves to C > C0 for the remainder of the proof.
Since the transition kernel {G1(x, 1, ·)}x∈X satisfies Section 1, Theorem
2.2 gives
t′L ∼ t
′
H(α).(7.26)
Applying 7.26 with 15 and 22, we further have
t′L ∼ t
′
H(α) . ℓ
(k)
H (α).(7.27)
Combining this with Inequality (7.25) completes the proof.
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7.2.2. Gibbs Samplers. We will show that 7.2 can be used to obtain non-
trivial mixing bounds related to the following class of Gibbs samplers:
Definition 12 (Gibbs Sampler). Fix a distribution π with continuous
density ρ > 0 on Rd. For x ∈ Rd, i ∈ {1, 2, . . . , n} and z ∈ R, define
ρx,i(z) =
ρ(x[1], x[2], . . . , x[i− 1], z, x[i + 1], . . . , x[d])∫
ρ(x[1], x[2], . . . , x[i− 1], y, x[i + 1], . . . , x[d])dy
,(7.28)
the i’th conditional distribution of ρ. Let Fx,i be the CDF of ρx,i. We then
define a Markov chain as follows.
Fix a starting point X0 = x. Let it
iid
∼ Unif({1, 2, . . . , d}) and Ut
iid
∼
Unif([0, 1]) be two i.i.d. sequences. We iteratively define Xt+1 by the equation
Xt+1 = (Xt[1], . . . ,Xt[it − 1], F
−1
Xt ,it
(Ut),Xt[it + 1], . . . ,Xt[d]).(7.29)
We define the transition kernel g by setting
g(x, t, A) = Px[Xt ∈ A](7.30)
where P is a product measure that generates this Markov process. (7.29) is the
usual “forward mapping” representation of a “random-scan” Gibbs sampler.
Note that, since ρ is continuous and nonzero everywhere, F−1x,i (u) always
contains exactly one element for x ∈ Rd, i ∈ {1, 2, . . . , n} and u ∈ [0, 1].
Under the same setting as (7.30), we define the associated “conditional”
update kernels {g(i)}1≤i≤d by their one-step transition probabilities:
g(i)(x, 1, A) = Px[X1 ∈ A|i0 = i].(7.31)
The MCMC literature has many variants of the Gibbs sampler, but we
focus on this popular simple case. Before stating our main result, we recall
that any sequence of transition kernels g1, . . . , gk on the same space has a
product kernel, which we denote
∏k
j=1 gj . Informally, this product is ob-
tained by “proposing from these kernels in order”; see e.g. Theorem 5.17 of
[26] for a formal justification of the notation. Our main result is:
Lemma 16. Let A be the collection of transition kernels of the form given
in 12, that also have finite mixing time. Then, for all 0 < C < ∞, there
exists a universal constant KC so that {g(x, 1, ·)}x∈X ∈ A is (k,C)-almost
strong Feller for any k ≥ KCd log(tL).
rem 6. The condition ρ(θ) > 0 for all θ ∈ Rd is only used as a simple
sufficient condition for the chain G1 defined in the proof to satisfy Section
1. In many other situations, this can be checked directly.
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Proof. Throughout this proof, we fix g ∈ A and use notation from 12
freely. We begin by bounding the mixing time from below. For x ∈ Rd, define
the collection
H(x) = {y ∈ Rd : ∃n ∈ {1, 2, . . . , d} s.t. y[n] = x[n]}(7.32)
of vectors that share at least one entry with x. Since π has a density ρ, we
have for any x ∈ Rd that
π(H(x)) = 0.(7.33)
Thus, for any x ∈ Rd and t ∈ N, we have
‖g(x, t, ·) − π(·)‖ ≥ P [∪t−1s=0{is} 6= {1, 2, . . . , d}].(7.34)
By the representation for the lazy chain in 3, we also have
‖gL(x, t, ·) − π(·)‖ ≥ P [∪
t−1
s=0{is} 6= {1, 2, . . . , d}].(7.35)
By the well-known “coupon collector” bound (see the main theorem of
[21]), there exists some d0 ∈ N such that for all d ≥ d0,
P [∪
1
2
d log(d)−1
s=0 {is} 6= {1, 2, . . . , d}] ≥ 1− e
−d.(7.36)
Putting together Inequalities (7.34) to (7.36), this implies that there exists
some universal constant 0 < c1 < ∞ so that for all d ∈ N and all g ∈ A on
Rd,
tm, tL ≥ c1d log(d).(7.37)
Denote by k ∈ N a constant that will be fixed later in the proof. Let
{Xt}t∈N ∼ g, let L be the (random) function from Equation (A.27), and let
{ζi}i∈N be the i.i.d. geometric(2) random variables used to construct L in
Equation (A.27). Recall that {XL(t)}t∈N ∼ gL. For this choice, define the
event
E = {∪kt=1{iL(t)} = {1, 2, . . . , d}},(7.38)
and define the kernels G1, G2 by setting
G1(x, 1, A) = Px[XL(k) ∈ A|E ]
G2(x, 1, A) = Px[XL(k) ∈ A|E
c].
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In the notation of Definition 11, the constant p associated with this choice
of k,G1, G2 is
p = P [E ].(7.39)
We observe that, for any fixed j ∈ {1, 2, . . . , d} and s ∈ N,
P [j ∈ ∪s−1t=0{it}] = 1− (1−
1
d
)s.(7.40)
On the other hand, by Hoeffding’s inequality, we have
P [L(k) <
k
4
] ≤ e−
1
4
k2(7.41)
for all k ≥ 4.
Combining these two bounds,
p ≤ P [∪
k
4
−1
t=0 {it} 6= {1, 2, . . . , d}] + P [L(k) <
k
4
] ≤ d(1−
1
d
)
k
4 + e−
1
4
k2 ≤ de−
k
4d + e−
1
4
k2 .
(7.42)
Noting k, d ≥ 1, we have:
p ≤ 2de−
k
4d .(7.43)
To satisfy Inequalities (7.21) and (7.20), we just need our choice of k to
ensure that p ≤ 1
CtL
. Inspecting these inequalities, there exists a universal
constant K so that this inequality is satisfied as long as
k > Kd log(max(d, tL)).(7.44)
On the other hand, by Inequality (7.37), there exists a universal constant A
so that
tL ≥ Ad log(max(d, tL)).(7.45)
Inspecting these final two bounds, we see that for all k sufficiently large
compared to d log(tL) . tL, this choice of k, p and G1 satisfies (7.21) and
(7.20).
Next, we must check that G1 is reversible. To see this, we begin by not-
ing that E depends only on the sequence {it}t∈N of “index” variables in our
forward-mapping representation. Next, we check that, even after condition-
ing on E , these index variables have a certain exchangeability-like property.
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For m ∈ N and any sequence J ∈ Rn with n ≥ m+ 1, define the “reversal”
function
wm(J) = (J [m], J [m− 1], . . . , J [1], J [0]).(7.46)
Let T = L(k). We observe that for any sequence j0, j1, . . . ∈ {1, 2, . . . , d},
we have
P[(i0, i1, . . . , iT ) = (j0, j1, . . . , jT )|E ] = P[(i0, i1, . . . , iT ) = wT (j0, j1, . . . , jT )|E ]
(7.47)
and so for any m ∈ N and J ∈ {1, 2, . . . , d}m+1
P[{T = m} ∩ {(i0, i1, . . . , iT ) = J}|E ] = P[{T = m} ∩ {(i0, i1, . . . , iT ) = wm(J)}|E ].
(7.48)
Then, for {Xt}t∈N ∼ g drawn according to the forward-mapping repre-
sentation, and for any x ∈ X, we have
G1(x, 1, A) = Px[XL(k) ∈ A|E ]
=
∑
m≥0
∑
J∈{1,...,d}m+1
Px[XL(k) ∈ A|E ; {T = m} ∩ {(i0, i1, . . . , iT ) = J}]
× P[{T = m} ∩ {(i0, i1, . . . , iT ) = J}]
=
1
2
∑
m≥0
∑
J∈{1,...,d}m+1
(Px[XL(k) ∈ A|E ; {T = m} ∩ {(i0, i1, . . . , iT ) = J}]
+ Px[XL(k) ∈ A|E ; {T = m} ∩ {(i0, i1, . . . , iT ) = wm(J)}])
× P[ {T = m} ∩ {(i0, i1, . . . , iT ) = J}]|E ]
=
∑
m≥0
∑
J∈{1,...,d}m+1
1
2
(
m∏
ℓ=0
g(J [ℓ]) +
m∏
ℓ=0
g(wm(J)[ℓ]))P[ {T = m} ∩ {(i0, i1 . . . , iT ) = J}]|E ].
Recalling that g(i) is π-reversible for every i, we see that 12(
∏k
m=1 g
(J [m])+∏k
m=1 g
(w(J)[m])) is the additive reversibilization of the kernel
∏k
m=1 g
(J [m]).
Hence, 12(
∏k
m=1 g
(J [m]) +
∏k
m=1 g
(w(J)[m])) is itself π-reversible (see e.g. the
introduction of [14] for a careful presentation of the additive reversibilization
and a general argument as to why it is reversible). Thus, G1 is π-reversible.
Finally, the fact that G1 satisfies Section 1 follows immediately from the
fact that the function (7.29) that gives the forward-mapping representation
of g is continuous.
We conclude:
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Theorem 7.3. Let A be the collection of transition kernels of the form
given in 12, that also have finite mixing time and satisfy ρ(θ) > 0 for all
θ ∈ Rd. Then there exists a universal constant 0 < K < ∞ such that, for
all 0 < α < 0.5, there exist constants 0 < cα < ∞, 0 < c
′
α < ∞ so that for
all {g(x, 1, ·)}x∈X ∈ A,
cαTm ≤ ℓ
(k)
H (α) ≤ c
′
α(1 +
tL
k
)(7.49)
uniformly in k ≥ Kd log(tL).
Proof. The first inequality follows immediately from 7.2 and 16. The
second follows from 15 and 3.
7.2.3. Using 7.3 and B.1 . We note that there are two obvious differences
obstacles to using our main results, 7.3 and B.1, for practical problems:
1. Both refer to the transition kernel G rather than the original kernel g
of interest.
2. Both require some choice of k, which in turn requires some a-priori
bound on the mixing time of gL.
The first is not a practical problem, as it is straightforward to sample
from G:
1. Sample a Markov chain {Xt}t∈N ∼ g.
2. Transform the sequence {X0,X1,X2, . . .} by repeating each element a
number of times given by a geometric(2) random variable, resulting in
the sequence {X0,X
′
1,X
′
2, . . .}.
3. Take the k-skeleton of this sequence, {Y0, Y1, Y2, . . .} ≡ {X
′
0,X
′
k,X
′
2k, . . .}.
4. As in step (2), transform the sequence {Y0, Y1, Y2, . . .} by repeating
each element a number of times given by a geometric(2) random vari-
able, resulting in the sequence {Y0, Y
′
1 , Y
′
2 , . . .} ∼ G.
The second point is slightly more subtle. In practice, it is often possible to
find a weak upper bound on a mixing time, even if practical upper bounds
are much harder. For a typical example, the paper [15] finds a very generic
upper bound on the mixing time of a family of Markov chains that includes
many Gibbs samplers. For many well-studied target distributions on Rd such
as the uniform distribution on the simplex, box or ball, the upper bounds in
[15] are roughly of the form tm . ec1d. On the other hand, after many years
of careful study, the true mixing times of many of these Markov chains were
shown to be polynomial in d (see e.g. [39]).
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In this situation, it was not too difficult to show an exponential bound on
the mixing time, but it was quite hard to show a polynomial bound. This is
exactly the situation in which 7.3 and B.1 are useful. If one can show that
e.g. tL . 2d, one can then choose k ≈ d log(d) . tL and use 7.3 or B.1 to
obtain much sharper estimates on the mixing time.
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APPENDIX A: SOME ELEMENTARY BOUNDS
In this section, we prove a few useful bounds on mixing times and hitting
times. Results in this section are used throughout the paper.
A.1. Elementary Equivalences.
Proof of Lemma 4. Pick α ∈ R>0. First, suppose 0 ≤ τg(α) < ∞
exists. Pick x0 ∈ X and A0 ∈ B[X] with π(A0) ≥ α such that Px0(τA0 ≤
τg(α) − 1) ≤ 0.9. Then we have
Ex0(τA0) ≥ τg(α)Px0(τA0 > τg(α)− 1) ≥ 0.1τg(α).(A.1)
Thus, we immediately have tH(α) ≥ 0.1τg(α).
Conversely, by a regeneration argument, we have
inf{Px(τA ≤ kτg(α)) : x ∈ X,A ∈ B[X] such that π(A) ≥ α} > 1− 0.1
k
(A.2)
for all k ∈ N. Thus, for every x ∈ X and every A ∈ B[X] with π(A) ≥ α, we
have
Ex(τA) ≤
∞∑
k=0
τg(α)Px(τA > kτg(α))(A.3)
≤ τg(α)
∞∑
k=0
0.1k(A.4)
≤ 2τg(α).(A.5)
Thus, we have tH(α) ≤ 2τg(α).
On the other hand, the same calculations show that τg(α) is infinite if
and only if tH(α) is infinite.
A.2. Mixing and Hitting Times of Perturbed Chains.
Lemma 17 (Submultiplicative Bounds on Hitting Times). Let {g(x, 1, ·)}x∈X
be a transition kernel on a σ-compact metric state space X with stationary
distribution π. Fix a constant α > 0 and set A ∈ B[X] with π(A) > α. Then
for all k ∈ N and all x ∈ X,
Px[τA > kτg(α)] ≤ (0.1)
k ,(A.6)
where P is a product measure that generates {g(x, 1, ·)}x∈X .
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Proof. Pick a constant α > 0. By definition of τg(α), we have for ℓ ∈ N,
x ∈ X and A ∈ B[A] with π(A) ≥ α that
Px[τA > (ℓ+ 1)τg(α)|τA > ℓτg(α)] ≤ 0.1.(A.7)
Iterating this bound over 0 ≤ ℓ < k, we have the desired result.
Lemma 18 (Comparison of Lazy Hitting Times). Let {g(x, 1, ·)}x∈X be
a transition kernel on a σ-compact metric state space X with stationary
distribution π. Let {gL(x, 1, ·)}x∈X be its associated lazy transition kernel as
defined in 2. For every 0 < α < 12 , let tH(α) be the maximum hitting time
for the kernel {g(x, 1, ·)}x∈X , and let ℓH(α) be the maximum hitting time
for the kernel gL. Then there exists a universal constant 0 < C < ∞, not
depending on α, so that
tH(α) ≤ ℓH(α) ≤ CtH(α).(A.8)
Proof. Pick a constant α > 0. Fix x ∈ X and A ∈ B[X] with π(A) ≥ α.
Let {Xt}t∈N ∼ g with starting point X0 = x. Let {ζi}i∈N be a sequence of
i.i.d. geometric random variables with mean 2, and define
L(t) = max{i :
i∑
j=1
ζi ≤ t}.(A.9)
Then the chain {Yt}t∈N given by the formula Yt = XL(t) satisfies Y0 = x and
{Yt}t∈N ∼ gL. Let τ
′
A be the first hitting time of A for the chain {Yt}.
We observe that
τ ′A = min{t : Yt ∈ A}
= min{t : XL(t) ∈ A}
= min{t : L(t) = τA}.
Setting the notation
Linv(t) = min{s : L(s) = t},(A.10)
this implies
τ ′A = Linv(τA).(A.11)
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This immediately implies τ ′A ≥ τA which further the first inequality in the
statement of the lemma. On the other hand, by Markov’s inequality, we have
P [τ ′A ≥ 50τA] ≤ P [
τA∑
i=0
ηi ≥ 50τA] ≤
1
25
.(A.12)
Let P be a product measure that generates {g(x, 1, ·)}x∈X . By 17, we have
P[τ ′A ≥ 150τg(α)] ≤ P[τ
′
A ≥ 50τA] + P [τA ≥ 3τg(α)]
≤
1
25
+
1
1000
< 0.1.
Let τ ′g(α) denote the large hitting time for {gL(x, 1, ·)}x∈X . Then we have
τ ′g(α) ≤ 150τg(α). By 4, there exists a universal constant C, not depending
on α, such that ℓH(α) ≤ CtH(α).
We quote the following lemma from [7].
Lemma 19 ([7, Lemma. 5.1]). For every 0 < ǫ1 < ǫ2 <
1
2 , there exists a
positive universal constant cǫ1ǫ2 such that
tm(ǫ2) ≤ tm(ǫ1) ≤ cǫ1ǫ2tm(ǫ2)(A.13)
for every Markov process with unique stationary distribution.
Lemma 20 (Comparison of Lazy Mixing Times). Let {g(x, 1, ·)}x∈X be
a transition kernel on a σ-compact metric state space X with stationary
distribution π. Let {gL(x, 1, ·)}x∈X be its associated lazy transition kernel as
defined in 2. For every 0 < ǫ < 12 , let tm(ǫ) be the mixing time for the kernel
{g(x, 1, ·)}x∈X , and let tL(ǫ) be the mixing time for the lazy kernel gL. Then
there exists a constant 0 < Cǫ <∞, depending only on ǫ, so that
tL(ǫ) ≤ Cǫ tm(ǫ).(A.14)
rem 7. In contrast to 18, the reverse inequality is not true; tL may be
much smaller than tm.
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Proof. Let t0 = max(2tm(
1
2ǫ), ⌈10ǫ
−1⌉). Then for any x ∈ X,
‖gL(x, t0, ·)− π(·)‖ = ‖
t0∑
s=0
2−t0
(
t0
s
)
g(x, s, ·) − π(·)‖
≤
t0∑
s=0
2−t0
(
t0
s
)
‖g(x, s, ·) − π(·)‖
≤
1
2
t0∑
s=0
2−t0
(
t0
s
)
+
t0∑
s= 1
2
t0
2−t0
(
t0
s
)
‖g(x, s, ·) − π(·)‖
≤
ǫ
2
+
ǫ
2
≤ ǫ.
Thus, tL(ǫ) ≤ max(2tm(
1
2ǫ), 10ǫ
−1). Applying 19 completes the proof.
Lemma 21 (Perturbation Bound on Mixing Times). Let {g(x, 1, ·)}x∈X , {g
′(x, 1, ·)}x∈X
be two transition kernels on a σ-compact metric state space X with station-
ary distributions π and π′, respectively. Let tm, t
′
m be the mixing time of
g, g′ respectively. If
sup
x
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤
1
256tm
,(A.15)
then3
1
4
t′m ≤ tm ≤ 4t
′
m.(A.16)
Proof. We will show that t′m ≤ 4tm under the assumption that
sup
x
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤
1
64tm
,(A.17)
a slight weakening of (A.15). We first show that ‖π−π′‖ is small. To do this,
we make the following small extension of our notation: for any probability
measure µ, time t ∈ N and set A ∈ B[X], we define
g(µ, t,A) =
∫
g(x, t, A)µ(dx),(A.18)
3Note that the assumption treats g, g′ asymmetrically, but the conclusion is symmetric.
This is not an accident.
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and similarly for g′. Next, set t0 = 4tm. We have
‖π − π′‖ = ‖π(·) − g′(π′, t0, ·)‖
≤ ‖π(·) − g(π′, t0, ·)‖ + ‖g(π
′, t0, ·)− g
′(π′, t0, ·)‖
≤ 2−4 + t0 sup
x∈X
‖g(x, 1, ·) − g′(x, 1, ·)‖
≤ 2−4 +
4
64
.
Thus,
‖π − π′‖ ≤
1
8
.(A.19)
We now prove our main bound. For all x ∈ X, we have
‖g′(x, t0, ·)− π
′(·)‖ = ‖(g′(x, t0, ·) − g(x, t0, ·)) + (g(x, t0, ·)− π(·)) + (π(·) − π
′(·))‖
≤ ‖g′(x, t0, ·)− g(x, t0, ·)‖ + ‖g(x, t0, ·) − π(·)‖+ ‖π − π
′‖
≤ t0 sup
y∈X
‖g′(y, 1, ·) − g(y, 1, ·)‖ + ‖g(x, t0, ·)− π(·)‖ +
1
8
≤
4
64
+ 2−4 +
1
8
=
1
4
,
where the inequality in the second-last line is Inequality (A.19), the first
inequality in the final line comes from assumption (A.17), and the second
inequality in that line follows from 1 and 2. This shows that t′m ≤ 4tm,
proving the first half of the inequality in the statement of the lemma.
However, we note that the inequalities t′m ≤ 4tm, combined with (A.15),
show that
sup
x
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤
1
64t′m
.(A.20)
This is exactly the weakened assumption (A.17) with the roles of g and g′
swapped, and so we conclude that tm ≤ 4t
′
m as well.
Lemma 22 (Perturbation Bound on Hitting Times). Let {g(x, 1, ·)}x∈X , {g
′(x, 1, ·)}x∈X
be two transition kernels on a σ-compact metric state space X with station-
ary distributions. Fix some constant 0 < α < 0.5. Let tH(α), t
′
H(α) be the
maximum hitting times of {g(x, 1, ·)}x∈X , {g
′(x, 1, ·)}x∈X respectively. If
sup
x
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤
1
30tH(α)
,(A.21)
then
t′H(α) ≤ 60tH(α)(A.22)
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Proof. For probability measures µ, ν on measure space (Ω,F), we denote
by µ ⊗max ν the usual “maximal” coupling (see Theorem 2.12 of [17] for
a precise construction). This coupling has the property that if (X,Y ) ∼
µ⊗max ν, then X ∼ µ, Y ∼ ν, and furthermore
µ⊗max ν[X 6= Y ] = ‖µ− ν‖.(A.23)
By a slight abuse of notation, we use this to define the kernel g ⊗max g
′ by
the formula
(g ⊗max g
′)((x, y), 1, ·) = g(x, 1, ·) ⊗max g
′(y, 1, ·).(A.24)
Let P be a product measure on (X ×X)N that generates g ⊗max g
′.
We now fix x ∈ X and sample {(Xt,X
′
t)}t∈N ∼ (g⊗maxg
′) with (X0,X
′
0) =
(x, x). Let τ = min{t : Xt 6= X
′
t}. Fix a set A ∈ B[X] and let τA, τ
′
A be the
hitting times of A for {Xt}t∈N and {X
′
t}t∈N respectively.
Fix 0 < α < 12 . Let τg(α), τ
′
g(α) denote the large hitting times of {g(x, 1, ·)}x∈X
and {g′(x, 1, ·)}x∈X , respectively. Let P be a product measure that generates
{g′(x, 1, ·)}x∈X . Fix t ≥ 3τg(α). By 4, we have t ≥ 1.5tH(α). We have
Px[τ
′
A > t] = Px,x[τ
′
A > t]
≤ Px,x[τA > t] + Px,x[τ ≤ t]
≤ 0.01 + t sup
y∈X
‖g(y, 1, ·) − g(y, 1, ·)‖
≤ 0.01 + 0.05 < 0.1.
Since A, x were arbitrary, we have τ ′g(α) ≤ 3τg(α). By 4, we have
t′H(α) ≤ 2τ
′
g(α) ≤ 6τg(α) ≤ 60tH(α).(A.25)
A.3. Properties of the Trace. We check that the “trace chain of the
lazy chain” and the “lazy chain of the trace chain” are the same. To help,
we introduce some notation. Define TL to be the map that takes a kernel g
to the lazy version gL defined in 2. For a set S, define T
(S) to be the map
that takes a kernel g to the trace g(S) of g on S defined in 9. We then have:
Lemma 23. Let {g(x, 1, ·)}x∈X be an ergodic transition kernel on a σ-
compact metric state space X endowed with Borel σ-algebra B[X]. Let π be
its stationary distribution and let S ∈ B[X] have π(S) > 0. Then
TL(T
(S)(g)) = T (S)(TL(g)).(A.26)
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rem 8. This lemma justifies the choice of notation g
(S)
L for the common
transition kernel.
Proof. We will actually prove a slightly stronger statement by construct-
ing Markov chains from the relevant kernels on the same probability space.
Fix x ∈ X and let {Xt}t∈N ∼ g with starting point X0 = x. We recall that
the “trace” process is defined in 9 by transforming the time-coordinate of
{Xt}t∈N according to the sequence of “entrance times” {ηi}i∈N. In Remark
3, we pointed out that the “lazy” kernel from 2 can be defined in terms of
a similar transformation of the time-coordinate: if {ζi}i∈N is a sequence of
i.i.d. geometric random variables with mean 2, and
L(t) = max{i :
i∑
j=1
ζj ≤ t},(A.27)
then the chain {X
(L)
t }t∈N given by the formula
X
(L)
t = XL(t)(A.28)
satisfies X
(L)
0 = x and {X
(L)
t }t∈N ∼ gL. Thus, the sequence {ζi}i∈N can be
used to transform a sample from g into a sample from gL = TLg, in much
the same way that the sequence {ηi}i∈N can be used to transform a sample
from g into a sample from g(S) = T (S)g.
Next, denote by {η
(L)
i }i∈N the sequence of entrance times associated with
{X
(L)
t }t∈N by 9. Then define the chain {X
(L,S)
t }t∈N by the formula
X
(L,S)
t = Xη(L)i
,(A.29)
so that {X
(L,S)
t }t∈N ∼ T
(S)(TL(g)).
On the other hand, we observe that
η
(L)
i = L(ηi),(A.30)
so that we also have
X
(L,S)
t = Xη(L)i
= XL(ηi),(A.31)
which means (by our new representation (A.28) of the lazy chain in terms
of the sequence {ζi}i∈N) that {X
(L,S)
t }t∈N ∼ TL(T
(S)(g)).
Since we have both {X
(L,S)
t }t∈N ∼ TL(T
(S)(g)) and {X
(L,S)
t }t∈N ∼ T
(S)(TL(g)),
and the initial point x ∈ S was arbitrary, this implies T (S)(TL(g)) = TL(T
(S)(g)).
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We also show that the trace inherits the strong Feller property:
Proof of Lemma 11. Consider two starting points x, y ∈ S. We will
denote by {Xt}t∈N, {Yt}t∈N two Markov chains with transition kernel g and
starting points X0 = x, Y0 = y. It is straightforward to check that there
exists a coupling of these two chains so that
P[X1 6= Y1] ≤ ‖g(x, 1, ·) − g(y, 1, ·)‖(A.32)
and also
∀ t ≥ η, Xt = Yt,(A.33)
where
η = min{t ≥ 0 : Xt = Yt}(A.34)
is the first meeting time. We assume the chains are coupled in this way.
Next, define the random times
ηx = min{t > 0 : Xt ∈ S}, η
y = min{t > 0 : Yt ∈ S}.(A.35)
We then have
‖g(S)(x, 1, ·) − g(S)(y, 1, ·)‖ ≤ P[Xηx 6= Yηy ](A.36)
≤ P[η > min(ηx, ηy)](A.37)
≤ P[η > 1](A.38)
= ‖g(x, 1, ·) − g(y, 1, ·)‖.(A.39)
Since g satisfies Section 1, this immediately implies g(S) does as well.
A.4. Mixing and Hitting Times of Skeleton Chains.
Proof of Lemma 14. Pick ǫ > 0 and k ∈ N. Recall that the function
t 7→ sup
x,y∈X
‖g(x, t, ·) − g(y, t, ·)‖(A.40)
is a non-increasing function of t ∈ N. Pick t1 ∈ N such that t1 ≥
1
k
tm(ǫ).
Then
sup
x,y∈X
‖g(k)(x, t1, ·)− g
(k)(y, t1, ·)‖ = sup
x,y∈X
‖g(x, kt1, ·)− g(y, kt1, ·)‖
(A.41)
≤ sup
x,y∈X
‖g(x, tm(ǫ), ·) − g(y, tm(ǫ), ·)‖ ≤ ǫ,(A.42)
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so that t1 ≥ t
(k)
m (ǫ) as well. Thus, we have t
(k)
m (ǫ) ≤ ⌈
1
k
tm(ǫ)⌉.
Conversely, pick t2 ∈ N such that t2 ≥ kt
(k)
m (ǫ). Then
sup
x,y∈X
‖g(x, t2, ·) − g(y, t2, ·)‖ ≤ sup
x,y∈X
‖g(x, kt
(k)
m (ǫ), ·) − g(y, kt
(k)
m (ǫ), ·)‖ ≤ ǫ.
(A.43)
Thus, we have tm(ǫ) ≤ kt
(k)
m (ǫ), completing the proof.
Proof of Lemma 15. Pick α > 0. Fix a measurable set A ⊂ X with
π(A) ≥ α. Define C = ⌈− log2(α) + 1⌉ and T = Ctm. By 2, we have
sup
x,y∈X
‖ g(x, T, ·) − g(y, T, ·) ‖≤
α
2
.(A.44)
By 1, we have supx∈X ‖ g(x, T, ·)−π(·) ‖≤
α
2 . Hence, we have g(x, t, A) ≥
α
2
for every t ≥ T and every x ∈ X. Fix x0 ∈ X, for all ℓ ∈ N, we have
P(k)x0 [τA > (ℓ+ 1)⌈
T
k
⌉|τA > ℓ⌈
T
k
⌉] ≤ Px0 [τA > k(ℓ+ 1)⌈
T
k
⌉|τA > kℓ⌈
T
k
⌉]
≤ (1−
α
2
).
Iterating over ℓ ∈ N, this implies that
P(k)x0 [τA > ℓ⌈
T
k
⌉] ≤ (1−
α
2
)ℓ.(A.45)
Let ℓ0 = ⌈
log(10)
log(1−α
2
)⌉, this implies
P(k)x0 [τA > ℓ0⌈
T
k
⌉] ≤ 0.1.(A.46)
By A.46, we have τ
(k)
g (α) ≤ ℓ0⌈
T
k
⌉. By 4, we have t
(k)
H (α) ≤ 2ℓ0⌈
T
k
⌉. Since
this does not depend on the choice of x or A, we have the desired result.
A.5. Well-Known Bounds.
Lemma 24. Let 0 < α < 12 . Let D denote the collection of discrete
time transition kernels with a stationary distribution on a σ-compact metric
state space. Then there exists a universal constant d′α such that, for every
{g(x, 1, ·)}x∈X ∈ D, we have
d′(α)tH(α) ≤ tL.(A.47)
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Proof. Let ℓH(α) denote the maximum hitting time of the lazy chain.
By 18, we have tH(α) ≤ ℓH(α). Thus, it is sufficient to show that there exists
a universal constant d′α such that, for every {g(x, 1, ·)}x∈X ∈ D, we have
d′(α)ℓH(α) ≤ tL.(A.48)
Fix a starting point x ∈ X and measurable set A ⊂ X with π(A) ≥ α.
Define C = ⌈− log2(α) + 1⌉ and T = CtL. By 2, we have
sup
x,y∈X
‖ gL(x, T, ·) − gL(y, T, ·) ‖≤
α
2
.(A.49)
By 1, we have supx∈X ‖ gL(x, T, ·) − π(·) ‖≤
α
2 .
Let P(L) denote a probability measure on (XN,B[X]N) that satisfies 5.8
for the lazy chain. For all k ∈ N, we have
P(L)x [τA > kT | τA ≥ (k − 1)T ] ≤ 1− inf
y∈X
gL(y, T,A).(A.50)
Claim 2. 1− infy∈X gL(y, T,A) ≤ 1−
α
2 .
Proof. Pick x0 ∈ X. We have
gL(x0, T,A) + sup
y∈X
‖ gL(y, T, ·)− π(·) ‖(A.51)
≥ gL(x0, T,A) + |gL(x0, T,A) − π(A)| ≥ π(A).(A.52)
As our choice of x0 is arbitrary, we have
inf
y∈X
gL(y, T,A) ≥ π(A)− sup
y∈X
‖ gL(y, T, ·)− π(·) ‖ .(A.53)
Thus, by A.49, we have
1− inf
y∈X
gL(y, T,A)
≤ 1− (π(A)− sup
y
‖gL(y, T, ·) − π(·)‖)
≤ 1−
α
2
.
Iteratively applying Inequality (A.50), this claim implies that for all k ∈ N
P(L)x [τA > kT ] ≤ (1−
α
2
)k.(A.54)
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Let k0 = ⌈
log(10)
log(1−α
2
)⌉, this implies
P(L)x [τA > k0T ] ≤ 0.1.(A.55)
Let τ
(L)
g (α) denote the large mixing time of the lazy chain. By A.55, we
have τ
(L)
g (α) ≤ k0T . By 4, we have ℓH(α) ≤ 2k0T . Since this does not depend
on the choice of x or A, we have completed the proof with d′(α) = 12Ck0 .
APPENDIX B: OTHER CHAINS WITHOUT STRONG FELLER
CONDITION
We give two additional results following Section 7.
B.1. Almost Strong Feller Condition for Metropolis-Hastings
Samplers. The approach in 7.2.2 gives essentially the same results for
“typical” Metropolis-Hastings algorithms. Recall the definition of the Metropolis-
Hastings chain in Definition 10, which is used throughout this section. We
have:
Lemma 25. Let A be the collection of transition kernels of the form given
in 7.2 with finite mixing time, and for which qx(y) is uniformly continuous
jointly in x, y. Then, for all 0 < C < ∞, there exists a universal constant
KC so that all {g(x, 1, ·)}x∈X ∈ A are (k,C)-almost strong Feller for all
k ≥ KC min(γ
−1, tL) log(tL).
Proof. We mimic the proof of 16. Throughout this proof, we denote by
g a generic element of A and use notation from 10 freely. Fix δ > 0 and let
x be a point satisfying g(x, 1, {x}c) ≤ γ + δ. Then for all t ∈ N, we have
‖g(x, t, ·) − π‖ ≥ g(x, t, {x})
≥ (1− γ − δ)t.
By the representation for the lazy chain in 3, we also have
‖gL(x, t, ·) − π‖ ≥ gL(x, t, {x})
≥ (1− γ − δ)t.
Thus,
tm, tL ≥
log(3)
− log(1− γ − δ)
.(B.1)
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Since δ > 0 is arbitrary, this implies
tm, tL ≥
log(3)
− log(1− γ)
.(B.2)
Since we assume that tm < ∞, this implies we must have γ < 1. Next,
denote by k ∈ N a constant to be fixed later. Let {Xt}t∈N ∼ g, and let L be
the (random) function from Equation (A.27), so that {XL(t)}t∈N ∼ gL.
For this choice, define the event
Ec = {X0 = X1 = . . . = XL(k)},(B.3)
and define the kernels G1, G2 by setting
G1((x, 1, A) = Px[XL(k) ∈ A|E ]
G2(x, 1, A) = Px[XL(k) ∈ A|E
c].
In the notation of Definition 11, the constant p associated with this choice
of k,G1, G2 is
p = P [E ].(B.4)
By the definition of γ, we have
p ≤ (1−
γ
2
)k.(B.5)
Comparing this to Inequality (B.2), we conclude (by the same argument
as in the end of 16) that there exists some particular choice K = KC ∈ N
depending only on C so that p ≤ 1
CtL
for all k ≥ KC log(tL)min(γ
−1, tL).
Next, we observe that G1 is reversible. From its definition, we see that
G2 is the kernel of the “trivial” Markov chain that never moves (that is,
G2(x, 1, A) is just the indicator function of the set {x ∈ A}). Thus, G2 is
reversible for any measure, and in particular it is π-reversible. Since g
(k)
L is
π-reversible and G2 is π-reversible, this implies that G1 is also π-reversible.
Finally, recall by our assumption that qx(y) is jointly uniformly continuous
in its arguments and that ρ is continuous. This implies that the collection
{g∗(x, ·)}x∈X of sub-probability measures given by the formula
g∗(x,A) = g(x, 1, A\{x})(B.6)
satisfies Section 1, and thus that G1 satisfies Section 1 as well. Hence, we
have the desired result.
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We then have the following result:
Theorem B.1. Let A be the collection of transition kernels of the form
given in 7.2 with finite mixing time, and for which qx(y) is jointly continuous
in x, y. Then there is a universal constant 0 < K <∞ and, for all 0 < α <
0.5, two additional constants 0 < cα < ∞, 0 < c
′
α < ∞ so that for all
{g(x, 1, ·)}x∈X ∈ A,
cαTm ≤ ℓ
(k)
H (α) ≤ c
′
α(1 +
tL
k
)(B.7)
for all k > K min(γ−1, tL) log(tL).
Proof. The first inequality follows immediately from 7.2 and 25. The
second follows from 15 and 3.
B.2. Perturbations of Reversible Chains. We now show that our
main conclusion also holds for chains that are sufficiently close to those that
satisfy the assumptions of Theorem 2.2. In the following, let tm, tL, tH(α)
denote the mixing times, lazy mixing times and maximum hitting times of
the kernel g as in the statement of Theorem 2.2, and let t′m, t
′
L, t
′
H(α) denote
the analogous quantities for the kernel g′:
Theorem B.2. Let α < 12 . Then there exist universal constants 0 <
f
(1)
α , f
(2)
α , f
(3)
α < ∞ such that, for every {g(x, 1, ·)}x∈X ∈ M and every er-
godic transition kernel g′ satisfying
sup
x∈X
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤ f (1)α t
−1
m ,(B.8)
we have
f (2)α t
′
H(α) ≤ t
′
L ≤ f
(3)
α t
′
H(α).(B.9)
rem 9. As in the proof of 7.2, we use the notation “x . y” as shorthand
for the longer phrase “there exists a universal constant D such that x ≤ Dy,”
and we use x ∼ y for “x . y and y . x.” Also, denote by π′ the stationary
measure of the ergodic kernel {g′(x, 1, ·)}x∈X .
Proof. Note that every ergodic kernel has a stationary distribution. By
10, tH(α) . tm. Thus, there exists a universal constant f
(1)
α so that the
conditions of 21 and 22 are satisfied for all kernels g′ satisfying
sup
x∈X
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤ f (1)α t
−1
m .(B.10)
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As supx∈X ‖gL(x, 1, ·) − g
′
L(x, 1, ·)‖ ≤ supx∈X ‖g(x, 1, ·) − g
′(x, 1, ·)‖, by 20,
we can assume that
sup
x∈X
‖gL(x, 1, ·) − g
′
L(x, 1, ·)‖ ≤
1
256tL
(B.11)
for all kernels g′ satisfying
sup
x∈X
‖g(x, 1, ·) − g′(x, 1, ·)‖ ≤ f (1)α t
−1
m .(B.12)
Fix such a kernel g′, by 21 and 22, we can conclude that
t′L . tL, tH(α) . t
′
H(α).(B.13)
Applying Theorem 2.2, this implies
t′L . t
′
H(α).(B.14)
Applying 10 to get the reverse inequality
t′H(α) . t
′
L(B.15)
completes the proof.
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