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Wireless sensor networksAbstract Since the features of low energy consumption and limited power supply are very impor-
tant for wireless sensor networks (WSNs), the problems of distributed state estimation with quan-
tized innovations are investigated in this paper. In the first place, the assumptions of prior and
posterior probability density function (PDF) with quantized innovations in the previous papers
are analyzed. After that, an innovative Gaussian mixture estimator is proposed. On this basis, this
paper presents a Gaussian mixture state estimation algorithm based on quantized innovations for
WSNs. In order to evaluate and compare the performance of this kind of state estimation algo-
rithms for WSNs, the posterior Crame´r–Rao lower bound (CRLB) with quantized innovations is
put forward. Performance analysis and simulations show that the proposed Gaussian mixture state
estimation algorithm is efficient than the others under the same number of quantization levels and
the performance of these algorithms can be benchmarked by the theoretical lower bound.
 2015 The Authors. Production and hosting by Elsevier Ltd. on behalf of CSAA & BUAA. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The subjects of distributed state estimation and target tracking
in WSNs have become popular in both surveillance and mili-
tary such as in Refs.1,2. Generally, a wireless sensor network
(WSN) consists of a large number of sensor nodes which are
battery-powered and have limited on-board energies.3 Each
of the activated sensor nodes acquires noisy measurements
from a field of view containing one or more targets of interest,
and the noisy measurements are transmitted to the fusion
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received by the FC, the target state can be estimated in the
FC. However, considering the limited energy of these nodes,
the wireless communication bandwidth of the nodes should
be minimized, which can be realized through quantizing the
measurements before transmission.1.1. Related works
In order to save energy and wireless communication band-
width, several state estimation algorithms with quantized mea-
surements were proposed in Refs.4–6. In these algorithms, the
noisy measurements are quantized directly. Thus, the number
of quantization levels is kept constant and different measure-
ments may lead to different estimation accuracies. Especially
when the measurement value is large, those algorithms may
lead to large quantization noise and thus cause poor estima-
tion accuracy.
Considering this limitation of the aforementioned algo-
rithms, several approaches using quantized innovations were
proposed in Refs.7–12 recently. In Ref.7, the quantization Kal-
man filtering (KF) for state estimation using the sign of inno-
vations, which contained the key measurement information,
was put forward. In Ref.8, another quantization KF with
multi-level quantized innovations was investigated. Consider-
ing that the wireless data packets may not be transmitted to
FC in practical WSNs, an efficient quantization scheme and
a distributed state estimation approach were developed in
Ref.9. Based on Ref.9, the quantization state estimation and
dynamic transmission strategy were combined together in
Ref.10, greatly improving the performance and reducing the
wireless communication bandwidth. By taking into account
the features of the wireless communication modes and the
structure of data packet in the practical low energy-
consumption WSNs, which are based on IEEE 802.15.4 stan-
dard protocol, a novel multi-level quantized innovation Kal-
man filtering algorithm (MQI-KF) was conducted in Ref.11.
For vector state-vector measurement case, a distributed data
fusion algorithm was presented in Ref.12.
The state estimation approaches with quantized innova-
tions in Refs.7–12 were derived based on the assumption that
the prior probability conditional density function of the sys-
tem state was Gaussian at every time step and the posterior
probability conditional density function was deduced by
Bayes’ rule. However, the state for a system with quantized
measurement is nonlinear and non-Gaussian, due to the
nonlinearity of quantization, even if the original system is
linear and Gaussian.10 Thus, the assumption in Refs.7–12
that the prior probability conditional density function of
the system state is Gaussian does not make sense for quan-
tized measurement.
In this paper, the prior and posterior probability condi-
tional density functions of the system state with quantized
innovations are analyzed; even for a system that is Gaussian
and linear, the prior and posterior probability conditional
density functions are non-Gaussian. An analytic solution
Gaussian mixture estimator to the quantization state estima-
tion for linear Gaussian dynamic and measurement models is
proposed in this paper. This solution is based on the Gaussian
mixture theory in Refs.13,14, which can be applicable to the
cases of quantization process in WSNs.For discrete-time stochastic system, the CRLB provides a
theoretical lower bound for the performance of state estima-
tion algorithm and no matter which approach is selected,
one cannot get a result better than the CRLB,15,16 and the
recursive posterior CRLB for the discrete-time stochastic sys-
tem recursively is developed in Ref.17. Furthermore, posterior
Crame´r–Rao lower bound (CRLB) for target tracking and
data fusion in WSNs were presented in Refs.18–20 recently.
However, these works mainly focus on the problem of state
estimation with quantized measurements for WSNs, and there
are no researches about posterior CRLB for the systems with
quantized innovations. Therefore, the recursive posterior
CRLB is explored for the problem of state estimation using
quantized innovations in this paper and a theoretical lower
bound is provided for the performance analysis for the kind
of state estimation algorithms in WSNs.
1.2. Contributions of the paper
The main contributions of this paper are shown as follows:
(1) It puts forward an efficient Gaussian mixture estimator
for quantization state estimation in WSNs.
(2) It puts forward a theoretical lower bound to evaluate the
performance of this kind of state estimation algorithms
with quantized innovations.
The remainder of the paper is organized as follows.
Problem formulation and preliminaries in WSNs are presented
in Section 2. Section 3 introduces the details of the Gaussian
mixture estimator with quantized innovations. Posterior
CRLB and simulation results are presented in Sections 4 and
5, respectively. Finally, conclusions are given in Section 6.
Notation. For a discrete random variable m, Prfmg is the
probability mass function. When a random variable x is
conditioned on m, the pdf is denoted by pðxjmÞ. The Gaussian
pdf is presented as Nðx; l;PÞ in this paper, and Nðx; l;PÞ ¼
½ð2pÞn=2jPj1=21 exp ðx lÞTP1ðx lÞ=2
n o
, in which the
mean EðxÞ ¼ l and its covariance matrix covðxÞ ¼ P. UðÞ is
denoted as the standard normal cumulative distribution
function, and UðzÞ ¼ R z1 Nðx; 0; 1Þdz.
2. Problem formulation and preliminaries
This section mainly discusses the formulation of a discrete-
time linear stochastic system in WSNs. The system model is
proposed in Section 2.1. And then a quantization scheme for
WSNs is introduced in Section 2.2. Using Bayes’ rule, the
assumption of the prior probability conditional density func-
tion of the system state in Refs.7–12 is analyzed in Section 2.3.
2.1. System model
Consider a discrete-time linear stochastic system in WSN
which is composed of N sensor nodes and an FC. This can
be described by
xk ¼ Fk1xk1 þ wk1 ð1Þ
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zqk;i ¼ q½zk;i ð3Þ
where k ¼ 1; 2; . . .; xk 2 Rn is the state vector at time step
k;zk;i 2 R is the measurement scalar before quantization, which
is obtained by the ith activated sensor node; q½ is the quanti-
zation scheme, and zqk;i 2 R is the quantized measurement;
Fk1 2 Rnn is the dynamic model of the system; hk;i 2 R1n
stands for the measurement model of the ith activated node;
Both wk1 2 Rn and vk;i 2 R are zero mean, white, and Gaus-
sian noises with covariance matrix Qk1 2 Rnn and scalar
Rk;i 2 R, respectively. The two noise sequences and the initial
state x0 are assumed mutually independent.
According to the previous work in Refs.7,8, the round-robin
mode in the sensor scheduling protocol is utilized for compar-
ison in this paper. That is, the wireless channel of FC can
afford transmission of a single packet per time step k, leading
to a one-to-one correspondence between time k and node index
i.8 For instance, at time step k, zk;i ¼ zk, hk;i ¼ hk, vk;i ¼ vk,
zqk;i ¼ zqk and Rk;i ¼ Rk.
2.2. Quantization scheme
In order to quantize the innovation, the one-step predicted
measurement z^kjk1 and the innovation’s covariance Sk are
transmitted from the FC to the activated sensor node. Assume
that the FC knows all the parameters of system Eqs. (1), (2)
and the channel is perfect, that is, no bit error, from sensor
nodes to the FC.10 z^kjk1 and Sk are computed by
z^kjk1 ¼ hk x^kjk1 ð4Þ
Sk ¼ hkPkjk1 hTk þ Rk ð5Þ
where x^kjk1 2 Rn is the mean of one-step predicted state and
Pkjk1 2 Rnn is the one-step predicted covariance matrix at
the time step k. Assume that x^kjk1 and Pkjk1 are known in
Eqs. (4) and (5), and z^kjk1 and Sk are scalar values. For the
convenience of quantization, the normalized innovation bk
can be defined and computed locally by
bk ¼ ðzk  z^kjk1Þ S1=2k
 1
ð6Þ
Furthermore, the quantization scheme is demonstrated as
follows:
bqk ¼ q½bk ¼
gm if bk 2 ð1;sm1
..
. ..
.
g2 if bk 2 ðs2;s1
g1 if bk 2 ðs1; 0
g1 if bk 2 ð0; s1
g2 if bk 2 ðs1; s2
..
. ..
.
gm if bk 2 ðsm1;þ1
8>>>>>>>>>>>><
>>>>>>>>>>>>:
ð7Þ
where bqk is the quantized normalized innovation.
fs1; s2; . . . ; sm1g represents the thresholds of the quantizationscheme. L is the number of quantization levels and L ¼ 2m.
Similar to the previous works in Refs.7,8, a static transmission
strategy is adopted by this paper.
For example, when L ¼ 2 (i.e., bqk 2 fg1;g1g), bqk will be
transmitted by 1 bit. Furthermore, when L ¼ 4 (i.e.,
bqk 2 fg2; g1;g1;g2g), bqk can be transmitted by 2 bits. So
the static transmission strategy can be described mathemati-
cally by n ¼ dlog2Le, where n is the number of binary transmis-
sion data and de operator rounds up to the nearest integer.
For the values of the thresholds, there is a famous solution
for determining the optimal thresholds by the Lloyd-Max
quantization scheme in Refs.21,22.
Moreover, Bqk ¼ bq1 ; bq2 ; . . . ; bqk½  is defined as the quantized
innovation vector which comprises the entire quantized inno-
vation history to the current time k. Similarly,
Zqk ¼ zq1 ; zq2 ; . . . ; zqk½  is defined as the quantized measurement
vector.
2.3. Analysis of assumptions in previous work
For the nonlinear state estimation, the core problem is the
determination of the pdf of the state based on the available
measurements. If the prior pdf is described explicitly, the pos-
terior pdf can be obtained via the Bayes’ rule. Once the poste-
rior pdf is known, the estimate of the state can be determined.
For a linear system in WSN, the pdf pðxk1jBqk1Þ at time
k 1 was assumed to be Gaussian in Refs.7–12. Furthermore,
pðxkjBqk1Þ is also Gaussian on the basis of the assumption that
pðxk1jBqk1Þ is a Gaussian pdf in a linear system.8 However,
when quantized normalized innovation bqk (assume
bk 2 ðsi; siþ1) is available at time step k, the posterior pdf
pðxkjBqk1Þ can be obtained by following Bayes’ rule:
pðxkjBqkÞ ¼ pðxkjBqk1; bqkÞ ¼
pðbqkjxk;Bqk1ÞpðxkjBqk1Þ
pðbqkjBqk1Þ
¼ pðb
q
kjxkÞ
pðbqkjBqk1Þ
 pðxkjBqk1Þ
¼ Prfbk 2 ðsi; siþ1jxkg
Prfbk 2 ðsi; siþ1jBqk1g
 pðxkjBqk1Þ ð8Þ
Due to the quantization of the innovation bk in Eq. (7), it is
obvious that the posterior pdf pðxkjBqkÞ in Eq. (8) is non-
Gaussian. However, at the next time step kþ 1, pðxkjBqkÞ in
Eq. (8) is assumed to be a Gaussian pdf once again for deriving
the posterior pdf pðxkþ1jBqkþ1Þ.
For a non-linear system in WSN, the prior pdf pðxkjBqk1Þ
was assumed to be Gaussian directly in Ref.10 at time step k.
Similarly, when FC has received quantized normalized innova-
tion bqk from the activated node, the posterior pdf pðxkjBqkÞ is
also non-Gaussian using Bayes’ rule. Furthermore,
pðxkþ1jBqkÞ must be a non-Gaussian density through the non-
linear system. However, the prior probability density function
pðxkþ1jBqkÞ is also assumed to be Gaussian once again at time
step kþ 1 in Ref.10.
On the other hand, the assumption of pðxk1jBqk1Þ can lead
to the assumption of the prior pdf pðxkjBqk1Þ in the linear sys-
tem case at time step k. In general, whether linear or non-linear
system in WSN, it is not reasonable that the prior pdf is
assumed to be Gaussian directly in Refs.7–12 under Bayesian
framework.
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In this section, firstly the Gaussian mixture model is put for-
ward for the discrete-time linear stochastic system in WSN.
On this basis, the Gaussian mixture estimator with quantized
innovations for WSNs is developed.
3.1. Gaussian mixture model
As mentioned above, the innovation contains the essence of
measurement information and FC processes the quantized
normalized innovation bqk which is transmitted from the acti-
vated node to obtain the state estimation in WSN. Thus only
the quantized normalized innovation bqk can be received by
FC at time step k. For the quantization process in Eq. (7), this
paper models the output of the quantizer as a precision input
and an additive, white quantization noise. Hence, Eq. (7) can
be rewritten as
bqk ¼ bk þ ek ð9Þ
where ek is the quantization noise and the pdf is unknown. By
referring to Eq. (6), there will be
bqk ¼ ðzk  z^kjk1Þ S1=2k
 1
þ ek
¼ zk þ S1=2k ek  z^kjk1
 
S
1=2
k
 1
ð10Þ
Comparing Eq. (6) with Eq. (10), we can define
zqk ¼ zk þ S1=2k ek ð11Þ
Substituting the measurement Eq. (2) into Eq. (11), we have
zqk ¼ hk xk þ Vk ð12Þ
where Vk ¼ S1=2k ek þ vk. Thus, for the discrete-time linear
system which is based on quantized normalized innovations
in WSN, the system equation, measurement equation
and quantization equation in Eqs. (1)–(3) can be changed
into
xk ¼ Fk1 xk1 þ wk1 ð13Þ
zqk ¼ hk xk þ Vk ð14Þ
Although the pdf of the sum noise Vk in Eq. (14) is
unknown, the system and measurement equations in Eqs.
(13) and (14) become more intuitive to analysis than ever
before.
3.2. Gaussian mixture estimator with quantized innovations
The main disadvantage of the aforementioned work in
Refs.7–12 is the assumption that the prior pdf is Gaussian. Since
the nonlinearity of the quantization, the prior and posterior pdf
are not Gaussian in the quantization state estimation. It is
reasonable to find approximation methods to make Eqs. (13)
and (14) more tractable. In order to facilitate the approximation
of the prior and posterior pdf, the Gaussian mixture estimator
with quantized innovations is developed in this paper.
For the system equations in Eqs. (13) and (14), it is assumed
that the noises sequences fwkg and fVkg are white, mutually
independent and independent of the initial state x0. We assumethat initial state x0, and the random variables wk, Vk are Gaus-
sian mixture types, and their pdfs are given below:
pðx0Þ ¼
XNx0
i¼1
ai0Nðx0  x^i0;Pi0Þ ð15Þ
pðwkÞ ¼
XNwk
j¼1
b jkNðwk  w^ jk;Q jkÞ ð16Þ
pðVkÞ ¼
XNVk
l¼1
clkNðVk  V^lk;RlkÞ ð17Þ
For the coefficients in Eqs. (15)–(17), they are defined as
XNx0
i¼1
ai0 ¼ 1; ai P 1 for all i ð18Þ
XNwk
j¼1
b jk ¼ 1; bj P 1 for all j ð19Þ
XNVk
l¼1
clk ¼ 1; cl P 1 for all l ð20Þ
At time step k 1, the pdf pðxk1jZqk1Þ can be approxi-
mated by a finite sum of Gaussian pdfs as
pðxk1jZqk1Þ ¼
XNxk1
i¼1
aik1N xk1  x^ik1;Pik1
  ð21Þ
Then the prior pdf pðxkjZqk1Þ at next time step can be given
by
pðxkjZqk1Þ ¼
XNxkjk1
m¼1
amkjk1Nðxk  x^mkjk1;Pmkjk1Þ ð22Þ
where
Nxkjk1 ¼ Nxk1 Nwk1 ð23Þ
x^mkjk1 ¼ Fk1x^ik1jk1 þ w^ jk1; 1 6 m 6 Nxkjk1 ;
1 6 i 6 Nxk1 ; 1 6 j 6 Nwk1 ð24Þ
Pmkjk1 ¼ Fk1Pik1jk1FTk1 þQ jk1; 1 6 m 6 Nxkjk1 ;
1 6 i 6 Nxk1 ; 1 6 j 6 Nwk1 ð25Þ
amkjk1 ¼ aik1  b jk1; 1 6 m 6 Nxkjk1 ; 1 6 i 6 Nxk1 ;
1 6 j 6 Nwk1 ð26Þ
When the quantized normalized innovation bqk has been
successfully received by the FC at this time step, the quantized
measurement zqk can be determined by Eqs. (10) and (11). Then
the posterior pdf pðxkjZqkÞ is obtained by
pðxkjZqkÞ ¼ pðxkjZqk1; zqkÞ ¼
XNxk
n¼1
ankN xk  x^nkjk;Pnkjk
 
ð27Þ
where
Nxk ¼ Nxkjk1 NVk ð28Þ
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 1
; 1 6 n 6 Nxk ;
1 6 m 6 Nxkjk1 ; 1 6 l 6 NVk ð29Þ
x^nkjk ¼ x^mkjk1 þ Knk zqk  hk x^mkjk1  Vlk
 
; 1 6 n 6 Nxk ;
1 6 m 6 Nxkjk1 ; 1 6 l 6 NVk ð30Þ
Pnkjk ¼ Pmkjk1  Knk hkPmkjk1; 1 6 n 6 Nxk ; 1 6 m 6 Nxkjk1
ð31Þ
ank ¼
1
c
 amkjk1clkN zqk  hk x^mkjk1  Vlk; hkPmkjk1 hTk þ Rlk
 
;
1 6 n 6 Nxk ; 1 6 m 6 Nxkjk1 ; 1 6 l 6 NVk ð32Þ
c ¼
XNVk
l¼1
XNxkjk1
m¼1
amkjk1c
l
kN zqk  hk x^ikjk1  Vlk; hkPmkjk1 hTk þ Rlk
 
;
1 6 i 6 Nxk1 ð33Þ
Therefore, the mean of xk can be computed by
x^kjk ¼
XNxk
n¼1
ankx^
n
kjk ð34Þ
and the covariance matrix of xk can be obtained by
Pkjk ¼
XNxk
n¼1
ank P
n
kjk1 þ ðx^nkjk  x^kjkÞðx^nkjk  x^kjkÞT
h i
ð35Þ
It is obvious that as the number of Gaussian mixture com-
ponents increases, the Gaussian mixture approximation con-
verges to the real prior and posterior pdfs. However, for this
state estimation approach, the number of components Nxk
grows rapidly with k. And the increase of the number Nxk
could seriously reduce the practicality of this approximation
method. For this reason, merging and pruning algorithms in
Refs.14,23 can be used to reduce the number of components
propagated to the next step.
3.3. Algorithm
On the basis of the system model in Eqs. (13) and (14) and the
Gaussian mixture estimator in Section 3.2, the Gaussian mix-
ture state estimation algorithm with quantized innovations is
proposed as followed.
Step 1. Initialization
L and fs1; s2; . . . ; sm1g are set in the FC.
For i ¼ 1; . . . ;N
L and fs1; s2; . . . ; sm1g are set in the ith sensor node.
Initial the state x0, and the random variables wk; Vk as
follows:
pðx0Þ ¼
XNxk
i¼1
ai0Nðx0  x^i0;Pi0Þ ð36Þ
pðwkÞ ¼
XNwk
j¼1
b jkNðwk  w^ jk;Q jkÞ ð37Þ
pðVkÞ ¼
XNVk
l¼1
clkNðVk  V^lk;RlkÞ ð38Þwhere
XNx0
i¼1
ai0 ¼ 1; ai P 1 for all i ð39Þ
XNwk
j¼1
b jk ¼ 1; bj P 1 for all j ð40Þ
XNVk
l¼1
clk ¼ 1; cl P 1 for all l ð41Þ
Step 2. Estimation:
When kP 1, one-step state prediction x^kjk1 and Pkjk1 can
be computed in the FC.
(1) Prediction step
pðxkjZqk1Þ ¼
XNxkjk1
m¼1
amkjk1N xk  x^mkjk1;Pmkjk1
 
ð42Þ
where
Nxkjk1 ¼ Nxk1 Nwk1 ð43Þ
x^mkjk1 ¼ Fk1 x^ik1jk1 þ w^ jk1; 1 6 m 6 Nxkjk1 ;
1 6 i 6 Nxk1 ; 1 6 j 6 Nwk1 ð44Þ
Pmkjk1 ¼ Fk1Pik1jk1FTk1 þQ jk1; 1 6 m 6 Nxkjk1 ;
1 6 i 6 Nxk1 ; 1 6 j 6 Nwk1 ð45Þ
amkjk1 ¼ aik1  b jk1; 1 6 m 6 Nxkjk1 ; 1 6 i 6 Nxk1 ;
1 6 j 6 Nwk1 ð46Þ
(2) Correction step
The computations of z^kjk1 and Sk are conducted in the FC
which transmits them to the activated sensor node. Then in
this node bk can be computed. Finally, the posterior pdf can
be computed.
pðxkjZqkÞ ¼ pðxkjZqk1; zqkÞ ¼
XNxk
n¼1
ankN xk  x^nkjk;Pnkjk
 
ð47Þ
where
Nxk ¼ Nxkjk1 NVk ð48Þ
Knk ¼ Pmkjk1hTk hkPmkjk1 hTk þ Rlk
 1
; 1 6 n 6 Nxk ;
1 6 m 6 Nxkjk1 ; 1 6 l 6 NVk ð49Þ
x^nkjk ¼ x^mkjk1 þ Knk zqk  hk x^mkjk1  Vlk
 
; 1 6 n 6 Nxk ;
1 6 m 6 Nxkjk1 ; 1 6 l 6 NVk ð50Þ
Pnkjk ¼ Pmkjk1  Knk hkPmkjk1; 1 6 n 6 Nxk ; 1 6 m 6 Nxkjk1
ð51Þ
ank ¼
1
c
 amkjk1clkN zqk  hkx^mkjk1  Vlk; hkPmkjk1 hTk þ Rlk
 
;
1 6 n 6 Nxk ; 1 6 m 6 Nxkjk1 ; 1 6 l 6 NVk ð52Þ
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XNVk
l¼1
XNxkjk1
m¼1
amkjk1c
l
kN zqk  hkx^ikjk1  Vlk; hkPmkjk1 hTk þ Rlk
 
;
1 6 i 6 Nxk1 ð53Þ
Then
x^kjk ¼
XNxk
n¼1
ankx^
n
kjk ð54Þ
Pkjk ¼
XNxk
n¼1
ank P
n
kjk1 þ ðx^nkjk  x^kjkÞðx^nkjk  x^kjkÞT
h i
ð55Þ
Merging and pruning the number of mixture components
Nxk
4. Posterior Crame´r–Rao lower bound with quantized
innovations
Consider that the posterior CRLB is an indication to the
performance of state estimation approaches. In this section,
the posterior CRLB with quantized innovations is derived
for the discrete-time linear stochastic system in WSN. Let
x^kjk be an unbiased estimate of the state vector xk at time step
k, on the basis of prior knowledge of initial pdf pðx0Þ and the
observation sequence Zqk ¼ ½zq1 ; zq2 ; . . . ; zqk. The covariance
matrix Pkjk has a CRLB as follows in Ref.
24:
Pkjk ¼ E ½x^kjk  2xk½x^kjk  xkT
n o
P J1k ð56Þ
where Jk is referred to as the Fisher information matrix, and it
is defined as
Jk ¼ E rxk ½rxk ln pðxk;ZqkÞ
  ð57Þ
where rxk is the first-order partial derivative operator with
respect to xk.
To calculate Jk recursively, a novel approach was provided
in Ref.17:
Jkþ1 ¼ 2D22k D21k ðJk þD11k Þ
1
D12k ð58Þ
where
D11k ¼ E rxk rxk ln pðxkþ1jxkÞ
 	Tn o ð59Þ
D21k ¼ E rxk rxkþ1 ln pðxkþ1jxkÞ
 	Tn o ð60Þ
D12k ¼ E rxkþ1 rxk ln pðxkþ1jxkÞ
 	Tn o ð61Þ
D22k ¼ E rxkþ1 rxkþ1 ln pðxkþ1jxkÞ
 	Tn o
þ E rxkþ1 rxkþ1 ln pðzqkþ1jxkþ1Þ
 	Tn o ð62Þ
For the discrete-time linear equations in Eqs. (13) and (14),
the expectations in Eqs. (59)–(62) can be derived yielding
D11k ¼ FTk Q1k Fk ð63Þ
D12k ¼ FTk Q1k ð64Þ
D21k ¼ ðD12k Þ
T ¼ Q1k Fk ð65ÞD22k ¼ Q1k  E rxkþ1 ½rxkþ1 ln pðzqkþ1jxkþ1ÞT
n o
¼ D22;ak D22;bk
ð66Þ
where D22;ak ¼ Q1k and D22;bk ¼ E rxkþ1 ½rxkþ1

ln pðzqkþ1jxkþ1ÞTg.
With the substitution of Eqs. (63)–(66) into the recursion
Eq. (58), we have
Jkþ1 ¼ Q1k Q1k Fk Jk þ FTkQ1k Fk
 1
FTkQ
1
k D22;bk ð67Þ
Using the matrix inversion lemma in Ref.25
ðAþ BCBTÞ1 ¼ A1  A1BðC1 þ BTA1BÞ1BTA1 ð68Þ
Then Eq. (67) becomes
Jkþ1 ¼ Qk þ FkJ1k FTk
 1 D22;bk ð69Þ
Furthermore
J1kþ1 ¼ ðQk þ Fk J1k FTk Þ
1 D22;bk
h i1
ð70Þ
To calculate the posterior CRLB J1kþ1 recursively, the first
thing to do is compute D22;bk in Eq. (70). According to Eq.
(62), there will be
D22k ¼ E rxkþ1 rxkþ1 ln pðzqkþ1jxkþ1Þ
 	Tn o ð71Þ
Then, the key is to derive pðzqkþ1jxkþ1Þ in Eq. (71). For the
normalized innovation bkþ1, Eq. (6) can be rewritten as:
zkþ1 ¼ S1=2kþ1
 
bkþ1 þ z^kþ1jk ð72Þ
Compare Eq. (10) with Eq. (11) and there will be
zqkþ1 ¼ S1=2kþ1
 
bqkþ1 þ z^kþ1jk ð73Þ
Since the quantized normalized innovation bqkþ1 is a discrete
value, we can assume bqkþ1 ¼ gi (i 2 f1; 2; . . . ;mg) at time step
kþ 1. It means that the normalized innovation
bkþ1 2 ðsi1; si (si1 2 f0; s1; s2; . . . ; sm1g). Then, by referring
to Eqs. (72) and (73), we can obtain zqkþ1 ¼ ðS1=2kþ1Þgi þ z^kþ1jk
and ðS1=2kþ1Þsi1 þ z^kþ1jk < zkþ1 6 ðS1=2kþ1Þsi þ z^kþ1jk. Therefore,
pðzqkþ1jxkþ1Þ can be derived by
pðzqkþ1jxkþ1Þ¼Pr zqkþ1¼ðS1=2kþ1Þgiþ z^kþ1jkjxkþ1
n o
¼Pr ðS1=2kþ1Þsi1þ z^kþ1jk < zkþ16 ðS1=2kþ1Þsiþ z^kþ1jkjxkþ1
n o
ð74Þ
Considering the Eq. (2), Eq. (74) can be rewritten as
pðzqkþ1jxkþ1Þ¼Pr ðS1=2kþ1Þsi1þ z^kþ1jk < zkþ16 ðS1=2kþ1Þsiþ z^kþ1jkjxkþ1
n o
¼Pr ðS1=2kþ1Þsi1þ z^kþ1jk < hkþ1xkþ1þvkþ16 ðS1=2kþ1Þsi
n
þz^kþ1jkjxkþ1

¼Pr ðS1=2kþ1Þsi1þ z^kþ1jkhkþ1xkþ1 < vkþ16 ðS1=2kþ1Þsi
n
þz^kþ1jkhkþ1xkþ1jxkþ1

¼Pr Di1hkþ1xkþ1 < vkþ16Dihkþ1xkþ1jxkþ1f g ð75Þ
where
Di1 ¼ ðS1=2kþ1Þsi1 þ z^kþ1jk ð76Þ
Di ¼ ðS1=2kþ1Þsi þ z^kþ1jk ð77Þ
State estimation with quantized innovations in wireless sensor networks 1741Since vkþ1 is a zero-mean white Gaussian noise with covari-
ance scalar Rkþ1, there will be
pðzqkþ1jxkþ1Þ ¼
Z Dihkþ1xkþ1
Di1hkþ1 xkþ1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pRkþ1
p exp  t
2
2Rkþ1
 
dt
¼ U Di  hkþ1xkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
 
 U Di1  hkþ1xkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
 
ð78Þ
According to hkþ1 2 R1n, xkþ1 2 Rn, Rkþ1 2 R, Di1 2 R
and Di 2 R, the pðzqkþ1jxkþ1Þ is a scalar function.
Therefore,
pðzqkþ1jxkþ1Þ
 	T ¼ pðzqkþ1jxkþ1Þ ¼ U Di  hkþ1xkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃRkþ1p
 
 U Di1  hkþ1xkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
 
ð79Þ
Furthermore, ln pðzqkþ1jxkþ1Þ can be obtained by
ln pðzqkþ1jxkþ1Þ ¼ ln U
Di  hkþ1xkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
 
 U Di1  hkþ1xkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
  
ð80Þ
Then, we have
@pðzqkþ1jxkþ1Þ
@xkþ1
¼  hkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pRkþ1
p exp ðDi  hkþ1xkþ1Þ
2
2Rkþ1
" #(
 exp ðDi1  hkþ1xkþ1Þ
2
2Rkþ1
" #)
ð81Þ
For Eq. (81), the calculation result of
exp ðDi  hkþ1xkþ1Þ
2
2Rkþ1
" #
 exp ðDi1  hkþ1xkþ1Þ
2
2Rkþ1
" #( )
is a
scalar function. So,
@pðzqkþ1jxkþ1Þ
@xkþ1
 T
¼  h
T
kþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pRkþ1
p exp ðDi  hkþ1xkþ1Þ
2
2Rkþ1
" #(
 exp ðDi1  hkþ1xkþ1Þ
2
2Rkþ1
" #)
ð82Þ
Since ½pðzqkþ1jxkþ1ÞT ¼ pðzqkþ1jxkþ1Þ, there will be
@½pðzqkþ1jxkþ1ÞT
@xkþ1
¼  hkþ1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pRkþ1
p exp ðDi  hkþ1xkþ1Þ
2
2Rkþ1
" #(
 exp ðDi1  hkþ1xkþ1Þ
2
2Rkþ1
" #)
ð83Þ
By referring to Eq. (82), we can obtain@
@xkþ1
@pðzqkþ1jxkþ1Þ
@xkþ1
 T
¼  h
T
kþ1 hkþ1ﬃﬃﬃﬃﬃ
2p
p ðRkþ1Þ3=2
ðDi  hkþ1xkþ1Þe
ðDihkþ1xkþ1 Þ2
2Rkþ1

ðDi1  hkþ1xkþ1Þe
ðDi1hkþ1xkþ1Þ2
2Rkþ1

ð84Þ
Considering D22;bk in Eq. (71), there will beD22;bk ¼E rxkþ1 rxkþ1 lnpðzqkþ1jxkþ1Þ
 	Tn o
¼E @
@xkþ1
@pðzqkþ1jxkþ1Þ
@xkþ1
1
pðzqkþ1jxkþ1Þ
 T( )
¼E @
@xkþ1
f @pðz
q
kþ1jxkþ1Þ
@xkþ1
 T
1
½pðzqkþ1jxkþ1ÞT
g
( )
¼E
@
@xkþ1
@pðzqkþ1jxkþ1Þ
@xkþ1
 T
½pðzqkþ1jxkþ1ÞT

@pðzqkþ1jxkþ1Þ
@xkþ1
 T
@½pðzqkþ1jxkþ1ÞT
@xkþ1
" #
f½pðzqkþ1jxkþ1ÞTg
2
8>><
>>:
9>>=
>>;
ð85Þ
where ½pðzqkþ1jxkþ1ÞT,
@pðzq
kþ1 jxkþ1Þ
@xkþ1
h iT
,
@½pðzq
kþ1 jxkþ1Þ
T
@xkþ1
and
@
@xkþ1
@pðzq
kþ1 jxkþ1Þ
@xkþ1
h iT
are deduced in Eqs. (79), (82)–(84),
respectively.
Furthermore, a Monte-Carlo method can be adopted to
calculate the expectation in Eq. (85) approximately.
D22;bk ¼ E
@
@xkþ1
@pðzqkþ1jxkþ1Þ
@xkþ1
 T
½pðzqkþ1jxkþ1ÞT

@pðzqkþ1jxkþ1Þ
@xkþ1
 T
@½pðzqkþ1jxkþ1ÞT
@xkþ1
" #
f½pðzqkþ1jxkþ1ÞTg
2
8>><
>>:
9>>=
>>;
 1
M
XM
l¼1
@
@xkþ1
@p½zqkþ1ðlÞjxkþ1ðlÞ
@xkþ1
 T
fp½zqkþ1ðlÞjxkþ1ðlÞgT
8>><
>>:

@p½zqkþ1ðlÞjxkþ1ðlÞ
@xkþ1
 T
@fp½zqkþ1ðlÞjxkþ1ðlÞgT
@xkþ1
( )
fp½zqkþ1ðlÞjxkþ1ðlÞgT
n o2
9>>=
>>;
ð86Þ
whereM is the number of the Monte-Carlo runs and is known;
zqkþ1ðlÞ and xkþ1ðlÞ are the realizations of zqkþ1 and xkþ1 at the
lth Monte-Carlo run.
Substituting Eqs. (79), (82)–(84) into Eq. (86), we can
obtain
D22;bk 
1
M
XM
l¼1
hTkþ1 hkþ1ðÞﬃﬃﬃﬃﬃ
2p
p ðRkþ1Þ3=2fp½zqkþ1ðlÞjxkþ1ðlÞgT
( )
ð87Þ
where
Di1ðlÞ ¼ ½S1=2kþ1ðlÞsi1 þ z^kþ1jk ð88Þ
DiðlÞ ¼ ½S1=2kþ1ðlÞsi þ z^kþ1jk ð89Þ
p½zqkþ1ðlÞjxkþ1ðlÞ ¼ U
DiðlÞ  hkþ1 xkþ1ðlÞﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
 
 U Di1ðlÞ  hkþ1 xkþ1ðlÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
p
 
ð90Þ
ðÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Rkþ1
2p
r e½DiðlÞhkþ1xkþ1ðlÞ22Rkþ1  e½Di1 ðlÞhkþ1xkþ1 ðlÞ22Rkþ1 2
p½zqkþ1ðlÞjxkþ1ðlÞ
 T
þ ½DiðlÞ  hkþ1xkþ1ðlÞe
½DiðlÞhkþ1xkþ1ðlÞ2
2Rkþ1
 ½Di1ðlÞ  hkþ1xkþ1ðlÞe
½Di1ðlÞhkþ1xkþ1ðlÞ2
2Rkþ1 ð91Þ
1742 Z. Zhang et al.In Eqs. (88) and (89), z^kþ1jkðlÞ and S1=2kþ1ðlÞ are the realiza-
tions of z^kþ1jk and S
1=2
kþ1 at the lth Monte-Carlo run. Therefore,
D22;bk can be described explicitly in Eq. (87). Once D
22;b
k is deter-
mined, the posterior CRLB J1kþ1 can be calculated recursively
in Eq. (70).
Several remarks about the posterior CRLB for the state
estimation algorithms using quantized innovations are demon-
strated follows:
Remark 1. When the number of the quantization levels
increases, the posterior CRLB with quantized innovations
becomes lower and closer to the posterior CRLB which is
based on non-quantized measurements.
Remark 2. Different quantization thresholds lead to different
posterior CRLB and estimation accuracies. Fortunately, in
order to obtain the optimal thresholds, there is a well-known
solution given by the Lloyd-Max quantization scheme in
Refs.21,22. The optimal thresholds are adopted for comparison
in this paper.5. Simulation results
In order to compare different distributed state estimation algo-
rithms with the theoretical bounds, a simulation scenario for
target tracking is designed as follows:
(1) The WSN comprises of an FC and N (N ¼ 150) sensor
nodes which are deployed over a field of 50 m 50 m,
and the coordinate of each node is known. The detection
range of each sensor node is 12 m.
(2) The time step of the FC is a constant value (T= 1 s).
During this time step, the distance between each acti-
vated node and the moving target is measured, and
the innovation is quantized locally. Then the quantiza-
tion normalized innovation will be transmitted to the
FC.
(3) The target in this field is assumed to be a point object
and it moves in the 2D Cartesian coordinate system.
We denote xk ¼ ½xk ; _xk ; yk ; _yk T as the state of the targetFig. 1 RMSE of positions for estimatorsat time step k. In this formula, xk represents xk and yk
the positions; _xk and _yk are the velocities at the X - and
Y -axis. The dynamic model of the state is assumed as
the constant velocity (CV) model in Ref.25.
xk
_xk
yk
_yk
2
6664
3
7775 ¼
1 0 T 0
0 1 0 T
0 0 1 0
0 0 0 1
2
6664
3
7775
xk1
_xk1
yk1
_yk1
2
6664
3
7775þ
T2=2 0
0 T2=2
T 0
0 T
2
6664
3
7775wk1
ð92Þ
The activated sensor node measures the noisy Euclidean
distance between the target and itself, its coordinate is
ðx0; y0Þ and the measurement model is
zk ¼ HkðxkÞ þ vk ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðxk  x0Þ2 þ ðyk  y0Þ2
q
þ vk ð93Þ
Since the measurement Eq. (93) is nonlinear and linearizing
it at xk, there will be
zk ¼ hk xk þ vk ð94Þ
where hk ¼ @HkðxkÞ
@x
jx ¼ x^kjk1, the measurement noise vk and
the process noise wk1 in Eq. (92) are white Gaussian noise
sequences and their standard variances are stdðwk1Þ ¼ 0:01
m and stdðvkÞ ¼ 10 m, respectively.
5.1. Simulation experiments with different quantization levels
Under this simulation scenario, on the basis of different quan-
tization levels, the proposed Gaussian mixture method
(GMM) based on the number of mixture components
Nxk 6 20 is compared with the multi-level quantization Kal-
man filtering approaches of Ribeiro’s et al. in Ref.7, You’s
et al. in Ref.9, Msechu’s et al. in Ref.8, Xu and Li’s in
Ref.10, and the posterior CRLB.
Monte-Carlo simulation for the algorithms and the poste-
rior CRLB under this simulation scenario are run for 1000
times. To be specific, when the quantization levels L ¼ 2, the
root mean square error (RMSE) of the positions at the X
and Y axis are shown in Fig. 1(a) and (b), respectively.versus posterior CRLB using 2 levels.
State estimation with quantized innovations in wireless sensor networks 1743Furthermore, the covariance matrices Pkjk of the positions
along the X-axis and Y-axis are given in Fig. 2(a) and (b);
Figs. 3 and 4 show the RMSE of the positions and the covari-
ance matrix Pkjk of the positions based on the quantization
levels L ¼ 3, respectively; similarly, Figs. 5 and 6 are the
RMSE and Pkjk of the positions on the basis of L ¼ 4; whenFig. 2 Covariance matrix Pkjk of pos
Fig. 3 RMSE of the positions for estimato
Fig. 4 Covariance matrix Pkjk of posthe quantization levels L ¼ 5, the RMSE and Pkjk of the posi-
tions are shown in Figs. 7 and 8.
When the number of quantization levels L ¼ 2 and L ¼ 3,
we can see that the performance of our method is better than
the algorithms in Refs.7,9 and they are bounded by the
posterior CRLB which is derived in this paper.itions for estimators using 2 levels.
rs versus posterior CRLB using 3 levels.
itions for estimators using 3 levels.
1744 Z. Zhang et al.On the basis of quantized innovations and the number of
quantization levels L ¼ 4 and L ¼ 5, Figs. 5–8 show that the
performance of the GMM is more accurate than that in Refs.
8,10, and it is more close to the posterior CRLB which is based
on quantized innovations. This means that using the same
quantized levels, the proposed Gaussian mixture estimator
has higher accuracy than the quantization KF.Fig. 5 RMSE of the positions for estimato
Fig. 6 Covariance matrix Pkjk of pos
Fig. 7 RMSE of positions for estimators5.2. Simulation experiments with different numbers of sensor
nodes
For the cases of different amounts of sensor nodes in WSN,
the RMSEs of the positions along the X and Y axis are
shown in Fig. 9(a) and (b) based on the quantization levelsrs versus posterior CRLB using 4 levels.
itions for estimators using 4 levels.
versus posterior CRLB using 5 levels.
State estimation with quantized innovations in wireless sensor networks 1745L ¼ 5 and the standard variance of measurement noise
stdðvkÞ ¼ 10 m. According to Fig. 9(a) and (b), when the num-
ber of sensor nodes increases, the RMSEs of the positions at
the X-axis and Y-axis become smaller, which means that the
accuracy of the state estimation becomes higher due to the fact
that the moving target can be detected by more and more sen-
sor nodes in WSN.Fig. 8 Covariance matrix Pkjk of pos
Fig. 9 RMSE of positions for estimators ba
Fig. 10 RMSE of positions for estimators5.3. Simulation experiments with different measurement
accuracies
On the basis of the quantization levels L ¼ 2 and the number
of sensor nodes N ¼ 150, Fig. 10(a) and (b) show the RMSE of
the positions at X-axis and Y-axis when the standard variances
of measurement are 5 m, 10 m, 15 m and 20 m. In Fig. 10itions for estimators using 5 levels.
sed on different numbers of sensor nodes.
with different measurement accuracies.
1746 Z. Zhang et al.(a) and (b), the RMSE becomes smaller as the measurement
accuracy becomes more precise. Thus, more precise noisy mea-
surement allows more accurate state estimation in WSN to be
obtained.
6. Conclusions
This paper explores an innovative Gaussian mixture state esti-
mation algorithm. By studying the assumptions of prior and
posterior pdfs which are based on the quantized innovations,
a Gaussian mixture estimator has been derived in the paper.
Besides, a recursive posterior CRLB for state estimation using
quantized innovations in WSNs is developed. The theoretical
lower bound is estimated approximately by adopting a
Monte-Carlo method. Performance analysis and simulation
experiments show that the Gaussian mixture estimator is better
than those quantization KF algorithms. The approximation
accuracy for the posterior CRLB with quantized innovations
could be improved in future work to further validate the
proposed approach.
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