Abstract: Sample selection is inherent to a range of treatment evaluation problems as the estimation of the returns to schooling or of the effect of school vouchers on test scores of college admissions tests, when some students abstain from the test in a non-random manner. Parametric and semiparametric estimators tackling selectivity typically rely on restrictive functional form assumptions that are unlikely to hold in reality. This paper proposes nonparametric weighting and matching estimators of average and quantile treatment effects that are consistent under more general forms of sample selection and incorporate effect heterogeneity with respect to observed characteristics. These estimators control for the double selection problem (i) into the observed population (e.g., working or taking the test) and (ii) into treatment by conditioning on nested propensity scores characterizing either selection probability. Weighting estimators based on parametric propensity score models are shown to be √ n-consistent and asymptotically normal.
Introduction
The sample selection problem, which was discussed by Gronau (1974) , Heckman (1974) , and Vella (1998) , among many others, arises whenever the outcome of interest is only observable for some subpopulation conditional on selection that is non-ignorable conditional on observed characteristics. Potential bias due to selection is an issue for a range of evaluation problems, e.g., when estimating the returns to schooling 1 based on a selective subpopulation of working or the effect of school vouchers on college admissions tests 2 , given that some students abstain from the test in a non-random manner.
This paper discusses identification and estimation of treatment effects in the presence of sample selection, attrition, and survey non-response related to unobserved characteristics. It considers a sample selection model of rather general form in which two forms of selection appear, firstly, sample selection as discussed above and secondly, non-random treatment assignment which is selective with respect to observed characteristics. The literature that is based on the conditional independence assumption (see for instance Lechner, 1999, and Imbens, 2004) assumes that treatment effects are identified conditional on observed characteristics jointly related to the treatment (e.g., education) and the outcome (e.g., employment). However, in the framework considered here, we also need to tackle the sample selection problem.
Under certain conditions the latter can be controlled for by conditioning on the sample selection propensity score, i.e., the conditional probability to be selected into the observed population. This intuitive result was acknowledged by Angrist (1997) , among others, and underlies the estimator of Ahn & Powell (1993) based on matching individuals with similar selection propensity scores. It is also used by Newey (2007) for the identification of nonparametric choice models. It follows that treatment effects in our framework are identified when conditioning both on the sample selection propensity score and on observed confounders.
This paper establishes assumptions sufficient to point identify unconditional average treatment effects (ATEs) and quantile treatment effects (QTEs) for the observed population. Our nonparametric selection model invokes considerably weaker restrictions than parametric and semiparametric specifications encountered in the sample selection literature. In particular, the model allows for effect heterogeneity with respect to the observed confounders and the sample selection propensity score. This allows identifying heterogenous QTEs at different ranks of the outcome distribution. Furthermore, additivity between observed and unobserved terms is not imposed as in virtually all models used in empirical applications. The main contribution of the paper is the proposition of nonparametric estimators which 'kill two birds with one stone' by controlling for selectivity bias (i) in the observed population (e.g., working or taking the test) and (ii) with respect to the treatment assignment, using a nested propensity score characterizing either selection probability. The estimators rely on inverse probability weighting (IPW) and propensity score matching, where the (first stage) sample selection propensity score is 1 See for instance Mulligan & Rubinstein (2008) .
2 See for instance Angrist, Bettinger & Kremer (2004) .
included as additional covariate among other observed factors to compute the (second stage) propensity to receive the treatment.
The estimators invoke a minimum of assumptions required for point identification in the presence of the double selection problem into the observed population and into treatment. Monte Carlo simulations suggest that even for moderate sample sizes, IPW and matching are considerably more accurate than parametric estimators with respect to bias and mean squared error when the data generating process is nonlinear. This paper provides two empirical applications. Firstly, we estimate the wage differentials between individuals with high school graduation and lower education. Selection bias stems from the fact that wages are only observed for the subpopulation of working. Secondly, we check the robustness of the effects of school vouchers on test scores in a school voucher lottery. Selection bias is due to non-random test attendance related to voucher possession. √ n-consistency and asymptotic normality of the IPW estimator is established in the appendix.
The remainder of the paper is organized as follows. Section 2 reviews the literature on sample selection models and highlights its relations and distinctions to the framework discussed in this paper. Section 3 introduces a general sample selection model and discusses the identifying assumptions. Section 4 presents IPW estimators for average and quantile treatment effects. Section 5 provides simulation results on the finite sample properties of IPW and matching estimators relative to parametric benchmarks. In section 6, the estimators are applied to labor market data and a school voucher lottery. Section 7 concludes.
Related literature
The estimation of wages constitutes a prominent example for the sample selection problem in labor economics and was first addressed by Gronau (1974) . As unobserved individual characteristics are likely to affect both the probability of working and the potential wage, observed wages, i.e. potential wages conditional on working, will be correlated with the likelihood of employment which gives rise to selectivity bias. Heckman (1974) proposed a maximum likelihood (ML) estimator to tackle selectivity bias when covariates are linear and additive in the selection and outcome equation and unobservables are homoscedastic and bivariate Gaussian. Still for the linear and homoscedastic case, Heckman (1976 Heckman ( , 1979 suggested a two-step estimation approach known as the two-step heckit estimator. In the first step, the conditional mean of the selection indicator is estimated and used to correct for the selectivity bias in the second step estimation of the outcome equation. From a today's perspective, these estimators are not very appealing as they rely on overly restrictive parametric assumptions and are in general inconsistent when the unobservables' distribution is misspecified.
The subsequent literature aims at relaxing these restrictions in various directions 3 . Using ML esti-mation, Gallant & Nychka (1987) suggest to approximate the bivariate density of the unobservables in the selection and outcome equation to circumvent the joint normality assumption. Among two-step estimators, semiparametric alternatives have been proposed for first step and second step estimation, and more recently for both. For the first step, Klein & Spady (1993) suggest an estimator for binary choice models that is semiparametric in the sense that it does not put any restrictions on the distribution of the unobservable term, while the parametric form of the single index still has to be known. The estimator attains the semiparametric efficiency bound of Chamberlain (1986) and Cosslett (1987) and allows for heteroscedasticity of unknown form as long as it is related to the regressors only through the index. Alternatives -although asymptotically less efficient -are Manski's (1975) maximum score estimator, Horowitz's (1992) smoothed maximum score estimator, Ichimura's (1993) semiparametric least squares estimator, and Han's (1987) maximum rank correlation estimator, among others. Frölich (2006) discusses nonparametric estimators of binary choice models along with their small sample properties. Results suggest that in many empirical settings, local logit estimation is likely to be more appropriate than parametric and semiparametric specifications.
For the second step, various authors suggest to allow for a nonparametric specification of the bias correction function (related to the sample selection bias) in the outcome equation. Cosslett (1991) proposes a two-step procedure where the marginal distribution function of the selection bias is approximated by a step function of J intervals in the first step. In the second step, the outcome equation is estimated by a OLS regression on the regressors and the J indicator (or dummy) variables. The estimator is consistent if J increases with the sample size. Newey (1999) suggests to estimate the bias correction function by series expansion after estimating the single index semiparametrically (e.g., using the Klein and Spady estimator). He proposes GMM estimators and argues that efficiency gains can be obtained when additional orthogonality conditions implied by the independence of errors in the bias corrected outcome equation and the covariates are exploited. Pagan & Ullah (1999) discuss the optimal choice of such conditions with respect to efficiency.
In contrast to Cosslett and Newey, Powell (1987) Powell (1987) therefore suggests an estimator based on pairwise comparisons of all observations in the sample, where the contribution of each comparison is weighted by the difference in the single index values. Still, the parametric form of the single index related to the selection probability has to be known and is assumed to be linear. Ahn & Powell (1993) extend the approach of Powell (1987) to the nonparametric estimation of the index based on kernel regression. Das, Newey & Vella (2003) suggest to estimate both the selection and the outcome equation semiparametrically based on series approximation 4 . The outcome depends on a general function of the covariates and the bias correction term. The selection probability underlying the correction term is a nonparametric function and possibly dependent of multiple indices. However, additivity between the covariates' function, the correction term, and the unobservables has to be imposed. In contrast, Newey (2007) discusses identification in nonseparable sample selection models where the outcome is an unknown (and potentially non-additive) function of covariates and unobservables. Likewise, the model presented in section 3 does not impose additivity between covariates, the selection probability, and unobservables in order to identify ATEs and QTEs. 5 .
Semiparametric estimators have been used in a range of empirical studies and the excerpt given below is far from being exhaustive. Gerfin (1996) applies various first-step estimators to German and Swiss labor market data to estimate the labor force participation of married women. He uses a probit specification, Horowitz's smoothed maximum score estimator, the Klein and Spady estimator, and quasi-maximum likelihood estimation as proposed by Gabler, Laisney & Lechner (1993) . Specification tests reject the benchmark probit model for the German data, but not for the Swiss data. Also Kumar (2006) considers (first step) estimation of female labor supply using the 1986 wave of the Panel Study of Income Dynamics (PSID). The author is among the very few who estimate the decision of working nonparametrically. He employs kernel estimators and compares their predictive power to logit, probit, and Manski's (1975) maximum score estimator. His findings suggest that the predictive power of nonparametric estimators (about 95%) is considerably better than in parametric and semiparametric specifications (around 76%) which perform particularly poor in predicting the outcome for non-participants. Newey, Powell & Walker (1990) investigate data on married women's hours worked previously analyzed by Mroz (1987) . They employ semiparametric two-step estimators using the methods of Klein & Spady (1993) , Ichimura (1993 ), Powell (1987 ), and Newey (1999 and obtain results which are quite similar to parametric two-step estimation. Similarly, Melenberg & van Soest (1996) analyze vacation expenditures of Dutch families and obtain almost identical results using parametric and semiparametric estimators based on Klein and Spady first step estimation. Martins (2001) presents results on parametric and semiparametric estimation of (first step) labor force participation decisions and (second step) wage equations for Portuguese married women. Semiparametric estimation is based on Klein & Spady (1993) and Newey's (1991) series approximation. In contrast to Newey et al. (1990) and Melenberg & van Soest (1996) , specification tests indicate that the estimates obtained by parametric and semiparametric estimation are significantly different. This is in line with Bhalotra & Sanhueza (2002) who investigate returns of schooling for women in South Africa. The coefficient estimates on schooling are considerably higher when using semiparametric 4 However, in their empirical application they use a partially linear model. 5 Note that all methods discussed so far are concerned with the estimation of conditional (i.e., local) effects, whereas we are interested in unconditional ATEs and QTEs.
estimation proposed by Newey (1999) and Klein & Spady (1993) than for the parametric specification based on Heckman (1979) . Thus, empirical evidence suggests that tight parametrization might imply inconsistent estimation.
All studies discussed so far estimate conditional mean effects. Comparably few researchers attempted to estimate conditional quantile effects to identify effect heterogeneity at different points in the conditional outcome distribution. Using data from the US March Current Population Survey, Buchinsky (1998 Buchinsky ( , 2001 estimate female wage equations applying the methods of Ichimura (1993) and Newey (1999) to the quantile regression framework 6 . The problem inherent to this literature is that independence between observed covariates and unobservables conditional on the selection probability, an assumption consistency of virtually all point estimators relies upon, implies that conditional quantile and mean effects are of the same magnitude. Conditional quantile effects are by assumption equal to conditional mean effects and quantile regression does not yield more or different information about the effects if independence holds. If effects are found to differ across conditional quantiles in empirical applications, this merely points to the violation of the independence assumption and to the inconsistency of the estimator.
If conditional independence is likely to fail or no exclusion restriction is at hand, partial identification 7 represents a valuable alternative to point identification. Recent empirical applications of partial treatment effect identification in the presence of sample selection are provided in Lee (2005) and Lechner & Melly (2007) . Similarly to the latter, our framework is characterized by the double selection problem (i.e., selection (i) into the observed subpopulation and (ii) into treatment), but the difference is that we impose conditional independence and the availability of an exclusion restriction in order to obtain point identification. Note that sample selection poses similar problems to identification as non-ignorable sample attrition and item non-response 8 related to unobservables, see for instance Wooldridge (2002) . Thus, our estimator can also be applied to attrition and non-response related to unobservables as discussed in Fitzgerald, Gottschalk & Moffitt (1998) .
To conclude this section, it is important to highlight the differences between the double selection problem considered in this paper and the control function literature promoted by Heckman & NavarroLozano (2004) , Heckman & Vytlacil (2005) , and Heckman, Urzua & Vytlacil (2006) , among others, which constitutes an important string of the evaluation literature devoted to the identification of local average treatment effects (LATEs). In the latter case, sample selection models have been applied to problems where treatment assignment is endogenous even conditional on observed covariates. The selection equation characterizes the selection into treatment based on a continuous and exogenous instrument that shifts the treatment probability but is independent of the unobservables. This allows identifying the LATE for the 6 For a discussion of quantile regression, see Koenker and Bassett (1978, 1982) and Koenker (2005) . 7 See Manski (1989 Manski ( ,1994 for a general discussion of partial identification in the presence of sample selection. 8 Identification in the presence of attrition and non-response is discussed , Robins, subpopulation of compliers, which are defined as those individuals who switch their treatment status due to a shift in the instrument 9 . Vytlacil (2002) shows that this approach is in principle equivalent to the nonparametric LATE framework advocated by Imbens & Angrist (1994) .
However, the problem considered in this paper is different, despite the use of sample selection models in both set ups. After all, LATE identification is based on switching regression models where outcomes are not censored and selection bias stems from the endogenous treatment decision. In this paper, it is assumed that the treatment assignment would be ignorable conditional on the covariates, if all outcomes were observed. Bias is, however, introduced by non-random selection into the observed subpopulation.
Thus, a selection model along with an exclusion restriction is used to characterize the probability of being observed. Effect identification in the observed subpopulation is based on the conditional independence assumption given the covariates and the selection probability. By conditioning on the covariates and the sample selection propensity score, we are back in a quasi-random evaluation set up which is distinct from the endogenous treatment assumption in the LATE related control function literature.
Model and identifying assumptions
In this section, we introduce a nonseparable sample selection model, where the latent outcome is an unknown function of two observed components, the treatment of interest and a vector of observed covariates, and an unobserved term. Y * denotes the latent outcome that is only partially observed, conditional on selection. Let D denote the treatment which might be discrete or continuous, and X, U the covariates and the unobserved term, respectively. Throughout the paper we will assume to have an i.i.d. sample of n units, indexed by i = 1, ..., n. The latent outcome equation can be written as
where ϕ(·) is an unknown function. We observe {X i , D i } for all units in the sample, whereas Y * i is only known for some non-random subsample. We denote the observed outcome as Y , which is
S is a binary selection function of the unknown function ζ(·):
I{·} denotes the indicator function. In this nonparametric selection equation, Z represents a one or multidimensional instrument which is observable for all units. Theoretically, Z can be continuous, discrete, or both. In any case it has to be relevant in the sense that it contributes importantly to S such that a ceteris 9 It therefore has to be assumed that the treatment varies monotonously with the instrument.
paribus change in Z shifts the selection probability considerably 10 . The result that point identification is not ruled out for a discrete Z may seem surprising and is therefore briefly discussed in appendix A.4.
V is an unobservable term that is not independent of U . By assumption, S is a function of at least one element that is excluded in ϕ. Identification will crucially hinge on the availability of such an exclusion restriction. However, the model is fairly general and does not impose parametric restrictions as linearity or additivity on D, X, and U . To identify the causal effects of D, we utilize the potential outcome framework advocated by Rubin (1974) , among others. In the subsequent discussion, we will focus on point identification of treatment effects for the observed population, i.e., conditional on being selected. Denote the potential outcome for individual i and some hypothetical treatment D = d as
In the labor market literature, D typically represents participation in a training program or years of schooling whereas Y represents observed wages. We want to learn about the unconditional average and quantile treatment effects 11 (ATE, QTE) of D on Y by considering the differences in potential outcomes for distinct hypothetical treatments. Both ATEs and QTEs bear intuitive interpretations for policy recommendations. The ATE represents the mean effect for some population and is simply the average difference in potential outcomes for distinct treatments. The QTE is the effect evaluated at a particular point in the population's potential outcome distribution, e.g., at the median or rank 0.75.
It simply measures the horizontal distance between two potential outcome distributions for distinct treatments at the predefined rank. The quantile framework also allows evaluating inequality treatment effects (ITE), which are differences in inequality measures (e.g., the interquartile range) of the potential outcome distributions. This allows analyzing whether a treatment increases or decreases inequality, see Firpo (2007b) .
To formalize the discussion, let d , d , d < d 12 denote two distinct treatments. ATEs and QTEs in the observed population are defined as
10 Therefore, discrete and even binary instruments might in principle be used if changes from Z = 0 to Z = 1 largely affect the selection probability. However, powerful discrete instruments are most likely impossible to find in reality.
11 By 'unconditional' we mean the global effects for the whole population of interest. In contrast, treatment effects for covariates given would be local, i.e., conditional on specific values of the covariates. 
In the remainder of this paper, discussion will focus on the ATE and QTE, as it is straightforward to obtain analogous results for the identification and estimation of the ATET and the QTET.
The problem inherent to any causal analysis is that only one state of the world, i.e. the realized outcome and treatment, is observed. In the sample selection model, this is even conditional on being selected. In the observed subpopulation the realized outcome is defined as
for continuous treatments, respectively, where D denotes the (nonnegative and finite) space of possible treatments or treatment doses, respectively. To infer on the unobserved potential outcomes, any regression method needs to impose intestable identifying assumptions. The assumptions proposed in this paper are less restrictive than those in the parametric and semiparametric sample selection literature, but more restrictive than those in the treatment evaluation literature based on partial identification, as our framework allows for point identification. Briefly speaking, identification is based on 3 key assumptions: (i) Conditional independence between potential outcomes and treatments in the total population, (ii) the availability of an exclusion restriction to identify the selection probability into the observed population, and (iii) conditional independence of observables and unobservables given the sample selection propensity score.
Assumption 1: Conditional independence in the total population.
The conditional independence assumption (CIA) or selection on observables assumption is frequently imposed in the treatment evaluation literature, see for instance Heckman, Ichimura & Todd (1997 ), Lechner (1999 , and Wunsch & Lechner (2008) . (1a) states that the potential latent outcome is independent of the treatment given the observed covariates X 13 . This implies that all factors jointly affecting the treatment assignment and the latent outcome can be controlled for by conditioning on the covariates. The difference to conventional evaluation studies relying on the CIA is that the outcome is not fully observed. (1b) is 13 In appendix A.4, we will briefly discuss identification under random treatment assignment, as in randomized experiments and lotteries, such that one needs not condition on X.
the classical common support assumption and states that the selection probability must not be perfectly predicted conditional on the covariates. (1c) states that the potential outcome for any unit i is stable in the sense that it always takes the same value, independent of treatment allocations in the rest of the population, see Rubin (1990) for further details. Assumption 1 implies that
Thus, the ATE for the total population conditional on X is ∆ To ease notation, we define
where F denotes the cdf. This immediately implies that the treatment effect conditional on X and S = 1 is identified by ∆(
. By integration over X we obtain the ATE in the observed population, ∆ = ∆(x)dF X|S=1 14 . If unobservables V and U are not independent conditional on X, the effect of D on Y is confounded in the observed sample. Point identification requires the availability of an instrument Z that predicts selection S but is not related to the potential outcomes conditional on D, X. We therefore make the following assumption.
Assumption 2: Exclusion restriction.
independence of unobservables and observables
given the selection probability), (2d) F V (t), the cdf of V , is strictly monotonic in the argument t.
Assumption (2a) states that Z shifts S but is independent of the latent outcome given D, X. Therefore, d cannot be evaluated in the observed population and neither can any counterfactual population be defined upon d. Likewise, perfect positive selection will cause identification problems, as discussed further below.
14 The ATE for the total population is identified, too, given that f X , the pdf of X, is observed for S = 0 and that there is common support in f X and f X|S=1 . Then, ∆ * = ∆(x)dF X . 15 A test for the validity of exclusion restrictions related to discrete instruments was recently proposed by Kitagawa (2008) .
By (2c), we impose that D, X, Z are jointly independent of the unobservables U, V conditional on the sample selection propensity score. Even though conditional heteroscedasticity of unknown form is still allowed for in this framework, any dependence between observables and unobservalbes is restricted to be captured by the sample selection propensity score. (2c) is for instance violated if U is related to D in the total population. In this case, the selection bias cannot be controlled for by conditioning on Pr(S = 1|D, X, Z), as unobserved interaction terms of U and D drive the selection probability 16 . Assumptions similar to (2c) are crucial for point identification in any selection model of both parametric and general form. Its violation implies the inconsistency of virtually all point estimators proposed in the literature.
Nevertheless, (2c) is considerably weaker than most analogous assumptions made in the literature, as it does not impose parametric restrictions on ζ. By monotonicity assumption (2d) it holds that Pr(S =
. Thus, the likelihood to be observed increases monotonically in ζ. Note that monotonicity is implicitly assumed in any linear index restriction frequently used in the sample selection literature. For notational ease, let
If (2c) and (2d) hold, U and D are independent conditional on p(W ) in the observed population. This can be shown by applying the proof of theorem 1 in Newey (2007) . Let a(U ) denote any bounded function
If assumptions (1) and (2) are satisfied, selection bias in the observed population can be corrected for by conditioning on p(W ). Thus, the identification of treatment effects requires the inclusion of the sample selection propensity score as additional conditioning variable. To see this, note that the treatment effect in the observed population given X and p(W ) is defined as 
Hence, the expected potential outcome is equal to the expected conditional outcome given
The ATE ∆ is identified by integrating over the marginal distributions of X and p(W ).
Identification of QTEs is analogous, but requires that the conditional quantiles of interest are unique.
I.e., the density in the neighborhood of the quantiles must be bounded away from zero such that each quantile corresponds to exactly one particular rank in the conditional distribution. Secondly, for an intuitive interpretation of QTEs, the rank stability assumption has to be satisfied across treatments.
It states that individuals occupy the same rank in the respective conditional outcome distribution for different treatments, see for instance Firpo (2007a) 
The unconditional quantile of the potential outcome is identified as the inverse of the integration over the marginal distributions of X and p(W ).
The difference between the quantiles with distinct treatments yields the QTE,
Identification of ∆, ∆ τ in the observed population hinges on common support of the treatment in X and p(W ). We therefore make a further assumption:
Assumption 3: Common support in the selected sample.
(3) implies that the treatment probability is bounded away from zero in the observed population conditional on the selection probability and observed covariates. It is obvious that (2b) is a necessary condition for (3) to hold. To see this point, consider the case that (2b) is violated by assuming that all individuals . Identification based on p(W ) = 1 is known as 'identification at infinity' and was discussed by Heckman (1990) and Andrews & Schafgans (1998) . However, in empirical applications, observation with selection probabilities close to one might be rare. Furthermore, effect homogeneity in p(W ) is a strong assumption that might not hold in reality. We therefore concentrate on a more general identification strategy using the whole distribution of p(W ).
After having established the identifying assumptions, we will now propose expressions for ∆, ∆ τ based on inverse probability weighting which can be used to build sample analogues required for estimation. Let
) denote the treatment propensity score, i.e., the probability of receiving treatment
To control for selection into treatment, we will henceforth condition on the π d (X, p(W )) instead of X and p(W ). Rosenbaum & Rubin (1983) have shown that conditioning on the treatment propensity score is equivalent to conditioning on the covariates directly, as both are balancing scores in the sense that they adjust the distributions of covariates in the groups of treated and controls. However, conditioning on π d (X, p(W )) has the advantage that practical problems related to the nonparametric estimation using high dimensional covariates, e.g., empty cells for particular combinations of covariate values, can be circumvented.
PROPOSITION 1 (Identification of mean effects).
Under assumptions 1,2, and 3, the ATE in the subpopulation of observed for two treatments d = d is identified by
Proof: See appendix A.1.
The ATE is obtained by reweighing the outcome of each individual in the observed population by the inverse of the conditional treatment probability given X and p(W ). Similar results are obtained for QTEs, as both parameters are functions of the distribution of Y .
PROPOSITION 2 (Identification of quantiles).
Under assumptions 1,2, and 3,
Proof: See appendix A.2.
It follows that
which is a first order condition to
ρ τ (·) is the check function, an asymmetric loss function, suggested by Koenker & Bassett (1978) for quantile
Expressions (6) and (8) are quite similar to the identification results obtained by Hirano, Imbens & Ridder (2003) 18 and Firpo (2007a), respectively. The difference is, however, that the latter assume unconfoundedness of the treatment effect conditional on the treatment propensity score with respect to X alone, whereas we have to condition on both X and p(W ) to control for selection bias into the observed population and into treatment. We therefore extend the approach of Hirano et al. (2003) and Firpo (2007a) to the case of sample selection by including the selection probability as additional covariate in the treatment propensity score.
18 The IPW estimator analyzed by Hirano et al. (2003) was first proposed by Horvitz & Thompson (1952) .
Estimation
Both p(W ) and π d (X, p(W )) are unknown to the researcher and have to be estimated in order to be used in the weighting functions of the estimators of ∆, ∆ τ . Letp(W ),π(X,p(W )),∆,∆ τ denote the estimates of the respective true parameters. Our estimation procedure can be described as follows:
3) estimate∆,∆ τ by the sample analogues of (6) and (8).
The sample selection propensity score p(W ) may be estimated by parametric (e.g., logit or probit), semiparametric (e.g., Klein and Spady, 1993, Ichimura. 1993) , or nonparametric estimators. The latter seem attractive if the structural form of p(W ) is not known (which is usually the case) and the dimension the continuous elements in W is not too high. Hirano et al. (2003) suggest to estimate p(W ) by a logistic power series approximation. I.e., they use a series of functions of W to approximate the log-odds ratio of the selection probability. Another class of nonparametric estimators are kernel methods such as local constant (Nadaraya-Watson) regression, see Ahn & Powell (1993) and Kumar (2006) , or local logit 19 .
All these methods are conditional mean estimators, but as pointed out by Li, Racine & Wooldridge (2009), conditional probability estimators may also be used when dealing with binary outcomes. This is obvious from the fact that
where f (·) denotes the pdf. An estimator of the sample selection propensity score isf
, wherê f (·) is the estimated pdf. Following Hall, Racine & Li (2004) ,
can be consistently estimated
and Λ(·) denote generalized kernel functions related to continuous and discrete variables, see Hall et al. (2004) for more details. h n denotes the vector of bandwidths for the continuous and discrete elements in W and S, respectively, and might be determined by least squares or maximum likelihood cross validation.
Our framework explicitly allows for multiple treatments as discussed in Imbens (2000) and Lechner (2001) or different treatment doses of a continuous treatment as considered by Hirano & Imbens (2004) .
Let us assume that there is a finite set of discrete treatment choices, D ≡{0, 1, .., G} and G < ∞. The 19 Frölich (2001) investigates the finite sample properties of (global) logit, local constant, local linear, and local logit estimators for a binary outcome, 4 continuous covariates, and 10 binary regressors. Local logit appears to be substantially more appropriate than (global) logit, whenever the model specification is not encompassed by the logit model, whereas local constant and local linear estimation perform worse than logit in the specifications considered. In line with these results, Monte Carlo evidence in Frölich (2006) points to the superiority of local logit compared to Klein and Spady and local constant estimation, at least for the data generating processes considered.
propensity scoresπ d (X,p(W )) for all d ∈ D might be estimated simultaneously by multinomial probit or logit 20 . Alternatively, Lechner (2001) suggests to split estimation into a series of binomial models, where the propensity score of each treatment relative to every other treatment is estimated by several binary choice models. This procedure is computationally less costly than multinomial probit and also more robust, as a misspecification of one choice model does not spill over to all other specifications. Thus, the methods used for the estimation of p(·) might also be used for the estimation of π d (·).
Finally, we use the sample analogue of expression (6) to estimate the ATE for d > d bŷ
where the weighting functionω d,i is defined aŝ
.
Similarly, the QTE estimator is∆
Thus,∆ τ can be written aŝ
Again, (10) and (12) look similar to the estimators discussed in Hirano et al. (2003) and Firpo (2007a) , for which √ n-consistency, asymptotic normality, and semi-parametric efficiency were shown when using a nonparametrically estimated propensity score. The major difference is that here weighting is based on a nested propensity score that also accounts for the selection into the observed sample. Using a GMM framework, appendix A.3 establishes √ n consistency and asymptotic normality of the proposed estimators based on parametric propensity score estimation.
Our estimation procedure includes the trimming function θ(n) that trims outπ d (X i ,p(W i )) which are close to the boundaries 0 and 1. I.e., estimation in (10) and (12) is based on
where θ(n) is some 'small' number that decreases in the sample size n. θ(n) guarantees that no observations obtains an arbitrarily large or small weight due to a propensity score estimate close to the boundary, as this could seriously deteriorate the appropriateness of IPW methods in finite samples, see Khan & Tamer (2007) and Busso, DiNardo & McCrary (2008) . The estimator remains consistent because θ(n) → 0 as
Propensity score matching may be used as an alternative method to IPW as both methods rely on the same identifying assumptions, see Lechner (2007) . A third possibility consists of estimating the conditional outcomes for various treatments locally, e.g., by local linear kernel regression, and integrating over the distribution ofπ d (X,p(W )) to identify the unconditional effects. In the selection on observables framework without sample selection, Heckman, Ichimura & Todd (1998) use this approach to estimate ATEs whereas Melly (2006) estimates counterfactual distributions required for QTE estimation. All these methods allow for effect heterogeneity in X and p(W ) and thus, for heterogenous QTEs across ranks τ .
In contrast, parametric and most semiparametric methods impose effect homogeneity in X and p(W ), and thus, τ , by making restrictive linearity and additivity assumptions on the treatment, the covariates, and the bias correction term:
α denotes the treatment coefficients, β, δ the coefficients on X and W , respectively, and λ(p(W )) the bias correction term. Hence, nonparametric estimators may also be used to construct tests for homogenous effects in in X, p(W ) by verifying whether QTEs are constant across τ . If QTE estimates differ significantly at different points of the outcome distribution, parametric methods are inconsistent and we should therefore rely on nonparametric estimators imposing less functional form assumptions 21 .
21 Note that even though ∆ τ is allowed to differ across τ in the nonparametric framework, the conditional QTE x, p(w) ) would point to the violation of U ⊥D|p(W ) and assumption (2c).
Then, the proposed estimators and virtually all point estimators suggested in the literature would be inconsistent.
The assumption of constant ∆ τ (x, p(w) ) is in principle testable, too, albeit very data hungry in a nonparametric framework, in particular when X is high dimensional. Huber & Melly (2008) propose and apply such tests in a semiparametric framework. In the presence of heterogenous ∆ τ (x, p(w)), point identification is not feasible, but
Monte Carlo simulations
This section presents results of linear and nonlinear Monte Carlo simulations to examine the finite sample properties of the proposed IWP and matching estimators relative to parametric maximum likelihood and two-step estimators as well as to the naive estimator (i.e., the difference in the sample means of the observed treated and observed nontreated observations). In all specifications, treatment D is binary and a function of X. The first data generating process (DGP) represents a classical linear selection model with bivariate normally distributed errors the covariance of which is 0.8.
We run 1000 Monte Carlo replications and estimate the median effect and the ATE by IWP for two sample sizes (n = 700, 2800). The trimming factor is set to T n = 0.05, 0.025 for the smaller and larger sample, respectively. To estimate the standard errors of the IPW estimators, we draw 199 bootstrap samples with replacement and set the bootstrap block size to the sample size n. In addition, the ATE is estimated by two nearest neighbors matching using the R matching package developed by Sekhon (2007) .
For the computation of standard errors we use the Abadie & Imbens (2006) estimator based on matching observations within the same treatment group. This estimator is inconsistent as it does not account for the uncertainty related to the estimation of the propensity scores, see also appendix A.3. We nevertheless apply it to assess how severely its accuracy is affected by the inconsistency. The nested propensity scores p(W ), π 1 (X, p(W )) are estimated by probit specifications. We compare the IPW and matching results to the parametric ML and heckit two-step estimators for sample selection models. Table 5 .1 displays the point estimates, standard errors (s.e.), and the mean squared errors (MSEs) of the estimators. As expected, the parametric benchmarks are superior to IPW and matching in terms of MSEs due to correct parametric specification. However, the performance of the nonparametric methods is satisfactory for both sample sizes. The IPW mean and matching estimators even outperform the parametric methods in terms of small sample bias. Taking a look at the s.e. estimates (σ), it appears that the bootstrap comes close to the true IPW standard errors in particular for n = 2800. The same applies to the analytical estimates of the ML and two-step standard treatment effects might still be bounded in the spirit of Manski (1989) . Lee (2005) and Lechner & Melly (2007) present empirical applications of interval estimation of treatment effects in the presence of sample selection.
errors. In contrast, the Abadie Imbens estimator considerably overestimates the matching standard error. We now consider the more interesting case of a nonlinear specification and treatment effect heterogeneity in X. The DGP is
The outcome is a cubic function of X that differs for D = 0, 1. We would expect the parametric estimators to be severely biased due to their inconsistency related to model misspecification. In contrast, the semiparametric IPW and matching estimators should still yield decent results. Table 5.2 presents the results for n = 700, 2800. All estimates are normalized with respect to the true treatment effect, such that ∆ = 1. Again, we estimate p(W ), π 1 (X, p(W )) by probit specifications. IPW and matching are considerably more accurate than the parametric benchmarks, the MSEs of which are more than 10 times larger for n = 2800. Obviously, the parametric estimators handle the nonlinearity of the outcome in X and D very poorly. The results demonstrate the caveats related to restrictive assumptions in sample selection models and demonstrate the merits of a more flexible model specification. Table 5 .3 presents the results for the same DGP as before with the exception that the unobserved terms U, V are now jointly t-distributed with four degrees of freedom and ε is t-distributed with four degrees of freedom. We therefore introduce misspecification with respect to the probit models of
where normally distributed errors are assumed. As before, the IPW and matching estimators perform quite well and greatly outperform the parametric methods in terms of bias and MSE. The misspecification of the nested propensity score does not seem to harm the accuracy of the estimators. This is in line with Zhao (2008) who investigates the finite sample properties of propensity score matching estimators and whose simulations suggest that ATE estimates are hardly affected (under conditional independence) when matching on misspecified, but yet balancing propensity scores. are treated and 210 are nontreated. Among other socio-economic information the data comprise labour market experience, age, gender, regional dummies, and the grade obtained in the last degree (expressed as a fraction of the highest mark), which may be considered as a proxy for unobserved ability. These factors are potential confounders to education in the explanation of log hourly wages and are therefore used as conditioning variables X in the outcome equation. They also enter the selection equation besides education, as they are likely to affect the probability to work. In addition, the marital status and number of children (along with interaction terms with gender), denoted as instruments Z, are included in the selection equation but excluded in the outcome equation.
We estimate the ATE of high school graduation by IPW and two nearest neighbor caliper matching and use probit specifications for the sample selection and treatment propensity scores 22 . The IPW trimming factor is set to T n = 0.05. But no treatment propensity score estimateπ d (X i ,p(W i )) actually has to be trimmed, as the maximum is 94.2% and the minimum is 8.2%. The histograms ofπ
for D = 1 and D = 0 presented in figure 6 .1 show that the overlap in the treatment propensity scores across treatment states is quite satisfactory. The caliper in the matching algorithm defines the maximally acceptable distance in any match's propensity score in order to eliminate those matches that are not comparable in terms of their treatment probabilities, i.e., lie outside the support. We set the caliper to 1 standard deviation (of the estimated treatment propensity score), but no observations have to be dropped. After-matching balance tests indicate decent balance, suggesting that treated and nontreated matches are comparable with respect to the distribution of X and the estimated sample selection propensity scorep. In addition to the semiparametric procedures we also estimate the ATE nonparametrically by directly matching on X and p, where the latter is obtained by nonparametric conditional density estimation as discussed in Li et al. (2009) . The caliper is again 1 standard deviation and 107 observations (14%) are discarded due to a lack of common support. We also estimate the QTE at the median using IPW. As in the simulations, standard errors of IPW and matching estimators are based on bootstrapping (999 draws) and the Abadie
Imbens (2006) estimator, respectively.
22 The treatment specification includes age, age squared, years unemployed, age*years unemployed, a dummy for Sicily, and the grade obtained in the last degree. The selection equation additionally includes educational dummies, gender, marital status, dummies for 1,2, and 3 children, and interaction terms between gender and children. Table 6 .1 provides the results for the non-and semiparametric estimators as well as for the parametric ML and two-step (heckit) procedures. The estimates suggest that graduating from high school increases the hourly wage on average by at least 6%. The median estimate is somewhat higher than the mean estimates, but one would generally expect the QTE to diverge from the ATE if effects are heterogenous with respect to X and p. Despite the limited sample size the IPW effects are significant at the 10% level.
Note that the parametric estimates are not too far away from the results obtained by semiparametric or nonparametric estimation, but this need not be the case in other problems. It therefore seems advisable to use both semi-/nonparametric and parametric estimators in empirical applications as the former are more robust and the latter are generally more precise, given that the estimates obtained by both methods are close. The methods proposed in this paper may also be used as robustness checks, which we demonstrate in the second application. Angrist et al. (2004) consider the effects of school vouchers on scores achieved in a college admission test based on data from Colombias PACES program, which covered half the cost of private secondary schooling. Many vouchers were assigned by lottery, which suggests that treatment effects can be evaluated by comparing the test scores of voucher winners and losers just like in an experiment.
Experimental results in Angrist et al. (2004) imply that vouchers increase reading test scores on average by roughly 0.7 points and this effect is significant at the 5 % level. However, as only 35% of students in the sample of voucher applicants took the test, selection bias is an issue if test taking is non-random, e.g., if
voucher winners were more likely to be tested. Therefore, Angrist et al. (2004) use censored regression and nonparametric bounds 23 to account for potential sample selection. On balance, they still find substantial gains from the PACES program. In what follows, an alternative way to check the effects' robustness will be presented by modeling the relationship between the likelihood to take the test, the (potential) test score, and the incidence of winning a voucher. Thus, the necessity of an exclusion restriction is substituted by imposing more structure on the model. We assume that the probability to be tested is characterized (i)
23 Note that there is no instrument for taking the test available in the data.
by a linear probability model (LPM) or (ii) by a probit model. The linear model has the form
where p is the probability to take the test, Y * are the potential test scores, and D is winning (D = 1)
or not winning (D = 0) a voucher. η is a randomly assigned baseline probability that is assumed to be uniformly distributed between 5 and 45%. Similarly, the probit model is defined as
where Φ(·) is the normal cdf. Hence, p is assumed to be related to both the test score and the school voucher.
The relation to the test score is due to the assumption that more able students with higher potential test scores are also more likely to take the test. On top, voucher winners might be more encouraged by their (more often private) schools to take the test which is one potential reason why p may be related to D. We assess the robustness of the voucher effect estimate for different values of β 1 , β 2 , and γ using IPW. In a perfect experiment, the probability to receive a voucher is independent of p and X such that the unconditional treatment probability Pr(D = 1) (63.7% in the sample) can be used for estimation. In this case, IPW yields an effect estimate of 0.683 (standard error based on 199 bootstrap draws: 0.329).
This is the same result as obtained by taking the difference in mean test scores of treated and nontreated or regressing the test score on a treatment dummy. To account for selection, we specify π 1 (X, p), the propensity score for having received a voucher, as a probit model with the test-taking probability p and other covariates X, namely age and age squared, as explanatory variables. It is therefore assumed that p is known and can be controlled for to consistently estimate the voucher effect. By changing β 1 , β 2 , and γ over a range of plausible values, the robustness of the voucher effect estimate can be investigated. E.g., for the LPM, β 1 = 0.001 implies that each additional point in the test comes with an increase in the likelihood to take the test by 0.1 percentage points. β 1 = 0.05 means that voucher winners have ceteris paribus a 5
percentage points higher probability to take the test than losers in the LPM.
Results are provided in table 6.2. As expected,∆ decreases in β 1 , and β 2 , suggesting positive selection bias. Still, the estimates remain positive for most combinations of parameter values, albeit not significantly different from zero at conventional levels in most cases 25 .
24 1 observation was dropped due to a missing value in the reading test score 25 Standard errors are based on 199 bootstrap draws. 
Conclusion
This paper discusses point identification and estimation of average and quantile treatment effects in the presence of sample selection, attrition, and non-response related to unobservables. It extends methods discussed by Hirano et al. (2003) and Firpo (2007a) for treatment evaluation in a selection on observables framework to the case of a non-randomly drawn subpopulation related to unobservables. The main contribution of the paper is the proposition of nonparametric estimators which 'kill two birds with one stone'
by controlling for selectivity bias with respect to (i) sample selection and (ii) treatment assignment, using a nested propensity score characterizing either selection probability. The estimators rely on inverse probability weighting (IPW) and propensity score matching, where the (first stage) sample selection propensity score is included as additional covariate among other observed factors to compute the (second stage)
propensity to receive the treatment.
In contrast to most parametric and semiparametric procedures, the proposed estimators apply to selection models of rather general form and allow for effect heterogeneity in the covariates and in the sample selection propensity score. They constitute an alternative to conventional approaches whenever one is interested in the unconditional effects of a particular treatment variable rather than a broader set of regressors. Neither exact knowledge of the structural relation between the selection probability and the outcome, nor additivity of the unobserved term in the outcome equation is required for consistency.
However, as for virtually all methods yielding point identification, joint independence of the observed and unobserved factors in the selection and outcome equations must hold conditional on the sample selection propensity score. Monte Carlo results suggest that IPW and matching estimators are considerably more appropriate than parametric alternatives when the data generating process is nonlinear. The paper also provides two empirical applications to Italian labor market data, see Ichino et al. (2008) , and to a school voucher lottery in Colombia previously analyzed by Angrist et al. (2004) .
Further research might investigate the finite sample properties of the proposed estimators in more detail and systematically evaluate their performance in terms of bias and mean squared error relative to conventional parametric and semiparametric methods for various specifications of the selection and outcome equations as well as the unobserved terms.
A.3 Asymptotic distribution of the IWP estimator using parametric propensity score models
This section shows √ n-consistency and asymptotic normality of IWP estimators using parametric models for the selection into the observed population and into treatment. The properties are discussed in a GMM framework that is similar to the one considered by Lechner (2009) for dynamic treatment evaluation.
It is assumed that the nested propensity scores p, π d for sample selection and treatment assignment are known up to a finite number of coefficients. I.e., β ≡ (β s , β d ), where β s denotes the coefficients on
there exists a √ n-consistent, asymptotically normal estimatorβ, for instance a two step ML estimator of a nested probit or logit model with likelihood functions
estimates characterizing the treatment probability, are a function of the selection probability implied byβ s (which is √ n-consistent) rather than the true value β s . Murphy & Topel (1985) show that under certain regularity conditions the two step ML estimator ofβ d is √ n-consistent and asymptotically normal 26 . Let k, g denote the score functions, i.e., the first derivatives of the likelihood functions with respect to the coefficients:
Using a GMM framework, the estimators of the unknown values of β d , β s satisfy the conditions
These conditions allow predicting the sample selection and treatment propensity scores and will serve as one part of the final GMM estimator that will also incorporate a moment condition related to the treatment effects. We therefore reconsider the ATE estimator which we defined aŝ
26 Murphy & Topel (1985) prove that
where ' ' denotes transposed.
with weightsω
It is straightforward to rewrite the estimator aŝ
where ' ' denotes transposed and
Ignoring the estimation of the nested propensity score would amount to assuming that ∂β and on the correlation of the moment conditions. A consistent estimator of the asymptotic variance is obtained by using the sample analogues of the terms in the formula or by bootstrapping.
We conclude this section by establishing a condition for the estimation of unconditional quantile functions required to estimate QTEs. We defined the estimator of Q 
A.4 Identification in a randomized experiment with censored outcomes
Throughout this paper we assumed that treatment assignment is non-random and only unconfounded conditional on observed covariates X and that X also affects selection. This is plausible in many interesting evaluation problems as wage equations, where factors as tenure or experience are likely to affect both the probability to work and the potential wage and may be confounders to the treatment 'education'.
Let us now assume that the treatment is randomly assigned (i.e., independent of X) in the total population 27 such that the treatment propensity score in the observed population is only a function of the sample selection propensity score, i.e., For the identification of the ATET, all treated observations with p 11 and p 10 , respectively, have to be compared to non-treated units with equal selection probabilities. However, in general, p 11 = p 10 = p 01 = p 00 . Let us consider two special cases where at least some combinations of D and Z yield equal sample selection propensity scores among treated and nontreated. Firstly, let D and Z shift p equally into the same direction, e.g., increase the selection probability. Then, p 10 = p 01 , but p 11 = p 00 (and p 11 = p 01 ) such that effects could only be point identified for a subpopulation. Secondly, let D and Z shift p equally in absolute terms, but in opposite directions. Then, p 11 = p 00 , but p 10 = p 01 (and p 10 = p 00 ). Thus, even in special cases, point identification is infeasible for the entire observed population if Z is binary. There is, loosely speaking, an empty cells problem with respect to the sample selection propensity score. This is not necessarily true for the scenario considered throughout this paper, where X needs to be conditioned on in p(W ) = Pr(S = 1|D, X, Z) and in Pr(D = d|X, p(W )) = π d (X, p(W )) for unconfound- In any case, whether Z is continuous or discrete, it needs to be 'sufficiently' relevant 28 for p. To see this reconsider the randomized framework with censored outcomes and assume the extreme case that Z 28 Simulation methods may be used to investigate what 'sufficiently relevant' means in a particular scenario.
