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Abstract Selecting appropriate indicators is essential to aggregate the information provided by cli-
mate model outputs into a manageable set of relevant metrics on which assessments of climate engineer-
ing (CE) can be based. From all the variables potentially available from climate models, indicators need to
be selected that are able to inform scientists and society on the development of the Earth system under
CE, as well as on possible impacts and side eﬀects of various ways of deploying CE or not. However, the
indicators used so far have been largely identical to those used in climate change assessments and do not
visibly reﬂect the fact that indicators for assessing CE (and thus the metrics composed of these indicators)
may be diﬀerent from those used to assess global warming. Until now, there has been little dedicated
eﬀort to identifying speciﬁc indicators and metrics for assessing CE. We here propose that such an eﬀort
should be facilitated by a more decision-oriented approach and an iterative procedure in close interac-
tion between academia, decision makers, and stakeholders. Speciﬁcally, synergies and trade-oﬀs between
social objectives reﬂected by individual indicators, as well as decision-relevant uncertainties should be
considered in the development of metrics, so that society can take informed decisions about climate pol-
icy measures under the impression of the options available, their likely eﬀects and side eﬀects, and the
quality of the underlying knowledge base.
1. Introduction
When the scientiﬁc and societal debate about climate engineering (CE) was only beginning, as was the case
when the Crutzen [2006] paper was written, the assessment of CE was based on climate indicators that had
already been used in climate-change assessments [e.g.,Nordhaus, 1992].WhileCrutzen [2006] discussed the
radiative forcing from hypothetical stratospheric sulfur injections and its eﬀect on global-mean surface air
temperature, already in his brief essay hementioned possible damages of the ozone layer—implicitly sug-
gesting stratospheric ozone levels as a further indicator of possible relevance for CEmeasures that consider
aerosol injections into the high atmosphere. He also mentioned possible trade-oﬀs between aerosol injec-
tions into the stratosphere versus injections into the troposphere in terms of amounts and residence times
of injected aerosols, the radiative cooling, and possible environmental side eﬀects. This already hinted at
the intricacies of comprehensively assessing CE, for which traditional (albeit still improvable) assessment
methods used in the context of global warmingmay not be fully suﬃcient. Here, we explore to what extent
indicators and metrics need special consideration with respect to assessing CE, so that society can take an
informed decision about CE under the impression of likely eﬀects and side eﬀects and the quality of the
underlying knowledge base. Examining assessment methods in the context of CE may also help to further
improve the tools appropriate for assessing climate change.
Any quantitative assessment of possible consequences of CE requires indicators and correspondingmetrics
tomeasure theCE-inducedchanges in the (simulated) Earth systemand their impacts onnatural andhuman
systems. Indicators are measureable variables that describe the Earth system, including human activities.
Metrics are functions that quantify the distance of one ormore indicator values from some reference level in
termsof a single ormanageably small number ofmeasures. Indicators andmetrics are usually usedby scien-
tists to quantitatively analyze impacts of climate change or CE on the Earth system and by decision makers
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to negotiate trade-oﬀs between diﬀerent social objectives and possible options for action, for example,
via integrated assessment frameworks. Examples of indicators employed in the context of climate change
include global-mean surface air temperature (GMST), sea level, atmospheric CO2 concentrations, human
life expectancy, economic productivity, or welfare. Indicators often describe larger-scale spatial and/or tem-
poral longer averages, but can also refer to local properties and statistical extremes. A metric aggregates
values of these indicators into a single or very few composite measures. Metrics used in the assessment
of climate change and CE include the distance of climate indicator values like surface air temperature rel-
ative to pre-industrial levels or to deﬁned “planetary boundaries” that have been proposed to deﬁne a
safe operating space for humanity [Rockström et al., 2009], or damages estimated, for example, based on
quadratic normalized diﬀerences of regional temperature and precipitation from some reference state [e.g.,
Moreno-Cruz et al., 2012]. Studies diﬀer in the adopted metric for climate change or for CE, in part because
diﬀerent actors, diﬀerent environmental conditions, and diﬀerent scenarios may require diﬀerent metrics
[e.g., Irvine et al., 2012].
Historically, assessments of climate change, in particular the assessment reports of the Intergovernmental
Panel for Climate Change [IPCC; Pachauri et al., 2014], have helped to establish GMST as the most widely
used indicator for the state of the climate system. A corresponding single-indicator metric is the diﬀerence
in GMST with respect to pre-industrial levels. Integrated assessment models often rely on this metric to
project damagecosts associatedwith climate change that enter theeconomicmodels [e.g.,Hopeet al.,1993;
Nordhaus, 1993; Tol, 1997; Stern, 2006], and the United Nations Framework Convention on Climate Change,
including the recent Paris agreement, formulate their climate mitigation targets by means of this metric
[UnitedNationsFrameworkConventiononClimateChange (UNFCCC), 2015]. ThewidespreaduseofGMSTmay
be justiﬁed by the fact that many physical climate indicators are correlated with GMST, for example, evapo-
ration, precipitation, sea level, and even extremes in temperature andprecipitation [Seneviratne et al., 2016].
As discussed by Sutton et al. [2015], these correlations diﬀer with the indicator considered, and depend on
the spatial and time scales of interest, and the type of forcing that causes the GMST change, an issue of
particular relevance for some forms of CE.
2. Indicators Used in Climate Engineering Research
Individual modeling studies of the climate resulting from hypothetical implementation of solar radiation
management (SRM) had already been performed prior to Crutzen’s [2006] paper [e.g., Govindasamy and
Caldeira, 2000]. In recent years, multi-model SRM studies followed within the framework of the Geoengi-
neeringModel Intercomparison Project [see, e.g., Kravitz et al. [2013a] and references therein), and a Carbon
Dioxide Removal Model Intercomparison Project is just starting (www.kiel-earth-institute.de/CDR_Model_
Intercomparison_Project.html). Onemaybroadly distinguish two categories of indicators used in such stud-
ies: (1) indicators that help to characterize the climate, be it quantities that can be thought to be relevant
for impacts (e.g., global and regional temperature or precipitation, e.g., Schmidt et al., 2012) or quantities of
rather academic interest (e.g., components of theplanetary energybudget, e.g.,Niemeier et al., 2013) and (2)
indicators that characterize impacts of climate change like crop yield [Xia et al., 2014] or the Gross Domes-
tic Product [GDP; Aaheim et al., 2015]. The latter group of indicators is typically not a direct climate model
output but requires additional impact modeling or assessment. Indicators of the former group have often
been chosen with the potential relevance for impacts in mind. For example, regional temperature and pre-
cipitation changes can impact people’s lives. Damagesmay result rather fromextremes thanmeans of these
quantities and hence extremes have also been used as indicators [e.g., Curry et al., 2014]. Similarly, besides
pure precipitation, indicators like the Bowen ratio [e.g., Schmidt et al., 2012] or potential evapotranspiration
[Kristjánssonet al., 2015] that are consideredmore relevant for aridity andhence vegetation havebeenused.
The breakdown of correlations between GMST and other climate indicators under SRM has at least implic-
itly been acknowledged in these studies. Many studies have addressed simulations where greenhouse-gas
radiative forcing is, on aglobal average, exactly balancedby SRM. In these scenariosGMST remains constant,
but changes are simulated, e.g., in global-mean precipitation and regional temperatures.
Results of an exhaustive literature survey shown in Figure 1 indicate that the three most often used indica-
tors to assess CE are, until now, GMST, the planetary energy budget, and precipitation (most of these studies
have investigated SRM, Figure 1; see also Table S1, Supporting Information). Other indicators describing
properties related to the atmosphere, the hydrological cycle, vegetation, or sea ice were frequently used as
OSCHLIES ET AL. INDICATORS ANDMETRICS 2
Earth’s Future 10.1002/2016EF000449
Surface Air Temperature
Evapo-
(transpi)ration
Precipitation
Vegetation NPP
Atmospheric 
Physics
Atmospheric CO2
and Surface pCO2
Energy Balance
Atmospheric
Chemistry
Albedo
Sea Ice
Ocean Temperature
Carbon Budget
SRM
Ocean pH
Ocean Physics
Ocean Biogeochemistry
Sea Level
Ocean NPPSoil Processes
A2L Carbon Flux
A2O Carbon Flux
Marine CDR Terrestrial CDR Intercomparison Studies
Figure 1. Results of a literature survey of climate engineering studies investigating solar radiation management (SRM, yellow), terrestrial
carbon dioxide removal (CDR, green) and marine CDR (blue). Studies that investigate various methods are shown in gray. The size of each
circle refers to the number of studies that used the respective indicator (ranging from 3 for sea level to 64 for surface air temperature),
colors indicate the relative proportion of the studies referring to the speciﬁc classes of CE method(s). Indicators are located
approximately in the physical space they refer to.
well. Sea level has, until now, been used as indicator in relatively few studies, even though it is often con-
sidered as one of the major threats associated with global warming. In the long-term (but not necessarily
during periods of decreasing radiative forcing [Bouttes et al., 2013]), sea level is normally found to be closely
correlated with GMST, and so far there have been no reports that this correlation should change under CE.
Investigations ofmarine carbondioxide removal (CDR) techniques have lookedmostly at oceanic and atmo-
spheric carbon, e.g., air–sea CO2 ﬂuxes, and marine biogeochemistry. In contrast, as can also be seen from
Figure 1, investigations of terrestrial CDR techniques have put an emphasis on indicators describing veg-
etation, albedo, evapotranspiration, as well as ﬂuxes of CO2 and water, predominantly between land and
atmosphere. Thus, individual CE methods have primarily been investigated by means of diﬀerent indica-
tors, and hence a commonmetric would be diﬃcult to establish from these studies. Joint sets of indicators
for diﬀerent CE methods, which would be required to evaluate these methods against each other, have
been used by only few studies until now [Lenton and Vaughan, 2009; Vaughan and Lenton, 2011; Keller et al.,
2014]. Overall, the indicators used have been largely identical to those used in climate change assessments
and do not visibly reﬂect the fact that indicators for assessing CE (and thus the metrics composed of these
indicators) may be diﬀerent from those used to assess global warming.
3. Special Requirements for CE Indicators?
We argue that the requirements for CE indicators and the corresponding metrics diﬀer from those already
used to assess mitigation of climate change for at least two reasons:
1. CE can change the correlations between diﬀerent climate variables [Sutton et al., 2015]. In particular
under SRM, atmospheric CO2 levels and GMST do not need to remain positively correlated. Other
examples include alterations in the correlation between atmospheric CO2 and GMST by aﬀorestation
or artiﬁcial ocean upwelling [Keller et al., 2014;Mengis, 2016]. Thus, single indicators such as GMST or
atmospheric CO2 may have less explanatory power in describing an engineered than a non-engineered
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climate state. Therefore, indicators required to comprehensively describe the state of an engineered
climate systemmay diﬀer from those that can describe the state of the system without CE.
2. Eﬀects to be assessed in the context of CE concern both the intended eﬀects of CE as well as
unintended side eﬀects and their potential impacts on society. Because of the diﬀerent legal and
ethical issues regarding intentional versus unintentional interventions, an assessment of side eﬀects
and their causalities will likely be more important for an intentional manipulation of the climate
system than for “unintentional” global warming resulting from greenhouse-gas emissions. Responsible
assessments will also have to consider possible intergenerational impacts [Goeschl et al., 2013] and
hence may include longer timescales than normally considered in climate-change assessments. With
carbon dioxide avoidance or removal options becoming widely available, calling global warming by
unabated emissions of CO2 “unintentional” will becomemore and more problematic, and this
diﬀerences between assessing CE and global warming may disappear.
Metrics require a reference state for any of the selected indicators. Global warming studies usually refer
to some observed historical (e.g., pre-industrial) or present climate. In CE studies, the appropriate reference
state becomes less obvious. Thepre-industrial situation, deﬁnedby the IPCCas theperiodprior to year 1750,
hasoftenbeenused inassessmentsofCE,where the targetofCE is to reacha state closer to thepre-industrial
reference than that of a climate without CE [Kravitz et al., 2014a]. Whether, or for how long, such a reference
state remains appropriate under ongoing climate change is an open question that needs further investi-
gation. Some CE studies [e.g., Goes et al., 2011] have also employed future hypothetical climate states from
scenarios without CE as reference states.
It is perhaps trite to state themetrics to assess CE shouldbedecision relevant and reﬂect important concerns
of stakeholders and decision makers (see, e.g., Radermacher [2005] on indicator selection), where stake-
holders and decision makers may often but not always be the same actors, e.g., not all stakeholders may
have a voice in the decision-making process. Until now, there has been little dedicated eﬀort to establish
speciﬁc metrics for assessing CE. Within the German Research Foundation-funded Priority Program on the
Assessment of CE (SPP 1689, www.spp-climate-engineering.de) we have initiated discussions about the
development of metrics appropriate for a comprehensive assessment of CE. We outline the current state of
these ongoing discussions below.
4. Approaches for Selecting Indicators
Any quantitative assessment has to deal with the selection of appropriate indicators that can be aggre-
gated into a metric that measures net beneﬁt or harm of individual CE and mitigation approaches. Against
the background of large uncertainties about the state and sensitivity of the climate system, and given the
absence of historical analogs of engineered climates, no unambiguous rules for indicator selection have
been established. In the following, we identify three main approaches to select CE indicators.
4.1. Bottom-Up Approaches
Bottom-up approaches are based on a scientiﬁc investigation of the Earth system yielding a descriptive set
of indicators. Statistical procedures can support the selection of indicators among the set of measurable
variables of the climate system into a subset of indicators that explain most of the variance. One recent
example of such an approach in the context of CE exploits correlations between various measurable Earth
systemvariables across simulations of diﬀerent CE andmitigation scenarios,multi-model ensembles, or per-
turbed parameter ensembles [Mengis, 2016]. Analysis of these correlations allows the identiﬁcation of rela-
tively small sets of indicators rankedby thenumber of signiﬁcant correlationswith other variables except for
already selected indicators. These indicators can explainmost of the expected variance of the impact of sim-
ulated CE deployments on all Earth system variables, while avoiding double counting of individual impacts
via correlated indicators. This approach ensures measurability, but not necessarily societal relevance of the
selected set of indicators. Future research on bottom-up approaches is needed to clarify a number of open
questions: First, also a bottom-up approach includes normative choices, speciﬁcally with regard to the con-
struction of the set of measurable earth system variables from which the indicators are chosen, and the
signiﬁcance level of the statistical correlations that enters the analysis. Methods to make these normative
choices explicit and transparent need to be found. Second, correlations and thus selected indicators can
vary across diﬀerent CEmethods and also diﬀerent background climate states. Yet, itmay bepossible to ﬁnd
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general indicators that are at the same time appropriate for diﬀerent scenarios. Third, extremely nonlinear
metrics, e.g., considering thresholds, may require going beyond linear correlation analysis when construct-
ing an appropriate set of indicators.
Since some indicators identiﬁed via this bottom-up approach may have relatively little political relevance,
it is possible to include “expert judgment” by prior selection of a few indicators and then complementing
them by additional indicators that are uncorrelated with the pre-selected ones. Selecting a few indicators
via scientiﬁc expert judgment and complementing these by indicators derived from a correlation analysis
introduces normative choices, but can still allowmost of the expected signal variance to be explainedwhile
avoiding double counting.
4.2. Top-Down Approaches
This approach is driven by the overarching question of what is needed for decision making, i.e., it starts
from the selection criterion of societal relevance, while ensuringmeasurability. One of themost ubiquitous
metrics in economics is the GDP, which is a top-down approach of aggregating individual economic val-
ues into one overarching metric (usually taking the previous year’s GDP as the reference level). The idea is
that key eﬀects that are relevant for human welfare can be approximately expressed in monetary terms,
and aggregated into some augmented version of GDP as the unique metric of human well-being. While
in a hypothetical perfect economy all values are captured by markets [Weitzman, 1976], the approach can
be extended in many ways to take welfare eﬀects into account that are not captured by market transac-
tions in actual economics. This is the idea, for example, in the comprehensive wealth approach [Arrow et al.,
2003]. Obviously, such extensions of the traditional GDPmetrics are needed to capture all welfare-relevant
eﬀects of CE. Damages of climate change are usually assumed to depend onGMST only (or the rate of GMST
change, see Goes et al. [2011]). Other indicators such as frequency or intensity of heat waves, regional pre-
cipitation, precipitation extremes, Arctic summer sea ice extent, or measures of ocean acidiﬁcation have
been regarded as societally relevant and used, for example, in the IPCC’s summary for policymakers [Inter-
governmental Panel for Climate Change, 2013]. Yet, today it remains questionable whether it is feasible to
aggregate all relevant climate eﬀects into a singleor very fewcomposite indicators (e.g., GMSTor conversion
into monetary units). On the other hand, diﬀerent societally relevant indicators may be closely correlated
via physical and/or biogeochemical processes in the climate system, though correlations may be diﬀerent
for diﬀerent deployments of CE. This may lead to double counting of some eﬀects of some CE methods if
multiple indicators are used in the assessment.
4.3. Iterative Approaches
Climate indicators identiﬁed via the bottom-up approach discussed above are—by design—of interest to
scientists. The indicators identiﬁed by the top-down approach are designed to be decision relevant. These
two approaches can provide diﬀerent perspectives that each are useful for themselves. Still, the selection
of indicators that are published represents a value-loaded process as it implies that the set of published
indicators captures all information that is relevant for the evaluation. One could argue that indicators for
a societally relevant assessment of CE should eventually be selected by society. However, the plethora of
potential candidates for indicatorswould imply too large a burden in terms of its complexity for direct selec-
tion by decision makers who are not trained climate scientists. To address this challenge, academics can
make suggestions for indicator selection (ensuring measurability of indicators), elicit what categories of
eﬀects wouldmatter at all for stakeholders (bringing in the criterion of societal relevance [de la Vega-Leinert
et al., 2008]), and iteratively account for feedback from stakeholders [Welp et al., 2006] and decision makers
in the process of suggesting revised indicators.
Speciﬁcally, a number of indicator-related questions intrinsically require interactions between scientists,
decision makers, and stakeholders. For example, are the selected indicators salient to the objectives of
stakeholders and decision makers? What are the most decision-relevant uncertainties as a function of the
diﬀerent objectives, and do the indicators and scenarios sample these uncertainties? How does the choice
and presentation of the indicators and trade-oﬀs and the associated uncertainties impact decisionmaking?
What are the preferences of stakeholders and decision makers after they have seen key trade-oﬀs between
their objectives?Methods and approaches developed in the areas of robust decisionmaking, decision anal-
ysis, and judgment and decision making combined with an iterative approach can help to address these
questions (see, e.g., Hall et al. [2012]; Hamarat et al. [2013]; Kasprzyk et al. [2013]; Edenhofer and Kowarsch
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[2015]; Hadka et al. [2015]; Singh et al. [2015]; Garner et al. [2016], who emphasize the role of iteration for
reﬁning value system in view of systemic boundary conditions).
Iterative approacheswill prove key to indicator selection. Academia and societywould share their inputs for
generating solution scenarios that they legitimately can bring in: society can provide preferences on values,
academia can provide systemic trade-oﬀs and boundary conditions. However, in practice this cannot be a
mere addition, as society might be unaware of systemically intricate trade-oﬀs that only academic advice
can reveal. For example, might society revise a global-mean temperature target (in either direction) once it
learns that according to current scientiﬁc understanding and in contrast to the situation in the 1990s, the
2-degree target implied the usage of carbon capture and storage (CCS) or even CE, or that certain low-lying
island statesmight be lost? Would the accounting of carbon sequestered via aﬀorestation be viewed diﬀer-
ently when radiative forcing of aﬀorestationwas found to lead to a net warming? Hence, under progressing
climate change and improving scientiﬁc understanding society might learn about trade-oﬀs or synergies.
Thereby it would develop a more reﬁned version of its preference order under the impression of the most
recent version of scientiﬁc solution scenarios. Academia, in turn, might have been unaware or ignorant of
preferences and might therefore want to augment their set of indicators and of solution scenarios in the
discourse with society.
Toour impression, this iterative concept readily applies for indicator selection. Formitigation, a global-mean
temperature target might have been enough to be traded oﬀ against present costs of mitigating
greenhouse-gas emissions. However, society now has to deal with the fact that under the still hypo-
thetical usage of CE (and arguably already under climate change without CE [Seneviratne et al., 2016]),
GMST may cease being a good indicator for regional climate and might have to be replaced by regional
targets. This might be a moment where new choices of indicators and, eventually, metrics might have to
come in. To optimize this iterative selection of indicators and their eventual aggregation intometrics, other
disciplines in addition to natural sciences should be engaged.
5. Recommendations for Future Research
A comprehensive assessment of CE in the context of mitigationwill beneﬁt from common assessmentmet-
rics that, in turn, will be based on common indicators. As a ﬁrst step to developing appropriate common
metrics,weneed to identify theappropriate indicators relevant for theassessmentofCEandclimate change.
Selecting appropriate indicators, and dropping others, will be essential to aggregate the information pro-
vided by climate model outputs into a manageable set of relevant measures. The selection of indicators is
thus not only at the heart of developing a comprehensive assessment of CE, it is also important for scenario
development and the analysis of scenario simulations. Addressing these questions should be facilitated by
a more decision-oriented approach (in contrast to the perhaps more straight-forward emission-scenario
driven approaches in climate change research) and tighter trans-disciplinary collaboration. We believe that
this can be approached best in an iterative procedure in close interaction between academia and society.
In particular, we need to improve our understanding about trade-oﬀs between diﬀerent social objectives
across space and time, and also about the decision-relevant uncertainties.
Some societally relevant indicators may not be easy to quantify with current tools. This applies in particu-
lar for possible impacts of CE on society. The information about such indicators may well be essential for
future decisions about CE. This raises the, thus far, open questions: (1) How could such indicators be con-
structed? (2) How could their uncertainties be estimated? (3) How can stakeholders, society and scientists
inform each other about issues relevant for decision making? Again, this may work best in an iterative pro-
cedure involving both, scientists with diﬀerent disciplinary backgrounds and various stakeholders. As a ﬁrst
step to achieve this, scientists must ensure that their work is transparent and publicly accessible, but active
approaches to engagewith stakeholders and policymakers in joint workshops and exchanges of ideas have
to be included in the research plan.
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