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Abstract
We construct the complete spectral curve for an arbitrary local oper-
ator, including fermions and covariant derivatives, of one-loop N = 4
gauge theory in the thermodynamic limit. This curve perfectly repro-
duces the Frolov–Tseytlin limit of the full spectral curve of classical
strings on AdS5 × S5 derived in hep-th/0502226. To complete the
comparison we introduce stacks, novel bound states of roots of differ-
ent flavors which arise in the thermodynamic limit of the corresponding
Bethe ansatz equations. We furthermore show the equivalence of vari-
ous types of Bethe equations for the underlying su(2, 2|4) superalgebra,
in particular of the type “Beauty” and “Beast”.
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1 Introduction
Non-abelian gauge theories discovered more than 40 years ago still do not have a sat-
isfactory quantitative description at the intermediate and strong coupling regimes, in
spite of their great importance for fundamental physics and substantial efforts of many
theoretical and computational physicists and mathematicians. The most important of
them, QCD and the standard model, are well studied perturbatively and to some ex-
tent we know the qualitative picture of strong coupling phenomena, such as confinement
or instanton-induced processes. Nowadays lattice calculations provide some reasonable
quantitative data confirming the qualitative picture, but they cannot replace systematic
analytical methods, still absent.
A new boost to the study of these questions was given by supersymmetry: Supersym-
metric Yang-Mills (SYM) theories appeared to have special BPS sectors where certain
physical quantities, protected from renormalization by supersymmetry, can be computed
exactly. Outstanding examples are the Seiberg–Witten low-energy effective action in
N = 2 SYM and the Dijkgraaf–Vafa effective potential in N = 1 SYM. This shed a
good deal of light on the role of confinement and of the Higgs mechanism in strongly
coupled supersymmetric gauge theories. Still, the BPS sector is only a tiny fraction of
the theory, the rest being as difficult to access as in non-supersymmetric theories.
New hope came from an issue which was not expected to play any role in interact-
ing four-dimensional theories: Quantum integrability, discovered in a pioneering work
of Hans Bethe [1] in relation to the Heisenberg XXX chain, usually applicable exclu-
sively to exact solutions in (1+1)-dimensional theories, made its breakthrough into four-
dimensional large-Nc gauge theories. Here, the simplifications of large-Nc lead to an
essentially two-dimensional description of parts of the theory bypassing a no-go theorem
for four dimensions. The first traces of integrability were observed and proved by Lipatov
for reggeized gluons in QCD [2]. In [3] the equivalence of the reggeon Hamiltonian and
the Hamiltonian of the Heisenberg XXX0 spin chain was shown. This result was inde-
pendently derived by Faddeev and Korchemsky in [4] where also the Bethe and Baxter
equations for this model are analyzed.
The observations of integrability look especially interesting and hopeful in the maxi-
mally supersymmetric gauge theory, N = 4 SYM. Again it was Lipatov who first noticed
that the evolution equation for quasi-partonic operators (introduced in [5]) at one loop
and in the large-Nc limit is equivalent to the Hamiltonian of a Heisenberg XXX spin
chain [6] (see also [7]).1 Subsequently, integrability of evolution equations for quasi-
partonic operators was found also in QCD and less supersymmetric theories [9] (see [10]
for a recent review). The more recent achievements gave a boost to the search for in-
tegrability in N = 4 SYM: The planar one-loop matrix of anomalous dimensions for
operators made from the six scalar fields was constructed in [11] and its integrability was
shown. The eigenvalues of the matrix can thus be obtained using the Bethe ansatz for
quantum spin chains with so(6) symmetry. The one-loop dilatation operator for the full
theory, i.e. including fermions and derivatives, was derived in [8]. Integrability allows
1Appealing to the superconformal nature of N = 4 SYM we would translate this statement to:
The planar one-loop dilatation operator in the sl(2)-sector (see [8]) is equivalent to the Hamiltonian of
quantum spin chain with sl(2) symmetry.
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to diagonalize the planar dilatation operator by means of an su(2, 2|4) algebraic Bethe
ansatz [12] and thus obtain all the one-loop anomalous dimensions for all single-trace
operators of any length (defined as the number of constituent fields).
All these results were at leading non-trivial order in the coupling constant. Integra-
bility beyond one loop was first observed in [13] and conjectured to hold to all orders.
The restriction to particular closed sectors of the N = 4 SYM theory allowed to derive
the dilatation operator up to five loops under some reasonable assumptions [13–16]. It
now seems quite plausible to believe that integrability persists indeed up to at least three
loops in the whole theory [17,18]. This view is substantiated by some direct calculations
of anomalous dimensions [19] and an extrapolation [20] from an explicit three-loop cal-
culation in QCD [21]; these results agree perfectly with the predictions of integrability!
However, it is hard to imagine that we will discover the whole integrable structure of
N = 4 SYM, if such exists, by just painfully computing higher and higher orders of the
dilatation operator or of some anomalous dimensions. The calculations become too cum-
bersome and virtually impossible beyond the third order, although some progress [22]
was made in the case of the technically quite similar plane-wave matrix model [23] which
can be thought of as a dimensionally reduced gauge theory [24].
In this situation, a great help can hopefully be provided by the AdS/CFT correspon-
dence claiming the weak/strong duality of N = 4 SYM to the IIB string theory on the
AdS5 × S5 background [25]. Although a weak/strong duality usually prevents quantita-
tive comparisons in sectors not protected by supersymmetry, two proposals were made
how this problem might be avoided: the plane-wave correspondence by Berenstein, Mal-
dacena and Nastase [23] and the spinning strings proposal by Frolov and Tseytlin [26]
(see [27] and [28] for earlier qualitative and quantitative proposals involving particular
spinning string configurations). Both of them involve states with a large spin quantum
number on S5 or of so(6) and an effective coupling constant which can be chosen to
be small in both theories. Although the proposals turn out not to be applicable in a
strict sense — both theories yield different results starting at third order in the effec-
tive coupling [29, 30] — they have unearthed a striking similarity between gauge theory
and string theory [31, 32] (see [16, 33] for reviews). The use of coherent states for gauge
theory enabled to make comparisons at the level of the Hamiltonians and thus show the
equivalence of parts of the spectra [34–36] (and references in [37]).
It occurs that, just as N = 4 SYM, non-interacting IIB string theory on AdS5 × S5
is integrable. At the classical level this was shown by Bena, Polchinski and Roiban [38],
but most likely it remains true in the quantum regime (see [39–41] for some indications).
Integrability leads to a wide range of applications, most importantly in this context we
can use it as a means of comparison. The classical integrable structure is closely related
to the one of gauge theory in the thermodynamic limit of long operators [42–48, 40, 49]
(see also [50]).
In this way we see that the AdS/CFT correspondence in combination with integra-
bility on both sides of the strong/weak duality strengthens our hope that the N = 4
superconformal gauge theory is integrable in the whole range of the ’t Hooft coupling
λ = Ng2
YM
. Let us note that even without the relation to strings, integrability in gauge
theory is of great importance. Whereas direct or indirect perturbative computations
become virtually impossible after the first few orders, a Bethe ansatz which applies to
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arbitrarily high orders might still have a reasonably simple form [15]. Moreover, the
Bethe ansatz is very useful for simplifying the calculation of anomalous dimensions of
operators with many constituent fields, i.e. in the thermodynamic limit. From a phe-
nomenological point of view these operators look more exotic, but they are at the heart
of the comparison to Frolov–Tseytlin spinning strings. The main importance of inte-
grability lies in the possibility of comparing the structure of gauge theory with that of
string theory in the space of all operators and of trying to spread it to all strengths of
the coupling. We hope that this improves our understanding of the non-protected sector
in N = 4 gauge theory.
To advance this program we found it useful to analyze the thermodynamic limit of
one-loop planar N = 4 SYM for the full space of local operators. Using the Bethe ansatz
equations diagonalizing the matrix of anomalous dimensions we construct the algebraic
curve describing a complete and rather explicit solution for the dimensions of all long
operators of the theory. Then we compare this curve with the one obtained in our recent
paper [47] and find a perfect coincidence of the two curves in the Frolov–Tseytlin limit.
One important finding of the present paper, which completes the successful compar-
ison to string theory in [47], is the discovery of apparently new bound states of Bethe
roots in the thermodynamic limit. These involve different flavors, i.e. the Bethe roots
belong to different nodes of the Dynkin diagram of the underlying superalgebra. We
refer to these bound states as stacks, see Fig. 5 for an illustration. An important feature
of stacks is that they can form long supports which we call strings of stacks.2 They
manifest as cuts which connect non-neighboring sheets of the Riemann surface of the
algebraic curve, similar to the cuts of the finite-gap solution for the string presented
in [46,47]. In this way we closed the gap in our understanding of the general structure of
the algebraic curve of gauge theory.3 Another new phenomenon which we observe in this
paper is the anomaly, a short distance effect giving in principle a contribution from the
nearby roots.4 The existence of a simple form of Bethe equations for stacks is possible
due to the cancellation of this anomaly. Although the anomaly proposed here cancels at
leading order, its effects appear to be important in the corrections to the thermodynamic
limit [41].
We clarify the role of fermions in our construction of the algebraic curve, where
they manifest themselves as certain solitary pole singularities. It is interesting that in
the superstring curve the residues of these poles are nilpotent as they are bilinears of
fermionic coordinates. This feature permits us to consistently project them out (if this
is our desire). In gauge theory we can also neglect the fermions, albeit for a slightly
different reason: In the gauge Bethe equations they appear as excitations with Fermi-
statistics. They are excluded from forming condensates and consequently there can only
be a few of these, but not a sufficient amount to contribute to the leading order of the
thermodynamic limit. Nevertheless, we shall not drop the fermions, after all they are
a very important ingredient of the theory, but carry them along and show that even
2The term “string” here refers to so-called “Bethe strings”, a set of Bethe roots stretched out in the
spectral parameter plane.
3This was still missing in [46], where we had no evidence for stacks and no cuts relating remote sheets
of the curve.
4A similar effect was observed long ago in matrix models [51] and 2D YM theory [52, 53].
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including them, the agreement between gauge and string theory is perfect.
Another observation of this paper concerns the non-uniqueness of the Dynkin dia-
gram, or the set of simple roots,5 for superalgebras. We show the equivalence of the
algebraic Bethe ansa¨tze corresponding to different bases of superunitary algebras in gen-
eral and su(2, 2|4) in particular. This allows us to construct solutions for anomalous
dimensions starting from different spin-chain vacua. In particular, we find a chain of
transformations for Bethe equations from the “Beauty” to the “Beast” basis (see [12]),
corresponding to the vacua given by the BPS states ΦL and non-BPS states FL, re-
spectively. Another transformation of this type interchanges the two bosonic factors,
su(4) and su(2, 2), of the superalgebra while leaving the ΦL vacuum unchanged. These
dualities can also provide useful information for relating different closed sectors of the
theory.
The paper is organized as follows: Sec. 2 contains a brief review of the Bethe ansatz
for the su(2, 2|4) superalgebra and its relation to one-loop dimensions of single-trace
operators in N = 4 SYM; in Sec. 3 we present the duality transformations between
different types of Bethe equations; in Sec. 4 we consider the thermodynamic limit of
Bethe equations and introduce the stacks as bound states of roots of different flavors;
the Bethe equations in this limit are rewritten in terms of densities of stacks and the
complete factorization of the bosonic su(4) and su(2, 2) sectors of the theory is shown;
these sectors can interact only through fermions which appear in corrections to the
thermodynamic limit; in Sec. 5 we construct the algebraic curve for the full one-loop
theory in the thermodynamic limit of long operators extending the work [49]; in Sec. 6 we
compare this curve to the algebraic curve in the Frolov–Tseytlin limit of the string theory
and find a perfect coincidence proving another impressive manifestation of the similarity
of string and gauge theories first noticed by ’t Hooft [54]. There are three appendices:
App. A contains lengthy but useful formulae related to the Bethe ansatz description of the
su(2, 2|4) spin chain; in App. B we describe the characteristic determinant of the quantum
spin chain, in particular from the perspective of using it to generate transfer matrix
eigenvalues; in App. C we discuss the anomaly arising from short distance configurations
of Bethe roots in different flavors.
2 Review of the One-Loop Bethe Ansatz
In this chapter we shall briefly review one-loop integrability and the Bethe equations for
N = 4 gauge theory [12]. This will set the stage for the sections to come.
States. In gauge theory we are interested in dimensions of single-trace local operators
of the form
O = TrWA1WA2WA3 . . .WAL (2.1)
where WA is any of the following fields of the theory and their derivatives
WA ∈
{DmΦ,DmΨ,DmF}. (2.2)
5We hope the reader will not confuse the Bethe roots, also called rapidities, with the roots of Lie
algebra.
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Figure 1: “Beauty” [12] Dynkin diagram of su(2, 2|4).
The fields are subject to the equations of motion: Terms like D · D, γ · D and [D,D]
are not allowed within WA because they can be expressed as some combination of fields.
The number of fields in O is called the length L. Within the Bethe ansatz approach
the operators correspond to states of a spin chain. Generically, states will not be of the
simple form suggested in (2.1), they will rather be linear combinations of the basis states
presented in (2.1).
Energies. Local operators in a (super)conformal theory are characterized by their
scaling dimension. Via the AdS/CFT correspondence, these are dual to energies of
string states. We will therefore refer to scaling dimensions by the letter E. The dilatation
operator E measures the scaling dimensions of local operators
EO = EO. (2.3)
The one-loop dilatation operator was derived in [8, 16]. In the large-N approximation,
this eigenvalue problem can be reformulated in terms of a quantum spin chain [11]
where the dilatation operator represents the nearest-neighbor spin chain Hamiltonian.
Following [11] this spin chain with su(2, 2|4) symmetry was shown to be integrable [12].
Bethe Ansatz. Integrability leads to major simplifications in diagonalizing the Hamil-
tonian and thus finding the spectrum of scaling dimensions: The Bethe ansatz provides
a set of algebraic equations whose solutions correspond to eigenstates and their energy
alias scaling dimension can be read off immediately. An eigenstate within the Bethe
ansatz is specified by a set of Bethe roots {u(j)p }. To formulate the algebraic Bethe
ansatz for su(2, 2|4) we introduce the following seven flavors of Bethe roots{
u(j)p
}
with j = 1, . . . , 7, p = 1, . . . , Kj (2.4)
corresponding to 7 nodes of the Dynkin diagram. Here we make the following choice of
grading for the eight components of the fundamental representation
η3,4,5,6 = +1, η1,2,7,8 = −1. (2.5)
This means that Bethe roots with j = 2, 6 describe fermionic excitations while the others
represent bosons. This corresponds to the “Beauty” choice of the Dynkin diagram of
su(2, 2|4) in [12], c.f. Fig. 1.
Bethe Equations. The Bethe equation for a root u
(j)
p reads in a concise form(
u
(j)
p +
i
2
Vj
u
(j)
p − i2Vj
)L
=
7∏
j′=1
Kj′∏
q=1
(j,p)6=(j′,q)
u
(j)
p − u(j′)q + i2Mj,j′
u
(j)
p − u(j′)q − i2Mj,j′
, (2.6)
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where Mj,j′ is the Cartan matrix corresponding to Fig. 1 and Vj are the Dynkin labels
of the spin representation
Mj,j′ =


−2 +1
+1 0 −1
−1 +2 −1
−1 +2 −1
−1 +2 −1
−1 0 +1
+1 −2


, Vj =


0
0
0
1
0
0
0


. (2.7)
The equations for all seven types of roots are spelled out in App. A.1. They can be
viewed as a periodicity condition on spin excitations propagating around the chain. In
an alternative approach the Bethe equations are derived as a consistency condition on
a transfer matrix, see App. A.4. Some transfer matrices can be generated from the
characteristic determinant, c.f. App. B, which plays a central role in the foundations of
quantum integrable spin chains.
Local Charges. States corresponding to single-trace operators of the N = 4 SYM
theory obey, due to cyclicity of the trace, the zero total momentum condition
7∏
j=1
Kj∏
p=1
u
(j)
p + i2Vj
u
(j)
p − i2Vj
=
K4∏
p=1
u
(4)
p + i2
u
(4)
p − i2
= 1. (2.8)
Note that only the roots of the middle node of the Dynkin diagram carry momentum
because Vj 6= 0 only for j = 4. The one-loop anomalous dimension δE is determined by
the (middle) Bethe roots through
δE =
λ
8pi2
K4∑
p=1
1(
u
(4)
p
)2
+ 1
4
. (2.9)
Finally, the local charges of the integrable spin chain are given by
Qr =
K4∑
p=1
qr(u
(4)
p ), qr(u) =
i
r − 1
(
1
(u− i
2
)r−1
− 1
(u− i
2
)r−1
)
. (2.10)
Note that the momentum constraint (2.8) and anomalous dimension (2.9) can be written
in terms of the first two charges as Q1 = 2pim and δE = (λ/8pi
2)Q2.
Global Charges. The global charges, i.e. the eigenvalues of the Cartan generators of
su(2, 2|4), are determined by the excitation numbers. This lengthy relation is presented
in App. A.2. The Bethe vacuum with Kj = 0 represents the state
ZL, (2.11)
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where Z is a complex combination of the scalar fields. The field Z the highest weight
of the irreducible module of all fields WA described by the Dynkin labels Vj. For a
reasonable highest-weight state the excitation numbers Kj should satisfy the bounds
0 ≤ K1 ≤ K2 ≤ K3 ≤ K4 ≥ K5 ≥ K6 ≥ K7 ≥ 0,
K2 + 2L ≥ K3 + L ≥ K4 ≤ K5 + L ≤ K6 + 2L. (2.12)
3 Duality Transformation
Before we engage in the thermodynamic limit and the comparison to string theory, we
shall investigate an important class of exact duality transformations of the Bethe ansatz.
As opposed to bosonic algebras, the superalgebras allow multiple inequivalent choices
of simple roots related to different orderings of the gradings within the fundamental rep-
resentation. This is reflected by multiple choices of Dynkin diagrams, Cartan matrices
and thus Bethe equations. In this chapter we explain a duality transformation which
connects all the sets of Bethe equations and therefore show that they are equivalent. In
the thermodynamic limit, discussed in the subsequent sections, this transformation is
trivially realized as a reordering of Riemann sheets, but we can precisely perform the
transformation for the discrete case as well. Such a transformation is known among
statistical physicists as a particle-hole transformation [55] and has been studied for var-
ious supersymmetric models solvable by Bethe ansatz [56]. The derivation of the Bethe
equations for the sl(2) sector from the “Beauty” form of the Bethe ansatz [18] is a partic-
ular case of the general duality transformations (in that case dual roots do not actually
appear).
3.1 Bethe Equations and Dual Roots
Suppose that there are Ku Bethe roots {up}Kup=1 corresponding to a fermionic node of the
Dynkin diagram. Due to the absence of self-interaction terms in the Bethe equations,
we will show how to perform a duality transformation to eliminate {up} and rewrite
equations in terms of dual roots {u˜p}. For a generic superunitary algebra, the fermionic
roots appear in the set of Bethe equations as follows, see [57]:
· · · · · · =
Ku∏
q=1
vp − uq + i2
vp − uq − i2
· · · · · · , (3.1)
(
up +
i
2
Vu
up − i2Vu
)L
=
Kv∏
q=1
up − vq + i2
up − vq − i2
Kw∏
r=1
up − wr − i2
up − wr + i2
, (3.2)
· · · · · · =
Kw∏
q
wp − uq − i2
wp − uq + i2
· · · · · · . (3.3)
Here, the roots {vp}Kvp=1 and {wp}Kwp=1 correspond to the neighboring nodes of the Dynkin
diagram, i.e. in the notation of the previous section vp = u
(j−1)
p , up = u
(j)
p , wp = u
(j+1)
p .
7
Let us first consider the case of Vu 6= 0. The set of equations (3.2) is equivalent to
the algebraic equation6
P (up) = 0, (3.4)
where the polynomial P (u) is given by
P (u) = (u+ i
2
Vu)
L
Kv∏
q=1
(u− vq − i2)
Kw∏
r=1
(u− wr + i2)
− (u− i
2
Vu)
L
Kv∏
q=1
(u− vq + i2)
Kw∏
r=1
(u− wr − i2) (3.5)
= i(VuL−Kv +Kw) uL+Kv+Kw−1 + · · · .
The polynomial P (u) has L +Kv +Kw − 1 zeros.7 By construction {up}Kup=1 constitute
a part of them, but there are Ku˜ residual zeros {u˜p}Ku˜p=1 with
Ku˜ = L+Kv +Kw −Ku − 1. (3.6)
Therefore, P (u) factorizes as
P (u) = i(VuL−Kv +Kw)
Ku∏
p=1
(u− up)
Ku˜∏
q=1
(u− u˜q). (3.7)
Note that each u˜p satisfies the same Bethe equation (3.2) as up. In this sense one can
also regard {u˜p}Ku˜p=1 as Bethe roots; they serve as dual roots to {up}Kup=1 as we shall see
below.
From the alternative representations (3.7) and (3.5) of the polynomial P (u), it follows
that8
P (vp +
i
2
)
P (vp − i2)
=
Ku∏
q=1
vp − uq + i2
vp − uq − i2
Ku˜∏
r=1
vp − u˜q + i2
vp − u˜q − i2
,
P (vp +
i
2
)
P (vp − i2)
=
(
vp − i2(Vu − 1)
vp +
i
2
(Vu − 1)
)L Kv∏
q=1
q 6=p
vp − vq + i
vp − vq − i . (3.8)
6Strictly speaking, (3.2) has up = ∞ as a solution while it cannot be seen in (3.4). Such a root
corresponds to descendants rather than highest weight states, so here we assume no root at u =∞.
7It is safe to assume VuL−Kv+Kw 6= 0 for non-trivial and physical states. Even for VuL−Kv+Kw =
0 the dualization can be performed with a modified number of dualized roots (or alternatively roots at
u =∞).
8When Vu = 1 and there is a root vp = 0, there appear a pair of dual roots u˜p = ±i/2, which make
the below equations singular. However, since they always appear together, one can consistently cancel
the divergences and make the rest finite everywhere.
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Similarly one obtains
P (wp − i2)
P (wp +
i
2
)
=
Ku∏
q=1
wp − uq − i2
wp − uq + i2
Ku˜∏
r=1
wp − u˜q − i2
wp − u˜q + i2
,
P (wp − i2)
P (wp +
i
2
)
=
(
wp − i2(Vu + 1)
wp +
i
2
(Vu + 1)
)L Kw∏
q=1
q 6=p
wp − wq − i
wp − wq + i . (3.9)
By using these equations, one can eliminate up from the Bethe equations (3.1,3.3) and
rewrite them in terms of u˜p. The same Bethe equation as (3.2) holds for u˜p, we merely
invert both sides, thus the up-dependent parts of (3.1–3.3) are replaced by
9
· · · · · ·
(
vp +
i
2
(Vu − 1)
vp − i2(Vu − 1)
)L
=
Kv∏
q=1
q 6=p
vp − vq + i
vp − vq − i
Ku˜∏
q=1
vp − u˜q − i2
vp − u˜q + i2
· · · · · · ,
(
u˜p − i2Vu
u˜p +
i
2
Vu
)L
=
Kv∏
q=1
u˜p − vq − i2
u˜p − vq + i2
Kw∏
q=1
u˜p − wq + i2
u˜p − wq − i2
,
· · · · · ·
(
wp +
i
2
(Vu + 1)
wp − i2(Vu + 1)
)L
=
Kw∏
q=1
q 6=p
wp − wq − i
wp − wq + i
Ku˜∏
q=1
wp − u˜q + i2
wp − u˜q − i2
· · · · · · . (3.10)
Next let us consider the case of Vu = 0 which leads to different results. Now the
polynomial P (u) is given by
P (u) =
Kv∏
q=1
(u− vq − i2)
Kw∏
r=1
(u− wr + i2)−
Kv∏
q=1
(u− vq + i2)
Kw∏
r=1
(u− wr − i2)
= i(−Kv +Kw)
Ku∏
p=1
(u− up)
Ku˜∏
q=1
(u− u˜q) (3.11)
and the number of dual roots {u˜p} is
Ku˜ = Kv +Kw −Ku − 1. (3.12)
The same steps as before lead to the conclusion that the Bethe equations (3.1–3.3) with
9Due to this duality transformation, there may in principle appear multiple terms on the l.h.s. of the
Bethe equations. It does not happen for the spin representation considered in this work.
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✐ ✐ ✐ ✐ ✐ ✐ ✐× ×
+1
⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× × × ×
+1
⇓ ⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× × × × ×
+1
⇓ ⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× × × × ×
+2 −1
⇓ ⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× × ×
+3 −2
⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐×
+3 −2
✐ ✐ ✐ ✐ ✐ ✐ ✐×
−3 +2
Figure 2: From Beauty to Beast
✐ ✐ ✐ ✐ ✐ ✐ ✐× ×
+1
⇓ ⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× × × × × ×
+1
⇓ ⇓ ⇓ ⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× × × × × ×
+1
⇓ ⇓
✐ ✐ ✐ ✐ ✐ ✐ ✐× ×
+1
✐ ✐ ✐ ✐ ✐ ✐ ✐× ×
−1
Figure 3: Interchange of su(4) and su(2, 2)
Vu = 0 are replaced by
· · · · · · =
Kv∏
q=1
vp − vq + i
vp − vq − i
Ku˜∏
q=1
q 6=p
vp − u˜q − i2
vp − u˜q + i2
· · · · · · ,
1 =
Kv∏
q=1
u˜p − vq − i2
u˜p − vq + i2
Kw∏
q=1
u˜p − wq + i2
u˜p − wq − i2
,
· · · · · · =
Kw∏
q=1
q 6=p
wp − wq − i
wp − wq + i
Ku˜∏
q=1
wp − u˜q + i2
wp − u˜q − i2
· · · · · · . (3.13)
3.2 Beauty and the Beast
The Bethe equations for the su(2, 2|4) algebra can be written in various ways since differ-
ent Cartan matrices or Dynkin diagrams define the same superalgebra. The duality trans-
formation connects all the possible Bethe equations corresponding to different Dynkin
diagrams. For example, one can transform the Bethe equations from the “Beauty” to
the “Beast” form, c.f. [12]. The dualization can be described in a compact schematic
notation with the use of a sequence of Dynkin diagrams as illustrated in Fig. 2. Another
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example is given in Fig. 3, which shows a way of interchanging su(4) and su(2, 2) in the
Beauty form.
In the figures, we introduce a slightly extended convention for the various Dynkin
diagrams of su(n|m). We use two kinds of lines: a solid line and a dotted one, which
respectively represent −1 and +1 as an element of the symmetrized Cartan matrix. A
bosonic node grows two lines of the same kind while a fermionic node grows two different
kinds. Also we extend the diagram by adding an exterior line on each end. Now the
Dynkin diagram of su(n|m) must have n solid lines and m dotted ones (or vice versa).
This notation in fact manifests the order of gradings in the fundamental representation.
The number above each node is the corresponding element of the spin representation
vector, i.e. the Dynkin index, and we discard zeros. Down arrows indicate the nodes on
which the Bethe roots are being dualized. Note that the final steps in each of Fig. 2,3 are
not duality transformations but merely the simultaneous inversion of all Bethe equations.
Duality transformations can be performed on fermionic roots only. Each transforma-
tion interchanges the two lines attached to the corresponding fermionic node, in agree-
ment with (3.10,3.13). Consequently, the gradings of the two neighboring nodes are
inverted. If the node carries a non-zero Dynkin index, the transformation also modifies
the Dynkin indices according to (3.10).
3.3 Local Charges
Here we study the transformation of local charges, in particular the momentum and
energy, under dualization.
Momentum. The momentum of a single Bethe root is given by the function
q1(u, Vu) =
1
i
ln
u+ i
2
Vu
u− i
2
Vu
. (3.14)
Note that only the Bethe roots with non-zero Vu carry non-zero charges, including mo-
mentum. For a single step of the dualization, it follows from (3.5) and (3.7) that
P (+ i
2
Vu)
P (− i
2
Vu)
= (−1)L+1 exp
(
i
Kv∑
p=1
q1(vp, Vu − 1) + i
Kw∑
p=1
q1(wp, Vu + 1)
)
,
P (+ i
2
Vu)
P (− i
2
Vu)
= exp
(
i
Ku∑
p=1
q1(up, Vu) + i
Ku˜∑
p=1
q1(u˜p, Vu)
)
. (3.15)
These equations tell us that the total momentum phase
exp(iQ1) = (−1)a(L+1) exp

i 7∑
j=1
Kj∑
p=1
q1(u
(j)
p , Vj)

 (3.16)
is conserved throughout the duality transformation. The constant a counts the number
of dualizations of nodes with a non-zero Dynkin label. For every such dualization, the
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exchange statistics of the spin vacuum changes. This is reflected by the sign (−1)a(L+1)
which is required for the correct cyclicity condition exp(iQ1) = 1. For the inversion of
the Bethe equations in the final steps in Fig. 2,3, we have to flip the signs within the
exponent. This has no effect on the zero-momentum sector.
Energy. The energy of a single Bethe root is expressed through the function
q2(u, Vu) =
i
u+ i
2
Vu
− i
u− i
2
Vu
. (3.17)
It follows from (3.5) and (3.7) that
i
P ′(+ i
2
Vu)
P (+ i
2
Vu)
− i P
′(− i
2
Vu)
P (− i
2
Vu)
=
2L
Vu
+
Kv∑
p=1
q2(vp, Vu − 1) +
Kw∑
p=1
q2(wp, Vu + 1),
i
P ′(+ i
2
Vu)
P (+ i
2
Vu)
− i P
′(− i
2
Vu)
P (− i
2
Vu)
=
Ku∑
p=1
q2(up, Vu) +
Ku˜∑
p=1
q2(u˜p, Vu). (3.18)
Using this relation one can transform the total energy in terms of the Beauty roots to
that in the Beast ones as
Q2 =
K4∑
p=1
q2(u
(4)
p ,+1) = 3L−
K˜2∑
p=1
q2(u˜
(2)
p ,−3)−
K˜3∑
p=1
q2(u˜
(3)
p ,+2) (3.19)
where K˜j are related to Kj by (A.11). The minus signs in front of q2 are due to the
inversion of the Bethe equations in the last step. The final expression reproduces the
energy formula in terms of the Beast roots found in [12].
Local Charges. The generic expressions for the local charges
Qr = crL±
7∑
j=1
Kj∑
p=1
qr(u
(j)
p , Vj) (3.20)
do not change under dualization either. Only the inversion in the last step of Fig. 2,3
flips the sign. The transformation however requires the constants cr, corresponding to
the charge density of the vacuum, to be adjusted when the vacuum changes, see above.
3.4 The su(1, 1|2) Subsector
Let us present the Bethe equations for the su(1, 1|2) subsector (see e.g. [16] for an in-
troduction to subsectors) as a sample application of the duality transformations. This
subsector is realized in the Beauty basis by setting the numbers of Bethe roots to
(K1, K2, K3, K4, K5, K6, K7) = (0, Kv − 1, Kv, Ku, Kw, Kw − 1, 0). (3.21)
12
✐ ✐ ✐× ×
+1
⇓
✐ ✐ ✐× × ×
+1
⇓
= ✐ ✐ ✐× × ×
+1
⇓
✐ ✐ ✐× ×
+1
✐ ✐ ✐×
+2 −1
Figure 4: Duality transformation for su(1, 1|2)
After duality transformations on the second and the sixth nodes, c.f. [18], no dual Bethe
roots emanate in this particular setup and hence we are left with the following set of
Bethe equations:
1 =
Ku∏
q=1
vp − uq − i2
vp − uq + i2
,
(
up +
i
2
up − i2
)L
=
Kv∏
q=1
up − vq − i2
up − vq + i2
Ku∏
q=1
q 6=p
up − uq + i
up − uq − i
Kw∏
q=1
up − wq − i2
up − wq + i2
,
1 =
Ku∏
q=1
wp − uq − i2
wp − uq + i2
, (3.22)
where vp = u
(3)
p , up = u
(4)
p , wp = u
(5)
p . Corresponding Dynkin diagram is shown on the
top of Fig. 4. This expression can be called the su(2)-favored form in the sense that
it reduces to the su(2) Bethe equation by setting Kv = Kw = 0.
10 Further applying a
duality transformation to the roots wp, one obtains
1 =
Ku∏
q=1
vp − uq − i2
vp − uq + i2
,
(
up +
i
2
up − i2
)L
=
Kv∏
q=1
up − vq − i2
up − vq + i2
Kw˜∏
q=1
up − w˜q + i2
up − w˜q − i2
,
1 =
Ku∏
q=1
w˜p − uq + i2
w˜p − uq − i2
. (3.23)
These equations are in the u(1|1)-favored form (Fig. 4, the middle row). Applying a
duality transformation to the roots vp leads to the sl(2)-favored form (Fig. 4, the lower
10In this case a prior dualization is unnecessary.
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left-hand).
1 =
Ku∏
q=1
v˜p − uq + i2
v˜p − uq − i2
,
(
up +
i
2
up − i2
)L
=
Kv˜∏
q=1
up − v˜q + i2
up − v˜q − i2
Ku∏
q=1
q 6=p
up − uq − i
up − uq + i
Kw˜∏
q=1
up − w˜q + i2
up − w˜q − i2
,
1 =
Ku∏
q=1
w˜p − uq + i2
w˜p − uq − i2
. (3.24)
Finally, we can also dualize the middle node in (3.23) instead of the first. This leads to
the equations
(
vp + i
vp − i
)L
=
Kv∏
q=1
q 6=p
vp − vq − i
vp − vq + i
Ku˜∏
q=1
vp − u˜q + i2
vp − u˜q − i2
,
(
u˜p − i2
u˜p +
i
2
)L
=
Kv∏
q=1
u˜p − vq + i2
u˜p − vq − i2
Kw˜∏
q=1
u˜p − w˜q − i2
u˜p − w˜q + i2
,
1 =
Kw˜∏
q=1
q 6=p
w˜p − w˜q + i
w˜p − w˜q − i
Ku˜∏
q=1
w˜p − u˜q − i2
w˜p − u˜q + i2
. (3.25)
which correspond to the distinguished basis for su(1, 1|2) (Fig. 4, the lower right-hand).
Using the transformation rules in (3.3) we obtain expressions for the momentum and
energy in the distinguished basis (3.25). The momentum for the first three cases and the
last case is given by
exp(iQ1) = exp
(
i
Ku∑
p=1
q1(up,+1)
)
= (−1)a(L+1) exp
(
i
Ku˜∑
p=1
q1(u˜p,−1) + i
Kv˜∑
p=1
q1(v˜p,+2)
)
. (3.26)
The sign is due to the fermionic spin vacuum. Similarly, the energy reads
Q2 =
Ku∑
p=1
q2(up,+1) = 2L+
Ku˜∑
p=1
q2(u˜p,−1) +
Kv˜∑
p=1
q2(v˜p,+2). (3.27)
The fermionic spins contribute a vacuum energy of 2L.
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4 Stacks and the Thermodynamic Limit
In this section we shall investigate the thermodynamic limit of the Bethe equations
appropriate for the comparison with string theory. This scaling limit is specified by long
spin chains L ≫ 1 (i.e. SYM operators consisting of many fields) with macroscopically
many excitations Kj = O(L) and in the low-energy regime δE = O(1/L). In this limit,
the roots scale with L as u
(j)
p = O(L). As we shall see, the roots are organized in two
types of structures: Strings and stacks. A string is a collection of roots u
(j)
p of fixed flavor
j which are stretched along a curve in the complex plane. A stack is a collection of roots
u
(j)
p with consecutive flavors j, j+1, j+2, . . . which are all centered around some point in
the complex plane.11 In both cases, the typical separation of roots is O(1). Furthermore,
strings and stacks can be combined into strings of stacks.
The interpretation of these two types of structures is as follows: A string corresponds
to a (Bose-Einstein) condensate of excitations. In a stringy picture, the excitations
are string oscillators of a fixed mode number. Their coherent behavior describes the
macroscopic motion of the string. The type of stack specifies the orientation of the
particular string oscillators in target space. There are only a handful of stack types
which can be neatly associated to excitation modes of strings and, in particular, to the
BMN spectrum.
4.1 Formation of Strings and Stacks
To explain qualitatively the possibility of stack formation, we recall the electrostatic
interpretation of the Bethe equations (2.6): If we take their logarithms and expand,
as usual, with respect to the inverse differences of rapidities, they can be viewed as
equilibrium conditions for Coulomb-like particles u
(j)
p on the complex plane. The sign
of the force between two particles is determined by the Cartan matrix (2.7). Two alike
bosonic particles (j = j′ = 1, 3, 4, 5, 7) repel each other12 while two alike fermions (j =
j′ = 2, 6) exert no forces on each other. Particles with adjacent flavor indices (j = j′±1)
attract each other and all other pairs (|j − j′| > 1) do not feel each other’s presence.
Finally, there is a global potential from the l.h.s. of (2.6) for particles with Vj 6= 0,
i.e. j = 4. These we shall call momentum-carrying, the others are called auxiliary.
Bethe roots live in an effective potential created by the other roots of a given solution
and the global potential. They must reside at a point where the effective potential equals
2pin
(j)
p , which stems from the branch ambiguity in the logarithmic form of the Bethe
equations. Let us start with a momentum-carrying Bethe root u
(4)
p . Their equilibrium
position is mainly determined by the global potential and their mode number n
(4)
p . If
there are many roots with a coincident mode number they will all be forced to the same
region of the complex plane. They will, however, not collapse onto the same point but,
11A different type of “stack” was used in [49] to explain the thermodynamic limit of fermionic Bethe
roots. From the arguments that follow, this stack configuration does not seem natural, but we cannot
exclude it either.
12For this interpretation, we should invert the sign of rows 1, 7 in (2.7). In general, it is however more
convenient to work with a symmetric matrix Mj,j′ .
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due to mutual repulsion, form extended structures in the complex plane, the so-called
Bethe strings [58, 31].
The situation for an auxiliary root is different. There is no global potential so its
position is determined through the effective potential of the other roots alone.13 As
there is attraction between adjacent flavors of roots, the auxiliary roots will attach to
some root with adjacent flavor. In this way, the roots will form extended structures in
the flavor index, which we call stacks. A (k, l)-stack contains one root of each flavor
k ≤ j < l.
Stacks behave much like individual Bethe roots: Two stacks will either attract, repel
or not feel each other’s presence. A stack is either bosonic or fermionic depending on the
number of fermionic roots it contains. Two alike bosonic stacks repel each other while two
alike fermionic stacks exert no mutual force. A stack is also either momentum-carrying
or auxiliary depending on whether it contains a momentum-carrying root. Momentum-
carrying stacks feel the global potential, while auxiliary ones live in the effective potential
of the other stacks.
Just like the individual roots, stacks can form strings.14 We assume that the type
of stack does not change within the string.15 Here we have to distinguish three cases
depending on the grading according to (2.5):
• Bosonic stacks of positive grading ηk = ηl = +1 (k, l = 3, 4, 5, 6) are associated to
the compact su(4)-part of the su(2, 2|4)-algebra. These form strings which stretch
out in the complex plane in the imaginary direction. This is similar to the solutions
considered in [11, 46].
• Bosonic stacks of negative grading ηk = ηl = −1 (k, l = 1, 2, 7, 8) are associated to
the non-compact su(2, 2)-part of the su(2, 2|4)-algebra. They form strings stretching
along the real axis of the complex plane [44].
• Fermionic stacks which have mixed grading ηk 6= ηl (k = 3, 4, 5, 6 and l = 1, 2, 7, 8
or vice versa) cannot form strings. There is no mutual repulsion of fermionic stacks,
so two of them would collapse onto precisely the same point in the complex plane.
However two Bethe roots of the same flavor must not coincide and in this way the
Pauli principle is realized in the context of the Bethe ansatz.16 Note that the exclusion
of coincident roots is valid for bosonic roots as well, but due to mutual repulsion they
evade the Pauli principle. Therefore fermionic stacks must occupy well-separated
points. Hence we expect only solitary, well-separated fermionic stacks which have to
occupy different mode numbers. They must also lie on the real axis [49].
13This potential is bounded on a global scale and auxiliary mode numbers n
(j)
p must therefore be
sufficiently small. Within many solutions they are simply zero.
14We shall refer to individual Bethe roots as stacks (with only one level) as well.
15It is not inconceivable that stacks of different types can form a single compound. It even seems that
such compounds should dominate to obtain a correct counting of states. However, we need not consider
this situation separately: Compounds can be thought of as composed from several strings of stacks of
uniform type.
16There is a curious alternative explanation of the Pauli principle: Strings associated to su(4) stretch
in the imaginary direction whereas strings associated to su(2, 2) stretch along the real axis. Fermions
belong to both worlds and therefore should stretch in both directions at the same time. The only way
out of this paradox is a single point.
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u(l−1)
u(k+1)
u(k)
Figure 5: A stack of l − k = 3 Bethe roots u(j), j = k, . . . , l − 1. The distance between the
roots u(j+1) − u(j) is O(1) while their position u(j) is O(L).
While bosonic stacks in general form strings with a macroscopic number of roots, there
can only be a finite number of fermionic stacks. A finite number of excitations cannot
influence the macroscopic Bethe strings in the main order of the thermodynamic limit and
solitary stacks contribute only to O(1/L) corrections. However, a meaningful problem
would be to find the positions of such roots in a given bosonic background.
Note that we can have infinitely small Bethe strings (consisting of a few bosonic
stacks) which have a role very similar to fermionic stacks. In what follows, we shall
rewrite the Bethe equations in a way where we treat all these stacks on equal footing
and finally split up the different kinds of stacks.
4.2 Stacks of Roots
Now we shall introduce and investigate stacks of Bethe roots in the thermodynamic limit.
A (k, l)-stack is a set of Bethe roots {u(j)} of types k ≤ j < l, which are all close together
and approximated by some u(kl), c.f. Fig. 5. To be more precise, the center u(kl) is large,
O(L), while the deviations u(j)−u(kl) within a stack will be small, O(1). We shall argue
that, for higher-rank algebras, these are the fundamental objects in the thermodynamic
limit. Furthermore, the precise positions of the roots u(j) are irrelevant, only the center
u(kl) enters the effective Bethe equations in the thermodynamic limit.
Let us first consider the self-interaction of a stack. A single root does not self-interact,
but there are interactions sj,j′(u
(j), u(j
′)) between the different constituent roots u(j) of
the stack. Luckily, these have no influence on the center u(kl) which is again free. To
obtain equations for u(kl) we simply multiply all the Bethe equations for the constituents
u(j). In total we get for the scattering terms
skl,kl(u
(kl), u(kl)) :=
l−1∏
j,j′=k
j′ 6=j
sj,j′(u
(j), u(j
′)) =
l−1∏
j,j′=k
j′ 6=j
u(j) − u(j′) + i
2
Mj,j′
u(j) − u(j′) − i
2
Mj,j′
= 1. (4.1)
This follows from the antisymmetry of the the scattering phase of two different con-
stituents of the stack, sj,j′ = s
−1
j′,j, due to a symmetric Cartan matrix Mj,j′ = Mj′,j.
Let us now consider the interaction of two stacks, {u(j)} of type (k, l) and {u′(j)} of
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type (k′, l′). The combined scattering terms read
skl,k′l′(u
(kl), u′(k
′l′)) :=
l−1∏
j=k
l′−1∏
j′=k′
u(j) − u′(j′) + i
2
Mj,j′
u(j) − u′(j′) − i
2
Mj,j′
. (4.2)
When u(kl) and u′(k
′l′) are well-separated, i.e. u(kl)−u′(k′l′) ∼ L, we can straight-forwardly
compute the thermodynamic limit:
skl,k′l′(u
(kl), u′(k
′l′)) = exp
(
iMkl,k′l′
u(kl) − u′(k′l′) +O(1/L
2)
)
, Mkl,k′l′ =
l−1∑
j=k
l′−1∑
j′=k′
Mj,j′.
(4.3)
Interestingly, for unitary algebras the double sum is non-zero only when {k, l} and {k′, l′}
have a common element: Two stacks interact only when they have coinciding labels
Mkl,k′l′ = ηk (δk,k′ − δk,l′)− ηl (δl,k′ − δl,l′) , (4.4)
where ηk = ±1 describes the grading of the k-th component of the fundamental repre-
sentation, i.e. η1,2,7,8 = −1 and η3,4,5,6 = +1 (2.5).
When two stacks are much closer, namely u(kl)−u′(k′l′) ∼ O(L0), then strictly speaking
(4.3) does not apply since we have to take into account short distance effects (we will call
them anomaly). This generally happens only within strings of stacks. A string consists of
stacks of the same type, therefore we should carefully investigate the case (k′, l′) = (k, l)
when some u(kl) and u′(kl) are close, to see whether we missed some contributions to (4.3).
Fortunately, the exact definition (4.2) is manifestly antisymmetric
skl,k′l′(u
(kl), u′(kl)) = s−1k′l′,kl(u
′(kl), u(kl)), (4.5)
in particular skl,kl(u
(kl), u′(kl)) = s−1kl,kl(u
′(kl), u(kl)). Therefore there is no anomaly as
described in App. C when inserting nearby stacks into a string. We conclude that the
approximation (4.3) to the formula (4.2) is always valid in the thermodynamic limit and
we can study strings of infinitely rigid stacks.
Finally, from the potential terms in the product of Bethe equations for a stack we
obtain in the thermodynamic limit
vkl(u
(kl)) :=
l−1∏
j=k
(
u(j) + i
2
Vj
u(j) − i
2
Vj
)L
= exp
(
iLVkl
u(kl)
+O(1/L)
)
, Vkl =
l−1∑
j=k
Vj. (4.6)
Here, Vkl = 1 for the momentum-carrying stacks with k = 1, 2, 3, 4 and l = 5, 6, 7, 8 and
Vkl = 0 otherwise. In analogy to (4.4) we can write Vkl as
Vkl =
1
2
εk − 12εl, with εk = (+1,+1,+1,+1,−1,−1,−1,−1). (4.7)
It is well-understood that Bethe roots are associated to simple roots of the symmetry
algebra. From the above discussion the algebraic meaning of the stacks becomes clear:
They are associated to positive roots of the algebra.
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4.3 Stacks as Fundamental Excitations
Stacks are labelled by 1 ≤ k < l ≤ 8, i.e. there are 28 types of stacks. There are
16 fermionic stacks which involve only one of the two fermionic roots (ηk 6= ηl). The
remaining 12 bosonic roots can be distinguished by their grading: 6 stacks have positive
grading (ηk = ηl = +1) and the other 6 have negative grading (ηk = ηl = −1). We
can split down these numbers even further using the global potential. Only stacks with
εk 6= εl, i.e. k = 1, 2, 3, 4 and l = 5, 6, 7, 8 can feel the global potential (4.6). Half of
these 16 momentum-carrying stacks are fermionic and the remaining bosonic stacks split
evenly between both gradings. The momentum-carrying sector thus consists of 4 + 4
bosons, associated to the subalgebras su(4) and su(2, 2), as well as 8 fermions. The
remaining 8 fermionic and 2 + 2 bosonic modes do not see the potential (εk = εl) and
can be considered auxiliary.
The momentum-carrying stacks agree precisely with the counting of modes in the
BMN limit: A generic BMN operator contains sixteen types of elementary excitations
eight of which are fermionic. A BMN state is obtained by inserting several of the sixteen
types of excitations into the Bethe vacuum
|0〉 = ZL. (4.8)
To enumerate the excitations a su(2)× su(2)× su(2)× su(2) notation is very useful: The
six scalars, sixteen fermions and four derivatives of N = 4 SYM can be written as
Z, Φab˙, Z¯, Ψαa, Ψαa˙, Ψaα˙, Ψa˙α˙, Dαβ˙ (4.9)
where a, b = 1, 2 and a˙, b˙ = 1˙, 2˙ are indices of su(2 + 2) and α, β = 1 , 2 and α˙, β˙ = 1˙ , 2˙
are indices of su(2, 2). Often a N = 1 language is employed where17
Φa˙b ∼
( X¯ Y¯
Y X
)
, (4.10)
Ψaα˙ = εacΨ¯
c
α˙, Ψa˙α˙ = εa˙c˙Ψ¯
c˙
α˙ as well as 2˙ = 3, 1˙ = 4. The scalar field Z represents the
vacuum. The elementary excitations are given by the fields
Φab˙, Ψαa˙, Ψaα˙, Dαβ˙Z, (4.11)
which are to replace one Z in (4.8). All other fields Z¯, Ψαa, Ψα˙a˙, a derivative Dα˙β acting
on anything but Z or multiple derivatives are considered to be multiple excitations on a
single site and thus not elementary. Using a supersymmetric oscillator {aα}2α=1 , {bα˙}2˙α˙=1˙ ,
{ca}2a=1 and {da˙}2˙a˙=1˙ satisfying
[aα, a†β] = δ
α
β , [b
α˙, b†
β˙
] = δα˙
β˙
, {ca, c†b} = δab , {da˙, d†b˙} = δa˙b˙ , (4.12)
17Conversely one could also write Z = Φ12 and Z¯ = Φ1˙2˙.
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p8
u(7) Ψ21˙ Ψ11˙ D21˙Z D11˙Z
p7
u(6)
p6
u(5) Φ21˙ Φ11˙ Ψ2 1˙ Ψ1 1˙
p5
u(4) Φ22˙ Ψ22˙
p4
u(3) Φ12˙ Ψ12˙
p3
u(2) Ψ2 2˙ D22˙Z
p2
u(1) Ψ1 2˙ D12˙Z
p1
Figure 6: All 28 types of stacks. The outer 16 stacks are momentum-carrying, the inner 12
are auxiliary. For all momentum-carrying stacks, we have indicated the elementary excitation
in terms of fields of N = 4 SYM.
we can also write the elementary excitations as fields with precisely two oscillator exci-
tations:
|X¯ 〉 = c†1d†2˙|Z〉, |D1 1˙Z〉 = a
†
1
b†
1˙
|Z〉, |Ψ13〉 = a†1d†1˙|Z〉, |Ψ¯ 11˙ 〉 = c
†
2b
†
1˙
|Z〉,
|Y〉 = c†2d†2˙|Z〉, |D2 1˙Z〉 = a
†
2
b†
1˙
|Z〉, |Ψ14〉 = a†1d†2˙|Z〉, |Ψ¯ 21˙ 〉 = c
†
1b
†
1˙
|Z〉,
|X 〉 = c†2d†1˙|Z〉, |D1 2˙Z〉 = a
†
1
b†
2˙
|Z〉, |Ψ23〉 = a†2d†1˙|Z〉, |Ψ¯ 12˙ 〉 = c
†
2b
†
2˙
|Z〉,
|Y¯〉 = c†1d†1˙|Z〉, |D2 2˙Z〉 = a
†
2
b†
2˙
|Z〉, |Ψ24〉 = a†2d†2˙|Z〉, |Ψ¯ 22˙ 〉 = c
†
1b
†
2˙
|Z〉. (4.13)
The reference state |Z〉 is annihilated by all aα, bα˙, ca, da˙.
Let us now relate the momentum carrying stacks to the elementary excitations,
c.f. Fig. 6. The bosonic stacks with k, l = 3, 4, 5, 6 correspond to su(4) and should thus be
related to the scalars Φab˙. Analogously, the bosonic stacks with k, l = 1, 2, 7, 8 correspond
to su(2, 2) and should be related to the derivatives Dαβ˙. Finally, the fermionic stacks
correspond to Ψαa˙ and Ψaα˙. Note that the auxiliary stacks have no direct correspondence
as fields of N = 4 SYM.
4.4 Strings of Stacks
In the scaling limit of long spin chains L≫ 1, corresponding to SYM operators consisting
of many fields, the positions of the stacks scale as u
(kl)
p = O(L). For each type of stack,
introduce a resolvent18
Gkl(u) =
Kkl∑
p=1
1
u
(kl)
p − uL
, 1 ≤ k < l ≤ 8. (4.14)
18We have rescaled the continuous version u by L.
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pl
ρ(u)
pk+2
C
pk+1
pk
Figure 7: A string of stacks as L approaches ∞. From left to right: L small, L large, thermo-
dynamic limit.
Bosonic stacks may form strings with a density ρkl(u) along a (disconnected) curve Ckl
as explained in Sec. 4.1, c.f. Fig. 7. Then the resolvent becomes
Gkl(u) =
∫
Ckl
dv ρkl(v)
v − u . (4.15)
The Bethe equations are obtained by the usual procedure, but applied to the stacks,
rather than to individual roots: when a stack makes a tour around the chain its scattering
phase after interaction with all other stacks is 2piZ, due to the periodicity:
−
7∑
k′=1
8∑
l′=k′+1
Mkl,k′l′/Gk′l′(u)− Vkl
u
= 2pinkl,a, for u ∈ Ckl,a. (4.16)
When we substitute (4.4,4.7) the above equation reads
−ηk
8∑
j=1
/Gkj(u) + ηl
8∑
j=1
/Glj(u)− εk − εl
2u
= 2pinkl,a, for u ∈ Ckl,a. (4.17)
For convenience, we have defined all resolvents as antisymmetric in the stack indices
(k, l): Glk(u) = −Gkl(u). Here Ckl,a is a connected component of Ckl and nkl,a is the
corresponding mode number. Note that we have used a slash to indicate a principal
value prescription on all resolvents. In a given equation, it will however only be relevant
for the resolvent Gkj with the cut Ckl,a. The remaining slashed resolvents coincide with
their unslashed value.
Introduce the quasi-momenta
pk(u) =
εk
2u
+ ηk
8∑
l=1
Gkl(u) , k = 1, . . . , 8. (4.18)
These functions determine the eigenvalues of the transfer matrices, see App. A.4 and
(A.16). They let us write the Bethe equations as19
/pl(u)− /pk(u) = 2pinkl,a, for u ∈ Ckl,a. (4.19)
19We have the freedom to add some function f(u) independent of k to all quasi-momenta pk(u) without
changing the below Bethe equations.
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4.5 Local and Global Charges
In the thermodynamic limit we can express the trace cyclicity (2.8), the one-loop anoma-
lous dimension (2.9) and the higher integrable charges (2.10) in terms of the resolvents
(4.14)
Gmom(0) = 2pim, δE =
λ
8pi2L
G′mom(0). Gmom(u) =
∞∑
r=1
(Lu)r−1Qr. (4.20)
Here, the combined resolvent Gmom(u) for momentum-carrying excitations reads
Gmom(u) =
4∑
k=1
8∑
l=5
Gkl(u). (4.21)
Note that we can alternatively write the momentum-carrying resolvent using the quasi-
momenta as
Gmom(u) =
8∑
k=1
1
2
ηkεkpk(u) =
8∑
k,l=1
1
2
εkGkl(u). (4.22)
As usual, the global charges are found in the asymptotics of the quasi-momenta p˜k(x)
at x =∞. The global charges associated to S5 at x =∞ are [46]
p˜1(u) =
1
Lu
(
+3
4
r˜1 +
1
2
r˜2 +
1
4
r˜3 +
1
4
r∗
)
+ · · · ,
p˜2(u) =
1
Lu
(−1
4
r˜1 +
1
2
r˜2 +
1
4
r˜3 +
1
4
r∗
)
+ · · · ,
p˜3(u) =
1
Lu
(−1
4
r˜1 − 12 r˜2 + 14 r˜3 + 14r∗
)
+ · · · ,
p˜4(u) =
1
Lu
(−1
4
r˜1 − 12 r˜2 − 34 r˜3 + 14r∗
)
+ · · · . (4.23)
Here, [r˜1, r˜2, r˜3] are the the Dynkin labels of su(4) related to orthogonal spins J1,2,3 of
so(6) by r˜1 = J2 − J3, r˜2 = J1 − J2, r˜3 = J2 + J3. Similarly, in the su(2, 2) sector [49]
pˆ1(u) = − 1
Lu
(
+3
4
rˆ1 +
1
2
rˆ2 +
1
4
rˆ3 − 14r∗
)
+ · · · ,
pˆ2(u) = − 1
Lu
(−1
4
rˆ1 +
1
2
rˆ2 +
1
4
rˆ3 − 14r∗
)
+ · · · ,
pˆ3(u) = − 1
Lu
(−1
4
rˆ1 − 12 rˆ2 + 14 rˆ3 − 14r∗
)
+ · · · ,
pˆ4(u) = − 1
Lu
(−1
4
rˆ1 − 12 rˆ2 − 34 rˆ3 − 14r∗
)
+ · · · . (4.24)
The Dynkin labels [rˆ1, rˆ2, rˆ3] of su(2, 2) are related to orthogonal spins (S1,2, E) of so(2, 4)
by rˆ1 = S1−S2, rˆ2 = −E−S1, rˆ3 = S1+S2. The relation to the fillings reads for su(4)
r˜1 = K˜2 − 2K˜1, K˜1 = 12L− 34 r˜1 − 12 r˜2 − 14 r˜3,
r˜2 = L− 2K˜2 + K˜1 + K˜3, K˜2 = L− 12 r˜1 − r˜2 − 12 r˜3,
r˜3 = K˜2 − 2K˜3, K˜3 = 12L− 14 r˜1 − 12 r˜2 − 34 r˜3.
(4.25)
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and for su(2, 2) correspondingly
rˆ1 = Kˆ2 − 2Kˆ1, Kˆ1 = −12L− 12δE − 34 rˆ1 − 12 rˆ2 − 14 rˆ3,
rˆ2 = −L− δE − 2Kˆ2 + Kˆ1 + Kˆ3, Kˆ2 = − L− δE − 12 rˆ1 − rˆ2 − 12 rˆ3,
rˆ3 = Kˆ2 − 2Kˆ3, Kˆ3 = −12L− 12δE − 14 rˆ1 − 12 rˆ2 − 34 rˆ3.
(4.26)
Note that the Dynkin labels can be obtained as
r˜j =
L
2pii
∮
∞
du
(
p˜j(u)− p˜j+1(u)
)
.
rˆj =
L
2pii
∮
∞
du
(
pˆj+1(u)− pˆj(u)
)
. (4.27)
4.6 Separation into su(4) and su(2, 2)
As emphasized above, fermionic stacks are solitary and therefore irrelevant in the leading
approximation of thermodynamic limit. Let us now write the Bethe equations in a
form where the distinction between fermions and bosons becomes more apparent. We
shall distinguish the quasi-momenta by their grading in the two sets p˜ = {p3, p4, p5, p6}
corresponding to su(4) and pˆ = {p1, p2, p7, p8} corresponding to su(2, 2). In what follows
we will denote them as
p3 ≡ p˜1, p4 ≡ p˜2, p5 ≡ p˜3, p6 ≡ p˜4,
p1 ≡ pˆ1, p2 ≡ pˆ2, p7 ≡ pˆ3, p8 ≡ pˆ4. (4.28)
In the same way we introduce three types of resolvents G˜kl(u) corresponding to bosons of
su(4), Gˆkl(u) corresponding to bosons of su(2, 2) and G
∗
kl(u) corresponding to fermions:
Gkl ≡ G˜k′l′ , for k, l = 3, 4, 5, 6,
Gkl ≡ Gˆk′l′ , for k, l = 1, 2, 7, 8,
Gkl ≡ G∗k′l′ , for k = 3, 4, 5, 6 and l = 1, 2, 7, 8, (4.29)
where the primed indices are related to the unprimed ones corresponding to (4.28).
In the leading approximation of the thermodynamic limit, the fermionic resolvents are
irrelevant, G∗kl = O(1/L), and we could set them to zero. Let us nevertheless carry them
along to preserve the full supersymmetric structure.
These resolvents obey three sets of independent equations:
• The Bethe equations for su(4) flavor excitations read
/˜pl(u)− /˜pk(u) = 2pin˜kl,a for u ∈ C˜kl,a, 1 ≤ k < l ≤ 4 (4.30)
where
p˜k(u) =
4∑
l=1
G˜kl(u) +
4∑
l=1
G∗kl(u) +
εk
2u
, k = 1, . . . , 4. (4.31)
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Here we have defined the reduced form of εk as εk = (+1,+1,−1,−1). Written in
terms of resolvents, the Bethe equations read
4∑
j=1
(−/˜Gkj(u) + /˜Glj(u)−G∗kj(u) +G∗lj(u))− εk − εl2u = 2pin˜kl,a for u ∈ C˜kl,a. (4.32)
• The Bethe equations for su(2, 2) derivative excitations read
/ˆpl(u)− /ˆpk(u) = 2pinˆkl,a for u ∈ Cˆkl,a, 1 ≤ k < l ≤ 4, (4.33)
where
pˆk(u) =
4∑
l=1
Gˆlk(u) +
4∑
l=1
G∗lk(u) +
εk
2u
. (4.34)
Using resolvents, the Bethe equations become
4∑
j=1
(−/ˆGjk(u) + /ˆGjl(u)−G∗jk(u) +G∗jl(u))− εk − εl2u = 2pinˆkl,a for u ∈ Cˆkl,a. (4.35)
• The Bethe equations for fermionic excitations read
/ˆpl(u)− /˜pk(u) = 2pin∗kl,a for u = u∗kl,a, 1 ≤ k, l ≤ 4. (4.36)
The momentum-carrying resolvent determines the momentum, energy and local charges
of a solution, c.f. (4.20), becomes
Gmom =
4∑
k,l=1
1
2
εk
(
G˜kl − Gˆlk +G∗kl −G∗lk
)
. (4.37)
Now let us switch off the fermions by setting G∗kl = 0. Then we see that the Bethe
equations for the flavor and derivative sectors (4.32,4.35) become fully independent.
Moreover these equations are very similar, they merely differ by the order of indices of
resolvents G˜kl and Gˆlk. When we order them in the same way, we see that effectively the
potential term (εk−εl)/u changes sign. Nevertheless, the two sectors are not completely
independent but they are related through the momentum constraint Gmom(0) = 2pim
with Gmom(u) defined in (4.37). Furthermore, the energy and local charges are the sums
of energy and local charges in both sectors.
In Sec. 4.8 we present an even more particular case of Bethe equations only for 1+1|4
modes in the su(1, 1|2) sector.
4.7 Fermions and Solitary Bosons
Let us now discuss the role of fermions in the thermodynamic limit. As mentioned
above, fermionic stacks cannot form strings. The reason is the exclusion principle for
Bethe roots in combination with the absence of repulsion for fermionic stacks. The
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absence of repulsion is the trivial consequence of the absence of self-scattering terms
among fermionic stacks. In such a fermionic would-be string all the stacks would fall
onto the minimum of the effective potential created by the bare potential ±1/u + 2pin
and the Coulomb interaction with a given bosonic background. It follows from these
arguments that one can have only solitary fermionic stacks at a given position in the
u-plane. Such fermionic excitations have no influence on the bosonic background in the
leading order for L → ∞. The corresponding resolvents, consisting from a few poles
at the positions of the fermionic stacks, can be dropped from Bethe equations since the
residues at the poles are O(1/L). However, in the main order a meaningful problem is to
find the positions of these fermionic poles. In particular, this is useful for the derivation
of the spectrum of excitations of the bosonic background which is O(1/L).
The simplest example of such solitary fermionic roots is given by the purely fermionic
u(1|1) sector of the N = 4 SYM theory: The positions un of roots are given by the
equation [59] (
u+ i
2
u− i
2
)L
= 1, (4.38)
or in the thermodynamic limit
L/un = 2pin, n ∈ Z. (4.39)
Here the effective potential coincides with the bare one and the fermions sit at its minima,
no more than one in each.
Let us note that we can also consider solitary bosonic stacks, or very short strings
consisting of them. This case does not differ significantly from the fermionic one: such
short cuts do not contribute in the main order of the thermodynamic limit and the
corresponding resolvents (consisting of a few pole terms) should be dropped from the
Bethe equations.
We can find the positions of such fermionic or solitary bosonic (k, l)-stacks for a
bosonic background given by a solution of (4.32,4.35,4.36). They are the solutions u of
the equation
pl(u)− pk(u) = 2pin, (4.40)
with pk(u) defined in (4.28,4.31,4.34). Here there is no principal value prescription since
the solitary stack is not considered part of the quasi-momentum.
For an honest O(1/L) computation of the energy shift induced by adding a soli-
tary stack, one must also take into account the deformation of the bosonic background.
Luckily, the deformation does not influence the leading order position u of the solitary
excitation, but it has an effect on the energy and needs to be investigated. This is
however beyond the scope of the current work.
4.8 The su(1, 1|2) Sector
Let us review the above arguments to derive the thermodynamic limit for the somewhat
simpler su(1, 1|2) Bethe equations (3.22). Of course, all the derived equation equally
follow by restriction of the results in the previous subsections. Consider first Kv = Kw =
25
pˆ2
w G∗22
p˜2
u G˜ G
∗
21 G
∗
12 Gˆ
p˜1
v G∗11
pˆ1
Figure 8: All six types of stacks for the su(1, 1|2) sector. The outer four stacks are momentum-
carrying, the inner two are auxiliary. For each type of stack, we have indicated the correspond-
ing resolvent.
Ku − 1, which corresponds to the sl(2) sector after dualization. The middle equation
then has a unique solution which allows one to express vp = wp’s in terms of uq’s and
reduce the Bethe equations to the sl(2) form. How does this solution look like in the
thermodynamic limit? We have to assume that vp ∼ O(L), otherwise the energy will be
too high. However, a short inspection of the first equation shows that there is only finite
number of solutions with vp ∼ O(L) and vp − uq = O(L). We have to relax the latter
condition in order to allow for a macroscopically large number of v-roots. Therefore, the
v-roots settle close to the u-roots and form stacks in the thermodynamic limit.
In the pure sl(2) case all roots (except one) will be combined into stacks of three:
triples (vp, up, wp), p = 1, . . . , Kv = Kw. Conversely, in the su(2) case there is only one
flavor of roots. In a more general situation we have Kˆ stacks of all flavors and K˜ single
roots of flavor 2, c.f. Fig. 8. These two types of stacks are bosonic, are allowed to form
strings and we introduce the corresponding integral resolvents
Gˆ(u) =
∫
C˜
dv ρ˜(v)
v − u , G˜(u) =
∫
Cˆ
dv ρˆ(v)
v − u . (4.41)
In addition, there can be finitely many fermionic stacks characterized by the discrete
resolvents with k, l = 1, 2
G∗kl(u) =
K∗
kl∑
p=1
1/L
u∗kl,p − u
. (4.42)
We begin with the Bethe equation for roots of flavor 2. This is given by the middle
equation in (3.22) and the limit is
2pin˜p +
L
up
=
Kv∑
q=1
1
vq − up −
Ku∑
q=1
q 6=p
2
uq − up +
Kw∑
q=1
1
wq − up . (4.43)
To turn the sums into the resolvents, we have to replace a sum over vp by −G∗21(u) −
G∗11(u) + Gˆ(u), a sum over up becomes G˜(u) − G∗21(u) + G∗12(u) + Gˆ(u) and finally the
wp-sums yield G
∗
22(u)−G∗21(u) + Gˆ(u), see Fig. 8. The resulting Bethe equation reads
2pin˜a +
1
u
= −2/˜G(u)−G∗11(u)−G∗12(u) +G∗21(u) +G∗22(u) for u ∈ C˜a. (4.44)
26
Note that there is no anomaly for a single flavor of roots as explained in App. C. Also
note that the term Gˆ(u) has dropped out from the equations since it has no common
label with G˜(u). To obtain the Bethe equation for stacks of three we first multiply all
three Bethe equations and then take the limit (assuming that a stack is labelled by a
common index p for up ≈ vp ≈ wp)
2pinˆp +
L
up
= +
Ku∑
q=1
1
uq − vp +
Kv∑
q=1
1
vq − up −
Ku∑
q=1
q 6=p
2
uq − up +
Kw∑
q=1
1
wq − up +
Ku∑
q=1
1
uq − wp .
(4.45)
In terms of resolvents we obtain
2pinˆa +
1
u
= +2/ˆG(u)−G∗11(u)−G∗21(u) +G∗12(u) +G∗22(u) for u ∈ Cˆa. (4.46)
Although the individual Bethe equations are anomalous, their product is anomaly-free,
c.f. App. C. The equations which determine the position of the fermionic stacks are
determined in a similar fashion:
2pin∗11,a = +G˜(u) + Gˆ(u)−G∗21(u) +G∗12(u) for u = u∗11,a,
2pin∗21,a +
1
u
= −G˜(u) + Gˆ(u)−G∗11(u) + G∗22(u) for u = u∗21,a,
2pin∗12,a +
1
u
= −G˜(u) + Gˆ(u)−G∗11(u) + G∗22(u) for u = u∗12,a,
2pin∗22,a = +G˜(u) + Gˆ(u)−G∗21(u) +G∗12(u) for u = u∗22,a, (4.47)
In the leading order, we can drop the contribution from the finitely many fermions. The
equations for the remaining bosonic modes can be written as
− 2pin˜a − 1
u
= 2/˜G(u) for u ∈ C˜a,
2pinˆa +
1
u
= 2/ˆG(u) for u ∈ Cˆa. (4.48)
These are two independent equations for sl(2) and su(2) densities, which are only coupled
through the common momentum constraint and through the common expression for the
energy
G˜(0) + Gˆ(0) = 2pim, δD =
λ
8pi2L
(
G˜′(0) + Gˆ′(0)
)
. (4.49)
5 Algebraic Curve
We are now in position to construct the complete algebraic curve of the one-loop N = 4
SYM theory in the thermodynamic limit, in analogy with the full AdS5 × S5 curve of
the string theory built in [47]. Note that if we drop the fermions, the problem is not
principally new: the bosonic su(4) and su(2, 2) sectors are almost completely factorized20
and each one is described by a separate curve of degree four.
20They are related only by the global zero momentum condition (4.20) enforcing the cyclicity of the
trace in the definition of a SYM operator.
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Figure 9: Some configuration of cuts and poles for the sigma model. Cuts C˜a between the sheets
p˜k correspond to S
5 excitations and likewise cuts Cˆa between the sheets pˆk correspond to AdS5
excitations. Poles x∗a on sheets p˜k and pˆl correspond to fermionic excitations. The dashed line
in the middle is related to physical excitations, cuts and poles which cross it contribute to the
total momentum, energy shift and local charges.
As shown in [46], the su(4) spectral curve has the form
F˜ (y˜, u) = F˜4(u) y˜
4 + F˜2(u) y˜
2 + F˜1(u) y˜ + F˜0(u) = 0 (5.1)
where
y˜(u) = u2 p˜′(u). (5.2)
For a curve with A˜ branch cuts, the leading coefficient F˜4(u) =
∏A˜
a=1(u − u˜+a )(u − u˜−a )
encodes the full information about all 2A˜ branch points u˜±a of the curve. Furthermore,
the coefficient of y3, F˜3(u) = 0 due to unimodularity p˜1(u)+ p˜2(u)+ p˜3(u)+ p˜4(u) = 0 of
the monodromy matrix in this sector. In a su(2, 2) sector21 the situation is similar. The
algebraic curve is given by [49]
Fˆ (yˆ, u) = Fˆ4(u) yˆ
4 + Fˆ2(u) yˆ
2 + Fˆ1(u) yˆ + Fˆ0(u) = 0, (5.3)
where again Fˆ4(u) =
∏Aˆ
a=1(u − uˆ+a )(u − uˆ−a ) encodes the full information about the 2Aˆ
branch points uˆ±a of the curve. Note that Fˆ3(u) = 0 since pˆ1(u)+pˆ2(u)+pˆ3(u)+pˆ4(u) = 0.
The supersymmetric curve can be represented, in analogy with the string algebraic
curve [47], in a rational form reflecting the characteristic rational function of a superma-
trix (as opposed to a characteristic polynomial of a regular matrix)22
F (y, u) =
F˜4(u) y
4 + F˜3(u) y
3 + F˜2(u) y
2 + F˜1(u) y + F˜0(u)
Fˆ4(u) y4 + Fˆ3(u) y3 + Fˆ2(u) y2 + Fˆ1(u) y + Fˆ0(u)
, (5.4)
21This sector contains the scalar field Z with arbitrary derivative excitations DkZ.
22The present curve differs from the one proposed in [49] by the fact that it treats the so(4)- and
su(2, 2)-bosons and the fermions on a different footing (numerator/denominator). It seems that our
degree 4 + 4 curve can always be embedded in the rank 8 curve of [49], but not vice versa.
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with F˜k(u), Fˆk(u) polynomials in u. The curve y(u) = {y˜(u)||yˆ(u)} obeys the algebraic
equations
F˜ (y˜(u), u) = 0, Fˆ (yˆ(u), u) = 0. (5.5)
Note that now we have
F˜3(u)
F˜4(u)
=
Fˆ3(u)
Fˆ4(u)
(5.6)
since instead of the two unimodularity conditions we have only one superunimodularity
condition
p˜1(u) + p˜2(u) + p˜3(u) + p˜4(u)− pˆ1(u)− pˆ2(u)− pˆ3(u)− pˆ4(u) = 0. (5.7)
The dynamical singularities are encoded in F4(u) as
F˜4(u) =
A˜∏
a=1
(u− u˜+a )
A˜∏
a=1
(u− u˜−a )
A∗∏
a=1
(u− u∗a)2,
Fˆ4(u) =
Aˆ∏
a=1
(u− uˆ+a )
Aˆ∏
a=1
(u− uˆ−a )
A∗∏
a=1
(u− u∗a)2. (5.8)
For F˜4(u), Fˆ4(u) there are in total 2A˜+ 2Aˆ+ A
∗ degrees of freedom.
At u =∞ and u = 0 the curve y(u) approaches finite limiting values. This is achieved
by letting all the polynomials F˜k(u) have the same order 2A˜ as well as all the Fˆk(u) have
the order 2Aˆ. Note that the behavior of F˜2,1,0, Fˆ2,1,0 is generic at the zeroes of F˜4, Fˆ4.
The number of free coefficients in all F˜k(u), Fˆk(u), k ≤ 2 is 6A˜+6Aˆ+12A∗+6. Adding
the parameters of F˜4(u), Fˆ4(u) we get 8A˜+ 8Aˆ+ 13A
∗ + 6 relevant coefficients.
The unimodularity condition (5.6) imposes
F˜3(u) = F
∗
3 (u)
A˜∏
a=1
(u− u˜+a )
A˜∏
a=1
(u− u˜−a ),
Fˆ3(u) = F
∗
3 (u)
Aˆ∏
a=1
(u− uˆ+a )
Aˆ∏
a=1
(u− uˆ−a ), (5.9)
with some polynomial F ∗3 (u) of order 2A
∗, which contributes 2A∗ + 1 free coefficients.
In total we now have 8A˜ + 8Aˆ + 15A∗ + 7 free parameters. Let us see how they can be
fixed.
Singularities. The coefficient of the double pole in p˜′k, pˆ
′
k at u = 0 is read from
(4.31,4.34). In terms of y(u) it appears as
y˜k(u), yˆk(u) = −12εk +O(u). (5.10)
These can be used to fix the relative ratios among the constant terms F˜k(0) as F˜4(0) =
−2F˜2(0) = 16F˜0(0), F˜3(0) = F˜1(0) = 0. The same constraints hold for Fˆk(0) except
Fˆ3(0) = 0, which is automatically satisfied since we have already imposed (5.6) in the
ansatz (5.9). In total we have 7 constraints which reduce the total degrees of freedom to
8A˜+ 8Aˆ+ 15A∗.
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Unphysical Branch Points. In addition to the physical branch points at u˜±a , uˆ
±
a the
algebraic curve might have further ones. Generically, these singularities are square roots
in contrast to the physical ones which are inverse square roots. We can remove them
using conditions on the discriminants
R˜ = −4F˜ 21 F˜ 32 F˜4 + 16F˜0F˜ 42 F˜4 − 27F˜ 41 F˜ 24 + 144F˜0F˜ 21 F˜2F˜ 24 − 128F˜ 20 F˜ 22 F˜ 24 + 256F˜ 30 F˜ 34
+ 18F˜ 31 F˜2F˜3F˜4 − 80F˜0F˜1F˜ 22 F˜3F˜4 − 192F˜ 20 F˜1F˜3F˜ 24 − 6F˜0F˜ 21 F˜ 23 F˜4 + 144F˜ 20 F˜2F˜ 23 F˜4
+ F˜ 21 F˜
2
2 F˜
2
3 − 4F˜0F˜ 32 F˜ 23 − 4F˜ 31 F˜ 33 + 18F˜0F˜1F˜2F˜ 33 − 27F˜ 20 F˜ 43 (5.11)
and similarly for Rˆ. The discriminants must have the form
R˜(u) =
A˜∏
a=1
(u− u˜+a )
A˜∏
a=1
(u− u˜−a ) Q˜(u)2,
Rˆ(u) =
Aˆ∏
a=1
(u− uˆ+a )
Aˆ∏
a=1
(u− uˆ−a ) Qˆ(u)2. (5.12)
It is clear that u˜±a and uˆ
±
a are roots, because all terms in (5.11) contain F˜4 or F˜3. The
degree of the polynomials Qˆ, Q˜ is 5A˜ + 6A∗ and 5Aˆ + 6A∗, respectively. This special
form of discriminants removes 5A˜+5Aˆ+12A∗ parameters and the remaining number of
degrees of freedom is 3A˜+ 3Aˆ+ 3A∗.
Single Poles and A-Cycles. We need to remove all the single poles to avoid undesired
logarithmic behavior in the quasi-momentum. We can put all the integrals of dp(u)
around A-cycles to be zero ∮
Aa
dp˜ = 0, (5.13)
as explained in [43]. There are A˜+ Aˆ A-cycles around bosonic cuts. Fermionic singular-
ities contribute 2A∗ independent single poles: One for y˜ and one for yˆ at each u = u∗a.
At u = 0, the curve y(u) has a double pole but no single pole. This amounts to further
7 constraints. Among all these single poles and A-cycles, there are 7 relations from the
sum over all residues on all independent sheets. In total the single-valuedness of p(u)
yields A˜+ Aˆ+ 2A∗ constraints and leaves 2A˜+ 2Aˆ+ A∗ coefficients.
B-Periods. For each bosonic cut and for each fermionic singularity there is a B-period.
Due to the Bethe equations (4.30,4.33,4.36) it must be an integral multiple of 2pi∫
Ba
dp = 2pina. (5.14)
In total we obtain A˜ + Aˆ+ A∗ constraints and are left with A˜+ Aˆ degrees of freedom.
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Cyclicity. Finally we should not forget the momentum constraint in (4.20)
q(0) = 2pim, q(u) =
4∑
k=1
εk
(
p˜k(u)− pˆk(u)
)
= Gmom(u) (5.15)
selecting curves with an integer winding number m. In total the admissible algebraic
curves for one-loop gauge theory have A˜ + Aˆ− 1 continuous moduli.
Let us just repeat (4.20), which defines the energy shift δE and local charges Qr, in
terms of the generating function q(u)
δE =
λ
8pi2L
q′(0). q(u) =
∞∑
r=1
(Lu)r−1Qr. (5.16)
Fillings. We can now associate a particular integral around a cut, the filling, to each
of the moduli
K˜kl,a = − L
2pii
∮
A˜kl,a
p˜k(u) du,
Kˆkl,a = − L
2pii
∮
Aˆkl,a
pˆl(u) du,
K∗kl,a = −
L
2pii
∮
A∗
kl,a
p˜k(u) du. (5.17)
For completeness, we have defined fillings for fermionic poles as well, they must equal 1.
The fillings obey the constraint
A∑
a=1
naKa = mL (5.18)
which can be derived from the Bethe equations (4.17) by integrating/summing over all
cuts/poles. This reduces the number of independent fillings by one, in compliance with
the total number of independent moduli.
Supersymmetric Landau-Lifshitz Model. We would like to note that the curve
discussed in this section is most likely the spectral curve of the generalized Landau-
Lifshitz model proposed in [36].23 This model appears to arise as the coherent-state
picture in the thermodynamic limit of one-loop gauge theory. It seems to be a rather
straight-forward generalization of the SU(2)/U(1) coherent-state model in [34] to the
larger and supersymmetric coset PSU(2, 2|4)/PSU(2|2)2×U(1)2. For the smaller model,
the Heisenberg magnet, the finite-gap solution was constructed in [43]. Like the above
curve, this one has only one singularity at u = 0 and psu(2, 2|4) symmetry generators
at u = ∞. Furthermore, the highest weight state Z is invariant under PSU(2|2)2 and
thus the residues εk/2 at u = 0 should match. It would be interesting to construct some
local charges of the supersymmetric Landau-Lifshitz model which arise in the expansion
around u = 0.
23We thank A. Mikhailov and R. Roiban for discussions of this issue. Supersymmetric Landau-Lifshitz
models are also discussed in [60].
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6 Comparison to String Theory
6.1 Spectral Curves
Now we will show that the most general algebraic curve of the SYM theory at one loop,
constructed in the last section, coincides with that of the string sigma model [47] in
the Frolov–Tseytlin limit λ/L2 → 0 (see Sec. 3.7 of [47]). This coincidence was already
observed for particular sectors in [43, 44, 46].
As in [46] we compare the analytical data defining the structure and the moduli of
both curves in terms of a rescaled variable u which is defined as u = (
√
λ/4piL) x for the
strings and is similar to the spectral parameter u used through this paper. The parameter
of “length” L for strings was introduced in Sec. 3.3 of [47] as a modulus satisfying the
equivalent of the constraint (5.18).
The algebraic curve for the string sigma model exhibits an inversion symmetry x 7→
1/x with respect to the coordinate x and all the branch points and fermionic poles form
mutually symmetric pairs.24 In terms of the coordinate u they can be expressed as
(ua, uA+a) =
(
ua,
λ
16pi2L2
1
ua
)
, a = 1, . . . , A (6.1)
where we abbreviate u˜±a , A˜, uˆ
±
a , Aˆ or u
∗
a, A
∗ by ua, A. In the Frolov–Tseytlin limit, the
ua’s remain finite while the uA+a’s go to zero. This means that in the x-plane half of
the cuts/poles approach x = ∞ and half of them approach x = 0. We will concentrate
our attention on that half of the cuts/poles which remain finite in the u-plane: C˜a, a =
1, . . . , A˜, Cˆa, a = 1, . . . , Aˆ and u∗a, a = 1, . . . , A∗. The other half of the cuts become
infinitely short in the limit and the corresponding behavior at u = 0 needs to be treated
separately by completing the analytic structure of the curve at this point. We are thus
left with half of the cuts/poles having no symmetry with respect to inversion x→ 1/x,
as in the case of the SYM curve.
Both curves have the following common properties:
• In the limit L → ∞ the overall structure of the spectral curve of the sigma model
in Sec. 3.2 of [47] becomes the same as in Sec. 5 of the present paper for similar
definitions of y˜(u), yˆ(u).
• Any two of the eight sheets y(u) of the curve can be connected by cuts/poles in
both sigma model and gauge theory. Note however that in gauge theory the cuts
connecting the non-neighboring sheets, say sheet 2 and sheet 8, are possible only due
to the existence of stacks introduced in Sec. 4.
• The same conditions (5.13,5.14) of zero A-cycles and integrality of B-cycles for cuts
and poles as in Sec. 3.1 of [47] for the sigma model.
• The same asymptotics for p(u) at u→∞ for all the sheets, given through the SO(6)
and SU(2, 4) charges in Sec. 2.8 of [47] for the sigma model and by the equations
(4.23,4.24) of the present paper for the SYM theory.
24The case of self-symmetric cuts apparently does not lead to a proper integer-power expansion in the
Frolov–Tseytlin limit.
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• The singular behavior of p(u) at u = 0 for the sigma model in the Frolov–Tseytlin
limit is studied in Sec. 3.7 of [47]. After fixing a gauge for the U(1) hypercharge B = 0
of the sigma model, p(u) exhibits the same pole structure p˜k(u) ∼ pˆk(u) ∼ εk/2u as
that of gauge theory following from the definitions (4.31,4.34). The extra poles at
zero for the sigma model come from the poles at u = ±√λ/(4piL) when λ/L2 → 0.
• The generating function q of local charges of the string from Sec. 2.6, 3.7 in [47]
coincides in the limit with q of gauge theory defined in (5.15) and hence generates
the same local charges (5.16). In particular, the momentum constraint (5.15) and
definition of energy shift (5.16) are the same.
These properties define the one-loop algebraic curves and their relation to the physical
data unambiguously and consequently they coincide.
6.2 Bethe Equations
Here we shall compare the thermodynamic limit of the Bethe equations (4.30,4.33) to
the integral equations that describe classical superstrings in AdS5 × S5. The integral
equations for the spectral data of the string have the same form as (4.30,4.33), but the
quasi-momenta are defined a little differently [47]:
p˜k(u) =
4∑
l=1
(
G˜kl(u) + G˜
∗
kl(u)
)
+ εkF˜ (u) + F
∗(u),
pˆk(u) =
4∑
l=1
(
Gˆlk(u) + G˜
∗
lk(u)
)
+ εkFˆ (u) + F
∗(u). (6.2)
The spectral parameters in the gauge and string theory are non-trivial functions of one
another: x+1/x = 4piLu/
√
λ, but at one loop only the linear part of the transformation
matters: x = 4piLu/
√
λ+ · · · . The forces (as functions of the string spectral parameter)
are given by
F˜ (x) =
(
2pi L√
λ
+ G˜′sum(0)
)
1/x
1− 1/x2 +
Gˆsum(0)
1− 1/x2 − G˜sum(1/x) + G˜sum(0)− Gˆsum(0),
Fˆ (x) =
(
2pi L√
λ
+ G˜′sum(0)
)
1/x
1− 1/x2 +
Gˆsum(0)
1− 1/x2 − Gˆsum(1/x),
F ∗(x) =
(
2pi B√
λ
+G∗′sum(0)
)
1/x
1− 1/x2 +
G∗sum(0)
1− 1/x2 −G
∗
sum(1/x) . (6.3)
with some combinations Gsum of the resolvents which we do not have to specify any closer.
To recover (4.32,4.35), we expand in λ to the leading order. The external force simplifies
in that limit to F˜ (u) = 1/2u = Fˆ (u) and F ∗(u) = 0 when we fix the hypercharge of the
vacuum B = 0.
When, at leading order, we consistently drop the fermions in G∗, the crucial point
is the separation of the su(4) and su(2, 2) excitations via stacks. Equations (4.30) and
(4.33) become independent. Their solutions are only connected through the common
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expressions for the momentum and energy. This is precisely what we expect from the
bosonic string where the motion of the string in S5 and in AdS5 is independent and only
related by the Virasoro constraint.
7 Conclusions
We have studied the spectrum of gauge-invariant local single-trace operators in theN = 4
super Yang-Mills theory at one loop. The emphasis is on the so-called thermodynamic
limit of long operators, consisting of many elementary fields. This limit can be compared
directly with a certain classical limit for the dual string theory on AdS5×S5 background.
The full classical finite-gap solution of this integrable string theory was presented in our
previous paper [47].
As is now well established (see [16] and references therein), the analysis of one-loop
planar N = 4 SYM theory can be greatly simplified due to integrability and the spectral
problem can be viewed as a set of algebraic equations on a set of Bethe roots arising
from the Bethe ansatz description of the su(2, 2|4) quantum spin chain. These equations
can be viewed as an electrostatic equilibrium problem for 2D Coulomb charges with
coordinates given by the roots.
After presenting the details of the Bethe ansatz description, we have discussed a
duality transformation, which appears to be a crucial tool for the unified understanding
of Bethe equations for super Lie algebras: A super spin chain admits various different sets
of Bethe equations as fundamental equations due to the non-uniqueness of the assignment
of the gradings in the super Lie algebra. The duality transformation connects all such
descriptions and is accompanied by the introduction of dual Bethe roots. It serves as
a transformation not only for the Bethe equations but also for local charges such as
the momentum and the energy. We have presented the most general transformation for
the sl(m|n) algebras and then illustrated it for the su(2, 2|4) algebra as well as for the
su(1, 1|2) subsector.
Another key observation of our analysis was the formation of stacks of Bethe roots
in the thermodynamic limit. The existence of stacks is crucial to complete the precise
gauge/string dictionary. A stack is a bound state of Bethe roots of different flavors
(nodes of the Dynkin diagram) and is formed due to the attractive force among them.
Algebraically, the stacks represent positive roots in the same way as single Bethe roots
represent simple roots of the su(2, 2|4) algebra. On the string side, stacks correspond
to elementary excitations of the world sheet. In this respect it would be interesting to
understand what are the collective “coordinates” of stacks on the spectral plane before
the thermodynamic limit. A hint may come from the duality transformations of the Bethe
equations between different systems of roots of the superalgebra, where apparently the
dual roots play the role of such “coordinates”, at least for some types of stacks. Another
question, interesting for the theory of the Bethe ansatz: Do the stacks survive in the
more traditional thermodynamic limit when the length of the spin chain is large but the
Bethe roots remain finite instead of scaling out to infinity?
Finally, we solve the Bethe equations in the thermodynamic limit by constructing an
algebraic curve which contains all the relevant information on the anomalous dimension
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of the corresponding long SYM operator. The curve perfectly agrees with the one of the
classical sigma model on AdS5 × S5 in the Frolov–Tseytlin limit which was constructed
in [47]. Various strings of stacks form cuts which may connect any two remote Riemann
sheets, in the same way as strings of single roots form cuts between two adjacent Riemann
sheets. Stacks corresponding to fermionic roots of Lie superalgebras stay solitarily and do
not form cuts, in similarity with the fermionic poles found on the sigma model side [47].
Note that in the thermodynamic limit, the duality transformation reduces to nothing
but a relabelling of sheets of the Riemann surface of the curve.
We hope that the understanding of basic properties of the Bethe equations diago-
nalizing the one-loop dilatation operator of SYM theory can play a significant role in
advancing us to the main purpose: discovery of the complete integrable structure of the
theory for arbitrary strength of the coupling and extracting some non-trivial physical
quantities out of it. One problem which seems to be at the reach of our present pos-
sibilities is the generalization of the one-loop Bethe equations to two and three loops,
as it was already done in a the smallest closed sectors su(2) [30] as well as u(1|1) and
sl(2) [18], or even asymptotically in su(2) [15]. Our previous paper [47] provides valuable
information for this purpose since it allows to compare the classical solution of the full
dual string theory with the thermodynamic limit of the SYM spin chain. The higher
order corrections on both sides can be also compared, though we know that some dis-
crepancies, attributed to differences of weak and strong coupling regime, start to appear
already from the third order [29, 30].
Maybe the most promising prospect stemming from our results of this and the pre-
vious paper [47] is to attempt quantizing the full string theory directly and thus to
construct the solution of both sides of the AdS/CFT correspondence. In contrast to the
Rt × S3 sigma model, corresponding to the su(2) sector of SYM theory,25 we know that
the full superstring sigma model on AdS5×S5 is conformally invariant and can possibly
be quantized by transforming to action/angle variables. As we noticed in [47], the alge-
braic curve established there provides the action variables and identifies in principle the
angle variables to be quantized.
In spite of spectacular progress of the last years, the subject of the AdS/CFT cor-
respondence and the attempts to find its full integrable structure are still at the “ex-
perimental” stage [62]. We are collecting and comparing various facts on both sides of
AdS/CFT integrability. We do not know for sure which of them will lead to the solution
of this important problem, but we hope that the structure of the complete theory (and
not only of its particular sectors) unveiled here and in [47] will substantially improve our
“experimental” tools.
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A Sleeping Beauty
This appendix contains lengthy expressions related to the complete superalgebra using
the ‘Beauty’ form of su(2, 2|4) [12], c.f. Fig. 1. In this form, the grading of the sheets
corresponding to the fundamental representation reads
ηk = (−1,−1,+1,+1,+1,+1,−1,−1). (A.1)
The sheets of the quasi-momentum are arranged according to (4.28)
p1,2,7,8 = pˆ1,2,3,4, p3,4,5,6 = p˜1,2,3,4. (A.2)
A.1 Bethe Equations
Written out explicitly, the one-loop Bethe equations (2.6) for gauge theory read
1 =
∏′
q
s−2
(
u(1)p − u(1)q
)∏
q
s+1
(
u(1)p − u(2)q
)
,
1 =
∏
q
s+1
(
u(2)p − u(1)q
) ∏
q
s−1
(
u(2)p − u(3)q
)
,
1 =
∏
q
s−1
(
u(3)p − u(2)q
)∏′
q
s+2
(
u(3)p − u(3)q
)∏
q
s−1
(
u(3)p − u(4)q
)
,(
s+1
(
u(4)p
))L
=
∏
q
s−1
(
u(4)p − u(3)q
)∏′
q
s+2
(
u(4)p − u(4)q
)∏
q
s−1
(
u(4)p − u(5)q
)
,
1 =
∏
q
s−1
(
u(5)p − u(4)q
)∏′
q
s+2
(
u(5)p − u(5)q
)∏
q
s−1
(
u(5)p − u(6)q
)
,
1 =
∏
q
s−1
(
u(6)p − u(5)q
) ∏
q
s+1
(
u(6)p − u(7)q
)
,
1 =
∏
q
s+1
(
u(7)p − u(6)q
)∏′
q
s−2
(
u(7)p − u(7)q
)
(A.3)
with the scattering term
st(u) =
u+ i
2
t
u− i
2
t
. (A.4)
The products go over all allowed values q = 1, . . . , Kj for the particular flavor j of Bethe
roots u
(j)
q . For the primed product means that that the term with coinciding roots, q = p,
is omitted.
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A.2 Global Charges
The excitation numbers Kj are related to the Dynkin labels [r1; r2; r3, r4, r5; r6; r7] of the
state through
r1 = K2 − 2K1,
r2 = K3 −K1 + 12δE,
r3 = K2 +K4 − 2K3,
r4 = L− 2K4 +K3 +K5,
r5 = K4 +K6 − 2K5,
r6 = K5 −K7 + 12δE,
r7 = K6 − 2K7. (A.5)
or for short
η¯jrj = Vj L+ V¯j δE −Mjj′Kj′. (A.6)
Here η¯j = [−1;+1;+1,+1,+1;+1;−1] are conventional factors for the definition of the
Dynkin labels. The Dynkin labels Vj = [0; 0; 0, 1, 0; 0; 0] characterize the spin represen-
tation to which each field of N = 4 SYM belongs. The labels V¯j = [0; 12 ; 0, 0, 0; 12 ; 0]
indicate the change of (fermionic) Dynkin labels induced by the energy shift. Note that
the Dynkin labels obey the central charge constraint
−r1 + 2r2 + r3 = r5 + 2r6 − r7. (A.7)
The inverse relation between Dynkin labels and excitation numbers is given by
K1 =− 12L+ 12B − 14r∗ − 34r1 + 12r2 + 12r3 + 12r4 + 12r5 + 12r6 − 14r7 − 12δE,
K2 =− L+ B − 12r∗ − 12r1 + r2 + r3 + r4 + r5 + r6 − 12r7 − δE,
K3 =− 12L+ 12B − 14r∗ − 12r1 + r2 + 14r3 + 12r4 + 34r5 + r6 − 12r7 − δE,
K4 = − 12r1 + r2 + 12r3 + 12r5 + r6 − 12r7 − δE,
K5 =− 12L− 12B + 14r∗ − 12r1 + r2 + 34r3 + 12r4 + 14r5 + r6 − 12r7 − δE,
K6 =− L− B + 12r∗ − 12r1 + r2 + r3 + r4 + r5 + r6 − 12r7 − δE,
K7 =− 12L− 12B + 14r∗ − 14r1 + 12r2 + 12r3 + 12r4 + 12r5 + 12r6 − 34r7 − 12δE.
(A.8)
The constant B represents the hypercharge of the vacuum. In gauge theory we con-
ventionally set it to zero. The label r∗ describes the hypercharge of the state. It is a
conserved quantity at the one-loop level, but violated by higher-loop effects.
In the thermodynamic limit, the excitation numbers are replaced by the global fillings
defined as
Kj =
A∑
a=1
L
2pii
∮
Ca
du
j∑
k=1
ηkpk(u). (A.9)
The global filling Kj essentially measures the total filling of all (k, l)-cuts with k ≤ j < l.
The Dynkin labels are directly obtained through the residues at infinity
η¯jrj =
L
2pii
∮
∞
du
(
pj(u)− pj+1(u)
)
. (A.10)
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A.3 Dualization of Excitation Numbers
Let {Kj}7j=1, {K˜j}7j=1 respectively denote the excitation numbers in the Beauty and
Beast basis. According to (3.6) and (3.12) one obtains
K˜1 = K1,
K˜2 = K2,
K˜3 = 2L +K2 −K6 +K7−4,
K˜4 = 2L +K2 −K6 −8,
K˜5 = L +K3 −K6 −6,
K˜6 = K4 −K6 −4,
K˜7 = K5−K6 −2. (A.11)
The representation of the state does not change under dualization. However, the inter-
pretation of highest weight state changes by E˜ = E + 4, r˜∗ = r∗ + 4, c.f. App. A.2, and
leads to the constant finite shifts in (A.11).26 The remaining Beauty labels r1, r3, r4, r5, r7
do not change, c.f. [12] for the translation of K˜j into Dynkin labels. The inverse relation
reads
K1 = K˜1,
K2 = K˜2,
K3 = L +K˜2 −K˜4 +K˜5 −2,
K4 = 2L +K˜2 −K˜4 +K˜6 −4,
K5 = 2L +K˜2 −K˜4 +K˜7−6,
K6 = 2L +K˜2 −K˜4 −8,
K7 = K˜3−K˜4 −4. (A.12)
For the interchange of su(4) and su(2, 2), c.f. Fig. 3, the excitation numbers are
related by
K˜1 = −K2+K3 −2,
K˜2 = −K2 +K4 −4,
K˜3 = K1−K2 +K4 −2,
K˜4 = K4,
K˜5 = K4 −K6+K7−2,
K˜6 = K4 −K6 −4,
K˜7 = K5−K6 −2. (A.13)
Here the highest weight state is shifted by E˜ = E+4, J˜ = J +4, with J = 1
2
r3+ r4+
1
2
r5
the main spin of su(4) in the Beauty basis. All the other Beauty labels r1, r3, r5, r7 remain
unchanged.
26This is for generic long multiplets with 0 ≤ K1 ≤ K2 ≤ K3 − 2 ≤ K4 − 4 ≥ K5 − 2 ≥ K6 ≥ K7 ≥ 0
and K2 +2L ≥ K3 +L+2 ≥ K4 +4 ≤ K5 +L+2 ≤ K6 + 2L. Short multiplets lead to special cases in
the duality transformation and the excitation numbers are slightly modified.
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A.4 Fundamental Transfer Matrix
A central object of the Bethe ansatz is a formula which determines the eigenvalue of
a transfer matrix27 for a given set of Bethe roots {u(j)p }. The transfer matrix in the
fundamental representation is [49]
T4|4(u) = −S+1 (u) U+1(u)
−S−1 (u− i) S+2 (u− i2) U+1(u)
+S−3 (u− i) S+2 (u− i2) U+1(u)
+S+3 (u) S
−
4 (u− i2) U+1(u)
+S−5 (u) S
+
4 (u+
i
2
) U−1(u)
+S+5 (u+ i) S
−
6 (u+
i
2
) U−1(u)
−S+7 (u+ i) S−6 (u+ i2) U−1(u)
−S−7 (u) U−1(u) (A.14)
with the scattering and potential terms
S±j (u) =
Kj∏
p=1
u− u(j)p ± i2
u− u(j)p ∓ i2
and Us(u) =
(
u+ i
2
s
u
)L
. (A.15)
From a transfer matrix one can read off the Bethe equations: The equation for a root u
(j)
p
is equivalent to the cancellation of poles in T4|4(u) (except for the trivial L-fold pole at
u = 0) from each S±j entering in two consecutive terms. The resulting Bethe equations
are spelled out in (A.3).
In the thermodynamic limit, the leading order of the transfer matrix is determined
through the quasi-momenta introduced in (4.18)
T4|4(u) =
8∑
k=1
ηk exp(ipk(u)) + · · · . (A.16)
Transfer matrices exist for any representation of the symmetry algebra. Those in os-
cillator representations, e.g., are generated by the characteristic determinant, see App. B.
A.5 Dualization of the Transfer Matrix
The eigenvalue of the transfer matrix (A.14) is made up of the scattering function and
the potential function (A.15). For these functions the following relations are derived
from the definition of dual roots:
S+u (u)
(
S−v (u− i2)− S−w (u− i2)
)
= S−u˜ (u)
(
S+w (u+
i
2
)− S+v (u+ i2)
)
(A.17)
for su = 0 and
S+u (u)
(
S−v (u− i2)Ut+su−1(u− i2t)− S−w (u− i2)Ut−su−1(u− i2t)
)
= S−u˜ (u)
(
S+w (u+
i
2
)Ut+su+1(u− i2t)− S+v (u+ i2)Ut−su+1(u− i2t)
)
(A.18)
27The transfer matrices for the sl(n|m) Bethe ansatz are discussed in [63].
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for su 6= 0. Here S±u˜ (u) denotes the scattering function for the dual roots {u˜j} and t
is an arbitrary parameter. These relations provide us with the duality transformation
among transfer matrices. For example, one can transform T4|4(u) in (A.14) into
TBeast
4|4 (u) = −S+1 (u) U+1(u)
−S−1 (u− i) S+2 (u− i2) U+1(u)
− S˜+3 (u− i) S−2 (u− 3i2 ) U−5(u)
− S˜−3 (u− 2i) S˜+4 (u− 3i2 ) U−1(u)
+ ˜˜S−5 (u− 2i) S˜+4 (u− 3i2 ) U−1(u)
+ ˜˜S+5 (u− i) ˜˜S−6 (u− 3i2 ) U−1(u)
+ S˜−7 (u− i) ˜˜S+6 (u− i2) U−1(u)
+ S˜+7 (u) U−1(u) (A.19)
by following the sequence of duality transformations as illustrated in Fig. 2. Scattering
terms for dualized roots are denoted by S˜, ˜˜S. Another example is obtained from the
transformation illustrated in Fig. 3. One can also transform T4|4(u) into
TBeauty
′
4|4 (u) = + S˜
−
1 (u) U+1(u)
+ S˜+1 (u+ i) ˜˜S
−
2 (u+
i
2
) U+1(u)
− S˜+3 (u+ i) ˜˜S−2 (u+ i2) U+1(u)
− S˜−3 (u) S+4 (u+ i2) U+1(u)
− S˜+5 (u) S−4 (u− i2) U−1(u)
− S˜−5 (u− i) ˜˜S+6 (u− i2) U−1(u)
+ S˜−7 (u− i) ˜˜S+6 (u− i2) U−1(u)
+ S˜+7 (u) U−1(u), (A.20)
which corresponds to the second diagram from the bottom. The transfer matrix cor-
responding to the bottom has the same form as (A.14) except that all the spins s of
Us(u) are inverted.
28 This one and (A.20) are equivalent in the sense that both of them
produce the same Bethe equations.
B Characteristic Determinant
Let us briefly discuss the characteristic determinant of our spin chain. The characteristic
determinant is part of the Baxter equation, which is an important equation for quantum
integrable models. We will however focus on a different aspect, namely that the char-
acteristic determinant can be understood as a generating operator for transfer matrix
eigenvalues in various representations. This represents a shortcut to the process of fusion
28This corresponds to the fact that both of the top and bottom of Fig. 3 are in the “Beauty” form,
but carry opposite Dynkin indices.
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of the fundamental transfer matrix with itself [64]. In case of the unitary algebra su(m),
the characteristic determinant Ψu is of the form [64] (see also [65])
Ψu ∼
m∏
k=1
(
exp(i∂u)− S−k (u+ · · · )S+k−1(u+ · · · )U...(u+ · · · )
)
(B.1)
with S and U as in (A.15). The omitted constants will not be of importance here.
Antisymmetric Representations. The characteristic determinant can be brought
to the form of a difference operator
Ψu =
m∑
s=0
(−1)seis∂u/2 T[s](u) eis∂u/2. (B.2)
The coefficients are given by the eigenvalues of transfer matrices T[s](u) in totally anti-
symmetric products of the fundamental representation. The characteristic determinant
is thus a generating operator for transfer matrix eigenvalues.
Symmetric Representations. The eigenvalues of transfer matrices in totally sym-
metric products of the fundamental representation T{s}(u) are also contained in Ψu, or
more precisely in the inverse
Ψ−1u =
∞∑
s=0
e−is∂u/2−im/2 T{s¯}(u) e
−is∂u/2−im/2. (B.3)
Here we expand all the factors within Ψ−1u according to
(exp(i∂u)− F (u))−1 = exp(−i∂u) + exp(−i∂u)F (u) exp(−i∂u) + · · · . (B.4)
in other words we assume exp(i∂u) to be large. An alternative mode of expansion leads to
the eigenvalues of transfer matrices in totally symmetric products of the antifundamental
representation T{s¯}(u):
Ψ−1u = (−1)m
∞∑
s=0
eis∂u/2 T{s}(u) e
is∂u/2. (B.5)
To obtain this form, we consider exp(i∂u) to be small
(exp(i∂u)− F (u))−1 = −F (u)−1 − F (u)−1 exp(i∂u)F (u)−1 − · · · , (B.6)
Non-Compact Representations. This does not even exhaust the set of representa-
tions contained in Ψu. We can choose to expand some of the factors within Ψ
−1
u according
to (B.4) and the others according to (B.6). This leads to an expansion
Ψ−1u = (−1)l
∞∑
s=−∞
eis∂u/2 T{l,s}(u) e
is∂u/2. (B.7)
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in terms of transfer matrix eigenvalues T{l,s}(u) in some representations {l, s}. Here l is
the number of factors expanded according to (B.6). All these representations are infinite-
dimensional, the transfer matrix eigenvalues thus contain infinitely many terms. This
expansion is particularly useful for non-compact forms su(m,n) of the unitary algebra,
especially the the conformal group su(2, 2). The representations taken by fields within a
conformal field theory are of the form {2, s}, where s corresponds to the conformal spin.
Oscillator Representations. The representations appearing above can be summa-
rized as the oscillator representations of su(m). Let us briefly outline the relationship
between oscillator representation and the above expansions of the characteristic determi-
nant. One introduces a set of m oscillators ak and their conjugates a†k. The generators of
su(m) are represented by mixed bilinears a†ka
l. The oscillator number M =
∑m
k=1 a
†
ka
k
commutes with su(m). Thus the oscillator representation naturally splits into various
irreducible representations labelled by the eigenvalues of M . This label corresponds to
the parameter k in the above expansions of Ψu. Now we can choose the oscillators to
obey commutation or anticommutation relations. Fermionic oscillators lead to totally
antisymmetric products of the fundamental representation and thus to the expansion of
Ψu in (B.2). Conversely, bosonic generators correspond to the expansions of the inverse
characteristic determinant Ψ−1u . Here we can choose, for each oscillator k, whether the
oscillator vacuum should be annihilated by ak or by a†k.
29 These two choices correspond
to the expansions (B.4) or (B.6) of the inverse factors within Ψ−1u .
The Superalgebra su(2, 2|4). For the superalgebra, it is natural to expect the ex-
istence of a similar characteristic determinant. As the oscillator representation of a
supersymmetric algebra contains bosonic and fermionic oscillators, we should expect the
characteristic determinant to consist of regular and inverse factors. Using the knowl-
edge of (A.14) and of the Bethe equations for the superalgebra su(2, 2|4), we suggest the
following form of the characteristic operator to generalize (B.1)
Ψu =
(
exp(i∂u)− S+1 (u+ i2) U+1(u+ i2)
)−1
· (exp(i∂u)− S−1 (u+ i2) S+2 (u+ i) U+1(u+ 3i2 ))−1
· (exp(i∂u)− S−3 (u+ i2) S+2 (u+ i) U+1(u+ 3i2 ))
· (exp(i∂u)− S+3 (u+ i2) S−4 (u) U+1(u+ i2))
· (exp(i∂u)− S−5 (u− i2) S+4 (u) U−1(u− i2))
· (exp(i∂u)− S+5 (u− i2) S−6 (u− i) U−1(u− 3i2 ))
· (exp(i∂u)− S+7 (u− i2) S−6 (u− i) U−1(u− 3i2 ))−1
· (exp(i∂u)− S−7 (u− i2) U−1(u− i2))−1 , (B.8)
see (A.15) for the definition of S and U .
29For fermions this choice does not make a difference in analogy to the unique expansion of the
polynomial factor exp(i∂u)− F (u).
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There are various ways of expanding this expression. We can consider all exp(i∂u) to
be large and obtain
Ψu =
∞∑
s=0
(−1)se−is∂u/2T[s}(u) e−is∂u/2, Ψ−1u =
∞∑
s=0
e−is∂u/2 T{s](u) e
−is∂u/2. (B.9)
The expansion coefficients are the transfer matrix eigenvalues in super(anti)symmetric
representations; supersymmetric means that the representation is totally symmetric
w.r.t. su(4) and totally antisymmetric w.r.t. su(2, 2) and vice versa for superantisym-
metric. Both towers are infinite because they contain totally symmetric representations
of either su(4) or su(2, 2). The fundamental transfer matrix (A.14) appears at the first
level of both towers.
T4|4(u) = T[1}(u) = T{1](u) (B.10)
Similarly, we can consider all exp(i∂u) to be small and obtain the conjugate representa-
tions
Ψu =
∞∑
s=0
(−1)seis∂u/2T[¯s}(u) eis∂u/2, Ψ−1u =
∞∑
s=0
eis∂u/2 T{s¯](u) e
is∂u/2. (B.11)
A further important mode of expansion is as follows. The first two factors in (B.8) should
be expanded according to (B.4), the last two using (B.6). We then obtain transfer matrix
elements in infinite-dimensional representations
Ψu =
∞∑
s=−∞
(−1)seis∂u/2T(s)(u) eis∂u/2. (B.12)
The transfer matrix eigenvalue T(0)(u) for s = 0 turns out to be the generator of local
charges Qr.
Dualization. The duality transformation of Sec. 3 can be applied to the characteristic
determinant. Let us consider the product of two consecutive terms within Ψu. For these
the following two identities hold for su = 0(
exp(i∂u)− S+u (u+ i2) S−v (u) F (u+ i2)
)−1
· (exp(i∂u)− S+u (u+ i2) S−w (u) F (u+ i2))
=
(
exp(i∂u)− S−u˜ (u− i2) S+v (u) F (u− i2)
)
· (exp(i∂u)− S−u˜ (u− i2) S+w (u) F (u− i2))−1 . (B.13)
with some arbitrary function F (u) and for su 6= 0(
exp(i∂u)− S+u (u+ i2) S−v (u) Ut−1+su(u− i2t + i2) F (u+ i2)
)−1
· (exp(i∂u)− S+u (u+ i2) S−w (u) Ut−1−su(u− i2t + i2) F (u+ i2))
=
(
exp(i∂u)− S−u˜ (u− i2) S+v (u) Ut+1−su(u− i2t− i2) F (u− i2)
)
· (exp(i∂u)− S−u˜ (u− i2) S+w (u) Ut+1+su(u− i2t− i2) F (u− i2))−1 . (B.14)
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To show the agreement, we have to multiply the inverse terms to the other side and
expand. The identities (A.17,A.18) then guarantee the equality. Dualization of the
characteristic determinant thus consists of permuting one factor with an adjacent inverse
factor according to the above relations.
C Anomaly
Consider two sets of roots {up}Kp=1 and {vp}Kp=1 which are pairwise close to each other:
vp = up + O(1). It is the situation which we encounter in strings of stacks, where two
roots up, vp belong to the same p-th stack, and the size of the string is large K = O(L).
In other words, each v-root is attached to one of the u-roots. Let us denote the distance
between u- and v-roots by ξp = vp − up = O(1). Then the scattering factor for root vp
off the roots {uq}Kq=1
K∏
q=1
vp − uq − i2
vp − uq + i2
(C.1)
contains two contributions: from short distances, when vp − uq = O(1), and from large
distances, when vp − uq = O(L). Let us divide the above product into two parts,
|p− q| ≤ A and |p− q| > A, where 1≪ A≪ L.
Consider first the short-distance part of the product. For sufficiently small r, we can
approximate
up+r = up +
r
ρ(up/L)
+O(1/L),
vp+r = up + ξp +
r
ρ(up/L)
+O(1/L), (C.2)
and neglect the 1/L correction as far as |r| ≪ L. Note that the density of roots ρ(u) at
uL ≈ up is the same for up as for vp by construction. Then
A∏
r=−A
vp − up+r − i2
vp − up+r + i2
=
A∏
r=−A
ξp − i2 − r/ρ(up/L)
ξp +
i
2
− r/ρ(up/L)
+ · · · (C.3)
holds up to O(1/L) corrections. Since A ≫ 1 and the product quickly converges, we
can replace the upper limit of multiplication by infinity and then find the full anomaly
contribution, similarly to [52]
A∏
r=−A
vp − up+r − i2
vp − up+r + i2
=
sin
(
piρ(up/L)
(
ξp − i2
))
sin
(
piρ(up/L)
(
ξp +
i
2
)) + · · · . (C.4)
If |q−p| ≫ 1, we can neglect O(1) terms in vp−uq and approximate vp by up. Hence,
the large-distance part of the product in (C.1) is
∏
|q−p|>A
vp − uq − i2
vp − uq + i2
= exp
(
i/G(up/L) + · · ·
)
, (C.5)
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where
/G(u) = −
∫
dv ρ(v)
v − u (C.6)
is the principal value of the u-resolvent (which coincides with the v-resolvent).
Finally we get
K∏
q=1
vp − uq − i2
vp − uq + i2
= exp
(
iHvu(up/L) + i/G(up/L) + · · ·
)
, (C.7)
where we introduced the anomaly term stemming from the ξ shift between the roots v
and u
Hvu(u) =
1
i
log
sin
(
piρ(u)(ξ(u)− i
2
)
)
sin
(
piρ(u)(ξ(u) + i
2
)
) . (C.8)
The function ξ(u) ≈ ξp represents the O(1) separation of the strings of u- and v-roots
at position uL ≈ up. Note that if we considered the scattering of roots within the same
flavor then vp = up, i.e. ξp = 0 for any p, and we would get no anomaly term in (C.7)
in the leading order, Huu(u) = 0. The formula (C.8) does not directly generalize to
ξ(u) = 0 due to omission of the term p = q for alike roots in the Bethe equations.
Now we can verify that the scattering factor between two stacks discussed in Sec. 4.2
is anomaly free. The scattering factor (4.2) can be decomposed as follows
skl,kl(u, u
′) =
l−1∏
j=k
u(j) − u′(j) + i
2
Mj,j
u(j) − u′(j) − i
2
Mj,j
×
l−1∏
j=k
l−1∏
j′=j+1
(
u(j) − u′(j′) + i
2
Mj,j′
u(j) − u′(j′) − i
2
Mj,j′
u(j
′) − u′(j) + i
2
Mj,j′
u(j′) − u′(j) − i
2
Mj,j′
)
. (C.9)
Terms in the single product do not yield any anomaly, as is explained above. On the
other hand, each term in the double products yields an anomaly. However, by observing
the odd property of the anomaly term
Hvu(u) = −Huv(u), (C.10)
we see that anomalies completely cancel out in total, as far as dealing with Bethe equa-
tions corresponding to a symmetric Cartan matrix Mj,j′ =Mj′,j.
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