Introduction

23
Having plagued the field since its inception (Zischler et al., 1995) , contamination is one of the defin-24 ing features of ancient DNA (aDNA). While DNA extracted from present-day specimens is mostly 25 endogenous, aDNA extracts are a mixture of low levels of damaged and fragmented endogenous DNA 26 often dwarfed by higher amounts of contaminant DNA (Orlando et al., 2015) . In recent years, high-27 throughput sequencing technologies have substantually contributed to advancing the field by randomly 28 retrieving DNA fragments present in the extract, i.e., including the shorter, damaged endogenous ones.
29
Nevertheless, the problem of contamination has persisted, and affects all laboratories (Wall and Kim, 30 2007; Champlot et al., 2010; Llamas et al., 2017; Der Sarkissian et al., 2015; Pääbo et al., 2004; Willer-31 slev and Cooper, 2005; Sampietro et al., 2006; Gilbert et al., 2005) .
33
Contaminant DNA is expected to have either an environmental (e.g. soil microbes) or a human origin 34 e.g. people involved in excavation, extraction or sample handling (Sampietro et al., 2006; Llamas et al., 35 2017). As aDNA sequencing data is routinely mapped to a reference genome that is closely related to 36 the study organism (Schubert et al., 2012) , identifying environmental contamination by means of se-37 quence identity is relatively straightforward. However, for human samples, human contamination can 38 be particularly pernicious as endogenous and exogenous DNA molecules are highly similar. Moreover, 39 this type of contamination is problematic as it could lead to spurious evolutionary inferences (Wall and 40 Kim, 2007; Racimo et al., 2016) . Consequently, a number of methods for quantifying contamination 41 in aDNA data have emerged during the last decade. Existing methods rely on either haploid chro-42 mosomes (e.g., the mitochondrial DNA (mtDNA) (Fu et al., 2013; Green et al., 2008; Renaud et al., 43 2015) and the X-chromosome in males (Rasmussen et al., 2011) ) or diploid autosomes (Racimo et al., 44 2016).
46
MtDNA-based methods
47
Mitochondrial DNA is often present in multiple almost identical copies in a given cell and is consid-48 erably shorter than the nuclear genome. As such, mtDNA has been historically easier to target and 49 sequence compared to the nuclear genome (Higuchi et al., 1984; Krings et al., 1997) . Hence, the first 50 computational methods to measure contamination were tailored to this short molecule for which a high 51 depth of coverage is often achieved. In general, methods based on haploid genomic segments (e.g., 52 mtDNA) rely on the expectation that there is a single DNA sequence type per cell. Thus, multiple 53 alleles at a given site would be the result of either contamination, post-mortem damage, sequencing or 54 mapping error.
56
Currently, there are three common mitochondrial DNA-based methods that require a high coverage 57 mtDNA consensus sequence. Green et al. (Green et al., 2008) , estimated mtDNA contamination in 58 a Neanderthal sample by counting the number of reads that did not support the mtDNA consensus 59 (assumed to be the endogenous sequence) at sites where the consensus differed from a worldwide panel 60 of mtDNAs ('fixed derived sites'). Later, Fu et al. (Fu et al., 2013 ) introduced a method focused on 61 modelling the observed reads as a mixture of the mtDNAs in a panel containing the endogenous se-62 quence while co-estimating an error parameter. Importantly, these methods did not take into account 63 the complexity of inferring the endogenous 'consensus' mtDNA sequence. Thus, a subsequent method 64 (Schmutzi) sought to jointly infer the endogenous mitogenome while estimating present-day human X-chromosome-based methods and a novel approach 83 In 2011, Rasmussen et al. (Rasmussen et al., 2011) estimated the contamination level in whole genome 84 sequencing data from a male Aboriginal Australian based on the X-chromosome using a maximum 85 likelihood method. Similar to mtDNA-based methods, this method relies on the fact that the X-86 chromosome is hemizygous in males. The mathematical details of the method used in that study 87 were described in the supplementary information. However, while this method could in principle also 88 perform well for low depth data, its performance was not assessed in detail.
90
In this work, we propose a new maximum likelihood method (implemented in C++ and R) relying 91 on 'relatively long' haploid chromosomes potentially sequenced at low depth of coverage (such as 92 the X-chromosome in male humans). We present the mathematical details of our method, perform 93 extensive simulations and analyze real data to compare it to existing nuclear-based methods. To do 94 so, we also implement the method by (Rasmussen et al., 2011 ) (see Sections 3.3 and 6 for a discussion 95 on the fundamental differences between methods). We measure the performance of the methods by 96 quantifying the accuracy of the contamination estimates and assess the effect of a) varying levels of 97 contamination, b) varying depth of coverage, c) the ancestry of the endogenous and the contaminant 98 populations and d) additional error in the endogenous data. We show that our method performs 99 particularly well for low-depth data compared to other methods. It can accurately estimate present-100 day human contamination for male samples that are likely to be candidates for further evolutionary 101 analysis (i.e. when contamination is <25%) when the X-chromosome depth of coverage is as low as 102 0.5×. Moreover, our implementation is fast and scalable. 
Methods
104
We assume we have collected high-throughput whole genome sequence (WGS) data from a sample 105 that contains DNA from two different sources; DNA belonging to one individual of interest (the 'en-106 dogenous' DNA or 'endogenous individual'), and DNA from contaminating individuals. We want to 107 estimate the fraction c of DNA that belongs to the contaminant individuals versus the individual of 108 interest. We assume that the individual of interest and the contaminants belong to the same species 109 but they can belong to different populations. We denote the contaminating population by P op c . Given 110 the high-throughput nature of the data, each site along the genome can be covered by multiple se-111 quencing reads or alleles. The data has been mapped to a reference genome which includes a haploid 112 chromosome (e.g., the X-chromosome for human males). Across all chromosomes, a fraction c of the 113 reads belong to the contaminants while the rest (1 − c) belong to the endogenous individual.
115
For haploid chromosome(s), we expect that the individual of interest will carry only one allele at each 116 site, and we rely on this idea to estimate c, the contamination fraction. As discussed above, observing 117 multiple alleles at a given site can be due to either sequencing error, post-mortem DNA degradation, 118 mapping errors or contamination. 
Assumptions and notation
120
We rely on the availability of population genetic data (allele frequencies) from a 'reference panel' from 121 a number of populations including P op c . We assume that (1) the panel includes data at L polymor-122 phic sites; (2) there are four possible bases (A, C, G and T ) at every site but only two are naturally 123 segregating across populations (we have bi-allelic sites) (3) we know the population allele frequencies 124 of P op c perfectly; (4) the endogenous individual carries either naturally segregating alleles with equal 125 probability (see discussion); (5) there are no mapping errors, hence multiple alleles will only be due 126 to error (sequencing or post-mortem damage) or contamination; (6) all observed sequencing reads are 1 and that we 165 have a total of n i T sequenced reads at that site is given by:
Similarly, if the endogenous is α i 2 , we have that:
We can now compute the probability of X i 1 = 1, that is the probability of observing one α i 1 allele in 168 the sequencing data. We will momentarily drop the index i to simplify the presentation. Let us first 169 assume that the true endogenous allele is α 1 (i.e., we first compute p 1 ). By conditioning on the source 170 of the observed allele being either the endogenous ('endo') or a contaminant ('cont') individual, we
171
have that:
= c p(X 1 = 1|c, F, Γ, cont)
In the contaminant case, we then condition on either of the naturally segregating alleles:
By substituting the equations above into equation (10) we have that:
There are indeed two ways to draw an α 1 allele. other three equations for the probability of observing an α 2 , α 3 or α 4 allele:
The equivalent expression for observing non-α 1 alleles is simply
since it is not possible to draw simultaneously two alleles. We then have that:
Conditioning on the endogenous allele being α 2 and following a similar logic, we have for the q k 185 equations:
The first part of the q k equations, corresponding to the contaminant read case, is identical to the 187 first part of the p k equations 14, 15, 16, and 17. For the second part, which corresponds to the 188 endogenous read case, we can simply invert indices 1 and 2 to recover the second part of the p k 189 equations. We can simplify all equations further since in our implementation we have γ aa = (1 − )
190
and γ ab = /3 ∀ a, b ∈ {A, C, G, T} with a = b. Adding now the i index, we have for the p i k :
Note that we can further simplify those expressions by using f
And for the q i k :
Likelihood function -'Two-consensus'
194
We will filter the data so that a read only covers one polymorphic site. In other words, since the reads 195 are assumed to be independent from each other, each site is also independent. Assuming the error 196 rates are known (see below), the likelihood function for the parameter c can be written as:
We can then find the value c (ĉ mle ) that maximizes (c) (i.e. the maximum likelihood estimate, mle). The method we propose above is related to one that was described in the supplementary material of 
Similarly, for Y 2,3,4 , we have that:
Finally, denoting φ rates in terms of , we have as above:
While the likelihood function becomes:
since p(α E = α 2 ) = 0. We call this approach the 'One-consensus' method since the 'consensus' allele 210 is assumed to be the truth; accordingly, we will call our new approach the 'Two-consensus' method 211 since we integrate over both segregating alleles and assume that either can be the true endogenous
212
(consensus) allele at a particular site. 
Estimating error rates
214
To infer the contamination rate c, we first obtain a point estimate of by considering the flanking 215 regions of the polymorphic sites following (Rasmussen et al., 2011) . Specifically, we assume that the 216 sites neighboring a polymorphic site i in the reference panel are fixed across all populations -including 217 population P op c and are given by the most prevalent allele at each of those sites. Without loss of 218 generality we can assume α 1 = α C = α E for all flanking sites. We label the flanking sites i j where, 219 e.g., i −2 is the second site to the left of site i (i 0 is site i). We assume that non-α 1 alleles at those 220 neighboring sites are solely due to error. In other words when j = 0, we have that f (30) and (34)). We consider the counts of non-α 1 222 alleles at s sites left and right of the polymorphic sites. Having assumed that (i) reads are independent 223 of each other, (ii) bases within a read are independent from each other, we have: 
Under some regularity conditions, the 95% confidence interval for our contamination rate is then 235ĉ ± 2σ c . The human reference population allele frequency panels used in this study are available there as well. we compared our method to two existing methods based on nuclear data; namely, our implementation 253 of the 'One-consensus' method by Rasmussen et al. (2011) and DICE by Racimo et al. (2016) . In all 254 cases, we simulated sequencing data by sampling and 'mixing' mapped reads from publicly available 255 genomes in known proportions while controlling for the depth of coverage (DoC). 
General simulation framework and settings
258
For all experiments described below we used our method with the following settings: -d 3, -e 20 (i.e., estimates from simulated dataĈ = {ĉ 1 ,ĉ 2 ,· · · ,ĉ k } and an expected contamination fraction c exp (where 263 applicable) as follows: mapped and filtered following (Malaspinas et al., 2014) .
276
We considered ten populations from the HapMap project as potential proxies for P op c . Those pop-277 ulations represent broad scale worldwide variation (Altshuler et al., 2010 the HapMap CEU reference panel as a proxy for the allele frequencies in the contaminant population.
290
For each simulation, we estimated the contamination fraction using the 'One-consensus' (Rasmussen 291 et al., 2011) and the 'Two-consensus' methods.
293
The results are shown on Figure 1a . We observed that the estimated contamination rates matched the 294 simulated rates qualitatively for both methods as long as the contamination fraction was below 0.25 295 (see below for a discussion relative to the bias). In addition, the 'Two-consensus' method provided 296 more accurate results especially when contamination was high. Given both methods failed at estimat-297 ing very large contamination fractions accurately, we simulate data with contamination rates between 298 0.01 and 0.25 for subsequent analyses. 
Comparison with DICE
322
We compared the performance of our method to DICE, an autosomal data-based method for 323 co-estimating contamination, sequencing error, and demography (Racimo et al., 2016) . We carried out 324 simulations as detailed above and we 'contaminated' an ancient Native American genome (Anzick1) 325 (Rasmussen et al., 2014) with data from a present-day French individual. In this case, we used an 326 ancient individual to favor DICE, which jointly estimates the error rate and contamination fraction.
327
We ran DICE with the two-population model using the 1000 Genomes Project Phase III CEU allele 328 frequencies as a proxy for the frequencies of the putative contaminant and the YRI frequencies to 329 represent the 'anchor' population. We let the MCMC algorithm run for 100,000 steps and discarded 330 as burn-in the first 10,000 steps. We used the coda R package to obtain 95% posterior credibility 331 intervals. For our method we used the parameters detailed in Section 4.1. We summarise the results 332 for this comparison in Figure 2 .
334
In agreement with the simulations based on present-day data in the previous section, we observed that 335 our method yielded accurate estimates for a DoC as low as 0.5× and for true contamination fractions 336 below 0.25. In contrast, in most cases, we observed that DICE did not converge to a value close to 337 the simulated contamination fraction for a DoC ≤ 1 but instead vastly overestimated contamination.
338
Whereas DICE started to yield useful estimates at 5×, our method provided more accurate estimates 339 than DICE for all simulated cases. These results suggest that for low depth data (≤ 5×) the 'Two-340 consensus' method should be used to estimate contamination. Simulation results comparing our method to DICE. We simulated data as described in Section 4.5 and estimated contamination across five replicates using our method (purple) and DICE (green). We 'contaminated' the Anzick1 ancient Native American genome with a French individual at increasing contamination fractions while controlling for the DoC. Vertical bars correspond to 95% confidence intervals for the Two-consensus method and to 95% credible intervals for DICE. The dashed line indicates the expected values. Note that the simulated DoC corresponds to the autosomal DoC for DICE and the X-chromosome DoC for our method. To get a sense of the minimal amount of data necessary to obtain accurate estimates with our method, sequence from the contaminant French individual and each reference population. We defined this
where L is the total number of sites included in the reference 384 population P op c (assumed to be the contaminant) and ψ i is the frequency of the allele carried by the 385 contaminant individual X (French in this case), at locus i. Note that we only considered the sites 386 that are included in all reference panels to compute this distance. Results are shown in Figure 5 .
388
We found that misspecifying the contaminant population led to an underestimation of the contami- example, (Rasmussen et al., 2015) ). The effect of the distance between the reference population (P opc) and the contaminant. We simulated data as described in Section 4.7. We considered the ten reference populations described in Table 1 and 'contaminated' a Sardininan with a French individual. We simulated data with increasing contamination fractions while controlling for the DoC. a. contamination estimates for each replicate (points) and corresponding 95% confidence intervals (vertical bars Figure 6 . Qualitatively, although there is a significant 404 positive correlation between the RMSE and the error (Figure 6b ), the overall effect is small, except
405
for the extreme cases of 5% and 10% added error, where we observe a systematic overestimation of 406
contamination. Yet, we note that current second generation sequencing platforms such as the Illumina
407
HiSeq, have substantially lower error rates, e.g., sequencing error rates in the modern human genome 408 dataset from (Meyer et al., 2012) have been estimated to be between 0.03 and 0.05% (Malaspinas 409 et al., 2014) . The apparent innocuousness of additional small amounts of error, is likely due to the 410 fact that error affects all sites (variable and neighboring) uniformly in our model, but also that the 411 error rate is smaller than the explored range of contamination rate (except for 5% and 10% added error).
413
We note that the observed error structure for aDNA is different from our simulations. In particular 414 the error is not independent of the position across reads. For example, C to T and G to A misincor-
415
porations tend to accumulate towards the reads' termini (Briggs et al., 2007 We explored the running time of our method implementation using a machine with 24 2.8 GHz Intel
424
Xeon cores. The data parsing step for 5× X-chromosome datasets was always below 3 minutes.
425
Following data parsing, the raw contamination estimate is obtained nearly instantaneously. Thus, Finally, we show that our method outperforms the previously published nuclear genome data-based 468 methods 'One-consensus' (Rasmussen et al., 2011) and DICE (Racimo et al., 2016 
