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Abstract
The traffic management system to date relies on the available infrastructure for the collection, transmission and 
processing of traffic data.  The technology in this field has not kept up with the state of the art due to lack of funding, 
lack of interest from the private sector and the lack of synergy between the various users of technology.  On the other 
hand great strides have been made in the processing of traffic data to obtain dynamic solutions to relieve congestion, 
predict traffic flows and thwart threatening traffic jams.  Academia and industry have been developing algorithms and 
models that run on traditional Central Processing Unit (CPU)-based machines to provide solutions.
© 2012 Published by Elsevier Ltd. Selection 
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1. Introduction
Field programmable devices are being used to address many CPU intensive bottlenecks in the space 
science data processing arena.  Given that the interval between successive down-links is only about 90 
minutes the availability of usable processed information will enable the user to repeat, correct or 
disseminate the data received from space before the next data downlink.   
Algorithms converted into mathematical equations are profiled into basic mathematical operations.  
This reduces the complexity of the calculations and optimizes performance.  In science data processing all 
mathematical operations are specified in 32-bit floating point.  Since this does not lend itself to efficient 
hardware implementation because of the exponential increase in gate count.  The first step is to convert all 
floating-point operators to fixed-point operators and this translation requires a thorough understanding of 
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the algorithm, the required precision and the range of parameters.  Since fixed point introduces inaccuracy 
in every calculation, it is necessary to keep within a known tolerance. 
The mapping of sequential C program to an FPGA computer requires the following steps:
• Profile the code; identify computation intensive sections for FPGA acceleration.
• Select suitable FPGA architecture for implementing algorithm and computing environment.
• Perform precision analysis of algorithm presuming final operations performed in hardware.
• Map and implement the algorithm to FPGA, integrate solution into computing environment
This paper will discuss a risk-averse [1] solution to develop a FPGA-based system whereby the data is 
ingested and processed in near-real time to provide the optimal solutions for traffic management.  The 
selection of the system elements and the allocation of the processing between hardware and the traditional 
processing elements will be visited and the framework for the decision process developed.  The paper will 
outline a simple risk management process to ingest and decipher a traffic data pattern and qualitatively 
compare the turn-around time with current technology.
2. Automated Traffic Management System
Many models and tools assist the traffic planner to make decisions on routing, monitoring, predicting 
and managing the highway system.  Currently these tools are run on remote platforms that are fed the 
information for processing solutions to be transmitted back to the users i.e. operator of the vehicle, traffic 
management system or equipment.  The United States Department of Transportation funds academia and
research bodies to develop intelligent vehicle highway management systems, which include but are not 
limited to dynamic traffic control and monitoring, automated detection and characterization of traffic 
flows, region-wide dynamic traffic management and decision-support systems for traffic management.
Conceptually [Figure 1], the essential elements in the traffic management data flow are the sensor, the 
translator, the transmitter and receiver of information and the implementers of the management scheme.
The processing system is the brains of the traffic management system.  The algorithms that manipulate 
the data being provided from the sensors have been developed to provide the best solution in the least 
amount of time.  The basis of the optimization is varied.  Certain algorithms used rules based techniques 
and neural nets to arrive at a ‘learn by experience solution”, whereas others make use of hard and fast 
rules and look-up tables to provide the best solutions.  The best solution is one that can be changed in 
real-time to accommodate a dynamic in the traffic situation.  The current technology does not allow for 
reactive solutions due to the slow access to input data and the even slower access to output data.  The 
solution to a traffic situation can be provided to the user either directly through an on-board wireless link, 
through a roadside advisory, or via traffic management personnel.  The ‘what’ is basically the same, but 
the ‘how’ is changing rapidly with advanced utilization of satellite-based information systems.
To ensure that dynamic solutions to a perceived traffic situation are available to the user in time to be 
effective means that the data has to be collected, processed and provided as fast as possible.  The points of 
delay are the input-output interfaces and the processing cycles.  The processing element that translates the 
sensor data into timely useful information is crucial to the rate of the service.  The time to ingest and 
deliver is based on receive and transmit rates of the sensor and control element respectively.  Timeliness 
of useful data includes the time to ‘Stage_In’ and ‘Stage_Out’.  The traditional CPU-based software to 
implement these functions are limited by CPU clock limits.  The FPGA computer option will improve the 
turn-around from the processing element.
Using code-profiling techniques [2], [3] the sequence of steps to ingest data, process the data 
(algorithm steps) and transmittal of useful information can be identified and times of execution obtained.  
The most compute intensive code will be targeted for implementation in an FPGA.  Optimization of the 
allocation is necessary to ensure that the improvements in compute speed are not lost in the interface 
operations [5].  Once the analyses are complete, the optimal allocation is made to the FPGA computing 
environment for implementing the traffic system element.
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3. Risk-Averse Application
To demonstrate the benefits of using this paradigm, an existing real-time traffic control system,
RHODES, is examined.  RHODES ingests input from surface street detectors, predicts traffic flows in 
varying degree of traffic density, space and time-wise, and outputs “optimal” signal control settings that 
would respond to these predictions.  The management system uses the PREDICT algorithm, that uses the 
data received from the detectors; information on the traffic state; and planned timings of the signals and
predicts future arrivals at the intersection under RHODES control.  This ensures a longer prediction time 
horizon, with an added benefit that it includes the effects of the upstream traffic signals in the intersection 
control optimization problem.
It was noted [6] that (a) PREDICT model was dependent on processing data as it become available (b) 
near-complete information on vehicle arrivals in the very near future that have passed a specified 
upstream intersection (c) partial information in the remaining prediction time horizon.  Thus by increasing 
the computational capability, it will be possible to (i) expand the prediction time horizon (ii) provide more 
complete information on the vehicle arrivals in the very near future, and perhaps dynamically update this 
information based on prior knowledge and ‘new’ data as soon as it becomes available. Because of the 
computational limitations of the traditional computing environment, the real-time prediction can control 
up to 9 intersections, with a larger decision time horizon.  Typically, RHODES will use a 20 - 40 second 
rolling horizon to predict arrivals and queues at each intersection, based on upstream detector data; at the 
network flow control level, RHODES will use a 200 - 300 second rolling horizon.
The current version of the RHODES prototype logic, Figure 2, consists of five modules. When the 
prototype is initialized, the database is read to extract the control data structures.  Some of the data that 
accessed are; link geometries, node definitions, detector locations, signal timing parameters, and 
optimization logic parameters.  
Fig. 1. Conceptual Processing Element           Fig. 2. RHODES Prototype
The orders of magnitude improvement in the platoon and link flow predictions and the respective 
optimizations being implemented in FPGAs would lead to an overall near-real time update rate.  One 
caution being that the integration of the data ingest, data processing and the data output elements has to be 
prototyped and performance metrics obtained.  
Consider a simple risk management process to ingest and decipher a traffic data pattern and 
qualitatively compare the turn-around time with current technology.  There are factors that influence a 
decision to select a certain option to implement the design.  The process of quantifying these factors so 
that an educated decision can be made requires the consensus of experts in the field.  This paper is written 
from the engineer/analyst point of view, and can be extrapolated to include an equitable distribution of 
weights to incorporate the inputs of the experts in the other fields.  Whereas it is not possible to poll the 
views of all the experts in the field, it is only necessary to poll the representative cross-section in the 
organization that has to implement the decision.  This process does not preclude the reality of the 
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decision-making, but provides a strong tool to aid the ultimate decision maker, in other words, the 
controller of the costs and schedule.
To illustrate the Risk Management Process, the Link Flow Prediction Logic Module or sub-system will 
be discussed.  The operational scenarios for the sub-system are the a) Normal Mode b) Contingency 
Mode.  In the Normal mode the subsystem must predict Link Flows and provide the necessary output for 
traffic control within the specified time interval.  In the contingency mode, the system will provide the 
data flow for normal traffic operations and the data required to control traffic when an abnormal ‘event’ 
occurs.  In both scenarios, the system should still provide the means for system maintenance, system 
upgrades and system replacement/repair without affecting the real-time operations of the system.  The 
options are to use the a) Traditional Computing Software b) Hybrid of a FPGA & Traditional Software c) 
FPGA.  Given that traffic is going to increase in time and consequently the data throughput, there is a 
strong need to upgrade the system to handle the anticipated growth.  Thus even if one was to use the 
traditional computing software option, there is a need to upgrade the performance and capability of the 
system. To evaluate the risk of the selection option, two factors, Causality and Consequence, have to be
defined and described.  The risk of a system failing maybe due to more than one factor, for example, if 
the system cannot handle the required through-put rate, the complexity of the data will increase the 
chance of failure.  The extent to which this factor will affect the risk of failure depends on how much and 
how often this complex data is being sent, how well the system has been designed and how effectively the 
problem can be resolved.  These risk-impacting factors are referred to as Causality Factors, and are 
described as factors that affect the risk (or failure) by influencing the probability of the outcome.  
Similarly, factors that quantify the outcome are referred to as Consequence Factors.
The goal is to ensure System Availability, i.e. minimize the risk of System Unavailability.  System 
Unavailability can be due to (1) Failure of the System (2) Inadequate Capability of the System.  Each 
subsystem in the system has a different risk level based on the criticality (weight) of the subsystem.  The 
subsystem under discussion is considered as mid-level critical and weighted at 0.5, where 1.0 is the most 
critical.  The Causality and Consequence Factors for this process are described in the following 
subsections.  Note, these metrics of comparison are made prior to system development so that each step of 
the processing steps can be compared. 
System Failure can be attributed to the following Causality Factors:
• How well the components in the subsystem are designed over the life-time of the whole system.
• How well the subsystem is designed, i.e. capability to meet current and future requirements.
• How easily the subsystem can be decoupled from the other subsystems
a. Component Maturity (M):  The lifetime of the sub-system is reached and it fails.  The failure 
can be corrected by changes allowed for in the sub-system life-time development.
b. Complexity (C):  The sub-system architecture cannot implement the complex functions 
required of it and fails.  The level of complexity of the functions in terms of number of parts, 
connections, lines of software code, etc.
c. Integration Dependency (I):  The sub-system fails because of the dependencies on another 
sub-system.  The level of dependencies in terms of number of interfaces, level of support and 
number of sub-systems.
Inadequate Capability of the System can be attributed to the following Causality Factors: 
• The technology to implement the functional requirements of the subsystem is 'old' or not available.
• The upgrades to meet the demands are not implemented in a timely fashion.
• The upgrades to meet the demands are not implemented within the estimated costs
a. Component Maturity (M):  The system is unavailable because the technology is 'old' or not 
yet developed; inadequacy corrected by changes in the sub-system life-time development.
b. Logistics (L):  The system is unavailable due to non-timely implementation of the 'upgrade'.  
c. Cost(C):  The system is unavailable due to high cost of system repair, replacement or upgrade
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Consequences of system unavailability are listed into three major categories:  1) Performance 2) 
Schedule and 3) Cost.  
1. Performance:  If the sub-system (or component) remains in its current state of development and/or 
operation, the performance and reliability requirements cannot be met.  
2. Schedule & Growth:  If problems related to the sub-system (or component) are detected, schedules 
for implementation and timely expansion programs impacted.  
3. Cost:  The cost of resolving the problem of system unavailability includes not only the system 
cost, but also the indirect cost of losses incurred by the end user of the system.
Application of Factors to Link Flow Prediction Logic Module: The Ca and Co values for this sub-
system are evaluated.  Each of the discrete levels within the index is given a numerical value between 0.0 
and 1.0. Each value in the Tables 1, 2 and 3 corresponds to the author's judgment.  The same index could 
have more than one discrete level assigned, for example, one with an 'average' degree of belief and one 
with a 'high' degree of belief.  In this illustration, a high degree of belief has been used, implying that the 
'causality' or 'consequence' will be no worse than the judgment.
Table 1. Causality indices for link flow prediction logic module failure
Value Component Maturity Failure Inadequacy
Complexity Integration Complexity Logistics Cost
0.1 none simple independent None less than 10%
0.3 minor minor dependent minor <5% 10% to 25%
0.5 major major schedule dependent major <25% 25% to 50%
0.7 change in proven technology significant performance dependent 25% to 50% 50% to 100%
0.9 state-of-the-art development extreme Performance and schedule
dependent >50% time loss greater than 100%
Table 2. Consequence indices for link flow prediction logic module unavailability
Performance Schedule & Growth Cost
Value Value Value
0.2 negligible 0.4 negligible 0.2 Negligible
0.4 minimal severity 0.6 minimal severity 0.4 Minor
0.6 marginal severity 0.7 marginal severity 0.65 Major
0.8 high severity 0.8 high severity 0.85 High
0.9 critical severity 0.9 critical severity 0.95 very high
Using the allocated index values, and the following equations, the average risk values and the 
weighting for the subsystem are evaluated.  Please note the Link flow Module subsystem being addressed 
in this paper will be considered as mid-level critical and weighted at 0.5 
Risk   = (Causality Index Ca) X (Consequence Index Co)    (1)
Average Risk = (Average Ca) X (Average Co)      (2)
Average Risk of System Failure due to Link Module Failure = CaLM (F) X CoLM (F)   (3)
Average Risk of System Inadequacy due to Link Flow Module Inadequacy = CaLM (I) X CoLM (I)  (4)
Weighting of Link Flow Module Sub-system = W (LM)  = 0.5
The results are computed for the Link Flow Prediction Logic Module, [Table 3], with equal weighting 
of factors, failure and inadequacy as shown in equation (5).
Weighted Average Risk = W (LM)/2 x [CaLM (F) x CoLM (F) + CaLM (I) x CoLM (I)]   (5)
Weighted Average Risk of System Unavailability due to Link Flow Module Unavailability = R (sLM) 
R (sLM) = (0.5)/2 x [0.47 x 0.57 + 0.37 x 0.53]  = 0.116
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Table 3. Causality and Consequence indices for link flow prediction logic module unavailability













Average Ca(F) 0.57 Average Ca(I) 0.37













Average Co(F) 0.47 Average Co(I) 0.53
Common Risk Categories for this type of system in the ground system development are described as 
follows: Very High (>0.8); High (0.6 to 0.8); Moderate (0.4 to 0.59); Low (0.09 to 0.39); Minor (< 0.09).
4. Summary and Conclusions
From equation (5), the Risk of the System Unavailability in not implementing the replacement/upgrade 
of the Link Flow Prediction Logic Module is 0.116, categorized as LOW RISK. If the Performance 
Consequence Index was higher, the existing technology could not meet the perceived needs, then the 
decision maker is provided a risk-averse solution for sub-system upgrades.  Similarly, all the sub-systems 
of the overall system are evaluated independently, and the SYSTEM UNAVAILABILITY RISK 
evaluated in each case.  In addition to the increased performance in processing traffic information in a 
timely manner, analyses on the Direct Broadcast Receiving Station System demonstrated [7] cost-
performance, cost-reliability and cost-replication benefits.  In relative terms the System Cost-Performance 
benefit was 7:1.  The System Cost-Reliability Benefit was 26:1 and the System Cost-Replication Benefit 
was 5:1.  Since the processing power used in traffic management systems is very much lower than space 
systems, these ratios will be lower for a traffic management system.  Analytical Hierarchical Processing 
(AHP) analysis performed to pairwise compare the Performance Measures showed that the Hybrid Option 
was only slightly better than the FPGA Option.  However, on evaluating the Risk of Unavailability based 
on Cost Overrun [4], the Hybrid Approach turned out to be a lower risk option.
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