Speech-associated gestures are hand and arm movements that not only convey semantic information to listeners but are themselves actions. Broca's area has been assumed to play an important role both in semantic retrieval or selection (as part of a language comprehension system) and in action recognition (as part of a ''mirror'' or ''observation-execution matching'' system). We asked whether the role that Broca's area plays in processing speech-associated gestures is consistent with the semantic retrieval/selection account (predicting relatively weak interactions between Broca's area and other cortical areas because the meaningful information that speech-associated gestures convey reduces semantic ambiguity and thus reduces the need for semantic retrieval/selection) or the action recognition account (predicting strong interactions between Broca's area and other cortical areas because speech-associated gestures are goal-direct actions that are ''mirrored''). We compared the functional connectivity of Broca's area with other cortical areas when participants listened to stories while watching meaningful speech-associated gestures, speech-irrelevant self-grooming hand movements, or no hand movements. A network analysis of neuroimaging data showed that interactions involving Broca's area and other cortical areas were weakest when spoken language was accompanied by meaningful speech-associated gestures, and strongest when spoken language was accompanied by self-grooming hand movements or by no hand movements at all. Results are discussed with respect to the role that the human mirror system plays in processing speech-associated movements.
Introduction
Among the actions that we encounter most in our lives are those that accompany speech during face-to-face communication. Speakers often move their hands when they talk (even when a listener cannot see the speaker's hand, Rimé, 1982) . These hand movements, called speech-associated gestures, are distinct from codified emblems (e.g., ''thumbs-up''), pantomime, and sign language in their reliance on, and co-occurrence with, spoken language (McNeill, 1992) .
Speech-associated gestures often convey information that complements the information conveyed in the talk they accompany and, in this sense, are meaningful (Goldin-Meadow, 2003) . For this reason, such hand and arm actions have variously been called ''representational gestures'' (McNeill, 1992) , ''illustrators'' (Ekman & Friesen, 1969) , ''gesticulations'' (Kendon, 2004) , and ''lexical gestures'' (Krauss, Chen, & Gottesman, 2000) . Consistent with the claim that speech-associated gestures convey information that complements the information conveyed in talk, speech-associated gestures have been found to improve listener comprehension, suggesting that they are meaningful to listeners (Alibali, Flevares, & Goldin-Meadow, 1997; Berger & Popelka, 1971; Cassell, McNeill, & McCullough, 1999; Driskell & Radtke, 2003; Goldin-Meadow & Momeni Sandhofer, 1999; Goldin-Meadow, Wein, & Chang, 1992; Kendon, 1987; McNeill, Cassell, & McCullough, 1994; Records, 1994; Riseborough, 1981; Rogers, 1978; Singer & Goldin-Meadow, 2005 ; Thompson & Massaro, 1986 ). Speech-associated gestures are thus hand movements that provide accessible semantic information relevant to language comprehension.
Broca's area has been implicated in spoken language comprehension, with recent evidence suggesting critical involvement in semantic retrieval or selection (Gough, Nobre, & Devlin, 2005; Moss et al., 2005; Thompson-Schill, D'Esposito, Aguirre, & Farah, 1997; Wagner, Pare-Blagoev, Clark, & Poldrack, 2001 ). Broca's area has also been implicated in the recognition of hand and mouth actions, with recent evidence suggesting a key role in recognizing actions as part of the ''mirror'' or ''observation-execution matching'' system (Buccino et al., 2001; Buccino, Binkofski, & Riggio, 2004; Nishitani, Schurmann, Amunts, & Hari, 2005; Rizzolatti & Arbib, 1998; Sundara, Namasivayam, & Chen, 2001 ). The question we ask here is whether Broca's area processes speech-associated gestures as part of a language comprehension system (involving, in particular, semantic retrieval and selection), or as part of an action recognition system.
We begin by describing Broca's area in detail, including its various subdivisions and the functional roles attributed to these subdivisions. We then turn to the possible role or roles that Broca's area plays in processing speech-associated gestures.
Broca's area

Anatomy and connectivity of Broca's area
Broca's area in the left hemisphere and its homologue in the right hemisphere are designations usually used to refer to the pars triangularis (PTr) and pars opercularis (POp) of the inferior frontal gyrus. The PTr is immediately dorsal and posterior to the pars orbitalis and anterior to the POp. The POp is immediately posterior to the PTr and anterior to the precentral sulcus (see Fig. 1 ). The PTr and POp are defined by structural landmarks that only probabilistically (see Amunts et al., 1999) divide the inferior frontal gyrus into anterior and posterior cytoarchitectonic areas 45 and 44, respectively, by Brodmann's classification scheme (Brodmann, 1909) . The anterior area 45 is granular, containing a layer IV, whereas the more posterior area 44 is dysgranular and distinguished from the more posterior agranular area 6 in that it does not contain Betz cells, i.e., in layer V.
These differences in cytoarchitecture between areas 45 and 44 suggest a corresponding difference in connectivity between the two areas and the rest of the brain. Indeed, area 45 receives more afferent connections from prefrontal cortex, the superior temporal gyrus, and the superior temporal sulcus, compared to area 44, which tends to receive more afferent connections from motor, somatosensory, and inferior parietal regions (Deacon, 1992; Petrides & Pandya, 2002) .
Taken together, the differences between areas 45 and 44 in cytoarchitecture and in connectivity suggest that these areas might perform different functions. Indeed, recent neuroimaging studies have been used to argue that the PTr and POp, considered here to probabilistically correspond to areas 45 and 44, respectively, play different functional roles in the human with respect to language comprehension and action recognition/understanding.
The role of Broca's area in language comprehension
The importance of Broca's area in language processing has been recognized since Broca reported impairments in his patient Leborgne (Broca, 1861) . Indeed, for a long time, it was assumed that the role of Broca's area was more constrained to language production than language comprehension (e.g., Geschwind, 1965) . The specialized role of Broca's area in controlling articulation per se, however, is questionable (Blank, Scott, Murphy, Warburton, & Wise, 2002; Dronkers, 1998; Dronkers, 1996; Knopman et al., 1983; Mohr et al., 1978; Wise, Greene, Buchel, & Scott, 1999) . More recent evidence demonstrates that Broca's area is likely to play as significant a role in language comprehension as it does in language production (for review see Bates, Friederici, & Wulfeck, 1987; Poldrack et al., 1999; Vigneau et al., 2006) .
More specifically, studies using neuroimaging and transcranial magnetic stimulation (TMS) of the PTr in both hemispheres yield results suggesting that this area plays a functional role in semantic processing during language comprehension. In particular, the PTr has been argued to play a role in controlled retrieval of semantic knowledge POp, the pars opercularis of the inferior frontal gyrus; PTr, the pars triangularis of the inferior frontal gyrus; PPMv, ventral premotor and primary motor cortex; PPMd, dorsal premotor and primary motor cortex; SMG, the supramarginal gyrus of inferior parietal lobule; STp, superior temporal cortex posterior to primary auditory cortex and; STa, superior temporal cortex anterior to primary auditory cortex, extending to the temporal pole. Note: this schematic representation of regions is arbitrarily displayed on a right hemisphere and SEMs were performed on data averaged over hemispheres.
(e.g., Gough et al., 2005; Wagner et al., 2001) or in selection among competing alternative semantic interpretations (e.g., Moss et al., 2005; Thompson-Schill et al., 1997) .
If the PTr is involved in semantic retrieval or selection, then it should be highly active during instances of high lexical or sentential ambiguity. And it is- Rodd and colleagues (2005) recently found in two functional magnetic resonance imaging (fMRI) experiments that sentences high in semantic ambiguity result in more activity in the inferior frontal gyrus at a location whose center of mass is in the PTr.
In contrast to the functional properties of the PTr, the POp in both hemispheres has been argued to be involved in integrating or matching acoustic and/or visual information about mouth movements with motor plans for producing those movements (Gough et al., 2005; Hickok & Poeppel, 2004; Skipper, van Wassenhove, Nusbaum, & Small, 2007) . For this and other reasons, the POp has been suggested to play a role in phonetic processing (see Skipper, Nusbaum, & Small, 2006 for a review). Specifically, the POp and other motor areas have been claimed (Skipper et al., , 2007 to contribute to the improvement of phonetic recognition when mouth movements are observed during speech perception (see Grant & Greenberg, 2001; Reisberg, McLean, & Goldfield, 1987; Risberg & Lubker, 1978; Sumby & Pollack, 1954 ).
To summarize, there is reason to suspect that the divisions between the PTr and POp correspond to different functional roles in language processing. Specifically, the PTr becomes more active as semantic selection or retrieval demands are increased, whereas the POp becomes more active as demands for the integration of observed mouth movements into the process of speech perception increase.
The role of Broca's area in action recognition and production
In addition to these language functions, both the PTr and POp bilaterally have been proposed to play a functional role in the recognition, imitation, and production of actions (for review see Nishitani et al., 2005; Rizzolatti & Craighero, 2004) . Although no clear consensus has been reached, there is some suggestion that these two brain areas play functionally different roles in action processing (Grezes, Armony, Rowe, & Passingham, 2003; Molnar-Szakacs et al., 2002; Nelissen, Luppino, Vanduffel, Rizzolatti, & Orban, 2005) .
The functions of action recognition, imitation, and production are thought to have phylogenetic roots, in part because of homologies between macaque premotor area F5 and the POp of Broca's area . F5 in the macaque contains ''mirror neurons'' that discharge not only when performing complex goal-directed actions, but also when observing and imitating the same actions performed by another individual (Gallese, Kohler et al., 2002; . Similar functional properties have been found in the human POp and Broca's area more generally, suggesting that Broca's area may be involved in a mirror or observation-execution matching system (Buccino et al., 2001; Nishitani et al., 2005; Rizzolatti & Arbib, 1998; Rizzolatti & Craighero, 2004; Sundara et al., 2001) .
A growing number of studies posit a link between Broca's area's involvement in language and its involvement in action processing (e.g., Floel, Ellger, Breitenstein, & Knecht, 2003; Hamzei et al., 2003; Iacoboni, 2005; Nishitani et al., 2005; Watkins & Paus, 2004; Watkins, Strafella, & Paus, 2003) . Parsimony suggests that the anatomical association between a language processing area and a region involved in behavioral action recognition, imitation, and production ought to occur for a non-arbitrary reason. One hypothesis is that Broca's area plays a role in sequencing the complex motor acts that underlie linguistic and nonlinguistic actions and, by extension, a role in understanding the sequence of those acts when performed by another person (Burton, Small, & Blumstein, 2000; Gelfand & Bookheimer, 2003; Nishitani et al., 2005) .
Despite this overlap between the functional roles that Broca's area plays in language and action processing, most neuroimaging research on the human ''mirror system'' has focused on observable actions that are not communicative or are not typical of naturally occurring communicative settings. For example, critical tests of the mirror system hypothesis in humans have involved simple finger and hand movements (Buccino et al., 2001; Iacoboni et al., 1999) , object manipulation (Buccino et al., 2001; Fadiga, Fogassi, Pavesi, & Rizzolatti, 1995) , pantomime (Buccino et al., 2001; Fridman et al., 2006; Grezes et al., 2003) , and lip reading and observation of face movements in isolation of spoken language (Buccino et al., 2001; Mottonen, Jarvelainen, Sams, & Hari, 2005; Nishitani & Hari, 2002) .
The role of Broca's area in processing speech-associated gestures
Given that speech-associated gestures are relevant to language comprehension and are themselves observable actions, we can make two sets of predictions regarding the role of Broca's area in processing spoken language accompanied by gestures, displayed in Tables 1A and B , respectively.
Based on the hypothesized role that Broca's area, specifically the PTr, plays in semantic processing of words and sentences, we can derive the following set of predictions (see Table 1A ). If the PTr is important in resolving ambiguity that arises in comprehending spoken words and sentences, reducing ambiguity should reduce the role of this area during speech comprehension. Given that gesture often provides a converging source of semantic information in spoken language (Goldin-Meadow, 2003; McNeill, 1992 ) that improves comprehension (see previously cited references), the presence of gesture should reduce the ambiguity of speech (see Holler & Beattie, 2003) . Thus, when speech-associated gestures are present, compared to when they are not, the PTr should have reduced influence on other brain areas (''+'' in the PTr row in Table 1A for the Gesture condition).
To the extent that message-level information is clarified by the presence of gesture, there should be a reduced need to attend closely to the phonological content of speech since attention is focused on the meaning of the message, rather than its phonological form. Thus, if speech-associated gestures reduce message ambiguity, then there should also be a reduced influence of the POp on language comprehension areas because there will be less need to integrate acoustic and visual information with motor plans in the service of phonology (''+'' in the POp in Table 1A for the Gesture condition).
In contrast, when the face is moving (i.e., talking) and the hands are moving in a way that is not meaningful in relation to the spoken message, or the face is moving and the hands are not moving, the POp should be more involved with other cortical areas because it relies on face movements to help decode phonology from speech (''++++'' in the POp row in Table 1A for the Self-Adaptor and No-Hand-Movement conditions). By similar reasoning, when the face is moving and the hands are moving in ways that are not meaningful with respect to speech, the face is moving and the hands are not moving, or when there is no visual input, the PTr should interact with other brain areas more strongly (''++++'' in the PTr row in Table 1A for the Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions). In other words, when there are no speech-associated gestures, there is less converging semantic information to aid in comprehension of the spoken message. As a result, there will be a greater need for the PTr to aid in the interpretation process through semantic retrieval or selection.
To summarize the first set of predictions, as outlined in Table 1A , if Broca's area processes speech-associated gestures in accord with its role in language comprehension (i.e., the PTr in retrieval/selection and the POp in phonol-ogy), then Broca's area should have less influence on other brain areas when processing stories accompanied by speech-associated gestures (one plus) than when processing stories accompanied by self-grooming movements or by no hand movements or by no visual input at all (many plusses).
However, if Broca's area is processing speech-associated gesture as part of an action recognition system, we arrive at a different set of predictions (see Table  1B ). From this perspective, Broca's area should show a greater influence on other brain areas when speech-associated gestures are present, compared to when they are not. The rationale here is that speech-associated gestures are important goal-directed actions that aid in the goal of communication, namely comprehension. Thus, it would be expected that the PTr and POp should both have a greater influence on other brain areas in the presence of speech-associated gestures because there is an increased demand on the mirror or observation-execution matching functions of the human mirror system (''++++'' in Table 1B for the Gesture condition). By similar reasoning, Broca's area should have increasingly less influence on other brain regions when accompanied by face movements and hand movements that are nonmeaningful with respect to the speech, face movements alone, or no visual input at all (''+++'', ''++'', and ''+'' in Table 1B for the Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions, respectively). That is, as the number of goal-directed actions decreases, there should be a concomitant decrease in mirror or observation-execution matching functions of the human mirror system because there are fewer movements to mirror or match.
To summarize the second set of predictions, as outlined in Table 1B , if Broca's area processes speech-associated gestures in accord with its role in action recognition (i.e., as part of a mirror or observation-execution matching system), it should have more influence on other brain areas when processing stories accompanied by speech-associated gestures (many plusses) than when processing stories accompanied by self-grooming or no hand movements or no visual input at all (fewer plusses). The predictions are based on whether Broca's area processes speech-related gestures as part of a language comprehension system (involving, in particular, semantic retrieval or selection, (A), or as part of an action recognition and production system (B). ''PTr'' refers to the pars triangularis and ''POp'' refers to the pars opercularis. The plus signs indicate the relative strength of the relationship between Broca's area and other areas, with ''+'' signifying a weak relationship and ''++++'' a strong relationship.
The mirror system and speech-associated gestures
We hypothesized that the influence of Broca's area on the rest of the brain when speech-associated gestures are observed will be more consistent with the first set of predictions than the second, i.e., with a role primarily in the service of semantic retrieval or selection and phonology than of action recognition (see Table 1 ). If this hypothesis is correct, then the question becomes-which regions are serving the action recognition functions posited by the mirror or observation-execution matching account of Broca's area? This subsection addresses this question, and our predictions are displayed in Table 2 .
The hypothesis that the language comprehension account better explains the influence of Broca's area's on the rest of the brain when speech-associated gestures are observed grew out of previous neuroimaging work in our laboratory on the neural systems involved in listening to spoken language accompanied only by face movements. In this research, we showed that when a speaker's mouth is visible, the motor and somatosensory systems related to production of speech are more active than when it is not visible. In particular, the ventral premotor and primary motor cortices involved in making mouth and tongue movements (PPMv; see Fig. 1 ) and the posterior superior temporal cortices (STp; see Fig. 1 ) show particular sensitivity to visual aspects of observed mouth movements (Skipper et al., , 2007 .
By analogy to this previous work, we predict that the PPMv and dorsal premotor and primary motor cortex (PPMd; see Fig. 1 ), both involved in producing hand and arm movements (e.g., Schubotz & von Cramon, 2003) , will be sensitive to observed speech-associated gestures (see Table 2 ). In our previous research, interactions between PPMv and STp (which is involved in phonological aspects of speech perception and production, were associated with perception of speech sounds, presumably because some face movements are correlated with phonological aspects of speech perception. Again, by analogy, activity in the PPMv and PPMd should influence other brain areas involved in generating hand movements, such as the supramarginal gyrus (SMG; see Fig. 1 ) of the inferior parietal lobule (Harring-ton et al., 2000; Rizzolatti, Luppino, & Matelli, 1998) . However, activity in the PPMv and PPMd should also influence areas involved in understanding the meaning of language because speech-associated gestures are correlated with semantic aspects of spoken language comprehension. Recent research has implicated the superior temporal cortex anterior to Heschel's Gyrus (STa; see Fig. 1 ) in comprehension of spoken words, sentences, and discourse (see Crinion & Price, 2005; Humphries, Love, Swinney, & Hickok, 2005; Humphries, Willard, Buchsbaum, & Hickok, 2001; Vigneau et al., 2006) and, specifically, the interaction between grammatical and semantic aspects of language comprehension (Vandenberghe, Nobre, & Price, 2002) .
To summarize, as shown in Table 2 (left column), we hypothesize that interactions among the PPMv, PPMd, SMG, and STa may underlie the effects of speech-associated gestures on the neural systems involved in spoken language comprehension. We argue by analogy with our previous research that it is interaction among these areas, rather than processing associated with Broca's area per se, that constitutes the mirror or observation-execution matching system associated with processing speech-associated gestures. If it is gesture's semantic properties (rather than its properties as a goal-directed hand movement) that are relevant to Broca's area, then we should expect Broca's area to have relatively little influence on other cortical areas when listeners are given stories accompanied by speech-associated gestures (see above and Table 1A ). That is, if speech-associated gestures reduce the need for semantic selection/retrieval and the need to make use of face movements in service of phonology, then Broca's area should have relatively little influence on the PPMv, PPMd, SMG, and STa when gestures are processed (as opposed to other hand movements that are not meaningful with respect to spoken content).
In contrast, as shown in Table 2 (right column), we hypothesize that interactions among the POp, PPMv, and STp underlie the effects of face movements on the neural systems involved in spoken language comprehension. That is, based on previous research, interaction among these areas, including Broca's area to the extent that Broca's area (i.e., the POp) plays a role in phonology, constitutes the Table 2 Hypothesized regions of interest (ROIs; see Fig. 1 caption for the definition of ROI abbreviations and Fig. 1 for location of ROIs) that constitute the ''mirror system'' associated with processing observed speech-associated gestures or face movements An asterisk indicates that a region is predicted to be part of a ''mirror system'' involved in processing a movement. PPMv appears in both networks because it plays a role in both hand and mouth movements. See Section 2 for further explanation.
mirror or observation-execution matching system associated with processing face movements. Thus, these areas should constitute the mirror or observation-execution matching system when speech-associated gestures are not observed, i.e., when the face is moving and the hands are moving in a way that is not meaningful in relation to the spoken message, or the face is moving and the hands are not moving.
To test the predictions outlined in Tables 1 and 2, we performed fMRI while participants listened to adapted Aesop's Fables without visual input (No-Visual-Input condition) or during three conditions with a video of the storyteller whose face and arms were visible. In the No-Hand-Movement condition, the storyteller kept her arms in her lap so that the only visible movements were her face and mouth. In the Gesture condition, she produced speech-associated gestures that bore a relation to the semantic content of the speech they accompanied (these were metaphoric, iconic, and deictic gestures, McNeill, 1992) . In the Self-Adaptor condition, she produced selfgrooming movements that were not meaningful with respect to the story (e.g., scratching herself or adjusting her clothes, hair, or glasses). As our hypotheses are inherently specified in terms of relationships among brain regions, we used structural equation models (SEMs) to analyze the strength of association of patterns of activity in the brain regions enumerated above (i.e., PTr, POp, PPMv, PPMd, SMG, STp, and STa) in relation to these four conditions (i.e., Gesture, Self-Adaptor, No-Hand-Movement, and No-Visual-Input).
Methods
Participants
Participants were 12 (age 21 ± 5 years; 6 females) righthanded (as determined by the Edinburgh handedness inventory; Oldfield, 1971) native English speakers who had no early exposure to a second language. All participants had normal hearing and vision with no history of neurological or psychiatric illness. Participants gave written informed consent and the Institutional Review Board of the Biological Science Division of The University of Chicago approved the study.
Stimuli and task
As described above, participants listened to adapted Aesop's Fables in Gesture, Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions. The storyteller rehearsed her performance before telling the story with gestures, self-adaptors, and no hand movements. We used rehearsed stimuli to keep the actress's speech productions constant across the four conditions. Hand and arm movements during speech production (or their lack) can change dimensions of the speech signal, such as prosody, lexical content, or timing of lexical items. The actress practiced the stimuli so that her prosody was consistent across stimuli, and lexical items were the same and occurred in the same temporal location across stimuli. The No-Visual-Input stimuli were created by removing the video track from the Gesture condition; thus the speech in these two conditions was identical.
Another reason that we used rehearsed stimuli was to be sure that the self-adaptor movements occurred in the same temporal location as the speech-associated gestures. The speech-associated gestures themselves were modeled after natural retellings of the Aesop's Fables. The self-adaptor movements were rehearsed so that they occurred in the same points in the stories as the speech-associated gestures. Thus, the Gesture and Self-Adaptor conditions were matched for overall movement.
Each story lasted 40-50 s, and participants were asked to listen attentively. Each condition was presented once in a randomized manner in each run. There were two runs lasting approximately 4 min each. Participants heard a total of eight stories, two in each condition, and did not hear the same story more than once. Conditions were separated by a baseline period of 12-14 s. During baseline and the No-Visual-Input condition, participants saw only a fixation cross, but they were not explicitly asked to fixate. Stories were matched and counter-balanced so that the Gesture condition could be compared to the Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions. For example, one group of participants heard story 1 in the Gesture condition and story 2 in the Self-Adaptor condition; the matched group heard story 1 in the Self-Adaptor condition and story 2 in the Gesture condition.
Audio was delivered at a sound pressure level of 85 dB-SPL through headphones containing MRI-compatible electromechanical transducers (Resonance Technologies, Inc., Northridge, CA). Participants viewed video stimuli through a mirror attached to the head coil that allowed them to see a screen at the end of the scanning bed. Participants were monitored with a video camera.
Following the experiment, participants were asked true and false questions about each story to assess (1) whether they paid attention during scanning, and (2) whether they could answer content questions when listening to stories in the Gesture condition more accurately than when listening to stories in the other conditions.
Imaging parameters
Functional imaging was performed at 3 T (TR = 2 s; TE = 25 ms; FA = 77°; 30 sagittal slices; 5 · 3.75 · 3.75 mm voxels) with BOLD fMRI (GE Medical Systems, Milwaukee, WI) using spiral acquisition (Noll, Cohen, Meyer, & Schneider, 1995) . A volumetric T1-weighted inversion recovery spoiled grass sequence was used to acquire images on which anatomical landmarks could be found and functional activation maps could be superimposed.
Data analysis
Functional images were spatially registered in threedimensional space by Fourier transformation of each of the time points and corrected for head movement, using the AFNI software package (Cox, 1996; http://afni.nimh.nih.gov/afni/) . Scanner-induced spikes were removed from the resulting time series, and the time series was linearly and quadratically detrended. Time series data were analyzed using multiple linear regression. There were separate regressors of interest for each of the four conditions (i.e., Gesture, Self-Adaptor, No-Hand-Movement, and No-Visual-Input). These regressors were waveforms with similarity to the hemodynamic response, generated by convolving a gamma-variant function with the onset time and duration of the blocks of interest. The model also included a regressor for the mean signal and six motion parameters, obtained from the spatial alignment procedure, for each of the two runs. The resulting t-statistics associated with each condition were corrected for multiple comparisons to p < .05 using a Monte Carlo simulation to optimize the relationship between the single voxel statistical threshold and the minimally acceptable cluster size (Forman et al., 1995) . The time series was mean corrected by the mean signal from the regression.
Next, cortical surfaces were inflated and registered to a template of average curvature (Fischl, Sereno, Tootell, & Dale, 1999) using the Freesurfer software package (http://surfer.nmr.mgh.harvard. edu). The surface representations of each hemisphere of each participant were then automatically parcellated into regions of interest (ROIs) that were manually subdivided into further ROIs (Fischl et al., 2004) . There were seven ROIs per participant in the final analysis (Fig. 1) . These regions were chosen because they (1) operationally comprise Broca's area (i.e., the POp and PTr), (2) we have previously shown them to be involved in producing mouth movements and to underlie the influence of observable mouth movements on speech perception (i.e., the PPMv and STp), and (3) they were hypothesized to be involved in producing speech-associated gestures or to underlie the influence of observed speech-associated gestures on comprehension (i.e., the PPMv, PPMd, SMG, and STa; see Section 2 for further details and references).
The POp was delineated anteriorly by the anterior ascending ramus of the sylvian fissure, posteriorly by the precentral sulcus, ventrally by the Sylvian fissure, and dorsally by the inferior frontal sulcus. The PTr was delineated anteriorly by the rostral end of the anterior horizontal ramus of the Sylvian fissure, posteriorly by the anterior ascending ramus of the Sylvian fissure, ventrally by the anterior horizontal ramus of the Sylvian fissure, and dorsally by the inferior frontal sulcus.
The PPMv was delineated anteriorly by the precentral sulcus, posteriorly by the anterior division of the central sulcus into two halves, ventrally by the posterior horizontal ramus of the Sylvian fissure to the border with insula cor-tex, and dorsally by a line extending the superior aspect of the inferior frontal sulcus through the precentral sulcus, gyrus, and central sulcus. The PPMd was delineated anteriorly by the precentral sulcus, posteriorly by the anterior division of the central sulcus into two even halves, ventrally by a line extending the superior aspect of the inferior frontal sulcus through the precentral sulcus, gyrus, and central sulcus, and dorsally the most superior point of the precentral sulcus. Both premotor and primary motor cortex were included in PPMv and PPMd because the somatotopy in premotor and primary motor cortex is roughly parallel (e.g., Godschalk, Mitz, van Duin, & van der Burg, 1995) . The use of the inferior frontal sulcus to determine the boundary between the PPMv and PPMd derives from previous work in our lab (Hluštík, Solodkin, Skipper, & Small, in preparation) showing that multiple somatotopic maps exist in the human which are roughly divisible into a ventral section containing face and hand representations and a dorsal section containing hand and arm and leg representations (see also Fox et al., 2001; Schubotz & von Cramon, 2003) .
The SMG was delineated anteriorly by the postcentral sulcus, posteriorly by the angular gyrus, ventrally by posterior horizontal ramus of the Sylvian fissure, and dorsally by the intraparietal sulcus. The STp was delineated anteriorly by Heschel's sulcus, posteriorly by a coronal plane defined as the endpoint of the Sylvian fissure, ventrally by the upper bank of the superior temporal sulcus, and dorsally by the posterior horizontal ramus of the Sylvian fissure. Finally, the STa was delineated anteriorly by the temporal pole, posteriorly by Heschel's sulcus, ventrally by the dorsal aspect of the upper bank of the superior temporal sulcus, dorsally by a posterior horizontal ramus of the Sylvian fissure.
Following parcellation into ROIs, the coefficients, corrected t-statistic associated with each regression coefficient and contrast, and time series data were interpolated from the volume domain to the surface representation of each participant's anatomical volume using the SUMA software package (http://afni.nimh.nih.gov/afni/suma/). A relational database was created in MySQL (http://www. mysql.com/) and individual tables were created in this database for each hemisphere of each participant's coefficients, corrected t-statistics, time series, and ROI data.
The R statistical package was then used to analyze the information stored in these tables (Ihaka & Gentleman, 1996 ; http://www.r-project.org/). First, R was used to conduct a group-based ANOVA to determine baseline levels of activation for each condition. This ANOVA took as input the coefficients from each individual's regression model and had one fixed factor, Condition, and one random factor, Participant. Condition had four levels, one for each condition. Following this ANOVA, post hoc contrasts between conditions were performed.
Next, we used R to query the database to extract from each of the seven ROIs the time series for each condition of only those surface nodes that were active in at least one of the four conditions for each hemisphere of each participant. A node was determined to be active if any of the Gesture, Self-Adaptor, No-Hand-Movement, or No-Visual-Input conditions was active at p < .05, corrected. In each of the four resulting time series, time points with signal change values greater than 10% were replaced with the median signal change. The resulting time series corresponding to each of the active nodes for each condition in each of the ROIs for each hemisphere of each participant was averaged. Finally, the resulting four time series were averaged over participants and hemisphere, thus establishing for each ROI one representative time series for each of the four conditions.
After this, the second derivative of the time series was calculated for each condition. The second derivative of the time series was used for further analysis because the second derivative detects peaks in the time series that reflect events in the stories (Skipper, Goldin-Meadow, Nusbaum, & Small, in preparation) . The general ''boxcar'' shape of the time series associated with stories obscures these fluctuations, as they tend to be very similar across conditions.
Structural equation modeling
Structural equation models (SEM) are multivariate regression models that are being used to study systems level neuroscience (for a review see Buchel & Friston, 1997; Horwitz, Tagamets, & McIntosh, 1999; McIntosh & Gonzalez-Lima, 1991 , 1993 Penny, Stephan, Mechelli, & Friston, 2004; Rowe, Friston, Frackowiak, & Passingham, 2002; Solodkin, Hlustik, Chen, & Small, 2004) . SEMs comprise two components, a measurement model and a structural model. The measurement model relates observed responses to latent variables and sometimes to observed covariates. The structural model then specifies relations among latent variables and regressions of latent variables on observed variables. Parameters are estimated by minimizing the difference between the observed covariances in the measurement model and those implied by the structural model.
In SEMs applied to neuroscience data, the measurement model is based on observed covariances of time series data from ROIs (described above) and the structural model is inferred from the known connectivity of primate brains. SEM equations are solved simultaneously using an iterative maximum likelihood method. The best solution to the set of equations minimizes the differences between the observed covariance from the measurement model and the predicted covariance matrices from the structural model. A v 2 measure of goodness of fit between the predicted and observed covariance matrices is determined. If the null hypothesis is not rejected (i.e., p < .05), a good fit was obtained. The result is a connection weight (or path weight) between two connected regions that represents the influence of one region on the other, controlling for the influences of the other regions in the structural model.
Model uncertainty and Bayesian model averaging of structural equation models
SEMs are typically proposed and tested without consideration that model selection is occurring. That is, when a reasonable v 2 is found based on a theoretical model, rarely is it acknowledged that alternative models exist that could also yield a reasonable v 2 with, perhaps, substantially different connection weights. This is a form of model uncertainty. An alternative approach that accounts for model uncertainty is Bayesian model averaging (Hoeting, Madigan, Raftery, & Volinsky, 1999; Kass & Raftery, 1995) . This procedure involves averaging over all competing models, thus producing more reliable and stable results and providing better predictive ability than using any single model (Madigan & Raftery, 1994) .
Testing all possible models, however, is not feasible in the typical laboratory setting because it requires prohibitive computation time, as the number of possible models increases more than exponentially with the number of nodes in the model (Hanson et al., 2004) . Hanson et al. (2004) estimate that exhaustive search for all possible SEMs comprised of eight brain areas could require up to 43 centuries.
Thus, instead of attempting to perform all possible SEMs on all of our ROIs, we chose to perform exhaustive search on three smaller models consisting of five ROIs selected from the seven ROIs for the Gesture, Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions. These models consider the STp, SMG, and STa as ''hubs'' to look at the connections weights of these hubs with Broca's area (i.e., the POp and PTr) and premotor and primary cortex (i.e., the PPMv and PPMd). We considered the STp, SMG, and STa to be hubs because each of these areas has been associated with speech perception and language comprehension in the past. That is, as described in Section 2, our predictions are about the influence that Broca's area and motor areas have on areas involved in speech perception and language comprehension when stories with gestures, self-adaptors, no hand movements and no visual input are processed. We, therefore, kept Broca's area and motor areas constant in the models and varied the speech perception and language comprehension hubs to see the impact of Broca's area and motor areas on speech perception and language comprehension regions during the various conditions. Thus, we produced 3 sets of Bayesian averaged SEMs. Each set contained up to eight physiological plausible connections between (1) STp and POp, PTr, PPMv, or PPMd, (2) SMG and POp, PTr, PPMv, or PPMd, and (3) STa and POp, PTr, PPMv, or PPMd (Deacon, 1992; Petrides & Pandya, 2002) .
Our SEMs were solved using the SEM package written by J. Fox for R (http://cran.r-project.org/doc/packages/sem.pdf). Forward and backward connections between two regions were solved independently and not simultaneously, though every possible model with connections in each direction was tested. Thus, a total of 38,002 models for each hub were tested, resulting in a total 114, 006 tested models. All models were solved using up to 150 processors on a grid-computing environment (Hasson, Skipper, Wilde, Nusbaum, & Small, submitted for publication) . For each of the three models, the SEM package was provided the correlation matrix derived from the second derivative of the time series (see above) between all regions within that model for each of the four conditions. Only models whose v 2 was not significant (i.e., models demonstrating a good fit; p > .05) were saved.
The resulting path weights from each of the saved wellfitting models from each of the three models were averaged using Bayesian model averaging, resulting in one model for each hub (i.e., independent models for the STp, SMG, or STa). Bayesian model averaging consists of averaging weighted by the Bayesian information criterion for each model (BIC; Hoeting et al., 1999) . The Bayesian information criterion adjusts the v 2 for the number of parameters in the model, the number of observed variables, and the sample size.
Specifically, averaging of path weights was performed according to the following formulas (adapted from Hoeting et al., 1999) :
where: P(M k |y) is the posterior probability of the model M k given the data y, and E(bjy,M k ) is the model-specific estimate of b, the path weight.
The posterior probability P(M k |y) in the above formula for each model is estimated as
The prior probability P(M k ) was assumed to be from the uniform distribution, P ðM k Þ ¼ 1 n
Resulting connection weights between regions were compared between the different conditions within each of the three models independently using t-tests correcting for heterogeneity of variance and unequal sample sizes by the Games-Howell method (Kirk, 1995) . Degrees of freedom for unequal sample sizes were calculated using Welch's method (Kirk, 1995;  though the number of models for each condition were not significantly different).
Results
Behavioral
Mean accuracy for the true/false questions asked about the stories after scanning was 100%, 94%, 88%, and 84% for the Gesture, Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions, respectively. Participants were significantly more accurate at answering questions after hearing the Gesture story than after hearing the stories in the other three conditions (t = 3.7; df = 11; p < .003). Participants were significantly more accurate in answering questions after hearing stories in the Gesture condition, compared to the stories in the No-Hand-Movement (t = 2.7; df = 11; p < .02) and No-Visual-Input (t = 2.4; df = 11; p < .03) conditions. The difference in accuracy between the Gesture and Self-Adaptor conditions was not significant (t = 1.5; df = 11; p < .15).
Activation data
We have presented baseline contrasts of all conditions and contrasts between the Gesture condition and the other conditions elsewhere (Josse et al., in preparation, 2005; Josse, Skipper, Chen, Goldin-Meadow, & Small, 2006) . In these analyses, we found that the inferior frontal gyrus, premotor cortex, superior temporal cortex, and inferior parietal lobule were active above a resting baseline in all conditions.
Structural equation models
The analyses presented here, represented by Figs. 2, 4 , and 6, focus on the strongest and weakest connection weights for each of the three models. In each of these figures, the arrowed line indicates the connection strength and the direction of influence between an area and the area(s) to which it connects. Dotted arrowed lines indicate areas that have a negative influence on the area(s) to which they connect. Thick orange arrowed lines indicate connection weights that are statistically stronger for the condition in which that connection appears, compared to the same connection in all of the other conditions (p < .00001 in all cases). Similarly, thick blue arrowed lines indicate connection weights that are statistically weaker for the condition in which that connection appears, compared to the same connection in all of the other conditions (p < .00001 in all cases). Thin gray arrowed lines indicate connection weights that were not statistically different from the condition in which that connection appears, compared to the same connection in at least one of the other conditions. Fig. 2 shows the result of the Bayesian averaging of connection weights for all models with the STp ROI connected with the POp, PTr, PPMv, and PPMd ROIs. With the exception of the connections between the POp and STp, the Gesture condition produced the statistically weakest connection weights for all STp connections (note the blue arrows). This is consistent with our prediction that Broca's area should have a reduced role when speech-associated gestures are processed. When speech-associated gestures are present, listeners focus more on the meaning of the message, jointly specified by speech and gesture, rather than on phonological information, as reflected in the functional neural associations.
In contrast, the No-Hand-Movement condition produced the strongest weights between all connections with the STp, with the exception of the connections between the STp and PTr (note the orange arrows). This result is consistent with our earlier research described above, showing that most of these regions are involved in recognizing observed mouth movements in the service of speech perception. Without speech-associated gestures, the only source of converging information about the speech in the No-Hand-Movement condition is the talker's mouth movements.
The Self-Adaptor condition produced no significantly greater or weaker connection weights among any regions (note the gray arrows). Finally, the No-Visual-Input condi-tion produced the strongest connection weights between the STp and PTr, and the weakest connection weights between the STp and POp. Again, this is consistent with our initial prediction: face movements were not observable and, thus, the influence of the POp should be reduced. In contrast, the influence of the PTr may be greater because of its increased role in controlled semantic interpretation, given the absence of gesture.
To summarize, the results show that the Gesture condition produced on average the weakest connection weights between the STp and Broca's area, and between the STp and premotor and primary motor cortex (Fig. 3) , consistent with our predictions (see Table 1A and Table 2 ). The No-Visual-Input condition resulted in the strongest connection weights between the STp and premotor and primary motor cortices. Fig. 4 shows the result of Bayesian averaging of connection weights for all models with the SMG ROI connected with the POp, PTr, PPMv, and PPMd ROIs. The Gesture condition produced the statistically weakest connections between the SMG for three of the four connections with Broca's area. In contrast, the Gesture condition produced the strongest connection weights Fig. 1 caption for the definition of ROI abbreviations and Fig. 1 for location of ROIs. Arrowed lines indicate connections and the direction of influence of an area on the area(s) to which it connects. Connection weights are given at the beginning of each arrowed line. Dotted arrowed lines show areas that have a negative influence on the area(s) to which it connects. Thick orange arrowed lines indicate connection weights that are statistically stronger for the condition in which that connection appears, compared to the same connection in all of the other conditions (p < .00001 in all cases). Thick blue arrowed lines indicate connection weights that are statistically weaker for the condition in which that connection appears, compared to the same connection in all of the other conditions (p < .00001 in all cases). Thin gray arrowed lines indicate connection weights that were not statistically different from the condition in which that connection appears, compared to the same connection in at least one of the other conditions. between the SMG and three of the four connections with premotor and primary motor areas (i.e., the PPMd and PPMv). This is again consistent with our prediction that Broca's area should play a reduced role when speech-associated gestures are observable and the pro-posed role of the SMG, PPMv, and PPMd in mirroring hand and arm movements. The Self-Adaptor, No-Hand-Movement, and No-Visual-Input conditions produced a strong negative influence, a weak influence, or occasionally a moderate influence between the SMG, PPMv, and PPMd areas.
On the other hand, the Self-Adaptor condition produced the strongest connections between the SMG and Broca's area, compared to the Gesture, No-Hand-Movement, and No-Visual-Input conditions. Although this finding appears inconsistent with the role that Broca's area was predicted to play in processing self-adaptors (see Table 1 ), it need not be. Self-adaptor movements are hand movements that could have provided information about semantic content if they have been seen as gestures rather than as self-grooming movements. Unlike spoken words, gesture production is not bound by the conventions of language and thus reflects a momentary cognitive construction, rather than the constraints of a culturally uniform linguistic system. Any particular hand movement that accompanies speech therefore has the potential to be a gesture, at least until it is recognized as a specific kind of speech-irrelevant action. Because listeners cannot know a priori that a self-adaptor does not provide message-relevant information, self-adaptors may place some demand on the listener's semantic selection or retrieval. In summary, results show that the Gesture condition produced the weakest average connection weights between the SMG and Broca's area, and the strongest connection weights between the SMG and premotor and primary motor cortex (Fig. 5) , consistent with our predictions (see Table 1A and Table 2 ). Fig. 6 shows the results of Bayesian averaging of connection weights for all models with the STa ROI connected with the POp, PTr, PPMv, and PPMd ROIs. The Gesture condition produced the weakest connections involving all STa and all Broca's area connections, again, consistent with initial predictions. On the other hand, the Gesture condition produced the strongest influence of the STa on the PPMv and of the PPMd on the STa. The Self-Adaptor condition produced the strongest connection weights between the STa and the PTr and from the STa to the PPMd, and the weakest connection weights from the PPMv to the STa. The No-Hand-Movement condition produced the strongest weights between the STa and the POp and from the PPMv to the STa. The No-Visual-Input condition produced the weakest connections between the STa and all but one of the premotor and primary motor cortex areas.
These results can be summarized as showing that the Gesture condition produced the weakest average connection weights between the STa and Broca's area, and the strongest connection weights between the STa and premotor and primary motor cortex (Fig. 7) , consistent with our predictions (see Table 1A and Table 2) .
Finally, to graphically summarize the results over all three sets of SEMs with respect to Broca's area, we averaged all connections with the POp and PTr (Fig. 8 ). This representation shows that the statistically weakest connection weights associated with the POp correspond to the Gesture condition (though not significantly different from the No-Visual-Input condition; Fig. 8a) . Similarly, the statistically weakest connection weights associated with the PTr correspond to the Gesture condition ( Fig. 8b) . That is, Broca's area produces the weakest connection weights in the Gesture condition, consistent with the predictions summarized in Table 1A .
Discussion
We have shown that Broca's area, defined as the POp and PTr, generally has the weakest impact on other motor and language-relevant cortical areas (i.e., PPMv, PPMd, SMG, STp, and STa) when speech is interpreted in the context of meaningful gestures, as opposed to in the context of self-grooming movements, resting hands, or no visual input at all. These differences in connection strengths cannot simply be attributed to varying amounts of visually compelling information in the different conditions. The Gesture and Self-Adaptor conditions were matched on amount of visual motion information, and hand and arm movements occurred in approximately the same points in the stories in the two conditions. Thus, the differences are more likely to be a function of the type of information carried by the observed movements. Similarly, these differences cannot easily be attributed to varying levels of attention across conditions. Most accounts of neural processing associated with attention show increased levels of activity as attention or processing demands increase (e.g., Just, Carpenter, Keller, Eddy, & Thulborn, 1996) . Yet, we show that the Gesture condition results in the weakest connection weights between the PTr and POp and other cortical areas; these low levels are concomitant with an increase in behavioral accuracy for the comprehension questions pertaining to the Gesture condition.
Speech-associated gestures and the role of Broca's area in language comprehension and action recognition
Why should the functional connectivity of Broca's area with other cortical areas be modulated by the presence or absence of speech-associated gestures? As reviewed in Section 2, our results were predicted by one particular account of the role of Broca's area in language comprehension-the view that Broca's area is important for semantic processing. The PTr has been hypothesized to be involved in the retrieval or selection of semantic information, and the POp has been hypothesized to be involved in matching acoustic and/or visual information about mouth movements with motor plans for producing those movements (Gough et al., 2005; Poldrack et al., 2001; Poldrack et al., 1999; Skipper et al., 2006; Thompson-Schill, Aguirre, D'Esposito, & Farah, 1999; Thompson-Schill et al., 1997; Wagner et al., 2001) .
Looking first at the PTr, we suggest that speech-associated gestures are a source of semantic information that can be used by listeners to reduce the natural level of ambiguity associated with spoken discourse. Activity levels in the PTr increase as the level of lexical ambiguity increases in sentences, presumably because there are increased retrieval or selection demands associated with ambiguous content (Rodd, Davis, & Johnsrude, 2005) . The decreased involvement of the PTr when speech-associated gestures are pres-ent (and the increased involvement when they are not) is consistent with the interpretation that speech-associated gestures reduce ambiguity and, concomitantly, selection and retrieval needs.
Turning to the POp, we suggested in Section 2 that observing speech-associated gestures might reduce the influence of the POp on other areas because attention is directed at visual hand and arm movements. Because we are generally poor at dividing visual attention to objects, increased attention to the hands (and the message, or meaning, level of speech) should result in decreased attention to the face (and the phonological processing of speech). As a result, there will be less need to match visual information about mouth movements with motor plans for producing those movements. The relatively smaller influence of the POp on other areas during the Gesture condition (compared to the other conditions) supports this interpretation. Indeed, the No-Hand-Movement condition produced strong interactions between the POp and the STp, suggesting the use of mouth movements to aid in phonological aspects of speech perception. The Self-Adaptor condition produced strong influence of the POp (and the PTr) on other regions. It may be that these self-grooming movements are distracting, which then increases demands on phonological evaluation and retrieval/selection of semantic information. We also found that the reduction of PTr influence on other cortical areas in the Gesture condition (relative to the other conditions) was more profound than the reduction of POp influence. This difference may stem from the fact that listeners can shift attention from the message level to the phonological level at different points in discourse. For example, when there are no speech-associated gestures, attention may be directed at mouth movements. This information can then be used to reduce the ambiguity associated with speech sounds (see Section 2).
These interpretations are supported by a recent fMRI study showing increased activity in the PTr when listeners process gestures artificially constructed to mismatch the previous context established in speech (Willems, Ö zyürek, & Hagoort, 2006 ; note that this type of mismatch is different from naturally occurring gesture-speech mismatches in which gesture conveys information that is different from, but not necessarily contradictory to, the information conveyed in speech, Goldin-Meadow, 2003) . By our interpretation (which is different from the authors'), gesture and speech are not co-expressive in the Willems et al. study, and thus create an increased demand for semantic selection or retrieval. That is, like the Self-Adaptor condition, unnatural mismatching hand movements are distracting, which then increases demands with respect to retrieval/selection of semantic information.
Although these interpretations are speculative, we believe that they are more coherent than the view that Broca's area processes speech-associated gestures as part of the action recognition/production system. Given the proposed role of mirror neurons and the mirror system in processing goal-oriented actions, and the already demonstrated role of Broca's area in the observation and execution of face, finger, hand, and arm movements (e.g., Iacoboni et al., 1999) , one would expect the POp and PTr to have the strongest influence on the rest of the brain when processing speechassociated gestures (which they did not). Similarly, given the hypothesis that the connection between action recognition and language functions attributed to Broca's area is the underlying goal of sequencing movements, one would expect the POp and PTr to play a relatively large role during the observation of speech-associated gestures (which they did not).
Speech-associated gestures and the human mirror system
The relative lack of involvement of Broca's area with other cortical areas in the presence of speech-associated gestures suggests that we should rethink the theoretical perspective in which the function of Broca's area is limited to action recognition or production. Indeed, it is possible that the mirror system in humans is a dynamically changing system (Arbib, 2006) . In fact, a recent study shows that, when simple actions are viewed, activity within the mirror system is modulated by the motivation and goals of the perceiver (Cheng, Meltzoff, & Decety, 2006) , an observation that goes well beyond the theoretical claims made to date about the mirror system. Thus, we suggest that what constitutes the human mirror system for action recognition may depend on the goal of the listener and the dynamic organization of the brain to accommodate that goal.
With respect to the present experiment, the goal of the listeners in all conditions was to comprehend spoken language. In different conditions, there were different visually perceptible actions that could be used (in addition to the auditory speech signal) to support the goal of comprehension. In the Gesture condition, speech-associated gestures were actions that could be recognized and used to reduce lexical or sentential ambiguity, with the result that comprehension was improved. In the No-Hand-Movement and Self-Adaptor conditions, face actions could be recognized and used to reduce ambiguity associated with speech, again with the result that comprehension was improved.
Rather than a mirror system that is static, our results suggest that the human mirror system (or, perhaps, mirror systems) dynamically changes to accommodate the goal of comprehension in response to the observed actions that are available. When speech-associated gestures are present, there are strong interactions among the SMG, PPMv, PPMd, and STa (see the left-hand column of Table 2 ). When the available actions are face movements, there are strong interactions primarily among the POp, PPMv, STp, and STa (see the right hand column of Table 2 ).
We suggest that these differences in the strength of interactions among brain areas reflect the brain dynamically changing when different actions are relevant to the goal of language comprehension. Thus, when speechassociated gestures are observed, strong interactions between the SMG, PPMv, PPMd, and STa reflect the activity of a human mirror system because the SMG is involved in preparation for hand movements and both the PPMv and PPMd have representations used for producing hand movements. Interaction among these areas may constitute a mirror or observation-execution matching system for hand and arm movements. The strong interaction between the PPMv and PPMd and the STa, an area involved in semantic aspects of spoken language comprehension, may reflect the fact that recognition of these matched movements is relevant to language comprehension.
Similarly, when face actions are observed, strong interactions between the POp, PPMv, STp, and STa reflect the activity of a human mirror system because the POp is involved in matching acoustic and/or visual information about mouth movements with motor plans for producing those movements, and the PPMv is strongly involved in producing face and tongue movements (Fox et al., 2001; Schubotz & von Cramon, 2003) . Interaction among these areas may constitute a mirror or observation-execution matching system for face movements. The strong interaction between the POp and PPMv and the STp, an area involved in, among other things, speech perception, could indicate the recognition of these observed and matched face actions as relevant to speech perception. Indeed, we have previously shown that the PPMv and STp are involved in using mouth movements to aid in the process of speech perception (Skipper et al., , 2007 . Strong interactions with the STa may occur because mouth movements may aid sentence comprehension when they help disambiguate the phonological properties of speech.
More generally, our results suggest that the human mirror system dynamically changes according to the observed action, and the relevance of that action, to understanding a given behavior. For example, if the behavioral goal involves understanding a speech sound when mouth movements can be observed, then areas of cortex involved in the execution of face movements and speech perception are likely to constitute the mirror system. In contrast, if the behavioral goal involves understanding a sentence when speech-associated gestures can be observed, then areas of cortex involved in the execution of hand movements and semantic aspects of language comprehension are likely to constitute the mirror system.
Conclusions
We interpret our results as suggesting that the interactions among the SMG, PPMv, PPMd, and STa reflect the activity of a human mirror system in extracting semantic information from speech-associated gestures, and integrating that information into the process of spoken language comprehension. Once this semantic information has been extracted and integrated, there is less need for phonological processing (associated with cortical interactions involving the POp) and less need for semantic retrieval and selection (associated with interactions involving the PTr). It has been argued that speech-associated gestures function primarily to aid lexical retrieval in speakers, rather than to communicate semantic content to listeners (Krauss, Dushay, Chen, & Rauscher, 1995; Krauss, Morrel-Samuels, & Colasante, 1991; Morsella & Krauss, 2004) . However, our findings reinforce behavioral observations showing that speech-associated gestures do indeed function for listeners (as well as playing an important cognitive role for speakers, Goldin-Meadow, 2003)-speech-associated gestures communicate information that listeners are likely to use to reduce the need for lexical selection/retrieval. Because communication is a joint action of sorts (see Pickering & Garrod, 2004) , information contained in speechassociated gestures is not likely to affect the speaker or the listener, but rather is likely to be mutually informative.
