In this note we will show that the so called Sobolev dual is the minimizer over all linear reconstructions using dual frames for stable r th order Σ∆ quantization schemes under the so called White Noise Hypothesis (WNH) design criteria. We compute some Sobolev duals for common frames and apply them to audio clips to test their performance against canonical duals and another alternate dual corresponding to the well known Blackman filter.
INTRODUCTION
Many digital signal representations take advantage of oversampling the signal, i.e., these representations use excess information about the signal to offset information lost when converting from an analog setting to a digital one. Recently frames have been used to describe analog-to-digital (AD) conversion and specifically the quantization algorithm known as Σ∆. While there are numerous papers on Σ∆ in the engineering literature, [4, 8, 10, 11, 15, 19, 20] to which this list does not begin to do justice, a paper of Daubechies and DeVore [9] created great interest in the mathematical community [12] [13] [14] 17, 21] . In particular, Benedetto, Powell and Yilmaz [1, 2] recently used finite frames to describe and examine first order Σ∆ schemes, followed by Bodmann and Paulsen [6] . Of greatest interest in these papers is the convergence rates of the algorithm and convergence constants associated with different types of frames.
As we will describe later, Σ∆ has a number of different variations, which we will refer to as schemes, that correspond to the number of differences applied in the algorithm. Higher order schemes in the finite frame setting have also been previously studied [3] and continue to be examined [5, 7, 18] . The higher order Σ∆ schemes for finite frames have provided a few surprises in that some of the early convergence rates for the group of frames being studies were somewhat unexpected given results from the band limited case. This is usually explained by the fact that there are so called "boundary terms" in the finite sums of the reconstruction that do not occur in the infinite, band limited case. Two approaches have been developed to compensate for these boundary terms and hence achieve the desired rates of convergence for a scheme of a particular order. One approach is to chose a different class of frames for which to perform the sigma delta quantization on and the second is to consider alternate duals for reconstruction. This paper focusses on the later.
The main goal of this note is to examine the MSE of the reconstruction of higher order Σ∆ schemes with the so called Sobolev dual introduced in [5] . Although it is well known to engineers that the so called White Noise Hypothesis(WNH) does not hold in general, it has been successfully used as a design criteria for many years. For some reasons why this is true we refer the reader to an article by Gray [16] . In what follows, we will show that the so called Sobolev dual is optimal for minimizing theMean Square Error (MSE) under the WNH and test it against some other dual frames. 
FRAMES
The operator 
is a frame path (see [ 6] )if the rows of the matrix obtained by uniform sampling
Harmonic frame path [10, 11, 22 ]
, where λ is the indicator function.
QUANTIZATION.
Given an expansion of the form f (x) = n a n e n , find an expressionf (x) = n q n e n so f −f is small and q n come from a finite alphabet. For example , q n ∈ {−1, 1}.
Typical Alphabets A δ , i.e. set of all possible q n . Let
or k + 1-bit quantization. Audio encoding is typically 8, 16 or 32 bits.
PCM I) Pulse Code Modulation (PCM):
Commonly used in practice. More immune to chip error then binary approximation First order Σ∆ We introduce a state variable u n and let 0 = u 0 then we find inductively u n = x n −q n +u n−1 and q n = Q δ (x n + u n−1 ) or ∆u n = x n − q n .Higher order Σ∆ For an r th order scheme ∆ r u n = x n − q n .
In either case the error can be represented as follows using a simple summation by parts manipulation
The second sum above corresponds to what we have been referring to as boundary terms. Stable Σ∆ schemes are ones for which |u n | < C as size of frame goes to ∞. All schemes considered in this note are stable ones.
MSE
In general higher order Σ∆ schemes are expected to correspond to a higher decay rate. However, in [18] it is shown that even for higher order schemes one cannot "robustly" expect more than 1/N 2 error with the canonical dual for natural classes of frames, such as the harmonic frames. That is, in the case of harmonic frames, some oversampling rates achieve the correct approximation error but in large part it is not achieved. For this reason we look to alternate duals in the reconstruction to achieve the desired approximation rate of the algorithm. In practice, engineers make a white noise assumption for design purposes. Given the success using the WNH, we will examine the MSE problem under this setting. We treat the u n as if they were i.i.d. This motivates the following definitions, as we will see later. In a slight abuse of notation, we will also refer to a matrix as a frame where the frame elements constitute the rows or columns of the matrix.
where D is the difference matrix Proof. The argument for the r th case is nearly identical to r=1 so for simplicity we prove the result for r = 1. Let E = {e n } N n=1 be a frame and let {f n } N n=1 be any dual frame.
Here, δ 2 12 corresponds to the variance. Since δ is fixed by the choice of quantizer, Q δ , it is clear that the Sobolev dual is the minimizer.
Below we show show some simulations for reconstructing with the canonical dual v.s. the r th Sobolev dual for both second and third order schemes where the original frame is the harmonic frame. This is a log-log plot with the x-axis corresponding to the oversampling rate and the y-axis corresponds to error. There appears to be two lines for the canonical dual in the second order scheme. This can be attributed to the fact that, for even and odd oversampling the so called boundary terms are quite different (see [2, 3] ). 
SOBOLEV DUALS FOR SPECIFIC FRAME PATHS
Computing the Sobolev duals for specific frames is not difficult. The authors have used two approaches with equal success. The first is to solve a Lagrange Multiplier problem, minimizing D r F * with the constraint that F must be a dual to the frame E. The second is to use the fact that canonical duals are often minimizers and so one looks for the canonical dual of the frame ED −1 . This reduces to inverting the matrix ED
Here are a few useful examples with the sampling frame and a harmonic frame. We use the notion that these frames may be obtained from sampling continuous functions at regular intervals. Below are the paths of the original frame (up to a constant since the frames are tight) and the path of the Sobolev duals.
Component functions 1 (t), 8 (t), and 15 (t) of Canonical dual (left) and f 1 (t), f 8 (t), and f 15 (t) of Alt dual(right) of sampling frame for R 32 , Component functions 1 (t), 8 (t), 1 0(t) and 15 (t) of Canonical dual (left) and f 1 (t), f 8 (t), f 1 0(t) and f 15 (t) of Alt dual(right) of harmonic frame for R I I!!!' I.
APPLICATION
In this section we will compare the SNR of reconstructing some audio clips with other duals versus the Sobolev dual. We keep in mind that for specific audio signals it is almost certain that one can find a dual that works better then any of the ones we use for reconstruction below, but our goal here is to find duals that work well and are not completely dependent on a single signal. First we will compare the Sobolev dual to the canonical dual. For all cases below the original frame is the sampling frame, or the so called repeated orthonormal bases.
To compute SNR we are using 10 log 10 ( σ 
