A latent heat method to detect melting and freezing of metals at megabar
  pressures by Geballe, Zachary M. et al.
A latent heat method to detect melting and freezing of metals at
megabar pressures
Zachary M. Geballe1, Nicholas Holtgrewe1,2, Amol Karandikar1, Eran
Greenberg2, Vitali B. Prakapenka2, and Alexander F. Goncharov1
1Earth and Planets Laboratory, Carnegie Institution
for Science, Washington, DC 20015, USA and
2Center for Advanced Radiation Sources,
University of Chicago, IL 60637, USA
(Dated: August 17, 2020)
Abstract
The pressure dependence of melting temperature and latent heat of fusion for metals provide
simple and useful tests for theories of melting, as well as important constraints for the modeling
of planetary interiors. Here, we present a new experimental technique that reveals the latent
heat of fusion of a metal sample compressed inside a diamond anvil cell. The technique combines
microsecond-timescale pulsed electrical heating with an internally-heated diamond anvil cell for the
first time. Further, we use the technique to constrain the melting curve of platinum to a relatively
narrow temperature range from ∼ 3000 K at 34 GPa to ∼ 4500 K at 107 GPa, thermodynamic
conditions that are between the steep and shallow experimental melting curves reported previously.
Upper bounds on the entropy and volume of fusion are also determined at high pressure: ∆Sm ≤
21 J/mol/K and ∆Vm ≤ 0.35 cm3/mol and at 86± 6 GPa.
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I. INTRODUCTION
High-pressure melting curves of simple materials provide a fertile testing ground for the-
ories of melting, from empirical models such as the Kraut-Kennedy model [1], to semi-
empirical models such as the Lindemann model [2], to atomistic models such as the ab-initio
Z-method [3]. Knowledge of high-pressure melting temperatures is also crucial for under-
standing the evolution of planetary cores [4].
In order to differentiate between simple melting theories, accurate experimental data are
likely needed across a density range of at least 10% [5]. To achieve this for the relatively
incompressible transition metals, pressures of ∼ 50 to 100 GPa (0.5 to 1 megabar) are
therefore required. Unfortunately, the accuracy of melting data is uncertain for several of
the most-studied metals at pressures above 20 GPa, as evidenced by discrepancies among
studies of iron [6], tantalum [7], molybdenum [8], and platinum [9]. For platinum, the
experimental melting temperatures reported in Refs. 9 and 10 are systematically higher
than those in Refs. 11–13, resulting in a discrepancy of at least 1000 K at 70 GPa, the
pressure corresponding to 15% volume compression.
It may also be possible to test simple analytical models of melting by comparing them to
ab-initio models. For platinum, melting temperature calculations by two different research
groups using the recently developed ab-initio Z-method agree to within 200 K at 10 GPa
and within 300 K at 120 GPa. The results imply an approximately linear dependence of
melting temperature (Tm) with respect to pressure (P ), but not with respect to volume
(V ), in stark disagreement with the Kraut-Kennedy model. However, the accuracy of the
Z-method calculations for platinum is uncertain. The calculation results match the most
recently-published experimental data [9], but not others [12], underscoring the need for new
experimental results, and perhaps new experimental methods that are more reproducible
across laboratories than the methods currently used.
To identify melting in a more reproducible way than in previous experiments at pressures
above 20 GPa, latent heat could be very useful. All melting transitions have latent heat,
and it is usually larger than the latent heat of solid-solid transitions [14]. In practice, latent
heat has been a useful way to identify melting of refractory metals at ambient pressure [15],
but it has likely never been identified in static compression experiments at pressure > 20
GPa. Albeit, in the case of pulsed-laser heating of hydrogen at 100 to 200 GPa, anomalies
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in peak temperature versus laser power have been attributed to the latent heat of melting
and latent heat of dissociation of molecular hydrogen [16–18]. Nevertheless, the attribution
to latent heat is controversial [19, 20], and the method of latent heat detection has not been
reproduced by any other group, to the best of our knowledge.
When quantified, latent heat, L, is also an experimental constraint on equations of state
of the liquid and solid. The entropy of fusion, ∆Sm, equals L/Tm. The volume of fusion,
∆Vm, equals ∆Sm × (dTm/dP ).
The major experimental challenge in identifying latent heat in high pressure experiments
is to deposit heat and measure the sample’s temperature (or a proxy for temperature) fast
enough and over a large enough sample volume so that little heat is lost to the surroundings.
The heating timescale should be ns to µs because of the inevitably small sample size and
inevitably poor thermal insulation in diamond cell experiments [21]. It might also be im-
portant to heat the sample internally, meaning laser heating should be avoided [21]. So far,
these extreme requirements have limited the detection of latent heat in static high pressure
experiments to the range < 20 GPa and to devices with larger sample volumes than those
in diamond anvil cells [22].
Here, we report a new technique that reveals the latent heat of melting of metals in
diamond anvil cells at pressures in the range∼ 7 GPa to above 100 GPa, and temperatures in
the range ∼ 2200 K to above 4000 K. The technique integrates microsecond-timescale pulsed
electrical heating with the internally-heated diamond anvil cell for the first time, thereby
creating the short heating timescale and spatial homogeneity needed to reveal latent heat
at high pressures. We then use the technique to determine the melting curve of platinum
up to 107 GPa and an upper bound on platinum’s latent heat of fusion up to 86 GPa.
II. EXPERIMENTAL METHODS
A. Sample loading
For each high-pressure run, we use a five-step procedure to prepare a sample of platinum
connected to at least two electrical leads and thermally insulated from the diamond anvils
by a layer of KCl. The result is an internally heated diamond anvil cell similar to the one
used by Zha et al. [23] to measure the equation of state of platinum up to 80 GPa and
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1900 K. Details are presented in the Supplementary Methods. Briefly, we first use standard
methods to align diamond anvils with 100 to 300 µm-diameter culets and to make a pre-
indented rhenium gasket with an insert made of cubic boron nitride mixed with ND 353
Epotek epoxy (hereafter referred to as “cBN”). Second, we prepare four outer electrodes
that extend from the edge of body of the diamond cell to the edge of the diamond’s culet.
Third, we prepare the inner electrodes by pressing short pieces of 25 µm-diameter platinum
wire into the cBN on the culet.
Fourth, we laser-drill a hole with diameter equal to 40% of the culet’s diameter and fill
it with several pieces of KCl and platinum. The pieces of platinum and KCl are stacked
so that when the diamond cell is closed, one central piece of platinum of 5 to 30 µm-width
is separated from both anvils by 5 to 10 µm-thick KCl layers and electrically connected to
the four outer electrodes by other pieces of platinum. This central piece is the platinum
sample that is eventually melted. Fifth, we dry the KCl by inserting the whole diamond
cell in a vacuum oven for at least 45 minutes at 120◦C followed by an argon-purge. Finally,
we close the cell, let it cool, and compress to the target starting pressure. Pressure at room
temperature is measured using the shift of the Raman signal from the strained diamond
anvil [24]. After heating, pressure is measured again using the Raman edge or by and by
X-ray diffraction from the 300 K platinum sample [25]. For each melting run, the reported
pressure at room temperature, P0, is the average of pressures measured before and after
heating at Carnegie.
A simpler version of the above procedure was used for the sample that generated the
lowest pressure data presented here. A diamond anvil cell was prepared with 1 mm-diameter
culets, without a gasket, and with ∼ 100 µm-thick KCl thermal insulation. The relatively
large sample was made from a 0.5 mm-long segment of 25 µm-diameter platinum wire. Strips
of gold were cut from 10 µm-thick foil and used as inner electrodes. Gold was chosen for its
softness and lack of an oxidized surface, which enable low-resistance electrical connections
despite the small pressure applied to the culet. The pressure before heating was less than
0.1 GPa.
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B. Pulsed heating and electrical measurement
After compressing each platinum sample to high pressure, we connect it to the home-built
electronics that drive current through the sample and measure current and voltage. First,
each diamond cell is connected to the electronics, as shown in Fig. 1; see Supplementary
Methods for details. Second, the capacitor bank is repeatedly discharged by delivery of
square waves of 3 to 8 µs duration to the gate of the transistor (MOSFET). Third, the power
of electrical heating pulses is slowly ramped up by increasing the voltage of the capacitor
bank, Vbank, until the platinum sample reaches peak temperatures of 1500 to 2000 K, a
temperature range that is high enough for a CCD camera to visualize the thermal emissions
from the sample, yet low enough to avoid accidentally melting the sample. The current and
voltage of each pulse (or set of pulses) is calculated based on an oscilloscope recording of the
outputs of two instrumentation-amplifiers (“in-amps”). One in-amp measures the voltage
difference across the reference resistor, while the other measures the voltage difference across
the platinum sample.
C. Thermal emission and X-ray diffraction
While pulsing electrical power through the high-pressure sample, we measure time-
resolved thermal emissions, spatially-resolved thermal emission, and X-ray diffraction.
Time-resolved measurements of thermal emissions are the key to detection of melting and
freezing temperatures. Spatially-resolved measurements of thermal emission are important
for estimating the size of the sample that is melted. X-ray diffraction measurements are
important for determining the crystallographic phase of the material that melts and its
pressure evolution during heating.
We use two laboratories to generate the necessary data. The first melting experiment
for each sample is performed at the Earth and Planets Laboratory, Carnegie Institution for
Science, where its thermal emissions spectra are recorded with a streak camera, a device
that enables measurements with sub-microsecond time-resolution during single-heating-shot
experiments. Several samples are subsequently melted at GSECARS, Sector 13 of the Ad-
vanced Photon Source at Argonne National Lab. At GSECARS, atomic structure and
temperature are monitored by X-ray diffraction and thermal emissions measurements on
5
gated intensified detectors, not streak cameras. The detectors are gated to collect photons
when the sample reaches its highest temperature, the final 1 µs of the heating pulse.
In each laboratory, the sample is located at the focal position of the optical system. The
Carnegie system is shown schematically in Fig. 1, and described in detail in McWilliams
et al. [26]. The GSECARS system is described in Prakapenka et al. [27]. At GSECARS,
the optical focus is aligned to the X-ray focus. Vbank is increased until the hottest section
of the platinum sample is identified in an imaging camera set to 1 second exposure and
maximum gain. Typically, we identify the hotspot by 10 to 100 repetitions during the 1
second exposure. In all cases, a full cross section of the central platinum strip appears to
heat to a nearly uniform temperature (Fig. S8). We then translate the sample so that the
hotspot is at the focus of the optical system.
At Carnegie, we record thermal emissions on the streak camera (e.g. Fig. 2). The
measurement’s spectral range is 450 to 860 nm in all experiments but one; a higher resolution
grating limits the spectral range to 500 to 660 nm for the P0 = 31 GPa data set. The streak
camera is set to 3 or 10 µs sweep duration for all experiments except for melting the non-
gasketed sample (P0 = 1 bar), for which sweep duration is 100 µs. We record thermal
emissions from one side of the sample on the streak camera, and from the other side on a
CCD camera. An example of thermal emissions data from one heating pulse to temperatures
> 5000 K at 68 GPa is shown in Fig. 2. Anomalies in thermal emission intensity during
melting and freezing are easily identified in measurements of intensity versus time.
At GSECARS, temperatures are determined by fitting Planck functions to thermal emis-
sions spectra emitted from a rectangular region of the sample that is 6 µ ×20 µm in area.
This fit assumes greybody emission [28], The X-ray energy is 37 keV and its beam size is
3x4 µm. X-ray patterns are integrated using the Dioptas software [29]. The resistive heating
pulse duration is 5 to 15 µs.
For each starting pressure, P0, we collect data at a range of values of Vbank. Then, we
change pressure and heat again, if desired. In practice, melting was only documented at
different pressures for one sample, first during heating from P0 = 78 GPa, then during
heating from P0 = 60 GPa.
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III. RESULTS
We report measurements of thermal emissions, voltage, current, and X-ray diffraction
of platinum compressed and heated to 107 GPa and ∼ 5000 K. We define a “plateau-like”
region to be one in which a temperature proxy changes anomalously slowly in time, compared
to rate of change before and after the plateau-like region. The primary temperature proxy
used in this study is the fourth root of thermal emission intensity, I1/4. (The fourth root is
motivated by the Stephan-Boltzmann law, Itotal ∝ T 4).
Our main findings are (1) plateau-like regions in I1/4 are reproducible and reversible upon
cooling, (2) electrical resistance measurements, calorimetric analysis, and X-ray diffraction
show that the plateau-like regions are caused by latent heats of melting and freezing, and (3)
melting temperatures increase rapidly from 0 to ∼ 40 GPa, then more gradually to 4490±
220 K at 107± 9 GPa (Fig. 4).
For each of thirty data sets, the melting region is identified as a plateau-like interval in I1/4
(Fig. 3b, Supplementary Materials section “Melting identification”). The melting tempera-
ture measured during an individual melting run is determined by fitting a Planck function to
the thermal emissions spectrum collected during the melting interval (Fig. 3d; Supplemen-
tary Materials section “Temperature fits”). The pressure at melting is estimated by adding
a heating-induced pressure to the room temperature pressure measurement, Pm = P0 +∆P .
The value of ∆P for each melting run is estimated from X-ray diffraction measurements at
30 to 60 GPa, assuming the equation of state of platinum determined Matsui et al. [25].
Typically, ∆P = 8± 4 GPa (Supplementary Materials section “Pressure at melting”).
This process yields highly reproducible results. Five melting runs are carried out at Pm =
68 ± 5 GPa while measuring one side of the sample. These data are shown in Fig. 3; the
other twenty-five melting runs are shown in Figs. S9-S17. For each side of each sample,
plateau-like intervals occur at values of I1/4 within 5% of each other and fitted temperatures
are within 160 K (±80 K) of each other (Table S1). Including data from both left-side
and right-side, measured melting temperatures are more scattered (±150 K). All measured
melting temperatures for each sample and starting pressure are averaged to determine Tm in
a way that weights the two sides of the sample equally (Supplementary Section “Temperature
Fits at Melting”). From sample to sample, the phenomenology of these measurements is
reproducible. Anomalies in I1/4 vs. time are always plateau-like (Figs. 3, S9-S17).
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Plateau-like regions are also documented upon cooling in twenty-two of the thirty heating
runs in which a sample melted (Fig. 3, S9-S17). We interpret this as freezing. The value
of I1/4 in the plateau-like region is always slightly lower during cooling than during heating,
suggesting a small amount of hysteresis.
The values of melting temperature increase monotonically within uncertainties, from 2170
K at low pressure (our non-gasketed sample) to 4540 K at 107 GPa (Fig. 4, Table I). The
slope, dTm/dP , decreases two-fold from ∼ 40 K/GPa at ambient pressure to 20 K/GPa at
50 to 100 GPa, but no discontinuities in slope are identified. A fit to the Simon functional
form, Tm = T0(P/A+ 1)
1/C , yields A = 15.2 and C = 2.59, assuming the ambient pressure
melting temperature, T0 = 2041 K. Our measurements of Tm deviate by up to 290 K from
the Simon fit, so we summarize them by an error envelope of ±290 K around the Simon
fit (black shading in Fig. 4, restricted to P > 30 GPa for ease of viewing).
Before describing further experimental results, we summarize the key evidence for our
melting interpretation based on the thermal emissions data alone: plateau-like regions are
reproducible and reversible, and their temperatures increase monotonically with pressure.
Moreover, extrapolation of our measurements to ambient pressure agrees with the known
value of melting temperature, 2041 K, to within our measurement uncertainty (Fig. 4).
Further evidence that melting and freezing cause the plateau-like regions is provided by
combined analysis of thermal emissions measurements with electrical and X-ray measure-
ments. First, electrical resistance typically increases rapidly as a function of temperature
during the plateau-like interval, as expected during the melting of a metal (Supplementary
Materials “Electrical resistance across melting”; Table S2).
Second, X-ray diffraction measurements show diminishing intensity of face centered cubic
peaks and an increasingly intense diffuse background at temperatures near Tm (Figs. S6,
S7). This rules out the possibility that the latent heat of a crystal-to-crystal phase transition
is responsible for the plateau-like regions, at least at the pressures where diffraction was
measured near melting (35 to 60 GPa). The X-ray measurements are not used to quantify
melting temperature in this study. For details, see Supplementary Section “X-ray diffraction
near melting”, and Figs. S6, S7.
Third, the amount of electrical energy deposited during the plateau-like interval is similar
to the anticipated value of latent heat plus heat lost to the surroundings (Supplementary
Materials “Latent heat of melting”). The most notable quantitative constraints are upper
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bounds on latent heat, Lmax, and entropy change across melting, ∆Smax = Lmax/Tm. At
Pm = 34, 68, and 86 GPa, ∆Smax = 16 to 21 J/mol/K, which is less than 2-times the ambient
pressure value. This means that a modest entropy change is needed to explain plateau-like
anomalies, confirming that latent heat is a plausible source of the plateaus. These values
also provide the first experimental constraint on the latent heat of melting of platinum at
high pressure.
IV. DISCUSSION
A. Melting curve of platinum
The melting temperature of platinum increases from 2041 K at ambient pressure to 3300
K at 40 GPa, in line with the steep slopes documented in Refs. 3, 9, 10, and 30. Above
50 GPa, however, the slope is much shallower than reported by Refs. Anzellini et al. [9]
and Belonoshko and Rosengren [3]: dTm/dP < 25 K/GPa at all pressures from 50 to 110
GPa (Fig. 5a). This decreasing slope is expected according to the Kraut-Kennedy empirical
model, which predicts that Tm depends linearly on volume, not pressure [1]. Indeed, the
volume dependence of Tm clearly approximates a line (Fig. 4 inset).
Both the Lindemann and Kraut-Kennedy functions can be used to fit the melting data
with one free parameter. We use the Lindemann model [31] with the free parameter q,
Tm = T0
(
V
V0
)2/3
exp
(
2γ0
q
(1− (V/V0)q)
)
(1)
and the Kraut-Kennedy model [1] with the free parameter C,
Tm = T0 (1 + C(1− V/V0)) (2)
Here, V is volume, V0 is the volume at ambient pressure, γ0 is the Gruneisen parameter at
ambient pressure, q is the volume coefficient of Gruneisen’s parameter, and C is the Kraut-
Kennedy constant. In both cases, we assume T0 = 2041 K [32], and the room temperature
equation of state determined by Matsui et al. [25]. Note that here V refers to values along the
melting curve, as in Refs. 2 and 31, unlike in Ref. 1. We fix the value of γ0, to 2.7, motivated
by the good agreement between three experimental studies that find γ0 = 2.70, 2.72 and
2.75 [23, 25, 33]. The best fit parameter is q = 1.04 for the Lindemann model and C = 6.0
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for the Kraut-Kennedy model (Fig. 4). Note that the fitted value, q = 1.04, is so close
to the value determined by Matsui et al. [25], q = 1.10, that a single iteration is sufficient
to reach self-consistency between the equation of state and the Lindemann melting models.
Nevertheless, the root mean square deviation of Kraut-Kennedy fit to data is smaller than
that of the Lindemann fit (160 K compared to 230 K), so we prefer the Kraut-Kennedy
fit. Conveniently, the Kraut-Kennedy and Simon fits are nearly identical over the pressure
range 0 to 120 GPa.
Our melting data are discrepant with previous experimental and computational results
in several ways. In the pressure range from 40 to 80 GPa, the range of slopes of our
melting curve, 25 to 18 K/GPa, is inconsistent with 40 K/GPa slope reported in Anzellini
et al. [9]. We associate the discrepancy to a difference in melt detection method. The
experimental constraint for the melting curve of Anzellini et al. [9] at pressures above 30
GPa is the saturation in temperature as the power of a continuous-wave laser is steadily
increased, a phenomenon that is not specific to melting. Rather, it can be caused by loss
of surface reflectivity changes or movement of material within a solid or liquid phase [21].
In the pressure range 50 to 80 GPa, our melting temperatures are 300 to 1500 K higher
than those reported in Lo Nigro [13] and in Kavner and Jeanloz [11], in which melting was
determined by X-ray diffraction and visual observation, respectively. In the pressure range
80 to 120 GPa, our melting temperatures are 600 to 1000 K lower than those calculated by
the Z-method [3, 9].
Combining our melting curve, Tm(P ), with our upper bounds on entropy change across
melting, ∆Smax, we calculate an upper bound to a physical property that has never been
measured for platinum at high pressure: the volume change across melting, ∆Vmax. Not
all our data sets provide useful upper bounds, so we restrict our analysis to entropy change
constraints at ambient pressure (Wilthan et al. [34]), and at 34, 68, and 86 GPa (this study).
For simplicity, we use a linear fit to these four bounds: ∆Smax = mP + b for m = 0.11
J/mol/K/GPa, b = 12.6 J/mol/K. We also estimate a lower bound by the average at 34,
68 and 86 GPa: ∆Smin = 0.9 J/mol/K. Multiplying each entropy change by the Clapeyron
slope of the Simon-fitted melting curve, dT Simonm /dP , we determine bounds to the volume
change across melting, ∆Vm (Fig. 5) by the Clausius-Clapeyron relation. At 89 GPa, the
result is ∆Vm = 0.015 to 0.35 cm
3/mol, which is at least 30% smaller than the ambient
pressure value of ∆Vm = 0.48 cm
3/mol [32]. In other words, liquid platinum must be more
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compressible than solid platinum over the range 0 to 80 GPa in order to explain the relatively
small slope, dTm/dP , and small entropy change, ∆S ≤ ∆Smax, at 80 GPa.
B. Phenomenology of melting and freezing
Phenomenological observations from our experiment may be crucial for the design and
interpretation of future experiments that involve electrical heating of high-pressure samples.
Most surprisingly, pulsed resistively heated samples can be repeatedly heated to well
above their melting points in some cases. One important condition for repeatability seems to
be that the gasket hole’s diameter does not increase upon compression at room temperature
prior to the melting experiment. Such a condition was met in the two most outstanding
examples of heating about the melting point: one sample at Pm = 51 GPa, and one sample
at Pm = 71 and 86 GPa. The former was melted several hundred times while monitoring
X-ray diffraction and electrical resistance. The latter was reproducibly melted nine times,
reaching more than 1000 K above the melting temperature during one pulse. In cases where
the gasket hole visibly expanded during compression (e.g. the sample at Pm = 57 GPa), the
power needed to melt the sample typically decreased upon repetitive melting as the melted
segment of the sample narrowed.
Details of the thermal emissions measurements and resistance measurements may also
guide future experiments. Our results show that plateaus due to latent heat of fusion of
diamond-cell samples can be documented, despite the small sample size and short timescales.
Defining the magnitude of a plateau-like anomaly to be ∆T = Lmax/cmax (Supplementary
section “Latent heat of melting”; Geballe and Jeanloz [21]), we document ∆T = 50 to 230
K at temperatures from 3000 to 4500 K with plateau duration ∼ 0.4 µs. A typical radiative
power is 36 µW, or 14 pJ total energy total during the plateau interval, assuming blackbody
emissions from a 100 µm2 region of a surface at 4000 K collected by a 0.4 numerical aperture
objective lens (0.52 steradian solid angle).
For several samples, resistivity increases during melting provide a second indication of
melting, and can be identified at every melting repetition using an oscilloscope. This melt
identification technique could be used in an automated feedback loop to reproducibly heat
a sample to slightly above its melting temperature. In fact, a manual feedback-loop was
employed during some of the X-ray diffraction measurements. We manually adjusted Vbank
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during sequences of 1000 melting shots so that the onset of melting, as observed by a kink
in 4 point probe voltage, occurred ∼ 2 µs before the end of the heating pulse.
C. Latent heat versus other sources of anomalous temperature change
This is likely the first time that latent heats have been detected in static compression
experiments at pressures > 20 GPa, despite several claims of latent heat detection in di-
amond cells. Most previous studies have suffered from slow heating timescales ( µs for
diamond-cell-sized samples), which causes thermal conduction out of the sample to dominate
the temperature evolution.
Four alternative explanations for the plateau-like regions are possible, but unlikely.
First, the plateau-like regions could be caused by a solid-solid phase transition to a high-
temperature solid with entropy nearly as high as that of liquid platinum. In this scenario,
the latent heat of melting would be dwarfed by the latent heat of the solid-solid transi-
tion, obscuring the melting plateau while highlighting the solid-solid plateau. Two pieces
of evidence make this unlikely. First, such a solid is not predicted for platinum at high
pressure, and not observed for any elemental metal at ambient pressure. Even solid Fe
and Ti, whose entropies increase substantially upon solid-solid transitions above 1000 K,
still maintain entropies that are significantly smaller than their liquids [14]. Second, the
X-ray diffraction data at 35 to 55 GPa reveal no crystalline peaks besides fcc platinum, even
when the temperature of the heated region of the sample exceeds the temperature of the
plateau-like region.
A second alternative explanation is that the latent heat of fusion of KCl causes the
plateau-like regions. This scenario would require unreasonably large values of thermal con-
ductivity to transfer sufficient heat from the platinum to the KCl and/or unreasonably large
values of latent heat of KCl to generate the plateau-like regions.
Third, a ∼ 10-fold increase in thermal conductivity of the KCl medium would decrease
the slope of temperature versus time (see Fig. 7 of Geballe and Jeanloz [21]). However,
the decrease would be maintained at all temperatures above the transition temperature.
To reproduce the plateau-like observations, a sequence of transitions would be required in
which the thermal conductivity of KCl increased ∼ 10-fold and then decreased ∼ 10-fold.
This sequence would be unprecedented for an alkali halide at any pressure, to the best of
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our knowledge.
A fourth alternative explanation is a discontinuous decrease in resistivity. This would
cause a decrease in heating power, which would lead to a plateau-like region in the same
way that reflectivity increases have been shown to cause plateau-like regions in models of
pulsed laser heating [20, 21]. However, a discontinuous decrease in resistivity is inconsistent
with our observation that total resistance increases by 3 to 10% in the plateau-like region.
V. CONCLUSIONS
The melting curve of platinum measured by our pulsed internal electrical heating method
is steeply sloped from ambient pressure to ∼ 40 GPa. At higher pressure the slope decreases,
in agreement with the empirical Kraut-Kennedy model, but in disagreement with ab-initio
Z-method calculations. The entropy change across melting increases by at most two-fold
from ambient pressure to 80 GPa.
The new method of detecting melting and freezing by latent heat is reproducible and
reversible at each pressure point. The phenomenon of plateau-like regions is also reproducible
at all pressures from 7 to 107 GPa. The success of microsecond-timescale pulsed internal
resistive heating in diamond cells paves the way for melting and freezing experiments on a
wide range of metals at all pressures achievable in a diamond cell and temperatures to at
least 5000 K.
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Pm (GPa) Tm (K)
6.8± 6.8 2160± 20
34± 4.2 3000± 140
39± 4.3 3440± 280
51± 4.5 3890± 80
57± 4.7 3720± 130
68± 5 4060± 120
71± 5.1 3820± 200
85.9± 5.6 4270± 30
106.9± 9.3 4490± 220
TABLE I. Melting points
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FIG. 1. Schematic of electrical path (black), optical paths (red) and diamond anvils (blue) at
Carnegie. A regulated DC power supply charges a capacitor bank (Cbank: 470 µF, 70 V electrolytic).
When triggered by the Delay generator (SRS DG645), the MOSFET (FQP30N06L) allows current
to flow through a reference resistor (Rref = 0.29 Ω), and the platinum sample that is compressed
between diamond anvils. The snubber capacitor (Csnub: 16 µF, 100 V electrolytic) limits current
oscillations. The circuitry for measuring current and four-point-probe voltage are shown in thin
black lines. The voltage dividers, Vdiv, reduce input voltage to within the 15 V range of the in-amp
(AD842). Each divider is made of two resistors with typical values of 1 kΩ and 10 kΩ. The in-amp is
operated with no gain, referenced to ground, and connected through output resistors (Rout: 105 Ω)
to the oscilloscope (Tektronix DPO 3034). A simplified optical path is shown here; see McWilliams
et al. [26] for elaboration. During each heating pulse, one flipper mirror (FM) diverts light from
the left or right side of the diamond cell to a CCD camera (Point Grey Grasshopper3 Color)
for 2-dimensional imaging of thermal emissions. The other flipper mirror (FM) does not divert
the light, allowing it to pass into a confocal filtering system, then into a spectrometer (Princeton
Instruments Acton SP2300) and streak camera (Sydor ROSS 1000) for time-resolved measurements
of thermal emissions. Solid red lines show the path of light in one configuration; dashed lines show
the alternative configuration. Ovals represent lenses, line segments at 45◦ represent mirrors, and
broken line segments represent pinholes.
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FIG. 2. Streak camera image of platinum heated from T = 300 K at P = 60±3 GPa to T > 5000 K.
(a) Raw data. (b) Intensity averaged over the wavelength-dimension. Annotations mark regions
interpreted to be melting, freezing, and heating and cooling of solid and liquid platinum.
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FIG. 3. Time-resolved thermal emissions of the left-side of the platinum sample heated from
300 K at 60 ± 3 GPa to past its melting point at 4060 ± 120 K at 68 ± 5.0 GPa. Each warm
color (yellow to red to black) represents a set of n heating pulses driven by the capacitor bank
voltage, Vbank , listed in the legend. Blue and cyan markings indicate melting and freezing. (a)
Average counts along the vertical dimension of the streak camera CCD. (b) Fourth-root of average
counts per microsecond, a proxy for temperature. Noisy grey curves show un-smoothed data, I1/4,
while colored curves show smoothed data, I
1/4
s . (c) Time-derivatives,
dI
1/4
s
dt (grey), and smoothed
time derivatives, dI
1/4
s
dt s
(colors). The smoothing function is a second order Savitzky-Golay filter
with timescale τ = 0.4 µs for both I
1/4
s and
dI
1/4
s
dt s
. The minima during heating (blue circles) and
maxima during cooling (cyan circles), are interpreted as melting and freezing. The corresponding
times, tmelt±τ/2 and tfreeze±τ/2, are marked in blue and cyan in (a), and used for the temperature
fits in (d) and (e). (d, e) Planck fits (blue and cyan) to thermal emissions spectra during melting
and freezing. Planck fit parameters listed in the legend are melting temperature and emissivity
(Tm and m), and freezing temperature and emissivity (Tf and f ). Spectra have been filtered to
improve the clarity of the figures using a second order Savitzky-Golay filter with wavelength scale
dλ = 20 nm. Planck fits are performed without filtering the spectra.
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FIG. 4. Melting curve of platinum to 107 GPa. Melting data of this study (black circles) are fit to
functional forms of Simon (solid black), Kraut-Kennedy (dotted black), and Lindemann (dash-dot
black). The Simon fit is surrounded by an error envelope of ±290 K at pressures above 30 GPa
(grey shading). Past experimental studies are shown as pink crosses at 3 to 6 GPa (Mitra et
al. [30]) or summarized by error envelopes: Anzellini et al. [9] (green), Errandonea [10] (violet),
Kavner and Jeanloz [11] (red), Patel [12] (pink). Theoretical results are shown in dashed curves:
Belonoshko and Rosengren [3] (blue), Anzellini et al. [9](green), Jeong and Chang [35] (red), and
Liu et al. [36] (pink). The ambient pressure melting temperature, T = 2041 K, is marked by a
cyan square. Inset: Melting temperatures plotted against the compression along the melting curve.
Symbols and curves represent the same data and fits as in the main figure.
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FIG. 5. Entropy and volume of fusion of platinum to 86 GPa. (a) Upper and lower bounds on
entropy change across melting (downward and upward pointing triangles) from this study (black)
and from Wilthan et al. [34] (red). Solid lines are (i) the linear fit to the upper bounds at 0, 34,
68, and 86 GPa, and (ii) the average of the lower bounds at 34, 68, and 86 GPa. (b) Slope of the
Simon fit to melting data of this study. (c) Upper and lower bounds of molar volume change across
melting, calculated from the Clausius-Clapeyron relation applied to (a) and (b).
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Supplemental Materials for “A latent heat method to detect
melting and freezing of metals at megabar pressures”
The text of this supplement elaborates on experimental and analytical methods. Figs. S1-
S8 document details that are mentioned in the main text, including pressure measurements at
high temperature, spatial distributions of temperature, electrical measurements, and latent
heat analysis. Figs. S9-S17, along with Fig. 3of the main text, document the reproducibility
of the new method of detecting melting and freezing for all platinum samples.
Fig. S1: Photo of the electrical pulser.
Fig. S2: Temperature evolution of platinum heated from room temperature at 60± 3 GPa.
Fig. S3: Power and resistance of platinum heated from room temperature at 60± 3 GPa.
Fig. S4: Calorimetry of platinum heated from room temperature at 60± 3 GPa.
Fig. S5: Spatial distribution of thermal emissions and of temperature of platinum heated from room
temperature at 60± 3 GPa.
Fig. S6: Stack of X-ray diffraction patterns from sample #4 at 39 to 47 GPa.
Fig. S7: X-ray diffraction from 30 to 60 GPa.
Fig. S8: Photos of six samples at room temperature and during heating.
Fig. S9: Time-resolved thermal emissions of platinum heated from room temperature at 60± 3 GPa.
Fig. S10: Time-resolved thermal emissions of platinum heated from room temperature at < 0.1 GPa.
Fig. S11: Time-resolved thermal emissions of platinum heated from room temperature at 26± 1.3 GPa.
Fig. S12: Time-resolved thermal emissions of platinum heated from room temperature at 31± 1.6 GPa.
Fig. S13: Time-resolved thermal emissions of platinum heated from room temperature at 43± 2.2 GPa.
Fig. S14: Time-resolved thermal emissions of platinum heated from room temperature at 49± 2.4 GPa.
Fig. S15: Time-resolved thermal emissions of platinum heated from room temperature at 63± 3.2 GPa.
Fig. S16: Time-resolved thermal emissions of platinum heated from room temperature at 78± 3.9 GPa.
Fig. S17: Time-resolved thermal emissions of platinum heated from room temperature at 99± 5 GPa.
Table S1: Pressure and temperature of melting and freezing for each individual melting run.
Table S2: Sample dimensions, resistance measurements, and calorimetric properties.
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S1. METHODS
A. Sample preparation
We use five steps to load the platinum samples in a diamond cell. First, we use standard
methods to prepare a Zha-style symmetric diamond anvil cell [37] with tungsten carbide
seats, standard-cut anvils with 100 to 300 µm-diameter culets, and a gasket with an elec-
trically insulating insert. The gasket is made from a piece of 250 µm-thick rhenium and
a ∼ 0.5 mm chunk of cBN-epoxy mixture. The rhenium is pre-indented to 20 to 30 GPa,
and the whole culet area is removed by laser drilling. The cBN-epoxy (hereafter referred to
as “cBN”) is a hard tack made from mixing 0.25 µm-grain size cubic boron nitride with ND
353 Epotek epoxy, and curing it at room temperature. The chunk of cBN is placed on the
culet inside the indented rhenium, and pre-indented to 20 to 30 GPa. A ring of epoxy is
added around the top of the indent in the cBN to protect it from chipping off and allowing
hence to avoid short-circuits. The ring dimensions are ∼ 30 µm-thick, ∼ 600 µm inner
diameter, and ∼ 900 µm outer diameter.
Second, we prepare a set of four outer electrodes held on an aluminum sleeve that slides
into a 15 mm-diameter bore surrounding the tungsten carbide seat on the piston side of the
diamond anvil cell (see the bore in Fig. S1 of Zha et al. [37]). Each electrode is cut from
either 18 µm-thick platinum foil or a spool of 125 µm-diameter platinum wire, and soldered
to a 1/64 to 1/32 inch-thick copper clad board that is glued to the aluminium sleeve with
epoxy. Each electrode is shaped to a narrow point ∼ 50 µm-wide, and bent so that its tip
is within ∼ 50 µm of the edge of the culet.
Third, we prepare four inner electrodes by pressing short pieces of 25 µm-diameter plat-
inum wire into the cBN on the culet and nearby facets so that they are fully embedded and
make electrical contact with the outer electrodes.
Fourth, we drill a hole of diameter ∼ 0.4-times the culet diameter and fill it with pieces
of KCl and platinum. The KCl pieces are chipped off of slabs of KCl that have been pressed
to 10 ± 5 µm thickness. The platinum pieces are cut from pieces of wire (99.95% purity,
25 µm-diameter, Alfa Aesar 7440-06-4) that has been pressed to 10 ± 5 µm-thickness. At
least five pieces of platinum and several pieces of KCl are stacked so that when the diamond
cell is closed, a central piece of platinum of 5 to 30 µm-width is separated from both anvils
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by KCl layers and electrically connected to the four outer electrodes. This central piece
is the platinum sample that is eventually melted. Platinum cutting is performed by hand
with a razor blade for P0 = 31, 43, and 63 GPa, and into barbell-shaped pieces with a
FIB for P0 = 26, 49, 60, 78, 99 GPa. The barbell shape facilitates electrical connection by
providing a wider target than in the case of a razor-cut piece of platinum. Once a sample is
loaded to high pressure, however, there is no apparent difference in the FIB-ed samples and
razor-cut samples.
Fifth, we place the whole diamond cell in a vacuum oven for at least 45 minutes at
120◦C, with anvils spaced 0.2 to 0.5 mm apart to allow evaporation of H2O from the KCl.
We purge the oven with argon. Then, within 10 seconds, we remove the cell and compress
the sample to at least 2 GPa. After the cell cools to room temperature, we compress to the
target pressure and wait for at least 30 minutes for stresses to relax. Finally, we measure
pressure, P0, using the Raman shift of the strained diamond anvil [24].
B. Electrical connections
To connect the electrical leads from inside the diamond cell to the pulser and measurement
electronics, we use a sequence of strain-relieved wires of increasing diameter. Briefly, we use
solder and two sets of barrel-connectors (CUI PJ-202BH and PP3-002B) to connect eight
segments of 3 to 8 cm-long, 0.2 mm-diameter copper wire and eight segments of 5 to 10
cm-long, ≥ 1 mm-diameter stranded copper to the circuitry of Fig. 1. Strain relief for the
0.2 mm-diameter wires are provided by pieces of copper clad board that are mechanically
attached to the diamond cell. The 10 cm-long segments of stranded copper wire are used
for the voltage measurement across the sample. The shorter, 5 cm-long segments are used
to deliver the heating current.
C. Electrical Pulser
The electrical pulser is centered around a power MOSFET, Fairchild Semiconductor part
number FQP30N06L (Fig. 1). The electrical architecture is a simplified version of the
primary side of the transformer described in Giesselmann et al. [38]. It is also inspired
by the vacuum-tube pulsersused for the microsecond pulsed-calorimetry experiments at one
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atmosphere [39, 40]. Our homemade capacitor bank consists of four aluminum electrolyte
capacitors with 470 µF capacitance and 35 V maximum rating, which are connected half
in parallel and half in series to make a 470 µF, 70 V capicatorbank. Three 1 Ω resistors
are connected in parallel to make the reference resistor, whose resistance is measured to
be Rref = 0.29 Ω using a four point probe measurement. The RC timescale for capacitor
discharge is therefore at least RrefCbank = 136 µs, which allows steady pulses for all exper-
iments presented here. No flyback diode is used, unlike the circuit in Giesselmann et al.
[38]. A snubber capacitor is used to limit unwanted oscillations. The capicitance value of
16 µF was found to be optimal. Surprisingly, aluminum electrolyte capacitors, which have a
polarity, were much more effective in limiting oscillations than non-polar ceramic capacitors
with similar capacitance. We hypothesize that the aluminum electrolyte capacitor acts as
a diode in parallel with a capacitor, and thereby provides some of the functionality of a
flyback diode.
The electrical measurement probes are centered around a pair of in-amps (AD8429). Each
of their four inputs is protected by an identical voltage divider made from two resistors (1
to 10 kΩ, 1% accuracy) that reduce the voltage at the input by 3.5-fold or 11-fold so that
it falls within the ∼ 15 V range of the in-amp. This protection is crucial; one in-amp was
apparently damaged prior to the 107 GPa melting run, causing massive distortion of the
four-point probe voltage measurement.
All the components described above are attached to the vector board shown in Fig. S1
by dual in-line pin connectors, so that testing different combinations of components can be
done without soldering, including the replacement of in-amps that may be damaged.
Delay generators drive the gate of the MOSFET directly with 3 to 5 V pulses. For com-
parison, a MOSFET driver, an ignitron tube, and a thyrotron tube are used in Giesselmann
et al. [38], Cezairliyan and McClure [40], and Gallob et al. [39], respectively. It is possible
that the delay generators used here provide marginal current to the gate of the MOSFET,
generating unwanted fluctuations in pulse power.
S2. ANALYSIS
First, this Supplementary section details the analytical procedure used to (A) identify
the melting interval in each streak camera data set, and (B) determine its temperature.
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Next, section (C) describes two sources of potential uncertainty that have not been included
in the analysis of melting temperature. Section (D) describes determination of pressure at
the melting temperature. Finally, sections (E)-(H) describe four analytical procedures that
constrain properties beyond the melting curve: (E) the time-dependence of temperature,
(F) electrical resistance across melting, (G) latent heat of melting, and (H) atomic structure
near melting.
A. Melting identification
To determine the melting temperature of platinum at high pressure, the key data are the
streak camera images of time-resolved, wavelength-resolved thermal emissions (e.g. Fig. 2).
In each image, the intensity of thermal emissions increases as a function of time until the
MOSFET is switched off, at which point the intensity decreases. At high heating powers,
two pronounced anomalies are evident in the plot of average intensity, one upon increasing
intensity and one upon decreasing intensity (Fig. 2b). These anomalies are present in all
curves of intensity vs. time above a threshold in driving voltage for each sample (e.g. Vbank ≥
11.8 V in Fig. 3). For ease of viewing, we plot I1/4, the fourth root of thermal emission
intensity per cumulative microsecond of streak camera exposure, a proxy for temperature,
in Fig. 3b. We also plot its derivative, dI
1/4
dt
, versus I1/4 in Fig. 3c.
Note that before computing the derivative, we filter the raw I1/4 data with a second order
Savitzky-Golay lowpass filter and truncate it to avoid propagating noise from the region of
negligible signal. After computing the derivative, we apply the same Savitzky-Golay filter.
Un-filtered data is shown in grey curves overlaid by the filtered data in colored curves. Table
S1 lists the filter timescale: τ = 0.15 to 0.8 µs for the high-pressure samples, and τ = 8 µs
for the non-gasketted sample.
B. Temperature fits at melting
To determine the thermodynamic melting temperature at each pressure studied, we as-
sume that (1) the sample radiates and transmits out of the diamond cell as a greybody, (2)
the temperatures during the plateau-like regions (i.e. the centers of the anomalies) are the
melting and freezing temperatures of the platinum sample, and (3) the melting temperature,
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not the freezing temperature, is the equilibrium temperature of the solid-liquid transition.
Assumption (1), the greybody assumption, is typical in diamond-cell experiments and has
been discussed extensively (e.g. Benedetti and Loubeyre [28]). Assumption (3) is almost
always true at ambient conditions, even during µs-timescale pulsed heating experiments [41].
Assumption (2) is likely correct within the ∼ 100 K uncertainties estimated below because
of two factors that limit temperature gradients in our experiments. First, a positive temper-
ature coefficient of resisitivity causes the hot cross section of the platinum sample to increase
in temperature in a relatively uniform way. Even though the surfaces cool rapidly due to
conduction through the thin KCl to the diamond anvils, a negative feedback loop causes
the surface to be Joule-heated more than the interior since electrons seek the path of least
resistance. Second, the high thermal conductivity of platinum relative to the KCl medium
causes the majority of the temperature decrease from the interior of the sample to ∼ 300 K
at the anvil surface to occur in the KCl medium [26, 42]. Together, these two phenomena
limit temperature gradients, making the platinum’s surface temperature very similar to the
temperature of the platinum material near the surface, which in turn, has a dominant effect
on the temperature evolution of the surface.
For each heating run, we determine the melting and freezing temperatures, Tm and Tf , by
fitting a greybody curve to the thermal emissions spectra during the plateau-like region of
each anomaly (Fig. 3d). The center of each plateau-like region is identified by an extremum
in dI
1/4
dt
. The width of the plateau-like region is set equal to half the filtering timescale, τ/2.
We fit to the Planck function,
Icorr = 
2hc2
λ5
1
e
hc
λkBT − 1
(S1)
and require  ≤ 1. Here, c is the speed of light, h is Planck’s constant, kB is Boltzmann’s
constant. The fitting parameters are temperature, T , and emissivity, . Fitted temperatures
are reproducible for both melting and freezing. For each side of the sample, the temperatures
are reproducible to within their ±50 to ±200 K precision regardless of how many times the
sample has been melted and regardless of how much power is used melt the sample (Fig. 3,
Table S1).
Note that the precision of Tm and Tf is the quadrature sum of two sources: (1) the
standard error calculated with Python’s function “scipy.optimize.curve fit” when fitting our
data to the Planck function (Eq. S1), and (2) the error due to fluctuations in the streak
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camera, which we estimate by the function
σT = 0.05× T ×
√
2.5/N × (1 + 0.00035(T − 2685)) (S2)
Here, N is the number of counts per pixel in the wavelength dimension and Icorr is the
intensity of thermal emissions corrected for the system response by measuring a standard
tungsten lamp. In typical spectroradiometry experiments in diamond-cells, the standard
error of the fit is dominant because of the high signal-to-noise ratio achieved with CCD
cameras for exposures of milliseconds to seconds when temperatures are sufficiently high
(> 1500 K). By contrast, here we use a less stable streak camera, which we choose for its
outstanding speed and gain. We determine Eq. S2 by measuring emission from a standard
tunsten lamp at 2685 K several times at each of 10-, 20-, 50-, and 100-sweeps per streak
image.
For each sample and pressure, we average individual measurements of Tm and Tf by
a two-step process that weights both sides of the sample equally. First, we average the
temperatures measured on each side independently,
Tm,side =
∑
i∈side
wm,iTm,i
for individual measurements, Tm,i, and weights wi = dT
−2
m,i, where dTm,i is the uncertainty
on an individual measurement. The error in Tm,side is the variance-weighted standard error:
dTm,side =
√
σ2χ2ν
Here, σ is the the standard error of the weighted mean,
σ =
1∑
wi
and χ2ν is the reduced chi-squared,
χ2ν =
∑
wi(Tm − Tm,side)2/(N − 1)
where N is the number of measurements of melting. The analogous weighted averages are
computed for Tf,side and dTf,side.
Second, we average Tm,left and Tm,right with equal weights, Tm = (Tm,left + Tm,right)/2, and
propagate uncertainty by the formula,
dTm =
√√√√(Tm,left − Tm,right
2
)2
+
(
1
dTm,left 2
+
1
dT 2m,right
)−1
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We calculate Tf and dTf in the analogous way.
Table S1 shows that melting temperatures from left and right side are within their mutual
uncertainty for several samples and starting pressures, but not for all of them. Two likely
causes of the deviations are (1) slight deviations from greybody behavior (i.e., wavelength-
dependence of emissivity) of the platinum-KCl interface that differ depending on the surface’s
history and (2) difference in thermal losses to the KCl and cold regions of the platinum itself.
Nevertheless, the total uncertainties, including this deviation, are relatively small (Table S1).
The melting temperatures are reproducible from side to side within ±80 to ±190 K at all
pressures from 34 to 86 GPa and to within ±260 K at 109 GPa.
Melting temperatures are reproducible from left-side to right-side within ±30 to ±220 K
at all pressures from 34 to 107 GPa, with one exception: the 3440 ± 280 K measurement
of Tm, for which the spectral range of thermal emissions measurement was limited by the
150 groove/mm grating.
We document the identification of melting and freezing, and the corresponding tempera-
ture fits at all pressures in Figs. S10-S17. For each sample and pressure, plateau-like regions
are documented upon melting in all measurements during which the pulsed-heating power
is sufficient to superceed the melting temperature by ∼ 10%. Albeit, three other samples
not reported here did not exhibit plateau-like regions during heating. In these cases, the
hotspots were extremely short lengths of platinum (lsam < 5 µm), suggesting that insuf-
ficient volumes of sample were melted to generate plateau-like regions with signal greater
than noise. A fourth sample that did not exhibit plateau-like regions was sample #8 after
it was compressed from 99 to 120 GPa. Note that shiny platinum surface darkened after
repeated melting runs from P0 = 99 GPa. The darkening may be due to a reaction at the
Pt-KCl surface, though no new peaks appeared in X-ray diffraction measurements.
C. Potential sources of added uncertainty in Tm
Two sources of uncertainty may bias the values of melting temperature reported here.
First, the color temperature of thermal emissions might not equal the true temperature of
the platinum surface. Although ambient pressure platinum emits at all wavelengths with
approximately constant emissivity, this might not be true at high pressure near melting.
Although KCl is transparent to all wavelengths of light at ambient pressure, this might not
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be true at high pressure and temperature (e.g. Arveson et al. [43]). Both uncertainties exist
in nearly all melting experiments of platinum at > 10 GPa. Albeit, one study [11] varied
the pressure medium, reducing the possibility that absorption of pressure-media biases color
temperatures.
Second, as discussion in the main text, it is possible, though unlikely, that the surface
temperature of platinum during the plateau-like region is significantly lower than the tem-
perature of the material inside the platinum sample.Explorations with finite element models
that couple the heat equation and Ohm’s law may be useful to determine the plausibility of
this source of uncertainty.
D. Pressure at melting
To determine the pressure at which melting occurred, we measure pressure at room
temperature, P0, and add an estimate of heating-induced pressure. First, we average the
pressure at room temperature before and after heating to determine P0. Pressure typically
drops by 0 to 3 GPa during a set of one to ten melting repetitions. Pressures at ambient
temperature are determined by the Raman-edge of the diamond anvils [24]. The values are
listed in Table S1. Raman-derived pressures from the two diamond anvils typically match
to within 2 GPa, even at 99 GPa. For simplicity, we assume a 5% uncertainty in P0.
Second, for all pressures from 10 to 90 GPa, we add the following estimate of heating-
induced pressure:
∆P =
1
2
Pth(T
′)± 1
4
Pth(T
′) (S3)
where T ′ = min(T ,2500 K), and Pth is the Mie-Gruneisen-Debye thermal pressure at constant
volume. The equation of state is from Matsui et al. [25], where the Vinet formalism is used,
and the parameters are V0 = 60.38 A˚
3/unit cell, K0 = 273 GPa, K
′ = 5.2, γ0 = 2.7, θ0 =
230 K, q = 1.1, n = 4 atom/unit cell. This function for ∆P explains nearly all the unit cell
volumes measured before, during, and after pulsed electrical heating of crystalline platinum
at high temperature (Fig. S7). An intuitive understanding of Eq. S3 comes from comparing
it to the isobar (∆P = 0), and isochore (∆P = Pth(T )). The permissible range of ∆P spans
from 25% to 75% of the isochore up to 2500 K, and is constant at T ≥ 2500 K.
For the data at P0 = 1 bar and 99 GPa, we use the analogous function with a larger
uncertainty that spans from the isobar to the isochore, ±1
2
Pth(T
′). The reason for added
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uncertainty at 99 GPa is that the anvils have beveled culets, whereas Eq. S3 is fit to data
with 200 to 300 µm-diameter flat culets. At 1 bar, the sample was not gasketed, the sample
and thermal insulation were ∼ 10-times thicker, and the heating pulse was ∼ 10-times
longer.
E. Temperature versus time
To provide further intuition for our experiments, and to enable analysis of latent heat and
temperature-dependence of resistance, we estimate temperature as a function of time. The
result is shown in Fig. S2. Here, we have used a two-step procedure to fit each data set (as in
Geballe et al. [42] and Jiang et al.[44]). First, we use two free parameters, temperature and
emissivity, to fit Planck functions to thermal emissions spectra averaged over a single time-
interval. We use the plateau-like melting time-interval if exists, and the most intense ∼ 1 µs
otherwise. Second, we fix the fitted value of emissivity and perform a sequence of one-
parameter fits of the Planck function to each time interval in the data set. Note that the
result shows temperature evolutions that resemble the evolution of I1/4, including the melting
and freezing regions. Also note that the temperatures far from the plateau-like region here
are uncertain, since emissivity does not necessarily remain constant with temperature. In
fact, emissivity changes at very high temperature (∼ 5000 to 6000 K) seem to cause major
uncertainty in color temperature. For example, a two-parameter fit to the Planck blackbody
function at the ∼ 0.1 µs of highest intensity in Fig. 3yields T = 5070± 30 K,  = 1.0± 0.03,
rather than the 5900± 40 K plotted in Fig. 3, where  is fixed to be 0.5.
F. Electrical resistance across melting
Several of the melting experiments reveal changes in electrical resistance across the melt-
ing transition. Increases in total resistance during melting are documented from 3 to 10% for
the samples melted at 7 to 86 GPa (Fig. S3, Table S2). These values represent lower bounds
for the resistivity change across melting, because the resistance measurement includes cold
regions of the sample that are not melted during the experiment. For comparison, at 1
atmosphere, platinum’s resistivity increases from 0.6 to 0.9 µΩ-m upon melting, an increase
of 40% [34].
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G. Latent heat of fusion
Our measurements before, during, and after the plateau-like region provide information
about the specific heat capacity of the high temperature solid, the latent heat of fusion, and
the specific heat capacity of the liquid. However, all measurements are biased by conductive
heat losses to the surrounding KCl medium and to relatively cold regions of platinum. We
refer to the combination of both regions as the “addenda”. Nevertheless, we can use our
measurements plus a few simple assumptions to derive lower and upper bounds on the latent
heat of fusion, L, and hence the entropy of fusion, ∆Sm = L/Tm. Our main result is that
the entropy of fusion at 86 GPa is between 1 and 20 kJ/mol, or between 0.1- and 2- times
the ambient pressure entropy of fusion (Fig. 5).
Upper bounds on specific heat and latent heat are determined directly from the mea-
surements of temperature and Joule-heating power. The total heat capacity of sample plus
addenda is the temperature derivative of the time-integral of the Joule-heating power:
Csam + Caddenda =
dEJ
dT
=
d
∫
PJdt
dT
=
d
∫
IV dt
dT
(S4)
There are many ways to estimate an upper bound on the specific heat capacity, cmax. Here
we use a simple estimate:
cmax =
Csam + Caddenda
N
(S5)
where N is the number moles of sample that are heated to within (T2 − T1) of the peak
temperature, where T2 and T1 are the temperatures at the beginning and end of the plateau-
like region (Fig. S4). The number of moles is the product of length, width, thickness, and
the number density assuming the equation of state of platinum from Matsui et al. [25]:
N = lsamwsamdsamρ (S6)
The thickness of the sample is measured by optical interferometry (Table S2). The width
and length of the sample are measured by optical microscopy (Figs. S8,S5). Specifically,
the length of sample heated to within (T2−T1) of the peak temperature is estimated by the
one-color method shown in Fig. S5 and described in Supplementary Eqs. (S3-S4) of Geballe
et al. [42]. Finally, we calculate an upper bound on latent heat by integrating the amount
of excess Joule-heat required to overcome the plateau-like region.
Lmax =
∫ T2
T1
cmaxdT − cmax(T2) + cmax(T1)
2
(T2 − T1) (S7)
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Estimates of lower bounds require two assumptions. First, we assume the specific heat
of the solid at high temperature is the Dulong-Petit limit, 3R where R is the gas constant.
Second, we assume that L/c ≥ Lmax/cmax for the upper bounds calculated above. This
inequality is true for the simulation results shown in Figs. 3 and 6 of Geballe and Jeanloz
[21], where L/c = 561 K ≥ ∆T = Lmax/cmax. Combining these two assumptions and solving
for L,
L ≥ Lmax
cmax
c =
Lmax
cmax
× 3R (S8)
.
All together, Lmax ≥ L ≥ Lmin for Lmax and Lmin given by Eqs. S7 and S8. The resulting
upper and lower bounds derived from measurements of melting at 34 to 86 GPa are listed
in Table S2, along with the bounds for entropy change across melting, ∆Sm = L/Tm.
In all cases, the ranges of estimates for L and ∆Sm span the ambient pressure values, L =
22±2 kJ/mol and ∆Sm = 11±1 J/mol/K [34]. For example, at 86 GPa, 4.3 ≤ L ≤ 87 kJ/mol
and 1 ≤ ∆Sm ≤ 20 J/mol/K. The modest value of this upper bound, Lmax, is evidence that
latent heat is a plausible cause of the plateau-like region.
By contrast, in many previous diamond-cell heating experiments, unexpectedly large
latent heats would be needed to explain the plateau-like regions; see Refs. 18, 20, and 21
for analysis. One crucial difference here is the µs-timescale of heating and temperature
measurements, compared to second-timescale experiments in most of the works analyzed in
Geballe and Jeanloz [21]. One important difference compared to pulsed-laser heating work
(e.g. Deemyad and Silvera [16] and Zaghoo et al. [17]) is that here the samples are heated
more uniformly because of the internal resistive heating method.
A major improvement in the accuracy of latent heat and resistivity estimates would result
from better control of the spatial extent of sample that melts. In the present experiments,
8 to 17 µm-long segments of the central platinum strips melt, leaving ∼ 50 to 80% of the
central strips un-melted. In cases where shear forces visibly narrow part of the central
platinum strip, this is the region that melts (e.g. samples #2, #5). In other cases, the
melting region is near the center of the platinum strip (e.g. samples #3, #4, #6, #7).
It is possible that by suitable choice of gasket thickness and precise control of sample and
insulator shapes, shear forces could be minimized, leading to larger spatial extents of melting
in future experiments. On the other hand, the width of sample that melts is well-controlled,
because the full width always appears to heat uniformly in these experiments (Fig. S8).
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H. X-ray diffraction near melting
X-ray diffraction on four platinum samples confirm an increase in Angstrom-scale disorder
and the absence of new crystalline phases upon heating to 3000 to 4000 K at 35 to 55 GPa
(Figs. S6, S7).
The intensity of diffuse scattering increases with temperature in all cases. For three of
the four samples, it increases most rapidly within ±600 K of the melting curve determined
by latent heat (black dashed lines in Fig. S7). For the fourth sample, Sample #5, the
increase is approximately linear with respect to temperature (Fig. S7o). Sample #4 was
heated to > 4000 K with set of 100 heating pulses, and subsequently heated to ∼ 3000 K
with sets of 1000 heating pulses. In the first case, the rapid increase in diffuse scattering
occurred at a temperature above our melting curve, while in the second case it occurred
at a lower temperature. We conclude that although X-ray diffraction data set is consistent
with the melting curve determined by latent heat, it does not improve the precision of our
determination of melting temperature.
The relative imprecision of X-ray diffraction melt-identification for our samples is likely
caused by an instability in resistive heating to a molten state. During a single melt-freeze
cycle, the platinum sample deforms slightly, causing a small change in electrical power de-
position during the subsequent heating pulse. This effect causes variations in the peak
temperature from pulse-to-pulse. Since X-ray measurements are accumulated during 100 to
1000 melting shots, slight variations from pulse-to-pulse can propagate to significant varia-
tions in the temperature of the sample from which X-rays are diffracted. These variations
affect the temperature measurement in a different way than the X-ray measurement, caus-
ing scatter in the plots of diffuse X-ray intensity versus temperature. For streak camera
measurements, by contrast, thermal emissions from no more than ten melting shots are
accumulated, minimizing the effect of pulse-to-pulse variations.
Although large gradients in temperature often complicate interpretations of diffuse scat-
tering in high temperature diamond-cell experiments, the spatial gradients are relatively
small here. The full-width at half max of thermal emission intensity is 10 to 20 µm, even
when the peak temperature is 4000 K, which propagates to a temperature differential of
∼ 400 K over the 10 to 20 µm-long segment. For comparison, the X-ray beam is focused to
a 3 µm x 4 µm area.
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Left side Right side
Sample # P0 dP0 Pm dPm Vm Tm dTm Tf dTf τ Tm,i dTm,i Tf,i dTf,i Tm,i dTm,i Tf,i dTf,i
(GPa) (GPa) (GPa) (GPa) (A˚3/unit cell) (K) (K) (K) (K) (µs) (K) (K) (K) (K) (K) (K) (K) (K)
#1 0 0.0 6.8 6.8 62.04 2160 20 2000 0 8.0 2140 40 2000 50
2170 40 2000 50
#2 26 1.3 34.0 4.2 57.65 3000 140 0.5 3150 10 2890 20
3130 10 2830 20
#3 31 1.6 39.0 4.3 57.36 3440 280 3170 70 0.6 3720 70 3190 70 3190 30 3300 40
3140 30 3050 30
#4 43 2.2 51.0 4.5 56.03 3890 80 3660 70 0.8 3820 20 3590 20 4010 20 3780 30
3940 20 3670 20
#5 49 2.4 57.0 4.7 55.04 3720 130 0.4 3860 20 3590 20
3850 20
#6 60 3.0 68.0 5.0 54.0 4060 120 3860 50 0.4 4130 50 3790 50 3950 70 3940 210
4160 50 3970 60 3800 90
4130 30 3910 40
4170 30 4010 40
4290 30 3820 30
#7 63 3.2 71.0 5.1 53.46 3820 200 3810 20 0.3 4020 20 3860 20 3620 30 3800 30
4010 20 3820 10
4020 10 3830 10
#6 78 3.9 85.9 5.6 52.25 4270 30 4150 80 0.4 4250 30 4220 40 4310 30 4100 30
4200 50 3980 60
#8 99 5.0 106.9 9.3 50.51 4490 220 4400 70 0.2 4730 50 4460 60 4270 80
4680 50 4330 60
TABLE S1. Pressure and temperature of melting and freezing for each individual melting run,
identified by plateaus in I1/4. In order, the columns are pressure before and after heating (P0±dP0),
pressure at the melting point (Pm ± dPm), weighted average of measured melting temperature
(Tm ± dTm) and of measured freezing temperature (Tf ± dTf ), and individual measurements of
melting and freezing temperatures from the right side and left side of the sample. All individual
temperature measurements are shown in Figs. 3, S9-S17.
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Pm dPm lsam wsam dsam r
Tm,sol
max
∆Rm
Rsol
Tm
Lmax
cmax
Lmax Lmin ∆Smax ∆Smin
(GPa) (GPa) (µm) (µm) (µm) (µΩ m) (K) (kJ/mol) (kJ/mol) (J/mol K) (J/mol K)
6.8 6.8 120 22 22 1.3 4% 95 145 2.4 66 1.1
34 4.2 8 8 5 2.0 - 48 49 1.2 16 0.4
39 4.3 13 13 3 0.6 10% 111 121 2.8 38 0.9
51 4.5 15 44 6.6 2.0 5% 168 840 4.2 220 1.1
57 4.7 10 12 5 4.0 4% 121 97 3.0 26 0.8
68 5 17 12 5 1.9 4% 225 91 5.6 21 1.3
71 5.1 8 5 2.3 1.0 - 104 500 2.7 125 0.7
85.9 5.6 12 12 5 1.8 3% 173 87 4.3 20 1.0
106.9 9.3 8 8 0.4 - - - - - - -
Literature 50 mm long, 0.5 mm diameter 0.6 40% - 24 20 12 10
(ambient pressure)
TABLE S2. Sample dimensions, resistance measurements, and calorimetric properties. The data
collected here is compared to the literature values at ambient pressure of Wilthan et al. [34].
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FIG. S1. Photo of the electrical pulser. The viewing angle is slightly rotated from a bird’s-eye
view. The box, vector board, and dual in-line pin connectors are mostly empty of components
since they were constructed for four pulsers to be used in parallel and in series. The components
plugged into the dual-in-line pin connectors in the photo are those needed for the single pulser
experiments used in this study and shown schematically in Fig. 1.
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FIG. S2. Temperature evolution of platinum heated from room temperature at 60± 3 GPa during
the same nine sets of heating runs shown in Fig. 3. (a) Temperature, T , versus time, t. (b) Heating
and cooling rates, dT/dt, versus T .
FIG. S3. Power and resistance of platinum sample #6 heated from room temperature at 60±3 GPa
during the heating run that achieved the highest temperature. (a) Power (left axis) and temperature
(right axis) versus time. (b) Resistance versus temperature during heating (black), and linear
guides-to-the-eye (red) used to estimate the resistance increase across melting.
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FIG. S4. Calorimetry of platinum sample #6 heated from room temperature at 60±3 GPa during
the heating run that achieved the highest temperature. (a) Temperature versus Joule heating
energy, EJ . (b) Upper bounds of specific heat capacity of the sample, cmax (black), and of latent
heat, Lmax (green shaded area) (Eqs. S5 and S7). The width of the plateau like region is marked
as ∆Tp. The grey dashed line shows the Dulong-Petit limit, c = 3R.
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FIG. S5. Spatial distribution of thermal emissions and of temperature of platinum sample #6
heated from room temperature at 60± 3 GPa during two heating runs to > 3000 K, 68± 5 GPa.
(a) Image of thermal emissions on a color CCD camera during a heating pulse up to ∼ 3800 K.
White circle marks the 12 µm-diameter area from which thermal emissions enter the streak camera.
White box and arrow marked “x” shows the area and x-axis used for (b). Cyan box marks the
estimated area of sample that is melted during the plateau-like region of the highest temperature
heating pulse (i.e., the green-shaded area in Fig. S4b). (b, left axis) Red, green, and blue curves
show average thermal emissions in the white box in (b), measured in red, green, and blue pixels of
the color CCD. (c, right axis) Magenta shows the temperature profile inferred by fitting the green
curve by the one-color method of Geballe et al. [42]. Grey lines show fits used in the process of
determining temperature with the one-color method. The 17 µm scale bar shows the length of
sample that melts during the plateau-like region of the highest temperature heating pulse.
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FIG. S6. Stack of X-ray diffraction patterns from sample #4 at 39 to 47 GPa during sets of 100
heating pulses (100 µs cumulative X-ray exposure time). Cyan curves mark Gaussian fits to three
diffraction peaks of fcc platinum, (100), (200), and (220). Grey dashed lines mark the offsets used
in the stack.
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FIG. S7. X-ray diffraction from 30 to 60 GPa. Each row shows results from a sample heated
n-times per diffraction pattern. n is listed in the legend, along with the label “Sample #2”, #4,
or #5, for the three samples that generated both streak camera and X-ray data. Each diffraction
pattern is represented by one color (black, grey, or dark red through yellow). (Left Column)
Temperature-Pressure conditions reached in the final 1 µs of the resistive heating pulse, when
the X-ray data was collected. Circles show pressure inferred from the platinum equation of state
[25], and the average temperature of left-side and right-side temperature measurements. Errors in
pressure are propagated from the standard deviation in the fcc lattice parameter determined from
each of three lattice planes: (111), (200) and (220). Errors in temperature are the quadrature sum
of the misfit error and the difference between left-side and right-side. The isobar and isochore are
shown as dashed and dotted lines, respectively. The piecewise linear function we use to estimate
heating-induced pressure is shown in the solid black line with grey error envelope. (Center Column)
Diffraction patterns (colors) and diffuse scattering (cyan), which is estimated by truncating sharp
diffraction peaks. The X-ray energy is 37 keV. (Right column) Total diffuse intensity, calculated
by the integral of cyan curves of the Center Column, as a function of temperature. Uncertainties
in diffuse intensity are calculated by varying the limits of truncation of the sharp peaks. The black
dashed line shows the melting temperature determined by fitting latent heat melting data to the
Simon function; grey shading shows a ±290 K uncertainty envelope, matching Fig. 4.
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FIG. S8. Photos of six samples at room temperature (top panels) and during heating to the
temperature labeled (bottom panels). White circles show the 12 µm-diameter region of sample
from which thermal emissions enter the streak camera. The red square marks a 20 x 20 µm region
of the sample at GSECARS.
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FIG. S9. Time-resolved thermal emissions of platinum sample #6 heated from room temperature
at 60 ± 3 GPa to past its melting point at 4060 ± 120 K at 68 ± 5 GPa. All measurements are
performed on the right side of the sample, making this figure the complement of Fig. 3. (R1)
Average counts along the vertical dimension of the streak camera CCD. (R2) Fourth-root of average
counts per microsecond, a proxy for temperature. Noisy grey curves show un-smoothed data, I1/4,
while colored curves show smoothed data, I
1/4
s . (R3) Time-derivatives,
dI
1/4
s
dt (grey), and smoothed
time derivatives, dI
1/4
s
dt s
(colors). The smoothing function is a second order Savitzky-Golay filter
with timescale τ = 0.4 µs for both I
1/4
s and
dI
1/4
s
dt s
. The minima during heating (blue circles) and
maxima during cooling (cyan circles), are interpreted as melting and freezing. The corresponding
times, tmelt±τ/2 and tfreeze±τ/2 are marked in blue and cyan in (R1), and used for the temperature
fits in (R4) and (R5). (R4) Planck fits (Eq. S1; blue) to thermal emissions spectra during melting
(warm colors). Fit parameters, Tm and m, are listed in the legend. (R5) Planck fits (cyan) to
thermal emissions spectra during freezing (warm colors). Fit parameters, Tf and f , are listed in
the legend.
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FIG. S10. Time-resolved thermal emissions of platinum sample #1 heated from room tempera-
ture at < 0.1 GPa to past its melting point at 2160± 20 K, 6.8± 6.8 GPa. The filtering timescale
used in (L2) and (L3) is τ = 8 µs. See caption of S9 for all other details.
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FIG. S11. Time-resolved thermal emissions of platinum sample #2 heated from room temper-
ature at 26 ± 1.3 GPa to past its melting point at 3000 ± 140 K, 34 ± 4.2 GPa. The filtering
timescale used in (L2), (L3), (R2), and (R3) is τ = 0.5 µs. See caption of S9 for all other details.
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FIG. S12. Time-resolved thermal emissions of platinum sample #3 heated from room temper-
ature at 31 ± 1.6 GPa to past its melting point at 3440 ± 280 K, 39 ± 4.3 GPa. The filtering
timescale used in (L2), (L3), (R2), and (R3) is τ = 0.6 µs. See caption of S9 for all other details.
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FIG. S13. Time-resolved thermal emissions of platinum sample #4 heated from room temper-
ature at 43 ± 2.2 GPa to past its melting point at 3890 ± 80 K, 51 ± 4.5 GPa. The filtering
timescale used in (L2), (L3), (R2), and (R3) is τ = 0.8 µs. See caption of S9 for all other details.
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FIG. S14. Time-resolved thermal emissions of platinum sample #5 heated from room tempera-
ture at 49±2.4 GPa to past its melting point at 3720±130 K, 57±4.7 GPa. The filtering timescale
used in (L2), (L3), (R2), and (R3) is τ = 0.4 µs. See caption of S9 for all other details.
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FIG. S15. Time-resolved thermal emissions of platinum sample #7 heated from room tempera-
ture at 63±3.2 GPa to past its melting point at 3820±200 K, 71±5.1 GPa. The filtering timescale
used in (L2), (L3), (R2), and (R3) is τ = 0.3 µs. See caption of S9 for all other details.
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FIG. S16. Time-resolved thermal emissions of platinum sample #6 heated from room temper-
ature at 78 ± 3.9 GPa to past its melting point at 4270 ± 30 K, 85.9 ± 5.6 GPa. The filtering
timescale used in (L2), (L3), (R2), and (R3) is τ = 0.4 µs. See caption of S9 for all other details.
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FIG. S17. Time-resolved thermal emissions of platinum sample #8 heated from room temper-
ature at 99 ± 5 GPa to past its melting point at 4490 ± 220 K, 106.9 ± 9.3 GPa. The filtering
timescale used in (L2), (L3), (R2), and (R3) is τ = 0.2 µs. See caption of S9 for all other details.
Freezing was not detected in this experiment.
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