since 1994 to correct for the attenuation of ultrasound within the NIST RFB in the configuration used to measure the output of ultrasound power transfer standards [29] [30] . Empirical attenuation correction factors determined in 2005 are presented for 24 frequencies covering the 5 MHz to 30 MHz range, and are compared with previously unpublished attenuation calibration factors determined in 1994.
RFB Targets
Selection of the optimal shape and material for an RFB target depends on the usual variety of applicationspecific details. Combinations of constraints on accuracy, cost, propagation medium, ultrasound amplitude, frequency, spatial (scanned v. stationary), and temporal (continuous v. pulsed) characteristics have led to the use of flat, waffled, concave, and convex shapes, and to the use of both absorptive and reflective materials [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] .
A useful feature of the conical target shape was identified by Borgnis [5] , who found that for a conical target of half-angle φ centered in an unfocused ultrasound beam with propagation axis parallel to that of the cone, e T = 1 -β 2 cos 2φ (2) where β is the amplitude reflection coefficient of the target. From Eq. (2) it follows that e T can be set to unity for all values of β by the simple expedient of setting φ to 45°. Results of experimental research begun in 1974 at NBS have confirmed that e T can be made to differ from unity by less than 0.1 % by setting φ to 45° for targets made of metal or absorptive rubber. Because targets of this type were the only ones used in the work described in this article, no further mention of e T will be made.
In-situ Attenuation with the 45° Conical Target
Most applications require that RFB measurements be used to determine the total power W 0 radiated from the output port of a transducer, rather than the power W intercepted by the RFB target.
For the RFB configuration depicted in Fig. 1 , let P be the average ultrasound pressure in the plane which intersects the tip of the target and is perpendicular to the axis of the ultrasound beam. With a collimated, circularly symmetric ultrasound source of radius R located a distance d from this plane, (3) where α is the empirically determined attenuation coefficient for the distilled water propagation medium, and c is the speed of sound in distilled water. An implicit condition for the validity of Eq. (3) is that α be independent of position in the ultrasound beam between the transducer and the target. This has long since been verified by experimental data, and is confirmed independently by recent data presented later in this article.
For the ultrasound sources used in this study, P is assumed to be uniform within the ultrasound beam. Because φ = 45°, the perpendicular distance from the apex plane to a point on an annulus on the target surface is identical to the radius of that annulus. Taking all annuli into account, the radiation force F induced on the target is given by 
Experimental Procedure
In-situ attenuation was determined empirically by measuring the output of a NIST Standard Ultrasound Source (SUS) [29] [30] for 11 values of d covering the range 1 mm to 11 mm in 1 mm increments indicated with approximately 0.1 mm resolution. The target for all tests was a 45° half-angle conical shell of silicone rubber, 10 mm thick (measured axially) and 52 mm in diameter, surrounding an inner cone of rigid polyurethane foam. An ultrasound ray arriving parallel to the axis of the cone is reflected only slightly at the water-rubber interface because the rubber offers a good acoustical impedance match to that of water. In passing through the rubber, the ultrasound loses most of its energy to absorption. Near total reflection occurs at the interface between the rubber and the polyurethane foam, and the reflected ultrasound is further attenuated as it travels outward radially through the rubber layer. With most of the incident ultrasound absorbed, the remainder is reflected radially outward toward the cylindrical wall of the test tank. This wall is lined with irregularly oriented wedges made of AptFlex F36 1 acoustic absorbing rubber. These wedges are approximately 20 mm by 25 mm at the base, approximately 35 mm long, and extend radially inward from the cylindrical wall.
The SUS transducer was installed in a customized test tank fitting which allows direct coupling to the water in the test tank with no intervening membrane. The transducer was positioned so that its output plane was several millimeters above the bottom surface of the tank. This arrangement ensures that any radiated edge waves will impinge on the absorptive wedges instead of being scattered from the bottom surface of the tank.
For all tests, the radio frequency drive voltage was adjusted to obtain 5.000 volts at the SUS dc monitor output [30] . This corresponds to output power levels equivalent to roughly 40 % of the rated SUS maximum power output [29] [30] . Variations in drive voltage greater than 0.02 % were prevented by custom-built automatic-level-control circuitry [26] . Because the radiation conductance of the SUS transducer varies with frequency, the transducer power output varied from 348 mW to 455 mW for the 4.8 MHz to 29.2 MHz test frequency range. The test frequencies corresponded to odd harmonics of the approximately 0.5 MHz fundamental resonance frequency of the SUS transducer, and covered the test frequency range in increments of approximately 1 MHz.
For each of 11 values of liftoff distance d, the water temperature T was measured and recorded and the SUS dc monitor voltage was verified. Then 5 measurements of the intercepted power W were made. Each measurement was made by manually adjusting the magnitude and phase of a nulling signal to achieve an adequate null as indicated by an oscilloscope and galvanometer. The nulling voltage was then recorded in a spreadsheet which used the test temperature and an RFB scale factor to calculate the corresponding value of W.
System stability was monitored for each set of 5 measurements by calculating σ/µ, the relative standard deviation of the mean. The lower limit of this parameter for NIST RFB measurements made under typical circumstances [27] is 0.8 %. By this measure, system performance exceeded expectation during the course of the work reported in this article, as the largest value of σ/µ for any data set was 0.31 %.
The time of day was logged at the beginning of each set of measurements. The average time required to make each of 1320 measurements was 29 seconds. Results for a typical test are shown in Table 1 .
Data Analysis
For each set of 11 power measurements for a particular ultrasound frequency, the in-situ attenuation coefficient of water was calculated from the slope of a linear regression fit of ln(W avg /W m ) to d, where W m is the average power intercepted by the RFB target with d at its minimum value. Results for the data of Table 1 are plotted in Fig. 2 . The linear least-squares regression trendline in the figure lies within the bounds of error bars that reflect the 2 % best-case combined relative expanded power measurement uncertainty [27] .
The results for all test frequencies are shown in Table  2 lation coefficient [28] . To make it easier to see how closely R approaches unity in all cases, the parameter 1-R is tabulated instead. The variation of 1-R with f in Table 2 indicates that the goodness of fit does not vary significantly over the range of f. The high values of R for all test frequencies confirm that α was constant throughout the volume of water defined by the ultrasound beam between the transducer and the surface of the target. Because this volume changed significantly as liftoff distance d was increased by 10 mm, the correlation indicated by R would have been compromised if α had changed significantly within this volume.
Long-term Reproducibility
The tests just described were conducted in June and July of 2005. To explore the effects of slight variations in system characteristics, we next examine the results of similar tests conducted in September and October of 1994 using a target which was identical except that its inner cone was constructed of polystyrene foam, rather than the polyurethane foam used in the target tested in 2005. The other systematic differences applicable in 1994 were the use of a test tank equipped with wedges made of organic rubber, instead of AptFlex F36, and the use of four SUS transducers, rather than one. The results of these tests are presented in Table 3 . 
Frequency Dependence
With α now available for a number of ultrasound frequencies determined by transducer resonances, we next consider interpolation schemes for calculating α for arbitrary frequencies within the 5 MHz to 30 MHz range. Methods involving fitting α to f 2 are attractive because the calculated slope is directly comparable with the published attenuation coefficient for distilled water [31] . Least-squares linear regression results for all data in Tables 2 and 3 are shown in Table 4 .
While only slightly different from each other, the two slopes are substantially smaller than 0.0472 Np m -1 (MHz) -2 , the attenuation coefficient for water at 22°C derived from values reported by Bacon and Jarvis [31] for distilled water and ideal (free-field plane wave) conditions. This discrepancy is attributed to the streaming wave motion that occurs when some of the ultrasound energy lost to attenuation is translated into momentum, in effect inducing a radiation force on the water itself. Because the NIST RFB uses audio-frequency pulse modulation of the ultrasound being measured, the ultrasound energy lost to streaming takes the form of water waves from which the target cannot be isolated because isolating membranes with acceptable ultrasound transmission characteristics inevitably would offer negligible resistance to the transmission of audio frequency water waves. With the attenuation in water virtually nil for audio frequencies, the amplitude of these water waves is undiminished as they travel to the surface of the target to induce forces which add to those induced by the ultrasound itself, reducing the apparent attenuation of the ultrasound from the source [26] .
Attenuation Correction Factor Results
We begin by examining the accuracy of the leastsquares-fit interpolation method for determining values of α for arbitrary frequencies. Hereinafter, all values of C will be calculated for liftoff distance d =1 mm, the value typical of NIST RFB operations, and for R=7.938 mm, the radius of the NIST SUS transducer.
For each of the 24 frequencies of the tests conducted in 2005, Fig. 3 shows values of C based on two values of α, one determined from the test results for that frequency, and the other determined by interpolation using the regression results of Table 4 . For clarity, the bounds of the applicable 2 % combined relative expanded power measurement uncertainty [27] are shown as continuous curves rather than error bars.
The differences in C for every frequency are well within the bounds of even the best-case power measurement uncertainty, and show that the uncertainty due to the use of this interpolation method contributes only slightly to the overall uncertainty.
We next examine the consistency of attenuation correction coefficients determined from the two data sets 11 years different in age. Table 3 . NIST RFB in-situ attenuation coefficients, from tests conducted in 1994 herein for 1994 and 2005, and also for the attenuation coefficient for ideal conditions [31] . For all frequencies, differences in C from the 1994 and 2005 data sets are small compared to power measurement uncertainties. This agreement is taken to confirm that the procedures for determining C are fully adequate for the intended purpose. It is also clear that values of C based on empirical and ideal values of α differ insignificantly for frequencies below 10 MHz, and substantially for frequencies above 15 MHz. To the extent that similar behavior applies to standard source output power measurements made by other RFBs equipped with conical targets, similar plots could assist the determination of the frequency range for which attenuation corrections are necessitated by constraints on overall uncertainty.
Conclusions
An expression has been derived for the in-situ attenuation correction factor C for a 45° conical target used to measure the output of a collimated, circularly symmetric ultrasound source.
In-situ attenuation α for distilled water was determined for 24 frequencies between 4.8 MHz and 29.2 MHz by least-squares linear regression analysis of measurements made in 2005 of ultrasound power versus source-target distance. This analysis also confirmed the validity of the assumption that α is independent of position in the volume of water defined by the ultrasound beam between the transducer and the NIST RFB target.
The combined accuracy of the derived expression and reproducibility of the performance of targets built to the NIST design was assessed by re-analysis of data from similar measurements made in 1994 with a different target. For the two data sets spanning 11 years, the average values of R differed by 0.0007, and had an average value of 0.9970, indicating good accuracy and reproducibility.
The results of least-squares linear regression analysis of the frequency dependence of α were found to confirm the expected strong correlation between α and f 2 , and therefore to validate an interpolation method for determining α for arbitrary frequencies between 4.8 MHz and 29.2 MHz.
For this frequency range, the attenuation correction factor C was computed for both in-situ and ideal values of the attenuation of water. The difference between the two was found to be insignificant for frequencies below 10 MHz, and was found to exceed the best-case combined relative expanded power measurement uncertainty of NIST RFB power measurements [27] for frequencies greater than 15 MHz.
