ABSTRACT The past several decades have witnessed the successful application of sequential Monte Carlo method (or particle filter) to a variety of fields. It has grown to be a popular method in solving different kinds of nonlinear Bayesian estimation problems. This paper introduces a two-stage particle filter for nonlinear filtering problem. In the proposed particle filter, each particle will be propagated and updated through two stages. At time step t, the first stage refers to using the unscented Kalman filtering equations to propagate the particles from time step t − 1 in order to obtain the preliminary estimations. Then, at the second stage, the particles will be updated again by the iterated extended Kalman filter to yield the final updated particles. In this way, the estimation accuracy of particle filter can be improved, which is validated through simulation experiments and real-world application experiments.
I. INTRODUCTION
The past several decades have witnessed the successful application of sequential Monte Carlo method (or particle filter) in a variety of nonlinear filtering problems [1] , [2] . Particle filter has become very popular due to its ability to handle highly nonlinear/non-Gaussian state-space models. Many researchers have adopted this method to solve different nonlinear Bayesian filtering problems emerging in different areas, such as virtual reality [3] , [4] , computer vision [5] , sensor networks [6] , robotics [7] , biomedical image processing [8] , geophysics [9] , navigation and tracking [10] , [11] , and communication [12] . In computer vision and virtual reality community, particle filter has been widely adopted as a standard framework for solving different problems, easpecially in object tracking [13] , [14] .
Despite of it s successful applications, the particle filter still suffers from two notorious problems, that are particle degeneracy and impoverishment [15] . In order to conquer these two drawbacks, a variety of methods have been proposed in the literature one of which is designing better proposal distribution to draw particles. The proposal distribution should be designed as close as possible to the true posterior distribution. Doucet [16] stated that the optimal importance density function for building proposal distribution is π (x t |x (i) t−1 , y 0:t ) = p(x t |x (i) t−1 , y t ). However, it is impossible to draw particles from such optimal distribution. Thus, suboptimal importance density function must be chosen so as to generate particles to simulate the posterior distribution. The most popular choice is the transition prior p(x t |x t−1 ). But the transition prior neglects the current observation y t which yields inaccurate state estimation results. Doucet [16] utilized the unscented Kalman filter to generate a Gaussian importance density function which yields the famous unscented particle filter (UPF). The UPF has been adopted to solve many real-world problems such as object tracking, navigation, and so on. Li et al. [17] utilized the iterated extended Kalman filter (IEKF) to generate the proposal distribution within the particle filter framework. As the IEKF updates the state and covariance estimates iteratively, the estimation error can be reduced, which makes the IEKF a better candidate for building proposal distribution. The particle filter updated by IEKF is named as iterated extended Kalman particle filter (IEKPF). Wang et al. [18] proposed a mixture Kalman particle filter (MKPF) which uses a mixture Kalman filter to draw particles. The MKPF performs better than IEKPF and UPF. Wang et al. [19] utilized an iterative version of UKF (IUKF) to build the proposal distribution yielding an iterative UPF (IUPF). The estimation results of IUPF is more accurate than the UPF and IEKPF.
Another effective strategy to reduce the degeneracy problem is introducing resampling step in the particle filtering framework [20] . At the resampling step, the particles with low weights are discarded wihle the ones with high weights will be used to reproduce enough particles to maintain the overall particle size. There exists different resampling methods which can to some extent slow down the degeneracy problem. However, resampling may cause sample impoverishment problem which means that the resampling process concentrates on only few particles with high weights. Consequently, particle diversity will be lost. Xu et al. [21] introduced an ant colony optimization based particle filter which discards the traditional resampling process. As the resampling process generates children-particles by duplicating the ''parent'' particles according to their weights, it is very much like the characteristic of generic ant colony optimization algorithm. Wang et al. [22] applied this ant particle filter to visual object tracking. Beside the ACO algorithm, many other intelligent approaches have been used to fight against the particle degeracy and impoverishment problems. Particle swarm optimization (PSO) method can help the particle filter obtain particles with high likelihoods through distributing the particles in high likelihood area, regardless of the particle weights [23] . Genetic algorithm is also integrated into particle filtering framework to conquer sample impoverishment problem [24] .
In this paper, we proposed a two-stage particle filter aiming at suppressing the degeneracy problem by a two-stage importance sampling. The UKF and IEKF will be combined to generate particles in particle filtering framework. At time step t, UKF is first used to update the particles to obtain the preliminary estimation results of state mean and covariance. Afterward, IEKF is used to update the particles again to yield the final estimation results of state mean and covariance. Then, the mean and covariance are used to build an importance sampling density function. The two-stage particle filter can obtain more accurate estimation results compared to the traditional particle filters. We will evaluate our proposed particle filter through experiments.
II. PRELIMINARY KNOWLEDGE
In this section, we start with the brief review of particle filter. Suppose there is a state space model defined by the following equations.
(1)
where t is a time index, x t ∈ R d x is the hidden state which is to be estimated; y t ∈ R d y is the observation which can be aquired at each time step; u t and v t are the system process noise and observation noise, respectively. Both of them are white noises. g and h are state transition function and observation function, respectively. Both of them are known. The state transition function can be represented by a probabilistic form: p(x t |x t−1 ), while the observation function can be represented by p(y t |x t ). According to the Bayesian perspective, the nonlinear estimation problem refers to rescursively calculate the hidden state x t , using the observations y 1:t up to time step t. Thus, the posterior probability density function (pdf) p(x t |y 1:t ) must be constructed which can be obtained through two stages: prediction and update, recursively. At the prediction stage, the prior pdf p(x t |y 1:t−1 ) of the state is obtained using the Chapman-Kolmogorov equation and the state transition model (1):
When the new observation y t becomes available, the prior pdf p(x t |y 1:t−1 ) (3) is updated according to Bayes' rule to obtain the estimated posterior pdf p(x t |y 1:t ).
where p(y t |y 1:t−1 ) is a normalizing constant p(y t |y 1:
In practice, the posterior pdf cannot be determined analytically. Thus, researchers have to resort to some sub-optimal approximation methods to approximate the optimal Bayesian solution, one of which is the particle filter.
In particle filter, the posterior pdf p(x t |y 1:t ) is approximated by a set of weighted particles or samples {ω
The particle weights are chosen through the importance sampling step which are normalized in order to satisfy ω (i) t = 1. As it is difficult to generate particles directly from the posterior distribution, alternative proposal distribution π (x t |x (i) t−1 , y 0:t ) are used to generate particles. Accordingly, the particle weights is computed as the ratio between the posterior and the proposal distribution. The weights can be computed iteratively as shown in the following steps.
The general particle filter usually contains the following three steps:
(1) Draw N particles from the proposal distribution:
(2) Update the particle weights according to the new observation:
(3) Do resampling if particle degeneracy occurred according to the effective sampling size:
The above process are shown in Fig. 1 .
III. OUR METHOD A. UNSCENTED KALMAN FILTER
The unscented Kalman filter (UKF) is constructed based on the unscented transformation (UT) and it is a straightforward FIGURE 1.
Step of generic particle filter. The particles are represented as the circles where the diameter indicates the particle weights. The blue circles represent the particle set used for approximating the posterior pdf. The white circles are the predicted particle set and the black ones are the updated particle set.
extension of the UT. In order to implement the UKF, the state variable x a t for UKF is augmented by concatenating x t and the noise variables. If the dimension of the augmented state variable is n a , then 2n a +1 sigma points should be sampled to specify the state distribution [25] . The sigma points are propagated through the nonlinear equations and they can obtain accurate estimation results to the second order for any nonlinearity, which makes it applicable to many real-world problems including computer vision [26] , target tracking [27] , neural networks [25] , [28] and system control [29] . In [25] , chapter 7 shows the detailed steps of the UKF algorithm.
B. ITERATED EXTENDED KALMAN FILTER
The iterated extended Kalman filter (IEKF) could reduce the estimation error through an iterative procedure [30] . The estimation improvement is achieved by local iteration of the EKF measurement update step. The stop criteria of the iterations can be set as a specific iteration number. The NewtonRaphson algorithms are used for this iterative procedure. The IEKF has been successfully applied to a variety of problems such as SLAM, target tracking [31] , neural network [32] , navigation [33] , acoustics [34] and so on. Details of the iterated EKF can be found in [30] , [35] .
C. TWO-STAGE PARTICLE FILTER
As the UKF and IEKF have been applied with success to many real-world applications, and both of them are easily integrated into the particle filter framework, we thus combine them to construct an enhanced particle filter to achieve better estimation results. In our proposed two-stage particle filter (TSPF), the particles will be updated first by the UKF and then the IEKF.
Suppose the particle set at time step t − 1 is {ω
. . , N . In order to update the particles using UKF, the particle states will be augmented as
T represents transposition)
. Then, the sigma points used for UKF can be calculated as:
wherex a,(i) t−1 is the mean of the augmented state, n a is the dimension of the augmented state, P a,(i) t−1 is the covariance of augmented state and λ is a scaling parameter. The sample points are propagated through the state transition function (1) and observation function (2), which will generate predicted samples.
S a,(i),x
Consequently, the predicted mean and convariance estimations can be obtained.
where m is the weight for computing sample mean and c is for sample covariance. The predicted observation value is as follow.ȳ 
In this equation, the upper-script U denotes that the estimation is obtained by UKF. When the new observation y t is VOLUME 6, 2018
coming, the predicted estimates will be updated as follows.
Using P 1 and P 2 , the Kalman gain can be calculated as:
1 , which is used to calculate the preliminary state and covariance estimates.
At this stage, we get the preliminary estimations through UKF update. Afterward, these estimations will be transferred to the IEKF to finish the final estimation. The IEKF can improve the estimate by local iterations of the EKF measurement update [35] .x (i),U t is propagated to obtain the IEKF predicted estimates.x
where the upper-script E denotes that the estimation is obtained using IEKF. Then, set iteration l = 0 andx
. At the l th iteration, the Jacobians of the system model and observation model are firstly computed.
The above Jacobians are used to calculate the Kalman gain K E,l t as follows.
where Q and R are the process noise covariance and observation noise covariance, respectively. This equation is used to calculate the predicted state covariance P
According to the above, the state and covariance estimation of the next iteration l +1 can be computed using the following equations.
Next iteration l = l + 1 will start by repeating equation (17)- (25) until the stopping criterion is met. In our work, 
4 end 5 for t = 1, 2, . . . do 6 Importance Sampling:;
Update the particles with the UKF: equation (6)- (15) to obtain the preliminary estimations:
and P (i),U t ;
9
Update the particle again with the IEKF: equation (16)- (25) to obtain the final estimations:
10
Build a Gaussian proposal distribution to draw new particles:
11 end 12 Calculate the particle weights using equation (5) and normalize the weights;
13
Resampling: remove the particles with low weights and multiply the particles with high weights; 14 end we set the iteration number as L = 5, which means that the above iteration will be executed 5 times. After finishing the last iteration, the last estimations of the L th iteration are saved as the final estimations:
, which are used to build a Gaussian proposal distribution to draw new particles:
From the above analysis, we can see that, all the particles are updated by UKF and IEKF, which makes full use of the latest observations y t . Consequently, the estimation results generated using the proposed particle filter will be improved. The TSPF algorithm is shown in Algorithm 1.
IV. EXPERIMENTS A. SYNTHETIC EXPERIMENT
In this section, we evaluate the proposed two-stage particle filter through simulation experiments and compare the performance of TSPF to that of PF, EKFP, UPF, IEKPF, MKPF and IUPF. For this experiment, we use the following state transition model and observation model.
FIGURE 2. Plot of estimation results generated by different particle filters. 
The system noise is modeled as a Gamma distribution γ (3, 2); observation noise is modeled as a Gaussian distribution N (0, 0.00001). The particle filters will be used to estimate the states of the model given the observations. The number of monte carlo run is 100, while each run has 60 time steps, that is T = 60. We calculate the root mean square error (MSE) of each run as: Fig. 2 shows the state estimation results of different filters generated from one Monte carlo run. It is shown that TSPF, IUPF and MKPF outperform PF, EKPF, UPF, and IEKPF. The TSPF incorporates both the UKF and IEKF which makes it outperforms the other particle filters. Table 1 summarizes the estimation accuracy of the particle filters. In this table, we compare the mean and variance of the MSE. It clearly shows that TSPF generates the least MSE mean (0.0035) and variance (0.0000096) compared to the other several filters.
All the particle filters are run on a computer with the following specification: CPU, Intel Core i7-6567U 3.3GHz; Memory, 8GB. The algorithms are implemented using MAT-LAB R2016. Table 2 compares the average compuational time of each particle filter. The standard particle filter has the least time cost: 0.492 seconds (each monte carlo run), and IUPF has the highest time cost: 2.329 secondes. TSPF costs 2.045 seconds per monte carlo run because each particle is updated by UKF and IEKF sequentially, but its time cost is lower than that of IUPF.
B. REAL-WORLD APPLICATIONS
In this seciton, we evaluate the performance of TSPF through a real-world financial option pricing problem. 100 particles are used for all the particle filters and 100 monte carlo runs are executed to compute the square errors. The same state space models as in [19] are used in which the famous Black-Scholes partial differential equation are used to model the relationship between the current value of an option φ, the current value of the underlying cash product ϕ, the volatility of the cash product σ and the risk-free interest rate r:
Suppose the strike price is τ , time to maturity is t m . The solutions for pricing European call option (C p ) and put option (P p ) are given by the following two equations: 
where N c is cumulative normal distribution, and the parameters d 1 = [ln(φ/τ ) + (r + σ 2 /2)t m ]/σ √ t m and d 2 = d 1 − σ √ t m . Fig. 3 and Fig. 4 show the pridicted option prices obtained using different particle filters. The results obtained using VOLUME 6, 2018 FIGURE 4. Plot of estimates generated by different particle filters. TSPF are very close to the actual prices. Although these two figures cannot clearly show the differences of their performance, we summarize in table 3 the normalized square errors (NSE) of different algorithms. It is obvious that TSPF has the least mean value. Fig. 5 shows the NSEs of different algorithms generated at each monte carlo run. TSPF is always better than the other serveral algorithms which demonstrates that the proposed TSPF has higher estimation accuracy that the other particle filters.
V. CONCLUSION
In this paper, we have proposed a two-stage particle filter based on incorporation of the UKF and IEKF in particle filtering framework. Each particle is updated sequentially by the UKF and IEKF which can make better use of the current observation to obtain more accurate estimation results. Although the proposed TSPF outperforms the state-of-theart algorithms, it has high computational cost. In our future work, we will consider how to reduce the computational burden. We also consider to apply the TSPF to object tracking problem and some other computer vision applications.
