Detecting and analyzing dense groups or communities from social and information networks has attracted immense attention over the last decade due to its enormous applicability in different domains. Community detection is an ill-defined problem, as the nature of the communities is not known in advance. The problem has turned even more complicated due to the fact that communities emerge in the network in various forms such as disjoint, overlapping, and hierarchical. Various heuristics have been proposed to address these challenges, depending on the application in hand. All these heuristics have been materialized in the form of new metrics, which in most cases are used as optimization functions for detecting the community structure, or provide an indication of the goodness of detected communities during evaluation. Over the last decade, a large number of such metrics have been proposed. Thus, there arises a need for an organized and detailed survey of the metrics proposed for community detection and evaluation. Here, we present a survey of the start-of-the-art metrics used for the detection and the evaluation of community structure. We also conduct experiments on synthetic and real networks to present a comparative analysis of these metrics in measuring the goodness of the underlying community structure.
54:2 T. Chakraborty et al. understanding the decomposition of nodes into communities in a network provides a high-level view of the formation of the network structure through the interactions of nodes having an identical nature [1, 11, 39, 80] .
Communities in real-world networks are of different kinds: disjoint or nonoverlapping (e.g., students belonging to different disciplines in an institute) [43] , overlapping (e.g., a person having membership in different social groups on Facebook) [16, 136] , hierarchical (e.g., cells in the human body form tissues that in turn form organs and so on) [9] , and local (e.g., a person having uneven interaction between certain members within a social group in Facebook) [111] . Figure 1 illustrates a toy example of these four types of communities. In case of nonoverlapping communities, each node belongs to only one community, while for overlapping communities, nodes can belong to multiple communities (e.g., node 12 in Figure 1 (b) belongs to both C 1 and C 2 ). Hierarchical communities are those structures where one can view the graph at multiple levels and choose the community structure at a particular hierarchy. Depending on the application at hand, we can view the network at a particular hierarchical level. Local communities are communities that do not show any structure when viewed globally but possess different structures from a local perspective. Note that in this survey, we mostly focus our discussion on nonoverlapping and overlapping community structures because these are the most general and widely used form of community structures. 1 The task of community analysis is performed in two separate phases: first, detection of meaningful community structure from a network, and second, evaluation of the appropriateness of the detected community structure. Since there is a lack of consensus on the definition of a community structure, multiple ideas emerged, which in turn resulted in different definitions of community structure. Every definition of community is justified in terms of different metrics formulated. Therefore, analyzing such metrics is crucial to understanding the development of the studies pertaining to community analysis.
The ill-posed definition of the community structure makes the evaluation framework complicated in the sense that there is no universally accepted metric for evaluating a community detection algorithm. There has been plenty of metrics proposed in the literature that are qualified to evaluate a community detection algorithm on their own merit. Interestingly, these quality metrics 54:4 T. Chakraborty et al.
Metrics Used for Non-Overlapping Community Detection
The nonoverlapping community detection algorithms aim at partitioning the vertices of a network, G (V , E) into K nonempty, mutually exclusive groups, Ω = {ω 1 , ω 2 , . . . , ω K }, such that each vertex must be a part of exactly one community, that is, |ω 1 | + |ω 2 | + · · · + |ω K | = |V |. |ω i | indicates the number of nodes in the community ω i .
Simple Metrics Based on Topological Properties of the Network.
Various simple metrics capturing the topological properties of the network have been proposed in the past that are used to compute the quality of communities detected.
Let us assume a function f (ω) that indicates the goodness of the community on the basis of the connectivity of nodes in it. [138] summarized these scoring functions and grouped them into the following four broad classes:
(A) Functions considering the internal connections only: The following functions consider the edges within the community ω:
• Internal density: f (ω) = |E in ω | |ω |( |ω |−1)/2 computes the density of edges in a community and is calculated as the ratio of the number of edges completely internal to ω and the total number of possible edges within the community [110] .
• Edge inside: f (ω) = |E in ω | measures the total number of edges completely internal to ω [110] .
• Average degree: f (ω) = 2|E in ω |/|ω | computes the average degree of the nodes of ω by considering edges within it only [110] .
• Fraction over median degree (FOMD): f (ω) = |u:u ∈ω, |(u,v ):v ∈ω |>d m | |ω | computes how tightly knit the community is by computing the number of nodes in ω that have internal degree greater than d m , the median value of the degree of all the nodes in V . This score is normalized by the total number of nodes within the community.
• Triangle Participation Ratio (TPR): It computes the fraction of nodes that are part of a triangular motif or triad: f (ω) = |u:u ∈ω, {v,w ∈ω, (u,v ) ∈E, (u,w ) ∈E, (v,w ) ∈E } ϕ | |ω |
for ω.
For Figure 1 (a), the Internal Density, Edge Inside, Average Degree, FOMD, and TPR for community C 1 are 0.67, 4, 2, 0.25, and 0, respectively.
(B) Functions considering the external connections only:
The following functions consider the edges outside the community ω:
• Expansion: f (ω) = |E out ω |/|ω | computes for each node the number of attached edges pointing outside ω. [110] .
• Cut Ratio (or Ratio Cut): f (ω) = |E out ω | |ω |(N −|ω |) , similar to internal density, computes the fraction of the edges out of all possible edges that are leaving outside ω [132, 133] .
For Figure 1 (a), the Expansion and Cut Ratio for community C 1 are given as 0.5 and 0.07, respectively.
(C) Functions considering internal and external connections:
The following functions consider the edges that are within as well as outside the community ω:
for a community measures the ratio of the total number of edges of ω pointing to the other external communities and the total number of edges connected with ω [120] .
• Normalized cut: f (ω) = normalizes the cut score [59, 120] .
• Maximum-ODF (Out Degree Fraction): f (ω) = max u ∈ω
is the maximum of the fraction of edges connected with a node in ω pointing outside the community ω [41] .
• Average-ODF:
is the average fraction of edges connected with nodes in ω that point outside the community ω [41] .
• Flake-ODF: f (ω) = |u:u ∈ω, |(u,v ) ∈E:v ∈ω |<d (u )/2 | |ω |
is an interesting measure. It computes the fraction of nodes in ω, whose number of edges completely internal to the community is less than the number of edges pointing to external communities [41] .
For Figure 1 • Modularity: For a given community structure, it captures the following intuition: out of the total number of edges in the graph, how many of them are completely internal to a community with respect to the original graph, and how would this number differ if we consider a null graph, that is, a random graph with an identical degree distribution as the original graph? One can choose the null graph in an arbitrary manner from a wide range of possibilities. Usually, the null graph considered has an equivalent degree distribution as of the given graph. For an unweighted and undirected network, modularity is defined as
An alternative way of defining the modularity of a graph is as follows [96] :
where δ ω i ,ω j is the Kronecker delta function, which returns 1 if ω i = ω j , and 0 otherwise. The value of modularity lies between -1 and 1. A higher value of modularity indicates a strong community structure. A large number of algorithms have been developed with the objective of optimizing modularity value [13, 22, 32, 36, 38, 117, 129] .
The Modularity for community C 1 in Figure 1 (a) is 0.75.
[138] further defined four goodness metrics for a community that capture the network structure:
• Separability considers the idea that a good community should be highly distinct from the remaining portion of the network [43, 120] . Thus, following this principle, a good community ω should have more edges completely internal to the community and fewer edges external to the community. Separability computes the ratio of the total number of internal edges and the total number of external edges of the community and is given by
• Density is similar to separability but considers only the internal degree. The intuition is that for a community to be considered good, it should be well connected [43] . It computes out of the total number of possible edges what fraction of edges exist completely internal to the community ω and is given by f (ω) = 2|E in ω |/(|ω |(|ω | − 1)).
• Cohesiveness takes into consideration the inherent topological structure of the community. Ideally, a community having an even and uniform internal connection is considered 54:6 T. Chakraborty et al.
to be good; that is, a good community should not be easily split into its corresponding subcommunities. This notion is captured by the conductance, given by f (ω) = min ω ⊂ω Φ(ω ), where Φ(ω ) indicates conductance of ω measured with respect to the subgraph induced by the vertices in ω. A group should possess high cohesiveness in order to qualify as a "good community"; that is, the number of internal connections should be large as this implies that one would need to delete a large number of edges before the community dissolves into disconnected components [75] .
• Clustering Coefficient considers the intuition that pairs of nodes with common neighbors have a higher possibility to be connected with each other [131] .
For Figure 1(a) , the Separability and Density of community C 1 are given by 2 and 0.67, respectively. The Cohesiveness and the Clustering Coefficient of community C 1 are given by 0.5 and 0, respectively.
In another paper, [75] used two other topological metrics to measure the quality of a community:
• Volume: It is measured by the sum of degrees of all the vertices in ω, that is, u ∈ω d (u).
• Edges Cut: |E out ω | is based along the lines of cohesiveness. It is based on the intuition that a good community should have fewer external connections. It measures the number of edges needed to be removed for disconnecting the community ω from the remaining graph.
For Figure 1(a) , the Volume and Edges Cut for community C 1 are 10 and 2, respectively.
Popular and Complex Metrics Exploring Network Properties in Depth.
So far we have discussed the quality metrics based on simple graph features. In the following, we focus on some of the popular metrics proposed in the literature. Modularity is the most widely used metric to detect the strength of the communities. Introduced in the seminal paper [97] , the principal idea behind modularity is that the number of intercommunity edges for a given graph must be greater than the number of edges for a null graph. The definition of modularity suggested by [97] in Equation (1) was applicable only to unweighted and undirected graphs. Several modifications and extensions to modularity were suggested in the existing literature of community detection. The modifications cater to the specific tasks and the type of graphs one may intend to analyze.
Modularity for weighted graphs: [93] proposed a simple extension of the existing definition of modularity for weighted graphs. One can view a weighted graph as a multigraph with multiple edges between a pair of nodes. After mapping the weighted graph to a multigraph, it can be easily shown that Equation (2) is a generalized formula for modularity. For a weighted network, instead of A i j , we use W i j , representing the weight of the link connecting nodes i and j. The degree d(i) is replaced with the strength s(i) of node i, which is the sum of the degrees of the adjacent nodes. In order to normalize the equation, the number of edges m = |E| in Equation (2) is substituted by the sum W of the weights of all edges. Thus, in the modified equation, instead of the expected degree, we compare the actual weight W i j with the product
2W . This product essentially computes the expected weight of the edge (i, j) in the null graph of modularity. The equation of modularity for a weighted network can be written as
Modularity for directed graphs: [4] proposed extensions to modularity for directed graphs. For a directed edge, the in-degree and the out-degree of the end vertices determine the probability of the orientation in one of the two possible directions. For the directed graphs, the formulation of the modularity metric can be defined as follows:
where d (i) in and d (i) out are the in-degree and out-degree of node i, respectively. For a graph whose edges are directed and weighted, Equations (3) and (4) can be aggregated as follows, which is the most general form of modularity:
Similarity-based modularity: [40] proposed similarity-based modularity, which is robust to the communities in a graph having dense interconnections. Instead of considering intercommunity and intracommunity edges as the criteria of partitioning, as considered in the traditional definition of modularity, they proposed a more general concept, similarity S (i, j), to measure the graph partition quality. The notion of similarity between two nodes i and j is given by the number of shared neighbors normalized by the number of neighbors of each vertex as shown here:
For a partition Ω, the similarity-based modularity (Q s ) is given as
where
Motif modularity: All the metrics mentioned previously consider nodes and edges as the smallest units in a network. However, [5] argued that "network motif" should be considered as the smallest nontrivial structural unit of a network, based on which they redefined modularity. The proposed definition of motif modularity captures the following intuition: a good community will "contain" a larger number of motifs than a null model that is generated using a similar degree of distribution but in a random fashion. They listed a triangular modularity for a partition Ω, which considers triangular motifs and is given by
, n i j (ω) = n i j δ ω i ,ω j , and δ ω i ,ω j = 1 if both vertices i and j belong to the same community, and 0 otherwise. Max-Min modularity: [27] argued that users should have the ability to customize the definition of modularity, which is solely dependent on the network structure. They presented a new measure, called max-min modularity, which considers both the structural properties of the network, Q Max (same as modularity), and user-defined constraints in finding communities, Q Min . The second part is controlled by the users depending on their needs. The Max-Min modularity is given by
The second part tries to minimize the modularity of the complement of the graph G, denoted by G , constructed by taking into consideration the user-defined criteria U . The higher the value of Q Max _Min , the better the community division over Q дen .
Influence-based modularity: [48] proposed influence-based modularity, where they claimed that "a community is composed of individuals who have a greater capacity to influence others within their community than outsiders." Contrary to the existing modularity, where only one hop neighbor of a node is considered, they considered n-hop neighbors, where n is a user-defined parameter. The influence is measured using an influence matrix P, which captures the number of n-hop-length paths between a pair of nodes i and j in the graph. ConsiderP as the expected capacity to influence. Influence-based modularity is then given by
Diffusion-based modularity: [66] argued that the direction of an edge in the network is often ignored in the definition of modularity. Although past works [4, 98] tried to capture the direction of edges, they do not share a common definition of the community structure in directed networks. [66] proposed a modified definition of modularity, which, according to them, is the first generalized modularity metric. They considered diffusion in directed graphs, after taking inspiration from Google's PageRank algorithm. Unlike PageRank, which considers the importance of nodes, they proposed LinkRank, which indicates the importance of links. For an edge connecting nodes i and j, the LinkRank can be computed as the probability that a random walker is walking from node i to node j in the stationary state. By using LinkRank, the modified definition of modularity can be written as
where E (L i j ) is the expected value of LinkRank with respect to the null model L i j . Dist-modularity: [79] claimed that the previous null models used in the original modularity are not good representations of real-world networks and thus the result is less accurate in original modularity. A common feature of many real-world networks is similarity attraction; that is, nodes similar to each other have a higher chance of getting connected. They extended the existing definition of modularity and proposed Dist-modularity by introducing a new null model where the expected number of edges is given by
where,P
Here s i j denotes the similarity distance between v i and v j -the smaller the s i j , the more similar are the two nodes i and j. σ is a parameter of the quality metric that controls how fast or slow the function e −(s i j /σ ) 2 decreases. Using the new null model, dist-modularity is given by
Limits of modularity: Given a network, the knowledge of the size of the communities is not known a priori. Modularity and its variants discussed so far are not robust in nature and would fail to capture communities of all types in a network. [44] discussed the limits of modularity. They wrote, "modularity optimization may fail to identify modules smaller than a scale which depends on the total size of the network and on the degree of interconnectedness of the modules, even in cases where modules are unambiguously defined." The problem is known as the resolution limit of modularity. [52] studied Modularity at a deeper level and pointed out the degeneracy problem. Modularity may not have a global minima. An exponential number of many community structures may be possible to discover from a network whose topological structures are highly different from each other but exhibit modularity values very close to the optimum. This is often known as the degeneracy of solution. It tends to occur for directed, weighted, bipartite, and even multiscale generalizations of modularity. However, several modifications of modularity have been proposed in the past to address the limits of modularity. In the following section, we briefly discuss the modifications proposed that overcome the limits of the original definition.
Metrics proposed to overcome the limitations of modularity: Modifications of modularity's null model were introduced by [82] and [90] . [82] identified the sensitivity of modularity toward larger communities. The value of modularity tends to decrease with the increase in the large number of small communities since the actual number of edges might decrease compared to the expected number of edges in the graph. It might lead to a bias toward detecting large communities. In order to address this, they proposed a modified form of modularity by improving the predicted fraction of edges within communities. The method is to create a group of random networks with identical degree distribution as the original network and with the constraint that multiple edges and self-connections are forbidden. They first calculated the probability of an edge between any pair of nodes in an ensemble network. The predicted fraction of edges within each community in a random network is given by the sum of these probabilities over each pair of nodes within the community. This sum (denoted by f ω ) replaces the second element of modularity Q in Equation (1) . Thus, modified modularity is given by
[90] addressed the limits of modularity by proposing a local definition of modularity. Here, they computed the expected number of edges in a local manner instead of computing it globally. For computing the expected number of edges, they considered only a part of the subgraph induced by the community and the neighboring communities. Their intuition behind considering this local subgraph to compute the expected number of edges is as follows: a randomized model would assume that the probability of a vertex to connect to any other vertex is equal. However, in reality, a community is associated with neighboring communities only. This gives a better approximation of the real-world random network. On a directed graph, the localized modularity LQ is given by
where L ωn is the total number of edges in the subgraph comprising community ω and its neighbor communities. It is important to note that unlike modularity, the localized modularity does not have any upper bound. In order to address the resolution limit, [112] suggested tuning the parameters contributing to the null model. They scaled the topology by a factor r by adding self-loops of the same magnitude r to the vertices.
[77] proposed another metric using average modularity degree to evaluate the quality of communities, called the modularity density or D-value [26, 50, 51, 89, 103, 142] . For a partition Ω, the modularity density is represented by
are the average inner and outer degrees of subgraph G ω , respectively.
[6] viewed the resolution limit of modularity as a feature of the quality function and proposed a modification to the modularity function that allows viewing the network at multiple resolutions. The modularity of the network at scale r is given by
The resolution limit of the method is expected to be solved after the introduction of a modified version that allows one to tune the resolution parameters. However, [70] showed that multiresolution modularity suffers from two opposite coexisting problems: if we use a low-resolution value, the measure would try to merge small subgraphs and thus allow communities larger than a specific size only; when the resolution value is high, the measure would try to split large communities, leading to a large number of small communities. Thus, the resolution limit of modularity still remains largely unresolved. [143] argued that simply counting the internal edges of a community is not enough to capture the topology of a network. They proposed a new parameter, called minimal diameter D ω , which is defined as the average minimal path for all pairs of vertices in a given module. The new definition of modularity metric is then given as
where D ω is the observed diameter for the community ω and can be computed easily.D ω is the expected diameter for a randomized graph and is computed by the methods discussed by [47] .
[123] addressed the resolution limit of modularity by proposing the quality metric modularity intensity. Modularity intensity is proposed along the lines of cohesiveness and thereby captures the community evolutionary process. The goal is to give higher scores to those communities that are hard to split into two or more subcommunities.
[30] addressed the multiresolution problem of modularity. They first proposed modularity with split penalty given by
The split penalty addresses the problem of favoring small communities by measuring the negative effect of edges that join the nodes of other communities and is given by
where |E ω i ,ω j | is the number of edges connecting community ω i and community ω j for an unweighted network. For a weighted network, the number of edges is replaced by the sum of weights of edges. We can use Equation (1) and Equation (22) in Equation (21) to obtain the modified modularity with split penalty. Using split penalty alone may lead to large communities, which may not be desirable. In order to address this, they introduced community density. For undirected networks, the proposed metric modularity density is given by
where d ω i is the edge density of ω i and d ω i ,ω j is the pair-wise density between ω i and ω j .
[141] proposed a new community metric given as follows:
The function Φ 1 (Ω) defines the sum of the average degrees in each subnetwork and Φ 2 (Ω) defines the sum of the average number of connections between subnetworks. It is easy to see that for community identification, our goal is to both maximize Φ 1 (Ω) and minimize Φ 2 (Ω).
[88] addressed the resolution limit of modularity by proposing a new quality metric called ZModularity. For a division Ω, they proposed a quantity to compute how much the partition Ω is statistically rare by considering the internal edges of the communities. They considered the following generative mechanism to create edges over V : "First N edges are placed over V at random with the same distribution of vertex degree. Then, the probability that the edge is placed within communities is given by
where D ω is the sum of degrees of all the nodes in ω. Note that this edge generation process is the same as the null-model used in the definition of modularity, with the exception of the sample size.
Unlike the null-model, the sample size N is not necessarily equal to the number of edges m. Let X be a random variable denoting the number of edges generated by the process within communities. Then, X follows the binomial distribution B(N , p). By the central limit theorem, when the sample size N is sufficiently large, the distribution of X /N can be approximated by the normal distribution
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Considering this edge generation process, they quantified the statistical rarity of partition Ω using the Z-score:
Recently, [135] proposed multiresolution frameworks by using a generalized "self-loop rescaling strategy" to address the resolution limit of modularity.
Adaptive scale modularity: [127] proposed six properties (see Section 1 of SI Text for details) as axioms for community-based quality functions viz. "scale invariance," "permutation invariance," "monotonicity," "richness," "locality," and "continuity." They analyzed these six properties and found that modularity follows three properties: scale invariance, permutation invariance, and continuity. In order to adapt modularity to obey the remaining three properties, they proposed adaptive scale modularity. Instead of normalizing the edge-weights with the sum of the edge-weights, they proposed to normalize it using a constant M. However, if one only keeps the factor M, the fixed scale modularity does not obey monotonicity. The parameter γ ≥ 2 ensures that the adaptive scale modularity obeys all six axioms. The proposed metric is give by
Until now, we have discussed modularity and various adaptations of modularity to incorporate different properties of the network and the community. The metrics discussed so far follow the underlying principle of modularity-for a good community, the number of edges internal to a community should be higher than the same in a random graph that follows the same degree distribution as the original graph. We now pay attention to other quality metrics, each of which consider different aspects of a network.
Community Score: [104] proposed a simple but effective goodness function that intends to maximize the in-degree of the vertices inside a community explicitly and minimize the out-degree of these nodes implicitly. Consider a community ω where μ i denotes the fraction of edges attached with node i connecting other nodes in ω, that is, the internal degree of node i. Next, they considered the "power mean" of ω of order r , denoted as M (ω), which is given by
Considering |E ω | = |E in ω | + |E out ω |, the score of a community ω is given by score (ω) = M (ω)|E ω |. The community score of the graph corresponding to a partition Ω is given by
SPart: [31] proposed a new fitness function, SPart. It is a node-based metric that considers the contribution of each node and its neighbors to compute the quality of the partition. For a node v belonging to a community ω, it takes the internal d (v) in and external d (v) out degree into consideration. Thus, the strength of a node is computed using the following measure:
The higher the value of this metric for a node, the more important the node is for the community ω. The fitness or goodness of a community ω is evaluated by considering the strength SNode (v) of each node v ∈ ω (first-level nodes) along with the strengths of all nodes w ∈ ω (second level nodes) that are linked with v. Thus, the following measure computes the goodness of a community:
The overall fitness of a particular partition Ω is given as follows:
where ν (ω i ) is the ratio of the number of edges within the community ω i to the total number of edges.
Significance: [126] proposed a new line of thought that instead of figuring out whether a "fixed" community containing at least E internal edges exists with a minimum probability, one might want to shift the attention to find out the probability of finding a community with at least E internal edges in a random graph. Now, one can reduce the problem of computing the probability of finding a certain community to the goal of finding certain dense subgraphs in a random graph. The problem of finding certain dense subgraphs can be computed as follows: in a random graph G of size n and density p, the probability that a subgraph S of size n ω and density q appears is given asymptotically as follows:
where D(q||p) is the Kullback-Leibler divergence. For a community Ω, one can compute the probability for the community to be contained in a random graph as follows:
Significance is then given by
Permanence: [17, 23, 24] proposed permanence, a vertex-based community quality metric to quantify the probability of a vertex to remain in the community in which it is assigned and the degree by which it is "pulled" by the neighboring communities. The permanence of a vertex v compares the internal neighbors of the vertex, I (v) with the maximum number of neighbors to one of the external communities of v, that is, E max (v). This is normalized by d (v). Permanence also captures how well the vertex is connected within the community via internal clustering coefficient c in (v), defined by the fraction between the actual number of connections among the internal neighbors 2 of v and the total number of possible edges among them. A high internal clustering coefficient indicates the presence of a clique-like structure, which again increases the chance of the node to be a part of a community. If v is a part of a singleton community, C in (v) is treated as 0. Mathematically, the permanence of a vertex v is given by
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If E max (v) = 0, the first component of Equation (37) is treated as
To compute the permanence of the entire network, one needs to first sum the permanence of all the vertices in the network and normalize it with the number of vertices. The permanence of a network provides a quantitative way to estimate to what extent the vertices in the given partition are bounded to their respective communities. The value of permanence ranges from −1 to +1. Permanence has been proved to ameliorate the limitations of modularity [19, 24, 76] .
Surprise: Another community quality metric, Surprise, proposed by [3] , follows the idea of modularity by comparing a network parameter with a null model. In the proposed metric, for a given community of the network, one needs to compare the distribution of the nodes and edges in communities with respect to a null model. The idea is that in a null model, edges between nodes would emerge randomly as opposed to a network with a good community. The difference in the observed and expected distribution of nodes and edges is computed using KL-divergence. To this end, it uses the following cumulative hypergeometric distribution:
where E and F are the observed and the maximum possible edges in a network, respectively; M is the maximum possible number of intracommunity edges for a given community; and p is the total number of intracommunity links observed in that community. Thus, surprise measures how unlikely ("surprising") that distribution is. Unlike modularity, surprise also considers the role of nodes within each community along with the role of edges. Qualitatively, surprise performs better than modularity. This claim was later confirmed by [2, 42] . In practice, it is not straightforward to work with, nor is it simple to implement in an optimization procedure, mainly due to numerical computational problems. [125] proposed an asymptotic approximation of surprise by allowing the links to be withdrawn with replacement. Thus, asymptotical surprise is given by
where q = ω ∈Ω |E in ω | |E | and q indicates the expected value of q. Communitude: [87] quantified the community degree of ω in terms of the fraction of the internal edges of the subgraph induced by ω. Inspired by the Z-score (presented in Equation (27)), they further estimated a similar probability distribution of the fraction of the internal edges of the subgraph generated using the nodes in ω. Next, they quantified the community degree of ω in terms of the fraction of the internal edges of the subgraph using the Z-score as follows:
If ω = ϕ, com(ω) = 0. The upper bound for the metric is 1. Note, this quality function can be viewed as a modified version of the function given by the Z-score, which is normalized by the standard deviation of the fraction of the number of internal edges of the subgraph.
[34] used compactness, which calculates the speed with which information diffuses in a community. In order to compute this metric, one begins with the node that is at the boundary and moves to compute the number of edges reached per time step assuming the information is transmitted without any loss. The intuition is similar to defining a community along the following 
Graph specific G (V , E)
A network with sets of vertices V and edges E A Adjacency matrix of network
Internal clustering coefficient of vertex u (i.e., fraction of actual number of edges and possible number of edges among the internal neighbors of u, where internal neighbors of u are those that are part of the same community u belongs to) Community specific Ω Detected nonoverlapping community structure, Set of edges from community ω and to other outside communities principle: a good community has a group of nodes within which information transmits quickly and reaches everyone. They recently used it as a community-level quality function to measure the goodness of the detected community [35] .
The local internal clustering coefficient [131] is also used as a quality metric in [35] . The idea behind this metric is that neighbors of a vertex belonging to the same community should also be connected to each other.
A summary of the metrics discussed in this subsection can be found in the SI text (Table 1) .
Metrics for Overlapping and Fuzzy Community Detection
In the previous section, we discussed the community structure where a node can belong to a single community only. However, in real-world datasets, the community boundaries might not be so crisp since a node can have membership in multiple communities at the same time. For instance, a user in a social network can participate in several groups such as a friendship circle, family circle, and so forth; a researcher may be active in several areas at the same time; a person can participate in discussion in several blogs or forums. Moreover, in social networks, a vertex can be a part of unlimited groups because there is no restriction on the number of groups a person can belong to. This phenomenon also happens in other networks, such as citation networks [18] and biological networks [124] , where a node might have multiple functions. Therefore, overlapping community structure is a natural phenomenon in real networks, and thus there has been an increasing interest in discovering communities that are not necessarily disjoint.
More formally, given a graph G (V , E), the task of overlapping community detection is to group the vertices V into nonempty sets Ψ = {ψ 1 ,ψ 2 , . . . ,ψ |Ψ | }, where a vertex can belong to more than one set, that is, |ψ 1 | + |ψ 2 | + · · · + |ψ |Ψ | | ≥ |V |.
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Note that in this case, a node can either be a part of a community completely or not (binary decision), resulting a crisp overlapping community. On the other hand, several attempts have been conducted with the idea that a node can belong to a community with a certain probability. This is called fuzzy overlapping community structure. In this section, we discuss the metrics associated with both of these notions of overlapping community structure detection.
Although an initial attempt for overlapping community detection was done by [101] , [140] introduced the original notion of overlapping community structure. Consider a set of overlapping communities Ψ = {ψ 1 ,ψ 2 , . . . ,ψ |Ψ | }, where a node i can be a part of multiple communities given by a vector of belonging coefficients (α iψ 1 , α iψ 2 , . . . , α iψ |Ψ| ). A belonging coefficient α iψ indicates how strongly node i belongs to community ψ . Therefore, the following constraints are assumed to hold:
Modularity: Using the notion of fuzzy overlap, [140] defined the membership of each community asV ψ = {i |α iψ > λ, i ∈ V }, where λ is a threshold based on which a soft assignment is converted into a final community structure. They proposed a generalized notion of modularity as follows:
indicates the weight on the edge between nodes i and j. This modified modularity was used to give a relative membership of the nodes.
[92] extended modularity for computing the goodness of an overlapping partition Ψ by replacing the Kronecker delta function in Equation (2) and proposed a fuzzy variant of modularity as follows:
The goal is thus to find a fuzzy partition such that the difference between the actual similarity among the vertices given by the adjacency matrix and the fuzzy similarity given by the belongingness vector is minimized. A similar goodness metric was proposed by [119] , where they extended modularity as follows:
[118] proposed to optimize Equation (46) , to discover both the hierarchical and overlapping communities together by introducing a belonging coefficient. The belonging coefficient α iψ of a node i for a given community is redefined as the number of communities O i to which it belongs. The extended modularity is given by
[99] proposed the following metric in terms of a function F :
where F (α iψ , α jψ ) can be defined by any of the following: a product α iψ α jψ , an average (α iψ + α jψ )/2, a maximum max (α iψ , α jψ ), or any other suitable function.
[71] maximized the following local fitness function in their proposed algorithm LFM to obtain natural communities:
where α indicates the resolution parameter that is used to control the community size.
[105] used the definition of community score (Equation (30)) introduced in [104] on the line graph of a given network G.
[74] defined a crisp overlapping goodness measure for a partition Ψ as follows:
The modularity Q ψ for a given community ψ is given by
The number of communities in which node i belongs is given by s i . [25] proposed using the modified modularity Q Ψ ov for weighted networks defined as
is the strength of community membership exhibited by node i for community ψ , and k iψ = j ∈ψ w i j is the sum of weights of edges from i into community ψ .
[58] proposed the following modification to the fitness function, given by Equation (48):
which allows singleton communities. 
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[29] extended the existing definition of modularity density introduced in [30] . They proposed the following goodness function:
Flex: [37] introduced a metric called flex that tries to maximize internal edges in a community along with the local clustering coefficient of each community. In order to compute flex for a given partition, one needs to consider the Local Contribution of a node i to a community ψ , which is given as follows:
where (i,ψ ) is the ratio between the number of triangles node i is a part of (transitivity of node i) within ψ and the total number of triangles formed by i considering the entire network. The expression N (i,ψ ) indicates the fraction of neighbors of node i internal to community ψ . Finally, ∧(i,ψ ) measures the ratio between the number of wedges (open triangle or two-hop path) node i is a part of within the community ψ and the total number of wedges containing node i in the entire network. The parameters λ and κ are weights that are used to tune the importance of each term in the expression.
Once the local contribution of each node with respect to each community is computed, the Community Contribution (CC) of a community ψ is then defined as
where γ is the penalization weight used to avoid the trivial solution. The flex value of a given community structure Ψ is given by
Further, a two-step process was proposed by [10] that maximizes the following local density function:
A modified version was introduced by [65] after including the probability of edge e p , where the parameter λ manages the behavior of the algorithm when the network is sparse:
A summary of the metrics discussed in this subsection can be found in the SI text (Table 2) .
We list the advantages, disadvantages, and time complexity of the quality metrics discussed in Sections 2.1 and 2.2 in the SI text (Table 5) . We further classify the community goodness metrics based on the type of network: directed, undirected, weighted, and so on. A summary of this classification can be found in the SI text (Table 6) . We also classify different community detection algorithms based on the metrics they optimize in the SI text (Table 7) .
Other Metrics for Community Detection
The majority of the community quality detection metrics that have been proposed in the literature pertain to overlapping and nonoverlapping communities only. However, attempts have been made to propose community quality metrics depending on the application at hand or the network properties. A detailed explanation of all such metrics can be found in the SI text (Section 2).
METRICS FOR COMMUNITY EVALUATION
Once the communities from a network are detected using a community detection algorithm, the next task is to evaluate the detected community structure. The evaluation becomes easier if the actual community structure of the network (often known as the "ground-truth" community structure) is available. In such cases, various metrics can be used to measure the similarity between the discovered community structure and the ground-truth structure. We refer to these metrics as ground-truth-based validation metrics. If the algorithm is able to detect a community structure that has high resemblance with the ground truth, the algorithm is well accepted and can be used further for other networks where the underlying ground-truth communities might not be available.
Ground-Truth-Based Validation Metrics for Nonoverlapping Community Structure
In this section, we discuss the metrics used to measure the similarity between the detected solution and the ground-truth community structure for the case of nonoverlapping community detection. Note that most of these metrics are borrowed from the literature of "clustering" in data mining.
Let us recall the notations to be used in this section again: given a graph G (V , E), Ω = {ω 1 , ω 2 , . . . , ω K } is the set of detected communities, and C = {c 1 , c 2 , . . . , c J } is the set of groundtruth communities. N = |V | = K k=1 |ω k | = J j=1 |c j | is the total number of nodes, N c j = |c j |, and
[ 78, 81] introduced Purity, where each detected community is assigned to the ground-truth label that is most frequent in the community. Formally, it is measured as
The maximum value of purity is 1, indicating an exact match between two partitions. The minimum value is 0, indicating that the partitions are completely opposite. Note that purity is an asymmetric metric; that is, Purity(Ω, C) and Purity(C, Ω) are not equal. In general, the former measure is used more often and is known as "simply purity," whereas the latter definition is known as "inverse purity" [7] . [36] discussed the bias of simple purity on the number and size of the communities. However, this remark is not validated for inverse purity. One can get high purity if the number of communities is large; in particular, the purity value goes up to 1 when each node is assigned to its own community. In contrast, the inverse purity tends to favor detecting a small number of large-size communities. In the utmost case, the algorithm assigns all the nodes to a single community. Thus, purity can not be used as a tradeoff between the quality and the number of communities. To solve this problem, an additional constraint was introduced in [95] -when a discovered community is majority in many ground-truth communities, we consider all the nodes involved in the community as misclassified. In such a case, a new measure is adopted, called F-Measure [7] . It is calculated as the harmonic mean of simple purity and inverse purity:
Another interpretation of community is to consider it as a set of decisions, one for each pair of nodes in the network [61] . Two nodes will be assigned to the same community if and only if they both have the same label in ground truth. A true positive (T P) decision indicates that two nodes that are part of the same ground-truth community are assigned to the same detected community. A true negative (T N ) decision indicates that two nodes that do not share any ground-truth community are assigned to different communities in the discovered community structure. Here we can observe two kinds of errors. A false positive (FP) indicates that two nodes belonging to different ground-truth communities are mistakenly assigned to the same detected community. Similarly, a false negative (F N ) indicates that two nodes that are part of the same ground-truth community are mistakenly assigned to different communities in the detected community structure. The percentage of decisions that are correct is measured by the Rand Index (RI ) as follows:
The RI gives equal weight to FPs and FNs. If β > 1, F β will penalize FNs more than FPs, thus producing more weight to recall (R) as follows:
Although the RI is more stringent and reliable, it has a few shortcomings. In brief, the RI can result in having biases, which may mislead the results in certain applications. However, there are other external measures that can produce accurate results, such as the Jaccard coefficient [56] , the FowlkesMallows index [46] , the Minkowski measure [64] , and the τ statistics [63] .
In community detection, the Adjusted Rand Index (ARI), the chance-corrected version of the RI, is often used [61] . The ARI is less sensitive to the number of communities [128] . The idea of "chance correction" is a general formulation and can be applied for any measure H :
where H c is the chance-corrected measure, H max is the maximal value of H , and E (H ) is the expected value for some null model. [61] mentioned that if the partitions are generated randomly with constraints on the number and size of the communities, the expectation for the number of pairs in a community intersection ω i ∩ c j is given by
By replacing in Equation (63) and after some simplifications, we get the final ARI:
The ARI is symmetric and ranges from −1 (both communities are completely different) to 1 (both communities are exactly similar). The ARI value of (below) 0 indicates that the similarity between Ω and C is equal (less) than the expected value from two random communities. [45, 81, 122] , another alternative informationtheoretic metric, is defined as follows:
Normalized Mutual Information (NMI)
where I is mutual information:
H is entropy as defined as follows:
NMI is always a number between 0 and 1. A major problem of NMI is that it is not a true metric; that is, it does not follow triangle inequality (see Section 3.2 of SI text).
In contrast, Variation of Information (VI) [67, 85] or shared information distance obeys the triangle inequality. It is defined as
However, [100] argued (see Section 3.1 of SI text) that the traditional metrics often ignore the network topology. To formulate more realistic metrics, [100] proposed to use both the traditional metrics and network properties. However, they also noticed that this additional information leads to a more complicated process due to the "multiplicity of values." Recently, [68] proposed the modification of the traditional measures with the network information-modified purity, modified ARI, and modified NMI.
To begin with, the purity of a node is defined for a community structure Ω with respect to another community structure C:
where u ∈ ω i and u ∈ c j . δ is the Kronecker delta function; therefore, δ (x, y) = 1 if x = y, and 0 otherwise. The value of purity is therefore binary: 1 if the community in C containing u is the majority in that of Ω containing u, and 0 otherwise. Then the purity of a part ω i relative to a partition C can be measured by averaging the purity of its constituent nodes: Purity(u, Ω, C) . So, for all the communities in Ω with respect to C, we get Purity(Ω, C) = i u ∈ω i 1 N Purity(u, Ω, C). Note that the purity of each node is normalized by N . In order to consider the topological information, [68] proposed to replace this uniform weight by a value w u to penalize misclassification more strongly related to topologically more important nodes in the network. Therefore, the Modified Purity can be defined as follows:
where w = v w v , that is, sum of all the weights of the nodes. This normalization allows keeping the measure between 0 and 1. Similarly, using the modified definition of purity, we can obtain a modified F-measure using Equation (60) . However, since the Rand Index is designed on the basis of pairwise comparisons, it is difficult to remove the individual contributions per node, as we have seen earlier. Therefore, [68] similarity for pairs of nodes and proposed to multiply the weights corresponding to two nodes: w u w v . Then, for any subset of nodes S, it can be translated as W (S ) = u,v ∈S w u w v . Therefore, from Equation (65), the Modified ARI can be obtained as follows:
Since the assumption behind NMI is that all nodes have the similar probability of 1/N to be selected, [68] replaced it by the node-specific weight w u . One can then measure a joint probability distribution p i j = u ∈ω i ∩c j w u /W . Therefore, Equations (67) and (68) can be replaced as follows:
By replacing the previous two equations in Equation (66), one can get the Modified NMI.
All the modified metrics discussed previously require the definition of an individual weight w u for node u. [68] considered three types of weights: (1) degree measure,
d u is the degree of u; (2) embeddedness measure [72] , w u = e u /d u , where e u is the internal degree of u in its own community; and (3) weighted embeddedness measure,
[8] proposed Edit Distance between a pair of community structures to measure the similarity. The idea is to compute the minimum number of transformations required to move one partition to another. Although it was proved to be intelligible, it requires a one-to-one matching. If the communities merge or split, one cannot use this metric (see Section 3.3 in SI text).
A summary of the metrics discussed in this subsection can be found in the SI text (Table 3) .
Ground-Truth-Based Validation Measures for Overlapping Community Structure
Let us again recall that for a network G (V , E), Ψ = {ψ 1 ,ψ 2 , . . . ,ψ K } is the set of detected communities, and C = {c 1 , c 2 , . . . , c J } is the set of ground-truth communities.
NMI was further extended for overlapping community structure [84] . For each node i in the detected community structure Ψ, its community membership information can be captured by a binary vector of size |Ψ|, where (x i ) k is 1 if node i belongs to the k th cluster ψ k , and otherwise 0. The k th entry of this vector can be viewed as a random variable X k , whose probability distribution is given by
The same is applicable for the random variable Y l of l th community in C. The empirical marginal and joint probability distributions, P (X k ) and P (X k , Y l ), respectively, are used to further define entropy H (X ) and
The entropy of X k with respect to the entire vector Y is based on the best matching between X k and any component of Y given by
The normalized conditional entropy of a community X with respect to Y is
Similarly, we can define H (Y |X ). Then the NMI for overlapping community, Overlapping Normalized Mutual Information (ONMI), for two community structures Ω and C can be defined as
. ONMI can be easily reduced to NMI when there is no overlap in the network. The formulation of ARI (discussed earlier) in the overlapping setting is the Omega index [33, 91] . It is also based on the agreement between the pairs of nodes in two community structures. Here, we consider a pair of nodes to be in agreement if both of them are assigned into the same number of communities (or possibly none). In other words, it considers the number of pairs of nodes-belonging to no communities, assigned together in a single community, assigned into exactly two communities, and so on. The Omega index is defined in the following way [54, 58] :
The unadjusted Omega index Omeдa u is defined as
where M = N (N − 1)/2, indicates all possible edges; t j (C) is the set of pairs that appear exactly j times in a community C. With respect to the null mode, the expected Omega index Omeдa e is given by
A maximum value of the Omega index is 1, indicating exact correspondence between the detected and ground-truth community structures.
[14] extended the concept of RI by making it able to evaluate an overlapping partition of a dataset. Further, [15] proposed another effective solution, named Generalized External Index (GEI), to the problem of comparing two overlapping partitions by deriving the concepts of agreements and disagreements for each individual pair of nodes (i,j). To do so, the following auxiliary definitions are needed:
• α Ψ (i, j): Number of communities shared by nodes i and j in partition Ψ • α C (i, j): Number of communities shared by nodes i and j in partition C • β Ψ (i): Number of communities in Ψ that node i is a part of, minus 1 • β C (i): Number of communities in C that node i is a part of, minus 1 Based on these definitions, the agreements a G and disagreements d G associated to pair (i, j) are defined as
These measures, in turn, can be used to define the generalized external index for comparing overlapping partitions:
[62] proposed another extension of RI, named Fuzzy Rand Index. They considered the RI as a distance measure. Given a fuzzy partition P = {P 1 , P 2 , . . . P k } of V , each element v ∈ V can be characterized by its membership vector
indicates the extent of v's membership in the i th community P i . A fuzzy relation on V can be formulated using the similarity of the corresponding membership vector of vertices: E p (u, v) = 1 − ||P (u) − P (v)||. Now, the "concordance" of two fuzzy community structures Ψ and C can be generated as follows: let us consider a pair (u, v) as being concordant as long as both Ψ and C agree on their extent of equivalence. One can further consider the degree of concordance
Therefore, the distance measure on fuzzy community structures is then defined as follows:
Likewise, 1 − d (Ψ, C) corresponds to the extent of normalized concordance and, therefore, is another generalization of the original Rand index.
[139] used the average F1-score to measure the equivalence of two overlapping partitions. Essentially, it measures the average of the following matching scores: the F1-score of the best-similar ground-truth community to each detected community, and the F1-score of the best-similar detected community to each ground-truth community as follows:
where the best matching д and д is defined as follows:
, and F1-score F 1(C i , C j ) between two communities C i and C j is the harmonic mean of their precision and recall.
[139] also used number of communities to be the relative accuracy between the discovered and the actual number of communities: 1 − |Ψ |−|C | 2 |C | . Precision, Recall, and F-measure (see Equation (60)) are also used to compare two overlapping partitions [134] . [130] used three measures: sensitivity, measured by the fraction of actual overlapping nodes detected by the algorithm; specificity, measured by the actual nonoverlapping nodes detected by the algorithm; and accuracy, measured by the sum of sensitivity and specificity after considering them equally.
Note that for all of these metrics, higher values mean more "accurately" detected communities. An upper bound of 1 is obtained when the detected community structure perfectly matches with the ground-truth community structure.
A summary of the metrics discussed in this subsection can be found in the SI text (Table 4) .
EXPERIMENTS AND RESULTS
In this section, we demonstrate the efficacy of the state-of-the-art community scoring functions as an indicator to measure the goodness of the community structure. In particular, we concentrate on the metrics used for evaluating nonoverlapping and overlapping community structures. First, we discuss the benchmark datasets used in this experiment. Following this, we elaborate on the experimental setup and the results for nonoverlapping and overlapping community structures.
Benchmark Datasets
We take both the synthetic and the real-world networks with the known community structure.
Datasets with Nonoverlapping Community Structure.
We examine a set of artificially generated networks and three real-world complex networks used in [23] .
Synthetic networks:
We select the LFR benchmark model [71] to generate synthetic networks whose underlying community structures are known a priori. We can directly control the following parameters associated with the model to create various networks: number of nodes n, average degree of nodes k, and maximal degree k max ; an exponent β for the distribution of the community size; an exponent γ for the degree distribution; and mixing coefficient μ. The mixing coefficient μ represents the desired ratio of the inter-and intracommunity edges. In this experiment, we vary the number of nodes (n) and mixing coefficient (μ) to generate different network structures. For all other parameters, we consider the default values as mentioned in [71] . Note that for each parameter configuration, we generate 100 LFR networks, and the values in all the experiments are reported by averaging the results.
Real-world networks:
We use three real-world networks whose properties are summarized in Table 2 .
Football network [49] is a network of American football games between Division IA colleges. The nodes in the network are the football teams, and edges represent regular-season games between the two teams. The teams are divided into conferences (indicating communities), and games happen more frequently between members of the same conference than between members of different conferences.
Railway network consists of nodes representing railway stations in India [23] . Two nodes are connected by an edge if the corresponding stations are connected by at least one train. Here the communities are states/provinces in India because it is more likely that the number of trains is higher within a state than across states.
Coauthorship network is generated from the computer science citation dataset released by [20, 21] . Here each node corresponds to an author, and two authors are connected if they have written at least one paper together. Each author is associated with a research field (such as AI, Algorithms, Databases) on which he or she wrote most of the papers. The fields act as the groundtruth communities since authors tend to collaborate with each other more frequently within the same field than across fields.
Datasets with Overlapping Community Structure.
We also examine various synthetic and real-world networks whose ground-truth communities are overlapping in nature.
Synthetic networks:
We use the same LFR benchmark networks proposed by [71] . Along with the other parameters mentioned earlier, we can control two other parameters, namely, the percentage of overlapping nodes O n and the number of community memberships of a node O m . We vary the following parameters depending on the experimental need: n, μ, O n , and O m . Real-world networks: We use three real networks with known overlapping ground-truth community structures [86, 138] . We can see that the ground-truth communities of a large number of nodes for LiveJournal and Youtube are not known. To use such incomplete ground-truth efficiently, there can be two possibilities: either the nodes without ground-truth community labels (and their attached edges) are removed from the original network and then the algorithms are run, or the algorithms are run on the original network first and during comparison the accuracy can be checked based on only those nodes whose ground-truth labels are available. Since the first approach might lead to a sparse network, we adopted the second approach in this article. The properties of these networks are summarized in Table 3 . LiveJournal network contains nodes that are users in the LiveJournal blogging community and edges are friendship relationships. This site also allows users to form a group, which other members can then join. The groups defined by the users are considered as ground-truth communities.
Amazon network is based on the "Customers Who Bought This Item Also Bought" feature of the Amazon website. Here the nodes are the products, and one edge is drawn between two nodes if the corresponding products are copurchased quite frequently. The ground-truth community structure is marked by the product category provided by Amazon.
Youtube network contains nodes corresponding to the users on Youtube, and edges are formed due to the friendship with each other. The ground-truth community structure is marked by the user-defined groups.
Initially, we removed all nodes that are part of small ground-truth communities (communities with size less than five). We further observed that in most real-world networks, the coverage of the entire network by the ground-truth information is not available. Therefore, for the purpose of evaluation, we considered the following approach: we ran community detection algorithms on the original network and detected the community structure. Then we measured the similarity between the detected and the ground-truth communities based on only those nodes whose ground-truth labels are available.
Note that there has been a recent debate that ground-truth communities based on the metadata information of vertices may not reflect the true notion of communities in the network [60, 102] . Therefore, metadata and ground-truth labels should be treated differently. However, since most of the research on community detection dealt with the standard networks and the ground-truth communities mentioned earlier, we considered them in this article without delving further into this debate.
Experimental Setup
In the presence of ground-truth communities, the validation metrics (discussed in Section 3) compare the detected community structure with the available ground-truth results. This method of evaluation is considered to be more accurate and thus preferred widely. However, as mentioned earlier, for most of the real-world networks, the underlying ground-truth community structure is unknown. In that case, we evaluate the goodness of the detected communities using the scoring metrics (discussed in Section 2). There have been studies showing that in the absence of ground truth, if a majority of the scoring metrics rank a particular partition structure high, then the claim that the partitioning is good can be done more confidently [108, 109, 121] . However, it is not clear which scoring metric is most effective in this ranking task.
In this section, we design our experimental setup along the line proposed in [121] to understand which scoring metric highly correlates with the validation metrics. The one that has the highest correlation with the validation metrics can be used to measure the goodness of the detected community structure in the absence of ground truth.
We adopt the experimental setup discussed in [121] . Let us assume that SM = {SM i } and V M = {V M j } are sets of scoring and validation metrics, respectively. CD = {CD 1 , CD 2 , . . . ,CD k } is the set of k community detection algorithms. We perform the following steps:
(i) For each network, we execute k algorithms present in CD and obtain k different community structures. (ii) For each of these community structures, we compute all the scoring metrics in SM separately. (iii) The algorithms in CD are then ranked based on the value of each of these SM metrics separately, with the highest rank given to the highest value. The validation metrics (namely, NMI, ONMI, ARI, etc.) are generally used to measure the correspondence between the detected and the ground-truth community structures; whereas the scoring metrics (such as modularity, conductance, etc.) assign a score to each community structure without knowing the underlying ground truth. Therefore, these two measures are orthogonal. However, since validation metrics are more reliable, the ranking obtained from a good scoring function should be more correlated with the same obtained from the validation metrics. We compare the relative ranks instead of the absolute values, because the ranges of the values are not equivalent, and we are more interested in checking the relative ordering of the algorithms obtained from each metric, and thus the goodness of the scoring metrics.
Comparison of Nonoverlapping Community Scoring Metrics
We compare the performance of seven state-of-the-art community scoring metrics used as goodness measures for nonoverlapping community structure: modularity (Mod), modularity density (MD), conductance (Con), communitude (Com), asymptotic surprise (Sur), significance (Sig), and permanence (Perm). These metrics form the set SM as mentioned in Section 4.2. For detecting communities from the synthetic and real-world networks, we use eight algorithms from the four most popular groups mentioned by [43] (representing CD in Section 4.2): (1) modularity based: FastGreedy [95] , Louvain [13] , CNM [32] ; (2) random walk based: WalkTrap [107] ; (3) information theoretic based: InfoMod [114] and InfoMap [115] ; and (4) genetic algorithm based: GA-NET [103] and MOGA-NET [106] . To match the detected output with the ground-truth community structure, we consider five validation measures (representing V M in Section 4.2): variation of information (VI), normalized mutual information (NMI), adjusted Rand index (ARI), F-measure (F), and purity (Pu). Figure 2 presents a comparative result of the seven scoring metrics for different LFR networks with nonoverlapping community structure. In most of the cases, a general trend is observed: permanence turns out to be superior among all, which is followed by modularity, although there are few exceptions where modularity outperforms others. In most cases, communitude stands as a third ranked metric, followed by modularity density and surprise. Conductance consistently performs the worst among all the metrics. In a few cases, we notice that while all the metrics show a decline, permanence tends to increase (Figures 2(d) and 2(e) ) or remain consistent (Figure 2(b) ). Figure 3 presents a heatmap depicting the rank correlation for real-world networks. We notice that for the football network, modularity density outperforms others with the average rank correlation of 0.37 (over all the validation measures), followed by permanence (0.13), significance (0.08), communitude (0.07), conductance (0.04), modularity (-0.11), and surprise (-0.11). For the railway network, the result is slightly different, where permanence (0.37) outperforms others. For the coauthorship network, which is reasonably sparse and constitutes weaker community structure, permanence (0.37) turns out to be the best, followed by significance (0.27), communitude (0.27), and conductance (0.27). In short, on average, permanence performs better than other state-of-the-art metrics irrespective of the underlying network structure and validation measures.
Comparison of Overlapping Community Scoring Metrics
We further compare the performance of the five overlapping community scoring metrics: Q Z ov (Equation (42)), Q N ov (Equation (47)), Q S ov (Equation (45)), Q M D ov (Equation (53)), and flex (Equation (56)). These metrics form the set SM, mentioned in Section 4.2. For the purpose of evaluation, we take four ground-truth-based measures (representing V M): ONMI, Omega index, generalized external index (GEI), and F1-score. We detect the overlapping community structure using seven popular algorithms that cover different types of overlapping community detection heuristics mentioned in [136] : (1) local expansion and optimization: OSLOM [73] and EAGLE [118] ; (2) agent-based dynamical algorithms: COPRA [53] and SLPA [137] ; (3) fuzzy detection using mixture model: MOSES [83] and BIGCLAM [139] ; and (4) genetic algorithm based: GA-NET+ [105] . These algorithms form the set CD. The experiment discussed in Section 4.2 is repeated to check which one among SM highly corresponds to the results obtained from V M. Figure 4 shows the results for the LFR networks by varying different parameters, that is, n and μ. We also vary the parameters O m and O n (see Figure 3 in the SI text). For most of the cases, Q M D ov seems to be the best, which is followed by flex, Q S ov , Q N ov , and Q Z ov . Most surprisingly, if we look at the trends carefully in Figure 4 , we notice that the pattern obtained by comparing with GEI is significantly different from the others. This indicates that the GEI-based validation measure may not be a good performance indicator for community evaluation.
The heatmaps in Figure 5 show the performance of the scoring metrics for real-world networks. We compute the correlation of the rank of the algorithms as discussed in Section 4. 
Intuitive Justification of the Superiority of Permanence and Q

M D ov
The theoretical justification behind the superior performance of permanence is mentioned in [23] . The intuitive idea is that since it considers the internal degree and total degree of a vertex, it captures the notion of modularity to some extent. Further, it considers how the internal neighbors of a vertex are connected, which provides additional information about the stability of a vertex within a community. Moreover, it reduces the tie-breaking situation while assigning a vertex to a community. [23] provided two conditions to show how a vertex is assigned to a community.
Let vertex v be connected to α (β) nodes in community A (B), and these α (β) nodes form the set N α (N β ). The number of vertices in community A is (x + α), and in community B is (y + β). Let the average internal degree of a vertex a ∈ N α and a vertex b ∈ N β , before v is assigned to any of the communities, be I α and I β , respectively. Let the average internal clustering coefficient of the neighboring nodes in communities A and B be C I β +1 ) > 1. More explanations can be obtained in [23] . On the other hand, extended modularity density Q M D ov considers two additional components, split penalty and community density, into Newman's modularity. Split penalty is the fraction of edges that connect nodes of different communities. Community density includes internal community density and pair-wise community density. These constraints reduce the resolution limit problem and provide additional benefit to handle the tie-breaking situation during node-to-community assignment [29] .
CONCLUSION
Detecting communities has been a well-studied problem. However, despite such a vast extent of research in the detection and analysis of community structure, researchers are often in doubt when selecting an appropriate measurement metric. In this survey, we briefly introduced the problem of community detection. Based on the type of communities detected, we classified the quality metrics into different categories (nonoverlapping and overlapping). Next, for each category, we performed experiments to evaluate the goodness of these metrics and discussed the promising metrics. Most of the community scoring metrics are also used to evaluate the community structure. We hope that presenting all kinds of metrics together will enable the readers to understand the evolution chain of these metrics and provide them with the opportunity to select the right metric in the right context. Three major observations derived from this review are noted as follows:
• In reviewing the quality metrics, we observed that the most popular and widely accepted metric in the literature of community analysis is Newman-Grivan's modularity, which also lays the foundation for other metrics. A large number of modified forms of modularity have been proposed.
• Although the drawbacks of modularity have been addressed several times, there are rare occasions where a completely new understanding of a community structure has been presented. Therefore, most of the exploration is along a narrow direction. It would be interesting to view communities in novel ways. Recent explorations in this direction include surprise, significance, and permanence.
• Our experimental results indicate that permanence and extended modularity density (Q M D ov ) are most appropriate in measuring the quality of a community structure compared to the other competing metrics for nonoverlapping and overlapping community detection, respectively.
The field of community analysis is still in an exploratory stage, despite such an enormous literature over the last decade. The notion of community structure proposed by physicists [43, 49] is mostly criticized by computer scientists [23, 138, 139] by analyzing groups/modules present in realworld networks. Further, the debate on whether user-generated groups in real social/information networks should be treated as ground truth for evaluation of community detection algorithms has recently been initiated [60, 102] and needs more investigation. However, we believe that the current survey would unfold a complete landscape of how a community structure has been pursued so far by different quantitative metrics, which may help researchers overcome the existing drawbacks and put an end to this ever-growing area of research.
An interesting question is yet to be addressed: given a network, do we apply algorithms for nonoverlapping detection or overlapping community detection? There is no such metric/algorithm that is able to detect nonoverlapping as well as overlapping community structure depending on the network topology without knowing the type of the underlying community structure. Moreover, there is very limited literature addressing the effect of various network noises on the behavior of the metric [23] . [55, 113] explored the significance of community structures only for the case of nonoverlapping community detection, which is based on the notion of modularity, although the same is yet to be explored for overlapping community structure and for other goodness metrics. Last but not least, we believe that metrics are the core component of the community detection algorithms, and this review would have a huge implication in understanding the plethora of research in the area of community analysis.
