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Abstract-Following a method of lines formulation, the Korteweg-deVries equation is solved 
using a static spatial remeshing algorithm based on the equidistribution principle, which allows the 
number of nodes to be significantly reduced as compared to a fixed-grid solution. Several finite 
difference schemes, including direct and stagewise procedures, are compared and the results of a 
large number of computational experiments are presented, which demonstrate that the selection of 
a spatial approximation scheme for the third-order derivative term is the primary determinant of 
solution accuracy. @ 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The Korteweg-de Vries Equation (KdVE) is a classical nonlinear Partial Differential Equation 
(PDE) originally f ormulated to model shallow water flow [l]. In this paper, we consider a par- 
ticular case, e.g., 
it + 62~u, + ‘1~,,, = 0, (I) 
where subscripts in t and z denote partial derivatives with respect to these independent variables. 
Besides the application in hydrodynamics, the KdVE has been studied to elucidate interesting 
mathematical properties. In particular, this equation balances front sharpening and dispersion 
to produce solitary waves, e.g., 
~(2, t) = 0.5 ssech2 [0.5&(x - st)] , (2) 
which represents a solution, initially centered at 2 = 0, traveling from left to right with speed s 
and amplitude 0.5 s. 
Many methods have been proposed for the numerical treatment of the KdVE; see, e.g., [2-41 
and the references therein. In [5], one of the authors applies a Method of Lines (MOL) solution 
Tyr==t by d&‘&S 
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procedure to (1) using a spatial grid of 401 nodes with a five-point, either centered or biased 
upwind, finite difference formula for the first-order derivative u, and a seven-point centered 
approximation for the third-order derivative uZZZ. The resulting system of semidiscrete equations 
is integrated in time with the explicit Runge-Kutta solver RKF45 [6]. 
In this companion paper, we present an attempt to improve on those results using AGE, a 
static remeshing procedure based on the equidistribution principle, devised by the authors in [7]. 
The results of a large number of computational experiments using various spatial approximations 
are discussed. For a nonuniform, adaptive, grid, we observed that the solution accuracy is 
highly dependent on the selection of the discretization scheme for the third-order derivative. 
Also, an interesting alternative to approximating the third-order derivative directly consists of 
transforming (1) into two lower-order PDEs through a change of variables. As a result of these 
investigations, an adaptive grid solution is proposed in which the number of nodes is reduced by 
a factor up to seven as compared to the classical fixed-grid solution 151. 
This paper is divided into four sections. Section 2 briefly describes the MOL solution procedure 
and the moving grid algorithm. In Section 3, the procedure is applied to the KdVE, either in 
the form of a third-order PDE (1) or in the form of a system of two lower-order PDEs. Several 
spatial approximations, including direct and stagewise finite difference schemes, are considered 
and their influence on the solution accuracy is highlighted. Finally, Section 4 is devoted to a brief 
conclusion. 
2. SOLUTION PROCEDURE 
Following the MOL, the solution of an initial-boundary value problem proceeds in two separate 
steps: 
(1) approximation of the spatial derivatives (e.g., uZ and u,,, in (1)) using finite difference 
or finite element methods, 
(2) integration of the resulting system of semidiscrete equations (stiff ordinary differential 
equations (ODES) or differential-algebraic equations (DAEs)). 
In this study, we focus attention on finite difference approximations up to any level of accu- 
racy on a nonuniform grid as implemented in the standard Fortran subroutine WEIGHTS by 
Fornberg [8]. This algorithm is used for generating “direct”, as well as “stagewise” schemes. In 
the latter case, higher-order derivatives are obtained by successive numerical differentiations of 
lower-order derivatives. The features of these schemes are discussed in the next section. 
The second step, i.e., temporal integration of the resulting system of DAEs, is performed using 
the variable step, fifth-order, implicit Runge-Kutta DAE solver RADAUS [9]. 
This basic procedure is complemented by a grid adaptation mechanism which operates at 
discrete time levels, i.e., the spatial nodes are moved according to a grid placement criterion after 
every Nadapt integration steps taken by the DAE solver. This results in the two additional steps: 
(3) grid updating according to a grid placement criterion, 
(4) interpolation of the solution values on the old grid in order to produce initial conditions 
on the new grid. 
This remeshing strategy, in which the time integration is halted periodically in order to move 
the nodes, is called “static” in contrast with methods which move continuously the nodes in the 
space-time domain. The grid placement criterion is based on an original method due to Sanz- 
Serna and Christie [lo], in which the nodes are moved so as to equidistribute a user-selected 
solution functional. In our algorithm implementation, the criterion is based on the solution 
curvature, i.e., at the discrete time level tk+l, the nodes $l, i = 1,. . . , N, are located such that 
s k+l Ii, (o + ]]uZZ(z, &+I)]],) dx x constant, Z.-l (3) 
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where u(x, tk+l) is the solution which has been advanced to the time tk+i using the fixed, nonuni- 
form,gridxf, i=l,... , N. In addition to the scaling factor cr, a limiting factor p is introduced 
in order to avoid the excessive clustering of nodes in regions of high solution curvature, i.e., the 
values of II~zzIl, which exceed p are reduced to the value p. 
The spatial regridding algorithm is implemented in a standard Fortran subroutine called AGE 
and described in more detail in [7], where it is applied to a variety of test-examples including 
problems from combustion modeling and the cubic Schrddinger equation. Results of comparative 
tests with other moving grid codes, e.g., MOVGRD [ll] and MOVCOL [12], are presented in [13]. 
The Fortran code is available on request from the authors (email: vdw@autom. fpms . ac . be). 
3. NUMERICAL EXPERIMENTS 
The numerical techniques described in the previous section are now applied to (1) with s = 1. 
The initial condition is chosen according to (2). 
r~,(x) = 0.5 sech2 [0.5x] . (4) 
As in [5], we assume that, for the time span under consideration, e.g., 0 I t 5 35, the solution 
is negligible outside a spatial interval, e.g., -30 < z < 70. 
In order to assess the influence of the spatial approximation on the solution quality, the KdVE 
is solved using a variety of finite difference schemes, including direct and stagewise procedures. 
Tight tolerances, e.g., atol = rtol = 10m7, are imposed for the time integration with RADAU5 
so that the spatial errors dominate. Several indicators of the solution accuracy and temporal 
performance are monitored and presented in subsequent tables and graphs. 
?? The solution travels from left to right at speed s = 1 without change of shape, so that the 
solution height (‘zL,~~ = 0.5) and location (x,,, = st) should be well reproduced by the 
numerical solution as time evolves. These values are monitored at the final time t = 35. 
??The solutions of the KdVE satisfy an infinity of conservation principles. Here, we consider 
the conservation of three of them: 
1. conservation of mass: II(t) = J_‘,” u(x, t) dx = 2; 
2. conservation of energy: 12(t) = s_‘,” 0.5u2(x, t) dx = l/3; 
3. conservation proposed by Whitham [l]: Is(t) = JTz(2213(x, t) - uz(x, t)) dx = 0.4. 
The integrals 11(35), 12(35), 13(35) are evaluated numerically by Simpson’s rule. 
?? Some computational statistics characterize the algorithm efficiency: N is the number 
of spatial nodes, STEPS is the number of time steps needed to complete the solution 
(RADAUS: IWORK(l FNS is the number of function evaluations (IWORK(14)), 
JACS is the number of Jacobian evaluations (IWORK(15)), and CPU is the computation 
time including some I/O costs, which is given for information only. All the computations 
were performed on a Pentium/lSS. 
?? Finally, plots of the numerical solution allow spurious oscillations, lags, overshoots, or any 
other mismatches to be clearly identified through graphical comparison with the exact 
solution (2). 
3.1. Third-Order Derivative Approximation 
In the initial series of computational experiments, the KdVE is solved using a uniform grid with 
N nodes and several centered finite difference approximations from the algorithm WEIGHTS [S]. 
Some numerical results and computational statistics are displayed in Tables 1 and 2. As in [5], 
very satisfactory numerical results are obtained with N = 401, a five-point centered approxi- 
mation of the first-order derivative and a seven-point centered approximation of the third-order 
derivative (5-7 scheme). The solution accuracy improves with increasing order of the finite dif- 
ference approximations; see, for instance, results obtained with a 9-11 scheme. The number of 
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Table 1. Uniform grid; influence of the number of nodes. 
~ 
Table 2. Uniform grid; computational statistics. 
1 # STEPS FNS JACS CPU(s) 1 
0.4 
0.3 
- 
CI 
x‘ 0.2 
1 - 
0.1 
1 405 2571 267 32 
2 277 1918 270 44 
3 851 4721 130 23 
4 744 4185 147 28 
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Figure 1. Uniform grid (run #3). 
nodes can be lowered down to N = 201, which corresponds to an accurate solution but a rela- 
tively low graphical resolution of the solution, i.e., only about 20 nodes are located within the 
peak of the solution (see Figure 1 corresponding to run #3). 
In order to improve the peak resolution in case #3, i.e., with N = 201 and a 5-7 spatial ap- 
proximation scheme, the KdVE is solved using an adaptive grid. The grid distortion is controlled 
by tuning the parameters cr and p, i.e., for increasing values of p, the grid concentrates points 
in region of high solution curvature. Some numerical results are shown in Table 3 and Figure 2, 
which corresponds to run #S. While an increase of the grid distortion allows for a better peak 
resolution, spurious oscillations appears near the (artificial) boundaries and the temporal per- 
formance of the algorithm significantly deteriorates (compare Tables 2 and 4). Eventually, for 
/3 = 0.1, the algorithm fails before the final time t = 35 (run #7 in Table 4). 
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Table 3. Adaptive grid with direct differentiation; influence of the grid distortion 
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# N a P 11 12 13 Xmax wnax 
5 201 10-4 10-s 1.98957 0.33066 0.39477 34.91389 0.49747 
6 201 10-d 10-Z 1.95784 0.33187 0.39590 34.94375 0.49836 
7 201 10-d 10-l 
8 101 10-4 10-S 2.00258 0.33124 0.40315 34.22310 0.50265 
9 101 10-d 10-Z 1.96702 0.32779 0.39062 34.78126 0.50108 
10 101 10-d 10-l 1.40327 0.37708 0.43375 36.57799 0.53646 
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Figure 2. Adaptive grid with direct differentiation; influence of the grid distortion 
(run #6). 
Table 4. Adaptive grid with direct differentiation; computational statistics 
1 # STEPS FNS JACS CPU(s) I 
5 4836 29020 988 286 
6 17932 111595 3575 1078 
7 
8 696 4650 188 22 
9 2113 14496 423 65 
10 8575 59587 1702 269 
On the other hand, grid adaptation allows the number of nodes to be further reduced and 
Tables 3 and 4 show some results for N = 101 (recall that the algorithm fails when using a 
uniform grid with N = 101). However, the numerical results do not reproduce satisfactorily the 
exact solution as evidenced by the spurious oscillations and lags in Figures 3 and 4 corresponding 
to runs #9 and #lo. Again, the computational expense is higher than with a uniform grid and 
increases with the grid distortion, so that the benefits of grid adaptation are questionable. 
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Figure 3. Adaptive grid with direct differentiation; influence of the grid distortion 
(run #9). 
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Figure 4. Adaptive grid with direct differentiation; influence of the grid distortion 
(run #lo). 
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Table 5. Adaptive grid with direct differentiation; influence of the spatial approxi- 
mation scheme. 
# N uz %xX I1 I2 13 Zmax Umax 
11 201 3 5 2.12148 0.33484 0.40046 34.89593 0.50125 
12 201 5 7 1.95784 0.33187 0.39590 34.94375 0.49836 
13 201 9 11 2.03538 0.33164 0.38658 34.86882 0.49525 
14 101 3 5 2.01076 0.33273 0.40456 34.72974 0.50189 
15 101 5 7 1.96702 0.32779 0.39062 34.78126 0.50108 
16 101 9 11 1.94645 0.31635 0.35546 34.45319 0.48058 
17 51 3 5 2.13400 0.39685 0.55073 32.90621 0.58376 
Table 6. Adaptive grid with direct differentiation; computational statistics 
# STEPS FNS JACS CPU(s) 
11 10625 72720 2063 440 
12 17932 111595 3575 1078 
13 10316 69629 206 1 1250 
14 3478 22840 696 70 
15 2113 14496 423 65 
16 1793 12610 364 106 
17 708 4711 262 7 
-30 -20 -10 0 10 20 30 40 50 60 70 
x 
Figure 5. Adaptive grid with direct differentiation; influence of the spatial approxi- 
mation scheme (run #14). 
In order to get a better understanding of these observations, the influence of the selection of a 
spatial approximation scheme on the solution accuracy and temporal performance is investigated 
for the case cr = 10m4, p = 10e2; see Tables 5 and 6, and Figure 5 (run #14), Figure 3 (run #15 
which is the same as run #9), Figure 6 (run #16). From these results, it is apparent that the 
solution efficiency deteriorates with increasing order of the spatial approximation scheme. By 
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Figure 6. Adaptive grid with direct differentiation; influence of the spatial approxi- 
mation scheme (run #16). 
Table 7. Adaptive grid with stagewise differentiation. 
#N a B I1 I2 13 XXI&X Urnax 
18 101 10-d 10-2 1.99991 0.33330 0.39998 34.99477 0.50018 
19 51 10-4 10-l 1.95838 0.33812 0.40968 35.10403 0.50764 
20 41 10-a 10-l 1.93722 0.33756 0.40819 35.00348 0.49986 
21 36 10-d 1 1.87044 0.34422 0.42173 34.68700 0.51494 
Table 8. Adaptive grid with stagewise differentiation; computational statistics. 
sj 
pushing the algorithm to its limit, it is possible to obtain a poor numerical solution with N = 51 
and a simple 3-5 scheme. 
As the efficiency of the solution procedure appears directly related to the selection of a spatial 
approximation scheme and as low-order approximations give better results, further numerical 
tests are performed using stagewise differentiation, i.e., the third-order derivative is obtained 
through three successive numerical computations of a first-order derivative uzzr = ((v~)~)~. 
This computational procedure has the disadvantages of increasing the semidiscrete (ODE) system 
Jacobian matrix bandwidth of and reducing the accuracy-level by one order at each differentiation 
stage. However, this procedure is very convenient for the approximation of nonlinear terms in 
the form (f(u,)), and the authors used it successfully on several occasions; see, for instance, [14]. 
Here, stagewise differentiation gives surprisingly good results which are shown in Tables 7 and 8. 
An Adaptive Method 
0.4 
0.3 
- 
u 
x‘ 0.2 
G - 
0.1 
. . . .I. . . . J . . . . I. . . . J . . . . 1. . . . . ’ 
i i i ; i:::: :: ii;: i i ;*i :::” 
’ . . . . . . . .‘. . . . 
. . . . . . . . . 
... . . . . :-:: : : : : : : : : : : : 
. . . . . . . , . : : : : :.: **- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . :‘: : : : : : : : : : : : : - : : : : : : : : 
-20 -10 0 10 20 30 40 50 60 70 
x 
Figure 7. Adaptive grid with stagewise differentiation (run #18). 
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Figure 8. Adaptive grid with stagewise differentiation (run #19). 
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Figure 9. Adaptive grid with stagewise differentiation (run #20). 
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Figure 10. Adaptive grid with stagewise differentiation (run #21). 
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The first-order derivative is computed by five-point centered finite differences, which are applied 
three times to produce the third-order derivative approximation. Runs #18 to #21 are presented 
in Figures 7-10. The grid adaptation allows the number of nodes to be reduced down to 36, while 
maintaining a satisfactory graphical resolution of the solution. In all these cases, the adaptive 
grid algorithm performs well and concentrates the nodes in the region where they are needed. 
However, grid adaptation does not reduce the computational expense, which is of the same order 
as with a uniform grid (see Tables 2 and 8). 
3.2. Solution of the KdVE through a Change of Variables 
Equation (1) can be written as a system of two PDEs: 
u-I& = 0, 
ut + 6~ + w,, = 0. 
(54 
(5b) 
Table 9. Adaptive grid applied to the transformed PDE system; influence of the 
spatial approximation scheme. 
[# UX %X3 I1 12 13 Xmax Umax 
22 3 3 0.27145 0.35798 0.34930 32.30143 0.49231 
23 3 5 0.49112 0.40196 0.46004 34.44453 0.52521 
24 5 5 1.92363 0.33360 0.40054 35.23502 0.49532 
25 5 7 1.97371 0.33376 0.40009 34.63369 0.50663 
26 7 7 1.88796 0.33397 0.39987 34.54943 0.50836 
27 7 9 2.04508 0.33352 0.40008 35.08281 0.50300 
28 9 9 2.10239 0.33391 0.40045 35.12005 0.50670 
29 9 11 1.92182 0.33399 0.39976 35.68854 0.49258 
Table 10. Adaptive grid applied to the transformed PDE system; computational 
statistics. 
1 # STEPS FNS JACS CPU(s) 
22 69022 443784 11507 819 
23 78608 500929 13107 1165 
24 5857 29375 982 83 
25 7236 36215 1211 132 
26 8779 43935 1468 172 
27 7859 39652 1315 192 
28 8826 44341 1477 232 
29 9641 48982 1612 305 
Spatial discretization of this new system of equations yields a semidiscrete systems of 2N DAEs 
(note that (5a) d oes not have a derivative in t). Numerical results are given in Tables 9 and 10 
for N = 41, cr = 10m4, ,0 = 1 and various “direct” finite difference schemes. In contrast with the 
observations made for the direct calculation of u,,, in the previous section, these schemes now 
perform very satisfactorily. As in [7], where the adaptive grid algorithm is applied to a variety of 
test-examples including problems from combustion modeling and the cubic Schrodinger equation 
(all these examples are second-order PDE problems), we observe that the selection of a spatial 
approximation scheme significantly influences the accuracy of the numerical solution. Actually, 
starting with a 3-3 scheme, the improvements obtained with higher-order schemes are especially 
notable as illustrated in Figures 11 and 12 corresponding to runs #23 and #24. Further increase 
of the order of the finite difference formulas, however, leads to longer computation times and 
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Figure 11. Adaptive grid applied to the transformed PDE system (run #23). 
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Figure 12. Adaptive grid applied to the transformed PDE system (run #24). 
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does not improve significantly the solution accuracy. Anyway, while the KdVE is more easily 
handled in the form (5) than in the form (l), it is clear that this solution procedure has reduced 
computational efficiency due to the increase in the problem size. 
4. CONCLUSION 
Following the method of lines, the KdVE is solved using a static spatial regridding procedure 
devised by the authors in [7]. Various finite difference techniques for approximating the spatial 
derivatives in the KdVE are examined, and the results of a large number of computational 
experiments are discussed. 
The major difficulty in solving the KdVE stems from the third-order derivative term whose 
numerical computation appears especially sensitive. Somewhat surprisingly, higher-order finite 
difference schemes, which perform very satisfactorily on a uniform spatial grid, give poor results 
on a nonuniform, adaptive, grid. Instead, low-order stagewise differentiation schemes produce 
very satisfactory numerical solutions and allow the number of nodes to be reduced by a factor 
up to seven as compared with the classical fixed-grid solution. 
In order to avoid approximating a third-order derivative, an alternative way is to transform 
the KdVE into two lower-order PDEs. Although this new system of equations can be solved 
more easily using standard finite difference techniques, the advantage of this solution procedure 
is offset to some extent by the reduced computational efficiency resulting from the increase in 
the problem size. 
The results of this study stress the influence of the selection of a discretization scheme in 
connection with a spatial remeshing algorithm. Particularly, the computation of higher-order 
derivative terms on highly distorted grids appears to be a critical task, which is investigated in 
this paper by trial and error. At this stage, more work is required in order to fully understand 
and analyze the propagation of errors on nonuniform, adaptive, grids. The complete Fortran 
programs are available on request from the authors. 
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