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Abstract
In recent experiments on isogenetic cancer cell lines, it was observed that exposure to
high doses of anti-cancer drugs can induce the emergence of a subpopulation of weakly-
proliferative and drug-tolerant cells, that display markers associated with cancer stem
cells. After a period of time, some of the surviving cells were observed to change their
phenotype to resume normal proliferation, and eventually repopulate the sample. Fur-
thermore, the drug-tolerant cells could be drug resensitized following drug washout. Here
we propose a theoretical mechanism for the transient emergence of such drug tolerance.
In this framework, we formulate an individual-based model and an integro-differential
equation model of reversible phenotypic evolution in a cell population exposed to cyto-
toxic drugs. The outcomes of both models suggest that selection, non-genetic instabil-
ity, stress-induced adaptation and the interplay between these mechanisms can push an
actively proliferating cell population to transition into a weakly-proliferative and drug-
tolerant state. Hence, the cell population experiences much less stress in the presence
of the drugs and, in the long run, reacquires a proliferative phenotype, due to selection
pressure and phenotypic fluctuations. These mechanisms can also reverse epigenetic drug
tolerance following drug washout. Our study highlights how the transient appearance of
the weakly-proliferative and drug-tolerant cells is related to the use of high-dose therapy.
3Furthermore, we show how stem-like characteristics can act to stabilize the transient,
weakly-proliferative and drug-tolerant subpopulation for a longer time window. Finally,
using our models as in silico laboratories, we propose new testable hypotheses that could
help uncover general principles underlying the emergence of cancer drug tolerance.
Major findings
The application of our mathematical models to a recently studied experimental system
(where there is evidence of an epigenetically regulated and transient drug-tolerant phe-
notype in an isogenetic cancer cell line), suggests that mechanisms based on fundamen-
tal laws of biology, namely a combination of selection, non-genetic instability mediated
by phenotypic noise and stress-induced adaptation, can (reversibly) push an actively-
proliferating and drug-sensitive cell population to transition into a weakly-proliferative
and drug-tolerant state, which will eventually facilitate the emergence of more potent,
proliferating and drug-tolerant cells.
Introduction
The interplay between intra-tumor heterogeneity [1, 2] and perturbations in the tumor
micro-environment [3–6] plays a key role in the emergence of drug resistance in can-
cer cell populations. Intra-tumor heterogeneity results mainly from genetic modifications
(e.g., mutations) leading, through a Darwinian-like process, to the selection of tumor cells
expressing phenotypes adapted to the local environment [2,7]. However, intra-tumor het-
erogeneity can also emerge from non-genetic processes mediated by either stochastic events
or epigenetic modifications [8–10]. In fact, perturbations of the tumor micro-environment
induced by cytotoxic agents may ‘instruct’ cells to enter a more stress-resistant phenotype,
4which can be passed on to subsequent cell generations [11].
In recent experiments, performed on a genetically homogeneous population of lung
(PC9) cancer cells, Sharma and co-workers [12] showed that epigenetically regulated
changes in phenotype can play an important role in the development of reversible drug
tolerance. During these experiments, a small subpopulation of drug-tolerant cells was con-
sistently detected, that could maintain viability in the presence of high-dose drug therapy.
These Drug-Tolerant Persisters (DTPs) were shown to be non-proliferative and display
markers specific to Cancer Stem Cells (CSCs). After a period of time, approximately 20
percent of DTPs changed their phenotype to resume normal proliferation and lost CSC
markers, still in the constant presence of the drugs. The resulting cells were labelled
the Drug-Tolerant Expanded Persisters (DTEPs) (Fig. 1(a)). We may infer from these
observations that two phenotypically distinct cell sub-clones subsequently emerge: a first
one with a survival-prone but non-proliferative phenotype (the DTPs), and a second one,
able to survive in extremely hostile conditions and proliferate (the DTEPs). Interestingly,
both DTPs and DTEPs could be drug resensitized by drug-free passaging.
Therefore, the three distinct subpopulations—PC9s, DTPs and DTEPs—that com-
pose the whole PC9 population at various times during drug treatment, although ge-
netically identical, possess different functional phenotypes. Most notably, they can be
characterized by their respective levels of survival potential in extreme environments and
proliferation potential, which are two traits that have important clinical implications for
cancer patients [13]. But what is driving the evolution of phenotype observed in the PC9
cancer cells?
During drug therapy, the average level of survival potential (i.e., the average level of
robustness towards life-threatening events in extreme conditions) in the PC9 cell popula-
tion is non-decreasing over time. We argue that this can be explained by the interaction
5between two mechanisms. The first mechanism is non-genetic instability mediated by
phenotypic noise [14]. The term phenotypic noise, also known as biological noise [9, 10],
refers to the fluctuations in phenotype due to processes which may be intrinsic or ex-
trinsic to the cell [15], and may include, but are not limited to, noise related to gene
expression [16,17], protein production [18] and DNA methylation. Fluctuations in pheno-
type give rise to phenotype heterogeneity and can result in the transition of drug-sensitive
cells into a robust phenotype [4, 10, 19]. These cells are able to survive drug exposure,
and hence the second mechanism, selection, can cause the most robust cells to become
the majority in the population.
The dynamics of the average level of proliferation in the cell population is even more
interesting. Initially, as the majority phenotype transitions from the PC9 phenotype to
the DTP phenotype, the average proliferation level drops. However, after a period of time,
as DTEPs emerge from DTPs, the average level of proliferation increases back to normal.
The interplay between non-genetic instability and selection could explain the emergence
of the DTEPs from the DTPs. Nevertheless, these mechanisms alone cannot account for
the initial drop in the average level of proliferation of the surviving cell population. More
specifically, if we assume there are no DTPs present in the initial PC9 population, then
we would expect (small and rare) fluctuations in phenotype, combined with selection, to
result in the emergence of DTEPs directly from PC9s (so that proliferation levels remain
high). The transient dominance of DTPs indicates that another process is involved.
A natural explanation is that there are a small number of DTPs present in the initial
population of PC9 cells. These cells survive the initial drug therapy, and are subsequently
selected for in the presence of the drugs. However, this scenario is only plausible if there
are some DTPs present from the beginning. If this is not the case, then we propose
that the DTP phenotype must be stress-induced [11, 20, 21]. Recent work on colorec-
6tal cancer cells by Kreso and co-workers [20] showed that, in response to chemotherapy,
actively proliferating cells were preferentially eliminated compared with other relatively
dormant progeny. The authors suggest that these cancer cells may use dormancy (i.e.,
mere survival without differentiation, senescence nor commitment into the division cycle)
as an adaptive strategy. Accordingly, we suggest that, if there are no DTPs present in
the initial PC9 population, then stress induces the PC9 cells to adopt a more DTP-like
phenotype [11,20]. In this adaptive scenario, PC9 cells are induced to redistribute their fi-
nite energy resources away from proliferation-oriented tasks and towards survival-oriented
tasks (for example, nucleotide metabolism, DNA synthesis and repair [22]). On the other
hand, robust cells, with a high survival potential, experience much less stress in the pres-
ence of the drugs. They have no need to redistribute their energy resources away from
proliferation-oriented tasks. Accordingly, in response to drug exposure, one will expect
a population of mostly drug-sensitive PC9 cells to experience an initial sharp drop in
average proliferation levels. Only when levels of resistance towards drug damage increase
sufficiently, due to fluctuations in phenotype and selection, will cells be able to reallocate
resources back into proliferation-oriented tasks, and resume normal proliferation [23,24].
Motivated by these considerations, here we propose an Individual-Based (I-B) compu-
tational model [11,25–27] and an Integro-Differential Equation (IDE) model [28–30] of the
phenotype evolution observed in the cell lines of Sharma and co-workers [12]. Such models
can be used as in-silico laboratories to highlight stylized facts, and uncover mechanisms
that underlie emergent features of cancer cell populations. The I-B computational model
allows an intuitive and flexible description of the system at hand, while the IDE model
makes it possible to study the system in terms of qualitative and asymptotic analysis,
and is computationally less expensive.
In particular, we focus on the evolution of two phenotypic traits which show substantial
7variability during drug treatment and after drug washout in the PC9 cell lines: a cell’s
survival potential and proliferation potential [13]. These models rely on the assumption
that PC9 cells possess significant phenotypic plasticity. Furthermore, we assume that,
during drug treatment, the surviving cell population can consist of cells residing within a
spectrum of intermediate phenotypic states, ranging from PC9 through to DTP, and to
DTEP. This idea is consistent with observations in other genetically identical cancer cell
populations, where there exists significant functional phenotype heterogeneity, even in
homogeneous environments [4, 11, 12, 20]. For example, although epithelial-mesenchymal
transition is often portrayed as a switch between two distinct states, in fact it has been
shown that epithelial cells progressively acquire mesenchymal features at the same time
as they lose epithelial attributes [31]. In the same way, during drug treatment, we assume
that the PC9s can gradually acquire drug tolerance at the same time as they gradually
change their proliferation ability.
In the presence of high-dose drug therapy, we illustrate the ability of the models to
recover the evolution of the PC9 cells into DTPs and finally into DTEPs, and also the
drug resensitization of DTPs and DTEPs. Showing this, we can then argue that the
models have validity for suggesting plausible evolutionary mechanisms underlying drug
tolerance. Therefore, we utilize our I-B computational and IDE models in parallel to
address the following questions:
Q1. Is non-genetic instability necessary in the development of drug tolerance?
Q2. How do the evolutionary dynamics of the cell population compare between the regimes
of low and high drug dose?
Q3. Is it possible to determine whether therapy induces the DTP phenotype?
Q4. What is the role of stem-like characteristics of the DTP cells in the development of drug
8tolerance?
Our study highlights the important role of non-genetic instability in the emergence
of DTEPs, and also leads us to propose experiments which may help to assess whether
there are DTPs present ab initio, and whether PC9 cells are undergoing stress-induced
adaptation of their phenotype. Finally, our models predict that the transient dominance
of the DTP subpopulation is regulated by their stem-like characteristics and is a direct
result of the high doses of chemotherapeutic drugs used in [12].
Quick guide to equations and assumptions
We describe the evolution of phenotype in a well-mixed PC9 cancer cell population ex-
posed to cytotoxic drugs (whose concentration at time t is c(t)), using both an I-B and
an IDE formalism. We consider only the case of constant infusion of cytotoxic drugs (i.e.,
c(·) := c > 0) and characterize the state of each PC9 cell by its level of expression of two
phenotypic traits: survival potential and proliferation potential. In this framework, we
identify a PC9 cell as having a low value of survival potential and a high value of prolifer-
ation potential, a DTP cell as having a high value of survival potential and a low value of
proliferation potential, and a DTEP cell as having a high value of survival and proliferation
potential (schematized as in Fig. 1(b)). We model the three key biological mechanisms of
phenotype evolution in the PC9 cancer cells, namely selection, stress-induced adaptation
and non-genetic phenotype instability, by using three separate mathematical strategies,
which are tailored to fit the I-B and the IDE formalisms. Specifically, we model natural
selection through a proliferation probability p and a death probability d, which depend
on the levels of proliferative and survival potentials of the cells, as well as on the cell
micro-environment at time t. Stress-induced adaptation of cell proliferation level, which
occurs in the presence of the drugs, and depends on the level of survival potential, is
9modeled as an advection term. It leads to a decrease in the level of proliferation, and
varies with the survival potential of the cell and the concentration of the drugs. Finally,
non-genetic phenotype instability is modeled by stochastic fluctuations, or diffusion, in
the levels of cell proliferation and survival potentials.
Individual-based model
In the I-B formalism, we consider each cell as an individual agent, and label it by an index
0 ≤ i ≤ N(t), where N(t) ≥ 0 is the size of the population at time t ∈ [0, T ], and T is
the end time of the simulation. The normalized expression levels of the survival-potential
and proliferation-potential traits, in each cell i at time t, are modeled, respectively, by
the random variables Xi(t) : [0,∞) → [0, 1] and Yi(t) : [0,∞) → [0, 1]. We simulate the
evolution of the cell population in discrete time, according to the algorithm pictured in
Supplementary Fig. S2. Over the time interval between two successive time instants t
and t+ ∆t, we first allow each cell i either to proliferate, undergo apoptosis or remain in
a quiescent state according to the respective probabilities p(Xi, Yi, N(t))∆t, d(Xi, c(t))∆t
and 1−∆t (p(Xi, Yi, N(t)) + d(Xi, c(t))). If a cell proliferates, we assume both daughter
cells inherit the parent’s trait values. This is consistent with experimental observations
in cancer cell lines, which suggest that a cell’s “epigenetic memory” can last multiple
cell generations [18]. After all cells have undergone one iteration of the proliferation and
death process, and returned to the quiescent state, we then let each cell update its trait
values according to the following system of discretized Stochastic Differential Equations:
Xi(t+∆t) = Xi(t)+D
√
∆t W 1i (t),︸ ︷︷ ︸
non-genetic
instability
Yi(t+∆t) = Yi(t)+D
√
∆t W 2i (t)︸ ︷︷ ︸
non-genetic
instability
+ ∆t v(Xi(t), c(t); v¯),︸ ︷︷ ︸
stress-induced adaptation
of the proliferation level
(1)
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where v¯ represents the average sensitivity of the cell proliferative potential to stress-
inducing agents, and D is the average rate of phenotypic fluctuations.
Integro-differential equation model
In the IDE formalism, we consider the cell population to be structured by two continu-
ous, real variables x ∈ [0, 1] and y ∈ [0, 1], which represent, respectively, the normalized
expression levels of the survival-potential and proliferation-potential traits. The popula-
tion density of cancer cells is modeled by the function n(x, y, t) ≥ 0, where the global
population density at time t ∈ [0, T ] is computed as %(t) = ∫ 1
0
∫ 1
0
n(x, y, t) dxdy, and the
time evolution of n is governed by the following equation:
∂n
∂t
(x, y, t) +
∂
∂y
(
v(x, c(t); v¯)n(x, y, t)
)
︸ ︷︷ ︸
stress-induced adaptation
of the proliferation level
=
[
p(x, y, %(t))− d(x, c(t))
]
n(x, y, t)︸ ︷︷ ︸
selection
+ β ∆n(x, y, t),︸ ︷︷ ︸
non-genetic
instability
(2)
where β is related to the parameter D from the I-B model through the relation β = D2/2.
Extended individual-based model
In the extended I-B model, we keep the birth and death process unchanged from the
original I-B model. However, instead of allowing the DTPs to update at each time step,
we consider them to be stem-like so that they do not change their phenotype, unless
they proliferate. When a DTP undergoes proliferation, we allow its offspring to update
according to p1, p2 and p3 which represent, respectively, the probabilities for symmetric
self-renewal, asymmetric self-renewal and symmetric differentiation. The update mech-
anisms of the PC9s and DTEPs remain unchanged. This new algorithm is pictured in
Supplementary Fig. S3.
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The assumptions on the functions p, d and v are summarized in Supplementary Ta-
bles S1–S2. All definitions of the parameter functions are provided in the Supplementary
Material.
Results
For each scenario presented below, we consider the concentration of cytotoxic drugs (i.e.,
the parameter c) to be high if it is greater than, or equal to, the LC90 dose (defined as
the drug dose required to kill 90% of the total cell population in the initial stage of drug
therapy, before the population starts to recover). On the other hand, we assume that
a drug dose is low if it is smaller than, or equal to, the LC50 dose (defined as the drug
dose required to kill 50% of the total cell population in the initial stage of drug therapy,
before the population starts to recover). The end-time of the simulations is represented
by the parameter T , and is defined as the time required for the global population density
to reach equilibrium.
Mathematical models recover the population level dynamics of the PC9 cells
To determine whether our models can reproduce the experimental observations of the PC9
cancer cell lines during drug therapy, as reported in [12], we numerically solve the IDE
model and simulate the I-B model for a high dose of the cytotoxic drugs. Both models can
successfully reproduce the important population level dynamics of the PC9 cells, namely
the extinction of the PC9 cells, followed by the transient appearance of DTPs and the
emergence of the DTEP subpopulation.
In Fig. 2, we present numerical solutions from the I-B and IDE models for the case
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when there are a few DTPs present in the initial population (i.e., 5% of the global popula-
tion density), and when there is no stress-induced adaptation of the proliferation potential.
Fig. 2(a) displays the trajectories of the mean phenotypic expression of the population.
It is clear that, as time progresses, the mean phenotypic expression changes from being
PC9-like (high proliferation and low survival potentials), to being DTP-like (low prolif-
eration and high survival potentials) and finally to being DTEP-like (high proliferation
and survival potentials). Such dynamics are also shown in Fig. 2(c)–(j), which displays
the phenotypic distribution at different times during drug therapy. In Fig. 2(b), the plot
of the global population density as a function of time reveals that, shortly after drug
exposure, there is a large reduction in cell number (more than 90%), followed by a time of
relatively constant population level, before the population recovers back to normal levels.
Similar results can be obtained when there are no DTPs present in the initial population,
and when we include stress-induced adaptation of proliferation levels (we present numer-
ical solutions for these cases, from the IDE model in Fig. 4(a)–(b) and the top rows of
Figures S5–S6).
Fig. 2 also shows that we can obtain a good match for the dynamics predicted by the
I-B model with that predicted by the IDE model. We also achieve the same qualitative
match for the other cases considered in this section. Therefore, with the exception of our
study on the stem-cell characteristics of DTPs (where we use the extended I-B model),
from now on we present numerical results obtained from the IDE model only.
In the experiments reported in [12], both the resistant DTPs and DTEPs can be
drug resensitized by drug-free passaging. To test whether this is also the case in our
models, we numerically solve the IDE model and simulate the I-B model for a period of
time with high doses of cytotoxic drugs, so that either DTPs or DTEPs are left as the
dominant subpopulation. We subsequently switch the drug concentration off to simulate
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drug washout, and allow the system to continue to evolve. We find that the models can
successfully reproduce drug resensitization of the DTPs and DTEPs (see Fig. 3). This
result also holds after drug washout following low-dose drug therapy (see Supplementary
Fig. S4).
A1. Non-genetic instability is crucial for the emergence of DTEPs
To investigate the role of non-genetic instability in the evolution of drug tolerance in PC9
cells, we analyse the phenotype evolution in the PC9 population, for different values of the
average rate of phenotypic fluctuations (i.e., the parameter β) for a high dose of cytotoxic
drugs. We consider two hypothetical scenarios:
Scenario (i) when the initial population consists of only PC9s and stress-induced
adaptation of the proliferation level is present;
Scenario (ii) when a small number of DTPs are present initially and stress-induced
adaptation of the proliferation level is absent.
For the first scenario, our model predicts that if the average rate of phenotypic fluc-
tuations is too large, then the PC9s will evolve directly into the DTEPs. Furthermore,
if this rate is too small, then the PC9s will become extinct before they are able to ex-
press the more robust DTP phenotype. These predictions are illustrated in Fig. 4(a)–(b),
where we plot the trajectories of the mean phenotypic expression of the population and
the corresponding total cell density as a function of time, for three values of β (see also
Supplementary Fig. S5(a)–(b)).
For the second scenario, the model predicts that in the absence of non-genetic instabil-
ity, the DTEPs cannot emerge from the DTPs. Therefore the DTP phenotype is stabilized
inside the surviving population. Consequently, compared with the case when non-genetic
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instability is present, the long-term total global population density can be much smaller.
In fact, if the concentration of the drugs is high enough, then the population can go extinct
when non-genetic instability is absent. These predictions are illustrated in Fig. 4(c)–(d)
(see also Supplementary Fig. S5(c)–(d)).
Therefore, we hypothesize that non-genetic phenotype instability is essential for the
emergence of DTEPs, and for the development of drug tolerance in PC9 cells. Further-
more, the absence of non-genetic instability can result in the stabilisation of the DTP
phenotype in the surviving population, and even extinction of PC9 cells during high-dose
drug therapy.
A2. A high dose of cytotoxic drugs is necessary for the transient dominance of
DTPs
We use our IDE model to investigate the evolutionary dynamics of the PC9 cells in a
low drug-dose regime. For Scenario (i), described above, our model predicts that, ceteris
paribus, decreasing the drug concentration can prevent the emergence of DTPs and speed
up population recovery. These dynamics are illustrated in Fig. 5(a)–(b), where we plot the
trajectories of the mean phenotypic expression of the population and the corresponding
global population density as a function of time, for both a high dose and a low dose of the
cytotoxic drugs. This is also true for Scenario (ii) (see Fig. 5(c)–(d)). Therefore, we can
conclude that a higher dose of the cytotoxic drugs is a key ingredient to see the transient
dominance of DTPs.
A complete set of comparisons between the high and low drug-dose regimes, for differ-
ent values of v¯ (the average sensitivity of the cell proliferative potential to stress-inducing
agents) and β (the average rate of phenotypic fluctuations), are provided in Figures S5–S6
and support this conclusion.
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A3. Low cytotoxic drug-dose experiments could establish whether the DTP pheno-
type is stress-induced
For the case when there are a few DTPs present in the initial PC9 population, our model
predicts that in a low drug-dose regime, the emergence of a meta-stable subpopulation of
DTP cells can require the presence of stress-induced adaptation, non-genetic instability
in phenotype, and the proper interplay between them. This is illustrated in Fig. 6(b)
where, for a given value of β (the average rate of phenotypic fluctuations) the trajectories
of the population mean trait levels pass through the region corresponding to the DTP
phenotype, only when stress-induced adaptation is present. In fact, in order to allow for
the emergence of a metastable subpopulation of DTP cells, a sufficiently high sensitivity
of the cell proliferation potential to stress-inducing agents (i.e., the parameter v¯) and a
suitable value of β are required. This is in contrast to the high drug-dose regime where
DTPs emerge in the absence of stress-induced adaptation, and the evolutionary dynamics
of the population are unaltered by changes in v¯ (see Supplementary Fig. S6(c)–(d)).
Another interesting prediction from our model in the low-dose regime is that, if there
are a few DTPs present in the initial PC9 population, and stress-induced adaptation
is absent, then it is possible to see an increase in the average proliferative potential in
the surviving population, followed by a decrease before a second increase (see Fig. 6).
This is not predicted in the high-dose regime, nor is it predicted if there are no DTPs
present initially, and it is related to the timing of the emergence of the DTEPs, and the
disappearance of the PC9s.
Therefore, one way to determine whether there are pre-existing DTPs within the initial
PC9 population, and whether stress-induced adaptation is occurring, would be to repeat
the experiments of [12] with a low dose of the cytotoxic drugs, and observe the average
mitotic rate of the surviving population. Our models predict that, if there is an initial
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increase in the average mitotic rate, followed by a decrease and a further increase, then
it is likely that DTPs are present in the initial population, and stress-induced adaptation
is not occurring.
A4. Stem-like characteristics temporarily stabilize the subpopulation of DTPs
Sharma and co-workers showed that the DTPs display stem-like surface markers, which are
absent in the DTEPs [12]. Therefore, it is reasonable to assume that the DTPs express
some stem-like characteristics. In particular, stem cells have the potential to generate
more stem cells, as well as differentiated daughter cells [32]—they are capable of symmetric
cell divisions, where a dividing stem cell can produce either only stem-cell daughters (self-
renewal) or only differentiated daughters, or asymmetric cell divisions, where a dividing
stem cell produces one stem-cell daughter and one differentiated daughter. Under steady-
state conditions, it is generally thought that stem cells divide asymmetrically. However,
when a population of stem cells is subjected to chemotherapy, they have the ability to
switch to a symmetric mode of division (symmetric self-renewal), in order to regenerate
depleted stem-cell pools [32,33].
Motivated by these considerations, we utilize the extended I-B model to investigate the
role of self-renewal and asymmetric cell divisions in the development of drug tolerance.
We analyse the dynamics of the cells for a range of different values of the symmetric
self-renewal probability p1, when the probability of asymmetric self-renewal p2 equates to
1− p1, so that the probability of symmetric differentiation p3 is zero (see Supplementary
Fig. S3).
Again we consider the two hypothetical scenarios described in Section A1. In both
scenarios, if DTPs do transiently dominate the surviving population, then a higher prob-
ability of self-renewal increases the time taken for the emergence of the DTEPs from the
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DTPs. Furthermore, after the DTEPs have emerged, a higher probability of self-renewal
corresponds to a larger and more stable subpopulation of DTPs in the surviving pop-
ulation. These predictions are illustrated in Fig. 7 where, for Scenario (i), we plot the
trajectories of the mean phenotypic expression of the population and the corresponding
numbers of PC9s, DTPs an DTEPs as a function of time, for three different values of p1
(see also Supplementary Fig. S8(c)–(d) for Scenario (ii)).
On the other hand, if the DTPs do not transiently dominate the surviving population,
either because the population becomes extinct before it can become drug tolerant (see
Supplementary Fig. S7(c)–(d)), or because the DTEPs emerge directly from the PC9s
(see Fig. S8(a)–(b)), then, not surprisingly, the probability of self-renewal p1 does not
play any role in the dynamics of the population.
Discussion
The PC9 cell line experiments reported in [12] are performed in an isolated and relatively
homogeneous environment, and involve only a few constituents—a genetically identical
cell population, culture media, and combinations of drugs. Furthermore, each experi-
ment has clear observables, namely the percentage of surviving cells and their phenotypic
distributions, which make the PC9 cancer cell lines an ideal system to study from a
mathematical perspective.
Here, we have presented an I-B computational model and an IDE model of the evolu-
tion of phenotype observed in [12], which rely on the assumption that this evolutionary
process is driven by the interplay between selection, non-genetic phenotype instability and
stress-induced adaptation. Distinct mathematical strategies have been utilized to model
each evolutionary mechanism. Specifically, we have modeled selection through prolifer-
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ation and death probabilities, which depend on the levels of proliferative and survival
potentials of the cells, as well as on the cell micro-environment. Non-genetic phenotype
instability has been modeled by stochastic fluctuations, or diffusion, in the levels of cell
proliferation and survival potentials. Finally, stress-induced adaptation of cell prolifera-
tion level, which occurs in the presence of the drugs, and depends on the level of survival
potential, has been modeled with an advection term. This enabled us to better understand
the effect of each mechanism on the phenotypic evolution in the PC9 cell line.
The mathematical models presented here reproduce the main experimental observa-
tions detailed in [15], and also provide insight into the mechanisms controlling the dy-
namic variation in phenotype of the PC9 cancer cells during drug therapy, and after drug
washout. Using our models as in silico laboratories, we performed mathematical analy-
ses with two types of initial conditions, one where the population consists of only PC9s,
and the other where there are also a small number of DTPs. Our analysis highlights the
important role of non-genetic fluctuations in phenotype in the emergence of drug toler-
ance in PC9 cancer cell lines. In particular, we suggest that the absence of non-genetic
instability can result in the stabilisation of the DTP phenotype in the surviving popu-
lation, so that DTEPs do not emerge, or even in extinction. This is a key result since
it supports the idea that epigenetic therapy may be a promising therapeutic strategy in
the war against cancer [34–36]. Furthermore, it is also consistent with the experiments
reported in [12], where epigenetic drugs, when used in combination with high doses of
the cytotoxic therapy, were able to prevent the emergence of drug tolerance and kill the
cancer cell population.
Another important prediction of our models is that the transient dominance of DTPs
is strictly related to the usage of high doses of cytotoxic drugs. If experimentalists apply a
lower dose of cytotoxic agents to the PC9 cell population during drug therapy, we propose
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that it would be highly unlikely to observe DTPs. Rather, we would expect the DTEPs
to emerge directly from the PC9 population. Note that this is the usual way to yield
stable drug-tolerant lineages [37].
Our analyses also suggest that stem-like, self-renewing cell divisions of DTPs can act
to increase the number of DTPs in the system, and is consistent with other mathematical
models of stem-cell dynamics [38]. In particular, we expect that DTP self-renewal can
act to stabilize the DTP subpopulation for a longer period of time during drug therapy,
compared to the case without self-renewal, as well as to delay the emergence of DTEPs.
Based on our models, we can conclude that if there are no DTPs present in the
initial population of PC9 cells, then it is likely that a proper interplay between selection,
non-genetic phenotype instability and stress-induced adaptation is mandatory for the
transient appearance of the DTP phenotype during high-dose drug therapy. On the other
hand, if there are some DTPs present in the initial population, and the concentration
of the drugs is high enough, then selection and phenotypic fluctuations are enough to
explain the experimental observations reported in [12]. Therefore, the next biologically
meaningful question is: are DTPs present in the initial population? Our analysis enabled
us to propose a low cytotoxic drug-dose experiment which could answer this question.
Another possible way to determine whether DTPs are present ab initio would be to
utilize the experimental technique described in [39] to identify and isolate slow-cycling
cells in the parental PC9 cell population, and subsequently compare the drug sensitivity
of these cells with that of the more rapidly dividing PC9 cells. The presence of slow-
cycling, drug-tolerant cells would suggest that DTPs are present in the initial population
of PC9s.
The low-dose experiment we proposed could also determine whether stress-induces
the DTP phenotype. However, another way to assess whether PC9s are induced by
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stress to acquire the DTP phenotype would be to perform a fluorescence-activated cell
sorting analysis on the PC9s with respect to the Cluster of Differentiation 24 (CD24)
surface marker, at a time soon after drug delivery. In [12], the authors showed that the
DTPs have a high level of expression of CD24, compared with the PC9s and DTEPs.
Therefore, if the surviving population has an intermediate level of expression soon after
drug exposure, relative to the expression of CD24 in PC9s and DTPs, then this would
suggest that the DTP phenotype is a result of non-genetic fluctuations in phenotype,
selection and stress-induced adaptation.
Finally, we believe that structuring cancer cell populations according to a continuous
phenotype is, in general, an appropriate strategy to describe the evolutionary dynamics
of cells under stress. This is particularly true for the cell population studied in [12], where
phenotypes are a clear source of biological variability. In our study, we have considered a
two-dimensional structuring phenotype. However, we could introduce a third phenotypic
trait to represent (de-)differentiation, which may help to better characterize the evolu-
tion of the system, particularly for what concerns the dynamics following drug washout.
It is then natural to wonder about what could be a biological quantitative variable un-
derlying such a continuous (multidimensional) phenotype. We propose, as a reasonable
candidate, the degree of (transient) epigenetic modifications of the DNA (methylation,
histone acetylation) in relevant parts of the genome. Such modeling has been previously
proposed in [40], using a one-dimensional, phenotype-like structure variable. By using a
multidimensional phenotype, we propose to consider differential effects of epimutations
on genes responsible for the classical intracellular pathways of proliferation, survival and
(if necessary, in a three-dimensional extension of the present model) differentiation.
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Figure legends
Figure 1. Phenotype evolution in PC9 cells during cytotoxic-drug therapy. (a)
Schematic diagram of phenotype evolution in PC9 cells during high-dose cytotoxic-drug
therapy. Note that, in the scenario pictured here, there are DTPs present in the initial
PC9 population. However, this may not necessarily be the case. (b) Schematic diagram
representing the evolution of proliferation and survival potential levels in PC9 cells during
cytotoxic-drug therapy. The dashed-red lines highlight the regions of the phenotype space
corresponding to the PC9s, DTPs and DTEPs.
Figure 2. Mathematical models recover the population level dynamics of the PC9
cells. (a) Trajectories of the mean phenotypic expression for 0 ≤ t ≤ T . (b) Global
population density as a function of time. (c) Cell distribution over the survival potential
at three different times t = T/50, T/10, T/2. (d) Cell distribution over the proliferation
potential at three different times t = T/50,T/10,T/2. Solid lines are the numerical results
from the IDE model, while the broken lines are from the I-B model. (e)–(g) Phenotypic
distribution of the cell population at three different times t = T/10, T/2, T for the I-B
model. (h)–(j) Phenotypic distribution of the cell population at three different times
t = T/10, T/2, T for the IDE model. Details are provided in the Supplementary Material.
Figure 3. Mathematical models recover the drug resensitization of (a) DTPs and
(b) DTEPs following drug washout. Trajectories of the mean phenotypic expression.
Here, solid lines are the numerical results from the IDE model during drug exposure,
while the broken lines are from the IDE model after drug washout. Details are provided
in the Supplementary Material.
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Figure 4. Non-genetic instability is crucial for the emergence of DTEPs. We il-
lustrate the effect of the rate of phenotypic fluctuations (i.e., the parameter β) on (a),
(c) the trajectory of the population mean trait levels for 0 ≤ t ≤ T , and (b), (d) the
corresponding global population density, as a function of time, in a high drug-dose regime
and when there are (a), (b) only PC9s present in the initial population and stress-induced
adaptation is present, or (c), (d) 98% PC9s and 2% DTPs present in the initial population
and stress-induced adaptation is absent. Note that in panels (a) and (c), the trajectories
corresponding to the case β = 0, terminate (when the populations become extinct) in the
regions corresponding, respectively, to the PC9 and DTP phenotype. Details are provided
in the Supplementary Material.
Figure 5. A high dose of cytotoxic drugs is necessary for the transient dominance
of DTPs. We illustrate the effect of the concentration of the cytotoxic drugs (i.e., the
parameter c) on (a), (c) the trajectory of the population mean trait levels for 0 ≤ t ≤
T (where T is the end time of the simulation), and (b), (d) the corresponding global
population density, as a function of time, when there are (a), (b) only PC9s present in the
initial population and stress-induced adaptation is present, or (c), (d) 98% PC9s and 2%
DTPs present in the initial population and stress-induced adaptation is absent. Details
are provided in the Supplementary Material.
Figure 6. Low drug-dose experiments could establish whether the DTP phenotype
is stress-induced. Trajectories of the population mean trait levels during low drug-dose
therapy, when there are 98% PC9s and 2% DTPs present in the initial population, and
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stress-induced adaptation of the proliferation level is (a) absent or (b) present. Details
are provided in the Supplementary Material.
Figure 7. Stem-like characteristics of DTPs stabilize the transiently dominant sub-
population of DTPs for longer. We illustrate the effect of the DTP self-renewal proba-
bility on (a) the trajectories of the mean phenotypic expression and (b) the corresponding
number of PC9s (solid lines), DTPs (dotted lines) and DTEPs (dash-dot lines) as a func-
tion of time. Numerical results come from the extended I-B model. Details are provided
in the Supplementary Material.
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