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Social Robot Augmented Telepresence For Remote Assessment And
Rehabilitation Of Patients With Upper Extremity Impairment
Abstract
With the shortage of rehabilitation clinicians in rural areas and elsewhere, remote rehabilitation
(telerehab) fills an important gap in access to rehabilitation. We have developed a first of its kind social
robot augmented telepresence (SRAT) system --- Flo --- which consists of a humanoid robot mounted onto
a mobile telepresence base, with the goal of improving the quality of telerehab. The humanoid has arms, a
torso, and a face to play games with and guide patients under the supervision of a remote clinician.
To understand the usability of this system, we conducted a survey of hundreds of rehab clinicians. We
found that therapists in the United States believe Flo would improve communication, patient motivation,
and patient compliance, compared to traditional telepresence for rehab. Therapists highlighted the
importance of high-quality video to enable telerehab with their patients and were positive about the
usefulness of features which make up the Flo system for enabling telerehab.
To compare telepresence interactions with vs without the social robot, we conducted controlled studies,
the first to rigorously compare SRAT to classical telepresence (CT). We found that for many SRAT is more
enjoyable than and preferred over CT. The results varied by age, motor function, and cognitive function, a
novel result.
To understand how therapists and patients respond to and use SRAT in the wild over long-term use, we
deployed Flo at an elder care facility. Therapists used Flo with their own patients however they deemed
best. They developed new ways to use the system and highlighted challenges they faced.
To ease the load of performing assessments via telepresence, I constructed a pipeline to predict the
motor function of patients using RGBD video of them doing activities via telepresence. The pipeline
extracts poses from the video, calculates kinematic features and reachable workspace, and predicts level
of impairment using a random forest of decision trees.
Finally, I have aggregated our findings over all these studies and provide a path forward to continue the
evolution of SRAT.
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ABSTRACT
SOCIAL ROBOT AUGMENTED TELEPRESENCE FOR REMOTE ASSESSMENT AND
REHABILITATION OF PATIENTS WITH UPPER EXTREMITY IMPAIRMENT
Michael Sobrepera
Dr. Michelle Johnson
With the shortage of rehabilitation clinicians in rural areas and elsewhere, remote rehabilitation (telerehab) ﬁlls an important gap in access to rehabilitation. We have developed a ﬁrst
of its kind social robot augmented telepresence (SRAT) system — Flo — which consists of
a humanoid robot mounted onto a mobile telepresence base, with the goal of improving the
quality of telerehab. The humanoid has arms, a torso, and a face to play games with and
guide patients under the supervision of a remote clinician.
To understand the usability of this system, we conducted a survey of hundreds of rehab
clinicians. We found that therapists in the United States believe Flo would improve communication, patient motivation, and patient compliance, compared to traditional telepresence
for rehab. Therapists highlighted the importance of high-quality video to enable telerehab
with their patients and were positive about the usefulness of features which make up the
Flo system for enabling telerehab.
To compare telepresence interactions with vs without the social robot, we conducted
controlled studies, the ﬁrst to rigorously compare SRAT to classical telepresence (CT). We
found that for many SRAT is more enjoyable than and preferred over CT. The results varied
by age, motor function, and cognitive function, a novel result.
To understand how therapists and patients respond to and use SRAT in the wild over
long-term use, we deployed Flo at an elder care facility. Therapists used Flo with their
own patients however they deemed best. They developed new ways to use the system and
highlighted challenges they faced.
To ease the load of performing assessments via telepresence, I constructed a pipeline
to predict the motor function of patients using RGBD video of them doing activities via
telepresence. The pipeline extracts poses from the video, calculates kinematic features and
reachable workspace, and predicts level of impairment using a random forest of decision
trees.
Finally, I have aggregated our ﬁndings over all these studies and provide a path forward
to continue the evolution of SRAT.
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CHAPTER 1: A NOTE TO THE READER

You are about to dive into what will, I hope, be an interesting read covering much of the
work I have completed over the six years of my PhD. The journey has been interesting,
exciting, and brutal. I have made wonderful friends and broadened both my skills and my
view on what technology can do. Although my hard skills have certainly grown in areas of
mechanical engineering, design, statistical analysis, software development, etc., I do not view
these as the most important points of growth to be worthy of receipt of a PhD. The most
important growth has been in my ability to “do science”. I have developed strong skills in
experimental design. My ability to generate hypotheses and test them is far greater than it
was at the start of my PhD journey. I have learned to synthesize results from the tests I
conduct and report them in printed word, graphics, and vocal presentation. Throughout my
journey, I have had the privilege to work with and mentor many students. When I started
mentoring students at the end of my ﬁrst year in the program, I was bad at it. Maybe I still
am bad at it, but I am certainly far better. I have learned how to balance the interpersonal
and technical needs of students to accelerate their growth as researchers. These points of
growth, and more, are indicative of the journey towards being worthy of the designation of
Doctor of Philosophy, a journey which I feel I have reached the end of.
As you read this thesis, presented to partially fulﬁl the requirements of the PhD program,
you will see the growth of the research program which I have led. I have been privileged to
be able to work on a research arch, a mission driven quest to understand if an idea could
improve people’s lives. Over six years, I have led a team from development of components of
a robot, tested in isolation, to testing of a system in various pilot work (some of which is
presented here), to a controlled study to understand whether our ideas hold water, followed
by an uncontrolled study to see how our ideas collide with the real world, and ﬁnally a look
1

forward towards tools for automated assessment and future design ideas. Early in my journey,
multiple senior faculty in my department (Mechanical Engineering and Applied Mechanics)
encouraged my fellow students and me to follow the science wherever it leads. I believe that
I have followed their advice well. Throughout this thesis you will see the lens of mechanical
engineering applied. Certainly, techniques from mechanical engineering and design were
used in the development of the mechatronic systems used within the trials. But you will
also ﬁnd a strong homage to the long tradition of mechanical engineers using their skills
to understand the people they build for. Of course, what is the point of building advanced
knowledge in mechanics, controls, electromechanical systems, etc. without an eye towards
how those things can improve the lives of the people around us. Mechanical engineering has
never been a pure science, it has always been about application. I have tried to walk in that
path of those who use engineering to build good.
I suspect the memory of the years from 2020 to 2022 will long be strong. These ﬁnal
years of my PhD have presented challenges to all, a global pandemic, inﬂation, etc. I am
certainly no exception, the scope of work which I have undertaken is vast and if not for
the challenges of these years, more goals of mine would have surely been achieved. But to
me, these years also presented motivation. As we developed the ideas which you will soon
read about, there was an initial lack of interest among other researchers but also among
the clinicians whose patients we sought to help. But we believed that our ideas were worthy
of exploration and committed ourselves to that exploration. But then, a global pandemic
changed that, our ideas became interesting to many. This was exciting but did not temper
our need for rigorous exploration. And so, rigorously explore we did.
I thank you for joining me on this journey. I hope you enjoy the read ahead of you.
- Michael
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CHAPTER 2: INTRODUCTION

Stroke is a leading cause of serious long-term disability with an estimated 7 million cases in
the US [117], predicted to increase to approximately 3.88% of the population over 18 years
old by 2030 [72]. Cerebral palsy (CP) is the leading cause of serious long-term disability in
children with reports suggesting that 3.2 of every 1000 children aged 3–17 in the US have
CP [69]. These diseases result in varying levels of motor, sensory, and cognitive impairment
due to brain injury aﬀecting the person’s ability to complete activities of daily living and
fully participate in society. These and many other groups often need rehabilitation services
at home and in their community, settings beyond traditional inpatient and outpatient care.
Due to a lack of local therapists, some patients must drive long distances to reach a center
of excellence to receive care. For pediatric patients, this requires a family member to take
time oﬀ work and for the child to take time oﬀ school. Patients may also have some form of
care in their school or a local primary care clinic. In a specialized school, they may have
access to an in-house therapist. Elsewhere, they may have access to a travelling therapist
who visits them for a brief period each week. The remainder of their rehabilitation is often
done at home with the aid of family members.
At home monitoring and compliance with rehabilitation, stretching, exercises, braces,
etc., which are important to the progression of care, are challenging. There is a need for
methods to provide frequent assessment of function to give the care team information about
patient progress and to help motivate patients.
One way to address clinician shortages in medically underserved areas is through telehealthcare (telehealth), the remote delivery of health care using telecommunications, generally
two-way video and audio [47]. Telehealth allows patients to receive health care remotely,
avoiding potential barriers to care such as travel or scheduling, enabling more interactions
3

with clinicians and thus, in the case of rehab, improving patient outcomes. While the need for
telehealth is often illustrated in the context of rural communities and other resource-scarce
areas, where access to local clinicians is limited, the recent pandemic, caused by the infectious
COVID-19 virus, has highlighted telehealth’s potential in all healthcare environments [59].
Telehealth can be extended to remote rehabilitation (telerehab), where frequent exercise
and stretching are important, and regular assessments of function are necessary to ensure
the best treatment for patients living with impairments due disease or injury [102]. Frequent
contact with clinicians may increase overall patient adherence and motivation to complete
prescribed exercises at home [24]. With the shortage of rehabilitation clinicians in rural
areas [61, 128] as well as the ongoing COVID-19 pandemic, telerehab can ﬁll an important
gap in access to rehabilitation.
However, interactions over telepresence are not as rich as in person (ﬁg. 2.1). Limits from
the ﬁeld of view, resolution, projection of three dimensions to two, and network latency can
decrease the sense of presence of the remote person and hamper their spatial reasoning [51,
95]. The lack of a present person could lead to a reduction in patient motivation. When
combined with less clear instructions by telepresence, where seeing what a therapist wants a
patient to do can be more challenging than in person, patient compliance might be reduced.
If patients are unmotivated and non-compliant, the clinician may not see the motions which
they need to accurately assess the patient and the patient may not get the personal beneﬁt
from the interaction.
We propose the use of social robot augmented telepresence (SRAT) as a tool for achieving
more eﬀective telerehab by augmenting communication channels during interactions (ﬁg. 2.1).
The work presented here is focused on the development and testing of SRAT. The work will
cover 4 aims: Aim 1: Develop an example of SRAT, Aim 2: Test how patient populations
respond to social robot augmented telepresence compared to classical telepresence, Aim
3: Test how clinicians use SRAT in long term deployment with their patients, Aim 4: Provide
a demonstration of telepresence based autonomous assessment of function using computer
vision.
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Normal Patient – Clinician Interaction in Person

Clinician

Instruction
Emotion
Diagnostic Information
Motivation

Patient

Patient – Clinician – Robot Interaction via Telepresence
Instruction
Clinician

Diagnostic
Information
Emotional
Information

Noisy State
Machine
Perception
Commands
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Instruction

Motivation

Lil’Flo (Robot)

Emotion

Figure 2.1: A comparison of our understanding of interactions between patients and clinicians
in-person and patients, clinicians, and the robot in telepresence interactions. Without the robot,
in the telepresence interaction (shown in dotted box), there is a loss of communication channels
compared to the in-person interaction returning only the noisy state (patient pose, emotional
state, etc.) that can be recovered over video.
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This study will be the ﬁrst to rigorously compare classical telepresence-based assessment
and the use of a social robot as a mediator in telepresence. The ideas of social robots and
telepresence are not new, nor is the study of remote versus physically present agents. The
innovation of this project is to use a social robot as a third agent, physically present with the
patient, to mediate telepresence. Many other systems attempt to replace the therapist, for a
period, with the social robot. Our goal is to extend the reach of the clinician and improve
their ability to remotely interact with their patients and accurately track their rehabilitation
progress. In addition, patients will be more motivated and compliant in doing their activities
at home and will be able to receive instructions on improving their rehabilitation.

2.1

Summary of Remaining Chapters

In chapter 3, I present an overview of the literature related to the work in this thesis which
will help you to better understand the motivations for the work that I have done and how it
builds on the work that has come before.
In chapter 4, I describe the design requirements, hardware development, and software of
the Flo system, this topic encompass Aim 1. We designed and produced Flo as an example
of social robot augmented telepresence (SRAT) design for telerehabilitation. I present how
we used a study to inform the design of the humanoid’s face and results of a survey of
clinicians who had seen Flo in person. The development of Flo represents a signiﬁcant
advancement over our prior SRAT prototype (the only other instance of SRAT which we are
aware of). The design of Flo focused on stripping out every unnecessary feature, trying to
understand how cheaply a system could be built while improving reliability, maintainability,
and programmability and meeting the needs of patients and clinicians. By focusing on triadic
interactions, where the therapist provides the intelligence for the robot, we created a system
which could be deployed and tested without decades of AI research.
As COVID-19 led to a large shift in care toward telehealth, we conducted a uniquely
large usability study to understand how therapists were using telepresence, how they viewed
robots, and how SRAT could ﬁt into their care, which I present in chapter 5. This work,
surveying hundreds of therapists across the United States, in a variety of care settings,
6

contributes towards Aim 3. This is the largest survey we know of asking therapists in the
United States about their feelings on robots in general and absolutely the largest asking
them about their thoughts on the utility of SRAT.
Pivoting towards the patient experience, to focus on developing a clear understanding
of how the humanoid alters telepresence interactions, we conducted both a pilot and full
study in which we tested SRAT against classical telepresence (CT) to understand how they
compared when used to complete rehabilitation activities. I report on the results of that
testing in chapter 6, contributing towards Aim 2, showing how the social robot does improve
the enjoyability of interactions and is preferred by patients and that the way patients respond
to the SRAT compared to CT varies by age, motor impairment, and cognitive impairment.
To push these ideas further, into the real world, in chapter 7, I present a case study
in which we challenged SRAT to operate in a real clinical environment, with a focus on
how therapists use the technology with their own patients along with understanding how
patients respond to SRAT. The work contributes to both Aim 3 and Aim 2. I explore how
the therapists used the system, how all participants responded to the system, the utility
perceived by both clinicians and patients, and the challenges that presented themselves
during testing. This work is the ﬁrst time in which SRAT has been deployed in a real clinical
environment in which therapists operated the system with their own patients. More generally,
it is one of few studies where clinicians used a social robot, of any type, over a long period
of time in a clinical environment and where clinicians had the ability to determine their
style of use for social robots.
In chapter 8, I present work I have done towards developing an automated assessment
pipeline for understanding patient function (Aim 4) using data collected from the trial
described in chapter 6. There have been many works over the last few years to develop
machine learning tools to estimate human pose from images, but these systems have not been
widely applied to rehab. I show how from video collected during telepresence interactions, we
can recover reasonable measures of kinematics and range of motion and compare preliminary
features to a clinical measure of impairment.
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Taking what we have learned from the sizeable number of interactions which have been
completed with Flo, in chapter 9, I outline my vision for how SRAT could be taken forward,
evolving from the Flo platform used in this work. And ﬁnally, in chapter 10, I provide some
concluding remarks.
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CHAPTER 3: RELATED WORK

3.1

Social Robot Augmented Telepresence for Telerehabilitation

Aim 1 of this thesis combines a social robot with a telepresence system to improve the
telerehab experience for patients. The lack of clarity in the literature on user preferences
and outcomes with social robot augmented telepresence, much less telerehab, is a major
driver of this work.
Rehabilitation robots deﬁned as socially assistive robots are able to gesture, communicate,
motivate, comfort, and teach exercises. They have been tested in pediatric and geriatric
interactions in and out of hospital environments [4, 27, 33, 77, 85, 108, 120]. Experiences with
these robots have been positive, and the robots have been shown to promote engagement and
adherence to prescribed exercise. However, to our knowledge, they have not yet been tested
as a tool to augment telehealth as a third agent to interact with the patient and therapist.
To begin to explore how this new paradigm might work, we will review existing systems in
telepresence and social robotics both within and beyond healthcare and rehabilitation.

3.1.1

Telepresence Systems

Telepresence systems may utilize only a screen, camera, and Internet connection via a
cellphone, tablet, or computer, equipment which patients and providers may already possess.
Some systems include a mobile robotic base which the operator can control remotely, such
as the commercialized systems from Double Robotics and VGo Communications. Others
also have robotic appendages to demonstrate the operator’s intent [2]. Some actuate the
display screen to face the direction the remote operator is looking [2, 95].
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There have been reported successes in telerehabilitation. For example, Dodakian et al.
presented a custom-designed tabletop game system attached to a computer for rehabilitation
of stroke patients. By prompting the patient to play physical games while monitoring
movements over telepresence, patient compliance and motivation was increased [24]. In
addition, evidence suggests that patients’ range of motion can be eﬀectively assessed over
telepresence, and some patients may in fact prefer telehealth appointments for certain
rehabilitation tasks, such as range of motion assessments and wound tracking [1]. Prvu
Bettger et al. tested a tele-physical therapy program for therapy post total knee arthroplasty.
143 participants in the telerehab cohort were compared to 144 in a traditional in-person
cohort for 12 weeks. The telerehab program had lower costs, lower rates of rehospitalization,
and was non-inferior in measures of rehab outcomes when compared to the traditional
program [75].
There are reported limitations to using telepresence for routine rehabilitation care.
Interactions over telepresence may not be as fulﬁlling as in-person therapy, which may
decrease patient motivation and compliance. If, as a result, patients fail to comply with
the instructions during a remote therapy session, the clinician may not see the movements
required for a proper assessment of the patient’s current function and progress. Additionally,
limitations associated with this technology, including ﬁeld of view of the operator (clinician),
network latency, display screen resolution, and projection of three-dimensional interactions
into two dimensions, lessen the perception of the presence of the remote operator and reduce
spatial reasoning for both users (clinician and patient) [51, 95]. The resulting lack of physical
presence, coupled with unclear instructions for movements over telepresence, may decrease
patients’ compliance and motivation to perform required motor assessment tasks and, as a
result, make each interaction less eﬀective overall. This highlights a need to develop platforms
that have a physical presence and can perform both assistive and social functions. With the
current pandemic, the need and call for telerehab systems has grown [10], however there
are few systems that can meet the need. The use of a humanoid robot in addition to the
traditional telepresence platform may improve the quality of telerehabilitation based care.
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3.1.2

Socially Assistive Robots (SARs)

SARs [28] combine both assistive robots, which support users with disabilities, and social
robots, which are designed to interact and communicate with humans. By interacting socially
with users with disabilities, SARs may facilitate more eﬀective communication, leading to
greater progress in rehabilitation and motor assessment activities. Mann et al. compared
responses to a physical robot with responses to a remote tablet during an interaction and
found that subjects engaged more and responded more positively to the physical robot,
followed the robot’s instructions better, and found the robot more likable and trustworthy [64].
Bainbridge et al. showed that having a physical presence for interactions is critical for trust
and motivation of the user, especially for tasks that cause discomfort [5]. Additionally, Kiesler
et al. showed that subjects interacting physically with a robot are more engaged and comply
better with instructions compared to interacting with a virtual robot [54].
Several social robots have been developed for upper extremity rehabilitation, from which
we take inspiration. The Nao-Therapist project initially developed a custom robotic bear
named Ursus [14, 15, 104] and has now moved to a Nao robot [37], which is used for upper
extremity rehabilitation for pediatric patients. The system uses a Microsoft Kinect sensor
to track patients, allowing the robot to autonomously play games with them. It can both
demonstrate and correct poses in a pose mirroring game and in a pose sequence recall game.
In a longitudinal study of the system, with 13 subjects participating in on average 11.6
sessions of approximately 24 minutes each [76], all stakeholders, clinicians, parents, and
children, found the system useful and wanted to continue to use it.
RAC CP Fun is another Nao-based robotic platform designed to engage with preschool
students who have CP [33]. The robot can play various games and motivate physical activity.
The interactions with the system were designed to build oﬀ the motor learning literature,
with an emphasis on giving feedback to the patient. The robot interacts by singing songs,
changing its position relative to subjects, and providing feedback. Fridin et al. compared
outcomes of using the robot between typical children and CP children, ﬁnding that the CP
group exhibited a higher level of interactions as measured by the child-robot interaction
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measurement index which relies on eye contact as well as various facial, body, and vocal
expressions of emotion [32, 33].
Another Nao-based system is Zora, which is commercially available. It has been tested
on a cohort of children with disabilities and has been shown to improve the quality of
care [113]. However, it was reported that the software required to operate the system was
labor intensive for clinicians.
The idea of socially assistive robots as mediators for interactions has been explored for
in-person therapy of children with behavioral disorders such as autism spectrum disorder,
where direct human-human interaction can be challenging. The Milo and Kaspar robots
are two examples of this with sizable deployments in the clinic [48, 62, 125]. Neither are
designed for neuromotor rehabilitation.
SARs can easily become complicated systems; it is important to consider how to make
systems approachable by being simple and aﬀordable. The CosmoBot system is a good
example of how simplifying problems can lead to eﬀective systems. CosmoBot is a small
toy-like space robot, integrated into “Cosmo’s Learning Systems”. It has arms with a single
shoulder degree of freedom, an actuated mouth, an actuated head, and the ability to
drive around. It interacts with patients through a button board, accelerometers placed on
the patient, and 3rd party interface devices (e.g., joysticks, buttons). During a 16-week
longitudinal study with interactions once a week with four subjects aged 4–10 with CP, it
was shown that the system itself was robust and easy to use [12]. Patients were engaged and
excited to play with the robot throughout the length of the study. The system was marketed
for a few years by AT KidSystems. Even with its limited number of degrees of freedom in its
arms and torso, it was still able to motivate patients to work on their rehabilitation goals.
By using the trackers on the patients’ bodies, the robot was able to both interact and collect
objective data throughout the study.
Tega is a small smartphone-powered robot designed primarily for education, helping
students to develop language skills through interactive storytelling [120]. It has a design that
is supposed to be cute and approachable with ﬁve degrees of freedom, allowing it to bob up
and down, twist, lean, and look up and down. Tega is inappropriate for most physical and
12

occupational rehabilitation techniques, as it has no limbs. However, it is worth appreciating
for its emotional expressiveness, based on principles from animation, and its relatively low
cost, using a cellphone for both its face and computational power.
The Importance of Physical Embodiment and Presence
Research has shown that physically embodied agents can drive higher engagement and
compliance. Although virtual and augmented reality have shown good results helping to
provide rehab care [25, 90, 106, 110], we believe that the literature shows the use of a
physically present robotic agent is worth the costs associated with it.
The social robot community has studied questions of robot presence. Fridin et al.
demonstrated that when comparing an in-person robot and robot projected onto a screen,
pediatric subjects interacted signiﬁcantly more with the in-person robot [34]. Bainbridge
et al. showed that physical presence is important for trust and motivation, especially for
uncomfortable tasks [5], and Kiesler et al. showed that subjects co-located with a physical
robot were more engaged with it and acted more ideally around it (as measured by following
diet advice) when compared to a virtual agent [54]. A recent study similarly found that stroke
patients prefer using SARs for rehabilitation therapy over virtual agents shown on a screen,
reporting higher engagement levels and exercise performance with the physical robot [115]
Mann et al. demonstrated that subjects were more likely to trust, be engaged with, and
follow instructions from a robot giving instructions and asking questions, compared to the
same interface on a tablet [64]. In fact, a study has shown that simply adding a SAR onto
a pre-existing neurorehabilitation device as a third agent for motivation and engagement
purposes has the potential to increase performance results [18]

3.2

Upper Limb Objective Assessment in Telerehab1

Aim 4 of this thesis will attempt to combine low-cost pose estimation, known features
of upper extremity motion, and basic machine learning to demonstrate the feasibility of
measuring upper extremity function using computer vision.
1

This chapter is derived from the author’s PhD qualifying exam paper, submitted to the graduate group
of the department of Mechanical Engineering and Applied Mechanics at the University of Pennsylvania on
May 10th, 2017
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A focus on accessible metrics has been missing from the socially assistive rehabilitation
robotics and telerehabilitation literature. To make telehealth feasible from the clinician’s
perspective, tools are needed to assess the patient’s function quickly and easily.
There is a large literature of metrics for upper extremity function that can be evaluated
using robots like the MIT-Manus [109]. By extending from this work to use low-cost mobile
hardware and existing tools in pose tracking to generate metrics , the ability to assess
patients could be improved.
There is however a gap in translating to remote assessment using video data. In this
thesis, I will attempt to open the door to solving that problem and provide future researchers
with a preliminary dataset, derived from other work evaluating SRAT, to help them walk
through that door. I will outline a rough pathway and highlight some of the challenges in
making motor assessment from video work. But ﬁrst, we shall brieﬂy review how motor
assessment is achieved today.

3.2.1

What Is Seen in the Clinic Today?

Human motion labs are common in large clinics and hospitals. These labs include precise
motion capture capabilities and often force plates on a section of the ﬂoor. These labs are
used primarily to measure gait parameters, able to put together data on both force and
kinematics to give a good idea of how a patient compares to what is known of normal
patterns. This works quite well for gait as there are a limited number of gait patterns. There
is beginning to be more interest in using the technology in motion labs for upper extremity
tracking as well. Parameters such as range of motion, joint and wrist position, velocity, and
acceleration can be measured.
Current techniques using motion capture fail in several ways. The ﬁrst is that they are
costly, limiting the number of patients who can be measured. The second is that they are
ﬁxed. Motion capture cameras can be moved, but a standard system will have at least half a
dozen cameras all with fragile lenses which must be calibrated whenever moved. Markers can
be hard to place and, as pointed out by van Andel [114], markers are attached to the skin,
which is not ﬁxed to the underlying skeletal structure. As a result, it can be challenging to
get and maintain tracking of some structures. This can be compensated for by adding extra
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markers around the circumference of a limb, but still presents a problem. Finally, markers
alter the response of patients. Therapists have recounted patients crying after having markers
put onto them.
For bed side measurement of range of motion, goniometers are often used, placed by
a clinician over the patient. These are cheap to use, and quick, but are far from accurate.
They are suﬃcient for providing gross measurements but cannot be expected to provide
accurate short-term patient tracking and cannot track range of motion during activities.
There are several objective measures which are easy to administer such as the Box and
Block Test [52, 67], which involves patients moving as many blocks as possible over a barrier
in a minute. Pinch and grip strength tests [3, 29, 65] are also objective. It is hard to ﬁnd
much fault with these types of tests other than that they give an incomplete picture of the
overall state of the patient.

3.2.2

Examples of Using Low-Cost Hardware to Determine Function

There have been several academic attempts to use low-cost hardware to understand function,
which we can look to as we begin to build our system. Here are some examples:
Kurillo et al. used a Kinect to determine the UEx reachable workspace of subjects,
measured as the surface areas of the shelled spherical polygon which the subject’s wrist could
reach [58]. They compared the results in a matched pairs fashion with a traditional motion
capture system, and found that the Kinect, while far noisier, produced robust results.
Rammer et al. describes using a Kinect sensor to grade the Shriners Hospital Upper
Extremity Evaluation (SHUEE) [83]. Their method was to correlate kinematic features
drawn from the Kinect data to the measures within the SHUEE itself. Doing this required
human intervention to mark the start and end points of each motion to extract summary
values for each motion. They were able to show that there was a strong correlation between
certain low dimensional kinematic summary features and SHUEE outcomes. However, they
did not use any time-series data in their ﬁnal analysis and their analysis required human
intervention.
Motiian et al. attempted to replace the high-cost motion capture systems often used for
gait analysis with a Kinect sensor and camera [70]. The primary goal of the work was to
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determine the start and end point of each stride, using vision. They validated their system
against data from a sensor mat over which subjects walked and human annotation. By using
various template matching techniques, training templates to annotated data, they were able
to show high agreement with the mat and human annotators. It is an interesting example of
trying to use low-cost hardware, but also highlights the ways in which gait can be analyzed,
which would not translate well to UEx.
Why Haven’t Academic Techniques Translated to the Clinic? While the work
outlined above and many more projects have made good strides in building systems for UEx
diagnostics and tracking, there are some hurdles which remain. One of the largest is how
to determine the start and end points of motions. Many studies have a human mark and
annotate data sequences, then allow a computer to process the annotated regions. Machine
learning solutions to detect actions should be able to improve the situation. There is also a
huge question of how to keep data in a time series format during processing to fully extract its
value. There is also a problem of clinical ease of use and relevance. For a tool to be adopted
in the clinic and reach its full potential, it must require the absolute minimum amount of
human input and intervention and it must yield values that have meaning to clinicians.
Many of the existing clinical tests yield aggregate scores, which are often categorical with
speciﬁc implications and treatments attached to each category. Any tool that we build
will also have to be clear in its outputs and clear as to what the implications of those
outputs are, in addition to giving more detailed information. Finally, modern pose tracking
algorithms remain non-ideal for this task space. Most pose tracking is done on individual
frames, ignoring the wealth of information implicit in the constraints of sequential frames.
These algorithms only produce static poses in time. To understand upper extremity function,
motion is critical. This requires taking derivatives of the position, which magniﬁes noise.
This remains a challenging problem.
A ﬁrst contribution to tackling some of these challenges is to lower the barrier to entry
by providing data to the community with a small example pipeline for assessment to allow
others to build systems.
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CHAPTER 4: DESIGN OF FLO1

In this chapter, I present the Flo robotic system, a social robot augmented telepresence
(SRAT) system designed for deployment in the community. We designed Flo, targeted
towards pediatric patients with cerebral palsy and brachial plexus injuries using results
from prior usability studies. The system combines traditional telepresence and computer
vision with a humanoid, who can play games with patients and guide them in a present and
engaging way under the supervision of a remote clinician. We surveyed 13 rehabilitation
clinicians in a virtual usability test to evaluate the system. The system is more portable,
extensible, and cheaper than our prior iteration, with an expressive humanoid. The virtual
usability testing shows that clinicians believe Flo could be deployed in rural and elder care
facilities and is more capable of remote stretching, strength building, and motor assessments
than traditional video only telepresence. Although Flo was originally decided to work with
pediatric subjects (and named “Lil’Flo” to suit that population), we have tested it with
adults and found it capable with that population as well. Flo represents a novel approach
to delivering rehabilitation care in the community while maintaining the clinician-patient
connection.

4.1

Introduction

The ﬁrst version of the social robot system was comprised of two individual pieces of
hardware: the VGo base and the NAO humanoid (ﬁg. 4.1). The systems did not interface
with each other and were controlled through separate software, which made setup of the
robot and system operation diﬃcult, even for the researchers familiar with it. For further
experimentation with design, we wanted a more modular system than what the NAO and
1

This chapter is derived from The Design of Lil’Flo, a Socially Assistive Robot for Upper Extremity Motor
Assessment and Rehabilitation in the Community Via Telepresence published in the Journal of Rehabilitation
and Assisstive Technologies Engineering (RATE).
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Figure 4.1: On the left, the ﬁrst version of the social robot on a telepresence system, composed
of a Nao robot attached to a VGo telepresence robot. In the middle, the second version of the
system, constructed using smart servos, a custom frame, and a custom exoskeleton. On the right,
the same system, without the humanoid.

VGo oﬀered. We found that although the NAO is highly programmable and easy to use,
it is hard to modify, and when it breaks, hard to maintain. A computer and cameras are
permanently built into the NAO and are unable to be upgraded. The VGo is user-friendly
in its default conﬁguration but oﬀers no programmatic interface to extend its capabilities
and adding additional hardware is nontrivial [111]. We found from testing that the NAO
platform lacked suﬃcient sensors to perceive patient interaction and again its cameras are
not upgradeable. The NAO has a static face with eyes that can change color; the pan tilt of
the head can help convey emotion but are not on their own suﬃcient to convey emotion [9].
But we felt that further facial expressiveness was needed.
The sizing of the system also proved to be diﬃcult, as it is too tall for most pediatric
encounters but has a small humanoid for adult encounters. Because of how the structure of
the two robots ﬁt together, the NAO’s center of gravity sat in front of the VGo’s center.
To counteract this imbalance, an extra weight was added on the back of the VGo, which
signiﬁcantly increased the mass of the system and raised its center of mass, making the
system less stable. We used the torso-only version of the NAO, which is no longer sold,
and faced challenges with the robot overheating during use. Although newer models have
improved on the overheating problem, multiple fellow researchers and collaborators have
reported that it can still be a challenge. The NAO/VGo combination was also costly: The
current full body NAO is cheaper than when the original prototype was built, but still costs
$9,000 USD pre-tax. The VGo robot costs $4,000 USD or $6,000 USD with Verizon 4G LTE
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with a dock. There is an optional service contract which is around $400 USD depending on
the term of the contract. Additional modiﬁcations would then be needed to add suﬃcient
cameras and compute power, adding further cost. This type of integration requires signiﬁcant
engineering eﬀort and requires compromises [111] which we did not believe were logical to
undertake. The cost of components is not necessarily important for research, but by proving
that low-cost components can be eﬀectively used, an argument can be made that a larger
impact can be achieved post technology translation.
The primary takeaways from initial demonstrations and surveys with the ﬁrst version of
the social robot were that clinicians viewed the robot as a social entity, although they did
not ﬁnd it to be as helpful as we had hoped given its lack of modularity, diﬃculty in setup,
and high-cost [50].
The aim was therefore to create a new system which explored two critical components, the
telepresence system to communicate with the patient and a much more advanced perception
system which could gather data to enable future work to understand the patient’s function.
Unlike systems reviewed in the literature above, this system has been the ﬁrst to enable
comparison of classical telepresence-based assessment and the use of a social robot as a
mediator in telepresence. The ideas of social robots and telepresence are not new, nor is the
study of remote versus physically present agents. The innovation of this project is to use a
social robot as a third agent, physically present with the patient, to mediate telepresence.
Many other systems attempt to replace the therapist, for a period, with the social robot.
Our goal has been to extend the reach of the clinician and improve their ability to remotely
interact with their patients and accurately track their rehabilitation progress. The goal of
these types of more frequent interactions is to help motivate patients and drive compliance in
doing their activities at home as well as providing updated instructions from their therapists
on improving their rehabilitation.

4.2

Design Requirements for Flo

In developing the new prototype, we decided to rethink some of the prior design assumptions.
The primary design requirements became that the robot be low-cost, ﬂexible, and adaptable
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to testing, expressive, programmable, and sized for pediatric as well as adult patients. The
ultimate goal was to develop two sister platforms: one for adult populations (Big’Flo) and
one for pediatric populations (Lil’Flo). The pediatric system is the focus of this chapter,
although this system has been proven to be usable with adults as well and so will be referred
to simply as “Flo”.

4.2.1

Interaction to Support Motor Function

During motor rehabilitation interactions, there are three primary categories of desired
motions: motions that exhibit the range of motion of the patient, motions that allow
observation of the kinematics of the subjects’ movement (what does the position vs. time
proﬁle of motions look like), and bi-manual motions. It is important that the patient
understand what they are being asked to do so that they can attempt the activities. Because
diﬀerent patients will be at diﬀerent levels of function, the pacing of activities must be
adjustable to the patient on the ﬂy. Ideally, the diﬃculty of activities should also be
adjustable.
For upper extremity rehabilitation and demonstrating movements with a humanoid
robot, it is important that the humanoid has arms. At a minimum, the arms need to
be able to perform shoulder ﬂexion, shoulder extension, shoulder adduction/abduction,
shoulder internal/external rotation, and elbow ﬂexion/extension, these are the primary
motion planes aﬀected by, for example, brachial plexus injuries. For cerebral palsy and
stroke, wrist supination and even hand manipulation are relevant as well, but our clinical
partners have told us that useful testing can be done without them. There is no need to
exceed the maximum range of motion of normal humans. It is not even necessary to match
the maximum theoretical range of motion. The robot’s arms should be able to demonstrate
actions which are relevant to rehab. Vasen et al. provides limits for range of motion when
doing activities of daily living, which can serve as a guide for range of motion [116]. If
one imagines motions which may be useful during a therapy session, touching the opposite
shoulder, touching the top of the head, touching the moth, then based on arm length, range
of motion limits can be conceived. However, it is not necessary to reach all possible tasks. It
is acceptable to have a system which reduces pinch points and fully encloses electronics and
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as a result sacriﬁces some range of motion. Through testing with a system which has limited
range of motion, speciﬁc areas for improvement can be identiﬁed.
With this platform, we plan for all interactions to be seated, which means the humanoid
should appear to be seated as well. Although there are some exercises that can be done with
the legs while seated, the focus of this work is upper extremity motion, and so legs are not
critical.

4.2.2

Interaction to Increase Engagement

The literature supports the idea that social robots improve engagement and elicit social
interactions that keep both pediatric and geriatric patients engaged [27, 63, 76, 91, 121]. In
rehabilitation, motivation is linked to motor function improvement, thus we believe that
the use of robots with the ability to interact will be beneﬁcial for patient outcomes. To
be motivational and build meaningful interactions with subjects, the robot should appear
friendly. The humanoid portion is designed to interact with patients socially, and an important
component of social communication is facial expression. The design of a face can aﬀect
the perceived trustworthiness, likability, and friendliness of a robot [53]. Speech is also a
necessary component for social robot communication.

4.2.3

Robot as a Peer

The goal for the robot is for the humanoid to interact with the patient as a peer. They
robot should not act as a doctor, therapist, or nurse, but as a friend who is playing games
and doing activities. To have mass appeal, the robot should be somewhat ambiguous in its
identity: for the system to be approachable to a wide variety of patients, it should not be
strongly male or female nor be strongly of one race nor creed. To avoid the uncanny valley,
the robot should not be overly human.
Ensuring that the robot is interesting, intelligent, sociable, able to communicate, and
helpful are important. It is important to highlight that none of this needs to be authentic,
the interactions can be a show, if they are convincing.
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4.2.4

Portability

In the new system, we aimed to reduce the weight of the system and lower the center
of mass. To allow the system to be tested and used in diﬀerent locations, it needs to be
portable without too much diﬃculty, i.e., liftable by a single person. Within the space in
which it is deployed, the system should be mobile under its own power. This allows the
remote operator to move the robot without assistance, which is important to the feasibility
of telepresence to expand access to care. Mobility also improves the sense of presence for the
remote operator [80].

4.2.5

Easy Setup

We received feedback from clinicians that such a robotic system needs to be easy to set up.
Although this prototype is not envisioned for unsupervised clinical deployment, ease of setup
helps prevent errors by reducing the cognitive load on the operators.

4.2.6

Patient Safety

Because the robot is designed to work in medical care situations, it must be easy to clean.
Cleanliness has proven to be the number one requirement to prove to be welcomed into
clinical settings with the robot.
It is also important that mechanical and components are enclosed, which helps with
cleanliness and pinch points are minimized. Subject should not be able to be injured from
working with the robot. If contact occurs between a patient and the robot, the robot
should either have low enough energy that it cannot hurt the patient or should have safety
mechanisms to prevent injury.

4.2.7

Modularity

It is important that the mechanical design is modular at multiple scales. At the individual
system level, the humanoid needs to have a head, face, and arms that can be modiﬁed and
replaced. For the beneﬁt of research, this modularity allows the system to be used as a
platform for developing and testing a variety of designs. For example, being able to add
extra degrees of freedom to arms, add lighting to the chest, or change the style of face is
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useful. Modularity is also useful for repairability and upgradeability. At the platform level,
to test the eﬃcacy of diﬀerent systems, namely the humanoid, it is important that it can be
removed.

4.2.8

Remote Operation

To deploy a mobile platform like the one proposed here in a clinical setting, many of tricks
used for robot network control cannot be counted on. Setting up private networks with
enough range to cover a clinical site over which a robot and its operator will be positioned
is not possible. Therefore, it is necessary for an SRAT system to use a web technology-based
system for controlling the robot which enables it to communicated over the internet, using
secure methods, to leverage existing network infrastructure.
For Flo’s intended uses, one hour of runtime is required at a minimum, to allow the
system to run for the length of a study. For true clinical deployment, a much longer run
time would be desired. To allow multiple back-to-back trials, either a longer runtime is
needed or the ability to interchange batteries. It is not necessary for the robot motors to be
particularly powerful, as the system does not walk or lift anything other than its own arms,
relying instead on social interactions to drive rehabilitation goals. It is important that they
be sized large enough that they do not overheat when moving the arms.

4.2.9

Programmable by Clinicians

Most interactions with this prototype were programmed and managed by researchers, but
both for their beneﬁt and as a proof of concept for clinician-controlled operations, it is
important that both programming and operation be as simple and user-friendly as possible.
From this, direct constraints were developed for both programming and operation: all
operations should be done through a single interface, and interactions should be able to be
developed through a graphical interface. Similarly, it is important that the underlying code
is easy to understand and leverages existing frameworks to enable future development. The
end user should not need to be aware of, competent with, or think about the underlying
code during operation.
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It is important that users, whether clinicians or researchers, do not need to install any
non-standard software. Many robotics systems use Linux-based software. However, Linux is
not well-received in healthcare facilities. For general adoption of the system, the technology
must be as easy as possible for clinicians to learn to use and require minimal IT overhead.

4.2.10

Provide Assessment Information

An important component of ongoing rehabilitation is continuous assessment. Assessment
allows clinicians to update the rehabilitation regimen, help give ongoing instruction, and
motivate patients. We believe that one of the key use cases for telepresence systems with social
robots will be intermittent assessments, while patients complete most of their rehabilitation
at home. Doing assessments remotely is possible. The Shriners Hospital Upper Extremity
Evaluation (SHUEE) [22] and Assisting Hands Assessment (AHA) [57] are two examples of
assessments that are done using recorded video. Although recorded video can be used to
perform assessments, they are time-consuming and must be graded by multiple clinicians to
make assessments objective. Clinicians whom we have talked to describe having to watch
videos multiple times to accurately assess the patient. At the same time, many assessments
fail to be objective or gain a sense of objectivity by signiﬁcantly reducing the dimensionality
of the test. An overview of clinically relevant assessments of upper extremity function are
provided by Gilmore et al. [36] and Wagner et al. [118]. It is important that the system we
are building provides the infrastructure for exploring remote objective assessment and that
the interactions which we design elicit actions that are valuable for assessment.

4.2.11

Improve Quality of Interactions for Patients

It is important that system design is done with the goal of improving the quality of
interactions for patients. Improving outcomes is important, but so is focusing on how the
patient feels during interactions. This is implicit in the prior design requirements. Within the
goals of increasing motivation and engagement with SARs is a natural goal that patients will
enjoy the interactions more. The added goal of Flo, beyond prior SARs for upper extremity
motor rehab, is to give patients access to both the robot and clinician without needing
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Figure 4.2: The second generation socially assistive robot with telepresence, Flo, constructed
using smart servos, a custom frame, and a custom exoskeleton. On the right, the same system,
without the humanoid. The base is built on a commercially available Kobuki robot which provides
diﬀerential drive-based mobility. Three sections of a custom riser are attached to the Kobuki,
housing a battery, computer, speakers, cameras, and a screen. The humanoid has four degrees of
freedom per arm. There are two RealSense D415 RGB+D cameras and a ﬁsheye camera. The
system weights approximately 10kg and is approximately 132 cm ﬂoor to top.

to travel as far as they might otherwise. The trifecta of goals: better outcomes, enjoyable
interactions, easier access will enable a system which is patient focused.

4.3

The Prototype of Flo

Figure 4.2 shows the current generation of the robot with and without the humanoid. Since
Flo is designed to be relevant for upper extremity rehabilitation, it is designed with an
anthropomorphic form to allow the system to demonstrate human motion naturally. Because
we are targeting pediatric patients, it has proportions similar to those of a child through its
arms and torso, with a simple head, reminiscent of a toy, giving emphasis to its face. The
robot supports shoulder ﬂexion/extension, shoulder adduction/abduction, internal/external
rotation, and elbow ﬂexion/extension. It is built using motors from an XYZ Robotics Bolide
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Figure 4.3: Early concept sketches for the robot showing a spaceman like concept, a toy/doll
concept, and an anime like concept. Sketches by Carla Diana.

robot. The shell around the motors is designed to make the robot more aesthetically pleasing
and structurally sound. The robot is designed to be mounted onto a mobile base on which it
will appear seated.
The ﬁrst step in designing the robot was to develop sketches of what the system might
look like. Sketches fell into the categories of spaceman, toy/doll, and anime (ﬁg. 4.3). As
we continued to reﬁne our ideas, the three major design themes evolved into a spaceman,
animal, and child theme (ﬁg. 4.4). We worked to simplify these ideas, developing primarily
with the spaceman theme.
We felt that making a generic concept which still had a geometrically interesting form
would appeal to the greatest number of people. The color scheme is primarily white and
black (ﬁg. 4.5), providing good contrast along the arms to easily see the components and
diﬀerentiate body parts. The goal of the neutral color scheme is to give the system a neutral
sentiment and allow the face and motions to drive the emotional state, as well as to prevent
the robot from seeming to be from any human group.

4.3.1

Body and Arms

Flo uses motors, a control board, and the chest of the XYZ Robotics Bolide robot, a
commercially available, aﬀordable, edutainment robotics platform (ﬁg. 4.5). The Bolide’s
motors are serially controlled and can provide digital feedback. However, the Bolide is not
appropriate for upper extremity rehab in its native form, lacking appropriate placement
of degrees of freedom and having an exposed skeleton. To rectify this, we have developed
a custom exoskeleton for Flo, which has a visually pleasing exterior, and is designed to
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Figure 4.4: More reﬁned sketches showing an animal, spaceman, and child theme. Sketches by
Carla Diana.

Figure 4.5: A close up shot of the Flo humanoid robot. The color scheme uses white arms with
black joints and a black chest. The head is white, with a dark screen backed by blue LED lights
in a matrix.
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41.86 cm

Figure 4.6: The computer aided design of the humanoid with a cutaway to show the internals
of the arms and torso, allowing the orientation of the motors to be seen, and head, allowing the
internals of the head, including the display screens to be seen. The same motors, four per arm,
are used throughout the design. Wires are not shown. Fasteners are hidden in the cut-out region.
Dimension between elbow centers is shown to provide scale.
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minimize weight and assembly steps, allowing easy maintenance and experimentation on the
robot’s form (ﬁg. 4.6). The shells have internal structures which give them rigidity while
remaining lightweight. The design leverages the rigidity of the motor casings where possible.
The motors are placed as high up the kinematic chain as possible, one in the chest, two
in the upper arm, and one in the forearm. This lowers the static and dynamic load on the
motors, allowing them to better track commanded trajectories. The motors are fully encased
and pinch points are minimized. The hard exterior makes it possible to wipe down the robot,
but it is not sealed to ﬂuids or dust.
To produce a test ready system, the parts were 3D printed in an ABS like material using
fused deposition modeling. The parts were sanded, ﬁlled with high build primer, and painted
with multiple coats of semi-gloss paint. We felt it important that the parts look production
grade to prevent low quality fabrication from being a confounding variable in testing.
The system of motors is controlled by custom software, exposing it to the robot operating
system (ROS). The interface works over a serial connection to a microcontroller which
performs the real time operations to interpolate the motors over motions. The microcontroller
communicates with the motors via a second serial connection. This allows the arm’s movement
to be captured, visualized, and controlled in ROS.
The Bolide system provides better than hobby grade servos which are digitally controlled
with integrated low-level controllers and can provide feedback to the higher-level system.
These motors were selected because they are cheap, serially controllable servos that can
generate enough torque for our system (stall torque of 25 kg-cm), suﬃcient to wave the arms
around.

4.3.2

Head and Face

Our second physical prototype for the head can be seen in ﬁg. 4.7. The prototype highlighted
the importance of having a screen on the face which shows only the eyes and mouth while
hiding the internal mechanics and gave direction to the correct proportions for the head.
During prototyping, an informal straw poll between a head with and without ears showed
that the ears were preferred, as they gave a sense that the robot could hear.
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Figure 4.7: The second physical prototype of the head for the robot. The head is too wide for
the body and the clear screen exposes all the internal components.

The current head is broken into three major components, a front shell with a translucent
urethane panel, the back, and an inner skeleton which holds the LED matrices (ﬁg. 4.6).
The front and back sections connect with a seam that follows along the back of the ears and
above the top of the head, making a clean line which could be interpreted as a hairline. The
head is 3D printed out of white ABS like material and sanded.
Because the face is often the center of attention for human-human interactions, we want
the ﬂexibility to alter the facial expression on the ﬂy. Initially, LCD screens were explored
to create the face, but it was challenging to get the geometry of the head and face to work
with a single large screen while being aﬀordable and having a bright screen. LED matrices
solved these challenges. The primary compromises with using LED matrices are that they
are single color and have low resolution. The other option for making a digital face is to use
a projection-based system, as Quori uses [119]. The projection system can handle complex
geometries and provide good brightness. However, ﬁtting a projector and reﬂector in a small
platform is challenging and costly.
We ultimately designed a head with a dark translucent face and variable brightness LED
dot matrices (Adafruit 959 and 2039) behind the surface (ﬁg. 4.5). Three LED dot matrices,
one for each eye and one for the mouth, are controlled from a Teensy microcontroller which
provides power to the matrices and communicates with them over serial. The microcontroller
then communicates with the remainder of the system and receives power via a USB connection.
A mouth and eyes were incorporated based on previous results showing that robot face
designs with both a mouth with eyes improve a wide variety of important perceptual metrics
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(likability, trustworthiness, intelligence, friendliness) when compared to eyes alone [53]. On
the scale presented by Kalegina et al., the face for Flo has vertical eye placement up the
face, distance between the eyes moderately wide apart, and medium sized eyes [53]. Due
to the nature of the LED matrices, the eyes are pixilated, but also blurred. The face is of
moderate to low detail, approximately an 8 on the detail scale used by Kalegina et al. The
LED matrices allow us to alter the expressions of the robot while keeping the face simple
from an aesthetic and maintenance perspective.
To achieve the dark face, a translucent black urethane screen is molded into a thermoplastic 3D printed shell of the head. Molding is used rather than other techniques to allow
the screen to have a geometrically interesting shape, with a curved forehead, and to allow
the piece to seamlessly exist within the rest of the head.
By using a dark face, we provide good contrast to the head with clean lines, highlighting
the face as a point of attention. The dark face also allows us to hide the internal structure
of the head while allowing good transmission of light from the internal LEDs, leading to
good facial feature visibility.
Finally, a series of patterns for the LED matrices had to be designed. Eye and mouth
proposals were developed, taking inspiration from emoticons and general facial expressions.
These were distilled down to mouth/eye combinations which we felt would be most relevant
to our use cases. Some of the eye sets are directional (i.e., able to look left, right, up left,
down, center, etc.), others only have a single direction.

4.3.3

Base

The base of the robot is built with an oﬀ-the-shelf Kobuki mobile robot platform with a
custom set of risers to hold the computer, humanoid, cameras, and screen. The Kobuki
was selected because it is aﬀordable and integrates well with the Robot Operating System
(ROS). It also provides mounting points to build custom systems oﬀ. The structure of the
remainder of the frame is constructed of medium density ﬁberboard (MDF), which was laser
cut, glued, ﬁlled, smoothed, and painted. The paint uses a primarily gray color in satin with
blue accents. There are three distinct areas of the base: The ﬁrst section is the bottom, which
attaches to the Kobuki, houses the computer, a USB switch, a battery, and excess wiring.
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The bottom area also has mounting holes that were used to explore camera placement. The
middle area mounts permanently to the base and holds the humanoid. The humanoid hangs
from this section, held by gravity and friction, allowing it to be easily removed. The middle
area also houses the screen with one of the cameras. The screen is held within a custom 3D
printed casing that also provides a mount for a camera. The top section is mounted to the
middle section using screws. This was added to the design based on feedback from clinical
partners to allow a better ﬁeld of view for cameras by getting them higher up. The top
section holds two cameras as well as a mini-shotgun microphone.
The base height was selected after some trial and error to make a stable system. The
middle of the face of the robot is around 72 centimeters oﬀ the ground, the middle of
the screen is about 90 centimeters oﬀ the ground, and the top of the robot is about 132
centimeters oﬀ the ground. For interacting with people who are sitting, this produces a
system which is low to the ground, but higher than a Nao robot on the ground which has
been used in multiple other SAR focused rehabilitation studies. When sitting, we have found
these heights to be on the short side of comfortable for an adult. We did not want the
humanoid to tower over a subject and because the system is designed for children, being on
the shorter side may be an advantage.

4.3.4

System Architecture

The entire system runs on an Intel NUC with a solid-state drive and 16 gigabytes of RAM.
Connected to the NUC are a pair of Intel RealSense D415 cameras and a USB 3.0 powered
hub (ﬁg. 4.8). The hub is connected to a 180-degree ﬁsheye camera by ELP, a small speaker
which uses USB for both power and input, a touchscreen panel, the robot’s face, the robot’s
body, and the Kobuki base. The NUC is also connected by HDMI to the touchscreen panel.
The screen is a 7-inch 800×480-pixel TFT screen with a resistive touch overlay. The screen
is driven by a driver chip, which provides HDMI and USB interfaces. The NUC has a dual
microphone array built into its front panel, which is exposed through the robot base.
Audio is captured by a mini shotgun microphone mounted onto the robot’s mast. Audio
for Flo’s voice and the remote operator are provided through a speaker which rests on
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Figure 4.8: The system’s primary components. The NUC has two USB 3 ports on its back
panel as well as a Thunderbolt/USB 3 type-c connector, a HDMI port, and a power port. The
RealSense cameras are each connected to an independent USB port to guarantee that they have
suﬃcient available bandwidth. A powered USB hub is connected to the type-c port. The USB
hub, NUC, and motors within the humanoid are all powered by a MAXOAK 185 Wh/50000
mAh battery. The screen uses a USB connection for both power and to provide touch input to
the computer. The Kobuki base is only connected via USB. It maintains an independent power
system. The microphone and speaker connect via a splitter cable to the same TRRS audio port.
The face and ﬁsheye camera use USB for both power and data.
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the base. Additional unused speakers are mounted on the sides of the mast behind the
humanoid’s head. The remote operator is shown on the TFT display.
Cameras
Video is captured by two Intel RealSense cameras and a ﬁsh-eyed camera. The Intel RealSense
D415 cameras are used because they give reasonably good depth results, when compared
to similar cameras, but do most of the processing on board. They are low-cost, low-power
consumption, lightweight, compact, and have a minimum z-range less than 0.3 m. Because
the RealSense cameras use true stereo, they can tolerate uses in environments with multiple
other cameras and with strong infrared light, such as near windows, which is not possible
with structured light cameras such as the now discontinued Kinect v1. The D415 places
all its imagers on a single rigid plane, allowing them to stay calibrated to each other. The
sensors use a rolling shutter (frame time: 31.966ms), which for low-speed human tracking
is suﬃcient. For the fastest possible wrist motion (50 cm/s [112]) the rolling shutter could
lead to an 8mm error, which is less than the error of the depth sensor. This level of error
is an upper bound. As shown in ﬁg. 4.11, for most motion classes, only a portion of the
image rows are traversed by a joint, limiting the eﬀect of the rolling shutter. Because of
the narrow ﬁeld of view for each sensor, they have a small angle between each pixel, giving
ﬁne resolution, which is useful for pose tracking. They also use RGB+IR sensors for their
depth stereo pair, allowing them to ﬁnd features more easily in color rich environments. The
D415 is also relatively easy to integrate with oﬃcial support for all major operating systems
(unlike the Kinect v2, which is designed speciﬁcally to operate with Windows) and a low
weight of 68.4 grams (Kinect v2: 1,400 grams, Azure Kinect: 440 grams).
A challenge of building the system was getting cameras placed in such a way that they
could see the subject at a variety of distances. To tolerate both full range of motion activities
and activities touching the robot, across a range of ages, the ﬁeld of view needed to be
broader than what one camera could provide. We initially placed one camera above the
screen and one lower on the base to serve the two diﬀerent ﬁelds of view. However, looking
at people’s hands from below was awkward for analysis and even more awkward for people
interacting with the robot (ﬁg. 4.9, ﬁrst image). We explored placing two cameras above the
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Figure 4.9: Four diﬀerent conﬁgurations for the cameras. The gray areas show the ﬁeld of
view. In all conﬁgurations, two Intel RealSense D415 RGB+D cameras are included. In the
bottom two conﬁgurations, an ELP 180-degree ﬁsheye camera is also shown. The depth cameras
have a red area shown, which shows an area where depth cannot be recovered. There are two
sizes of example subjects shown, an approximate small six-year-old and an approximate large
eleven-year-old [31].
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screen, but that did not give good coverage of the space where people would be touching
the robot, both near their hands and head (ﬁg. 4.9, second image). During a demonstration,
our clinical partners suggested that we needed a larger ﬁeld of view than we might expect
to accommodate the mobility of children, even when seated. They recommended we move
at least one camera higher up or behind the robot. To accommodate this, we designed an
additional mast for the base which screws on. The mast adds 29 centimeters of camera
height from the top of the screen. At the same time, testing with the RealSense cameras had
shown them to be good for interactions with a single person, but did not provide suﬃcient
situational awareness for driving or when additional people to the side of the robot tried to
interact. So, we added a ﬁsheye webcam quality camera from ELP. We examined placing all
cameras at the top of the mast, which allows for easy image stitching, but does not provide
an expanding ﬁeld of view at distance, nor does a good job of covering the head area for
tall subjects close to the robot (Figure 4.9, third image). We settled on placing the ﬁsheye
camera at the top of the mast with one RealSense camera and the other RealSense above
the screen (Figure 4.9, fourth image). This conﬁguration gives good coverage of the arms
and hands for interactions close to the robot from the RealSense on the mast, good coverage
of subjects at distance for full arm range of motion activities, with the ability to back up to
scale the ﬁeld of view to the subject, and good general visibility through the ﬁsheye camera.
The downside of this conﬁguration is that there is a blind spot between interactions which
are near and far away, and the images would be challenging to stitch together, so must
either be treated separately or brought together as point clouds. Because of this, we chose
not to synchronize the cameras, which is a feature available in the D415. Synchronizing the
cameras can place more load on the processor and USB bus but is desirable if images are
being stitched together.

4.3.5

Software

Figure 4.10 describes the software stack. The entire software stack is built to interface with
the Robot Operating System (ROS) [78]. ROS was selected because it has become the de
facto standard for robot integration. By using ROS, the development of the system can take
advantage of a signiﬁcant amount of work which has been done by others and help contribute
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Figure 4.10: The nodes and their connectivity running on the robot. The entire stack is
extremely complex, with many messages passing between nodes, so here we are showing a
simpliﬁed “logical connection map”, omitting the connections to the recording system, which
records from nearly every node, and hiding the intermediate servers along connections between
the robot and operator’s interface.

components to the community. ROS also provides an opinionated and easy to use system
for integrating complex systems. The software stack which we have developed is separated
into a series of diﬀerent components. This infrastructure also makes it easy to operate in a
simulation mode for development and testing. The robot currently runs on Ubuntu 16 with
ROS Kinetic and the development machines on Ubuntu 18 with ROS Melodic.
Our system primarily uses a plays and scripts style of operating under traded control [38],
allowing the operator to easily manage the complexity of the system. This comes with
somewhat limited control from the operator, which is mitigated through options to control
the system more directly as explained below. Although we have seen a lot of progress
towards it, autonomy remains out of reach for reliable human robot interaction, so using
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human-in-the-loop systems can allow complex applications like ours to be feasible [38]. The
clinician can provide perception and reasoning that a robot cannot yet provide.
The face is controlled by a pair of ROS nodes, one for handling the serial interface with
the Teensy microcontroller mounted in the head and one for handling the face state and
commands. The control node exposes a series of services which allow the face, brightness,
and eye direction to be set, as well the available faces to be requested. When there is a
change made to the active face, the control node publishes the new state. The available faces
and eyes are stored in a JSON ﬁle. When the system is in a simulation mode, the control
node runs alone.
There is a single node to interface with the humanoid. It communicates over serial,
with the microcontroller located within the humanoid, based on the XYZ robotics software.
Individual poses are loaded from the computer onto the microcontroller to build a dictionary
of available poses, and then sequences are loaded as matched pairs of pose IDs and times.
The ROS node exposes an action server which receives a series of joint targets which deﬁne
either a single pose to move to or a series of poses to move through. Sequences of poses are
interpreted to create linear motion in joint space between successive targets on each joint.
So, if the left arm is commanded to a position at 1 seconds and 5 seconds and the right arm
is commanded to a position at 2, 3, and 5 seconds, the left arm will interpolate from its
position at start to the ﬁrst position at 1 second and from there to the second position at 5
seconds, ignoring the joints on the right arm, which will be interpolating independently. By
using repeated targets, this gives complete ﬂexibility of motion. For example, if the left arm
and right arm should move together to 1 seconds, the right arm should move to another
pose by 3 seconds while the left arm stays still, and then both arms should move together to
poses at 5 seconds, then right arm would be given targets for its ﬁrst pose at time 1 seconds,
second pose at 3 seconds, and third pose at 5 seconds while the left arm would be told to
go to its ﬁrst pose at 1 seconds, its ﬁrst pose again at 3 seconds, and its second pose at 5
seconds.
There are a series of software checks which ensure that the commands are delivered
successfully to the microcontroller. Once the sequence is successfully sent, the action server
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provides feedback to the calling system on motion progress. In addition, the robot provides
frequent status updates to the controller on the current position of the arms, which the
control node publishes. These messages are used to maintain the state of the robot and to
allow the poses to be saved.
There is a core package which handles launching the entire system, maintaining a database
for the robot, and running games on the robot. The database stores poses, sequences of
poses, utterances (things the robot can say), and game buckets in an SQLite architecture.
JSON is used to expand the standard SQLite data types to handle arrays of various types.
The poses are stored with an id, description, and joint name / angle pairs. The poses are side
agnostic and can be selected for either side by consuming applications. The pose sequences
are stored with an id, description, sequence of times, targeted arms, and pose ids (references
to the poses table). Access to the database is exposed through a series of services which
perform error checking on row creations and modiﬁcations. The database can be searched or
directly indexed, and modiﬁcations can be made through direct index.
Image and Audio Capture
Data is read from the RealSense cameras using the ROS RealSense package, which generates
output seen in ﬁg. 4.11. We use the D415’s onboard vision processor to generate depth data
and only publish the depth and color feeds. This saves bandwidth and processing power.
The depth feeds run at 1280×720 pixels, which is the value recommended for pose extraction
by Intel. The color feeds also run at their maximum 1920×1080. All feeds run at 30 frames
per second. We do not align the depth to the color or generate point clouds at the time of
capture, to minimize processing. These steps are completed as part of a post processing
pipeline.
The ﬁsheye camera video is captured using the video stream cv package, which was
the only available package for webcam/usbcam capture that did not require signiﬁcant
modiﬁcation to other software running on the computer and which can run at the full 30
frames per second. The ﬁsheye camera runs at 640×480 pixels and 15 frames per second. It
can run at up to 1280×1024, but the quality of the imaging optics is not suﬃcient to justify
the compute and storage costs of running at that higher image size.
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Figure 4.11: Example output from the RealSense D415. On the ﬁrst row, the upper camera
looking down on a hand touching the robot’s hand. On the bottom a person touching their head,
captured by the lower RealSense. On the left are visualizations of the depth data and on the
right the color images. The demonstration subject is a member of the research team.

There is an image processing node for each RealSense color video feed which down
samples and republishes the feed at a lower resolution, 640×360 pixels. The RealSense
cameras are also throttled to 15fps in the down sampling pipeline. This allows the feeds to
be sent to the web interface at a lower resolution, saving encoding processing and bandwidth.
The full resolution and frame rate feeds are saved in bag ﬁles for future processing.
There is a node that runs to capture audio. This node simply captures audio from the
microphone and publishes it within the system.
Speech Synthesis
There is also a speech synthesizing node. The robot’s voice is synthesized using Amazon
Polly through the Amazon Web Service (AWS) Robotics TTS-ROS package. Other methods
of synthesizing voice were considered as well, including solutions from Microsoft Azure,
Google Cloud Platform, Nuance, Voicery, and Acapela. We chose the AWS solution because
it is low cost, with zero startup costs, ﬂexible, produces high quality utterances, has a rich
API, and had the extra ease of a preexisting ROS integration.
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Settling on using the AWS Polly system, we chose the Salli voice. Initially we used the
Ivy voice, but with time, found it to be overly childlike, annoying, and diﬃcult to understand
for some team members. The Salli voice is warm and soothing, easy to understand, and
weakly aged. To allow the system to perform in challenging network situations, we modiﬁed
the AWS ROS TTS node to incorporate caching, caching audio ﬁles to the disk with a
separate SQLite database to maintain references.
Robot Exercise Games
There are currently two exercise game types implemented, a Simon Says game type and a
target touch game.
In the Simon says game, the robot ﬁrst provides instructions for the activity:
In Simon says, I will tell you something to do and show you how to do it,
mirrored. If I say Simon says, you should do it with me. If I do not say Simon
says, you should not do the action. Watch out, I may try to trick you. After
every movement, return to a ready position.
The robot then gives a command and demonstrates a task (mirrored) for the subject to
do. If the robot preﬁxes the command with “Simon says”, the subject has to repeat the
demonstrated task, otherwise the subject has to remain in the neutral position. After each
action, the subject returns to a neutral position in readiness for the next command. The game
runner system allows the operator to repeat tasks via the robot, have the robot congratulate
the patient, and/or have the robot encourage the patient to do a better job and repeat the
task. The tasks given to the subject are randomized from a bucket of tasks which are designed
to test the range of motion of the elbow and shoulder. Some tasks are naturally bimanual,
such as clapping. Others are unimanual and are randomly combined to create bi-manual
tasks, such as reaching to the side with the left arm and touching the left shoulder with the
right hand. The use of composed bi-manual tasks makes the activities more interesting and
makes each repetition of the game unique, preventing memorization. The complete menu of
motions in the default Simon says game bucket can be seen in table C.1. The Simon says
activity primarily measures range of motion and reachable workspace, speciﬁcally in the
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context of motions which are relevant to activities of daily living. The bi-manual component
also adds some cognitive challenge.
For the target touch game, the robot has two colored dots on each hand, one which can
be seen when the robot’s hand is down and one when it is up. To begin the activity, the
robot ﬁrst provides instructions for the activity:
In the target touch activity, I will tell you to touch the dots on my hands [board
for CT and FTF]. I will tell you which hand to use and which color dot to touch,
then tell you to go. No tricks here, just good work!! Let’s start in a ready position,
return to this position after every touch.
For each set of points, the robot shows two dots to the subject (one on each of the robot’s
hands) and delivers instructions for a sequence of between one and four touches, randomly
selecting which subject hand/dot sequence to use and how long the sequence should be. The
robot then tells the subject to go. This is continued, with the arms moving and new sets
of point/hand sequences being randomly generated, until the lower dots are touched three
times each, using the patient’s arm of the same side, and the upper dots have been touched
three times each for each of the patient’s hands, for a total default of eighteen touches. The
series length and total number of touches can be adjusted at runtime. Each sequence uses no
more than one dot from the left side of the touch space and one from the right. The operator
can provide feedback and repetition in the same way as can be done in the Simon says game.
The target touch activity is designed to test motor performance, executive function, and
short-term memory.
The custom game runner manages the operation of games. Games exist in two parts: a
game type and a game bucket of steps. Game steps can be either a pose to move the left arm
to, a pose to move the right arm to, a pose to move both arms to, or a sequence of poses. In
all cases, the target is a reference to a database object, either a pose or a sequence. Each
step also has text associated with the step and an optional time parameter which can be
used to set the length of time the robot should use to reach a pose or modify all the times
in a sequence to complete the sequence in the speciﬁed time. The games are abstractions
in code which are given a bucket of step deﬁnitions and return a sequence of actions with
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the fully expanded pose or sequence as a series of joint targets with times and a speech
component. This allows additional games to be added as simple middleware with a clear
API and no need to think of the underlying robot mechanics.
To begin a game, any other node can send the game runner a message to load a game
of either Simon Says or target touch, with a bucket of steps. The game runner processes
the game and waits for a command to begin. The game runner publishes two topics, one
for feedback and one with command options and listens for commands. The commands
can include: start to begin the game, next to go to the next step in the game, repeat to
repeat the prior step, congratulate which will make the robot say a congratulatory sentence
randomly selected from a bucket of options, try again which will make the robot say an
utterance from a bucket of options that communicate that the subject should try again and
then run the prior step, quit game which will exit the currently running game, and ﬁnish
game which exits the game upon completion.
Remote Operation
The entire system is designed to be controlled remotely. This is done through a custom web
interface (ﬁg. 4.12) written in typescript, using React. The web interface uses the rosbridge
suite on the robot to gain access to actions, services, and topics provided by the rest of the
stack, the tf2 web republisher to get access to the transformations which deﬁne the robot,
ros3djs to show a rendering of the robot, and WebRTC ROS to send video from the robot
to the web and back, all from the Robot Web Tools project [107]. Sitting between the robot
and the front end is a custom server stack running on NodeJS with PostgreSQL, Redis, and
NGINX, all within Docker containers. The server manages logins and access to the robot
and passes data between the web interface and robot.
At the top of the interface is an area which shows outputs to the operator: the three
video feeds from the robot, the video feed of the operator which is being sent to the robot,
the rendering of the robot’s pose, and system stats for the robot’s computer. This allows the
operator to see where the robot is. The downward facing camera provides a good view of
ground obstacles, and the ﬁsheye camera allows a wide ﬁeld for situational awareness. The
rendering of the robot state is done from sensors in the motors, not from the planned state,
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Figure 4.12: The web interface for operating the robot. On the top from left are the three
video feeds from the robot, the operator’s video, system stats for the computer on the robot,
and a 3D model of the humanoid’s position. In the middle, from left are modules for driving
the robot, running the games on the robot, commanding the robot to speak and monitoring
what it is saying during activities (also heard over the audio feed), controlling the robot’s face,
recording poses, and inserting them into sequences, manipulating and running sequences, saving
sequences, and constructing game buckets. On the bottom row is a module for directly viewing
the humanoid robot’s joint angles and controlling them. Not shown: several buttons for saving
and loading provide pop-ups with further options to achieve functionality. The operator and
demonstration subject are both members of the research team.
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so it provides quality feedback to the operator. The system stats are important, especially
the network stats, for working over telepresence, where driving out of network range can
leave the robot stranded. All the video is transferred using WebRTC and the video of the
operator is captured using the browser based getUserMedia stack. To guarantee that the
video can traverse challenging network topologies, a Turn server is used.
There is then an area of controls for the robot. There is a button to relax the motors,
which is useful for programming poses by moving the robot in person. The drive console
presents a circle for the diﬀerent directions the robot can drive, the user clicks with their
mouse to drive the robot. The games module connects to the game manager to select games
and run them by dynamically displaying the available game commands and sending them
back to the server. A speech module allows the user to arbitrarily type speech for the robot
to say, save speech which the robot has said, and select prewritten text. The faces module
allows selection of the stored faces, shows the currently displayed face, allows the brightness
of the LEDs to be set, and allows the direction of the eyes to be set. The poses, list of
moves to make, and sequences modules all work together to deﬁne new poses based on the
current robot’s pose and deﬁne, edit, and run sequences as a list of poses with targeted
completion times and arms. The game buckets module allows the user to load game buckets
for editing or create new game buckets. Finally, the move to a pose module allows the remote
user to manually move the robot through software, this is useful for training new poses in
simulation.
To display the video from the operator on the robot’s screen, a small custom program
was built which displays the remote video topic using OpenCV. The display runs full screen
and on top of all other windows, ensuring that the experience for the patient is not disturbed
by pop ups or notiﬁcations.
ROS is used to launch the system through a cascade of launch ﬁles. There are two entry
points to the launch chain, one to run in simulation and one to run on the robot. The
simulator launch ﬁle simply launches the standard stack with some added parameters. In
practice, the system is started by running a script on the robot (which runs on system start)
that starts tmux, starts a roscore, launches the system, starts the connections to the web
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server, and starts convenience panes to allow setting the robot’s volume, monitoring detailed
performance, and setting the default audio device. At that point, a user need only login to
the website hosted by the web server and select the robot to control (from the ones which
they have been granted access to), and they are ready to operate the robot. For lower-level
administrative access, system managers with appropriate access can ssh into the robot and
view the status of the internal system directly.
Communication Security Although this is still a research platform, it is important to
ensure that data which is being transmitted is protected, both for the protection of study
participants and to demonstrate feasibility. The system uses industry standard security
practices to ensure the protection of remote connections. The entire remote interface is served
over an HTTPS connection. The servers hosting the system are protected with passwords
and ﬁrewalls. Users login using passwords which are stored in a database as salted hashes
using bycrypt. All video communication is done using WebRTC which is encrypted end
to end and cannot be read, even if intercepted by a third party. The messaging needed
to initiate the WebRTC connections is done using encrypted web sockets. These layers of
security ensure that video and audio which are transmitted between the remote operator
and the robot are visible only at the robot and by the operator.

4.3.6

Data Collection

All relevant data is recorded in rosbags, this includes all the video feeds and their respective
information, all the commands to run the robot which operate via ROS topics, the mobile
base information, the robot pose information, and logging output. The rosbags are split
every one minute to keep them small and prevent loss of data from corruption at system
startup and shutdown. Recording data remains a challenge. Recording the image streams in
their raw format leads to large bag ﬁles, approximately 18–25 GB per minute. Our current
system has approximately 2 TB that can be devoted to bag storage, meaning that we can
store approximately 110 minutes of data using raw video streams and raw depth streams.
For research purposes, this is suﬃcient. Although using compression allows storing more
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data, it has proven to lead to unreliable recording. To augment the main cameras, the robot
also carries a GoPro camera to ensure all interactions are fully captured.

4.3.7

Interaction

Using all the tools outlined above, we can construct how an envisioned interaction proceeds.
To use the robot, the robot must be turned on, which launches the software stack. A remote
operator can then login to the website, select the robot, and connect through their web
browser. The operator can navigate the robot to the patient and introduce themselves and
Flo. The operator can ask the patient if they want to play a game with Flo, select a game
type, and select a game bucket relevant to the patient. As the patient plays the game with
Flo, the operator has direct control of the progress of the game, it is a single button click to
go to the next step, repeat the prior step, and/or give feedback. The operator retains the
ﬂexibility to type in custom text for the robot to speak and, at any time, send the robot
to a diﬀerent pose to probe the patient further. As the patient struggles or does well, the
operator can change the face on the robot to express empathy for their struggle and joy for
their success.
As interactions progress over time, the operator may choose to modify the game buckets
available for diﬀerent patients and design completely new interactions. All the while the
system will be collecting and logging data on the interactions and how the patients are
moving.

4.4

Design Evaluation

As we have progressed through the design process, we have evaluated the success of our
designs against our design requirements.

4.4.1

Upper Arm Workspace Evaluation

To understand the viability of the new arm design, the range of motion of the robots’ joints
were measured using the encoder built into the motors (table 4.1). The arm motions were
compared to standard human joint range of motions for the shoulder and elbow. The limits
are imposed by both physical contact between components and length limits on the wires
connecting the motors. The range of motion of the arms provide coverage of human range of
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Table 4.1: Range of Motion of Flo’s Arms

Joint
Shoulder
Shoulder
Shoulder
Elbow

Angle (rad)
Flexion
Abduction
Internal Rotation
Flexion

3.6
3.0
2.4
1.5

Angle (rad)
Extension
Adduction
External Rotation
Extension

3.9
0.1
3.2
0.7

motion except for shoulder adduction and elbow ﬂexion. Elbow supination and pronation
are not present in the design, nor are any wrist motions. The shoulder internal/external
rotation is done near the elbow joint, instead of near the shoulder.

4.4.2

Face Expression Evaluation2

Having designed the face with inspiration from other robots presented in the literature, there
were three natural questions about the design. What are users’ general feelings towards
the head? What emotions/sentiments do subjects attribute to the faces which had been
implemented? Is having a face that is dynamic vs. one that is static worth the added costs?
To answer these questions, we ran a study with 10 subjects to evaluate the face and head of
the robot.
Experiment Set-up
To test the head alone, we isolated it from the body and presented it to 10 subjects. The
subjects were recruited from among the healthy student population. There were 6 females
and 4 males and were 20 years old on average. On a Likert scale of 1 to 10 rating familiarity
with computers the average response was a 7.9; on rating familiarity with robots the average
response was 4.9. Subjects were asked questions about the head while sitting in front of it,
by an interviewer (ﬁg. 4.13). The robot acted in 3 modes: 1) static mode: showing a neutral
smiling face (g in table 4.2), 2) dynamic mode: cycling through the available faces at random
uniformly distributed intervals between 7 and 15 seconds with the eyes changing direction
every 3 to 10 seconds, uniformly distributed, 3) iterate mode: where the interviewer could
iterate through all available faces, in random order, changing on key press.
2

This subsection is derived from Designing and Evaluating the Face of Lil’Flo: An Affordable Social
Rehabilitation Robot presented at the 16th International Conference on Rehab Robotics (ICORR), 2019 [97].
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Figure 4.13: The experimental setup, showing the head of Flo, across the table from the subject,
a camera facing the subject from the direction of the head, a camera facing the subject and the
head from the side, and the interviewer next to the head, with a control computer.

When the subjects initially entered the room, the robot was covered by a black sheet.
Subjects were given information on the study and asked to give consent to participate in
the study, per the requirements of the Penn IRB. They were asked a series of demographic
questions to understand biases in the sample. The head was then uncovered with the face
controller set to display the face in either static or dynamic mode (randomly selected) and the
subject was asked questions about their opinion of the head design, faces, etc. After a period
of time, on command by the interviewer, but without the subject’s knowledge, the robot
changed mode (static to dynamic or dynamic to static) and the interviewer continued asking
questions, including several which matched the function of questions from the pre-switch
questions. After all of the questions had been asked, the robot was covered by a black sheet
and the subject was asked some general questions about the entire experience. The subjects
were then told that they would be shown several faces on the robot and should give the ﬁrst
thoughts that they had, the face was placed into iterate mode, uncovered, and all the faces
were iterated through as subjects gave feedback on each one. The face was then covered
again, and the subjects were asked for any closing thoughts. Subjects were encouraged to
49

give any additional thoughts they might have throughout the interview. The total duration
of the interaction was around 15 minutes.
Data Analysis
To analyze the data around how the static face compared to the dynamic face, we compared
responses to the questions on how friendly the robot seemed, how comfortable subjects felt
with the robot, and how machine-like the robot seemed in the static vs. dynamic case. Each
of these questions were asked as a pair, once with the face in the static mode and once in the
dynamic mode. The data were analyzed using a Wilcoxon signed rank test, within subjects,
comparing the responses to questions when the face was in its static mode vs. its dynamic
mode. Due to concerns over the lack of a washout period, the data were also analyzed using
a Mann-Whitney U-test for each question, comparing between the responses given in the
ﬁrst mode by subjects who ﬁrst saw the static mode vs subjects who ﬁrst saw the dynamic
mode.
To analyze the subjects’ feelings towards each face, the responses were taken and cleaned
to condense the set of available words, for example: a response of “god of mischief” was
corrected to “mischievous”. This has introduced some loss of granularity, for example, the
word “sadder” was taken to be “sad”, when it is possible that it could have been “mildly
sad” or “very sad”. Valid responses were culled to only those which were given 3 or more
times across all faces by all subjects. The number of times each face received each valid
response was summed up. The result can be seen in table 4.2. This method results in some
faces which have more than 10 responses, because a subject gave more than one response,
for example “sad” and “very sad”, and some which have less than 10 responses, because
some subjects gave responses which could not be categorized into a valid response.
Results and Discussion
We were unable to show that the robot was viewed as less machine-like in the dynamic mode
than in the static mode in either the between subjects (p = 0.70) or within subjects (p = 0.50)
analyses. Similarly, we were unable to show that the robot was viewed as more friendly
in the dynamic mode than in the static mode in either the between subjects (p = 0.64)
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Table 4.2: Frequencies of perceived face sentiments reported by subjects

sad
happy
excited
mischievous
dead
neutral
creepy
guilty
smug
laughing
scared
surprised
emoji
nervous
confused
upset
very sad

A

B

C

D

E

F

G

H

I

J

K

L

M

N

O

P

Q

R

0
5
0
0
0
2
0
0
0
0
0
0
0
0
0
0
0

0
0
0
5
0
1
0
0
3
0
0
0
0
0
0
0
0

0
2
4
1
0
0
0
0
0
1
0
0
1
0
0
0
0

0
4
0
0
0
0
0
0
1
0
0
0
1
0
0
0
0

0
0
0
0
0
0
0
0
0
0
0
0
0
1
2
0
0

4
0
0
0
0
0
0
0
0
0
0
0
0
0
0
2
1

0
2
0
0
0
2
2
0
0
0
0
0
0
0
0
0
0

0
3
1
0
0
0
0
0
0
0
0
0
0
0
0
0
0

0
2
3
1
0
0
0
0
0
3
0
0
1
0
0
0
0

0
1
0
0
0
1
0
2
0
0
1
0
0
0
1
0
0

8
0
0
0
0
0
0
0
0
0
0
0
0
1
0
1
1

4
0
0
0
0
0
1
2
0
0
2
0
0
0
0
0
0

0
5
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

6
0
0
0
0
0
0
1
0
0
0
0
0
1
0
0
1

0
0
0
0
0
0
0
0
0
0
0
4
0
0
0
0
0

0
0
0
0
7
0
0
0
0
0
0
0
0
0
0
0
0

0
2
0
0
0
0
3
1
0
0
0
0
0
0
0
0
0

9
0
0
0
0
0
0
0
0
0
1
0
0
0
0
0
0

or the within subjects (p = 0.8438) analyses. We were also unable to show that the robot
made subjects more comfortable in the dynamic mode than in the static mode in either the
between subjects (p = 0.11) or the within subjects (p = 0.12) analyses. Plots comparing the
two modes between subjects, looking at only the ﬁrst mode presented, can be seen in ﬁg. 4.14
and plots of the diﬀerences within subjects across the two modes can be seen in ﬁg. 4.15. No
adjustment was made in the within subjects analysis for ordering. One response was excluded
from the static mode, machine-like question for being an outlier with potential failure to
properly interpret the Likert scale being used, as evidenced by the subject’s other responses.
One subject failed to answer the question on friendliness of the robot with a numerical value
in both modes, and so their data for that question were excluded. Several other responses
are numerically outliers but appear to be legitimate and so were not excluded.
Some subjects stated that they were ill equipped to answer some questions because they
did not know enough about the robot and its function. There was also a sense that the
lack of a body in our experiments and ﬂickering lights on the face caused a muted response.
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Figure 4.14: Ratings on 10-point Likert scales for how friendly the subject felt the robot was (10
is the most friendly), how comfortable the subject felt with the robot (10 is the most comfortable),
and how machine-like the subject felt the robot was (10 is pure machine and 1 is pure person).
Data are shown for responses from the subjects in the ﬁrst mode they interacted with the system
in. nF riendlyS = 5, nF riendlyD = 4, nComf ortableS = 6, nComf ortableD = 4, nM achine−likeS = 5,
and nM achine−likeD = 4.

6
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2
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−4

Machine-like

Friendly
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Figure 4.15: Diﬀerences between static and dynamic modes in ratings on the robot on 10-point
Likert scales for how friendly the subject felt the robot was (10 is the most friendly), how
comfortable the subject felt with the robot (10 is the most comfortable), and how machine-like
the subject felt the robot was (10 is pure machine and 1 is pure person). Data shown is the
matched pairs diﬀerence of ratings from the dynamic mode - ratings from the static mode for
each subject. nF riendly = 9, nComf ortable = 10, and nM achine−like = 9.
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Repeating this experiment with the complete robot doing rehabilitation tasks may yield
diﬀerent results.
As can be seen in table 4.2, the faces M, O, and P have only one sentiment which was
associated with them out of the ones shown, although other sentiments were expressed, they
are not shown due to their low frequency. Faces K, N, and R, all of which are negative, had
strong responses for sad, with only small responses for other sentiments. This may indicate
that the sentiment sad is easy to convey by this medium. Face A has a good response for
happy and the additional responses for neutral make this face a good candidate for the
default face on the robot, better than face G, the previous default, but which is seen as
equally happy and creepy. Face M could then be used as a non-default happy face. Face B
ranks as both mischievous and smug, which may be useful for rehab interactions containing
games, where the robot could, for example, be mischievous in playing a game. Face C rated
the highest for excited, with complementary sentiments of happy and laughing also shown,
making this face also useful for rehab interactions where motivating through excitement
can be helpful, for example showing excitement at the success of a patient. Face D was also
rated as happy, but not as strongly as faces M and A. Face E received a very spread-out
distribution of sentiment responses, with no individual sentiment receiving more than 2
ratings. This face was expected to show embarrassment, which it does not. Face F seems to
represent the most sad of the faces, with higher rankings for upset and very sad. The data
here suggests that a limited face, like the ones shown, can convey gross emotions clearly.
To push beyond, into ﬁner levels of emotions, other tools such as robot motion and voice
may be necessary. Face H also exhibits this, showing some mixture of more than happy, but
varying in sentiment based on the subject. Face I shows a complimentary distribution of
excited, happy, and laughing. Although none of these is strong, the combination of them
indicates a positive, perhaps jovial sentiment. It is interesting that faces C and I, which are
nearly identical have varying responses to laughing. Face J, like faces G and E, has a varied
response with conﬂicting sentiments, making it likely that diﬀerent patients would view it
diﬀerently. Face L has the strongest response for scared, but that is heavily confounded
with guilty, which is a separate sentiment, making that face unusable. Face Q, like face G,
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has a large rating of creepy mixed with happy, there are few instances in a rehabilitation
interaction where a creepy robot would seem appropriate.
From the open-ended questions during the interview, several important points were made.
Several subjects described some of the faces as emoji. Two expressed displeasure over their
resemblance, with one subject saying that it made the faces seem non-genuine. Others liked
the emoji similarity. The electronics on our system suﬀer from interference, which causes
some ﬂickering in the eyes and face. The subtle ﬂickering was enough that several subjects
mentioned it as being detrimental to their interaction with the robot. As mentioned prior,
subjects felt that without a body, they could judge the emotion that the robot was trying
to convey, but not accurately say how much they like the robot. When the face started
changing for subjects who were initially presented with a static face, several of them noticed
and commented on the change. A subject described the face being dynamic as making them
be more curious and making the face seem more dynamic. Other subjects said that the face
being static vs. dynamic had no impact on their feelings towards it, which follows the result
shown in ﬁgs. 4.14 and 4.15. One subject reported that the playful facial expressions give
the robot a living feeling. Commenting on the ears, a subject suggested that they should
be more animaloid, like a dog or a rabbit. Other subjects liked the ears. Some subjects
found the movement of the eyes to be oﬀ putting. This may have been because they were
looking around with no pattern and may be another factor which contributed to the results
in ﬁgs. 4.14 and 4.15. The eyes should probably be used to convey the focus of attention for
the robot. One subject described the changing face as giving the robot personality. A subject
suggested that the face screen be changed from black to white. One subject described the
dynamic face sequence as distracting, while another described the static face as creepy.
Limitations
The study was performed with a 10-person sample of students from a university, all with
technological experience. This is neither a large sample, nor one which represents the target
audience for the system. However, we believe that because emotions are a general human
expression (smiling is happy, frowning is upset), many of the lessons learned are generalizable.
Often styles of facial representation in media produced for children and adults are divergent,
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Default neutral
happy

Non-default happy

Sad

Sad

Mischievous

Sad

Jovial

Upset, very sad

Surprised

Dead

Figure 4.16: Faces which we found had clear expressions of emotion to subjects.

but that does not stop one group from understanding the expressions designed for the
other. It is worth acknowledging that because our population is disabled and the tangent
elderly population has a divergent life experience when compared with young people, those
populations might still see some changes.
Take Aways
The exploration of the face shows some faces which have a clear sentiment associated with
them (ﬁg. 4.16) and others which do not, allowing us to select appropriate faces for our
system going forward. The sentiments surprised, nervous, and confused, all of which could
be useful in rehabilitation interactions are not shown as being well expressed in the existing
face set.

4.4.3

Overall Hardware and Software Evaluation

We achieved a low-cost system.
The total cost of the system is much lower than our previous iteration. The approximate
component level costs are shown in table 4.3. Fabrication was done by graduate students,
whose labor is not cheap, and many of the parts were either laser cut or 3D printed, which is
not cheap. If these designs were to be fully translated, these components would be cheaper
and higher volume production techniques would be used. The speciﬁcs of these numbers are
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Table 4.3: Approximate Cost of Major Components in Flo System

Component

Cost (USD)

Motors
Computer
Battery
Kobuki Base
RealSense Camera
RealSense Camera
Fisheye Camera
Screen + Controller
Cables
Raw Wood
Printed Parts
Paint
Microcontroller (Face)
LED Matrices
Approximate Total

400
600
130
500
150
150
45
78
85
20
—
60
20
45
2300

not important, what is important is that low-cost components were, as you will soon see,
able to create compelling experiences for patients.
The current hardware design and software integration eﬀort is a signiﬁcant improvement
over our prior design in many respects. The humanoid, which is the central component of
the system, is much more robust and more modular than our prior system and easier to
maintain. In hundreds of hours of testing, its motors have never failed from overheating.
However, the motors used suﬀer from communication challenges and in a future iteration
should be upgraded. Future directions would improve the motors and allow for more robust,
faster, and multitasking communication over USB. Another achievement is a long run time
for experiments. The system easily runs for one and a half hours when all systems in the
stack are running, and an operator is connected. Internal storage limits how long the robot
can capture data. By using interchangeable batteries and dumping data to fast external
solid-state drives, runtime is eﬀectively unlimited.
We have achieved a lightweight and portable system. Given the building materials, the
system is light weight at only 9.8 kilograms and portable. It can be easily carried by one
person, although its height can make it awkward. One future desire is to investigate the
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impact of the height on patient’s trust: would a shorter system make the patient feel more
conﬁdent or would being taller may make the patient more likely to listen to instructions [81].
System portability has allowed the robot to go to multiple schools and technical fairs, 2
remote clinical sites, and operate across its home hospital.
The software stack we have developed enables telepresence and remote communication.
The web interface does a good job of controlling the robot and demonstrating how easily
such a system can be controlled. Although useful for rapid development, using ROSBridge
to communicate over a network outside the robot is non-ideal, preventing scaling and
redundancy. Although the use of ROS presents some challenges for security and eﬃciency, it
allows the system to be built upon and iterated. By using an on-robot ﬁrewall and secure
server for communications, security challenges have been addressed.
Driving can be challenging for a ﬁrst-time user, but the ﬁnal set of camera positions
does not make it overly onerous. For long term deployment, autonomous navigation would
be preferred, the combination of ROS and the RGB+D cameras should make the addition
of that functionality possible.

4.4.4

Preliminary Usability Testing3

To begin to understand how therapists might receive Flo and how they would expect it to
impact the care of their patients we surveyed 13 clinicians who work in rehabilitation and
have seen Flo in person in an urban setting in Pennsylvania. The survey was conducted
as part of a study approved by the University of Pennsylvania Institutional Review Board.
The survey asked a series of demographic questions, questions on COVID-19 and rehab,
and experiences with telehealth. The survey then presented a video overview of Flo (https:
//youtu.be/OHybatsjzog) to remind respondents of the system’s features. Respondents
then answered a series of questions on the utility of Flo.
Other studies have examined the perceived usefulness of SARs with clinicians and
therapists. In a survey of 15 clinicians on their perceptions of a Nao-based SAR applied to
treadmill-based cardiovascular rehabilitation, 80% of the clinicians found the robot useful [17].
3
This subsection is derived from The Design of Lil’Flo, a Socially Assistive Robot for Upper Extremity
Motor Assessment and Rehabilitation in the Community Via Telepresence published in the Journal of
Rehabilitation and Assisstive Technologies Engineering (RATE)[98].
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Winkle et al. interviewed 21 therapists about how SARs can be useful in rehabilitation, how
engagement can be measured, and how SARs can be tailored to speciﬁc patients [124]. The
interviewed therapists believed that the presence of an SAR could help motivate patients
both in interactions with a therapist and interactions with other technology and that during
those interactions the SAR would be able to improve compliance.
We received responses from 8 physicians in physical medicine and rehabilitation, 1
physician who is a consult from medicine, 1 physical therapist, 2 occupational therapists, and
1 clinical neuropsychologist. Respondents have a minimum age of 26 years and maximum
of 68 years with an average of 35.8 years. They range from 1 to 17 years of experience,
averaging 5.9 years of experience. 8 respondents are female and 6 male. 12 have worked in a
rehab center, 4 in an outpatient facility, 6 in an inpatient facility, 3 in a hospital for children,
and 5 in a general hospital.
The clinicians were asked to respond to three questions about the robot, 1) “How
interested would you be in using the Flo system?” on a scale from “Not at all interested” (0)
to “Very Interested” (100); 2) “What locations do you think Flo could be deployed in?” as
a multiple choice question with the 10 possibilities: rural outpatient clinics, rural inpatient
clinics, elder care facilities, schools, patient homes, community centers, urban inpatient
clinics, urban outpatient clinics, none, or other; and 3) “Which types of activities do you
believe you could do with each type of tool?” with 3 tools: non-video remote interaction,
video-call remote interaction, and Flo remote interaction, across 11 activity types: motor
assessments, stretching, strength building, ADL practice, cognitive assessments, cognitive
exercises, environmental adaptation, orthotics assessment/prescription, discussions about
surgery, discussions about radiology results, and medical prescriptions. For question 3,
clinicians could elect to say that the activity was not possible remotely.
When asked “How interested would you be in using the Flo system?” on a scale from “Not
at all interested” (0) to “Very Interested” (100), using a continuous slider, 6 responded with
a value greater than 50 (ﬁg. 4.17). For a novel technology, we ﬁnd these results encouraging.
When asked “What locations do you think Lil’Flo could be deployed in?” as a multiplechoice question with the 10 possibilities shown in table 4.4, the clinicians selected rural
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Figure 4.17: Ratings by clinicians on how interested they would be in using Flo, from not at
all (0) to very (100). Shown as a violin plot on top with actual responses as dots and a boxplot
on the bottom with mean shown as a diamond.
Table 4.4: Responses from 13 rehab clinicians to the question “What locations do you think
Lil’Flo could be deployed in?” when presented with the shown 10 options.
Clinical Locations

Count of Responses

Rural inpatient clinics
Elder care facilities
Rural outpatient clinics
Urban inpatient clinics
Community centers
Urban outpatient clinics
Schools
Patient homes
None
Other

10
9
8
8
6
5
4
3
0
0

inpatient clinics at the highest frequency with 10 responses followed by elder care facilities
with 9 responses. It appears the clinicians see the utility of Flo for serving rural communities.
Interestingly, although Flo was originally focused towards pediatric patients, 69% of the
clinicians viewed Elder care facilities as a location where Flo could be deployed, suggesting
possible generalizability of the platform. When Flo was initially conceived, inpatient urban
clinics, where 62% of the clinicians believed Flo could be deployed, where not considered a
target. However, as COVID-19 has changed the nature of medicine, there may now be a
stronger argument for deployment in areas where travel is not a concern.
Finally, when asked “Which types of activities do you believe you could do with each
type of tool?”, Flo was selected more often than traditional video-based telepresence for
motor assessments (∆ = 9 − 5 = 4), stretching (∆ = 8 − 4 = 4), and strength building
(∆ = 8 − 6 = 2) (ﬁg. 4.18). These are the three activities presented which most closely
align with the rehab goals Flo is designed for. For each of these three types of activities
3–4 of the clinicians indicated that they could not be done remotely. This indicates that
59

1010

10

88

8

Count

9

Non-Video Remote Interaction

Video Call Based Remote Interaction

LilFlo Based Remote Interaction

Could Not Be Done Remotely

10

10

6
4
2

2

3
1

3

4
2

10

9

9

9

8
6

5
2

9

8

5
2

5
1 1

5

4

6

8

8

7

6
3

1

4

4

1

0
ng
ice
nts
nts
ing
ion
ises
ults
tion
ions
gery
tchi
ract
ript
sme
sme
uild
pta
Res
xerc
ript
Sur
Stre
LP
sses
sses
resc
eE
Ada
th B
resc
ogy
out
v
P
l
A
A
g
i
l
P
b
/
o
t
n
AD
a
r
i
e
t
i
a
l
t
e
o
v
n
n
ica
Str
Rad
niti
men
ions
Mot
sme
Cog
Med
out
Cog
iron
sses
cuss
s ab
sA
Dis
Env
c
n
i
o
t
i
ho
cuss
Ort
Dis

Type of Activity

Figure 4.18: Clinical activities which 13 clinicians selected when prompted with: “Which types
of activities do you believe you could do with each type of tool? Non-video remote communication
includes: phone calls, text messages, email, instant messages, and other types of communication
which allow you to interact with patients from afar, without using video.”

these tasks are challenging remotely, and perhaps serves as validation towards working
on these issues. Orthotics Assessments/Prescription was rated by 7 of the respondents as
not being possible remotely, which makes sense given the hands-on nature of that task set.
For prescribing medicines, discussing surgery, and discussing radiology results, one more
clinician felt that traditional video would be better than Flo. It isn’t clear for these cases
how the Flo system would be diﬀerent than traditional video, although the humanoid is
not designed to add value to these types of interactions. Traditional video was also rated
as being usable for environmental adaptation by two more clinicians than the Flo system.
This makes sense, given that carrying around a video interface for environmental adaptation
is likely easier than a driving robot. For ADL practice an equal number of clinicians felt
that Flo and traditional telepresence would be usable. We had expected that Flo would
receive more positive responses than traditional telepresence for this category. And ﬁnally, for
cognitive exercises, one more clinician felt that Flo would be usable compared to traditional
telepresence, perhaps suggesting a future direction of investigation.
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4.4.5

Comparison to Existing Systems

Compared to existing systems, Flo oﬀers several unique characteristics. Compared to the
Nao based systems, the humanoid component of Flo has an expressive face, it is light weight,
easy to maintain and modify with few parts outside of the motors, and easy to integrate into
a larger ROS based system. More generally, the entire platform presents a novel concept,
using social robots to augment telehealth. This stands in contrast to existing systems which
are meant to either interact with the patient and therapist together or interact with the
patient alone. The platform is also diﬀerentiated in that it carries its cameras on board.
Many other systems require an external camera.
In truth, Flo is simply diﬀerent than other systems. Most other systems seek maximum
automation, Flo seeks clinician control. Most other systems operate either in in-person
triadic interactions, or without any therapist interaction, Flo operates in triads with a
remote clinician. Flo is not so much in competition with other systems as it is providing a
new direction. Certainly, many of the techniques used by others to develop social robots
would be beneﬁcial to implement in SRAT.

4.5

Contribution

Flo represents a novel design concept, combining social robotics and telepresence. This
design concept pushes a new paradigm for maintaining clinician patient engagement from a
distance with the advantage of physical presence provided by a robot. If successful, social
robotics augmenting telerehab could provide access to frequent quality care for populations
who are currently unable to access it. Flo also pushes an idea of focus on core capabilities in
robot design. To achieve its goals of interacting with patients, Flo does not require strong
motors, or even legs. By designing social robots which focus on their use case, costs can be
controlled.
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CHAPTER 5: PERCEIVED USABILITY OF A SOCIAL
ROBOT AUGMENTED TELEREHAB SYSTEM

The COVID-19 pandemic created a large shift in care towards telehealth, across disciplines.
This provided an opportunity to study the practice of telerehab. To understand this shift,
how Flo might ﬁt into it, and feelings toward robots among therapists, we conducted a
survey with over 500 complete responses from rehabilitation clinicians.
Here I look at two subsets of the questions we asked which are relevant to SRAT, ﬁrst I
present feelings which therapists have towards using robots and telepresence and features
which they think would be useful to make telerehab eﬀective.

5.1

Therapists’ Opinions on Telehealth, Robotics, and SRAT
for Rehab1

5.1.1

Feelings Towards Robots

We aimed to gain insight into how rehabilitation therapists feel about using robotics in
healthcare. In a related work, Winkle et al. interviewed 21 therapists about how SARs
can be useful in rehabilitation, how engagement can be measured, and how SARs can be
tailored to speciﬁc patients [124]. Their results indicated an interest in SARs for increasing
compliance, motivation, and engagement; speciﬁc use cases identiﬁed were at-home exercises
for children and adults and facilitating pediatric therapy. In a larger study, A.K. Hall et al.
surveyed 499 adults aged 18–98 to understand acceptance of robots and perceived usefulness
for various tasks, including for healthcare assistance in diﬀerent settings [41]. Their results
1

This section is derived from a paper under review for joint publication in Robotics and Automation
Letters and presentation at the 9th IEEE/EMBS International Conference on Biomedical Robotics and
Biomechatronics (2022): Therapists’ Opinions on Telehealth, Robotics, and Socially Assistive Robot-Augmented
Telepresence Systems for Rehabilitation[96].
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indicated that respondents were less comfortable having robots in care-related roles such as
performing a medical operation or caring for elderly patients, but more comfortable with
assisting with domestic activities of daily living (ADLs) such as cleaning and taking vital sign
assessments. Younger adults were more accepting of robots in hospital settings compared to
older adults. They did not report signiﬁcant diﬀerences between younger, middle-aged, and
elderly respondents in terms of acceptance in domestic and medical tasks. Göransson et al.
surveyed 111 healthcare professionals on their attitudes towards humanoid robots and AI for
a variety of tasks [39]. Subjects responded positively to using robots for nursing activities,
monitoring, telemedicine, and social communication, but negatively to using robots for
caring activities unless the robot works with a human caretaker.

5.1.2

Features of Social Robot Augmented Telepresence

Additionally, we aimed to determine which features in SRAT systems clinicians ﬁnd most
useful to guide future design. Previously, Winkle, et al. interviewed 21 therapists and found
features that were perceived to be useful in SARs for rehabilitation were those that improve
ease of access, e.g., data recording or exercise demonstrations, and provide motivational
support, e.g. providing positive reinforcement and making exercises enjoyable [124]. Shin
et al. surveyed 210 members of the robotics community in South Korea on factors that
inﬂuence acceptance of socially interactive robots and found that the social presence of the
robot and adaptivity were key factors for user acceptance [94].

5.1.3

Methods

We distributed a 15-minute survey to therapists, physiatrists, and other rehabilitation
professionals on REDCap [44] to gain insight into the impact of COVID-19 on the needs of care
providers, opportunities for telehealth in rehabilitation, which features for telerehabilitation
are useful, general feelings towards robotics, and where robotics in general may have the
greatest utility in rehabilitation. This study was approved by the University of Pennsylvania
Institutional Review Board. Here we report on therapists’ general feelings towards robots
across multiple domains and features therapists believe would be useful for telerehabilitation,
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Table 5.1: Abbreviations representing statements and features clinicians were asked to score
from -2 (Strongly Disagree/Extremely Useless) to +2 (Strongly Agree/Extremely Useful)
Abbreviation

Question

feat-mobileManual
feat-mobileAuto
feat-socialArms
feat-socialFace

A mobile system which can be driven remotely
A mobile system which can drive on its own
A social robot with arms to augment standard video calls
A social robot with an expressive face to augment standard
video calls
A social robot that can interact with patients without needing
operator input
A web interface for controlling remote telerehabilitation systems
A social robot which can play games with subjects during
telerehabilitation calls to augment standard video
A system which collects data and performs automated assessments of patient function
A clear screen to see the clinician
High quality video to see the patient
I have general positive feelings towards robots
Robots are the same as any other medical/assistive devices
Robots will improve patient independence
Robots allow other caretakers to focus on higher level work
Robots are consistent and accurate
Robots are too expensive
Robots take too much caretaker time to set up
The use of robots for care and treatment is unethical
Patients dont want robots to take care of them
I want robots that I can control
Robots are going to take jobs
Robots are too likely to break or fail
Robots will improve clinician well-being
I have general negative feelings towards robots
Failing to use robots for care and treatment is unethical
Using robots will damage peoples ability to interact with
other people
We need more laws and regulations about robots
We need to study more about how robots aﬀect function
I want robots that act on their own
Robots are bad for society

feat-socialAuto
feat-webInterface
feat-socialGames
feat-assessmentAuto
feat-clearScreen
feat-hqVideo
feel-positive
feel-medDev
feel-patientIndependence
feel-careFocus
feel-robotAccurate
feel-expensive
feel-setupTime
feel-unethical
feel-patientReject
feel-clinicianControl
feel-lostJobs
feel-robotFailure
feel-clinicianWellbeing
feel-negative
feel-notreatUnethical
feel-damageInteraction
feel-laws
feel-study
feel-automatic
feel-societyBad
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examining features both classically present in telepresence robots and features which may
be present in the newly proposed social robot augmented telepresence (SRAT) systems.
Survey Design
Respondents were surveyed on their basic demographics: type of clinician, age, gender,
practice setting, suburban/urban/rural locale, state and country, and years of practice. They
were asked about the type of patients they treat and their experience with telehealth before
and during the COVID-19 pandemic. A video overview of the Flo system, as an exemplar
for SRAT more broadly, (https://youtu.be/OHybatsjzog) was presented, and they were
asked about their previous knowledge of Flo, how interested they would be in using the
system, and settings where it would be useful.
Subjects were then asked to rate the utility of features which could be used in robots
and telepresence (“What features do you believe are useful in a system to make telerehabilitation work well”), choosing from 5 options: Extremely Useless, Somewhat Useless,
Neutral, Somewhat Useful, Extremely Useful. They were also asked to assess their thoughts
on robotics in healthcare (“In this section we ask for some ﬁnal thoughts on robotics in
healthcare”) on a 5-option scale: Strongly Disagree, Disagree, Neutral, Agree, Strongly Agree.
The list of questions for these sections is in table 5.1 with abbreviations which are used in
this section.
Respondents could opt into a $20 gift card raﬄe, with one winner chosen randomly from
every 20 survey submissions.
Survey Distribution and Data Collection
The survey was distributed via professional organizations, email lists, social media groups,
and blogs. A total of 507 clinicians completed the survey between July 31 and Dec 31,
2020, 84% of whom identiﬁed as therapists, primarily in the United States. In this analysis,
responses from therapists working in the United States with at least one year of experience
and no prior knowledge of Flo are included (n=379).
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Data Analysis
All analysis was performed in R [79] using the psych [84], nFactors [82], and tidyverse
packages [122] with the tidyverse, likert [13], and tikzDevice [93] packages for plotting.
Data Cleaning The data required only minimal cleaning. One record was marked as
complete but was missing most of its data and so was discarded. Therapists indicated their
specialty in an open-ended question. They were sorted by their response into occupational
therapists, physical therapists, speech language pathologists, and others.
Exploring Responses Response counts for each question were calculated and discussed.
Open ended responses were explored and summarized.
Discovering Latent Themes in Responses To understand the latent themes of the
responses to the questions posed on features for a telerehab robot and feelings towards robots,
we performed an exploratory factor analysis. To determine whether a factor analysis was
reasonable, Bartlett’s test was run on the responses from the features and feelings questions.
A scree plot, along with Kaiser’s Rule and Horn’s parallel analysis, was used to determine
the number of factors to construct. Factors were calculated using the iterative ordinary least
squares method to ﬁnd the minimum residual solution, allowing the factors to transform
obliquely to better align to the data. A coarse scale was created, based on the factor analysis
results, to assign each question to a theme. Each question was assigned to only one theme,
the one on which it had the highest magnitude loading. To score each theme, the mean
response of all questions assigned to that theme was calculated. This coarse method does
not capture the true scores of the factor analysis, nor does it align with the bases of the
factor analysis as well as more reﬁned methods [40]. It does, however, preserve the question
scale, enabling easy interpretation, and avoid the challenge of factor score indeterminacy. To
evaluate internal consistency, Cronbach’s alpha was computed for each theme.
To explore the overall sentiment of the respondents, the scores for each theme were
evaluated for deviation from neutral (0) using the appropriate hypothesis test, two-sided,
with alpha set to 0.05. Conﬁdence intervals were calculated for the mean (parametric) /
pseudomedian (non-parametric).
66

5.1.4

Results

Sample Demographics
A total of 379 therapists in the United States with one or more years of experience and
without prior knowledge of Flo completed the survey between June 31, 2020, and December
31, 2020. The mean age of the respondents was 40.2 years old with standard deviation 12.4
years. They had mean 14.6 years experience with standard deviation 11.9 years. The sample
comprised 169 occupational therapists (OT), 154 physical therapists (PT), 42 speech and
language pathologists (SLP), and 4 therapy assistants. There were 39 male, 340 female,
and 0 other gender respondents. Respondents work in rural settings (74), suburban settings
(215), and urban settings (154) (some respondents work in multiple locales), across a variety
of clinical settings, including outpatient facilities (99), general hospitals (85), rehab centers
(70), schools (54), inpatient facilities (50), elder care homes (46), private practices (40),
patient homes (40), hospitals for children (10), elder care hospitals (8), and others. The
largest number of respondents came from Ohio (190), followed by Illinois (47), Pennsylvania
(34), New York (18), South Carolina (14), and 23 other states with fewer than 10 subjects
each.
Question Responses
The results for the questions prompted by “What features do you believe are useful in a
system to make telerehabilitation work well?” are shown in ﬁg. 5.1. Respondents rated high
quality video to see the patient, clear screen to see the clinician, a system which performs
automated assessments of patient function as the highest features with 87%, 85%, and
75% of respondents saying they are useful. A social robot that can interact with patients
without needing operator input received both the lowest number of ratings for usefulness
and the highest number for uselessness. When further asked “Please list any other features
which you believe would be useful”, 71 respondents provided a response. Of those, several
speciﬁc features were suggested, and insights provided. Multiple respondents wanted a higher
quality and humanlike voice for a robot, some suggested that the voice should be able to be
tailored to the patient’s preferences and be able to handle multiple languages with automated
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feat-hqVideo
feat-clearScreen
feat-assessmentAuto
feat-socialGames
feat-webInterface
feat-socialArms
feat-mobileManual
feat-socialFace
feat-mobileAuto
feat-socialAuto

Extremely Useless

Somewhat Useless

Somewhat Useful

Extremely Useful
6%
7%
10%
15%
23%
19%
23%
22%
36%
26%
0

7%
8%
16%
16%
10%
17%
15%
19%
18%
28%
379

Neutral

87%
85%
75%
69%
67%
63%
62%
59%
46%
46%
379

Count

Figure 5.1: Summary of responses by therapists to “What features do you believe are useful in
a system to make telerehabilitation work well?”. Each bar shows the responses with the count
of responses for each option reﬂected by the length of each color. The responses are centered
about “Neutral” with the percent of respondents who selected “Neutral” for each question
shown. The percentage on the left indicates the percent of the respondents answering “Extremely
Useless” or “Somewhat Useless”. The percent on the right indicates the percent of respondents
answering “Extremely Useful” or “Somewhat Useful”. Abbreviations with full questions are listed
in table 5.1.

Strongly Disagree
feel-study
feel-expensive
feel-clinicianControl
feel-patientReject
feel-laws
feel-robotFailure
feel-positive
feel-setupTime
feel-careFocus
feel-robotAccurate
feel-patientIndependence
feel-lostJobs
feel-damageInteraction
feel-medDev
feel-negative
feel-clinicianWellbeing
feel-unethical
feel-societyBad
feel-automatic
feel-notreatUnethical

Disagree

Neutral

Agree
11%
24%
27%
36%
41%
40%
36%
50%
38%
46%
46%
28%
25%
32%
36%
47%
32%
38%
27%
25%

3%
4%
8%
10%
10%
13%
22%
9%
24%
24%
24%
42%
45%
42%
44%
38%
55%
53%
69%
72%

379

0

Count

Strongly Agree
87%
73%
65%
54%
49%
46%
42%
41%
38%
30%
30%
30%
30%
25%
21%
15%
13%
9%
4%
2%

379

Figure 5.2: Summary of responses to questions prompted by “In this section we ask for some
ﬁnal thoughts on robotics in healthcare”.
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translation built in. From an implementation perspective, one subject suggested that to help
a SRAT system to succeed, a 24-hour tech support team could be available. Several therapists
highlighted that having a method for cleaning robots that interact with patients is important.
Multiple subjects had a vision for improving the screen, which included making it larger
and clearer and allowing the operator to show other videos, demonstrations of activities,
instructions, replays of the patient’s activity with video overlays, and closed captioning of
speech. Flo, which was used as an exemplar for SRAT, is limited in that it does not have legs,
several respondents pointed towards a desire to have legs that move like the arms and, if
possible, even an articulating trunk. A subject also suggested that more advanced hands with
ﬁngers would be useful for their practice. Several subjects highlighted how a demonstration
system with cameras could be used for automated assessments, suggesting that the robot
could demonstrate movements for range of motion assessments and exercises and that it
could even be used when a therapist is not available to monitor patient adherence and report
back to the therapist. Multiple therapists wanted the opportunity to measure biomarkers
which are non-obvious by video, such as pulse, blood pressure, body temperature, hand
strength, muscle tone, arm strength, and leg strength. Therapists noticed the diﬃculty of
deploying systems remotely that can guarantee safety, handle cluttered environments, open
doors, etc. One therapist suggested adding “silly add on features (like a Mr. Potato Head)”
as well as building variety into prompts and exercise programs to maintain engagement.
Another suggested adding scent and other relaxation tools to the robot to be able to tailor
the robot for various patient ages and dementia. A few therapists also provided their concerns
with robots being built that could displace them and decrease the quality of care for patients,
highlighting limitations of robots today that cannot catch a patient, cannot move a patient,
cannot ﬁx patient hardware, and need local support. Several therapists also highlighted
perceived limitations that are important to them, focusing on the operator being able to
speak to patients (which the Flo system does enable, but was not clearly demonstrated in
the video).
The results for the questions prompted by “In this section we ask for some ﬁnal thoughts
on robotics in healthcare” are shown in ﬁg. 5.2. Eighty-seven percent of the therapists agreed
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that more study needs to be done on how robots aﬀect function. Only 2% felt that failing
to use robots for treatment would be unethical. When asked “What other feelings do you
have towards robots”, 93 therapists provided a response. Responses ranged from negative to
positive. Multiple therapists focused on the need to use robots only with the right patient
population and in the right situations. They highlighted a lack of existing knowledge on
when, where, and with whom robots are helpful. Some thought that deployments when other
avenues of care are not available, such as during a pandemic, makes sense. Multiple therapists
were concerned that social robots might be detrimental to the development of patients with
behavior and communication disorders by distracting them, changing social dynamics, and
getting in the way of parent-child bonding for young children. Others speciﬁcally highlighted
these populations as ideal for working with robots. Multiple respondents were concerned
that older adults would resist new technology, but others posited that as the ﬁeld advances,
resistance to technology will decrease. It was highlighted that for patients where safety is a
concern, due to, for example, a fall risk or pain, that a robot cannot guarantee patient safety
today and that more generally if patients are poorly positioned, injury could result. Some
felt that rural locations are a good place to use robots, but others highlighted that robots
can be too expensive for rural clinics. In general, multiple therapists expressed concerns
about costs, especially when considering the challenges with deploying ﬂeets and maintaining
support and steep learning curves. Similarly, a therapist was concerned about reimbursement
and time spent on robot setup. Some were also concerned about technical barriers, like poor
internet access in their clinics. Multiple saw use cases in stretching and strengthening as part
of an established plan of care but one was also concerned about robots not providing the
correct amount of challenge to patients, causing them to become dependent on the robots.
Multiple therapists highlighted the importance of in-person interaction with patients.
That trust in the therapist and patient-therapist relationship is what enables eﬀective therapy,
comforting a patient leads to better outcomes. Therapists in person can pick up subtle
cues, and manual manipulation is required for both assessment and treatment, especially in
inpatient settings. They noted that they must adapt to changing situations during therapy,
which is challenging for robots. No therapists suggested that robots should replace therapists
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and multiple who were positive towards using robots emphasized that they should be used
to augment the care that patients get from their therapists.
There were multiple therapists who were open to the idea of robots but need to see more
data to show that robots are beneﬁcial for patient care and outcomes and need guidelines on
when robots should be used. Even those who are positive about robots in healthcare have
concerns that it will fail in practice, where reliability is necessary.
Response Themes
The result of Bartlett’s test is: χ2 (435) = 6160, p ≈ 0, indicating a factor analysis is
appropriate. The knee in the scree plot is between 5 and 7 factors. Kaiser’s Rule and
Horn’s parallel analysis both suggest that 6 factors be used. The factor analysis led to the
construction of 6 themes:
• “Features for Social Robots and Advanced Telepresence”: Captures features
that could be used in social robots, advanced telepresence systems, and/or SRAT
systems, including driving autonomously (feat-mobileAuto), driving under a clinician’s
control (feat-mobileManual), having arms and a face (feat-socialArms, feat-socialFace),
social interactions with patients autonomously (feat-socialAuto), playing games (featsocialGame), performing autonomous assessments (feat-assessmentAuto), and having
a web interface (feat-webInterface).
• “Positive Feelings”: Captures positive feelings toward robots (feel-positive), the
inverse of negative feelings toward robots (−feel-negative), belief that robots will
improve patient independence (feel-patientIndependence), allow caretakers to focus on
higher level tasks (feel-careFocus), improve clinician well-being (feel-clinicianWellbeing),
are like other medical devices (feel-medDev), and are accurate (feel-robotAccurate).
Also captures the unrelated and opposing variables: should act autonomously (feelautomatic) and should act under clinician control (feel-clinicianControl).
• “Telepresence Features”: Captures features needed to make any telepresence system
high quality: a clear screen (feat-clearScreen) and high-quality video (feat-hqVideo).
• “Societal Concerns”: Captures concerns about possible negative impacts on society
from using robots: belief that the use of robots is in general bad for society (feel71
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Figure 5.3: The results across the entire data set for each of the themes using the coarse model.
Results are shown as a violin plot (estimating the kernel density function), with a box plot and
the mean as a diamond. The theme score corresponds to the scale of the questions (-2: very
negative, -1: negative, 0: neutral, 1: positive, 2: very positive).

societyBad), is unethical (feel-unethical), will damage people’s ability to interact
with other people (feel-damageInteraction), will cause clinicians to lose their jobs
(feel-lostJobs), and that not using robots would be unethical (feel-notreatUnethical,
although logically opposed, the loading is positive).
• “Feasibility Concerns”: Captures concerns about the feasibility of deploying rehab
robots: feelings that robots are too expensive (feel-expensive), take too long to set up
(feel-setupTime), will be rejected by patients (feel-patientReject), and fail too often
(feel-robotFailure).
• “Research & Regulation”: Captures feelings that robots need to be studied further
(feel-study), we need more laws governing the use of robotics (feel-laws).
The mean of the questions assigned to each theme were taken, yielding the scores seen in
ﬁg. 5.3. Across the sample, this model has the following Cronbach’s alpha values: “Features
for Social Robots and Advanced Telepresence” 0.92, “Positive Feelings” 0.84, “Telepresence
Features” 0.97, “Societal Concerns” 0.72, “Feasibility Concerns” 0.67, “Research & Regulation”
0.51.
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Theme Values By observation of the plots (ﬁg. 5.3) it appears that the scores for the
themes “Telepresence Features” and “Research & Regulations” are non-normal, necessitating
non-parametric tools. The “Features for Social Robots and Advanced Telepresence” theme
scores are skewed, but the large sample size allows for the use of parametric tools. The
remaining themes appear normal and have large sample sizes. A two-sided t-test was
performed on the responses to those themes to determine if the mean diﬀers from zero.
For the two non-normally distributed themes, a two-sided Wilcoxon Signed Rank test was
performed to determine if the median diﬀers from zero. The tests for the themes “Features
for Social Robots and Advanced Telepresence”, “Telepresence Features”, “Societal Concerns”,
“Feasibility Concerns”, and “Research & Regulation” all yield p-values of approximately zero,
so we conclude that the population for each of those themes is not centered at zero. The test
for the “Positive Feelings” theme produces a p-value of 0.5, so we are unable to conclude
that its true mean is diﬀerent than zero. The conﬁdence intervals show that “Feasibility
Concerns” (CI: 0.52 to 0.63), “Features for Social Robots and Advanced Telepresence” (CI:
0.45 to 0.63), “Telepresence Features” (CI: 1.50 to 1.75) and “Research & Regulation” (CI:
0.75 to 1.00) are all above neutral (zero) and “Societal Concerns” (CI: −0.51 to −0.38) is
below neutral (zero).

5.1.5

Discussion

Feelings Towards Robots in Healthcare
A ﬁrst takeaway is that therapists are not a monolithic group, there are multiple questions
with nearly equal numbers of therapists agreeing and disagreeing. The most positive response
within the general feelings towards robots is that therapists believe we need to study robots
more. Combined with answers of feeling positive toward robots and insights from the openended questions, there is an indication that therapists are open to the development of robots
in healthcare. However, evidence of eﬃcacy is needed, with an emphasis on when, where, and
with whom systems are appropriate. Therapists also responded that they would like more
laws surrounding robots in healthcare, there is an opportunity for the robotics community
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to engage in policymaking to help lay the foundation to improve the lives of both providers
and patients.
However, several responses center on perceived deﬁciencies of robots: that they are
too expensive, patients will reject them, robots fail too often, and robots take too long to
set up. These sentiments agree with prior reports demonstrating robots to clinicians [50]
and mirror results from Winkle et al., where therapists expressed concerns over the costs
associated with robots and whether SARs could be tailored enough to meet speciﬁc patients’
needs [124]. However, practical experience has shown that patients do accept robots [27, 33,
37]. Adopting recommendations from the therapists to make customizable systems with a
variety of interaction pathways may address some of these challenges, but risks increasing
complexity of systems, which must be managed. Building systems which are designed to
be robust, for example by using teleoperation where autonomy is not yet reliable, will, as
noted in the open-ended responses, eventually allow both patients and clinicians to become
more comfortable working with robots and allow them to be viewed as just another medical
device, which responses here show they are not.
Of particular concern is that therapists do not think that robots will improve clinician
well-being. Prior technology pushes (for example, electronic health records) have overloaded
clinicians. It is important that, as we develop robots, we focus not just on the patient, but
also on the clinician.
Therapists do not appear to want robots that act on their own and they do want ones
that they control, which presents comparable results to a study performed in 2008 with
healthcare professionals who responded positively to using robots for healthcare only when
controlled by a clinician [39]. For robots to be used they need to be accepted by clinicians
and clinicians expect to be in control.
Features for Telerehabilitation
There were more positive than negative ratings for all the features proposed in the survey.
The therapists wanted high quality video and a clear screen, above any of the social robot
focused features which were proposed. The open-ended questions proposed additional ways
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in which the screen could be enhanced for patients, with additional information in overlays
and other videos.
The therapists also seemed excited about automated assessment, which could remove
the need to scrub back and forth over the video captured during the interactions to assess
patients. We believe that this is an area in which roboticists and computer vision experts
could make a strong contribution. Although the therapists ranked a system which can
autonomously drive itself lower than one which is manually driven, only 18% felt that
autonomous mobility would be somewhat or extremely useless, compared to 69% who
disagreed or strongly disagreed when asked “I want robots that act on their own”. This
highlights the importance of discovering which tasks should be oﬄoaded from clinicians.
More than half the therapists felt that robots with a face and arms would be useful.
Many in the open-ended questions wanted legs added along with a higher quality voice.
Themes
The factor analysis allows the description of the latent themes underlying the questions.
All themes except “Research & regulation” have good internal consistency. Based on the
conﬁdence intervals of the centers of the themes, we can say that a large group of therapists
from across the United States, with a wide range of backgrounds expressed (ﬁg. 5.3):
1. Some concern towards the feasibility of using robots in healthcare, due to cost, ease of
setup, rejection by patients, and robot failures.
2. That features which would be used in SRAT for rehab are somewhat useful.
3. Clear feelings that more research should be done on robots in healthcare and that
more regulations and guidance are needed on their use.
4. Slight lack of concern about societal implications of using robots in healthcare.
5. That fundamental telepresence features of high-quality video with a high-quality screen
are very important for telerehab to work well.
Statistically signiﬁcant positive feelings (or lack thereof) towards robots in healthcare were
not found.
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Limitations
The responses to individual questions on social robot + telepresence features are positive.
However, it is important to acknowledge the potential bias introduced by asking feature
questions like these after introducing a system with many of the features (Flo) which
the survey designers built. Another limitation is that the questions asking about general
feelings toward robots in rehabilitation were asked after Flo was presented and the features
questions were asked. Although the questions about feelings toward robots explicitly ask
to rate on robots generally, it is possible that some respondents answered about Flo. The
internal consistency for the Research and Regulation theme is low. This is in part due
to the small number of items included in each, which reduces the score [103]. This study
only evaluated responses by therapists in the United States, future work should include
determining the sentiments of other stakeholders. Additionally, the survey was distributed
by convenience using digital methods, which could bias the sample group. Despite these
limitations, this study, with a large number of respondents, provides useful insight to the
ﬁeld on the thoughts and feelings of therapists towards robots in rehabilitation and features
to focus on for telerehab, examining for SRAT in particular.

5.1.6

Conclusion

In this section, we have described the opportunity for social robots to augment telerehabilitation, brieﬂy described an example social robot augmented telerehab system, and explored
the results of a large study to understand how therapists view robots, telehealth, and the
speciﬁc use of social robots for telerehabilitation. We have evaluated the raw data as well
as the summarized themes to uncover concerns among therapists over the feasibility of
using robots for rehabilitation and over a lack of regulations and data on robots. While we
cannot say that therapists have positive feelings towards robots, we have shown that they
do not have negative feelings towards them. Finally, we have explored speciﬁc features that
therapists want in telerehab robots: clear screens, high quality video, control, and features
expected in social robot augmented telerehab.
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Table 5.2: Questions comparing Flo to traditional video-based telepresence
Scale values (0–100)

COMMUNICATION during the interaction
Patient MOTIVATION during the interaction
Your ability to ASSESS your patients from telepresence interactions
How well your patients COMPLY with instructions DURING the
telepresence interaction
How well your patients ADHERE to the treatment plan AFTER a
telepresence interaction

5.2

0

50

100

Decrease communication
Decrease motivation
Impair assessment
Reduce compliance

No change
No change
Same
Same

Help communication
Increase motivation
Improve assessment
Improve compliance

Reduce adherence

Same

Improve adherence

Perceived Usefulness of a Social Robot Augmented Telehealth Platform by Therapists in the United States2

Here I present results of a virtual usability survey with 351 therapists across the United
States, representing a cross-section of therapists actively treating patients in a variety of
rehabilitation care settings. Therapists were asked to evaluate the perceived utility of the
Flo robot system compared to traditional telepresence for remote rehabilitation. Note that
this analysis uses a slightly smaller cohort than the previous section, completed earlier in
the survey process.

5.2.1

Methods

Survey Methodology
This section builds oﬀ data gathered from the survey detailed in section 5.1.3.
Survey Distribution and Data Collection For this portion of the analysis, we collected
a convenience sample of 423 rehabilitation clinician’s responses prior to September 15th,
2020. The vast majority of responses came from therapists in the United States of America.
For this analysis, we analyzed only responses from therapists in the United States with one
or more years of experience who had no prior knowledge of Flo (n=351).
Survey Questions The survey asked several questions about demographics and the
typical patient population treated by respondents, followed by questions to determine the
prior experience of the clinician with performing telerehabilitation. Subjects were then asked
to watch a short video overview of Flo (https://youtu.be/OHybatsjzog), which depicted
2

This section is derived from a published paper Perceived Usefulness of a Social Robot Augmented Telehealth
Platform by Therapists in the United States[100].
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the system being driven by a remote operator and the humanoid robot introducing itself to
the viewer and demonstrating its capabilities including talking, moving the two upper limbs,
and instructing the viewer in an exercise.
After watching the video overview of Flo and answering questions on their prior knowledge
of Flo, subjects were asked about their general interest in the system: “How interested would
you be in using the Flo system?” and responded by placing a continuous slider on a scale of
0–100 with 0 labeled as “Not At All Interested” and 100 labeled as “Very Interested”. To
better understand perceived utility of Flo, subjects were also asked: “How do you believe
that adding a social robot as a companion for your patients during video+audio telepresence
interactions (such as the LIl’Flo system) would change the following when compared with
traditional video+audio telepresence-based rehab?” They were presented with 5 categories
to rate along a slider scale (table 5.2). For all the sliders, the text range labels were displayed
in the appropriate positions, but numerical values were not displayed. The default value for
the sliders was 50. Subjects were required to click in the slider area to continue but were not
required to change the value from 50.
Hypotheses
We hypothesized that clinicians would perceive that Flo would increase communication
(H1a), patient motivation (H1b), patient compliance (H1c), patient adherence (H1d), and
the ability of clinicians to assess patients (H1e). From prior experience, we expected that
therapists’ perceptions of the utility of Flo would be aﬀected by years of experience (H2a)
and type of therapist (H2b). We also hypothesized that prior experience using telerehab
would aﬀect perceptions of our robotic system (H2c). We also explored whether therapists
who expressed interested in using the system had diﬀerent responses than those who did
not, expecting that therapists who rated their interest as less than 50/100 would perceive
diﬀerent levels of utility than those who rated their interest as greater than 50/100 (H2e).
Statistical Analysis
All statistical analysis was performed in R [79] and plots generated with ggplot2 [122].
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The data were ﬁrst cleaned by coding responses by therapist type: Occupational Therapist,
Physical Therapist, Speech and Language Pathologist, and other using responses to an
open-ended question on therapist type. One data record which was marked complete was
removed due to missing data.
We evaluated therapists’ interest in using Flo using descriptive statistics.
We used a one-sample Wilcoxon signed rank test with alpha set at 0.05, for each
hypothesis H1a-e to evaluate whether Flo would be perceived to improve communication,
motivation, assessment, compliance, adherence, and ability to assess patients when compared
to video alone for telerehab. The null hypothesis was that the median was less than or equal
to 50, with the alternative that it was greater than 50. In addition, how many respondents
changed from the default value of 50 was calculated, as a proxy for level of opinion/interest
in the respective question.
To test H2a–c, whether a variety of demographic features change therapists’ perceived
utility of Flo, responses were grouped by years of experience practicing therapy, therapist type,
and prior telepresence experience. The variable years of experience practicing was deﬁned
by breaking therapists into three categories: 1–4 years (n=96), 5–15 years (n=105) and 16+
years of experience (n=150). The variable therapist type was deﬁned as physical therapists
(n=131), occupational therapists (n=165), and speech and language pathologists (n=41).
The variable, prior telepresence experience, was deﬁned as three categories: experience with
video-based telepresence pre-COVID-19 (n=50), experience with video-based telepresence
during COVID-19 but not before (n=106), and no prior video-based telepresence experience
(n=195). The responses in each group for each question were compared to determine if any
factor inﬂuenced perceived utility. For groups where the variances at each level were not
signiﬁcantly diﬀerent (p-value on Fligner-Killeen test not less than 0.05) and for which the
kurtosis at each level was between 1 and 5, an ANOVA was used. For groups in which these
conditions were not met, a Kruskal-Wallis rank sum test was used.
To test H2d, whether being interested or not interested in using Flo changed therapists’
perceived utility of Flo, responses to the utility questions were separated into a group for
therapists who responded to the interest question with less than 50/100 (n=224) and a
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Table 5.3: Clinical settings respondents work in (multiple choice)

Location Types
Community Center
Elder Care Home
Elder Care Hospital
General Hospital
Hospital for Children
Inpatient Facility

n

Location Types

1
45
8
78
8
48

Outpatient Facility
Patient Home
Private Practice
Rehab Center
School
Other

n
87
34
35
68
51
27

second group which responded greater than 50/100 (n=95). A Wilcoxon rank-sum test was
used to compare responses from the two groups.
P-values for each question, treating the factors as multiple comparisons (four comparisons
per question), were adjusted using the Benjamini & Hochberg method.

5.2.2

Results

Sample Demographics
With our inclusion for this analysis (therapists in the United States with 1 or more years of
experience who completed the survey prior to September 15th, 2020), we were able to gather
a sample of 351 complete responses to the survey. Respondents average 40.4 ± 12.5 (µ ± sd)
years old with 14.8 ± 11.9 years of experience. There were 165 occupational therapists, 131
physical therapists, 41 speech language pathologists and 14 other types of therapists. There
were 317 women and 34 men. The respondents worked in a wide variety of clinical settings
(table 5.3). 149 of the respondents worked in an urban setting, 199 in a suburban setting,
and 65 in a rural setting (subjects could select multiple classes of locations). We collected
responses from 26 states. However, the largest number came from Ohio, where we were able
to obtain direct emails of all therapists in the state from the state licensing board, leading to
186 responses. Illinois had 47 responses, Pennsylvania 30, New York 16, and South Carolina
13. All other states had less than 10 responses.
Interest in Using Flo
The level of interest in using Flo among therapists is shown in ﬁg. 5.4. The mean of the
responses is 34.5 with standard deviation 25.7. The median is 30, ﬁrst quartile 13, and third
quartile 55. 9.7% of the respondents indicated 0 (not at all interested in using Flo) while
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Figure 5.4: Responses to: “How interested would you be in using the Flo system?” on a
continuous scale from 0 (Not At All Interested) to 100 (Very Interested), as a boxplot with mean
at the diamond, violin plot, and dot plot.
100

Rating

75
50
25
0
Adherence

Assessment

Communication

Compliance

Motivation

Figure 5.5: Responses to the questions comparing the utility of Flo to traditional video-based
telepresence. On the left for each question, a boxplot showing the inter quartile range (IQR)
with whiskers extending to the most extreme value within 1.5 IQR. Outliers beyond 1.5 IQR are
shown as dots. The mean is shown as a diamond. On the right for each question, violin plots [46]
showing the estimated kernel density with overlaid dot plots showing actual responses.

9.1% of the respondents indicated 50, the default value. 63.8% of respondents rated their
interest as less than 50 (including 0) and 27.1% rated their interest as greater than 50.
H1: Perceived Utility of Flo
The answers to the ﬁve utility questions can be seen in ﬁg. 5.5 with summary statistics
shown in table 5.4. Table 5.4 also shows the count of therapists who were positive (> 50),
neutral (= 50) or negative (< 50) in their responses to the utility of the system. On visual
inspection, the data is clearly non-normal, especially so with the peak at 50, which was
conﬁrmed visually on quantile-quantile plots (not shown).
The median responses for communication (H1a, median = 56, p = 1.0×10−3 ), motivation
(H1b, median = 63, p = 1.1 × 10−12 ), and compliance (H1c, median = 56, p = 2.3 × 10−4 )
were signiﬁcantly above 50 (Flo improving those categories) as determined by Wilcoxon
signed rank tests. The median responses for adherence (H1d, median = 50, p = 0.7) and
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Table 5.4: Summary for responses to utility questions by all subjects, subjects who rated
interest in using Flo > 50, and < 50
All

Communication
Motivation
Assessment
Compliance
Adherence

Interest < 50

Interest > 50

mean

sd

Q1

med

Q3

n(< 50)

n(= 50)

n(> 50)

mean

sd

med

mean

sd

med

53.3
58.3
50.2
53.5
48.8

22.3
21.3
21.9
20.6
17.7

40.5
50.0
39.0
50.0
50.0

56
63
50
56
50

69.0
71.0
65.0
67.0
57.0

102
68
103
81
86

62
52
98
84
158

187
231
150
186
107

47.5
53.1
44.5
48.0
44.9

23.0
22.4
22.7
21.4
18.5

50.0
58.5
50.0
50.0
50.0

65.8
68.9
61.8
65.7
57.2

16.1
14.7
16.2
14.1
14.6

67
69
61
65
53

Table 5.5: P-values for eﬀects analysis on utility questions (adjusted for multiple comparisons)

Years of Experience
PT vs OT vs SLP
Prior Telepresence Experience
Level of Interest

Communication

Motivation

Assessment

Compliance

Adherence

0.61
0.19
0.68
5.9 × 10−11

0.32
0.91
0.71
8.7 × 10−9

0.093
0.35
0.73
1.3 × 10−9

0.11
0.36
0.88
4.7 × 10−12

0.72
0.96
0.96
6.7 × 10−8

assessment (H1e, median = 50, p = 0.289) were not found to be signiﬁcantly above 50 as
determined by Wilcoxon signed rank tests.
H2: Effect of Demographic Factors on Perceived Utility
To determine if demographic factors were having a signiﬁcant eﬀect on perceived utility,
Kruskal-Wallis rank sum tests were used for prior telepresence experience on the motivation
and compliance questions and for all groups on the adherence question, ANOVA were used
for all other comparisons involving demographic factors. Wilcoxon rank sum tests were
used to evaluate the eﬀect of interest in using LIl’Flo on perceived utility. The resulting
p-values can be seen in table 5.5. None of the three independent demographic variables,
years of experience (H2a), therapist type (H2b), or prior telepresence experience (H2c),
showed signiﬁcant results. A signiﬁcant diﬀerence on all utility measures was found between
therapists rating interest in using Flo greater than 50 and those rating interest less than 50
(H2d).

5.2.3

Discussion

The US Bureau of Labor Statistics reports that in the USA there are 136K occupational
therapists (88% women), 304K physical therapists (67.9% women) and 180K speech and
language pathologists (95.8% women) [26]. We successfully conducted a large perceived
usability study with 351 therapists in the USA of which 47% were occupational therapists,
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37% were physical therapists, 12% speech language pathologists and 90% were women. This
study represents one of the largest queries conducted regarding a socially assistive robot for
rehabilitation conducted in the United States.
The hypothesis underlying the design of Flo is that adding a social robot which can
gesture, speak, play games, and in general interact with patients during telerehab interactions
will improve the quality of those interactions. We surveyed therapists from across the United
States with a variety of experiences and backgrounds to understand, with their knowledge
and experience, what utility they believe Flo would provide to telerehab interactions. We
found that overall therapists perceived that Flo would help communication with their
patients, increase patient motivation, and improve patient compliance during interactions.
The results did not show that therapists would expect Flo to improve patient assessments or
improve patient’s adherence after interactions. This response does not appear to deviate
across therapists with diﬀerent disciplines, with diﬀerent years of experience, or with diﬀering
levels of prior telepresence experience. Therapists who are interested in using Flo perceive
its utility signiﬁcantly higher across all measured utility categories.
These results were exciting and helped to justify the remaining work in the thesis. From
our prior experience with Flo and from the literature, we had expected to see all utility
questions show values greater than 50 (Flo improving each metric over traditional video-based
telehealth). Conﬁrmation of our hypotheses for three of the ﬁve questions was a positive
outcome. Although we had hoped to see therapists viewing a social robot as being more
useful for assessment and at driving adherence with rehab plans than traditional telepresence,
our failure to do so is instructive. First, it may indicate a knowledge gap in therapists’
understanding of the power of AI or the power of the robot companion or a failure on our
part to design to those needs. Second, assessments in rehabilitation drive reimbursement
and therapists may be hesitant to “try” new systems especially if the system’s accuracy is
not clear. Clinicians’ skepticism in the areas of adherence and assessment highlights a need
to focus future study on providing evidence of social robots with telepresence impacting
assessments and adherence.
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Many of the therapists expressed interest in using Flo, 95 respondents rated their interest
as greater than 50. An even greater number, 258, rated their interest as 50 or less. Given
that none of the respondents had prior knowledge of the system and they were only exposed
to it through a brief overview video, we view this outcome as being positive. Unsurprisingly,
therapists who are interested in using the system viewed it as having greater utility than
those who are not.
Limitations of the Study
Our sampling method was not random and there may be bias in the sample. For example,
the sample likely skews towards therapists who are active on social media or read emails
from their state professional society, which could represent only a subset of therapists. For
the state of Ohio, we sampled the entire population of physical and occupational therapists
via email, providing a broader sample from that state. From our demographic questions, we
know that we have been able to survey therapists with a wide range of experience levels,
ages, clinical settings and locations, and patient types. Because of our large sample size and
diversity of respondents, we believe that the results we present here are strong enough to
signiﬁcantly contribute to the space.
There were many responses at the 50 level on all questions. It is likely that those responses
represent some combination of respondents feeling that the Flo system would be equivalent
to traditional telepresence and some who were simply picking the default as a non-response.
A survey design that prevented a default response may have provided stronger results. The
variability in responses at 50 across the ﬁve questions may provide more insight as to the
intent of respondents. The motivation question had far fewer responses at 50 than the
adherence question (ﬁg. 5.5), perhaps suggesting that the adherence question was not as
well understood.
The use of the video may have limited our ability to communicate certain design features.
For example, one assumption of our design is that a social robot will be able to motivate
and instruct a patient during a remote assessment and that this will improve the assessment
quality. In addition, we propose the use of machine learning algorithms to enable extraction
of patient kinematics to provide objective assessment of movement. Therapists were not
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convinced that Flo would improve their ability to do assessments, with many feeling Flo
would be worse at the measured metrics. These responses may be attributed to a failure of
the video to communicate this design feature well.

5.2.4

Conclusions

The data presented in this section suggests that when broadly sampled, therapists believe
that Flo would beneﬁt care for their patients. This result laid the groundwork for then
working with a much smaller group of therapists, hands on, to see if the results from broad
virtual evaluation would hold up in person.

5.3

Key Takeaways for SRAT

Already with this data, we see that therapists are in some ways positive about Flo and
SRAT, but also have some needs that Flo does not address. The biggest stand out is the size
of the screen. Therapists identiﬁed a clear screen as being critical. Flo has a clear screen,
but it is not very large. We also see that some therapists have a desire for automation to
motivate ease of use. As testing continues, we will see these paint points re-occur.

5.4

Contribution

Many of the questions explored in these surveys are of general interest to the robotics
community. Rehabilitation is an attractive space for roboticists to work in. There is a
growing need for technology to support the work done by therapists, physiatrists, and other
clinicians as demand for rehab continues to grow faster than the supply of clinicians. When
looking to work in rehabilitation robotics, it is important to understand the sentiments of
rehab practitioners. The results presented in ﬁg. 5.2 and ﬁg. 5.3 provide information to the
roboticist to understand the feelings speciﬁcally of therapists.
For others who are interested in pursuing tele-rehabilitation with an eye towards the
ideas of social robot augmented telerehab, the results in ﬁg. 5.1 are of particular interest.
These results highlight the importance of the fundamentals of telepresence. The results also
show strong interest in automated assessment, which should be used to justify future work
in that area by a broader community of researchers. Challenges with the current version of
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SRAT and speciﬁc requests for additional features which the survey respondents highlighted,
especially in the open-ended questions, are explored in chapter 9.
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CHAPTER 6: COMPARING SOCIAL ROBOT
AUGMENTED TELEREHAB TO CLASSICAL
TELEREHAB

To understand whether the humanoid actually has an eﬀect on the quality of rehab interactions, it had to be tested in a controlled way. Here I will present two studies, a pilot study,
and the full study that built on top of it, in that order. Although the full study in many ways
supersedes the pilot study, the pilot study is presented here to show some of the evolution
of the interactions which the robot carries out and to highlight the valuable experiences of
the subjects in the pilot study. Because the full study builds oﬀ the pilot study, there is
some repetition in the methods, however the full study is a ﬁnal stable state of the methods
which were evolving throughout the pilot study. This chapter focuses on a speciﬁc type of
testing, we are trying to control as many factors as possible to elucidate the eﬀect of the
social robot being added to telepresence from the patient’s perspective. In the next chapter,
we will take a diﬀerent perspective and look at how therapists react to the system in an
uncontrolled setting. But for now, the pilot study:

6.1
6.1.1

Pilot Study
Procedure

The study was approved by the University of Pennsylvania Institutional Review Board. In
addition to consenting to participate in the study, all subjects also provided an optional
media release, allowing publication of their images.
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Figure 6.1: Subjects performing the clinical assessments at the beginning of the trial. From
left to right: the box and block test, color trails test, and grip strength test.

Demographics and Baselines
After consenting, subjects were assessed using the box and block test [52] to measure
unilateral gross manual dexterity, children’s color trails test for pediatric subjects [19,
123] and color trails test for adult subjects [20] to measure visual attention, graphomotor
sequencing, psychomotor speed, and cognitive ﬂexibility, as a proxy for executive cognitive
function more generally, and grip strength test [65] to measure hand and forearm strength
as a proxy for upper limb strength (ﬁg. 6.1).
Subjects, aided by a caretaker/parent if present, answered a survey asking: basic demographics, history of cognitive and motor impairment, technology usage, level of education,
and current therapy practice and compliance, how they are feeling today, and how they feel
about robots. Surveys were administered by a study team member, enabling data to be
collected from subjects of all ages and cognitive levels as well as allowing follow-up questions
to be asked.
Conditions and Ordering
Subjects were randomly assigned to an ordering group. With face-to-face (FTF, ﬁg. 6.2),
social robot augmented telepresence (SRAT, ﬁg. 6.3), and classical telepresence (CT,
ﬁg. 6.4), the groups are: FTF-SRAT-CT and FTF-CT-SRAT. Once the intake surveys were
complete, the subject was seated in a room. For the FTF condition, the operator entered
the room and sat on a chair, next to the telepresence system, which was not connected, but
used to gather video data, in front of the subject. For the SRAT/CT conditions, the robot
entered the room under remote control by the same operator. This ordering sequence was
used to give each subject a baseline face-to-face experience to begin, as would likely happen
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Figure 6.2: Subject interacting in person with the operator (Condition FTF). On the top,
playing a Simon Says game. On the bottom, performing the target touch activity.

in the real world, before moving on to the telepresence modalities. Previous results have
suggested that when initial interactions are remote, results are poor [34].
Interaction
To begin each interaction, the operator introduced themselves and, in the SRAT condition,
the robot. The operator asked the subject if they wanted to play a game. When the subject
said yes: in the SRAT condition the robot said “great, let’s play Simon Says” and explained
how to play a game of Simon says, in the CT/FTF conditions, the operator said “great, let’s
play Simon Says” and explained how to play a game of Simon Says. The game was played
with the subject moving through 20 motions with an additional 6 repeated motions where
there was no Simon Says command, with all instructions given by the robot in the SRAT
condition. The motions were identical in all conditions, composed of bimanual activities:
clapping, reaching overhead with hands apart, reaching out forward with arms, covering
both eyes and unimanual activities: reaching across the body to touch the shoulder, touching
the mouth, touching the top of the head, reaching out to the side, etc. For the ﬁrst four
subjects, the unimanual activities were done individually for each arm, randomly ordered.
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Figure 6.3: Subject interacting with the operator via telepresence with a social robot augmenting
the interaction (Condition SRAT).

Figure 6.4: Subject interacting with the operator via classic telepresence (Condition CT).
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As the study evolved, for the ﬁnal two subjects, activities were made more diﬃcult and
engaging using bilateral non-symmetrical motions constructed randomly, as described in
section 4.3.5.
The operator then said that they want the subject to play another game, the target
touch game. In the CT/FTF conditions, the operator explained the game and in the SRAT
condition, the robot explained it. Initially, the game was slightly diﬀerent than the one
described in section 4.3.5: “In the target touch activity I will tell you to touch the dots on
my [hands/board] ... Let’s start in a ready position, return to this position after every touch”.
In the CT condition, the telepresence system had colored dots mounted on a board hanging
on the robot. In the FTF condition, the same board was mounted on the platform next to
the operator. In the SRAT condition, the robot had the same dots on its hands and moved
its hands to the same points as those on the board. The ﬁrst four subjects were instructed
to touch each of three dots with each hand ten times, for a total of sixty point-to-point
motions. The ﬁnal two subjects were instructed to complete the activity as described in
section 4.3.5. This activity tests the attention and motivation of the subjects by instructing
them to do repetitive motions. In the modiﬁcation made for the ﬁnal two subjects, diﬃculty
was increased, and more sustained attention was required rather than simple touching.
Mid-Interaction Survey and Rest
On completion of each condition, the robot/operator exited the room. Subjects were then
given a survey asking questions from the NASA task load index (TLX) [45], intrinsic
motivation inventory (IMI) [68], how well they enjoyed the interaction, if they would like to
do the interaction again, and how safe they felt during the interaction. Once the surveys
were completed, subjects rested until at least 15 minutes had passed since the end of the
prior condition.
Post Study Survey
At the end of the study, subjects are asked questions about the entire experiment: which
interaction modality they thought was best and several questions adapted from Telemedicine
Satisfaction and Usefulness Questionnaire [6] on whether they thought telemedicine would
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Table 6.1: Subject demographics, aﬀective state, experience/feelings regarding relevant technologies, and trial interaction preferences
AJ

HL

GS

VM

PD

BF

Diagnosis
Stroke Stroke Stroke None
None
None
Age
55
53
63
13
4
6
Gender
F
M
F
M
F
F
Color Trails Test Z-score
CTT-1
-3.9
-2.2
0.0
-0.8
CTT-2
-5.0
-1.5
0.9
0.4
Box and Block Test Z-score
Dominant hand
-4.6
-3.1
-5.6
-3.2
0.2
-3.2
Non-dominant hand
-2.3
-2.3
-5.2
-3.5
0.3
-3.1
Self-Assessment Manikin
Valence (1: Happy, 9: Unhappy)
1
1
1
3
1
1
Arousal (1: Excited, 9: Relaxed/Sleepy)
1
1
5
4
1
3
Dominance (1: Submissive, 9: Dominant)
4
7
9
7
9
9
Please rate your level of experience with (1: No experience, 5: Very high experience):
Computers
4
2
3
4
2
2
Tablets
4
2
3
4
3
3
Smartphones
4
2
2
4
3
1
Robots
4
2
1
3
2
1
Have you ever done:
A video call?
Yes
Yes
Yes
Yes
Yes
Yes
A video call for healthcare?
No
No
Yes
No
No
No
How do you feel about (1: Very negative, 5: Very positive):
Using video calls for healthcare?
5
4
2
4
5
2
Robots?
5
5
4
5
5
4
Interaction Modality Preference:
First
CT
FTF
FTF
SRAT SRAT SRAT
Second
SRAT SRAT SRAT
FTF
CT
FTF

change how they manage their healthcare, communicate with their clinicians, and if telehealth
visits would be convenient to them.

6.1.2

Results

Subjects
Eight subjects participated in the pilot trial. The surveys were dramatically edited between
the ﬁrst and second subjects, so the ﬁrst subject was excluded from analysis. For one other
subject, the power system on the robot failed, preventing that subject from completing the
protocol. As a result, that subject was also excluded. Therefore 6 subjects’ results were
analyzed. Complete subject information can be seen in table 6.1.
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The subjects with stroke varied functionally — one had aphasia, another had spasticity
and loss of function in one hand, preventing independent ﬁnger and wrist actuation. All but
one subject (PD) performed 2 to 6 standard deviations below normal on the box and block
test [52, 67]. Subjects varied from severely impaired to typically functioning on the color
trails test. At intake, all subjects reported being happy, excited to neutral, and dominant to
neutral. All subjects reported positive feelings towards robots. All subjects had previously
made video calls, only one had done so for healthcare (GS). Subjects initially were mixed on
their feelings towards using video calls for healthcare.
Randomization
AJ, BF completed the study in the FTF-CT-SRAT order. HL, GS, VM, PD completed it in
the FTF-SRAT-CT order.
Ability to Participate
All subjects were able to fully participate with the robot. No subjects reported diﬃculty
understanding the instructions given by the humanoid. AJ reported diﬃculty in the CT
condition with seeing the operator due to the small screen size. The last two subjects to
participate (PD and BF), who were the youngest and experienced more challenging activities,
appeared to have more diﬃculty with the Simon Says activity and had signiﬁcant diﬃculty
with the target touch activity across conditions. PD was not comfortable with left and right
hands and had diﬃculty with more than two step instructions.
Quality of Interactions
Using the IMI (1 low to 7 high), enjoyment for each condition averaged between 5.1 and 5.8,
competence averaged between 6.5 and 6.7, eﬀort averaged between 3.8 and 4.4, and pressure
averaged between 2.1 and 2.4.
Modality Preference
All three pediatric subjects rated SRAT as the best modality. The three adult subjects rated
SRAT as the second-best modality. Complete ratings are shown in table 6.1.
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Observations
Throughout the interactions, the subjects had opportunities to provide feedback and the
study staﬀ recorded notes. GS reported not liking telepresence but liked working with the
social robot, and stated that they felt less pressure as the robot could adjust its pacing to
their needs (compared to a human who may be in a rush). AJ said that they thought the
social robot would be useful for home practice. VM reported that the SRAT interaction
was the best due to it being the funniest. BF was more energetic ﬁlling out surveys after
the SRAT interaction than the other interactions. PD, the youngest subject, was excited to
interact with the social robot. After completing the experiment and surveys, they asked if
they could play with the robot more. We drove it into the room and had the robot say hello,
wave, and talk with them. They interacted with it and ended up petting it on its head as if
it were a pet or a doll.

6.1.3

Discussion

This case series covers users of a wide variety of ages and motor and cognitive function. All
subjects were able to fully participate in three conditions: face to face, classical telepresence,
and social robot augmented telepresence. Enjoyment was high for all conditions. All conditions
required moderate eﬀort, but subjects reported high competence and felt low pressure. With
this size of a case series, comparisons between measures after conditions are not warranted.
The high level of enjoyment and the ability of all subjects to interact with the social robot
while it augmented the telepresence interaction demonstrates acceptability of the system by
patients.
The social robot augmented telepresence system was rated higher than traditional
telepresence by ﬁve of the six subjects (all but AJ). This is an early indicator of the beneﬁt
that the social robot can add. The pediatric subjects all rated the social robot augmented
condition as best. This may be partly a novelty eﬀect, which is well documented in the
literature. But previous systems, such as the NT, have demonstrated the use of social
robots for rehab longitudinally with good results [76]. Even if there is a large amount of
novelty driven interest, by using evolving games and activities coupled with dynamic robot
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expressions, high engagement should be maintained over time. Seeing the youngest subject’s
(PD) high enthusiasm for the social robot was exciting to the study team. That subject
clearly assigned a personality to the robot.
One of the adult subjects commented on the social robot being well suited for subjects
who move slower, because it can adapt to their pace, reducing the pressure during visits
while encouraging improved performance. This highlighted a point of utility that we had
not anticipated and adds more rationale for developing social robots for rehabilitation and
remembering to design with elders, not just children, in mind.
Limitations
All subjects had positive views towards robotics at the start of the trial and had previous
experience making video calls, although only one for health care purposes, which may bias
the respondents towards accepting the social robot.

6.1.4

Conclusions

We completed a case series with 6 subjects interacting with the Flo robotic system, an
example of social robot augmented telepresence. By multiple metrics, the system performed
well, was accepted by subjects, and appeared feasible to use for upper extremity motor
rehabilitation activities and assessments. The evolution of the surveys and the method paved
the way for the full trial. The full trial uses essentially the same methodology as the last
two subjects in the pilot trial (more details below). The surveys in the full trial are derived
from, nearly identical to, those used in this pilot trial.

6.2

Comparing SRAT to CT for Rehabilitation in a Controlled Study over a Broad Population

Building oﬀ the pilot study, we moved on to a much larger study. We made some key changes
to the methodology, the new activities used for the last two subjects in the pilot study and
the use of a podium for the FTF condition to make it clear that it is not a robot during that
condition. We also upgraded the software. In the pilot study for the CT and FTF conditions
the operator used print outs of the motions to complete, which was challenging to keep track
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of, while completing the interactions. As you will see, that was improved here. The other big
change was the upgrade to the speaker and microphone which are currently on the system.

6.2.1

Hypotheses

Given evidence from previous work, we believed that social robot augmented telepresence
(SRAT) would outperform classical telepresence (CT) as a medium for completing rehab tasks
(H1). We expected this to manifest across multiple domains: people would ﬁnd interactions
via SRAT more enjoyable (H1e), of higher value (H1v), and to cause less pressure (H1p)
than interactions via CT. We expected these features to lead to higher compliance during
natural interactions, although not necessarily during a study trial. Further, we expected
people would feel more competent interacting via SRAT (H1c) and would experience lower
task load when completing activities via SRAT (H1l) than CT. More generally, we expected
subjects to prefer SRAT over CT when doing rehab activities (H2). In general, we expected
that age, motor function, and cognitive function would aﬀect these outcomes.

6.2.2

Goals

The primary goals of this study were to 1. demonstrate the feasibility of interactions via
SRAT with a wide diversity of subjects, as determined by their ability to complete activities,
their perception of safety, and their ability to understand instructions, 2. determine if
interaction quality via SRAT is better than via CT, 3. determine if people prefer SRAT over
CT, 4. determine if and how age, level of motor function, and level of cognitive function
aﬀect perceptions of interaction quality between SRAT or CT, 5. determine if and how age,
level of motor function, and level of cognitive function aﬀect preference for SRAT and CT.

6.2.3

Methods

Subjects completed a series of clinical assessments followed by three interactions using
diﬀerent modalities of interaction: face to face, classical telepresence, and social robot
augmented telepresence. Their reaction to the interactions was recorded throughout by
survey instruments. The University of Pennsylvania (Penn) Institutional Review Board and
the Children’s Hospital of Philadelphia (CHOP) Oﬃce of Research Compliance approved
this study.
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Recruitment
Subjects 4 years old and older with or without upper extremity impairment were recruited
via relationships with clinicians, public ﬂyers, the Penn and CHOP clinical trial subject
databases, subject mailing lists held by the Penn Rehab Robotics Lab, and from a pool of
inpatient patients at CHOP in the Division of Rehabilitation Medicine. The participating
subjects form a sample of convenience.
Experiment
Trials took place in one of two environments: 1. a simulated clinical environment (the
Penn Rehab Robotics Lab, the Penn Gait Lab, the CHOP Neuromotor Performance Lab,
or the Penn Clinical Simulator). 2. a clinical environment (the teen activity room in the
CHOP Division of Rehabilitation Medicine). Each trial was conducted by a minimum of two
researchers: 1. an operator who delivered the rehab activities and operated the robots and
2. an interviewer who administered the subject surveys. For some trials, additional observers
were also present during the study. The ﬂow of the experiment can be seen in ﬁg. 6.5.
For subjects who completed the trial in the clinical setting, the trial occurred over two
days, approximately one hour each day. In the ﬁrst day, the subjects completed the clinical
assessments, intake survey, FTF interaction, and ﬁrst post experiment survey. On the second
day, they completed the SRAT and CT interactions, the remaining post experiment survey
and the ﬁnal survey. For subjects who completed the trial in the simulated environment, the
entire trial was completed in one day, over approximately two hours.
Pre-Trial Prior to beginning the trial, a phone pre-screen was performed with all subjects
who completed the trial in the simulated clinical environment. Subjects were scheduled for an
experiment slot and sent a copy of the consent form. For subjects in the clinical environment,
a clinician on the care team completed the pre-screen. The contents of the pre-screen form
can be seen in table B.1. Consent was gained from all subjects prior to beginning the study.
Clinical Assessments After consenting, subjects were assessed using the Box and Block
Test [52], Color Trails Test 1 and 2 [19, 20], and grip strength test [65] (ﬁg. 6.6). The Box
and Block test measures the subjects’ unilateral gross manual dexterity. The Color Trails
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Figure 6.5: Experiment ﬂow

Figure 6.6: Subjects performing the clinical assessments at the beginning of the trial. From
left to right: the Box and Block test, Color Trails Test, and grip strength test. Subjects shown
provided release to publish images of them.

Test measures executive function and sustained attention. The grip strength test measures
hand and forearm strength as a proxy for upper limb strength.
Intake Survey Prior to beginning the trial interactions, after the clinical assessments, an
intake survey was administered to each of the subjects to determine their baseline aﬀect
using the Self-Assessment Manikin (SAM) [11], experience with technology, experience with
therapy, feelings towards robots, feelings towards telehealth, and demographic information
(table B.2). For subjects in the real clinical setting, who completed the trial over two days,
the SAM was administered again at the beginning of the second day to determine their
aﬀect on that day.
Rehab Interactions Three methods of performing rehab interactions were tested during
the trial:
FTF Face to face interaction, where the operator is present in the testing environment
with the subject, interacting directly with them (ﬁg. 6.7).
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Figure 6.7: Subjects participating in the face to face (FTF) interaction, Simon says on the left
and target touch on the right. Subjects shown provided release to publish images of them.

Figure 6.8: Subjects participating in the classical telepresence (CT) interaction, Simon says
on the left and target touch on the right. Subjects shown provided release to publish images of
them.

Figure 6.9: Subjects participating in the social robot augmented telepresence (SRAT) interaction, Simon says on the left and target touch on the right. Subjects shown provided release to
publish images of them.
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(a) FTF Configuration

(b) SRAT Configuration

(c) CT Configuration

Figure 6.10: Diﬀerent conﬁgurations for the Flo telepresence platform used throughout the
study. In all three conditions the position of the cameras relative to the ground, each other,
and the points in the target touch activity are identical. For the face-to-face (FTF) condition a
podium was used. For the social robot augmented (SRAT) condition, the full Flo system was
used. For the classical telepresence (CT) condition, the Flo system, with the humanoid replaced
by a target touch board was used.

CT Classical telepresence interaction, where the operator and the subject interact
via audio and video (ﬁg. 6.8).
SRAT Social robot augmented telepresence interaction, where the subject is introduced
to a humanoid robot mounted on the telepresence system by the operator who
is virtually present using audio and video. The interaction is facilitated by the
humanoid robot with the operator interjecting, when necessary, as a secondary
facilitator (ﬁg. 6.9).
For all subjects, the FTF interaction was completed ﬁrst. Prior work has suggested that
an initial interaction in-person, prior to interactions via telepresence/with robots creates
better engagement and understanding of activities to be completed [34]. It is our expectation
that in practice any patient would ﬁrst be treated in-person, prior to transitioning to a
blended remote/face to face therapy regimen. The order of the remaining two interactions
(CT, SRAT) was randomly determined to create a balanced study by age and impairment.
Randomization was done using stratiﬁed permuted block randomization in blocks of four
subjects with strata for the cross of age (4-10, 11-17, 18-49, 50+), motor impairment
(impaired, not impaired), and cognitive impairment (impaired, not impaired). At least 10
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(a) FTF (Podium)

(b) CT

Figure 6.11: Interfaces which the operator used for the FTF and CT conditions. In the faceto-face (FTF) condition, the interface was present on a screen on the podium. In the classic
telepresence (CT), the interface was viewed on a web browser. In the CT condition, instructions
for the operator to say were shown in red under the video feeds.

minutes was allowed to elapse after the conclusion of each interaction prior to beginning the
next interaction.
For the face-to-face interactions, the operator used a podium, consisting of a wooden
lectern with 2 Intel RealSense cameras and 1 GoPro camera mounted on a vertical arm, a
screen present on the surface, and a target touch board with four colored dots mounted to
the front (ﬁg. 6.10a). Software on the podium instructed the operator on what to say and do
to control the ﬂow of the experiment (ﬁg. 6.11a). The podium was painted using the same
color scheme as the Flo robot.
In the social robot augmented telepresence condition, the full Flo system, with the
humanoid mounted on the mobile telepresence platform was used (ﬁg. 6.10b). The operator
remained present through the screen on the telepresence system and controlled the robot
through a remote web interface (ﬁg. 4.12). The colored dots on the humanoid’s hands were
set to move to the same point in space as those on the podium’s target touch board, relative
to the ground and cameras.
For the classical telepresence condition, the Flo robotic system, using only the telepresence
portion of the platform, without the humanoid mounted on it, was used (ﬁg. 6.10c). Instead
of the humanoid, a target touch board with four dots was mounted on the platform. The
dots on this target touch board match the position of the dots on the podium relative to the
ground and the cameras. The system was operated by the same web interface as used for
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the full Flo system with the humanoid with the addition of instructions printed on the web
interface to tell the operator what to say (ﬁg. 6.11b).
By using the same color scheme, similar design proﬁles, and the same positioning of
targets for activities, the mechanical aspects of the study are well controlled. By further using
software to control how the operator delivered the activities, the core of the interactions was
also controlled. The diﬀerence between modalities was the physical presence of the operator
in the FTF condition, the physical presence of the humanoid robot in the SRAT condition,
and no physical presence in the CT condition. In the FTF and CT condition, the operator
was able to have natural language interactions with the subject. In the SRAT condition, the
robot led the conversation, with the operator still providing commentary and clariﬁcation
where needed. This represents one point on the spectrum of how SRAT can be used, the
operator could provide more or less remote human interaction.
In the CT and SRAT conditions, the operator was in a diﬀerent room from the subject.
The surveyor remained in the room with the subject. Throughout the experiments, the
subject was recorded by the Intel RealSense cameras mounted on the podium and robot, by
a GoPro camera on the podium/robot, and by a GoPro camera located elsewhere in the
room which provided a third person perspective.
Activities: Each interaction was comprised of two diﬀerent activities; a Simon says game
and then a target touch activity. In the FTF and CT conditions, the operator acted as the
facilitator. In the SRAT condition, the humanoid robot acted as the facilitator. The only
substantial diﬀerence in instructions is in the target touch game where the human facilitator
instructed the subject to touch the board, not their hands. Otherwise, the games proceeded
as described in section 4.3.5, using the default buckets and parameters.
After the conclusion of each modality, the subject was presented with a survey (table B.3).
To determine the cognitive and physical load placed on the subjects while completing the
trial, questions from the NASA Task Load Index (TLX) [45] were used. To determine
the subject’s level of pressure during the interaction, value attributed to the interaction,
competence in completing the activities, and enjoyment during the interaction, scales from
the Intrinsic Motivation Inventory (IMI) [49] were used. Questions within the IMI scales
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were selected based on experience in a pilot trial. Based on results from a pilot trial, the
standard IMI scale of seven levels was condensed to ﬁve levels to lessen confusion in the
target populations. To measure additional relevant constructs, a custom question on each of
understanding of instructions, desire to repeat the interaction, safety during the interaction,
and enjoyment during the interaction were asked in the style of the TLX and a question on
whether the interaction was an eﬀective method of doing rehab was asked in the style of the
IMI. Subjects were also asked if they had any additional comments.
Post-Trial After completing all the interactions, the subjects were presented with a posttrial survey (table B.4). To understand modality preference, the ﬁrst question asked subjects
to rank the three modalities in order of preference. Questions on the subjects’ perceptions of
CT vs SRAT for the key features of communication, motivation, compliance, and adherence
were asked. Subjects were also asked where they think that Flo could be deployed and what
other activities could be done with it. To understand whether subjects liked the humanoid
robot, the Godspeed Questionnaire number 3, likability [7] was used. Finally, the subject
was asked if they had any prior knowledge of Flo and if they had any ﬁnal comments.
Data Analysis
All data analysis was completed using R [79]. Data manipulation was done with dplyr and
plots were created using the ggplot package from the tidyverse meta-package [122].
Demographics For reporting, subjects are grouped into four age categories: young children
(4 years old to the end of the 11th year), teens and young adults (12 years old to the end of
the 20th year), adults (21 years old to the end of the 64th year), and older adults (65 years
and older). Sources of impairment were classiﬁed into no injury, brain injuries (stroke, TBI,
CP), peripheral injuries (SCI, amputation, rotator cuﬀ injury, motor development delay),
neurodegenerative diseases (Multiple Sclerosis, Parkinson’s), and psychological disorders
(autism, conversion disorder).
To determine measured level of impairment across the study sample, the Box and Block
Test and Color Trails Test 2 were used. The number of blocks moved in the Box and Block
test were age and arm normalized to produce z-scores using healthy population norms from
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Mathiowetz et al. and Jongbloed-Pereboom et al. [52, 66, 67]. The highest z-score for each
arm was taken and the arm with the lower score was used for further analysis. Those with
weak arm z-scores greater than -1 were determined to have normal gross manual upper
extremity dexterity (taken as a proxy for general upper extremity function), those with
z-scores of -1 to -2 were taken to have mild impairment, -2 to -3 were taken to have moderate
impairment, and less than -3 were taken to have severe impairment.
Similarly, scores from the (Children’s) Color Trails Test 2 were normalized by age and,
for adults, education per the test manual [19, 20] to generate z-scores. For subjects who fell
below the published norms for the Color Trails Tests (z < -3), z-scores were interpolated
using the lowest three published z-scores to a minimum z-score of -5. For subjects who were
within the administrable age range of the test, but could not complete the Color Trails Test,
a z-score of -5 was recorded. Levels of impairment cutoﬀs were simpliﬁed from the Color
Trails Test manual to: greater than -1 as normal, -2 to -1 as mild impairment, -3 to -2 as
moderate impairment, and less than -3 as severely impaired.
For reporting, mildly impaired and unimpaired subjects (z >= -2) are grouped together
and moderately and severely impaired subjects (z < -2) are grouped together.
Selecting Relevant Factors to Explore The central question of this work was whether
SRAT would perform better than CT, so the eﬀect of interaction modality was the primary
factor which was explored. Additionally, one should expect that the robot operator and
the order in which experiments occur could impact results, these are not things we seek to
know/quantify, but factors which had to be controlled. We hypothesized that age, motor
function, and cognitive function would aﬀect how subjects experience the various interaction
modalities.
Of course, other factors, like the aﬀect of subjects, prior telepresence experience, feelings
towards robots, etc. could also (probably do) impact results. However, these are not the
kinds of things that, roboticists can design around. The community cannot make robots
and specify that they are only supposed to be used with happy subjects who are alert.
Roboticists design robots that should interact with people in the populations who need them,
as they are. Those populations can, and should, be broken up by age and function. It is very
104

reasonable to design a robot diﬀerently for adults vs children or people with high cognitive
function vs low cognitive function. By understanding if and how these factors interact with
the modalities tested here, design directions for future development can be generated and
the highest value opportunities for social robot augmented telepresence can be identiﬁed.
Task Load After the completion of each interaction, questions from the NASA TLX were
asked about the just completed interaction. As is typical, subjects were not asked to perform
the optional weighting step as part of the TLX administration. Therefore, the scores for
each subject, across the TLX, were averaged to generate an aggregate score for task load.
To understand how these ratings varied between interaction modalities and how relevant
factors (age, motor function, cognitive function) aﬀected ratings, a linear mixed model was
used. The model was created using the lme4 package [8] with the equation:
TLX ~ interaction.modality * (
(Age * BBT * CTT2) + experimental.order + robot.operator
) + (1|subject)
Which models the task load (average of TLX ratings) as a linear equation on age, Box and
Block Test, and Color Trails Test, crossed, along with experimental order and robot operator,
all crossed with interaction modality. The subject IDs were treated as a random variable to
accommodate for the interactions across the three diﬀerent modalities. It would make sense
for robot operator to be treated as a random eﬀect, since we have clearly not exhaustively
sampled the population of possible robot operators and we do not care to understand how
diﬀerent robot operators perform. However, we only have three robot operators, which is too
few to use a random eﬀect. The linear model was checked for the assumption of normality
of residuals using QQ-plots of the residuals and the random eﬀects and direct visualization
of the residual density plot and for Homoscedasticity with a plot of the residuals against the
ﬁtted values.
To understand which terms in the linear model were important, an ANOVA with type
III Wald chi-square tests was used (using the car package [30]). The signiﬁcant terms were
then visualized to understand how the factors interact to aﬀect task load. Given the sample
size, it was not appropriate to run any form of post-hoc analysis. Exploration of the model
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provides intuition as to how diﬀerent people might interact with social robot augmented
telepresence compared to classical telepresence. These should not be taken as ﬁnal statistical
fact, but rather should serve to provoke thought on how diﬀerent people interact with robots
and via telepresence and should be taken as an invitation for further exploration.
Competence, Enjoyment, Pressure, and Value For the IMI, as suggested by the
tool designers [49], we performed a factor analysis to ensure that individual questions were
well aligned with their scales in our sample. One question (“The activities did not hold my
attention at all”) had to be dropped from our usage of the IMI because it did not suﬃciently
load onto its assigned scale (0.27). All other items showed reasonable (>0.57) loading on
their respective scales. The questions assigned to each scale were averaged to generate scale
scores for competence, enjoyment, pressure, and value.
To understand how competence, enjoyment, pressure, and value were diﬀerent among the
three interaction modalities and how those diﬀerences manifested in relation to the important
factors of age, cognitive function, and motor function, the same method as was used for the
TLX was used (linear model with TLX score replaced by each of the individual IMI scales
followed by ANOVA with visualization). A single model was constructed independently for
each of the four domains: competence, enjoyment, pressure, and value.
Safety, Understanding, And Desire to Repeat Three questions were used, in the style
of the TLX questions, to determine whether subjects felt safe, whether they understood what
they were supposed to do, and whether they would want to repeat any of the interactions.
Because these questions were asked individually, and not part of larger scales, no analysis
was done on them, however the responses are reported using descriptive methods.
Effective Method of Doing Rehab The IMI asks subjects about how much they value
the interactions which they have completed. However, to get to the core of whether the
system is valued by people for rehab, a more direct question was asked after the completion
of each interaction “This was an eﬀective method of doing rehab” with answer options
mirroring those in the IMI. This question is not part of a scale, and so the results are only
reported with descriptive methods.
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Reported Modality Preference To understand whether subjects preferred CT or SRAT,
they were asked to rank order the interaction modalities by preference. This led to six possible
orders, which were simpliﬁed to the binary of SRAT better than CT or CT better than
SRAT, dropping the FTF condition. Preference counts are reported. To determine for which
ages, levels of motor function, and levels of cognitive function SRAT is/is not preferred,
a generalized linear model with logit linking function was used. This model looked at the
crossed interactions between age, Box and Block Test scores, and Color Trails Test 2 scores
and included terms to control for experimental order and robot operator:
srat.better.than.ct ~ Age * CTT2 * BBT +
experimental.order +
robot.operator
To determine which factors were important, a Type III ANOVA was used. Results were
interpreted using probability plots.
Flo Likability Questions from the Godspeed III: Likability survey were averaged and
reported.

6.2.4

Results

Subjects
Forty (40) subjects consented to participate in the trial. One subject dropped out of the
study prior to completing either telepresence condition and was therefore excluded. During
the telepresence interactions for another subject, a wire broke, preventing the system’s audio
from working; so that subject’s trial was also excluded. Thirty-eight (38) remaining subjects
completed the trial, and their data was analyzed.
Two subjects were too young for the Children’s Color Trails. One had reported having
no-impairment and the other reported having a motor impairment only. They were both
recorded as having no cognitive impairment. Due to the lack of a valid Color Trails Test
Score, they were excluded from the models which incorporated Color Trails Test 2 scores
(section 6.2.3).
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Table 6.2: Subject Demographics. Percentages are shown per column for each category. Measured
impairment is shown for subjects measured to have moderate or severe impairment.
Young
Children
N=7
Reported Impairment
Cognitive
Motor
Motor and Cognitive
None
Measured Impairment
Motor
Motor and Cognitive
None
Gender
Male
Female
Class of Condition
Brain Injury
Neurodegenerative Disorder
Peripheral Injury
Psychological Disorder
No Injury
Unknown
Race/Ethnicity
American Indian or Alaska Native
Asian
Black or African American
Hispanic or Latino
Middle Eastern or North African
White
Prefer not to answer

0
2
3
2

(00%)
(29%)
(43%)
(29%)

TeensYoung
Adults
N=9

Adults
N = 15

Older
Adults
N=7

1
4
3
1

0
4
5
6

1
4
2
0

(11%)
(44%)
(33%)
(11%)

(00%)
(27%)
(33%)
(40%)

Sum
N = 38

(14%)
(57%)
(29%)
(00%)

2 (05%)
14 (37%)
13 (34%)
9 (24%)

5 (71%)
1 (14%)
1 (14%)

5 (56%)
4 (44%)
0 (00%)

8 (53%)
1 (07%)
6 (40%)

4 (57%)
1 (14%)
2 (29%)

22 (58%)
7 (18%)
9 (24%)

4 (57%)
3 (43%)

5 (56%)
4 (44%)

5 (33%)
10 (67%)

1 (14%)
6 (86%)

15 (39%)
23 (61%)

2
0
2
1
1
0

3
0
1
1
0
1

6
5
2
0
2
0

4
2
1
0
0
0

15 (44%)
7 (21%)
6 (18%)
2 (06%)
3 (09%)
1 (03%)

(33%)
(00%)
(33%)
(17%)
(17%)
(00%)
0
0
2
1
0
5
0

(50%)
(00%)
(17%)
(17%)
(00%)
(17%)
0
0
5
0
1
2
2

(40%)
(33%)
(13%)
(00%)
(13%)
(00%)
1
2
3
1
0
13
0

(57%)
(29%)
(14%)
(00%)
(00%)
(00%)
0
0
1
0
0
6
0

1
2
11
2
1
26
2

Another subject with severe cognitive impairment was not able to understand the surveys
asked after completing each interaction and so their results on those surveys were excluded.
They were able to understand the preference question and likability question from the ﬁnal
survey and so their responses to those questions are preserved.
Aggregate demographics for the subjects can be seen in table 6.2, showing the subjects’
self-reported impairment, measured impairment (using the BBT and CTT2), gender, class
of condition, and race and ethnicity. Although some subjects have a condition which could
lead to an impairment, they reported not having one, for example in the case of multiple
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Box and Block Test Weak Arm Z-Score

0

Age

Normal

80

Mild Impairment
Moderate Impairment

-4

Severe Impairment

60

40
-8
20
-12

Severe
Moderate
Mild
Impairment Impairment Impairment

-4

Normal

-2

0

Color Trails Test 2 Z-Score

Randomized Experimental Order:

CT First

2

0

SRAT First

Figure 6.12: Box and Block Test z-scores for subjects’ weak arms and Color Trails Test 2
z-scores. Age is indicated by color. Levels of impairment for both motor and cognitive impairment
are shown. Density for each axis is shown in histograms. Subjects who completed the FTF
condition, then CT condition, and ﬁnally the SRAT condition, are indicated by a circle. Subjects
who did the FTF condition ﬁrst, followed by the SRAT condition, and ﬁnally the CT condition
are indicated by a triangle. Subjects represent a wide variety of ages, levels of motor function,
and levels of cognitive function.

sclerosis, or having one which has recovered, such as a motor impairment from stroke which
is no longer present.
Cognitive and Motor Performance Subjects had a variety of levels of motor function
and cognitive function, as measured by the Box and Block Test and Color Trails Test 2
(ﬁg. 6.12). In addition to unilateral gross motor function, strength was also measured using
the grip strength test, shown in ﬁg. 6.13 related to the Box and Block Test (R2 = 0.3). As
can be seen in ﬁg. 6.14, the two parts of the Color Trails Test are well correlated (R2 = 0.69).
For the remainder of the analysis, to simplify the number of variables under consideration,
Box and Block Test z-scores will be used as the sole measure of motor function and Color
Trails Test 2 z-scores will be used as the sole measure of cognitive function.
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Grip Strength Weak Arm Z-Score

Age

y = 0.64+ 0.26 x
R 2 = 0.3

80

2

60
0
40
-2

20

-12

-8

-4

Box and Block Test Weak Arm Z-Score

0

0

Color Trails Test 1 Z-Score

Figure 6.13: Grip strength z-scores from the weak arm (as determined by the grip strength
test) against Box and Block Test z-scores from the weak arm (as determined by the Box and
Block Test). Age is shown in color. Density for each axis is shown in histograms. A linear model
is shown with the coeﬃcient of determination. The 95% conﬁdence region for possible linear
models is shown in grey.
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Age

y = - 0.48+ 0.82 x
R 2 = 0.69
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Figure 6.14: Color Trails Test (for children, Children’s Color Trails Test) part 1 and 2. Age is
shown in color. Density for each axis is shown in histograms. Color Trails Test parts 1 and 2 are
well correlated.
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Figure 6.15: Ratings on the question “How do you feel about robots?”. The mean is shown as
a red dashed line. Subjects were positive towards robots.

Computers Robots Smartphones Tablets

Count

15
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5
0
15
10
5
0
15
10
5
0
15
10
5
0

1: No experience

2

3

Rating

4

5: Very high experience

Figure 6.16: Ratings on the question “Please rate your level of experience with the following:”.
The mean response for each question is shown as a red dashed vertical line. Subjects were
experienced with computers, smartphones, and tables, but not robots.
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Count
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6
3
0

1: Very negative
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Rating

5: Very Positive
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0

Never

Always
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15
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5
0

Not at All

Very Much

1

2

3

Rating

4

Adherence Enjoyment
Frequency

Count

Figure 6.17: Responses to the question “How do you feel about using video calls for healthcare?”.
The mean response for each question is shown as a red dotted vertical line. Subjects were neutral
to positive on using video calls for healthcare.

5

Figure 6.18: Responses to the questions “How much do you enjoy your current therapy?” and
“How often do you do the therapy you are supposed to do?”. These questions were asked only of
subjects who reported that they are currently receiving therapy. Subjects were highly compliant
with their rehab regimens and enjoyed their rehab.

Experience With and Feelings Towards Technology Subjects had positive feelings
towards robots (ﬁg. 6.15). They had low levels of experience with robots, mixed prior
experience with computers, and high experience with smartphones and tablets (ﬁg. 6.16).
Experience With Telepresence Thirty-three (33, 87%) of the subjects reported prior
experience making video calls and 18 (47%) reported that they had used video calls for
healthcare. Feelings on using video calls for healthcare were mixed, but non-negative
(ﬁg. 6.17).
Prior Rehab Experience Twenty-one (21, 55%) subjects reported that they are currently
receiving therapy. Sixteen (16) subjects received physical therapy, 12 occupational therapy, 7
speech and language pathology, and 5 cognitive and behavioral therapy. They were receiving
therapy primarily at hospitals for children (10) and rehab centers (9), along with inpatient
facilities (4), outpatient facilities (3), at home (2), at school (1), and at a general hospital
(1). Subjects enjoyed their therapy and were highly adherent (ﬁg. 6.18).
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Figure 6.19: Results from the Self-Assessment Manikin (SAM) administered prior to the
face-to-face condition. Odd number ratings fell on the standard images from the SAM and even
number ratings fell between the images. A dashed red line shows the mean for each question.
Subjects had high valence at the start of trials with neutral arousal and dominance.
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Figure 6.20: Task load across the three interaction modalities. Data are shown as box and
whiskers plots with the ﬁrst and third quartiles at the box ends, median as a black line, and
whiskers extending to the largest value not further than 1.5 times the interquartile range from
the nearest quartile. Task load was low to neutral across conditions.

Pre-Experiment Affect On average, subjects started the study with neutral arousal and
dominance and high valence (happy) (ﬁg. 6.19). For subjects who completed the study over
two days (n=10), valence and arousal saw small changes from their ﬁrst day and dominance
saw larger changes.
Task Load
Task load was low across all three modalities (ﬁg. 6.20). The residuals from ﬁtting the task
load linear model are approximately normal with no apparent pattern between residuals
and ﬁtted values. The ANOVA on the model shows that several factors were signiﬁcant: age
(p=0.003), BBT (p=0.02), experimental order (p=0.04), Age:BBT (p=0.002), interaction
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Figure 6.21: Plots of the estimated results given the model ﬁt to the task load scale, showing
the interaction between motor function (BBT z-score) and age in predicting the task load of the
three modalities. BBT z-scores greater than -1 are normal, -1 to -2 are mild impairment, -2 to
-3 are moderate impairment, and less than -3 are severe impairment. Task load is very similar
between SRAT and CT, except among young subjects with normal motor function.

modality:BBT (p=0.007), and interaction modality:age:BBT (p=0.02). The highest order of
these, which is of interest, is interaction modality:age:BBT, the eﬀects of which are plotted
in ﬁg. 6.21. As can be seen, there are slight diﬀerences between age groups and levels of
motor function. Speciﬁcally, comparing SRAT to CT, the model predicts that people with
normal to mildly impaired motor function, less than around 30 years old, will experience
slightly higher task load with SRAT than with CT. All other ages/levels of motor function
show no visible diﬀerence between SRAT and CT.
Competence
Competence was in general high across all three interaction modalities (ﬁg. 6.22). The
residuals from the linear model ﬁt to the conﬁdence scale showed good normality on a
QQ-plot, although the residuals visually show a slight double peak and slightly heavy tails.
A plot of residuals to ﬁtted values shows banding due to the scale construction, but no
global pattern. The ANOVA on the model shows that age:BBT and BBT:CTT are both
signiﬁcant contributors to the model. There are not however any signiﬁcant interactions due
to interaction modality.
Enjoyment
Enjoyment of each interaction was high (ﬁg. 6.22). Enjoyment of the SRAT interaction
was approximately a quartile higher than the other two interactions. The QQ-Plot of the
residuals for the enjoyment model shows some deviation from normal, but still within reason,
visualizing the residual density, there is slight kurtosis and heavy tails. A plot of residuals to
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Figure 6.22: Ratings on the IMI scales for competence, enjoyment, pressure, and value. Subjects
reported high competence, lower in the FTF condition than the others, high enjoyment, higher
in the SRAT condition than the others, low pressure, and high value.
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Figure 6.23: Plots of the estimated results given the model ﬁt to the IMI enjoyment scale,
showing the interaction between motor function (BBT z-score) and cognitive function (CTT2
z-score) in predicting the enjoyment level associated with the three modalities. As cognitive
impairment decreases enjoyment of SRAT relative to CT improves. At mild cognitive impairment
and no cognitive impairment, SRAT is more enjoyable than CT. The point where SRAT and
CT are equally enjoyable shifts based on motor function.
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Figure 6.24: Plots of the estimated results given the model ﬁt to the IMI enjoyment scale,
showing the interaction between motor function (BBT z-score) and age in predicting the
enjoyment associated with each of the three modalities. Across ages and levels of motor function,
SRAT is more enjoyable than CT, with the degree of separation varying due to both age and
motor function.

ﬁtted values shows banding due to the scale construction, but no global pattern. The ANOVA
shows several signiﬁcant terms: Age:BBT (p=0.04), interaction modality:robot operator
(p=0.003), interaction modality:age:BBT (p=0.03), and interaction modality:BBT:CTT2
(p=0.01).
Examining the interplay ﬁrst between cognition, motor function, and the type of interaction in determining enjoyment (ﬁg. 6.23), among all levels of motor impairment, at
normal cognitive function, SRAT is more enjoyable than CT. At and beyond severe cognitive
impairment (z<-3), but at all levels of motor function, CT is more enjoyable. Between
moderate (z=-2) and severe (z=-3) cognitive impairment, at all levels of motor function,
enjoyment is equivalent between conditions.
Moving on to the interplay between motor function, age, and interaction modality, in
understanding enjoyment (ﬁg. 6.24), among all ages, SRAT is more enjoyable than CT. For
older people, there is a greater diﬀerence at lower motor function levels. Among younger
people, there is a greater diﬀerence at higher motor function levels.
The higher order term of BBT:CTT2:age:interaction modality is not signiﬁcant, however,
evaluating all of these terms together, since they are independently signiﬁcant, can provide
a more complete picture of who enjoys SRAT more than CT and who does not (ﬁg. 6.25).
These interactions are more complex to follow. At normal levels of cognitive function (CTT
> -1), and very severe motor impairment (BBT <= -5), adults (age > 40) enjoy SRAT
more the CT, younger persons show no diﬀerence. At the same cognitive level, but normal
motor function (BBT > -2), older adults enjoy SRAT and CT about equally and younger
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Figure 6.25: Plots of the estimated results given the model ﬁt to the IMI enjoyment scale,
showing the interaction between motor function (BBT z-score), cognitive function (CTT2) and
age in predicting the enjoyment associated with each of the three modalities. For subjects with
normal cognitive function, SRAT is more enjoyable than CT, except of those 60+ years old.
The degree of separation varies by age and motor function. SRAT is also more enjoyable for
persons with mild or worse cognitive impairment, mildly impaired to normal motor function,
and are over the age of 50. Among other groups SRAT is either equally as enjoyable as CT or
less enjoyable than CT.
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persons (age < 60) enjoy SRAT more than CT. Between high and low motor function, all
ages appear to enjoy SRAT slightly more than CT. At mild cognitive impairment (CTT
between -1 and -2), across all ages and motor levels, SRAT and CT appear to be enjoyed
equally. At severe levels of cognitive impairment (CTT < -3) and high motor function, older
persons enjoy SRAT more than CT and younger persons enjoy CT more than SRAT with
the split between the two groups at about 40 years old. As motor impairment becomes more
severe, the diﬀerences in enjoyment level between SRAT and CT for both groups diminish
disappearing by around BBT = -3.
Pressure
The QQ-plot of residuals for the model on the pressure domain of the IMI shows small
divergence from normality and the density plot shows mild kurtosis and skew. The plot of
residuals vs ﬁtted values shows signiﬁcant deviation of the residuals from a random pattern,
due to the limited number of levels in the pressure domains from having a small number of
questions. The ANOVA for this model does not show any factors being signiﬁcant.
Value
The QQ-plot of residuals for the model ﬁt to the value domain of the IMI shows only slight
deviation from normality and the density plot shows a nearly normal distribution. The plot
of residuals against ﬁtted values shows a random distribution of the residuals. The ANOVA
shows that several factors are relevant: CTT2 (p=0.05), age:CTT2 (p=0.03), BBT:CTT2
(p=0.03), age:BBT:CTT2 (p=0.05). Given that none of these terms involve the interaction
modality, none of them help us shed light on how SRAT compares to CT.
Safety
Most subjects reported feeling very safe in all interactions (ﬁg. 6.26).
Understanding
Most subjects reported that they understood what they were supposed to do during all the
interactions (ﬁg. 6.26).
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Figure 6.26: Boxplots showing ratings to three questions using sliders from 0–100, asking
if subjects felt safe, understood what they were supposed to do, and would want to repeat
interactions. Subjects reported feeling safe and understanding what they were supposed to do.
They were neutral to positive on their desire to repeat interactions.

Desire To Repeat Interactions
On average subjects reported a desire to repeat all three interactions (ﬁg. 6.26), although
there was considerable spread, with the interquartile ranges extending to a neutral level.
Effective Method of Doing Rehab
Subjects felt that all three modalities were eﬀective methods of doing rehab with considerable
spread in responses (ﬁg. 6.27).
Modality
FTF
CT
SRAT
not at all true

somewhat true

This was an eﬀective method of doing rehab

very true

Figure 6.27: Boxplots showing ratings to the question of whether the interaction was an eﬀective
method of doing rehab. On whole subjects believed that all three methods were somewhat to very
eﬀective methods of doing rehab, although some subjects did report that none of the modalities
were eﬀective.
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Figure 6.28: On the left, the ranking of face to face (FTF), classical telepresence (CT), and
social robot augmented telepresence (SRAT) by subjects when asked directly to rank them at
the conclusion of the study. On the right, the same data, compressed down to only examine the
comparison between classical telepresence and social robot augmented telepresence.

Reported Modality Preference
Most subjects (24, 63%) reported that face to face interactions were the best (ﬁg. 6.28).
Social robot augmented telepresence was rated better than classical telepresence by 26 of
the subjects (68%) and was rated as the best interaction by 12 (32%) subjects.
The ANOVA on the model for interpreting the preference of subjects, comparing
SRAT to CT, had several signiﬁcant factors: age:CTT2 (p=0.01), CTT2:BBT (p=0.03),
age:CTT2:BBT (p=0.01). The interaction of these factors is shown in ﬁg. 6.29. Among
persons with high cognitive function (CTT2 >= 1) and no motor impairment, subjects above
the age of approximately 60 would be expected to choose classical telepresence, as motor
impairment increases, this cutoﬀ age shifts older, exceeding 70 by mild motor impairment
(BBT < -2). People with very severe motor impairments (BBT < -4) and moderate cognitive
impairment (CTT2 < -2) over the age of about 60 would be expected to choose CT over
SRAT. As cognitive impairment worsens, the cutoﬀ age shifts to be younger, reaching less
than 40 with very severe cognitive impairment (CTT2 < -4). The same trend is found at
more severe motor impairment (BBT < -5), where at mild cognitive impairment (CTT2
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Figure 6.29: Estimates from the preference model of which people of diﬀerent ages, levels of
cognitive function (CTT2), and levels of motor function (BBT) will prefer SRAT over CT. The
plot is laid out to match ﬁg. 6.25. Probabilities of choosing SRAT over CT by 0.5 or more are
shown as preferring SRAT by color, probabilities less than 0.5 are indicated as preferring CT.
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Figure 6.30: Ratings on the Godspeed Scale Part III. The mean is shown as a dashed red line.

< -1), subjects just over 40 years old would be expected to prefer CT over SRAT and the
cutoﬀ once again shifts younger as cognitive impairment increases, reaching approximately
20 years with very severe cognitive impairment (CTT < -4). Other groups of subjects are all
expected to prefer SRAT, with varying likelihood.
Likability of Flo
Subjects overwhelmingly liked Flo (ﬁg. 6.30).
Responses to Open Ended Questions
During each post-interaction survey and in the ﬁnal survey, the subjects were asked for other
thoughts on their experience. Some of the responses provide further context on the data and
interesting points to ponder:
One of the subjects summed up the utility of telehealth: “If I’m remote this is a good
way to go about doing rehab but If I can access a physical person, I would prefer that, but
if this were a lower cost alternative, I might still choose tele-rehab.” (49 yrs. old, motor
impaired, brain injury).
Subjects reported things they liked about Flo. A subject said that Flo was “Very cute
and adorable” (16 yrs. old, motor and cog impaired, brain injury). Another thought the
system was “Gorgeous” (70 yrs. old, motor impaired, neurodegenerative disorder). One
subject named the robot John. They were very excited to interact with technology in general.
After the CT condition, they reported “I enjoyed that but I really love John” (10 yrs. old,
motor impaired, psychological disorder). Another subject reached out to the study team
after the trial to share some further thoughts on the utility of a social robot: “It occurred
to me that Flo is perfect for working with folks with disabilities because she is entirely
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non-judgmental. She is unaware of age, race, intelligence, etc.” (81 yrs. old, unimpaired,
brain injury).
Some subjects articulated why they preferred CT over SRAT. One said “It’s [(CT)]
better than with the robot, easier, more natural.” (28 yrs. old, motor impaired, peripheral
injury). Some subjects found the humanoid distracting, one said “I was a little distracted
by the robot since I’m so used to one on one therapy” (29 yrs. old, no impairment) and
another reported “In the beginning I was kinda distracted by the robot’s movement and
how diﬀerent it was from a human’s, it was distracting at the beginning” (30 yrs. old, motor
impaired, brain injury). Yet another said: “For myself I was so distracted by watching the
robot move that I was unable to concentrate on the task that I was given. The robot was
very fascinating, but it distracted from doing the actual rehab activities”, but later said
“this could be very useful for telehealth. [..] Robots like this could really change the way
telehealth and telerehab is done in the future.” (49 yrs. old, unimpaired, neurodegenerative
disorder). One subject was intimidated by the robot “It’s a little bit scary to me because I’m
not used to it [(robots)], I’m more used to people but I think I can get used to it” but felt
that others would not be intimidated: “All in all a good experience and a whole lot of other
people in my group would not be intimidated by the robot” (62 yrs. old, motor impaired,
brain injury). Another subject felt that the robot made more sense for pediatric use “The
robot would probably be more helpful for younger people (or children)” and went on to say
that “I’m very extroverted and would much rather have a human being to interact with.”
(56 yrs. old, unimpaired, neurodegenerative disorder).
A subject complained that the social robot was not as responsive as the operator: “The
robot didn’t give feedback as often as [the operator] did in the classical telepresence. Had
to wait for her to say go which challenged memory.” (64 yrs. old, motor impaired, brain
injury). Similarly, another subject felt that the robot did not demonstrate activities long
enough: “During Simon says, in classical telepresence or in person, [the operator] kept doing
the action such as swinging his arm but with Flo, she stopped so it might cause confusions
on whether to continue doing the action.” (29 yrs. old, unimpaired).
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A few subjects reported challenges with the voice used on Flo. One said “It was a little
harder, being able to hear it from a human was a little easier. Hearing and knowing it was a
robot made it a little harder.” But then reported that working via CT led to more errors:
“I messed up more this time” (14 yrs. old, motor impaired, no injury). Similarly, another
subject said: “It would be a better if the voice wasn’t choppy, it sounds like a computer. It
would be better if it sounded like Siri and Alexa, more like a human” (19 yrs. old, motor
impaired, psychological disorder). However, other subjects liked the voice for the robot: “I
liked the robot, I liked the faces, voices have matured and grown up vs the older (synthesized)
voices which were very monotone” (49 yrs. old, motor impaired, brain injury). Another
subject thought the robot voice was so good that it was higher quality than a human over
telepresence: “Could hear it better, very understandable. Maybe Flo’s voice is clearer than
[the operator’s]” (16 yrs. old, motor and cog impaired, brain injury).
Subjects also observed that Flo’s range of motion is not quite suﬃcient to complete all
of the tasks and sometimes its arms are a bit too large: “while doing some of the physical
stuﬀ it should actually be able to get there (like reaching shoulder, instead of that it collided
hands)” (19 yrs. old, motor impaired, psychological disorder), “Major changes that would
help her would be to have the arms not hit/clunk/smaller hands when covering mouth.” (34
yrs. old, motor impaired, brain injury).
One subject felt the robot should be height adjustable to be able to sit at eye level with
everyone who interacts with it. Similarly, they requested that the target touch board be able
to move up and down (19 yrs. old, motor impaired, psychological disorder).
A number of subjects commented on the small screen size on the Flo system: “The
screen was kinda small, would have been nice to have a larger screen where I could see all
of his [(the operator’s)] body” (30 yrs. old, motor impaired, brain injury), “It was hard to
tell the diﬀerence between shoulder ﬂexion and abduction in the small screen during the
telepresence” (29 yrs. old, no impairment), “Classical telepresence would be better with
at least the full torso in view” (31 yrs. old, no impairment), “If the screen on the classical
telepresence robot was a little bigger it would increase its eﬃciency.” (64 yrs. old, motor
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impaired, brain injury), “Screen was too small to see the therapist’s arms sometimes” (73
yrs. old, motor impaired, brain injury).
Subjects also shared ways in which the activities provided a challenge for them. Some
subjects found it challenging to keep straight which hand was their left and right hand
for the target touch activity. This was noted for a subject who was four years old and one
who was eight years old, both with motor impairments. More generally, multiple subjects
reported on the cognitive load presented by the activities (after the FTF condition): “Eﬀort
was mostly having to think. Nothing hard, just had to listen before moving. Put your mind
to it.” (16 yrs. old, motor and cog impaired, brain injury), “[the activities] make you think
about what you are doing, you have to use your brain a lot” (19 yrs. old, motor impaired,
psychological disorder).
Two subjects recommended alternative ways in which to use Flo. A subject saw potential
to use the social robot in triadic interactions in person: “It would be nice to have the robot
with the human as an aid [in-person]” (30 yrs. old, motor impairment, brain injury). A
diﬀerent subject was interested in using the humanoid robot by itself: “Would be interesting
to not be able to see [operator’s] face when working with Flo” (64 yrs. old, motor impaired,
brain injury).

6.2.5

Discussion

This study presents exciting results comparing the classical method of delivering telerehab
(classical telepresence, CT) with social robot augmented telepresence (SRAT). This is the
ﬁrst full scale study to compare SRAT and CT and one of very few studies evaluating SRAT
in general (the others being section 6.1 and chapter 7). A tightly controlled study allowed
CT and SRAT to be compared across several domains. Subjects who participated covered
a broad cross-section of ages, levels of motor function, and levels of cognitive function.
They had the levels of experience with technology that would be expected from the general
population (we did not enroll engineering students in this study). Overall subjects were
positive on all interaction modalities in which they participated.
This is also the ﬁrst report that we are aware of which has demonstrated the complex
relationship between age, motor function, and cognitive function in determining how a person
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will react to a social robot. Previous reports have demonstrated, the impact on interaction
with a social robot due to cerebral palsy or brachial plexus diagnosis [33, 77]. Many reports
exist examining how children with behavioral disorders react diﬀerently than their typically
developing peers to robots. But enrolling across a broad population, as was done in this
study, is rare. The method used here to understand the interplay between motor function,
cognitive function, and age can be used more generally as studies in social robotics continue
to expand and researchers seek to understand for the complex relationships underlying
responses to social robots.
The primary takeaway is that SRAT was preferred by subjects over CT by a ratio of
over double (26 preferred SRAT, 12 preferred CT) (H2: supported). Across every level of
motor and cognitive function, children (<20) are expected to prefer SRAT over CT. Among
older adults with severe motor impairment and mild to severe cognitive impairment and
adults with high cognitive function and normal motor function, CT is preferred over SRAT.
This mirrors the dynamic found for enjoyment. Clearly there is an impact on preference
based on impairment level and age and as expected, older adults are less likely to prefer
SRAT, a new unfamiliar technology.
As expected, face-to-face interactions (FTF) were the most preferred modality. This
is expected and is well reﬂected in the comment by one of the subjects that when FTF
interactions are possible, that is preferred, but when they are not, or when they are very
costly, that telepresence provides a viable alternative.
Across interaction modalities, subjects reported low task load. Only small diﬀerences
were observed in task load between SRAT and CT conditions among younger subjects with
high motor function (H1l: not supported).
Overall, enjoyment was higher in SRAT than CT conditions (H1e: supported). The
relationship of enjoyment between modalities varied by cognitive impairment, motor impairment, and age. The highlight is that with no more than mild cognitive impairment, SRAT is
either more enjoyable or as enjoyable as CT. With normal motor function, older adults ﬁnd
them equivalent. However, as cognitive impairment increases, some subjects ﬁnd CT to be
more enjoyable than SRAT.
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One possible reason for the dynamic observed in both modality preference and enjoyment
across modalities is that interactions by robot are less resilient to perturbation as a result of
cognitive impairment, causing CT, with a ﬂexible human as the center of the interaction, to
be more enjoyable. This is not necessarily a reﬂection of the concept of SRAT, but instead
on the speciﬁc form of SRAT presented here, in which interactions were very robot centric.
It is also possible that with a certain level of cognitive impairment, a robot is simply too
foreign for a person to understand. However, people with severe cognitive impairments who
are over the age of 50 are expected to enjoy SRAT more than CT. More study is needed to
understand this dynamic. Regardless, age, cognitive function, and motor function appear to
aﬀect whether a person will enjoy SRAT more than CT or not.
Other measures, competences, pressure, value, safety, understanding, desire to repeat,
and eﬀectiveness for rehab were all positive and did not appear to show any diﬀerence
between SRAT and CT (H1c, H1p, and H1v: not supported).
The subjects, in their open-ended responses, highlight some of the positive and negative
reactions to each modality. Some subjects adored the humanoid. The idea of humanoid
robots being non-judgmental, which a subject reported here, has come up in prior testing as
well. It presents an interesting idea for how robots can reduce stress associated with recovery
from impairment. Of course, the idea that the robot has inﬁnite time isn’t real since the
operator’s time is limited. But a long-term goal for SRAT could be to deploy SRAT, have
a clinician remote into the system to begin a session, and then let the robot and patient
go through exercises on their own, at the best pace for the patient with the robot acting
autonomously. Monitoring would let the clinician know when they were needed back, and
they could rejoin the session remotely. This sort of autonomy has been demonstrated by
projects like the Nao-Therapist and Bandit, although there is much work to be done. This
sort of clinician robot teaming could drastically increase the impact a single clinician could
have.
Several subjects said that the humanoid robot is distracting. The robot is meant to grab
the patient’s attention. But when it overshadows the activities to be done, that is not a
good thing. As robots become more ubiquitous in society, the issue of being distracting
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will decrease. Even over the course of the trial, some subjects suggest that the distraction
decreased, that the robot was most distracting at the beginning of the trial. The same
dynamic can be expected for the robot being intimidating. The expectation with robots is
generally that older people will reject them. Although the data does show some groups of
older people preferring CT over SRAT, it does not show strong rejection of SRAT by elders
and among some groups of elders, SRAT was more enjoyable than CT.
Subjects also complained about the ﬁdelity of the arm movements on Flo, the quality of
the voice, and the system’s responsiveness. All very reasonable observations given the nature
of what Flo can and cannot achieve. What is exciting is that even with all these challenges,
inherent in an early prototype, SRAT was still preferred over CT. Clearly SRAT is worth
further exploration as a tool for improving telerehab and bridging the growing gap in care.
Limitations
The sample size for this study is good for both the ﬁelds of social robotics and rehab robotics.
The sample is broad and honest. However, the sample size is still too small to draw deﬁnitive
conclusions on how diﬀerent groups react to SRAT. The ratio of samples to parameters in the
generalized linear models used to understand how diﬀerent groups react to SRAT vs CT is
non-favorable, which limits the interpretation which can be made from those studies. Linear
models were used throughout, this is standard in the ﬁeld (the ANOVA is a special case of
the generalized linear model), however, other more ﬂexible models may be more appropriate.
More ﬂexible models would, however, require a larger sample to ﬁt appropriately. Another
challenge is the presence of holes in age/level of motor and cognitive function, there was
only one subject with moderate cognitive impairment and no subjects with normal or mild
motor impairment and cognitive impairment (ﬁg. 6.12). It is therefore likely that the models
do not capture those sub-populations well. However, even with these limitations, the data
are clear: on whole subjects prefer SRAT over CT for rehab activities and enjoyment is
signiﬁcantly impacted by modality preference. Further, 38 subjects were able to complete
interactions via SRAT.
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Conclusion
Through a controlled study comparing social robot augmented telepresence to classical
telepresence, we have shown that, on whole, a broad spectrum of potential users prefer
SRAT over CT and they enjoy SRAT more than CT. The likelihood of a person preferring
CT over SRAT appears to increase with age. Motor and cognitive function also inﬂuence
whether a person will enjoy and/or prefer SRAT or CT more.
These results further support continued exploration of SRAT as a mechanism for delivering
quality remote care.

6.2.6

Contribution

This work provides two major contributions to the community. First, I have presented the
very ﬁrst strong evidence from a patient perspective that SRAT is a viable mechanism
for delivering higher quality telerehabilitation than classical telepresence. Second, I have
shown, how reaction to SARs use might be inﬂuenced by motor function, cognitive function,
and age simultaneously. I have shown this in two areas of interest, preference for a social
robot-based interaction compared to a non-social robot-based interaction and enjoyment in a
social robot-based interaction compared to a non-social robot-based interaction. The concept
of mapping from the domains of age, cognitive function and motor function appears to be
novel. Most prior work in this space focusses only on 1-dimensional impacts of these factors
on social robot use and potential uptake. This methodology oﬀers a potentially rigorous way
of investigating social robot impact on users. The contribution of this work is not limited to
social robot augmented telepresence, but is broadly applicable to social robotics. The results
show the importance of understanding how diﬀerent groups respond to social robots based
on multi-dimensional criteria. I have shown how predictive methods that go beyond just
qualitative reporting on users can be used to achieve these goals.
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CHAPTER 7: LONGITUDINAL DEPLOYMENT OF SRAT
— A THERAPIST FOCUSED PILOT STUDY

Chapter 6 provided a controlled view of how patients react to SRAT. However, the form
in which the SRAT was delivered was determined by a research team, which did include
therapists and physicians. How would a therapist in a clinical environment use the system?
And how would patients react to working with their own therapists via SRAT? How would
SRAT perform in long term deployments in the wild, in unstructured and uncontrolled
environments. Longitudinal deployments of social robots are rare, even rarer under clinician
control, but such a deployment is necessary to address the questions of Aim 3. In the ﬁnal
study of my thesis, I will explore both the modes of interaction and the response to the
interactions of Flo deployed in this type of setting over repeated interactions.
Speciﬁcally, we evaluated: 1) How do clinicians choose to use the system? 2) How well
do patients react to the system? 3) How useful do patients and clinicians ﬁnd the system?
4) What challenges arise while using the system?

7.1

Methods

This study was approved by the University of Pennsylvania Institutional Review Board.
The Trinity Health Mid Atlantic Institutional Review board deferred to the University of
Pennsylvania for ethics review.

7.1.1

Experimental Procedure

This study took place at a Program of All-inclusive Care for the Elderly (PACE) center.
Patients in the center receive the full spectrum of care in one place, including primary care,
rehabilitation, and eye care as well as social interaction with staﬀ and other patients. All
the patients live in the community and are transported to the center by a ﬂeet of buses
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for anything ranging from weekly to daily care. Patients treated by the center have a wide
range of levels of function and diverse sources of impairment. Trials with patients took place
between May 17, 2021, and June 03, 2021.
Pre-Trial Testing
Prior to the trials, the robot was brought to the clinical site, where it was tested in several
possible trial locations. The quality of Wi-Fi signal and navigability was assessed. During
these tests, it was observed by a member of the clinical team that the robot was not loud
enough for patients treated at the center, so the speaker system on the robot was upgraded.
A pilot trial was completed using the robot with subjects in a laboratory environment to
reﬁne the system and interactions which could be completed with the robot [99].
Subject Recruitment and Selection
Our goal was to recruit patients to complete a total of twenty-ﬁve interactions with the
robot. Therapists also needed to be recruited to operate the robot.
A member of the research team presented the project to physical therapists at the clinical
facility. Several therapists expressed interest in participating and felt that their patients
would qualify.
Potential patients were identiﬁed with the help of the staﬀ and rehab teams at the
clinical facility and were all existing patients with the therapists who participated in the
study, operating the robot. Patients were required to be able to sit on their own or with the
help of an assistive device, but without the help of a person and had to have at least partial
voluntary upper limb function and be able to follow simple two step instructions.
Clinician Consenting
At the time of the trial start, two physical therapists and one therapy assistant were available
to participate. Consent to participate was gained from all three.
Subject Consenting
From subjects who were able to give consent, a member of the study team gained consent.
For subjects not able to provide consent, their representatives were contacted, and consent
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was gained remotely using a REDCap e-consent while on a phone call with a study team
member. Assent was then gained from the subject by a member of the study team, in person.
Both the subjects and representatives (when appropriate) were able to agree to one
or both of an optional release to use images and videos from the trial in publications,
presentations, and other media and an optional release to use data collected for future
research.
Pre-Training Survey
Prior to training to use the robot, the therapists took a survey (table D.1). This survey asked
several questions about the therapists’ prior experience with various forms of technology,
their experience doing various tasks by telepresence, how they feel about telepresence,
demographic information, and whether they were excited to use the system they were about
to be trained on.
Clinician Training
Prior to the interactions with patients, the clinician participants were trained to use the
system. They began by watching a short training video for operating the robot (https:
//youtu.be/mcdf0Qx6ujs). They then demonstrated basic competency with the system’s
functions, following a training sign oﬀ, which required them to: login to the system, drive
the robot out of the room and back, say a new phrase with the robot, say a recorded phrase
with the robot, use the recorded poses on the robot to make the left arm go out in front
of the robot, use the recorded sequences to make the robot wave, record a new pose on
the robot by relaxing the motors and positioning the arms manually, manually move the
arms using angle commands, make a new sequence with 3 or more recorded poses using
both arms, create a new game bucket with at least 3 items, turn on and oﬀ recording, and
disconnect from the robot and reconnect. Throughout training, the therapists were free to
ask a team member any questions.
Post-Training Survey
After the training session, the therapists were asked to ﬁll out a usability survey. The survey
is shown in table D.2. The survey had a question about excitement to use the system as
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Figure 7.1: A therapist operating the SRAT system and presenting rehabilitation interactions
with a patient: A) Camera facing forward towards the patient, B) Camera facing downward, for
close up interactions, C) Third-person camera recording the whole space where the interaction
took place, D) Camera on operator’s computer to record the remote operator. Subjects provided
media releases for publication of images.

well as six questions from the NASA Task Load Index (TLX) [45] to determine the physical
and cognitive load, an important metric in usability, of the clinicians while training on the
robot. There were then two sets of questions comparing interactions with the Flo system vs.
classical telepresence (CT) and between the Flo system and in-person interactions along
seven axes of interest: communication between the therapist and patient, patient motivation,
patient compliance, patient adherence, patient enjoyment, patient understanding, and the
therapist’s ability to assess the patient.
Robot Interaction with Patients
Patients were guided to an unused activity room in the center by one of the therapists or a
study team member. They were seated in an independent chair or in their wheelchair in an
open space. The robot was present on the edge of the room in a sleep state with a system
information display on the screen of the robot and a sleeping face on the humanoid, prior to
the patients’ arrival. The study team member activated recording cameras and left the area
to an adjacent room/hallway.
The clinician, from a separate room (their oﬃce/cubicle), logged into the robot and drove
it up to the patient. The clinician introduced the robot and proceeded with an interaction
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(a) Exercises

(b) Gathering the Qi

(c) Simon Says

(d) Target Touch

Figure 7.2: Example interactions between patients and the humanoid robot controlled remotely
by therapists. Subjects provided media releases for publication of images.

(ﬁgs. 7.1 and 7.2). The clinicians were asked to use at least one of the two pre-programmed
activities; either the Simon says game or the target touch game. Beyond this requirement,
the clinicians were free to use the robot in whatever way they felt best for their patient,
for however long they felt appropriate, and could blend conversation with themselves with
conversation from the humanoid via the synthesized voice to help their patients achieve their
rehab goals.
Video Data Collection
During every experiment, video was recorded (ﬁg. 7.1). Two cameras on the robot recorded
video, one forward facing for interactions, like Simon says, which occur at a distance, and
one downward facing, for close up interactions, like the target touch activity. The video from
the remote operator was also recorded. The audio was also recorded, along with data on the
robot’s operations. During most trials, a third person camera also recorded video.
Survey Data Collection Post Robot Interaction
Patients After each interaction, the patients completed a survey on the interaction. The
survey was completed on an iPad using REDCap. A study team member assisted the
subjects in completing the surveys. The post interaction survey can be seen in table D.3.
The questions on mental demand, physical demand, performance, eﬀort, and frustration
were drawn from the NASA TLX. The questions asking how well the subject understood
what they should do, if they wanted to have the interaction again, how safe they felt during
the interaction, and how much they enjoyed the interaction are all custom designed for this
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survey based on prior experience of the authors. The second block of questions in table D.3
are all drawn from the Intrinsic Motivation Index (IMI) [74, 87, 88]. Selected questions were
used based on a previous pilot study with a similar patient population. The normal IMI
scale of seven elements was reduced to ﬁve elements. In previous testing, seven elements
has proven confusing for subjects. The questions on likability of Flo are drawn from the
Godspeed Questionnaire number 3, likability [7]. For the Godspeed questions, the interviewer
explained to the subject that they were being asked to discuss the humanoid portion of the
robot (the robot was given diﬀerent names by diﬀerent subjects).
Clinicians After a clinician completed all the robot interactions which they were doing in
a day, they responded to a usability survey. The end of day survey can be seen in table D.4.
The ﬁrst ﬁve questions are drawn from the NASA TLX, followed by an added question in
the same style on enjoyment. These are followed by six questions which are designed to
understand the quality of the interaction between the patients and therapists along speciﬁc
axes important to high quality rehab. Surveys were completed by the clinicians using a
web survey served by REDCap, at their convenience. At the conclusion of the study, the
clinicians were sent a ﬁnal survey to complete at their convenience, the text of which can be
seen in table D.5.
Chart Information
Chart information was collected for each subject. The following were collected: age, gender,
diagnoses, reason for treatment, cognitive assessment results (if available), motor assessment
results (if available).

7.1.2

Data Analysis

Demographics of both the therapists and the patients are described.
Activities Used
To determine which activities were used during the trial, a single study team member
reviewed all videos. The activities used along with notes on how they were applied, what
did and did not work, and how interactions developed are presented and discussed.
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Patients
Surveys completed by patients who have no cognitive impairment, mild cognitive impairment,
or moderate cognitive impairment were analyzed. Surveys completed by subjects with severe
cognitive impairment were discarded. The custom questions and TLX questions are reported
and apparent impacts from level of impairment and changes between subjects ﬁrst and
subsequent trials are observed. The responses to the questions drawn from the Intrinsic
Motivation Inventory were analyzed to determine internal consistency among the questions.
Questions which had a correlation of less than 0.6 on the expected theme were dropped.
Cross loading was not considered. Correlation was measured and necessary questions dropped
iteratively until all questions correlated well (>=0.6) with their expected themes. For the
questions taken from Godspeed III: Likability, the responses for the individual questions
were averaged.
Therapists
Surveys completed by the therapists were analyzed for any patterns and are described. For
questions which were asked both at the beginning and end of the experiment, the data was
analyzed to ﬁnd any pattern of change. For questions which were asked after every day of
participation, the pattern of change day to day was evaluated.

7.2

Results

7.2.1

Subjects

Patients
Eleven patients participated in the trial, completing 23 sessions. Their demographic information along with the number of trials they completed is shown in table 7.1. Three subjects
suﬀer from severe cognitive impairment. All three were able to complete their sessions and
engage with the therapist remotely and with the robot. They were not able to accurately
ﬁll out surveys, so their survey responses were discarded. The remaining eight subjects
completed a total of 14 trials; six subjects completed two interactions and the remaining
two completed one trial each.
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Table 7.1: Patient demographics

Record

Age

Gender

Cognitive Impairment

Motor Impairment

500
501
502
503
504
506
507
508
509
510
511

88
85
82
69
74
79
65
64
67
69
67

Female
Female
Female
Male
Female
Female
Male
Female
Male
Male
Male

Severe Impairment
Severe Impairment
Mild Impairment
Moderate Impairment
Moderate Impairment
Severe Impairment
Moderate Impairment
Moderate Impairment
Mild Impairment
Unimpaired
Moderate Impairment

Unimpaired
Unimpaired
Mild Impairment
Unimpaired
Unimpaired
Unimpaired
Unimpaired
Unimpaired
Moderate Impairment
Severe Impairment
Unimpaired

# of Sessions
4
1
2
2
2
4
2
1
2
1
2

Table 7.2: Information on clinicians

Therapists
Two physical therapists (PT) and one physical therapy assistant (PTA) participated in
the trial, their information along with information on their experience with various forms
of technology in general and for healthcare speciﬁcally can be seen in table 7.2. All three
subjects had previously made videocalls and both therapists had made video calls for
healthcare. All three are highly experienced, have been practicing for ﬁve or more years.
The physical therapists have a high level of experience with computers and tablets. All three
have a high level of experience with phones. None have much experience with robots. The
PTs were positive about using videocalls for healthcare, the PTA was neutral. One PT was
positive towards robots, the remaining two therapists were neutral. Two of the therapists
had previously seen a presentation on the Flo system during recruitment.
Activities Which Can Be Done Using Telepresence Prior to completing any activities with the Flo system, including training, the therapists rated a variety of common tasks on
whether they could be done via telepresence (ﬁg. 7.3). The consensus of the therapist group
was that telepresence can be used to deliver ADL practice, cognitive assessments, discussion
about radiology results, and medical prescriptions. Subject 401 has previous experience
doing several activities remotely. All three participants agreed that orthotics assessments
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Figure 7.3: Activities which each participant had done remotely, believed could be done
remotely, or believed could not be done remotely, prior to the trial.

and medical prescriptions cannot be done remotely. One participant each believes that
stretching, environmental adaptation, and cognitive exercises cannot be done remotely, using
telepresence.

7.2.2

Therapist Training

All three therapists were able to successfully complete the training procedure. Responses
provided post-training, to the questions comparing SRAT to CT can be seen in ﬁg. 7.11
and the responses comparing SRAT to in-person interaction can be seen in ﬁg. 7.12. The
TLX showed low frustration and physical eﬀort and neutral values for the remaining scores.
Subject 400 reported being concerned that they would be a slow pilot.
After the training session, S401 requested help in setting up a Tai-Chi activity on the
robot, speciﬁcally the “gathering the qi” sequence, modiﬁed for seated practice. In which
the subject is instructed to breathe in as they raise their arms, extended, out to the side
and then overhead and breathe out as they push their arms down through the middle of
their chest, towards their navel. A member of the study staﬀ helped S401 create the new
poses required, by moving the robot’s arms and recording their positions throughout the
motions and creating a new sequence from those poses.

7.2.3

Interactions

Reviewing the videos from all the interactions shows a clear pattern of interaction development. Each of the therapists developed their own style of operating the robot, which was
unique, even though they work together and communicate regularly.
Therapist 401
Subject 401’s interactions lasted an average of about 25 minutes (min: 21 mins, max: 30
mins). They began each interaction with a “personalization activity” in which they tried to
build rapport in the three-way interaction between the patient, therapist, and robot. This
always began with the robot asleep. The therapist would introduce the robot as “our therapy
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robot” and encourage the patient to wake it up. Once the patient yelled “wake up” or similar
at the robot, the therapist would make the robot show a smiling face and provide some
excited commentary. For each patient’s ﬁrst interaction, the therapist would turn the robot’s
face to a frown and ask the patient what emotion the robot was displaying. The therapist
would say that the robot had forgotten its name due to a power outage or computer failure
and ask the patient to create a new name for the robot. This name was then used for the
remainder of the trial. The therapist would ask the robot what they thought about their
new name and have the robot say they loved it and smile, and the therapist would say good
job or similar. For most patients, after the ﬁrst interaction, the same name continued to
be used. In the case of one patient with severe dementia, the patient never remembered
the robot and renamed it with a diﬀerent name each interaction. The therapist would then
introduce the idea of the patient and robot having a discussion (ex: “I would like <name
of robot> to get to know you better” or “<robot name> do you have any questions for
<patient name>?”). They would then have the robot ask questions like: what do you do
for fun?, what kind of music do you like?, can you tell me a joke?, etc. The robot would
then follow up saying things like “I like that too” or with additional questions like “who is
your favorite musician” with the operator asking more complex follow up questions, helping
subjects to answer questions, and providing commentary like “you two are like a match
made in heaven”. At some point the therapist would also encourage the patient to ask the
robot questions. In some interactions, the conversation included the robot telling a joke,
which was generally accompanied by a signiﬁcant delay as the therapist worked to concoct a
joke and type it in.
In most, but not all, interactions, the therapist would then use the robot to check the
patient’s orientation. The robot would be used to ask the patient questions like where are
you?, what is the date?, what is the season?, who is the governor?, and who is the president?
all of which are designed to demonstrate how well the patient is aware of where/when they
are and what is happening around them. In most interactions the robot would also be used
to ask the patient if they had any pain and if so ask to rate it. The therapist and the robot
would ask for details when relevant. For a few trials, the therapist used the faces on the
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robot as an alternative to a 1–10 pain scale, showing a sad, very sad, and extremely sad face
and asking the patient which one they felt when their pain was bad.
For some subjects, throughout the conversational elements of the interaction, the therapist
would have to clarify what the robot said. Because all these questions and responses were
being typed in by the therapist, there were always delays, some of which were long. To cope
with these, the therapist would say that the robot was thinking, which satisﬁed most of the
patients. The length of the conversational segments of the trials varied but was around half
of each trial.
The interactions then moved to a motor-focused component. The therapist would ﬁrst tell
the patients that they wanted them to mimic what the robot did. They then commanded the
robot to move to poses and through sequences, waiting for the subject to complete each one.
During this component of the interaction, the robot did little to no speaking. The therapist
continued to speak, encouraging patients to push their range of motion, and correcting their
form. Throughout, they would provide commentary on how certain movements were useful
for something or another and discuss what if any movements were causing pain. While
discussing the motions, the robot was used as a source of motivating positive reinforcement
by agreeing with the therapist that certain actions are a good idea/make sense. The next
activity was either the Simon says game or gathering the qi activity. The Simon says game
progressed as programmed with the operator talking through motions and using the robots
built in “congratulate” functionality. The tai-chi “gathering the qi” activity was introduced
by the therapist, who in most cases told the patient that they could begin by just watching
as the robot completed the motion (most subjects joined in on their own). The motion was
repeated several times. If the patient was following along well, then coordinated breathing
was added to the motion and it was repeated several more times. S401 only tried the target
touch game once, which did not go well (the robot was too far from the patient), leading
them to exit the game and not return.
They then concluded with the robot and therapist saying thank you and goodbye followed
by the robot driving away.
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Therapist 400
Subject 400’s interactions lasted an average of about 13 minutes (min: 9 mins, max: 20
mins). In all S400s interactions, they used both the Simon says and target touch games. In
most of the interactions led by S400, the introduction was short, the robot would say “hello”
“how are you” and then the participants jumped straight into a game, sometimes the patient
decided the order. On three instances the robot was used to ask the subject about their
level of pain prior to beginning the activities. During the Simon says activity, S400 would
do some of the activities themselves to help demonstrate. For certain activities, they would
interrupt the game to push the subject harder by encouraging them to achieve greater range
of motion or by adding a modiﬁcation, for example: having a subject touch the back of their
head after touching the top of their head as part of the game or having a subject lift their
arms to the side with their thumbs up. During Simon says the operator liked to joke with the
subject, tell them when they were doing a good job, and use the robot’s “congratulate”, “try
harder”, and “gotcha” functionality to build engagement. When appropriate, during Simon
says, S400 would ask the patient if they were experiencing any pain and would comment on
improvements in their range of motion. The target touch activity was run as programmed. In
most cases, S400 tried to make the subjects reach as far as possible by placing the robot far
from the subjects, even placing it at an oﬀset angle to force reaching 45 degrees away from
forward. In one case S400 moved the robot halfway through the target touch activity to the
other side of a patient, to fully engage both sides of their upper extremities. For some trials,
S400 also used the gathering the qi activity, which had been pioneered by S401, sometimes
with, sometimes without the breathing component. Finally, the robot and operator would
brieﬂy say goodbye.
Therapist 402
Subject 402 only completed one interaction, so there was not enough data to determine their
style of operating the robot. The subject (500) who had already completed two interactions
with s401, was not interested in the interaction and s402 was never able to fully engage
them. The subject did provide some deep perspectives on life, giving advice to the robot.
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Figure 7.4: The cumulative interaction counts by therapist over time.

Overall Challenges
There were three major areas that challenged the patients in completing the activities. The
ﬁrst was that the voice was not slow or clear enough for many of them. The second was that
many were confused by the target touch activity telling them to use their left or right arm
to do activities. They believed that they were supposed to touch a certain colored dot on
the left/right hand of the robot. And ﬁnally, some subjects had a tough time understanding
what the robot wanted them to do for a few speciﬁc actions during the Simon says activity,
as a result of the arms being slightly bulky and the hand shape being unfamiliar to the
patients.

7.2.4

Therapist Test Experience

The therapists performed the interactions over multiple days. Their cumulative experience
is shown in ﬁg. 7.4. After each day of interactions, the therapists answered questions drawn
from the NASA TLX along with a question on enjoyment. The development of their responses
is shown in ﬁg. 7.5. Over time, their mental demand decreased, and performance increased.
Other measures were stable with low physical demand, moderate to high enjoyment, and
moderate to low frustration and eﬀort.
They were also asked to rate the interactions from the day on six measures of interaction
quality. Their responses are shown in ﬁg. 7.6. Ability to assess their patients, patient
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Figure 7.5: The therapists’ ratings on the TLX scale + a TLX styled question on enjoyment.
The testing day, on the x-axis, is the day which the therapist is experiencing (their ﬁrst day
using the system, second day, etc.), which is to say that the third day may not be the same date
for each participant. A linear model is shown with the coeﬃcient of determination for each plot.
The 95% conﬁdence region for possible linear models is shown in grey. Here enjoyment refers to
the therapists’ level of enjoyment. 0 is very low (wording varies) and 100 is very high (wording
varies).
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Figure 7.6: The therapists’ ratings on six measures of interaction quality.

compliance, and patient motivation all show upward trends as the therapists completed
more trials. On all metrics, on average, ratings are good to very good.
Open Ended Responses
The therapists provided insights on their interactions via open ended responses.
Subject 400 only provided an open-ended response at the end of the ﬁrst day of the trial,
reporting that the system was easier to use than they expected and that they wished there
were more options for games.
After their ﬁrst day, in which they worked with one patient, S401 reported that the
patient engaged well with what they referred to as a “personalization activity” in which they
had the subject rename the robot. They had some diﬃculty remembering how to use the
pre-programmed tai-chi activity and required help from a study team member. They stated
their goal in this ﬁrst encounter was to “establish multi-directional ﬂow of conversation
between the therapist, the participant, and the robot”. They reported some success but also
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some diﬃculty: “participant responded well to some points of communication, but I think I
did forget to ask the participant to ask the robot questions”. On their second day of trials,
they reported that their patient responded well to the personalization activity, but that they
forgot to change the face on the robot to be happy until the end of the session. On their third
day, they innovated another way to use the SRAT system, using the face on the humanoid
to indicate diﬀerent levels of comfort/discomfort as an alternative to an ordinal pain scale.
They felt this would be useful for patients who do not understand traditionally delivered pain
scales, which use numbers. On their eighth day, they reported various technical challenges
with speech and arm control that required them to disconnect and reconnect to the robot
multiple times.
After their sole session, S402 reported that they had some issues coordinating movements
with the robot due to a lack of experience.

7.2.5

Patient Test Experience

The responses by the patients to the four custom questions asked after each interaction
(“Enjoyment: How much did you enjoy the interaction”, “How safe did you feel during the
interaction?”, “How well did you understand what you were supposed to do?”, “Would
you want to have this interaction again?”) are shown in ﬁg. 7.7 averaged over multiple
interactions for those subjects who repeated the trial. Subjects were positive on enjoyment,
safety, and understanding. They were neutral-positive about whether they would want to
do the interaction again. No clear pattern associated with disability is evident. Evaluating
changes between ﬁrst and second trials (ﬁg. E.1), 503 and 504 were both less positive on
all the questions after their ﬁrst trial. For the second trial 504 became much more positive,
but 503 became more negative on whether they enjoyed the interaction and wanted to do it
again. After their ﬁrst trial, 509 and 511 said that they did not want to do the interaction
again and were neutral on doing the interaction again respectively, but both said they would
very much like to do the interaction again, after their second trial.
In their responses to the selected questions from the NASA TLX (Eﬀort, Frustration,
Mental Demand, Performance, and Physical Demand), the patients were more mixed (ﬁg. 7.8).
Although frustration was initially moderate for three subjects on their ﬁrst interaction, it
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Figure 7.7: Patient responses to the four custom questions asked after the interactions. Values
which are shown are subject weighted (each subject’s responses are averaged over their one to
two interactions to provide a subject value). A box plot with center line median, ends of box at
the ﬁrst and third quartile, and whiskers extending to the furthest value which is within 1.5
times the inter-quartile range of the nearest quartile. Outliers, beyond 1.5 IQR from the nearest
quartile are indicated by points. An x indicates the mean. Actual values for each subject are
shown in a dot plot with shapes and colors indicating motor and cognitive impairment

was very low for all subjects during their ﬁnal interaction (ﬁg. E.2); and was on average low.
Performance was rated neutral to high by all subjects across all interactions and was on
average high. Eﬀort, mental demand, and physical demand were all highly variable both
subject to subject and between interactions for subjects who completed multiple trials but
were overall neutral. Evaluating subjects’ impairment in connection with responses to the
NASA TLX questions (ﬁg. 7.8), one subject who is unimpaired cognitively, but has a severe
motor impairment, rated eﬀort, mental demand, and physical demand as very high. Patients
with moderate cognitive impairment rated frustration on average as slightly higher than
other subjects.
Three questions were removed from the Intrinsic Motivation Index which did not correlate
well with their assigned scales: “This was an activity that I couldn’t do very well”, “I would
describe the activities as very interesting”, “I thought the activities were quite enjoyable”.
In general, patients felt they had high competence working with the system (ﬁg. 7.9).
Enjoyment was also high, with only two subjects giving less than the highest possible
value on the two enjoyment questions. Pressure was low, but variable and value was high.
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Figure 7.8: Patient responses to the NASA TLX, asked after the interactions.
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Figure 7.9: Patient responses to the Intrinsic Motivation Inventory, asked after the interactions.

Examining the subjects’ disabilities compared to their ratings, there is a suggestion that
higher cognitive impairment might lead to decreased competence, enjoyment, and value,
and increased pressure. Three subjects felt their competence improved between the ﬁrst and
second interaction, one felt their competence decreased (ﬁg. E.3). The three subjects who
improved their rating of competence between the ﬁrst and second interactions also improved
their rating of value. Two other subjects decreased their rating of value between the ﬁrst
and second sessions, one of whom had decreased their rating on competence.
Finally, evaluating patients’ responses to the Godspeed Likability Scale, focused on the
humanoid, all but one subject found the robot very likeable (ﬁg. 7.10) with almost no change
between subjects’ ﬁrst and second sessions (ﬁg. E.4).
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Figure 7.10: Patient responses to the Godspeed survey, section III, questions on Likability,
asked after the interactions.

Patient open ended responses
The patients were asked about their additional comments and thoughts at the end of the
interactions. For all subjects, the researcher typed these notes while interviewing the subject.
After the ﬁrst interaction, most patients (n = 6) reported Flo system to be nice, interesting,
and the activities to be fun and enjoyable.
It is kinda boring here. This was something diﬀerent. At beginning, didn’t catch on at
beginning but ﬁgured out It was fun. I hope I learned something. Will be happy to do it
anytime (S501, severe cognitive impairment, aged 85)
It was nice. I understood exactly what was asked of me. I did my best. He [the robot] didn’t
criticize me if I got it wrong. I really enjoyed it. Everything worked ﬁne. Would be better if
I could use my right arm too [subject’s right arm is severely impaired]. I liked Simon says
and I liked the second part of it (S510, CVA, severe motor impairment, aged 69)

While some patients (n=3) found the Flo system might be useful for their rehabilitation
such as exercising and stretching arms, one patient was quite negative about it, reporting
that the system is not patient-focused from their perspective, given their impairment.
The activities are too easy. Not eﬀective. The program should be focused on the patient’s
disability ... General Simon says is not useful for my injury. If a patient has a walking
disability, then it should be focused on that. (S504, CVA, Cognitive Deﬁcit - Dementia, aged
74)
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Figure 7.11: Responses by therapists to questions on the quality of interactions comparing
SRAT based telerehab to CT based telerehab as rated post-training (circles, table D.2) and after
the end of the trials (squares, table D.5)

The patients continued to provide feedback after the second and third interaction. Most
of the responses showed continuing positive attitudes towards the system and the interactions
between the clinician and the patient delivered over SRAT. While one patient twice found it
helpful for motion and exercising, another patient enjoyed having to use their mind.
It went well. I like it, I enjoy it. I enjoy doing what it says to do. Makes me stop and think.
I like having to use my mind. [Interviewer: Anything that could be better?] No good as is.
Second time doing it, it was good. (S511, CVA, Cognitive Deﬁcit, Dementia, aged 67)

However, some patients (n=2) did not think that it would help their impairments and
did not want to work with the system again. One patient wanted the system to be more
technically advanced in its capabilities and to be able to play music.
I wish it [the arms] moved faster [...] I would like it if it moved to music [...] for the rehab
activities. I learned to type by listening to music. Music makes it more fun. (S504, CVA,
Cognitive Deﬁcit - Dementia, aged 74)
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7.2.6

Therapists’ Opinions on Social Robot Augmented Telepresence Vs
Alternatives

At the end of training and after completing all trials, the therapists were asked how they felt
using Flo, an example of a social robot augmented telepresence system compared to classical
telepresence (CT) (ﬁg. 7.11), recall that subjects 400 and 401 had previously done video
calls for healthcare. After training, the therapists felt their ability to assess their patients’
function would be worse with the social robot, compared to classical telepresence alone, and
that their patients would be less compliant via SRAT. However, they felt that the social
robot would improve patient enjoyment and motivation. On other metrics, their feelings
were mixed. After using the robot for all the interactions, the therapists did not change their
opinion on their ability to assess patients (worse with SRAT) or adherence to treatment
plans (no diﬀerence). They adjusted their opinion on compliance, concluding that there was
no diﬀerence with/without the use of the social robot. They found that their patient’s level
of enjoyment was in fact not better with SRAT.
When asked to comment in an open format on ways in which SRAT is better than
classical video-based telepresence, and vice versa, one therapist found the novelty value of
adding humanoid robot to telepresence.
Droid added novelty to therapy interactions, in a way that a third “personality” involved
that the participant could get interested in (S401)

However, both therapists reported that operating Flo was diﬃcult when compared to classical
telepresence, speciﬁcally in the context of rehab interactions. One therapist found it too
hard to adapt to changing interactions with the robot:
As a physical therapist you are constantly changing your treatment plan during the treatment
session because of the natural ‘guess and test’ that occurs. It is diﬃcult to modify your
treatment plan during the session with Lil’ Flo because of games and options that are
pre-loaded. (S400)

The other therapist found it challenging to maintain a quick pace of information ﬂow during
interactions:
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Figure 7.12: Responses by therapists to questions on the quality of interactions, comparing
SRAT to in person rehab, as rated post-training (circles, table D.2) and after the end of the
trials (squares, table D.5).
Communication lag with traditional telepresence is non-existent, whereas with the droid
the therapist must receive data from the participant, then type a response into the speech
ﬁeld, then click a button and wait for droid to output audio response which creates lag in
communication and a slow churn of data exchange. Also, the voice of the droid is monotoned
which is absent in traditional telepresence. (S401)

The therapists were also asked to compare using SRAT to in-person rehab (ﬁg. 7.12).
They initially reported an expectation that communication would be better in-person and
found that to be true. Although they initially expected compliance to be worse via SRAT,
they found that compliance was equivalent or better with SRAT than in person. When asked
in an open format to say ways in which one was better than the other, S400 noted their
inability to assess standing activities with the robot.

7.2.7

Tasks Which Therapists Believe SRAT Would Be Useful For

When asked “How eﬀective do you believe that Lil’Flo would be for the following activities?”,
therapists provided the responses shown in ﬁg. 7.13. Although one therapist (S401) felt
Flo would be eﬀective for cognitive assessments and exercises as well as discussions about
radiology results and surgery, the other therapist thought that Flo would be only fair for
those tasks. The two therapists also disagreed on the eﬀectiveness of Flo for orthotics
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Figure 7.13: Responses by therapists on tasks which they believe a social robot augmented
telerehab system would/would not be eﬀective for (table D.5).

assessment/prescription and strength building. The therapists did agree that Flo would be
ineﬀective for medical prescriptions and stretching.

7.2.8

Therapist Opinions on Deployment Opportunities for Social Robot
Augmented Telepresence

Therapists were asked in which types of clinical environments they felt a SRAT system
would be useful. Their responses are shown in ﬁg. 7.14. Subject 400 perceived the system as
extremely useless for deployment in acute care settings, patient homes, and urban inpatient
clinics, S401 rated those settings as neutral and above. The usefulness of social robot
augmented telepresence in centers for special needs, pediatric acute care settings, and rural
outpatient clinics was rated as neutral to useful by both the therapists. Subject 400 rated
the implementation of the system in schools as extremely useful. On other settings, the
ratings were mixed between useful and useless.
When asked if there were any other clinical settings in which SRAT would be particularly
useful, S400 suggested “speech therapy settings” and S401 suggested “independent living
centers with several residents in one building”. When asked for settings where SRAT would
be particularly useless, S400 suggested “dementia care” and S401 suggested “urgent care”.
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Figure 7.14: Responses by therapists on where they believe that SRAT would/would not be
useful (table D.5).

7.2.9

Final Thoughts from the Therapists

Finally, when asked for ﬁnal thoughts from their experience, only one had additional
comments:
The robot increased the diﬃculty of common clinical care provided by therapists, due to the
demand of the droid on the therapist for constant input to perform any functions. (S401)

7.3

Discussion

We completed a pilot study with eleven patients who participated actively in rehabilitation
interactions delivered by three therapists operating a social robot augmented telepresence
(SRAT) system in a clinical setting. This is the ﬁrst long term deployment of SRAT, is
one of the ﬁrst trials of SRAT that we are aware of (the other being chapter 6), and is
also one of very few trials in the social robotics literature in which a social robot was used
in a minimally prescribed protocol by practicing clinicians with their own patients. None
of the therapists who participated are part of the design team (which does include other
therapists), they had minimal prior exposure to the system, and they were empowered to
use the system how they saw ﬁt. We sought to understand how the therapists and patients
would use the SRAT system during uncontrolled hands-on interactions with the system. We
collected video recordings of the interactions to determine how the system was used and
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survey responses to evaluate the feasibility of deploying SRAT systems and the beneﬁts and
challenges of the modality for enhancing telerehab interactions. Although this unprescribed
method does not lend itself towards rigorous hypothesis testing, it provides a rich view of
how systems like this might be used in the future and highlights opportunities and challenges
for the systems. Deployments of robots, especially social robots for healthcare, in the wild
are critical in importance, but challenging to complete and therefore not very common.
The most exciting result is certainly that interactions were able to be completed and that
the system provided a framework on which diﬀerent therapists could layer diﬀerent types of
interactions to meet their style of rehabilitation and their patients’ needs. Leveraging their
years of experience practicing, the therapists crafted engaging interactions, showing that the
SRAT platform gave them the tools to use their expertise and creativity. Both the therapists
and the patients reported their performance in interactions as high, and they agreed that
the patients’ enjoyment, motivation, understanding, and compliance were high to very high.
They also agreed that communication between the therapists with the patients was fair to
very good. These results show that the patient experience being treated via SRAT, among
older adults like those studied here, is good.
The constant engagement of the therapists throughout the interactions, providing feedback
and modifying activities, demonstrates the value of keeping the therapist in the loop during
social robot interactions and provides cues for designers who wish to develop autonomous
systems to augment the interactions which patients have with their therapists. Challenges
which the therapists faced in the eﬀort of operating the system highlight opportunities
for automation even with the therapist in the loop, key areas of possible improvement
are: 1) making it easier to talk with the robot, possibly by using advanced text prediction
that learns the types of things the therapist wants the robot to say and presents options,
incorporating information on the state of the system and the interaction, 2) making it
easier to modify activities on the ﬂy, 3) enabling more activities to be easily implemented,
4) automating interaction components, such as the robot’s face. The goal should be to
decrease the load on the therapist as much as possible while still placing them in control.
This type of therapist-robot teaming to build the best interactions possible is very exciting.
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Other opportunities for enhancing the system also became apparent. Subject 400, in
moving the robot around the subject to make the target touch easier or harder, highlighted
the beneﬁts that a holonomic (or pseudo holonomic [101]) drive system could provide. Subject
401, provided several new activities which could be more tightly integrated into the system to
provide an easier operator experience: the gathering the qi activity (abstracted to meditation
and breathing activities more generally), the question-and-answer activity which helped the
robot and patient build a rapport, and the orientation activity designed to discover how well
the patient is aware of their surroundings. Both therapists used the robot to assess patients’
pain, clearly measuring and managing pain is an opportunity for development.
Challenges which were observed with subjects understanding the voice of the robot
highlight a need to expose voice speech speed to the operator to enable them to slow down
the robot’s speech and in general develop voice synthesis systems which are well suited for
diverse population. Misunderstandings around which hand to use in the target touch game
indicate that the game should be re-thought to ﬁnd a better way to communicate which of
the patient’s hands should be used, especially for populations experiencing cognitive decline.
A few poses in the Simon says activity were unclear to subjects due to the inability of the
arms to perfectly reach their targets, longer, more slender arms, with hands that have a
clear palm and back of hand would likely ﬁx this problem.
There were several domains in which, when comparing SRAT to CT or face to face
(FTF) interactions, therapists’ initial expectations, post training, did not hold up in use.
The most drastic and most disappointing consensus change was in enjoyment comparing
SRAT to CT, where initially the therapists expected the humanoid to add to their patients’
enjoyment but found that to not be true (ﬁg. 7.11). Recall, the therapists reported their
patients’ enjoyment as on average good after the interactions (ﬁg. 7.6) and subjects reported
that they very much enjoyed the interactions (ﬁg. 7.7). It is diﬃcult at this stage of testing
to understand whether patients would enjoy SRAT less than CT. Although both therapists
had previously used telepresence for healthcare, those interactions were not necessarily well
matched to the ones presented here.
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Although initially the therapists expected their patients’ compliance with SRAT to
be worse than CT, in practice they found no diﬀerence. This mirrors a shift in reported
compliance by the therapists over the course of the trials. Initially the compliance was rated
as fair to good, but after S400’s ﬁrst two days of trials and after S401’s ﬁrst seven days of
trials, they reported compliance as very good. If this pattern holds up in future deployments,
then the question will be how to help ﬁrst time operators achieve high patient compliance.
Our expectation was that comparing therapists’ ability to assess their patients using
SRAT vs. CT there should be either no diﬀerence or that SRAT’s ability to push patients
to do activities would make it better for assessment. The therapists’ ratings on their ability
to assess their patients’ function followed a similar trend to compliance, except that ability
to assess patients stabilized on good, not very good. Ability to assess patients was rated
as better to much better in CT or FTF than SRAT. One of the contributing challenges
mentioned in the open-ended questions is that the SRAT system which was used could not
do any lower extremity assessments. Future iterations of SRAT for rehabilitation need legs
to aid in seated lower extremity activities. In general, remote assessment is challenging.
Developing systems, using computer vision and other technologies, to ease that challenge
should be a focus of work for both CT and SRAT.
These patterns of improving interaction quality over multiple uses are also found in
the amount of eﬀort which the therapists had to expend during the trials. Initially mental
demand was moderate and perceived performance was moderate. Over the course of the
trials, the mental demand required of the therapists dropped and their perceived performance
increased. This is to be expected with any new technology, but again, any ways in which
design can make use easier on the therapist will lead to better care for patients.
Unsurprisingly, across most domains, the therapists expected in person interactions to be
better than SRAT, this is not a bad thing, if available in-person sessions with a well-trained
therapist will always be the best option.
The therapists suggested that the SRAT would be useful for rural care settings and
pediatric focused care settings, namely rural outpatient clinics, schools, centers for special
needs, and pediatric acute care settings. Working with children makes sense, in prior studies
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SRAT has been very well received by children [99]. They were in most agreement with
SRAT being useful for rural outpatient clinics. This makes sense, rural areas are a natural
application for all forms of telepresence, given the lower access to care compared to other
areas. Using social robots in rural settings is in accordance with ﬁndings reported by [71]
that older adults with chronic health conditions in rural communities were positive and
accepting towards an assistive robot and acknowledged its beneﬁts as a companion. There
was broad disagreement between the two therapists on other locations. Given the diﬀerent
styles of using the robot between the therapists, it is not surprising that they would see
diﬀerent locations as useful for the robot. Similarly, there was little consensus among the
therapists on which activities SRAT would be eﬀective for. They did both agree that it
would not be well suited for providing medical prescriptions or stretching.

7.3.1

Limitations

This study is limited by its sample size of three therapists and eleven patients. However, the
consistency of responses to questions such as the patients’ level of enjoyment, asked multiple
ways and responded to by both therapists and patients provides conﬁdence in the results
regarding patient experience. The much smaller number of therapist participants (eﬀectively
two) severely limits conclusions which can be drawn from questions comparing SRAT to CT
and FTF, where SRAT can be deployed, etc. However, the innovations they developed and
challenges they faced cannot be disregarded and in fact provide important new knowledge
to the ﬁeld. Throughout this work, surveys were used to gauge the response of subjects and
therapists to the interactions. Although surveys are subject to bias, by using scales such as
the IMI which measure constructs in multiple ways, using secondary questions presented
in an alternative form, and by asking both patients and therapists for their opinion, this
bias is mitigated. Flo, which has been used throughout this work as an exemplar of SRAT,
represents only one attempt at SRAT. The idea of placing social robots into telepresence
interactions as third entities can take many forms. And so, it is important that more systems
be developed which are unique and results reported, so that the ﬁeld can understand which
features of these interactions generalize to SRAT and which are speciﬁc to the Flo platform.
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7.4

Conclusions

In this study a social robot augmented telepresence (SRAT) system was deployed in a
physical rehabilitation clinic which treats elders in the community. The system was operated
in a minimally constrained study by therapists, with their own patients. Patient enjoyment,
compliance, motivation, and performance were all high. The therapists were able to use the
system to complete Simon says and target touch activities, which were already programmed in,
as well as new activities, such as a tai-chi derived “gathering the qi” relaxation activity, pain
monitoring, and orientation testing. Challenges in usability from the therapist perspective
have highlighted opportunities for future development in automation to enable therapists to
more eﬀectively work in a team with social robots.

7.5

Contribution

This chapter provides two major contributions. First, I have demonstrated the feasibility of
SRAT for working with elder care patients in a community setting and highlighted some
challenges of the modality. Second, I have provided a unique view into how therapists use
a social robot for rehab given unconstrained control over the system, a unique feature
in the social robotics and rehab robotics literature. Building from these insights, the
community should have a clear understanding of the feasibility of social robot augmented
telerehabilitation and how it can be improved in the future. The community also now has a
new menu of activities which can be completed with social robots (beyond SRAT) to mirror
the type of actions that therapists would do when given control of the systems.
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CHAPTER 8: TOWARDS AUTONOMOUS ASSESSMENT
OF UPPER EXTREMITY FUNCTION DURING
TELEREHAB USING COMPUTER VISION

In this chapter, I will outline work which I have done towards enabling autonomous assessment
of upper extremity function during telepresence interactions. To make telerehab viable at
scale, with or without social robots, it is necessary for clinicians to be able to obtain
assessment information from telepresence interactions. Performing assessment via video
is not the same as being in person but is feasible. There are some assessments, such as
the Shriners Upper Extremity Exam [22] and the Assisting Hand Assessment [57], which
are by design done using video recording to allow more controlled review, potentially with
multiple graders. And there have been reports of successful motor assessments delivered via
telepresence [1]. However, in conversations with clinicians we have discovered that there are
challenges. The expertise required to interpret assessments over video is high. In addition,
some clinicians have reported that completing assessments via telepresence requires more
time, because they need to re-watch the session afterwards, potentially multiple times, to
observe the details. There are three goals I will address in this chapter, towards Aim 4. The
ﬁrst is to present data which we have collected from telepresence interactions, with depth
information, and information on what subjects were asked to do during interactions to allow
development of assessment tools. The second is to demonstrate that computer vision could
aid in assessment. And ﬁnally, I will highlight features which when used to predict box and
block scores are particularly useful.
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8.1

Data

Data collected from the experiment in chapter 6 were used to build and test the pipeline.
For this eﬀort, I attempted to model subjects’ box and block test z-scores (age normalized
as described in section 6.2.3) given only red, green, blue + depth (RGBD) video from
interactions, game start and end times, and subject age. All of these would be available
to an automated assessment pipeline. Data were also available which labels the motions
that subjects were asked to do along with audio recordings, but these data were not used in
this eﬀort. Each subject provided up to four data points, two arms across two interaction
modalities (classical telepresence and social robot augmented telepresence; data from inperson interactions was not used). Especially for subjects with impairment, it is often the
case that one arm is much more aﬀected than the other, keeping them separate makes sense
from both a clinical and data maximization perspective.
The data were split into a development and test set. To ensure a balanced test set, the
data were partitioned into four age groups, child (<12 years old), young adult (>= 12 years
old, < 21 years old), adult (>= 21 years old, < 65 years old), and elder (>= 65 years old).
Within each age partition, the subjects were separated into two groups based on their higher
box and block score (between their two arms), one group above the median and one below.
Within each of these groups, a single subject was randomly selected. This generated a test
set of 8 subjects and a development set of 26 subjects.

8.2

Algorithm

There are two distinct sources of features within the algorithm, one from the Simon says
game and one from the target touch game, both use similar elements for processing. First
whole-body pose was estimated from video from the lower RealSense camera and hand pose
was estimated from video from the upper RealSense camera. 3D pose was recovered using
the depth data from the cameras. The data were then split into segments for each activity
(Simon says, target touch, not during activity). Data which were not from a Simon says
game or target touch game were discarded. The pose data were ﬁltered to reject outliers. The
joint kinematics were treated as a hidden state, partially observed by the pose estimation
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+ depth data. A Kalman smoother was used to estimate the full hidden state. Data from
the Simon says game was then used to generate measures of reachable workspace and data
from the target touch activity was used to generate kinematic features. Finally, commonly
employed options in regression and classiﬁcation which are appropriate in small to medium
sized datasets were explored, the best option was selected and tested.

8.2.1

Joint Position, Velocity, and Acceleration

Simon Says Activity
The data for the Simon says game was drawn only from the lower RealSense camera on the
robot. For the Simon says game, the entire upper body pose was estimated frame by frame
using OpenPose. Speciﬁcally, the higher accuracy version of the OpenPose Body 25B model
with network resolution of −1 × 480 was used [16]. All the pixel-based pose data was ﬁltered
with a 5-element centered median ﬁlter independently on the x and y axis to eliminate
outliers. A median ﬁlter was chosen because it eliminates outliers with only minimal eﬀect
on the underlying signal, only changing values at peaks and valleys in a signal. Because the
signal being ﬁltered is position, the peaks and valleys have a stack up of values, leading to
little if any clipping. Depth values for the joint keypoints were then found by projecting the
depth image, which was captured closest in time to the color image, into 3D, transforming
the perspective from the depth imager to the color imager, and re-projecting it to 2D on the
color imager space. If no depth image was available within 0.04 seconds of the color image,
the image was dropped. All color data was recorded at 1920 × 1080 pixels and depth data
was recorded at 1280 × 720. To accommodate the resolution mismatch, a 3 × 3 window was
taken for each joint keypoint layered onto the depth values projected into the color pixel
space and the smallest valid depth value within the window was accepted as the depth for
the keypoint. Using the depth information attached to each keypoint, each keypoint was
then projected from 2D pixel image space into 3D metric space. Any keypoints less than 300
millimeters from the imager or greater than 4000 millimeters from the imager were taken as
invalid (based on the speciﬁcations of the RealSense D415 cameras which were used). The
results of OpenPose and subsequent depth matching can be seen in ﬁg. 8.1.
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Figure 8.1: Pose estimation for two subjects completing the Simon says game. For each subject,
the top shows the color image for the frame, from which pose keypoints were extracted. On the
bottom right for each is the depth map, with the 3D poses projected back to the depth image.
On the bottom left for each subject is an overhead skeletal view of the subject’s pose keypoints.
As can be seen, OpenPose provides reasonable results, even during dynamic movements (the
subject on the right is swinging their right arm up and down), although sometimes it does fail.

Each of the wrists’, elbows’, and shoulders’ 3D poses were then ﬁltered and smoothed.
The wrist was handled ﬁrst. To ﬁrst reject outliers, a Hampel ﬁlter was used to identify
bad values. This ﬁlter works by taking a moving window, centered on the value of interest,
(in this case, 50 frames long), and checking if the diﬀerence between the value of interest
and the median is greater than the median absolute diﬀerence scaled by a factor (in this
case 5). For frames where the wrist x, y, or z value failed to fall within this criterion, the
data point was dropped as a missing frame. A Kalman smoother was then used to estimate
the true position and higher order kinematics of the wrist. The Kalman smoother modeled
the position, velocity, and acceleration of the wrist. Position was modeled as changing only
due to velocity and acceleration, using the standard kinematic equations with no process
evolution. Similarly, velocity was modeled as only changing due to acceleration. Acceleration
was allowed to evolve due to process noise, modeled as a normal distribution centered on 0
with standard deviation of 100 000 mm s−3 dt. This value represents a reasonable jerk for the
wrist during motion [35, 89]. No cross-correlated noise was considered. Only the position
in 3D was observed. Observation noise was modeled as a normal distribution, centered
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Figure 8.2: Wrist raw data and kinematics estimates from a Simon says game. The estimated
state, produced by the Kalman smoother, has been filtered to remove any values in which the
Kalman smoother reported variance greater than five times the median absolute difference of
variance over the median variance for the activity.

on zero, with standard deviation of 0.0215 mm−1 ×depth in the x and y directions and
0.04 mm−1 ×depth in the z direction. The x and y directions were developed by assuming
that the pose tracking is generally ±15 pixels in accuracy, converting pixels to metric space
using the raw measured depth for the observation, and then doubling the noise to account
for errors due to coupling with the depth data and other unexpected sources of noise. The
z direction observation noise was developed using the ±2% error specified by the camera
manufacturer, doubled to account for unexpected sources off error. Initial values for the
smoother were taken as the median of the first 20 values. An example of wrist tracking
values and estimated kinematics from the Simon says activity can be seen in fig. 8.2.
Once full wrist kinematics had been calculated using the Kalman smoother, the elbow
data was processed in a similar fashion, with two changes. Prior to processing with the
Hampel filter, data points in which the wrist occluded the elbow were dropped. To determine
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Figure 8.3: Elbow kinematics estimates from a Simon says game.

if occlusion occurred, the wrist position ±75 millimeters was taken, in pixels (using the
distance of the wrist from the imager). If the elbow pixel position fell within that range,
it was excluded. For the elbow, the process noise was lowered to a standard deviation of
10 000 mm s−3 dt. An example of estimated elbow kinematics can be seen in fig. 8.3.
Once the elbow kinematics were determined, the shoulder kinematics were calculated,
using a similar process flow. Values in which the shoulder was occluded were dropped.
Occlusion was determined by checking if the shoulder’s pixel values fell within the equivalent
of a 150-millimeter-wide rectangle (at the depth of the wrist) connecting the elbow 2D
keypoint to the wrist 2D keypoint. For the shoulder, because it is expected to not be moving
and because there is no need know higher order kinematics, only position and velocity were
modeled. Again, position was only allowed to evolve due to velocity which was subject to
process noise centered at 0 with standard deviation 10 mm s−2 dt. Example results for the
shoulder are shown in fig. 8.4. Note that the opposite arm was not considered when checking
for occlusion, although it certainly could provide occlusion.
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ẏ
ż
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Figure 8.4: Shoulder kinematics estimates from a Simon says game.

Target Touch Activity
For the target touch activity, where the subject is much closer to the robot, only data from
the upper RealSense camera, facing down from the top of the robot’s mast, were used. For
the target touch activity, the hand pose was estimated using MediaPipe [126] (fig. 8.5). The
kinematics of the wrist were modeled using the same process as described above for the
Simon says activity, resulting in values like those seen in figs. 8.6 and 8.7. The elbow and
shoulder were not modeled for the target touch activity.

8.2.2

Upper Extremity Reachable Workspace

The Simon says activity was used to measure the total upper extremity reachable workspace.
First, data points for the wrist were filtered to drop any values which the Kalman smoother
reported having low confidence in the state, as defined by having a variance which was 5
times the median absolute difference of variance above the median variance (in any axis),
over the entire activity. Then all the remaining points which the wrist traveled through
were centered by subtracting the shoulder position at that time (fig. 8.8) and a convex hull
was fit around the points to determine both the volume which the wrist had accessed and
the surface area of that volume. The result was then normalized by dividing the volume by
4/3π(arm length)3 and the surface area by 4π(arm length)2 .
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Figure 8.5: The hand pose estimation from MediaPipe, used for the target touch activity.
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Figure 8.6: Wrist kinematics for a hand during the target touch activity, over the entire activity.
As can be seen, there are gaps in the raw data which the Kalman smoother is able to ﬁll. The
higher order kinematics appear reasonable, this is an example of a good output.
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ÿ
z̈

0
−10000

0

50

100

150

200

Time (s)
Figure 8.7: Wrist kinematics for a hand during the target touch activity, over the entire activity.
As can be seen, there are large deviations from reasonable values in places where the raw data is
missing/invalid. The Kalman smoother does not always work flawlessly.
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Figure 8.8: Plot of left wrist positions over an entire Simon says activity, centered on the
shoulder position for a seven-year-old subject with box and block score of -3.07.
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To calculate arm length, the same variance ﬁltering method was applied, but with a
narrower range of 3 times the median absolute diﬀerence above the median and applied to
the shoulder, wrist, and elbow. For each timestep, if any of the joints failed, then the entire
timestep was eliminated. From the remaining data, the Euclidean distances between the
wrist and elbow and the shoulder and elbow were added together. The median of the arm
length hypotheses was then taken.

8.2.3

Kinematic Features of Motion

From the target touch activity, kinematic features of motion were extracted. The ﬁrst step
was to split the complete activity into individual motions. This was done in two phases. First,
motion was deﬁned as only being relevant where the subject’s wrist was moving at a speed
of greater than 100 mm s−1 . Segments were formed by the contiguous regions which met this
criterion. Some subjects completed subsequent touches without returning to a complete stop,
so local minima within the velocity were separated and motion was split on those minima.
Any motions which covered an arc length of less than 200 mm were excluded. This process
produced segments like ﬁg. 8.9 in which the Kalman smoother had to hypothesize about
a large amount of missing data and segments like the one shown in ﬁg. 8.10 in which the
Kalman smoother was provided with reasonable position data and only needed to provide
hypotheses for the higher order kinematics.
For each segment, several features were then extracted using speed, absolute acceleration,
and jerk (calculated using numerical diﬀerentiation from acceleration): maximum speed,
maximum acceleration, maximum jerk, average speed (numerical integral of speed divided
by sequence duration), average acceleration (numerical integral of acceleration divided by
sequence duration), average jerk (numerical integral of jerk divided by sequence duration),
maximum speed divided by average speed, maximum acceleration divided by average acceleration, maximum jerk divided by average jerk, time to maximum speed, time to maximum
speed divided by duration, time to maximum acceleration, time to maximum acceleration
divided by duration, time to maximum jerk, time to maximum jerk divided by duration, arc
length (numerical integral of speed), normalized jerk

q R
1
2



dtj 2 (t) × duration/arc length

as proposed by Teulings et al. [105], the jerk metric (negative mean jerk divided by peak
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Figure 8.9: An example of a segment from the target touch activity. As can be seen in the
position plot, some of the position data is missing. However, the Kalman smoother was able
to provide reasonable estimates for the full kinematic state. A smooth acceleration followed
directly by a deceleration in a near bell curve shape is observed, as would be expected for a
point-to-point reaching motion.
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Figure 8.10: An example of another segment from the target touch activity. In this case, the
raw data is complete and a more complex kinematic profile results. This segment is from the
same subject as shown in fig. 8.9.
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Table 8.1: Error for regressions on Simon says and target touch activities.

Model
Elasticnet
Ridge Regression
Lasso Regression
RANSAC
AdaBoost
GradientBoost
Decision Tree Regression

Mean Absolute Error

Median Absolute Error

4.37
7.01
2.15
39.41
1.40
1.40
1.90

1.48
1.36
1.55
3.11
1.53
1.39
1.60

speed) as suggested by Rohrer et al. [86], and the speed metric (mean speed divided by
peak speed) as suggested by Rohrer et al. [86]. Collectively these metrics are meant to
measure smoothness, agility, movement conﬁdence and coordination. More details on the use
kinematics for determining motor function can be found in reviews by De los Reyes-Guzmán,
et al. and Tran, et al. [23, 109]
The median of each measure across all movements done by the arm, during the activity,
was then taken for each subject to be used in further processing. The median was used to
reject outliers due to poor segment separation, poor tracking, and other unforeseen issues in
some samples.

8.2.4

Regression

Once features had been generated, several regression techniques were explored for obtaining
the box and block test z-score from the features. The features, with simple linear regressions,
from the Simon says game can be seen in ﬁg. 8.11 and the features from the target touch
activity can be seen in ﬁg. 8.12. Initial attempts at using only the features from one activity
or the other quickly gave way to exploring all the features at once. When the two games were
combined, with only samples kept where both the Simon says and target touch games were
present with valid length, 82 samples remained in the development set. Seven approaches
were explored for completing the regression using 10-fold cross validation. For all approaches
each feature was centered and normalized to one standard deviation, within the cross
validation (on the ﬁtting set for each validation cycle and applied to the cross-validation test
set). The Mean Absolute Error and Median Absolute error for each are shown in table 8.1.
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Figure 8.11: Features from the Simon says game. On the left the entire domain is shown, on
the right, the domain is clipped to reasonable values. The linear regression which is shown is ﬁt
to all the data, regardless of the view.
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Figure 8.12: Features from the target touch activity with simple linear regressions shown.

173

The Elasticnet regression (linear regression with L1+L2 penalty) showed ﬁve important
features: maximum speed (weight: 0.105), maximum acceleration (0.056), average speed
(0.123), average acceleration (0.123), and time to max jerk (-0.075). All other features had
zero or near zero coeﬃcients. Observing the errors from the RANSAC regression, along
with ﬁgs. 8.11 and 8.12 we can clearly see the eﬀect of outliers in the dataset. The errors
shown in table 8.1, which average above 1.36, indicate performance that should be able to
diﬀerentiate between impairment two levels apart, for example the diﬀerence between mild
and severe impairment.

8.2.5

Classification

An alternative to regression is to attempt to classify each data point by impairment level. To
do this, the data were labeled into unimpaired (BBT>-1), mild impairment (-1>=BBT<-2),
moderate impairment (-2>=BBT<-3), and severe impairment (BBT<=-3). Seven diﬀerent
classiﬁcation algorithms, with various parameters, were tested on the development data set
with 10-fold cross validation (table 8.2). Again, all features were centered and scaled to unit
standard deviation within the cross-validation cycle. Random forests of decision trees were
the best performing class of algorithm, with around 50 estimators appearing to be best. To
further explore what parameters would be best for a random forest classiﬁer, a parameter
grid search was completed with 10-fold cross-validation, evaluating the F1 macro score, over
the parameters: max depth (1–10), max features to examine when splitting (sqrt of number
of features, log base two of number of features), min samples per leaf (1–5), and number of
estimators (30–130 by 10). The F1 macro score was chosen to equally value precision and
recall on each level of impairment. The grid search showed that the best parameters were a
maximum depth of 7, with maximum number of features equal to the square root of the
number of features in the data, and 50 estimators, which produced an F1 macro score of
0.48 (slightly diﬀerent than the value in table 8.2 because of the diﬀerent depth).
To better understand which features were important, permutation importance was
measured. The data for each feature was independently randomly shuﬄed 50 times (number
of total runs = 50×number of features) and the change in the F1 macro score was recorded as
a measure of importance. The results are shown in table 8.3. Note, these are the importance
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Table 8.2: Classiﬁcation evaluation results for various algorithms on the development test set.
For KNN, details show the number of neighbors and weight; for SGD shows loss and penalty;
for MLP shows layer sizes; for Random Forest shows number of estimators. Balanced accuracy
is the average of recall on each class (macro average).

Name

Details

Naive Bayes
KNN
KNN
KNN
KNN
KNN
KNN
SGD
SGD
SGD
SGD
SGD
SGD
SVD
SVD
MLP
MLP
MLP
MLP
MLP
MLP
MLP
MLP
RandomForest
RandomForest
RandomForest
RandomForest
RandomForest
RandomForest
RandomForest
RandomForest
AdaBoost

Gaussian
5, distance
10, distance
15, distance
5, uniform
10, uniform
15, uniform
log, l1
log, l2
log, elastic
huber, l1
huber, l2
huber, elastic
one-vs-one
one-vs-rest
2-2
3-2
2-3
4-2
2-2-2
2-2-2-2
2-2-2-2-2
3-3
10
25
50
75
85
100
200
300

F1
macro

F1
micro

Accuracy

Accuracy
Balanced

ROC AUC
one-vs-one
macro

0.25
0.31
0.24
0.26
0.26
0.25
0.23
0.36
0.31
0.31
0.31
0.26
0.26
0.19
0.19
0.26
0.26
0.16
0.31
0.14
0.20
0.16
0.22
0.33
0.38
0.47
0.41
0.45
0.47
0.40
0.37
0.32

0.33
0.47
0.50
0.53
0.43
0.49
0.48
0.44
0.45
0.45
0.45
0.39
0.42
0.50
0.50
0.49
0.39
0.29
0.44
0.31
0.39
0.42
0.39
0.52
0.59
0.64
0.61
0.64
0.65
0.60
0.58
0.45

0.33
0.47
0.50
0.53
0.43
0.49
0.48
0.44
0.45
0.45
0.45
0.39
0.42
0.50
0.50
0.49
0.39
0.29
0.44
0.31
0.39
0.42
0.39
0.52
0.59
0.64
0.61
0.64
0.65
0.60
0.58
0.45

0.33
0.35
0.30
0.31
0.31
0.29
0.28
0.40
0.39
0.37
0.37
0.30
0.31
0.27
0.27
0.34
0.30
0.20
0.35
0.20
0.28
0.24
0.26
0.37
0.43
0.52
0.45
0.48
0.51
0.45
0.41
0.38

0.60
0.55
0.56
0.59
0.58
0.57
0.56
0.62
0.62
0.63
0.59
0.56
0.52
0.55
0.55
0.59
0.57
0.56
0.61
0.46
0.54
0.55
0.57
0.67
0.66
0.70
0.68
0.69
0.70
0.67
0.67
0.60
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Table 8.3: Permutation feature importance on development dataset using F1 macro set for
random forest of decision trees classiﬁer. 50 permutations were completed on each feature, mean
and standard deviation of importance are shown.

Feature
Normalized Jerk
Max Accel / Avg Accel
Time To Max Speed
Arc Length
Reachable Workspace (Convex Hull)
Time To Max Accel
Reachable Workspace (Surface Area)
Age
Duration
Avg Jerk
Max Speed / Avg Speed
Speed Metric
Reachable Workspace (Surface Area, Normalized)
Max Jerk / Avg Jerk
Time To Max Jerk, Normalized
Max Speed
Avg Speed
Avg Accel
Reachable Workspace (Convex Hull, Normalized)
Time To Max Jerk (s)
Time To Max Accel, Normalized
Time To Max Speed, Normalized
Number of Movements
Max Jerk
Max Accel
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Importance Mean

SD

0.019
0.016
0.014
0.013
0.011
0.011
0.011
0.010
0.009
0.009
0.006
0.005
0.005
0.004
0.004
0.004
0.003
0.003
0.003
0.001
0.000
0.000
0.000
0.000
0.000

0.009
0.009
0.010
0.005
0.008
0.006
0.009
0.006
0.005
0.007
0.007
0.007
0.007
0.007
0.007
0.006
0.006
0.006
0.006
0.004
0.000
0.000
0.000
0.000
0.000
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Figure 8.13: Confusion matrix of results on the test dataset (n=30) using a random forest
of decision trees trained on the development dataset. The confusion matrix shows that the
algorithm did not perform well, properly classifying only 6 of the data points. An additional
14 data points were classiﬁed within an impairment level of their true value. The remaining 10
data points were incorrectly classiﬁed by more than an impairment level.

values on the development dataset and any features which are correlated will split importance.
The three most important features were Normalized Jerk, maximum acceleration divided by
average acceleration, and time to max speed.

8.3

Test Results

When fully merged, the test set provided a total of thirty samples, 12 with severe impairment,
10 with moderate impairment, 4 with mild impairment, and 4 without impairment. The
algorithm described above, feature centering and normalizing (based on training data values)
and classiﬁcation by a random forest of decision trees, was used to predict the impairment
level across the test data set. The results are shown in ﬁg. 8.13 and generated an F1 macro
score of 0.111 and balanced accuracy (average recall over all four classes) of 0.125. These
results are worse than random. More closely examining ﬁg. 8.13, six (20%) of estimates
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were correct, all for severely impaired arms. 10 (33%) of the estimates completed missed
the mark, missing an impairment classiﬁcation by more than one level. The remaining
fourteen (47%) of estimates missed the correct level of impairment by no more than one
level. In this light, the algorithm shows an early ability to discriminate between various
levels of impairment, even if it is far from accurate. This level of performance is similar to
the performance that would be expected based on the exploration of regression models above
if they were to generalize. The classiﬁer did not generalize to perform on the test set as well
as it did in cross-validation. This could be due to the relatively high parameter to feature
ratio, noise in the features, and/or noise in the labels. The box and block score provides a
numerical measure of upper extremity function, but it is not perfect and in fact, its ability
to separate diﬀerent levels of impairment is not well studied and although the impairment
cutoﬀs used here are commonly used, they are not rigorously deﬁned. It is important to
note that the Box and Block test provides a measure of overall function, blending together
multiple tasks, including planning, grasping, and point to point motion. That is contrasted
with the measures used here, which look at quality of motion and range of motion. Although
it is expected that quality of motion (which the algorithm used here measures) contributes
to functional ability (as measured by the Box and Block test), quality of motion cannot fully
explain performance on the Box and Block test. Improvement could come from increasing
the quality of the features, increasing the quality of the labels, and/or increasing the dataset
size.

8.4

Limitations and Future Directions

In this work, except for using depth data, simplicity was maintained wherever possible to
provide a foundation on which to build. There are a multitude of ways in which this work
can be extended to improve the quality of predictions and move towards a more clinically
relevant system.
The ﬁrst is to use the knowledge we have that limbs do not change lengths. Data from
computer vision-based pose tracking is noisy, as demonstrated above. I used median ﬁlters on
the 2D pose and Kalman ﬁlters on the 3D Cartesian location of joints to address this. This
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approach is, however, naive and fails to fully utilize knowledge about the human body, which
is highly constrained. Approaches centered on factor graphs, for example, might provide
better joint tracking and therefore better kinematics.
Depth cameras carry a steep price premium compared to simple RGB cameras and as
a result are not as ubiquitous. They also suﬀer from occlusion and noise. In this work, I
used the full data, including the depth data. However, alternative approaches are available.
Advances in lifting 3D pose from 2D video have been rapid as of late. Works such as
ProHMR [56], VideoPose3d [73], MHFormer [60] and PoseFormer [127] have demonstrated
impressive results which are semi-robust to occlusion. These provide non-metric relative
poses in 3D from a simple RGB imager. Video Pose3D, MHFormer, and PoseFormer also
consider more than one frame in their pipeline. ProHMR can be extended to ingest depth
data in addition to color data. Future work should absolutely explore the use of these
algorithms for assessment of function.
In this work, the depth data was treated simply as a value to lookup after doing pose
estimation using the RGB data. There is no good reason to suﬀer this loss of information. If
depth data is available, it should be incorporated directly and used to provide 3D metric
estimates of pose. Unfortunately, there is a lack of oﬀ the shelf tools to do that today for
whole human pose. That may however be changing, as mentioned above, the framework used
in ProHMR should enable human pose estimation, integrating depth information directly.
In the hand pose estimation space, there are many more algorithms which integrate depth
data, but modern ones rarely leverage RGB data.
For understanding human kinematics, higher order derivatives of position are critical.
Here we gained those by treating them as part of a hidden state which was estimated using
a Kalman smoother. While this is better than the more traditional technique of gaining
velocity and acceleration by taking discrete time diﬀerences of position, there is only so much
that can be expected from 30 fps video. New sensing modalities using event-based cameras
may be an exciting way to drastically improve the performance of systems like these when
the cost of them drops by at least two orders of magnitude. Even higher frame rate cameras,
which are becoming ubiquitous in cell phones at 120 fps, could produce improved values.
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It is also possible that learned algorithms could directly provide velocity and acceleration
data. Currently most pose estimation systems operate frame by frame. But there is no need
for this restriction. Algorithms designed to operate on sequences of frames could be much
more powerful. Seethapathi et al. provide a nice exploration of the many ways in which
modern pose tracking fails for these types of tasks [92].
Beyond pose tracking, there are other opportunities as well. The recordings which were
taken using SRAT contain a wealth of information about the actions subjects were instructed
to do, how the robot moved, etc. It would be reasonable to look at how well poses match the
instructions in Simon says. This type of measure has been done by the Nao Therapist in a
similar activity which focuses only on static poses [77]. That eﬀort could be extended to also
handle dynamic movements. Due to how the data was split, using local minima, it is possible
that subjects with low quality motion had single reaching motions split into multiple. As
an alternative to the method used above, it would be possible to track wrist position and
observe the hand going from the patient’s lap, to the dot, and back again, to provide a more
accurate movement segmentation. This would enable additional kinematic measures, such as
the mean arrest period ratio, the peaks metric, and tent metric as described by Rohrer, et
al. [86].
When calculating reachable workspace, the angle of the shoulders was not considered.
It was assumed that the subject stayed facing the same direction the entire time and that
any changes in orientation were the result of the reaching motion itself. Further exploring
how to anchor data to the body may prove useful. It could also be useful to take a more
complicated view of the reachable workspace. Instead of calculating reachable workspace
as a single number over the entire space, the reachable workspace could be segmented into
diﬀerent regions, such as done by Han, et al. [42, 43].
There is also more that could be done to analyze kinematics of motion. The algorithm
above ignores any kinematic information which could be extracted from the Simon says
game, there is certainly some data of value there, although the variability of the motions
makes it harder to use. Exploring features in the joint space may also be fruitful. More
generally, De los Reyes-Guzmán, et al. provide a wonderful overview of various kinematics in
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ﬁg 2a of their review of kinematic measures of function for upper extremities [23], including
several which we did not explore, such as path deviations, inter-joint correlations, joint range
of motion, elbow kinematics, and more. Tran, et al. provides a complementary expanded
review of additional kinematic measures which could be used [109].
Finally, more data should be collected, and it should be collected with more robust
clinical measures of function. Most clinical assessment tools, the box and block test included,
are noisy. Having more and higher quality assessments of subjects motor function would
provide better labels and improve the odds of developing successful algorithms. A concrete
option for moving forward would be to have multiple expert therapists rate the motor
function of subjects in the data which has been collected.

8.5

Conclusion

We have collected a labeled dataset of video recordings of subjects doing two activities (a
Simon says game and a target touch game) twice each during telerehab interactions. Using
that dataset, I have explored features which could be extracted from these activities and
explored how those features can be used to predict a novel person’s motor impairment. In
the process, I have demonstrated a pipeline for producing joint kinematics using a Kalman
smoother which appears far more reasonable than results generated from more traditional
numerical diﬀerentiation. I have highlighted features which are important for classifying
impairment in this dataset, chief among them normalized jerk as proposed by Teulings et
al. [105]. Initial testing results do not show high accuracy, however there is a trend towards
a classiﬁer getting close to the correct values.

8.6

Contribution

Automated assessment of motor function from telerehab interactions would open the door
to higher quality care for more patients in the community. In this chapter, I have shown a
ﬁrst attempt at a pipeline for understanding upper extremity impairment on an arm-by-arm
basis from telerehab video. The work which I have done provides a jumping oﬀ point for
further work, both by using the labeled data which we collected and by building oﬀ the
algorithm presented here.
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CHAPTER 9: THE NEXT GENERATION OF SRAT

As I complete this journey, I want to provide guidance, based on all we have learned putting
a social robot augmented telepresence system into healthcare settings, for how I believe this
type of systems should evolve. Initially we had planned to develop two systems, similar in
design but with one “Big’Flo” a scaled-up version of a smaller “Lil’Flo”. We did not end up
making the larger version and simply used the smaller one, which worked well for testing. I
do not believe that maintaining two separate designs, especially in a research environment,
is wise, there is too much added overhead. If an academic group is going to continue to
explore SRAT, it should be done with a single ﬂexible design. Down the road, if these types
of systems were to see commercialization, a single ﬂexible system would still make sense for
limiting design, manufacturing, and support costs.
Before jumping into details, I want to highlight a grander future direction SRAT could
move towards, with the goals of making it easier for clinicians to work with the systems,
allowing clinicians to treat more patients, and making the robot more responsive to patients.
That is to automate signiﬁcant portions of the robot operation, which some therapists have
suggested would be helpful. This has been done before, to various degrees, for other social
robots working in the rehab space. The Nao Therapist project for example has powerfully
demonstrated how this could work [77]. In the SRAT paradigm, autonomous interactions
would look a little diﬀerent. A therapist could begin a remote interaction with the patient,
introduce the humanoid and allow the patient and humanoid to play a game autonomously.
This could be done to lower the load on the therapist while they observe and provide expert
guidance, with facilities for the therapist to guide the interaction when and how they feel
best. Or the therapist could switch to another task, for example a call with another patient,
while the activity progressed and return when it was done or when an exception occurred. I
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Figure 9.1: Flo: An example of social robot augmented telepresence for upper extremity
rehabilitation

would not suggest a paradigm where therapists do all their interactions using this modality
or any remote modality. But for a therapist who covers multiple sites and for patients at
sites without therapy coverage, this could provide a good way to extend the accessibility of
care and maximize the impact that a therapist can have in a unit of time. Getting to this
operational paradigm could be a long-term goal of SRAT development.

9.1

Updated Requirements and Proposed System Changes

Based on my observations and results of testing, it is appropriate to update requirements/features that I think SRAT should adopt, building oﬀ Flo (ﬁg. 9.1). Here I ﬁrst
present a table overviewing these topics, followed by more detailed commentary.

New Requirements

Rational

Telepresence System Components
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Large Easy to See Screen

Subjects reported wanting a larger screen to increase
quality of interactions with the robot operator (sections 6.1.2 and 6.2.4). Therapists reported that a highquality screen was of the utmost importance (section 5.3).
Current: 7in TFT touch screen
Proposed: 10+ in IPS display

High Quality Microphones

Audio quality was an afterthought in the initial design.
The ability to clearly understand patients proved to
be of vital importance in testing (section 6.2).
Current: MOVO VXR-10 shotgun mic, externally
mounted
Proposed: Same or similar hardware, internally
mounted

Concealed Cameras

Cameras can make anyone from people in a hallway
to patients uncomfortable. The current system looks
very intense with all its cameras.
Current: Cameras mounted externally
Proposed: Cameras mounted internally

Social Robot
Humanoid With Arms that
Can Reach Full Human Range
Of Motion

Although Flo can reach much of the human range of
motion, it cannot reach all of it. This caused challenges for patients and therapists alike (sections 6.2.4
and 7.2.3).
Current: Elbow ﬂexion: 1.5 radians
Proposed: Elbow ﬂexion: >2.1 radians

More Realistic Hands on the
Humanoid

Some subjects were confused as to what the hands
on Flo were, either not recognizing them as hands or
believing they were in a ﬁst (section 7.2.3).
Current: Hands are shaped like oversized cartoon
mitts
Proposed: Hands which have a clear ﬁnger structure
with a palm and a back of hand

Ability to Use Props

When designing activities for Flo, there is a limit to
activities that can be done due to the lack of support
for props that would be useful for ADLs.
Current: Props are not supported
Proposed: Support for props, mechanism not yet
known
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Touch Sensitive Hands

Subjects want more direct and more timely feedback
on whether thy have touched the correct dot in the
target touch activity. This could be facilitated by touch
sensors (section 6.2.4).
Current: No sensing of touch on hands
Proposed: At least two isolated capacitive touch
points on each hand

Humanoid With Legs

Therapists who evaluated Flo remotely and used it in
person found the lack of legs to be a major limitation
(sections 5.1.4 and 7.3).
Current: Humanoid has no legs
Proposed: Legs on the humanoid with hip internal/external rotation, hip ab/adduction, and knee
ﬂexion/extension

Clear Robot Speech

Certain populations of elderly subjects had a tough
time understanding the robot (sections 6.2.4 and 7.2.3)
and a therapist found the voice too monotone (section 7.2.6).
Current: Robot speaks at the default speed
Proposed: Speech speed is exposed enabling it to be
slowed down

Therapy Activities
Online Adaptive Games

The games programmed on the robot can be made
easier or harder when they are loaded but cannot be
changed during interactions. Subjects reported wishing
the activities could be tuned to their level of function
during the interactions (section 7.2.5) and a therapist
reported not being able to adjust to their patients’
needs (section 7.2.6).
Current: Game parameters are set prior to start of
game
Proposed: Game parameters can be modiﬁed during
the game run

More activities

The therapists who worked with Flo already designed
new ways to use the system (section 7.2.3). SRAT
should be put in the hands of more clinicians to help
develop more activities which can be integrated.
Current: Implemented games: Simon says, target
touch
Proposed: Add additional activities: stretching,
relaxation/tai-chi, conversation activity

System Automation
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Automate Robot Emotions

Managing the emotional state of the robot, portrayed
through the face, is challenging. It is easy to forget to
change the face (section 7.2.4). Vocal emotions in not
currently enabled at all.
Current: The robot face is controlled by the operator,
voice is always neutral
Proposed: Automatically maintain robot emotional
state based on success at games, voice analysis, and
face analysis; actuate face and voice emotion based on
state (requires a computer addition to add a Nvidia
Jetson or similar neural compute device)

Always on Pose Estimation

Always on pose estimation would allow online assessment and automation of activities.
Current: All computer vision processing is done ofﬂine
Proposed: Run pose detection all the time and provide pose to other systems on the robot (requires a
computer addition to add a Nvidia Jetson or similar
neural compute device)

Automation of Games

Automating games would reduce clinician load, which
is too high (section 7.2.6).
Current: Game progression is controlled by the operator
Proposed: Game progress should be controlled by
a combination of pose tracking and simple keyword
phrases

Autonomous Navigation

Driving for long distances is initially challenging for
new operators and is not a good use of clinician time.
Current: The robot is driven by the operator
Proposed: The robot navigates from storage to patient spaces autonomously once the operator has
driven the route once

General System Components
Uniﬁed Power System

As the capabilities of the robot expanded, it ended
up with three power sources, making charging and
operation complicated.
Current: 3 separate power sources, approximately
220Wh, 2-3 hours of operation
Proposed: Single power source, such as a pair of K2
24VU1 LFP batteries which would provide 1050Wh
total, enabling all day runtime with larger motors
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Loud Speaker

Especially when working with elder populations and
other populations with hearing impairment, loudness
is important (sections 6.2 and 7.1.1).
Current: 16W external speaker
Proposed: 20W+ speaker integrated into the mobile
robot body

Holonomic Mobility

Therapists were observed needing to strafe the robot
while maintaining forward contact with patients (section 7.2.3) and operation by study team members
required experience for proper robot placement.
Current: Diﬀerential drive base
Proposed: Holonomic drive provided by mecanum
wheels or diﬀerential drive+turret design (omni wheels
are not acceptable for noise and obstacle clearing)

Ability To Traverse 25mm Tall
Obstacles

During testing, there were terrain challenges which
the robot could either not traverse or was not stable
traversing.
Current: The Kobuki base can traverse 12mm thresholds (lower with the weight in the Flo system)
Proposed: New base able to traverse 25mm thresholds

Quiet Driving

When testing on quiet clinical ﬂoors, driving between
rooms, the robot was the greatest source of noise in
the space.
Current: The Kobuki is over its payload capacity by
double and appears to have plastic drive components,
causing excessive noise
Proposed: A custom base with appropriately sized
motors (ex: BaneBots RS775) and gearboxes (ex:
BaneBots P61, 64:1)

Closed, Cleanable System

To deploy in healthcare environments, the entire system should be closed and be easy to clean.
Current: System is currently closed, MDF+paint exterior is diﬃcult to clean
Proposed: A plastic enclosure all the way around the
robot
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Height Adjustable System

Subjects suggested that the robot should be height
adjustable (section 6.2.4). During testing, the robot
was too short to interact with patients in hospital
beds.
Current: The humanoids eyes are 700mm oﬀ the
ground and the bottom of the screen is 860mm oﬀ the
ground
Proposed: Allow the humanoid and screen to adjust
height ranging from the screen being 750mm oﬀ the
ground to 1350mm oﬀ the ground

There was also one feature which I don’t feel is needed going forward:

Design
Needed

Features

Not

Touch Screen on Robot

9.1.1

Rational
After years of testing, we have not found a compelling use case
for the touchscreen.
Current: A resistive touchscreen layer is fused to the screen
Proposed: No touchscreen, a Logitech K400 plus or similar
should be mounted inside the robot and easily accessible for
trouble shooting

Telepresence System Components

To make telepresence work, cameras, a microphone, and a screen are all needed. We built
a system that was an evolution from the mobile telepresence systems of the time (namely
the VGo robot). But, as shown in testing, from responses in the virtual usability testing
and both trials, the screen is too small. In my opinion, a screen in the 14–17-inch range
would be ideal. A 10-inch screen would make the system in line with today’s commercially
available telepresence systems, such as the OhmniLabs Telepresence Robot (10.1 in screen)
and Double Robotics Double 3 (9.7 in screen). This would also enable some of the use cases
that therapists in the usability testing suggested, such as overlays on top of video of the
patient moving and other videos on the screen. In our initial design, we believed that a
touchscreen would be useful. We imagined that it could be used for administrative tasks
managing the robot as well as for activities with patients, to provide an alternative input
medium. That has not happened. It seems like going forward, a screen without touch input
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is OK. It is very important that the screen has the largest possible viewing angles so that
people interacting with the robot can see the operator, wherever the screen is pointing. The
cheapest technology for achieving this is IPS.
The microphone currently on the robot has been fantastic, it is easy to hear the area
around the robot. Initially we used microphones built into the computer on the robot. They
worked only OK and were not reliable, so we added the mini-shotgun microphone that is
used now. Future systems should continue to use a dedicated microphone, but it should be
more tightly integrated into the system for increased visual appeal.
The ﬁsheye camera was originally added to the system at the suggestion of clinical
collaborators. It has proven useful in driving the robot through tight environments and
interacting with mobile subjects. However, the image quality of the sensor is poor. The
system should continue to have a ﬁsheye camera, but it should be higher quality.
The RealSense cameras have performed well but have a higher computational cost and
power drain than simpler (RGB) cameras when transmitting depth data. Having the depth
data opens the possibilities for doing all sorts of autonomous work, but whether depth is
necessary is still questionable. There are now other RGBD imagers, such as the Oak-D
platform, which should be considered in future designs. A coded time of ﬂight sensor might
provide higher quality results. One of the fantastic features of the RealSense D415 cameras
is that they are robust to external infrared sources. All the true clinical settings in which the
robot was tested have windows. Any depth imager used for SRAT must be able to handle
being close to windows. It would be cheaper to have only one RGBD imager that could
be re-directed, with the ﬁsheye camera to provide full situational awareness. Adjusting the
camera manually would put too much load on the operator, so that would need to be done
autonomously, for example by tracking the subjects’ hands and face, trying to keep both
in the frame, and if not possible prioritizing their hands. As machine learning continues
to advance, having the depth channel may not be necessary/desirable. If that is the case,
money and power consumption could be saved by using an RGB only camera(s).
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Figure 9.2: Suction based hand prototype picking up a heavy measuring cup

9.1.2

Social Robot

The humanoid robot served the purpose of the work presented in this thesis well, to provide
a physical presence for subjects to interact with both up close and from a distance. However,
as subjects highlighted in the trials, the arms on the humanoid cannot complete all range of
motion activities. The current system also has entire categories of activities that are .. out
of reach .. for the arms. For example, any tasks using props, which are often used in rehab
focusing on activities of daily living, cannot be completed with Flo. The proportions and
shape of the arms are driven by the motors used to actuate them (ﬁg. 4.6). By using an oﬀthe-shelf motor module system, we were able to drastically reduce the required development
eﬀort and enable easy motor replacement if issues were to arise. Some of the limits in angular
range of motion were required to eliminate pinch points. This is a hard re-design challenge
to solve. The best approach for improving range of motion is to build custom actuation for
each joint using power transfer through belts and/or gears to get the motors away from
the joints. That would be a major undertaking. A partial solution could be achieved by
using smaller modular motors or by sacriﬁcing some of the pinch protection in the system.
Ideally the elbow would be redesigned to reach 2.1 radians of ﬂexion, which is the end of the
range of motion needed for functional activities [116] but less than complete human range of
motion of 2.5 radians [129].
In addition to range of motion, some subjects who worked with the robot did not
understand the mitt like design for the hands and believed that they should do all activities
with a closed ﬁst, because they thought the robot had a closed ﬁst. I don’t think that, at
the size the humanoid is, it is worth the cost and complexity to have an actuated hand. But
having a more realistically shaped hand might be useful.
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Adding props to SRAT could enable a wide variety of new activities. I imagine props,
such as a comb, toothbrush, and pen, sitting in a tool holder mounted the side of the robot
base for the humanoid to manipulate during activities. For providing prop interaction, there
are a few possible approaches. An actuated gripper could be used, but that would not be
reliable, strong, or aﬀordable. Suction could be used. I explored adding suction cups to
the hands with a student (ﬁg. 9.2). We were able to pick up some objects, but the suction
pump drew a lot of power and made a lot of noise, requiring space to be sacriﬁced to sound
insulate the pump. The system also required precise placement of the suction cup and a
ﬂat surface to attach to. The smallest radius object which could be, sometimes, picked
up was a whiteboard marker. There are two other options which I think are much more
viable, either magnetic attachment or a ﬁxed mechanical attachment. The hands and props
could have a mechanical mate, not dissimilar from quick change tools used in industrial
robots. Alternatively, magnets could be used. Simple rare earth magnets could be used
which would disconnect as props sat into their holder by simply pulling into the holder.
Alternatively, electromagnets could be used, if power consumption were to become an issue,
then electropermanent magnets could be used [55].
As an operator of the system myself, the most experienced one, I can say for certainty
that operating the target touch activity can be challenging. We observed this with the
therapist who used the target touch activity as well. It can be hard via the camera to see if
the subject touched a dot/the correct dot. There were several subjects who participated in
the studies who felt that there should be more immediate feedback for pressing the dots.
Some reported this directly in open ended questions, saying that the button on the hand
should be touch sensitive so that everyone can press it (there is no button) and others
repeatedly pressed the dots, waiting for a reaction. To address this, I have been working
with a student to develop touch sensing capabilities on the robot. We have evaluated two
options, force sensitive resistors and capacitive sensing. Capacitive sensing has proven to be
easier to integrate in a visually appealing way, allows more points of sensing, and is more
reliable in sensing touches.
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To be able to further clarify to patients when they have achieved a task, like touching a
target that they were instructed to complete, and to help draw their attention to points of
interest on the robot, lights could be used. I imagine a series of subdermal multicolor LEDs
on the robot. So that, during the target touch activity, when a patient touches the hand
and the capacitive sensor detects that touch, if it is correct, the hand could ﬂash green, if
that is the wrong hand, it could ﬂash red.
Therapists who worked with the robot in person and reviewed it remotely reported the
lack of legs on the humanoid as a major limitation. Originally, we had planned to put legs
on the robot. However, to make the system as simple as possible, as cost eﬀective as possible,
and as stable as possible, we decided to eliminate legs from the design. We felt this was
a no-cost decision since subjects would be seated while working with the robot for safety
reasons. Therapists disagreed. They highlighted the many activities that can be done to
strengthen, stretch, and assess legs while seated. The next iteration of SRAT should place
legs on the humanoid to broaden the eﬀective use cases for the system.
Subjects in trials were mixed on the quality of Flo’s voice. Flo uses state of the art voice
synthesis in the form of Amazon Polly, which some subjects found very pleasing. Others
complained that it was too robotic or hard to understand. I think one way to improve this
situation is to leverage the speed of the speech, slowing it down for patients who have a
diﬃcult time understanding the robot.
The humanoid currently hangs from the mast on the robot. This was done intentionally
to enable easy removal of the system so that experiments could be conducted both with
and without the humanoid on the robot. For a next generation system, a better, more rigid
mounting should be developed. However, for continued experimentation and maintenance, it
is important that the humanoid remains removable without undue eﬀort.

9.1.3

Therapy Activities

Maintaining patient engagement in any type of therapy interaction requires that the therapy
be tuned to be feasible for patients, challenging for them, and focused on the impairments
they are facing. In the current system, the built-in activities can be customized using game
buckets to change the motions which will need to be completed and by adjusting parameters:
192

whether Simon says is bimanual or unimanual, length of steps for each target touch activity,
etc. However, none of these can be adjusted in real-time during the interaction. In long term
testing, one therapist complained about their inability to try and modify actions for patients
and the other therapist made heavy use of manually presenting sequences of motions and
poses for the patient to complete, allowing them complete control. Activities should be
modiﬁed to allow more clinician control, when desired, to redirect the activity and alter the
diﬃculty.
It is also clear that the number of activities available on the system must increase. In
long term testing, one therapist developed the “gathering the qi” activity on the robot and
the other altered how target touch is done by moving the robot around their patients. They
both used the system to investigate the pain level of their patients. There are many other
ways in which the robot could be used, for both motor and cognitive activities, which should
be explored.

9.1.4

System Automation

The central goal of SRAT is to have a third social agent physically present in interactions
with the patient. To make this work, that agent should have an emotional state to help
patients connect with it. This is possible using the face on the robot (section 4.4.2) and
the robot’s voice. However, managing this state is too challenging for an operator to do
while controlling the rest of the system. During trials with therapists operating the robot,
it was not abnormal for the therapist to forget to actuate the face throughout the trial.
This is a prime target for automation. The robot should maintain an internal emotional
state and display that through its face and by actuating the tone of its voice (emotional
state is a parameter which can be provided to many advanced text-to-speech systems).
This emotional state should be made available to the rest of the system to allow it to
be used by the other modules on the robot when necessary. For example, if a patient is
really struggling to complete an activity, it may make sense for the robot to share in that
struggle and express a struggling emotion. Emotional state could be based on a combination
of the patient’s emotional state, measured through voice analysis and/or computer vision
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(simulated empathy), the patient’s success in completing activities, and the activity being
done. If the patient succeeds, the robot should be excited for them.
Pose estimation technologies have advanced in recent years. Systems like Google’s Media
Pipe make it possible to run pose detection on mobile hardware. Having the patient’s pose
available to the system would enable a few compelling features. Some therapists, for example,
requested the ability to measure joint angles in real time, a virtual goniometry tool of sorts,
which would be possible with pose estimation. Thus far our view of assessments has been that
they can be done after interactions. While assessments after the interaction are undoubtedly
useful, some therapists have suggested that being able to track patient progress in real
time is of value to them. Having always on pose estimation could allow that, which would
allow the therapist to highlight points of weakness during interactions and adjust. This
type of adjustment was highlighted by one of the therapists in the long-term deployment as
being critical to how they work. If the robot could take the online assessments and provide
modiﬁcations to the activities tailored for the patient, to present to the operator, that would
alleviate some of the challenge of operating the system. Online assessment could also allow
automatic adjustment of diﬃculty, which was requested by multiple patients who worked
with the robot and felt it was either too easy or too hard.
Tying these various tools for greater automation together would allow fully automated
games, which could potentially be run either with or without direct therapist oversight.
Initial development should be done with therapist oversight to maintain feasibility, which has
been a focus of this work so far. By gathering data on how therapists modify the autonomous
actions of the system, better policies could be generated.
Driving the robot requires a learning curve and is not at all a critical part of patient
care. There is no reason a clinician should have to drive a robot through hallways. There
are commercial robots which can navigate healthcare environments autonomously, SRAT
systems should be able to as well. Beyond lowering workload for clinicians, this would
address challenges of wireless dead zones, which in our testing are almost always present in
healthcare settings, often in hallways and doorways.
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9.1.5

General System Components

The power system on the current platform is not well integrated but has proven to be robust
for completing the experiments which we needed to complete. The current version of Flo uses
the internal battery of the Kobuki to power the Kobuki and handle mobility, a commodity
external USB battery pack to power a cooling fan array, the battery inside of the speaker
to power the speaker, and a commodity external laptop battery to power the computer,
humanoid, face, cameras, and screen. It would be preferable to have a single battery source
that could provide enough power for the entire system and enable charging as a single unit.
The current system lacks the ability to track charge level. Because the system is designed
to be deployed remotely, battery charge is important, a coulter counter should be used to
measure charge entering and leaving the system. It is important that the system can be
plugged in, to operate and charge at the same time. So, the external charger must be able
to provide enough power to both run the system and maximally charge the battery. To
maintain battery life, a battery management system with pass-through power capabilities is
needed. Given the healthcare context of the system, a Lithium Iron Phosphate battery would
be most appropriate. By centering the battery as low as possible, in the middle of the robot,
stability can be optimized. In the current system, the battery is removable, this has allowed
scalability of runtime as the system has been used more by enabling more batteries to be
procured. For both experimentation and working in deployments, eight hours of battery
is a reasonable amount of total on time for the robot. In the current system the primary
use of power has been the computer, not the motors. As the system design becomes larger,
mobility will become a larger power draw.
Initially Flo had a well-integrated speaker on the system, embedded in the mast behind
the humanoid. During initial pilot testing, it was not loud enough, so we placed a second set
of speakers onto the system, attached to either side of the mast behind the robot’s head
and stopped using the initial speaker. However, they were not loud enough in real clinical
settings, so we switched to using a much more powerful self-powered speaker placed on the
base of the robot. This speaker worked well and was able to produce the necessary volume
clearly. No one who interacted with the robot appeared to be challenged by the speaker
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being well below the screen and humanoid. Most people believed the audio was coming
from the speakers mounted on the mast (they produced no audio). Although the current
speaker works, it is not well integrated. In future iterations, the sound system should be
better integrated. Clinical environments are loud places and older patients are often hard
of hearing, future designers should consider using speakers louder than they believe are
necessary, volume can always be turned down.
The base we used on the Flo system to provide mobility was eﬃcient from a prototyping
perspective but is not a good long-term solution. We used an oﬀ the shelf Kobuki robot
for mobility. There are several observations from testing that highlight necessary design
changes. In almost all locations where the robot was deployed, the ground was perfectly
ﬂat (linoleum or wood). However, there were three places where architecture challenged
the robot. Going into and out of elevators the robot would lose stability. In testing in the
hospital, the robot never fell, but the loss of stability was nevertheless concerning. Moving
from the oﬃce space in which the robot was stored to the hallways in a hospital required a
change in material from carpeted ﬂoor to hard ﬂoor and an accompanying bump. And the
largest barrier which the robot encountered, which it could not traverse, was going through
a ﬁre wall in an older hospital, where the door breach had a bronze cap which created a one
inch tall by four-inch-long plateau for the robot to traverse. More broadly, it is expected
that the robot may need to traverse from hard ﬂoor to carpets which are up to half an
inch tall and over bumps which are up to a quarter inch with a shear wall and up to half
an inch with a bevel (the maximums allowed by the Americans with Disabilities Act 2010
Standards). Therefore, to provide a margin of safety, the robot should be able to traverse
shear hard and soft obstacles of at least 25 mm
During testing with therapists as operators, there were multiple occasions in which the
therapists were observed needing to complete a strafe maneuver. Since that was not possible
with the system, they instead had to turn the robot from the patient, drive to the target
location, and turn back to the patient. During studies with research staﬀ operating the
robot, where being in front of the subject was necessary to complete the trial activities, it
was challenging to get robot positioning correct. With practice, operators got better, but
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we do not want to create a system which requires a large amount of training and practice
to operate. Providing a holonomic or pseudo holonomic ([21]) base could alleviate these
challenges. Making a holonomic base intuitive to drive for an inexperienced operator would
present the next challenge.
When we deployed the robot brieﬂy in a hospital setting, not discussed at length in this
thesis, the robot was uncomfortably loud on ﬂoors which were quiet. On ﬂoors with lots of
activity, the robot was no louder than the surroundings. But on long-term care ﬂoors, where
patients live for long periods of time, a loud robot may not be welcome. This noise was due
to having a base which likely did not consider noise in its original design considerations, and
which was weight overloaded. Future systems should use drive trains which are appropriately
sized for the payload, and which prioritize silent operation.
The riser, which goes up from the base to hold the computer, robot, and cameras, saw two
major evolutions during the use of Flo. The ﬁrst major evolution was to add the extension
above the screen to hold one of the RGBD cameras higher and the addition of a ﬁsheye
camera. The second major evolution was the addition of a back to enclose the computer
area, with cooling fans. For initial prototyping, the back was left open to allow easy access
to the computer and battery and facilitate cooling. During testing in hospital environments
to respond to COVID-19, hospital health safety personnel evaluated Flo for deployment and
determined that it needed to be fully enclosed and be able to be wiped down with peroxide
wipes or similar on all surfaces except the screen and cameras, which could be cleaned with
alcohol wipes. To facilitate this, a back enclosure was built for the bottom of the riser and
fans were added to keep the computer within the enclosure cool. In future designs, infection
control should be a consideration early in the design process.
The riser worked well. The height of the screen and robot, although not perfect for
most people, was a good compromise that worked for everyone. The screen was placed
forward on the system above the robot’s head, as opposed to behind the robot’s head, which
allowed quality interaction. With the modiﬁcations, the camera views worked well and
allowed constant visualization of the subject/patient during interactions and good visibility
while driving. However, during informal testing in an inpatient hospital clinic (not reviewed
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elsewhere in this thesis), the physician operating the robot had a challenging time interacting
with patients in their hospital beds who were too high oﬀ the ground to see the robot. The
physician had hoped to have their patient do a variety of activities like those done by the
therapists in chapter 7. To enable this type of work, the humanoid robot, screen, cameras,
microphone, and speakers need to be height adjustable. This was also raised by subjects
during testing who wanted the robot and screen either higher or lower to match their height.
The amount of height variability between people of diﬀerent ages/heights who are seated
is much lower than the variability between seated people in chairs and people seated in
hospital beds. In the next iteration, to fully explore the possible applications of SRAT, the
critical components should be able to adjust to address a young person seated in a chair to
an adult sitting up in a hospital bed.
Finally, a few subjects in trials reported being intimidated by the cameras, which are
easily visible. In future designs, the cameras should be less visually obvious to external
viewers.

9.2

Contribution

I have outlined a broad array of changes I believe should be made as SRAT continues to be
explored. Our current iteration of SRAT, Flo, performed its role well, allowing us to gain
insights on how both patients and therapists react to SRAT. As investigations into SRAT
continue, having a more advanced system will allow future researchers to further understand
what is possible and push towards full deployment in a variety of clinical environments.
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CHAPTER 10: CONCLUSION

The work I have presented in this thesis spans a complete research arc, understanding a
clinical need, developing a robotic system to meet that need, testing that system broadly
with a large number of clinicians virtually, testing that system with patients in a controlled
manner, exploring how therapists and patients use the system in the wild, and exploring
a computer vision-based assessment pipeline for upper extremity motor function. Each of
these components of this thesis has contributed to the ﬁeld.

10.1

Contribution of the Thesis

10.1.1

Chapter 4: Flo and SRAT, A New Paradigm for Delivering Care

In chapter 4, I presented Flo. Flo represents a novel design concept, combining social robotics
and telepresence. This design concept pushes a new paradigm for maintaining clinician
patient engagement from a distance with the advantage of physical presence provided by a
robot. Social robotics augmenting telerehab could provide access to frequent quality care
for populations who are currently unable to access it. Flo pushes the idea of focusing on
core capabilities in robot design. To achieve its goal of interacting with patients, Flo does
not require strong motors or expensive sensors. Because Flo is controlled by a clinician with
simple automation, it was possible to deploy (in a trial/demonstration form) Flo quickly,
without requiring years of AI research. A clear takeaway is that by designing social robots
which focus on their use case, costs can be controlled, and feasibility maximized.

10.1.2

Chapter 5: Large Scale Usability and Utility Testing

In chapter 5, I presented results of a large survey eﬀort to capture how therapists think
about robotics and telepresence. Many of the questions explored in the surveys are of general
interest to the robotics community. When looking to work in rehabilitation robotics, it
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is important to understand the sentiments of rehab practitioners. The results presented
in chapter 5 provide information to roboticists to understand the feelings speciﬁcally of
therapists towards robots, which will be useful as more roboticists begin to work in rehab
robotics.
Evaluating features which therapists believe would be useful for SRAT, the results
highlight the importance of the fundamentals of telepresence and show strong interest
in automated assessment, which should be used to justify future work in that area by a
broader community of researchers. Results also show that therapists believe that SRAT
would signiﬁcantly improve communication, motivation, and compliance during telerehab
interactions when compared to traditional telepresence.

10.1.3

Chapter 6: SRAT vs CT, What Effect Does the Social Robot Have

In chapter 6, I presented the design and results from a pilot study and full study examining
how adding a social robot to telepresence interactions impacted the experience of patients.
Chapter 6 provides two major contributions to the community. First, I presented the ﬁrst
strong evidence from a patient perspective that SRAT is a viable mechanism for delivering
higher quality telerehabilitation than classical telepresence. Second, I showed how a person’s
reaction to SARs use might be inﬂuenced by motor function, cognitive function, and age
simultaneously. I showed this in two areas of interest, preference for a social robot-based
interaction compared to a non-social robot-based interaction and enjoyment in a social
robot-based interaction compared to a non-social robot-based interaction. The concept of
mapping from the domains of age, cognitive function and motor function appears to be
novel. Most prior work in this space focuses only on 1-dimensional impacts of these factors
on social robot use and potential uptake. The methodology I presented oﬀers a potentially
rigorous way of investigating social robot impact on users. The contribution of this work
is not limited to social robot augmented telepresence but is broadly applicable to social
robotics. The results show the importance of understanding how diﬀerent groups respond to
social robots based on multi-dimensional criteria. I have shown how predictive methods that
go beyond just qualitative reporting by users can be used to achieve these goals.
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10.1.4

Chapter 7: SRAT in the Wild Treating Elders

In chapter 7, I presented a study where I deployed SRAT in the wild over an extended
period. I showed not only how patients and therapists reported feeling about the system, but
also how they used it. I highlighted challenges with the system in real world application. In
doing these things, I provided two major contributions. First, I demonstrated the feasibility
of SRAT for working with elder care patients in a community setting and highlighted some
challenges of the modality. Second, I provided a unique view into how therapists use a social
robot for rehab given unconstrained control over the system, a unique feature in the social
robotics and rehab robotics literature. Building from these insights, the community should
have a clear understanding of the feasibility of social robot augmented telerehabilitation and
how it can be improved in the future. The community also now has a new menu of activities
which can be completed with social robots (potentially beyond SRAT) to mirror the type of
actions that therapists would do when given control of the systems.

10.1.5

Chapter 8: Automated Assessment of Motor Function

In chapter 8, I presented a process for developing an automated pipeline for assessing upper
extremity motor function using data gathered from chapter 6. Automated assessment of
motor function from telerehab interactions would open the door to higher quality care for
more patients. I showed a ﬁrst attempt at a pipeline for understanding upper extremity
impairment on an arm-by-arm basis from video captured by cameras on board a mobile
telepresence robot during rehab-like interactions. The work which I did provides a jumping
oﬀ point for further work, both by using the labeled data which we collected and by building
oﬀ the algorithm which I presented.

10.1.6

Chapter 9: SRAT Going Forward, Design Changes Based on Experience

In chapter 9, I looked back on all the testing we have completed with SRAT, all the experience
I have gained deploying SRAT in diverse locations with diverse people. From this experience,
I outlined a broad array of changes I believe should be made as SRAT continues to be
explored. As investigations into SRAT continue, having a more advanced system will allow
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future researchers to further understand what is possible and push towards full deployment
in a variety of clinical environments.

10.2

Future Work

Both social robot augmented telepresence and automated motor function assessments using
computer vision oﬀer lots of room for exploration and development.
There are three directions I see as high value for SRAT focused research. The ﬁrst is
developing partial autonomy for the systems. As outlined in chapters 7 and 9, the system
places too much load on clinicians. This is an interesting robot automation space to work in.
Normally, if automated systems are going to interact socially with people in a healthcare
setting, there is a large engineering hurdle to overcome to make them work at a high enough
reliability (this is diﬀerent than other areas of robotics research where often robots will
only succeed at their tasks occasionally and still be considered a success). However, because
a clinician is operating the system, the entire robot does not need to be automated. It
can be automated in modules and as long as it fails back to operator control, failure can
be acceptable. Areas of opportunity for automation have been discussed elsewhere in this
thesis, but to highlight a few high impact areas, in order of increasing expected diﬃculty:
the emotion that is shown on the face could be automated, games could be automated,
navigation around the clinical environment could be automated, and open form speech could
be partially automated (a suggestion engine could be constructed). The second direction
is to push for larger scale longer deployments in the wild. This will require ﬁrst building
a new SRAT system, taking cues from the discussion in chapter 9. Then the challenges of
long-term deployments would have to be managed and a method of collecting data from
both providers and patients at scale, in the wild, would need to be implemented. In the
wild longitudinal studies are challenging to set up and run but provide the best chance for
discovering how robots truly perform when confronted with the challenges of the real world.
The third direction is to explore patient cognition. Flo was designed for upper extremity
motor rehab. However, as the activities on the system evolved, it became clear that it could
be used for cognitive exercises and assessments as well. The target touch activity for example,
202

especially as the sequence length gets to 5+ touches to remember, becomes extremely diﬃcult
cognitively. Multiple therapists who have experienced Flo have recommended Flo for speech
therapy like tasks and other cognitive activities.
I have already discussed at length possible next steps for the automated assessment
pipeline in section 8.4. Brieﬂy, every step of the pipeline has opportunities for exploration,
pose detection, features, and classiﬁcation. The data which we have already collected provides
a lot of room for development. Beyond that data, future data could be collected with a
stronger emphasis on more rigorous clinical measures. One of the ways researchers in clinically
focused spaces can broaden their impact is to release data to the broader community. It is
incredibly challenging to collect the type of data we have gathered and used. By working to
get de-identiﬁed data into the hands of the many researchers who cannot gather that data,
impact can be multiplied.

10.3

Publications, Presentations, and Fellowship

The sum of this work has produced a successful bid for the prestigious National Institutes of
Health F31 Fellowship and numerous publications and presentations, listed here:

Peer-reviewed Journal Publications
[1] Michelle J Johnson, Michael J Sobrepera, Enri Kina, and Rochelle Mendonca. “Design
of an Aﬀordable Socially Assistive Robot for Remote Health and Function Monitoring and Prognostication”. In: International Journal of Prognostics and Health
Management 10 (2019).
[2] Michael J Sobrepera, Vera G Lee, and Michelle J Johnson. “The Design of Lil’Flo, a
Socially Assistive Robot for Upper Extremity Motor Assessment and Rehabilitation
in the Community via Telepresence”. In: Journal of Rehabilitation and Assistive
Technologies Engineering 8 (Apr. 19, 2021), pp. 1–26. doi: 10.1177/2055668321100
1805.
[3] Michael J. Sobrepera, Vera G. Lee, Suveer Garg, Rochelle Mendonca, and Michelle J.
Johnson. “Perceived Usefulness of a Social Robot Augmented Telehealth Platform
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by Therapists in the United States”. In: IEEE Robotics and Automation Letters 6.2
(Apr. 2021), pp. 2946–2953. doi: 10.1109/lra.2021.3062349.

Peer-reviewed Conference Publications
[1] Michael J Sobrepera, Enri Kina, and Michelle J Johnson. “Designing and Evaluating
the Face of Lil’Flo: An Aﬀordable Social Rehabilitation Robot”. In: 2019 IEEE 16th
Int. Conf. Rehabilitation Robotics. IEEE International Conference on Rehabilitation
Robotics. Toronto, ON, Canada: IEEE, June 2019, pp. 748–753. doi: 10.1109/icorr.
2019.8779416.
[2] Michael J. Sobrepera, Vera G. Lee, Suveer Garg, Michelle J. Johnson, and Ph. D.
“Feasibility and Acceptability of Remote Neuromotor Rehabilitation Interactions
Using Social Robot Augmented Telepresence: A Case Study”. In: 2022 IEEE Int. Conf.
Rehabilitation Robotics. IEEE International Conference on Rehabilitation Robotics.
Rotterdam, The Netherlands: IEEE, July 2022.

Extended Conference Abstracts with Poster Presentations
[1] Enri Kina, Michael J Sobrepera, Carla Diana, and Michelle J Johnson. “Creating
An Emotive Robotic Face To Inspire Trust In Telepresence And Autonomous Rehabilitation Activities”. In: 2018 RESNA Conference. Crystal City, VA: RESNA,
2018.
[2] Michael J Sobrepera and Michelle J Johnson. “The Design of Lil’Flo, an Aﬀordable
Socially Assistive Robot for Telepresence Rehabilitation”. In: 2018 RESNA Conference.
Crystal City, VA: RESNA, 2018.
[3] Michael J Sobrepera and Michelle J Johnson. “Designing Arms for Lil’Flo, a Socially
Assistive Rehabilitation Robot”. In: Biomedical Engineering Society Annual Meeting
2019. Biomedical Engineering Society Annual Meeting. Philadelphia, PA: Biomedical
Engineering Society, Oct. 2019.
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[4] Michael J Sobrepera and Michelle J Johnson. “The design of Lil’Flo, a socially assistive
robot for upper extremity motor assessment and rehabilitation via telepresence”. In:
Rehabilitation Research 2020: Envisioning a Functional Future. Digital: National
Institutes of Health, Oct. 2020.
[5] Ralph Tamakloe, Michael J Sobrepera, and Michelle J Johnson. “Designing a Game
for Upper Extremity Motor Function Assessment Using Anki Cozmo, a Desktop
Social Robot”. In: Biomedical Engineering Society Annual Meeting 2019. Biomedical
Engineering Society Annual Meeting. Philadelphia, PA: Biomedical Engineering
Society, Oct. 2019.

Papers Under Review
[1] Michael Sobrepera, Vera Lee, and Michelle Johnson. “Therapists’ Opinions on Telehealth, Robotics, and Socially Assistive Robot-Augmented Telepresence Systems
for Rehabilitation”. In: The 9th IEEE RAS/EMBS International Conference on
Biomedical Robotics and Biomechatronics. 2022.
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Appendices
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CHAPTER A: SOFTWARE AND CAD

The computer aided design ﬁles for Flo can be found at https://cad.onshape.com/docu
ments/9b5749765d21002b9ee28de9/w/817c34418f9860f998a1642a/e/80e6428805096a
a6ec5c05ad.
The software for the Flo system, including the servers which enable it to operate, can be
found at https://github.com/Rehab-Robotics-Lab/FloSystem.
The software to run the assessment pipeline can be found at https://github.com/RehabRobotics-Lab/FloAssessmentPipeline.
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CHAPTER B: SURVEYS FOR SRAT VS CT TRIAL

Table B.1: Pre-Screen form, excluding contact information questions
Question

Input Format

Date of Birth
Gender
Have you had/do you have any of:

Which sides of your body did your stroke (or other brain
trauma) affect (often the opposite of the side of the brain
the stroke occurred on)
Does the subject have a motor impairment?
What is their motor impairment?
Does the subject have a cognitive impairment?
What is their cognitive impairment?
Other notes on diagnostics
Arm Function

Date
Gender
Multiple Choice: None,
Other,
Stroke,
Heart
Attack, Cerebral Palsy,
Traumatic Brain Injury,
Multiple Sclerosis, Parkinson’s, Spinal Cord Injury,
Peripheral Nerve Injury
Multiple Choice: Left,
Right
Yes/No
Text Entry
Yes/No
Text Entry
Text Entry
No, Somewhat, Yes, No answer

Can touch head?
Can reach arms out in front?
Can reach arms out to the side?
Sitting Function
Does the subject use a wheelchair?
Can the subject sit without help, with free movement
of arms (trunk support ok)?

Yes/No

Can the subject follow instructions?

No, Somewhat, Yes, No answer
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Table B.2: Intake survey
Question

Input Format

How are you feeling right now? (Self-Assessment Manikin)
Affect
Arousal
Dominance

Images from SAM with 9 steps:
1: Happy – 9: Unhappy
1: Excited – 9: Relaxed/Sleepy
1: Dominant/In Control – 9: Submissive/Being Controlled

How do you feel about robots?

Likert: 1: Very Negative – 5: Very Positive

Please rate your level of experience with the following:
Computers
Tablets
Smartphones
Robots

Likert: 1: No Experience – 5: Very High
Experience

Do you currently receive therapy?

Yes/No

Where do you currently receive therapy? (If currently receiving
therapy)
School
Hospital for children
General hospital
Elder care hospital
Rehab center
Elder care home
Community center
At home
Inpatient facility
Outpatient facility
Other
What other locations? (If Other selected)

Checkboxes

What kind of therapy do you receive? (If currently receiving therapy)
Physical Therapy
Occupational Therapy
Speech and Language Pathology
Cognitive Behavioral
Other
What other types? (If Other selected)
How much do you enjoy your current therapy? (If currently receiving therapy)
How often do you do the therapy you are supposed to do? (If currently receiving therapy)
Do you take any mood or focus-altering medications?
Which mood or focus-altering medications do you take? (If taking)
Have you ever done a video call?
Have you ever done a video call for healthcare?
How do you feel about using video calls for healthcare?
How would you describe yourself? (Select all that apply)
American Indian or Alaska Native
Asian
Hispanic or Latino
Black or African American
Middle Eastern or North African
White
Native Hawaiian or other Pacific Islander
other
prefer not to answer
Please specify other (if other selected):
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Text Entry
True/False Checkbox

Text Entry
Likert: 1: Not at all – 5: Very much
Likert: 1: Never – 5: Always
Yes/No
Text Entry
Yes/No
Yes/No
Likert: 1: Very negative – 5: Very positive
Checkboxes

Text Entry

Table B.3: Post interaction Survey
Question

Input Format

Please answer the following questions based on the interaction you just had using the sliders:
How well did you understand what you were supposed
to do?
Would you want to have this interaction again?
How safe did you feel during the interaction?
Mental Demand: How mentally demanding was the
interaction?
Physical Demand: How physically demanding was the
interaction?
Performance: How well did you perform the tasks you
were asked to do?
Effort: How hard did you have to work to perform the
activities asked of you?
Frustration: How insecure, discouraged, irritated,
stressed, and annoyed were you?
Enjoyment: How much did you enjoy the interaction?

Slider:

For each of the following statements, please indicate how
true it is for you, based on the interaction you just had
and activities you just completed, using the following
scale:
I was anxious while doing the activities
The activities were fun to do
I believe the activities could be of some value to me
I would describe the activities as very interesting
I was very relaxed in doing the activities
I think that doing these activities is useful for rehab
I thought the activities were quite enjoyable
I think doing these activities could help me to improve
my arm function
This was an activity that I couldn’t do very well
The activities did not hold my attention at all
I am satisfied with my performance at these tasks
This was an effective method of doing rehab

Likert: 1: not at all true –
3: somewhat true – 5: very
true

Do you have any other comments or thoughts about this
interaction?

Text entry
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Not at all – Perfectly
Not at all – Very much
Not at all safe – Very safe
Very Low – Very High
Very Low – Very High
Failure – Perfect
Very low – Very high
Not at all – Very much
Not at all – Very much

Table B.4: Final survey
Question

Input Format

Please rank which interaction you thought was best, second best,
and worst:
Face-to-face
Telepresence + Social Robot
Classical Telepresence

Best, Second best, Third best:

Do you think telehealth would change how you manage your health
and medical needs if you and your clinician used it?
Would you follow your doctor’s/therapist’s/nurse’s advice less or
more if they worked with a telehealth system?
Would video visits be a convenient form of healthcare delivery for
you?

Likert: 1 Not at all – 5: Very much
Likert: 1: Much Less – 3: No Change
– 5: Much More
Likert: 1: No – 5: Yes

Please rate how you believe that using the humanoid robot (like
Lil’Flo, with arms and a head) with video telepresence will compare
to using video telepresence alone:
Communication between me and the clinician
My motivation to do rehab activities
My compliance with instructions during interactions
My adherence to treatment plans after interactions

Likert: 1: Much better with humanoid – 3: No difference – 5: Much
better without humanoid

What locations do you think Lil’Flo could be deployed in?
Rural outpatient clinics
Rural inpatient clinics
Elder care facilities
Schools
Patient homes
Community centers
Urban inpatient clinics
Urban outpatient clinics
None
Other
What other locations? (If other selected)

Checkboxes

Text input

Are there other activities which you would like to do with Lil’Flo?

Text input

Please rate your impression of Lil’Flo on these scales:
Dislike – Like
Unfriendly – Friendly
Unkind – Kind
Unpleasant – Pleasant
Awful – Nice

5 Element Likert Scales from 1 – 5

Do you have any other comments or feedback?

Text entry

Before this study, did you have any prior experience with Lil’Flo?
No prior knowledge
I have read a paper on the system
I have seen the system in person
I have used the system
I have some other experience with system
What other prior experience? (If other selected)

Checkboxes
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Text entry

CHAPTER C: MOVEMENTS FOR SIMON SAYS GAME

Table C.1: Movements used in the Simon says game

Movements
Clap your hands
Raise your arms up over your head
Touch your right hand to your left shoulder
Touch your left hand to your right shoulder
Reach forward with your arms
Cover your eyes with your hands
Touch your mouth with your right hand
Touch your mouth with your left hand
Touch your head with your right hand
Touch your head with your left hand
Reach to the side with your right arm
Reach to the side with your left arm
Wave with your right arm
Wave with your left arm
Rotate your right arm like me
Rotate your left arm like me
Swing your right arm up and down like this
Swing your left arm up and down like this
Swing your right arm to the side like this
Swing your left arm to the side like this
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CHAPTER D: SURVEYS FOR SRAT DEPLOYMENT IN
CLINICAL ENVIRONMENT
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Table D.1: Pre-training survey administered to the therapists after watching the training video
but prior to in-person training to use the robot.
Question

Input Format

Please rate your level of experience with the following:
Computers
Tablets
Smartphones
Robots

5 element Likert: No
experience (1), Very high
experience (5)

Have you ever done a video call?
Have you ever done a video call? for healthcare?
How do you feel about robots?

Yes/No
Yes/No
5 element Likert: Very negative (1), Very positive (5)

What have you done with video-based telepresence? If
you have not done an activity, which do you believe could
be done with video-based telepresence?
Motor Assessments
Stretching
Strength Building
ADL Practice
Cognitive Assessments
Cognitive Exercises
Environmental Adaptation
Orthotics Assessment/Prescription
Discussion about Radiology Results
Medical Prescriptions

Radio buttons: Have Done,
Could Do, Could Not Be
Done

How do you feel about using video calls for healthcare?

5 element Likert: Very negative (1), Very positive (5)
Radio buttons: therapy discipline
Radio buttons: level of education
Check boxes: prior experiences
Check boxes: ethnicity
Radio buttons: gender
Text entry
Text entry
Slider: Very Low – Very
High
Text entry

What type of therapist are you?
What is your level of education?
Prior to this study have you had any exposure to the
Lil’Flo robotic system?
How would you describe yourself
How would you describe yourself
What is your age?
How many years have you been practicing?
Excitement: How excited are you to use the system?
Do you have any other thoughts, observations, anxieties,
points of excitement, etc. after the training video?
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Table D.2: Post-training survey administered to the therapist after training to use the robot.
Question

Input Format

Please answer the following questions based on the training which you just completed with the system:
Excitement: How excited are you to use the system?
Mental Demand: How mentally demanding was operating the system?
Physical Demand: How physically demanding was operating the system?
Performance: How well did you perform the tasks you
were asked to do?
Effort: How hard did you have to work to perform the
tasks asked of you?
Frustration: How insecure, discouraged, irritated,
stressed, and annoyed were you?
Enjoyment: How much did you enjoy operating the
system?

Slider: Very Low – Very
High
Slider: Very Low – Very
High
Slider: Very Low – Very
High
Slider: Failure – Perfect
Slider: Very Low – Very
High
Slider: Not at all – Very
much
Slider: Not at all – Very
much

Please rate how you believe that using the Lil’Flo system (with video telepresence + the humanoid robot) will
compare to using video telepresence alone:
Communication between me and my patients
My patients’ motivation to do rehab activities
My patients’ compliance with instructions during interactions
My patients’ adherence to treatment plans after interactions
My ability to assess my patients’ function
My patients’ level of enjoyment
My patients’ level of understanding instructions

5 Element Likert: Much
better with humanoid (1),
No difference (2), Much
better without humanoid
(5)

Please rate how you believe that using the Lil’Flo system (with video telepresence + the humanoid robot) will
compare to in person interactions:
Communication between me and my patients
My patients’ motivation to do rehab activities
My patients’ compliance with instructions during interactions
My patients’ adherence to treatment plans after interactions
My ability to assess my patients’ function
My patients’ level of enjoyment
My patients’ level of understanding instructions

5 Element Likert: Much
better with humanoid +
telepresence (1), No
difference (2), Much better
in person (5)

Do you have any other thoughts, observations, anxieties,
points of excitement, etc. related to your use of the system
today?

Text entry
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Table D.3: Post-interaction survey administered to the patients after each interaction
Question

Input Format

Please answer the following questions based on the interaction you just had using the sliders:
How well did you understand what you were supposed
to do?
Would you want to have this interaction again?
How safe did you feel during the interaction?
Mental Demand: How mentally demanding was the
interaction?
Physical Demand: How physically demanding was the
interaction?
Performance: How well did you perform the tasks you
were asked to do?
Effort: How hard did you have to work to perform the
activities asked of you?
Frustration: How insecure, discouraged, irritated,
stressed, and annoyed were you?
Enjoyment: How much did you enjoy the interaction?

Slider:

For each of the following statements, please indicate how
true it is for you, based on the interaction you just had
and activities you just completed, using the following
scale:
The activities were fun to do
I believe the activities could be of some value to me
I would describe the activities as very interesting
I was very relaxed in doing the activities
I think that doing these activities is useful for rehab
I thought the activities were quite enjoyable
I think doing these activities could help me to improve
my arm function
This was an activity that I couldn’t do very well
The activities did not hold my attention at all
I am satisfied with my performance at these tasks
This was an effective method of doing rehab

5 Element Likert: not at
all true (1), somewhat true
(3), very true (5)

Please rate your impression of Lil’Flo on these scales:
Dislike – Like
Unfriendly – Friendly
Unkind – Kind
Unpleasant – Pleasant
Awful – Nice

5 Element Likert Scales
from 1 – 5

Do you have any other comments or thoughts about this
interaction?

Text entry
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Not at all – Perfectly
Not at all – Very much
Not at all safe – Very safe
Very Low – Very High
Very Low – Very High
Failure – Perfect
Very low – Very high
Not at all – Very much
Not at all – Very much

Table D.4: Post-interaction survey administered to the clinicians after each day in which they
participated
Question

Input Format

Please answer the following questions based on all of the
interactions which you had TODAY with the system.
Mental Demand: How mentally demanding was operating the system?
Physical Demand: How physically demanding was operating the system?
Performance: How well did you perform at operating
the system?
Effort: How hard did you have to work to operate the
system?
Frustration: How insecure, discouraged, irritated,
stressed, and annoyed were you?
Enjoyment: How much did you enjoy operating the
system?

Slider:

Please rate the quality of the following during the interactions today:
Communication between me and my patients
My patients’ motivation to do rehab activities
My patients’ compliance with instructions during interactions
My ability to assess my patients’ function
My patients’ level of enjoyment
My patients’ level of understanding instructions

5 Element Likert: Very
Poor (1), Fair (3), Very
Good (5), and Not
Applicable

Do you have any other thoughts, observations, anxieties,
points of excitement, etc. related to your use of the system
today?

Text entry
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Very Low – Very High
Not at all – Very much
Not at all safe – Very safe
Very Low – Very High
Very Low – Very High
Failure – Perfect

Table D.5: Final survey administered to the clinicians after they completed all their trials
Question

Input Format

How effective do you believe that Lil’Flo would be for the following
activities?
Motor Assessments, Stretching, Strength Building, ADL Practice,
Cognitive Assessments, Cognitive Exercises, Environmental Adaptation, Orthotics Assessment/Prescription, Discussions About Surgery,
Discussions about Radiology Results, Medical Prescriptions

5 Element Likert: Very Effective (1),
Fair (3), Very Ineffective (5)

Are there other activities that you think Lil’Flo would be well adapted
to?
Are there other activities which you regularly need to do that you think
Lil’Flo would be poorly adapted to?

Text entry

Please rate how using the Lil’Flo system (with video telepresence + the
humanoid robot) compared to using video telepresence alone:
Communication between me and my patients
My patients’ motivation to do rehab activities
My patients’ compliance with instructions during interactions
My patients’ adherence to treatment plans after interactions
My ability to assess my patients’ function
My patients’ level of enjoyment
My patients’ level of understanding instructions

5 Element Likert: Much better with
humanoid (1), No difference (3), Much
better without humanoid (5)

Are there other ways in which telepresence with the humanoid was better than traditional telepresence?
Are there other ways in which traditional telepresence is better than
telepresence with the humanoid?

Text entry

Please rate how using the Lil’Flo system (with video telepresence + the
humanoid robot) compared to in person interactions:
Communication between me and my patients
My patients’ motivation to do rehab activities
My patients’ compliance with instructions during interactions
My patients’ adherence to treatment plans after interactions
My ability to assess my patients’ function
My patients’ level of enjoyment
My patients’ level of understanding instructions

5 Element Likert: Much better with
humanoid + telepresence (1), No
difference (3), Much better in person
(5)

Are there other ways in which telepresence with the humanoid was better than in person interactions?
Are there other ways in which traditional telepresence is better than in
person interactions?

Text entry

How useful do you believe Lil’Flo would be in the following locations?
Rural outpatient clinics, Rural inpatient clinics, Elder care facilities,
Schools, Patient homes, Community centers, Urban inpatient clinics, Urban outpatient clinics, Centers for special needs, Acute care
settings, Pediatric acute care settings,
Are there other locations in which you believe Lil’Flo would be particularly useful?
Are there other locations in which you believe Lil’Flo would be particularly useless?
Do you have any other thoughts, observations, anxieties, points of excitement, etc. related to all of your usage of the system?

5 Element Likert: Extremely Useless
(1), Somewhat Useless (2), Neutral (3),
Somewhat Useful (4), Extremely
Useful (5)
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Text entry

Text entry

Text entry

Text entry
Text entry
Text entry

CHAPTER E: SRAT LONG TERM DEPLOYMENT:
EXTRA FIGURES - CHANGE IN RATING BETWEEN
INTERACTIONS

Subject
Enjoyment:
How much did
you enjoy the
interaction?

502

How safe
did you feel
during the
interaction?

507

503
504
508
509

How well did
you understand
what you were
supposed to
do?

510
511

Would you want
to have this
interaction
again?

Interaction
First
Second

Not at all

25

50

75

Perfectly
Very much
Very safe

Figure E.1: Patient responses to a series of four custom questions asked after the interactions.
The subject weighted means (each subject’s responses are averaged over their one to two
interactions and the subjects’ averages are taken as equally weighted in a mean) are shown as
a vertical black line. Some subjects only interacted with the robot once, and so only have a
single circle. Some subjects provided the same response value for the ﬁrst and second interaction,
shown as a ﬁlled in square.
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Subject

Eﬀort

502
503
504

Frustration

507
508
509

Mental Demand

510
511

Performance

Interaction
First

Physical
Demand
Very Low
Failure
Not at all

Second

25

50

75

Very High
Perfect
Very much

Figure E.2: Patient responses to the NASA TLX asked after the interactions.

Subject
502
Competence

503
504
507

Enjoyment

508
509
510

Pressure

511

Interaction

Value

First
1
Not at all

3
Somewhat

5
Very

Figure E.3: Patient responses to the IMI asked after the interactions.
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Second

Subject

Interaction

502

504

508

510

First

503

507

509

511

Second

Godspeed III:
Likeability
1
Negative

5
Positive

Figure E.4: Patient responses to the Godspeed questionnaire, part 3, asked after the interactions.
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