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Abstract
We study the mixing properties for stochas-
tic accelerated gradient descent (SAGD) on
least-squares regression. First, we show that
stochastic gradient descent (SGD) and SAGD
are simulating the same invariant distribu-
tion. Motivated by this, we then establish
mixing rate for SAGD-iterates and compare
it with those of SGD-iterates. Theoretically,
we prove that the chain of SAGD iterates is
geometrically ergodic –using a proper choice
of parameters and under regularity assump-
tions on the input distribution. More specif-
ically, we derive an explicit mixing rate de-
pending on the first 4 moments of the data
distribution. By means of illustrative exam-
ples, we prove that SAGD-iterate chain mixes
faster than the chain of iterates obtained by
SGD. Furthermore, we highlight applications
of the established mixing rate in the conver-
gence analysis of SAGD on realizable objec-
tives. The proposed analysis is based on a
novel non-asymptotic analysis of products of
random matrices. This theoretical result is
substantiated and validated by experiments.
1 Introduction
Stochastic variants of gradient based optimization
methods have become the de facto standard optimiza-
tion technique for large scale learning problems. Trad-
ing off statistical and computational aspects, stochas-
tic approximation methods attempt to obtain high
statistical accuracy while keeping the computational
per-iteration costs low [1]. The vast empirical suc-
cess of such methods has motivated a growing body
of theoretical studies on stochastic approximation in
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both convex (e.g.[12, 16, 15]) and non-convex optimiza-
tion (e.g. [8, 3, 18]). Most remarkably, the analysis
in [12] establishes fast, non-asymptotic convergence
rates for Stochastic Gradient Descent (SGD). Despite
this growing understanding of SGD, the inner work-
ings of stochastic accelerated first-order methods are
still not very well-understood. Inspired by the success
of accelerated schemes (such as stochastic momentum
and Adam [11]) in optimization of deep neural net-
works, interesting recent works are starting to improve
the current theoretical understanding of this empirical
observation [9, 17, 6].
We here contribute to this line of research, starting
from the simplest possible setting relevant for machine
learning: ordinary least-squares regression. Namely
we consider following problem set-up throughout this
paper:
min
w∈Rd
(
f(w) =
1
2
Ez [fz]
)
,
fz = ‖y −w>x‖2, z := (x, y) ∼ P,
(1)
where x ∈ Rd is the input variable and y ∈ R is the
response variable. We assume that x is zero-mean with
covariance matrix µI  S  LI, where µ is positive.
Mixing time of SGD. Stochastic gradient opti-
mizes f through the following iterative scheme:
wn+1 = wn − γ∇fzn(wn) (2)
where zn
i.i.d.∼ P and γ is a constant stepsize. {wk}nk=1
makes a time-homogeneous Markov chain in Rd. Under
regularity assumptions on S, the chain admits a unique
invariant distribution denoted by piγ [5]. [5] proves that
this Markov chain enjoys an exponential mixing time
with rate µ/L, namely
W 22 (ν(wn), piγ) ≤ C(1− cµ/L)n (3)
holds, where W2 is Wasserstein-2 distance and ν(wn)
denotes the probability measure induced by random
variable wn.
Stochastic Accelerated Gradient Descent
(SAGD). Starting with w′1 = w′0, stochastic
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accelerated gradient descent optimizes f through the
following recurrence
w′n+1 = w
′
n + β(w
′
n −w′n−1)
− γ∇fzn(w′n + α(w′n −w′n−1)),
(4)
where zn
i.i.d.∼ P. Although the above sequence is not
Markovian, {uk := (w′k,w′k−1)}nk=1 is a Markov chain
running on R2d, since
un+1 = Anun +
[
γynxn
0
]
(5)
where
An :=
[
(1 + β)I− (1 + α)γxnx>n αγxnx>n − βI
I 0
]
A mixing rate for SAGD. The invariant distribu-
tion of {uk}nk=1 is (piγ , piγ), where piγ is the invariant
distribution of the SGD-chain (see Lemma 4). In this
regard, it is natural to ask:
When does {uk}nk=1 exhibit better mixing properties
compared to {wk}nk=1?
Considering that both of chains are simulating the same
invariant distribution piγ , a chain with better mixing
properties is more computationally efficient. Notably,
better mixing properties often leads to a better conver-
gence rate for the mean and variance of ergodic average.
Also, it may lead to better properties for solutions Pois-
son equation associated the chain. The solution of
Poisson equation, in turn, plays an important role in
the establishment of Central Limit Theorem for the
ergodic average. In this paper, we further highlight a
novel application for mixing-analysis: applications in
the convergence of SAGD in realizable cases. Motivated
by these applications of mixing properties, this paper
aims at characterizing mixing properties of {uk}nk=1.
Specifically, we will prove that there exits a constant
c ∈ R+ and a 3d × 3d-matrix Cθ(P) determined by
first 4 moments of P such that
W 22 (ν(un), (piγ , piγ)) ≤ c‖CΘ(P)‖nρ/
holds where ‖M‖ρ denotes pseudospectrum of matrix
M, P belongs to a broad class of distributions, and
Θ := {γ, α, β}. By means of illustrative examples, we
show how our results can be employed to derive the
accelerated mixing rate O((1 −√µ/L)n). Then, we
show that the mixing rate equates the convergence rate
of SAGD in realizable cases. The proposed analysis is
based on a novel non-asymptotic analysis of products
of random matrices. Although the asymptotic analysis
of products of i.i.d. random matrices is an old and rich
literature [7], non-asymptotic analyses are rare.
2 Related Works
Recent results show that – despite the potential prob-
lem of noise instability and error accumulation (see e.g.
[4]) – stochastic accelerated methods can indeed be
provably faster than SGD in certain settings [6, 9, 17].
Among these results, [6] and [9] focus on least-squares
regression (the same setting considered in this paper),
but the focus of [17] is on a more general setting of learn-
ing halfspaces. [6] has shown that stochastic Nesterov’s
acceleration combined with stochastic averaging accel-
erates the convergence of stochastic gradient descent
on quadratic objectives when µ = 0. This combina-
tion improves the convergence of stochastic gradient
descent from 1/n to 1/n2 for realizable cases, where
∃w∗ such that f(w∗) = 0. [17] shows that accelerated
stochastic gradient descent can obtain an accelerated
O
(
1−√µ/(ρ2L)) rate, if the following strong growth
condition over fz holds uniformly in w:
Ez
[‖∇fz(w)‖2] ≤ ρ‖∇f(w)‖2. (6)
[9] proves a modified version of SAGD improves the
convergence of SGD. Their results rely on a statistical
condition number defined as minimum number κ˜ such
that
E
[‖x‖2S−1xx>]  κ˜S (7)
holds, which allows to prove convergence with rate
O(1 − (√µ/(κ˜L)))n. By proving that κ˜ ≤ L/µ, [9]
shows that their method always outperforms SGD. For
Gaussian inputs, their method enjoys the the acceler-
ated O
(
1−√µ/(dL)) rate.
Yet, the goal of this research is different from three
valuable piece of works listed above, i.e. [6], [9], and
[17]. Here, we analyze SAGD through the framework of
Markov chains. Our goal is extending the established
connection between Markov chain and stochastic opti-
mization in [5]. This paper formulates the connection
religiously for SGD. We aim at extending their result
to SAGD.
3 Preliminaries
Notations. We will repeatedly use eigenvalue decom-
position of the covariance matrix S as
S =U>diag(σ)U, σ := [σ1, . . . , σd],
0 < σ1 = µ ≤ · · · ≤ σd = L.
(8)
Using S, we can rewrite the gradient and stochastic
gradient of f as follows
∇f(w) = Sw −E [yx] , (9)
∇fz(w) = xx>w − yx. (10)
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Let [M]ij be the element (i, j) of matrix M. We will
repeatedly use the compact notation Θ := {α, β, γ} for
a set containing the hyperparameters of SAGD. ‖ · ‖p
denotes p-norm. For the sake of simplicity we define
‖ · ‖ := ‖ · ‖2.
Our mixing rate is established in terms of Wasserstein-2
metric defined on the set of probability measures on
(Rd,B(Rd)) with bounded second moment, denoted by
P2(Rd) 1. More precisely,
W 22 (ν, µ) = inf
p∈Γ(ν,µ)
(∫
‖v −w‖2p(dv, dw)
)
(11)
where for all p ∈ Γ(ν, µ), ν = ∫ p(.,w)µ(dw) and µ =∫
p(v, .)ν(dv) . Let ν(Z) be the probability measure
induced by the random variable Z. Notation Z ∼ µ is
equivalent to ν(Z) = µ.
Pseudospectrum Let σ(M) be the set of complex
eigenvalues of the non-symmetric matrix M; then the
spectral radius of M is ρ(M) = sup{|z| | z ∈ σ(M)}.
-pseudospectrum of M, denoted by σ(M), is defined
as
σ(M) := σ(M) ∪ {z ∈ C | ‖(M− zI)−1‖ ≥ 1/}.
Pseudospectrum of M is a genealization of spectral
radius for -pseudospectrum:
ρ(M) = sup{|z| | z ∈ σ(M)}.
As the next Lemma states, pseudospectrum bounds
the spectral norm of power of non-symmetric matrices.
Lemma 1 (Matrix power and Pseudospectrum (The-
orem 9.2[10])). The following holds for any  and all
n:
‖Mn‖ ≤ (ρ(M))
n+1

Pseudospectrum is mainly developed for perturbation
analysis of non-hermitian matrix [10]. The result of
next lemma shows how a pertubation of a matrix re-
flects in its pseudospectrum.
Lemma 2 (Robustness of Pseudospectrum (Theorem
5.12.[10])). For all matrices M, the following holds
ρ(A+M) ≤ ρ+‖M‖(A)
Next lemma establishes the connection between pseu-
dospectrum and spectral radius of a matrix.
Lemma 3 (Bauer–Fike (Theorem 5.11 of [10])). Let
M be a diagonalizable square matrix such that M =
VΛV−1. Then for  > 0, the following holds:
ρ(M) ≤ ρ(M) + κ (12)
where κ is the condition number of V.
1Notations are borrowed from [5]
Input distribution. This paper focuses on a struc-
tured input distribution.
Assumption 1 (Symmetric input). x is generated by
an orthogonal transformation of a random vector v
whose coordinates have symmetric distribution. More
precisely,
x = Uv, E
[
v2i
]
= σi, (13)
E
[
v4i
]
= ki, k := [k1, . . . , kd], (14)
where U ∈ Rd×d is an orthogonal matrix and v ∈ Rd
is from a symmetric distribution, i.e. vi is distributed
as −vi2.
The above assumption simplifies our theoretical anal-
ysis. Notably, all results can be extended to the case
where coordinates of v, defined in the last assumption,
are independent random variable. We further remark
that the above assumption naturally holds in some
practical applications, such as speech recognition.
4 Invariant distribution
Leveraging the invariance property, next lemma proves
that the invariant distribution of SAGD-iterates simu-
lates the same distribution as SGD-iterates.
Lemma 4. If chain {uk}nk=1 obtained by the recur-
rence of Eq. (5) admits a unique invariant distribution,
then the invariant distribution is (piγ , piγ) where piγ is
the invariant distribution of SGD-iterates.
Proof. Proof is based on a simple application of the
invarince property. Suppose that u1 = [w′1,w′0] is
drawn from the invariant distribution associated with
{uk}nk=1. Since [w′2,w′1] is distributed as [w′1,w′0], w′0
and w′1 are identically distributed. Since the invariant
distribution is assume to be unique, we need to show
that (piγ , piγ), i.e. w′0,1 ∼ piγ , is invariant with respect
to the SAGD-update in Eq. (4). The SAGD update for
the particular case of ridge-regression can be written
alternatively as
w′2 = ŵ +
(
βI− γxx>) (w′1 −w′0) ,
where ŵ = w′1 − γ∇fz(w′1). Since piγ is the invari-
ant with respect to SGD-update, ŵ ∼ piγ . It re-
mains to prove that w′2 ∼ piγ . Recall the definition
of Γ(ν(w′2), ν(ŵ)) used in W2 notation at Eq. (11).
Suppose that w′0 = w′1 ∼ piγ . For this particu-
lar case, the joint distribution (ν(w′2), ν(ŵ)) belongs
Γ(ν(w′2), ν(ŵ)), hence W2(ν(w′2), ν(ŵ)) = 0. This
concludes the proof: w′2 ∼ piγ .
2Exploiting symmetricity of v, one can check that U is
equal to those of Eq. (8).
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5 Mixing analysis
In the last section, we prove that SAGD and SGD are
simulating the same invariant distribution. Yet, the
mixing time for SAGD is unknown to the best of our
knowledge. In this section, we prove that SAGD-chain
is geometrically ergodic.
A coupling analysis. Similar to the analysis of SGD
in [5], we propose a coupling analysis for SAGD. Con-
sider two sequences {u(0)k }nk=1 and {u(1)k }nk=1 of SAGD-
iterates starting from two different initial random vec-
tors u(0)0 and u
(1)
0 , respectively. These sequences are
assumed to be coupled by sharing the same sequence of
random variables {zk := (xk, yk)}nk=1 in the recurrence
of Eq. (4). More precisely, these sequences are obtained
by following iterative schemes:
u
(i)
n+1 = Anu
(i)
n +
[
γynxn
0
]
, i ∈ {1, 2}.
Next Theorem proves that probability measures ν(u(0)n )
converges to ν(u(1)n ) in an exponential rate.
Theorem 5. Suppose that Assumption 1 holds. Let
{u(0)k }nk=1 and {u(1)k }nk=1 be two sequences of SAGD-
iterates coupled with {zk}nk=1; then,
W 22 (ν(u
(0)
n ), ν(u
(1)
n )) ≤ c‖CΘ(P)‖n+1ρ /,
holds for all  > 0 where 3
CΘ(P) =
 D21 + (1 + α)2K 2D1 ID1D2 − α(1 + α)K D2 0
D22 + α
2K 0 0
 (15)
and
D1 = (1 + β)I− γ(1 + α)diag(σ),
D2 = αγdiag(σ)− βI
K = γ2
(
diag(k− 2(σ)2) + σσ>) .
Section 9 outlines the proof of the last Theorem. An
immediate consequence of the above result is the unique-
ness of the invariant distribution when ‖CΘ(P)‖ρ < 1.
Later, we will show how we can choose parameters to
achieve a fast mixing.
An exponential rate for Ergodicity Replacing
u
(0)
0 ∼ (piγ , piγ) into the result of last Theorem leads
to a mixing rate for SAGD. Next Corollary states this
mixing result.
3Vectors σ ∈ Rd, c := 18d3/2E‖u(1)0 −u(0)0 ‖2 and k ∈ Rd
are defined in Eq. (8) and (13), respectively.
Corollary 6 (Mixing of SAGD). Suppose that Assump-
tion 1 holds and {uk}nk=1 are obtained from Eq. (4);
then,
W 22 (ν(uk), (piγ , piγ)) ≤ c′‖CΘ(P)‖n+1ρ / (16)
holds for all  > 0 as long as ‖CΘ(P)‖ρ < 1, where
CΘ(P) is defined in Eq. (15) and constant
c′ := 18d3/2E
[‖u0 −Eu∼(piγ ,piγ) [u] ‖] .
As a result, the mixing of SAGD depends on the 4th
moment of the input due to the dependency of CΘ(P)
on vector k that goes into the Matrix K, which in turn
arises from the stochastic gradient estimates. This
is in contrast to the convergence of (deterministic)
accelerated gradient descent which depends only on
the covariance matrix of the input.
6 Spectral analysis and parameter
tuning
A closer look at Eq. (15) conveys that a small stepsize
choice reduces the contribution of γ2K in CΘ(P) which
thus reduces the noise effect in the convergence rate.
Yet, the optimization process slows down for a small γ.
But how can we find the proper choice of the stepsize
to balance this trade-off? Given the eigenvalues of the
covariance matrix S as well as the vector k, one can
construct the matrix CΘ(P) and minimize ‖CΘ(P)‖ρ
in Θ. Since there are only 3-parameters to estimate,
this problem can be solved using a simple grid search.
We further simply this optimization problem based on
the following key observation presented in the next
Lemma: CΘ(P) has a diagonal structure that can be
employed to bound ‖CΘ(P)‖ρ by spectral-radiuses of
3× 3-matrices.
Lemma 7 (A bound on the mixing rate of SAGD).
The spectral radius of matrix CΘ(P) is bounded as
‖CΘ(P)‖ρ ≤ max
i=1,...,d
‖Ji(Θ)‖ρ + 
+ 3(1 + α)2γ2‖diag(σ)2 − σσ>‖
(17)
where Jj(Θ) is a 3× 3 matrix:
Ji(Θ) :=
J
(1)
i 2[D1]ii 1
J
(2)
i [D2]ii 0
J
(3)
i 0 0
 ,
and
J
(1)
i := [D1]
2
ii + (1 + α)
2γ2(ki − σ2i )
J
(2)
i := [D1]ii[D2]ii − α(1 + α)γ2(ki − σ2i )
J
(3)
i := [D2]
2
ii + γ
2α2(ki − σ2i ).
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For the proof of the last lemma, we refer readers to
Appendix 12.3. Assuming that stepsize γ is sufficiently
small, ‖J1(Θ)‖ρ ≥ ‖Ji(Θ)‖ρ ≥ ‖Jd(Θ)‖ρ holds. Hence,
the stochastic acceleration ties to 4 parameters: (i)
smoothness parameter σd = L, (ii) strong convexity
σ1 = µ and (iii,iv) 4th order statistics kd and k1. For
the choice of Θ = {α, β, γ}, one can solve the following
3 dimensional problem
min
Θ
‖J1(Θ)‖ρ
subject to ‖Jd(Θ)‖ρ ≤ 1− c
√
µ/L.
(18)
This provides us a practical method for the acceleration
of mixing time based on minimal statistics from the
input, including (σ1, σd) and (k1, kd).
7 Examples
But, does the result of Theorem 5 lead to an accelerated
mixing time for SAGD, faster than the mixing rate
of SGD? By means of two examples, we show that
accelerated mixing rate O((1−√µ/L)n) is achievable.
Example 8 (Gaussian inputs). x is a 2-dimensional
Gaussian random vector with zero mean, i.e.
x ∼ N (0,diag([µ, 1])).
By combining Lemma 7 and Theorem 5, next Lemma
established the accelerated rate.
Lemma 9 (The acceleration on Example 8). Suppose
input and label distributions are those of Example 8.
Consider SAGD with parameters: α = 2, β = 1 −
10−1/2
√
µ and γ = 0.1. Then,
W 22 (ν(un), (piγ , piγ))
≤ 1200√
µ
(1−√µ/5)nE‖w0 −w∗‖2.
holds as long as µ ≤ 0.02.
We postpone the proof to Section 12.4 in the appendix.
The result of the last lemma highlights that the se-
quence of SAGD-iterates enjoys better mixing prop-
erties compared to those of SGD – if the parameters
are chosen properly. Remarkably, our parameter choice
implies that more extrapolation (i.e. α > β) is needed
in stochastic settings. In our experiments, we observe
that this choice of α is indeed very important for the
convergence rate. Therefore, it is very importance to
tune parameters using the proposed spectral analysis
in the last section. We note that above guarantee
readily extends to non-Gaussian data with the same
4-order statistics, since the convergence only depends
on the first four moments. Next corollary states this
extension.
Corollary 10. Suppose x ∈ R2 is generated from an
orthogonal transformation of a random vector z, i.e.
x = Uz. If the coordinates of z are drawn from a
symmetric zero-kurtosis distribution, then the result
of Lemma 9 holds (with the same rate using the same
parameters).
Note that the zero-kurtosis property in the last corol-
lary guarantees that the first 4 moments of the input
distribution match those of a Gaussian distribution.
Yet, this condition is not necessary for the accelerated
mixing. Next example presents an other input distribu-
tion on which SAGD enjoys the accelerated mixing rate
O((1−√µ/L)n) in terms of Wasserstein-2 distance.
Example 11 (Uniform-Rademacher input). x is a
two dimensional random variable. The first coordinate
of x is a Rademacher random variable. The second
coordinate is uniform on [−κ−1/2, κ−1/2] for κ < 1. In
this case µ = 1/2 and L = κ−1/3 (see Lemma 25 in
Appendix).
The next lemma proposes an accelerated mixing rate
for SAGD on the above example.
Lemma 12 (Results on Example 11). Suppose the
sequence {uk}nk=1 is obtained by running SAGD on
Example (11). If α = 2, β = 1 − 10−1/2√κ and γ =
κ/10, then
W 22 (ν(un), (piγ , piγ)) ≤
1200√
κ
(
1−√κ/5)n ‖w0 −w∗‖2
holds as long as κ = 2µ/3L ≤ 0.02.
Finally, we stress the fact that the above guarantees
are only exemplary. As a matter of fact, our approach
can be employed for all datasets obeying Assumption 1.
8 Applications in realizable
least-squares
As mentioned in the introduction, mixing properties
play roles in the convergence of ergodic average, cen-
tral limit theorem, and even optimization in over-
parameterized settings. In this section, we particularly
highlight applications in over-parameterized settings.
This setting has attracted attentions due to recent
observations in optimization of deep neural networks.
Deep nets are almost perfectly optimizable in the sense
that simple gradient methods achieve a zero-training
error on these networks. This is often attributed to
over-parameterized weight-spaces of neural networks
that may contain billions parameters. Inspired by this,
recent optimization-studies have focused on the par-
ticular case of realizable models, where the minimal
objective error zero is achievable [17, 14]. Next lemma
proves that the invariant measure of SAGA is a Dirac
measure on the minimizer in realizable cases.
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Lemma 13. Suppose that there exits w∗ ∈ Rd such
that f(w∗) = 0. If the invariant measure of SAGD is
unique, then it equates (δ(w∗), δ(w∗)) where δ(w∗) is
the Dirac measure concentrated on w∗.
Proof. Since f(w∗) = 0, fz(w∗) = 0 holds almost
surely. Hence ∇fz(w∗) = 0, in that (δ(w∗), δ(w∗))
is invariant with respect to SAGD-update in Eq. (4).
Since the invariant distribution is assumed to be unique,
(δ(w∗), δ(w∗)) is THE invariant distribution.
Combining the result of last lemma and Corollary 5
yeilds a convergence rate for SAGD in realizable cases:
W 22 (ν(un), (δ(w∗), δ(w∗))) ≤ c‖Cθ(P)‖n+1ρ /.
Hence, our established mixing rate equates the conver-
gence rate of SAGD in realizable cases. More inter-
estingly, the established rate is O((1 −√µ/L)n) for
examples 8 and 11 under the realizability assumption.
Let us compare this rate with the existing established
convergence rate of [17] for a modified stochastic accel-
erated scheme. As mentioned in Related Works section,
this rate relies on constant ρ in strong growth condition
in Eq. (6). Lemma 18 and 19 prove that ρ > O(µ/L)
for these examples, hence the established convergence
of [17] is not better than O((1− (µ/L)3/2)n) on these
examples. This comparison highlights the novelty of
the established mixing rate as well as the sharpness of
our theoretical guarantees.
9 Proof outline for Theorem 5
In this section, we outline the proof of Theorem 5. Let
vk = u
(0)
k − u(1)k . Eq. (5) yields
vn = Bnv0, Bn = AnAn−1 . . .A1. (19)
According to the definition of W2,
W 22 (ν(u
(0)
n ), ν(u
(1)
n )) ≤ E
[‖vn‖2] = E [‖Bnv0‖2] .
Hence, we need to bound the spectral norm of matrix
Bn to establish the desired convergence inW2. Notably,
Bn is obtained by products of random non-symmetric
matrices.
Asymptotic analyses of products of random ma-
trices. We can now leverage results of the well-
studied field of products of random matrices (see e.g.
[2, 7]), which gives interesting asymptotic characteriza-
tions of ‖Bn‖. For example, one can show that there
is a constant λ1 (called Lyapunov exponent) such that
lim
n→∞
1
n
log(‖Bn‖) = λ1
holds. A straight-forward implication of this is that
‖Bn‖ –depending on the sign of λ1– grows or decays in
an exponential rate. More interestingly, the asymptotic
convergence rate is a constant for all random samples
Bn. Yet, this result is asymptotic and it is not easy
to estimate the exponent λ1. In our setting, we need
an implicit formulation (or at least a bound) for λ1 in
terms of the parameters Θ such that we can tune Θ
and derive a rate.
A non-asymptotic analysis. Here, we establish a
non-asymptotic expression for the Lyapunov exponent
λ1 which clearly reflects the dependency to parameters
Θ. The expectation of the squared norm of iterate vn
(derived in Eq. (19)) reads as
E
[‖vn‖2] (19)= v>0 Mnv0, Mn := E [B>nBn] . (20)
To bound E‖vn‖2, we thus need to bound ‖Mn‖. Ex-
ploiting Assumption 1, one can prove that Mn obeys
an interesting block structure, which is deriven in the
next lemma.
Lemma 14. Assuming 1 holds, Mn decomposes as
Mn =
[
U>diag(λ(1)n )U U>diag(λ
(2)
n )U
U>diag(λ(2)n )U U>diag(λ
(3)
n )U,
]
(21)
where the orthogonal matrix U contains the eigenvec-
tors of the covariance matrix S.
Remarkably, U is independent of the number iterations.
Hence, we only need to track diagonal matrices λ(1−3)n
in the derived expression for Mn in Eq. (21). The next
lemma establishes a closed-form expression for λ(1−3)n .
Lemma 15. Consider λ(1)n –λ
(3)
n in Eq. (21). Then
an = C
n
Θ(P)1, an =
[
λ(1)n λ
(2)
n λ
(3)
n
]
holds (see Eq. (15) for the exact expression of CΘ(P)).
For the proof of the last two Lemmas, we refer the
reader to Corollary 12.2 in the appendix. Remarkably,
the result of the last Lemma allows to compute the
eigenvalues of Mn = E
[
B>nBn
]
in a closed form4.
Furthermore, it obtains a closed form for the Lyapunov
exponent: λ21 = ‖an‖max. Combining the result of the
Lemma 14 and 15 concludes the proof of Theorem 5:
A straight-forward application of the pseudospectrum
properties (developed in Lemma 1) yields
‖an‖ ≤ 3d‖CΘ‖n+1ρ /.
The result of Lemma 14 concludes the desired bound:
E‖vn‖2 ≤ v>0 Mnv0 ≤ 18d3/2‖CΘ‖n+1ρ E‖v0‖2/.
4Exploiting the block diagonal structure of Mn, we can
extract eigenvalues values of Mn from an.
Peiyuan Zhang, Hadi Daneshmand, Thomas Hofmann
10 Experiments
We empirically validate the established result in The-
orem 5, and Lemmas 9 and 12. Then, we empirically
show that the result of Theorem 5 may hold even on
real data sets on which the Assumption 1 does not
necessarily hold.
Experiments on examples. Through an experi-
ment, we check whether the accelerated rate established
in Lemmas 9 and 12 are achievable. Recall that these
results hold for examples 8 and 11. Our experimental
results, presented in Figure 2, confirm that SAGD-chain
enjoys the accelerated mixing rate O((1−√µ/L)n) us-
ing the choice of parameters in corresponding lemmas.
0 2000 4000 6000 8000
−25
−20
−15
−10
−5
0
1-
√
µ/L/3 SGD SAGD
Example 8
0 2000 4000 6000 8000
−12
−10
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−6
−4
−2
0
1-
√
µ/L/4 SGD SAGD
Example 11
Figure 1: Mixing of SAGD on examples: hori-
zontal axis shows number of iterations and verti-
cal axis is log10E‖u(0)n − u(1)n ‖2 where the expecta-
tion is taken over 5 independent runs. Remarkably,
W 22 (ν(u
(0)
n ), ν(u
(1)
n )) ≤ E‖u(0)n − u(1)n ‖2. See Lemma 9
and 12 for details on the parameter choice.
Validation of the establish mixing rate. Next,
we compare the theoretical mixing rate established in
Theorem 5, with empirical ones under different param-
eter configurations Θ. Experiments run on Example 8
and 11 and the comparison is represented in Table 1
and 2, respectively. A total iteration of n = 1000 is
employed for both two examples. This experiment
confirms empirical rates are generally consistent with
established theoretical mixing rates up to constant
factors. We note that we estimate the Wasserstein dis-
tance with E
[
‖u(0)n − u(1)n ‖2
]
for the sake of simplicity.
The expectation is taken over 10 independent runs.
Table 1: E
[
‖u(0)n − u(1)n ‖2
]
for Example 8, µ = 0.05
Θ = (γ, β, α) Empirical rate Theoretical rate
(10−1, 0.95, 2) e−0.0605n e−0.0568n
(10−1, 0.99, 2) e−0.0164n e−0.0156n
(10−1, 0.95, 3) e−0.0628n e−0.0623n
(10−2, 0.95, 2) e−0.0260n e−0.0257n
Table 2: E
[
‖u(0)n − u(1)n ‖2
]
for Example 11, κ−1 = 20
Θ = (γ, β, α) Empirical rate Theoretical rate
(2× 10−3, 0.95, 2) e−0.0626n e−0.0527n
(2× 10−3, 0.99, 2) e−0.0188n e−0.0118n
(2× 10−3, 0.95, 3) e−0.0572n e−0.0537n
(4× 10−4, 0.95, 2) e−0.0206n e−0.0086n
Experiments on real-world data. We substanti-
ate our results on two real-world datasets: Boston
Housing and California Housing. These datasets are 13
and 8 dimensional respectively. As a reprocessing step,
we normalized inputs (this guarantees L < 1). We fur-
ther used `2 regularization with the penalty factor 10−3
(this guarantees µ > 10−3). The experiments compare
contraction rate, established in Theorem 5, on these
datasets. Although Assumption 1 does not hold for
these datasets, we can reuse the choice of parameters
in Lemma 9 to achieve an accelerated rate.
11 Discussions
We have established the mixing rate for stochastic
accelerated gradient descent on least-squares. Using
examples, we have shown than that these iterates can
mix faster than SGD-iterates depending on the first 4
moments of the input distribution. This result inspires
two important follow-up topics: (i) mixing analysis of
SAGD on more general optimization problems, and
(ii) relaxing the regularity assumption 1 on the input
distribution.
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Figure 2: Accelerated rates achieved on real-world data
for theoretical parameters. The horizontal axis shows
the number of stochastic iterations n and the vertical
axis is log10 ‖u(0)n − u(1)n ‖2.
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12 Supplementary
12.1 Consequences of our Assumptions
We repeatedly use the following result on input distributions of assumption 1.
Lemma 16. Suppose matrix M can be diagonalised as
M = Udiag(λ)U> (22)
Under Assumption 1 holds, the following holds:
E
[
xx>Mxx>
]
= U>diag(λ′)U, λ′i =
(
diag
(
k− (σ)2)+ σσ>)λ (23)
Proof. Using the structure of M, we first simplify the expression of x>Mx :
x>Mx = v>U>Udiag(λ)U>Uv (24)
= v>diag(λ)v =
d∑
i=1
v2iλi (25)
Replacing this into the desired expectation yields
E
[
xx>Mxx>
]
= UE
[(
d∑
i=1
v2iλi
)
vv>
]
U. (26)
Since distribution of vi is symmetric, we conclude
E
[(
d∑
i=1
v2iλi
)
vpvq
]
= E
[(
d∑
i=1
v2iλi
)
− vpvq
]
= 0 (27)
holds for all vp 6= vq. For p = q,
E
[(
d∑
i=1
v2iλi
)
v2p
]
= E
[
v4p
]− (E [v2p])2 + 〈E [v2] ,λ〉E [v2p] (28)
holds. Replacing the above result together with Eq. (27) into Eq. (26) concludes the proof.
A straightforward application of the above result concludes the following corollary on Gaussian inputs.
Corollary 17. Suppose that x is drawn from a zero-mean multivariate normal distribution, i.e. x ∼ N (0,S),
then the following holds for every matrix M:
E
[
xx>Mxx>
]
= 2SMS+ 〈M,S〉S (29)
where 〈M,S〉 is the inner product of vectorized M and S.
Using the result of last corollary, we can establish a lower-bound on strong grow constant in Eq. (6).
Lemma 18. Consider the regression objective f on Gaussian input x ∼ N (0,S) and suppose that y = 0. There
exists a vector w0 ∈ Rd such that
Ez
[‖∇fz(w0)‖2] ≥ L/µ‖∇f(w0)‖2. (30)
Proof. Let w0 be the eigenvector of S associated with the smallest eigenvalue of S, i.e. Sw0 = µw0. Then we use
the result of corollary 17 to compute expected norm of stochastic gradients as
E‖∇fz(w0)‖2 = w>0 E
[
xx>xx>
]
w0 (31)
(29)
= w>0 S
2w0 + Tr[S]w>0 Sw0 (32)
= µ2 + Tr[S]µ ≥ µ(µ+ L) (33)
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The norm of gradient evaluated at w0 is
‖∇f(w)‖2 = w>0 S2w0 = µ2 (34)
To satisfy assumption of Eq. (6), we need to choose ρ such that
ρ ≥ 1 + L/µ =⇒ µ(µ+ L) ≤ ρµ2 (35)
Correspondingly we have a similar lemma for Example 11.
Lemma 19. Consider the regression objective f on the distribution defined in Example 11 and suppose y = 0.
There exists a vector w0 such that
E‖∇fz(w0)‖2 = (L/2µ+ 1)‖∇f(w0)‖2. (36)
Proof. The covariance matrix of the variable x is
S :=
[
1 0
0 κ−1/3
]
. (37)
Let w0 be the eigenvector of S associated with the smallest eigenvalue of S, i.e. Sw0 = w0. Similar to Corollary 17
we can calculate
E
[
xx>xx>
]
=
[
κ−1/3 + 1 0
0 κ−2/5
]
. (38)
Then the expected norm of stochastic gradients is
E‖∇fz(w0)‖2 = w>0 E
[
xx>xx>
]
w0 (39)
= w>0
[
κ−1/3 + 1 0
0 κ−2/5
]
w0 (40)
= κ−1/3 + 1. (41)
Writing in term of µ and L leads to conclusion
E‖∇fz(w0)‖2 = (L/2µ+ 1)‖∇f(w0)‖2. (42)
12.2 Proof of Theorem 5
Deterministic–stochastic decomposition. Recall matrix An in recurrence of Eq. (5):
An :=
[
(1 + β)I− (1 + α)γxnx>n αγxnx>n − βI
I 0
]
. (43)
An+1 decomposes as
An+1 = A− γ,  :=
[
(1 + α)∆ −α∆
0 0
]
,∆ := (S− xx>) (44)
where E [] = 0 and matrix A is
A =
[
A1 A2
I 0
]
,A1 := (1 + β)I− γ(1 + α)S,A2 := αγS− βI (45)
The above decomposition allows us to analyze the covariance term induced by the noise separately. Recall that
matrices Mn and Bn were defined as
Mn = E
[
B>nBn
]
, Bn = AnAn−1 . . .A1 (46)
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Lemma 20. Suppose assumption 1 holds on x. We further assume that M has the following block structure:
Mn =
[
M1 M2
M2 M3
]
, Mi = Udiag(λ(i)n )U
> (47)
Then matrix Mn+1 can be decomposed as
Mn+1 = A
>MnA+ γ2
[
(1 + α)2K −α(1 + α)K
−α(1 + α)K α2K
]
︸ ︷︷ ︸
due to the noise
(48)
where
K := Udiag
((
diag(k− 2(σ)2) + σσ>)λ(1)n )U> (49)
Proof. Using the decomposition of matrix An in Eq. (44), we expand the expectation as
Mn+1 = E
[
A>n+1MnAn+1
]
(50)
= A>MnA+ γ2E
[
>Mn
]
(51)
We compute 2nd term (induced by the noise)
E
[
>Mn
]
=
[
(1 + α)2K −α(1 + α)K
−α(1 + α)K α2K
]
(52)
The result of Lemma 16 on symmetric inputs concludes the expression of K.
The block structure of matrix Mn. Lemmas 14 and 15 are consequences of the last lemma.
Corollary 21 (Combined lemmas 14 and 15). Suppose assumption 1 holds on x; then
Mn =
[
M1 M2
M2 M3
]
, Mi = Udiag(λ(i)n )U
> (53)
where
an = C
n
Θ1, an :=
[
λ(1)n λ
(2)
n λ
(3)
n
]
(54)
and matrix CΘ is
CΘ =
 D21 + (1 + α)2K′ 2D1 ID1D2 − α(1 + α)K′ D2 0
D22 + α
2K′ 0 0
 (55)
D1 = (1 + β)I− γ(1 + α)diag(σ), (56)
D2 = αγdiag(σ)− βI (57)
K′ = γ2
(
diag(k− 2(σ)2) + σσ>) (58)
Proof. We prove the result by induction. Recall matrix A with the following block structure:
A =
[
A1 A2
I 0
]
, A1 := (1 + β)I− γ(1 + α)S, A2 := αγS− βI (59)
Given the decomposition S = Udiag(σ)U> (in Eq. (8)), submatrices Ai decomposes as:
Ai = UDiU
> (60)
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where U is eigenvectors of the covariance and Di are diagonal matrices of eigenvalues in Eq. (58). Using the
assumption of Eq. (53), we expand the first term in Eq. (48)
A>MnA =
[
A1M1A1 + 2M2A1 +M3 A1M1A2 +M2A2
A2M1A1 +M2A2 A2M1A2
]
(61)
=
[
B1 B2
B2 B3
]
(62)
where
B1 = U
(
D21diag(λ
(1)
n ) + 2D1diag(λ
(2)
n ) + diag(λ
(3)
n )
)
U> (63)
B2 = U
(
D1D2diag(λ(1)n ) +D2diag(λ
(2)
n )
)
U> (64)
B3 = U
(
D22diag(λ
(1)
n )
)
U> (65)
Using eigendecomposition of S and M1, the matrix K in the noise-induced term can be written as
K = U
((
diag(k− 2(σ)2) + σσ>)diag(λ(1)n ))U> (66)
Putting all together, we complete the proof:
Mn+1 =
[
M+1 M
+
2
M+2 M
+
3
]
, M+i = Udiag(λ
(i)
n+1)U
> (67)
where
an+1 = CΘan (68)
where matrix CΘ is those of Eq. (55). The above results concludes our induction.
Bound spectral norm of Mn. Given bounds on an, how we can establish lowerbound and upperbound on
eigenvalues of Mn? Next lemma address this result. The result will be used in the proof of Theorem 5 (very last
step).
Lemma 22. Recall matrix Mn in the last corollary:
Mn =
[
M1 M2
M2 M3
]
, Mi = Udiag(λ(i)n )U
>, an =
[
λ(1)n λ
(2)
n λ
(3)
n
]
(69)
For Mn, the following holds
‖an‖∞‖v1‖2 ≤
[
v>1 v
>
1
]
Mn
[
v1
v1
]
≤ 6
√
d‖an‖‖v1‖2. (70)
Proof. The proof is straight-forward
[
v>1 v
>
1
] [Udiag(λ(1)n )U> Udiag(λ(2)n )U>
Udiag(λ(2)n )U> Udiag(λ
(3)
n )U
>
] [
v1
v1
]
= v>1 U
>diag
(
λ(1)n + 2λ
(2)
n + λ
(3)
n
)
Uv1 (71)
Hence
[
v>1 v
>
1
]
Mn
[
v1
v1
]
≤ 2
(
3∑
i=1
‖λ(i)n ‖1
)
‖Uv1‖2 (72)
≤ 2
√
3
(
d∑
i=1
‖λ(i)n ‖
)
‖v1‖2 (73)
≤ 6
√
d‖an‖2‖v1‖2 (74)
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which concludes the desired upper-bound. For the lower-bound, we use the fact that all λ(i)n have positive
coordinates (as they are eigenvalues of symmetric matrices). Plugging this into the Eq. (71) together with
orthogonality of U concludes the proof:
‖an‖∞‖v1‖2 ≤
[
v1 v
>
1
]
Mn
[
v>1
v1
]
(75)
12.3 The spectral analysis
Lemma 23 (Restated Lemma 7). The spectral radius of matrix Cγ,α,β is bounded as
‖Cγ,α,β‖ρ ≤ max
i=1,...,d
‖Ji‖ρ + + 3(1 + α)2γ2‖diag(σ)2 − σσ>‖ (76)
where Jj is a 3× 3 matrix as
Ji :=
 [D1]2ii + (1 + α)2γ2(ki − σ2i ) 2[D1]ii 1[D1]ii[D2]ii − α(1 + α)γ2(ki − σ2i ) [D2]ii 0
[D2]
2
ii + γ
2α2(ki − σ2i ) 0 0
 (77)
Proof. Recall matrix C := Cγ,α,β in Eq. (15) formulation:
C :=
C1 2D1 IC2 D2 0
C3 0 0
 (78)
where
C1 = D
2
1 + (1 + α)
2K′, D1 := (1 + β)I− γ(1 + α)diag(σ) (79)
C2 = D1D2 − α(1 + α)K′, D2 = αγdiag(σ)− βK′ (80)
C3 = D
2
2 + α
2K′, K′ = γ2
(
diag(k− 2(σ)2) + σσ>) (81)
A perturbation form. We can decompose K′ (the induced matrix by noise) to sum of diagonal matrices and
a non-diagonal matrix:
K′ := γ2
(
diag(k− σ2) + ξ) , ξ = σσ> − diag(σ)2 (82)
Using the decomposition of K′, we decompose C as a perturbation of a block diagonal matrix:
C = C¯+ γ2ξ, ξ :=
 (1 + α)2ξ 0 0−α(1 + α)ξ 0 0
α2ξ 0 0
 (83)
where matrix C¯ is
C¯ :=
 D21 + (1 + α)2K¯ 2D1 ID1D2 − α(1 + α)K¯ D2 0
D22 + α
2K¯ 0 0
 , K¯ := γ2 (diag(k)− diag(σ)2) (84)
Exploiting the diagonal structure. Matrix C¯ has a particular structure: its d × d blocks are diagonal.
Similar to the classical analysis of Heavy ball method [13], we permute rows and columns to compute eigenvalues
of C¯. Let Π be a permutation matrix that swaps column(and row) i+ d and i+ 2d with columns i+ 1 and i+ 2,
respectively. Then,
Π>C¯Π =

J1 0 0 . . . 0
0 J2 0 . . . 0
...
...
...
...
...
0 . . . . . . 0 Jd
 (85)
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where where Jj is a 3× 3 matrix as
Ji :=
 [D1]2ii + (1 + α)2γ2(ki − σ2i ) 2[D1]ii 1[D1]ii[D2]ii − α(1 + α)γ2(ki − σ2i ) [D2]ii 0
[D2]
2
ii + γ
2α2(ki − σ2i ) 0 0
 (86)
Given spectral decomposition of Ji = Uidiag(di)U>i , we decompose C¯:
U>J Π
>C¯ΠUJ =

d1 0 . . . 0
0 d2 . . . 0
...
...
...
...
0 0 . . . dd
 , UJ :=

U1 0 . . . 0
0 U2 . . . 0
...
...
...
...
0 0 . . . Ud
 (87)
Since matrices Uj and perturbation matrix Π are orthogonal, we conclude that eigenvalues of C¯ are those of Jis
(i.e. dis). Hence
‖C¯‖ρ ≤ max
i=1,...,d
‖Ji‖ρ (88)
A bound on pseudospectrum. So far, we have established a bound on spectral radius of C¯. Yet, we need to
bound the spectral radius of C¯+ γ2ξ. To this end, we use results of results Pseudospectrum in section 3.
‖C‖ρ = ‖C¯+ γ2ξ‖ρ (89)
Lemma 2≤ ‖C¯‖ρ+γ2‖ξ‖ (90)
Lemma 3≤ ‖C¯‖ρ + (+ γ2‖ξ‖) (91)
Note that in the last step, we have used the fact that the conditioning of ΠUJ is bounded by 1 (which is a
consequence of orthogonality of matrices Π and UJ). Replacing the above result into Eq. (88) concludes the
proof:
‖C‖ρ ≤ max
i=1,...,d
‖Ji‖ρ + + γ2‖ξ‖ ≤ max
i=1,...,d
‖Ji‖ρ + + 3(1 + α)2γ2‖ξ‖ (92)
12.4 Examples of improved rates
Lemma 24 (Restated Lemma 9). Suppose input and label distributions are those of example 8. For µ ≤ 0.02,
consider stochastic accelerated gradient descent with parameters: α = 2, β = 1− 10−1/2√µ and γ = 0.1. Then,
E‖wn −w∗‖2 ≤ 1200√
µ
(1−√µ/5)n ‖w0 −w∗‖2. (93)
Proof. Recall x ∼ N (0,diag([µ, 1])), as defined in Example 8, and σ = [σ1, σ2] = [µ, 1]. Therefore their
corresponding fourth moments are
k1 = 3µ
2, k2 = 3. (94)
Plug ki and σi into Ji
Ji =
 [D1]2ii + 2(1 + α)2γ2σ2i 2[D1]ii 1[D1]ii[D2]ii − 2α(1 + α)γ2σ2i [D2]ii 0
[D2]
2
ii + 2γ
2α2σ2i 0 0
 . (95)
Employing MATLAB symbolic tools, we can check that
‖J2‖ρ ≤ 0.966 (96)
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holds for our choice of parameters. Furthermore, the result of Lemma 29 guarantees
‖J1‖ρ ≤ 1− 10−1/2√µ. (97)
Moreover, we calculate ξ as
ξ = σσ> − diag(σ)2 =
[
µ2 µ
µ 1
]
−
[
µ2 0
0 1
]
=
[
0 µ
µ 0
]
(98)
whose nor is bounded as
‖ξ‖ ≤ µ. (99)
µ ≤ 0.02 concludes the proof:
‖C‖ρ ≤ max{1− 10−1/2
√
µ, 0.966}+ + 0.27µ (100)
≤ 1−√µ/4 + . (101)
Choosing  = 0.05√µ concludes the proof.
Lemma 25 (Restated Lemma 12). For κ ≤ 0.02, consider running stochastic acceleration method on example (11).
If α = 2, β = 1− 10−1/2√κ and γ = κ/10, then
E‖wn −w∗‖2 ≤ 1200√
κ
(
1−√κ/5)n ‖w0 −w∗‖2. (102)
holds.
Proof. The first coordinate of x is a Rademacher random variable with fourth moment k1 = 1/4 and σ1 = 1/2.
For the second coordinate, the moments of uniform distribution on range [−κ−1/2, κ−1/2] are
k2 =
∫ κ−1/2
−κ−1/2
x4
2κ−1/2
dx = κ−2/5 (103)
and
σ2 =
∫ κ−1/2
−κ−1/2
x2
2κ−1/2
dx = κ−1/3. (104)
Plug ki’s and σi’s into Ji as defined in Lemma 7
J1 :=
 [D1]211 2[D1]11 1[D1]11[D2]11 [D2]11 0
[D2]
2
11 0 0
 (105)
and
J2 :=
 [D1]222 + 4(1 + α)2γ2κ−2/45 2[D1]22 1[D1]22[D2]22 − 4α(1 + α)γ2κ−2/45 [D2]22 0
[D2]
2
2 + 4γ
2α2κ−2/45 0 0
 . (106)
For the Rademacher coordinate, the additional noise term cancels out. Clearly −[D2]11 is an eigenvalue and a
simple deduction from the proof for Lemma 29 yields ‖J1‖ρ ≤ 1− 10−1/2
√
κ. For J2, we employ MATLAB to
verify following fact.
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Fact 3. For κ ≤ 0.02, α = 2, β = 1− 10−1/2√κ and γ = κ/10, ‖J2‖ρ ≤ 0.965.
Next we calculate ξ,
ξ = σσ> − diag(σ)2 (107)
=
[
1 κ−1/3
κ−1/3 κ−2/9
]
−
[
1 0
0 κ−2/9
]
=
[
0 κ−1/3
κ−1/3 0
]
(108)
whose norm is ‖ξ‖ = κ−1/3. And ‖C‖ρ is upper bounded as
‖C‖ρ ≤ max{1− 10−1/2
√
κ, 0.95}+ + 0.09κ (109)
≤ 1−√κ/4 + . (110)
Choosing  = 0.05
√
κ concludes the proof.
12.4.1 Spectral radius at µ
Here we establish an upper bound for the spectral radius of 3 × 3 matrix J1 when σ1 = µ. Subscript i are
temporarily omitted without ambiguity.
Root of characteristic equation. In the rest part of this subsection, we will fix σ = µ and set α, γ and β as
defined in Lemma 9, on which all claims and lemmas mentioned below are based without special statements. We
denote the entries of J as
J =
 D21 + 2(1 + α)2γ2µ2 2D1 1D1D2 − 2α(1 + α)γ2µ2 D2 0
D2 + 2γ
2α2µ2 0 0
 . (111)
where
D1 = (1 + β)− (1 + α)γµ, D2 = αγµ− β. (112)
Now, consider the characteristic equation of J
x3 + bx2 + cx+ d = 0 (113)
where
b := −D21 + 2(1 + α)2γ2µ2 −D2 (114)
c := 2(1 + α)2γ2µ2D2 −D2 − 2γ2α2µ2 −D21D2 + 4α(1 + α)γ2µ2D1 (115)
d := D2
(
D2 + 2γ
2α2µ2
)
. (116)
The following fact about the roots of Eq. (113) can be verified by MATLAB symbolic tools.
Fact 1. For µ ≤ 0.1, the discriminant of Eq. (113), i.e. ∆ = b2c2 − 4c3 − 4b3d − 27d2 + 18bcd, is positive.
Therefore the characteristic equation of J has one real root x1 and two conjugate complex roots x2, x3.
We turn our focus into the real root x1. In Lemma 29, we extend our bounds to absolut values of complex roots.
Due to the complexity of closed-form roots of the above cubic equation, we approximate them.
Main idea. The key idea is based on viewing J as a perturbation of matrix Js which reads as
Js =
 D21 2D1 1D1D2 D2 0
D2 0 0
 . (117)
For small γ, we expect that Js − J be close to zero. The characteristic equation of Js is
y3 + bsy
2 + csy + ds = 0 (118)
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where
b := −D21 −D2, c := −D2 −D21D2, d := D22. (119)
Notice that y = −D2 is a root of Eq. (118). These simple solutions provide us proper estimates of the real root
of Eq. (113).
Let z = x− y. Plugging x = y + z and y = −D2 into Eq. (113) and Eq. (118) respectively and subtracting from
both sides leads to a cubic equation about z
z3 + pz2 + qz + r = 0 (120)
where
p := b− 3D2, q := −2bD2 + 3D22 + c, r := (b− bs)D22 − (c− cs)D2 + d− ds. (121)
Let z1, z2 and z3 be roots of above cubic equation. These roots relate to those of Eq. (113) as xi = −D2 + z1 for
i = 1, 2, 3. A natural consequence of this is z1 is real and z2, z3 are conjugate complex (considering that D2 is
real).
Properties of the real root. Let’s focus on the real root z1. MATLAB verification indicates coefficients p, q
and r obey the following property.
Fact 2. For µ ≤ 0.1, coefficients in Eq. (120) satisfy p, q > 0 and r < 0.
Given the above fact, we prove that the real root z1 is positive.
Lemma 26. For µ ≤ 0.1, the real root z1 of Eq. (120) is positive.
Proof. Consider three roots z1, z2 and z3 of Eq. (120). We calculate
(z − z1)(z − z2)(z − z3) = z3 − (z1 + z2 + z3)z2 + (z1z2 + z2z3 + z3z1)z − z1z2z3 (122)
= z3 + pz2 + qz + r (123)
which boils down to z1z2z3 = −r. The existence of zero roots is ruled out since r 6= 0. The last fact implies that
z1 =
z1z2z3
|z2|2 = −
r
|z2|2 > 0 (124)
since z2 and z3 are conjugate complex roots.
Cubic root approximation. Now, we establish an upper-bound on z1.
Lemma 27. For µ ≤ 0.1, 0 ≤ z1 ≤ −r/q holds.
Proof. The last fact implies p > 0, q > 0, r > 0 and z1 > 0. By rearranging of terms in Eq. (120), we have
pz2 + qz = −(r + z31) (125)
of which z1 is still a root. Since z1 > 0 then d+ z31 = −bz21 − cz1 < 0 holds.
z1
(A)
≤ −q +
√
q2 − 4p(d+ z31)
2p
(B)
<
−q +
√
q2 − 4pd
2p
≤ −r
q
(126)
where (A) is due to 0 < −4p(d+ z31) < −4pd and (B) comes from inequality
√
1 + x ≤ 1 + x/2 for x ≥ 0.
Since both q and r are polynomials in σ = µ and other parameters, a rational-form upper bound on z1 can be
established. This allows establishing a bound on x1 = z1 −D2 by analyzing m and n.
Lemma 28. For µ ≤ 0.1, −D2 ≤ x1 ≤ 1− 10−1/2√µ holds.
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Proof. The lower bound is immediate. Let’s consider the compact notation θ = 1− β. Our choice of parameters
leads to θ2 = 0.1µ ≤ 0.01. Then, we write q, r as polynomials in θ
q = 54θ6 + 51θ5 − 23θ4 − 9θ3 + 3θ2 ≥ 2θ4 > 0 (127)
and
r = −24θ7 − 4θ6 + 16θ5 − 4θ4 ≥ −4θ4 < 0. (128)
Now we calculate
z1 ≤ −r/q = 4θ
4
2θ2
≤ 2θ2. (129)
This leads to an upper bound on x1
x1 = −D2 + z1 ≤ 1− θ − 2θ2 + 2θ2 ≤ 1− θ = 1− 10−1/2√µ. (130)
Bound for spectral radius. So far, we have proven the real eigenvalue is bounded by 1−O(√µ) It remains
to bound complex eigenvalues.
Lemma 29. For µ ≤ 0.1, α = 2, β = 1− 10−1/2√µ and γ = 0.1, ‖M‖ρ ≤ 1− 10−1/2√µ.
Proof. We reuse the notation θ = 1− β. The determinant of J read as
detJ = 1− 3θ − 3θ2 + 11θ3 + 14θ4 − 20θ5 − 24θ6 (131)
is upper bounded by |D2|(1− θ)2, which can be verified by MATLAB or manual calculation. On the other hand,
we have x2x3 = |x2|2 > 0 since x2 and x3 are conjugate. Consider x1 > −D2 > 0 and calculate the spectral radius
‖J‖ρ = max{x1, |x2|}max{x1,
√
detJ
x1
} (132)
≤ max{x1,
√
|D2|(1− θ)2
|D2| }
(A)
≤ 1− θ = 1− 10−1/2√µ (133)
where (A) comes from x1 ≤ 1− θ as shown in Lemma 28.
