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RESUMEN
   El objetivo general es investigar la transformación y optimización de algoritmos para su ejecución
sobre arquitecturas paralelas de memoria distribuida, con énfasis en la aplicación al reconocimiento
de patrones.
   Interesan las clases de problemas relacionadas con el tratamiento masivo de datos (potencialmente
distribuidos) tales como los patrones de secuencias en reconocimiento de ADN o los patrones
clásicos de identificación humana (huellas digitales, rostros).
   En todos los casos los resultados esperados son la optimización de algoritmos, el estudio de
complejidad y de escalabilidad de los mismos.
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INTRODUCCIÓN
   La evolución del procesamiento hacia el paralelismo ha sido evidente, prácticamente desde el
inicio mismo de las computadoras digitales. Los ejes que han impulsado los temas de concurrencia
en software y multiprocesamiento en hardware son múltiples, pero podemos mencionar dos:
! La necesidad de reducir los tiempos de procesamiento de grandes volúmenes de datos
(problemas matemáticos, modelos, grandes bases de datos, imágenes, sistemas expertos,
biotecnología, etc.).
! El procesamiento de información (datos, señales) en tiempo real para la toma de decisiones
tanto en ambientes administrativos como industriales (robótica, industria militar, sistemas
multimediales en tiempo real, georeferenciación, reconocimiento de patrones).
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   Esta evolución conduce a un gran esfuerzo por transformar el procesamiento secuencial en
paralelo, buscando reducir los tiempos de ejecución de procesos y de respuesta a eventos del mundo
real. También en este aspecto podemos encontrar dos ejes en la respuesta tecnológica:
! El crecimiento de la potencia de cómputo, dado en la evolución de la tecnología de los
componentes y en las arquitecturas de procesamiento (supercomputadoras, hipercubos de
procesadores homogéneos, grandes redes de procesadores no homogéneos, procesadores
especializados de imágenes, procesadores para el tratamiento de señales).
! La transformación y creación de algoritmos que exploten al máximo la concurrencia implícita en
el problema a resolver, de modo de distribuir el procesamiento minimizando el tiempo total de
respuesta. Naturalmente esta transformación, también debe adaptarse a la arquitectura física de
soporte.
   Una de las áreas de mayor interés y crecimiento en los últimos años dentro de las aplicaciones del
procesamiento paralelo es la de tratamiento de grandes volúmenes de datos, tales como los que
caracterizan la identificación de patrones como secuencias de ADN, huellas digitales e imágenes.
Esta tarea abarca distintas etapas que van desde la transformación de los algoritmos secuenciales al
análisis de complejidad de las soluciones paralelas sobre diferentes modelos de arquitectura. El
parámetro final de optimización es naturalmente la eficiencia y escalabilidad de la solución paralela.
TEMAS DE INVESTIGACIÓN Y DESARROLLO
! Sistemas Paralelos. Arquitecturas multiprocesador para procesamiento paralelo. Arquitecturas
de memoria distribuida. Casos de memoria total y parcialmente  compartida. Clusters de PCs.
! Paradigmas de Programación paralela. Especificación de algoritmos paralelos.
! Modelos de predicción de perfomance clásicos: PRAM, LOGP, BSP, CCM, OBSP, BSPRAM.
Análisis del ajuste de los modelos a “clases” de sistemas paralelos. Desarrollos experimentales.
! Métricas de eficiencia en algoritmos paralelos. Análisis de complejidad en algoritmos paralelos.
! Dependencia de los modelos respecto del balance de carga en los procesadores.
! Aplicaciones paralelas de reconocimiento de patrones, sobre memoria distribuida.
! Lenguajes de soporte para programación paralela en clusters de workstations: PVM y MPI.
ADA  y C Paralelo.
! Transformación e implementación de algoritmos paralelos sobre clusters de PCs con memoria
distribuida. Optimización.
! Fundamentos del tratamiento de secuencias. Reconocimiento de Patrones de secuencias.
Análisis de similitud en grandes secuencias. Optimización de algoritmos paralelos.
! Otras clases de problemas de reconocimiento sobre grandes volúmenes de datos distribuidos:
huellas digitales, imágenes de rostros.
Desarrollos a realizar
! Implementación de algoritmos paralelos de análisis y reconocimiento de patrones en secuencias
sobre cluster de PCs.
! Análisis de complejidad y optimización de los algoritmos. Análisis de escalabilidad.
! Extensión de los resultados a otras clases de problemas sobre grandes volúmenes de datos
distribuidos.
EQUIPAMIENTO DE EXPERIMENTACIÓN
   En el LIDI se dispone de un cluster de PCs con 32 equipos homogéneos. Por otra parte, se tiene
acceso a la computadora Clementina (SGI Origin 2000) que tiene 40 procesadores con memoria
compartida distribuida.
   Naturalmente también se puede experimentar con arquitecturas seudo-paralelas tal como redes
heterogéneas con un soporte de comunicaciones tipo PVM o MPI.
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