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1. Introduction and summary
The classic Chebyshev functional T (f , g) is defined for two real functions f and g such that f , g, fg are integrable on
[α, β], as follows:
T (f , g) = 1
β − α
 β
α
f (t)g(t)dt − 1
β − α
 β
α
f (t)dt · 1
β − α
 β
α
g(t)dt.
Chebyshev’s inequality (see e.g. [1, Section 7.1], [2, Chapter IX]) establisheswhen T (f , g) is positive. In 1935Grüss [3] showed
that if there exist real numbers γ ,Γ , φ,Φ such that γ ≤ f (t) ≤ Γ and φ ≤ g(t) ≤ Φ for all t ∈ [α, β], then
|T (f , g)| ≤ 1
4
(Γ − γ )(Φ − φ). (1)
For later generalizations and extensions of (1), see e.g. [1, Section 7.1], [2, Chapter X], [4,5] and references therein. Recent
contributions come from [6–15] and many others.
Dragomir (see [16]; cf. also [17,18]) generalized the Grüss inequality in inner product spaces. In [19] he introduced
a variant of the Chebyshev functional for the Riemann–Stieltjes integral and gave its bounds. Niezgoda [20] extended
Dragomir’s result [16] by using some classes of bounding vectors (e.g. functions) in place of bounding scalars γ ,Γ , φ andΦ .
For this purpose, a notion of vectorial intervals defined by preorderings of linear spaces was used [20, p. 112]. The concept
of bounding functions was continued in [21] and yielded a version of (1) in real Lp(a, b) spaces.
In this paperwe consider functionals that aremore general than thosementioned. In some cases, their positivity is related
to Fujiwara’s inequality (see [22], [2, Chapter X, Section 14]). This inequality generalizes both Cauchy’s and Chebyshev’s
inequalities. Utilizing the notion of vectorial intervals, we unify and extend results by Dragomir and Niezgoda mentioned
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earlier to general settings of normed spaces, algebras and ℓ-algebras. Special attention is focused on vectorial intervals
induced by normal cones in normed spaces.
The organization of this paper is as follows. In Section 2 we recall the notion of vectorial intervals and prove relevant
facts for preordered normed spaces. Results and applications are collected in the next section. In Theorem 1, the Grüss type
inequality in normed spaces is proved. It covers results by Niezgoda [21, Theorem2.1] (see Example 1) and [20, Theorem4.2]
(see Remark 3) and also by Dragomir [16, Theorem 1] (see Remark 4). Theorem 2 is a variant of Theorem 1 in normed
algebras.We apply it to L1(R1)with convolution and to the algebra of continuous complex functions on a compact Hausdorff
space (see Examples 2 and 3, respectively). Moreover, Example 3 extends Dragomir’s result [19, Theorem 1]. Theorem 3 is
a generalization of the Grüss type inequality to lattice ordered algebras. In Example 4, which illustrates this theorem, we
extend Dragomir’s result [19, Theorem 2]. Lemma 2 completes Theorems 1–3 and gives possibilities for strengthening these
theorems.
2. Vectorial intervals and normal cones
Throughout the paper, (V , ∥ · ∥) is a normed vector space over F (F = R or C) with V ∗ the space of all linear continuous
functionals on V . The acting of a functional v∗ ∈ V ∗ on x ∈ V is denoted by (x, v∗). The symbol ∥ · ∥∗ stands for the standard
norm in V ∗, i.e. ∥v∗∥∗ = sup0≠x∈V |(x,v∗)|∥x∥ . We assume that V is equipped with two preorders ≺1 and ≺2. The preorder≺k (k = 1, 2) is said to be translation-invariant if z≺k v implies z − x≺k v − x for z, v, x ∈ V .
Given two vectors a, b ∈ V , the vectorial interval [a, b]≺1,2 induced by≺1 and≺2 is defined by
[a, b]≺1,2 = {v ∈ V : a≺1 v≺2 b}.
We say that [a, b]≺1,2 is proper if a≺i b, i = 1, 2. Then [a, b]≺1,2 ≠ ∅, because a, b ∈ [a, b]≺1,2 .
Lemma 1. Assume that ≺k (k = 1, 2) are translation-invariant preorders on V such that
∃N : −v≺1 z≺2 v implies ∥z∥ ≤ N∥v∥, z, v ∈ V . (2)
Then, for z, a, b ∈ V with a≺1 z≺2 b we havez − a+ b2
 ≤ N2 ∥b− a∥.
Proof. Since the≺k are translation-invariant, a≺1 z≺2 b implies
−b− a
2
= a− a+ b
2
≺1 z − a+ b2 ≺2 b−
a+ b
2
= b− a
2
.
Hence we have our conclusion, by (2). 
Of special interest to us are vectorial intervals induced by cone preorders. A cone preorder is a partial order defined by
y ≺ x ≡ x− y ∈ C,
where C ⊂ V is a convex cone, i.e.αC+βC ⊂ C for any nonnegative scalarsα andβ . In this situationwe say that≺ is induced
by C and write≺C instead of≺. Any cone preorder is translation-invariant. If the≺i are induced by nontrivial convex cones
Ci, i = 1, 2, then every proper vectorial interval [a, b]≺1,2 contains the line segment {v ∈ V : v = a+ θ(b− a), 0 ≤ θ ≤ 1}.
A convex cone C is called normal if there is a positive scalar K such that
0≺C z≺C v implies ∥z∥ ≤ K∥v∥, z, v ∈ C . (3)
The symbol [a, b]C denotes the vectorial interval induced by≺1 = ≺2 = ≺C for a convex cone C .
Remark 1. Let C be a convex cone. The convex cone C is normal if and only if there is a positive scalar N such that
− v≺C z≺C v implies ∥z∥ ≤ N∥v∥, z ∈ V , v ∈ C . (4)
Proof. It is easy to see that (4) implies (3) for any positive N .
Conversely, assume that C is normal, i.e. (3) holds for a positive K . Since ≺C is translation-invariant, [−v, v]C =
[0, 2v]C − v. Hence, if −v≺C z≺C v, i.e. z ∈ [−v, v]C , then there exists y ∈ [0, 2v]C such that z = y − v. Thus
∥z∥ = ∥y− v∥ ≤ ∥y∥ + ∥v∥. Since C is normal, ∥y∥ ≤ 2K∥v∥. Linking the above two estimates gives ∥z∥ ≤ (2K + 1)∥v∥.
This is the required conclusion. 
Usually, the least positive number K satisfying (3) is called the normal constant of C . In the sequel, for our convenience,
by the normal constant of C we will mean the least positive number N satisfying (4). Clearly, 1 ≤ K ≤ N . There is a more
precise connection between K and N in concrete situations. Generally, as shown above, N ≤ 2K + 1. If (V ,≺C ) is a linear
lattice, then N ≤ 2K (we omit details). Whereas, if (V ,≺C , ∥ · ∥) is a normed lattice, then K = N = 1 (see Section 3
and (34)).
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According to Lemma 1 and Remark 1 we easily get:
Proposition 1. Let C ⊂ V be a normal cone with the normal constant N and [a, b]C ⊂ V be a proper vectorial interval. Then
∥z − a+b2 ∥ ≤ N2 ∥b− a∥ for all z ∈ [a, b]C . 
Now, let V be equipped with an inner product ⟨·, ·⟩ and norm ∥·, ·∥ = ⟨·, ·⟩1/2. If C ⊂ V is a convex cone, then the dual
cone of C is defined by
dualC = {v ∈ V : Re ⟨v, c⟩ ≥ 0, c ∈ C}.
It is easily seen that the vectorial interval {v ∈ V : a≺C v≺dualC b} (abbreviated as [a, b]C,dualC ) is proper if and only if
b− a ∈ C
Re ⟨b, c⟩ ≥ Re ⟨a, c⟩ , for all c ∈ C .
Remark 2. Let C be a convex cone in the inner product space V and v ∈ C be fixed.
If z ∈ [−v, v]C,dualC , then ∥z∥ ≤ ∥v∥.
Proof. Assume that z ∈ [−v, v]C,dualC . Then z + v ∈ C and v − z ∈ dualC . It follows that Re ⟨v − z, z + v⟩ ≥ 0. On the
other hand, a simple calculation shows that Re ⟨v − z, z + v⟩ = ∥v∥2 − ∥z∥2. Hence our conclusion is obvious. 
Applying Lemma 1, Remark 2 and the definition of a dual cone easily yields:
Proposition 2 (Cf. [20, Lemma 4.1]). Let C be a convex cone in the inner product space V and [a, b]C,dualC ⊂ V be a proper
vectorial interval. Then ∥z − a+b2 ∥ ≤ 12∥b− a∥ for all z ∈ [a, b]C,dualC .
Moreover, z ∈ [a, b]C,dualC for a convex cone C ⊂ V is equivalent to Re ⟨b− z, z − a⟩ ≥ 0. 
3. Grüss type inequalities and applications
Given x, y ∈ V and v∗, z∗ ∈ V ∗ with (x, v∗) ≠ 0, we define the Chebyshev type functional as follows:
Tx,v∗(y, z∗) = (y, z∗)(x, v∗)− (x, z∗)(y, v∗). (5)
The inequality Tx,v∗(y, z∗) ≥ 0 is related to Fujiwara’s inequality, called also the Chebyshev type inequality; cf. [23–25].
Theorem 1. Let ≺k (k = 1, 2) be translation-invariant preorders on V such that (2) is satisfied with the constant N. Assume
that x ∈ V , v∗ ∈ V ∗ with (x, v∗) ≠ 0 and let I := [a, b]≺1,2 ⊂ V be a proper vectorial interval.
If y ∈ I and a+ b ∈ span{x}, then for any z∗ ∈ V ∗,
|Tx,v∗(y, z∗)| ≤ N2 |(x, v
∗)| ∥b− a∥ ∥z∗ − λv∗∥∗, (6)
where λ = (x, z∗)/(x, v∗).
Proof. It is easy to see that for any scalar γ ∈ F the following identity holds:
Tx,v∗(y, z∗) = (x, v∗)(y− γ x, z∗ − λv∗). (7)
Hence we get the initial estimate
|Tx,v∗(y, z∗)| ≤ |(x, v∗)| ∥y− γ x∥ ∥z∗ − λv∗∥∗, γ ∈ F. (8)
Since a+b ∈ span{x}, there exists γ ∈ F such that γ x = a+b2 . If y ∈ I , then ∥y−γ x∥ = ∥y− a+b2 ∥ ≤ N2 ∥b−a∥, by Lemma 1.
Combining the last inequality with (8), we obtain
|Tx,v∗(y, z∗)| ≤ N2 |(x, v
∗)| ∥b− a∥ ∥z∗ − λv∗∥∗,
as required. 
The above theorem and Proposition 1 give:
Corollary 1. Let C ∈ V be a normal cone with the normal constant N. Assume that x ∈ V , v∗ ∈ V ∗ with (x, v∗) ≠ 0 and let
I := [a, b]C ⊂ V be a proper vectorial interval.
If y ∈ I and a+ b ∈ span{x}, then inequality (6) holds for any z∗ ∈ V ∗. 
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Example 1. Assume that µ is a σ -finite positive measure on a space Ω . Let Lp := Lp(Ω, µ), p ≥ 1, denote the space
of all p-power integrable complex functions with respect to µ on Ω , while L∞ := L∞(Ω, µ) stands for the space of all
µ-measurable complex functions onΩ which are essentially bounded. The standard norms of these spaces are denoted by
∥ · ∥p, 1 ≤ p ≤ ∞. For x = x(ω), y = y(ω) ∈ Lp and z = z(ω), v = v(ω) ∈ Lq, 1 ≤ p, q ≤ ∞, 1/p + 1/q = 1 with
xvdµ ≠ 0, the Chebyshev type functional (5) takes the form
Tx,v(y, z) =

yzdµ

xvdµ−

xzdµ

yvdµ.
It is well-known that the convex cone C of all nonnegative Lp-functions is normal in Lp, 1 ≤ p ≤ ∞, with the normal
constant N = 1. The statement below easily follows from Corollary 1.
Fix x, a, b ∈ Lp and v ∈ Lq with  xvdµ ≠ 0, a+ b ∈ span{x} and
Rea(ω) ≤ Reb(ω) and Ima(ω) = Imb(ω), µ a.e., (9)
The inequality
|Tx,v(y, z)| ≤ 12
 xvdµ ∥b− a∥p∥z − λv∥q, (10)
holds for any z ∈ Lq if y ∈ Lp satisfies
Rea(ω) ≤ Rey(ω) ≤ Reb(ω) and Ima(ω) = Imy(ω) = Imb(ω), µ a.e., (11)
where λ =  xzdµ/  xvdµ.
Note that (9) ensures that [a, b]C is proper, while (11) is equivalent to y ∈ [a, b]C .
Now, assume that µ(Ω) <∞ and for f ∈ Lp, g ∈ Lq, 1 ≤ p, q ≤ ∞, 1/p+ 1/q = 1 set x ≡ 1, v ≡ 1/µ(Ω), y = f , z =
g/µ(Ω). Clearly, x, y ∈ Lp, z, v ∈ Lq with  xvdµ = 1 and Tx,v(y, z) reduces to the classic Chebyshev functional T (f , g),
namely
T (f , g) = 1
µ(Ω)

fgdµ− 1
µ(Ω)

fdµ · 1
µ(Ω)

gdµ.
Fix a, b ∈ Lp with (9) and a(ω)+ b(ω) = const for a.a. ω ∈ Ω .
If (11) is satisfied with y := f , then inequality (10) holds in the form
|T (f , g)| ≤ 1
2µ(Ω)
∥b− a∥p∥g −M(g)∥q,
whereM(g) stands for
M(g) = 1
µ(Ω)

gdµ. (12)
This is a more general version of Niezgoda’s result [21, Theorem 2.1]. 
Let V be a unitary space with inner product ⟨·, ·⟩ and norm ∥ · ∥ = ⟨·, ·⟩1/2. In this case, the Chebyshev type functional
(5) takes the form
Tx,v(y, z) = ⟨y, z⟩ ⟨x, v⟩ − ⟨x, z⟩ ⟨y, v⟩ , x, y, z, v ∈ V , ⟨x, v⟩ ≠ 0,
while the crucial identity (7) becomes
Tx,v(y, z) = ⟨x, v⟩

y− γ x, z − λv , γ ∈ C,
where λ is the conjugation of λ = ⟨x, z⟩ / ⟨x, v⟩.
For this reason, by Theorem 1 and Proposition 2 we get:
Corollary 2. Let C be a convex cone in the unitary space V . Assume that x, v ∈ V with ⟨x, v⟩ ≠ 0 and let I := [a, b]C,dualC ⊂ V
be a proper vectorial interval.
If y ∈ I and a+ b ∈ span{x}, then for any z ∈ V ,
|Tx,v(y, z)| ≤ 12 | ⟨x, v⟩ | ∥b− a∥ ∥z − λv∥,
where λ = ⟨x, z⟩ / ⟨x, v⟩. 
18 Z. Otachel / J. Math. Anal. Appl. 393 (2012) 14–24
Applying Corollary 2 with specifications v = x and ⟨x, x⟩ = 1 we get
| ⟨y, z⟩ − ⟨x, z⟩ ⟨y, x⟩ | ≤ 1
2
∥b− a∥ ∥z − ⟨z, x⟩ x∥, y, z ∈ V
if y ∈ [a, b]C,dualC ⊂ V and a+ b ∈ span{x}.
Let us observe that Pz = ⟨z, x⟩ x is the orthoprojector from V onto span{x}. Hence ∥z − Pz∥ ≤ ∥z − λx∥ for any scalar λ.
If, in addition, z ∈ [c, d]C1,dualC1 ⊂ V for a convex cone C1 ⊂ V and c + d ∈ span{x}, then like in the proof of Theorem 1 we
have ∥z − λx∥ ≤ 12∥d− c∥, where λx = c+d2 . Consequently, ∥z − Pz∥ ≤ 12∥d− c∥. Finally, we conclude that:
Remark 3.
| ⟨y, z⟩ − ⟨x, z⟩ ⟨y, x⟩ | ≤ 1
4
∥b− a∥ ∥d− c∥ (13)
if y ∈ [a, b]C,dualC ⊂ V , z ∈ [c, d]C1,dualC1 ⊂ V and a+ b, c + d ∈ span{x}, where ⟨x, x⟩ = 1 and C, C1 ⊂ V are fixed convex
cones. 
The above result was obtained by Niezgoda [20, Theorem 4.2] in a different way. It is worth noting that the vectorial
intervals [a, b]C,dualC and [c, d]C1,dualC1 in Remark 3 can be replaced by [a, b]C and [c, d]C1 , where C and C1 are normal cones
with normal constants N and N1, respectively. It is a consequence of Proposition 1. Simultaneously, the constant 14 occurring
in (13) should be replaced by NN14 .
According to Proposition 2, setting a = γ x, b = Γ x, γ ,Γ ∈ F and c = φx, d = Φx, φ,Φ ∈ F in Remark 3 gives
Remark 4.
|⟨y, z⟩ − ⟨x, z⟩ ⟨y, x⟩| ≤ 1
4
|Γ − γ | |Φ − φ|
if ⟨x, x⟩ = 1, Re(Γ x− y, y− γ x) ≥ 0 and Re(Φx− z, z − φx) ≥ 0. 
This is Dragomir’s result [16, Theorem 1]; cf. also [17, Theorem 2.5].
In the remainder of this section we deal with variants of Theorem 1 in normed (real or complex) algebras.
Let V be a normed algebra over F. The multiplication of x, y ∈ V is denoted by x · y. Given x, y, z, v ∈ V and u∗ ∈ V ∗ with
(x · y, u∗) ≠ 0, we define the functional Tu∗(x, y, z, v) as follows:
Tu∗(x, y, z, v) = (y · z, u∗)(x · v, u∗)− (x · z, u∗)(y · v, u∗). (14)
It is easy to check that
Tu∗(x, y, z, v) = (x · v, u∗)([y− γ x][z − λv], u∗), (15)
where γ is an arbitrary scalar and λ = (x · z, u∗)/(x · v, u∗). Hence, at first we get
|Tu∗(x, y, z, v)| ≤ |(x · v, u∗)| ∥y− γ x∥ ∥z − λv∥ ∥u∗∥∗, γ ∈ F.
By Lemma 1, reasoning as in the proof of Theorem 1, we obtain:
Theorem 2. Let ≺k (k = 1, 2) be translation-invariant preorders on a normed algebra V over F (F = R or C) such that (2) is
satisfied with the constant N. Assume that x, v ∈ V , u∗ ∈ V ∗ with (x · v, u∗) ≠ 0 and let I := [a, b]≺1,2 ⊂ V be a proper
vectorial interval.
If y ∈ I and a+ b ∈ span{x}, then for any z ∈ V ,
|Tu∗(x, y, z, v)| ≤ N2 |(x · v, u
∗)| ∥b− a∥ ∥z − λv∥ ∥u∗∥∗, (16)
where λ = (x · z, u∗)/(x · v, u∗). 
Example 2. Let V be the algebra L1(R1)with the multiplication
x ∗ y(t) =
 +∞
−∞
x(t − s)y(s)dm(s), x, y ∈ V ,
where m denotes Lebesgue measure on R1. In this situation, for given x, y, z, v ∈ L1(R1) and u ∈ L∞(R1), functional (14)
takes the following form:
Tu(x, y, z, v) =

(y ∗ z)udm ·

(x ∗ v)udm−

(x ∗ z)udm ·

(y ∗ v)udm. (17)
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Under assumptions as in Theorem 2 we get (16) in the form
|Tu(x, y, z, v)| ≤ N2
 (x ∗ v)udm ∥b− a∥1∥z − λv∥1∥u∥∞, (18)
where λ =  (x ∗ z)udm/  (x ∗ v)udm. In particular, if u is the index function of a Borel set B ⊂ R1, then functional (17)
becomes
TB(x, y, z, v) =

B
y ∗ zdm ·

B
x ∗ vdm−

B
x ∗ zdm ·

B
y ∗ vdm, x, y, z, v ∈ L1(R1). (19)
Then inequality (18) transforms to
|TB(x, y, z, v)| ≤ N2

B
x ∗ vdm
 ∥b− a∥1∥z − λv∥1. (20)
If x, y, z, v ∈ V are nonnegative and integrable up to 1, then (19) and (20) have the following probabilistic interpretation.
Let X, Y , Z,W be random variables with probability density functions x, y, z, v, respectively. Assume that X and Y are
independent of Z and W and P{X + W ∈ B} > 0. From the theory of probability, it is known that for any independent
random variables Y and Z with densities y and z, respectively,

B y ∗ zdm = P{Y + Z ∈ B}. Hence, by (19) and (20),
|P{Y + Z ∈ B}P{X +W ∈ B} − P{X + Z ∈ B}P{Y +W ∈ B}| ≤ N
2
P{X +W ∈ B}∥b− a∥1∥z − λv∥1,
where λ = P{X + Z ∈ B}/P{X +W ∈ B}, or equivalently,
|P{Y + Z ∈ B} − λP{Y +W ∈ B}| ≤ N
2
∥b− a∥1∥z − λv∥1.
Setting B = (−∞, s], we can express the last inequality in terms of distribution functions
|FY+Z (s)− λFY+W (s)| ≤ N2 ∥b− a∥1∥z − λv∥1,
where λ = FX+Z (s)/FX+W (s) (for any random variable X , the symbol FX stands for the distribution function of X , i.e.
FX (s) = P{X ≤ s}). 
Assume that the normed algebra V is unital, i.e. it has the identity element e. Given f , g ∈ V and u∗ ∈ V ∗with (e, u∗) ≠ 0,
on making the substitutions
x = e, v = e
(e, u∗)
, y = f , z = g
(e, u∗)
, (21)
the functional (14) takes the form Tu∗(f , g) as follows:
Tu∗(f , g) = 1
(e, u∗)
(f · g, u∗)− 1
(e, u∗)
(f , u∗)
1
(e, u∗)
(g, u∗). (22)
In this situation, Theorem 2 reduces to:
Corollary 3. Let ≺k (k = 1, 2) be translation-invariant preorders on a unital normed algebra V over F (F = R or C) such
that (2) is satisfied with the constant N. Assume that u∗ ∈ V ∗ with (e, u∗) ≠ 0 and let I := [a, b]≺1,2 ⊂ V be a proper vectorial
interval.
If f ∈ I and a+ b ∈ span{e}, then for any g ∈ V ,
|Tu∗(f , g)| ≤ N2|(e, u∗)| ∥b− a∥
g − (g, u∗)(e, u∗) e
 ∥u∗∥∗.  (23)
Remark 5. By Proposition 1, Theorem 2 and Corollary 3 are still true if the vectorial interval [a, b]≺1,2 is replaced by [a, b]C ,
where C is a normal convex cone with the normal constant N . 
Example 3. Fix a compact topological Hausdorff space X . Let V = C(X), the algebra of continuous complex functions on X
with the sup-norm ∥ ·∥∞ and the usual multiplication of functions. The identity element e of C(X) is the function identically
equal to 1 and ∥e∥∞ = 1. The symbol C+ denotes the convex cone of all nonnegative functions in C(X). Clearly, C+ is a
normal convex cone and its normal constant N equals 1.
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Fix a complex regular Borelmeasureµ on X with the total variation |µ|(X). For given x, y, z, v, f , g ∈ V with  xvdµ ≠ 0
and µ(X) ≠ 0, functionals (14) and (22) take the following forms:
Tµ(x, y, z, v) =

yzdµ

xvdµ−

xzdµ

yvdµ (24)
and
Tµ(f , g) = 1
µ(X)

fgdµ− 1
µ(X)

fdµ · 1
µ(X)

gdµ, (25)
respectively.
Let I = [a, b]C+ ⊂ V be a proper vectorial interval with a + b ∈ span{x}. Observe that y ∈ I if and only if Rea(t) ≤
Rey(t) ≤ Reb(t) and Ima(t) = Imy(t) = Imb(t), where t ∈ X . Theorem 2 and Remark 5 give
|Tµ(x, y, z, v)| ≤ 12
 xvdµ ∥b− a∥∞∥z − λv∥∞|µ|(X), y ∈ I, z ∈ C(X),  xvdµ ≠ 0,
where λ =  xzdµ/  xvdµ. By Corollary 3 and Remark 5 we obtain
|Tµ(f , g)| ≤ 12|µ(X)| ∥b− a∥∞∥g −M(g)∥∞|µ|(X), f ∈ I, g ∈ C(X), µ(X) ≠ 0, (26)
whereM(g) is defined by (12) withΩ := X . Note that, in this case, a(t)+ b(t) = const .
Now, we consider the particular case of compact X = [α, β] ⊂ R. For this purpose, fix u : X → R with the bounded
variation
β
α(u). The respective form of (25) is as follows:
Tu(f , g) = 1u(β)− u(α)

fgdu− 1
u(β)− u(α)

fdu · 1
u(β)− u(α)

gdu; (27)
on the other hand, estimate (26) simplifies to
|Tu(f , g)| ≤ 12|u(β)− u(α)| ∥b− a∥∞∥g −M(g)∥∞
β
α
(u), f ∈ I, g ∈ C(α, β), u(β) ≠ u(α).
HereM(g) stands for
M(g) = 1
u(β)− u(α)

gdu. (28)
Setting b = Me, a = me (m ≤ M), we obtain
|Tu(f , g)| ≤ 12|u(β)− u(α)| (M −m)∥g −M(g)∥∞
β
α
(u), f ∈ I, g ∈ C(α, β), u(β) ≠ u(α). (29)
Inequality (29) was obtained by Dragomir; see [19, Theorem 1]. 
Let V be a real unital normed algebra endowed with a partial ordering≺C :=≺ induced by a convex cone C such that
C · C ⊂ C . (30)
We also assume that for all x, y ∈ V there exist x ∨ y = sup{x, y} and x ∧ y = inf{x, y}, i.e. V is a vector lattice. Set x+ =
x ∨ 0, x− = −(x ∧ 0) and |x| = x+ + x−, where x ∈ V . It is known that 0 ≺ x+, 0 ≺ x−, 0 ≺ |x| and −|x| ≺ x ≺ |x|.
Moreover,
|x| ≺ |y| ⇐⇒ −|y| ≺ x ≺ |y|, x, y ∈ V . (31)
Hence, it follows that for any monotonic≡ positive functional V ∗ ∋ u∗ ≥ 0 we have−(|x|, u∗) ≤ (x, u∗) ≤ (|x|, u∗), or
equivalently,
|(x, u∗)| ≤ (|x|, u∗), x ∈ V , V ∗ ∋ u∗ ≥ 0. (32)
One can easily show that−|x| · |y| ≺ x · y ≺ |x| · |y|, x, y ∈ V , since (30). By (31), this is equivalent to
|x · y| ≺ |x| · |y|, x, y ∈ V . (33)
Our next assumption is as follows. Given z, v ∈ V , |z| ≺ |v| implies ∥z∥ ≤ ∥v∥, or by (31),
− v ≺ z ≺ v ⇒ ∥z∥ ≤ ∥v∥, z ∈ V , v ∈ C, (34)
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i.e. (V , ∥ · ∥,≺) is a normed lattice. If, in addition, V is a Banach space, then we say of a normed Banach lattice. Observe that,
in this situation, the convex cone C is normal with the normal constant N = 1. If V is a normed lattice, then
|||x||| = ∥x∥, x ∈ V . (35)
The above property is a consequence of (34) and the fact that |||x||| = |x|, x ∈ V .
A real normed algebra V with ≺C a vector lattice is said to be a lattice ordered algebra (or, for short, ℓ-algebra) if (30) is
satisfied. If, in addition, it is a normed lattice (i.e. (34) holds), then we call V a normed ℓ-algebra.
Let V be a unital normed ℓ-algebra. Assume that the identity element e of the algebra V is simultaneously Kakutani’s
identity of the normed lattice V , i.e.
e = sup{|x| : ∥x∥ ≤ 1}. (36)
Then |x| ≺ ∥x∥e for every x ∈ V , e ∈ C and ∥e∥ = 1. From (30),
|x| |y| ≺ ∥x∥ |y|, x, y ∈ V . (37)
For the general theory of lattices the reader is referred to Birkhoff [26].
Now, we are ready to prove the following variant of Theorem 1 in normed ℓ-algebras.
Theorem 3. Let V with ≺C be a unital normed ℓ-algebra such that (36) is satisfied. Assume that x, v ∈ V , u∗ ∈ V ∗ is positive
with (x · v, u∗) ≠ 0 and let I := [a, b]C ⊂ V be a proper vectorial interval.
If y ∈ I and a+ b ∈ span{x}, then for any z ∈ V ,
|Tu∗(x, y, z, v)| ≤ 12 |(x · v, u
∗)| ∥b− a∥(|z − λv|, u∗), (38)
where Tu∗(x, y, z, v) is defined by (14) and λ = (x · z, u∗)/(x · v, u∗).
Proof. First, by (15) and (32), for any real γ we get
|Tu∗(x, y, z, v)| = |(x · v, u∗)| |([y− γ x][z − λv], u∗)| ≤ |(x · v, u∗)|(|[y− γ x][z − λv]|, u∗). (39)
Secondly, employing (33) and (37) gives
|[y− γ x][z − λv]| ≺ |y− γ x| |z − λv| ≺ ∥y− γ x∥ |z − λv|, γ ∈ R.
Since u∗ is positive,
(|[y− γ x][z − λv]|, u∗) ≤ (|y− γ x| |z − λv|, u∗) ≤ ∥y− γ x∥(|z − λv|, u∗), γ ∈ R. (40)
Further, a+b2 = γ x for a certain scalar γ , because a + b ∈ span{x}. Hence, ∥y − γ x∥ ≤ 12∥b − a∥ if y ∈ [a, b]C , by (34) and
Lemma 1. Combining the above with (39) and (40), we get the required estimate (38). 
By virtue of (35), it is easily seen that for positive u∗ ∈ V ∗,
0 ≤ (|z − λv|, u∗) ≤ |||z − λv||| ∥u∗∥∗ = ∥z − λv∥ ∥u∗∥∗.
Therefore, Theorem 3 gives a better bound of Tu∗(x, y, z, v) for positive v∗ ∈ V ∗ than Theorem 2 does, in the case of unital
normed ℓ-algebras.
Substituting (21) into Theorem 3 gives:
Corollary 4. Under assumptions as in Theorem 3, fix a positive functional u∗ ∈ V ∗ with (e, u∗) > 0.
If f ∈ I and a+ b ∈ span{e}, then for any g ∈ V ,
|Tu∗(f , g)| ≤ 12(e, u∗)∥b− a∥
g − (g, u∗)(e, u∗) e
 , u∗ ,
where Tu∗(f , g) is defined by (22). 
The next two examples illustrate Theorem 3 and Corollary 4 in concrete ℓ-algebras.
Example 4. Set V = C(X), where C(X) is the real variant of the normed algebra with the identity e defined in Example 3. As
before, let C+ ⊂ C(X) denote the convex cone of all nonnegative functions. It is easy to verify that C(X)with≺C+ is a unital
normed ℓ-algebra with property (36).
Fix a positive Radon measure µ on X . For given x, y, z, v, f , g ∈ V with  xvdµ ≠ 0 and µ(X) > 0, functionals (14) and
(22) take the forms (24) and (25), respectively.
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Let I = [a, b]C+ ⊂ V be a proper vectorial interval with a + b ∈ span{x}. Clearly, y ∈ I if and only if a(t) ≤ y(t) ≤
b(t), t ∈ X . Theorem 3 gives
|Tµ(x, y, z, v)| ≤ 12
 xvdµ ∥b− a∥∞  |z − λv|dµ, y ∈ I, z ∈ C(X),  xvdµ ≠ 0,
where λ =  xzdµ/  xvdµ. Employing Corollary 4, we obtain
|Tµ(f , g)| ≤ 12µ(X)∥b− a∥∞

|g −M(g)|dµ, f ∈ I, g ∈ C(X), µ(X) > 0, (41)
where a(t)+ b(t) = const, t ∈ X andM(g) is defined by (12) withΩ := X .
For the particular case of compact X = [α, β] ⊂ R, let u be a nondecreasing function on [α, β]. As we know from
Example 3, functional (25) becomes Tu(f , g) defined by (27). In this situation, estimate (41) has the form
|Tu(f , g)| ≤ 12[u(β)− u(α)] ∥b− a∥∞

|g −M(g)|du, f ∈ I, g ∈ C(α, β), u(β) > u(α).
If b = Me, a = me (m ≤ M), then we get Dragomir’s result (see [19, Theorem 2]):
|Tu(f , g)| ≤ 12[u(β)− u(α)] (M −m)

|g −M(g)|du, f ∈ I, g ∈ C(α, β), u(β) > u(α).
In both of the above inequalities,M(g) is defined by (28). 
Example 5. Consider V = l∞, the unital algebra of real bounded sequences with the sup-norm and the usual multiplication
of sequences. Its identity element e is the sequence identically equal to 1 with the norm 1. The algebra becomes ℓ-algebra
if x ≺ y ≡ xi ≤ yi, i = 1, 2, . . ., where x = (xi), y = (yi) ∈ V . Clearly, condition (36) is satisfied and ≺ is induced by the
convex cone of all nonnegative sequences, which is normal with the normal constant N = 1.
By Theorem 2 and Remark 5, for x, y, x, v ∈ l∞ and u ∈ l1 with xiviui ≠ 0 we get yiziui xiviui − xiziui yiviui ≤ 12  xiviui supi |bi − ai| supi |zi − λvi| |ui|
if ai ≤ yi ≤ bi, i = 1, 2, . . ., and there exists real γ with ai + bi = γ xi, i = 1, 2, . . ., and λ = xiziui/ xiviui.
If, in addition, u is positive, then Theorem 3 gives yiziui xiviui − xiziui yiviui ≤ 12  xiviui supi |bi − ai| |zi − λvi|ui.
Applying Corollary 3 with Remark 5 and Corollary 4, respectively, leads to the following two estimates: yiziui ui −

yiui
ui

ziui
ui
 ≤ 12| ui| supi [bi − ai] supi
zi −  zjuj uj
 |ui|,
where ai ≤ yi ≤ bi, i = 1, 2, . . . , ai + bi = const and ui ≠ 0; yiziui ui −

yiui
ui

ziui
ui
 ≤ 12 ui supi [bi − ai]
zi −  zjuj uj
 ui,
where ai ≤ yi ≤ bi, i = 1, 2, . . . , ai + bi = const and u is positive with ui > 0.
Analogously, one can show continuous versions of these inequalities. 
The next result completes Theorems 1–3.
Lemma 2. Let V with≺C be a Banach normed lattice. For given x, y ∈ V , define
B = {(a, b) ∈ V × V : a+ b ∈ span{x}, a≺C b, y ∈ [a, b]C }. (42)
Then
min
γ∈R
∥y− γ x∥ = min
(a,b)∈B
b− a2
 .
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Proof. Fix x, y ∈ V . As V is a Banach space, the distance between y and the one-dimensional subspace span{x} is attained,
say, at x0 = γ0x. Hence
∥y− x0∥ = min
γ
∥y− γ x∥ ≤ ∥y−γ ∥, γ ∈ R. (43)
On the other hand, for any (a, b) ∈ B there existsγ ∈ R withγ x = a+b2 . Recall that C is a normal cone with the normal
constant N = 1. Since y ∈ [a, b]C , by Proposition 1 we get
∥y−γ x∥ = y− a+ b2
 ≤ b− a2
 , (a, b) ∈ B. (44)
Define
a0 = x0 − |y− x0| and b0 = x0 + |y− x0|.
We have a0 + b0 = 2x0 = 2γ0x ∈ span{x}, b0 − a0 = 2|y − x0|. This implies that a0≺C b0, because |y − x0| ∈ C . Clearly,
−|y−x0| ≺C y−x0≺C |y−x0|. This is equivalent to a0 = x0−|y−x0| ≺C y≺C x0+|y−x0| = b0, so y ∈ [a0, b0]C . Therefore,
(a0, b0) ∈ B. Since b0 − a0 = 2|y− x0|,
∥y− x0∥ = |||y− x0||| =
b0 − a02
 , (45)
by (35). Combining (43)–(45), we get the required conclusion. 
Niezgoda proved a variant of Lemma 2 for Lp-spaces (cf. [21, Lemma 2.3]). Now, we are able to give the following
strengthening of Theorem 1.
Corollary 5. Let V with≺C be a Banach normed lattice. For x, y ∈ V and z, v ∈ V ∗ with (x, v∗) ≠ 0,
|Tx,v∗(y, z∗)| ≤ |(x, v∗)| min
(a,b)∈B
b− a2
 ∥z∗ − λv∗∥∗,
whereB is defined by (42) and λ = (x, z∗)/(x, v∗).
Proof. It is a direct consequence of (8) and Lemma 2. 
Similar modifications of Theorems 2 and 3 can be easily given.
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