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Detailed experimental and theoretical studies of the low-temperature specific heat, magnetic
susceptibility, thermal expansion and magnetostriction of the orthorhombic compound CeNiSn are
presented. All anomalies observed in the thermodynamic and magnetic properties of CeNiSn are
explained in a framework of a model of metallic Kondo lattice with well developed spin-liquid-type
excitations. The pseudogap behavior of these excitations appears due to interplay between spin-
fermions and soft crystal-field (CF) states. The thermodynamic relations for the spin liquid are
derived. Together with the explanation of inelastic neutron scattering spectra given earlier within a
same approach these studies of the low-temperature thermodynamics and magnetic response give a
consistent description of the nature of anomalies in the low-temperature thermodynamics of perfect
and imperfect CeNiSn crystals.
PACS numbers: 75.10.Dg, 75.30.Mb, 71.70.Gm
I. INTRODUCTION
The orthorhombic compounds CeNiSn and CeRhSb are known as Kondo lattice systems with peculiar thermo-
dynamic and magnetic properties. Unusual features are observed at low temperatures T < T ∗ in the specific heat,
the thermal expansion coefficient, the magnetic susceptibility, the magnetostriction, and the NMR relaxation rate
(see [1,2] for a review of early data). The characteristic temperature T ∗ is ∼ 10K for both systems. It should be
emphasized that this temperature is much less than the Kondo temperature TK estimated by standard methods, e.g.,
extracted from the logarithmic high-temperature dependence of the electrical resistivity. In the early measurements
the electrical resistivity showed an upturn at low temperatures in the temperature region T < T ∗. This upturn was
interpreted as the indication to a non-metallic ground state of these systems, and the energy gap in the heavy electron
spectrum was claimed to be responsible for the peculiar behavior of CeNiSn and CeRhSb. These materials together
with the cubic Ce- and U-based compounds, Ce3Sb4Pt3 or U3Bi4Pt3 were classified as ”Kondo insulators” [3].
Later on it turned out that significant differences exist between the real-gap cubic semiconductors and the or-
thorhombic CeNiSn family (see [4] for a review). Most striking was the observation that the CeNiSn single crystals
of good quality show metallic character of the resistivity [5] at very low temperatures, and such behavior seems to
be incompatible with the idea of a gap or pseudogap in the electron spectrum. Comparing the metallic behavior of
electron transport with the anomalous low-temperature thermodynamics, one could suspect that the electronic spec-
trum with the pseudogap used in early phenomenological theories hardly can be responsible for all low-T peculiarities
observed in the physical properties of CeNiSn and CeRhSb. Meaningful, e.g., is the fact that the unusual temperature
dependence of the NMR relaxation rate 1/T1 ∼ T 3 which was explained by the V-shape form of the density of electron
states around the chemical potential at the bottom of the pseudogap [1] is observed exactly in the same temperature
interval where the conventional Fermi-liquid-type T 2 law is seen for the electrical resistivity [5]. At T < 1K the
relaxation rate obeys the linear-T Korringa law characteristic for fermions with constant density of states [6]. One
more striking feature of the low-energy excitations in CeNiSn is the extremely complicated (Q, ω)-dependent structure
of the inelastic magnetic scattering spectra that was observed in the same temperature region T < T ∗ [7,8]. In gross
features these unusual spectra also can be interpreted in terms of a pseudogap in the spin-excitation spectrum [9],
although this phenomenology seems to be too simplistic to explain numerous details of the highly anisotropic neutron
scattering cross section.
The theoretical approaches to the problem either implement the idea of a Kondo insulator with all its shortcomings,
or try to offer alternative mechanisms which are based on a metallic type of electron spectra and seek the explanation
of low-temperature thermodynamics and magnetic response in the unusual properties of the magnetic excitations. In
the first case the starting point of the theory is the mean-field slave-boson approximation to the Anderson lattice
[10,11]. The latest version of mean-field hybridization theory [9] refers to the actual symmetry of f-electron states
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in the orthorhombic crystal. Since this procedure implies strong coupling of spin and charge degrees of freedom, the
gap (or pseudogap) in the excitation spectrum necessarily means a semiconductor or semimetallic type of electrical
resistivity which, apparently, contradicts the experimental data mentioned above.
An alternative approach was offered in Ref. [12]. In this theory new characteristic features with an energy scale
of T ≪ TK appear in the spectrum of the spin excitations due to the interplay between the non-local (spin-liquid)
excitations characterized by the energy scale of TK and the single-site crystal field (CF) excitations with the energy
∆CF < TK . Within this model the semi-quantitative description of the low-energy specific heat and the thermal
expansion coefficient was given in Ref. [13]. The CF levels are not seen directly neither in CeNiSn, nor in CeRhSb
[1], and this result indicates that these local excitations are ”dissolved” in the continuum of low-energy excitations of
the Kondo lattice. However, the indirect estimate of the magnitude of crystal field created by the Ni ions on the Ce
site [14] confirmed the validity of the inequality ∆CF < TK .
Basing on the available experimental data related to the structure of magnetic excitations in CeNiSn, the quanti-
tative theory of interplay between heavy fermions and CF excitations in CeNiSn was offered in Ref. [15]. The theory
involves the idea of spin-liquid excitations of resonating valence bond (RVB) type which transform at low temperature
into well defined fermions with their own dispersion predetermined by dispersion of RKKY exchange in the Brillouin
zone [16]. As a result of the interplay between these excitations and soft CF states, the spectrum of spin-fermions in
the low-symmetry lattice of CeNiSn transforms in such a way that the a deep minimum appears in the spin density
of states (DOS) in the vicinity of the spinon Fermi level. Since the spin-liquid excitations are decoupled from the
charged Fermi-liquid excitations in the conduction band, the gap in the spin DOS does not imply a corresponding
gap in the electron DOS, and the system possesses metallic conductivity whereas the spin excitations are responsible
for the thermal properties. It was shown in Ref. [15] that the inelastic transitions between the spinon states in the
Brillouin zone are responsible for the complicated picture of inelastic magnetic neutron scattering. The successful at-
tempt of the quantitative description of the magnetic scattering function S(Q, h¯ω), gives us strong arguments in favor
of the existence of spin-liquid correlations in CeNiSn and related materials. Moreover, the fitting of the theoretical
spectra to the experimental S(Q, h¯ω) provided us the values of the model parameters. With these data at hand we
are able to give a quantitative description of the temperature dependence of various thermodynamical functions on
the assumption [12,13] that the spin-liquid-type excitations give the main contribution to the low-T thermodynamics.
Thus, a unified description of the low-temperature and low-energy properties of the orthorhombic CeNiSn family
becomes possible.
The main purpose of the present paper is to give a detailed experimental and theoretical picture of the low-
temperature specific heat, magnetic susceptibility, thermal expansion and magnetostriction coefficients in the CeNiSn
family. This description should be consistent with the picture of magnetic excitations, as given by the inelastic neutron
scattering experiments. Some of the experimental data for CeNiSn and CeRhSb were published in Refs. [13,17]. The
first attempts of describing the inelastic magnetic spectra, low-temperature specific heat, and thermal expansion of
these systems by using the same model [15,18] demonstrated the validity of the spin-liquid description.
II. EXPERIMENTAL
The magnetostriction of single-crystalline CeNiSn was measured in magnetic fields up to 8 T at selected temperatures
of 0.5, 1.4 and 4.3 K. The magnetostriction is defined by λ = (L(B) − L(0))/L(0), where L(0) is the length of the
specimen along a certain crystallographic direction in zero magnetic field. The magnetic field was always applied along
the orthorhombic a-axis, while λ was measured along the field direction (λa) and perpendicular to the field direction
along the b- (λb) and the c-axis (λc). The volume magnetostriction is defined by λv = λa + λb + λc for a fixed field
direction. The field was applied along the a-axis because this is the easy axis for magnetization: the low-temperature
susceptibility χa is about a factor two larger than χb and χc, and, moreover χa exhibits a pronounced maximum at
12 K.
The experiments were carried out on a Czochralski grown single-crystalline sample. The sample was shaped by
means of spark erosion into a cube with edges along the principal axes of the orthorhombic unit cell (a × b × c ≈
2 × 2 × 2mm3). The magnetostriction was measured using a sensitive parallel-plate capacitance cell machined of
oxygen free high-conductivity copper. The magnetostriction cell was fixed to the cold plate of a 3He-insert, which is
operated with an adsorption pump. The 3He-insert could be placed in a superconducting solenoid with Bmax = 8
T. The magnetostriction was measured by recording the capacitance, while slowly sweeping the field. Temperatures
were stabilized by regulating on a field- insensitive RuO2 chip-resistor which served as thermometer.
The experimental results are shown in Fig. 1a-c, while the coefficients of magnetostriction λ′i = L
−1dL/dB, obtained
by differentiating the data of Fig. 1 with respect to the field, are shown in Fig. 2a-c. At the highest temperature,
T = 4.3 K, λi (i = a, b, c) is a monotonous function of the field. The crystal expands in a− b plane and shrinks along
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c-axis when B ‖ a. The magnetostriction is anomalous in the sense that the curves λ′i(B) deviate from the standard
linear behaviour for paramagnetic systems. At lower temperatures this anomalous behaviour becomes stronger and
dLi/dB change their signs with increasing field. For instance, at T = 0.5 K, the a − b plane shrinks till ∼ 4.5 T
and the c-axis expands till ∼ 7 T. The anomalous behavior is also seen in the volume magnetostriction as a negative
contribution at low temperatures, although is not very pronounced.
The magnetostriction data are in good agreement with previous thermal expansion measurements in zero and
applied magnetic fields (B ‖ a) of 4 and 8 T, taken on the same single-crystalline specimen [13]. Strong anisotropy is
observed in the linear expansion (αi = L
−1(dLi/dT )): the dependence αc(T ) is anomalous with respect to αa,b(T ).
In magnetic field a sign reversal takes place at low temperatures (T < 3 K at 8 T ): αc(T ) becomes negative,
while αa and αb become positive. The αi(T )-curves show several anomalies, but the coefficient of volume expansion,
αv = αa+αb+αc, is monotonous. Our magnetostriction data are also in excellent agreement with the data reported
in Ref. [19] in the temperature range 0.1- 4.2 K and field range up to 20 T.
It is known that the reversible volume magnetostriction is thermodynamically equivalent to the strain dependence
of the magnetic susceptibility χ(B, T ) [20]
λ′V (B, T ) = κTB
(
∂χ(B, T )
∂ logV
)
T,B
(1)
(the magnetic susceptibility is defined as χ(B, T ) = M(B, T )/B, where M(B, T ) is the magnetization). Therefore,
one can extract from the experimental result the field and temperature dependence of the magnetic susceptibility
volume derivative (∂χ(B, T )/∂ logV )B,T . Introducing the doubly differential magnetostriction coefficient
λ′′V (B, T ) = B
−1(dλV /dB)V,T (2)
one can express the logarithmic volume derivative of the magnetic susceptibility as(
∂χ(B, T
∂ logV
)
V,T
=
λ′′V (B, T )
κT
. (3)
It is seen from Fig. 3 that the temperature and field dependence of the volume derivative of the magnetic susceptibility
deviates from the normal temperature and field independent behaviour at low temperatures and in low magnetic fields.
III. HAMILTONIAN AND THE ENERGY OF THE SPIN LIQUID
The orthorhombic compounds CeNiSn and CeRhSb are usually classified as Kondo lattices with moderately heavy
fermion (HF) properties. The basic Hamiltonian which describes the Ce-based HF systems is the Anderson lattice
Hamiltonian for the Ce3+(f1) ion hybridized with the conduction electrons. In the Kondo lattice limit when the valence
of the Ce ion is close to integer, one deals with well localized f-electrons for which the inequality V ikFΛ ≪ ǫF − EΓ
is believed to be valid (here V ikΛ is the hybridization matrix element between the f-electron localized on a site i in
a state |Λ〉 = |Γν〉 with the energy EΓ of the f-electron in a crystal field and the partial component of the Bloch
wave |kΛ〉, ν is the row of the irreducible representation Γ of the crystal point group, ǫF is the Fermi energy of
conduction electrons). This hybridization integral is taken in the Coqblin-Cornut (CC) approximation [22] which
represents the Bloch functions by their partial waves c†kΛ, and takes into account only the diagonal in Λ hybridization
matrix elements V ikΛ = 〈kΛ|V |iΛ〉. Then the hybridization effects are reduced to exchange-like interaction between
the localized f-electrons and the conduction electrons with an effective coupling constant
JΛΛ
′
i (k, k
′) = V i∗kΛV
i
k′Λ′/(ǫk − EΓ).
As was shown in [12,15], the non-CC hybridization V¯ iΛ
′
kΛ = 〈iΛ|V ′|kΛ′〉 is of crucial importance for the interplay
between the one-site crystal-field excitations and the non-local spin liquid excitations (here V ′ is the component of
the crystal field which has a symmetry lower than that diagonalizing the f-electron energy terms EΓ. Respectively,
the non-CC effective exchange constant is introduced as
J˜ΛΛ
′
i (k, k
′) = V¯ iΛ
′∗
kΛ V
i
k′Λ′/(ǫk − EΓ).
In the case of completely suppressed charge fluctuations in the f-channel the sf-exchange can be taken into account
in the second order approximation, and one comes to the effective RKKY-like Hamiltonian, where the f-electrons
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are represented only by their spin degrees of freedom described by the spin-fermion operators fiΛ. When the CF
excitations are involved, this Hamiltonian acquires the following form (detailed derivation of Hs can be found in Refs.
[15,23]):
Hs = Hf +Hh +H
(c)
RKKY +H
(nc)
RKKY . (4)
Here
Hf =
∑
i,Λ
EΓ|iΛ〉〈iΛ| (5)
describes the Ce(f1)-ions on the lattice sites.
Hh =
∑
i
[∑
ΛΛ′
BΛΛi δΛΛ′f †iΛfiΛ + B˜ΛΛ
′
i f
†
iΛfiΛ′(1 − δΛΛ′)
]
(6)
corresponds to effective covalent contribution to the one-site CF splitting due to virtual sf-transitions. Here
BΛΛi = −
∑
k
V¯ i∗kΛV
i
kΛ
ǫk − EΓ , B˜
ΛΛ′
i = −
∑
k
V¯ iΛ
′∗
kΛ V
i
kΛ
ǫk − EΓ .
The effective exchange interaction mediated by conduction electrons is given by the last two terms in the Hamiltonian
(4)
H
(c)
RKKY =
i6=i′∑
ii′
∑
ΛΛ′
IΛΛ′ii′ f †iΛfiΛ′f †i′Λ′fi′Λ , (7)
and the non-CC interaction is represented by the last term H
(nc)
RKKY which is responsible for the interplay between
the HF and CF excitations in our model,
H
(nc)
RKKY =
∑
ii′
Λ6=Λ′′∑
ΛΛ′Λ′′
[
I¯ΛΛ′Λ′′Λ′ii′ f †iΛfiΛ′f †i′Λ′fi′Λ′′ +H.c
]
. (8)
This is the lowest in V¯k term among the non-CC indirect exchange interactions which admix the excited CF states
| Λ〉 =| Eν′〉 to the ground state doublet | Λ〉 =| Gν〉.
The uniform spin-liquid state in the Heisenberg-like Hamiltonians with antiferromagnetic exchange constant is
described by the free energy expression
F = β−1
∫ β−1
0
E(β′)dβ′ − β−1S∞ (9)
where β−1 = kBT , S∞ is the magnetic entropy at T → ∞, and E is the average value of the Hamiltonian expressed
via the two-spinon correlator. In the case of the isotropic Heisenberg Hamiltonian this average energy is given by
E =
∑
ii′
Iii′
2
〈|∆ii′ |2〉 (10)
where
∆ii′ =
∑
α
f †iαfi′α (11)
is the non-local operator creating the RVB pair, α stands for the ”flavor” (e.g., spin projection in case of pure spin
states). After Fourier transformation the average energy of the uniform spin liquid acquires the form
E = I
2
∑
pq
∑
αα′
ϕp−q〈∆p∆q〉 . (12)
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Here ϕk =
∑
n exp(−ikRn) is the structure factor for the exchange interaction.
Usually, in 3D Heisenberg lattices the spin liquid state has higher energy than the AFM state [24], and the standard
mean field approach predicts magnetic order at low temperatures. However, the mechanism stabilizing the spin liquid
state in Kondo lattices was proposed in Refs. [16,25]. It was shown within the mean-field approximation that the AFM
phase can be suppressed by Kondo-type screening, provided I ∼ kBTK , and that the spin-liquid state which is not that
sensitive to Kondo scattering can be realized instead. Recently it was pointed out [26] that the influence of low-lying
relaxation modes in the spin system can transform the phase transition to the spin liquid state into a crossover. The
low-lying excitation mode (in particular, the soft CF excitations) can play a similar role in stabilization of the spin
liquid state, and the thermodynamics in this case should be described by the equation generalizing eq. (12) for the
case of CF excitations admixed to the ground Kramers state of the rare-earth ion. The dynamical correlation function
〈∆p∆q〉ω determines the frequency dependence of inelastic magnetic neutron scattering [15], so the possibility opens
for a unified description of low-temperature thermodynamics and the low-energy spin excitations.
To realize this possibility we first should derive the expression for the free energy of the Kondo lattice described by
the Hamiltonian Hs (4). This means that we should find the energy E or, eventually, to diagonalize the matrix
M = Hs − 1 · E (13)
in terms of the variables ∆.
Having in mind the low symmetry of the CeNiSn lattice, we consider the general case of the elementary cell l
containing several sublattices ξ = 1, ..., L possessing the same point symmetry group as the Ce ion which total
magnetic moment is J = 5/2. When diagonalizing 〈Hs〉 given by eq. (4) in terms of spin liquid variables, we
introduce a single anomalous correlator ∆G = 〈f †l′ξ′GflξG〉, which corresponds to the ground state doublet Λ = G.
In the course of the diagonalization procedure it turns out that this parameter determines the dispersion of both the
lower and the higher branches of the excitation spectrum which arise due to interplay between CF and HF excitations
(see Appendix A).
We introduce the Fourier transformation
f †lξΛ = N
−1/2
∑
kν
eiklΘΛν (ξ,k)f
†
kν (14)
to the basis {kν} which diagonalizes the translationally invariant matrix M (eq. 13) and the averages 〈f †l′ξ′ΛflξΛ〉
(ν = 1, ..., (2J + 1)L). The eigenvectors ΘΛν are orthonormal,∑
ν
ΘΛν (ξ,k)[Θ
Λ′
ν (ξ
′,k)]∗ = δΛΛ′δξξ′ ,∑
Λξ
ΘΛν (ξ,k)[Θ
Λ
ν′ (ξ,k)]
∗ = δνν′ . (15)
As a result, the average energy becomes the functional of the ”occupation numbers”
〈f †kνfk′ν′〉 = nkνδkk′δνν′ , (16)
and the final equation for energy per Ce ion E(T, {nk}) has the form
E(T, {nk}) = ∆
(0)
CF
NL
∑
kν
nkνΦkν({nk}) (17)
(see Appendix B). Here ∆
(0)
CF is the energy of the lowest CF excitation which is introduced for the sake of convenience
to make all matrices dimensionless), {nkν} is the set of average occupation numbers nkν which obeys the mean-field
global constraint condition
N−1
∑
kν
nkν = 1 . (18)
The occupation numbers
nkν =
[
1 + exp
{
∆
(0)
CFΦkν − µ
kBT
}]−1
(19)
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are defined in terms of form factors Φkν
Φkν =
∑
ξξ′
∑
ΛΛ′
ΘΛν (ξ,k)ZΛΛ
′
ξξ′ (k)
[
ΘΛ
′
ν (ξ
′,k)
]∗
. (20)
( µ is the chemical potential). Then the matrix Z represented by its matrix elements
ZΛΛ′ξξ′ (k) = FΛΛ
′
δξξ′ +
1
2
∑
u
eiku∆ΛΛ
′
ξξ′ (u), (21)
should be diagonalized to find the eigenvectors ΘΛν (ξ,k). Here u = l− l′. The matrix FΛΛ
′
has the form
FΛΛ
′
= δΛΛ′
EΛ + BΛΛ + ′∑
l′ξ′
IΛξξ′ (l− l′)∆(0)CF
 /∆(0)CF + BΛΛ′/∆(0)CF (22)
(IΛξξ′ (l − l′) is the dimensionless exchange integral, see Appendix A.) Finally, the variables ∆ΛΛ
′
ξξ′ (u) describing the
RVB state [cf. eq. (11)] are to be obtained self-consistently from the system of equations (69).
Thus, to calculate the thermodynamic coefficients of CeNiSn we use the following procedure.
(i) We find the eigenstates εkν of the matrix Φkν which depend on the parameters of the Hamiltonian H
s.
(ii) These eigenstates are used to calculate the imaginary part of the correlation function K(Q, ω) = 〈JQJ−Q〉ω
which determines the dynamic magnetic response of the system,
ImKαβ(Q, ω) =
∑
νν′
∑
k
nkν(1− nk−Q,ν)
〈
kν
∣∣∣Jˆ+α ∣∣∣k+Q, ν′〉〈k+Q, ν′ ∣∣∣Jˆβ∣∣∣kν〉 δ (h¯ω + Ekν − Ek+Q,ν′) (23)
and, therefore, scattering function of magnetic neutron scattering [15].
(iii) The average energy E is determined by the Fourier component of this correlation function taken at zero moment
K(0)Q =
∫
dkdωKαβ(k,Q, ω) (24)
(see eq. 12 and Appendix B). Being diagonalized in terms of the eigenstates |kν〉, this energy is given by eq. (17).
(iv) Then, using experimental results of neutron scattering and thermodynamic measurements we fit the model
parameters to describe the neutron scattering function in absolute units and the heat capacity. Since the heat
capacity, unlike the neutron scattering spectra, is sample dependent we obtained two set of parameters. The first
set describes the data for high quality samples and the second one corresponds to the sample used in dilatometric
measurements.
The uniform static susceptibility χ(T ) characterizes the thermodynamic response to an external magnetic field and
its volume dependence (magnetostriction is determined by the limiting value of K(0, 0). We calculate it from the
relation χ(T ) = M/B where B is magnetic field, and M is the magnetization of the spin liquid. Only the Zeeman
mechanism of this magnetization is taken into account in the case of weak fields (µBB less than the characteristic
coupling parameters which determine the spin-fermion spectrum).
IV. THERMODYNAMIC RELATIONS
We suppose that the low-temperature thermodynamics of CeNiSn is determined mainly by the spin-liquid excita-
tions. Since the spin liquid is an unconventional Fermi liquid, and since our treatment of the spin-liquid state inherits
some of the shortcomings of the mean-field approximation, we start the discussion of the thermodynamic relations
with a more detailed analysis of spin entropy. It is well known [27] that one should take special precautions to
eliminate the unphysical states when introducing the fermionic representation for the spin operators (e.g., the states
doubly occupied by fermions with opposite spin projections which are absent in original spin representation should be
excluded). Without such exclusion the wrong temperature behavior of entropy S(T ) will result in incorrect descrip-
tion of the specific heat and other coefficients which are connected with the specific heat by strict thermodynamical
relations.
To verify the applicability of our approach we compared the number of states in our model with that in the
usual Fermi liquid. The model situations considered in Appendix B demonstrate non-universality of the S(T ) law
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and its crucial dependence on the parameters of the Hamiltonian, and, in particular, on the character of admixing
the magnetic CF excitations to the lowest Kramers doublet in the course of forming the spin-fermion branch of
the excitation spectrum. The diagonalization procedure described above gives the equation for the average energy
which is sensitive both to the degeneracies of the bare states of the Hamiltonian Hf which are lifted by the spin-
liquid correlations, and to the temperature compared with the degeneracies lifted already in Hf (CF level splitting).
According to the calculations for the third model of Appendix B which is close enough to the real situation in CeNiSn
(see below) the average energy of the spin liquid (17) in the Kondo lattice with several sublattices and several Kramers
doublets involved can be presented in the form
E(T ) = ∆
(0)
CF
NL
1
2
κ(T )
∑
kν
nkνεkν({nk}) (25)
where ∆0CF = EE − EG, and the factor 12κ(T ) reflects the abovementioned fundamental difference between the
spin-fermion state and the conventional Fermi liquid.
This factor is essentially nonuniversal: it depends both on the degeneracy of the low-energy branches and the
lattice geometry. We simplify our consideration by adopting a single value of this parameter for a given geometry of
the lattice and given set of model Hamiltonian parameters. As is shown in Appendix B, the main quantity which
predetermines the effective value of κ at low temperatures, kbT ≪ ∆(0)CF , is the degeneracy lifted by spin liquid
correlations. According to the results of description of the neutron scattering spectra in CeNiSn [15], the ”hidden”
degeneracy of the spectrum equals 4 because (i) all Ce ions are in equivalent crystallographic positions, (ii) the mixing
interactions comparable in magnitude with ∆
(0)
CF connects only Ce ions belonging to the same bc-planes (see fig. 4)
although the CeNiSn lattice formally has four sublattices, (iii) only one excited state |E±〉 = | ± 3/2〉 interplays with
the ground state |G±〉 = a| ± 1/2〉± b|∓ 5/2〉 which is responsible for the formation of the spin-fermion branch of the
spectrum. As a result we come to the situation with two Kramers doublets and two sublattices which is treated in
details in the last example of Appendix B. Therefore we adopt the value of κ = 1/4 at kbT ≪ ∆(0)CF .
At high temperatures the admixing of higher states (the magnetic CF excitons and the branches split due to
inter-sublattice exchange) becomes essential. As a result, the estimations of the coefficients in equation (82) together
with the normalization condition (15) give the value of κ ≈ 1/2 for these temperatures. Eventually, at high enough
temperatures exceeding all energy splittings in our Kondo lattice the normal behavior S(T ) is restored, but the
apparent [28] entropy deficite at low and intermediate temperatures is an intrinsic property of the model. This
deficite is an observable effect and its existence was noticed in many measurements (see below).
The spinon contribution to the heat capacity cV (T ) per mole of Ce ion for fixed volume V was calculated using the
standard expression
cV (T ) = NA(∂E(T )/∂T )V (26)
where E(T ) is the spinon energy per magnetic ion (25) and NA is the Avogadro number. The molar spinon entropy
for fixed volume Sm and the free energy of the mole Fm(T ) are found from equations
Sm(T ) =
∫ T
0
cV (τ)
τ
dτ , (27)
Fm(T ) = NAE(T )− TSm(T ) . (28)
It is known that, in general, such thermodynamic characteristics as the magnetic susceptibility, the volume expansion
coefficient and the volume magnetostriction can be estimated from the dependence of free energy Fm(T, V,B) on the
volume V and magnetic field B. We find these dependences within a framework of the model of spinon spectrum
which was successfully used in [18] for the description of inelastic neutron scattering spectrum.
V. MODEL OF SPINON SPECTRUM
CeNiSn crystallizes in the orthorhombic lattice which belongs to the noncentrosymmetric space group Pn21a [29].
The point symmetry of the crystal field on Ce ions can be treated as nearly trigonal (D3d) with the rotation axis
parallel to the a-axis of the crystal, and the monoclinic distortion (Cs) can be considered as a small correction to
the trigonal crystal field [14]. Therefore, to describe the bare CF states Λ we use the irreducible representation of
the trigonal point group D3d. It is shown by indirect experiments [14] and confirmed by the quantitative agreement
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of the calculated and experimental inelastic neutron scattering spectra [15] that the ground state level and the first
excited level form a pair of Kramers doublets
|G±〉 = a |±1/2〉 ± b |∓5/2〉 , (29)
|E±〉 = |±3/2〉 (30)
separated by the energy interval ∆CF < 40K which is much less than the energy of the second excited CF level of Ce
∆
(2)
CF . The recently reported excitations centered around 40 meV [30], apparently should be ascribed to this second
CF state.
To calculate the average energy E(T ) one should solve the system of equations (20,21,22,69) under the constraint
(18). We are interested in the low-T thermodynamics of CeNiSn, (T < 20K). These temperatures are essentially less
than the bandwidth of the RVB band (W ≈ 150K, see [15]), so we can treat approximately the anomalous averages
∆GG as temperature independent correlators [31,32].
It was shown in [15] that the interactions which form the dispersion of the spin liquid excitations are confined
mainly within the bc plane of the CeNiSn lattice. The structure of this plane is determined by the orthorhombic 2D
elementary cells which contain two Ce ions in the sites i = lξ where ξ = 1, 2 is the sublattice index (see fig. 4). This
network is defined by the Bravais vectors B = (b, 0) and C = (0, c) and the basis vector d = (0,−b/2, c/2−O). Here
O is the orthorhombic distortion which transforms the one-ion hexagonal lattice into the two-ion orthorhombic one.
To describe the 2D spinon spectrum at low temperatures T → 0 one has to introduce the coupling constants which
describe the matrix ZΛΛ′ξξ′ (k) (21). We confine ourselves with the simplest nearest neighbours (nn) approximation and
introduce the parameters Tii′ which describe the in-sublattice
T1 = ∆(0)CF∆GG11 (nn)/2 = ∆(0)CF∆GG22 (nn)/2 (31)
and inter-sublattice
T2 = ∆(0)CF∆GG12 (nn)/2 = ∆(0)CF∆GG21 (nn)/2 (32)
coupling. These constants are responsible for the formation of the spinon spectrum which arise due to RVB correlations
within the ground state CF level Λ = G [15]. Similarly, the interplay of spinons with the lowest excited CF state
Λ = E is defined by the intra-site nondiagonal matrix element given by eq. (22)
G1 = FGE = FEG (33)
and the inter-site mixing coefficient
G2 = ∆(0)CF∆GEξξ′ (nn)/2 = ∆(0)CF∆EGξξ′ (nn)/2; ξ 6= ξ′ (34)
The condition ξ 6= ξ′ for intermixing of ground and excited doublets arises due to the orthorhombic distortion which
results in the two-sublattice structure of the plane (Fig. 4).
To introduce the renormalised CF splitting ∆˜CF one has to consider the diagonal terms of eq. (22). This contri-
bution
∆˜CF = ∆
(0)
CF
(
FEE − FGG) (35)
renormalises the bare value of CF splittng ∆
(0)
CF = EE − EG Then two terms determine the renormalization of CF
splitting ∆0CF
∆˜CF = ∆
(0)
CF + δ1 + δ2 . (36)
The first correction
δ1 = BEE − BGG, (37)
is defined by intra-site processes, and the second one is due to inter-site interaction
δ2 =
′∑
l′ξ′
{
IEξξ′(l− l′)− IGξξ′(l − l′)
}
. (38)
Details of the procedure which diagonalizes the matrix ZΛΛ′ξξ′ (k) and gives the eigenvectors ΘΛν (ξ,k) and eigenvalues
Φkν are described in [15].
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VI. SAMPLE DEPENDENCE OF THERMODYNAMIC PROPERTIES
It is known that the thermodynamic properties of CeNiSn depend on the specimen quality [33]. At the same time
the main features of inelastic magnetic scattering spectra are the same (i.e. 2.5 meV and 4 meV inelastic excitations)
for different specimens [7,8,34]. Therefore, the theory which consider the thermodynamics should explain both the
sample dependent thermodynamic properties and the sample independent neutron scattering function.
First, it is known that the more imperfect is the sample of CeNiSn, the higher is the residual resisitivity [5] and the
lesser is the mean free path of the electrons λ. The increase of λ in more perfect crystals results in the decrease of
the exchange RKKY-type interaction I(RCe-Ce) ∼ exp(−RCe-Ce/λ) [35] which determines the parameters T1 andT2. Therefore these parameters should be smaller for less perfect samples. Moreover, since the relative change of
the resisitivity is higher along the c-axis than along the b-axis, the suppression of the exchange interaction along the
c-axis should be larger. Hence, the reduction of T2 is greater than that of T1.
Second, the increase of the defect concentration results in the increase of the inter-site mixing parameter G1 due
to lowering of the lattice symmetry. The change of the inter-site mixing parameter G2 is influenced both by increase
of defect induced mixing and by reduction of inter-site exchange. Therefore, the influence of imperfections on this
parameter is not known a priori. Since it is supposed [15] that
∣∣∣IGξξ′(l− l′)∣∣∣≫ ∣∣∣IEξξ′ (l− l′)∣∣∣, the renormalisation of CF
splitting ∆˜CF −∆(0)CF is defined mainly by the exchange interaction IGξξ′(l − l′). One of the conditions of spin liquid
RVB state formation is the positive antiferromagnetic sign of these interactions. Therefore, the renormalised value of
CF ∆˜CF is lower for better samples.
The last effect which has to be considered is the change of the coefficients of the wave functions (29). This change
is connected with the renormalization of the wave functions of low-symmetry system when the exchange interaction
changes [36].
Two sets of parameters which take into account these tendencies for the high quality specimen [5] and the specimen
which was used in linear expansion and magnetostriction measurements [13,17] are presented in Table 1. The fragments
of DOS for both sets of parameters are shown in Fig. 5. The heat capacity for perfect and imperfect specimens are
presented in Fig. 6. To illustrate the relative insensibility of neutron spectra to the sample quality we calculated the
scattering function (in absolute units) for momentum transfers where 2.5 meV (Fig. 7a) and 4 meV (Fig. 7b) are
observed. It is seen that the neutron scattering spectra for both specimens coincide in gross features. The experimental
absolute values [8] of the scattering cross sections are also reproduced. More detailed description of the influence of
sample quality on the properties of CeNiSn will be presented in a forthcoming publication.
In the following analysis we use the set of parameters presented in the second column of Table 1 which correspond
to the heat capacity of the less perfect specimen used in dilatometric measurements [13,17].
VII. MAGNETIC SUSCEPTIBILITY
The standard definition
χm(T ) = − 1
B
(
∂Fm(T )
∂B
)
T,N
(39)
was used in the calculation of spinon contribution to molar magnetic susceptibility χm. Since the magnetic response
of CeNiSn is maximal for field Ba applied along a-direction [1], we consider only this easy axis component of χm and
limit ourselves by Zeeman mechanism of polaization of spin liquid described by the Hamiltonian
HˆZ = gJνBJˆaBa . (40)
Here gJ = 6/7 is the Lande factor for Ce
3+ configuration, νB is Bohr magneton and Jˆa is the a-projection of total
angular momentum operator. It is known [1] that the Sommerfeld coefficient γsp ≡ C(T )/T is practically constant
at lowest temperatures T < 1K. Therefore we use the Fermi liquid relations for spinon subsystem at T → 0. For
example, the Wilson ratio for spinon liquid can be derived in close analogy with electron Fermi liquid. expression.
The spinon wave function in the band ν with a wave vector k can be represented as a linear combination
| νk〉 =
6∑
λ=1
Lλ(ν,k)
∣∣∣∣2λ− 72
〉
, (41)
where Lλ(ν,k) are coefficients which obey the orthonormality relations. Therefore, applying the Zeeman operator
(40) to this state we calculate the factor Gsp
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Gsp =
(
6∑
λ=1
|Lλ(ν,k)|2 2λ− 7
2
)2
(42)
which appears in the Wilson ratio instead of the electron g-factor:
χm(T → 0) = 3
π2
µ2B
k2B
Gspγsp . (43)
Neglecting in the simplest approximation admixture of the state | E±〉 =| ±3/2〉 to the spinons which form the
RVB band, we find that the lowest spinon state generated by the level (29) gives
Gsp = g
2
J
(
5b2/2− a2/2)2 . (44)
Then, using the parameters from the last column of table 1, we find the value of 1.34·10−3 emu/mol for the spinon
magnetic susceptibility at T → 0. This calculated value is significantly lower than the measured one. Therefore,
one should conclude, that either magnetic susceptibility is determined not only by spinon contribution, or that the
mechanism of magnetic field influence on the spin liquid can not be reduced to simple Zeeman splitting.
To resolve this alternative, we calculated the temperature dependence of magnetic susceptibility up to T = 20K by
direct use of eq. (39). It is seen (Fig. 8) that good agreement with experiment can be obtained if one consider the
total magnetic susceptibility as a sum of spinon Zeeman part χsp(T ) and backgroung contribution χb = 6.35 · 10−3
emu/mol which is constant at T < 20K. This calculation perfectly reproduces the position of maximum and the shape
of the curve at T < 20K. Since χsp(T ) in this temperature interval is determined by the low-energy sharp features of
spinon spectrum one can conclude that the Zeeman splitting of the structured part of spinon spectrum is responsible
for observed behavior of χ(T ) . The contribution χb is, apparently, detemined by energy scales which are higher than
the CF splitting. Possible sources of this contributions will be discussed in concluding section 9.
It should be noted that the spinon response perfectly reproduces the intensities of the 2.5 meV and 4 meV peaks in
the inelastic magnetic scattering spectra of neutrons in absolute units. Both peaks are connected with the low energy
structured part of spinon spectrum. This observation gives one more evidence in favor of the assumption that the
constant contribution to static magnetic susceptibility is connected with larger energy scales.
More evidences in favor of additional contributions to magnetic response are provided by detailed study of thermal
expansion and magnetostriction presented in the next section.
VIII. TEMPERATURE AND FIELD DEPENDENCE OF LATTICE DISTORTION
A. Thermal expansion
The conventional phenomenological analysis of the thermal expansion of Kondo lattices is based on the assumption
that the characteristic temperature TK scales all thermodynamic quantities at low T , so the main contribution to the
volume dependence of these quantities may be characterized by a Gru¨neisen parameter γTK = ∂ logTK/∂ logV . We
have seen that the interplay between heavy fermions and crystal field excitations introduces an additional characteristic
energy scale ∆˜CF and a corresponding coupling constant, so this interplay rules out a possibility of being content
with a single scaling parameter. Moreover, the energy T ∗ is, apparently, not related directly to TK in the CeNiSn
family. Thus we start this section with the derivation of Gru¨neisen parameters which characterize the spin liquid in
Kondo lattices with soft CF excitations, still confining ourselves to T ≤ ∆CF ≪ TK .The volume thermal expansion
coefficient
αV =
(
∂ logV
∂T
)
P
(45)
(P is pressure) can be expressed in terms of the isothermal compressibility κT = (∂ logV/∂P )T and the isothermal
derivative of the total entropy StotV with respect to the volume V [37].
αV = κT
(
∂StotV
∂V
)
T
. (46)
Since the Cornut-Coqblin transformation decouples spin and charge degrees of freedom, the total entropy can be
expressed as a sum StotV = SspV + SelV of the spinon SspV and the conduction electrons SelV contribution. The entropy
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SelV = V γelT of conduction electrons is proportional to the Sommerfeld coefficient γel at low T, which results in a
linear-T law for the thermal expansion
αelV
T
= κTγ
el
(
1 +
∂ log γel
∂ logV
)
(47)
(see, e.g., [37]).
Due to the inequality ∆˜CF ≪ TK the spinon component of αspV /T can be decomposed into temperature dependent
and constant terms. It is convenient to express the spin entropy and its derivative (46) in molar units,
αspV = κT
(
∂Sm
∂V
)
T
. (48)
The isothermal compressibility and entropy per mole (κT [mJ/mol] and Sm[mJ/(mol ·K)]) enter this equation. Since
the spinon entropy is a function of model constants Pi = ∆˜CF , T1, T2,G1,G2, one can express its volume derivative in
terms of the corresponding Gru¨neisen parameters.
γVi =
∂ logPi
∂ logV
. (49)
Strictly speaking, the volume dependence of ∆˜CF has to be expressed in terms of magnetoelastic Hamiltonian constants
[38]. Hovever, in case of significant contribution of exchange interaction the standard magnetoelastic Hamiltonian has
to be revised [36]. Therefore, we prefer to describe the magnetoelastic coupling in terms of Gru¨neisen parameters,
which reflect the main features of magnetoelastic interaction.
As a result, the spinon contribution to the volume thermal expansion coefficient acquires the form
αspV
T
= κT
Sm
T
∑
i
γVi
(
∂ logSm
∂ logPi
)
T
. (50)
The peculiar features of αspV /T are determined by those terms which demonstrate appreciable temperature dependence
of the logarithmic derivatives ∂ logSm/∂ logPi. The logarithmic derivatives ∂ log Sm/∂ log T1,2, which can be expressed
in terms of conventional Gru¨neisen parameter γTK = ∂ logTK/∂ logV , are temperature independent in the considered
temperature range T ≪ TK . Therefore, these terms can be incorporated into a constant WV together with the
temperature independent contribution of conduction electrons
WV = κTγ
el
(
1 +
∂ log γel
∂ logV
)
+ κT
Sm
T
γVTK
(
∂ logSm
∂ logTK
)
T
. (51)
Finally we come to the following expression for the volume thermal expansion coefficient
αV
T
=WV +
κT
T
{
γ∆˜CF
(
∂Sm
∂ log ∆˜CF
)
T
+ γG1
(
∂Sm
∂ logG1
)
T
+ γG2
(
∂Sm
∂ logG2
)
T
}
. (52)
Alhough one can not distinguish between electron and spinon contribution into the constant term WV , careful
analysis of temperature dependent contributions provides important infomation about the volume dependence of
spinons-CF coupling. It is obvious that the on-site mixing strength G1 is the parameter which is less influenced by
volume change than the crystal field splitting ∆˜CF and the intersite mixing parameter G2. Therefore, one can assume
that γG1 ∼ 0 and then analyse the thermal expansion in terms of two Gruneisen parameters, i.e. γ∆˜CF and γG2 . This
means that even in the temperature range T ≤ ∆˜CF there are two mechanisms of the volume dependence of the
spinon spectrum. Therefore, one can expect that any attempt to describe the volume-dependent properties of CeNiSn
by means of a single Gru¨neisen parameter will result in the temperature dependence of the latter [19].
Our two-parameter procedure gives good agreement with experimental data [17] for the set of parameters γ∆˜CF =
−90 and γG2 = −60 (see Fig. 9). It should be noted that the signs of both Gru¨neisen parameters are reasonable, i.e.
expansion of the lattice leads to softening of ∆CF and to decrease of intersite mixing parameter G2.
To analyse the anisotropy of thermal expansion one has to introduce the axis-dependent Gru¨neisen parameters
γ
xj
∆˜CF
=
∂ log ∆˜CF
∂ log xj
; xj = a, b, c (53)
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and
γ
xj
G2
=
∂ logG1
∂ log xj
; xj = a, b, c (54)
with the obvious property
γVi =
a,b,c∑
xj
γ
xj
i ; i = ∆˜CF ,G1 . (55)
A comparison of the calculated linear expansion coefficients with experimental data [13] is presented in Fig. 10.
Since the intersite mixing parameter G2 can be attributed to the deviation of Ce sublattice symmetry from hexagonal
one, one can expect that the magnitude of intersite mixing should be proportional to orthorhombic distortion of Ce
sublattice (see, e.g., Fig. 1 in [15]). Therefore, since the lattice expansion along the c-axis is most sensitive to the
orthorhombic distortion, the inequality | γcG2 |≫| γa,bG2 | should be valid. Indeed, the best fit is obtained for γcG2 = −60
and γbG2 = γ
a
G2
= 0. The same reasoning leads to conclusion about opposite signs of the influence of expansion in the ab
plane and along the c axis on the CF parameters. Indeed, the values of fitted Gru¨neisen parameters are γa
∆˜CF
= −60,
γb
∆˜CF
= −84 and γc
∆˜CF
= 54.
B. Magnetostriction
Two-parameter Gru¨neisen analysis of thermal expansion can be used as the basis for quantitative explanation of the
magnetostriction which in our model is the quantity characterising the sensitivity of spinon-CF interplay parameters
to the volume change. Reversible volume magnetostriction is thermodynamically equivalent to the strain dependence
of the magnetic susceptibility χ(B, T ) [20]
λ′V (B, T ) = κTHχ(B, T )
(
∂ logχ(B, T )
∂ logV
)
T
. (56)
Like the thermal expansion, λ′V in low magnetic fields can be decomposed in the sum of electronic λ
′
V,el and spinon
contribution λ′V,sp
λ′V = λ
′
V,el + λ
′
V,sp . (57)
The contribution of conducton electrons is temperature independent and linear in magnetic field for kBT ≪ εF and
νBH ≪ εF .
λ′V,el = κTW
el
V B (58)
where
W elV =
(
∂χP
∂ logV
)
T
(59)
(here χp is the Pauli paramagnetic susceptibility). Therefore, to reveal peculiar features of the differential magne-
tostriction it is convenient to compare experimental and theoretical results for the doubly differential magnetostriction
coefficient
λ′′V =
λ′V
B
(60)
which does not depend on temperature and field in the conventional Fermi liquid. This quantity, is proportional
to the volume derivative of the magnetic susceptibility (provided the field and the temperature dependence of the
isothermal compressibility is neglected).
The Gru¨neisen analysis of the magnetostriction is similar to that of the linear expansion. One should take into
account only Gru¨neisen parameters for which the logarithmic derivative of the magnetic susceptibility demonstrates
sharp temperature and field dependence whereas the structureless contribution due to the standard Gru¨neisen pa-
rameter γTK can be taken into account by the renormalization of the normal Fermi-liquid contribution constant W
el
V
12
→ W˜V . However, in addition to the parameters γG2 and γ∆˜CF one should take into accout the volume dependence of
the coefficient a in the wave function | G±〉 (29)
γa =
∂ log a
∂ logV
. (61)
Then the final expression for the logarithmic derivative of the magnetic suceptibility acquires the form
∂χ
∂ logV
= W˜V +
{
γ∆˜CF
(
∂χm
∂ log ∆˜CF
)
T
+ γG2
(
∂χm
∂ logG2
)
T
+ γa
(
∂χm
∂ log a
)
T
}
(62)
where W˜V incorporates all contributions, which are temperature independent at T < 20K
W˜V =W
el
V + γTK
(
∂χm
∂ logTK
)
(63)
The logarithmic derivatives of the magnetic susceptibility are presented in Fig. 11. The fit of the temperature
dependence of the volume magnetostriction with γ∆˜CF and γg found above, W˜ = −1590 ·10−3emu/mol, and γa = 230
gives a reasonable agreement with experimental data at low magnetic fields (Fig. 12). It turns out that the last
term of eq. (62) dominates in magnetostriction because the contribution of the first two terms gives a value which is
significantly smaller than the experimental data.
Like in case of the magnetic susceptibilty,there is a large constant contribution in additon to the temperature
dependent term, which may be ascribed to the excitations with the energy scale essentially exceeding that of the
structured part of the spinon spectrum. Moreover, this background, which is present both in magnetic susceptibility
and magnetostriction, does not appear in linear expansion in zero magnetic field.
It should be mentioned that the suggested analysis is succesful only at low magnetic fields. Meanwhile, the field
dependence of the magnetostriction yields evidence in favor of a non-Zeeman influence of the magnetic field on the
spinon spectrum. The experiments in higher fields give almost temperature independent behavior of the logarithmic
derivative of the magnetic susceptibility (see Fig. 3) whereas the Zeeman term behaves similarly both in low and high
fields.
IX. CONCLUSION
The theory of spin liquid origin of the low temperature anomalies in thermodynamical and magnetic properties
of CeNiSn and related compounds offered in [12,13] is based on the assumption that the pseudogap features of
these properties should be ascribed to spin excitations rather than to a non-metallic electron spectrum. Later on, this
suspicion was confirmed by metallic-like behavior of the resistivity in samples of good enough quality [5]. Nevertheless,
the spin-liquid theory met the challenge of explaining not only the low-temperature thermodynamics but also the
fascinatingly complicated picture of inelastic neutron spectra. Explanation of the mechanism of neutron scattering
offered in [15] provided us with a set of parameters which determine the spinon spectrum. Thus we came to the
quantitative picture of a spin liquid which arises as a result of the interplay between intersite resonating valence
bonds (spinons) and one-site crystal field excitations. In the present paper the experimental data on volume-dependent
thermodynamical properties of CeNiSn are collected and the quantitative theory of spin liquid is used for interpretation
of these data.
To summarize the results of the realization of the above program, one should conclude that the hypothesis that
the nonlocal spinon pairs determine the free energy of CeNiSn in accordance with eq. (9) is confirmed by detailed
quantitative consideration. These pairs, apparently, are responsible both for the structure of low-energy excitations
which determine the spectrum of inelastic neutron scattering, and for the low-temperature thermodynamics (specific
heat, thermal expansion). As to magnetic properties (susceptibility, magnetostriction), the real situation is, appar-
ently, more complicated than the picture given by the mean-field version of spin-liquid theory. We confined ourselves
by considering the Zeeman polarization of spinon excitations. This mechanism successfully describes the temperature
dependences χ(T ) and λ′(T ) at low enough T where the spinon excitations are still well defined. It fails, however,
to give the absolute values of these quantities. Besides, the properties of CeNiSn change radically in strong enough
magnetic field, and this change is also beyond the applicability of our theory.
At this stage we can only speculate about the presence of another energy scale in the excitation spectrum of the
spin liquid. To explain the origin of this high-energy scale one should remember that the coherent branch of spinon
pairs gives only a small contribution to the low-energy part of the spectral density of spin excitations As(ε). In the
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absence of long range order the dominant contribution to As(ε) is given by the incoherent structurless continuum of
paramagnetic spin fluctuations. The closest analogy to our case is the structure of spin-fluctuation spectrum in Cu-O
planes of high-Tc materials described by the t − J model at small doping limit [39,40]. In that model the coherent
branch of Zhang-Rice spinon-holon compound particles forms the low-energy part of the spin-polaron continuum. This
branch gives a small contribution to As(ε) with characteristic energy scale J , whereas the main part of As(ε) is formed
by the incoherent structureless spin-polaron continuum scaled by the energy t ≫ J . Our crude enough mean-field
approximation for the spinon spectrum ignores the incoherent continuum. Besides, the influence of magnetic field
by no means can be reduced to simple polarization of the spin liquid. We hope that the more refined description of
spin liquid in Kondo lattices will reveal the real role of both external magnetic field and intrinsic antiferromagnetic
fluctuations in the magnetic response of these systems.
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XI. APPENDIX A
To calculate the thermal energy, one should find the thermodynamic average of the sum of Hamiltonians Hh,
HRKKY(c) and H
RKKY
(nc) ,
E(T ) = Eh(T ) + Ec(T ) + Enc(T ) (64)
where
Eh(T ) = ∆
(0)
CF
NL
∑
lξ
∑
ΛΛ′
FΛΛ
′ 〈f †lξΛflξΛ′〉, (65)
Ec(T ) = ∆
(0)
CF
NL
′∑
ll′ξξ′
∑
Λ
IΛξξ′(l − l′)〈f †lξΛfl′ξ′Λ〉〈f †l′ξ′ΛflξΛ〉 , (66)
Enc(T ) = ∆
(0)
CF
NL
′∑
ll′ξξ′
∑
ΛΛ′
(1 − δΛΛ′)〈f †lξΛfl′ξ′Λ′〉×
{
I˜ΛΛ
′
ξξ′ (l− l′)〈f †l′ξ′Λ′flξΛ′〉+
[
I˜Λ
′Λ
ξ′ξ (l
′ − l)
]∗
〈f †l′ξ′ΛflξΛ〉
}
. (67)
Here N is the number of unit cells, primes in the lattice sums mean that the diagonal terms are omitted,
IΛξξ′ (l− l′) = IΛΛlξ,l′ξ′/∆(0)CF IΛΛ
′
ξξ′ (l− l′) = I¯ΛΛ
′Λ′Λ′
lξ,l′ξ′ /∆
(0)
CF , (68)
and the matrix FΛΛ
′
is defined by the equation (22). The quantities ∆ΛΛ
′
ξξ′ (u) are described by the system of equations
∆ΛΛ
′
ξξ′ (u) = 2N
−1
∑
kν
nkνe
−iku
{
δΛΛ′I
Λ
ξξ′(u)Θ
Λ
ν (ξ
′,k)
[
ΘΛν (ξ,k)
]∗
+
(1− δΛΛ′ )
(
I˜ΛΛ
′
ξξ′ (u)Θ
Λ′
ν (ξ
′,k)
[
ΘΛ
′
ν (ξ,k)
]∗
+
[
I˜Λ
′Λ
ξ′ξ (−u)
]∗
ΘΛν (ξ
′,k)
[
ΘΛν (ξ,k)
]∗)}
, (69)
and this system together with equations (20), (21) forms the closed set of equations which should be solved self-
consistently.
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Although in the general case of low-symmetry lattices with anisotropic exchange constants IΛξξ′ (u) and I˜
ΛΛ′
ξξ′ (u), one
should introduce several variables ∆ξξ′(u), for the lattices with high enough symmetry one can confine oneself with
a single parameter ∆GG which characterises the intersite correlations within the lowest crystal field level.
For example, in Bravais lattices with P nearest neighbours in equivalent positions the set of parameters should be
introduced,
∆ΛΛ
′
=
1
z
nn∑
u
∆ΛΛ
′
(u) . (70)
However, if only the lowest crystal field states | G±〉 are responsible for the ”anomalous” intersite correlations described
by the parameter ∆GG
∆GG = IG
2
Nz
∑
kν
ϕknkν
∣∣ΘGν (k)∣∣2 , (71)
there is no need in independent nondiagonal variables ∆GΛ. All of them can be expressed via ∆GG by means of the
factors qΛ = I˜
ΛG/IΛG < 1,
∆ΛG = qΛ∆
GG. (72)
Thus, we assume that the symmetry of CeNiSn lattice is high enough to restrict ourself to a single parameter ∆GG
which characterises the intersite correlations within the lowest Kramers doublet.
XII. APPENDIX B
First, we demonstrate that the diagonalized form (17) contains the correct number of states, namely 2N levels for
the simple case of one-sublattice crystal with spins 1/2 in each site described by the Hamiltonian
Hs =
I
2
i6=i′∑
ii′
∑
νν′
f †iνfiν′f
†
i′ν′fi′ν (73)
(ν = ± are the spin projections). In this case the average energy of the spin liquid state Ec is given by the equation:
Ec = I
2
∑
ij
〈bijbji〉 = I
2z
∑
pq
∑
νν′
ϕ(p− q)npνnqν′ . (74)
Here z is the coordination number for the nn sphere. Using the mean-field definition of the parameter ∆ = 〈∆ij〉 and
the spinon energy εp,
∆ϕp =
∑
q
ϕp−q tanh
εq
2T
, εp = I∆εp , (75)
and the property of
∑
q ϕq = 0, equation (74) is reduced to
E = I
∑
p
εpnp . (76)
This means that our problem is thermodynamically equivalent to the problem of spinless fermions, so the limiting
value of the entropy for this system has the correct value of S∞ = N log 2. On the other hand, the naive mean-field
treatment of the Hamiltonian (73) results in the effective Hamiltonian
HMF = I
∑
p
εpνnpν − I
2
Nz|∆|2 (77)
which gives a wrong value of S∞ = N log 4.
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The nature of this discrepancy is well known. In the spin fermion representation for the spin 1/2, Si = f
†
iν σˆfiν′
(where σˆ is the Pauli matrix) the local constraint
∑
ν f
†
iνfiν = 1 forbids simultaneous creation of both up and down
spin fermions. Since this local constraint is changed for the global constraint N−1
∑
kν f
†
kνfkν = 1, one should find
a procedure which prevents simultaneous creation of ”particle” and ”hole” in the spinon spectrum when calculating
the thermodynamic functions to reproduce the correct temperature behavior of entropy.
More complicated is the situation with the next model example of the Bravais lattice with two CF Kramers doublets
|Gν〉, |Eν〉 and two intersite exchange coupling constants IGG and IGE . The system of equations (69) now describes
two parameters, ∆GG(u) given by eq. (16) and
∆GE(u) = IGE
2
Nz
∑
kν
ϕknkν
∣∣ΘGν (k)∣∣2 = q∆GG
(see eq. 72). Then the matrix Z (21) has the form
1
2

∆GGϕk q∆
GGϕk 0 0
q∆GGϕk 1 0 0
0 0 ∆GGϕk q∆
GGϕk
0 0 q∆GGϕk 1
 (78)
with normalization condition (15).
This case can be treated in the same way as the previous one, provided the intermixing of ground and excited states
is not too strong, i.e., when
q2
|1− 12∆GGϕk|
≪ 1 . (79)
Then the contribution Eς of the half-filled lowest spin-fermion band to the energy E is
Eς = ∆
(0)
CF
2
N−1
∑
k
∑
ν=±
nςkνε
ς
kν (80)
where
εkς =
1
2
∆GGϕk
(
1− q
2
|1− 12∆GGϕk|
)
. (81)
In this case we also have the compensation of Kramers degeneracy. It should be emphasized, however, that the second
branch of the excitations generated by the matrix Z (78) is, in fact, the usual magnetic CF exciton band modified
by the interaction with the spin liquid branch, and its contribution to the entropy can be treated in conventional
manner, at least at kBT ≪ ∆(0)CF .
These two examples demonstrate that there is no universal recipe for calculating the entropy in the systems with
strong interplay between the non-local spin-liquid excitations and the one-site CF excitations. The third instructive
example demonstrates the importance of accurate treatment of all degeneracies which could be lifted by the spin-liquid
correlations. Here we consider the two-sublattice crystal with the crystal field resulting in two equivalent Kramers
doublets for Ce ion in each sublattice. Then the exchange interactions in Hc and Hnc terms of the Hamiltonian (4)
are described by four parameters IGξξ′ and I
GE
ξξ′ , where ξξ
′ = 1, 2. Then the matrix Z acquires the form
1
2

∆GG11 ϕk ∆
GG
12 ϕ
′
k q∆
GG
11 ϕk q
′∆GG12 ϕ
′
k
∆GG12 ϕ
′
k ∆
GG
11 ϕk q
′∆GG12 ϕ
′
k q∆
GG
11 ϕk
q∆GG11 ϕk q
′∆GG12 ϕ
′
k 2 0
q′∆GG12 ϕ
′
k q∆
GG
11 ϕk 0 2

(this matrix represents one of two Kramers subspaces in the block-diagonal matrix Z = Z+ ⊗ Z−). We assume that
the in-sublattice structure factor ϕk and the in-sublattice coupling constants I11 are the same for both sublattices.
Here relation between non-diagonal and diagonal elements of in-sublattice and inter-sublattice coupling constants are
given by q = IGE11 /I
G
11 and q
′ = IGE12 /I
G
12, respectively. In general case the inter-sublattice structure factor ϕ
′
k 6= ϕk.
Under these assumptions ∆11 = ∆22 and ∆12 = ∆21, and two independent spinon parameters are determined by the
equations
16
∆GG11 =
2
Nz
∑
kν
ϕknkνI
G
11
∣∣ΘGν (1,k)∣∣2 ,
∆GG12 =
2
Nz
∑
kν
ϕ′knkνI
G
12Θ
G
ν (2,k)
[
ΘGν (1,k)
]∗
. (82)
In the case of strong intermixing (Iξξ′ ≈ 1 and q, q′ ≈ 1) all the coefficients |ΘGν (ξ,k)| are of the same order, and each
of them can be estimated as θ ≈ 1/2√2. As a result, the contribution of the lowest branches εςkν at low temperatures
kBT ≪ ∆(0)CF can be approximately represented as
Eς ≈ 1
8
∆
(0)
CFN
−1
∑
k
∑
ν=±
nςkνε
ς
kν (83)
because in this case all terms in the matrix Z related to lowest branches ς contain the factors ∆G, as was explicitely
demonstrated in the above example (see eq. 81).
Again we see that the diagonalization procedure (17) results in a non-universal form of the average energy for
spin liquid excitations in comparison with corresponding equations for the conventional Fermi liquids, at least at low
temperatures.
17
Parameters High quality S.Nolten et.al.
T1 16.15 K 14.40 K
T2 24.65 K 12.40 K
G1 1.83 K 3.00 K
G2 -6.60 K -5.41 K
∆˜CF -2.0 K 8.0 K
a 0.53 0.62
Table 1. Parameters which define the spinon spectrum in the samples of higher and lower quality
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Figure captions
Fig.1 Magnetostriction λ of single-crystalline CeNiSn for a field directed along the a-axis (bold lines) and elongation
(or contraction) along the a, b and c-axis (thin solid, dotted and dashed lines, respectively) at temperatures of 0.5 K
(a), 1.4 K (b), and 4.3 K (c).
Fig.2 Coefficient of magnetostriction λ′ of single-crystalline CeNiSn for a field directed along the a-axis. All notations
are the same as in fig. 1
Fig.3: Field and temperature dependence of the logariphmic volume derivative of magnetic susceptibility evaluated
from eq. (3) (the isothermal compressibility is κT = 1.8 ∗ 10−11 m2/N according to [21]): (a) field dependence for
T = 0.5 K (squares), T = 1.4 K (diamonds) and T = 4.3 K (triangles); (b) temperature dependence for different
magnetic fields.
Fig.4: Orthorhombic CeNiSn lattice, structure of bc-plane. Two Ce sublattices are denoted by black and grey circles,
respectively. The orthorhombic distortion O (solid arrows) transforms the simple hexagonal lattice into two-sublattice
orthorhombic one. The in-sublattice interaction T1 is denoted by solid double arrow. The inter-sublattice interaction
T2 and G2 is denoted by dashed double arrow.
Fig.5: Fragments of the density of states (DOS) of spinon spectra for high quality sample (bold line) and imperfect
sample (thin line).
Fig.6: Temperature dependence of heat capacity. Dashed line represents the spin-fermion contribution γsp, for im-
perfect sample, and solid line gives the Sommerfeld coefficient with additional contribution from conduction electrons
γcond = 8 mJ/mol K
2. The spinon part calculated for high quality sample is presented in the insert. Experimental
points for perfect sample are taken from [5] (triangles) and those for imperfect sample are taken from [17] (squares).
Fig.7: Scattering functions of inelastic magnetic neutron scattering in absolute units calculated for high quality (bold
line) and less perfect sample (thin line).
Fig.8: Calculated magnetic susceptibility (line) compared with experimental data for specimen # 4 from Ref. [5].
Fig.9: Calculated linear coefficient of volume expansion (line) compared with experimental data [17] (triangles). In-
sert: temperature dependence of logarithmic derivatives of entropy.
Fig.10: Calculated coefficients of linear expansion (lines) compared with experimental data [13] (points) along a-
(solid line, squares), b- (dashed line, triangles) and c-axis (dotted line, dimonds).
Fig.11: Components of volume derivative of magnetic susceptibility calculated from eq. (62)
Fig.12: Logarithmic derivative of magnetic susceptibilty calculated from eq. (62) (solid line) and extracted from
experiment [21] (circles) .
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