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Запропоновано метод, заснований на 
використанні штучних нейронних мереж з 
фрактальною структурою, який дозволяє 
поліпшити якість рішення задач класифі-
кації. Показано можливість використання 
методу для випадку малої повчальної вибір-
ки
Ключові слова: нейронна мережа, метод 
синтезу, класифікація
Предложен метод, основанный на исполь-
зовании искусственных нейронных сетей с 
фрактальной структурой, позволяющий 
улучшить качество решения задач класси-
фикации. Показана возможность использо-
вания метода для случая малой обучающей 
выборки
Ключевые слова: нейронная сеть, метод 
синтеза, классификация
The method based on the use of artificial 
neuron networks with a fractal structure is off-
ered. It allows to improve the quality of decision 
of the tasks of classification. A possibility of the 
use of the method for the case of a small teachi-
ng selection is shown
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Использование искусственных нейронных сетей 
(ИНС) в самых разнообразных системах управления 
находит всё более широкое применение по ряду при-
чин, одной их которых является трудность формали-
зации многих процессов, протекающих в моделируе-
мой системе.
Эффективность управления любым объектом не-
посредственно связана с адекватностью используемых 
для его описания моделей, а в случае, если в качестве 
модели используется ИНС, эффективность управления 
напрямую зависит от качества обучения сети. С матема-
тической точки зрения под обучением в общем случае 
понимается поиск такого состояния сети W  (все ве-
совые коэффициенты всех нейронов, входящих в сеть), 
при котором достигается минимум некоторой целевой 
функции ε  [1,2], зависящей от текущего состояния 
сети Wt :
ε = −( )
=
∑ Ω j t j j
j
k




где Ω : z y⇒  – отображение, реализуемое нейрон-
ной сетью; k – количество примеров в обучающей 
выборке; yj  – требуемое значение выхода для j - го 
примера; zj  – входной вектор для j  - го примера. Та-
ким образом, ошибка обучения сети ε , появляющаяся 
в некотором состоянии Wt , представлена как сумма 
квадратов ошибок для всей обучающей выборки. Если 
сеть работает безошибочно, то ε = 0 , а для обученной 
сети ε →min . Таким образом, задача обучения нейрон-
ной сети сводится к задаче поиска экстремума-мини-
мума функции ошибки (1) в пространстве состояний 
W .
Можно выделить ряд факторов, влияющих на каче-
ство получаемой в результате оптимизации функции 
(1) нейросетевой модели, из которых обратим внима-
ние на следующие:
1. Во-первых, качество обучения ИНС непосред-
ственно зависит от информативности обучающей вы-
борки данных, что достаточно очевидно и интуитивно 
понятно.
2. Во-вторых, используемые в настоящее время 
методы, обобщённые и подробно описанные в моно-
графиях [1,2], позволяют обнаружить локальный, а не 
глобальный экстремум-минимум целевой функции 
ошибки (1).
Такая ситуация обусловливает необходимость раз-
работки новых методов, которые могут обеспечить 
требуемое качество обучения и должны иметь пре-
имущества над методами существующими, а также 
удовлетворять требованиям практического исполь-
зования – времени обучения, простоте реализации, 
ограничениям по вычислительным ресурсам и т.п. Это 
– актуальная проблема, не имеющая на данный мо-
мент удовлетворительного для ряда задач решения.
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2. Цели и задачи
Ранее автором данной работы предложен [3,4] 
метод синтеза нейросетевых моделей, позволяющий 
формировать структуру нейронной сети в процессе 
итерационного вычисления самоподобной логической 
функции, определяющей принадлежность элемента 
обучающей выборки к заданному классу – метод фор-
мирования фрактальной структуры (ФФС). Основ-
ным достоинством предложенного метода является 
практическая возможность обнаружения глобального 
экстремума-минимума функции ошибки (1) для любой 
обучающей выборки. Кроме того, описанный в работах 
[3,4] метод объединяет в рамках одного итерационного 
процесса синтез как структуры сети, так и настройку 
параметров входящих в неё нейронов, что значительно 
упрощает его использование.
Несмотря на ряд преимуществ, присущих данному 
методу, остаётся вопрос о качестве получаемой моде-
ли. Например, синтезированная для решения задачи 
классификации ИНС может безошибочно разделять 
обучающую выборку, т.е. при некотором состоянии 
сети W*  значение функции (1) ε = 0 . Однако, при ис-
пользовании синтезированной сети для других дан-
ных, не входящих в обучающую выборку, можно по-
лучить неприемлемый с практической точки зрения 
результат. Например, классификация может выпол-
няться с большой погрешностью. Описанный эффект 
можно показать на простейших примерах синтеза се-
тей, решающих задачу классификации для случаев, 
показанных на рис. 1. Примеры иллюстрируют ис-
пользование ИНС при классификации образов, при-
надлежащих одному из двух классов.
На рисунке окружностями и прямоугольниками 
изображены элементы обучающей выборки, относя-
щиеся к различным классам. Входной сигнал для ней-
ронной сети рассматривается как точка на плоскости с 
координатами z x y= ( , ) , а центр каждой фигуры соот-
ветствует этой точке. Закрашенный элемент означает, 
что нейронная сеть после обучения отнесла его к иско-
мому классу. Затемнённая область на рисунке соответ-
ствует области, занимаемой элементами этого класса, 
и найдена путём полного перебора всех возможных 
точек в границах изображения и их классификации 
синтезированной нейронной сетью, структура кото-
рой также показана на соответствующем рисунке.
Анализ данных примеров позволяет выделить одну 
общую для них особенность – несмотря на правиль-
ную классификацию элементов обучающей выборки, 
области, занимаемые искомым классом и полученные 
путём полного перебора всех точек в границах види-
мого изображения, достаточно отдалённо напоминают 
фигуру, ограниченную элементами соответствующего 
класса. Даже для таких сравнительно простых слу-
чаев, которые показаны на рис. 1 а-в, очевидно очень 
грубое приближение реальной границы фигуры не-
сколькими прямыми. Очевидно, что с практической 
точки зрения, полученные нейросетевые структуры 
проблематично использовать в целях управления, т.к. 
недостаточно точная аппроксимация может приво-
дить к недопустимо большому 
количеству ошибок.
Основная причина грубой 
аппроксимации в нашем слу-
чае – недостаточно представи-
тельная обучающая выборка. 
Действительно, если гипоте-
тически представить ситуа-
цию, при которой обучающая 
выборка содержит все элемен-
ты, принадлежащие реальной 
границе между разделяемыми 
классами, то метод ФФС дал 
бы замечательный результат. 
Однако, сложность заключа-
ется в том, что реально иметь 
выборку необходимого объёма 
возможно только в случае не-
ограниченных возможностей 
в получении статистического 
материала. Но в этом случае 
можно использовать широко 
известные методы оценки па-
раметров распределений и по-
лучать незначительные ошиб-
ки при проверке гипотез. К 
сожалению, практика показы-
вает, что обучающая выборка 
представляет собой ничтож-
ную часть от общего количе-
ства элементов, которые могут 
принадлежать искомому клас-
су, а увеличение размеров об-





Рис. 1. Примеры обучающих выборок и синтезированные ИНС
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сопряжено с дополнительными затратами, которые не 
всегда оправданы или же недопустимы вовсе. Можно 
привести неисчислимое количество примеров, ког-
да получение достаточного объёма статистического 
материала вызывает объективные трудности. Напри-
мер, такая ситуация наблюдается при мелкосерийном 
производстве, при эксплуатации высоко надёжных и 
дорогостоящих технических систем, при проведении 
дорогостоящих и опасных экспериментов и т.д. В по-
добных случаях при анализе статистического матери-
ала задача оценки функции распределения становится 
проблемой, не имеющей простого, очевидного и надёж-
ного решения.
Другой, второстепенной причиной получения до-
статочно грубой оценки границы между классами 
является сама целевая функция, смысл которой есть 
минимизация количества ошибок классификации. 
Конечно, возможно усложнение целевой функции, 
включив в неё понятие «гладкости» границы, её равно 
удалённости от элементов, принадлежащих разным 
классам или же какие-то иные критерии. Однако, всё 
это эмпирические методы, чувствительные к конкрет-
ной задаче и не решающие проблему в большинстве 
случаев.
Ещё один недостаток предложенного в работах 
[3,4] метода ФФС заключается в невозможности оце-
нить вероятность принадлежности предъявляемого 
ИНС образа к одному из классов, что также снижает 
его практическую ценность.
Учитывая перечисленные недостатки, становится 
очевидной необходимость дальнейшего совершенство-
вания ранее описанного метода ФФС, что определим 
как цель настоящей работы.
3. Развитие метода
В связи с вышеизложенным, автором данной рабо-
ты предлагается другой подход, частично позволяю-
щий сгладить ранее перечисленные недостатки, суть 
которого заключается в следующем. Учитывая, что в 
методе ФФС разделяющие классы плоскости могут 
формироваться случайным образом, то для какой-
то обучающей выборки существует возможность по-
строить K  различных нейронных сетей, с помощью 
которых можно определить области пространства, 
занимаемые тем или иным классом. Очевидно, что 
полученные области будут иметь разные границы и 
пересекаться. Обозначим Gi  множество точек, кото-
рые могут быть отнесены к искомому классу при ис-
пользовании i -ой полученной нейронной сети. Также 
очевидно, что существует множество точек H , каждый 
элемент которого принадлежит всем областям, полу-









Элементы, представленные вектором входных па-
раметров z , не принадлежащие H , ( z H∉ ), могут 
относиться к заданному классу ω j  с некоторой веро-
ятностью P zj( | )ω , которую можно рассматривать как 
апостериорную вероятность. На понятии апостери-
орной вероятности базируется байесовская класси-
фикация, подробно о которой замечательно написано 
в монографии [5]. Согласно байесовскому правилу, 
апостериорная вероятность принадлежности элемен-
та выборки заданному классу (для случая m  клас-
сов) вычисляется по априорной вероятности P j( )ω  и 
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Однако, для всех ранее рассмотренных примеров 
определить условные по классу плотности с требу-
емой точностью не представляется возможным, т.е. 
данная величина нам неизвестна. Поэтому лучшее, 
что можно сделать, это вычислить апостериорную ве-
роятность принадлежности к классу предъявляемого 
ИНС образа на основе той информации, которая у 
нас имеется – каким образом его классифицировала 
каждая из K  полученных нейронных сетей. В таком 
случае, соотношение количества классификаций S  в 
пользу искомого класса (который обозначим как C ) к 
общему количеству попыток классификации K  мож-
но считать апостериорной вероятностью принадлеж-





( | ) = . (4)
Для случая двух классов можно ограничиться толь-
ко формулой (4), так как значение апостериорной веро-
ятности другого класса вычисляется элементарно. Из 
(4) следует метод улучшения качества классификации:
• получить заданное число нейронных сетей на 
основании имеющейся обучающей выборки методом 
ФФС;
• вычислив P C z( | ) , сравнить полученное значение 
с заданным пороговым значением апостериорной ве-
роятности P0  и в случае, если выполняется условие 
P C z P( | )≥ 0  принять решение о принадлежности эле-
мента z  классу C .
Таким образом, система, реализующая вычисле-
ние (4), должна быть представлена как объединение 
K  нейронных сетей, синтезированных методом ФФС 
на основе одной и той же обучающей выборки. Общая 
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Рис. 2. Структура нейронной сети, получаемая в 
результате объединения ИНС, полученных методом ФФС
Очевидно, что подобная структура может легко 
быть реализована в виде обобщающей единой нейрон-
ной сети, где вычисление P C z( | )  легко представить в 
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нейросетевом базисе – формальным нейроном, мате-
матическая модель которого представляется в виде:
ψ ϕ= + ∑f w wi i( )0 ,  (5)
где ψ - выходной сигнал нейрона, ϕi- i - й входной 
сигнал, wi  - вес i - го входа (в случае двух классов 
w Ki =1 , w P0 0= − ), f  - пороговая функция активации. 
В дальнейшем назовём полученную структуру нейрон-
ной сетью с кооперативной структурой.
4. Теория и практика
Использование теоретических результатов требует 
как минимум качественных оценок, в связи с чем рас-
смотрим возможности и преимущества предлагаемого 
метода синтеза нейронных сетей. Для этого оценим 
результаты, полученные для различных обучающих 
выборок, отличающихся степенью сложности с точки 
зрения задачи классификации, а также сделаем неко-
торые выводы об эффективности его использования. 
В дополнение к сказанному, конкретные примеры по-
зволяют лучше понять и оценить предлагаемый метод 
синтеза.
Очевидно, что качество классификации для лю-
бого образа непосредственно зависит от количества 
K  используемых в общей структуре (рис. 2) ИНС, а 
также от величины порога апостериорной вероятно-
сти, согласно которому принимается решение о при-
надлежности образа искомому классу.
В первом случае рассмотрим, как влияют указан-
ные параметры на качество определения границы об-
ласти решений для достаточно сложного случая, когда 
элементы искомого класса занимают невыпуклую об-
ласть.
Результаты синтеза и классификации показаны на 
рис. 3 (а-е).
Из рис. 3а и 3б видно, что недостатком малого 
порогового значения P0  является неоправданное 
расширение области решений до максимально воз-
можной, что не соответствует действительно за-
нимаемой искомым классом области пространства. 
Это приводит к увеличению количества ошибок при 
использовании полученной 
нейронной сети на практи-
ке.
Другая крайность – при-
нять P0 1≈  (рис. 3д и 3е), что 
приводит к неоправданному 
уменьшению области реше-
ний. В последнем случае во-
обще к области, занимаемой 
элементами искомого класса, 
относятся только эпизоди-
ческие участки и элементы, 
включённые в обучающую 
выборку.
Данный пример, а так-
же многочисленные другие 
примеры, не приведенные 
в данной работе, позволяют 
утверждать, что при больших 
значениях K  приемлемым 
можно считать значение P0  в 
диапазоне от 0.5 до 0.8, что за-
висит от конкретной задачи и 
определяется практическими 
соображениями. Для данного 
диапазона значений P0  доста-
точно точно находится внеш-
няя граница области, зани-
маемой элементами искомого 
класса.
На качество аппроксима-
ции границы области реше-
ний значительное влияние 
оказывает количество ней-
ронных сетей K , объединя-
емых в единую структуру.
Очевидно, что значение K  
влияет на точность класси-
фикации, что хорошо видно 
на рис. 4,(а-г) для примера об-
учающей выборки, показан-




Рис. 3. Результаты синтеза и использования сети для K =100  при различных значениях 
P0 : а)P0 0 05= . ; б)P0 0 1= . ; в)P0 0 2= . ; г)P0 0 5= . ; д)P0 0 9= . ; е)P0 1=
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Необходимо отметить, что предложенный метод 
синтеза ИНС позволяет получать нейросетевые струк-
туры, успешно работающие с выборками малого объ-
ёма, что для статистического анализа является суще-
ственной проблемой [6].
Пример такой малой обучающей выборки и резуль-
тат использования предлагаемого метода показан на 
рис. 5.
Обратим внимание, что вся об-
учающая выборка состоит только из 
девятнадцати элементов, из которых 
только девять относятся к искомому 
классу. Тем не менее, полученные 
результаты позволяют утверждать, 
что синтезированная ИНС для дан-
ного случая достаточно успешно 
определила область пространства, 
занимаемую искомым классом. По 
крайней мере, тенденция к разме-
щению элементов искомого класса 
определена верно.
5. Выводы
На основании изложенного в ра-
боте материала можно утверждать, 
что для описанного класса задач: 
1. Рассмотрены особенности 
применения ИНС, синтезированные 
методом формирования фракталь-
ной структуры [3,4] для примеров 
различной сложности. Анализ рас-
смотренных примеров показал что, 
несмотря на ряд преимуществ дан-
ного метода, его существенным недостатком остаётся 
грубая аппроксимация границы области простран-
ства, занимаемой элементами искомого класса, что мо-
жет приводить к недопустимо большому количеству 
ошибок при использовании полученных моделей на 
практике.
2. Предложен метод, основанный на объединении 
отдельных нейронных сетей в единую структуру, по-
зволяющий значительно улучшить 
достоверность классификации. 
3. Исследования нейронных се-
тей, синтезированных предложен-
ным методом, показали возмож-
ность его успешного использования 
для обучающей выборки малого раз-
мера. 
4. Определен диапазон значений 
P0 , при котором достигается прием-
лемое качество классификации для 
самых разнообразных случаев. 
5. Рассмотренный подход к синте-
зу ИНС отличается простотой реали-
зации и высокой скоростью работы.
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У статті розглядається метод синте-
зу багатозв’язних регуляторів, заснованих 
на VARMAX-моделі, для керування техно-
логічним процесом вирощування органічних 
монокристалів. Приведено використаний 
алгоритм структурної і параметричної 
ідентифікації VARMAX-моделі, що відпові-
дає даному процесу
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зація, віджиг, оптимальне керування, син-
тез регулятора, VARMAX-модель
В статье рассматривается метод синте-
за многосвязных регуляторов, основанных на 
VARMAX-модели, для управления технологи-
ческим процессом выращивания органических 
монокристаллов. Приведен использованный 
алгоритм структурной и параметрической 
идентификации VARMAX-модели, соответ-
ствующей данному процессу
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сталл, метод Бриджмена-Стокбаргера, 
кристаллизация, отжиг, оптимальное 
управление, синтез регулятора, VARMAX-
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In this article the multivariate controllers 
synthesis method founded on VARMAX-mod-
els for governing of organic monocrystals gro-
wing technological process is considered. The 
structural and parametrical used algorithm of 
VARMAX-models identification is represented
Key words: organic monocrystal, Bridgman-
Stockbarger method, crystallization, anneal, 
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1. Введение
Органические монокристаллы (ОМК) — это систе-
мы, обладающие наилучшими характеристиками для 
задач спектрометрии короткопробежных заряженных 
частиц и быстрых нейтронов. Наиболее широкое рас-
пространение получили кристаллы стильбена и пара-
терфенила. Последний является наиболее эффектив-
ным органическим сцинтиллятором с наилучшими 
механическими характеристиками [8].
Технология получения органических монокри-
сталлов состоит из следующих основных стадий: 
