Abstract-This correspondence investigates the gain in statistical performance/complexity of the adaptive estimation of the eigenvalue decomposition (EVD) of covariance matrices when the centrosymmetric (CS) structure of such matrices is utilized. After deriving the asymptotic distribution of the EVD estimators, it is shown, in particular, that the closed-form expressions for the asymptotic covariance of batch and adaptive EVD estimators are very similar, provided that the number of samples is replaced by the inverse of the step size.
V. CONCLUSION
In this correspondence, a blind adaptive (BA) FRESH filter for the extraction of a desired signal from spectrally overlapped interference has been proposed. It has been shown that this BA-FRESH filter converges to the same optimum value as the LMS-FRESH filter. Furthermore, the rates of convergence of the two filters are of the same order O( 1 N ). Simulation results show that after a reasonable length of samples, the performance of the BA-FRESH filter is very close to that of the LMS-FRESH filter. The main advantage of the BA-FRESH filter is that it does not require knowledge of the statistics of the desired signal, nor does it require a copy of the signal. It only needs knowledge of the cyclostationary properties of the signals. This advantage makes the use of the BA-FRESH filter an attractive alternative.
I. INTRODUCTION
Signal processing applications often lead to structured matrix problems. Algorithms that take this structure into account usually require fewer computations and have better numerical properties [1] . An important matrix structure is the centro-symmetric structure of covariance matrices of stationary signals, for which the symmetric Toeplitz structure is a particular case. This structure is instrumental in the realm of EVD problems. It is well known [2] that an orthonormal eigenbasis of a symmetric CS matrix can be obtained from orthonormal eigenbases of two half-sized symmetric real matrices [2] . This property has already been used in [3] and [4] for, respectively, a parameterized adaptive eigenspace algorithm and an adaptive eigenfilter bank. However, no asymptotic performance analysis has yet been done. The purpose of this correspondence is to specify the gain in statistical performance/complexity of the adaptive EVD when the CS structure of covariance matrices is used. For that, we choose, as an example, the stochastic gradient ascent algorithm (SGA), and we exhibit the asymptotic distribution of its EVD estimator.
This correspondence is organized as follows. In Section II, we recall the property that an orthonormal eigenbasis of a CS matrix can be obtained from orthonormal eigenbases of half-sized symmetric matrices. In Section III, we study the asymptotic distribution of an adaptive estimator of EVD of CS covariance matrices. In particular, a theorem gives a closed-form expression of the covariance of the limiting distribution of such an estimated EVD. Finally, in Section IV, we present some simulations.
II. EIGENVALUE DECOMPOSITION STRUCTURE
We consider an n 2 n CS covariance matrix R x = E(xx T ) of a Gaussian distributed, zero mean, real random vector x, and we denote by 1 > 1 1 1 > n the distinct eigenvalues of R x and by v 1 ; . . . ; v n the corresponding normalized eigenvectors. The EVD estimators that we propose stem from the property that an orthonormal eigenbasis of R x can be obtained from orthonormal eigenbases of half-sized symmetric matrices [2] . This property is recalled here for convenience of the reader and in order to fix notations. Rx can be reduced to a block diagonal form by a data independent orthogonal transformation Manuscript recevied October 6, 1997; revised August 11, 1998 . The associate editor coordinating the review of this paper and approving it for publication was Dr. Yingbo Hua.
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with, respectively, for n even and n odd K = 1 p 2 [9] . Its convergence is studied in [7] and, as was shown in [9] , it achieves a good convergence speed/misadjustment tradeoff among a family of numerically simple algorithms. for s = 0; + and k = 1; .. .;n s (n 0 def = bn=2c and n + def = dn=2e).
u 0 k;t [resp. u + k;t ] is associated with the bn=2c skew-symmetric
The parameters s k ( s 1 = 1 and s k > 0; k = 1; .. .;n s ) afford a better tradeoff between the convergence speed and misadjustment [9] , and is the step size. As the computational cost of the SGA algorithm is O(n 2 ) flops by iteration, the number of operations of our split procedure is roughly halved. 
with D u ; = 2Diag s 1 u s 1 ; ...; s n u s n ; s = 0; +: (3.9) D u are n s 2 n s block matrices, the block (D u ) i;j of which is given in [9] by (3.10) , shown at the bottom of the page.
Covariance of the field: The field of the algorithm (3.5) and (3.6) can be globally written in the form 
(3.14)
We prove in the Appendix that We note that the asymptotic MSE of the estimated eigenvectors are reduced when the CS structure is taken into account [9, rel. (3.62) ]. The number of terms in the summations (3.25) are roughly halved, and the difference between two successive eigenvalues s k is generally larger than between successive eigenvalues k . In particular, if successive eigenvalues k interlace (i.e., 2k = 0 k and 2k+1 = + k ), the asymptotic MSE can be considerably reduced. Necessary conditions for this interlaced distribution are given in [2] for the general CS structure and in [6] for the Toeplitz structure. As far as the asymptotic distribution is concerned, similar results could be derived from other gradient-like algorithms such as the generalized Hebbian algorithm, the weighted subspace algorithm, and the optimal fitting analyzer. It would be sufficient to use the asymptotic distributions of their unstructured eigenvectors estimators given in [9] . 
C. Comparison Between Batch and Adaptive EVD Estimators
It is easy to show that the ML batch EVD estimator and the SGA adaptive estimator have very similar asymptotic distributions.
With i = 1; i = 1; . . . ; n, these distributions are equivalent 2 if we substitute 2 t (t is the sample number) by and the differences
It is worth noticing that the ML batch estimators and the SGA adaptive estimators derive from the same cost functions, which is undoubtedly the reason for such similar asymptotic properties. On the one hand, U s k def = (u s 1 ; . . . ; u s n ) derives from the successive constrained minimizations of Tr(U s k R s t U s k ); k = 1; . . . ; n s with respect to u s k under the constraint that U s k U s k = I k in ML batch estimation. On the other hand, U s n derives from the minimization of Tr(U s n R s t U s n ) from a projected gradient-like procedure in SGA instantaneous adaptive estimation. The projection on the constraint U s n U s n = I n is realized thanks to an expansion of a Gram-Schmidt orthogonalization [9] . 2 The proof is omitted for want of space.
IV. SIMULATIONS
We consider throughout this section independent observations This experiment presents the case of SGA adaptive estimation Fig. 1 shows the learning curves (averaged over 100 independent runs) of the eigenvalue MSE and eigenvector MSE when the CS structure is taken into account or not, with the common step size = 0:01. These MSE's tend to values in excellent agreement with the theoretical values predicted by (3.24) and (3.25). We observe a reduction of the eigenvector MSE of 7 db when the CS structure is taken into account. Furthermore, in this latter case, the convergence speed is improved as well. Fig. 2 shows the theoretical asymptotic and the estimated eigenvalue and eigenvector MSE's as a function of . Our present asymptotic analysis is seen to be valid over a large range of ( < 0:03), and the domain of "stability" is < 0:07, for which we observe good agreement between the theoretical and estimated MSE's.
V. CONCLUSION
In this correspondence, we have shown that when the CS structure of covariance matrices is taken into account, the EVD estimation can be split into two independent EVD estimations. As a result, we have proved, taking the SGA algorithm as an example, that the asymptotic MSE is reduced, and the complexity of the EVD is roughly halved. Finally, numerical simulations confirm the accuracy of our asymptotic analysis and show that for the SGA adaptive estimation, the convergence speed is improved, yielding a better tradeoff between convergence speed and misadjustment. Consider the change of basis stated in [9] , which we recall for convenience. Let U s be the (n s ) 2 ), where the last equality uses (3.15).
