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Resumen
Esta tesis doctoral tuvo como objetivo la construccio´n de un modelo
efectivo para la descripcio´n del grafeno y el estudio de sus posibles apli-
caciones a diversos problemas de intere´s relacionados con este nuevo ma-
terial.
El modelo aquı´ estudiado es inferido a partir de un Hamiltoniano no
relativista para partı´culas confinadas a un plano, el cual es modificado
mediante una deformacio´n no abeliana del a´lgebra de Heisenberg de sus
variables dina´micas.
La idea de un espacio tiempo no-conmutativo no es moderna, en efec-
to, probablemente el primer ejemplo de este planteamiento haya sido dis-
cutido por L. D. Landau en 1930. Sin embargo con el advenimiento de
teorı´a de cuerdas ha resurgido un creciente intere´s por estos espacios y
desde entonces, las teorı´as de campos no-conmutativas han sido objeto
de estudio en varios campos tanto en Matema´tica, Fı´sica Teo´rica como en
Fenomenologı´a.
En este contexto, las ideas referidas a espacios no conmutativos han
estimulado la construccio´n de nuevos modelos en Meca´nica Cua´ntica. Es-
tos espacios tambie´n resultan de intere´s para la Materia Condensada. En
efecto, es posible describir el problema de los niveles de Landau en te´rmi-
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nos de un espacio no-conmutativo bidimensional. En los u´ltimos an˜os han
surgido modelos basados en una deformacio´n no abeliana del a´lgebra de
Heisenberg, que puede ser realizada a trave´s de un shift que relacione las
variables dina´micas con el spin. Cabe destacar, no obstante, que no se ha
tratado de estudiar los efectos sobre nuestro modelo de pequen˜as pertur-
baciones debidas a la no conmutatividad en el espacio de fase.
La modificacio´n del a´lgebra de Heisenberg considerada en esta tesis,
que pone en juego al pseudo-spin (grado de libertad que distingue a las
dos subredes triangulares que conforman el cristal hexagonal del grafe-
no) conduce a un Hamiltoniano que, adema´s de los te´rminos lineales que
se emplean usualmente para la descripcio´n de sus fluctuaciones en las in-
mediaciones de los puntos de Dirac de su relacio´n de dispersio´n, agrega
te´rminos cuadra´ticos que simulan la contribucio´n de sitios segundos veci-
nos en el modelo de ligadura fuerte. Este hecho distingue nuestro modelo
efectivo del modelo pseudo-relativista de uso comu´n en los estudios sobre
este material.
Uno de los aspectos ma´s interesantes del grafeno es que sus excita-
ciones de bajas energı´as pueden ser descritas como estados quirales no
masivos de una teorı´a fermio´nica pseudo-relativista, dando ası´ lugar a una
relacio´n de dispersio´n lineal en el cuasi-momento, va´lida a bajas energı´as,
donde la velocidad de la luz es reemplazada por la velocidad de Fermi,
vF ≈ 10−3c. De ese modo, el Lagrangiano que describe esas excitaciones
en presencia de un campo magne´tico uniforme y perpendicular al plano
del grafeno es similar al de la QED para fermiones sin masa. Una carac-
terı´stica distintiva de este material es que presenta un Efecto Hall Cua´ntico
Entero Ano´malo, mostrando valores semienteros del factor de llenado. En el
marco de nuestro modelo, este efecto sera´ explicado como consecuencia
de los te´rminos cuadra´ticos, antes mencionados, que incluye nuestro Ha-
miltoniano efectivo.
En resumen, en esta tesis se estudia el Hamiltoniano asociado al movi-
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miento de una partı´cula no relativista de “masa” m y carga e que se mueve
sobre un plano, mı´nimamente acoplada a un campo electromagne´tico ex-
terno y al equivalente de un campo magne´tico no abeliano uniforme en el es-
pacio de pseudo-espı´n, implementado mediante variables dina´micas que
satisfacen una deformacio´n no abeliana del a´lgebra de Heisenberg.
A continuacio´n se detallan los contenidos de los capı´tulos que compo-
nen esta tesis:
Introduccio´n
En este capı´tulo se desarrollan los antecedentes en el tema y se es-
tablece el objetivo de la presente tesis.
Capı´tulo 1
Este capı´tulo contiene el punto central de esta tesis, en e´l se estu-
dia al modelo efectivo en presencia de un campo campo magne´tico
uniformemente constante y perpendicular al plano sobre el que se
mueve la partı´cula. En este contexto se resuelve el problema de au-
tovalores hallando el espectro del Hamiltoniano, y se calcula la Con-
ductividad Hall utilizando herramientas provistas por la Geometrı´a
Espectral y la Teorı´a Cua´ntica de Campos. Para ello se ha emplean-
do la funcio´n ζ(s) asociada al operador cuyo determinante define la
funcio´n de particio´n del sistema. Tambie´n se ha considerado el efec-
to sobre el espectro del Hamiltoniano de perturbaciones debidas a
te´rminos que dan cuenta de la anisotropı´a de la red o de la presencia
de campos ele´ctricos adicionales.
Capı´tulo 2
En este capı´tulo se estudia el comportamiento del modelo efectivo
sometido a condiciones externas, correspondientes a la introduccio´n
de un flujo singular o su limitacio´n a una regio´n con borde.
En primer lugar se estudia al modelo sometido a un campo magne´tico
uniformemente constante y un flujo singular de Bohm-Aharonov en
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el origen, ambos perpendiculares al plano sobre el que se mueve la
partı´cula. La motivacio´n de este problema esta´ basada en la posibili-
dad de modelar, de esa manera, la presencia de defectos topolo´gicos
en la red de grafeno, debido a la sustitucio´n de un hexa´gono en la red
cristalina por un penta´gono, tal sustitucio´n modifica las propiedades
globales de la red.
Por ultimo, dado que el modelo lineal de grafeno en el plano infini-
to no muestra un gap de energı´as, existen numerosos estudios que
consideran la posibilidad de abrir y controlar un gap al considerar
muestras de taman˜o finito. Dado que nuestro modelo efectivo en to-
do el plano y en presencia de un campo magne´tico perpendicular al
mismo muestra un gap de taman˜o proporcional al campo externo,
tambie´n hemos considerado el comportamiento de nuestro sistema
confinado a un disco de radioR, analizando condiciones de contorno
que excluyen la existencia de modos cero.
Conclusiones
Como su nombre lo indica, este capı´tulo contiene las conclusiones de
la tesis.
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Introduccio´n
La idea de un espacio tiempo no-conmutativo no es moderna [1], en
efecto, probablemente el primer ejemplo de este planteamiento haya sido
discutido por L. D. Landau en 1930 [2]. Sin embargo con el advenimiento
de teorı´a de cuerdas ha resurgido un creciente intere´s por estos espacios [3]
y desde entonces, las teorı´as de campos no-conmutativas han sido objeto
de estudio en varios campos tanto en Matema´tica [4,5], Fı´sica Teo´rica [6,7]
como en Fenomenologı´a [8].
La ruptura de la conmutatividad de los operadores de posicio´n y su
correspondiente representacio´n del a´lgebra no-conmutativa de las coor-
denadas espacio-temporales han sido estudiadas en [9]. Por otro lado,
la no-conmutatividad en el a´lgebra de momentos puede relacionarse con
la cuantizacio´n de estructuras Poissonianas deformadas, desarrolladas en
[10], y consideradas como una clase de cuantizacio´n magne´tica [11, 12].
En este contexto, las ideas referidas a espacios no conmutativos han es-
timulado la construccio´n de nuevos modelos en Meca´nica Cua´ntica [13],
abriendo una nueva ruta para explorar, por ejemplo en superconductivi-
dad. Asimismo, un Hamiltoniano no masivo tipo Dirac en un espacio no-
conmutativo generalizado y su relacio´n con el grafeno ha sido considerado
2en [14].
Recientemente han surgido modelos basados en una deformacio´n no
esta´ndar del a´lgebra de Heisenberg, que puede ser realizada a trave´s de
un shift que relacione las variables dina´micas con el spin, tal y como puede
verse en [15, 16].
En esta tesis consideraremos una deformacio´n no esta´ndar, como la
anteriormente mencionada, para la construccio´n de un modelo efectivo
para la descripcio´n del grafeno.
Las u´ltimas de´cadas han mostrado un ra´pido desarrollo de nuevas
ideas surgidas en algunas a´reas de la Fı´sica que han tenido fundamen-
tal importancia en el desarrollo de otras, produciendo ası´ una suerte de
retroalimentacio´n entre los avances logrados en ellas. Un tı´pico ejemplo
de nuevo conocimiento logrado en la macrofı´sica con impacto en la mi-
crofı´sica ha sido la idea de ruptura esponta´nea de la simetrı´a, surgido
primeramente en la teorı´a de Landau para las transiciones de fase de se-
gundo orden [17] y devenido en uno de los ma´s importantes conceptos
tanto en Materia Condensada [18], como en la Fı´sica Fundamental [19,20].
Inversamente, la ideas surgidas del grupo de renormalizacio´n, primera-
mente desarrolladas en el estudio del problema de las divergencias ultra-
violetas en la Electrodina´mica Cua´ntica, han sido de crucial importancia
para resolver problemas de la Fı´sica de la Materia Condensada como ser el
problema de Kondo [21–25]. Por su parte, el uso del efecto Mo¨ssbauer para
corroborar la teorı´a de la relatividad general [26] nos provee un increı´ble
ejemplo de la relacio´n entre la Fı´sica de Materia Condensada, Fı´sica Nu-
clear y Gravedad. Otro ejemplo donde la Materia Condensada, la Teorı´a
Cua´ntica de Campos y la Cosmologı´a confluyen es la superfluidez del He-
lio 3, 3He, [27].
La reciente “construccio´n experimental” del grafeno abrio´ una nueva
conexio´n entre la Teorı´a Cua´ntica de Campos y Materia Condensada [28–
332]. Esta conexio´n se establece ya que las excitaciones a bajas energı´as del
grafeno pueden ser representadas como fermiones de Dirac no masivos en
el plano, y ser descritos por medio de una teorı´a pseudo-relativista.
El Carbono es un elemento fundamental en la naturaleza y es la piedra
angular sobre la cual se erige la Quı´mica Orga´nica, puesto que presenta
gran afinidad para formar enlaces quı´micos con otros a´tomos, incluyendo
a´tomos del mismo elemento. Los sistemas basados en Carbono muestran
peculiares propiedades fı´sicas debidas a la flexibilidad que presentan sus
enlaces y que dependen de la dimensionalidad de esas estructuras.
Entre los sistemas formados u´nicamente por a´tomos de Carbono el gra-
feno, alo´tropo bidimensional del Carbono, juega un importante rol puesto
que es la base para el entendimiento de las propiedades electro´nicas de los
otros alo´tropos.
El grafeno es un material de un a´tomo de espesor constituido por a´to-
mos de Carbono dispuestos sobre los ve´rtices de una red hexagonal (ver
Figura 0.1), formando ası´ una red (hexagonal) tipo “panal de abeja”. Un
modo alternativo de entender esta red es interpretarla como un compuesto
de anillos de Benceno al que se le han removido los a´tomos de Hidro´geno
[33], de esta manera la cuarta valencia ahora es sustituida por otro ani-
llo bence´nico. Los Fulerenos (C60) [34], una de las formas ma´s estables del
Carbono, son mole´culas donde los a´tomos de Carbono esta´n dispuestos
esfe´ricamente de modo que, desde el punto de vista macrosco´pico, pueden
entenderse como objetos de dimensio´n cero con estados discretos de e-
nergı´a. Este alo´tropo ha sido objeto de estudio durante la de´cada de los
90 y puede ser obtenido a partir del grafeno con tan solo introducir un
penta´gono en la red hexagonal, creando ası´ un defecto de curvatura posi-
tivo. Adema´s, podemos obtener Nanotubos de Carbono [35,36] enrollando
al grafeno a lo largo de una dada direccio´n y reconectando los enlaces del
Carbono, por tal motivo podemos pensar a los nanotubos de Carbono co-
mo objetos unidimensionales. Por otro lado el Grafito, es el alo´tropo ma´s
4conocido del Carbono a partir de la invencio´n del la´piz en 1564, es un obje-
to tridimensional que se obtiene como resultado del apilamiento de la´mi-
nas de grafeno acopladas de´bilmente entre sı´ por fuerzas de van de Walls.
Por lo anteriormente dicho, concluimos que el grafeno puede entenderse
como la base para la construccio´n de los distintos alo´tropos.
Figura 0.1: Los distintos alo´tropos del Carbono que pueden obtenerse a partir de una capa
de grafeno [48].
Si bien la estructura de bandas del grafeno ya habı´a sido estudiada en
1946 por P. R. Wallace, [37] lo cual le sirvio´ como punto de partida para
estudiar al grafito (material que cobro´ gran relevancia en la era post- II
guerra mundial debido a sus aplicaciones para reactores nucleares), este
material fue descrito teo´ricamente por primera vez en 1984 por Gordon
Semenoff [38]. Sin embargo, y hasta ese entonces, se suponı´a que este ma-
terial no existı´a en estado libre, estas suposiciones estaban fundamentadas
en los argumentos dados por L. Landau y R. Peierls [39, 40] basados en
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no debieran existir cristales bidimensionales en la naturaleza. Por otra
parte se creı´a que, de poder sintetizarse, este material serı´a termodina´mi-
camente inestable con respecto a la formacio´n de estructuras curvas tales
como los fulerenos o los nanotubos. Por todo lo anteriormente dicho se
consideraba al grafeno mas bien como un material “de intere´s acade´mico”.
Fue recie´n 20 an˜os despue´s de su descripcio´n teo´rica que fue sintetizado
por Novoselov y su grupo utilizando al Dio´xido de Silicio (SiO2) como
sustrato, utilizando una te´cnica conocida como exfoliacio´n micromeca´nica.
Ba´sicamente esta te´cnica consistio´ en usar una cinta adhesiva para quitar
una capa ato´mica del grafito y luego presionarla sobre el sustrato, de man-
era que al retirar la cinta se obtuvieron pequen˜as islas de grafeno sobre el
sustrato. La clave de este experimento fue utilizar como sustrato al SiO2
puesto que, siendo un compuesto amorfo, no interfiere en la visualizacio´n
de la estructura cristalina del grafeno, permitiendo la observacio´n de su-
tiles defectos (creados por el grafeno sobre la superficie del sustrato) me-
diante el empleo de un microscopio o´ptico, [28, 47].
La flexibidad estructural del grafeno, producto de sus propiedades e-
lectro´nicas, son el resultado de una hibridacio´n sp2 entre un orbital s y dos
orbitales p, a partir de los orbitales 2s; 2px y 2py del Carbono, formando una
red trigonal plana con un enlace σ entre a´tomos de carbono separados por
una distancia de 1.42 A˚. Este enlace es el responsable de la robustez de la
red en todos los alo´tropos y, debido al principio de exclusio´n de Pauli, esta
banda esta´ llena, dando ası´ lugar a una ancha banda de valencia. Quere-
mos destacar que, debido a la rigidez brindada por este enlace σ, es difı´cil
que otro a´tomo pueda reemplazar a un a´tomo de Carbono en la red he-
xagonal. Esta es una de las principales razones por las cuales el camino
libre medio del electro´n en el grafeno es del orden de 1 µm, siendo un va-
lor relativamente grande comparado con otros metales. Por otro lado, el
tercer orbital, 2pz, del a´tomo de Carbono, orientado perpendicularmente
al plano del grafeno, forma la banda pi a trave´s de enlaces covalentes con
los a´tomos vecinos. Dado que este orbital contribuye con so´lo un electro´n,
6la banda pi esta´ a medio llenar en el grafeno neutro. Las propiedades elec-
tro´nicas del grafeno alrededor de la energı´a de Fermi pueden ser descritas
por el modelo de tight-binding con un so´lo orbital por a´tomo, conocido
tambie´n como la aproximacio´n del electro´n pi puesto que la mezcla entre
estados pertenecientes a las bandas pi y σ es insignificante.
Uno de los aspectos ma´s interesantes del grafeno es que sus excita-
ciones a bajas energı´as pueden ser descriptas como estados quirales no
masivos de una teorı´a fermio´nica pseudo-relativista, dando ası´ lugar a una
relacio´n de dispersio´n lineal, va´lida a bajas energı´as, donde la velocidad
de la luz es reemplazada por la velocidad de Fermi, vF ≈ 10−3c. De ese modo,
el Lagrangiano que describe esas excitaciones en presencia de un campo
magne´tico uniforme y perpendicular al plano del grafeno es similar al de
la QED para fermiones sin masa y es, en este caso, donde aparece el Efecto
Hall Cua´ntico Entero Ano´malo que ocurre a valores semienteros del factor
de llenado [41,42]. El Efecto Hall Cua´ntico Entero Ano´malo ha sido obser-
vado experimentalmente en el 2005 [29, 30], y puede entende´rselo como
relacionado con la existencia de una fase de Berry no nula en la funcio´n de
onda del electro´n, consecuencia de la excepcional topologı´a de la estruc-
tura de banda del grafeno [30].
Otra caracterı´stica distintiva de estos fermiones es su insensibilidad a
potenciales electrosta´ticos externos, efecto que se conoce como la paradoja
de Klein, en la cual los fermiones pueden ser transmitidos con una proba-
bilidad igual a 1 a trave´s de una regio´n cla´sicamente prohibida [43, 44].
Adema´s, estos fermiones de Dirac se comportan de manera inusual en
presencia de potenciales de confinamiento, feno´meno conocido como Zit-
terbewegung [44]. En el grafeno, estos potenciales pueden ser generados
por desorden y las fuentes de desorden en este material pueden variar
desde efectos encontrados comunmente en semiconductores, tales como
impurezas ionizadas en sustratos de Silicio (Si), vacancias, cargas sobre
la superfiecie del material, hasta defectos tales como “ripples” (ondula-
ciones) asociados a la estructura “blanda” del grafeno [45] u otro tipo de
7defectos topolo´gicos. En este sentido, el grafeno es un material u´nico pues-
to que comparte propiedades de las membranas blandas y, al mismo tiem-
po, se comporta como un metal, de manera que los fermiones de Dirac se
propagan sobre un espacio localmente curvo. Por u´ltimo queremos remar-
car el hecho de que el grafeno tenga propiedades de membrana blanda
esta´ relacionado con la existencia de modos vibracionales (fonones) fuera
del plano, los cuales no se encuentran en so´lidos tridimensionales.
Capı´tulo 1
Grafeno y una Cuantizacio´n no
abeliana
1.1. Introduccio´n
El grafeno, material bidimensional constituido por a´tomos de Carbono
dispuestos sobre una red hexagonal, ha adquirido un gran intere´s desde
su sintetizacio´n en el laboratorio [28], 20 an˜os despue´s de su descripcio´n
teo´rica [38], tanto desde el punto de vista teo´rico [32,53,73] como desde el
experimental [29,30] debido a sus excelentes propiedades electro´nicas [31]
y a su estabilidad meca´nica, te´rmica y quı´mica.
Por otra parte, dado que la no conmutatividad entre variables dina´mi-
cas aparece naturalmente en el estudio de una partı´cula con carga e y masa
m movie´ndose en un plano en presencia de un campo magne´tico uniforme
y perpendicular a este plano [46], conocido como el problema de Landau,
vamos a estudiar en este capı´tulo una generalizacio´n de este problema a
un espacio donde las variables dina´micas no conmutan entre sı´ y, a con-
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tinuacio´n, vamos a formular nuestro modelo efectivo para la descripcio´n
del grafeno.
1.2. Nuestro Modelo
Vamos a considerar un Hamiltoniano efectivo no-relativista, sugerido
por una particular deformacio´n del a´lgebra de Heisenberg ( en nuestro
caso la no-conmutatividad del momento es consistente con la introduc-
cio´n de un campo magne´tico externo uniforme no abeliano) que puede ser
u´til, como veremos ma´s adelante, para describir las excitaciones a bajas
energı´as producidas por las interacciones a primeros y segundos vecinos
en el grafeno.
El a´lgebra bajo consideracio´n se define, entonces, como sigue:
[Xi, Xj] = 0 , [Xi, Pj] = ı~δij , [Pi, Pj] = 2ıθ2²ij3σ3 ,
[Pi, σj] = 2ıθ²ij3σ3 , i, j = 1, 2 ,
(1.2.1)
donde i, j = 1, 2 y θ es un para´metro con dimensiones de momento, lo que
corresponde a una deformacio´n del a´lgebra de Heisenberg ⊗ Spin, que
induce interacciones spin-dipolo y de o´rdenes superiores como resultado
de que las interacciones de spin son de largo alcance.
En esta deformacio´n del a´lgebra de Heisenberg el conmutador entre
momentos es proporcional al pseudospin σ3, lo cual puede relacionarse
con una cuantizacio´n de las estructuras Poissonianas deformadas desar-
rollada en [49] y considerada como una clase de cuantizacio´n magne´tica
[50, 51].
La estructura de esta a´lgebra implica que las partı´culas son descritas
por funciones de onda con dos componentes, ψ =
 ϕ
χ
 ∈ L2 (R2)⊗ C2, y
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los operadores resultan tener la estructura de matrices de 2× 2 sobre C2.
Por medio de un corrimiento (shift) de Bopp no abeliano, podemos ex-
presar a los operadores {Xi, Pi} en te´rminos de variables dina´micas con-
vencionales, que satisfacen el a´lgebra usual de Heisenberg ⊗ Spin entre
operadores de coordenadas, momentos y spin. De esa manera, el a´lgebra
en (1.2.1) puede ser realizada mediante las siguientes expresiones:
Xi := xi ⊗ 12 Pi := pi ⊗ 12 + θ 1L2 ⊗ σi , (1.2.2)
siendo xi , i = 1, 2 las coordenadas conmutativas (usuales) en el plano, los
operadores pi = −~ı ∂i, definidos sobre L2 (R2), y σi , i = 1, 2 las primeras
dos matrices de Pauli. Adema´s, definimos σ := (1L2 ⊗ σ1,1L2 ⊗ σ2) y, a
partir de ahora y por conveniencia vamos omitir en nuestra notacio´n el
sı´mbolo ⊗, lo que no generara´ ambigu¨edades.
En este capı´tulo vamos a considerar una generalizacio´n del Hamilto-
niano de una partı´cula no relativista de carga e y “masa” m, mı´nimamente
acoplada a un campo electromagne´tico (2+1-dimensional) externo,
{A0,A := (A1, A2)}, que construimos mediante el reemplazo xi → Xi, pi →
Pi en la expresio´n usual de este Hamiltoniano.
Por el momento consideramos el caso en que el potencial electrosta´tico
es nulo, es decir A0 = 0. Entonces,
H0 =
(P− eA)2
2m
, (1.2.3)
de modo que haciendo uso de las relaciones (1.2.2), y tomando el potencial
electromagne´tico en el gauge de Coulomb, ∇ · A = 0, obtenemos para
(1.2.3):
Hθ =
(p+ θσ − eA)2
2m
(1.2.4)
=
(p− eA)2
2m
+
θ
m
σ · (p− eA) + θ
2
m
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Observamos que el te´rmino constante no afecta a las ecuaciones de mo-
vimiento y por lo tanto podemos sustraer ese te´rmino sin afectar las au-
tofunciones, con la u´nica consecuencia de un corrimiento uniforme de las
autoenergı´as en la cantidad + θ
2
m
. Nuestro problema se reduce entonces a
hallar las soluciones del Hamiltoniano:
H =
(p− eA)2 + 2θ2
2m
+ vF σ · (p− eA) (1.2.5)
=
1
2m
{−~2∇2 + 2ıe~A · ∇+ e2A2}− vF ı~σ · {∇− ı e~A} ,
donde hemos definido velocidad de Fermi como
vF :=
θ
m
. (1.2.6)
Observamos que en el lı´mite m → ∞, pero manteniendo fija vF , el
Hamiltoniano resulta ser lineal y, por lo tanto, resulta apropiado para re-
alizar una descripcio´n efectiva del grafeno alrededor de los puntos de Fer-
mi [31,32,38,41], esta es una primera justificacio´n para el modelo que pro-
ponemos.
Advertimos que para mantener vF fija en este lı´mite, es necesario con-
siderar que el para´metro de la no-conmutatividad, θ, toma tambie´n va-
lores grandes. En consecuencia, no estamos considerando un modelo con
pequen˜as correcciones por no conmutatividad de sus variables dina´micas,
sino que hemos usado esa analogı´a so´lo para formular un modelo efectivo
para el sistema fı´sico que pretendemos describir.
Notemos, adema´s, que la modificacio´n introducida en el Hamiltoniano
(1.2.5) puede ser interpretada como la introduccio´n de un campo magne´tico
no-Abeliano uniformemente constante, en la tercera direccio´n del a´lgebra
del grupo SU(2), de intensidad proporcional a θ2. En efecto, las transfor-
maciones de SU(2) relacionan ambas componentes de la funcio´n de onda,
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y el conmutador entre derivadas covariantes resulta:
[p1 − eA1 + θσ1, p2 − eA2 + θσ2] = [p1 − eA1, p2 − eA2] + [θσ1, θσ2]
(1.2.7)
= ıe (∂1A2 − ∂2A1) + 2ıθ2σ3 = ıeB + 2ıθ2σ3 .
En este sentido, si tomamos un campo magne´tico constanteB = (∂1A2−
∂2A1), el sistema que estamos considerando es una suerte de versio´n no-
Abeliana del problema de Landau [52].
El sistema bajo consideracio´n, cuyo Hamiltoniano esta´ dado por (1.2.4)
para el caso particular en que A0 = 0, puede ser descrito por el siguiente
Lagrangiano
L := ı
2
[
ψ† ∂tψ − ∂tψ† ψ
]
+ ψ†eA0ψ
− 1
2m
{
[(p− eA+ θσ)ψ]† · [(p− eA+ θσ)ψ]− 2θ2ψ†ψ
}
(1.2.8)
=
ı
2
[
ψ† ∂tψ − ∂tψ† ψ
]− 1
2m
{∇ψ† ·∇ψ + ı∇ψ† · (−eA+ θσ)ψ−
−ıψ† (−eA+ θσ) ·∇ψ + ψ† [(−eA+ θσ)2 − 2θ2]ψ} .
Su variacio´n respecto de las variables dina´micas independientes, ψ† y ψ,
nos conduce a las ecuaciones de Euler-Lagrange, , en efecto la variacio´n
con respecto a ψ† nos conduce a:
∂L
∂ψ†
− ∂t
(
∂L
∂ (∂tψ†)
)
−∇ ·
(
∂L
∂ (∇ψ†)
)
=
= ı∂tψ − 1
2m
[
(p− eA+ θσ)2 − 2θ2]ψ = 0 ,
(1.2.9)
y similarmente, la variacio´n de L con respecto a ψ produce la siguiente
ecuacio´n de movimiento:
−ı∂tψ† − 1
2m
{[
(p− eA+ θσ)2 − 2θ2]ψ}† = 0 . (1.2.10)
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Este Lagrangiano presenta una simetrı´a de gauge U(1). En efecto, L
permanece invariante ante las transformaciones de gauge (Abelianas)
ψ(x)→ eıeα(x)ψ(x) ⇒ δψ(x) = ıeα(x)ψ(x) ,
ψ†(x)→ ψ†(x)e−ıeα(x) ⇒ δψ†(x) = −ıeα(x)ψ†(x) ,
Aµ(x)→ Aµ(x) + ∂µα(x) .
(1.2.11)
Entonces, el Teorema de Nœther garantiza la existencia de una corrien-
te localmente conservada dada por
αjµ := −δψ†
(
∂L
∂ (∂µψ†)
)
−
(
∂L
∂ (∂µψ)
)
δψ . (1.2.12)
La densidad de carga asociada es
j0 = e ψ†ψ (1.2.13)
mientras que la densidad de corriente esta´ dada por
j =
e
2m
{
ı
(∇ψ† ψ − ψ†∇ψ)+ 2ψ† (−eA+ θσ)ψ} . (1.2.14)
Podemos verificar que la corriente jµ es efectivamente conservada co-
mo consecuencia de las ecuaciones de movimiento (1.2.9) y (1.2.10)
∂tj
0 −∇ · j = 0 . (1.2.15)
1.2.1. El caso libre
En esta seccio´n vamos a considerar el problema libre, es decir A = 0,
por lo cual el Hamiltoniano (1.2.5) se reduce a:
H =
p2
2m
+ vF σ · p . (1.2.16)
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Dada su estructura, observamos que se compone de un te´rmino cuadra´tico
y de uno lineal en p, por lo cual proponemos autofunciones de la forma
de un producto de una onda plana y otra funcio´n que depende del vector
k, es decir:
ψk(x) = e
ık·xχ(k) , (1.2.17)
con χ(k) ∈ C2, de modo que si reemplazamos en la ecuacio´n de autovalo-
res
[H − E(k)]ψk(x) = 0 (1.2.18)
obtenemos la siguiente expresio´n{
k2
2m
+ vF σ · k− E(k)
}
χ(k) = 0 . (1.2.19)
El requerimiento de que esta ecuacio´n matricial tenga soluciones no
triviales nos conduce a imponer que
det
{(
k2
2m
− E(k) vf (k1 − ı k2)
vf (k1 + ı k2)
k2
2m
− E(k)
)}
= 0 , (1.2.20)
es decir, [
k2
2m
− E(k)
]2
− v2F (k1 − ı k2) (k1 − ı k2)∗ = 0 (1.2.21)
donde el sı´mbolo ∗ representa el complejo conjugado.
Esta u´ltima ecuacio´n determina la siguiente relacio´n de dispersio´n:
E(k) = k
2
2m
± vF |k| (1.2.22)
Observamos que para pequen˜os valores de |k| esa relacio´n resulta ser
aproximadamente lineal, como puede verse en la figura 1.1
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Figura 1.1: La relacio´n de dispersio´n para ambas ramas de la solucio´n para el caso libre.
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Adema´s, si reemplazamos E(k) dado por (1.2.22) en la ecuacio´n de
autovalores (1.2.19) para k 6= 0, vemos que el pseudo-spinor χ(k) tiene
pseudo-helicidad bien definida. En efecto,(
σ · kˆ
)
χ±(k) = ±χ±(k) . (1.2.23)
Por otro lado, si resolvemos el problema para el caso particular en que
k = 0, encontramos que los vectores linealmente independientes
(
1
0
)
y(
0
1
)
son las soluciones, constantes, al problema con autovalor nulo.
Es trivial verificar que el Hamiltoniano de este modelo libre, dado por
(1.2.16), conmuta con el momento angular efectivo, que resulta ser el genera-
dor de una simetrı´a U(1),
J := −~ı∂ϕ + ~
2
σ3 , [H, J ] = 0 . (1.2.24)
Notamos que ante una rotacio´n en el plano, la funcio´n de onda del
Hamiltoniano libre, (1.2.17), cambia segu´n
U(ϑ)ψ(x) := eı ϑ2 σ3ψ (R(ϑ)−1x) = eık·(R(ϑ)−1x)eı ϑ2 σ3χ(k) . (1.2.25)
Para una rotacio´n completa en ϑ = 2pi, sabemos que R(2pi) = 13 y,
adema´s, eıpiσ3 = −12. De esta manera,
U(2pi)ψ(x) = −ψ(x) . (1.2.26)
Por lo tanto, dado que esto es lo que le sucede a spinores que representan
estados fermio´nicos ante una rotacio´n de 2pi, estas partı´culas puede ser
consideradas como fermiones [31].
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1.2.2. Campo magne´tico constante perpendicular al plano
En lo siguiente, vamos a considerar el caso en que la partı´cula se mueve
en presencia de un campo magne´tico uniforme y constante, B, perpendi-
cular al plano.
Elegimos, por conveniencia, escribir el potencial vector que correspon-
de a este campo magne´tico en el gauge de Landau, por lo cual:
A = Bx1eˆ2 ⇒ ∂1A2 − ∂2A1 = B y ∇ ·A = 0 . (1.2.27)
En este caso, el Hamiltoniano (1.2.5) puede ser escrito como
2mH = p1
2 + (p2 − eBx1)2 + 2mvFσ1p1 + 2mvFσ2 (p2 − eBx1) , (1.2.28)
Por simple inspeccio´n vemos que este Hamiltoniano conmuta con p2,
puesto que no depende de x2, esto nos permite buscar autofunciones ge-
neralizadas de la forma:
ψk(x) =
eıkx2√
2pi
Φ(x1) , (1.2.29)
donde Φ(x1) =
(
ϕ(x1)
χ(x1)
)
, de manera que la ecuacio´n de autovalores (H−
E)ψ(x) = 0 para el operador dado por (1.2.28) se reduce al sistema de
ecuaciones diferenciales acopladas[(
p1
2 + (eB)2
(
x1 − keB
)2)− λ]ϕ(x1) = −2mvF [p1 + ıeB (x1 − keB)]χ(x1) ,[(
p1
2 + (eB)2
(
x1 − keB
)2)− λ]χ(x1) = −2mvF [p1 − ıeB (x1 − keB)]ϕ(x1) ,
(1.2.30)
en el que hemos definido λ := 2mE en unidades naturales.
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Notamos que la parte diagonal del sistema tiene la estructura de la
ecuacio´n diferencial de un oscilador armo´nico, por lo cual realizamos el
siguiente cambio de variables: q :=
√|eB| (x1 − keB). De esta manera, p1 =√|eB|p, mientras que el operador p queda definido de la manera usual,
como p := −ı ∂
∂q
. Con estas nuevas variables el sistema anterior (1.2.30)
queda escrito como
[|eB| (p2 + q2)− λ]ϕ(q) = −2mvF√|eB| (p+ ı sgn(eB) q)χ(q) ,[|eB| [p2 + q2]− λ]χ(q) = −2mvF√|eB| (p− ı sgn(eB) q)ϕ(q) .
(1.2.31)
Equivalentemente, podemos escribir este sistema en forma matricial:
{|eB| [p2 + q2]− λ} ( ϕ(q)
χ(q)
)
= −2mvF
√
|eB| {pσ1 − sgn(eB) qσ2}
(
ϕ(q)
χ(q)
)
.
(1.2.32)
Por simplicidad, en lo siguiente vamos a considerar el caso en que eB >
0, puesto que el caso en que eB < 0 puede ser obtenido del anterior sim-
plemente intercambiando las componentes de la solucio´n, ϕ(q) ↔ χ(q),
como puede verse del sistema (1.2.31). Por lo tanto:
{
eB
(
p2 + q2
)− λ} ( ϕ(q)
χ(q)
)
= −2mvF
√
eB {p σ1 − q σ2}
(
ϕ(q)
χ(q)
)
.
(1.2.33)
La presencia del doble del Hamiltoniano de un oscilador armo´nico uni-
dimensional de frecuencia 1 en el lado izquierdo del anterior sistema de
ecuaciones (1.2.33), cuyas autofunciones son bien conocidas y dadas por
φn(q) = e
−q2/2Hn(q) (donde los Hn representan polinomios de Hermite) y
sus correspondientes autovalores son 2n+1, para n = 0, 1, . . . , nos sugiere
considerar que ϕ(q) ∼ φn(q) y χ(q) ∼ φn′(q), para n, n′ ∈ N. Adema´s, como
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las funciones de Hermite satisfacen las siguientes relaciones de recurrencia
φn
′(q) + qφn(q) = 2nφn−1(q)
φn
′(q)− qφn(q) = −φn+1(q)
(1.2.34)
podemos proponer como solucio´n del sistema (1.2.33) el siguiente Ansatz
ϕ(q) = An φn+1(y) , χ(q) = Bn φn(q) , (1.2.35)
para n = 0, 1, 2, · · · , con An, Bn ∈ C.
Si reemplazamos esta propuesta en la ecuacio´n (1.2.33), el sistema se
reduce a un sistema homoge´neo de ecuaciones algebraicas
eB(2n+ 3)− λ ı2mvF
√
eB
−ı2mvF
√
eB(2n+ 2) eB(2n+ 1)− λ

(
An
Bn
)
=
(
0
0
)
(1.2.36)
La existencia de soluciones no triviales impone la condicio´n
det


eB(2n+ 3)− λ ı2mvF
√
eB
−ı2mvF
√
eB(2n+ 2) eB(2n+ 1)− λ

 =
(1.2.37)
= (2eB(n+ 1)− λ)2 − (eB)2 − 8m2vF 2eB(n+ 1) = 0 ,
que determina las autonergı´as como
En,s = λn,s
2m
=
eB
m
{
n+ 1 +
s
2
√
1 +
8m2vF 2
eB
(n+ 1)
}
=
eB
m
{
n+ 1 +
s
2
√
1 + 8z2(n+ 1)
}
(1.2.38)
=
(
vF
√
eB
) 1
z
[
n+ 1 +
s
2
√
1 + 8z2(n+ 1)
]
,
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siendo s = ±1 y z un para´metro adimensional dado por
z :=
mvF√
eB
=
θ√
eB
. (1.2.39)
Los coeficientes de la funcio´n de onda Φ(x1) satisfacen:
Bn,s = ı
1− s√1 + 8z2(n+ 1)
2z
An,s (1.2.40)
y, por lo tanto, las autofunciones generalizadas del Hamiltoniano (1.2.28)
(correctamente normalizadas) pueden ser escritas como
ψk,n,s(x) =
eıkx2√
2pi
Kn,s e
− q2
2
 Hn+1(q)
ı
2z
[
1− s
√
1 + 8z2(n+ 1)
]
Hn(q)
 ,
(1.2.41)
siendo q la variable definida, a partir de x1 segu´n:
q =
√
eB
(
x1 − k
eB
)
. (1.2.42)
y Kn,s la constante de normalizacio´n dada por:
Kn,s =
4
√
eB
2−
n
2
−1
√(
s
2
+
√
1 + 8z2(n+ 1)
)2
− 1
4
4
√
pi
√
(n+ 1)!
√
1 + 8z2(n+ 1)
(1.2.43)
Observamos que, tomando en cuenta las relaciones de ortogonalidad
para las funciones de Hermite,∫ ∞
−∞
Hm(q)Hn(q) e
−q2 dq = 2nn!
√
pi δm,n, (1.2.44)
es fa´cil verificar que las soluciones al problema de autovalores para el Ha-
miltoniano (1.2.28) son tambie´n ortogonales entre si. En efecto, ellas satis-
facen
(ψk,n,s, ψk′,n′,s′) = δn,n′δs,s′δ(k − k′) . (1.2.45)
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Finalmente, notemos que existe otra solucio´n Φ0 de la ecuacio´n (1.2.33)
cuyas componentes esta´n dadas por
ϕ(q) =
(
eB
pi
)1/4
φ0(q) , χ(q) = 0 . (1.2.46)
En efecto, dado que H0(q) = 1, tenemos
(p− ıq)φ0(q) = −ı(∂q + q)e−q2/2 = −ı(−q + q)e−q2/2 = 0 (1.2.47)
y la (1.2.33) se reduce a{
eB
m
1
2
[
p2 + q2
]− E0}φ0(q) = {eB
m
1
2
− E0
}
φ0(q) = 0 . (1.2.48)
De manera que la energı´a de este estado es E0 = eB/2m, resultando inde-
pendiente de vF . No´tese tambie´n que se reduce a un modo cero en el lı´mite
m→∞, cuando el Hamiltoniano resulta estrictamente lineal.
Uno puede verificar que la correspondiente autofuncio´n asociada a
este modo
ψk,0(x) =
eıkx2√
2pi
(
eB
pi
)1/4 (
φ0(q)
0
)
(1.2.49)
es ortogonal al resto de las autofunciones del correspondiente Hamiltonia-
no, satisfaciendo
(ψk,n,s, ψk′,0) = 0 , (ψk,0, ψk′,0) = δ(k − k′) . (1.2.50)
Como ya hemos mencionado anteriormente, estos resultados pueden
ser interpretados como la solucio´n de un problema de Landau no-Abeliano,
en el cual hemos introducido un campo magne´tico no-Abeliano uniforme-
mente constante. Adema´s, en el lı´mite m → ∞, estas autofunciones son
similares a las soluciones encontradas para la ecuacio´n de Dirac en un
campo magne´tico de fondo [53].
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Podemos tomar combinaciones lineales apropiadas de las autofuncio-
nes generalizadas en (1.2.41) y (1.2.49) para construir un conjunto comple-
to de vectores generalizados en nuestro espacio,{
eıkx2√
2pi
φn(q)
(
1
0
)
,
eıkx2√
2pi
φn(q)
(
0
1
)
; k ∈ R, n = 0, 1, 2, . . .
}
, (1.2.51)
siendo φn(q) las funciones de Hermite.
Por lo tanto, el conjunto de autovectores generalizados de nuestro Ha-
miltonianoH es tambie´n completo. Esto nos permite justificar nuestro pro-
cedimiento y asegura que con nuestro ana´lisis obtenemos el espectro com-
pleto de nuestro Hamiltoniano (1.2.28).
Ahora que ya tenemos las soluciones de nuestro problema, vamos a
considerar los casos lı´mites en que z ¿ 1 y z À 1, siendo z el para´metro
adimensional definido en (1.2.39).
z ¿ 1
Este caso lı´mite corresponde a tomar el lı´mite m → 0, manteniendo
el cociente θ
m
fijo. De esta manera, a partir de las ecuaciones (1.2.41)
y (1.2.38), las energı´as se reducen a
En,s = eB
m
{(
n+ 1 +
s
2
)
+ 2sz2(n+ 1) +O
(
z4
)}
. (1.2.52)
mientras que las autofunciones se pueden escribir, para s = 1, como
ψk,n,+1(x) =
eıkx2√
2pi
2−
n
2
− 1
2
4
√
pi
√
(n+ 1)!
e−
q2
2 ×
(1.2.53) [1− z2(n+ 1) +O (z4)]Hn+1(q)[−2ız(n+ 1) + 6ız3(n+ 1)2 +O (z4)]Hn(q),

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mientras que para s = −1 resultan
ψk,n,−1(x) =
eıkx2√
2pi
2−n/2
4
√
pi
√
n!
e−
q2
2 ×
(1.2.54)
[z − 3z3(n+ 1) +O (z5)]Hn+1(q)
ı
[
1− z2(n+ 1) + 11
2
z4(n+ 1)2 +O
(
z5
)]
Hn(q)
 .
Observamos en este caso la presencia de niveles equiespaciados (en
los o´rdenes dominantes en z) en cada rama del espectro. Adema´s, el
lı´mite z → 0 es consistente con el espectro del problema de Landau
usual para partı´culas no relativistas.
z À 1
El paso siguiente es considerar el caso lı´mite para grandes valores
de z, lo cual corresponde a tomar el lı´mite m → ∞. En este caso las
energı´as esta´n dadas por
En,s = vF
√
eB
{
s
√
2(n+ 1) +
(n+ 1)
z
+O
(
z−2
)}
(1.2.55)
y las autofunciones son
ψk,n,s(x) =
eıkx2√
2pi
2−
n
2
−1 e−
q2
2
4
√
pi
√
(n+ 1)!
 Hn+1(q) +O (z
−1)
− ıs
2
√
8(n+ 1)Hn(q) +O
(
z−1
)
 .
(1.2.56)
No´tese que en este caso las autoenergı´as (al orden dominante en 1/z)
varı´an como
√
n+ 1, lo que corresponde al problema de Landau para partı´cu-
las relativistas.
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Masa negativa
Como queremos describir los estados de baja energı´a del grafeno (aque-
llos con autoenergı´as pro´ximas de cero en ambas ramas del espectro) y la
construccio´n llevada a cabo para las soluciones del sistema (1.2.30) es in-
dependiente del signo del para´metro m, por lo tanto, mediante el mismo
procedimiento tambie´n podemos estudiar la conducta del sistema para el
caso en que el para´metro de masa sea negativo, m < 0. En efecto, pode-
mos cambiar el signo de m en las soluciones del sistema de ecuaciones
diferenciales acopladas, (1.2.41) y (1.2.49), lo cual corresponde al reempla-
zo z → −w, donde w = |m|vF/
√
eB > 0, manteniendo vF > 0. De ese
modo las energı´as resultan (Ver Figura 1.2)
En,s = −
(
vF
√
eB
) 1
w
[
n+ 1 +
s
2
√
1 + 8w2(n+ 1)
]
=
=
(
vF
√
eB
) {
−s
√
2(n+ 1)− n+ 1
w
+O
(
w−2
)}
,
(1.2.57)
Por su parte, el estado de energı´a ma´s pro´xima de cero tiene ahora un
autovalor negativo E0 = −eB/2|m| < 0, estado de agujero, que tambie´n
tiende a cero en el lı´mite m → ∞, resultando consistente con la existencia
de modos ceros en el espectro de fermiones de Dirac sin masa acoplados a
este campo de gauge (ver [55], [56] y [57], por ejemplo).
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Figura 1.2: Niveles de energı´a En,s para m < 0, en unidades de vF
√
eB, para el caso w =
1000.
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1.3. La relacio´n del modelo con el Grafeno
Hemos sen˜alado en el capı´tulo Introduccio´n de la presente tesis, que la
estructura del grafeno corresponde a una red hexagonal. Sin embargo, esa
estructura no corresponde a una red de Bravais, puesto que no es posible
definir vectores primitivos que permitan cubrir toda la red. No obstante,
ella puede entenderse como la superposicio´n de dos redes de Bravais tri-
angulares cuya base esta´ constituida por so´lo dos a´tomos de Carbono por
celda unidad [31]. Es precisamente este hecho, el de ser entendida como
la superposicio´n de dos redes triangulares (A y B), el que nos conduce a
tener un grado de libertad interno, correspondiente a un ı´ndice de subred,
que es llamado pseudoespin.
Figura 1.3: Estructura del grafeno
En este material, el a´ngulo de enlace entre a´tomos vecinos de Carbono
es de 2pi
3
, de manera que para cada subred triangular podemos escribir a
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los vectores de la base generadora como:
a1 =
3
2
a
(
1
1√
3
)
, a2 =
3
2
a
(
1
−1√
3
)
, (1.3.1)
siendo a ≈ 1.42A˚ la constante de red, que no es ma´s que la distancia
de equilibrio entre a´tomos de Carbono. De esa manera, estos vectores
conectan a´tomos pertenecientes a cada subred. Por otra parte, alrededor de
cada a´tomo en la subred A hay tres primeros vecinos, todos pertenecientes
a la subred B, de manera que los a´tomos de Carbono vecinos en la red he-
xagonal del grafeno esta´n conectados por los vectores:
δ1 =
a
2
(
1√
3
)
, δ2 =
a
2
(
1
−√3
)
, δ3 = a
(
−1
0
)
. (1.3.2)
Estos vectores conectan cada sitio en la subred A con sus primeros vecinos
en la subred B (y similarmente para cada sitio en la subred B).
La red recı´proca esta´ caracterizada por una base de vectores {b1, b2},
tales que
a1 · b1 = 2pi , a1 · b2 = 0,
a2 · b1 = 0 , a2 · b2 = 2pi
(1.3.3)
(base bi-ortogonal respecto de la base generadora de la red directa).
En la red recı´proca se define la primera zona de Brillouin como la celda
unidad en el espacio recı´proco (espacio de cuasi-momentos). En nuestro
caso particular, esta celda resulta ser un hexa´gono con los lados opuestos
identificados (Ver Figura 1.4). Los vectores que caracterizan esta celda son:
b1 =
2pi
3a
(
1√
3
)
, b2 =
2pi
3a
(
1
−√3
)
. (1.3.4)
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Figura 1.4: Primer zona de Brillouin
Como los lados opuestos de esta zona esta´n identificados dado que co-
rresponden a los mismos pseudo-momentos, so´lo dos de los 6 ve´rtices son
no equivalentes, por ejemplo K y K ′ en la figura 1.4, estos dos ve´rtices (no
equivalentes entre sı´) esta´n separados por un a´ngulo de 2pi
3
. En el modelo
pseudo-relativista (lineal), las fluctuaciones alrededor de estos dos ve´rtices
corresponden a las dos representaciones irreducibles no equivalentes del
a´lgebra de Clifford en (2+1) dimensiones [53,54]. La existencia de esos dos
ve´rtices no equivalentes introduce otro grado de libertad interno, al que se
conoce como sabor.
El modelo de ligadura fuerte (tight-binding) de la Fı´sica del Estado So´lido
supone que las partı´culas esta´n fuertemente ligadas a los sitios de la red,
de modo que las contribuciones dominantes al Hamiltoniano describen su
desplazamiento entre sitios pro´ximos. Para el grafeno, podemos referirnos
a una aproximacio´n de ese tipo que contemple so´lo el salto de electrones
entre sitios primeros vecinos (y, por lo tanto, entre subredes, lo que se de-
nota por 〈i, j〉) y entre sitios segundos vecinos (y, por lo tanto, dentro de
la misma subred, lo que se sen˜ala por 〈〈i, j〉〉). El correspondiente Hamil-
toniano se escribe en te´rminos de operadores de creacio´n y destruccio´n de
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partı´culas en cada sitio de las subredes como [31]
H = −t
∑
〈i,j〉
∑
s=±1
(
a†i,s bj,s + h.c.
)
− t′
∑
〈〈i,j〉〉
∑
s=±1
(
a†i,s aj,s + b
†
i,s bj,s + h.c.
)
,
(1.3.5)
donde h.c. se refiere al conjugado hermı´tico y los para´metros t y t′ esta´n
relacionados con la amplitud de probabilidad de los electrones de efectu-
ar transiciones entre sitios primeros y segundos vecinos respectivamente.
Los operadores a†i,s y ai,s son los usuales de creacio´n y aniquilacio´n de
electrones en el sitio i con spin s perteneciente a la subred triangular A
que conforma la red hexagonal, y similarmente, los operadores b†i,s y bi,s
son los de creacio´n y aniquilacio´n para la subred B.
Ahora bien, si escribimos estos operadores de creacio´n y aniquilacio´n
en te´rminos de su transformada de Fourier [38] y diagonalizamos las ex-
presiones resultantes, obtenemos la estructura de bandas (relacio´n de dis-
persio´n) del sistema [31].
Para ello imponemos condiciones de contorno perio´dicas sobre los au-
tovectores del Hamiltoniano, de modo que ψ(x + Nai) = ψ(x), i = 1, 2
para un dado N ∈ N, y escribimos a los operadores de cada subred directa
como
a†i =
1
N
∑
~k
e−ı
~k·~xiA†~k (1.3.6)
ai =
1
N
∑
~k
eı
~k·~xiA~k (1.3.7)
b†i =
1
N
∑
~k
e−ı
~k·(~xi+~c3)B†~k (1.3.8)
bi =
1
N
∑
~k
eı
~k·(~xi+~c3)B~k (1.3.9)
donde los operadores A†~k y A~k son operadores de creacio´n y aniquilacio´n
de partı´culas con cuasi-momento ~k definido, y similarmente para la sub-
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red B, adema´s el vector c3 es definido (sobre la red hexagonal) de manera
que a1+c3 y a2+c3 conecten los a´tomos pertenecientes a la otra subred, co-
mo podemos ver en la Figura 1.5. Como paso final, debe tomarse el lı´mite
N →∞.
a1
a2
a1+c3
a2+c3
A
A
A
B
B
B
Figura 1.5
Consideremos primeramente la contribucio´n del te´rmino de primeros
vecinos del Hamiltoniano (1.3.5),
−t
∑
〈i,j〉
∑
s=±1
(
a†i,s bj,s + b
†
j,s ai,s
)
(1.3.10)
Omitiremos a partir de este momento el subı´ndice s y la suma sobre s =
±1, dado que el spı´n del electro´n no juega, en lo que sigue, un papel signi-
ficativo, y expresaremos el primer te´rmino de la contribucio´n anterior en
funcio´n de A†~k, A~k, B
†
~k
y B~k , ya que el segundo te´rmino es el conjugado
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hermı´tico del primero. Tenemos entonces∑
〈i,j〉
a†i bj =
∑
〈i, j〉
1
N
∑
~k
e−ı
~k·~xiA†~k
1
N
∑
~k′
eı
~k′·(~xj+~c3)B~k′
=
∑
~k~k′
1
N2
∑
〈i, j〉
e−ı
~k·~xi eı
~k′·~xjA†~kB~k′e
ı~k′·~c3
=
∑
~k,~k′
1
N2
∑
i
e−ı
~k·~xi
{
eı
~k′·~xi + eı
~k′·(~xi+~a1) + eı
~k′·(~xi+~a2)
}
eı
~k′·~c3A†~kB~k′
(1.3.11)
=
∑
~k,~k′
1
N2
∑
i
eı(
~k′−~k)·~xi
{
1 + eı
~k′·~a1 + eı
~k′·~a2
}
eı
~k′·~c3A†~kB~k′
=
∑
~k,~k′
δ~k,~k′
{
1 + eı
~k′·~a1 + eı
~k′·~a2
}
eı
~k′·~c3A†~kB~k′
=
∑
~k
{
1 + eı
~k·~a1 + eı
~k·~a2
}
eı
~k·~c3A†~kB~k,
donde hemos usado que
1
N2
∑
i
eı(
~k−~k′)·~xi = δ~k,~k′ (1.3.12)
El paso siguiente es calcular el primer te´rmino de la contribucio´n que
corresponde a segundos vecinos del Hamiltoniano (1.3.5), puesto que el
segundo te´rmino se obtiene de e´ste mediante el cambio ai → bi y los
restantes te´rminos corresponden a los conjugados hermı´ticos de cada uno
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de e´stos. Tenemos entonces:∑
〈〈i, j〉〉
a†i aj =
∑
〈〈i, j〉〉
1
N
∑
~k
e−ı
~k·~xiA†~k
1
N
∑
~k′
eı
~k′·~xjA~k′
=
∑
i
1
N2
∑
~k,~k′
e−ı
~k·~xi
{
eı
~k′·(~xi+~a1) + eı
~k′·(~xi+~a2) + eı
~k′·(~xi+(~a1−~a2))
}
A†~kA~k′
=
∑
~k,~k′
1
N2
∑
i
eı~xi·(
~k′−~k)
{
eı
~k′·~a1 + eı
~k′·~a2 + eı
~k′·(~a1−~a2)
}
A†~kA~k′
=
∑
~k
{
eı
~k·~a1 + eı
~k·~a2 + eı
~k·(~a1−~a2)
}
A†~kA~k
donde hemos usado la ecuacio´n (1.3.12).
Resulta inmediato comprobar que el segundo te´rmino en la contribu-
cio´n de segundos vecinos resulta ser:∑
〈〈i, j〉〉
b†i bj =
∑
~k
{
eı
~k·~a1 + eı
~k·~a2 + eı
~k·(~a1−~a2)
}
B†~kB~k, (1.3.13)
de modo que el Hamiltoniano en la aproximacio´n de tight-binding, (1.3.5),
via transformada de Fourier se reduce a
H = −t
∑
~k
{(
1 + eı
~k·~a1 + eı
~k·~a2
)
eı
~k·~c3A†~kB~k + h.c.
}
(1.3.14)
−t′
∑
~k
{[
eı
~k·~a1 + eı
~k·~a2 + eı
~k·(~a1−~a2)
] (
A†~kA~k +B
†
~k
B~k
)
+ h.c.
}
,
que puede ser escrito en forma matricial como
H =
∑
~k
(
A†~k, B
†
~k
) ( C D
D∗ C
)(
A~k
B~k
)
(1.3.15)
donde hemos definido:
C := −t′
[(
eı
~k·~a1 + e−ı
~k·~a1
)
+
(
eı
~k·~a2 + e−ı
~k·~a2
)
+
(
eı
~k·(~a1−~a2) + e−ı
~k·(~a1−~a2)
)]
(1.3.16)
D := −t
[
1 + eı
~k·~a1 + eı
~k·~a2
]
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En esas condiciones, la relacio´n de dispersio´n resulta de diagonalizar
el Hamiltoniano resultante, (1.3.15). Consideramos entonces la condicio´n
algebraica
det
[(
C − E(k) D
D∗ C − E(k)
)]
= (C − E(k))2 − |D|2 = 0 (1.3.17)
de donde resulta que las bandas de energı´a quedan determinadas por
E (k) = C ± |D| (1.3.18)
Entonces expresando las constantes C,D segu´n las ecuaciones (1.3.16)
y recordando la expresio´n de los vectores a1, a2 dados en (1.3.1) obtene-
mos:
E (k) = −2t′
{
cos
(
3
2
ak1 +
√
3
2
ak2
)
+ cos
(
3
2
ak1 −
√
3
2
ak2
)
+ cos
(√
3ak2
)}
(1.3.19)
±t
√√√√3 + 2 cos(√3ak2)+ 4 cos(3
2
ak1
)
cos
(√
3
2
ak2
)
es decir
E±(k) = ±t
√
f(k)− t′ [f(k)− 3] , (1.3.20)
donde hemos definido la funcio´n f(k) como
f(k) = 3 + 4 cos
(
3k1a
2
)
cos
(√
3
2
k2a
)
+ 2 cos
(√
3k2a
)
≥ 0 . (1.3.21)
La gra´fica de esta relacio´n de dispersio´n puede verse en la Figura 1.6.
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Figura 1.6: Relacio´n de dispersio´n del grafeno [31]
El mı´nimo de la funcio´n f(k) en la zona de Brillouin queda determina-
do por las condiciones
∂
∂k1
f(k) = −6a sin (3
2
k1a
)
cos
(√
3
2
k2a
)
= 0 ,
∂
∂k2
f(k) = −2√3a cos (3
2
k1a
)
sin
(√
3
2
k2a
)
− 2√3a sin (√3k2a) = 0 ,
(1.3.22)
correspondiendo a los puntos de Dirac
K =
2pi
3a
(
1
1√
3
)
, K′ =
2pi
3a
(
1
−1√
3
)
, (1.3.23)
que satisfacen f(K) = 0 = f(K′). Entonces, las bandas descritas por la
relacio´n de dispersio´n (1.3.20) (correspondientes a cada signo) se tocan en
estos puntos. Esos puntos de Dirac no equivalentes (tambie´n conocidos
como puntos de Fermi, puesto que corresponden a la superficie de Fermi
en el grafeno neutro) fueron elegidos de manera que este´n relacionados
entre sı´ a trave´s de una reflexio´n de k respecto del eje k1 (es decir, a trave´s
del reemplazo k2 → −k2) [31].
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A partir de un desarrollo en series de las energı´as E±(k) dadas por
(1.3.20) alrededor del punto de Dirac k = K obtenemos
Es(K+ k) = s t
[
3
2
a|k| − 3
8
a2k2 sin(3θ)
]
+ t′
[
−9
4
a2k2 + 3
]
+O
(|k|3) ,
(1.3.24)
donde tan(θ) = k2/k1 y s = ±1.
El desarrollo alrededor del segundo punto de Fermi, K′, nos conduce
a
Es(K
′ + k) = s t
{
3
2
a|k|+ 3
8
a2k2 sin(3θ)
}
+ t′
{
−9
4
a2k2 + 3
}
+O
(|k|3) .
(1.3.25)
Observamos que esta expresio´n es la misma que la obtenida para K
pero con k reflejado respecto del eje k1, es decir k2 → −k2. Esto correspon-
de a cambiar θ → −θ en la relacio´n (1.3.24), lo cual cambia el signo del
segundo te´rmino correspondiente a la contribucio´n de primeros vecinos
en el lado derecho de esa relacio´n de dispersio´n.
A continuacio´n vamos a comparar estos resultados con los obtenidos
utilizando nuestro modelo. De la comparacio´n entre la relacio´n de dis-
persio´n alrededor del punto de Fermi K, (1.3.24), y la relacio´n de disper-
sio´n para el modelo libre, (1.2.22), observamos que podemos identificar
vF ≡ 32 at. Adema´s, la contribucio´n de segundos vecinos puede ser repre-
sentada en nuestro modelo libre por el te´rmino de masa a partir de la iden-
tificacio´n−9
4
t′a2 ≡ 1
2m
, a menos de un corrimiento rı´gido en el espectro de
3t′ (al que podemos sustraer para restaurar la simetrı´a partı´cula-agujero,
al menos al orden lineal en |k|). Esto significa que debemos considerar
masas negativas en nuestro modelo efectivo de bajas energı´as para las fluc-
tuaciones alrededor del punto K: m = −2/ (9t′a2) < 01.
1De acuerdo a los valores de esos para´metros reportados en [31], tenemos
a = 1.42A˚ , t = 2.8eV , t′ = 0.1eV . (1.3.26)
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Queremos destacar que el te´rmino cuadra´tico en la contribucio´n de
primeros vecinos de la relacio´n de dispersio´n (1.3.24), depende de la di-
reccio´n del vector de onda k y, por lo tanto, no podemos reproducir esta
conducta con nuestro modelo puesto que e´ste es invariante frente a rota-
ciones. Sin embargo, podemos considerar a este te´rmino como una pertur-
bacio´n sobre nuestras soluciones, lo que sera´ hecho ma´s adelante.
Lo anteriormente expresado nos permite justificar nuestro modelo. En
efecto, podemos suponer que el Hamiltoniano efectivo para los estados
de baja energı´a de este sistema alrededor del punto K en presencia de un
campo magne´tico uniforme y constante, HK, puede obtenerse a trave´s de
un acoplamiento mı´nimo y coincide con el Hamiltoniano dado por nuestro
modelo(1.2.5).
Dado que la aplicacio´n de nuestro modelo al grafeno requiere w ≈ 103
(ver nota al pie 1), un desarrollo para grandes valores de w para las en-
ergı´as (1.2.38) y autofunciones (1.2.41) dan, en una buena aproximacio´n,
una adecuada descripcio´n del sistema. Ası´, para estados de cuasipartı´cu-
las obtenemos
En,− =
(
vF
√
eB
) {√
2(n+ 1)− n+ 1
w
+O
(
w−2
)}
, (1.3.29)
Entonces,
vF = 600Km/sec , m = −3× 10−29Kg , mc2 = −4.3× 106 eV , (1.3.27)
mientras que en unidades naturales (vF /c→ vF , mc/~→ m),
vF = 2× 10−3 , m = −8.53× 1013m−1 . (1.3.28)
Es decir |m| ' 32.9me, que corresponde a un valor grande para la masa (negativa) de
las cuasipartı´culas. Por ejemplo, para un campo magne´tico externo del orden de B = 10
Tesla, obtenemos w = |m|c~
vF
c
√
~
eB = 1385.
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y para huecos
En,+ =
(
vF
√
eB
) {
−
√
2(n+ 1)− n+ 1
w
+O
(
w−2
)}
. (1.3.30)
Existe, adema´s, un estado de hueco adicional cuya energı´a es E0 =
−vF
√
eB
2w
< 0, ligeramente por debajo del nivel de energı´a cero (ver (1.2.48)).
Si calculamos la diferencia de energı´as para los dos primeros estados
de hueco, e´sta resulta ser vF
√
eB
(√
2 +O(w−1)
)
2.
1.3.1. Contribucio´n del segundo punto de Dirac
Como mencionamos anteriormente, las relaciones de dispersio´n en las
cercanı´as de ambos puntos de Dirac, K y K′, esta´n relacionadas a trave´s
de una reflexio´n del vector k alrededor del eje k1 y por lo cual p2 → −p2.
Entonces el te´rmino lineal en el Hamiltoniano efectivo que describe los
estados alrededor del segundo punto de Dirac puede escribirse segu´n [31]
vF (σ1p1 − σ2p2) = vF σ∗ · p = −σ2 (vF σ · p)σ2 . (1.3.32)
En consecuencia, vamos a suponer que el Hamiltoniano efectivo que
describe a las cuasi-partı´culas en las cercanı´as del segundo punto de Dirac
en nuestro modelo, HK′ , puede ser obtenido a partir del Hamiltoniano
alrededor del punto K a trave´s de la siguiente transformacio´n:
HK′ = −σ2HKσ2 = −(p− eA)
2
2m
+ vF σ
∗ · (p− eA) . (1.3.33)
2Si w = 103 y B = 10 Tesla, en unidades completas obtenemos
vF
√
eB → ~c vF
c
√
eB
~
= 4.87× 10−2 eV . (1.3.31)
y por lo tanto E0 = −2.43× 10−5 eV y E0,+ = −6.89× 10−2 eV.
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Notamos que tanto HK como HK′ resultan invariantes ante transfor-
maciones de inversio´n temporal (time-reversal) veces paridad, T P ( [32]).
En efecto,
(T P)HK (T P)† = σ1HK∗σ1
(1.3.34)
= σ1
{
(p− eA)2
2m
+ vF σ
∗ · (p− eA)
}
σ1
= HK
y similarmente
(T P)HK′ (T P)† = −σ2∗ (T P)HK (T P)† σ2∗
= −σ2HKσ2 (1.3.35)
= HK′ .
Resulta entonces evidente que el espectro de HK′ puede ser obtenido
a partir del espectro de HK mediante una reflexio´n alrededor del origen y
sus correspondientes autofunciones generalizadas son σ2 veces las de HK.
Esto intercambia cuasi-partı´culas con agujeros. En efecto,
HK′ (σ2ψk,n,s) = −σ2 (HKψk,n,s) = −En,s (σ2ψk,n,s) . (1.3.36)
Adema´s,
HK′ (σ2ψ0) = −σ2 (HKψ0) = −E0 (σ2ψ0) , (1.3.37)
con una energı´a fundamental E ′0 = −E0 = vF
√
eB
2w
> 0. Este estado corres-
ponde a una cuasi-partı´cula de energı´a ligeramente por encima de cero.
Entonces, tomando en cuenta los autoestados de ambos Hamiltonianos
HK y HK′ obtenemos, para estados de cuasi-partı´culas y de huecos, un
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espectro casi-doblemente degenerado, excepto para un estado de cuasi-
partı´cula y un estado de hueco con energı´as cercanas a cero. Para estados
de cuasi-partı´culas tenemos
En,− =
(
vF
√
eB
) {√
2(n+ 1)− n+ 1
w
+O
(
w−2
)}
,
−En,+ =
(
vF
√
eB
) {√
2(n+ 1) +
n+ 1
w
+O
(
w−2
)}
,
(1.3.38)
Con estas expresiones calculamos el gap entre estados contiguos, resultan-
do
4En = 2
(
vF
√
eB
) {n+ 1
w
+O
(
w−2
)}
. (1.3.39)
Como discutiremos en la siguiente seccio´n, este espectro reproduce
cualitativamente el efecto Hall cua´ntico entero ano´malo encontrado en
grafeno [29,30,41,42], que manifiesta una conductividad Hall no nula para
pequen˜os (positivos o negativos) niveles de Fermi.
1.4. La conductividad Hall
Para entender el te´rmino “Resistencia Hall” vamos a considerar primero
una aproximacio´n intuitiva a la siguiente situacio´n:
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Figura 1.7: Esquema experimental
Imaginemos un material conductor o semiconductor, de anchow y espesor
d, en presencia de un campo magne´tico B y por el que circula una corrien-
te I debida al movimiento de portadores de carga q que se mueven con
rapidez vq, entonces la densidad de corriente es:
j =
I
w d
= N q vq (1.4.1)
siendo N el nu´mero de portadores de carga por unidad de volumen.
Debido al campo magne´tico B, los portadores de carga experimentan
una fuerza de Lorentz, cuya magnitud esta´ dada por F = 1
c
q vq B la cual
empuja las cargas y las reagrupa a un lado y otro del conductor. Esta sep-
aracio´n de las cargas produce un campo ele´ctrico E = F
q
= 1
c
vq B entre los
dos lados del conductor y una fuerza que equilibra la Fuerza de Lorentz,
asimismo este campo ele´ctrico produce una diferencia de potencial llama-
da “Potencial Hall” dada por VH = E w, por lo cual definimos la “Resistencia
Hall” como
RH =
VH
I
=
1
c
B
N d q
=
1
c
B
q Na
(1.4.2)
donde Na es la densidad superficial de portadores de carga sobre el plano.
A nivel cua´ntico y para una muestra finita, supongamos de dimen-
siones L1 y L2, los valores posibles de k de la funcio´n de onda (1.2.29),
determinados por condiciones perio´dicas, son k = 2pi
L2
l, con l ∈ Z. En-
tonces, el punto de equilibrio del oscilador armo´nico en la direccio´n x1
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correspondiente a las soluciones de (1.2.30) ocurre en
k
eB
=
2pi
eBL2
l ⇒ 0 ≤ l ≤ eBL1L2
2pi
. (1.4.3)
Por lo cual 0 ≤ l ≤ l0, donde l0 es la parte entera del producto de eB2pi veces
el a´rea de la muestra.
Este nu´mero l0 es el nu´mero de estados disponibles en cada nivel de
Landau (despreciando el spin) para una muestra de a´rea L1 L2, entonces
el cociente l0/L1 L2 determina la degeneracio´n por unidad de a´rea de la
muestra en cuestio´n. La degeneracio´n resultante, en unidades completas,
para cada nivel es:
N0 =
l0
L1 L2
=
eB
h c
(1.4.4)
Ahora bien, cada nivel de Landau puede tomar el mismo nu´mero N0
de electrones por unidad de a´rea. Por lo tanto, si para un dado potencial
quı´mico ²F tenemos exactamente n niveles de Landau llenos, entonces la
densidad superficial de portadores de carga Na = nN0, n = 1, 2, 3 . . . de
modo que la resistencia Hall resulta
RH =
1
σxy
=
1
c
B
e nN0
=
h
n e2
=
h
e2
1
ν
(1.4.5)
donde σxy es la conductividad Hall y adema´s hemos definido la fraccio´n de
llenado ν segu´n
ν =
nu´mero de particulas
nu´meros de cuantos de flujo
(1.4.6)
que para el caso cua´ntico ν = n, n = 1, 2, 3 . . . .
Queremos destacar dos cosas:
La primera es que la resistencia Hall solamente depende del cociente
de dos constantes fundamentales, la carga del electro´n y la constante de
Planck.
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La segunda observacio´n hace referencia a que en el caso cua´ntico la
resistencia Hall ya no resulta proporcional al campo magne´tico B (esto so-
lamente ocurre a campos magne´ticos de´biles) sino ma´s bien aparece cuan-
tizada o discretizada.
En 1980 von Klitzing y su grupo [58] estudiaron el comportamiento de
un gas bidimensional de electrones bajo la influencia de un fuerte cam-
po magne´tico (∼ 10 Tesla), encontrando que al enfriar el gas a muy bajas
temperaturas (∼ 1 K) la resistencia Hall, ρxy, presenta una estructura de
plateaus como podemos ver en la Figura 1.8. Los electrones forman un es-
tado incompresible en esos plateaus, que corresponden a ν = 1, 2, 3 . . . , de-
bido a la estructura de los niveles de Landau. A este efecto de lo conoce co-
mo Efecto Hall Cua´ntico Entero (IQHE). Adema´s, la resistencia se mantiene
constante sobre un rango de valores de campo magne´tico (los plateaus)
cuyo origen reside en los defectos presentes en el material. Este efecto
IQHE es caracterı´stico de los sistemas semiconductores bidimensionales
[61, 62].
Figura 1.8: Resistencia Hall ρxy y Resistencia ρxx como funcio´n del campo B, a bajas tem-
peraturas, para T ∼ 8mK [58]
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Para el grafeno, el Efecto Hall fue predicho por varias teorı´as que com-
binan niveles de Landau relativistas con la simetrı´a partı´cula-hueco [41,
60], pero so´lo pudo medirse despue´s de que ese material fuese sintetiza-
do en el laboratorio, en el an˜o 2005 [30]. Dos caracterı´sticas resultan rel-
evantes: la primera es que el Efecto Hall aparece a temperatura ambien-
te, a diferencia de lo que ocurre en un semiconductor en donde el efecto
aparece so´lo a bajas temperaturas, puesto que la energı´a de cyclotron para
estos fermiones es grande. La segunda y principal es que los plateaus ocur-
ren en valores semienteros de la fracciones de llenado ν, lo cual esta´ rela-
cionado con el hecho de que en el grafeno los portadores de carga pueden
ser descritos alrededor de los puntos de Dirac, en una primera aproxi-
macio´n, por una teorı´a de Dirac relativista no masiva y que la funcio´n de
onda de los electrones tiene una fase de Berry de pi, consecuencia de la ex-
cepcional topologı´a de la estructura de bandas de este material. Por todo
lo anteriormente dicho a este efecto se lo conoce como Efecto Hall Cua´ntico
Entero Ano´malo. En la siguiente figura (ver Figura1.9) podemos observar el
gra´fico de la conductividad Hall σxy y la resistencia longitudinal ρxx para
el grafeno como funcio´n de la concentracio´n de los portadores.
La conductividad Hall σxy = 4e
2
h
ν es calculada a partir de las medidas
de la Resistencia Hall , ρxy, y de la Resistencia longitudinal, ρxx, como fun-
cio´n del potencial de gate Vg aplicado al sustrato de Silicio (Si) para contro-
lar la densidad de carga en la muestra. Recordamos que la conductividad
Hall esta´ dada por σxy =
ρxy
(ρxy+ρxx)
2 .
El primer plateau de la Conductividad Hall para el electro´n y el hueco
se situ´a en ±4e2
2h
. Cada vez que la Energı´a de Fermi, ²F , ajustada a trave´s
del potencial de gate, cruce un nivel de Landau, σxy se incrementara´ (o
disminuira´ en caso de tratarse de un nivel de Landau asociado a un hueco)
en una cantidad 4e2/h, de modo que los plateaus en la conductividad Hall
aparecen para valores semienteros de la fraccio´n de llenado ν.
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Figura 1.9: Conductividad Hall σxy y Resistencia longitudinal ρxx en funcio´n de la densi-
dad a B= 14T, [29].
1.4.1. Ca´lculo de la Conductividad Hall para nuestro mo-
delo
La conductividad Hall tiene un cara´cter topolo´gico [63, 64], por lo que
puede ser calculada a partir de un desarrollo de la accio´n efectiva del sis-
tema para campos y gradientes de´biles. En efecto, la funcional generatriz
de funciones de Green para este sistema bidimensional es
Z[A] = eıΓ[A] :=
∫
Dψ†Dψ e
ı
∫
dt
∫
d2xL(x)
, (1.4.7)
donde Γ[A] es la accio´n efectiva y L(x) esta´ dado por la ecuacio´n (1.2.8).
A partir de esta funcional generatriz podemos obtenemor la primera
derivada funcional respecto del campoAµ(x), la cual nos da el valor medio
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de la densidad de la corriente jµ(x), por tanto:
−ıδ logZ[A]
δAµ(x)
= 〈jµ(x)〉 = Jµ(x) (1.4.8)
y la segunda derivada funcional nos da el negativo de la funcio´n de cor-
relacio´n corriente-corriente.
Para un sistema con un gap en su espectro (como es el caso de nuestro
modelo para niveles de Landau llenos), la accio´n efectiva es una funcional
del campo electromagne´tico externo que debe resultar invariante frente a
transformaciones de gauge (locales) [63, 64],
Γ[A] =
∫
dt
∫
d2xLeff (Aµ(x), ∂νAµ(x), . . . ) . (1.4.9)
En general, en un desarrollo asinto´tico a campos y gradientes de´biles,
la invariancia de gauge determina que el Lagrangiano efectivoLeff aparece
como un desarrollo en te´rminos de las intensidades de campo E y B y
de sus derivadas. Sin embargo, en una teorı´a en 2+1 dimensiones existe
una posibilidad adicional: un te´rmino de Chern-Simons que puede resultar
dominante en este desarrollo [63, 64],
Leff = K
4pi
²µνλAµ∂νAλ − 1
2
Eiρ
ijEj − 1
2
χB2 + . . . , (1.4.10)
donde ²µνλ es el tensor antisime´trico de Levi-Civita, con ²012 = 1, y los
puntos suspensivos representan te´rminos de orden superior.
De hecho, el te´rmino de Chern-Simons es el que determina la conduc-
tividad Hall puesto que
Jµ(x) =
δΓ[A]
δAµ(x)
=
K
2pi
²µνλ∂νAλ + · · · = K
4pi
²µνλFνλ + . . . . (1.4.11)
En particular, las componentes espaciales y temporal de la corriente
para la expresio´n anterior se reducen a
Ji(x) =
K
2pi
²0ijEj + . . . , J0(x) =
K
2pi
B + . . . . (1.4.12)
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La primera de las ecuaciones en (1.4.12) implica que la conductividad
Hall es σxy = K2pi (o´ σxy = Ke
2/h en unidades completas). Entonces,
J0 = σxyB . (1.4.13)
Se puede mostrar que K toma valores enteros si el estado fundamental
es no degenerado y tiene un gap de energı´a finito [63, 64, 74]. En este caso,
K tiene un cara´cter topolo´gico: puede ser relacionado con la fase de Berry,
la cual toma valores 2pi veces un nu´mero (entero) de Chern.
En nuestro caso particular conocemos exactamente a las autoenergı´as,
por lo cual podemos emplear un me´todo de evaluacio´n ma´s directo, basa-
do en la relacio´n establecida entre la corriente conservada y el campo
magne´tico externo, (1.4.12) y (1.4.13).
Para nuestra propuesta sera´ suficiente considerar el valor medio de
la densidad j0(x) en el caso en que el campo ele´ctrico es nulo, mientras
que el campo magne´tico B es perpendicular al plano donde se mueve la
partı´cula.
Comenzaremos escribiendo la funcio´n de particio´n de la partı´cula alre-
dedor de un punto de Fermi para una dada temperatura T = 1
β
( estamos
considerando que kB = 1) y un potencial quı´mico µ, unı´vocamente deter-
minada en el ensamble Gran Cano´nico. Esta funcio´n de particio´n puede
ser obtenida a trave´s de una rotacio´n de Wick de la funcional genera-
triz Z[A] ((1.4.7)) del espacio Euclı´deo (2+1)-dimensional, la cual esta´ rela-
cionada por medio del reemplazo de los para´metros x0 = t → −ıτ (con
lo cual estamos compactificando el tiempo Euclı´deo), A0 → ıA3, y mante-
niendo las otras coordenadas y componentes del campo de gauge A inal-
teradas.
Para nuestro caso, A0 = 0 = A1, A2 = Bx1, y tomando en cuenta la
expresio´n del Lagrangiano correspondiente (1.2.8) y la funcio´n de parti-
cio´n Z[A] (1.4.7), la rotacio´n de Wick nos conduce a la siguiente funcio´n de
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particio´n:
Z(β, µ,B) :=
∫
Dψ†Dψ e
∫ β
0
dt
∫
d2xψ†
{
− ∂
∂τ
+ µ−H
}
ψ
, (1.4.14)
siendo H el Hamiltoniano HK dado por (1.2.5) (o HK′) y la integral fun-
cional es evaluada sobre el conjunto de configuraciones del campo fer-
mio´nico que satisfacen condiciones de contorno antiperio´dicas en el inter-
valo [0, β], de manera de reproducir la estadı´stica de Fermi- Dirac. Bajo
estas condiciones el valor medio del nu´mero de partı´culas esta´ dado, en
este ensamble, por:
〈N〉 = 1
β
∂ logZ
∂µ
(β, µ,B) , (1.4.15)
puesto que el nu´mero medio de partı´culas multiplicado por |e|, da por
resultado la carga media.
Por lo tanto, comenzaremos calculando la carga media de la teorı´a en
cada una de las dos representaciones, correspondientes a los dos puntos de
DiracK,K′ . Entonces, a partir de la funcio´n de particio´n (1.4.14) podemos
obtener:
∂ logZ
∂µ
(β, µ,B) =
∫ β
0
dt
∫
d2x
〈
ψ†ψ
〉
=
= β
∫
d2x
1
e
J0(β, µ,B) = β
∫
d2x
σxy
e
B ,
(1.4.16)
donde hemos usado la ecuacio´n (1.4.13) y la expresio´n para la densidad de
carga (1.2.13).
El paso siguiente es evaluar la funcio´n de particio´n como el determi-
nante funcional
Z(β, µ,B) = Det (D) (1.4.17)
siendo D = − ∂
∂τ
+µ−H el operador diferencial definido sobre el dominio
de las funciones antiperio´dicas de τ ∈ [0, β]. Destacamos que au´n cuando
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este operador D no es sime´trico, posee un conjunto completo de autofun-
ciones generalizadas que son ortogonales, puesto que H no depende de τ ,
construidas como
Ψl,k,n,s =
1√
β
e−ıωlτ ψk,n,s , Ψl,k,0 = 1√
β
e−ıωlτ ψk,0 , (1.4.18)
con l ∈ Z, k ∈ R, n = 0, 1, 2, . . . , s = ±1. Las frecuencias de Matsubara ωl
resultan de imponer condiciones antiperio´dicas en τ ∈ [0, β], y esta´n dadas
por
ωl =
2pi
β
(
l +
1
2
)
, con ωl = −ω−l−1 . (1.4.19)
Entonces, los autovalores del operador D esta´n dados por
DΨl,k,n,s = λl,n,sΨl,k,n,s , λl,n,s = ıωl + µ− En,s ,
DΨl,k,0 = λl,0Ψl,k,0 , λl,0 = ıωl + µ− E0 ,
(1.4.20)
donde las energı´as En,s corresponden a las dadas por (1.2.38) y E0 = −vF
√
eB
2w
<
0.
Observamos que tanto λl,n,s como λl,0 son independientes de k, en-
tonces al evaluar Det(D) vamos a olvidar el ı´ndice k y, al finalizar el ca´lcu-
lo, introduciremos la degeneracio´n por unidad de a´rea multiplicando nues-
tros resultados por este valor.
Esta degeneracio´n, conocida como degeneracio´n de Landau, esta´ dada
por el nu´mero de cuantos de flujo por unidad de a´rea [63, 64, 94], ∆ =
eB/2pi (o´ ∆ = eB/hc en unidades completas).
Recordamos que podemos definir Det(D) a trave´s de la funcio´n (in-
variante de gauge) ζ asociada a ese operador [65, 66], de modo que
log Det(D) := − d
du
Tr
{(
D
Λ
)−u}∣∣∣∣∣
u→0
= − d
du
ζD(u)
∣∣∣∣
u→0
, (1.4.21)
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donde hemos introducido una escala arbitraria de masa, Λ, de manera que
el cociente D
Λ
resulte adimensional. Es importante destacar que los resulta-
dos con significado fı´sico deben ser independientes de esta escala de masa.
La traza es evaluada para <(u) suficientemente grande y el sı´mbolo
u → 0 indica la continuacio´n analı´tica de sus derivadas a un entorno de
u = 0. En nuestro caso,
logZ(β, µ,B) = − d
du
{∑
l,n,s
(
λl,n,s
Λ
)−u
+
∑
l
(
λl,0
Λ
)−u}∣∣∣∣∣
u→0
. (1.4.22)
Para calcular esto vamos a considerar, primeramente, la contribucio´n
correspondiente al segundo te´rmino del lado derecho de la igualdad ante-
rior, es decir la contribucio´n del modo de energı´a ma´s pro´xima de cero, de
esta manera
∞∑
l=−∞
(
λl,0
Λ
)−u
=
∞∑
l=0
(
λl,0
Λ
)−u
+
−1∑
l=−∞
(
λl,0
Λ
)−u
=
∞∑
l=0
(
ıωl + µ− E0
Λ
)−u
+
∞∑
l=1
(
ıω−l + µ− E0
Λ
)−u
(1.4.23)
=
∞∑
l=0
(
ıωl + µ− E0
Λ
)−u
+
∞∑
l=0
(
ıω−l−1 + µ− E0
Λ
)−u
=
∞∑
l=0
(
ıωl + µ− E0
Λ
)−u
+
∞∑
l=0
(−ıωl + µ− E0
Λ
)−u
,
donde hemos empleado las propiedades de las frecuencias de Matsubara.
Reemplazando explı´citamente estas frecuencias (1.4.19), podemos escribir
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la contribucio´n de ese modo como
∞∑
l=−∞
(
λl,0
Λ
)−u
=
(
2pi
βΛ
)−u { ∞∑
l=0
[
ı
(
l +
1
2
)
+
β
2pi
(µ− E0)
]−u
+
∞∑
l=0
[
−ı
(
l +
1
2
)
+
β
2pi
(µ− E0)
]−u}
(1.4.24)
=
(
2pi
βΛ
)−u {
(ı)−u
∞∑
l=0
[(
l +
1
2
)
− ı β
2pi
sign (µ− E0) |µ− E0|
]−u
+(−ı)−u
∞∑
l=0
[(
l +
1
2
)
+ ı
β
2pi
sign (µ− E0) |µ− E0|
]−u}
.
Las series presentes en la ecuacio´n anterior puede ser expresadas en
te´rminos de la funcio´n ζ de Hurwitz, ζ(s, a) [69] . Tomando en cuenta que
esta funcio´n tiene un corte ramal en el plano complejo de su segundo ar-
gumento y considerando la rama principal, −pi < arg(a) < pi, podemos
escribir
∞∑
l=−∞
(
λl,0
Λ
)−u
=
(
2pi
βΛ
)−u {
e
−ıpi
2
u
ζ
(
u,
1
2
+ e
−ıpi
2
sign (µ− E0) β
2pi
|µ− E0|
)
(1.4.25)
+e
ı
pi
2
u
ζ
(
u,
1
2
+ e
ı
pi
2
sign (µ− E0) β
2pi
|µ− E0|
)}
.
La expresio´n encerrada entre corchetes tiene una continuacio´n analı´tica
nula en u = 0, en consecuencia, al tomar la derivada de esta contribucio´n
con respecto a u y evaluarla en el lı´mite u → 0 obtenemos un resultado
que no depende de la escala arbitraria Λ. Por lo tanto, la contribucio´n de
este nivel de Landau al log DetD por unidad de a´rea y en el lı´mite de bajas
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temperaturas esta´ dado por [67, 68]
∆
{
− d
du
∞∑
l=−∞
(
λl,0
Λ
)−u∣∣∣∣∣
u→0
}
=
eB
2pi
{
β (E0 − µ)Θ (E0 − µ) + o
(
1
β |µ− E0|
)}
.
(1.4.26)
siendoΘ(E0 − µ) la funcio´n escalo´n de Heaviside de su argumento y donde
∆ es la degeneracio´n de cada nivel por unidad de a´rea.
Tomando en cuenta que estamos interesados en el nu´mero medio de
partı´culas con respecto al material neutro (i.e., con todos los niveles de
Landau asociados a energı´as negativas llenos, lo que corresponde a µ = 0),
a partir de (1.4.22) vemos que la contribucio´n del nivel ma´s bajo de Landau
con energı´a E0 a la conductividad Hall a temperatura cero resulta ser:
B
e
σxy
∣∣∣∣
E0
=
Be
2pi
{
∂
∂µ
[(E0 − µ)Θ (E0 − µ)]− ∂
∂µ
[(E0 − µ)Θ (E0 − µ)]
∣∣∣∣
µ=0
}
=
Be
2pi
{−Θ(E0 − µ) + Θ (E0)}
(1.4.27)
=
Be
2pi
{
Θ(E0)Θ (µ− E0)−Θ(−E0)Θ (E0 − µ)
}
Entonces, si E0 es positivo, la contribucio´n del nivel de Landau ma´s bajo
a la conductividad Hall, σxy, es (+ e
2
2pi
) siempre que el potencial quı´mico
satisfaga µ > E0 y cero en caso contrario. Por otro lado, para energı´as E0
negativas, la contribucio´n a σxy resulta ser (− e22pi ) si µ < E0 y cero en caso
contrario.
En este punto esta´ claro que obtendremos un resultado similar para
cualquier otro nivel de Landau. En efecto, podemos hacer las mismas con-
sideraciones para cualquier otro autovalor E . Entonces, para un dado po-
tencial quı´mico µ, solamente hay un nu´mero finito de contribuciones no
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nulas a la conductividad Hall y, por lo tanto, podemos escribir
σxy|HK =
e2
2pi
{
Θ(µ)
( ∑
0<E<µ
1
)
−Θ(−µ)
( ∑
µ<E<0
1
)}
, (1.4.28)
donde las sumas son extendidas sobre todos los niveles de energı´a. Desta-
camos que e´ste es un resultado general para el problema de Landau de un
sistema fermio´nico con espectro discreto sin puntos de acumulacio´n.
Para el modelo que hemos desarrollado, el espectro resulta ser la unio´n
del espectro del Hamiltoniano alrededor de K, HK, y del correspondiente
a K′, HK′ , es decir E ∈ SpecHK
⋃
SpecHK′ , el cual toma en cuenta los es-
tados alrededor de ambos puntos de Fermi. Es importante recordar que,
adema´s, debemos considerar la degeneracio´n adicional que corresponde a
las dos polarizaciones del spin del electro´n, que hasta el momento no ha
jugado ningu´n rol en nuestro ana´lisis.
En unidades completas la conductividad Hall puede escribirse entonces
como
σxy =
2e2
h
{
Θ(µ)
( ∑
0<E<µ
1
)
−Θ(−µ)
( ∑
µ<E<0
1
)}
. (1.4.29)
Observamos que ∣∣∣∣ h4e2 σxy
∣∣∣∣ = 12 (1.4.30)
para pequen˜os valores del potencial quı´mico |µ| (tal que |µ| > |E0| =
vF
√
eB
2w
). Este valor es caracterı´stico del Efecto Hall cua´ntico entero ano´malo
(AIQHE) encontrado experimentalmente para el grafeno [29, 30, 41, 42],
que muestra una conductividad Hall que resulta no nula para los niveles
ma´s bajos de Fermi (positivos o negativos).
En la figura 1.10 hemos graficado la conductividad Hall para nuestro
modelo como funcio´n del potencial quı´mico µ (igual al nivel de Fermi ²F a
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temperatura cero) para w = 103 (ver nota 1). Destacamos que no es posible
apreciar la estructura del doble escalo´n en el gra´fico y esto se debe a que
la diferencia entre dos niveles contiguos es proporcional a
1
w
, (1.3.39) (Ver
Figura1.11 ).
Sen˜alamos el hecho de que la conductividad Hall para nuestro mode-
lo se anula en un pequen˜o entorno del origen, para potenciales quı´micos
tales que |µ| < vF
√
eB
2w
.
Por u´ltimo, destaquemos que en nuestros ca´lculos de la Conductivi-
dad Hall, a partir de la funcio´n ζ para nuestro modelo, no hemos hecho
eleccio´n alguna de las fases del determinante del operador D, lo que en
cambio resulta necesario al calcular la Conductividad Hall a partir de la
funcio´n ζ para el modelo (lineal) pseudo-relativista [73], el cual presenta
un par de modos cero degenerados. Esto es consecuencia de que nuestro
Hamiltoniano es un operador diferencial de segundo orden que no tiene
modos ceros.
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Figura 1.10: La conductividad Hall calculada a partir de nuestro modelo para w = 103.
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Figura 1.11: La estructura de los escalones en la conductividad Hall de 12 a
3
2 , w = 10
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1.5. Te´rmino aniso´tropo en la relacio´n de disper-
sio´n del grafeno tratado perturbativamente
Recordamos que la relacio´n de dispersio´n obtenida para el grafeno a
partir de la aproximacio´n de tight-binding, en las cercanı´as de un punto
de Dirac es
Es(K+ k) = s t
[
3
2
a|k| − 3
8
a2k2 sin(3θ)
]
+ t′
[
−9
4
a2k2 + 3
]
+O
(|k|3) ,
(1.5.1)
donde tan(θ) = k2/k1 y s = ±1.
Como hemos mencionado anteriormente, el te´rmino cuadra´tico no iso´-
tropo en esta relacio´n no puede ser representada por nuestro modelo (iso´tropo).
Sin embargo, podemos pensarlo como una perturbacio´n (que rompe la
simetrı´a rotacional) sobre el sistema libre, cuyas soluciones ya conocemos,
(1.2.17) y (1.2.23).
Consideremos entonces la siguiente perturbacio´n:
4H = −a
4
vF p2
[
4p1
2 − p2] (p2)−1 (σ · p) (1.5.2)
Al aplicarla sobre una solucio´n del problema libre ψk(x), obtenemos
4H ψk(x) = −a
4
vF e
ık·x k2
[
4k1
2 − k2] (k2)−1/2 (σ · kˆ)χs(k)(1.5.3)
= −sa
4
vF k2
[
4k1
2 − k2] (k2)−1/2 ψs(k) (1.5.4)
= −s3
8
t a2k2 sin (3θ) ψs(k) .
donde hemos usado la identificacio´n vF ≡ 3a2 t y las siguientes relaciones:
cos(θ) =
k1√
k21 + k
2
2
, sin(θ) =
k2√
k21 + k
2
2
, tan(θ) =
k2
k1
(1.5.5)
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Este resultado nos permite suponer que, en presencia de un campo
electromagne´tico A, las derivadas cambian a derivadas covariantes per-
mitie´ndonos escribir a la perturbacio´n en su forma hermı´tica como
4H = −a
8
vF
{
(p2 − eA2)
[
4(p1 − eA1)2 − (p− eA)2
] [
(p− eA)2]−1 σ · (p− eA)
(1.5.6)
+σ · (p− eA) [(p− eA)2]−1 [4(p1 − eA1)2 − (p− eA)2] (p2 − eA2)} .
Si bien observamos una indeterminacio´n en el orden en que aparecen los
operadores, volveremos a tratar este tema ma´s adelante, por lo cual nos
olvidaremos de esto por el momento.
Consideremos el caso de un campo magne´tico constante como el dado
en (1.2.27), para el cual tenemos
p1 − eA1 = p1 =
√
eB p , p2 − eA2 = p2 − eBx1 = −
√
eB q , (1.5.7)
de modo que la perturbacio´n 4H se reduce a
4H = −a
8
vF
√
eB
{
q
[
4p2 − (p2 + q2)] [p2 + q2]−1 [pσ1 − qσ2]
+ [pσ1 − qσ2]
[
p2 + q2
]−1 [
4p2 − (p2 + q2)] q} (1.5.8)
= H+ H† ,
donde hemos definido al operador H como
H = −a
8
vF
√
eB q
[
4p2 − (p2 + q2)] [p2 + q2]−1 [pσ1 − qσ2] . (1.5.9)
Entonces, tomando en cuenta la ecuacio´n (1.2.33),
[pσ1 − qσ2]ψk,n,s(x) = − 1
w
{
m
eB
En,s − 1
2
(
p2 + q2
)}
ψk,n,s(x) , (1.5.10)
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donde En,s esta´n dadas por (1.2.57), aplicamos el operador hermı´tico H a
las autofunciones del Hamiltoniano de nuestro modelo en presencia de un
campo magne´tico uniforme y constante, (1.2.41), obtenemos:
Hψk,n,s(x) =
a
4
vF
√
eB
Kn,s
w
eıkx2√
2pi
q[4p2−(p2+q2)][p2+q2]−1{ meB En,s− 12(p2+q2)}×
e−
q2
2

Hn+1(q)
− i
2w
[
1− s√1 + 8w2(n+ 1)]Hn(q)

= a
8
vF
√
eB Kn,s
w
eıkx2√
2pi
q × (1.5.11)

{ meB En,s− 12 (2n+3)}
[2n+3] [4∂p
2+(2n+3)] e−
q2
2 Hn+1(q)
− i
2w
[
1−s
√
1+8w2(n+1)
]{ meB En,s− 12 (2n+1)}
[2n+1] [4∂p
2+(2n+1)] e−
q2
2 Hn(q)

= a
8
vF
√
eB Kn,s
w
eıkx2√
2pi
q e−
q2
2 ×

{ meB En,s− 12 (2n+3)}
[2n+3] [4q2−3(2n+3)]Hn+1(q)
−ı
[
1−s
√
1+8w2(n+1)
2w
]{ meB En,s− 12 (2n+1)}
[2n+1] [4q2−3(2n+1)]Hn(q)
 .
La correccio´n a primer orden perturbativo para los autovalores del Ha-
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miltoniano (1.2.28) esta´ dada por los elementos de matriz
(ψk′,n,s,4Hψk,n,s) = (ψk′,n,s,Hψk,n,s) + (Hψk′,n,s, ψk,n,s)
= 2<{(ψk′,n,s,Hψk,n,s)}
= δ(k − k′) a vF
√
eB
Kn,s
2
w
× (1.5.12)
∫ ∞
−∞
dq e−q
2
q
{{ meB En,s− 12 (2n+3)}
[2n+3]
[4q2 − 3(2n+ 3)]Hn+12(q)+
+
[
1−s
√
1+8w2(n+1)
2w
]2 { meB En,s− 12 (2n+1)}
[2n+1]
[4q2 − 3(2n+ 1)]Hn2(q)
}
= 0 ,
que se anulan trivialmente puesto que tenemos la integral sobre toda la
recta real de una funcio´n impar de q, dado que las funciones de Hermite
tienen paridad bien definida [70].
Como hemos notado anteriormente, existe una indeterminacio´n de or-
den en la expresio´n del operador H, (1.5.9), puesto que los operadores en
el lado derecho de (1.5.2) no conmutan. Sin embargo, para cualquier or-
denamiento de los operadores que elijamos obtendremos una expresio´n
en el integrando del valor medio (ψk′,n,s,4Hψk,n,s) que sera´ impar en q,
resultando ası´ una correccio´n a primer orden perturbativo nula.
Por otra parte, es trivial demostrar que Hψ0 = 0, siendo ψ0 la solucio´n
asociada al modo cero dada en (1.2.49).
Por consiguiente, el te´rmino anisotro´pico de la relacio´n de dispersio´n
(1.5.1) no produce correcciones, al menos a primer orden en teorı´a de per-
turbaciones, a las autoenergı´as dadas por (1.2.57), siendo la perturbacio´n
dada por4H , (1.5.6) (au´n cuando tomemos cualquier otra permutacio´n de
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los factores en el operador H dado por (1.5.9)). Esto significa que, en pres-
encia de un campo magne´tico constante ortogonal al plano, el espectro
del Hamiltoniano de nuestro modelo se mantiene estable ante perturba-
ciones que rompen la simetrı´a ante rotaciones como la dada en (1.5.8).Por
lo tanto, la conductividad Hall y la explicacio´n del efecto Hall cua´ntico
entero ano´malo basada en nuestro modelo efectivo no resulta modifica-
da, a primer orden en teorı´a de perturbaciones, por el te´rmino aniso´tropo
4H proveniente del orden cuadra´tico en la relacio´n de dispersio´n origi-
nado por la interaccio´n de primeros vecinos en la aproximacio´n de tight-
binding.
1.6. Campo magne´tico y ele´ctrico cruzados
Consideremos ahora el caso en que no so´lo esta´ presente un campo
magne´tico B uniformemente constante perpendicular al plano sino tam-
bie´n un campo ele´ctrico en la direccio´n de x1.
Bajo estas consideraciones, podemos escribir al campo electromagne´tico
Aµ como
A := Bx1 eˆ2 , A0 := −Ex1 , (1.6.1)
Entonces, el Hamiltoniano en el gauge de Coulomb resulta
H =
(p− eA)2
2m
+ vF σ · (p− eA)− eA0 . (1.6.2)
En el lı´mite en que m → ∞, podemos resolver la ecuacio´n de auto-
valores para campos magne´tico y ele´ctrico cruzados en te´rminos de las
soluciones para el caso en que solo esta´ presente un campo magne´tico per-
pendicular al plano del grafeno, empleando una pseudo transformacio´n
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de Lorentz [71–73]. Sin embargo en nuestro modelo no relativista el te´rmi-
no cuadra´tico nos impide resolver el problema de esa manera.
Observamos que, para estos campos, el Hamiltoniano asociado (1.6.2)
es independiente de la coordenada x2. En otras palabras, resulta invari-
ante ante traslaciones en esta direccio´n, por lo cual proponemos la misma
clase de soluciones que para el caso en que el campo ele´ctrico esta´ ausente,
Ψ(x) = e
ıkx2√
2pi
(
ϕ(x1)
χ(x1)
)
, de modo que la ecuacio´n de autovalores se reduce
al siguiente sistema de ecuaciones diferenciales acopladas
([
p1
2 + (eB)2
(
x1 − k
eB
)2]
− λ+ 2meEx1
)
ϕ =
= −2mvF
(
p1 + ıeB
(
x1 − k
eB
))
χ ,
([
p1
2 + (eB)2
(
x1 − k
eB
)2]
− λ+ 2meEx1
)
χ =
= −2mvF
(
p1 − ıeB
(
x1 − k
eB
))
ϕ ,
(1.6.3)
donde λ = 2mE , escrito en unidades naturales.
Al igual que en el caso donde el campo ele´ctrico esta´ ausente, resulta
conveniente definir nuevas variables q y su correspondiente variable con-
jugada p de la siguiente manera
q :=
√
eB
[
x1 − k
eB
+
mE
eB2
]
, p := −ı ∂
∂q
=
( −ı√
eB
)
∂
∂x1
(1.6.4)
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en te´rminos de las cuales la ecuacio´n de autovalores se escribe como:
[
p2 + q2 − Λ
eB
]
ϕ(q) = 2w
[
[p+ ıq] + ıw
E
vFB
]
χ(q) ,
{
p2 + q2 − Λ
eB
}
χ(q) = 2w
[
[p− ıq]− ıw E
vFB
]
ϕ(q) ,
(1.6.5)
donde hemos definido
Λ := λ+
mE
B
[
mE
B
− 2k
]
(1.6.6)
y λ = 2mE .
Notamos que, para pequen˜os campos ele´ctricos, el u´ltimo te´rmino en el
lado derecho del sistema anterior (1.6.5) puede ser tratado como una per-
turbacio´n
(
w2E
mvFB
)
σ2 del Hamiltoniano cuyas soluciones son las mismas
funciones de q que las obtenidas anteriormente (1.2.29), con la diferencia
de que la posicio´n de equilibrio del oscilador armo´nico en la direccio´n x1
esta´ desplazada en una cantidad
(−mE
eB2
)
. Asimismo las energı´as, a orden
cero perturbativo, esta´n dadas por la ecuacio´n (1.2.57) pero corridas en
una cantidad E
B
[
k − mE
2B
]
.
Por otro lado, como la perturbacio´n es proporcional a σ2, entonces la
primera correccio´n a las energı´as es nula, puesto que las funciones de Her-
mite son ortogonales entre si, (1.2.29). Entonces, el efecto de considerar
un campo ele´ctrico ortogonal al campo magne´tico, solo produce un corri-
miento rı´gido del espectro correspondiente a A0 = 0, al menos a primer
orden en teorı´a de perturbaciones en el para´metro (E/vFB).
Capı´tulo 2
Aplicaciones de nuestro Modelo
2.1. Introduccio´n
Desde la sintetizacio´n del grafeno en el laboratorio [28] y sus posibles
aplicaciones a dispositivos electro´nicos, numerosas investigaciones se han
enfocado en las propiedades electro´nicas de este material bidimensional.
Se sabe que las propiedades electro´nicas; de tranporte y meca´nicas del
grafeno pueden cambiar en presencia de defectos en la red, de hecho las
consecuencias de la presencia de defectos en grafeno ya habı´an sido anal-
izadas antes de su sintetizacio´n [75]. Las propiedades electro´nicas de de-
fectos topolo´gicos en el grafeno han sido ampliamente estudiadas en la
literatura a trave´s de me´todos nume´ricos [76–78], encontrando que estos
defectos inducen una inhomogeneidad de carga en las muestras con pa-
trones caracterı´sticos, lo cuales pueden ser observados a trave´s de medi-
das efectuadas por el Microscopio de Efecto Tu´nel (STM), y el Microscopio
de Fuerza Electrosta´tica (EFM).
En presencia de defectos topolo´gicos, la topologı´a de la red del grafe-
no cambia, afectando ası´ sus propiedades globales. De entre los defectos
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topolo´gicos se pueden mencionar las disclinaciones (relacionados a la in-
troduccio´n de penta´gonos o hepta´gonos en la red) o las dislocaciones (rela-
cionados a la introduccio´n de pares de penta´gonos-hepta´gonos en la red
del grafeno). Queremos remarcar el hecho de que en el lı´mite contı´nuo el
material es descrito por una variedad donde la curvatura esta´ asociada a
las disclinaciones y la torsio´n a las dislocaciones en el medio [32].
Una manera natural de producir una curvatura local en la red del grafe-
no es sustituyendo algunos hexa´gonos por penta´gonos (que producen cur-
vatura positiva) o hepta´gonos (curvatura negativa). En el lı´mite contı´nuo,
podemos sustituir un penta´gono en la red por un flujo magne´tico ficticio
localizado en ese mismo punto, en otras palabras podemos modelar un
penta´gono en la red mediante un flujo singular del tipo Bohm-Aharonov.
En estas condiciones, podemos ajustar el flujo del campo de manera tal que
la fase adquirida por el espinor cuando da una vuelta alrededor del flujo
singular sea la misma que la inducida cuando se da una vuelta alrededor
del penta´gono. Este procedimiento tiene la ventaja de ser fa´cilmente gene-
ralizado a defectos co´nicos de un a´ngulo de apertura arbitrario. En el lab-
oratorio podemos obtener la anterior configuracio´n de campo magne´tico
al poner un superconductor tipo-II sobre una capa de grafeno o bien uti-
lizando heterojunciones (interfases) semiconductoras que contengan un
gas bidimensional de electrones (2DEG) [54, 79–83].Teniendo en cuenta lo
anteriormente dicho, estudiaremos en la primera parte de este capı´tulo
la modificacio´n del espectro de nuestro modelo efectivo, y consecuente-
mente de la Conductividad Hall, debido a la presencia de un flujo singular
Φ en el origen del plano.
Por otra parte, la sintetizacio´n experimental de este material ha dado
impulso a la consideracio´n y estudio de sus posibles aplicaciones pra´cti-
cas. En el marco de la teorı´a lineal para las fluctuaciones alrededor de los
puntos de Dirac, en la cual los electrones son descritos como fermiones de
Dirac no masivos, y empleando me´todos propios de la teorı´a cua´ntica de
campos [73, 84, 85], se ha establecido la ausencia de gap en muestras de
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taman˜o infinito para este material bidimensional (esto se debe a que las
bandas de conduccio´n y de valencia, las cuales tienen la forma de un par
de conos invertidos, se encuentran en un solo punto, E = 0, en el espa-
cio de momentos), ası´ como la existencia de una conductividad mı´nima
no nula, caracterı´sticas que constituyen un obsta´culo para el empleo del
grafeno en dispositivos electro´nicos.
Experimentalmente se encontro´ un modo inusual de controlar la den-
sidad de portadores en el grafeno. Al aplicar un gate voltage (compuerta
de tensio´n) positivo al grafeno los electrones son atraı´dos, de manera que
la energı´a de Fermi pertenece a las bandas de energı´as positivas, E > 0,
las que corresponden a las bandas de conduccio´n del material. A medi-
da que el potencial de gate disminuye, la densidad de electrones decrece,
pero la conductancia no se anula para E = 0 (como sucede para un semi-
conductor normal), hasta alcanzar un valor mı´nimo comparable a la con-
ductancia cua´ntica e2/~. A medida que el potencial se hace cada vez ma´s
negativo, la conductancia aumenta de nuevo, puesto que los huecos son
atraı´dos [28, 47]. En el grafeno, la ausencia de un gap de energı´a imposi-
bilita reducir la concentracio´n de portadores completamente y producir
una conductancia nula. Esto nos conduce a buscar nuevos caminos para
poder aplicar este nuevo material a la fabricacio´n de transistores. En ese
contexto, han tenido lugar un gran nu´mero de estudios que consideran
la posibilidad de abrir y controlar un gap de energı´a en el grafeno, por
ejemplo, en muestras de taman˜o finito como nanodots y nanoribbons. En
efecto, existen medidas experimentales de la conductividad ele´ctrica en
dispositivos basados en grafeno que muestran la existencia de un gap bajo
ciertas condiciones [86–89], en particular se encontro´ que para discos de
taman˜o < 100nm se pudo alcanzar regı´menes donde los picos de conduc-
tancia dejan de ser perio´dicos, los cuales son controlados por la energı´a
de los electrones atrapados dentro del disco [90]. De hecho, en el mode-
lo efectivo descrito en el Capı´tulo 1 de esta tesis [93], hemos visto que la
aplicacio´n de un campo magne´tico B perpendicular al plano del sistema
remueve los modos cero del modelo lineal llevando al estado fundamental
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a una energı´a proporcional a B, E0 = |eB/2m|.
A diferencia del caso usual para semiconductores, en el lı´mite contı´nuo
de la teorı´a de Dirac, el confinamiento de los portadores de carga a una re-
gio´n finita no puede ser modelada por la condicio´n de que los campos en
el borde se anulen (condiciones Dirichlet). En la referencia [91] los autores
encontraron que de entre el conjunto de condiciones de contorno que ha-
cen autoadjunto al correspondiente Hamiltoniano, las condiciones de con-
torno conocidas como del MIT [97] son buenas candidatas para reproducir
los resultados experimentales.
Bajo estas condiciones, estudiaremos en la segunda parte de este capı´tu-
lo el problema de autovalores del Hamiltoniano efectivo que describe el
movimiento de estas partı´culas confinadas a un disco Ω de radio R en
presencia de un campo magne´tico uniformemente constante y perpendi-
cular al disco.
2.2. Potencial singular del tipo Bohm-Aharonov
En este capı´tulo volvemos a considerar el Hamiltoniano de nuestro mo-
delo efectivo en presencia de un campo electromagne´tico externo,
H =
(
p− e
c
A
)2
+ 2θ2
2m
+ vF σ ·
(
p− e
c
A
)
(2.2.1)
=
1
2m
{
−~2∇2 + 2ıe
c
~A · ∇+ e
2
c2
A2
}
− vF ı~σ ·
{
∇− ı e
c ~
A
}
,
para estudiar el caso particular de un campo magne´tico uniforme y cons-
tante perpendicular al plano,B0, y de un flujo magne´tico singular de Bohm-
Aharonov, Φ, tambie´n perpendicular al plano.
En el gauge de Coulomb, podemos dar a nuestro problema simetrı´a
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cilı´ndrica, de modo de escribir:
A(r) =
(
B0r
2
+
Φ
2pir
)
ϕˆ = A(r)ϕˆ (2.2.2)
~∇ = rˆ ∂r + 1
r
ϕˆ ∂ϕ (2.2.3)
∇2 = ∂2r +
1
r
∂r +
1
r2
∂2ϕ (2.2.4)
Por lo cual el Hamiltoniano (2.2.1) se escribe entonces como:
2m
~2
H = −
{
∂2r +
1
r
∂r +
1
r2
∂2ϕ − 2ı
e
c ~
A(r)
1
r
∂ϕ − e
2
c2 ~2
A(r)2
}
12
(2.2.5)
−2ıθ
~
σ · rˆ∂r − 2θ~ σ · ϕˆ
( ı
r
∂ϕ +
e
c ~
A(r)
)
separa´ndose de esta forma en una parte diagonal (los te´rminos en la primera
lı´nea) y otra anti-diagonal (los de la segunda lı´nea), puesto que las matri-
ces
σ · rˆ := σr =
(
0 e−ıϕ
eıϕ 0
)
, σ · ϕˆ := σϕ =
(
0 −ıe−ıϕ
ıeıϕ 0
)
= ∂ϕσr ,
(2.2.6)
son antidiagonales.
Dado que el potencial vector es so´lo funcio´n de r y que nuestro Hamil-
toniano tiene simetrı´a cilı´ndrica, resulta inmediato verificar que H conmu-
ta con un momento angular total definido como
J = L+
~
2
σ3 = −ı~∂ϕ + ~
2
σ3 , (2.2.7)
si recordamos las siguientes relaciones de conmutacio´n:
[J, pi] = ı~²ikpk , [J, xi] = ı~²ikxk , [J, σi] = ı~²ikσk ,
(2.2.8)
[J,A(r)] = −ı~A(r)
(
cosϕ iˆ+ sinϕ jˆ
)
,
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Como el Hamiltoniano conmuta con J , esos operadores tienen una
base de autofunciones en comu´n y, por lo tanto, el Hamiltoniano deja in-
variantes a los subespacios de la forma:
Hl =
{
Ψl(r, ϕ) =
(
eılϕφl(r)
eı(l+1)ϕχl(r)
)
|φl(r) , χl(r) ∈ L2
(
R+; r dr
)}
.
(2.2.9)
Sen˜alemos que estas funciones de onda deben representar estados fer-
mio´nicos, por lo que resulta necesario que l ∈ Z de manera que, ante una
rotacio´n en 2pi generada por J , la funcio´n de onda cambie de signo.
Sobre estos subespacios la ecuacio´n de autovalores, HΨl(r, ϕ) =
ElΨl(r, ϕ), se reduce al siguiente sistema de ecuaciones diferenciales de
segundo orden acopladas:
0 =
{
−∂2r −
1
r
∂r +
(
l
r
− eB0
2 c ~
r − eΦ
2 c pi~
1
r
)2
− λ
}
φl(r)
−2ıθ
~
χ′l(r) +
2ıθ
~
(
eB0
2 c ~
r +
eΦ
2 c pi~
1
r
− l + 1
r
)
χl(r)
(2.2.10)
0 =
{
−∂2r −
1
r
∂r +
(
l + 1
r
− eB0
2 c ~
r − eΦ
2 c pi~
1
r
)2
− λ
}
χl(r)
−2ıθ
~
φ′l(r)−
2ıθ
~
(
eB0
2 c ~
r +
eΦ
2 c pi~
1
r
− l
r
)
φl(r) ,
donde hemos llamado
λ :=
2mEl
~2
(2.2.11)
siendo El la energı´a asociada al estado Ψl(r, ϕ).
Si ahora definimos:
α :=
eΦ
2 c pi~
, β :=
eB0
2 c ~
, (2.2.12)
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el sistema de ecuaciones diferenciales acoplados (2.2.10) se reescribe como:
λφl(r) = −φ′′l (r)−
φ′l(r)
r
+
(
l − α
r
− βr
)2
φl(r)
−2ıθ
~
{
χ′l(r) +
(
l + 1− α
r
− βr
)
χl(r)
}
(2.2.13)
λχl(r) = −χ′′l (r)−
χ′l(r)
r
+
(
l + 1− α
r
− βr
)2
χl(r)
−2ıθ
~
{
φ′l(r)−
(
l − α
r
− βr
)
φl(r)
}
el cual tambie´n puede expresarse como
−(λ− 2β)φl(r) = (
∂r +
l + 1− α
r
− βr
){(
∂r − l − α
r
+ βr
)
φl(r) +
2ıθ
~
χl(r)
}
(2.2.14)
−(λ+ 2β)χl(r) = (
∂r − l − α
r
+ βr
){(
∂r +
l + 1− α
r
− βr
)
χl(r) +
2ıθ
~
φl(r)
}
Debido a la estructura de e´stas ecuaciones podemos elegir desarrollar
las soluciones en te´rminos del conjunto completo de autofunciones del
operador diferencial hermı´tico de segundo orden:
H = −∂r2 − 1
r
∂r +
(
l − α
r
− βr
)2
, (2.2.15)
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definido sobre el conjunto de funciones de L2 (R+; r dr) con derivadas se-
gundas continuas y que satisfacen las condiciones de Dirichlet en el origen
y para todo l ∈ Z.
Entonces resolveremos, primeramente, el siguiente problema de auto-
valores:
(H− λ0)φl(r) = 0 , (2.2.16)
Observamos que para obtener la solucio´n asociada a χl(r), basta con
tomar la ecuacio´n diferencial (2.2.16) y reemplazar l→ l+1 y φl(r)→ χl(r).
Vamos a resolver, por lo tanto, la siguiente ecuacio´n diferencial:
−φ′′l (r)−
1
r
φ′l(r) +
(
l − α
r
− βr
)2
φl(r)− λ0φl(r) = 0 (2.2.17)
Si definimos ν := |l − α| y proponemos una solucio´n a la ecuacio´n ho-
moge´nea (2.2.17) de la forma:
φl(r) ∼ e−
βr2
2 rνf
(
βr2
)
(2.2.18)
la ecuacio´n diferencial en derivadas parciales para φl(r),(2.2.17), se reduce
a la siguiente ecuacio´n diferencial para la funcio´n f (βr2):
0 = β r2f ′′
(
βr2
)
+ f ′
(
βr2
) (
ν + 1− βr2)−
−
(
2β (ν + 1)− (λ0 + 2β (l − α))
4β
)
f
(
βr2
) (2.2.19)
de manera que si identificamos:
a :=
2β (ν + 1)− (λ0 + 2β (l − α))
4β
b := ν + 1 (2.2.20)
z := βr2 ,
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obtenemos la ecuacio´n de Kummer [70], cuyas soluciones linealmente in-
dependientes son las funciones hipergeome´tricas confluentes (o funciones
de Kummer) M (a, b, z) y U (a, b, z).
Al requerir que las soluciones sean de cuadrado integrable y regulares
en el origen obtenemos que el para´metro a debe ser un entero negativo,
es decir a = −n, n ∈ N. Pero de ser e´ste el caso, se tiene que las funciones
M (a, b, z) y U (a, b, z) resultan linealmente dependientes y, por lo tanto,
la solucio´n del problema (2.2.16) es:
φl (r) = e
−βr2
2 rν U (−n , ν + 1 , z) . (2.2.21)
Recordando que el para´metro a esta´ definido a trave´s de la ecuacio´n
(2.2.20) y dado que a = −n, n ∈ N, obtenemos la siguiente expresio´n para
λ0:
λ0 = 2β {2n+ 1 + |l − α| − (l − α)} (2.2.22)
De manera similar obtenemos la solucio´n para χl(r).
A partir de las siguientes relaciones de recurrencia, derivadas de rela-
ciones de recurrencia conocidas [70]:
0 = U (a− 1, b− 1, z) + (b− 1)U (a, b, z)− z U (a, b+ 1, z)
(2.2.23)
0 = (b− 1)U (a, b, z)− a z U (a+ 1, b+ 1, z) + (1 + a− b)U (a, b− 1, z) ;
de la expresio´n dada anteriormente para λ0, (2.2.22), y suponiendo adema´s
que el para´metro α satisface 0 < α < 1, podemos observar que las solu-
ciones del sistema de ecuaciones diferenciales acopladas (2.2.13) se divi-
den, segu´n el momento angular l, de la siguiente manera:
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Si l ≥ 1, l ∈ Z tenemos las siguientes soluciones
φ1,l(r) = Ale
−βr
2 rl−αU
(− (n+ 1) , l − α+ 1, βr2) (2.2.24)
χ1,l(r) = Cle
−βr
2 rl+1−αU
(−n, (l + 1)− α+ 1, βr2) , (2.2.25)
siendo U(a, b, z) las funcio´n Hipergeome´trica de Kummer [70,92]. De
manera que la ecuacio´n de autovalores 2.2.16 y la correspondiente
ecuacio´n para χl(r) se reducen a:
Hφ1,l(r) = 2β(2n+ 3)φ1,l(r)
(2.2.26)
Hχ1,l(r) = 2β(2n+ 1)χ1,l(r)
Si, en cambio, l ≤ 0, l ∈ Z las soluciones son:
φ2,l(r) = Ble
−βr
2 rα−lU
(−n, α− l + 1, βr2) (2.2.27)
χ2,l(r) = Dle
−βr
2 rα−(l+1)U
(−n, α− (l + 1) + 1, βr2) ,(2.2.28)
tales que la ecuacio´n de autovalores se reducen, en cada caso, a:
Hφ2,l(r) = 2β(2(n− l + α) + 1)φ2,l(r)
(2.2.29)
Hχ2,l(r) = 2β(2(n− (l + 1) + α) + 1)χ2,l(r)
Teniendo en cuenta las relaciones de recurrencia (2.2.23) podemos es-
cribir:
φ′1, l(r)−
(
l − α
r
− βr
)
φ1, l(r) = 2β(n+ 1)
Al
Cl
χ1, l(r) (2.2.30)
y
χ′1, l(r) +
(
l + 1− α
r
− βr
)
χ1, l(r) = −2Cl
Al
φ1, l(r) . (2.2.31)
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y similarmente
φ′2, l(r)−
(
l − α
r
− βr
)
φ2, l(r) = 2(α− l + n)Bl
Dl
χ2, l(r) (2.2.32)
y
χ′2, l(r) +
(
l + 1− α
r
− βr
)
χ2 l(r) = −2βDl
Bl
φ2, l(r) . (2.2.33)
vemos que con esas funciones el sistema de ecuaciones diferenciales acopladas
se reduce a un sistema algebraico. De ese modo tenemos en cada caso que:
Si l ≥ 1, l ∈ Z, el sistema algebraico resulta:(
β (4n+ 6)− λ 4 ı θ~
−4 ı θ~ β (n+ 1) β (4n+ 2)− λ
) (
Al
Cl
)
=
(
0
0
)
(2.2.34)
Al imponer la condicio´n de que la solucio´n debe ser no trivial, obte-
nemos:
λn, = 4 β
{
n+ 1± 1
2
√
1 +
4 θ2
β ~2
(n+ 1)
}
(2.2.35)
Si definimos las siguientes constantes adimensionales:
s := ±1
(2.2.36)
z :=
θ
~
√
2 β
=
mvF√
~ eB0
,
y recordando la relacio´n de λ con la energı´a, dada por la expresio´n
(2.2.11), podemos escribir a la energı´a de la siguiente manera:
En, l = ~ vF
√
2β
1
z
{
n+ 1 +
s
2
√
1 + 8z2 (n+ 1)
}
(2.2.37)
de donde resulta evidente que, en el presente caso, las energı´as son
independientes tanto del momento angular como del flujo singular.
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Por lo tanto, para l ≥ 1, el sistema tiene degeneracio´n infinita en
la energı´a, al igual que lo que ocurre en ausencia del potencial de
Bohm-Aharonov [93]. Esta es la situacio´n tı´pica del problema de Lan-
dau.
Los coeficientes de la solucio´n del problema de autovalores del co-
rrespondiente Hamiltoniano, para los subespacios con momento an-
gular l ≥ 1, satisfacen:
Cl
Al
= ı
√
β
(
1− s√1 + 8 z2 (n+ 1)
2
√
2 z
)
(2.2.38)
Entonces, las autofunciones del Hamiltoniano en cada subespacio
invariante Hl con l ≥ 1 son de la forma
Ψl (r, ϕ) = An ,l, s e
ı l ϕ e−
β
2
r2 rl−α× U (−(n+ 1) , l + 1− α , β r2)
ı
√
β
(
1−s
√
1+8 z2(n+1)
2
√
2 z
)
eıϕ r U (−n , l − α + 2 , β r2)

(2.2.39)
con An ,l, s una constante de normalizacio´n dada por:
An ,l, s =
√√√√√√ βl+1−α2 pi (n+ 1)!Γ (n+ 2 + l − α)

(√
1 + 8 z2 (n+ 1) + s/2
)2
− 1/4
1 + 8 z2 (n+ 1)

(2.2.40)
Al igual que en el capı´tulo anterior, podemos hacer un desarrollo de
las energı´as En, l para grandes valores de la constante adimensional
z obteniendo ası´:
En, l = ~ vF
√
2β
1
z
{
n+ 1 +
s
2
√
1 + 8z2 (n+ 1)
}
(2.2.41)
= ~ vF
√
2β
{
s
√
2(n+ 1) +
n+ 1
z
+O(z−2)
}
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Si l ≤ 0, l ∈ Z, el sistema algebraico resulta:(
β (4(n+ α− l) + 2)− λ 4 ı β θ~
−4 ı θ~ (n+ α− l) β (4(n+ α− l)− 2)− λ
)(
Bl
Dl
)
=
(
0
0
)
(2.2.42)
de donde se obtienen los autovalores
λn, l = 4 β
{
n+ α− l + s
2
√
1 + 8 z2(n+ α− l)
}
. (2.2.43)
Los correspondientes autovalores de energı´as son entonces
En, l =
~ vF
√
2β
z
{
n+ α− l + s
2
√
1 + 8z2 (n+ α− l)
}
(2.2.44)
Observamos en esta expresio´n la dependencia de las energı´as respec-
to del momento angular l.Este es esencialmente el mismo espectro
de la ec. (2.2.37) pero con el para´metro (entero) n reemplazado por
n+α− (l+1). Pero, a diferencia del caso anterior, aquı´ tenemos so´lo
un nu´mero finito de estados con la misma energı´a. En efecto, tenien-
do en cuenta que n ≥ 0, para n′ = n−l ≥ 0 fijo vemos que los posibles
valores de l son l = −n′, 1−n′, · · · , 0, es decir, una degeneracio´n n′+1
finita.
Los coeficientes de las soluciones satisfacen:
Dl
Bl
=
ı√
β
(
1− s√1 + 8 z2 (n+ α− l)
2
√
2 z
)
, (2.2.45)
de modo que las autofunciones para l ≤ 0 son
Ψl (r, ϕ) = Bn ,l, se
ı l ϕ e−
β
2
r2 rα−(l+1)× r U (−n , α + 1− l , β r2)
ı√
β
(
1−s
√
1+8 z2(n+α−l)
2
√
2 z
)
eıϕ U (−n , α− l , β r2)

(2.2.46)
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donde la constante de normalizacio´n Bn ,l, s esta´ dada por:
Bn ,l, s =
√√√√√√ β1+α−l2pi n!Γ (n+ 1 + α− l)

(√
1 + 8 z2 (n+ α− l) + s/2
)2
− 1/4
1 + 8 z2 (n+ α− l)

(2.2.47)
Por otro lado, si realizamos un desarrollo para valores grandes de z, las
energı´as para estos subespacios resultan
En, l = ~ vF
√
2β
1
z
{
n+ α− l + s
2
√
1 + 8z2 (n+ α− l)
}
(2.2.48)
= ~ vF
√
2β
{
s
√
2(n+ α− l) + n+ α− l
z
+O(z−2)
}
No´tese que, para n′ = n− l dado, tenemos n− l+1 estados con s = +1
que tienen una energı´a ligeramente mayor que la del correspondiente ni-
vel de Landau, mientras que para s = −1 hay la misma cantidad de esta-
dos con energı´a ligeramente menor que la del nivel de Landau correspon-
diente. Cabe sen˜alar que, en el lı´mite termodina´mico, la diferencia en un
nu´mero finito de estados no modifica la densidad de estados del nivel de
Landau.
Queremos hacer las siguientes observaciones:
Primeramente destacamos que, en ambos caso, las constantes de nor-
malizacio´n tienen dimensiones, esto sucede porque las autofunciones no
fueron expresadas en te´rminos de variables sin unidades.
Segundo, si comparamos con nuestro modelo efectivo para el grafe-
no [93], descrito en el capı´tulo 1, vemos en aquel caso los autovalores de
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energı´a no distinguen entre valores positivos y negativos del momento
angular de los estados en un dado nivel de Landau, mientras que en la
situacio´n actual, en presencia de un flujo singular, se mantiene una degen-
eracio´n infinita en subespacios de momento angular l ≥ 1 pero se diferen-
cia la energı´a de un subespacio de dimensio´n finita con momento angular
l ≤ 0. Eso se debe a la interaccio´n entre estos estados con momento angular
negativo y el flujo magne´tico singular.
Adema´s existe otra solucio´n del sistema acoplado (2.2.13) con l ≥ 1:
Ψ0l≥1 =
√
βl−α+1
pi Γ (l − α+ 1) e
ı lϕ rl−α e−
β
2
r2
(
1
0
)
(2.2.49)
con una energı´a asociada
E0 = ~
eB0
2mc
(2.2.50)
que es la ma´s pro´xima de cero, independiente de la velocidad de Fermi vF
y del flujo singular. Por lo tanto, este nivel de Landau no es sensible a la
aplicacio´n del flujo de Bohm-Aharonov.
Ahora que tenemos las autofunciones correctamente normalizadas, va-
mos a escribir la densidad de probabilidad para cada caso:
para l ≥ 1
ρl≥1(r, ϕ, t) = A2n,l,s e
−β r2 {r2(l−α) U2 (−(n+ 1) , l + 1− α , β r2)
(2.2.51)
+β
((
1−s
√
1+8 z2(n+1)
)2
8 z2
)
r2(l+1−α) U2 (−n , l − α + 2 , β r2)
}
para l ≤ 0
ρl≤0(r, ϕ, t) = B2n,l,s e
−β r2 {r2(α−l) U2 (−n , 1 + α− l , β r2)
(2.2.52)
+
((
1−s
√
1+8 z2(n+α−l)
)2
8β z2
)
r2(α−(l+1)) U2 (−n , α− l , β r2)
}
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y para el nivel de Landau ma´s pro´ximo de cero (con l ≥ 1)
ρ0l≥1 =
βl−α+1
piΓ(l − α + 1) r
2(l−α) e−β r
2
(2.2.53)
A partir de la densidad de probabilidad podemos calcular el radio
cuadra´tico medio para cada estado de momento angular l, para lo cual
hacemos uso de las constantes An,l,s y de Bn,l,s, dadas por las expresiones
(2.2.40) y (2.2.47), y de la relacio´n existente entre las funciones de Kum-
mer U(−n, α+ 1, x) y las funciones generalizadas de Laguerre Lαn(x), [70].
Obtenemos
para l ≥ 1
〈
r2
〉
=
∫
ρl≥1(r, ϕ, t)r2d~x
=
1
2β(n+ 1)!Γ (l − α + n+ 2)

(√
1 + 8 z2(n+ 1) + s/2
)2
− 1/4
1 + 8 z2(n+ 1)

∫ ∞
0
{
e−x xl−α+1(n+ 1)!2
(
Ll−αn+1(x)
)2 (2.2.54)
+
(
1− s√1 + 8 z2 (n+ 1))2
8 z2
e−x xl+2−αn!2
(
Ll+1−αn (x)
)2 dx
=
~
eB0
{
4(n+ 1) + 1 + 2(l − α) + s√
1 + 8z2(n+ 1)
}
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para l ≤ 0〈
r2
〉
=
∫
ρl≤0(r, ϕ, t)r2d~x
=
n!
2βΓ (α− l + n+ 1)

(√
1 + 8 z2(n+ α− l) + s/2
)2
− 1/4
1 + 8 z2(n+ α− l)

∫ ∞
0
{
e−x xα−l+1
(
Lα−ln (x)
)2 (2.2.55)
+
(
1− s√1 + 8 z2 (n+ α− l))2
8 z2
e−x xα−l
(
Lα−(l+1)n (x)
)2 dx
=
~
eB0
{
4n+ 1 + 2(α− l) + s√
1 + 8z2(n+ α− l)
}
y para el nivel pro´ximo de cero (l ≥ 1)〈
r2
〉0
=
∫
ρ0l≥1(r, ϕ, t)r
2d~x
=
βl−α+1
pi Γ(l − α+ 1)
∫ ∞
0
r2(l−α+1) e−β r
2
r dr dϕ
=
1
βΓ(l − α+ 1)Γ(l − α+ 2) (2.2.56)
=
l − α + 1
β
=
2~
eB0
(l − α+ 1)
donde hemos usado la definicio´n de la funcio´n Γ(z) y la de la cons-
tante β dada por (2.2.12).
Con las expresiones del radio cuadra´tico medio podemos calcular el
flujo medio del campo magne´tico uniforme encerrado por cada estado. Por
ejemplo, para el estados en el nivel pro´ximo de cero tenemos:
pi
〈
r2
〉0
B0 =
2pi~
eB0
(l − α + 1)B0 = h
e
(l − α+ 1) (2.2.57)
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que crece linealmente con l. Dividiendo por el cuanto de flujo magne´tico del
electro´n φ0 = hce [94] resulta que el nu´mero medio de cuantos encerrados
por estos estados (l ≥ 1) crece linealmente como (l − α + 1).
Consideremos el primer nivel de Landau (E0 = ~eB0/2m). La ecuacio´n
(2.2.56) muestra que existen l estados con radio cuadra´tico medio menor
o igual que el correspondiente a ese valor del momento angular (l′ =
1, · · · , l). Podemos entonces definir un nu´mero de estados por unidad de
a´rea como el cociente
l
pi 〈r2〉0 =
l
2pi~
eB0
(l − α+ 1) =
eB0
h
(1 +O(1/l)) (2.2.58)
que en el lı´mite termodina´mico (l→∞) da una densidad de estados
δ =
eB0
h
=
B0
φ0
, (2.2.59)
de acuerdo con el resultado usual.
Un ca´lculo similar puede hacerse para los dema´s niveles de Landau
empleando el resultado de la ecuacio´n (2.2.54), con ide´ntico resultado para
la densidad en el lı´mite termodina´mico. Recordemos que los dema´s esta-
dos, con l ≤ 0, so´lo contribuyen a niveles con degeneracio´n finita y, por lo
tanto, corresponden a una densidad de estados nula en ese lı´mite.
Desde luego que la aplicacio´n de estos resultados al modelo efectivo
de grafeno requerirı´a considerar m < 0 e incorporar la contribucio´n del
segundo punto de Dirac mediante la transformacio´n unitaria descrita por
las ecuaciones (1.3.33), (1.3.36) y (1.3.37). Dado que la introduccio´n de un
flujo magne´tico singular no cambia cualitativamente las propiedades del
modelo, no continuaremos aquı´ con ese ana´lisis.
Por u´ltimo cabe destacar que si resolvemos el problema anterior en
ausencia del flujo singular, Φ = 0, obtenemos que las energı´as se escriben:
Si l ≥ 0, l ∈ Z tenemos
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En, l = ~ vF
√
2β
1
z
{
n+ 1 +
s
2
√
1 + 8z (n+ 1)
}
en coincidencia con el problema resuelto para el flujo singular Φ,
(2.2.37).
Mientras que para l < 0, l ∈ Z obtenemos:
En, l = ~ vF
√
2β
1
z
{
n− l + s
2
√
1 + 8z (n− l)
}
Vemos que podemos obtener esta expresio´n con so´lo tomar el lı´mite
α→ 0 a partir de la expresio´n (2.2.44).
2.3. Problema en el Disco
En esta seccio´n nos interesaremos en resolver el problema de autova-
lores asociado al movimiento de una partı´cula de “masa” m y carga e no
relativista acoplada mı´nimamente a un campo magne´tico y uniforme per-
pendicular al plano, confinada a moverse dentro de un disco Ω de radio
R.
Al igual que en el caso anterior, el Hamiltoniano esta´ dado por (2.2.5),
donde el potencial vector correspondiente al campo magne´tico uniforme
perpendicular al disco Ω es
B = B0 ϕˆ =∇×A , A := B×r
2
=
B0r
2
ϕˆ = A(r) ϕˆ. (2.3.1)
Como anteriormente hemos mencionado, el Hamiltoniano deja invari-
ante a los subespacios (2.2.9), por lo cual la ecuacio´n de autovalores se
reduce al sistema de ecuaciones diferenciales de segundo orden acopladas
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(2.2.13), para el caso α = 0. Esto nos permite seguir la metodologı´a del caso
anterior y desarrollar a las soluciones en te´rminos del conjunto completo
de autofunciones de un operador diferencial hermı´tico de segundo orden
de la forma
H = −∂r2 − 1
r
∂r +
(
l
r
− βr
)2
, (2.3.2)
definido sobre un dominio de funciones en L2 (R+; r dr) que satisfacen,
para cada l ∈ Z, condiciones de regularidad en el origen y ciertas condi-
ciones de contorno en r = R a determinar. En ese sentido, consideraremos
so´lo condiciones de contorno que respetan la simetrı´a cilı´ndrica del gauge
elegido.
Destacamos nuevamente que el operador relevante para χl(r) puede
ser obtenido a partir del correspondiente a φl(r) con so´lo cambiar l →
l + 1, por lo cual nos remitimos primeramente el siguiente problema de
autovalores:
0 = (H− λ0)φl(r) (2.3.3)
= −φ′′l (r)−
1
r
φ′l(r) +
(
l
r
− βr
)2
φl(r)− λ0 φl(r) ,
para subespacios de momento angular l 6= 0.
Al imponer a φl(r) la condicio´n de regularidad en el origen, la solucio´n
de la ecuacio´n (2.3.3) resultar ser:
φl(r) = Al e
−β r2
2 rlLlλ0−2β
4β
(
β r2
)
(2.3.4)
donde los Lba(z) son los polinomios generalizados de Laguerre [70], que
esta´n relacionados con las funciones de Kummer. En efecto las funciones
generalizadas de Laguerre, para cualquier valor de ν, son una notacio´n
alternativa para las funciones hipergeome´tricas confluentes, [95]:
Lαν (x) =
1
Γ(ν + 1)
M(−ν, α + 1, x) (2.3.5)
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Para hallar las soluciones de 0 = (H− γ0)χl(r), basta con observar la
parte diagonal del sistema de ecuaciones diferenciales acopladas (2.2.13) y
reconocer que ambas esta´n relacionadas a trave´s del cambio l→ l+ 1. Por
lo tanto:
χl(r) = Bl e
−β r2
2 rl+1Ll+1γ0−2β
4β
(
β r2
)
(2.3.6)
El paso siguiente es mostrar que las soluciones encontradas, (2.3.4)
((2.3.6)), son u´nicas para cada λ0 (γ0) y las condiciones impuestas.
Ya hemos mencionado anteriormente que otra solucio´n de la ecuacio´n
de autovalores 0 = (H− λ0)φl(r) es:
φl(r) ∼ e−
β r2
2 rlU
(
−λ0 − 2β
4β
, l + 1 ,
(
β r2
))
(2.3.7)
cuyo comportamiento en el origen esta´ dado por:
φl(r) ∼ r−l Γ(l)
Γ
(
2β−λ0
4β
) + rl Γ(−l)
Γ
(
2β−λ0
4β
− l
) +O (r2) (2.3.8)
A esta solucio´n debemos imponerle la condicio´n de regularidad en el ori-
gen. Entonces:
Si l > 0, l ∈ Z, entonces el te´rmino rl resulta de cuadrado integrable
en el origen puesto que 2L+ 1 > −1, pero el te´rmino proporcional a
r−l no lo es a menos que Γ
(
2β−λ0
4β
)
sea divergente. Si e´ste es el caso,
entonces 2β−λ0
4β
= −n, n ∈ N. Es decir, esta solucio´n es de cuadrado
integrable en el origen so´lo para ciertos valores del para´metro λ0,
pero en esos casos se satisface la siguiente relacio´n [70]:
U
(−n , l + 1 , (β r2)) = (−1)n (n)!Lln (β r2) (2.3.9)
por lo que ambas soluciones resultan linealmente dependientes.
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Si, en cambio, l < 0, l ∈ Z, el te´rmino proporcional a r−l resulta de
cuadrado integrable en el origen pero el asociado a rl no, a menos
que Γ
(
2β−λ0
4β
− l
)
sea divergente, lo que nos conduce a que 2β−λ0
4β
−
l = −m, m ∈ N. Nuevamente, la segunda solucio´n es de cuadrado
integrable en el origen so´lo para ciertos valores de λ0, 2β−λ04β = −(m+
|l|), para los cuales se tiene que [70]:
U
(−(m+ |l|) , 1− |l| , (β r2)) = (−1)m (m)! (β r2)|l| L|l|m (β r2) ,
(2.3.10)
resultando ambas soluciones, tambie´n en este caso, linealmente de-
pendientes.
Del ana´lisis anterior concluimos que las soluciones al problema de au-
tovalores para el Hamiltoniano (2.2.5) pueden ser expresadas en te´rminos
de las Funciones de Laguerre Generalizadas. Ahora hay que hallar un conjun-
to de condiciones de contorno locales en r = R que hagan autoadjunto al
Hamiltoniano del problema, de modo de obtener un conjunto completo de
soluciones de la ecuacio´n de autovalores (2.3.2).
Retomando nuestro ca´lculo, debemos ahora considerar los te´rminos de
acoplamiento del sistema (2.2.13), para el caso en que α = 0, que son de la
forma: [
∂r −
(
l
r
− β r
)]
φl(r) y
[
∂r +
(
l + 1
r
− β r
)]
χl(r)
A partir de las siguientes relaciones de recurrencia [70, 95]:
d
dx
Lba(x) = −Lb+1a−1(x)
(2.3.11)
0 = (b− x) Lba(x)− xLb+1a−1(x)− (a+ 1)Lb−1a+1(x)
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y de los Ansatz para φl(r) y χl(r) en (2.3.4) y(2.3.6) encontramos que:[
∂r −
(
l
r
− β r
)]
φl(r) = −2 β Al e−
β r2
2 rl+1 Ll+1λ0−2β
4β
−1(β r
2)
(2.3.12)[
∂r +
(
l + 1
r
− β r
)]
χl(r) = 2
(
γ0 − 2β
4β
+ 1
)
Bl e
−β r2
2 rl Llγ0−2β
4β
−1(β r
2)
Entonces, si recordamos que Hφl(r) = λ0φl(r), y similarmente para χl(r),
es fa´cil mostrar que nuestro sistema de ecuaciones diferenciales de segun-
do orden acopladas se reduce a
0 = (λ0 − λ)Al e−
β r2
2 rlLlλ0−2β
4β
(
β r2
)
−4ı θ
~
(
γ0 − 2β
4β
+ 1
)
Bl e
−β r2
2 rl Llγ0−2β
4β
+1
(β r2)
(2.3.13)
0 = (γ0 − λ)Bl e−
β r2
2 rl+1Ll+1γ0−2β
4β
(
β r2
)
+4ı
θ
~
β Al e
−β r2
2 rl+1 Ll+1λ0−2β
4β
−1(β r
2)
Esas igualdades so´lo pueden ser satisfechas si se identifican los ı´ndices
de las funciones generalizadas de Laguerre que en ellas aparecen, λ0−2β
4β
≡
γ0−2β
4β
+ 1, lo que nos conduce a la relacio´n
γ0 = λ0 − 4β (2.3.14)
con lo cual el sistema de ecuaciones (2.3.13) se reduce a un sistema
algebraico (λ0 − λ) −4ı θ~
(
λ0 − 2β
4β
)
4ı
θ
~
β (λ0 − 4β − λ)
 ( Al
Bl
)
= 0 (2.3.15)
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La existencia de soluciones no triviales de este sistema algebraico con-
duce a soluciones no triviales del sistema de ecuaciones diferenciales de
segundo orden acopladas. La condicio´n
det [
 (λ0 − λ) −4ı θ~
(
λ0 − 2β
4β
)
4ı
θ
~
β (λ0 − 4β − λ)
] =
= (λ0 − λ) (λ0 − 4β − λ)− 16 θ
2
~2
(
λ0 − 2β
4
)
= 0
(2.3.16)
implica que λ esta´ dado por:
λ = 4β
{(
λ0 − 2 β
4 β
)
+
s
2
√
1 + 8 z2
(
λ0 − 2β
4 β
)}
, (2.3.17)
donde hemos definido s = ±1 y al constante adimensional z := θ~√2β =
mvF√
~eB al igual que antes.
Con esta expresio´n para λ, obtenemos que los coeficientes de las com-
ponentes de Ψl(r, l) satisfacen la siguiente relacio´n:
Bl
Al
= −ı
√
2 β
4 z
(
4 β
λ0 − 2 β
) {
1 + s
√
1 + 8 z2
(
λ0 − 2β
4 β
)}
=: −ı kl ,
(2.3.18)
Ahora estudiaremos el caso particular en que l = 0. En este caso nues-
tras autofunciones tienen la forma:
Ψ0(r, ϕ) =
(
φ0(r)
eıϕχ0(r)
)
(2.3.19)
tal como antes φ0(r) , χ0(r) ∈ L2 (R+; r dr). De modo que el problema de
autovalores HΨ0(r, ϕ) = E0Ψ0(r, ϕ) se reduce a resolver el siguiente sis-
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tema de ecuaciones diferenciales acopladas:
0 =
{
−∂2r −
1
r
∂r + β
2r2 − λ
}
φ0(r)− 2ıθ~
{
∂r +
(
1
r
− βr
)}
χ0(r)
(2.3.20)
0 =
{
−∂2r −
1
r
∂r +
(
1
r
− βr
)2
− λ
}
χ0(r)− 2ıθ~ {∂r + βr}φ0(r) ,
donde hemos definido λ y β segu´n (2.2.11) y (2.2.12), respectivamente.
Podemos reescribir al anterior sistema de la siguiente manera:
0 =
[
∂r +
(
1
r
− βr
)] {
(∂r + βr)φ0(r) +
2ıθ
~
χ0(r)
}
+(λ− 2β)φ0(r)
(2.3.21)
0 = (∂r + βr)
{[
∂r +
(
1
r
− βr
)]
χ0(r) +
2ıθ
~
φ0(r)
}
+(λ+ 2β)χ0(r)
que no es ma´s que el sistema (2.2.14) para el caso particular en que l = 0 y
α = 0, cuya solucio´n regular en el origen es:
Ψ0(r, ϕ) = e
−βr2
2
 A0L0λ0−2β4β (β r2)
eıϕB0r L
1
γ0−2β
4β
(
β r2
)
 (2.3.22)
de manera que, utilizando las relaciones de recurrencia (2.3.11), el sis-
tema de ecuaciones (2.3.21) se reduce al sistema de ecuaciones algebraicas
(2.3.15) al identificarse λ0−2β
4β
≡ γ0−2β
4β
+ 1. Esto nos permite concluir que el
caso particular en que l = 0 puede ser incluido en el ana´lisis anterior.
Entonces ∀l ∈ Z obtenemos para las autofuncionesΨl(r, l), pertenecientes
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a los subespacios HL,
Ψl(r, ϕ) =Al e
−β r2
2 eı l ϕ rl×
Llλ0−2β
4β
(β r2)
−ı
√
2β
4 z
(
4β
λ0−2β
) {
1 + s
√
1 + 8 z2
(
λ0−2β
4β
)}
eıϕr Ll+1λ0−2β
4β
−1 (β r
2)
 ,
(2.3.23)
siendo Al la constante de normalizacio´n de la autofuncio´n.
Recordemos que λ y la energı´aE esta´n relacionadas a trave´s de (2.2.11),
por lo cual podemos reescribir (2.3.17) en te´rminos de la energı´a E de la
siguiente manera:
El = ~
√
2 β vF
1
z
{(
λ0 − 2 β
4 β
)
+
s
2
√
1 + 8 z2
(
λ0 − 2β
4 β
)}
, (2.3.24)
Queremos destacar que la energı´a depende de λ0, para´metro cuyos va-
lores deben ser determinados mediante la imposicio´n de condiciones de
contorno adecuadas en el borde del disco Ω, r = R.
Para las soluciones encontradas, (2.3.4) y (2.3.6), y utilizando las rela-
ciones de recurrencia (2.3.11), podemos reescribira las ecuaciones (2.3.12)
de la siguiente manera:{(
∂r −
(
l
r
− β r
))
φl(r) + 2 ı
β
k
χl(r)
}
= 0 ,
{(
∂r +
(
l + 1
r
− β r
))
χl(r) + 2 ı
(
λ0 − 2 β
4 β
)
kl φl(r)
}
= 0 .
(2.3.25)
con kl definida en (2.3.18).
Teniendo en cuenta las expresiones para σr y σϕ, la anterior expresio´n
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puede ser escrita como{
∂r12 +
( ı
r
∂ϕ + β r
)
σ3 + ı
[
kl
(
λ0 − 2 β
4 β
)
+
β
kl
]
σr
+
[
kl
(
λ0 − 2 β
4 β
)
− β
kl
]
σϕ
}
Ψl (r , ϕ) = 0
(2.3.26)
la cual debe satisfacerse para todo r ∈ [0, R].
Para determinar la condicio´n de borde debemos requerir, como es bien
sabido, que nuestro Hamiltoniano (2.2.5) sea autoadjunto. Para esto calcu-
lamos el siguiente producto interno,
(Ψ, 2mHΦ) =
∫
Ψ†
[
−4+ 2 ı e
~
A ·∇+
( e
~
A
)2
− 2 ı θ
~
σ ·∇− 2θe
~2
σ ·A
]
Φ d2r
=
∫
∇
{
−Ψ† (∇Φ) + 2ı e
~
Ψ†AΦ− 2ı θ
~
Ψ†σΦ +
(∇Ψ†)Φ} d2r
+
∫ {
− (4Ψ†)Φ− 2ı e
~
(∇Ψ†)AΦ +Ψ† ( e
~
A
)2
Φ (2.3.27)
+2ı
θ
~
(∇Ψ†)σΦ− 2e θ
~2
Ψ†σ ·AΨ
}
d2r
=
∮
∂Ω
{
(∇Ψ)†Φ−Ψ† (∇Φ) + 2ı
~
Ψ† (eA− θσ) Φ
}
· ds
+(2mHΨ,Φ)
De eso se desprende que el te´rmino de borde debe anularse para que el
Hamiltoniano sea autoadjunto, lo quiere decir que sobre el disco de radio
R debe satisfacerse la siguiente condicio´n para todo par de funciones Ψ,Φ
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en su dominio:
0 =
∮
∂Ω
{
(∇Ψ)†Φ−Ψ† (∇Φ) + 2ı
~
Ψ† (eA− θσ) Φ
}
· ds
= R
∫ 2pi
0
{([
rˆ ∂r +
1
r
ϕˆ ∂ϕ
]
Ψ
)†
Φ−Ψ†
[
rˆ ∂r +
1
r
ϕˆ ∂ϕ
]
Φ
+
2ı
~
Ψ† (eA(r)ϕˆ− θσ) Φ
}
rˆ dϕ
= R
∫ 2pi
0
{
(∂rΨ)
†Φ−Ψ† (∂rΦ)− 2ı θ~Ψ
†σrΦ
}
dϕ (2.3.28)
= R
∫ 2pi
0
{
(∂rΨ)
†Φ +
θ
~
Ψ† (−ıσr) Φ−Ψ†
(
∂rΦ +
θ
~
(ıσr)
)
Φ
}
dϕ
= R
∫ 2pi
0
{(
∂rΨ+ ı
θ
~
σrΨ
)†
Φ−Ψ†
(
∂rΦ + ı
θ
~
σrΦ
)}
dϕ
Esta condicio´n, a ser satisfecha sobre el borde, nos conduce al reque-
rimiento de que el operador ∂r12 + ı θ~σr aplicado sobre funciones en el
dominio de H y en el lı´mite r → R debe ser equivalente a la aplicacio´n de
un operador autoadjunto sobre sus valores de borde.
La condicio´n anterior puede escribirse de la siguiente manera
0 =
∮
∂Ω
(
Ψ†, ∂rΨ†
) ( −2ı θ~σr 12
−12 0
)(
Φ
∂rΦ
)
(2.3.29)
Es decir, sobre las funciones en el dominio del operador H , la condicio´n
anterior se traduce a la bu´squeda de un operador de proyeccio´n P sobre el
espacio de valores de borde de las autofunciones del Hamiltoniano H tal
que (
Φ
∂rΦ
)
= P
(
Φ
∂rΦ
)
(2.3.30)
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y que satisfaga
P 2 = P , P †
(
−2ı θ~σr 12
−12 0
)
P = 0 (2.3.31)
es decir,
P †
(
−2ı θ~σr 12
−12 0
)
=MP¯ (2.3.32)
siendo P¯ el operador de proyeccio´n sobre el complemento ortogonal del
subespacio sobre el cual proyecta P y donde M es cierta matriz.
No vamos a buscar aquı´ la solucio´n ma´s general de ese problema.
Dado que en nuestro caso disponemos de un conjunto de soluciones de
la ecuacio´n diferencial correspondiente al problema de autovalores para
nuestro Hamiltoniano H , vamos a verificar si esas soluciones satisfacen la
condicio´n (2.3.28). A tal fin reescribiremos esta condicio´n en funcio´n de las
propiedades de esas soluciones para lo cual, de la ecuacio´n (2.3.26) pode-
mos despejar la derivada ∂r de las autofunciones en Hl obteniendo ası´ la
relacio´n
∂rΦ + ı
θ
~
σrΦ =
{
−
( ı
r
∂ϕ + β r
)
σ3 −
[
k
(
λ0 − 2 β
4 β
)
− β
k
]
σϕ
(2.3.33)
+ı
[
θ
~
− k
(
λ0 − 2 β
4 β
)
− β
k
]
σr
}
Φ
Observamos que el primer y segundo te´rmino del lado derecho de la
igualdad anterior corresponden a operadores autoadjuntos sobre el espa-
cio de valores de borde, mientras que el te´rmino proporcional a ı σr no lo
es. Entonces, la ecuacio´n (2.3.28) se puede reescribir de la siguiente manera
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para las autofunciones de H en Hl
0 = R
∫ 2pi
0
{(
ı
[
θ
~
− kl
(
λ0 − 2 β
4 β
)
− β
kl
]
σr
)†
Φ
−Ψ†
(
ı
[
θ
~
− kl
(
λ0 − 2 β
4 β
)
− β
kl
]
σr
)
Φ
}
dϕ (2.3.34)
= −2 ı R
[
θ
~
− kl
(
λ0 − 2 β
4 β
)
− β
kl
] ∫ 2pi
0
Ψ†σrΦdϕ
Por lo tanto, podemos imponer sobre las autofunciones del Hamilto-
niano (2.2.5) condiciones de contorno de la forma:
PΨ = Ψ (2.3.35)
donde P es un operador de proyeccio´n que satisface
σrP = P¯
†σr . (2.3.36)
tal que P¯ es el proyector sobre el complemento ortogonal en el espacio de
los valores del borde. Por lo tanto,∫ 2pi
0
dϕΨ†σrΦ =
∫ 2pi
0
dϕΨ†σrPΦ =
∫ 2pi
0
dϕ
(
PΨ
)†
σrΦ = 0 . (2.3.37)
Ese operador puede ser escrito de manera general en te´rminos de 12,
σϕ y σ3 como
P =
(
12 + uσϕ + vσ3
2
)
, (2.3.38)
con u, v ∈ R y tales que u2 + v2 = 1, de modo que podemos escribir estas
variables en te´rminos de un para´metro γ de la siguiente manera: u = sin γ
y v = cos γ, de esta manera la condicio´n PΦl = 0 se escribe como
1
2
(
1 + cos γ −ıe−ıϕ sin γ
ıeıϕ sin γ 1− cos γ
)(
eı lϕφl(R)
eı (l+1)ϕχl(R)
)
= 0 . (2.3.39)
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Observemos que esta condicio´n de contorno es similar a la de Berry-
Mondragon [96], la cual fue desarrollada al considerar fermiones localiza-
dos en una regio´n compacta debido al confinamiento producido por un
potencial infinito. Ellas implican un flujo de corriente nulo en la direccio´n
perpendicular al borde y constituyen el ana´logo en 2 + 1 dimensiones de
las llamadas condiciones del MIT, obtenidas al introducir un confinamien-
to efectivo en la QCD, en 3 + 1 dimensiones mediante, el modelo de la
bolsa [97].
En cada subespacio invariante las condiciones de contorno obtenidas
se escriben como
(1 + cos γ) eı lϕφl(R)− ıe−ıϕ sin γeı (l+1)ϕχl(R) = 0 , (2.3.40)
o´, equivalentemente,
ıeı(l+1)ϕ sin γφl(R) + (1− cos γ)eı(l+1)ϕχl(r) = 0 , (2.3.41)
Considerando las expresiones de φl(r) y χl(r) halladas en (2.3.23), estas
condiciones se reducen a
0 = (1 + cos γ)Llλ0−2 β
4 β
(
β R2
)
(2.3.42)
− sin γ
√
2 β
4 z
(
4β
λ0−2β
) {
1 + s
√
1 + 8 z2
(
λ0−2β
4β
)}
RLl+1λ0−2 β
4 β
−1
(
β R2
)
o´, equivalentemente, a
0 = sin γLlλ0−2 β
4 β
(
β R2
)
(2.3.43)
−(1− cos γ)
√
2 β
4 z
(
4β
λ0−2β
) {
1 + s
√
1 + 8 z2
(
λ0−2β
4β
)}
RLl+1λ0−2 β
4 β
−1
(
β R2
)
Utilizando identidades trigonome´tricas conocidas podemos escribir a
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las anteriores condiciones, equivalentes entre sı´, de la siguiente manera:
cot
γ
2
=
√
2β
4 z
(
4β
λ0−2β
) {
1 + s
√
1 + 8 z2
(
λ0−2β
4β
)}
RLl+1λ0−2 β
4 β
−1
(
β R2
)
Llλ0−2 β
4 β
(β R2)
(2.3.44)
Es decir, dado un valor de γ, que corresponde a una de las condiciones
de contorno de la familia de condiciones considerada, podemos encontrar
los valores de λ0 que satisfacen la ecuacio´n trascendental (2.3.44). No´tese
que la dependencia en λ0 se da (algebraicamente) no so´lo en el coeficiente
de esta relacio´n sino tambie´n en los grados de las funciones generalizadas
de Laguerre, lo cual dificulta la obtencio´n analı´tica del espectro del Hamil-
toniano.
En las siguientes figuras (ver Figuras 2.1, 2.2) mostramos el lado dere-
cho de la ecuacio´n anterior (2.3.44) en te´rminos de un para´metro ρ al que
definimos como ρ := λ0−2β
4β
, para para valores realistas del radio del disco
(nanodot) R, del campo magne´tico B0 y para subespacios de momentos
angulares especı´ficos. Entonces para un nanodot de radio R = 45nm y
en presencia de un campo magne´tico de B0 = 10T nuestros para´metros
β y z resultan : β ∼ 1015m−2 y z = 1385 [93] y si adema´s consideramos,
por ejemplo, los dos primeros momentos angulares l = 0, 1 obtenemos los
siguientes gra´ficos (con s = −1):
2.3 Problema en el Disco 94
2 4 6 8 10
-10 000
10 000
20 000
30 000
40 000
50 000
Figura 2.1: Condicio´n de contorno (2.3.44), para el subespacio de momento angular l = 0.
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Figura 2.2: Condicio´n de contorno (2.3.44), para el subespacio de momento angular l = 1.
En estas gra´ficas, las intersecciones de la cot
γ
2
(representada por la rec-
ta horizontal para un dado valor de γ) con la gra´fica correspondiente al
lado derecho de la (2.3.44) determinan los valores de λ0 que satisfacen la
igualdad, y con esos valores de λ0 podemos determinar, a trave´s de la
relacio´n (2.3.17), el espectro de nuestro operador Hamiltoniano.
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Como hemos mencionado en la Introduccio´n de este Capı´tulo, intere-
sa determinar la existencia de un gap en muestras de grafeno de taman˜o
finito, a los efectos de su eventual aplicacio´n pra´ctica. Hemos visto tam-
bie´n, en el primer Capı´tulo de esta tesis, que en presencia de un campo
magne´tico externo perpendicular al plano del material, nuestro modelo
efectivo en todo el plano muestra una ruptura de la degeneracio´n de los
que serı´an modos cero en el modelo lineal. Eso nos lleva a considerar la
existencia de modos ceros de este problema.
Es decir, debemos verificar la existencia de soluciones no triviales del
problema de autovalores de H para λ = 0 en la ecuacio´n (2.3.17), someti-
das a las condiciones de contorno antes obtenidas. Esto es, determinar si
existe solucio´n para λ0 dado por
0 = 4β
{(
λ0 − 2 β
4 β
)
+
s
2
√
1 + 8 z2
(
λ0 − 2β
4 β
)}
(2.3.45)
lo que implica λ0,p = 2β
(
p
√
4z4 + 1 + 2z2 + 1
)
con p = ±1. El valor de λ0
ası´ determinado debe ser reemplazado en la ecuacio´n (2.3.44) para deter-
minar el valor del para´metro γ que haga de ella una igualdad.
Vemos, por tanto, que so´lo una de las condiciones de contorno de la
familia considerada presenta un modo cero, de modo que su existencia
en el modelo considerado, en presencia de un campo magne´tico externo
perpendicular a la muestra, no es gene´rica sino excepcional.
En consecuencia, la aplicacio´n de nuestro modelo efectivo a la descrip-
cio´n de un sistema de taman˜o finito sugiere que serı´a posible generar un
gap de energı´as en nanodots de grafeno mediante la aplicacio´n de un
campo magne´tico uniforme perpendicular al material, el cual tendrı´a un
taman˜o controlado por la intensidad de ese campo magne´tico, y que la
aparicio´n de modos cero serı´a excepcional desde el punto de vista de la
familia de condiciones de borde considerada.
Conclusiones
En esta tesis hemos considerado la construccio´n de un modelo efecti-
vo para la descripcio´n de las fluctuaciones de baja energı´a del grafeno y
estudiado algunas de sus posibles aplicaciones a diversos problemas de
intere´s relacionados con este nuevo material.
El modelo aquı´ estudiado ha sido inferido a partir de un Hamiltonia-
no no relativista para partı´culas confinadas a evolucionar sobre un plano,
el cual es modificado mediante una deformacio´n no abeliana del a´lgebra
de Heisenberg de sus variables dina´micas. En particular, el conmutador
de los momentos es transformado de modo que resulte proporcional al
pseudo-spin, operador que distingue las dos sub-redes triangulares que
conforman el cristal del grafeno, en lo que puede ser interpretado como
el conmutador de dos derivadas covariantes tras la introduccio´n de un
campo magne´tico externo uniforme no-Abeliano.
Cabe destacar, no obstante, que no se trata de considerar un sistema
perturbado por pequen˜as correcciones debidas a la no conmutatividad de
sus variables dina´micas, sino que esa modificacio´n del a´lgebra de Heisen-
berg conduce a un Hamiltoniano que, adema´s de los te´rminos lineales que
se emplean usualmente para la descripcio´n de esas excitaciones, agrega
(pequen˜os) te´rminos cuadra´ticos que simulan la interaccio´n correspondi-
ente a sitios segundos vecinos en el modelo de ligadura fuerte. Este hecho
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distingue nuestro modelo efectivo del modelo pseudo-relativista de uso
comu´n en los estudios sobre este material.
En ese sentido, la modificacio´n introducida en el a´lgebra de Heisenberg
nos conduce a un operador diferencial de segundo orden, que actu´a como
una matriz de dimensio´n 2 × 2 sobre pseudo-espinores y que se reduce a
un operador diferencial de primer orden en el lı´mite de grandes masas,
correspondiente al modelo pseudo-relativista para los estados de cuasi-
momento en las inmediaciones de los puntos de Dirac.
En ese contexto, hemos estudiado primero el modelo libre, lo que nos
permitio´ hacer las comparaciones conducentes con el modelo de ligadu-
ra fuerte de la Fı´sica de la Materia Condensada, para luego considerar el
modelo sujeto a la accio´n de un campo magne´tico uniformemente cons-
tante y perpendicular al plano del material (problema de Landau), permi-
tie´ndonos reproducir el efecto Hall cua´ntico entero ano´malo que caracteri-
za a este material. Finalmente, hemos considerado el comportamiento de
este modelo cuando se lo somete a condiciones externas, como la adicio´n
de un flujo magne´tico singular del tipo Bohm-Aharonov en el origen o su
limitacio´n a una regio´n compacta del plano. En cada caso hemos estudiado
las autofunciones del Hamiltoniano y las propiedades de su espectro.
Para el modelo libre (ocupando todo el plano y en ausencia de cam-
pos externos), hemos evaluado las autofunciones y autovalores del
Hamiltoniano y comparado nuestros resultados con los del modelo
de ligadura fuerte (tight-binding) para este cristal. La comparacio´n
de la relacio´n de dispersio´n obtenida nos ha permitido fijar los va-
lores de los para´metros del modelo. En particular, hemos visto que,
a los efectos de reproducir la relacio´n de dispersio´n alrededor de un
punto de Dirac es necesario considerar que el coeficiente del te´rmino
cuadra´tico en el momento sea negativo, lo que corresponder a una
para´metro de masa negativo.
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Al aplicar un campo magne´tico uniformemente constante y perpen-
dicular al plano del sistema, el espectro de nuestro operador Ha-
miltoniano no tiene modos cero (a diferencia de lo que ocurre en
el modelo lineal), sino un estado de energı´a negativa (agujero) lige-
ramente por debajo del nivel cero, con una energı´a E0 = −eB/2|m|.
Hemos propuesto completar el modelo incluyendo la contribucio´n
de las fluctuaciones alrededor del segundo punto de Dirac mediante
la misma transformacio´n unitaria que los liga en el modelo pseudo-
relativista (y que restituye la simetrı´a frente a inversio´n temporal por
paridad). Esto hace que el espectro de energı´as sea la unio´n del co-
rrespondiente al primer punto de Dirac con su reflejado alrededor
del origen. En consecuencia, no encontramos aquı´ la doble degen-
eracio´n que muestra el modelo lineal, sino en cambio una pequen˜a
diferenciacio´n de las energı´as de estados pro´ximos, tanto para partı´cu-
las como para agujeros, del orden O (w−1) con w = |m|vF√
eB
' 103 para
valores realistas de los para´metros. En particular, ası´ como aparece
un estado de agujero con energı´a pro´xima de cero, tambie´n aparece
un estado de partı´cula de muy baja energı´a, E ′0 = eB/2|m|, reflejado
del primero alrededor del origen.
El lı´mite |m| → ∞ reproduce el bien conocido espectro de fermiones
de Dirac sin masa doblemente degenerado, con dos modos cero que
deben ser interpretados uno como cuasi-particula y el otro como
agujero.
Para esa configuracio´n, hemos evaluado la conductividad Hall del
modelo a partir de la funcio´n de particio´n asociada al lagrangiano
efectivo del modelo, para lo cual hemos empleado el formalismo
de la funcio´n espectral ζ asociada al modelo. Dado que el espec-
tro es discreto y sin un punto de acumulacio´n en el origen (presen-
ta un gap), un desarrollo asinto´tico de bajas temperaturas conduce
a una expresio´n para el aporte de cada estado a la conductividad
transversa. En particular, la existencia de un estado de partı´cula y
otro de agujero muy pro´ximos de cero permite explicar naturalmente
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el efecto Hall cua´ntico entero ano´malo, caracterı´stico del grafeno, en
el cual la conductividad Hall (reducida) como funcio´n de la energı´a
de Fermi toma valores semienteros. En particular, h
4e2
σxy = ±12 para
pequen˜os (pero |²F | > vF
√
eB
2w
) niveles de Fermi positivos o negativos,
respectivamente. Te´ngase en cuenta que la diferencia de energı´a en-
tre pares de estados pro´ximos para valores realistas de los para´me-
tros no permitirı´a discernir entre ellos en una medida de la conduc-
tividad transversa.
Tambie´n hemos considerado un te´rmino adicional que rompe la si-
metrı´a rotacional y simula el te´rmino cuadra´tico correspondiente a
la contribucio´n sub-dominante de primeros vecinos a la relacio´n de
dispersion del modelo de tight-binding, para ser tratado como una
perturbacio´n sobre nuestro Hamiltoniano. En presencia de un cam-
po magne´tico perpendicular, hemos mostrado que este te´rmino no
modifica al espectro a primer orden en teorı´a de perturbaciones, ni
cambia por tanto el comportamiento de la conductividad Hall antes
descrita. Similarmente, tambie´n mostramos que en presencia de un
campo ele´ctrico perpendicular al magne´tico so´lo produce un corri-
miento rı´gido del espectro, al menos a primer orden en teorı´a de
perturbaciones.
Para el modelo sometido a condiciones externas:
Hemos considerado los efectos que tiene la introduccio´n de un cam-
po magne´tico uniformemente constante (B0) y de un flujo de Aharonov-
Bohm en el origen, encontrando que las energı´as de los estados con
momento angular l ≥ 1 no se ven afectadas por la presencia del
flujo singular, contribuyendo entonces al correspondiente nivel de
Landau con degeneracio´n infinita con una densidad (en el lı´mite ter-
modina´mico) igual a B0/φ0, siendo φ0 el cuanto de flujo. Pero un
nu´mero finito de estados con l ≤ 0 (degenerados con los anteriores
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en ausencia del flujo singular) se diferencian aumentado su energı´a
(en la misma cantidad) para niveles de partı´cula y disminuye´ndola
para niveles de agujero como consecuencia de su interaccio´n con ese
flujo. Ese comportamiento es similar al que se manifiesta en el caso
normal de partı´culas escalares, como se muestra en el ape´ndice.
Tambie´n hemos considerado nuestro modelo limitado espacialmente
a un disco de radio R y en presencia del campo magne´tico uniforme.
Para una familia de condiciones de contorno que hacen autoadjunto
al Hamiltoniano, hemos encontrado que para valores fijos del radio
del disco R, del para´metro adimensional z y para cada subespacio
de momento angular total definido, la existencia de modos cero no
es gene´rica sino excepcional, dependiendo del valor de un para´metro
γ que especifica la condicio´n de contorno. En consecuencia, y desde
el punto de vista de este conjunto de condiciones de borde, existe la
posibilidad de inducir un gap de energı´as mediante la aplicacio´n de
un campo magne´tico perpendicular al disco.
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Apendice
Modelo de Landau con un flujo de Aharonov-Bohm
para campo escalar
Al so´lo efecto de comparacio´n con nuestro modelo, estudiaremos en lo
siguiente el Hamiltoniano de una partı´cula escalar no relativista de masa
m mı´nimamente acoplada a un campo eletromagne´tico tridimensional ex-
terno uniforme y un flujo singular en el origen, ambos perpendiculares al
plano en el cual se mueve la partı´cula,
H =
1
2m
(
p− e
c
A
)2
(2.3.46)
donde el potencial vector del campo uniforme se escribe como A˜ = B0
2
(−y, x) =
B
2
r ϕˆ, mientras que aquel asociado al flujo singular Φ en el origen es Φ
2pi r
.
En coordenadas polares,
A(r) =
(
B0r
2
+
Φ
2pir
)
ϕˆ = A(r)ϕˆ (2.3.47)
al igual que en el modelo efectivo anteriormente descrito. Por lo tanto, en
el gauge de Coulomb y en coordenadas cilı´ndricas el Hamiltoniano resulta
2m
~2
H = −
{
∂2r +
1
r
∂r +
1
r2
∂2ϕ − 2ı
e
~
A(r)
1
r
∂ϕ − e
2
~2
A2(r)
}
(2.3.48)
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Las autofunciones de este Hamiltoniano son de la forma:
ψl(r, ϕ) = e
ı l ϕφl(r) , l ∈ Z, (2.3.49)
donde φl(r) ∈ L2 (R+; r dr), de modo que la ecuacio´n de autovalores para
estados estacionarios, Hψl(r, ϕ) = Elψl(r, ϕ), se reduce a:
0 =
{
−∂2r −
1
r
∂r +
(
l
r
− eB
2~
r − eΦ
2pi~
1
r
)2
− λ
}
φl(r) (2.3.50)
siendo
λ :=
2mEl
~2
(2.3.51)
donde El es la energı´a asociada al estado ψl(r, ϕ).
Tambie´n en este caso definimos las constantes
α :=
eΦ
2pi~ c
, β :=
eB0
2~ c
, (2.3.52)
La ecuacio´n diferencial (??) se reescribe como
0 = −φ′′l (r)−
φ′l(r)
r
+
(
l − α
r
− βr
)2
φl(r)− λφl(r) (2.3.53)
Observemos que la ecuacio´n diferencial anterior (??) coincide con la
parte diagonal de nuestro sistema de ecuaciones diferenciales de segun-
do orden acopladas (2.2.13), en otras palabras debemos buscar las auto-
funciones del operador auxiliar H hermı´tico, (2.2.15), cuyas soluciones de
cuadrado integrable y regulares en el origen son:
φl(r) = Ale
−β r2
2 r|l−α|U
(−n , |l − α|+ 1, β r2) (2.3.54)
siendo, como vimos anteriormente, las U(a , b , z) las funciones Hiperge-
ome´tricas de Kummer [70].
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Las autofunciones del Hamiltoniano (2.3.48) correctamente normalizadas
son entonces
ψl(r, ϕ) =
√
β|l−α|+1
n! pi Γ (|l − α|+ n+ 1)e
ı l ϕ e−
β
2
r2 r|l−α|U
(−n , |l − α|+ 1, β r2)
(2.3.55)
con energı´as dadas por
En, l =
eB0 ~
2mc
(2n+ 1 + |l − α| − (l − α)) (2.3.56)
Por consiguiente, para estados estacionarios, la densidad de probabili-
dad esta´ dada por la siguiente expresio´n:
ρ(x, t) =
β|l−α|+1
n! pi Γ (|l − α|+ n+ 1) e
−βr2 r2|l−α|U2
(−n , |l − α|+ 1, β r2)
(2.3.57)
y el radio cuadra´tico medio por
〈
r2
〉
=
2pi β|l−α|+1
n! pi Γ (|l − α|+ n+ 1)
∫ ∞
0
e−βr
2
r2|l−α|+2U2
(−n , |l − α|+ 1, β r2) r dr
(2.3.58)
=
2~ c
eB0
(2n+ 1 + |l − α|)
de donde resulta, mediante un razonamiento ide´ntico al antes expuesto,
que la densidad de estados en el correspondiente nivel de Landau en
el lı´mite termodina´mico es eB0
h c
= B0
φ0
, donde φ0 = h ce el cuanto de flujo
magne´tico del electro´n.
