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ON THE NUMBER OF CONTINGENCY TABLES
AND THE INDEPENDENCE HEURISTIC
HANBAEK LYU∗ AND IGOR PAK∗
Abstract. We obtain sharp asymptotic estimates on the number of n× n contingency tables with
two linear margins Cn and BCn. The results imply a second order phase transition on the number of
such contingency tables, with a critical value at Bc := 1 +
√
1 + 1/C. As a consequence, for B > Bc,
we prove that the classical independence heuristic leads to a large undercounting.
1. Introduction
Sometimes a conjecture is more than a straightforward claim to be proved or disproved. A conjec-
ture can also represent an invitation to understand a certain phenomenon, a challenge to be confirmed
or refuted in every particular instance. Regardless of whether such a conjecture is true or false, the
advances toward resolution can often reveal the underlying nature of the objects.
This paper concerns with the independence heuristic for approximating the number of contingency
tables, introduced by I. J. Good as far back as in 1950. The independence heuristic has been both
proved and disproved in several extreme cases. This paper investigates an intermediate case of the
margins when the asymptotics are very subtle. Unreachable until now with the existing techniques,
the results are quite surprising, providing a new piece of the puzzle.
Let a = (a1, . . . , am) ∈ Nm and b = (b1, . . . , bn) ∈ Nn, such that a1+ . . .+am = b1+ . . .+bn = N .
A contingency table with margins (a , b) is a m× n matrix X = (xij), s.t. xij ∈ N, and
n∑
j=1
xij = ai ,
m∑
i=1
xij = bj for all 1 ≤ i ≤ n, 1 ≤ j ≤ m.(1.1)
Denote by T (a , b) the set of such tables, and let T(a , b) = ∣∣T (a , b)∣∣.
Computing and approximating T(a , b) is a fundamental in Statistics and a classical problem in
Combinatorics, with many connections and applications to other fields, see e.g. [DG] (see also [BLP]
for recent references). While there are a number of algorithmic approaches and asymptotic results
for small margins, the lower and upper bounds for large margins remain far apart, see [BLP]. In fact,
there is a dearth of asymptotic tools in the latter case, and very little hope to get a tight asymptotic
bound in full generality.
The independence heuristic is a classical approximation formula:
(1.2) T(a , b) ≈ G(a , b),
where
(1.3) G(a , b) :=
(
N +mn− 1
mn− 1
)−1 m∏
i=1
(
ai + n− 1
n− 1
) n∏
j=1
(
bj +m− 1
m− 1
)
.
The idea behind the independence heuristic is the asymptotic independence of rows and columns of
random continency tables X ∈ T (a , b), see §2.2. We postpone the history of (1.2) and numerical
examples until §6.1.
For the uniform margins, the independence heuristic was studied by Canfield and McKay [CM].
In particular, for m = n, ai = bi = Bn,
1 they prove that
(1.4) T(a , b) ∼ √e · G(a , b) as n→∞,
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1To simplify the presentation, throughout the introduction we drop the floor/ceiling notation, and use Bn, εn, nδ,
etc., to mean the nearest integer to these values.
1
ar
X
iv
:2
00
9.
10
81
0v
1 
 [m
ath
.C
O]
  2
2 S
ep
 20
20
2 HANBAEK LYU AND IGOR PAK
where B > 0 is a fixed constant. The same asymptotics (1.4) was proved by Greenhill and McKay
[GM] for small margins: max{ai} ·max{bj} = o
(
N2/3
)
.
In the opposite direction, Barvinok proved that the independence heuristic (1.2) fails for nonuni-
form “cloned margins”. In a notable special case, for m = n, a = b = (Bn, . . . , Bn, n, . . . , n),
with εn and (1− ε)n rows/columns of each sum, B > 1, he proves:
lim
n→∞
1
n2
log T(a , b) > lim
n→∞
1
n2
log G(a , b).
In other words, the independence heuristic greatly undercounts the number of contingency tables for
constant fraction of each sum.
In this paper we consider an intermediate case m = n, a = b = (Bn, . . . , Bn, n, . . . , n), where nδ
rows/columns have larger sums, and fixed B > 1, 0 ≤ δ < 1. In this case it is known and easy to see
that
lim
n→∞
1
n2
log T(a , b) = lim
n→∞
1
n2
log G(a , b) = 2 log 2.
We show that the independence heuristic works fairly well in this case as the second terms of the
asymptotics have the same order:
log T(a , b) = (2 log 2)n2 + Θ
(
n1+δ
)
,
log G(a , b) = (2 log 2)n2 + Θ
(
n1+δ
)
.
But the similarities stop when we compute the exact constant implied by the Θ(·) notation. We
present the detailed results in the next section, but here is the qualitative version of (the special case
of) the main theorem.
Corollary 1.1. Fix 0 < δ < 1, B > 1, and denote Bc := 1 +
√
2. Let m = n, a = b =
(Bn, . . . , Bn, n, . . . , n) with nδ sums Bn. Then:
lim
n→∞
1
n1+δ
log
T(a, b)
G(ab)
{
= 0 if 1 < B ≤ Bc
> 0 if B > Bc
This is quite surprising since the independence heuristic does not “notice” the phase transition
at Bc and changes smoothly with B. The corollary then implies the second order phase transitions
for the number of contingency tables, see the discussion below.
The significance of the critical value Bc = 1 +
√
2 for the distribution of random contingency
tables has already been predicted in [B3] and proved in [DLP], but until now they never appeared
in the context of counting contingency tables.
To summarize the idea of the proof, we combined Barvinok’s classical bounds and our previous
results on the distribution of entries in contingency tables. We then use self-reduction to derive the
asymptotics for the number of contingency tables. Put succinctly, the difference in these distributions
before and after the phase transition then amplifies the undercounting by the independence heuristic.
2. Main results
2.1. Barvinok margins. Fix parameters 0 ≤ δ ≤ 1, B ≥ 1 and C > 0. As in the introduction,
define Barvinok margins
a = b :=
(bBCnc, . . . , bBCnc, bCnc, . . . , bCnc) ∈ Nbnδc+n .(2.1)
To simplify the notation, for the Barvinok margins we write Tn,δ(B,C), Tn,δ(B,C) and Gn,δ(B,C).
Formally, Tn,δ(B,C) is the set of contingency tables whose first bnδc rows and columns have sums
bBCnc, and the other n rows and columns have sums bCnc. Similarly, Tn,δ(B,C) = |Tn,δ(B,C)|,
and Gn,δ(B,C) is the corresponding independence heuristic approximation (1.3).
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The main result of this paper is a sharp asymptotics for the number Tn,δ(B,C) of contingency
tables for Barvinok’s margins. The result establishes a phase transition at a critical value Bc =
1 +
√
1 + 1/C, where the second order term in log Tn,δ(B,C) grows in B for B < Bc, but remains
constant for B > Bc.
Theorem 2.1 (Main theorem). Fix 0 < δ < 1, B,C > 0, and n ≥ 1. Let Bc = 1 +
√
1 + 1/C and
denote f(x) := (x+ 1) log(x+ 1)− x log x.
(i) For B ≤ Bc, we have:
log Tn,δ(B,C) = f(C)n
2 +
[
2f(BC) − BC log
(
1 +
1
C
)]
n1+δ + Dn2δ + O
(
n3δ−1 + n log n
)
,
where
D := f(E) + E log
(1 + C)(BC)2
C(BC + 1)2
− B
2C
2(C + 1)
and E :=
B2C(C + 1)
(Bc −B)(Bc +B − 2) .
(ii) For B > Bc, we have:
log Tn,δ(B,C) = f(C)n
2 +
[
2f(BcC) − BcC log
(
1 +
1
C
)]
n1+δ + O
(
n2δ + n log n
)
.
We prove the theorem in the next section. Note that for 12 < δ < 1, we obtain three terms in the
asymptotics in the first case, and for 0 < δ < 1, two terms in the second case. It is important to
note that the coefficient of the second order term n1+δ as a function of B attains global maximum
at B = Bc and decreases in the interval (Bc,∞).
In fact, the first two terms of log Tn,δ(B,C) agree with those of log Gn,δ(B,C), see Lemma 4.1.
Hence, the independence heuristic predicts that the number Tn,δ(B,C) of contingency tables to
decrease in B when B > Bc. However, Theorem 2.1 proves that Tn,δ(B,C) remains constant for
B > Bc (up to the second order) due to the phase transition at B = Bc, which was ‘invisible’ to the
independence heuristic. See §6.4 for further discussion.
2.2. Asymptotic independence. To understand the main theorem, consider the correlation ratio
in contingency tables, defined as
ρ(b,a) :=
T(a , b)
G(a , b)
.
Let us show how ρ(b,a) can be interpreted as the asymptotic independence of rows and columns.
First, recall the following is the argument essentially in [G3] (see also [B1]).
Let SN be the set of all m × n tables with total sum N = a1 + . . . + am = b1 + . . . + bn. Let X
be a uniformly chosen contingency table from the set SN , and consider the following events that X
satisfies the row and column margins:
Rn(a) =
{
X has row margins a
}
and Cm(b) =
{
X has column margins b
}
.(2.2)
By definition
P
(Rn(a) ∩ Cm(b)) = T(a , b)|SN | , P(Rn(a)) = |Rn(a)||SN | , P(Cn(b)) = |Cn(b)||SN | .
Since∣∣SN ∣∣ = (N +mn− 1
mn− 1
)
,
∣∣Rn(a)∣∣ = m∏
i=1
(
ai + n− 1
n− 1
)
,
∣∣Cm(b)∣∣ = n∏
j=1
(
bj +m− 1
m− 1
)
,
using the definition of independence heuristic (1.3) we conclude that
P
(Rn(a) ∩ Cm(b))
P
(Rn(a))P(Cm(b)) = T(a , b)G(a , b) = ρ(b,a).
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In other words, log ρ(a,b) measures the independence of row and column margins in random con-
tingency tables.
2.3. Critical correlation exponent. We now compute the asymptotics of the correlation ratio for
the Barvinok margins (2.1). As stated in the introduction, we prove that the ratio also exhibits a
second order phase transition in parameter B.
Theorem 2.2. Fix 0 < δ < 1, B,C > 0, and n ≥ 1. Let Bc = 1 +
√
1 + 1/C and denote
f(x) := (x+ 1) log(x+ 1)− x log x. Then:
lim
n→∞
1
n1+δ
log
Tn,δ(B,C)
Gn,δ(B,C)
=
{
0 if B ≤ Bc
C(B −Bc) log
(
1 + 1C
) − 2(f(BC)− f(BcC)) > 0 if B > Bc
(2.3)
Corollary 1.1 follows immediately from the theorem for C = 1. Note that the critical factor n1+δ
can also be found in the asymptotics of the total sum N in the (n+ bnδc)× (n+ bnδc) contingency
tables with Barvinok margins:
N = bCnc · n + 2bBCnc · bnδc = Cn2 + 2BCn1+δ + O(n).
We call the left hand side of (2.3) the critical correlation exponent for the contingency tables
T (a,b). Theorem 2.2 implies that the row and column margin events Rn and Cn are asymptotically
independent for B < Bc and asymptotically positively correlated for B > Bc. Moreover, it is easy
to check that the right hand side of (2.3) as well as its first derivative in B is continuous for B > 0,
but its second derivative is discontinuous at B = Bc (see Figure 1). Hence we are uncovering a
second-order phase transition in the correlation structure in contingency tables.
0 2 4 6 8 10
B
0
1
2
3
4
Cr
iti
ca
l c
or
re
la
tio
n 
ex
po
ne
nt
2.0 2.1 2.2 2.3 2.4 2.5
0.0000
0.0025
0.0050
0.0075
0.0100
C=1
C=2
C=3
C=4
C=5
Figure 1. Plot of the critical correlation coefficient in uniform contingency tables with Barvi-
nok’s margins with parameters n, δ,B and C. For each 0 < δ < 1 and C > 0, there exists
a second-order phase transition of the critical correlation coefficient in B at critical value
Bc = 1 +
√
1 + 1/C. Below Bc the rows and columns are asymptotically independent, but
above Bc, they are asymptotically positively correlated.
3. Proof of Theorem 2.1
The proof below relies on the notion of typical table introduced in [B3] (Definition 3.1), and a result
in [DLP] that was used prove a probabilistic phase transition for the uniformly sampled contingency
table for the Barvinok margins (Lemma 3.3).
Let P(a , b) ⊆ Rmn+ be the transportation polytope of real nonnegative contingency tables with
margins a and b, i.e. defined by (1.1) over R+. Clearly, T (a , b) = P(a , b) ∩ Zmn. Next, we define
the typical table introduced by Barvinok [B3].
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Definition 3.1 (Typical table). Fix margins a ∈ Nm and b ∈ Nn. Let P(a , b) ⊆ Rmn+ denote the
transportation polytope. For each X = (Xij) ∈ P(a , b), define
g(X) =
∑
1≤i,j≤n
f(Xi,j),(3.1)
where the function f : [0,∞)→ [0,∞) is defined by
f(x) = (x+ 1) log(x+ 1)− x log x.(3.2)
The typical table Z ∈ P(a , b) for T (a , b) is defined by
Z = arg max
X∈P(a ,b)
g(X).
Since the function g defined at (3.1) is strictly concave, it attains a unique maximizer on the
transportation polytope P(a , b) and thus the typical table is well-defined.
In [B1, Thm 1.1], Barvinok gave the following upper and lower bound on the number of contingency
tables in terms of the typical table (cf. 6.2).
Theorem 3.2 ([B1]). Fix margins a ∈ Nm and b ∈ Nn. Let Z = (zij) be the typical table for T (a, b).
Then there exists some absolute constant γ > 0, such that
g(Z) − γ(m+ n) logN ≤ log T(a, b) ≤ g(Z),
where N = a1 + . . .+ am = b1 + . . .+ bn is the total sum of the entries.
The following an asymptotic expression of the solution to the optimization problem for the typical
table for Tn,δ(B,C). A slight modification of the argument shows the following:
Lemma 3.3 ([DLP, Lem 5.1]). Let Z = (zij) be the typical table for Tn,δ(B,C), where 0 ≤ δ < 1.
Let Bc = 1 +
√
1 + 1/C. Then there exists a constant α = α(C) independent of B, such that:
(i) If B ≤ Bc , then: ∣∣zn+1,n+1 − C∣∣ ≤ BCnδ−1∣∣z1,n+1 −BC∣∣ ≤ α
Bc −B n
δ−1∣∣∣∣z11 − B2C(C + 1)(Bc −B)(Bc +B − 2)
∣∣∣∣ ≤ αBc −B nδ−1.
(ii) If B > Bc , then: ∣∣zn+1,n+1 − C∣∣ ≤ BcCnδ−1∣∣z1,n+1 −BC∣∣ ≤ α
B −Bc n
δ−1∣∣∣nδ−1z11 − C(B −Bc)∣∣∣ ≤ α
B −Bc n
δ−1.
We use the lemma to prove the following result.
Proposition 3.4. Let Z = (zij) be the typical table for T (a, b), where 0 ≤ δ < 1. Let Bc =
1 +
√
1 + 1/C. Let f, g be the functions defined at (3.2) and (3.1). Then the following hold:
(i) If B < Bc, then for all n ≥ 1,
g(Z) = f(C)n2 +
[
2f(BC) − BC log
(
1 +
1
C
)]
n1+δ
+
[
f(z11) + z
∗
11 log
(
(1 + C)(BC)2
C(BC + 1)2
)
− B
2C
2(C + 1)
]
n2δ +O(n3δ−1) +O(n),
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where z∗11 = B2C(C + 1)/(Bc −B)(Bc +B − 2).
(ii) If B > Bc, then for all n ≥ 1,
g(Z) = f(C)n2 +
[
2f(BcC) − BcC log
(
1 +
1
C
)]
n1+δ + O
(
n2δ
)
+O(n).
Proof. First recall that due to the symmetry, the entries z11, z1,n+1 and zn+1,n+1 of the typical
table Z satisfy the following margin condition:{
(bnδc/n)z11 + z1,n+1 = (bBCnc/n) = BC +O(n−1),
(bnδc/n)z1,n+1 + zn+1,n+1 = (bCnc/n) = C +O(n−1).
In accordance to Lemma 3.3, define a block table Z∗ = (z∗ij) by z
∗
n+1,n+1 = C, z1,n+1 = BC, and
z∗11 = B2C(C + 1)/(Bc −B)(Bc +B − 2). Combining with Lemma 3.3, for B < Bc, we obtain
C − zn+1,n+1 = z1,n+1(bnδc/n) +O(n−1)
= BC(bnδc/n)− (BC − z1,n+1)(bnδc/n) +O(n−1)
= BC(bnδc/n)− z∗11(bnδc/n)2 − (z11 − z∗11)(bnδc/n)2 +O(n−1)
= BC(bnδc/n)− z∗11(bnδc/n)2 +O(n3δ−3) +O(n−1),
and also
BC − z1,n+1 = z∗11(bnδc/n) + (z11 − z∗11)(bnδc/n) +O(n−1)
= z∗11(bnδc/n) +O(n2δ−2) +O(n−1).
Similarly, for B > Bc,
C − zn+1,n+1 = BcC(bnδc/n) + (z1,n+1 −BcC)(bnδc/n) +O(n−1)
= BcC(bnδc/n) +
[
C(B −Bc)− (bnδc/n)z11
]
(bnδc/n) +O(n−1)
= BcC(bnδc/n) +O(n2δ−2) +O(n−1).
Now suppose B ≤ Bc. We use the following Taylor expansion of f :
f(x) = f(y) + (x− y) log(1 + x−1) + (x− y)
2
2y(y + 1)
+O(|x− y|3),
where the constant in O(·) above is bounded when x, y > 0 are remain bounded. Then observe that
f(zn+1,n+1) = f(C) + (zn+1,n+1 − C) log
(
1 +
1
C
)
+
(zn+1,n+1 − C)2
2C(C + 1)
+O(n3δ−3) +O(n−1),
= f(C)−BC(bnδc/n) + z∗11(bnδc/n)2 +O(n3δ−3) +O(n−1),
f(z1,n+1) = f(BC) + (z1,n+1 −BC) log(1 + 1/BC) +O(n2δ−2) +O(n−1)
= f(BC)− z∗11(bnδc/n) +O(n2δ−2) +O(n−1),
f(z11) = f(z
∗
11) +O(n
δ−1) +O(n−1).
Noting that g(Z) = n2f(zn+1,n+1) + 2nbnδcf(z1,n+1) + bnδc2f(z11), a straightforward computation
shows (i). Next, suppose B > Bc. By a similar argument, we have
f(zn+1,n+1) = f(C)−BcCnδ−1 log
(
1 +
1
C
)
+O(n2δ−2) +O(n−1),
f(z1,n+1) = f(BcC) +O(n
δ−1), f(z11) = f(z∗11) +O(n
δ−1) +O(n
−1).
Then (ii) follows from here. 
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Proof of Theorem 2.1. Suppose 0 < δ < 1. Note that N = Cn2 + BCn1+δ + O(n), where N
denotes the total sum of entries in a contingency table in Tn,δ(B,C). Combining with Theorem 3.2,
we have: ∣∣log T(a,b)− g(Z)∣∣ ≤ γ′n log n,
for all n ≥ 1, for some absolute constant γ′ > 0. Now the theorem follows from Proposition (3.4). 
4. Proof of Theorem 2.2
We start with the following lemma.
Lemma 4.1. We have:
log Gn,δ(B,C) = f(C)n
2 +
[
f(BC)−BC log
(
1 +
1
C
)]
n1+δ
+
[
2 log(BC + 1)− log(C + 1) + (2− 4B +B
2)C
2(1 + C)
]
n2δ +O(n3δ−1 + n log n).
The proof of Lemma 4.1 involves a straightforward computation of expanding the right hand side
of (1.3) under Barvinok’s margins (2.1). Details are given in the next Section (5).
Proof of Theorem 2.2. By Lemma 4.1,
log Gn,δ(B,C) = f(C)n
2 +
[
2f(BC)−BC log
(
1 +
1
C
)]
n1+δ +O(n3δ + n log n).(4.1)
Suppose B < Bc. Recall that by Theorem 2.1 (i),
log Tn,δ(B,C) = f(C)n
2 +
[
2f(BC)−BC log
(
1 +
1
C
)]
n1+δ + O(n2δ + n log n),
Hence for 0 ≤ δ < 1, we have 1 + δ > 2δ, so we obtain:
lim
n→∞
1
n1+δ
log
T(a , b)
G(a , b)
= 0.
On the other hand, suppose B > Bc. Then by Theorem 2.1 (ii),
log Tn,δ(B,C) = f(C)n
2 +
[
2f(BcC)−BcC log
(
1 +
1
C
)]
n1+δ +O(n2δ + n log n).
Hence by (4.1), for 0 < δ < 1, we have:
lim
n→∞
1
n1+δ
log
Tn,δ(B,C)
Gn,δ(B,C)
= 2f(BcC)− 2f(BC) + C(B −Bc) log
(
1 +
1
C
)
.
Let us denote the right hand side of the above equation as λ(B). Then
∂λ
∂B
= C log
(
1 +
1
C
)
− 2C log
(
1 +
1
BC
)
,
and it is easy to see ∂λ∂B > 0 if and only if B > Bc and the derivative at B = Bc equals zero. Hence
for each fixed C, the function λ is a strictly increasing on [Bc,∞), and has minimum at B = Bc.
Note also that λ(B) = 0. This shows λ(B) > 0 for all B > Bc. 
We remark that the second derivative in B of the limiting expression in (2.3) for B > Bc is
2C/(B(BC + 1)) > 0 which is also strictly positive at B = Bc. Hence the phase transition given in
Theorem 2.2 is indeed of second order.
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5. Proof of Lemma 4.1
We first compute log G(a,b) for the general m×n tables with total sum N . By Stirling’s approx-
imation,
log
(
a+ b
a
)
= (a+ b) log(a+ b)− a log a− b log b+O(log(a+ b)).
Then we have:
(5.1)
log G(a,b) =
m∑
i=1
(ri + n) log(ri + n) +
n∑
j=1
(cj +m) log(cj +m) −
m∑
i=1
ri log ri
−
n∑
j=1
cj log cj − (N +m · n) log(N +m · n) +N logN +O
(
(n+m) log(N +m · n)).
Now assume Barvinok margins (2.1). Denote φ(x) := x log x. We use (5.1) with m ← n + nδ,
n← n+ nδ, and N ← Cn2 +BCn1+δ. We have:
log Gn,δ(B,C) = 2n
[
φ
(
(C + 1)n+ nδ
)
− φ(Cn)
]
+ 2nδ
[
φ
(
(BC + 1)n+ nδ
)
− φ (BCn)
]
− φ (N +mn) + φ (N) +O(n log n).
Using Taylor expansion, we have:
log
(
(C + 1)n+ nδ
)
= log n+ log(C + 1) +
nδ−1
C + 1
− n
2δ−2
2(C + 1)2
+ O(n3δ−3),
log
(
Cn2 +BCn1+δ
)
= logCn2 +Bnδ−1 − B
2n2δ−2
2
+O(n3δ−3),
log (N +mn) = log(C + 1)n2 +
BC + 2
C + 1
nδ−1 +
(−1 + C − 2BC −B2C2)n2δ−2
(1 + C)2
+O(n3δ−3).
Hence we get
log Gn,δ(B,C) = 2n
(
(C + 1)n+ nδ
)[
log(C + 1)n+
nδ−1
C + 1
− n
2δ−2
2(C + 1)2
]
− 2Cn2 logCn
+ 2nδ
(
(BC + 1)n+ nδ
)[
log(BC + 1)n+
nδ−1
BC + 1
− n
2δ−2
2(BC + 1)2
]
− 2n1+δBC logBCn
−
(
(C + 1)n2 + (BC + 2)n1+δ + n2δ
)
×
×
[
log(C + 1)n2 +
BC + 2
C + 1
nδ−1 +
[−1 + C − 2BC −B2C2] n2δ−2
(1 + C)2
]
+
(
Cn2 +BCn1+δ
)[
logCn2 +Bnδ−1 − B
2n2δ−2
2
]
+O(n3δ−1 + n log n)
= f(C)n2 +
[
f(BC)−BC log
(
1 +
1
C
)]
n1+δ
+
[
2 log(BC + 1)− log(C + 1) + (2− 4B +B
2)C
2(1 + C)
]
n2δ +O(n3δ−1 + n log n).
This completes the proof. 
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6. Final remarks
6.1. The story behind the independence heuristic (1.2) and (1.3) is rather interesting. This approx-
imation was given implicitly by Good in [G1, p. 100], and later stated formally in [G2, G3]. Good
writes that “the conjecture appears to be confirm” by his calculations [G3, p. 1166], but later admits
he is “leaving aside finer points of rigor” (ibid, p. 1184).
Because of the small constant similar to the
√
e in (1.4), there was an effort to “improve” upon (1.2).
Unfortunately, from the asymptotic point of view, many such heuristics behave poorly. Notably,
Diaconis and Efron [DE, (3.14)], see also [DG, (7.2)], propose another heuristic estimate. For linear
margins ai, bj = Θ(n) and m = n, our calculation shows that this formula gives log T(a,b) ≈
Θ(n2 log n), thus implying the wrong leading term of the asymptotics.
A number of papers tested the independence heuristic numerically, see e.g. [DG, GC]. The results
are nothing short of remarkable, showing that (1.2) holds up to a small constant. For example,
for the 4 × 4 case with N = 592 introduced in [DE], we have T(a , b) = 1.226 × 1015 [DG], while
G(a , b) = 1.211 × 1015 [B1]. The asymptotic analysis shows that this level of agreement is purely
coincidental. In fact, for a much larger 4 × 4 case with N = 65159458 computed in [D1, D2], we
have T(a , b) = 4.3×1061 vs. G(a , b) = 3.7×1061. This and other numerical estimates are collected
in [BLP, §11.4].
6.2. There are several better lower and upper bounds known for the number T(a,b) of contingency
tables, see [BLP] for a recent overview. Notably, the upper bound in [Sha] and the most recent lower
bound in [BLP] give improvement over Theorem 3.2 in the lower order terms. For the linear margins
these improvement are of the order ncn. Thus, they give an improvement in the second order term
in the Main Theorem 2.1 (i) when δ < 12 . It would be interesting to further explore these bounds.
6.3. Consider m × n contingency tables with general margins a and b and total sum N . Let
W = (wij) be as wij = ricj/N for 1 ≤ i ≤ m, 1 ≤ j ≤ n. Let g be defined in (3.1). In [B1, §2],
Barvinok showed that g(W )− log G(a,b) ≥ 0. This implies that
log
T(a , b)
G(a , b)
≥ − γ (m+ n) logN.(6.1)
This shows that the row and column margin events R and C defined by (2.2), have asymptotically
nonnegative correlation at a scale where the right hand side of (6.1) vanishes. For instance, for m = n
and linear margins ai, bj = Θ(n), we have γ(m+ n) logN = O(n log n). Then:
lim sup
n→∞
1
nδ+1
log
T(a , b)
G(a , b)
≥ 0,
for every δ > 0.
6.4. To understand the discussion of the Main Theorem 2.1 at the end of §2.1, consider an extreme
case of the margins a = b = (Bn2, n, . . . , n) ∈ Rn+1. For every fixed n, when B > 1 is large
enough, the number T(a,b) stabilizes as the corner entry x11 is forced to absorb bulk of the total
sum N = (B + 1)n2. Meanwhile, the independence heuristic approximation G(a,b) maximizes at a
certain constant B and then decreases exponentially, eventually becoming < 1. In other words, our
Main Theorem 2.1 implies a lower order version of the same phenomenon.
Note also a different but related phenomenon of the lower bound in Barvinok’s Theorem 3.2, which
works well asymptotically for large n, but for small n and large marginals gives lower bonds which
are < 1, see [BLP, §10].
6.5. In [B2], Barvinok gave the analogue of Theorem 3.2 for binary (0-1) contingency tables. Most
recently, Wu [Wu] investigated the limiting distribution of the entries in binary contingency tables,
and proved the analogue of our Lemma 3.3. It would be interesting to find the analogue of our Main
Theorem 2.1 in this setting.
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