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Abstract
In this paper, we provide some parameter values of the Lorenz system for which its ﬂow is
monotone with respect to the order induced by quadratic cones. This implies that its attractor
is contained in a two-dimensional invariant manifold. An application of Dulac’s criterion to
the induced ﬂow over that manifold leads to conditions under which every positive semiorbit
converges to an equilibrium.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
The Lorenz system,


x˙ = s(y − x),
y˙ = (R − z)x − y,
z˙ = −qz+ xy,
(1)
with s, q, R > 0, was introduced by Lorenz [12] as a ﬁnite-dimensional approximation
of a partial differential equation modelling the convective motion in a layer of ﬂuid. In
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that paper, some parameter values were determined for which numerical approximations
of solutions show a sort of random-like behavior. This fact was viewed by Lorenz as
a mathematical ground for the unpredictability of long-term weather evolution. For
researchers on dynamical systems it appeared as a new simple-looking differential
equation for which the available theoretical tools proved to be insufﬁcient to describe
its main properties.
Since then the Lorenz system has been so extensively studied that it has become
a topic in itself, beyond its physical signiﬁcance. It has originated some of the most
relevant problems in the theory of dynamical systems (see [7,19] and references therein).
Reciprocally, new advances in that theory have found in it an ideal laboratory to check
their validity and powerfulness (see for example [2,3,5,6,8,9,13,18,20,21]). In this sense
nowadays the Lorenz system can be considered a touchstone for the tools and results
of nonlinear dynamics, at least as far as dissipative systems are concerned.
Attracted by the status that the Lorenz system enjoys we have found it interesting
to apply to it the theory of monotone ﬂows, which has turned out to be very useful
to study the dynamics of some high-order differential systems. Monotone ﬂows arise
naturally in population dynamics as ﬂows induced by cooperative and competitive
systems. The basic theoretical facts for these systems were established by Hirsch [10]
and a series of subsequent papers, where it is proved that monotonicity usually implies
simple dynamics.
In [15] it was shown that considering different types of orders in phase space can
yield some results for systems not coming necessarily from biological applications.
Concretely in that paper we employed orders induced by quadratic cones to ﬁnd stable
closed orbits of a three-dimensional equation that models an electrical circuit. In this
case the monotonicity assumption has at ﬁrst sight no meaning from the point of view
of the model. This should be seen as an advantage since it allows to use monotone
techniques in a not so restrictive class of systems.
In fact in this paper we use these quadratic cones to ﬁnd regions of parameters
where the Lorenz system is monotone, and therefore no chaotic behavior can occur. In
addition we shall provide conditions under which every positive semiorbit converges
to an equilibrium. We remark that sharp conditions for the Lorenz system to have this
simple behavior have not been established so far. It was known long ago that this
convergence occurs when R1 (see [19]). In [2,20] the same conclusion was reached
for q2s. If none of the preceding conditions hold then only partial results have
been stated (see [18]). Our aim will be in short to provide a convergence criterion
valid for values of s sufﬁciently large, complementing the preceding results in this
way. We notice that this criterion is meaningful for the original convection problem;
parameter s is proportional to the Prandlt number, and at high Prandlt number it
is expected that the convective motion of the ﬂuid converges to a stationary steady
state.
We start the paper just stating our convergence result and discussing it together
with the above-mentioned previous works. The next section is devoted to recall the
order induced by quadratic cones and to compute when the Lorenz system displays the
corresponding monotone behavior. In the rest of the paper we extract the consequences
of this monotonicity that allows to prove our main theorem.
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2. The convergence criterion
As we said in the introduction there are two well-known conditions implying conver-
gence to equilibria: R1 and q2s. In both cases this is deduced from the existence
of a certain Lyapunov function.
In the ﬁrst case there is a unique equilibrium, E0 = (0, 0, 0), which is so globally
asymptotically stable.
In the second one (and if R > 1) E0 is unstable, and there exist two additional
equilibria:
E+ = (
√
q(R − 1),√q(R − 1), R − 1)
and
E− = (−
√
q(R − 1),−√q(R − 1), R − 1).
These nontrivial equilibria attract every positive semiorbit off the (two dimensional)
stable manifold of E0.
The situation for q < 2s is much less simple. It is assumed that for R near 1
convergence to equilibria should hold, but as R increases complicated behavior may
develop. Actually it was proved in [2,3] that if s > 2q+13 then there exist homoclinic
orbits for some values of R, and these homoclinic orbits are supposed to give birth to
chaotic behavior. We also notice that numerical experiments suggest that this happens
for values of R for which E+ and E− are still stable. Then nonconvergent orbits arise
not because of the loss of stability of equilibria but due to the appearance of homoclinic
orbits.
Our main result establishes a condition for the convergence to equilibria in that
region of parameters. We assume s > 1 and denote
 := s
s − 1 and l :=


1
2
q√
q − 1 if q > 2,
1 if q < 2.
(2)
Theorem 1. Every positive semiorbit of the Lorenz system converges to an equilibrium
provided that there exist two constants ,  > 0 such that the symmetric matrix
 (−2s + 2lR + ) · · · · · ·(1+ 2)lR 2+ 2lR −  · · ·
(1+ )lR (2+ )lR 2q − 

 (3)
is negative deﬁnite and inequality
q >
2lR√

(4)
holds.
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In order to get a qualitative insight of the hypotheses of this theorem let us ﬁx the
values of q and R and consider s as a variable parameter. Condition (4) is then fulﬁlled
when
 ∈ I (R, q) := [(2lR/q)2,+∞[.
From Corollary 2 and the discussion next to it we deduce that for each  in that
interval we can ﬁnd a value s(, R, q) such that matrix (3) is negative deﬁnite if and
only if s > s(, R, q). Deﬁning
s∗(R, q) = inf{s(, R, q) :  ∈ I (R, q)}
we can assert:
Corollary 1. There exists a function s∗ = s∗(R, q), R, q > 0 such that Theorem 1
holds provided that s > s∗(R, q).
One of the results on convergence to equilibria for parameter values similar to ours
was obtained by Smith [18]. He established upper estimates of the Hausdorff dimension
of the attractor of the Lorenz system which imply convergence if
R <
2
√
q2 − 1
q
min
{√
q + 1 q + s
q + s + 1 ,
s + 1√
q + s + 1
}
(q > 1). (5)
Since the right term in (5) is increasing in s a necessary condition for this criterion
to be applicable is that
R < R∞ := 2
√
q2 − 1
q
√
q + 1.
Corollary 1 does not require this restriction.
In Fig. 1 we sketch the different regions of convergence for q = 8/3. Together
with the bands 0 < R1 and 0 < sq/2 we have the upper regions determined by
two graphs 1 and 2 corresponding, respectively, to condition (5) and Corollary 1.
We point out again the fact that though 1 is under 2 for small R, it has a vertical
asymptotic line at R = R∞ whereas 2 is deﬁned for all R > 0.
From another point of view the preceding picture shows that the region of parameters
where the Lorenz system can exhibit chaotic behavior is conﬁned to the right zone
determined by the curves 1, 2 and s = q/2. We think that the obtention of tighter
estimates of that chaotic region is also a challenging problem concerning the Lorenz
system and an interesting line of work to follow. For instance it is known that for
some values of s and q there are attracting periodic orbits and no complicated behavior
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Fig. 1. Regions of convergence.
if R is sufﬁciently large, but to the best of our knowledge the size and shape of the
corresponding region has only been approximated numerically.
The rest of the paper is devoted to prove Theorem 1. However, we now comment
brieﬂy on the meaning of its hypotheses. The negative deﬁniteness of matrix (3) implies
that the ﬂow of the Lorenz system enjoys some monotonicity properties (see next
section) that are used in Section 4 to embed its attractor in an invariant two-dimensional
surface. Then inequality (4) will allow us to apply a variant of Dulac’s criterion over
that surface in the last two sections, leading to the proof of the convergence assertion.
3. The Lorenz system as a monotone system
Let P be a 3 × 3 symmetric inversible matrix having two negative eigenvalues and
a positive one. Consider a unitary eigenvector e+ associated to the unique positive
eigenvalue of P. The set
K = {X ∈ R3 : 〈PX,X〉0, 〈X, e+〉0}
is a cone with nonempty interior (from now on 〈·, ·〉 will stand for the canonical scalar
product in R3 and | · | its associated norm). We refer to K as a quadratic cone deﬁned
by P.
We introduce an order in R3 deﬁned as
XY if and only if Y −X ∈ K.
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It is usual to denote by X < Y the fact that XY and X = Y , and by X << Y
that Y −X ∈ ◦K .
Let
X˙ = F(X), X ∈ R3 (6)
be an autonomous system with F ∈ C1(R3,R3). We call t (X) the ﬂow induced by
system (6), F ′(X) the Jacobian matrix of F(X) and the superscript “ ∗ ” will stand for
the transposition operation on matrices.
Deﬁnition 1. System (6) is said to be P-competitive (resp. strictly P-competitive) if
there exists a function  : R3 → R such that the matrix
F ′(X)∗P + PF ′(X)+ (X)P
is negative semideﬁnite (resp. negative deﬁnite) for every X ∈ R3.
Next theorem was proved in [14].
Theorem 2. System (6) is P-competitive if and only if the ﬂow t (X) is monotone in
the past with respect to the order induced by K, i.e.,
XY implies t (X)t (Y )
for all t < 0 provided that both t (X) and t (Y ) are deﬁned. If (6) is strictly P-
competitive, then t (X) is strongly monotone in the past, i.e.
X < Y implies t (X) << t (Y )
for t < 0.
The monotonicity property of t (X) considerably restricts its possible dynamical be-
havior. We remark the following result, proved by Hirsch [10] for classical competitive
systems, but that remains true for these P-competitive systems.
Theorem 3. If system (6) is P-competitive, then every compact limit set of t (X) is
topologically conjugate to a compact invariant subset of a planar autonomous system.
Recall that system (6) is dissipative if there exists a compact subset of R3 that
attracts every positive semiorbit. The maximal invariant subset of this type is called
the global attractor, and it contains the long-term behavior of the system . In this case
it seems reasonable to guess that the dynamics of system (6) will be simple as long
as the monotonicity just occurs in a neighborhood of its attractor. This idea can be
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accomplished, for example, when the neighborhood of the attractor can be chosen as
order-convex.
However there are situations where one must resort to results that, essentially or
technically, rely on arguments of a global nature. This occurs for instance when the
backward-in-time behavior of solutions plays a relevant role. Since this will be our
case we introduce the following deﬁnition:
Deﬁnition 2. We say that system (6) is (strictly) P-competitive around its attractor if
there exists a (strictly) P-competitive system deﬁned on R3 which coincides with (6)
in an open neighborhood of the attractor.
With regard to this notion it would be useful to have some general result about
monotone extensions to R3 of systems that are monotone in proper open subsets of
R3. This question seems to involve jointly the form of the system, the geometry of its
domain of deﬁnition and even the kind of order considered. Nevertheless, in concrete
situations speciﬁc extensions can be found which one can work with.
In this section we shall carry out these ideas for the Lorenz system. That is, we shall
modify system (1) off a neighborhood of its attractor such that, for some parameters
values, the new system is strictly P-competitive in R3 for some matrix P.
As a ﬁrst step we need to locate the attractor. We recall the following result repeatedly
proven in the literature [6,18,20]:
Proposition 1. The sets
Cr = {(x, y, z) ∈ R3 : (z− R)2 + y2 < l2R2 + r, r > 0}
are positive invariant and attract every positive semiorbit of system (1). In consequence
the global attractor of (1) is contained in
C0 = {(x, y, z) ∈ R3 : (z− R)2 + y2 l2R2}.
(Constant l was deﬁned just before Theorem 1). In order to get a bound on the
x-coordinate we employ as in [18] on the Lyapunov functional V (x, y, z) = x2. Its
derivative along solutions of (1) is
V˙ (x, y, z) = 2s(yx − x2).
Therefore, V˙ < 0 on the sets Cr if x2 l2R2 + r . As a consequence we have:
Proposition 2. The sets
Br = {(x, y, z) ∈ R3 : y2 + (z− R)2 < l2R2 + r, x2 < l2R2 + r, r > 0}
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are positively invariants and attract every positive semiorbit of system (1). Therefore,
its global attractor is contained in
B0 = {(x, y, z) ∈ R3 : y2 + (z− R)2 l2R2, x2 l2R2}
Secondly, we shall modify system (1) outside Br , once r > 0 has been ﬁxed. Let
us take an arbitrary  > 0 and consider a C1 function f : R→ R verifying:
(1) f() =  for ||
√
l2R2 + r .
(2) f is constant in { ∈ R : || >
√
l2R2 + r + }.
(3) 0f ′ ()1 ∀ ∈ R.
Observe that f is bounded and its supremum norm ‖f‖ satisﬁes
‖f‖
√
l2R2 + r + . (7)
We deﬁne a new system


x˙ = s(y − x),
y˙ = f(R − z)f(x)− y,
z˙ = −qz+ f(x)f(y).
(8)
Obviously system (8) coincides with the Lorenz system in Cr (in fact they coincide
in the box {(x, y, z) ∈ R3 : |x|, |y|, |z|√l2R2 + r}).
It is apparent that the reason for taking this concrete modiﬁcation is to replace the
quadratic terms of system (1) by a weaker nonlinearity at inﬁnity. Besides, system (8)
shares with Lorenz system three properties that will have some importance later on.
Firstly, it is dissipative, since it is a bounded perturbation of a Hurwitzian linear system
with constant coefﬁcients. Secondly, its divergence is negative, then the induced ﬂow
is volume-contracting. Finally the z-axis is invariant, and it consists of an equilibrium
at E0 = (0, 0, 0) and two orbits tending to E0 as t →+∞.
We devote ourselves now to look for a convenient matrix P for which system (8)
becomes strictly P-competitive in R3, at least by taking r small enough. In order to
make the computations easier we introduce a new variable w = x − y with  deﬁned
in (2). Using this new variable and letting y and z remain unchanged, system (9) is
transformed into


w˙ = −sw − f(w + y)f(R − z),
y˙ = −y + f(w + y)f(R − z),
z˙ = −qz+ f(w + y)f(y).
(9)
We notice that Proposition 2 says that the global attractor of system (9) is contained
in
B ′0 = {(w, y, z) ∈ R3 : (z− R)2 + y2 l2R2, (w + y)2 l2R2}
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and that the sets
B ′r = {(w, y, z) ∈ R3 : (z− R)2 + y2 l2R2 + r, (w + y)2 l2R2 + r}
are positively invariant.
The effect of this change of variables is to have system (8) expressed as a diagonal
linear system perturbed by a vector ﬁeld with higher-order terms. This fact, according
to the discussions done in [15,16], suggests that we take P as a diagonal matrix.
Concretely we deﬁne
P =

  0 00 −1 0
0 0 −1

 ,
where  > 0 is a moving parameter.
Remark 1. Proving that system (9) is strictly P-competitive implies that system (8)
is strictly P-competitive for another matrix P (see Proposition 3 in [15]).
Notice that f acts over three different variables. In order to abbreviate the expressions
below, we denote by f1,, f2, and f3, the function f applied to w + y, z and
y, respectively. In the same manner f ′i, denotes the derivative of f ′ applied to the
corresponding variables.
Calling F(X) to the vector ﬁeld deﬁning (9), we have that
F ′(w, y, z) =

−s − f ′1,f2, −2f ′1,f2, f1,f ′2,f ′1,f2, −1+ f ′1,f2, −f1,f ′2,
f ′1,f3, f ′1,f3, + f1,f ′3, −q

 .
Hence, the symmetric matrix F ′(X)∗P + PF ′(X)+ (X)P is equal to

 (−2s − 2f ′1,f2,)+ (X)) · · · · · ·−f ′1,f2,(1+ 2) 2− 2f ′1,f2, − (X) · · ·
f1,f ′2, − f ′1,f2, f1,(f ′2, − f ′3,)− f ′1,f2, 2q − (X)

 .
We want to see when the preceding matrix is negative deﬁnite as w, y and z move
in R3. To do that we state a lemma.
Lemma 1. Let M = (mij ) and N = (nij ) be 3× 3 symmetric matrices satisfying:
(1) |mij |nij for i = j .
(2) miinii for i = 1, 2, 3.
If N is negative deﬁnite then M is also negative deﬁnite.
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Proof. First observe that our hypotheses imply that nij is nonnegative when i = j and
negative when i = j . So if (x, y, z) ∈ R3, we have that
(x, y, z)M(x, y, z)∗
= m11x2 +m22y2 +m33z2 + 2m12xy + 2m13xz+ 2m23yz
n11x2 + n22y2 + n33z2 + 2n12|xy| + 2n13|xz| + 2n23|yz|
= (|x|, |y|, |z|)N(|x|, |y|, |z|)∗. (10)
From this inequality the assertion of the lemma straightforwardly follows. 
Theorem 4. Suppose that there exists  ∈ R such that the symmetric matrix

 (−2s + 2lR + ) · · · · · ·(1+ 2)lR 2+ 2lR −  · · ·
(1+ )lR (2+ )lR 2q − 

 . (11)
is negative deﬁnite. Then system (9) is strictly P-competitive for r and  sufﬁciently
small.
Proof. Due to the bounds of f and its derivative and applying Lemma 1 we can assert
that F ′(X)∗P + PF(X)+ (X)P is negative deﬁnite provided that the matrix

 (−2s + 2H(r, )+ (X)) · · · · · ·(1+ 2)H(r, ) 2+ 2H(r, )− (X) · · ·
(1+ )H(r, ) (2+ )H(r, ) 2q − (X)


is so, where for short we write
H(r, ) :=
√
l2R2 + r + .
It is evident that this theorem holds true if r and  are small enough and taking
(X) ≡ . 
Remark 2. Matrix (11) strongly depends on the estimates on the attractor of the Lorenz
system provided by Proposition 2, and so sharper estimates of the attractor would
quantitatively enlarge the region of parameters where monotonicity will be proven.
However, we want to stress a qualitative aspect of the preceding arguments. Clearly
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the fact that
F ′(0)∗P + PF ′(0)+ P
is negative deﬁnite implies that
F ′(X)∗P + PF ′(X)+ P
also is in a neighborhood of X = 0. Therefore, system (9) will be strictly P-competitive
as long as its attractor is contained in that neighborhood. That is, chaotic behavior may
arise only in case that the attractor exceeds a critical size.
The monotone dependence of coefﬁcients of matrix (11) with respect to q, s and R
together with Lemma 1 has the following implication on the structure of the sets of
parameters for which the preceding theorem holds.
Corollary 2. If matrix (11) is negative deﬁnite for some s1, R1 and q1 and also for
all s > s1, R < R1 and q < q1.
It is also obvious that (11) is negative deﬁnite if s and  are taken large enough,
once q,R and  are ﬁxed. Then Corollary 2 straightforwardly implies the existence of
functions s(, R, q) and s∗(R, q) deﬁned next to Theorem 1.
Function s∗(q, R) is difﬁcult to compute because it depends in an implicit manner on
the parameter . Nevertheless, one can approximate it by eliminating  as in Proposition
2.16 in [15]. This leads to the two inequalities
2s − 4lR − 2− (1+ 
2)lR + (1+ )lR

− (1+ 2)lR − (2+ )lR > 0 (12)
and
2s − 2lR − 2q − (1+ 
2)lR + (1+ )lR

− (1+ )lR − (2+ )lR > 0. (13)
Since 2 >  it is easy to see that (12) and (13) are implied by inequality
2s − 2max{q, 1} − lR(72 + 3+ (2 + 2/)) > 0. (14)
Maximizing the left term of (14) in  ∈ [(2lR/q)2,+∞[ we obtain
2s − 2max{q, 1} − lR
(
72 + 3+ 2√2
)
> 0 if
(
2lR
q
)2
<
√
2/ (15)
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2s − 2max{q, 1} − lR
(
72 + 3+
(
2lR
q
)2
2 +
( q
lR
)2)
> 0 if
(
2lR
q
)2

√
2/ (16)
Taking the equality in (15) and (16) we deﬁne s as an implicit function of R. Its
graphics is essentially the curve 2 displayed in Fig. 1.
4. An invariant manifold containing the attractor
We start now to extract consequences from the monotonicity of system (9). To do
that we recap some basic results of the theory of monotone systems. So let us consider
for a while that K is an arbitrary cone in R3 with a nonempty interior, and let us use
the symbols  , < and << with the same meaning as before.
In the next deﬁnition we introduce the class of sets that carry the relevant dynamical
behavior of monotone ﬂows.
Deﬁnition 3. A subset S ⊂ R3 is said to be balanced with respect to the order induced
by K if there are no points X, Y ∈ S such that X << Y .
The following proposition establishes a relation between balanced subsets and
Lipschitz-continuous functions that in one way or another has often appeared in the
theory on monotone systems.
Proposition 3. Given a normed space U and  : V ⊂ U → R a mapping, then  is
Lipschitz-continuous with Lipschitz constant equal to L > 0 if and only if its graph
G() ⊂ U × R is balanced with respect to the order induced by the cone
KL = {(u, 	) ∈ U × R : |u| 1
L
	}
Proof.  is Lipschitz-continuous with Lipschitz constant equal to L if and only if for
every (u,(u)), (v,(v)) ∈ G() the inequality
|(v)− (u)|L|v − u|
holds. This is equivalent to say that neither
(v,(v))− (u,(u))
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nor
(u,(u))− (v,(v))
belong to the interior of the cone KL, which is just to say that G() is balanced.
Let S be a balanced subset of R3 with respect to the order induced by K. If v ∈ ◦K
with |v| = 1 and denote by 
v the orthogonal projection along v onto H =< v >⊥.
Since S is balanced we have that 
v is one-to-one over S. Hence, it has an inverse on

v(S) which has the form
(
v/S)
−1(xH ) = xH + (xH ),
where  takes values on < v >. Actually S is just the graph of , so  is Lipschitz-
continuous according to Lemma 3. 
Let us call Lip() the Lipschitz constant of .
Proposition 4. In the preceding situation we have the bound
Lip()L(K, v) := inf{L ∈ R+ : KL ⊂ K}. (17)
Proof. First notice that L(K, v) is well deﬁned since the fact that v ∈ ◦K implies that
KL ⊂ K for L is sufﬁciently large. Therefore, S is also balanced for the order induced
by all these KL. From Lemma 3 inequality (17) is immediate. 
Let us discuss the special case of quadratic cones. Let P be a matrix as in the
preceding section. If we take v = e+ and the plane H =< v >⊥ is endowed with
the standard norm, then we have that L(K, v) is
√−
 , where  denotes the smaller
eigenvalue of P restricted to the invariant subspace H. In particular for the matrices P
considered in the preceding section we have that
L(K, v) = 1√

. (18)
Consider again a general system (6) and assume that its ﬂow t (X) is monotone
in the past with respect to the order induced by K. M.W. Hirsch proved in [10]
that compact limit sets of t (X) are balanced, and therefore they are topologically
conjugate to invariant compact subsets of planar systems. Afterwards Hirsch’s result
has been strengthened in several ways, and one of the following due to Campos [1]:
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Theorem 5. If S is an invariant balanced set for system (6), then it is contained in
an invariant two-dimensional manifold M that is also balanced. Moreover, for every
v ∈ ◦K the orthogonal projection 
v along v maps M onto H.
This assertion was proved in [1] for monotone discrete dynamical systems, but the
arguments remain valid for the continuous case.
As a consequence of this theorem any balanced set S can be seen as an invariant set
of the system
X˙H = 
vF (XH + (XH )), xH ∈ H, (19)
where as subsequently to Proposition 4 the function  : H →< v > is Lipschitz-
continuous and is deﬁned according to the equality
(
v/M)
−1(XH ) = XH + (XH ).
Going back to the Lorenz system, let us denote by A its global attractor. This set can
be identiﬁed with a compact invariant set of system (9) in B ′0, which we still denote
by A. The next theorem is a key point in what follows:
Theorem 6. Under the hypothesis of Theorem 4, A is balanced.
Proof. Assume that there exists X, Y in A with X << Y . This means that both t (X)
and t (Y ) are bounded for t < 0. The monotonicity toward the past implies that for
every X << Z << Y the semiorbit t (Z) with t < 0 is also bounded, and so it
belongs to the compact attractor of (9). Therefore, the order interval ]X, Y [, which is
open and bounded, is contained therein. However, the divergence of the vector ﬁeld
deﬁning system (9) is negative, and in consequence its compact attractor has zero
measure. In this way we reach a contradiction. 
Theorem 7. The attractor A of system (9) is topologically equivalent to a compact
invariant set of system
{
y˙ = −y + ((y, z)+ y)(R − z),
z˙ = −qz+ ((y, z)+ y)y (20)
in the positively invariant open set
 = {(y, z) ∈ R2 : y2 + (z− R)2 < l2R2 + r},
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where  : R2 → R is Lipschitz-continuous and
Lip() 1√

. (21)
Proof. Since A is balanced and invariant, we apply Theorem 5 taking v = (1, 0, 0) and
obtain a balanced invariant manifold M whose dynamics is described by system (19).
In our case that system is just
{
y˙ = −y + f((y, z)+ y)f(R − z),
z˙ = −qz+ f((y, z)+ y)f(y). (22)
The fact that  is positively invariant follows for the invariance of M and the positive
invariance of sets B ′r . Finally by deﬁnition of f system (22) reduces to (20) in . 
Due to this theorem, we are in a position to obtain deeper information of the dy-
namics of system (9) by employing classical tools of the theory of planar autonomous
systems. To take a hint of what are the possible results to achieve let us discuss the
properties of the equilibria of Lorenz system.
The equilibria E0, E+ and E− are transformed into other equilibria for systems (9).
We again abuse the notations and keep on referring to them as their original name.
Proposition 5. If R > 1 and under the hypotheses of Theorem 4 the equilibria E+
and E− are locally asymptotically stable.
Proof. It can be seen that E+ and E− are not locally asymptotically stable if and
only if
s > q + 1, R s(s + q + 3)
s − q − 1 . (23)
In particular,
R > s. (24)
On the other hand since matrix (11) in Theorem 4 is deﬁnite negative, its diagonal
elements must be negative. So the inequalities
2q −  < 0
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and
−2s + 2lR +  < 0
are fulﬁlled. The ﬁrst inequality implies that  > 0, and then a necessary condition for
the second inequality to hold is that s > lR. Since  and l are greater than 1 we
would have that R < s, contradicting (24). 
This proposition seems to indicate that convergence to equilibrium points should be
the resulting dynamical behavior if Theorem 4 holds. To reach such a conclusion in a
rigorous way we study next Dulac’s criterion for nonsmooth planar systems.
5. Dulac’s criterion for locally Lipschitz-continuous planar systems
Consider
X˙ = G(X), X ∈ R2, (25)
where G = (G1,G2) is a locally Lipschitz-continuous vector ﬁeld. The induced ﬂow
will be denoted by t (X). Let
 : R2 → R
be a C1 function. From a result of Radermacher (see [4, P. 281]) we know that the
weak divergence
div ((X)G(X)) = ((X)G1(X))
X1
+ ((X)G2(X))
X2
is deﬁned almost everywhere. Let  be a bounded open subset of R2 that is positively
invariant for t (X) and suppose that there exists c > 0 such that
div ((X)G(X)) − c a. e. in  (26)
Theorem 8. If condition (26) is fulﬁlled, then every compact invariant set of t (X) in
 has zero measure.
Proof. This theorem was proven in [16] for  = RN and  ≡ 1, but it is easy
to see that the arguments therein can be straightforwardly extended to our present
setting. 
If  is simply connected much more can be said. First let us state a lemma.
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Lemma 2. If  is an orbit of system (25) having a compact limit set C that contains
some nonequilibrium point, then R2 − C has at least two components.
This lemma is just Theorem 1.6 in [11], and it is a consequence of the computation
of cohomoly groups of recurrent sets carried out in that paper. However, we provide
here a more elementary proof that is maybe more familiar to analysts.
Proof of Lemma 2. We suppose that C is a -limit set; the case of -limit is completely
analogous. Take a nonequilibrium point p ∈ C and consider a closed transversal L
through p. Let (t) be the induced parametrization of . It is well known that C∩L =
{p} and that  cuts L in a sequence of points pn = (tn) with {tn} → ∞ and such
that pn forms a monotone sequence in L. Let us call L+ and L− the two segments in
which p divides L. We shall prove that these two segments should belong to different
components of R2−C. If not, then we can join a point q+ ∈ L+ to a point q− ∈ L− by
means of a simple path  disjoint with C. Actually using typical compacity arguments
we can get the points q+, q− and the path  such that these points are the only
intersection point of J with . Then the curve ′ constructed by superposing  and the
segment [q+, q−] is a Jordan curve. So R2−′ has two open components 1 and 2.
Notice now that at the instants tn and n large the orbit  passes from one of these two
components to the other (independently of n). Then we can ﬁnd a sequence {sn} → ∞
with si = tj for every pair of positive integers i, j and (sn) ∈ ′. Actually, the fact
that no sn coincides with any tm shows that (sn) ∈ . Since  is compact we can
extract a subsequence {sk} such that {(sk)} → a ∈ . This would imply that a ∈ J ∩,
contradicting the way of choosing . So we are done. 
Theorem 9. If  is simply connected and condition (26) holds, then every compact
limit set of (25) in  consists of equilibria.
Proof. Let us reason by reduction to the absurdity, and suppose that there exists a
compact -limit set C ⊂  containing some nonequilibrium point. The preceding
lemma says that R2 − C has at least two connected components, one of which is
bounded. We denote it by 1. We prove that 1 ⊂ . Actually since  is a simply
connected bounded open subset of R2 we know that R2− is connected. Then R2−
is contained in a component of R2 −C, which can only be the unbounded one. Since
1 is another component of R2−C we have that 1 ∩ (R2−) = ∅, that is, 1 ⊂ .
Since the boundary of 1 is contained in C we can assert that 1 ⊂ . From the
invariant of C we deduce that 1 and so 1 are both invariant subsets in . This
contradicts Theorem 8.
As a consequence every orbit completely contained in  is either an equilibrium or
a heteroclinic orbit joining equilibria. 
Deﬁnition 4. A heteroclinic cycle is a Jordan curve J that consists of equilibria and
heteroclinic (and homoclinic) orbits of (25).
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Corollary 3. Under the preceding hypotheses every compact invariant set of (25) in
 is a set of equilibria and heteroclinic orbits containing no heteroclinic cycle.
Proof. If a compact invariant set in  contained a heteroclinic cycle J, then the simply
connectedness of  would imply that the bounded component of R2 − J , Int(J ), is
also contained in . So Int(J ) ∪ J is a compact invariant subset in  with nonzero
measure, which contradicts Theorem 8. 
6. Proof of Theorem 1
Let us make a ﬁrst attempt to apply Theorem 9 to system (20) assuming that (y, z)
is constantly equal to 1.
First notice that again Radermacher’s theorem implies that ∇ is deﬁned almost
everywhere and is essentially bounded. In addition its supremum norm ‖∇‖ satisﬁes
‖∇‖ = Lip().
The weak divergence of system (20) in  is
div G(y, z) = −1+ (R − z)
(
(y, z)
y
+ 
)
− q + y (y, z)
z
. (27)
In consequence in  we have that
div G(y, z)  −1− q +
√
l2R2 + r+
√
l2R2 + r
∣∣∣∣(y, z)y
∣∣∣∣
+
√
l2R2 + r
∣∣∣∣(y, z)z
∣∣∣∣ . (28)
Applying the Cauchy–Schwarz inequality to the last two terms we get
div G(y, z) − 1− q +
√
l2R2 + r+
√
l2R2 + r√2‖∇‖. (29)
Finally using inequality (21) we deduce that
div G(y, z) − 1− q +
√
l2R2 + r+
√
2
√
l2R2 + r√

. (30)
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Theorem 10. Under the hypotheses of Theorem 4, every positive semiorbit in A con-
verges to an equilibrium provided that
−1− q + lR+
√
2lR√

< 0. (31)
Proof. Since system (9) has three equilibria in B ′0, this theorem follows from Theorem
9 as soon as we notice that (31) implies that system (20) has negative divergence for
r small enough. 
Condition (31) has the inconvenient of restricting the possible values of R and q
independently of s. To overcome this we need more information on the invariant
manifold M.
Lemma 3. The union of A with the z-axis is an invariant balanced set of system (9).
Proof. The invariance of the z-axis easily follows from the deﬁnition of system (9).
In fact it consists of the equilibrium E0, already contained in A, and two orbits corre-
sponding to solutions
t ((0, 0, z)) = (0, 0, ze−qt ), z = 0.
We have only to prove that no point in these last orbits can be related to any point
in A. If that would be the case for some (0, 0, z0) and Z ∈ A, then the monotonicity
in the past with respect to the quadratic cone K of the ﬂow t (X) would imply that
(0, 0, z0e−qt ) is related to t (Z) ∈ A for all t < 0, in particular
〈P(t (Z)− (0, 0, z0e−qt )),t (Z)− (0, 0, z0e−qt )〉0 for t < 0. (32)
Multiplying this inequality by e2qt we get that
〈P(eqtt (Z)− (0, 0, z0)), eqtt (Z)− (0, 0, z0)〉0 for t < 0. (33)
Since t (Z) belongs to the attractor it is bounded, and so
lim
t→−∞ e
qtt (Z) = 0.
Hence, taking limits also in (33) we obtain that
〈P(0, 0, z0), (0, 0, z0)〉0.
360 L.A. Sanchez / J. Differential Equations 217 (2005) 341–362
This is a contradiction since obviously
〈P(0, 0, z0), (0, 0, z0)〉 = −z20 < 0. 
Lemma 4. In Theorem 7 we can assume that  satisfying
(i) (0, z) = 0 ∀z ∈ R.
(ii)
∣∣∣∣(y, z)y
∣∣∣∣ ‖∇‖ ∀y, z ∈ R.
Proof. According to the preceding lemma we can suppose that the manifold M in the
proof of Theorem 7 can be constructed such that it contains the z-axis. Moreover this
axis is invariant for system (22). This fact is equivalent to
f((0, z))f(R − z) = 0 ∀z ∈ R. (34)
Since f only vanishes at zero, (i) immediately follows. Item (ii) is deduced from (i)
and the deﬁnition of Lipschitz-continuous function. 
Thus the z-axis divides  in Theorem 7 into two positively invariant regions for
system (20):
1 =  ∩ {(y, z) ∈ R2 : y > 0} and 2 =  ∩ {(y, z) ∈ R2 : y < 0}.
Let us apply Theorem 9 in each i , where now function (y, z) will not be constant.
Concretely, for 1 we consider (y, z) = 1y . Then
div ((y, z)G(y, z))
= 1
y
(
(y, z)
y
(R − z)− (y, z)
y
(R − z)− q + y 
z
)
. (35)
Cauchy–Schwarz inequality implies that
∣∣∣∣(y, z)y (R − z)+ y z
∣∣∣∣ √l2R2 + r‖∇‖,
whereas item (ii) in Lemma 4 shows that
∣∣∣∣(y, z)y (R − z)
∣∣∣∣ √l2R2 + r‖∇‖.
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Thus
div ((y, z)G(y, z))
 1
y
(
−q + 2
√
l2R2 + r‖∇‖
)
 1
y
(
−q + 2
√
l2R2 + r 1√

)
. (36)
A similar reasoning for 2 with (y, z) = −1y leads to the inequality
div ((y, z)G(y, z)) 1|y|
(
−q + 2
√
l2R2 + r 1√

)
(37)
to be valid in 1 ∪ 2. Appealing to Theorem 9 we can establish:
Theorem 11. Under the hypotheses of Theorem 4 and assuming that inequality
q >
2lR√

(38)
holds, every positive semiorbit of system (9) in A converges to an equilibrium.
Remark 3. The ultimate reason of our choice of function (y, z) = 1/y in the pre-
ceding discussion is that (38) does not impose any restriction between the values of
R and q as (31) did. One can try more general functions of the form (y, z) = 1/y
or even (y, z) = (z)/y, but this does not seem to lead to any improvement in this
sense. Obviously it remains open whether system (20) is convergent without any extra
hypotheses as (31) and (38).
Corollary 4. Under the preceding hypotheses the attractor A consists of the equilibria
E0, E+ and E− and two heteroclinic orbits joining E0 with E+ and E0 with E−,
respectively.
Proof. We know from Corollary 3 that A, seen as an invariant compact set of system
(20), consists of equilibria and heteroclinic orbits joining these equilibria in such a way
that no heteroclinic cycle exists. Notice that the local structure around E0 indicates that
there exists two orbits 1 and 2 in A having E0 as -limit set. It is easy to see that the
nonexistence of heteroclinic cycles enforces 1 to converge to E+ and 2 to converge
to E−. The presence of any other orbit would obviously entail the existence of a
heteroclinic cycle of A, so the proof is complete. 
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Let  a positive semiorbit of system (9), and denote by L its -limit set. Obviously
L is contained in A which has the structure described in the preceding corollary. If
L = {E0} we are done. If not, the invariance and compactness of L imply that either
E+ or E− belongs to L. Due to Proposition 5 both equilibria are locally asymptotically
stable, so we must have L = {E+} or L = {E−}. This proves the theorem.
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