Abstract. In this paper the process of data transmission in optical communication networks is modeled as a shop-type scheduling problem, where channels (wavelengths) are treated as machines. We formulate an Open Block problem with the minimum makespan objective (an OB||C max problem) in which a relation of a new type between the operations of each job is introduced: any two operations of a job have identical processing times and may be processed either completely simultaneously (in a common block ) or, alternatively, with full diversity in time. We show that the problem is polynomially solvable for 4 machines, binary NP-hard for 6 machines and strongly NP-hard for a variable number of machines. Adding release dates to the two-machine problem also leads to the NP-hardness in strong sense. For the case of a variable number of machines we present a polynomial time √ 2-approximation algorithm and prove that there is no polynomial time ρ-approximation algorithm with ρ < 11/10, unless P=NP. For the case when the number of machines is fixed, we show that the problem can be solved by a linear time PTAS and by a few linear time statistically optimal algorithms (generating optimal schedules for almost all instances).
Introduction
In this paper we study a scheduling problem that models the process of data transmission in optical communication networks with n nodes and m channels. This is a reduced version of a full paper to be submitted to a journal. We assume that each node has a receiver which is pre-tuned to a fixed channel, and has a "tunable" transmitter (laser) which can transmit on several channels simultaneously. Each node on the transmitting side has a multicast data packet that must be delivered to all receiving nodes in its destination set. The transmission of a data packet completes when each destination node receives at least one copy of the packet. The goal is to minimize the overall transmission time, i.e., the time for all data packets to be received. We consider a multicast service with fanout splitting, which means that any data packet can be split into several packets, identical by their contents but having element-wise different sets of destination channels. (For details see [8] , [14] . ) Data transfer in such optical networks must meet the following natural restrictions: (a) at any point in time no two transmitters may transmit information on the same wavelength (channel); (b) at most one data packet can be sent by a transmitter at a time (although, on several channels simultaneously). Below we formulate a new scheduling problem based on these conditions.
Open Block problem (short notation: OB||C max ). We are given a set of n jobs J = {J 1 , . . . , J n } and a set of m machines M = {M 1 , . . . , M m }. For each job J j , a processing time p j and a subset of indices v j ⊆ {1, . . . , m} are specified, so that job J j consists of |v j | operations that have to be processed on machines {M i | i ∈ v j } and have identical processing times equal to p j . Any two operations of a job may run either simultaneously (in a block ), or should not overlap in time. No restrictions on the combining of operations into blocks and on the order of processing the blocks are specified. Each machine can process at most one operation at a time. Preemption is not allowed. The goal is minimizing the makespan. (Fig. 1 illustrates a feasible schedule for a given instance of the OB-problem.) Thus, a novel feature of the above problem is a relation of a new type between the operations: now any two operations of a job may be processed either completely simultaneously, or with a full diversity in time.
Related problems and results. Clearly, given an instance of the OB-problem, it can also be treated as an instance of the Multiprocessor Tasks problem (MPT) -on one hand, and of the Open Shop problem -on the other hand. Moreover, any schedule constructed for that instance and feasible with respect to either the MPT, or the Open Shop problem is also feasible with respect to the OBproblem, and therefore, efficient methods elaborated for those two problems can be useful to provide good solutions for the OB-problem as well.
Let us first review the known results for the O||C max problem. As is known from [6] , the O2||C max problem admits a linear-time solution, while the O3|p ij = p j |C max problem is binary NP-hard. NP-hardness of the general O||C max problem in strong sense follows from the result proved in [15] : deciding whether there exists a schedule of length at most 4 is strongly NP-complete. This also implies that for the O||C max problem with a variable number of machines and any ρ < 5/4 there is no ρ-approximation algorithm, unless P = NP. At the same time, it is well known that any greedy algorithm provides a 2-approximation. For the Om||C max problem (when the number of machines m is arbitrary but fixed), we can suggest a polynomial time approximation scheme (PTAS) [12] . Efficient statistically optimal algorithms able to construct optimal schedules for almost all instances of the O||C max problem were designed in [3, [9] [10] [11] .
The MPT-problem seems to be much harder. Already M P T 3||C max is strongly NP-hard [7] . However, M P T m|p j = 1|C max can be solvable in polynomial time [7] . A PTAS is proposed for M P T m||C max in [1] . On the other hand, M P T |p j = 1|C max cannot be approximated within a factor of m 1/2−ε , unless P = NP [4] . Matching this, polynomial time O( √ m)-approximation algorithms for M P T |p j = 1|C max and M P T ||C max were recently proposed in [2] .
Our results. It is shown that the problem can be solved in polynomial time, if the number of machines is at most 4, whereas the 6-machine problem is binary NP-hard. The problem with a variable number of machines is shown to be strongly NP-hard, while adding different release times makes the problem strongly NP-hard already for two machines. The problem with a variable number of machines admits a polynomial time √ 2-approximation, but cannot be approximated better than within a factor of 11/10 of the optimum, unless P = NP. In contrast to the above result, for the case of an arbitrary fixed number of machines it can be easily shown that the problem admits a linear time PTAS.
As an easy corollary of results known for the Open Shop problem, we also establish that the problem becomes polynomially solvable for the set of instances with sufficiently large values of the maximum machine load -in comparison with the maximum job processing time. (It can be shown that on the set of instances with a fixed number of machines this property almost always holds for increasing number of jobs.)
The paper is organized as follows. In Section 2 we introduce necessary notions and notation. In Section 3 a few known polynomially solvable cases of the OB-problem are presented. Section 4 contains NP-hardness and inapproximability results. A few constant-factor approximation algorithms and a PTAS are presented in Section 5.
Preliminaries
We define the maximum processing time of an operation as p max = max j p j , and the length d j of job J j ∈ J as the total length of all its operations; d max = max Jj ∈ J d j stands for the maximum job length over all jobs. The total processing time of the operations on machine M i is denoted by i and called the load of machine M i ; max = max i i and C max (S) denote the maximum machine load and the length of schedule S respectively; OPT stands for the optimum.
We say that a polynomial-time algorithm A is a ρ-approximation algorithm (or provides a ρ-approximation) for a minimization problem, if for any instance of the problem it outputs a feasible solution of cost at most ρ · OPT. We say that a minimization problem admits a polynomial-time approximation scheme (PTAS) if it can be solved by a polynomial-time (1+ε)-approximation algorithm for any fixed ε > 0.
It is clear that for any instance of the OB-problem (as well as of any scheduling problem on dedicated machines with the standard constraint that each machine cannot process more than one operation at a time), max ≤ OPT.
(1)
Normal schedules and instances. Given an instance I of a scheduling problem, its feasible schedule S is called normal, if
Due to (1), any normal schedule is optimal. The converse is not true, in general. An instance I is called normal, if its optimal schedule is normal.
On the face of it, such a coincidence like in (2) seems to be improbable. However, it will be shown in section 3 that most instances of the OB-problem are normal, which approves the term.
No-Idle Schedules. We say that a schedule is left no-idle (right no-idle), or LNI (RNI ), for short, if each machine M i ∈ M executes all its operations within a connected time interval I i = [t i , t i ] (i.e., without inner idle time), and all intervals I i start (finish) at the same point in time t i = t (t i = t).
Singles and multi-jobs. A job J j is called a single, if it consists of only one operation. Otherwise, it is called a multi-job.
Polynomially solvable cases

Theorem 1. Every instance of the OB-problem with 4 machines and n jobs has a normal schedule which can be found in O(n) time.
Proof (sketch). We proceed as follows. First, we examine the list of jobs, J 1 , J 2 , . . . , J n , and glue any two jobs J j and J k together each time, when their index sets coincide (v j = v k ), i.e., they have to be executed on the same sets of machines. We terminate gluing as soon as all jobs have distinct index sets. This requires at most O(n) time.
We obtain an instance containing 4 singles, 6 double-jobs, 4 triple-jobs, and a single multi-job with 4 operations. The latter can be removed from our instance without loss of generality: after constructing a normal schedule for the remaining instance, we can simply add the removed job as a single block at the end of the schedule. So, let now max stand for the maximum machine load in the remaining instance I * . Next, we aim at constructing a normal schedule. Let J i (i = 1, . . . , 4) stand for the triple-job with the missed operation on machine M i , and let J ij denote the double-job with two operations on machines M i and M j ; p i and p ij will denote the processing times of those jobs, respectively. We define three numbers:
and compute α * = max{α 12 , α 13 , α 14 }. Assuming w.l.o.g. that α * = α 12 , we divide the set of all multi-jobs into two subsets:
We construct a feasible LNI-schedule starting at time 0 for the jobs in J and a feasible RNI-schedule finishing at time max for the jobs in J . Then we put the remaining singles by using first-fit. For an illustration, see Fig. 2 . Clearly, if we succeeded at all steps, the resulting schedule is normal. It is clear that given an instance of the OB-problem, we may consider it as an instance of the Open Shop problem and provide for it a feasible open shop schedule in which no two operations of the same job overlap. Such a schedule is also feasible for the original OB-problem, and when it is normal, it is evidently optimal for the OB-problem.
In [10, 9] , a few sufficient conditions were derived which, given an instance of the Open Shop problem satisfying one of these conditions, guarantee that a normal schedule for that instance exists and can be found in polynomial time.
These results can be successfully applied to the Open Block problem, enabling one to construct optimal schedules for most instances in polynomial time. (4) . Remark 1. One can observe from the above theorem that if all job processing times and the number of machines are bounded from above while the number of jobs infinitely increases and the mean job processing time is positive, then max tends to infinity and the conditions of Theorem 2 are satisfied with high probability. This implies that most instances of the OB-problem are normal and optimal schedules for such instances can be found by one of the polynomial time algorithms of Theorem 2.
Another interesting polynomially solvable case of the OB-problem is formulated in Theorem 3. It is used in Section 5 in designing an approximation algorithm.
Theorem 3. Every instance of the OB-problem in which the processing times of all jobs are integral degrees of 2 is normal. Its optimal (normal) schedule can be found for the problem with n jobs and m machines in
The following LNIS-algorithm constructs the desired normal schedule.
LNI Scheduling (LNIS):
Step 1. Number the jobs in nonincreasing order of their processing times:
Step 2. Considering the jobs in this order, schedule each operation of the current job as early as possible, without any idle time on the corresponding machine.
One can describe a similar RNI Scheduling algorithm (RNIS) that constructs at Step 2 an RNI-schedule finishing at point max (instead of the LNI-schedule being produced by the LNIS-algorithm).
Hardness and Inapproximability Results
First we formulate basic NP-complete problems which will be used in our NPhardness proofs. Proof. We prove that it is to NP-complete to verify whether a given instance of the 6-machine OB-problem has a normal schedule. To this end we construct a reduction from the PartitionM problem to our OB-problem. 
The machines are prescribed to execute the following jobs:
Note that the load i of each machine M i (i = 1, . . . , 5) is equal to 100, while the current load of M 6 is 91. In addition to operations of basic jobs, machine M 6 is prescribed to execute n tiny singles {t 1 , . . . , t n }. Each job t i has length e i /E. Thus, the total load of machine M 6 is also 100, and so we have max = 100.
To prove the theorem, it suffices to show that the question in the PartitionM problem has the positive answer, if and only if the instance I * has a normal schedule.
⇐ Assume that there exists a normal schedule S. Since p (b j ) > max /2, the operations of each big job b j must be executed as a block. Since no two different jobs have equal processing times, b 1 and b 2 cannot be executed in the middle of the makespan [0, max ]. So the blocks of both jobs can only be scheduled either at the beginning, or at the end of the makespan. W.l.o.g., we may assume that b 1 is processed first on M 1 and M 2 .
We first prove that b 2 must be the last job on M 3 and M 4 . Assume the contrary. Then b 2 must be the first job on M 3 and M 4 . Since p (m 1 ) > {p (s 1 ), p (s 2 )} and p (b 1 ) = p (b 2 ), job m 1 has to be the last on both M 1 and M 3 . Thus, s 2 is in the middle on M 3 , and so it must be the last on M 2 , while m 2 occurs there in the middle. But in this case we cannot place job m 2 on M 4 properly. This proves our claim.
We now consider three possible locations of job b 3 on machine M 6 .
Case 1: b 3 is the third on M 6 (see Fig. 3 ). Then it is also the third on M 5 . Since 2p (m 2 ) + p (b 3 ) > max and p (s 1 ) = p (s 3 ), job m 2 can be the second neither on M 4 , nor on M 5 . Therefore, it must be the first on both machines whereas s 3 on M 4 must be the second. If m 1 is the first on M 3 (Fig. 3A) , then due to the inequality 2p (m 1 )+p (b 3 ) > max , it also must be the first on M 6 . Therefore, s 3 must be scheduled on M 6 exactly in the interval [20, 27] , so as to form a block with its operation on M 4 . This implies the existence of a subset N satisfying (5) . If m 1 is the second on M 3 (Fig. 3B) , it must constitute a block (scheduled in the interval [10, 27] ) with its operation on M 6 . The tiny jobs scheduled on M 6 between jobs m 1 and b 3 evidently determine the desired subset N satisfying (5).
Case 2: b 3 is the second on M 6 (see Fig. 4 ). Then it is also the second on M 5 . If m 2 is the first on M 5 , then, due to p (m 1 ) > p (s 1 ), job m 1 must be the first on M 6 (see Figure 4A) . Symmetrically, if m 2 is the third on M 5 , then m 1 is the third on M 6 as well (see Figure 4B) . In both cases the existence of a subset N satisfying (5) is evident.
Case 3: b 3 is the first on M 6 (see Figure 5 ). Then it is also the first on M 5 . Clearly, m 2 must be the third on M 2 and M 5 , and therefore, s 1 is the second on M 5 . This implies that s 1 can only be the third on M 1 whereas m 1 is the second. This, in turn, implies that m 1 is the second job on M 6 constituting a block with its operation on M 1 . This means that it must be scheduled in the interval [70, 87] , leaving for job s 3 the only opportunity to be scheduled somewhere in the interval [87, 100]. Thus, the total length of tiny jobs processed on M 6 after m 1 is equal to 6, which implies the answer "yes" to the question of the PartitionM problem.
⇒ Suppose that the answer to the question in the PartitionM problem is positive. Then a normal schedule for the instance I * can easily be produced. Indeed, any of the 5 schedules depicted in Figures 3-5 can be used for this purpose.
A proof of the following problem will appear in a journal version.
Theorem 5. The OB2|r j |C max problem is NP-hard in strong sense.
Remark 2. By a similar argument it can be shown that it is strongly NPcomplete to establish the existence of a feasible schedule for a given instance of the two machine OB-problem with deadlines.
Now we turn to the following decision problem: given an instance of the OB-problem, does there exist a schedule of length at most 10?
Theorem 6. The problem of deciding if there is a feasible OB-schedule of length at most 10 is NP-complete.
Proof (sketch). To prove that the decision problem is NP-complete, we construct a reduction from the Modiff-4Sat problem. The technique used in our reduction differs from the one used in Williamson et. al. [15] in the following: instead of associating jobs and machines with literals (which obliges one to synchronize the jobs corresponding to literals of the same variable), we associate them with variables.
As a straightforward corollary of the above theorem, we obtain Theorem 7. For the OB-problem with a variable number of machines and for any ρ < 11/10, there is no polynomial time ρ-approximation algorithm, unless P = NP.
Corollary 1. For the OB-problem with a variable number of machines, there is no PTAS, unless P = NP.
Now we should explain why in Theorem 6 we consider the time interval of length 10. (Clearly, if we could prove a similar result for a smaller value of max , we would obtain a better lower bound on non-approximability.) The answer is contained in Theorem 8. There is a polynomial time algorithm that given an instance of the OB-problem with max ≤ 9, constructs a normal (and therefore optimal) schedule.
Proof. We show this for max = 9. Other cases are easy and can be proved in a similar way. In fact, it suffices for each i ∈ {2, . . . , 9} to prescribe a set of allowed locations for i-jobs within the interval [0, 9], so that: (a) no two locations of i-jobs overlap in time; (b) for any feasible combination of jobs destined to be processed on one machine (i.e., such that their total length is at most 9), it should be shown that there exists a schedule for that machine in which each i-job is assigned to one of its allowed locations. Define a set L i of allowed locations for each i ∈ {2, . . . , 9} as follows: [2, 4] , [4, 6] , [6, 8] } (clearly, 1-jobs may be scheduled arbitrarily). It can be easily checked that, given a family of jobs {J 1 , . . . , J k } with total length ≤ 9 containing a "long job" (of length ≥ 5), it can be scheduled without overlapping within the time interval [0, 9], so that each job gets one of its allowed locations. The remaining combinations of jobs with total length 9 can be sequenced as follows: 4 + 4 + 1, 4 + 2 + 3, 4 + 2 + 2 + 1, 3 + 3 + 3, 2 + 1 + 3 + 3, 2 + 2 + 2 + 3, 2 + 2 + 2 + 2 + 1.
Approximation algorithms
In this section we present a √ 2-approximation algorithm. We present also a linear time PTAS for the case of an arbitrary fixed number of machines. First, we describe the First gluing procedure. The First gluing procedure combines all jobs in each v-class into a single job, with v as the machine set and p (v) = J j ∈ J(v) p j as the processing time of the new job. Using a balanced binary tree T with at most 2 m nodes (corresponding to classes J (v), v ⊆ {1, . . . , m}) and with the length of each path from the root to a leaf no greater than O(m) we can prove that the First gluing procedure can be implemented in O(m 2 n) time and completes with at most n = min{n, 2 m } aggregated jobs having pairwise different machine sets.
Squared-Round-and-Divide Scheduling (SRDS):
Step 1. Applying the First gluing procedure, we get an instance with n ≤ min{n, 2 m } aggregated jobs {Ĵ j } with processing timesp j . As we noted, this can be done in O(m 2 n) time.
Step 2. Round the squared processing timep 2 j of each aggregated jobĴ j up to the nearest value 2 αj for an integer α j . Divide the whole setĴ of aggregated jobs into two subsets: J odd (the set of jobs with odd exponents α j ) and J even (with even exponents α j ). Define instance I odd by jobs {J j ∈ J odd } with new processing times p j = 2 (α j −1)/2 and instance I even by jobs {J j ∈ J even } with new processing times p j = 2 α j /2 . Compute the loads i and i of each machine M i in the instances I odd and I even .
Step 3. Applying the LNIS-algorithm, construct the LNI-schedule S 1 for the instance I odd .
Step 4. Retaining the job order on each machine and the block order for each job as in schedule S 1 , find the earliest possible schedule S 1 for the jobs J odd with the original processing times. Compute the completion time C i of each machine M i in this schedule.
Step 5. Compute the parameter T = max M i ∈M (C i + i ).
Step 6. Applying the RNIS-algorithm, construct the RNI-schedule S 2 (T ) (finishing at time T ) for the instance I even . Take the same starting times for the jobs J j ∈ J even with the original processing times. Proof. It is clear that all processing times {p j } and {p j } in the instances I odd and I even are integer degrees of 2, and hence (by Theorem 3), the LNIS and RNIS algorithms produce feasible no-idle schedules S 1 and S 2 (T ) for the instances I odd and I even respectively. When we return to the original processing times, we obtain a schedule S 1 for the jobs in J odd ; it is feasible, because we keep the blocks of each job and their mutual order unchanged. For the jobs in J even we retain the same schedule S 2 (T ) (i.e., the same starting times of all operations). Therefore, it also remains feasible and keeps the property that on each machine M i jobs in J even do not overlap with jobs in J odd . Thus, the resulting schedule for the jobs with original processing times is completely feasible. To complete the proof of the theorem, it remains to show that T ≤ √ 2 i for each machine Since the length of block B is also less than a factor of √ 2 of the length of that block for the rounded instance I , the required property follows.
To complete the proof of the theorem, it remains to estimate the running time of the algorithm. It is clear that (not counting step 1) most costly steps of the algorithm are steps 4 to 6, where we have to apply the ordering procedure. Since the latter requires time O(n log n ) and n ≤ min{n, 2 m }, this reduces to O(nm) time, and so, the overall running time of the algorithm coincides with that of step 1 (namely, O(nm 2 )).
By Theorem 6 no PTAS can be designed for the OB-problem (unless P = NP) in the case when the number of machines is treated as a variable. An opposite result can be derived, if we treat the number of machines as a constant. In this case, a linear time PTAS exists similar to that proposed by Sevastianov and Woeginger [13] for the Open Shop problem.
PTAS for the OB-problem with a fixed number of machines. For any fixed ε > 0, we present an algorithm A ε that outputs a schedule S with makespan C max (S) ≤ (1 + ε) OP T . The desired (1 + ε)-approximation can be easily attained in the case that d max ≤ ε · max : a simple greedy algorithm [13] finds a schedule S with makespan C(m, ε) ), if we first apply the following Second gluing procedure with d = ε · max . Given a lower threshold d on lengths of jobs, we scan the list of jobs, gluing two jobs together each time that the maximum of their lengths is no greater than d/2. The procedure terminates, as soon as each job in the resulting instance (but maybe one job) has length greater than d/2.
In the case d max > ε · max we divide the set of jobs J into three subsets L, M, S of large, medium, and small jobs, respectively:
The values of α and α are chosen with respect to the value of ε so that:
(a) the number |L| of large jobs was bounded above by a constant; (b) the total length of medium jobs was at most ε · max ; (c) the ratio α /α was small enough, so as to meet α + α + α |L| ≤ ε. As proved in [13] , the numbers α and α with the above properties exist, the value of α being at least α * . = ε/(e 1.25 · 2 m/ε ). The latter bound enables us to reduce the total number of jobs to at most a constant number 2m/α * by applying the Second gluing procedure with the threshold d = α * max . Thus, we come to the following algorithm A ε in the case d max > ε · max .
Algorithm A ε (in the case d max > ε · max ):
Step Step 2. Find a partition of the job set into subsets L, M , and S satisfying (a)-(c).
Step 3. Construct an optimal schedule OP T (L) for the jobs in L.
Step 4. Use the greedy algorithm [13] to place the jobs of M and S into OP T (L).
Similar to [13] , the following result can be proved. Acknowledgement. The authors would like to express their much gratitude to Olga Berger for her kind assistance in preparing the paper.
