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Abstract
We find necessary and sufficient conditions for almost sure finiteness of integral func-
tionals of spectrally positive Le´vy processes. Via Lamperti type transforms, these results
can be applied to obtain new integral tests on extinction and explosion behaviors for a
class of continuous-state nonlinear branching processes.
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1. Introduction
Let b and c ≥ 0 be constants and pi(dz) be a σ-finite measure on (0,∞) satisfying∫
(0,∞)
(1 ∧ z2)pi(dz) <∞.
Given a Brownian motion (Bt)t≥0 and an independent Poisson random measure N(ds, dz)
on (0,∞) × (0,∞) with intensity dspi(dz), both defined on a filtered probability space
(F , (Ft)t≥0,P), a spectrally positive Le´vy process Z := (Zt : t ≥ 0) started at x can be
represented as
Zt = x− bt+
√
2cBt +
∫ t
0
∫
(0,1]
zN˜ (ds, dz) +
∫ t
0
∫
(1,∞)
zN(ds, dz),(1.1)
where N˜(ds, dz) := N(ds, dz)−dspi(dz) denotes the compensated Poisson randommeasure
on (0,∞)× (0, 1]. For y ≥ 0, let
τ−y := inf{t ≥ 0 : Zt− = y}
with the convention that inf ∅ := ∞. Write Px(·) := P(·|Z0 = x) and Ex for the cor-
responding expectation. The Laplace exponent ψ : [0,∞) → (−∞,∞) of spectrally
negative Le´vy process −Z is specified by
Ex[e
−λZt ] = e−λx+ψ(λ)t
1
2for all λ ≥ 0 and t ≥ 0, and can be expressed as
ψ(λ) = bλ + cλ2 +
∫
(0,∞)
(e−λu − 1 + λu1(0,1](u))pi(du), λ ≥ 0.(1.2)
We always assume that Z is not a subordinator. For q ≥ 0 let
Φ(q) := inf{λ > 0 : ψ(λ) > q} <∞.
Then by Theorem 3.12 in Kyprianou (2006, p.81) we have
Px(τ
−
0 <∞) = e−Φ(0)x and Px( lim
t→∞
Zt =∞) = 1− e−Φ(0)x.(1.3)
Let f be a strictly positive function on (0,∞). We are concerned with the integral
functional defined by
At(f) :=
∫ t
0
f(Zs∧τ−
0
)ds, t > 0.
We are going to find necessary and sufficient conditions for the finiteness of Aτ−
0
(f).
The perpetual integral
∫∞
0
f(ξs)ds has been studied by many authors, where f is a
positive locally integrable function and ξ is a Le´vy process satisfies E[ξ1] ∈ (0,∞) and ξ
has a local time. In particular, Do¨ring and Kyprianou (2015) find the following necessary
and sufficient conditions for almost sure finiteness of the perpetual integral∫ ∞
0
f(ξs)ds <∞ a.s.⇔
∫ ∞−
f(x)dx <∞.
Also see Salminen and Yor (2005a, b) for different choices of ξ and f . When f is a
exponential function, the integral was studied by Bertoin and Yor (2005), Erickson and
Maller (2005), Kondo et al. (2006), Kuznetsov et al. (2012a) and Pardo et al. (2013).
Continuity properties of the distributions of the perpetual integral were studied in Bertoin
et al. (2006).
To the best of our knowledge, there has been no systematic discussion on the finiteness
of integral functionals for Le´vy processes with hitting times as the upper limits of integrals.
The integral functionals are very useful in the study of explosion and extinction be-
haviors of the following SDE, whose solution can be seen as a random time change of a
spectrally positive Le´vy process. Let M(ds, dz, du) be an independent (Ft)-Poisson ran-
dom measure on (0,∞)×(0,∞)×(0,∞) with intensity dspi(dz)du and let M˜(ds, dz, du) be
the corresponding compensated Poisson random measure. We consider the nonnegative
solution of the stochastic integral equation
Xt = x+
√
2c
∫ t
0
√
1/f(Xs)dBs +
∫ t
0
∫
(0,1]
∫ 1/f(Xs−)
0
zM˜(ds, dz, du)
− b
∫ t
0
1/f(Xs)ds+
∫ t
0
∫
(1,∞]
∫ 1/f(Xs−)
0
zM(ds, dz, du).(1.4)
By a nonnegative solution X = (Xt)t≥0 to equation (1.4) we mean a ca`dla`g [0,∞]-valued
(Ft)-adapted process satisfying (1.4) up to times
ζn := inf{t ≥ 0 : Xt ≥ n or Xt ≤ 1/n}
3for all n > 0 and both the boundaries 0 and ∞ are absorbing for X . Applying Theorem
9.1 in Ikeda and Watanabe (1989) we see that, if 1/f is locally Lipschitz, then SDE (1.4)
has a pathwise unique solution.
The solution (Xt)t≥0 is a random time change of a spectrally positive Le´vy process of
the form (1.1); see Lamperti (1967) for the case f(x) = 1/x.
Note that if (Zt)t≥0 is a one-sided α-stable Le´vy process with α ∈ (1, 2), then SDE (1.4)
can be transformed into the following form:
Xt = x+
∫ t
0
σ(Xs−)dZt,(1.5)
where σ(Xs−) = 1/f(Xs−)
1/α. In Do¨ring and Kyprianou (2018), they study the boundary
behavior of the solution to (1.5), and in their setting, (Zt)t≥0 is a α-stable Le´vy process
with α ∈ (0, 2).
The following random time change result can be proved by using techniques similar to
those in Caballero et al. (2009), where the the function f(x) = x−1 was considered.
Proposition 1.1. Given any strictly positive function f on (0,∞), for any t ≥ 0 let
ηf (t) := inf{s ≥ 0 : As(f) ≥ t}
with the convention inf ∅ = ∞. Then (Xt)t≥0 := (Zηf (t)∧τ−0 )t≥0 solves equation (1.4) on
an extension of the original probability space.
Define the extinction time and explosion time by
T−0 := inf{t ≥ 0 : Xt = 0} and T+∞ := inf{t ≥ 0 : Xt =∞},
respectively, with the convention inf ∅ = ∞. Process X extinguishes if T−0 = ∞ and
Xt → 0 as t→∞.
Write Z∞ := limt→∞ Zt∧τ−
0
. Notice that Z∞ = 0 if τ
−
0 < ∞ and Z∞ = ∞ if τ−0 = ∞.
By Proposition 1.1, we see that ηf(Aτ−
0
(f)) = τ−0 and XA
τ
−
0
(f) = Zτ−
0
. Then we obtain
the following corollary.
Corollary 1.2. We have
T−0 = Aτ−
0
(f) if τ−0 <∞ and T−0 =∞ if τ−0 =∞;
in addition,
T+∞ = Aτ−
0
(f) if τ−0 =∞ and T+∞ =∞ if τ−0 <∞.
Thus, the extinction and explosion of the solution X within finite time correspond to
the almost sure finiteness of Aτ−
0
(f) conditioned on events {τ−0 < ∞} and {τ−0 = ∞},
respectively. Similarly, extinguishing occurs for X if Aτ−
0
(f) =∞ given {τ−0 <∞}. Using
the scale function of spectrally negative Le´vy process, we can find necessary and sufficient
conditions for the process to die out or to explode within finite time, which generalize
the results in Grey (1974) and Kawazu and Watanabe (1971) for the classical continuous-
state branching process with f(x) = 1/x. For f(x) = x−θ, θ > 0, the process X is
called polynomial branching process. Intuitively, this process is a branching process with
population-size-dependent branching rates and with competition. By using the forward
Kolmogorov equations, Li (2018) found necessary and sufficient conditions for the process
4to extinguish, to explode and to come down from infinity in finite times, respectively. In
Li et al. (2018), a more general model was consider.
We first state the main results of this paper.
Theorem 1.3. Let f be a strictly positive function on (0,∞) satisfying supx≥ε f(x) <∞
for any ε > 0. Then for any x > 0, the following statements are equivalent:
(i)
Px(Aτ−
0
(f) <∞|τ−0 <∞) > 0;
(ii)
Px(Aτ−
0
(f) <∞|τ−0 <∞) = 1;
(iii)
Ex
[ ∫ τ−
0
0
f(Zt)e
−λZtdt|τ−0 <∞
]
<∞ for some/all λ > 0.
Theorem 1.4. Suppose that Φ(0) > 0 and f is a strictly positive decreasing function on
(0,∞). Then the following statements are equivalent:
(i)
Px(A∞(f) <∞|τ−0 =∞) > 0 for all x > 0;
(ii)
Px(A∞(f) <∞|τ−0 =∞) = 1 for all x > 0;
(iii)
Ex[Aτ−y (f)] <∞ for all x > 0 and all y ∈ (0, x).
Notice that the expectations in Theorem 1.3 and 1.4 (iii) can be computed explicitly
by using the scale functions. We refer to Kuznetsov et al. (2012b) for the general theory
of scale functions for spectrally negative/positive Le´vy processes. From Theorem 2.7 (ii)
in Kuznetsov et al. (2012b) we obtain for all x, y ∈ (0,∞)
µx(dy) := Ex
[ ∫ τ−
0
0
1{Zt∈dy}dt
]
= [e−Φ(0)xW (y)−W (y − x)]dy,(1.6)
where W is the scale function satisfying∫ ∞
0
e−λxW (x)dx =
1
ψ(λ)
for λ > Φ(0).(1.7)
Theorems 1.3 and 1.4 can be applied to obtain the following new integral tests on the
extinction and explosion behaviors for the continuous-state nonlinear branching process
X that solves SDE (1.4).
Theorem 1.5. (i) Let f be a strictly positive function on (0,∞) satisfying supx≥ε f(x) <
∞ for any ε > 0. Then the process (Xt)t≥0 started at x > 0 extincts in finite time with a
positive probability, i.e. Px(T
−
0 <∞) > 0, if and only if∫ ∞− f(1/λ)
λψ(λ)
dλ <∞;(1.8)
and it extinguishes with a positive probability if and only if the integral in (1.8) is infinite.
(ii) Let f be a strictly positive decreasing function on (0,∞). Then the process (Xt)t≥0
5started at x > 0 explodes in finite time with a positive probability, i.e. Px(T
+
∞ <∞) > 0,
if and only if Φ(0) > 0 and for all 0 < y < x,∫ ∞−
f(z + y)[e−Φ(0)(x−y)W (z)−W (z − x+ y)]dz <∞.(1.9)
Corollary 1.6. Suppose that Φ(0) > 0 and f is a strictly positive decreasing function on
(0,∞). Then condition (1.9) holds if∫ ∞−
f(z)eΦ(0)(z)dz <∞.
Corollary 1.7. Suppose that Φ(0) > 0 and f can be represented as the Laplace transform
of a nonnegative function g, i.e. f(x) =
∫∞
0
e−xzg(z)dz for x > 0. Then (1.9) holds if and
only if ∫
0+
g(λ)
ψ(λ)
dλ > −∞ and
∫ ∞− e−λyg(λ)
ψ(λ)
dλ <∞ for all y > 0.
Using Theorem 1.5 and Corollary 1.7 we can generalise the following integral tests for
extinctions and explosion, respectively, in Theorems 1.7 and 1.9 in Li (2018), which were
obtained with different approaches.
Corollary 1.8. Given θ > 0, let f(x) = x−θ for x > 0.
(i) The process (Xt)t≥0 started at x > 0 extincts in finite time with a positive probability
if and only if ∫ ∞− sθ−1
ψ(s)
ds <∞;
and the process extinguishes with a positive probability if and only if∫ ∞− sθ−1
ψ(s)
ds =∞.
(ii) The process (Xt)t≥0 started at x > 0 explodes in finite time with a positive proba-
bility if and only if Φ(0) > 0 and∫
0+
sθ−1
ψ(s)
ds > −∞.
Proofs of the main results are given in Section 2.
2. Proofs of the main results
We first present a lemma which will be used later.
Lemma 2.1. For any x > 0 and λ > 0, we have
Ex
[ ∫ τ−
0
0
e−λZtdt
]
=
e−Φ(0)x − e−λx
ψ(λ)
.
6Proof. Define the potential measure µx by
µx(A) := Ex
[∫ τ−
0
0
1{Zt∈A}dt
]
, A ⊆ (0,∞).
By Theorem 2.7 (ii) in Kuznetsov et al. (2012b), we obtain that for y > 0 and q ≥ 0,
µ(q)x (dy) := Ex
[ ∫ τ−
0
0
e−qt1{Zt∈dy}dt
]
= [e−Φ(q)xW (q)(y)−W (q)(y − x)]dy,(2.10)
where W (q) is the scale function satisfying∫ ∞
0
e−λxW (q)(x)dx =
1
ψ(λ)− q for λ > Φ(q).
and W (q)(x) = 0 for x < q. Taking Laplace transforms on (2.10) gives∫
(0,∞)
e−λzµ(q)x (dz) = Ex
[ ∫ τ−
0
0
e−qte−λZtdt
]
=
e−Φ(q)x − e−λx
ψ(λ)− q , λ > Φ(q).(2.11)
the left hand side of the above equality is finite for each λ > Φ(q). Then by analytic
continuation, (2.11) can be extended to λ ∈ (0,∞). Therefore, letting q → 0 in (2.11) we
obtain the desired result.

Proof of Theorem 1.3. (i)⇒(iii) For x > 0 let fx(y) := f(y)1{y≤x}. Given x > 0, choose ε
small enough so that ε < x. Then
fx(Zt) ≤ sup
y≥ε
f(y) <∞
for t ≤ τ−ε . Therefore, by Markov property we have
Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
≤ sup
y≥ε
f(y)Ex
[ ∫ τ−
0
0
e−λZtdt|τ−0 <∞
]
≤ supy≥ε f(y)
Px(τ
−
0 <∞)
∫ ∞
0
Ex[e
−λZt1{t<τ−
0
<∞}]dt
=
supy≥ε f(y)
Px(τ
−
0 <∞)
∫ ∞
0
Ex[e
−λZt1{t<τ−
0
}Ex[1{τ−
0
<∞}|Ft]]dt
≤ supy≥ε f(y)
Px(τ
−
0 <∞)
Ex
[ ∫ τ−
0
0
e−(λ+Φ(0))Ztdt
]
= sup
y≥ε
f(y)
1− e−λx
ψ(λ+ Φ(0))
<∞,(2.12)
where the last equality follows from Lemma 2.1. If (i) holds, then there exists a N > 0
such that
Px(Aτ−
0
(fx) ≤ N |τ−0 <∞) > 0.
Define a stopping time
T := inf{t ≥ 0 : At(fx) > N}
with the convention inf ∅ =∞. Then there exists a constant α ∈ (0, 1] such that
Px(T ≥ τ−0 |τ−0 <∞) = α.(2.13)
7Then we have for 0 < ε < x,
Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
= Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt;T ≥ τ−ε |τ−0 <∞
]
+Ex
[ ∫ T
0
fx(Zt)e
−λZtdt;T < τ−ε |τ−0 <∞
]
+Ex
[ ∫ τ−ε
T
fx(Zt)e
−λZtdt;T < τ−ε |τ−0 <∞
]
≤ NPx(T ≥ τ−ε |τ−0 <∞) +NPx(T < τ−ε |τ−0 <∞)
+Ex
[ ∫ τ−ε
T
fx(Zt)e
−λZtdt;T < τ−ε |τ−0 <∞
]
= N + Ex
[ ∫ τ−ε
T
fx(Zt)e
−λZtdt;T < τ−ε |τ−0 <∞
]
.(2.14)
For each ε < y ≤ x we have
Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
= Ex
[ ∫ τ−y
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
+Ex
[ ∫ τ−ε
τ−y
fx(Zt)e
−λZtdt|τ−0 <∞
]
= Ex
[ ∫ τ−y
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
+Ey
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
.
Then for each ε < y < x we have
Ey
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
≤ Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
.(2.15)
8Since ε < ZT < x on the event {T < τ−ε } under Px, the strong Markov property and (2.15)
together yields
Ex
[ ∫ τ−ε
T
fx(Zt)e
−λZtdt;T < τ−ε |τ−0 <∞
]
= Ex
[ ∫ τ−ε
T
fx(Zt)e
−λZtdt;T < τ−ε , τ
−
0 <∞
]
/Px(τ
−
0 <∞)
= Ex
{
1{T<τ−ε }EZT
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt; τ−0 <∞
]}
/Px(τ
−
0 <∞)
= Ex
{
1{T<τ−ε }PZT (τ
−
0 <∞)EZT
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]}
/Px(τ
−
0 <∞)
≤ Px(T < τ−ε |τ−0 <∞)Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
,(2.16)
where the last inequality holds because
Ex[1{T<τ−ε ,τ−0 <∞}] = Ex
[
Ex[1{T<τ−ε ,τ−0 <∞}|FT ]
]
= Ex
[
1{T<τ−ε }Ex[1{τ−0 <∞}|FT ]
]
= Ex
[
1{T<τ−ε }PZT (τ
−
0 <∞)
]
.
Combining (2.12), (2.14) and (2.16) we have
Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
≤ N + Px(T < τ−ε |τ−0 <∞)Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
.
It follows that
Px(T ≥ τ−ε |τ−0 <∞)Ex
[ ∫ τ−ε
0
fx(Zt)e
−λZtdt
]
≤ N.
Letting ε→ 0 and using (2.13) yields
Ex
[ ∫ τ−
0
0
fx(Zt)e
−λZtdt|τ−0 <∞
]
≤ N/α <∞.
In addition,
Ex
[ ∫ τ−
0
0
(f − fx)(Zt)e−λZtdt|τ−0 <∞
]
≤ sup
y≥x
f(y)Ex
[ ∫ τ−
0
0
e−λZtdt|τ−0 <∞
]
<∞,
where the last inequality holds by Lemma 2.1 (i). Combing the above two inequalities
gives (iii).
(iii)⇒(ii) From (iii) we have
Px
[ ∫ τ−
0
0
f(Zt)e
−λZtdt <∞|τ−0 <∞
]
= 1.
9Since inft≤τ−
0
e−λZt > 0 on event {τ−0 <∞}, we have∫ τ−
0
0
f(Zt)dt < ( inf
t≤τ−
0
e−λZt)−1
∫ τ−
0
0
f(Zt)e
−λZt <∞
on event {τ−0 <∞}. Then we obtain (ii).
(ii)⇒(i) Obvious. 
Proof of Theorem 1.4. (i)⇒(ii) We only need to prove that if Px(A∞(f) <∞, τ−0 =∞) >
0, then Px(A∞(f) =∞, τ−0 =∞) = 0. If Px(A∞(f) <∞, τ−0 =∞) > 0, then there exists
a d > 0 such that
α := Px(A∞(f) ≥ d) < 1.
Let σ0 := 0 and for n = 0, 1, 2, . . .
σn+1 := inf
{
t ≥ σn : At(f) > Aσn(f) + d, Zt∧τ−
0
> x
}
, n ≥ 0.
Since Zσk ≥ x if σk <∞, by the stochastic monotonicity of Le´vy process and the mono-
tonicity of f , we have for σk <∞,
PZσk
(σk+1 <∞) ≤ PZσk (A∞(f) ≥ d)
≤ Px(A∞(f) ≥ d) = α < 1.
Notice that Zt →∞ if τ−0 =∞. Using the strong Markov property and by induction, for
any n ≥ 1 we have
Px(A∞(f) =∞, τ−0 =∞) ≤ Px
( n⋂
k=1
{
σk <∞
})
= Ex
[ n−1∏
k=1
1{σk<∞}PZσn−1
(
σn <∞
)]
≤ αEx
[ n−1∏
k=1
1{σk<∞}
]
= αPx
( n−1⋂
k=1
{σk <∞}
)
≤ · · · ≤ αn.
Letting n→∞, we have Px(A∞(f) =∞, τ−0 =∞) = 0.
(ii)⇒ (iii) For any 0 < y < x, by (ii) we have Py(A∞(f) < ∞|τ−0 = ∞) = 1. Since
f is non-increasing, we can make the convention that f(0) = limx→0 f(x) > 0. Hence,
if τ−0 < ∞, then A∞(f) = ∞. Therefore, there exists a constant d > 0 and a constant
α ∈ (0, 1) such that
Py(A∞(f) < d) = Py(A∞(f) < d, τ
−
0 =∞) > α.
Then by the stochastically monotonicity of Le´vy process and the monotonicity of f we
have
Pz(A∞(f) < d) ≥ Py(A∞(f) < d) > α > 0 for each z ≥ y.
It follows that
Pz(A∞(f) ≥ d) ≤ 1− α < 1 for each z ≥ y.
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Then we have
1 > 1− α ≥ Pz(A∞(f) ≥ d) ≥ Pz(Aτ−y (f) ≥ d) for each z ≥ y.
For 0 < y < x, put σ¯0 := 0 and for n ≥ 0,
σ¯n+1 := inf
{
t > σ¯n :
∫ t
σ¯n
f(Zs)ds = d, Zs > y for s ≤ t
}
.
Then we see that
{Aτ−y (f) ≥ d} = {σ¯1 <∞}
and for σ¯k−1 <∞, Zσ¯k−1 ≥ y. Then for σ¯k−1 <∞,
PZσ¯k−1
(σ¯k <∞) ≤ PZσ¯k−1 (Aτ−y (f) ≥ d) ≤ 1− α.
Using the strong Markov property and combing the above formulas, by induction we have
for n ≥ 1,
Px(Aτ−y (f) ≥ nd) = Px
( n⋂
k=1
{σ¯k <∞}
)
= Ex
[
Px
( n⋂
k=1
{σ¯k <∞}
∣∣∣Fσ¯k−1)]
= Ex
[
PZσ¯n−1
(σ¯n <∞)
n−1∏
k=1
1{σ¯k<∞}
]
≤ (1− α)n.
Then Ex[Aτ−y (f)] <∞ follows.
(iii)⇒ (i) Suppose that Ex[Aτ−y (f)] <∞ for all x > y > 0. Then Px(Aτ−y (f) <∞) = 1.
Since {τ−y =∞} ⊂ {τ−0 =∞} and
Px(τ
−
y =∞) = 1− e−Φ(0)(x−y) > 0
for x > y ≥ 0, we have
Px(A∞(f) <∞, τ−0 =∞) ≥ Px(A∞(f) <∞, τ−y =∞) > 0.
It follows that Px(A∞(f) <∞|τ−0 =∞) > 0. 
For functions f and g, we say f(x) ≍ g(x) on set A if there exists a constant c > 1
such that c−1f(x) ≤ g(x) ≤ cf(x) for all x ∈ A.
Lemma 2.2. For small enough ε > 0. We have W (x) ≍ 1
xψ(1/x)
on (0, ε).
Proof. Let
ψ♮(λ) := ψ(λ+ Φ(0)) and W ♮(x) := e−Φ(0)xW (x).
Then by p.193 in Bertoin (1996) we have that ψ♮ is a Laplace exponent of a spec-
trally negative Le´vy process drifting to ∞ with probability 1. We can check that W ♮
is the corresponding scale function. Then by the proof of VII Proposition 10 in Bertoin
(1996), we see that W ♮(x) ≍ 1
xψ♮(1/x)
on (0,∞). Observing that, for small enough ε > 0,
1
xψ(1/x+Φ(0))
≍ 1
xψ(1/x)
for x ∈ (0, ε), we can complete the proof. 
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Proof of Theorem 1.5. (i) By Corollary 1.2 we have
T−0 = Aτ−
0
(f) if τ−0 <∞ and T−0 =∞ if τ−0 =∞.
Then Px(T
−
0 < ∞) > 0 if and only if Px(Aτ−
0
(f) < ∞|τ−0 < ∞) > 0. By Theo-
rem 1.3 we see that the extinction happens for process (Xt)t≥0 in finite time if and only
if Ex
[ ∫ τ−
0
0
f(Zt)e
−λZtdt|τ−0 <∞
]
<∞.
By (1.6), we have
Ex
[ ∫ τ−
0
0
f(Zt)e
−λZtdt|τ−0 <∞
]
= Ex
[ ∫ ∞
0
f(Zt)e
−λZt1{t<τ−
0
<∞}dt
]
/Px(τ
−
0 <∞)
= eΦ(0)x
∫ ∞
0
Ex
[
Ex[f(Zt)e
−λZt1{t<τ−
0
<∞}|Ft]
]
dt
= eΦ(0)x
∫ ∞
0
Ex
[
f(Zt)e
−λZt1{t<τ−
0
}Ex[1{τ−
0
<∞}|Ft]
]
dt
= eΦ(0)x
∫ ∞
0
Ex[f(Zt)e
−(λ+Φ(0))Zt1{t<τ−
0
}]dt
= eΦ(0)x
∫ ∞
0
f(y)e−(λ+Φ(0))yµx(dy)
=
∫ ∞
0
f(y)e−(λ+Φ(0))y[W (y)− eΦ(0)xW (y − x)]dy.(2.17)
From (1.7) we see that∫ ∞
0
e−(λ+Φ(0))y [W (y)− eΦ(0)xW (y − x)]dy = 1− e
−(λ+Φ(0))x
ψ(λ+ Φ(0))
<∞.
Since f is locally bounded on (0,∞) and W (x) = 0 for x < 0, the integral in (2.17) is
finite if and only if ∫
0+
f(y)W (y)dy <∞.
By Lemma 2.2, the above inequality is equivalent to
∫
0+
f(y)
yψ(1/y)
dy < ∞. By a change of
variable y = 1/λ, we have∫
0+
f(y)
yψ(1/y)
dy =
∫ ∞− f(1/λ)
λψ(λ)
dλ,
which completes the proof.
The result for extinguishing also follows similarly.
(ii) By (1.3), we see that the explosion can only happen in the case where Φ(0) > 0.
By Corollary 1.2, we have
T+∞ = Aτ−
0
(f) if τ−0 =∞ and T+∞ =∞ if τ−0 <∞.
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Then Px(T
+
∞ <∞) = Px(A∞(f) <∞). By Theorem 1.4 and Lemma 2.1, we see that the
process (Xt)t≥0 explodes in finite time if and only if
Ex
[ ∫ τ−y
0
f(Zt)dt
]
<∞
for all y ∈ (0, x). By the spatial homogeneousness of Le´vy process and (1.6) we have for
x > y > 0,
Ex
[ ∫ τ−y
0
f(Zt)dt
]
= Ex−y
[ ∫ τ−
0
0
f(Zt + y)dt
]
=
∫ ∞
0
f(z + y)µx−y(dz)
=
∫ ∞
0
f(z + y)[e−Φ(0)(x−y)W (z)−W (z − x+ y)]dz.
Since f(z+y)[e−Φ(0)(x−y)W (z)−W (z−x+y)] is uniformly bounded for z near 0, we only
need to check the finiteness of the integral near ∞. 
Proof of Corollary 1.6. We rewrite the integral in (1.9) as∫ ∞−
f(z + y)eΦ(0)(z−x+y)[W ♮(z)−W ♮(z − x+ y)]dz,
where W ♮ was defined in the proof of Lemma 2.2. Since W ♮ is the scale function of a
spectrally negative Le´vy process that goes to positive infinity, we have W ♮(z) −W ♮(z −
x+ y) is uniformly bounded. Therefore, the integral condition (1.9) holds if∫ ∞−
f(z)eΦ(0)(z)dz <∞.

Proof of Corollary 1.7. By using (1.7) and analytic continuation, we have∫ ∞
0
f(z + y)[e−Φ(0)(x−y)W (z)−W (z − x+ y)]dz
=
∫ ∞
0
∫ ∞
0
e−(z+y)λg(λ)[e−Φ(0)(x−y)W (z)−W (z − x+ y)]dλdz
=
∫ ∞
0
e−λyg(λ)dλ
∫ ∞
0
e−λz[e−Φ(0)(x−y)W (z)−W (z − x+ y)]dz
=
∫ ∞
0
e−λy
(
eΦ(0)(x−y) − e−λ(x−y)) g(λ)
ψ(λ)
dλ.
Notice that
lim
λ→0
e−λy
(
eΦ(0)(x−y) − e−λ(x−y)) = eΦ(0)(x−y) − 1
and
e−λy
(
eΦ(0)(x−y) − e−λ(x−y)) ∼ e−λyeΦ(0)(x−y) as λ→∞.
Then we complete the proof. 
Proof of Corollary 1.8. (i) By letting f(x) = x−θ in (1.8), we immediately complete the
proof.
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(ii) For f(x) = x−θ, we have f(x) = 1
Γ(θ)
∫∞
0
e−λxλθ−1dλ. Then by letting g(λ) =
1
Γ(θ)
λθ−1 in Corollary 1.7, we can complete the proof. 
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