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On the regularity of a class of generalized quasi-geostrophic
equations
Changxing Miao∗ and Liutang Xue†
Abstract
In this article we consider the following generalized quasi-geostrophic equation
∂tθ + u · ∇θ + νΛβθ = 0, u = ΛαR⊥θ, x ∈ R2,
where ν > 0, Λ :=
√−∆, α ∈]0, 1[ and β ∈]0, 2[. We first show a general criterion
yielding the nonlocal maximum principles for the whole space active scalars, then mainly
by applying the general criterion, for the case α ∈]0, 1[ and β ∈]α + 1, 2] we obtain the
global well-posedness of the system with smooth initial data; and for the case α ∈]0, 1[
and β ∈]2α, α + 1] we prove the local smoothness and the eventual regularity of the
weak solution of the system with appropriate initial data.
1 Introduction
We consider in this paper the following 2D generalized quasi-geostrophic equation{
∂tθ + u · ∇θ + νΛβθ = 0,
u = ΛαR⊥θ, θ(0, x) = θ0(x),
(1.1)
where α ∈]0, 1[, β ∈]0, 2] and ν ≥ 0. The operator Λβ := (−∆)β2 is defined through the
Fourier transform
Λ̂βf(ζ) = |ζ|β fˆ(ζ),
and R⊥ := (−R2,R1) are the usual Riesz transforms
Rjθ(x) := C p.v.
∫
R2
xj − zj
|x− z|3 θ(z)dz, j = 1, 2.
(1.1) may be termed as the active scalar evolution equation in general. Here, we say the
function θ(t, x) an active scalar if it satisfies
∂tθ + u · ∇θ + νΛβθ = 0, θ(0, x) = θ0(x), (1.2)
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where β ∈ [0, 2] and u is defined by θ in some way. When α = 0 in (1.1), it corresponds to
the more well-known active scalar equation——the quasi-geostrophic equation, which arises
from the geostrophic study of the strongly rotating flows (cf. [5]). When α = 1 and β = 2,
although the flow term in (1.1) vanishes, we can still view another active scalar equation——
the magnetogeostrophic equation introduced in [12] as a meaningful generalization of this
endpoint case, where the divergence-free three-dimensional velocity u satisfies u = M [θ]
with M a nonlocal differential operator of order 1. When α ∈]−1, 0[, it is just the modified
quasi-geostrophic equation introduced in [8] by Constantin, Iyer and Wu.
(1.1) has the scaling invariance, i.e., if θ(t, x) is a solution of (1.1), then
θλ(t, x)→ λβ−α−1θ(λβt, λx), λ > 0
is also a solution. Thus according to the L∞ maximum principle (cf. [9]), we say β > α+1,
β = α+1 and β < α+1 are the subcritical, critical and supercritical cases, respectively. Note
that when α = 0, it just corresponds to the classification of the classical quasi-geostrophic
equation.
Compared with the quasi-geostrophic equation, (1.1) only has an additional operator Λα
in u; but this positive derivative operator will always produce much difficulty, so that many
results can not (at least directly) extend to the generalized quasi-geostrophic equation (1.1).
Before further proceeding, we first recall some noticeable results about quasi-geostrophic
equation. It has been known since [19] that the quasi-geostrophic equation has the global
weak solutions for all cases β ∈]0, 2] and the global smooth solution associated with suitable
initial data for the subcritical case β > 1. See [6, 22] for other global results related to the
subcritical case. For the critical case β = 1, Constantin et al in [4] showed the global well-
posedness of the classical solution under the condition that the zero-dimensional L∞ norm
of the data is small. This smallness assumption was removed by Kiselev et al in [15], where
they obtained the global well-posedness for the arbitrary periodic smooth data by using a
new method that may be termed as the nonlocal maximum principle method. Almost at the
same time and from another totally different direction, Caffarelli and Vasseur [1] resolved
the problem to establish the global regularity of weak solutions by deeply exploiting the De
Giorgi method. See [14] for a third but also quite different proof of the global regularity issue.
For the supercritical case β < 1, although the problem that whether the equation has global
regularity or not is still open, some partial results have been proved. Local well-posedness
for arbitrary initial data and global well-posedness under a smallness condition have been
considered by many authors (cf. [3, 13, 23] and references therein). From the direction of
weak solutions, Constantin and Wu in [7] showed a regularity criterion for the weak solutions
in terms of the uniform (in time) Ho¨lder estimates. Based on the criterion and considering
the eventual regularity issue, Silvestre in [20] proved that for some β < 1/2 but sufficiently
close to 1/2, the weak solutions become regular after a finite time; and then Kiselev in [16]
developed the nonlocal maximum principle method to show the eventual regularity for all
the supercritical range β ∈]0, 1[, see also [10] for another proof by developing the method
of [14].
The equation (1.1) with general α in u was firstly introduced in [8], where Constantin
et al considered the critical case α ∈] − 1, 0[ and β = α + 1 and they showed the global
regularity of the weak solutions by applying Caffarelli-Vasseur’s method. Then the authors
in [18] treated the whole critical case α ∈]−1, 1[ and β = α+1 by using the method of [15]:
for the case α ∈] − 1, 0[, global well-posedness of the smooth solution was proved; while
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for the case α ∈]0, 1[, global well-posedness of the smooth solution was obtained under the
condition of small L∞ initial data. For the supercritical range α ∈]− 1, 0[ and β ∈]0, α+1[,
Kiselev in [16] also showed the eventual regularity of the weak solution.
In this article we focus on the regularity issue of the generalized quasi-geostrophic equa-
tion (1.1). Since (1.1) is more ”singular” than the classical quasi-geostrophic equation, we
can not expect to obtain better regularity results than the corresponding results in the
quasi-geostrophic equation. In fact, we here prove the global regularity for all the subcrit-
ical case, the local and eventual regularity for the case α ∈]0, 1[, β ∈]2α,α + 1]. First for
the subcritical case, we precisely have
Theorem 1.1. Let ν > 0, α ∈]0, 1[, β ∈]α+1, 2] and the initial data θ0 ∈ Hm(R2), m > 2,
then there exists a unique global solution
θ ∈ C([0,∞[;Hm) ∩ L2loc([0,∞[;Hm+β/2) ∩ C∞(]0,∞[×R2)
to the generalized quasi-geostrophic equation (1.1).
For the critical and supercritical cases, we need to introduce the notion of weak solution.
Based on Theorem 1.1, it will be convenient to consider the following system with additional
viscosity {
∂tθ + u · ∇θ + νΛβθ − ǫ∆θ = 0,
u = ΛαR⊥θ. θ(0, x) = θ0(x).
(1.3)
Note that if the regularity of θ0 is very low (e.g. θ0 ∈ L2), we can replace θ0(x) by the
mollified data ψǫ ∗ θ0(x). Then passing to the limit ǫ → 0, we can get a weak solution for
an appropriate range of α, β (see Proposition 6.3 in the appendix). Then our main result
is the following.
Theorem 1.2. Let ν > 0, α ∈]0, 1[, β ∈]2α,α + 1] and θ0 ∈ Hm(R2) with m > 2. Let
θ(t, x) be the weak solution of (1.1) obtained by taking the limit ǫ→ 0 of the corresponding
smooth solution of (1.3). Then there exist 0 < T1 ≤ T2 < ∞ which depend only on ν, α, β
and θ0 such that
θ ∈ C∞(]0, T1[×R2) ∩ C∞(]T2,∞[×R2).
The local part of Theorem 1.1 and Theorem 1.2 corresponds to Proposition 6.1 in the
appendix, and the global existence issue of the weak solution is considered in Proposition
6.3. We use the newly developed method from [15, 16] to treat the global part of Theorem
1.1 and the eventual regularity part of Theorem 1.2. We first state the general criterion
leading to the nonlocal maximum principles for the whole space active scalars in the section
3; then we apply the general criterion to prove the remaining parts of Theorem 1.1 and 1.2
in the section 4 and section 5 respectively.
Remark 1.1. In the global part of Theorem 1.1, we use the nonlocal maximum principle
method to show the Lipschitz norm of the solution is uniformly bounded for all the existence
time, then combining with the blowup criterion (6.1) leads to the global result. This is very
different from the process in [6, 22], and it seems hard to directly apply these classical
methods to (1.1).
In the eventual regularity part of Theorem 1.2, similarly as [16, 10, 20], we base on the
regularity criterion Proposition 5.1, and the regularization mechanism is different from the
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usual way to prove eventual regularity, which is by combining a global regularity result for
small data with a suitable decay of some norm of the weak solution. Though in the proof
of the critical case the decay (in time) of the L∞ norm is used, to obtain regularity we still
need to wait an extra period of time after the L∞ norm is under control.
Remark 1.2. Proposition 5.1 indeed implies the regularity criterion of the weak solution
for the critical and some supercritical equation (1.1) in terms of uniform (in time) Ho¨lder
estimates. We note that in the critical case of (1.1), the criterion calls for that the regularity
index σ > α2 with α ∈]0, 1[, which is essentially stronger than the criterion of the critical
quasi-geostrophic equation (where σ > 0). Thus if we rely on this criterion, it will be not
sufficient to obtain the global regularity of the critical gQG equation (1.1) by applying the
method of Caffarelli and Vasseur [1] (without introducing new ideas). This is analogous
with the case of applying the method of Kiselev et al [15] (cf. [18]). It is also interesting
to point out that a similar regularity criterion with the regularity index σ > 12 should be
considered for the critical model introduced in [12].
Remark 1.3. The restriction β > 2α is from Proposition 6.1 and Proposition 6.3 of con-
structing local smooth solution and global weak solution respectively. While in the proof
of eventual regularity, under the condition β > α is already sufficient to show the uniform
(in ǫ) eventual Cσ˜ regularity (σ˜ > 1) for the solution of (1.3).
2 Preliminaries
In this preparatory section, we present the definitions and some related results of the Sobolev
spaces, Ho¨lder space and Besov spaces, also we provide some important estimates which
will be used later.
We begin with introducing some notations.
⋄ Throughout this paper, C stands for a constant which may be different from line to
line. We sometimes use A . B instead of A ≤ CB, and use A .β,γ··· B instead of
A ≤ C(β, γ, · · · )B with C(β, γ, · · · ) a constant depending on β, γ, · · · . For A ≈ B we mean
A . B . A.
⋄ Denote by S(Rn) the Schwartz space of rapidly decreasing smooth functions, S ′(Rn) the
space of tempered distributions, S ′(Rn)/P(Rn) the quotient space of tempered distributions
which modulo polynomials.
⋄ Ff or fˆ denotes the Fourier transform, that is Ff(ζ) = fˆ(ζ) = ∫
Rn
e−ix·ζf(x)dx, while
F−1f the inverse Fourier transform, namely, F−1f(x) = (2π)−n ∫
Rn
eix·ζf(ζ)dζ.
⋄ Denote by Br(x) the ball in Rn centered at x with radius r. We abbreviate it by Br, if
the center is the origin. Denote by Bcr(x) the complement set of Br(x) in R
n.
Now we give the definition of (L2-based) Sobolev space and Ho¨lder space. For s ∈ R,
the inhomogeneous Sobolev space
Hs :=
{
f ∈ S ′(Rn); ‖f‖2Hs :=
∫
Rn
(1 + |ζ|2)s|fˆ(ζ)|2dζ <∞
}
Also one can define the corresponding homogeneous space:
H˙s :=
{
f ∈ S ′(Rn)/P(Rn); ‖f‖2
H˙s
:=
∫
Rn
|ζ|2s|fˆ(ζ)|2dζ <∞
}
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For δ ∈]0, 1[, the Ho¨lder space Cδ is the set of the tempered distribution f such that
‖f‖Cδ := ‖f‖L∞ + sup
x 6=y
|f(x)− f(y)|
|x− y|δ <∞.
To define Besov space we need the following dyadic unity partition. Choose two nonneg-
ative radial functions χ, ϕ ∈ D(Rn) be supported respectively in the ball {ζ ∈ Rn : |ζ| ≤ 43}
and the shell {ζ ∈ Rn : 34 ≤ |ζ| ≤ 83} such that
χ(ζ) +
∑
j≥0
ϕ(2−jζ) = 1, ∀ζ ∈ Rn;
∑
j∈Z
ϕ(2−jζ) = 1, ∀ζ 6= 0.
For all f ∈ S ′(Rn) we define the nonhomogeneous Littlewood-Paley operators
∆−1f := χ(D)f ; ∆jf := ϕ(2
−jD)f, Sjf :=
∑
−1≤k≤j−1
∆kf, ∀j ∈ N,
And the homogeneous Littlewood-Paley operators can be defined as follows
∆˙jf := ϕ(2
−jD)f ; S˙jf :=
∑
k∈Z,k≤j−1
∆˙kf, ∀j ∈ Z.
Now we introduce the definition of Besov spaces . Let (p, r) ∈ [1,∞]2, s ∈ R, the
nonhomogeneous Besov space
Bsp,r :=
{
f ∈ S ′(Rn); ‖f‖Bsp,r :=
∥∥2js ‖∆jf‖Lp∥∥ℓr <∞}
and the homogeneous space
B˙sp,r :=
{
f ∈ S ′(Rn)/P(Rn); ‖f‖B˙sp,r :=
∥∥∥2js ∥∥∥∆˙jf∥∥∥
Lp
∥∥∥
ℓr(Z)
<∞
}
.
We point out that for all s ∈ R, Bs2,2 = Hs and B˙s2,2 = H˙s.
The classical space-time Besov space Lρ([0, T ], Bsp,r), abbreviated by L
ρ
TB
s
p,r, is the set
of tempered distribution f such that
‖f‖LρTBsp,r :=
∥∥∥∥2js ‖∆jf‖Lp∥∥ℓr∥∥Lρ([0,T ]) <∞.
We can similarly extend to the homogeneous one LρT B˙
s
p,r.
Bernstein’s inequality is fundamental in the analysis involving Besov spaces (see [17])
Lemma 2.1. Let f ∈ La, 1 ≤ a ≤ b ≤ ∞. Then for every (k, q) ∈ N2 there exists a
constant C > 0 such that
sup
|α|=k
‖∂αSqf‖Lb ≤ C2q(k+n(
1
a
− 1
b
)) ‖f‖La ,
C−12qk ‖f‖La ≤ sup
|α|=k
‖∂α∆qf‖La ≤ C2qk ‖f‖La
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Next we state an important maximum principle for the transport-diffusion equation (cf.
[9]).
Proposition 2.2. Let u be a smooth divergence-free vector field and f be a smooth function.
Assume that θ is the smooth solution of the following equation
∂tθ + u · ∇θ + νΛβθ = f, divu = 0,
with initial datum θ0 and ν ≥ 0, 0 ≤ β ≤ 2, then for every p ∈ [1,∞] we have
‖θ(t)‖Lp ≤ ‖θ0‖Lp +
∫ t
0
‖f(τ)‖Lp dτ. (2.1)
Finally we concern a uniform decay estimate of the global smooth solution of (1.3).
Lemma 2.3. Let α ∈]0, 1[, β ∈]0, 2] and θ(t, x) be the global smooth solution of the equation
(1.3)
∂tθ + u · ∇θ + νΛβθ − ǫ∆θ = 0, u = ΛαR⊥θ, θ(0, x) = θ0(x),
with initial data θ0(x) ∈ Hm, m > 2. Then we have the decay estimate
‖θ(t)‖L∞ ≤ ‖θ0‖L
∞(
1 + C
‖θ0‖
β
L∞
‖θ0‖
β
L2
t
)1/β , t > 0,
where C is an absolute constant independent of the value of ǫ.
The proof is quite similar to the proof of Theorem 4.1 and Corollary 4.2 in [9], thus we
omit it.
3 The Modulus of Continuity and the General Criterion
Motivated by [16], in this section we state a general criterion leading to the nonlocal max-
imum principles for the whole space active scalars. Here we call the function θ(t, x) whole
space active scalar if the space variable of the active scalar θ(t, x) is over the whole space
R
n.
We begin with introducing some terminology (cf. [16]).
Definition 3.1. A function ω :]0,∞[→]0,∞[ is called a modulus of continuity (MOC) if
ω is continuous on ]0,∞[, increasing, concave, and piecewise C2 with one-sided derivatives
defined at every point in ]0,∞[ (maybe infinite at ξ = 0). We call that a function f : Rn →
R
l obeys the modulus of continuity ω if |f(x)− f(y)| < ω(|x− y|) for every x 6= y ∈ Rn.
Notice that from the definition, the inverse function of ω(ξ) is uniquely determined, and
denote it by ω−1(y). Clearly ω(ω−1(y)) = y for all ω−1(y) <∞, ω−1(ω(ξ)) = ξ, and ω−1(y)
is continuous, increasing and convex. If we consider the time-dependent MOC ω(t, ξ), we
shall correspondingly denote ω−1(t, y) as its inverse function.
Then the main result in this section is as follows.
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Proposition 3.1. Let θ(t, x) be a smooth solution of the following whole space active scalar
equation
∂tθ + u · ∇θ + νΛβθ − ǫ∆θ = 0, θ(0, x) = θ0(x), x ∈ Rn, (3.1)
with ǫ ≥ 0, ν > 0, β ∈]0, 2] and θ have a suitable spacial decay property (i.e.
‖∇θ(t)‖L∞(BcR) → 0 as R → ∞ for every t > 0). Assume that for every t ≥ 0, ω(t, ξ)
is a modulus of continuity and satisfies ω−1(t, 2δ1 ‖θ0‖L∞) < ∞ with some fixed num-
ber δ1 ∈ [23 , 1[; and that for every fixed point ξ, ω(t, ξ) is piecewise C1 in time variable
with one-sided derivatives defined at all points, and in particular that for all ξ near in-
finity, ω(t, ξ) is continuous in t uniformly in ξ (i.e. ∃M > 0 a large number, such that
|ω(t + h, ξ) − ω(t, ξ)| ≤ ǫ˜ for all ξ ≥ M with h depending only on M, t, ǫ˜). Assume in
addition that ω(t, 0+) and ∂ξω(t, 0+) is continuous in t with values in R∪∞, and that one
of the three conditions below is satisfied
(a) for every t ≥ 0, ω(t, 0+) > 0,
(b) for every t ≥ 0, ω(t, 0+) = 0, ∂ξω(t, 0+) =∞,
(c) for every t ≥ 0, ω(t, 0+) = 0, ∂ξω(t, 0+) <∞, ∂ξξω(t, 0+) = −∞.
Let the initial data θ0(x) obey ω(0, ξ) := ω0(ξ).
Then θ(T, x) obeys the modulus of continuity ω(T, ξ) provided that ω(t, ξ) satisfies
∂tω(t, ξ) > Ω(t, ξ)∂ξω(t, ξ) + νΥβ(t, ξ) + 2ǫ∂ξξω(t, ξ), (3.2)
for all 0 < t ≤ T and ξ > 0 such that ω(t, ξ) ≤ 2‖θ(t, ·)‖L∞ , and where Ω(t, ξ) is from the
bound that for every x ∈ Rn and every unit vector e ∈ Rn,
|(u(t, x + ξe)− u(t, x)) · e| ≤ Ω(t, ξ), (3.3)
and Υβ(t, ξ) is (usually) given by
Υβ(t, ξ) =cβ
∫ ξ
2
0
ω(t, ξ + 2η) + ω(t, ξ − 2η) − 2ω(t, ξ)
η1+β
dη
+ cβ
∫ ∞
ξ
2
ω(t, 2η + ξ)− ω(t, 2η − ξ)− 2ω(t, ξ)
η1+β
dη,
(3.4)
with cβ an absolute constant depending only on β and n. In (3.2), at the points where
∂tω(t, ξ) (∂ξω(t, ξ)) does not exist, the smaller (larger) value of the one-sided derivative
should be taken.
Proof. We proceed by contradiction. Suppose that θ(t, x) no longer obeys ω(t, ξ) for some
t > 0, then we claim that there must exist T∗ > 0 and two fixed points x¯ 6= y¯ ∈ Rn such
that θ(t, x) obeys ω(t, ξ) for every t < T∗, while
θ(T∗, x¯)− θ(T∗, y¯) = ω(T∗, |x¯− y¯|). (3.5)
Indeed, denote
T∗ := sup{T ∈ [0,∞[;∀t < T, θ(t, x) obeysω(t, ξ)} (3.6)
in other words, T∗ is the minimal time that θ(t, x) no longer obeys ω(t, ξ). Clearly, we see
that θ(T∗, x)− θ(T∗, y) ≤ ω(T∗, |x− y|) for all x, y ∈ Rn, otherwise from the time continuity
property we shall get a contradiction (cf. [16]). Then for all x 6= y ∈ Rn, set
F (t, x, y) :=
|θ(t, x)− θ(t, y)|
ω(t, |x− y|) .
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Clearly F (T∗, x, y) ≤ 1, and we assume that F (T∗, x, y) < 1 for all x 6= y, otherwise the
claim is proved. We shall prove that there exists some small h > 0 such that F (t, x, y) < 1
for all x, y ∈ Rn, x 6= y and t ∈ [T∗, T∗ + h], which contradicts with the definition of T∗.
First, denote C0(t) := ω
−1(t, 2δ1 ‖θ0‖L∞) with some δ1 ∈ [2/3, 1[. When |x−y| ≥ C0(T∗),
we have
2 ‖θ0‖L∞ = δ1ω(T∗, C0(T∗)) ≤ δ1ω(T∗, |x− y|).
From the uniform continuity property of ω(t, ξ), there exist a small h1 > 0 depending only
on M,T∗, C0(T∗), δ1 such that for all |x− y| ≥ C0(T∗) and t ∈ [T∗, T∗ + h1]
|θ(t, x)− θ(t, y)| ≤ 2 ‖θ0‖L∞ ≤
δ1 + 1
2
ω(t, |x− y|). (3.7)
Since θ is smooth and has a spacial decay property, then for every ǫ˜ > 0, there exist
h2, R(T∗) > 0 depending on ǫ˜, T∗ such that for every t ∈ [T∗, T∗ + h2] we have
‖∇θ(t)‖L∞(Bc
R(T∗)
) ≤ ‖∇θ(T∗)‖L∞(Bc
R(T∗)
) +
ǫ˜
2
≤ ǫ˜.
Hence for all |x − y| ≤ C0(T∗) and x or y belongs BcR(T∗)+C0(T∗), we have for every t ∈
[T∗, T∗ + h2]
|θ(t, x)− θ(t, y)| ≤ ‖∇θ(t)‖L∞(Bc
R(T∗)
) |x− y| ≤ ǫ˜|x− y|.
Note that from the concavity of ω(t, ·), we get ω(t,C0(T∗))C0(T∗) |x− y| ≤ ω(t, |x− y|), thus it only
needs to choose ǫ˜ ≤ 12 ω(t,C0(T∗))C0(T∗) so that
|θ(t, x)− θ(t, y)| ≤ (1/2)ω(t, |x − y|). (3.8)
Next it suffices to consider x, y ∈ BR(T∗)+C0(T∗). In a similar way as treating the cor-
responding part in [16], we get that there exist κ, h3 > 0, ρ ∈]0, 1[ such that for all
x, y ∈ BR(T∗)+C0(T∗), x 6= y, |x− y| ≤ κ and t ∈ [T∗, T∗ + h3]
F (t, x, y) < ρ.
Then it remains to consider the continuous function F (t, x, y) on the compact set
K := {(x, y) ∈ Rn × Rn;max{|x|, |y|} ≤ R(T∗) + C0(T∗), |x− y| ≥ κ}.
From F (T∗, x, y) < 1 on K and the continuity in time of F , there exists a small number
h4 > 0 such that the strict inequality holds for every t ∈ [T∗, T∗ + h4] and (x, y) ∈ K. Let
h := min{h1, h2, h3, h4}, then F (t, x, y) < 1 for all t ∈ [T∗, T∗ + h] and x, y ∈ Rn, x 6= y,
contradicting the definition of T∗. Therefore, there have to exist two fixed points x¯, y¯ (in
fact in K) such that (3.5) holds.
Now in this breakdown scenario, we shall use the equation and calculate the time deriva-
tive of θ(t, x¯)− θ(t, y¯) at time t = T∗. Indeed, since θ is smooth, from (3.1) we have
∂t(θ(t, x¯)− θ(t, x¯))|t=T∗ =− (u · ∇)θ(T∗, x¯) + (u · ∇)θ(T∗, y¯)−
− νΛβθ(T∗, x¯) + νΛβθ(T∗, y¯) + ǫ∆θ(T∗, x¯)− ǫ∆θ(T∗, y¯)
Denote ξ¯ = |x¯− y¯|, ℓ = x¯−y¯|x¯−y¯| and v the arbitrary unit vector orthogonal to ℓ. Then almost
parallel to Proposition 2.4 in [16] we get
∂ℓθ(T∗, x¯) = ∂ℓθ(T∗, y¯) = ∂ξω(ξ¯), ∂ℓℓθ(T∗, x¯) ≤ ∂ξξω(T∗, ξ¯), ∂ℓℓθ(T∗, y¯) ≥ −∂ξξω(T∗, ξ¯);
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∂vθ(T∗, x¯) = ∂vθ(T∗, y¯) = 0, ∂vvθ(T∗, x¯)− ∂vvθ(T∗, y¯) ≤ 0.
So we have
|(u · ∇)θ(T∗, x¯)− (u · ∇)θ(T∗, y¯)| = |(u(T∗, x¯)− u(T∗, y¯)) · ℓ|∂ξω(T∗, ξ¯) ≤ Ω(T∗, ξ¯)∂ξω(T∗, ξ¯);
and
ǫ∆θ(T∗, x¯)− ǫ∆θ(T∗, y¯) ≤ 2ǫ∂ξξω(T∗, ξ¯). (3.9)
And the contribution of the dissipative term can be estimated as (cf. [18, 15])
− νΛβθ(T∗, x¯) + νΛβθ(T∗, y¯) ≤ νΥβ(T∗, ξ¯); (3.10)
Note that in the proof of (3.10), there is not much difference between the case β = 2 and the
other case β ∈]0, 2[, only observing that limh→0 1hGh(η) = limh→0 1h 1(4πh)1/2 e−η
2/(4h) ≤ C 1
η3
;
thus (3.10) also offers another estimation of the LHS of (3.9).
Hence, based on the above analysis, we have
∂t
(θ(t, x¯)− θ(t, y¯)
ω(t, ξ¯)
)∣∣∣
t=T∗
≤ Ω(T∗, ξ¯)∂ξω(T∗, ξ¯) + νΥβ(T∗, ξ¯) + 2ǫ∂ξξω(T∗, ξ¯)− ∂tω(T∗, ξ¯)
ω(T∗, ξ¯)
.
From (3.2), the RHS of the above inequality is strictly negative, which clearly yields a
contradiction with the choice of T∗.
4 Global well-posedness for α ∈]0, 1[ and β ∈]α+ 1, 2]
From Proposition 6.1 in the Appendix, we assume that T ∗ is the maximal existence time
of the solution of (1.1) in C([0, T ∗[,Hm) ∩ L2([0, T ∗[,Hm+β2 ). We shall apply the general
criterion Proposition 3.1 to show that some appropriate moduli of continuity are persisted,
which implies that the Lipschitz norm of the solution is bounded uniformly in time. Of
course, this combined with (6.1) further leads to T ∗ =∞.
In fact, from the scaling transformation of (1.1), we shall find some stationary MOC
ωλ(ξ) := λ
β−α−1ω(λξ), λ ∈]0,∞[ (4.1)
satisfying condition (c) and ω−1λ (3‖θ0‖L∞) <∞.
With no loss of generality, we assume that there is a fixed constant c0 > 0 such that
limξ→∞ ω(ξ) > c0, that is ω
−1(c0) <∞. Then we can choose some λ ∈]0,∞[ such that
λβ−α−1 >
3‖θ0‖L∞
c0
, (4.2)
and from ω−1λ (y) =
1
λω
−1( y
λβ−α−1
), we get ω−1λ (3‖θ0‖L∞) <∞. Now we check the condition
that θ0(x) obeys ωλ(ξ) for appropriate λ. First, from (4.2), we know that for every x, y
such that λ|x− y| ≥ ω−1(c0)
|θ0(x)− θ0(y)| ≤ 2‖θ0‖L∞ ≤ 2
3
λβ−α−1c0 ≤ 2
3
ωλ(|x− y|). (4.3)
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Second, using the mean value theorem, we have
|θ0(x)− θ0(y)| ≤ ‖∇θ0‖L∞ |x− y|.
Let 0 < δ0 < ω
−1(c0). Due to the concavity of ω, we infer that for every x, y such that
λ|x− y| ≤ δ0,
λβ−α−1ω(δ0)
δ0
≤ ωλ(|x− y|)
λ|x− y| .
Thus by choosing λ such that
λβ−α >
δ0
ω(δ0)
‖∇θ0‖L∞ , (4.4)
we get that for every x, y satisfying x 6= y and λ|x− y| ≤ δ0,
|θ0(x)− θ0(y)| < ωλ(|x− y|). (4.5)
Finally, we consider the case δ0 ≤ λ|x − y| ≤ ω−1(c0). Notice that |θ0(x) − θ0(y)| ≤
ω−1(c0)
λ ‖∇θ0‖L∞ and λβ−α−1ω(δ0) ≤ ωλ(|x− y|). Thus by choosing λ satisfying
λβ−α >
ω−1(c0)
ω(δ0)
‖∇θ0‖L∞ , (4.6)
we obtain that for every x, y satisfying δ0 ≤ λ|x− y| ≤ ω−1(c0),
|θ0(x)− θ0(y)| < ωλ(|x− y|). (4.7)
Hence, to fit our purpose, we can pick
λ = max
{(4‖θ0‖L∞
c0
) 1
β−α−1 ,
ω−1(c0)
‖θ0‖L∞ ‖∇θ0‖L
∞
}
, (4.8)
and δ0 = ω
−1(2‖θ0‖L
∞
λβ−α−1
).
Then it remains to check (3.2) for such ωλ(ξ) with λ given by (4.8). For the contribution
of the nonlinear term, from Lemma 3.2 in [18], we know: if θ(t, x) obeys ω(ξ), then u =
ΛαR⊥θ satisfies that for every x, y ∈ R2
|u(t, x)− u(t, y)| ≤ Ω1(ξ), with ξ := |x− y|, (4.9)
where
Ω1(ξ) := cα
( ∫ ξ
0
ω(η)
η1+α
dη + ξ
∫ ∞
ξ
ω(η)
η2+α
dη
)
(4.10)
with cα an absolute constant. Thus for such ωλ(ξ) given by (4.1), correspondingly, by
changing of variable we get
Ω1,λ(ξ) = cα
( ∫ ξ
0
ωλ(η)
η1+α
dη + ξ
∫ ∞
ξ
ωλ(η)
η2+α
dη
)
= λβ−1Ω1(λξ). (4.11)
While for the dissipative term, from (3.4), we see
Υβ(ξ) = cβ
( ∫ ξ
2
0
ω(ξ + 2η) + ω(ξ − 2η) − 2ω(ξ)
η1+β
dη +
∫ ∞
ξ
2
ω(2η + ξ)− ω(2η − ξ)− 2ω(ξ)
η1+β
dη
)
,
(4.12)
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thus for ωλ(ξ), we have
Υβ,λ(ξ) = λ
2β−α−1Υβ(λξ).
Then (3.2) reduces to
Ω1,λ(ξ)ω
′
λ(ξ) + νΥβ,λ(ξ) < 0, for all ξ > 0,
equivalently,
λ2β−α−1(Ω1ω
′ + νΥβ)(λξ) < 0, for all ξ > 0.
Next, we shall construct a suitable modulus of continuity in the spirit of [15]. Choose
two small positive numbers 0 < γ < δ < 1 and define the continuous functions ω as follows{
ω(ξ) = ξ − ξ 32 if 0 < ξ ≤ δ,
ω′(ξ) = γ
4(ξ+ξβ)
if ξ > δ,
(4.13)
Note that, for small δ, the left derivative of ω at δ is about 1, while the right derivative
equals γ
4(δ+δβ)
< 14 . So ω is concave if δ is small enough (e.g. δ ≤ 19). Clearly, ω(0+) = 0,
ω′(0+) = 1 and ω′′(0+) = −∞. Due to β > 1, ω is a bounded function, and at least
limξ→∞ ω(ξ) > ω(δ) = δ − δ
3
2 .
Then our target is to show that, for this MOC ω,
Ω1(ξ)ω
′(ξ) + νΥβ(ξ) < 0 for all ξ > 0.
More precisely, we need to prove the inequality
cα
[ ∫ ξ
0
ω(η)
η1+α
dη + ξ
∫ ∞
ξ
ω(η)
η2+α
dη
]
ω′(ξ) + cβν
∫ ξ
2
0
ω(ξ + 2η) + ω(ξ − 2η) − 2ω(ξ)
η1+β
dη
+cβν
∫ ∞
ξ
2
ω(2η + ξ)− ω(2η − ξ)− 2ω(ξ)
η1+β
dη < 0 for all ξ > 0.
Case 1: 0 < ξ ≤ δ.
Since ω(η)η ≤ ω′(0+) = 1 for all η > 0, we have∫ ξ
0
ω(η)
η1+α
dη ≤
∫ ξ
0
1
ηα
dη ≤ 1
1− αξ
1−α,
and ∫ δ
ξ
ω(η)
η2+α
dη ≤
∫ δ
ξ
1
η1+α
dη ≤ 1
α
ξ−α.
Further, ∫ ∞
δ
ω(η)
η2+α
dη =
1
α+ 1
ω(δ)
δα+1
+
1
α+ 1
∫ ∞
δ
γ
4ηα+1(η + ηβ)
dη
≤ 1
α+ 1
1
δα
+
γ
4(α+ 1)2
1
δα+1
≤ 2
δα
≤ 2ξ−α.
Obviously ω′(ξ) ≤ ω′(0) = 1, so we get that the positive part is bounded by cαξ1−α 2α(1−α) .
11
For the negative part, we have
cβ
∫ ξ
2
0
ω(ξ + 2η) + ω(ξ − 2η) − 2ω(ξ)
η1+β
dη ≤ cβ
∫ ξ
2
0
ω′′(ξ)2η2
η1+β
dη.
Due to that ω′′(ξ) = −34ξ−
1
2 < 0, we infer that the last expression is bounded by
−3
2
cβξ
− 1
2
∫ ξ
2
ξ
4
1
ηβ−1
dη ≤ −3
2
cβξ
− 1
2
ξ
4
(
ξ
2
)1−β ≤ −3
8
cβξ
3
2
−β.
But from β > α + 1, clearly ξ1−α
(
2cα
α(1−α) −
3νcβ
8 ξ
1
2
+α−β
)
< 0 on (0, δ] when δ is small
enough
(
i.e. δβ−α−1/2 <
3να(1−α)cβ
16cα
)
.
Case 2: ξ ≥ δ
For 0 ≤ η ≤ δ we still have ω(η) ≤ η and for δ ≤ η ≤ ξ we have ω(η) ≤ ω(ξ), then∫ ξ
0
ω(η)
ηα+1
dη ≤ δ
1−α
1− α +
ω(ξ)
α
(
δ−α − ξ−α
)
≤ 2δ
−α
α(1 − α)ω(ξ),
where the last inequality is due to that δ2 ≤ δ − δ
3
2 = ω(δ) ≤ ω(ξ) for δ < 14 . Also∫ ∞
ξ
ω(η)
η2+α
dη =
1
α+ 1
ω(ξ)
ξα+1
+
1
α+ 1
∫ ∞
ξ
γ
4ηα+1(η + ηβ)
dη
≤ 1
α+ 1
ω(ξ)
ξα+1
+
γ
4(α+ 1)2
1
ξα+1
≤ 2ω(ξ)
ξα+1
.
Thus the positive term is bounded from above by
cαω(ξ)
(
2δ−α
α(1 − α) + 2ξ
−α
)
ω′(ξ) ≤ cα
δα
ω(ξ)
ξβ
4(ξ + ξβ)
α(1 − α) ω
′(ξ) ≤ cαδ
−αγ
α(1 − α)
ω(ξ)
ξβ
,
where in the first inequality we have used the fact that ξβ−α ≤ ξ + ξβ .
For the negative part, we first observe that for ξ ≥ δ,
ω(2ξ) = ω(ξ) +
∫ 2ξ
ξ
ω′(η)dη ≤ ω(ξ) + (log 2)γ
4
≤ 3
2
ω(ξ)
under the same assumptions on δ and γ as above. Also, taking advantage of the concavity
we obtain ω(2η + ξ)− ω(2η − ξ) ≤ ω(2ξ) for all η ≥ ξ2 . Therefore
cβ
∫ ∞
ξ
2
ω(2η + ξ)− ω(2η − ξ)− 2ω(ξ)
η1+β
dη ≤ −cβ ω(ξ)
2
∫ ∞
ξ
2
1
η1+β
dη ≤ −cβ
2
ω(ξ)
ξβ
.
But ω(ξ)
ξβ
( cαγδαα(1−α) −
νcβ
2 ) < 0 if γ is small enough
(
i.e. γ < min{δ, να(1−α)cβ2cα δα}
)
.
Therefore, the solution θ(t, x) obeys the MOC ωλ(ξ) with λ given by (4.8) for all t ∈
[0, T ∗[, and this directly yields supt∈[0,T ∗[ ‖∇θ(t, ·)‖L∞ ≤ λ.
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5 Eventual regularity for α ∈]0, 1[ and β ∈]2α, α+ 1]
5.1 A regularity criterion
We first state a regularity criterion for critical and some supercritical cases concerning the
Ho¨lder continuous solutions.
Proposition 5.1. Let ν > 0, α ∈]0, 1[, β ∈]2α,α + 1] and θ(t, x) be a smooth solution
of (1.3) with ǫ > 0 and θ0(x) ∈ Hm(R2), m > 2. Suppose that θ(t, x) satisfies the bound
‖θ‖L∞([t0,T ];Cσ) ≤ C0 with 0 < t0 < T < ∞, σ > max{1 + α − β, α/2}, and C0 > 0 an
absolute constant independent of ǫ. Then for all t ∈]t0, T ], s > 0 and p˜ > 2, we have
‖θ(t)‖Bsp˜,2 ≤ f(C0, s, p˜, t) < ∞, where the function f(C0, s, p˜, t) does not depend on the
value of ǫ in (1.3).
Proof. We mainly follow the method from [8] and [7]. Denote σ0 := max{α+1−β, α2 } and
we first consider σ ∈]σ0, 1[. From the classical L2 energy method, we know the following
uniform estimate
‖θ(t)‖2L2 + 2ν
∫ t
0
‖Λβ/2θ(τ)‖2L2dτ ≤ ‖θ0‖2L2 , t ∈ [0,∞[,
Since σ > σ0 > 0, thus by interpolation, we immediately obtain that for every t ∈ [t0, T ]
and p ≥ 2, σ1 = σ(1 − 2p)
‖θ(t)‖B˙σ1p,∞ ≤ ‖θ(t)‖
1− 2
p
B˙σ∞,∞
‖θ(t)‖
2
p
L2
≤ C1−2/p0 ‖θ0‖4/pL2 .
Due to σ ∈]σ0, 1[, we can choose
p > p1 :=
2
1− σ0 (5.1)
such that σ1 > σ0. Then we claim that, from the a priori uniform estimate
‖θ‖L∞([t0,T ];B˙σ1p,∞∩B˙σ1∞,∞) ≤ C1, (5.2)
with C1 is a constant independent of ǫ, we can show an improvement of the regularity that
there is σ2 chosen later such that σ2 > σ1 and for every t1 ∈]t0, T ]
sup
t∈[t1,T ]
‖θ(t)‖B˙σ2p,∞∩B˙σ2∞,∞ ≤ g(t1, σ1, C1),
where g is a function given in the sequel independent of ǫ.
Indeed, we apply the homogeneous dyadic operator ∆˙q (q ∈ Z) to (1.3) to obtain
∂t∆˙qθ + S˙q+1u · ∇∆˙qθ + νΛβ∆˙qθ − ǫ∆∆˙qθ = F˙q(u, θ), (5.3)
with u = ΛαR⊥θ and
F˙q(u, θ) := S˙q+1u · ∇∆˙qθ − ∆˙q(u · ∇θ).
Multiplying both sides of (5.3) by |∆˙qθ|p−2∆˙qθ, integrating over the spacial variable and
using the divergence-free property and the following generalized Bernstein inequality in [3]∫
Rn
Λγ∆˙qf(x) |∆˙qf |p−2∆˙qf(x)dx & c2qγ‖∆˙qf‖pLp , γ ∈ [0, 2]
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with c an absolute constant independent of q, we have
1
p
d
dt
‖∆˙qθ(t)‖pLp + cν2qβ‖∆˙qθ(t)‖pLp ≤
∣∣∣ ∫
R2
F˙q(u, θ)|∆˙qθ|p−2∆˙qθdx
∣∣∣
≤ ‖F˙q(u, θ)‖Lp‖∆˙qθ‖p−1Lp .
Thus,
d
dt
‖∆˙qθ(t)‖Lp + cν2qβ‖∆˙qθ(t)‖Lp ≤ ‖F˙q(u, θ)‖Lp .
It follows that for every t ∈ [t0, T ]
‖∆˙qθ(t)‖Lp ≤ e−cν2qβ(t−t0)‖∆˙qθ(t0)‖Lp +
∫ t
t0
e−cν2
qβ(t−τ)‖F˙ (u, θ)(τ)‖Lpdτ.
On the other hand, for F˙q(u, θ), by virtue of Bony decomposition we get
F˙q(u, θ) =
∑
|k−q|≤1
(S˙q+1u− S˙k−1u) · ∇∆˙k∆˙qθ −
∑
|k−q|≤4
[∆˙q, S˙k−1u · ∇]∆˙kθ
−
∑
|k−q|≤4
∆˙q(∆˙ku · ∇S˙k−1θ)−
∑
k≥q−3
∆˙q(∆˙ku · ∇ ˜˙∆kθ)
:=I + II + III + IV,
where [A,B] := AB −BA denotes the commutator operator and ˜˙∆j := ∆˙j−1+ ∆˙j + ∆˙j+1.
For I, we directly have
‖I‖Lp . 2q‖∆˙qθ‖L∞
∑
q−2≤q′≤q
‖∆˙q′u‖Lp . 2q(α+1−2σ1) ‖θ‖B˙σ1p,∞ ‖θ‖B˙σ1∞,∞ .
From the expression formula of ∆˙q and the mean value theorem, we can estimate II as
‖II‖Lp .
∑
|k−q|≤4
2−q‖∇S˙k−1u‖L∞‖∇∆˙kθ‖Lp
. 2−qσ1‖θ‖B˙σ1p,∞
∑
q′≤q+2
2q
′(1+α−σ1)2q
′σ1‖∆˙q′θ‖L∞ . 2q(1+α−2σ1) ‖θ‖B˙σ1p,∞ ‖θ‖B˙σ1∞,∞ .
For III, we obtain that for σ1 < 1
‖III‖Lp .
∑
|k−q|≤4
‖∆˙ku‖Lp‖∇S˙k−1θ‖L∞
. 2q(α−σ1)‖θ‖B˙σ1p,∞
∑
q′≤q+2
2q
′(1−σ1)2q
′σ1‖∆˙q′θ‖L∞ . 2q(1+α−2σ1) ‖θ‖B˙σ1p,∞ ‖θ‖B˙σ1∞,∞ .
For the last term, since u is divergence free and σ1 >
α
2 we get
‖IV ‖Lp . 2q
∑
k≥q−3
‖∆˙ku‖Lp‖ ˜˙∆kθ‖L∞
. 2q‖θ‖B˙σ1p,∞
∑
k≥q−4
2k(α−2σ1)2kσ1‖∆˙kθ‖L∞ . 2q(1+α−2σ1) ‖θ‖B˙σ1p,∞ ‖θ‖B˙σ1∞,∞ .
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Hence collecting the upper estimates we infer that for every t ∈ [t0, T ]
‖∆˙qθ(t)‖Lp ≤ e−cν2qβ(t−t0)‖∆˙qθ(t0)‖Lp + Cα(σ1)
∫ t
t0
e−cν2
qβ(t−τ)2q(1+α−2σ1)‖θ(τ)‖B˙σ1p,∞‖θ(τ)‖B˙σ1∞,∞dτ
≤ e−cν2qβ(t−t0)‖∆˙qθ(t0)‖Lp + Cα,β(σ1)(1 − e
−cν2qβ(t−t0))
ν
2q(1+α−β−2σ1)‖θ‖2
L∞
[t0,t]
(B˙
σ1
p,∞∩B˙
σ1
∞,∞)
Multiplying both sides by 2q(2σ1+β−α−1) and taking the supremum of q, we obtain
‖θ(t)‖
B˙
2σ1+β−α−1
p,∞
≤ sup
q∈Z
(
e−cν2
qβ(t−t0)2q(σ1+β−α−1)
)
C1 + Cα,β(σ1)ν
−1C21 ,
where C1 is from (5.2). From σ1 > 1 + α− β, we have for all t1 ∈]t0, T ],
sup
t∈[t1,T ]
‖θ(t)‖
B˙
2σ1+β−α−1
p,∞
≤ sup
q∈N
(
e−cν2
qβ(t1−t0)2q(σ1+β−α−1)
)
C1+Cα,β(σ1)ν
−1C21 := g(t1, σ1, C1).
Thus for all t1 ∈]t0, T ], we have θ ∈ L∞([t1, T ]; B˙2σ1+β−α−1p,∞ ). Clearly 2σ1+ β−α− 1 > σ1;
in addition, from Besov embedding B˙2σ1+β−α−1p,∞ →֒ B˙
2σ1+β−α−1−
2
p
∞,∞ , we also need 2σ1 + β −
α− 1− 2p > σ1, which in turn leads to
p > p2 :=
2
σ1 − (1 + α− β) . (5.4)
Hence for σ2 := 2σ1 + β − α− 1− 2p with p > max{p1, p2} and for all t1 ∈]t0, T ], we have
θ ∈ L∞([t1, T ]; B˙σ2p,∞ ∩ B˙σ2∞,∞),
with
‖θ‖L∞([t1,T ];B˙σ2p,∞) . ‖θ‖L∞([t1,T ];B˙2σ1+β−α−1p,∞ ∩L2) ≤ C
′g(t1, σ1, C1)
and
‖θ‖L∞([t1,T ];B˙σ2∞,∞) . ‖θ‖L∞([t1,T ];B˙2σ1+β−α−1p,∞ ) ≤ C
′g(t1, σ1, C1).
Next we can iterate the above process through replacing σ1, σ2 by σ2, σ3 and so on; that
is, from θ ∈ L∞([tN−1, T ]; B˙σNp,∞ ∩ B˙σN∞,∞), N ≥ 1 with tN−1 < tN < T , and
‖θ‖L∞([tN−1,T ];B˙σNp,∞∩B˙σN∞,∞) ≤ gN−1(tN−1),
where g0(t0) = C1, and
gN−1(tN−1) := C
′g(tN−1, σN−1, gN−2(tN−2)), N ≥ 2,
then we definitely get θ ∈ L∞([tN , T ]; B˙σN+1p,∞ ∩ B˙σN+1∞,∞ ) with
‖θ‖
L∞([tN ,T ];B˙
σN+1
p,∞ ∩B˙
σN+1
∞,∞ )
≤ gN (tN )
provided that σN < 1 and p > max{p1, p2}. Note that we do not need any additional
assumption on p, since for every N ≥ 1, σN+1 > σN and σN+1+β− 1−α− 2p > 0. In fact,
from the relation σN+1 = 2σN + β − 1− α− 2p , N ≥ 1, we explicitly have
σN+1 = 2
N (σ1 + β − 1− α− 2/p) + 1 + α+ 2/p − β, N ≥ 1.
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Due to that for some p > max{p1, p2}, the fixed increment σ1 + β − 1 − α − 2p is positive,
then σN+1 is ever increasing and it can always be attained provided that σN < 1. Thus
after a finite time iteration, say N0 (N0 ≥ 1), we obtain that σN0+1 > 1 and
‖θ(t)‖
B˙
σN0+1
p,∞ ∩B˙
σN0+1
∞,∞
≤ gN0(tN0), ∀t ∈ [tN0 , T ].
From CσN0+1 = B˙σN0+1∞,∞ ∩ L∞, we also get ‖θ‖L∞([tN0 ,T ];CσN0+1 ) ≤ C
′gN0(tN0).
We then devote to find some p′ ∈]2,∞[ and σ˜ such that σ˜ > 1 + 2p′ and θ(t) ∈
L∞([tN0 , T ];B
σ˜
p′,2) uniformly in ǫ. Let σ
′ = σN0+1(1 − 2p′ ), by interpolation we get the
uniform bound that for every t ∈ [tN0 , T ],
‖θ(t)‖
Bσ
′
p′,∞
. ‖θ0‖L2 + ‖θ(t)‖
1− 2
p′
B˙
σN0+1
∞,∞
‖θ0‖
2
p′
L2
≤ C ′gN0(tN0).
To make σ′ > 1+ 2p′ , we only need to choose some p
′ satisfying p′ >
2(σN0+1+1)
σN0+1−1
; thus for the
fixed appropriate σ′, we choose σ˜ satisfying 1 + 2p′ < σ˜ < σ
′, hence the claim follows from
the continuous Besov embedding Bσ
′
p′,∞ →֒ Bσ˜p′,2.
Now for such σ˜, p′, in a similar way as obtaining (6.4) and (6.12), we get for every
t ∈ [tN0 , T ]
‖θ(t)‖2Bσ˜
p′,2
+
∫ t
tN0
‖θ(τ)‖2
B
σ˜+β/2
p′ ,2
dτ ≤ ‖θ(tN0)‖2Bσ˜
p′,2
e
C(t−tN0 )+C
∫ t
tN0
‖θ(τ)‖2
C
σN0+1
dτ
.
From the equation of Θγ(t, x) := (t− tN0)γθ(t, x) (γ > 0)
∂tΘγ + u · ∇Θγ + νΛβΘγ − ǫ∆Θγ = γΘγ−1, Θγ(tN0) = 0,
with u = ΛαR⊥θ, we infer that for every t ∈ [tN0 , T ]
‖Θγ(t)‖2Bσ˜+γβ
p′,2
+
∫ t
tN0
‖Θγ(τ)‖2
B
σ˜+(γ+12 )β
p′2
dτ ≤ C‖θ(tN0)‖2Bσ˜
p′,2
e
C(γ+1)(t−tN0+
∫ t
tN0
‖θ(τ)‖2
C
σN0+1
dτ)
.
(5.5)
Indeed, it reduces to consider the γ = 1 case; the other cases will follow by induction or by
interpolation (cf. [18]). Similarly as (6.4), we have
d
dt
‖Θ1(t)‖2Bσ˜+β
p′,2
+ ‖Θ1(t)‖2
B
σ˜+32β
p′ ,2
≤ C(1 + ‖θ(t)‖2
C
σN0+1
)‖Θ1(t)‖2Bσ˜+β
p′ ,2
+ C‖θ(t)‖2
B
σ˜+12β
p′,2
.
Gronwall inequality ensures that
‖Θ1(t)‖2Bσ˜+β
p′,2
+
∫ t
tN0
‖Θ1(τ)‖2
B
σ˜+32β
p′ ,2
dτ ≤ CeC(t−tN0 )+C
∫ t
tN0
‖θ(τ)‖2
C
σN0
dτ
∫ t
tN0
‖θ(τ)‖2
B
σ˜+
β
2
p′ ,2
dτ
≤ C‖θ(tN0)‖2Bσ˜
p′,2
e
2C(t−tN0 )+2C
∫ t
tN0
‖θ(τ)‖2
C
σN0+1
dτ
.
(5.5) means that for every s > 0 and t ∈]tN0 , T ], we have the uniform bound of the norm
‖θ(t)‖Bs
p′,2
. Therefore the conclusion follows from Besov embedding or interpolation (with
L2) and the fact that t1 < · · · < tN0 are chosen arbitrarily in ]t0, T ].
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5.2 Proof of eventual regularity for α ∈]0, 1[ and β ∈]2α, α+ 1]
Indeed, according to Proposition 5.1 and a standard process of approximation, it suffices to
show the following uniform Ho¨lder estimate of the solution.
Theorem 5.2. Let ν > 0, α ∈]0, 1[, β ∈]2α,α+1] and θ(t, x) be the global smooth solution
of (1.3) with ǫ > 0 and θ0(x) ∈ Hm(R2), m > 2. Then for every γ ∈]max{α+1−β, α/2}, 1[,
there exists a time T depending only on α, β, γ, ν, ‖θ0‖L∞ such that ‖θ(t, ·)‖Cγ is uniformly
bounded with respect to ǫ for all t ≥ T .
We shall use the nonlocal maximum principle method to prove Theorem 5.2 (cf.[16]).
We first claim that some stationary moduli of continuity which imply the uniform Ho¨lder
estimates can be preserved by the evolution of the critical and some supercritical equation
(1.3).
Proposition 5.3. Let ν > 0, α ∈]0, 1[, β ∈]2α,α + 1], γ ∈]max{α + 1 − β, α/2}, 1[ and
θ(t, x) be the global smooth solution of (1.3) with ǫ > 0 and θ0(x) ∈ Hm(R2), m > 2. For
every H, δ ∈ R+, set
ω(ξ) =
{
(H/δγ)ξγ , if ξ ∈]0, δ],
H, if ξ ∈]δ,∞[. (5.6)
Suppose that H ≥ 2(1 + c1)‖θ0‖L∞ is satisfied for some c1 ∈]0, 1/2] and the initial data
θ0(x) obeys ω(ξ). Then there exists an absolute constant C1 = C1(α, β, γ, ν) such that if
H ≤ C1δα+1−β , the solution θ(t, x) obeys ω(ξ) for all t > 0, independently of ǫ.
The proof of Proposition 5.3 is placed in the sequel of this subsection. Clearly, the
function ω(ξ) from (5.6) is a modulus of continuity satisfying ω(0+) = 0 and ω′(0+) = +∞
(condition (b)). Moreover, if θ(x, t) obeys some ω(ξ) for a time period I, it implies the
uniform Ho¨lder estimate ‖θ(t, ·)‖Cγ ≤ Hδγ + ‖θ0‖L∞ for all t ∈ I. Hence for Theorem 5.2, it
remains to show that after a finite time T independent of ǫ, θ(t, x) obeys some moduli from
(5.6) for all t ≥ T .
Here we note that, due to the restriction 2(1 + c1)‖θ0‖L∞ ≤ H ≤ C1δα+1−β , not every
initial data will obey some such moduli. Observe that for |x− y| ≤ δ, we have
|θ0(x)− θ0(y)| ≤ ‖θ0‖Cγ |x− y|γ = ‖θ0‖C
γ δγ
H
ω(|x− y|) ≤ ‖θ0‖Cγ δ
γ
2(1 + c1)‖θ0‖L∞ ω(|x− y|);
while for |x − y| > δ, we get |θ0(x) − θ0(y)| ≤ 2‖θ0‖L∞ < H. Thus δ ∈ R+ should satisfy
C1δ
α+1−β > 2(1 + c1)‖θ0‖L∞ and δγ < 2(1+c1)‖θ0‖L∞‖θ0‖Cγ . Clearly, we can not choose some
appropriate δ so that the two conditions simultaneously hold for all the initial data. Even
we use the decay estimate of L∞ norm (Lemma 2.3) and consider the solution θ˜(t, x) =
θ(t + T, x) instead of θ(t, x), we still can not find some suitable δ uniform in ǫ. However,
corresponding to the eventual nature of Theorem 5.2, we shall show that the solution
will obey some suitable moduli from (5.6) after a finite time T independent of ǫ, so that
Proposition 5.3 can be applied to the time-translated solution θ˜(t, x) = θ(t+ T, x).
Before stating the next key Lemma, we introduce a variant family of moduli
ω(ξ, ξ0) =

γHδ−γξγ−10 ξ + (1− γ)Hδ−γξγ0 , if ξ ∈]0, ξ0],
(H/δγ)ξγ , if ξ ∈]ξ0, δ],
H, if ξ ∈]δ,∞[,
(5.7)
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with 0 < ξ0 ≤ δ, γ ∈]0, 1[ and H, δ ∈]0,∞[. Compared with ω(ξ) from (5.6), the only
difference lies in that when ξ ∈]0, ξ0], ω(ξ) is replaced by the tangent line of ω(ξ) at ξ = ξ0.
Clearly ω(ξ, ξ0) is a modulus of continuity satisfying that ω(0+, ξ0) > 0 for all ξ0 > 0
(condition (a)) and ω(ξ, 0+) = ω(ξ). Also, any bounded initial data θ0(x) obeys ω(ξ, δ) if
2‖θ0‖L∞ ≤ ω(0+, δ) = H(1− γ) is satisfied. Then we claim that
Lemma 5.4. Let ν > 0, α ∈]0, 1[, β ∈]2α,α + 1], γ ∈]max{α + 1− β, α/2}, 1[ and θ(t, x)
be the global smooth solution of (1.3) with ǫ > 0 and θ0(x) ∈ Hm(R2), m > 2. Suppose that
H ≥ 2(1+c1)‖θ0‖L∞ is satisfied for some c1 ∈]0, 1/2] and the initial data θ0(x) obeys ω(ξ, δ).
Then there exist two positive absolute constants C1 = C1(α, β, γ, ν) and C2 = C2(β, γ, ν)
such that if H ≤ C1δα+1−β and ξ0(t) is the solution of
d
dt
ξ0(t) = −C2ξ0(t)1−β , ξ0(0) = δ,
then the solution θ(t, x) obeys the modulus of continuity ω(ξ, ξ0(t)) for all t satisfying ξ0(t) >
0, independent of ǫ.
The proof of Lemma 5.4 is also placed in the sequel of this subsection. Note that at the
current state C1 and C2 are two fixed absolute constants and the two C1 in Lemma 5.4 and
Proposition 5.3 can be chosen to be identical.
Since ξ0(t) = (δ
β−C2βt)1/β , we know that after a finite time T0 = δβ/(C2β), θ(T0−, x) =
θ(T0, x) will obey the MOC ω(ξ, 0+) = ω(ξ) and thus Proposition 5.3 can be applied to the
solution θ˜(t, x) := θ(t+ T0, x). Thus to prove Theorem 5.2, it suffices to find some suitable
H, δ, c1 under the conditions that
2‖θ0‖L∞ ≤ H(1− γ) and 2(1 + c1)‖θ0‖L∞ ≤ H ≤ C1δα+1−β .
The supercritical case is direct, since α + 1 > β, we only need to choose c1 = min{ 11−γ −
1, 12} and δ large enough such that δα+1−β > 2‖θ0‖L∞C1(1−γ) , then some appropriate H satisfying
2
1−γ ‖θ0‖L∞ ≤ H ≤ C1δα+1−β can also be chosen. For the critical case, we shall use the decay
estimate Lemma 2.3 to obtain that after a finite time independent of ǫ, say T˜ , ‖θ(T˜ , x)‖L∞ <
C1(1− γ)/2, then we only need to choose the same c1 as in the supercritical case, some H
satisfying 21−γ ‖θ(T˜ )‖L∞ ≤ H ≤ C1 and replace θ(t, x) by θ¯(t, x) = θ(t+ T˜ , x).
Now, we are devoted to the proof of Proposition 5.3 and Lemma 5.4. We shall apply
the general criterion Proposition 3.1, and due to that the solution θ(t, x) (or the translated
solution θ˜(t, x)) and the moduli ω(ξ), ω(ξ, ξ0(t)) satisfy the conditions needed, it reduces to
check the inequality (3.2). Thus first we should know the expression of Ω(t, ξ) in (3.2). In
fact, from Lemma 3.2 in [18], we have had a rough estimate: let θ(t, x) obeys ω(t, ξ), then
u = ΛαR⊥θ satisfies that for every x, y ∈ R2
|u(t, x) − u(t, y)| ≤ cα
(∫ ξ
0
ω(t, η)
η1+α
dη + ξ
∫ ∞
ξ
ω(t, η)
η2+α
dη
)
(5.8)
with ξ = |x − y| and cα an absolute constant. The RHS of the expression has very strong
singularity at the origin, and especially for the moduli ω(ξ, ξ0(t)) with ω(0+, ξ0(t)) > 0, it
clearly diverges. However, similarly as treating the corresponding case of quasi-geostrophic
equation in [16], we can rely on an improved estimate of the dissipative term in the break-
down scenario to overcome the difficulty. Indeed, we have
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Lemma 5.5. Let ν > 0, α ∈]0, 1[, β ∈]2α,α + 1] and θ(t, x) be the global smooth solution
of (1.3) with ǫ > 0 and θ0(x) ∈ Hm(R2), m > 2. Assume that the modulus of continuity
ω(t, ξ) satisfies the assumptions in Proposition 3.1 and θ0(x) obeys ω(0, ξ). Also suppose
that T∗ is the minimal time that the MOC ω is lost, and x, y ∈ R2, x 6= y are two points
satisfying
θ(T∗, x)− θ(T∗, y) = ω(T∗, ξ), with ξ := |x− y|.
Then the following statements are true.
(1) For x0 := (
ξ
2 , 0), y0 := (− ξ2 , 0), there exist a unique rotating transform ρ and a unique
vector a ∈ R2 such that
x = ρx0 − a, y = ρy0 − a.
(2) We have
− Λβθ(T∗, x) + Λβθ(T∗, y) ≤ Υβ(T∗, ξ) + Υ⊥β (T∗, ξ). (5.9)
Here Υ⊥β is bounded by
Υ⊥β (T∗, ξ) ≤ −C
∫
B+r0ξ
(x0)
fρ,a(T∗, η, µ)
|x0 − (η, µ)|2+β dηdµ, (5.10)
where
fρ,a(t, η, µ) := 2ω(t, 2η) − θρ,a(t, η, µ) + θρ,a(t,−η, µ) − θρ,a(t, η,−µ) + θρ,a(t,−η,−µ),
(5.11)
and
θρ,a(t, η, µ) := θ(t, ρ · (η, µ) − a), (5.12)
and
B+r0ξ(x0) := {(η, µ) ∈ R2 : |x0 − (η, µ)| ≤ r0ξ, µ > 0}. (5.13)
In the above C, r0 > 0 are absolute constants that may depend on β.
We place the proof of this Lemma in the next subsection.
Note that Υ⊥β (T∗, ξ) ≤ 0, then according to the structure of the nonlinear term, we can
control the strong singularity near the origin in terms of −Υ⊥β . Precisely, we have
Lemma 5.6. Under the assumptions of Lemma 5.5, and let u = ΛαR⊥θ, ℓ := x−y|x−y| . Then
we have
|(u(T∗, x)− u(T∗, y)) · ℓ| ≤ Ω(T∗, ξ), (5.14)
with
Ω(t, ξ) = A
(
− ξβ−αΥ⊥β (t, ξ) + ξ
∫ ∞
ξ
ω(t, ξ)
η2+α
dη + ξ−αω(t, ξ)
)
, (5.15)
where A is an absolute constant that may depend on α, β. In particular, if ω(t, ξ) is ω(ξ)
from (5.6) or ω(ξ, ξ0(t)) from (5.7), we also get
Ω(t, ξ) = A
(
− ξβ−αΥ⊥β (t, ξ) + ξ−αω(t, ξ)
)
. (5.16)
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We also place the proof of the Lemma in the next subsection.
Now based on the above two Lemmas, we prove Proposition 5.3 and Lemma 5.4 as
follows.
Proof of Proposition 5.3. It suffices to check the following inequality
Ω(ξ)ω′(ξ) + νΥβ(ξ) + νΥ
⊥
β (ξ) < 0, ∀ξ > 0, (5.17)
where ω,Ω,Υβ,Υ
⊥
β are defined by (5.6), (5.16), (3.4) and (5.10) respectively and we have
omitted the time variable due to the time independence. The case ξ > δ is obvious from
ω(ξ) = H. While when ξ ∈]0, δ], we only need to prove
Aξ−αω(ξ)ω′(ξ) + νΥβ(ξ) < 0, and −Aξβ−αω′(ξ)Υ⊥β (ξ) + νΥ⊥β (ξ) ≤ 0.
From ω(ξ) = Hδγ ξ
γ , ω′(ξ) = γ Hδγ ξ
γ−1, ω′′(ξ) = −γ(1− γ)Hδγ ξγ−2, and
Υβ(ξ) ≤ cβ
∫ ξ
2
0
ω(ξ + 2η) + ω(ξ − 2η) − 2ω(ξ)
η1+β
dη ≤ c′βξ2−βω′′(ξ),
we have to call for that
Aγ
H2
δ2γ
ξ2γ−α−1 − νc′βγ(1− γ)
H
δγ
ξγ−β = Aγ
H
δγ
ξγ−β
( H
δα+1−β
(ξ
δ
)γ+β−1−α − νc′β(1− γ)
A
)
< 0,
and
−AγH
δγ
ξβ−α+γ−1Υ⊥β (ξ) + νΥ
⊥
β (ξ) =
(
−Aγ H
δα+1−β
(ξ
δ
)γ+β−α−1
+ ν
)
Υ⊥β (ξ) ≤ 0.
Due to ξ ∈]0, δ], γ > α + 1 − β and Υ⊥β ≤ 0, both inequalities can be guaranteed by
the condition H
δα+1−β
≤ C1 with C1 some positive number satisfying C1 < min{νc′β(1 −
γ)/A, ν/(Aγ)}.
Proof of Lemma 5.4. It suffices to check the following inequality that for all ξ > 0 and t > 0
− ∂tω(ξ, ξ0(t)) + Ω(t, ξ)∂ξω(ξ, ξ0(t)) + νΥβ(t, ξ) + νΥ⊥β (t, ξ) < 0, (5.18)
where ω(t, ξ) = ω(ξ, ξ0(t)) from (5.7) and Ω,Υβ,Υ
⊥
β are given by (5.16), (3.4) and (5.10)
respectively. The case ξ > δ is immediate due to ω(ξ, ξ0(t)) = H. For the case ξ ∈]ξ0(t), δ],
since ω(ξ, ξ0(t)) =
H
δγ ξ
γ , almost parallel to the proof of Proposition 5.3, we know that (5.18)
holds for sufficiently small C1. We then consider the case ξ ∈]0, ξ0(t)], and it only needs to
verify the following estimates
− ∂tω(ξ, ξ0(t)) + (ν/2)Υβ(t, ξ) < 0, (5.19)
and
Aξ−αω(ξ, ξ0(t))∂ξω(ξ, ξ0(t)) + (ν/2)Υβ(t, ξ) < 0, (5.20)
and
−Aξβ−α∂ξω(ξ, ξ0(t))Υ⊥β (t, ξ) + νΥ⊥β (t, ξ) ≤ 0. (5.21)
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From ω(ξ, ξ0(t)) = γ
H
δγ ξ
γ−1
0 ξ + (1− γ)Hδγ ξγ0 for ξ ∈]0, ξ0(t)] and ξ′0(t) ≤ 0, we get
−∂tω(ξ, ξ0(t)) = γ(1− γ)H
δγ
(
ξγ−20 ξ − ξγ−10
)
ξ′0 ≤ −γ(1− γ)
H
δγ
ξγ−10 ξ
′
0,
and
ω(ξ, ξ0(t))∂ξω(ξ, ξ0(t)) = γ
H2
δ2γ
ξ2γ−20 (γξ + (1− γ)ξ0) ≤ γ
H2
δ2γ
ξ2γ−10 .
For the dissipation term Υβ, we obtain
Υβ(t, ξ) ≤ cβ
∫ ∞
ξ
2
ω(ξ + 2η, ξ0)− ω(ξ − 2η, ξ0)− 2ω(ξ, ξ0)
η1+β
dη ≤ −c′β
ω(0, ξ0)
ξβ
,
where we have used the inequality ω(ξ + 2η, ξ0) − ω(ξ − 2η, ξ0) − 2ω(ξ, ξ0) ≤ −2ω(0, ξ0).
Then by virtue of ξ′0 = −C2ξ1−β0 and ω(0, ξ0) = (1 − γ)Hδγ ξγ0 , the LHS of (5.19) can be
bounded by
−γ(1− γ)H
δγ
ξγ−10 ξ
′
0 −
ν
2
c′β(1− γ)
H
δγ
ξγ0
ξβ
= (1− γ)H
δγ
ξγ−β0
(
γC2 −
νc′β
2
(ξ0
ξ
)β)
.
Clearly, the last expression is strictly negative if C2 is sufficiently small (i.e. C2 <
c′βν
2γ ).
Also, the LHS of (5.20) and (5.21) can be respectively bounded by
Aγ
H2
δ2γ
ξ2γ−10 ξ
−α− ν
2
c′β(1−γ)
H
δγ
ξγ0
ξβ
=
H
δγ
ξγ0
ξβ
(
Aγ
H
δα+1−β
(ξ0
δ
)γ+β−α−1( ξ
ξ0
)β−α− ν
2
c′β(1−γ)
)
,
and
−AγH
δγ
ξγ−10 ξ
β−αΥ⊥β (t, ξ) + νΥ
⊥
β (t, ξ) =
(
−Aγ H
δα+1−β
(ξ0
δ
)γ+β−α−1( ξ
ξ0
)β−α
+ ν
)
Υ⊥β (t, ξ).
Due to γ > α+1−β and β > α, the last expressions of both formulae are (strictly) negative
if C1 is sufficiently small (i.e. C1 < min{νc
′
β(1−γ)
2Aγ ,
ν
Aγ }).
5.3 Proof of two technical Lemmas
In this subsection we are dedicated to the proof Lemma 5.5 and Lemma 5.6.
Proof of Lemma 5.5. Statement (1) is obvious. We then consider (2). First denote by
Pβh,n(x) the n-dimensional kernel of the operator e−hΛ
β
, indeed from [2] we have the following
explicit expression that for every β ∈]0, 2[
Pβh,n(x) = c(β, n)
h
(|x|2 + β2h 2β )n+β2
. (5.22)
Thus we have
−Λβθ(T∗, x) + Λβθ(T∗, y) = lim
h→0
1
h
(
Pβh,2 ∗ θ(T∗, x)− Pβh,2 ∗ θ(T∗, y)− θ(T∗, x) + θ(T∗, y)
)
.
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Since θ(T∗, x)−θ(T∗, y) = ω(T∗, ξ), it only needs to estimate the difference of the remaining
terms. Also for brevity we omit the time variable T∗ in the sequel. Then
Pβh,2 ∗ θ(x)− Pβh,2 ∗ θ(y) =
∫
R2
(Pβh,2(ρx0 − a− z)− Pβh,2(ρy0 − a− z))θ(z)dz
=
∫
R2
(Pβh,2(x0 − z)− Pβh,2(y0 − z))θρ,a(z)dz
=
∫∫
R2
(Pβh,2(ξ2 − η, µ)− Pβh,2(−ξ2 − η, µ))θρ,a(η, µ)dηdµ
=
∫
R
dµ
∫ ∞
0
(Pβh,2(ξ2 − η, µ)− Pβh,2(ξ2 + η, µ))(θρ,a(η, µ)− θρ,a(−η, µ))dη
=
∫
R
dµ
∫ ∞
0
(Pβh,2(ξ2 − η, µ)− Pβh,2(ξ2 + η, µ))ω(2η)dη+∫
R
dµ
∫ ∞
0
(Pβh,2(ξ2 − η, µ)− Pβh,2(ξ2 + η, µ))(θρ,a(η, µ) − θρ,a(−η, µ)− ω(2η))dη (5.23)
:= Υβ,h(ξ) + Υ
⊥
β,h(ξ). (5.24)
In a similar way as treating the corresponding part in [18] or [16], we know
lim
h→0
1
h
(Υβ,h(ξ)− ω(ξ)) = Υβ(ξ),
with Υβ(ξ) is given by (3.4). Now we estimate limh→0
1
hΥ
⊥
β,h(ξ). Clearly the integrand in
(5.23) is always negative, and for the integral we only consider a small part that is near the
dangerous point x0 = (
ξ
2 , 0). In fact, from (5.22) and the fact that h is arbitrarily small,
there exists a small universal number r0 ∈]0, 14 [ such that for every z ∈ Br0ξ(x0) ⊂ R2, we
have
Pβh,2(x0 − z)− Pβh,2(y0 − z) ≥
1
2
Pβh,2(x0 − z).
Thus we get
Υ⊥β (ξ) = lim
h→0
1
h
Υ⊥β,h(ξ)
= lim
h→0
1
h
∫
R
dµ
∫ ∞
0
(Pβh,2(ξ2 − η, µ)− Pβh,2(ξ2 + η, µ))(θρ,a(η, µ)− θρ,a(−η, µ)− ω(2η))dη
≤ lim
h→0
1
2h
∫∫
Br0ξ(x0)
Pβh,2(
ξ
2
− η, µ)(θρ,a(η, µ) − θρ,a(−η, µ)− ω(2η))dηdµ
≤c(β)
∫∫
Br0ξ(x0)
θρ,a(η, µ)− θρ,a(−η, µ)− ω(2η)
|x0 − (η, µ)|2+β dηdµ
=− c(β)
∫∫
B+r0ξ
(x0)
2ω(2η) − θρ,a(η, µ) + θρ,a(−η, µ) − θρ,a(η,−µ) + θρ,a(−η,−µ)
|x0 − (η, µ)|2+β dηdµ.
(5.25)
We note that although the denominator of (5.25) contains the non-integrable singularity,
the whole integral is still absolutely integrable due to the cancelation in the numerator.
More precisely, from θρ,a(x0) − θρ,a(y0) = ω(ξ), we know ∂1θρ,a(x0) = ∂1θρ,a(y0) = ω′(ξ)
and ∂2θρ,a(x0) = ∂2θρ,a(y0) = 0. Thus according to Taylor formula, we further obtain that
for (η, µ) ∈ Br0ξ(x0)
θρ,a(η, µ)− θρ,a(ξ
2
, 0) ≥ ∂1θρ,a(ξ
2
, 0)(η − ξ
2
)− ‖∇
2θρ,a‖L∞
2
((η − ξ
2
)2 + µ2),
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and
θρ,a(−η, µ) − θρ,a(−ξ
2
, 0) ≤ ∂1θρ,a(−ξ
2
, 0)(−η + ξ
2
) +
‖∇2θρ,a‖L∞
2
((η − ξ
2
)2 + µ2),
and
ω(2η) − ω(ξ) ≤ ω′(ξ)(2η − ξ).
Then the numerator fρ,a(η, µ) ≤ 2‖∇2θρ,a‖L∞ |x0 − (η, µ)|2, and from the polar coordinate
expression we see that the integral absolutely converges for every β ∈]0, 2[.
Proof of Lemma 5.6. In the sequel we always omit the time variable T∗ if there is no ambi-
guity. First by the explicit formula of u from Lemma 3.1 in [18], we know
u(x)− u(y) ≤ c(α)
(
p.v.
∫
R2
(x− z)⊥
|x− z|3+α θ(z)dz − p.v.
∫
R2
(y − z)⊥
|y − z|3+α θ(z)dz
)
,
where c(α) is a fixed constant. We shall split the integral into several parts. For the
difference ∣∣∣ ∫
|x−z|≥2ξ
(x− z)⊥
|x− z|3+α θ(z)dz −
∫
|y−z|≥2ξ
(y − z)⊥
|y − z|3+α θ(z)dz
∣∣∣,
parallelling to the proof of the corresponding part in Lemma 3.2 [18] or Lemma 5.2 [16], we
obtain that it is bounded from above by
Cξ
∫ ∞
ξ
ω(η)
η2+α
dη + Cξ−αω(ξ),
with C a positive constant that may depend on α. Then, recalling that Br0ξ(x) or Br0ξ(y) is
the disk centered at x or y respectively with radius r0ξ, where r0 is the number introduced
in Lemma 5.5, we get∣∣∣ ∫
|x−z|≤2ξ,z /∈Br0ξ(x)
(x− z)⊥
|x− z|3+α θ(z)dz
∣∣∣ = ∣∣∣ ∫
|x−z|≤2ξ,z /∈Br0ξ(x)
(x− z)⊥
|x− z|3+α (θ(z)− θ(x))dz
∣∣∣
≤ C
∫ 2ξ
r0ξ
ω(r)
r1+α
dr ≤ Cξ−αω(ξ).
A similar estimate is true for the corresponding integral with replacing x by y.
Now we consider the contribution of the dangerous part——the integral over Br0ξ(x)
and Br0ξ(y). Here note that what we really need to treat is |(u(x) − u(y)) · ℓ|. Thus from
x = ρx0 − a and y = ρy0 − a, we have∣∣∣ ∫
Br0ξ(x)
(x− z)⊥ · ℓ
|x− z|3+α θ(z)dz −
∫
Br0ξ(y)
(y − z)⊥ · ℓ
|y − z|3+α θ(z)dz
∣∣∣
=
∣∣∣ ∫
Br0ξ(x0)
(x0 − z)⊥ · e1
|x0 − z|3+α θρ,a(z)dz −
∫
Br0ξ(y0)
(y0 − z)⊥ · e1
|y0 − z|3+α θρ,a(z)dz
∣∣∣
=
∣∣∣ ∫∫
Br0ξ(x0)
µ
|x0 − (η, µ)|3+α θρ,a(η, µ)dηdµ−
∫∫
Br0ξ(y0)
µ
|y0 − (η, µ)|3+α θρ,a(η, µ)dηdµ
∣∣∣
=
∣∣∣ ∫∫
Br0ξ(x0)
µ
|x0 − (η, µ)|3+α
(
θρ,a(η, µ) − θρ,a(−η, µ)
)
dηdµ
∣∣∣
=
∣∣∣ ∫∫
B+r0ξ
(x0)
µ
|x0 − (η, µ)|3+α
(
θρ,a(η, µ) − θρ,a(−η, µ)− θρ,a(η,−µ) + θρ,a(−η,−µ)
)
dηdµ
∣∣∣.
(5.26)
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where B+r0ξ(x0) := Br0ξ(x0) ∩ {µ > 0}. We claim that the last expression is bounded from
above by
−Cξβ−αΥ⊥β (ξ).
Indeed, comparing it with (5.10), we first have that for every (η, µ) ∈ B+r0ξ(x0) and β ∈
]α,α + 1],
0 ≤ µ|x0 − (η, µ)|3+α =
µ
|x0 − (η, µ)|1+α−β
1
|x0 − (η, µ)|2+β ≤
Cξβ−α
|x0 − (η, µ)|2+β ,
where C is a constant that may depend on α, β. Second, we get
|θρ,a(η, µ) − θρ,a(−η, µ)− θρ,a(η,−µ) + θρ,a(−η,−µ)| ≤ fρ,a(η, µ),
where fρ,a(η, µ) is defined by (5.11). In fact, it directly reduces to two obvious estimates
θρ,a(η, µ)−θρ,a(−η, µ) ≤ ω(2η) and θρ,a(η,−µ)−θρ,a(−η,−µ) ≤ ω(2η). Therefore, gathering
the above estimates, we obtain (5.14).
The proof of (5.16) is similar to the corresponding part in Lemma 4.3 or Lemma 5.3 in
[16], and we here sketch it. First we consider ω(ξ) defined by (5.6). For the case ξ ∈]0, δ[,
from ω(η) ≤ Hδγ ηγ for all η, we have
ξ
∫ ∞
ξ
ω(η)
η2+α
dη ≤ ξ
∫ ∞
ξ
H
δγη2+α−γ
dη ≤ 1
1 + α− γ
H
δγ
ξγ−α =
1
1 + α− γ ξ
−αω(ξ).
For the case ξ > δ, from ω(ξ) = H, we get
ξ
∫ ∞
ξ
ω(η)
η2+α
dη =
1
1 + α
Hξ−α =
1
1 + α
ξ−αω(ξ).
Then we consider ω(ξ, ξ0(t)) defined by (5.7). For the case ξ ∈]0, ξ0(t)], we split the integral
into two regions: from ω(ξ0, ξ0) ≤ 11−γω(ξ, ξ0), we know
ξ
∫ ξ0
ξ
ω(η, ξ0)
η2+α
dη ≤ 1
1 + α
ω(ξ0, ξ0)ξ
−α ≤ 1
(1 + α)(1 − γ)ξ
−αω(ξ, ξ0);
and
ξ
∫ ∞
ξ0
ω(η, ξ0)
η2+α
dη ≤ ξ
∫ ∞
ξ0
H
δγη2+α−γ
dτ ≤ 1
1 + α− γ ξ
H
δγ
ξγ−α−10
≤ 1
1 + α− γ ξ
−αω(ξ0, ξ0) ≤ 1
(1 + α− γ)(1 − γ)ξ
−αω(ξ, ξ0).
The remaining case ξ > ξ0(t) is identical to the case ξ > 0 of ω(ξ), thus we omit it.
6 Appendix
6.1 Local well-posedness for α ∈]0, 1[ and β ∈]2α, 2]
Our local result of (1.1) is as follows.
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Proposition 6.1. Let ν > 0, α ∈]0, 1[, β ∈]2α, 2] and the initial data θ0 ∈ Hm, m > 2.
Then there exists a positive constant T depending only on α, β, ν, ‖θ0‖Hm such that the
generalized quasi-geostrophic equation (1.1) generates a unique solution θ ∈ C([0, T ],Hm)∩
L2([0, T ],Hm+
β
2 ). Moreover we have tγθ ∈ L∞(]0, T ],Hm+γβ) for all γ ≥ 0, which implies
θ ∈ C∞(]0, T ] × R2).
Besides, we have the following blowup criterion: let T ∗ be the maximal existence time
of θ in C([0, T ∗[,Hm) ∩ L2([0, T ∗[,Hm+β2 ) and if T ∗ <∞, then we necessarily have∫ T ∗
0
‖∇θ(t, ·)‖2+2α−βL∞ dt =∞. (6.1)
The proof mainly relies on the following Lemma (cf. [18])
Lemma 6.2. Let v be a divergence free vector field over Rn. For every q ∈ N, denote
Fq(v, f) := Sq+1v · ∇∆qf −∆q(v · ∇f).
Then for every γ ∈]0, 1[ and p ∈ [1,∞], there exists a positive constant C such that
2−qγ ‖Fq(v, f)‖Lp
≤C ∥∥Λ1−γv∥∥
L∞
( ∑
q′≤q+4
2q
′−q
∥∥∆q′f∥∥L2 + ∑
q′≥q−4
2(q−q
′)(1−γ)
∥∥∆q′f∥∥Lp ), (6.2)
Especially, in the case n = 2 and v = ΛαR⊥f (α ∈]0, 1[), we further have that for every
γ ∈ ]max{0, α}, 1[ and q ∈ N
2−qγ ‖Fq(v, f)‖Lp
≤C
(∥∥Λ1−γv∥∥
L∞
∑
q′≥q−4
2(q−q
′)(1−β)
∥∥∆q′f∥∥Lp + ∥∥Λα+1−γf∥∥L∞ ∑
|q′−q|≤4
∥∥∆q′f∥∥Lp ). (6.3)
Moreover, when γ = 0, α = 0, (6.2) and (6.3) hold if
∥∥Λ1−γv∥∥
L∞
is replaed by ‖∇v‖L∞;
and when γ = 1, α = 1, then (6.2) and (6.3) hold if such a modification is made∥∥Λ1−γv∥∥
L∞
→ ‖v‖B0∞,1 ,
∥∥Λα+1−γf∥∥
L∞
→ ‖∇f‖L∞ .
Proposition 6.1 is similar to Proposition 4.1-4.2 in [18], and here we sketch the proof.
Proof of Proposition 6.1. Step 1: a priori estimates.
We first a priori assume that θ (and u) is smooth to obtain the uniform Bmp,2 (m > 1+
2
p ,
p ∈ [2,∞[) estimates of θ (Note that here in the proof only p = 2 case is used). We claim
that the smooth solution θ(t, x) satisfies
d
dt
‖θ(t)‖2Bmp,2 + ‖θ(t)‖
2
B
m+
β
2
p,2
.α,β,ν ‖∇θ‖2+2α−βL∞ ‖θ‖β−2αL∞ ‖θ‖2Bmp,2 + ‖θ‖
2
Lp (1+ ‖θ‖Bmp,2). (6.4)
Indeed, for every q ∈ N, by applying the dyadic operator ∆q to equation (1.1) we get
∂t∆qθ + Sq+1u · ∇∆qθ + νΛβ∆qθ = Fq(u, θ),
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where
Fq(u, θ) = Sq+1u · ∇∆qθ −∆q(u · ∇θ).
Due to that ∆qθ is real-valued, thus multiplying both sides by |∆qθ|p−2∆qθ and integrating
in the space variable, we obtain
1
p
d
dt
‖∆qθ‖pLp + ν
∫
R2
(
Λβ∆qθ(x)
)|∆qθ|p−2∆qθ(x)dx ≤ ∣∣∣ ∫
R2
(
Fq(u, θ)
)
(x)|∆qθ|p−2∆qθ(x)dx
∣∣∣
≤ ‖Fq(u, θ)‖Lp ‖∆qθ‖p−1Lp .
The generalized Bernstein inequality in [3] yields that an absolute constant c > 0 (e.g. c = 1
when p = 2) independent of q can be found such that
1
p
d
dt
‖∆qθ‖pLp + cν2qβ ‖∆qθ‖pLp ≤ ‖Fq(u, θ)‖Lp ‖∆qθ‖p−1Lp .
Thus we further have
1
2
d
dt
‖∆qθ‖2Lp +
cν
2
2qβ ‖∆qθ‖2Lp ≤
C0
ν
(
2−q
β
2 ‖Fq(u, θ)‖Lp
)2
. (6.5)
From (6.3), we know that
2−q
β
2 ‖Fq(u, θ)‖Lp
.‖Λ1−β2 u‖L∞
∑
q′≥q−4
2(q−q
′)(1−β
2
)
∥∥∆q′θ∥∥Lp + ‖Λα+1−β2 θ‖L∞ ∑
|q′−q|≤4
∥∥∆q′θ∥∥Lp (6.6)
Also notice that for some number K ∈ N
‖Λ1−β2 u‖L∞ + ‖Λα+1−
β
2 θ‖L∞ . ‖Λ1−
β
2ΛαR⊥θ‖B˙0∞,1 + ‖Λ
α+1−β
2 θ‖B˙0∞,1
.
K−1∑
k=−∞
2k(α+1−
β
2
)‖∆˙kθ‖L∞ +
∞∑
k=K
2−k(
β
2
−α)‖∆˙k∇θ‖L∞
. 2K(α+1−
β
2
)‖θ‖L∞ + 2K(α−
β
2
) ‖∇θ‖L∞ ,
thus choosing K satisfying ‖θ‖L∞ 2K ≈ ‖∇θ‖L∞ , we infer
‖Λ1−β2 u‖L∞ + ‖Λα+1−
β
2 θ‖L∞ . ‖∇θ‖1+α−
β
2
L∞ ‖θ‖
β
2
−α
L∞ . (6.7)
Plunging the above two estimates (6.7) and (6.6) into inequality (6.5), then multiplying
both sides by 22qm and summing up over q ∈ N, from Young inequality we obtain
1
2
d
dt
∑
q∈N
22qm ‖∆qθ‖2Lp +
cν
2
∑
q∈N
22q(m+
β
2
) ‖∆qθ‖2Lp .
1
ν
‖∇θ‖2+2α−βL∞ ‖θ‖β−2αL∞ ‖θ‖2Bmp,2 . (6.8)
On the other hand, we apply the low frequency operator ∆−1 to (1.1) to get
∂t∆−1θ = −νΛβ∆−1θ −∆−1
(
u · ∇θ).
Multiplying both sides by |∆−1θ|p−2∆−1θ, integrating over the spatial variable and using
the positivity formula of the dissipative term, we obtain
1
p
d
dt
‖∆−1θ‖pLp ≤
∣∣∣ ∫
R2
div∆−1
(
u θ
)
(x) |∆−1θ|p−2∆−1θ(x)dx
∣∣∣
. ‖u‖L∞ ‖θ‖Lp ‖∆−1θ‖p−1Lp .
26
We see that
‖u‖L∞ ≤
( ∑
j≤−1
+
∑
j≥0
)
‖∆˙jΛαR⊥θ‖L∞
.
∑
j≤−1
2jα‖∆˙jθ‖L∞ +
∑
j≥0
2j(α−1)‖∆˙j∇θ‖L∞ . ‖θ‖L∞ + ‖∇θ‖L∞ ,
(6.9)
thus we have
1
2
d
dt
‖∆−1θ‖2Lp +
cν
2
2−β ‖∆−1θ‖2Lp . (‖θ‖Bmp,2 + ν) ‖θ‖
2
Lp . (6.10)
Multiplying (6.10) by 2−2m and combining it with (6.8) leads to (6.4).
Set G(t) := ‖θ(t)‖2Bmp,2 +
∫ t
0 ‖θ(τ)‖2Bm+β/2p,2 dτ . Then (6.4) reduces to
d
dt
G(t) ≤ C(G(t)2 +G(t)),
where C will depend on ν, α, β,m. Gronwall inequality ensures that for every
T <
1
C
log(1 + 1/‖θ0‖2Bmp,2), (6.11)
we have
sup
t∈[0,T ]
‖θ(t)‖2Bmp,2 +
∫ T
0
‖θ(τ)‖2
B
m+β/2
p,2
dτ ≤
‖θ0‖2Bmp,2
(‖θ0‖2Bmp,2 + 1)e−CT − ‖θ0‖
2
Bmp,2
. (6.12)
Note that (6.11) and (6.12) hold for all G(0) ≤ ‖θ0‖2Bmp,2 .
Step 2: Uniqueness
Let θ(1), θ(2) ∈ L∞([0, T ],Hm(R2)), m > 2 be two smooth solutions to the generalized
quasi-geostrophic equation (1.1) with the same initial data. Denote u(i) = ΛαR⊥θ(i), i =
1, 2, δθ = θ(1) − θ(2), δu = u(1) − u(1), then we write the difference equation as
∂tδθ + u
(1) · ∇δθ + νΛβδθ = −δu · ∇θ(2), δθ|t=0 = 0
By L2 energy method, we have
1
2
d
dt
‖δθ(t)‖2L2 + ν‖Λ
β
2 δθ(t)‖2L2 ≤
∣∣∣ ∫
R2
(δu · ∇θ(2))(t, x) δθ(t, x)dx
∣∣∣
≤ ‖δu · ∇θ(2)(t)‖
H˙−
β
2
‖δθ(t)‖
H˙
β
2
≤ Cν,α,β‖ΛαR⊥δθ(t)‖2H˙−α‖∇θ(2)(t)‖2H˙α+1−β/2 +
ν
2
‖Λβ2 δθ(t)‖2L2 ,
where in the last line we have used Young inequality and the following classical estimate
that for every divergence-free f and every s, t < 1, s+ t > −1,
‖f · ∇g‖H˙s+t−1 .s,t ‖f‖H˙s ‖∇g‖H˙t .
From Hm →֒ H˙2+α−β/2 continuously, we further obtain
d
dt
‖δθ(t)‖2L2 ≤ Cν,α,β ‖δθ(t)‖2L2 ‖θ(2)(t)‖2Hm ,
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thus the Gronwall inequality leads to δθ(t) ≡ 0 for all t ∈ [0, T ].
Step 3: Existence
We first regulate the system (1.1) to get{
θNt + JN
(
uN · ∇θN)+ νΛβθN = 0
uN = ΛαR⊥θN , θN |t=0 = JNθ0,
(6.13)
where JN : L
2 → JNL2, N ∈ Z+ is the Friedrich projection operator such that ĴNf(ζ) =
1BN (ζ)fˆ(ζ). By Cauchy-Lipschitz theorem, for every N ∈ Z+ there exists a unique global
solution θN ∈ C1([0,∞[,H∞(R2)) to the regularized system (6.13). Then almost paralleling
to the proof in the step 1, we know the uniform estimate that for all T < 1C log(1+1/‖θ0‖2Hm)
sup
t∈[0,T ]
‖θN (t)‖2Hm +
∫ T
0
‖θN (τ)‖2
Hm+β/2
dτ ≤ ‖θ0‖
2
Hm
(‖θ0‖2Hm + 1)e−CT − ‖θ0‖2Hm
, (6.14)
where C is a positive constant depending only on ν, α, β,m. From the uniform estimate
(6.14) and the uniqueness result, similarly as treating the corresponding part in [18], we can
prove that θN is a Cauchy sequence in C([0, T ];L2(R2)), which implies a strong convergence
to a function θ ∈ C([0, T ];L2). By a classical method we know that θ is a solution of
the limiting system (1.1), and satisfies θ ∈ L∞([0, T ];Hm(R2)) ∩ L2([0, T ];Hm+β/2(R2)).
Moreover, similarly as [18], we can prove the issues of the time continuity in Hm, the C∞
smoothness in ]0, T ]× R2 and the blowup criterion of the solution.
6.2 Global existence of weak solutions for α ∈]0, 1[ and β ∈]2α, 2]
The main result in this subsection is as follows.
Proposition 6.3. Let ν > 0, α ∈]0, 1[, β ∈]2α, 2] and θ0 ∈ L2(R2). Then there exists
a global weak solution θ ∈ L∞([0,∞[;L2(R2)) ∩ L2([0,∞[; H˙β/2(R2)) for the generalized
quasi-geostrophic equation (1.1). Moreover, θ will satisfy the following energy inequality
‖θ(t)‖2L2(R2) + 2ν
∫ t
0
‖θ(τ)‖2
H˙
β
2 (R2)
dτ ≤ ‖θ0‖2L2(R2), t > 0. (6.15)
The proof follows from the standard process of establishing weak solutions (cf. [21, 17,
12]), and here we sketch it.
Proof of Proposition 6.3. We consider the following approximate system{
∂tθ
ǫ + uǫ · ∇θǫ + νΛβθǫ − ǫ∆θǫ = 0
uǫ = ΛαR⊥θǫ, θǫ|t=0 = ψǫ ∗ θ0,
(6.16)
where ψ(x) ∈ C∞c (R2) is a radial positive function satisfying
∫
ψ = 1 and ψǫ(x) = ǫ
−2ψ(x/ǫ).
Clearly, ‖ψǫ ∗ θ0‖Hm .ǫ ‖θ0‖L2 for all m > 0. Thus for m > 2 and ǫ > 0, from Theorem
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1.1, the approximate generalized quasi-geostrophic equation (6.16) exists a unique global
smooth solution
θǫ ∈ C([0,∞[;Hm) ∩ C∞(]0,∞[×R2).
Besides, from ‖ψǫ ∗ θ0‖L2 ≤ ‖θ0‖L2 , we also have the uniform energy estimate
‖θǫ(T )‖2L2(R2) + 2ν
∫ T
0
‖θǫ(τ)‖2
H˙
β
2 (R2)
dτ ≤ ‖θ0‖2L2(R2), ∀T > 0, (6.17)
that is, θǫ is uniformly bounded in C([0, T ];L2(R2)) ∩ L2([0, T ]; H˙β/2(R2)) for every T >
0. This ensures that, up to the subsequence, θǫ converges weakly to some function θ ∈
L∞([0, T ];L2)∩L2([0, T ]; H˙β/2) (in L∞([0, T ];L2) the convergence is weak-∗). But it is not
sufficient to pass to the limit of the nonlinear term of (6.16) in the weak framework.
We further claim that,
θǫ → θ strongly in L2([0, T ];L2loc(R2)). (6.18)
We shall use the classical Aubin-Lions compactness Lemma (cf. [21]) to prove it. For any
compact subset O ⊂ R2, since the mapping f → χOf is compact from Hβ/2 to L2 (cf.
[17]), with χO(x) ∈ C∞0 (R2) satisfying that it is supported in a compact subset O′ and
χO(x) = 1 for all x ∈ O, we know that the sequence {χOθǫ}ǫ>0 is compact in L2. Thus to
guarantee (6.18) it suffices to find some suitable Banach space X and a0 ∈]1,∞[ such that
L2(O′) →֒ X(O′) continuously and ∂tθǫ uniformly bounded in La0([0, T ];X(O′)). In fact,
we shall prove
∂tθ
ǫ is uniformly bounded in L
4
3 ([0, T ];W−2,
8
8−β (O′)). (6.19)
From (6.17), interpolation and Sobolev embedding, we have θǫ ∈ L4([0, T ];L 84−β (R2). On
the other hand, due to that the Riesz transform is bounded in L2(R2) and Hβ/2(R2) →֒
H˙α(R2) continuously, we immediately get uǫ ∈ L2([0, T ];L2(R2)) uniformly in ǫ. Thus
div(uǫθǫ) is uniformly bounded in L
4
3 ([0, T ];W−1,
8
8−β (R2)). For the dissipative terms, we
get ǫ∆θǫ is uniformly bounded in L2[0, T ];H
β
2
−2(R2), and νΛβθǫ is uniformly bounded
in L2([0, T ];H−1(R2)). Hence, if the spacial variable is restricted in O′, we obtain ∂tθǫ is
uniformly bounded in L
4
3 ([0, T ];W−1,
8
8−β (O′))+L2([0, T ];H β2−2(O′))+L2([0, T ];H−1(O′));
and thus uniformly in L
4
3 ([0, T ];W−2,
8
8−β (O′)) from the continuous embedding.
Moreover, we also have
uǫ → u strongly in L2([0, T ];L2loc(R2)), (6.20)
that is,
ΛαR⊥θǫ → ΛαR⊥θ strongly in L2([0, T ];L2loc(R2)).
The proof is similar to (6.18). From (6.15), we know that for all T > 0, uǫ is
uniformly bounded in L∞([0, T ]; H˙−α(R2)) ∩ L2([0, T ]; H˙ β2−α). By interpolation, uǫ ∈
L2([0, T ];L2(R2)) uniformly in ǫ, thus uǫ ∈ L2([0, T ];Hβ/2−α(R2)) uniformly in ǫ. For
any compact subset O ⊂ R2, since the sequence {χOuǫ}ǫ>0 is compact in L2, it remains to
show that ∂tu
ǫ is uniformly bounded in L
4
3 ([0, T ];W−2,
8
8−β (O′)). Indeed, from the equation
∂tΛ
αR⊥θǫ = −ΛαR⊥div(uǫθǫ)− νΛα+βR⊥θǫ − ǫΛα+2R⊥θǫ,
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we have
‖∂tuǫ‖
L
4/3
T W
−2, 8
8−β (O′)
. ‖div(uǫθǫ)‖
L
4/3
T W
−1, 8
8−β (R2)
+ ν‖θǫ‖L2THα+β−2(R2) + ‖θ
ǫ‖L2THα(R2)
.ν ‖uǫθǫ‖
L
4/3
T L
8
8−β (R2)
+ ‖θǫ‖L2THβ/2(R2).
Then (6.20) follows from the classical Aubin-Lions Lemma.
Based on (6.18) and (6.20), we can send to the limit in (6.16). Indeed, for any φ ∈
C∞c (]0,∞[×R2), we have∣∣∣ ∫ (uǫθǫ) · ∇φ− (uθ) · ∇φ∣∣∣ ≤∣∣∣ ∫ θǫ(uǫ − u) · ∇φ∣∣∣+ ∣∣∣ ∫ (θǫ − θ)u · ∇φ∣∣∣
≤‖uǫ − u‖L2TL2(O)‖θ
ǫ‖L∞T L2‖φ‖L2TW 1,∞
+ ‖θǫ − θ‖L2TL2(O)‖u‖L2TL2‖φ‖L∞T W 1,∞ .
Finally, we show that θ is the weak solution of the generalized quasi-geostrophic equation
(1.1), and (6.15) follows from (6.17) by a limiting argument (cf. [17]).
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