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The Steiner Forest Problem (SFP for short) is a natural generalization of the classical Steiner
Tree Problem. Instead of only one terminal net there is given a set of terminal nets that
have to be connected by choosing edges at minimum cost. Richey and Parker [M.B. Richey,
R.G. Parker, On multiple Steiner subgraph problems, Networks 16 (4) (1986) 423–438]
posed the question whether SFP is hard on series-parallel graphs. We partially answer this
question by showing that SFP is strongly NP-hard on graphs with treewidth 3. On the other
hand, a quadratic time algorithm for the special case on outerplanar graphs is suggested.
Since series-parallel graphs have treewidth 2 and outerplanar graphs are series-parallel, we
almost close the gap between polynomially solvable and hard cases.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
The Steiner Tree Problem belongs to the most well-studied problems in combinatorial optimization. Given an edge-
weighted graph G = (V , E, c) and a set of terminals T ⊆ V , the task of the Steiner Tree Problem is to ﬁnd a subset of edges
F ⊆ E such that all terminals lie in one connected component in the graph induced by F , i.e., all terminals are connected
with each other. A comprehensive survey of applications, complexity and algorithms can be found in [8].
A natural generalization of the Steiner Tree Problem is the Steiner Forest Problem (SFP for short) where the task is
to connect several terminal nets, i.e., there is given a set T = {Ti ⊆ V | i = 1, . . . , p} of terminal nets and the task is to
ﬁnd a subset F ⊆ E of edges such that all vertices of Ti (for i = 1, . . . , p) lie in the same connected component in the
graph induced by F . SFP is a generalization of the Steiner Tree Problem and hence it is strongly NP-hard. There exists a
2-approximation algorithm that runs in O(m logm) time (Agrawal, Klein and Ravi [1] and later Goemans and Williamson
[5] in a more general framework).
Richey and Parker [9] studied several versions of Steiner Subgraph Problems. They call the Steiner Forest Problem Steiner
Subgraph Problem with edge sharing. The Steiner Subgraph Problem without edge sharing forbids two nets to use a common
edge, i.e., the task is to ﬁnd pairwise disjoint subsets Fi ⊂ E such that Fi induces a Steiner Tree for Ti . The Steiner Subgraph
Problem without edge sharing is NP-hard, even in series-parallel graphs. In the case of the Steiner Subgraph Problem with
edge sharing, i.e., the Steiner Forest Problem, the authors prove that a modiﬁcation of the original problem is NP-hard on
series-parallel graphs but leave the complexity status of the original problem as open question.
Organization of this paper. In this paper we give a partial answer to the open question posed in [9]: After a formal def-
inition of SFP in Section 2, we show in Section 3 that SFP is NP-hard on graphs with treewidth three. The NP-hardness
of SFP even on graphs with bounded treewidth indicates that SFP is indeed substantially harder than the classical Steiner
Tree Problem for which there exists a linear time algorithm for the special case on graphs with bounded treewidth (e.g.,
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see [2,6]). Observe that the class of series-parallel graphs is equivalent to the class of graphs with treewidth at most two
[3]. On the other hand, for the special case of outerplanar graphs (that are special series-parallel graphs) a polynomial time
algorithm for SFP is suggested in Section 4. Hence, the gap between hard and easy classes is almost closed.
2. Problem formulation
In this section SFP is deﬁned in a formal way: Let a graph G = (V , E), cost coeﬃcients c(e) ∈ R for e ∈ E and a set of
terminal nets T = {Ti ⊆ V | i = 1, . . . , p} be given. The task of SFP is to ﬁnd a subset F ⊆ E of edges such that all vertices
of each terminal net lie in the same common connected component in the graph induced by F and∑
e∈F
c(e)
is minimized.
Note that any instance of SFP can be reduced to one in which either the terminal nets are pairwise disjoint or the
terminal nets all have cardinality 2. It is easy to see that such transformations take linear time. The transformed set of
terminal nets such that each net contains exactly two vertices is denoted by K (T ). A terminal net {va, vb} ∈ K (T ) is called
pair and va is called partner of vb and vice versa. A vertex vi that is not a terminal, i.e., there is no pair that contains vi , is
called partner-free vertex.
Notation. Throughout this paper we will use the following notation: Let G = (V , E) be a graph. The number of vertices
(edges) of G is denoted by n (m). The degree of a vertex in graph G is denoted by degG(v). For a subset F ⊆ E of edges
the graph induced by F is denoted by GF . Let P be a path. The interior of path P is the subgraph of P that does not
contain the two endpoints of P . Moreover, let s, t be two vertices that lie on P . Then we write s, t ∈ P and the subpath of
P connecting s and t is denoted by SPP (s, t). A subdivision path P of G is a connected subgraph such that there are two
vertices s, t ∈ P with degP (s) = degP (t) = 1 (the endvertices of P ) and degG(v) = degP (v) = 2 holds for all vertices v = s, t
in P . Consider the graph of Fig. 1: (v1, v2, . . . , v8) is a subdivision path while P = (v15, v1, v2) is not a subdivision path
because degG(v1) = 4 = 2 = degP (v1). Let P be a subdivision path of G . In the absence of ambiguity, we write P instead of
E(P ) where E(P ) denotes the set of edges of P . Hence, if P ′ and P ′′ are subdivision paths of G then P ′ − P ′′ = E(P ′)\ E(P ′′).
For a subset X ⊆ E of edges c(X) =∑e∈X c(e) denotes the total cost of edges in X .
Finally, let I = (G, c, T ) be an instance of SFP then F(I) denotes the set of feasible solutions of I . An instance I ′ =
(G ′, c′, T ′) is a reduction of I if there exists a subset Opt(I) ⊆ F(I) that contains at least one optimal solution of I , a
surjective function f : F(I ′) → Opt(I) and a constant const. ∈ R such that c( f (F ′)) = c′(F ′) + const. holds for every F ′ ∈
F(I ′). Obviously, every algorithm that solves I ′ can be used to solve I .
3. NP-hardness
In this section, we show that SFP is strongly NP-hard even for graphs with treewidth 3. The proof is done by a reduction
from the Vertex Cover Problem which is known to be strongly NP-hard [4].
Let G˜ = (V˜ , E˜) be an instance of the Vertex Cover Problem with |V˜ | = n and |E˜| = m. We construct an instance of SFP
that consists of vertex- and edge-gadgets:
For every v ∈ V˜ we have a vertex-gadget (V v , Ev) with
V v = {s, t, v},
Ev =
{
(s, v), (v, t)
}
.
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Ve = {s, t, ze, ze,vi , ze,v j },
Ee =
{
(ze, ze,vi ), (ze, ze,v j ), (s, ze,vi ), (s, ze,v j ), (ze,vi , t), (ze,v j , t)
}
.
The vertex- and an edge-gadgets are glued together by identifying vertex s and vertex t of every gadget. The edge cost
are
c(i, j) =
{
n (i, j) = (s, v) for v ∈ V˜ ,
n + 1 otherwise.
Finally, T = TE ∪ TV with
TE =
{{ze, t} | e ∈ E˜},
TV =
{{ze,v , v} | v ∈ V˜ and v is an endpoint of e}.
Observe that each terminal net contains exactly two vertices. See Fig. 2 for an illustration of the construction (ignore that
some edges are bold).
We show that there exists a Vertex Cover of cardinality at most k if and only if there exists a feasible solution F of the
constructed instance of SFP with cost at most 3m(n + 1) + n2 + k.
Let C ⊆ V˜ be a Vertex Cover of G˜ with |C |  k. For every edge e ∈ E˜ choose one endpoint of e which is in C , i.e., let
φ(e) ∈ C such that φ(e) is an endpoint of e. Now we deﬁne a solution for SFP as follows: Choose all edges of the form
(ze, ze,φ(e)). Within the vertex-gadgets choose
(v, t) if v ∈ C,
(s, v) if v /∈ C .
Within edge gadgets choose
(ze,vi , t) if vi ∈ C,
(s, ze,vi ) if vi /∈ C .
See Fig. 2 for an illustration of such a solution of SFP.
Let F be the set of edges obtained by the rules just described. Every vertex v ∈ V˜ is either connected via s or via t to
all its partners in TV . By construction φ(e) ∈ C and hence (ze, ze,φ(e)) ∈ F and (ze,φ(e), t) ∈ F . All pairs in TE are connected.
Therefore, F is feasible for SFP. Observe that F contains exactly three edges of every edge-gadget and one edge of every
vertex-gadget. Therefore,
c(F ) = 3m(n + 1) + k(n + 1) + (n − k)n = 3m(n + 1) + n2 + k.
Now assume that F is a feasible solution of SFP with c(F ) 3m(n + 1) + n2 + k. Due to the feasibility of F there are at
least three edges of every edge-gadget and at least one edge of every vertex-gadget in F . Assume that there is a connection
between s and t in GF . Then there exists a vertex-gadget with two edges in F or an edge-gadget with four edges in F .
Hence, we would have
c(F ) 3m(n + 1) + n2 + n + 1 > 3m(n + 1) + n2 + k
which contradicts the assumption c(F ) 3m(n+ 1)+n3 +k. Therefore, for every v ∈ V˜ either (s, v) ∈ F or (v, t) ∈ F . Deﬁne
C = {v ∈ V˜ | (v, t) ∈ F}.
We have to show that C is a Vertex Cover of G˜ . Assume that there exists an edge e = (vi, v j) ∈ E˜ such that (s, vi), (s, v j) ∈ F .
Since there is no connection between s and t in GF , we have (s, ze,vi ), (s, ze,v j ) ∈ F . But since F is feasible and there is a
path from ze to t in GF there must be a path from s to t which leads to a contradiction. Observe that GF is a forest without
connection between s and t which implies that there are exactly 3 edges of every edge-gadget in F . Therefore, C is a Vertex
Cover that satisﬁes
c(F ) = 3m(n + 1) + n(n − |C |)+ (n + 1)|C | = 3m(n + 1) + n2 + |C | 3m(n + 1) + n2 + k
and hence |C | k.
Finally, we show that the constructed graph has treewidth 3. Consider the following tree decomposition: There is a bag
{s, t, v} for each v ∈ V˜ , bags {s, t, ze, ze,vi } and {s, t, ze, ze,v j } for each e = (vi, v j) ∈ E and ﬁnally bag {s, t}. There is an
edge between the bags {s, t} and {s, t, v} (for every v ∈ V˜ ). For each e = (vi, v j) ∈ E there is an edge between {s, t} and
{s, t, ze, ze,vi } and between {s, t, ze, ze,vi } and {s, t, ze, ze,v j }. It is straightforward to verify that this construction yields a tree
decomposition of G with width 3. Moreover, the treewidth is not less than 3 because G contains a K4 as minor.
Theorem 3.1. The Steiner Forest Problem is strongly NP-hard even on graphs with treewidth three.
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4. The special case of outerplanar graphs
In this section, we give a polynomial time algorithm for SFP in outerplanar graphs. A graph G = (V , E) is outerplanar
if it has a crossing-free embedding in the plane such that all vertices are on the outer face. There are several linear time
recognition algorithms for outerplanar graphs (e.g., Mitchell [7] or Wiegers [10]). See Brandstädt et al. [3] for a survey on
this graph class.
Let G + K1 denote the graph that is obtained from G by adding a new vertex and joining it with all vertices of G .
Wiegers [10] observed that G is outerplanar if and only if G + K1 is planar. Hence, every planarity test can be used to test
outerplanarity. Moreover, the planar embedding of G + K1 induces an (not necessarily unique) ordering (v1, v2, . . . , vn) of
the vertices of G on the outer face. We will refer to this ordering throughout. Observe that the graph obtained after adding
all missing edges of the form (vi, vi+1) for i = 1, . . . ,n − 1 and (vn, v1) is again outerplanar (see Fig. 3). In order to make
sure that no such auxiliary edge is in an optimal solution of SFP, we have to assign extremely high cost to these edges, e.g.,
c(e′) =∑e∈E c(e). Hence, from now on we assume that G consists of an outer cycle C = (v1, . . . , vn) and some chords (see
Fig. 1 for an illustration). Note that it takes linear time to achieve an instance with this property.
The main idea of the algorithm is to successively reduce the underlying network of the instance until a path remains.
An optimal solution of SFP on a path contains all edges with negative cost coeﬃcients as well as all unique paths that
158 E. Gassner / Journal of Discrete Algorithms 8 (2010) 154–163Fig. 3. Let G be the graph induced by the bold edges and K1 is given by the dashed edges. The graph obtained by G after adding (v1, v5) is again
outerplanar and consists of the cycle C = (v1, v2, v3, v4, v5) and the chords (v1, v3) and (v3, v5).
connect vertices of the same terminal net. In a reduction step the current instance I = (G, c, T ) is transformed to a reduced
instance I ′ = (G ′, c′, T ′). The surjective function of the reduction is given by a replacement rule of the following form: Given
a feasible solution F ′ of I ′ then f (F ′) is obtained from F ′ after applying the given replacement rule.
As soon as an optimal solution of the reduced instance is known the replacement rules are applied in reverse order until
an optimal solution of the original instance is determined. The key reductions are of the following form: Let P = (v1, . . . , vk)
be a subdivision path and (v1, vk) ∈ E . The edge (v1, vk) is called chord. Then we ﬁnd a reduced instance that does not
contain (v1, vk). After deleting all chords, we end up with an instance on a path where SFP is easy to be solved.
Before starting with the main part of our algorithm, the set of terminal nets is modiﬁed until it has a particular simple
structure:
Step 1: Removing crossings
In the ﬁrst step terminal nets that cross along C are considered:
Lemma 4.1. Let {vi, v j}, {vs, vt} ∈ K (T ) such that i < s < j < t holds, i.e., {vi, v j} and {vs, vt} cross each other. Then these four
terminals lie in a common component in G F for every feasible solution F of SFP.
Proof. Assume that there exists a feasible solution F such that the four vertices do not lie in a common component in GF .
Then there exists a path P1 from vi to v j and a path P2 from vs to vt in GF such that P1 and P2 are vertex-disjoint.
However, the vertices lie in a particular order on the outer cycle which implies the existence of a K4-minor in G . This
contradicts the assumption of outerplanarity of G . 
Lemma 4.1 implies that all terminal nets that contain crossing pairs can be unioned. Consider the following auxiliary
graph H(T ): H(T ) contains a vertex for each pair in K (T ). There are two types of edges: There is an edge between {vi, v j}
and {vs, vt} whenever {vi, v j}∩ {vs, vt} = ∅ (intersection edge) and there is an edge between {vi, v j} and {vs, vt} whenever
these two pairs are crossing (crossing edge).
The connected components of H(T ) imply a partition of V = V0 ∪ V1 ∪ · · · ∪ Vr (cf. intersection edges) such that the
vertices in V0 are partner-free (these vertices do no appear in H(T )) and vertices in V i (i = 1, . . . , r) have to be pairwise
connected, i.e., we get a new representation of the set of terminal nets of the form {V i | i = 1, . . . , r}. Each terminal net Vi
can be transformed to a set of terminal nets each of which has cardinality 2 and there are no crossings.
The transformation described above can be done in O(n2) time because H(T ) has at most n vertices and n2 edges.
In the following we assume that we are given an instance (G, c, T ) with K = K (T ) is an equivalent representation of
the set of terminal nets T and K contains only pairs and has no crossings.
In the next two subsection we show how to obtain an instance without negative cost coeﬃcients and partner-free
vertices of degree 2.
Step 2: Removing negative cost coeﬃcients and partner-free vertices of degree 2
Recall that we allow negative cost coeﬃcients. Obviously, an optimal solution will contain all edges with negative cost.
Since the class of outerplanar graphs is closed under edge contractions, negative cost edges may be contracted and included
in the ﬁnal solution.
Given an instance (G, c, T ) of SFP with nonnegative cost coeﬃcients and a vertex vi ∈ V with degG(vi) = 2 such that
vi has no partner in K . Then there exists an optimal solution that either contains both edges that are incident to vi or
none of them. Therefore, smooth (the inverse of subdivide) every maximal subdivision path P whose internal vertices are
partner-free with a single edge eP with cost
∑
e∈P c(e). This operation can be performed in linear time by a depth-ﬁrst
search.
Note that formally both procedures, the deletion of negative cost edges and partner-free vertices of degree 2, are trivial
forms of instance reductions.
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Step 3: Fully reducing a subdivision path
Assume that we are given an instance I = (G, c, T ) without crossings, negative cost coeﬃcients and partner-free vertices
of degree 2. Let P = (v1, . . . , vk) be a subdivision path of G . Then we introduce the following deﬁnitions:
• KP = {{vi, v j} ∈ K | vi, v j ∈ P } is the set of pairs on P .
• A subdivision path P is called independent if there is no internal vertex vi of P that has a partner outside of P .
• A subdivision path P is called fully reduced if it can be decomposed into several subdivision paths P = ( P¯1, . . . , P¯ r) such
that for i = 1, . . . , r P¯ i is independent and contains at most two edges.
The task of the following subsection is to ﬁnd a reduction I ′ = (G ′, c′, T ′) such that the subdivision path P ′ in G ′ that is
associated with the subdivision path P in G is fully reduced.
Consider subdivision path P = (v1, . . . , vk) of G . Every vertex vi ∈ P that has a partner that is not in P is called
split-vertex of P . We say that the endpoints of P are split-vertices by deﬁnition. These split-vertices split P into sev-
eral subdivision paths and hence yield a decomposition P = ( P¯1, . . . , P¯ r). Each such subdivision path P¯ i (i = 1, . . . , r) is
independent because there are no crossings. However, some of these subdivision paths may contain more than two edges.
The following describes a reduction I ′ such that the counterpart of P¯ i in G ′ has at most two edges. Consider the example
illustrated in Fig. 4(a): The solid lines are edges of an independent subdivision path P¯ = (v1, . . . , v5) and the dashed lines
describe the pairs on P¯ . We distinguish two types of connections between two partners: There is a connection between
them by way of a path fully contained in P¯ (inside connection) or the connection needs at least one edge not contained in
P¯ (outside connection). Either all pairs on P¯ are connected inside (see Fig. 4(b)) or there exists at least one pair that is con-
nected outside. Assume that {v2, v4} is the pair whose subpath SPP¯ (v2, v4) is shortest among all pairs that are connected
outside. This pair is called minimum outside connected pair. Then {v2, v5} is automatically connected outside and {v3, v4}
is connected inside (due to the minimality property of {v2, v4}). The obtained solution is illustrated in Fig. 4(c). Analogous
solutions are obtained provided that {v2, v5} or {v3, v4} is a minimum outside connected pair (see Fig. 4(d) and Fig. 4(e)).
Recall that SPP¯ (vi, v j) denotes the subpath on P¯ between vi and v j . The set of edges on P that are not in SPP¯ (vi, v j)
are denoted by SPP¯ (vi, v j), i.e.,
SPP¯ (vi, v j) = P − SPP¯ (vi, v j).
Lemma 4.2. Let (G, c, T ) be an instance of SFP with nonnegative cost coeﬃcients and let P¯ = (v1, . . . , vq) be an independent subdi-
vision path of G. Then there exists an optimal solution F ∗ of SFP that satisﬁes one of the following conditions:
1. P¯ ∩ F ∗ = argmin{vi ,v j}∈K P¯ c(F P¯ (vi, v j)) =: A1( P¯ ), or
2. P¯ ∩ F ∗ =⋃{vi ,v j}∈K P¯ SPP¯ (vi, v j) =: A2( P¯ ), or
3. P¯ ∩ F ∗ = P¯ := A3( P¯ )
with
F P¯ (vi, v j) =
( ⋃
{vs,vt }∈K P¯
is<t j
SP P¯ (vs, vt)
)
∪ (SPP¯ (vi, v j)).
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contains all edges of P¯ then there is no connection between v1 and vq along P¯ in GF for every optimal F . The pairs
outside of P¯ are connected in GF ∗\ P¯ (because not all edges of P¯ lie in F ∗) and hence every F˜ ⊂ E with
c( F˜ ) = min
F\ P¯=F ∗\ P¯
all pairs in K P¯
are connected in GF
c(F )
is an optimal solution. The pairs in K P¯ can be connected inside or outside of P¯ . If they are all connected inside then
an optimal solution satisﬁes F ∗ ∩ P¯ = A2( P¯ ). Provided that {vi, v j} ∈ K P¯ is a minimum outside connected pair, an optimal
solution satisﬁed F ∗ ∩ P¯ = F P¯ (vi, v j). Observe that whenever F ∗ with F ∗ ∩ P¯ = F P¯ (vi, v j) is feasible then F˜ with F˜ =
F ∗ ∪ F P¯ (vs, vt) \ F P¯ (vi, v j) for some {vs, vt} ∈ K P¯ is also feasible. Hence, an optimal solution will choose the cheapest
alternative among the sets F P¯ (vi, v j) for {vi, v j} ∈ K P¯ and hence we get F ∗ ∩ P¯ = A1( P¯ ) which concludes the proof. 
We are now able to ﬁnd a reduction I ′ = (G ′, c′, T ′) of an independent subdivision path such that the associated subdi-
vision path in G ′ contains at most two edges:
Reduction (Fully reducing an independent subdivision path). Given an independent subdivision path P¯ of instance I = (G, c, T )
an associated reduced instance I ′ = (G ′, c′, T ′) is deﬁned as follows: Replace P¯ = (v1, . . . , vq) by P¯ ′ = (v1, x, vq) with
c(v1, x) = c(P ) − c
(A2(P )),
c(x, vq) = c(P ) − c
(A1(P ))
and K ′ = K ∪ {{x, vq}} \ K P¯ . We use the following Replacement rule: (v1, x) → A1( P¯ ) and (x, vq) → A2( P¯ ).
Reconsider the example of Fig. 4(a): F P¯ (v2, v4) = 8, F P¯ (v2, v5) = 6, F P¯ (v3, v4) = 10 and hence the cheapest solution
among those where at least one pair is connected outside has cost c(A1( P¯ )) = 6. If all pairs are connected inside, we get
c(A2( P¯ )) = 9 and c( P¯ ) = 11. Path P¯ is replaced by P¯ ′ = (v1, x, v5) where (v1, x) models A1( P¯ ), edge (x, v5) models A2( P¯ )
and if both edges are chosen then the original instance has an optimal solution with A3( P¯ ) (see Fig. 4(f)).
Observe that A1( P¯ )∪A2( P¯ ) = P¯ and hence if {{v1, x}, {x, vq}} ⊆ F ′ ∈ F(I ′) (i.e., both edges are in F ′) then f (F ′) contains
all edges of P¯ and hence f (F ′) ∩ P¯ = A3( P¯ ). Let
Opt(I) = {F ∈ F(I) | F ∩ P¯ ∈ {A1( P¯ ), A2( P¯ ), A3( P¯ )}}
then the function f deﬁned by the previous replacement rule is deﬁned on F(I) and maps to Opt(I). It is straightforward
to show that f is surjective: Let F ′ ∈ F(I) then either (v1, x) /∈ F ′ or (x, vq) /∈ F ′ or both edges are in F ′ . Observe that there
is no feasible solution that excludes both edges because otherwise the pair {x, vq} would not be connected. If (v1, x) /∈ F ′
or (x, vq) /∈ F ′ then all pairs in K ′ \ {x, vq} are connected in GF ′\P ′ and hence all pairs in K \ K P¯ are connected in G f (F ′) .
By deﬁnition if (v1, x) /∈ F ′ then (x, vq) ∈ F ′ and hence f (F ′) ∩ P¯ = A2( P¯ ) and hence all pairs in K P¯ are connected in
G f (F ′) . If (x, vq) /∈ F ′ then f (F ′) ∩ P¯ = A1( P¯ ) which implies the feasibility of f (F ′). Finally, if (v1, x), (x, vq) ∈ F ′ then
f (F ′)∩ P¯ = A3( P¯ ) = P¯ . It is easy to see that f (F ′) is then feasible. Hence, f (F ′) is a feasible solution with f (F ′) ∈ Opt(I). If
the sets Ak( P¯ ) for k = 1,2,3 are pairwise disjoint, then f is a bijective function. Observe that A1( P¯ ) = Ak( P¯ ) for k = 2,3.
In case that A2( P¯ ) = A3( P¯ ) the function f is not injective but still surjective. Hence, f is a surjective function. Simple
calculations yield
c′(F ′) = c( f (F ))− c(P ) + c(A1(P ))+ c(A2(P )).
Hence, I ′ is a reduction of I but the subdivision path associated with P¯ contains only two edges.
Summarizing, the procedure of fully reducing a subdivision path works as follows: Given a subdivision path P =
(v1, . . . , vk):
• Determine the split-vertices on P . Let P¯ i (i = 1, . . . , r) be the independent subdivision paths on P between the split-
vertices.
• For every i = 1, . . . , r do:
– Let P¯ i = (v1, . . . , vq) = P¯ .
– Determine F P¯ (vs, vt) for all {vs, vt} ∈ K P¯ .
– Let A1( P¯ ) = argmin{vs,vt }∈K P¯ c(F P¯ (vs, vt)). Furthermore, determine A2( P¯ ) and c( P¯ ).
– Replace P¯ by (v1, x, vq) and update K by K ∪ {{x, vq}} \ K P¯ .
– Set c(v1, x) = c( P¯ ) − A2( P¯ ) and c(x, vq) = c( P¯ ) − A1( P¯ ).
– Replacement rule: (v1, x) → A1( P¯ ) and (x, vq) → A2( P¯ ).
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two edges between two consecutive split-vertices. The last reduction step is to delete a chord. After deleting all chords, we
end up with a path where SFP is easy to solve.
Step 4: Deleting chords
Let us start with a direct consequence of fully reduced subdivision paths:
Lemma 4.3. Let G = (V , E) be outerplanar with outer cycle C = (v1, v2, . . . , vn) and let P = (v1, . . . , vk) be a subdivision path of G.
Moreover, let P be fully reduced. Then every feasible solution F of SFP satisﬁes |P \ F | 1, i.e., there is at most one edge of P missing
in F .
Proof. Assume that (vi, vi+1), (v j, v j+1) ∈ P \ F with i < j. If there is a split-vertex on SPP (vi+1, v j), we immediately get a
contradiction because there is no connection between the split-vertex and its partner outside of P . If there is no split-vertex
on SPP (vi+1, v j) then the fact that P is fully reduced implies that vi and v j+1 are split-vertices and vi+1 = v j . But since
v j has degree 2 it has at least one partner. On the other hand, v j is isolated and hence there is no connection from v j to
its partner. 
Lemma 4.3 implies that every feasible solution F of SFP either contains all edges of P or there is at most one missing
edge. Now let P = (v1, . . . , vk) be a fully reduced subdivision path and let (v1, vk) ∈ E . Edge (v1, vk) is called chord while
the subdivision path does not contain a chord-edge. Then either (v1, vk) ∈ F or (v1, vk) /∈ F . Hence, we get four possible
combinations:
• Type 1: One edge of P and (v1, vk) are missing in F .
• Type 2: One edge of P is missing in F and (v1, vk) ∈ F .
• Type 3: All edges of P are in F but (v1, vk) is missing in F .
• Type 4: All edges of P and (v1, vk) are in F .
Let F ∗ be an optimal solution of an instance with nonnegative cost coeﬃcients. Due to the nonnegativity we may assume
that there exists an optimal solution that does not contain any cycles, i.e., there exists an optimal solution that is not of
Type 4.
Type 2 and Type 3 imply that all vertices of P lie in one connected component of GF ∗ . Hence, whenever a solution
of Type 2 is feasible one can exchange the missing edge of F ∗ by (v1, vk) to get a feasible solution of Type 3 and vice
versa. Hence, every optimal solution of Type 2 or 3 will exclude a most expensive edge of P ∪ {(v1, vk)}. Let cmax(P ) =
maxe∈P c(e) = c(emax) where emax is chosen arbitrarily if there are several most expensive edges.
We consider the following two cases:
• c(v1, vk) cmax(P ): Then there exists an optimal solution that is not of Type 2 (because Type 3 is not more expensive).
Hence, there exists an optimal solution of Type 1 or of Type 3. In both cases the chord (v1, vk) does not lie in the
considered optimal solution.
Reduction (Deleting a chord if c(v1, vk) cmax(P )). I ′ = (G ′, c, T ) with G ′ = (V , E ′) and E ′ = E \ {(v1, vk)}.
Since there exists an optimal solution that does not contain {(v1, vk)}, I ′ is a reduced instance.
• c(v1, vk) < cmax(P ): Then there exists an optimal solution that is of Type 1 or of Type 2, i.e., one edge of P is missing
and the chord is in- or excluded.
If the chord is included (Type 2) then all vertices of P lie in the same connected component regardless of which edge
of P is missing. Hence, F ∗ ∩ P = P \ {emax}.
If the chord is excluded (Type 1) then there is no connection between v1 and vk in P ∪ {(v1, vk)}.
Our goal is to model these two alternatives (Type 1 and Type 2) without using the chord.
Reduction (Deleting a chord if c(v1, vk) < cmax(P )). Let I ′ = (G ′, c′, T ) with G ′ = (V , E ′) and E ′ = E \ {(v1, vk)} and
c′(e) = c(e) if e /∈ P and c′(e) = c(e) + c(v1, vk) − cmax(P ) otherwise. We use the following Replacement rule: Let F ′ be
an optimal solution of I ′ . If all edges of P are contained in F ′ then (emax) → (v1, vk), i.e., f (F ′) = F ′ ∪ {(v1, vk)} \ {emax}
(if not all edges of P are in F ′ then f (F ′) = F ′).
Consider the example given in Fig. 5(a): P = (v1, v2, v3, v4) be a fully reduced subdivision path and (v1, v4) is a chord.
The dashed lines indicate pairs (there may be pairs that connect terminals of inside and of outside the path). An optimal
solution will be of Type 1 or of Type 2, i.e., either the chord is excluded and there is no connection between v1 and
v4 in the graph induced by P ∪ {(v1, v4)} or the chord is included and all vertices of P lie in the same connected
162 E. Gassner / Journal of Discrete Algorithms 8 (2010) 154–163Fig. 5. Reduction process of deleting a chord.
component. Since c(v1, v4) = 2 < maxe∈P c(e) = 4, we delete the chord and add c(v1, v4) − maxe∈P c(e) = −2 to the
cost coeﬃcients of edges on P (see Fig. 5(b)). If the optimal solution of the new instance excludes one edge of P then
there exists an optimal solution of the original instance with the same set of selected edges (solution of Type 1). If,
however, an optimal solution of the new instance chooses all edges of P (Fig. 5(c)) then there is an optimal solution of
Type 2 that includes the chord and excludes the most expensive edge of P (see Fig. 5(d)).
We have to show that this is indeed a reduction of the current instance I: We use Opt(I) = F(I). Let F ′ ∈ F(I ′). If
there is an edge of P missing in F ′ then f (F ′) = F ′ holds and F ′ is feasible. If all edges of P lie in F ′ then f (F ′) =
F ′ ∪ {(v1, vp)}\ {emax}. f (F ′) = F is feasible because GF and GF ′ have the same connected components. Therefore, f (F ′)
is a feasible solution of the old instance. Function f is bijective. It remains to compute the constant of the reduction:
If |P \ F ′| = 1 then
c
(
f (F ′)
)= c′(F ′) − (k − 1)(c(v1, vk) − cmax(P ))
holds. If |P \ F ′| = 0, i.e., P ⊆ F ′ then
c
(
f (F ′)
)= c′(F ′) − k[c(v1, vk) − cmax(P )]− cmax(P ) + c(v1, vk)
= c′(F ′) − (k − 1)(c(v1, vk) − cmax(P )).
Hence, the constant of the reduction is equal to −(k − 1)(c(v1, vk) − cmax(P )).
Putting all together, we get the following algorithm:
• Preprocessing:
Remove crossings and determine the set of pairs K . Remove negative cost coeﬃcients and partner-free vertices of degree
2.
• Main step (while G is not a path):
Select a subdivision path P = (v1, . . . , vk) with (v1, vk) ∈ E .
– Remove all negative cost coeﬃcients on P .
– Remove all partner-free vertices of degree 2 on P .
– Fully reduce P .
– Delete the chord (v1, vk).
• Determine an optimal solution F ∗ (G is now a path).
• Backward Phase: Replace F ∗ according to the replacement rules in reverse order.
Theorem 4.4. The Steiner Forest Problem can be solved in O(n2) time on outerplanar graphs.
Proof. The correctness of our algorithm follows from the description above. The preprocessing step takes O(n2) time. More-
over, there are at most O(n) chords. For each chord the main step can be done in linear time. Finally, the backward phase
takes again linear time. Hence, we get an O(n2) time algorithm. 
5. Conclusion
In this paper we discussed the Steiner Forest Problem. We showed that this problem is strongly NP-hard on graphs with
treewidth 3 while there exists a quadratic time algorithm on outerplanar graphs.
The complexity status for the special case on series-parallel graphs remains unanswered and hence opens the door for
further challenging research.
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