Abstract. In this paper I start from a definition of"cuiture of the artificial" which might be stated by referring to the background of philosophical, methodological, pragmatical assumptions which characterizes the development of the information processing analysis of mental processes and of some trends in contemporary cognitive science: in a word, the development of AI as a candidate science of mind. The aim of this paper is to show how (with which plausibility and limitations) the discovery of the mentioned background might be dated back to a period preceding the cybernetic era, the decade 1930--1940 at least. Therefore a somewhat detailed analysis of Hull's "robot approach" is given, as well as of some of its independent and future developments.
reproduction of the former opens up the way to the ("empirical") hypothesis that from this starting point it will be possible to simulate complex processes which are more commonly known as "psychic", by means of a procedure of accumulation and generalization of the positive results reached which is comparable in principle with the "mature" sciences. It is thus not impossible to deal with the complexity of psychic phenomena using ordinary analytical criteria.
(4) knowledge of the external world of an organism occurs through representations. These representations are variously viewed-as identical to the functional states or as their semantic content. In any case they concern physical structures, which as such can in principle be implemented in particular artefacts. (5) The observer can legitimately describe the processes of the artefact (seen as an "intentional system") using a mentalistic language (like the one commonly used in the higher organisms), at least in order to control and predict its behavior.
When I said I intended to make a point by point summary of the culture of the artificial, I emphasized that I was referring in particular to what may be inferred from AI as a science of mind.1 If one considers AI exclusively as a branch of engineering, concerned with emulating and extending certain human capacities, then almost none of points~ (1)- (5) proposed above would be relevant. But let me be more explicit on this point. In the present paper my aim is to show that the discovery of the notion of the artificial as is defined by (1)-(5) goes back to an era preceding AI, indeed preceding cybernetics itself: the era that we would define here of protocybernetics. Are all the above points relevant in order to define the "culture of the artificial" in the protocybernetics era? Obviously, one should be clear on the nature of the artificial: in the protocybernetic era -but also in the cybernetic one -the "artificial" is essentially and generically the "inorganic"; in the more recent times of information processing psychology and cognitive AI the "artificial" is specifically the "computational". This should be kept in mind, for example, when considering point (4) . The physical structures referred to in point (4) are symbolic codes: as such they are specific to classical (symbolic) AI, and not proper to any preceding mechanistic trends in the science of mind. In fact it is on this point that computational cognitivists of the so-called classical view distinguish themselves both from old cybernetics and from new connectionistic AI (see for example, Pylyshyn, 1989) . And not by chance do they oppose to neoconnectionists using the same argument which they assume to be conclusive, and use against connectionism from Hull to Hebb to Osgood, i.e. what I would like to call the protocybernetic conneetionism of the thirties (i.e. of the era of the "discovery" of the artificial as defined above). 2 It is thus understandable that Fodor and Pylyshyn find themselves "with a gnawing sense of d6jfi vu" when concluding their well-known critical analysis of contemporary connectionism (Fodor and Pylyshyn, 1988) . Therefore, we should be careful to avoid confusion when extending the notion of "culture of the artificial" to the period preceding classical cognitive AI.
Discovering the Artificial: Clarke L. Hull's Robot Approach
Let us start from the so-called "robot approach", to which Clark Hull dedicated himself between the late twenties and 1935, and some of its independent and later developments. 3 A psychologist with a background of studies in logic and engineering, Hull had designed and constructed a machine which found syllogistic conclusions automatically. However, from at least 1926 onwards he was already thinking of a design for a different kind of machine which could stimulate higher functions. 4 It appears that Hull managed to realize his project for the first time after a chance meeting with a young chemist, H. D. Baernstein. Their model claimed to reproduce numerous characteristics of Pavlov's conditioned reflex. Many of the main points (which I shall return to frequently) of my definition of the culture of the artificial are summarized in the brief preview of the project which Hull published with Baernstein in Science in 1929. Placing their project against the background of the so-called "mechanistic tendency of modern psychology", the authors presented it as a "synthetic verification" of the behavioristic hypothesis of mental functions through the "inorganic" simulation of the characteristics of the conditioned reflex. The methodological inspiration of the project was summarized as follows in Science:
"If it were possible to construct non-living devices -perhaps even of inorganic materials -which would perform the essential functions of the conditio~aed reflex, we should be able to organize these units into systems which would show true trial and error learning with intelligent selection and the elimination of errors, as well as other behavior ordinarily classed as psychic. Thus emerges in a perfectly natural manner a direct implication of the mechanistic tendency of modern psychology. Learning and thought are here conceived as by no means necessarily a function of living protoplasm any more than is aerial locomotion" (Hull and Baernstein, 1929, pp. 14-15) .
These ideas must have been around to a greater extent than Hull himself thought. In the same year another psychologist, J. M. Stephens, proposed a similar "synthetic test" of a psychological theory, this time related to a learning theory based on Edward Thordike's law of effect. 5 Also according to Stephens it was possible to make a "synthetic" approach to the subject, an approach which is comparatively independent of any "analysis" of the living protoplasm. It is worthwhile rereading the passage below. In his pioneering work, Stephens was surprised to discover that the mechanistic metaphor suggested a possible new conception of the relationship between psychology and neurology and a fresh possibility of testing a psychological theory: "The above conception occurred to me as a means of evaluating those expositions of learning couched in neurological terms, This test of possible synthesis had, at first, only theoretical interest. To my surprise, however, I found that some of the analyses presented startling possibilities of mechanical synthesis .... I have tried to use no explanation of animate learning which could not be considered to work in a machine. I have considered protoplasmic organisms as very complicated machines and nothing further" (Stephens, 1929, p. 423) .
"Very complicated machines" therefore. But what kind of machines? Both Hull and Stephens were obviously thinking of machines capable of modifying their own internal organization and therefore of showing a certain degree of variation in their behavior, a variation that originated in learning. Obviously it was not a question of simulating a simple reflex action, but of reproducing the mechanisms on the basis of which reflexes are modified in the way suggested by Pavlov and Thorndike's connectionism. 6 The main point, therefore, was memory -how could a machine have been given any. You will recall that the objection in principle by the antimechanistpar excellence of the time, William McDougall, lay in the impossibility of building machines that could modify their behavior on the basis of memory. 7 To give you an idea of how the contemporary mechanists were beginning to approach this problem, let us return to Hull, in order to get a closer look at the function of the model projected in particular by Baernstein. Their device could change its internal organization thanks to the presence of mercury toluene thermoregulators in the form of "U"-'shaped tubes, where the toluene, by heating or cooling, caused the mercury level to rise or fall, and thus close or open the electric circuit respectively (Fig. la) . In practice, they actually represented time-lag relays included in an electric circuit of which I am providing a simplified illustration in Fig. lb. In the circuit we can see push buttons Su, S'e, and S"¢. If one presses push button Su, lamp R lights up via first pair of contacts. This produces the simple unconditioned reflex (Pavlov's classic food-saliva case). Vice versa, the lamp does not light up if one presses one of the push buttons S'c or S"c (which correspond to neutral stimuli, or stimuli to be conditioned: a bell, light and such like are typical examples). But look what happens when we press, for example, S'e for a couple of seconds: the first pair of contacts allow the current to pass through the heating wire surrounding the "U"-relay. This is marked C1 in the diagram, and the wire passes alongside it. In thir way the toluene expands and the mercury rises and closes the circuit. Next we press Su: its first pair of contacts close the main circuit and cause R to light up, at the same time the second pair of contacts send a current through C1 to the heating wire surrounding C2. Two wires are connected to C2, a longer one from S'¢, and a shorter one from S"~; the heating up of the toluene causes the mercury to rise in C2 until it reaches the first of the two wires inside it (the longer one from S'¢) and closes the circuit. At this point, if we press push button S'¢, its second pair of contacts send a current to R, which now lights up. In this way a substitution of the stimulus is created (S, and S'c, in the example), which is typical of simple conditioning. As I said, the original circuit involves several complications leading to "inorganic" reproduction of various aspects of the theory of conditioned reflexes. However, not all these aspects are simulated adequately by the model. For example, an identical behavior of the model can be interpreted on the basis of completely different principles of the theory. This is the case when the model's behavior seems to reproduce the principle of redintegration. As I mentioned earlier, conditioning in its classic formulation can be seen as a case of associative learning, consisting of the "association" of an (unconditioned) stimulus with another (first neutral, then conditioned) one, occurring in strict temporal contiguity. In the case of redintegration the unconditioned stimulus is associated with a group or "complex" of conditioned stimuli, each of which is then able to replace the former separately when evoking the response. 8 If now, to simulate redintegration in Baernstein and Hull's circuit, we press simultaneously S'c and S"c, as a conditioned stimulus complex, and then we press Su in the end the mercury will rise in C2 until contact occurs between both wires in C2; first with the longer one from S'¢, and then with the shorter one from S"~ (see again Figs. la and b) . From that moment (for a certain period) in the conditioned response (the lighting up of R) will follow the pressing of S'¢ or S"~ separately, following, so it appears, the principle of redintegration. In reality, as can be easily seen, this latter phenomenon (the lighting up of R by pressing S'e and S"c separately) could be obtained in any case, even without including S"¢ initially in the conditioning process. But this behavior of the model can be explained, in Pavlov's theory, on the basis of a different principle, the principle of irradiation (Pavlov 1927, pp. 152 ft.). According to it some unconditioned stimuli can evoke the same (although weaker) response through a process of stimulus generalization (and precisely the resistance that in Fig. lb is included in the circuit of the second pair of contacts of S" gives place to the weakening of the "irradiated" response).
It is not surprising that for a certain period Hull and those who were inspired by this approach dedicated themselves to designing circuits that would reproduce the various features of Pavlov's theory in as realistic a way as possible: the basic principles that explained the change of performance of an organism were recognized in these features. A little later Hull himself collaborated with Robert Krueger, an electrical engineer, designing another circuit that, to keep within the bounds of the above example, provided a better simulation of redintegration. Conceptually Krueger's model was not any different to Baernstein's; the novelty lay in the fact that the learning process did not occur via a modification of the "strategic points" (as Krueger and Hull called them) of the connections (the relays in Baernstein's model) but via storage cells that, initially uncharged, were charged when the conditioned stimuli buttons were pressed (analogue of learning), were discharged (analogue of extinction without reinforcement) and were spontaneously reactivated to a greater or lesser extent (analogue of recovering). An analysis of Fig. 2 (which reproduces the original wiring diagram of Krueger and Hull's model) suggests as, in a sense, my conclusion that we have here a better parallel of redintegration is justified. 9
It is not by chance that I have been emphasizing the "inorganic" simulation of redintegration and its possible refinements. At that time, it appears that Hull maintained it was essential for the purpose of investigating a mechanism underlying several types of trial-and-error learning. This was what he defined as the "divergent excitatory mechanism" in which a single stimulus was connected with varying strength to a group of mutually incompatible responses. Normally one of these would correspond to the extinction of a need and be followed by (since it is an adaptive response) a reinforcement which strengthens the connection between the response and the stimulus. These incompatible responses could be single simple acts, and this would then be a form of trial-and-error learning (called "simple") in which a single act from among those possible is enough to bring success or extinction of the need. It is that single act that the organism ends up learning after a process of random selection; or (and this is Krueger and Hull (1931) .)
:3
more frequent) the responses are not simple acts, but particular sequences or chains of simple acts: and it is one of these (or rather, to use Hull's words, a "family" of these) that leads to success or solves the problem. This second type of trial-and-error learning was later to be named "compound" by Hull (1942) . In spite of a certain air of artificiality about this distinction (how does one define a "simple" act?) one could perhaps render it heuristically useful by referring the first type of learning (the "simple" kind) to lower organisms or to elementary type problem-box situations and the second ("compound") type to higher organisms or maze learning situations. Nevertheless both are based on the same divergent excitatory mechanisms which, as I said, Hull believed could be "derived" (his expression) from the redintegration mechanism. In fact Hull is not always consistent in his presentation of his "deductions" (and in later years he also used other expository criteria). Nevertheless, a way of reconstructing them (at least for my present purposes) could be as follows.
As we have seen in redintegration, a single stimulus belonging to a complex of stimuli simultaneously conditioned to give a certain response, can elicit that response even when it occurs separately. Let us assume we have a sequence of stimulus complexes which elicit a corresponding sequence of responses. For instance, let us take the case of a behavior sequence consisting of single alternative actions, e.g. in simple trial-and-error (Fig. 3) . Let $1, $2, $3 be the stimuli from the external environment, and R1, R2, R3 the organism's responses. For the sake of completeness we shall also indicate the (internal) proprioceptive stimuli, sl, s2, caused by the responses. Let us assume that in any redintegrative stimulus complex (dotted rectangles in Fig. 3 ) there are: (1) stimuli like Si (external) and si (internal) that vary from one complex to the next (thus proving conditioned by one single response in the sequence); and (2) a stimulus persisting in each complex. Let us take it to be, for example, the (internal) drive stimulus So triggered by an animal's need for food. It persists while the other stimuli vary, and is thus conditioned to all the responses in the sequence. Let one single response, e.g. R3, be followed by reinforcement (food reducing the need). Even assuming that the SD-R1 and SD-R2 conections initially possess greater excitatory potential, subsequent failure of reinforcement will, according to the principle of experimental extinction, lead to the weakening of these connections, while the presence of reinforcement in SD-R3 will lead to the strengthening of the latter (possibly including strengthening through the spontaneous recovery phases of the two other responses, due to the time intervals between the successive cycles of trials). Thus, to the extent that SD proves conditioned by every response, it is also able to elicit them all according to the various strengths of the respective connections. The divergent excitatory mechanism consists precisely in this. In practice we may see it emerging from a "persisting core" (Hull's expression), i.e. SD, in the redintegrative stimulus complexes present in a behavior sequence. In a well-known theoretical article published in those years, Hull (1930a) presented a detailed analysis of the divergent responses mechanism present in an organism which we might define as redintegrative. Analysis was made of the theoretical strengths of S-R connections and the theoretical values of reinforcement, experimental extinction and spontaneous recovery at various intervals of time and in relation to the organism's so-called "previous history" (in practice, the strengths of the various S-R connections prior to learning). The behavior of this hypothetical, redintegrative organism, Hull observed, showed "the persistence of effort at solution by means of varied response". As he pointed out, this is a type of behavior that is generally defined as "intelligent" or "purposive" in the case of organisms, in order to contrast this "psychic or mental" behavior (recall McDougall) with that of "ordinary automatic machines" (Hull, 1930a, p. 255) . However, for Hull the interest appears to have lain elsewhere: if his description, or "deduction" as he put it, of simple trial-and-error learning was indeed correct, it followed that this "purposive" or "intelligent" form of behavior could be deduced from the basic principles of associationism and connectionism. 1° Significantly enough, the first simple models we saw above were created to embody precisely these principles. It was therefore to be expected that the construction of a model embodying simple trial-and-error principles would come up against the problem of how best to "combine", to use his terminology, the more elementary models created (a "combination", like the "deduction" process, entailing no qualitative differences).
Concluding his description of Krueger's model, Hull gave a list of open problems that future research would have to deal with (Krueger and Hull, 1931, p. 268) . Among these was the simulation of the persisting stimulus (the type exemplified with SD above), which lay at the basis of the simple trial-and-error divergent response mechanism. It must, indeed, have been a satisfaction for Hull to see two Yale University researchers, George Bennett and Lewis Ward, construct a device embodying the divergent response principle a few years later (Bennett and Ward, 1935) . Two lamps are included in the wiring diagram of their model: they never light up simultaneously when, during the process of "conditioning", one turns on the various switches (as usual corresponding to the various stimuli -unconditioned and conditioned). Briefly, we have a machine which, once "conditioned", is capable of choosing between two antagonistic responses: as a simple organism confronted by a problem-box situation. Logically developing Hull's methodology of the artificial, Bennett and Ward held that if it was possible to create a device reproducing such an extremely simplified problem-box situation (with only two alternatives), it might well then be possible to use similar criteria to simulate artificially the divergent response phenomenon in more complex cases like maze learning (what I have described as "compound" trial-and-error learning).
Two year later, in 1935, psychologist Douglas Ellson published his description of a second simple trial-and-error model conceived along totally different lines to reflect Hull's theoretical assumptions more closely (EUson, 1935) . The model consisted of three electromagnets of varying initial strength linked to devices that could subsequently increase or reduce their strength (basically by automatically varying the number of turns in the respective windings). These were radially arranged around a central, spring-suspended soft-iron pendulum. On closing a circuit activating the three magnets the pendulum was attracted by the initially strongest magnet, which we shall call X. In order to reproduce the situation described by Hull, the pendulum should be "conditioned" to move in the direction of the magnet chosen to represent the goal, let us call it Z, which had the least initial strength. In short, this was achieved by simulating the reinforcement and experimental extinction envisaged by Hull with an automatic device that increased or reduced the strength of the respective magnets as goal was achieved after the pendulum had come into contact with each of them.
Rather than go into greater detail, it will be more enlightening to look at Ellson's table giving the changes in performance (and time taken by performance) shown by the model in successive trial-and-error learning cycles (Fig. 4) . Clearly, Ellson's explicit aim was to achieve detailed simulation of the changes shown in the table in which Hull had, a few years earlier, outlined the trial-anderror performance of a hypothetical organism (Hull, 1930a) . From the two tables it is possible to see how the machine and the organism "learn" to respond with the reaction Rz, is seen to be progressively reinforced during the successive Problem (or Behavior) cycles. The machine reproduces various quantitative aspects of conditioning (experimental extinction, spontaneous recovery, etc.) predicted by Hull's theoretical assumptions. This is possibly the first case of detailed matching between intelligent performance in an organism and in an artificial model: a keypoint of the future methodology of the artificial in psychological research.
The building of inorganic mechanisms simulating simple trial-and-error learning could be considered a success for Hull's theory: "one more step", as Ellson put it while reviewing the recent history of the mechanistic approach in psychology since Stephens (Ellson, 1935, p. 216) . Nevertheless, on looking back to the 1930 paper mentioned above where Hull analyzes the features of simple trial-and-error learning, we got the impression that he would not have attached excessively great significance to such mechanisms. Here he came to the conclusion that although psychologists observing an animal learning the correct answer through simple trial-and-error might judge this "purposive" behavior, it could by no means be described as the "type of purpose involving a plan". The construction of inorganic mechanisms underlying this type of purposive behavior and other more complex, "truly psychic" phenomena like planning and insight, pointed to "a radically new order ofautomaticity" (Hull, 1930a, p.256) , although in principle by no means impossible to construct. The theoretical and experimental research Hull carried out between 1930 and 1935 aimed at defining the te~ms within which such a set of problems could be tackled. 11 Here I shall limit reference to the theoretical points relating directly to this alleged "radically new" automaticity, as a candidate explanation of "truly psychic" behavior. One of these points touches on the particularly representational theory of mind outlined by Hull. 
Ultra-Automaticity and the "Psychic Machine"
A redintegrative organism has one basic feature: that of acquiring the capacity to give rise to the response sequence even indepentently of a corresponding sequence of stimuli coming from the external world. In order to do this the organism must create its own sort of "subjective parallel" to the external world, as Hull described it (1930b) . When the organism interacts with the world it is as if "the world in a very important sense has stamped the pattern of its action upon a physical object", i.e. the organism. Thus the organism is able to reproduce the pattern even when the corresponding situation is absent: "The imprint has been made in such a way that a functional parallel of this action segment of the physical world has become a part of the organism. Henceforth the organism will carry about continuously a kind of replica of this world segment. In this very intimate and biologically significant sense the organism may be said to know the world. No spiritual or supernatural forces need be assumed to understand the acquisition of this knowledge. The process is an entirely naturalistic one throughout." (Hull, 1930b, p. 514) In particular, with this type of "replica" or "pattern" the organism can foresee and anticipate events in the external world. These replicas may be considered the knowledge the organism exploits to implement its own subjective sequence of actions before the world sequence constituting the source of external stimuli occurs in real time. Thus the end-response in the subjective sequence is characterized as an action that, once conditioned, can anticipate the external stimulus that had been indispensable to elicit the action before conditioning took place. This end-response is the only one to retain an instrumental function, the other actions or responses in the subjective sequence acquiring at this point exclusively symbolic value: in other words, they become responses that serve exclusively to trigger other actions in the sequence by means of the (internal) proprioceptive stimuli they excite in the organism. As Hull put it, they are "pure stimulus acts" or "symbolic" acts. Since they have ceased to be instrumental acts, they can conveniently be eliminated from the sequence by means of a mechanism Hull defines as "short-circuiting" (think, for example, of the anticipatory shortcircuiting in an animal's sequence of actions defending it from a noxious stimulus, once the sequence has been learnt by the animal).
Thus, as Hull concluded, "the organism is no longer a passive reactor to stimuli from without, but becomes relatively free and dynamic". The role of the symbolic mechanism appears, in fact, to be the "transformation of mere act into thought", to quote Hull again: in other words, its role is to draw from the purely instrumental sequences the symbolic aspect of a thought that may, in some cases, be "rudimentary", but that already has the capacity for anticipatory behavior (Hull, 1930b, pp. 516-517) . The fact that this organic mechanism is essentially automatic challenges us to attempt the customary synthetic verification from inorganic materials": "It is altogether probable that a "psychic" machine, with ample provision in its design for the evolution of pure stimulus acts, could attain a degree of freedom, spontaneity, and power to dominate its environment, inconceivable alike to individuals unfamiliar with the possibilities of automatic mechanisms and~to the professional designers of ordinary rigid-type machines '. (Hull, t930b, p. 517) We might describe Hull's "psychic machine" as a machine whose behavior is not the simple effect of a simple stimulus from without: the cause of its action is internal and can be accounted for with its symbolic model of reality. Ultimately, in order to conceive of a machine able to "dominate its environment" we should be prepared to imagine a machine possessed of that type of "subjective parallel" to the world possessed by organisms. Hull sees the building of such a machine as a real bet with the future. As usual, success achieved in the simulation of the simplest (although also most fundamental) principles of automatic functioning seemed to hold out hopes of similar success in the simulation of principles explaining the most complex, "truly psychic" behavior of organisms. In the meantime, as it were, this position of Hull's appears to have been established on the basis of his empirical, experimental psychological research, which seems to confirm in his mind the equally automatic nature of the more complex principles underlying reasoning, planning and insight, t2 Indeed, a few years after he had formulated his "psychic machine" Hull accounted for insight with a sophisticated version of the principles of associationism, concluding (in disagreement with mentalists and Gestaltists) with these words:
"To state the same thing in other words, we appear to have before us here a deduction of insight in terms such that it might conceivably be constructed by a clever engineer as a non-living -even an inorganic -mechanism". (Hull, 1935, p. 268) In another context Hull's definition of the effective features of this automatic but "psychic" machine is less generic but expressed in terms of negation: the "ultra-automaticity" (as he defined it) of the machine is not that of recent automatic machines known for their practical applications, such as the steam engine or the electric motor. 13 However (and with some relevance to the field of the culture of the artificial I feel), Hull hazarded the prediction that developments in this no better defined "ultra-automaticity" might also depend on its future practical applications: "It is not inconceivable ... that in the demands for higher and higher degree of automaticity in machines constantly being made by modern industry, the uttra-automaticity of the type of mechanism here considered may have an important place. In that event the exploration of the potentialities lying in this radically new order of automatieity would be comparatively rapid." (Krueger and Hull, 1931, p. 268) Nevertheless, there is no real case for far-fetched speculation on the premonitions implicit in the evocative definition of an "ultra-automatic" psychic machine ("non-rigid", possessed of a "degree of freedom", able to "dominate its environment") cited above and in its possible industrial fall-out. As pointed out above, all these expressions refer to the (automatic) response anticipatory mechanism, which is in turn based on the divergent excitatory mechanism typical of a redintegrative organism.
In its simplest form, the response anticipatory mechanism should be implicitly present in simple trial-and-error learning (and thus in its inorganic simulation). Here a "short-circuiting" occurs in the alternative response sequence resulting from a stimulus like So (internal and non-variable, as we have seen). As a result of this short-circuiting, one or more actions in the behavior sequence are, as it were, skipped -possibly even all but one of them, as in the case of simple trialand-error mentioned above where, after a certain period of learning through random trials, the organism produces response R3 immediately and exclusively. In this case it is the only response having instrumental value in the achievement of Success.
As we have seen, although this type of "short-circuiting" is based on forms of anticipatory behavior (and thus on a certain "subjective parallel" of the world), it would have been considered by Hull as a very "rudimentary" form of thought. Underlying the "truly psychic" behavior shown by organisms and thus, presumably, that no better defined "radically new" automaticity or "ultra-automaticity" of future machines, there must apparently have been a second divergent excitatory mechanism, also grounded in the organism's redintegrative capacities (the former, as we have seen, is the mechanism that triggers off short-circuiting in symbolic action sequences through SD). In fact this second divergent mechanism was to be thought of as physically simulated in terms of notions that, as we shall see, went beyond Hull's robot approach. Anyway, it was taken to be triggered by an (internal) proprioceptive stimulus, which became the object of great consideration both among Hulrs critics and successors (e.g. Mowrer and Osgood). Here I am referring to the most exemplary form of "mediational" constructs (between stimulus and response) known as the "anticipatory goal response". Without necessarily short-circuiting the symbolic action sequences (Hull, 1931, p.290) , this is an internal preparatory response of the organism to a need stimulus; while at the same time it is a stimulus controlling the sequence of instrumental actions that produce the plan to eliminate the need itself. 14 Indeed, this was the authentic, dynamic mechanism that, as Hull later put it, made the organism "hormic and purposive" (Hull, 1942, p. 90) . Suffice it here to recall that Hull saw in this the physical symbolic mechanism that could account for the old paradox of backward causation typical of intentional anticipatory actions -another antimechanistic war horse of Hull's time (actually of the time up to cybernetics, as we shall see).
All this brings us back to one of the key points of the culture of the artificial, as I defined it in the first section: the role of representational (physical) mechanisms in the explanation of knowledge and intentional action. However, in order to avoid anachronistic confusion over the nature of Hulrs physical symbolic mechanism, we must at least distinguish between representations with a causal role, i.e. Hull's, and representations as contents of physical symbol structures. In the latter case, the causal role is not attributed to the representations as such, but to the physical structures (as symbolic codes), representations being their semantic content. For computationalist cognitivists, e.g. Pylyshyn, these physical symbolic structures are the key to their different representational solution to the same problem tackled by Hull: a naturalistic account of the semantic of the functional states (as explicitly recognized by Pylyshyn, 1984, pp. 24-28 and 41-42.15 As might have been expected, inorganic reproduction of the goal anticipatory response occupied an important position on Hulrs list (mentioned above) of problems to be tackled in future research on the inorganic simulation of "truly psychic" behavior (Krueger and Hull, 1931) . Another problem he tackled was the design of a device that might be "conditioned" not simply to non-organized complexes of stimuli, but also to certain particular combinations of stimuli in a given complex: in other words, a machine capable of distinguishing between different patterns of stimuli.
An attempt to solve this problem was made the very same year by Nicolas Rashevsky, a biophysicist who was very interested in the physicalistic implications of HuU's robot approach. He interpreted learning as a property of physical systems, which could in essence be referred to specific forms of hysteresis (his research was carried out in the general field of the thermodynamics of living systems, which Lotka had already developed in that period: see Rashevsky, 1931a ). Rashevsky's hypothetical machine for the recognition of stimuli patterns is shown in Fig. 5 (Rashevsky, 1931b) . The machine is interesting as an "assembly" of basic units corresponding to elementary circuits of the BaernsteinHull type. His machine consists of nine of these units (each represented by an S in the figure). The bulb (as usual representing the response: e in the figure) can be lit either directly by a~ (unconditioned stimulus) or by ac (conditioned stimulus) through the conditioned process previously described (as we have seen, consisting in closing ac immediately before a,,). In this case, however, once the entire system has been conditioned ac is then linked to e via three different basic elements linked in series and showing one of the possible configurations. Which configuration is produced depends on the previous shifts in the dials of three manometers, M1, Me and M3, each of which can activate one of the three basic elements and thus form a particular circuit. Shifts in the manometer dials depend in turn on the particular wave pressure passing through pipe P, which is full of air, once vibration has been produced in the microphone membrane, MF. The figure shows a closed circuit between a~ and e via 1', S'1, 3", S"3, 2"', S"'2. A different wave pressure will activate three different basic units linked up in a series that does not complete the circuit and does not trigger a response (the lighting of e). In other words, the machine discriminates the stimulus pattern it has been conditioned to and responds to that and no other pattern. Rashevsky (in disagreement with Driesch) held that it was not in principle impossible to construct more complex machines that might even be able to learn a natural language although, he pointed out, it would require "extraordinary expense and work". He also pointed out that descriptions "in psychological terms" of systems that "know", "desire", "infer" and "try" are "justified by the circumstance that the above process of trials occurred on a different level from the ordinary muscular responses". Moreover, since these machines show behavior patterns of a certain complexity and unpredictability, the observer interacting from without can only use this language, having no apriori knowledge of the "purpose" for which a given system acts (Rashevsky, 1931b, pp. 393--403) . This, too, is a (much debated) key point of the culture of the artificial as I have defined it: the legitimacy of a mentalistic language in interacting with "intentional (natural or artificial) systems". 16
Analytic and Synthetic Methods: Towards the Cybernetics Era
Hull's methodology of the artificial has undergone further refinements through various other contributions taking their lead from his robot approach. The expert in electrical engineering Thomas Ross, for example, designed a number of automata which were subsequently to be mentioned by Ashby and Grey Walter, who looked on Ross as his precursor in the construction of synthetic animals (Walter, 1953, p.82) . Here I should like to spend a few words on what was possibly the founding member of this family of machines. Completed in 1935 thanks to collaboration between Ross and the psychologist Stevenson Smith, it was a motor-run device running on three wheels along a maze consisting of twelve "Y"s, each of which had one "blind" turn (to the right). When first placed at the start of the maze, the automaton explored it thoroughly entering every blind path and "retracing its steps" before going on towards the goal. When subsequently placed once again at the start of the maze, the automaton went through avoiding all the blind paths (like its better-known descendants in the cybernetics era). The crude mechanism underlying this automatic learning process can be seen in Fig. 6 . Suffice it to point out that it consists of a rotating disk on which unsuccessful (blind paths) and successful attempts during exploration of the maze are recorded with a pattern of twelve depressed or raised tabs, corresponding respectively to the choices of turning right or left. By the time the automaton had gone through the twelve sections of the maze thedisk has performed one complete rotation; on the second run the automaton finds the correct route imprinted in its memory, as it were, and will make no further errors. Ross referred somewhat polemically to what I have mentioned as the vitalist's in principle objection concerning the impossibility for a machine to learn: "That is intelligent behavior-a machine could never do that." His machine could (Ross, 1938, p. 187) .
Of course, precisely the "non-animal" perfection, as it were, with which Ross' automaton demonstrated its learning capacities might well have fuelled arguments for further objections, if not in principle at least by "redefinition", as S -i.x,t .... .--.:..., . ,::, Fig. 6. (From Ross, 1938) .
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Minsky was to call it, i.e. by continually modifying the definition of intelligence in order to exclude all artificially reproduced phenomenaJ 7 However, apart from the antivitalistic dispute, Ross defined with extreme clarity the implications of the synthetic method which were to became loci classici in the culture of the artificial: the testing of psychological hypotheses by constructing artefacts, and the machine-organism comparison for respective performances. Presenting the project of some machines analogous to Rashevsky's (i.e. with the ability to discriminate stimulus patterns), Ross wrote:
"It is hoped that it may be possible to test the various psychological hypotheses as to the nature of thought by constructing machines in accord with the principles that these hypotheses involve and comparing the behavior of the machines with that of intelligent creatures. Clearly, this synthetic method is not intended to give any indication as to the nature of the mechanical structures or physical functions of the brain itself, but only to determine as closely as may be the type of function that may take place between "stimulus" and "response" as observed in the psychological laboratory or in ordinary uncontrolled learning and thinking. Only analogies which will work when elaborately executed are sought, not imitations of nerve, brain and muscle structure". (Ross, 1935, p. 387) Shortly afterwards, Hull himself again referred to the synthetic experiments on which these "hopes" rested. In this case the anti-vitalistic conception of his psychic machine, seemed to fit into a perfectly explicit naturalistic reductionism. In Hull's opinion, given the existing state of knowledge, it was impossible to realize such a reductionist project with regard to the psychology-physics relationship, i.e. it was impossible to deduce the postulates which are basic to adaptive and purposive behavior as theorems of microphysics, according to the "natural goal of science". Thus the idea of a "complete scientific monism" should be considered "only as a working hypothesis". In the meantime, Hull concludes, "a kind of experimental shortcut" was to be preferred to the problematic point of view of the monistic-physicalistic theses -models had to be designed that would satisfy the postulates of Hullian theory. If such models behaved exactly as predicted by these axioms, the theory would be proved true, and it could be concluded that the "adaptive behavior may be 'reached' by purely physical means" (Hull, 1937, p. 29 ).
Hull's "shortcut" seemed to be dearly stated by Ross. In describing his automaton he focused his attention on two key-points of the culture of the artificial. According to Ross, in the expectation of the "hoped-for ultimate success of physiologists" in explaining cerebral structures, psychologists could consider the possibility of constructing mechanisms which are functionally equivalent to intelligent behavior. Such mechanisms could thus provide proofs of sufficiency for their theories:
"One way to be relatively sure of understanding a mechanism is to make that mechanism, To find the sufficient condition for learning we should try to make a machine that will learn. This has been done several times in the past few years, and has perhaps been somewhat overdramatized. A very persistent mistaken attitude to work of this sort is the idea that the builder of a machine which will learn must think he has built a mechanism physically like that underlying human or animal learning. Nothing could be further from the truth. What is demonstrated by the physical existence of a performing machine is that a machine is capable of that kind of performance. It is not demonstrated, however, that only this sort of machine can produce the given effects; for no truth is more commonplace in mechanics than that, in general, several alternative mechanisms, differing widely in superficial characteristics and forms of energy utilized, can produce the same end result". (Ross, 1938, p. 185) Ross seemed, therefore, to make completely explicit the methodological implications of the culture of the artificial of his time. The temptation is to suggest that, in a very restricted sense, Ross' automaton fulfilled Hull's dictum on the central role played by the internal model in anticipatory behavior. In fact the memory-disk performs the (arbitrary) symbolic notation function which the automaton uses to record its position in the world. The blind path is represented by an unequivocal tab position: from then on the automaton will avoid it on the basis of this internal representation. Thus a certain (successful) action is anticipated by means of an automatic mnemonic recall process.
If we accept this interpretation, we might call Ross' automaton a "Craikian automaton". Johnson-Laird (1983, pp. 403-404) used this expression to describe, among others, simple mechanisms that appeared to satisfy the requisites formulated by Kenneth Craik in his famous hypothesis on the knowledge of the world obtained by organisms and mechanisms through a "model or parallel of reality", as he put it (Craik, 1943) . Actually, however, all this should be taken with a considerable dose of caution (indeed it is very significant of the confusion that can be created in the field of the culture of the artificial). For example, without closer definition the "subjective parallel" or model of the world hypothesized by Hull could be reduced to the far weaker notion of a Watson-type (internal) proprioceptive stimulation pattern: a pattern capable of recalling without "cues" from the outside a certain sequence of actibn (a "chain reflex", in Watson's expression) previously learnt through exteroceptive cues.lS Moreover, Ross' automaton (and actually also the simple so-called Craikian automata exemplified by Johnson-Laird) may be said to learn through a kind of feedback control, but only in a weak sense, i.e. in the very sense of the Law of the Effect criticized by Mowrer -that of "learning by doing". As Mowrer sharply stressed, the cybernetic insight of automatic feedback control is much deeper than this. 19 Craik's hypothesis is very well-known, but his appraisal of HuU's robot approach is less known, z° Despite Craik's (deserved) success among the various computationalist cognitivists -from Johnson-Laird to Minsky, from Miller et al. to Newell and Simon-this theoretical link with Hull may help us towards a better understanding of Craik's ideas and, at the same time, cast some light on those who were to take up certain of Hull's vague as well as "prophetic" formulations concerning the ultra-automaticity of the psychic machine. In fact, Craik seems to stand at the convergence of trends in mechanistic psychology (the "non-rigid" machine) with the then very recent developments in automatic control theories (machines,with feedback). As Craik put it, the intention of pursuing the robot approach "even more unswervingly" (Craik, 1966, p.80) than his inspirer and, in contrast, his criticism of certain trivial applications of the robot approach, underlie his distinction between the "analytic method" (essentially neurophysiological) and the "synthetic method" (essentially that of artificial models) in mind studies. However, Hulrs arguments against "individuals unfamiliar with the possibilities of automatic mechanisms and (...) the professional designers of the ordinary rigid-type machines" (Hull, 1930b, p. 517) seem to find a natural echo in Craik's arguments against those who reject the synthetic method on the basis of the idea of a "rigid" machine, i.e. "lacking in feedback", as Craik put it to stress his disagreement with McDougall (Craik, 1966, pp. 19-20) . And note that Craik, evoking such feedback machines, intended to give his own physicalistic solution to McDougall's old paradox of "causation from in front" -a paradox, as we saw, that Hull tried to solve through the postulation of the anticipatory goal physical mechanism.
In short, the fateful word had been uttered: the year 1943 saw anticipatory, "purposive" of "intelligent", behavior functionally identified with the behavior of a negative feedback machine. Craik's argument was on the way to becoming a locus cIassicus. "What would McDougall have said to Ashby's homeostat?", wondered Sluckin (1954, p. 36) returning to the problem in the fifties. But this is recent history.
