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Abstract
Nest algebras are the natural analogues of upper triangular matix algebras in an infinite
dimensional Hilbert space. In this paper, we study multiplicative isomorphisms of subalgebras
of nest algebras which contain all finite rank operators but might contain no idempotents. We
prove that such multiplicative mappings are automatically additive and linear (or conjugate
linear). © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let R and R′ be two rings. A bijective mapping ψ of R onto R′ is called a
multiplicative isomorphism if ψ(xy) = ψ(x)ψ(y) for all x, y ∈ R. The question of
whether a multiplicative isomorphism is additive is studied by many mathematicians
[6,7,9,12,13,15–17]. In [7], Martindale proved the following theorem.
Theorem M. LetR be a ring containing a family {eα : α ∈ } of idempotents which
satisfies:
(1) xR = 0 implies x = 0.
(2) If eαRx = 0 for each α ∈ , then x = 0.
(3) For each α ∈ , eαxeαR(1 − eα) = 0 implies eαxeα = 0.
Then any multiplicative isomorphism of R onto an arbitrary ring is additive.
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It follows from Theorem M that every multiplicative isomorphism of a standard
operator algebra on a Banach space of dimension at least 2 (i.e., a subalgebra of the
whole operator algebra which contains the ideal of all finite rank operators) is auto-
matically additive. Making use of this result, in a recent paper [17] ˘Semrl described
the form of multiplicative isomorphisms of standard operator algebras. It is our aim
in this paper to find another class of operator algebras of which any multiplicative
isomorphism is additive but in which there are no idempotents.
Let us fix the notation and the concepts that we shall use throughout. Let H be a
Hilbert space. Denote by B(H) the algebra of all bounded linear operators on H and
by I the identity operator on H. A chain N of projections on H is called a nest if it
contains 0 and I and it is closed in the strong operator topology. For E ∈N, define
E− = sup
{
L ∈N : L < E}
and
E+ = inf
{
L ∈N : L > E}.
We also write 0− = 0 and I+ = I . The nest algebra denoted by T(N) correspond-
ing to the nest N is defined by
T(N) = {T ∈ B(H) : T E = ETE ∀E ∈N}.
Thus nest algebras can be viewed as the natural analogues of upper triangular matix
algebras in an infinite dimensional Hilber space. If N is trivial, i.e., N = {0, I },
then T(N) = B(H). The algebra of all finite rank operators in T(N) is denoted
by F(N). In [4], Erdos proved that F(N) is dense in T(N) in the strong opera-
tor topology. A subalgebra of T(N) is called a standard subalgebra if it contains
F(N). In particular, F(N) is a standard subalgebra. If x, y ∈ H , then the rank one
operator x ⊗ y is defined by
(x ⊗ y)z = (z, y)x (z ∈ H).
It is well known that x ⊗ y is inT(N) if and only if there exits an element E ∈N
such that x ∈ EH and y ∈ (I − E−)H . It follows that F(N) contains no idempo-
tents if E− = E for every E ∈N. For more information on nest algebras, we refer
to [3]. In the present paper, we shall prove that every multiplicative isomorphism of
standard subalgebras is additive (Section 2) and linear (Section 3).
2. Additivity
The main result in this section is the following.
Theorem 2.1. Let A be a standard subalgebra of a nest algebra T(N) on a Hil-
bert space H of dimension at least 2. Then every multiplicative isomorphism ψ ofA
onto an arbitrary ring is additive.
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Although the proof of Theorem M uses heavily idempotents and A might not
have idempotents, one of the ideas used in the proof of Theorem 2.1 is from Martin-
dale [7]. Moreover, our proof will be organized in a series of lemmas like [7].
Lemma 2.2. ψ(0) = 0.
Proof. See the proof of lemma in [7]. 
In the next several lemmas we will assume that N /= {0, I }. Fix an element E in
N with 0 < E < I . For sake of simplicity, we writeB =F(N) andT =T(N).
Set B11 = EBE, B12 = EB(I − E) and B22 = (I − E)B(I − E). Then we can
write B = B11 ⊕B12 ⊕B22 since B is an ideal of T. Similarly, we write T =
T11 ⊕T12 ⊕T22.
Lemma 2.3. Let T22 be in T22. If B12T22 = 0, then T22 = 0.
Proof. Fix x ∈ EH . Then x ⊗ y ∈ B12 for every y ∈ (I − E)H . Thus x ⊗ T ∗22y =
(x ⊗ y)T22 = 0 and then T ∗22y = 0. Since y is arbitrary, T ∗22 = 0 and hence
T22 = 0. 
Similarly, we have the following lemma.
Lemma 2.4. Let T11 be in T11. If T11B12 = 0, then T11 = 0.
Lemma 2.5. Let T12 be in T12. Then we have that:
(1) If B11T12 = 0, then T12 = 0.
(2) If T12B22 = 0, then T12 = 0.
Proof. We only prove (1). The proof of (2) is similar. By the Erdos Density Theorem
[4], there is a net {Fα} ⊂ B such that SOT-limα Fα = I . Since EFαE ∈ B11, we
have EFαET12 = 0. Taking the limit, we get T12 = 0. 
Lemma 2.6. ψ(T11 + T12) = ψ(T11)+ ψ(T12) and ψ(T22 + T12) = ψ(T22)
+ ψ(T12), where Tij ∈ Bij .
Proof. By surjectivity of ψ , we can suppose that ψ(S) = ψ(T11)+ ψ(T12) for S ∈
A. For X1j ∈ B1j (j = 1, 2), we have
ψ(SX1j ) = ψ(S)ψ(X1j ) = ψ(T11)ψ(X1j )+ ψ(T12)ψ(X1j )
= ψ(T11X1j )+ ψ(0) = ψ(T11X1j ) = ψ((T11 + T12)X1j ).
Therefore SX1j = (T11 + T12)X1j and then (S − (T11 + T12))X1j = 0, since ψ is
injective. Similarly, for X22 ∈ B22, we have that (S − (T11 + T12))X22 = 0. Conse-
quently, (S − (T11 + T12))B = 0. Taking into account the Erdos Density Theorem,
286 F. Lu / Linear Algebra and its Applications 347 (2002) 283–291
it follows that S = T11 + T12. This proves the first equality. The second equality can
be proved similarly. 
Lemma 2.7. ψ(T11P12 +Q12S22) = ψ(T11P12)+ ψ(Q12S22) for T11 ∈ B11, P12,
Q12 ∈ B12, S22 ∈ B22.
Proof. Making use of Lemma 2.6, compute
ψ(T11P12 +Q12S22)=ψ((T11 +Q12)(P12 + S22))
=ψ(T11 +Q12)ψ(P12 + S22)
=(ψ(T11)+ ψ(Q12))(ψ(P12)+ ψ(S22))
=ψ(T11P12)+ ψ(Q12S22). 
Lemma 2.8. ψ is additive on B12.
Proof. Let P12,Q12 ∈ B12 and choose T ∈A such thatψ(T ) = ψ(P12)+ ψ(Q12).
For X11 ∈ B11 and Y22 ∈ B22, by Lemma 2.7 we see that
ψ(X11T Y22)=ψ(X11)(ψ(P12)+ ψ(Q12))ψ(Y22)
=ψ(X11(P12Y22))+ ψ((X11Q12)Y22)
=ψ(X11P12Y22 +X11Q12Y22)
=ψ(X11(P12 +Q12)Y22).
It follows from injectivity of ψ that
X11T Y22 = X11(P12 +Q12)Y22. (2.1)
Write T = T11 + T12 + T22. Then
ψ(Y12T22) = ψ(Y12T ) = ψ(Y12)(ψ(P12)+ ψ(Q12)) = 0
and
ψ(T11Y12) = ψ(T Y12) = (ψ(P12)+ ψ(Q12))ψ(Y12) = 0
for every Y12 ∈ B12. Since ψ is injective, by Lemmas 2.3 and 2.4 we get T11 =
T22 = 0 and then T = T12. It follows from (2.1) and Lemma 2.5 that T = P12 +
Q12. 
Lemma 2.9. ψ is additive on B11.
Proof. Let P11,Q11 ∈ B11 and choose T ∈A such thatψ(T ) = ψ(P11)+ ψ(Q11).
For X12 ∈ B12 and Y22 ∈ B22, by Lemma 2.7 we see that
ψ(TX12Y22)=(ψ(P11)+ ψ(Q11))ψ(X12Y22)
=ψ(P11(X12Y22))+ ψ((Q11X12)Y22)
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=ψ(P11X12Y22 +Q11X12Y22)
=ψ((P11 +Q12)X12Y22).
Therefore, TX12Y22 = (P11 +Q12)X12Y22 and hence by Lemma 2.5(2)
TX12 = (P11 +Q12)X12. (2.2)
Write T = T11 + T12 + T22. Then
ψ(X12T22) = ψ(X12T ) = ψ(X12)(ψ(P11)+ ψ(Q11)) = 0,
which implies that T22 = 0 by Lemma 2.3. Further
ψ(T12Y22) = ψ(T Y22) = (ψ(P11)+ ψ(Q11))ψ(Y22) = 0,
which implies T12 = 0 by Lemma 2.5(2). So T = T11. From (2.2) and Lemma 2.4,
we get T = P11 +Q11. 
Lemma 2.10. ψ is additive on EB = B11 +B12.
Proof. Let P11,Q11 ∈ B11 and let P12,Q12 ∈ B12. Making use of Lemmas 2.6,
2.8, and 2.9, compute
ψ((P11 + P12)+ (Q11 +Q12))=ψ((P11 +Q11)+ (P12 +Q12))
=ψ(P11 +Q11)+ ψ(P12 +Q12)
=ψ(P11)+ ψ(Q11)+ ψ(P12)+ ψ(Q12)
=ψ(P11 + P12)+ ψ(Q11 +Q12). 
Proof of Theorem 2.1. We distinguish three cases.
Case 1. N = {0, I }. It is an easy consequence of Theorem M.
Case 2. 0 < 0+ < I . Then {x ⊗ x : x ∈ O1} is a family of idempotents inA, where
O1 = {x ∈ 0+H : ‖x‖ = 1}. Now we only need to verify that this family satisfies
conditions (1)–(3).
(1) If TA = 0 for some T ∈A, then by the Erdos Dense Theorem TT = 0. In
particular, T = T I = 0.
(2) Suppse T ∈A such that (x ⊗ x)AT = 0 for each x ∈ O1. Since x ⊗ y ∈A
for any x ∈ O1 and y ∈ H , we have x ⊗ T ∗y = (x ⊗ x)(x ⊗ y)T = 0. Consequent-
ly, T = 0.
(3) Let x ∈ O1 and T ∈A and suppose (x ⊗ x)T (x ⊗ x)A(I − x ⊗ x) = 0. In
particular, (x ⊗ x)T (x ⊗ x)B12 = 0, whereE = 0+. By Lemma 2.4, (x ⊗ x)T (x ⊗
x) = 0 since (x ⊗ x)T (x ⊗ x) ∈ B11.
Case 3. 0+ = 0. Let P and Q be inA and choose T ∈A such thatψ(T ) = ψ(P )+
ψ(Q). Let {Eα} be a net of non-trivial elements in N such that it converges to 0
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in the strong operator topology. For each α, take any Tα ∈ EαB. Then ψ(TαT ) =
ψ(TαP )+ ψ(TαQ) = ψ(TαP + TαQ), sinceψ is additive onEαB by Lemma 2.10.
Hence TαT = Tα(P +Q), and so we have proved that EαA(T − (P +Q)) = 0.
In particular, [EαB(I − Eα)][(I − Eα)(T − (P +Q))(I − Eα)] = 0. By Lemma
2.3, (I − Eα)(T − (P +Q))(I − Eα) = 0. Taking the limit, we get that T − (P +
Q) = 0. Consequently, ψ(P +Q) = ψ(P )+ ψ(Q). 
3. Linearity
Recall that a bijective mapping of algebras is called a ring isomorphism if it is
additive and multiplicative. The main result in this section is the following.
Theorem 3.1. Let H be an infinite dimensional complex Hilbert space and let N1,
N2 be two nests on H. Let Ai be a standard subalgebra of a nest algebra T(Ni )
(i = 1, 2). Then every ring isomorphism ψ ofA1 ontoA2 is either linear or conju-
gate linear.
Many authors [2,5,8,14,16,17] studied the question of whether an additve map-
ping is linear. Their results indicate that additivity is not so far from linearity. Here we
shall adopt a “standard linearity argument”. With obvious modifications, the proof
that follows establishes the same results in the case where H is a Banach space.
Lemma 3.2. ψ preserves rank one operators in both directions.
Proof. See the proof of [18, Lemma 2.6]. Note that linearity of ψ is assumed there
but is in fact not needed. 
Lemma 3.3. Let T , S ∈ B(H) and suppose that the rank of T is greater than one. If
Tx and Sx are linearly dependent for every x ∈ H , then T and S are linearly depen-
dent.
Proof. It is a Hilbert verision of [11, Lemma 2.2]. 
Lemma 3.4. Let T , S ∈ B(H) and suppose that rank of T is greater than one. Let
K be a dense subset of H. If Tx and Sx are linearly dependent for every x ∈ K , then
T and S are linearly dependent.
Proof. Let x ∈ H and suppose that Sx /= 0. Then there is a sequence xn in K such
that xn → x and Sxn /= 0. For each xn, T xn = λnSxn for λn ∈ C, where C is the
field of all complex number. It follows that
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|λn| = ‖T xn‖‖Sxn‖ →
‖T x‖
‖Sx‖ .
Therefore {λn} is bounded and then has a convergent subsequence. Without loss of
generality, we can assume that this subsequence is the original sequence {λn}. Let
λ = limn λn. Then T x = λSx. Consequently, Tx and Sx are linearly dependent for
every x ∈ H . By Lemma 2.2, T and S are linearly dependent. 
Lemma 3.5. There exists a ring homomorphism h : C → C such that
ψ(λT ) = h(λ)ψ(T ), T ∈A1, λ ∈ C. (3.1)
Proof. We first prove that for every T ∈A1 there exists an additive function hT :
C → C such that
ψ(λT ) = hT (λ)ψ(T ) ∀λ ∈ C. (3.2)
Let T be a rank one operator in A1 and λ ∈ C. By Lemma 3.2, we can suppose
that ψ(T ) = x ⊗ y and ψ(λT ) = u⊗ v. For every S ∈A1, we have
(u⊗ v)ψ(S) = ψ((λT )S) = ψ(T (λS)) = (x ⊗ y)ψ(λS), (3.3)
ψ(S)(u⊗ v) = ψ(S(λT )) = ψ((λS)T ) = ψ(λS)(x ⊗ y). (3.4)
Since ψ is surjective, we can choose S such that ψ(S)∗v /= 0. It follows from (3.3)
that u = λ1x for λ1 ∈ C. Similarly, from (3.4) we get that v = λ2y for λ2 ∈ C. Con-
sequently, ψ(λT ) and ψ(T ) are linearly dependent. Thus we have shown that there
exists an additive function hT : C → C such that (3.2) is valid.
Let T ∈A1 with rank greater than one and λ ∈ C. Then for every rank one oper-
ator S ∈A1, we have that
ψ(λT )ψ(S) = ψ(λT S) = ψ(T )ψ(λS) = hS(λ)ψ(T )ψ(S). (3.5)
Let K =⋃{x ∈ E : E ∈N2 and E− < I }. Then for every x ∈ K there is y such
that x ⊗ y ∈A2. Suppose ψ(S) = x ⊗ y. From (3.5), we see that ψ(λT )x = µ(x)
ψ(T )x for µ(x) ∈ C. Since K is dense in H, by Lemma 3.4, ψ(λT ) and ψ(T ) are
linearly dependent. Thus there exists an additive function hT : C → C such that (3.2)
is valid.
Let T and S be in A1. If ψ(T ) and ψ(S) are linearly independent, comparing
ψ(λ(T + S)) andψ(λT )+ ψ(λS), we see that hT = hT+S = hS . Ifψ(T ) andψ(S)
are non-zero linearly dependent, we have hT = hP = hS , where P inA1 was chosen
in such a way that ψ(P ) and ψ(T ) are linearly independent. It follows that hT is
independent of T, and consequently there is an additive function h : C → C such
that (3.1) is valid.
Now there remains to prove that h is multipicative. Let λ,µ ∈ C. Suppose that T
is any non-zero element in A1. Then
h(λµ)ψ(T ) = ψ(λµT ) = h(λ)ψ(µT ) = h(λ)h(µ)ψ(T ).
From this equation, we see that h(λµ) = h(λ)h(µ). 
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Proof of Theorem 3.1. By Lemma 3.5, there exists a ring auto-homomorphism h
of C such that ψ(λT ) = h(λ)ψ(T ) for all T ∈A1 and λ ∈ C. It is easy to see that
the image of h contains the field Q of all rational number and that ψ(rT ) = rψ(T )
for all T ∈A1 and r ∈ Q. Therefore, by a result in [1], we only need to prove that
h is continuous. On the contrary, we assume that h is not continuous. Then h is
unbounded on every neighborhood of 0.
We shall take an orthonormal sequence {xk}∞k=1 of vectors in H satisfying
xk ⊗ xl ∈A1 for all k < l as follows. If N1 is an infinite set, then there is a
sequence {Ek}∞k=0 satisfying 0 < Ek < Ek+1 < I . For each k  1, let xk be a unit
vector in (Ek − Ek−1)H . Then {xk} has the desired property. If N1 is a finite set,
then there must be E ∈N1 such that (E − E−)H is infinite dimensional since H
is infinite dimensional. Let {xk} be an orthonormal sequence of vectors in (Ek −
Ek−1)H .
Since h is unbounded on every neighborhood of 0, for each k we can pick λk ∈ C
such that |λk| < 12k and
|h(λk)| > k‖ψ(xk ⊗ xk+1)‖‖ψ(x1 ⊗ xk+1)‖ .
Let y =∑∞k=2 λ¯kxk and T = x1 ⊗ y. Then T is in A1 and
T xk ⊗ xk+1 = λkx1 ⊗ xk+1, k = 2, 3, . . .
Thus
‖ψ(T )‖‖ψ(xk ⊗ xk+1)‖  ‖ψ(T xk ⊗ xk+1)‖ = |h(λk)|‖ψ(x1 ⊗ xk+1)‖.
Therefore
‖ψ(T )‖  k (k = 2, 3, . . .),
which contradicts the fact that ψ(T ) is bounded. 
We remark that in a previous paper [10] we described the form of algebraic iso-
morphisms between standard subalgebras. More precisely, we proved, adopting no-
tation in Theorem 3.1, that ψ(T ) = ATA−1 for each T ∈A1, where A ∈ B(H) is
invertible, if one of following conditions is satisfied:
(1) A1 contains a maximal abelian von-Neumma algebra;
(2) A1 and A2 are norm closed;
(3) one of 0 and I is not a limit point of N1 (i.e., 0+ /= 0 or I− /= I ).
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