This paper discusses analysis and synthesis techniques for robust pole placement in LMI regions, a class of convex regions of the complex plane that embraces most practically useful stability regions. The focus is on linear systems with static uncertainty on the state matrix. For this class of uncertain systems, the notion of quadratic stability and the related robustness analysis tests are generalized to arbitrary LMI regions. The resulting tests for robust pole clustering are all numerically tractable since they involve solving linear matrix inequalities (LMIs), and cover both unstructured and parameter uncertainty. These analysis results are then applied to the synthesis of dynamic output-feedback controllers that robustly assign the closed-loop poles in a prescribed LMI region. With some conservatism, this problem is again tractable via LMI optimization. In addition, robust pole placement can be combined with other control objectives such as H 2 or H1 performance to capture realistic sets of design speci cations. Physically-motivated examples demonstrate the effectiveness of the approaches for robust analysis and synthesis.
Introduction
Stability is a minimum requirement for control systems. However, in most practical situations, a good controller should also deliver su ciently fast and well-damped time responses. A customary way to guarantee satisfactory transients is to place the closed-loop poles in a suitable region of the complex plane. We refer to this technique as regional pole placement, by contrast with pointwise pole placement where the poles are assigned to speci c locations in the complex plane. For example, fast decay, good damping, and reasonable controller dynamics can be imposed by con ning the poles in the intersection of a shifted half-plane, a sector, and a disk 16, 1, 4, 5] . Regional pole assignment has also been considered in conjunction with other design objectives such as H1 or H 2 performance 18, 7, 26, 8, 30] . Because real systems always involve some amount of uncertainty, it is natural to worry about the robustness of pole clustering, i.e., whether the poles remain in the prescribed region when the nominal model is perturbed. Such robustness issues have been thoroughly studied in the context of pointwise pole placement 21, 20, 23] . In comparison, few results are available on robust regional pole clustering. These include a Lyapunov approach to compute explicit robustness bounds for pole clustering in a disk 9] , and extensions of the notion of quadratic stability to robust pole placement in a disk or a sector 3, 14, 13] . The present paper extends these results to more general clustering regions and to structured uncertainty. The regions considered here are the LMI regions introduced in 8]. This class of regions covers a large variety of useful clustering regions including halfplanes, disks, sectors, vertical/horizontal strips, and any intersection thereof. The following analysis and synthesis problems are addressed:
Robustness of pole clustering in LMI regions in the face of unstructured or parameter uncertainty on the state matrix Synthesis of output-feedback controllers that robustly assign the closed-loop poles in an arbitrary LMI region (assuming static and unstructured uncertainty on the plant matrices). With some conservatism, these problems are reduced to solving linear matrix inequalities (LMIs). Since LMIs can be solved numerically using e cient optimization algorithms such as those described in 27, 28, 6, 32] or implemented in 12, 2], our approach yields practical analysis and synthesis tools for robust regional pole placement.
Background
The Kronecker product is an important tool for the subsequent analysis. Recall that the Kronecker product of two matrices A and B is a block matrix C with generic block entry Cij = AijB, that is,
See 15] for details and properties.
LMI Regions
An LMI region is any subset D of the complex plane that can be de ned as Intersections of LMI regions are LMI regions. Any convex region that is symmetric with respect to the real axis can be approximated by an LMI region to any desired accuracy.
A real matrix A is D-stable, i.e., has all its eigenvalues in the LMI region D, if and only if there exists a symmetric matrix X such that MD(A;X) := L X+M (XA)+M T (A T X) < 0; X > 0 :
(2) This result can be seen as a generalization of the Lyapunov theorem since for the usual stability region fD(z) = z + z < 0, (2) reduces to 1 (XA) + 1 (A T X) = A T X + XA < 0 ; X > 0 :
Pole clustering in LMI regions can be formulated as an LMI optimization problem and is therefore tractable. Moreover, it is possible to combine such pole clustering speci cations with other design objectives while preserving tractability 8, 30] 
Using a bilinear shift 7], it can be shown that this remains true for vertical half-planes and disks centered on the real axis. Next we show that the Bounded Real Lemma characterization of quadratic stability can be generalized for arbitrary LMI regions.
Main result
Given an LMI region D with characteristic function fD(z) = L + zM + zM T < 0 ; L;M 2 R p p ; (8) factorize the matrix M as M = M T 1 M 2 (9) where M 1 ;M 2 have full column rank (such a factorization is easily obtained from the SVD of M). If M has rank k, both M 1 and M 2 are k p matrices.
We are now ready to state the main result, a su cient LMI-based condition for quadratic D-stability. Since M has rank one, P is again scalar and we can take P = 1 without loss of generality. The LMI constraint (10) then reads which is simply the discrete-time version of the Bounded Real Lemma applied toÂ.
Intersections of LMI regions
In practical applications, LMI regions are often speci ed as the intersection of elementary regions such as conic sectors, disks, or vertical half-planes. Given LMI regions D 
< 0 : (12) Note that the LMI feasibility problems (12) 
Parameter Uncertainty
This section discusses re nements of the previous robustness analysis results when the uncertainty is structured or parametric. The resulting tests are only su cient conditions for robust pole clustering in a given LMI region D. 
We denote by H R q the hypercube in which ranges (according to (16) ) and by V the set of vertices of this hypercube, that is, V = f( 1 ;: :: ; q) : i = 1g :
For such parameter uncertainty, robust pole clustering in the LMI region
is equivalent to the existence of symmetric matrices X( ) > 0 parametrized by such that L X( )+M X( )A( )+M T A( ) T X( ) < 0; 8 2 H : (19) To enforce tractability of (19), we restrict the search of functions X( ) to matrices with a ne dependence on : This theorem provides a test for robust D-stability that involves solving a nite set of LMIs and is therefore tractable. Applications to some aeronautics systems suggest that it can be quite sharp. See paper full version for some applications of these analysis techniques and additional results.
Output-Feedback Synthesis
This last section shows how to use our main analysis result (Theorem 3.3) for synthesis purposes. Speci cally, we consider the problem of computing an output-feedback controller that robustly assigns the closed-loop poles in a prescribed LMI region D. For tractability reasons, the discussion is restricted to unstructured uncertainty. The problem statement is as follows. Consider the uncertain statespace model However, it can be reduced to a convex LMI problem by using the linearizing change of controller variables introduced in 24, 31, 8] . This leads to the following synthesis result.
Theorem 5.1 There exists a full-order output-feedback controller K(s) and a matrix X > 0 such that (25) holds if and only if there exist two n n symmetric matrices R and S and matrices AK, BK, CK and DK such that Remark 5.2 When D is the intersection of several elementary LMI regions Di as discussed in Subsection 3.3, the synthesis LMIs (26){(27) must be written for each region using the same R; S variables, and the resulting set of LMIs must be solved jointly. Indeed, the synthesis problem is no longer convex when a di erent
Xi is used for each Di (this prevents using the linearizing change of variable). Note that the extra conservatism introduced by this additional restriction is modest in most applications. We need to design a dynamic compensator K(s) that meets the following speci cations:
Mixed design speci cations
Settling time of 0:2 second with minimal overshoot and zero steady-state error for the vertical acceleration z in response to a step command Adequate high-frequency roll-o for noise attenuation and to withstand neglected dynamics and exible modes Maximum de ection of 2 (in normalized units) imposed on the control signal n Time-domain speci cations must be met over the uncertainty range j j 1.
To attack this problem, we use the feedback structure sketched in Figure 2 This particular region is chosen in order to achieve di erential damping at low and high frequency (the damping constraint takes e ect for ! > 1:73). Because the H1 constraint already enforces closed-loop stability, it is inconsequential that this LMI region intersects the right half-plane. The resulting synthesis problem is multi-objective since it involves minimizing the closed-loop H1 norm subject to robust pole clustering in the selected region. In the LMI framework, this problem is attacked by minimizing the closed-loop gain subject to the LMI constraints of Theorem 5.1 for robust pole clustering the LMI constraint associated with the constraint \closed-loop gain < " (see Section 5.1 for details). This LMI optimization problem was solved with 12] and produced a compensator detailed in the paper full version. The corresponding step responses are shown in Figure 5 . As expected, these results are superior to those obtained with pure H1
control for both nominal and perturbed plants. More importantly, thanks to the disk constraint, this is achieved with signi cantly slower controller dynamics. Indeed, the fastest mode in the pure H1 controller is ?7 10 3 , whereas it is only ?1:3 10 3 in the multi-objective controller. Finally, these improvements are secured without tangible degradation of the H1 performance.
Indeed, both designs achieved the nearly optimal performance = 0:8. Finally, Figure 6 shows that the nal controller has adequate roll-o properties.
Conclusion
The e orts in this paper were directed at deriving tractable analysis and synthesis techniques for robust pole placement in LMI regions. For analysis with unstructured uncertainties, the Bounded Real Lemma characterization of quadratic stability has been generalized to pole clustering in arbitrary LMI regions. For parameter uncertainty, two robust D-stability tests have been derived that rely on scaling and multi-convexity techniques. While both provide only su cient conditions, they have proven quite sharp in a number of applications. Finally, we have proposed a tractable LMI-based approach to the synthesis of output-feedback controllers that robustly assign the closed-loop poles in a prescribed LMI region. Combination of robust pole assignment with other closed-loop design spec cations have also been discussed. 
