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Abstract 
Sampling strategies are often central to experimental design. Choosing efficiently which 
data to acquire can improve the estimation of parameters and reduce the acquisition time. 
This work is focused on designing optimal sampling patterns for Nuclear Magnetic 
Resonance (NMR) applications, illustrated with respect to the best estimate of the 
parameters characterising a lognormal distribution. Lognormal distributions are 
commonly used as fitting models for distributions of spin-lattice relaxation time constants, 
spin-spin relaxation time constants and diffusion coefficients. A method for optimising 
the choice of points to be sampled is presented which is based on the Cramér-Rao Lower 
Bound (CRLB) theory. The method’s capabilities are demonstrated experimentally by 
applying it to the problem of estimating the emulsion droplet size distribution from a 
pulsed field gradient (PFG) NMR diffusion experiment. A difference of < 5% is observed 
between the predictions of CRLB theory and the PFG NMR experimental results. It is 
shown that CLRB theory is stable down to signal-to-noise ratios of ~10. A sensitivity 
analysis for the CRLB theory is also performed. The method of optimizing sampling 
patterns is easily adapted to distributions other than lognormal and to other aspects of 
experimental design; case studies of optimising the sampling scheme for a fixed 
acquisition time and determining the potential for reduction in acquisition time for a fixed 
parameter estimation accuracy are presented. The experimental acquisition time is 
typically reduced by a factor of 3 using the proposed method compared to a constant 
gradient increment approach that would usually be used.  
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1. Introduction 
All experiments are to some degree limited by the amount of data that can be acquired. 
Choosing which acquired data will give the most statistically accurate parameters has long 
been a central topic in experimental design [1]. Recently, in the quest to achieve higher 
resolution (e.g. temporal resolution), mathematical techniques have been developed, of 
which the most prominent is Compressed Sensing [2, 3], which guarantee the accurate 
reconstruction of parameters from far fewer samples than was previously possible. As the 
number of samples acquired decreases significantly, the choice of which data are acquired 
becomes critical. The design of optimal sampling strategies depends on the application 
and it has been approached differently for example in Magnetic Resonance Imaging 
(MRI) [4], Nuclear Magnetic Resonance (NMR) spectroscopy [5], NMR relaxation time 
analysis [6, 7], electronic spectroscopy [8], X-ray ptychography [9] and Helium Atom 
Scattering [10]. 
This work is concerned with designing optimal sampling patterns for the most accurate 
estimate of parameters characterising a lognormal distribution. Lognormal distributions 
are ubiquitous in science and engineering, ranging from the description of the population 
distribution of organisms [11] to the size distribution of materials produced from particle 
processing techniques, such as in the food industry [12] and nanotechnology [13]. In NMR 
applications, lognormal distributions have been assumed to be a good approximation for 
polymer size distributions [14], molecular aggregate length distributions [15] and reverse 
micelle size distributions [16] obtained from pulsed field gradient (PFG) diffusion 
experiments; the spin-lattice relaxation time distribution of heavy oils obtained from 
fast-field cycling [17] and inversion recovery experiments [18]; and the spin-spin 
relaxation time distribution of heavy oils obtained from CPMG experiments [18, 19]. 
A systematic, statistical method is presented for designing sampling patterns when the 
distribution sought can be approximated by a lognormal distribution. The developed 
method is based on the Cramér-Rao Lower Bound (CRLB) theory [20]. The CRLB theory 
gives the theoretical minimum uncertainty in the estimation of the parameters of a model. 
This minimum uncertainty is the accuracy limit with which the parameters can be 
estimated, given the experimental data. The CRLB theory has previously been used to 
obtain optimal sampling patterns for mono-exponential decays in NMR relaxation time 
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analysis [21, 22], multidimensional COSY experiments [23] and diffusion-weighted 
MRI [24]. 
The proposed method is validated against PFG NMR diffusion experiments of an emulsion 
of toluene in water. The accurate measurement of the emulsion droplet size distribution is 
important in the food, pharmaceutical and oil recovery industry, among other areas  [25]. 
Since its development [26], the measurement of the emulsion droplet size distribution 
using PFG NMR diffusion experiments has become an established characterisation 
technique [27-29]. The emulsion droplet size distribution obtained from PFG NMR 
diffusion experiments is commonly approximated to a lognormal distribution [26, 30-32]; 
this is supported by population balance statistics between droplet breakage and 
coalescence during emulsification [33] and by experimental results from other 
characterisation techniques such as dynamic light scattering [34] and confocal scanning 
laser microscopy [35]. 
The complete optimisation of an NMR experiment would also require the optimisation of 
specific NMR acquisition parameters and reconstruction techniques, which are separate 
from the optimisation of the sampling pattern considered in this work. The optimisation 
of specific NMR acquisition parameters and reconstruction techniques for PFG NMR 
diffusion experiments have been covered in detail elsewhere [24, 29, 36] and will not be 
addressed here. 
Although the sampling method strategy presented here is illustrated with respect to 
improving the accuracy of estimation of lognormal distribution parameters, it can be easily 
adapted to other types of distributions, with the most obvious extension being distributions 
that can be approximated by the sum of lognormal distributions [16, 17, 29]. Of particular 
interest could be the optimization of sampling schemes for bi-exponential decays, the 
fitting of which is a long-standing challenge and remains a subject of debate [37-41]. In a 
related study [42], the application of CRLB theory to bi-exponential decays has been 
validated against experimental data. 
The paper is structured as follows. Section 2 introduces the theory behind obtaining the 
emulsion droplet size distribution from PFG NMR diffusion experiments and the 
application of the CRLB theory to these experiments. The experimental sampling methods 
and PFG NMR setup are described in Section 3. The comparison between the predictions 
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of the CRLB theory and PFG NMR experimental results is presented in Section 4. The 
limitations, sensitivity and potential of the CRLB theory are also discussed in Section 4. 
2. Theory 
The structure of this Section is as follows. Section 2.1 briefly reviews the theory behind 
the extraction of the emulsion droplet size distribution from PFG NMR diffusion 
experiments. Section 2.2 introduces the CRLB theory in its generality, and in Section 2.3 
the CRLB theory is applied to the problem of optimizing the sampling pattern for the PFG 
NMR diffusion acquisitions of emulsion droplet size distributions. 
2.1. PFG NMR diffusion of emulsion systems 
The ideal NMR signal attenuation acquired from a PFG NMR diffusion experiment of an 
unconstrained component, for a range of pulsed field gradient amplitudes, gi 
(i = 1, 2, ..., n), is described by the Stejskal-Tanner equation [43]: 
𝑦𝑖 = 𝐴 exp (−𝛾
2𝑔𝑖
2𝛿2𝐷 (∆ −
𝛿
3
)) ,  (1) 
where γ is the gyromagnetic ratio of the NMR-active nucleus, δ is the pulsed field gradient 
duration, Δ is the diffusion time, D is the unconstrained diffusion coefficient and A is a 
scaling factor. 
If the component is constrained in the dispersed phase of an emulsion and the diffusion 
time is such that the root mean square distance travelled due to Brownian motion is larger 
than the characteristic size of the droplet, the apparent diffusion coefficient is smaller than 
the unconstrained diffusion coefficient, with the apparent value depending on the droplet 
size. Since the emulsion is characterized by a distribution of droplet sizes, the PFG NMR 
signal attenuation is a multi-exponential decay, from which the droplet size distribution 
can be extracted. The ideal NMR signal attenuation acquired from the dispersed phase of 
an emulsion with droplet number size distribution f0(aj), has been calculated by Murday 
and Cotts [44]: 
𝑦𝑖 = 𝐴 ∑ 𝑎𝑗
3𝑓0(𝑎𝑗) 𝑅(𝑔𝑖, 𝑎𝑗)
𝑝
𝑗=1 ,  (2a) 
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where aj (j = 1, 2, ..., p) is the discretized list of droplet radii and A is a scaling factor. The 
standard notation for the number size distribution, f0(aj), [45] has been used. The factor aj
3 
could be combined with f0(aj) to give the volume size distribution, f3(aj), but we choose to 
focus on the number size distribution, for ease of interpretation. In Eq. (2a): 
𝑅(𝑔𝑖, 𝑎𝑗) = exp (−2𝛾
2𝑔𝑖
2 ∑
1
𝛼𝑘
2(𝛼𝑘
2𝑎𝑗
2−2)
∞
𝑘=1 𝑟(𝛼𝑘)) ,  (2b) 
where: 
𝑟(𝛼𝑘) =
2𝛿
𝛼𝑘
2𝐷
+
−2−exp(−𝛼𝑘
2𝐷(∆−𝛿))+2 exp(−𝛼𝑘
2𝐷∆)+2 exp(−𝛼𝑘
2𝐷𝛿)−exp(−𝛼𝑘
2𝐷(∆+𝛿))
(𝛼𝑘
2𝐷)
2  .  (2c) 
In Eqs. 2(b, c), D is the unconstrained diffusion coefficient of the dispersed phase and αk 
are the solutions to the equation: 
𝐽3/2(𝛼𝑘𝑎𝑗) = 𝛼𝑘𝑎𝑗  𝐽5/2(𝛼𝑘𝑎𝑗) ,  (2d) 
where Jk is the Bessel function of the first kind and of order k. As discussed in Section 1, 
the droplet number size distribution, f0(aj), is typically well approximated to a lognormal 
distribution: 
𝑓0(𝑎𝑗) =
1
𝑎𝑗𝑠g√2𝜋
exp (−
(ln 𝑎𝑗−𝑎0,0)
2
2𝑠g2
),  (3) 
where ā0,0 is the geometric mean of the droplet size distribution and sg is the geometric 
standard deviation of the droplet size distribution, following standard notation (the 
arithmetic mean of the droplet size distribution is ā1,0 and the standard deviation of the 
droplet size distribution is s). If the droplet number size distribution is lognormal, the 
volume size distribution is also lognormal [45, 46]. As a result, a similar analysis of what 
follows in the next sections can also be applied to the volume size distribution, f3(aj). 
The ideal NMR signal, therefore, depends on three parameters: the scaling factor, A, the 
geometric mean, ā0,0, and the geometric standard deviation, sg, of the lognormal droplet 
size distribution. The accurate estimation of these parameters is the objective of the PFG 
NMR diffusion experiment. 
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2.2. CRLB theory 
All signals are to some degree corrupted by noise. As a result, the acquired signal, ŷi, is 
composed of the ideal signal, yi, and an unknown noise term, ϵi, according to: 
?̂?𝑖 = 𝑦𝑖 + 𝜖𝑖 .  (4) 
In this work, it will be assumed that ϵi are random and independently normally distributed 
with zero mean and variance σ2 (Gaussian noise). Suppose the ideal signal, yi, depends on 
q parameters, θl (l = 1, 2, ..., q). In the presence of noise, the estimate of parameters, θl, 
becomes uncertain and there is an uncertainty associated with the estimate. A common 
characteristic of this uncertainty is the standard deviation, std(θl). Accurate estimates of θl 
have a small std(θl). The lower limit of this standard deviation is given by the Cramér-Rao 
Lower Bound (CRLB) theory: 
std(𝜃𝑘) ≥ √(𝐹−1)𝑘,𝑘 ,  (5) 
where F is the Fisher Information Matrix [47], whose content summarizes the amount of 
information available in the acquired signal about the estimation of the parameters. 
Although the CRLB theory refers to the lower limit in the uncertainty associated with a 
given parameter, this lower limit is practically the actual uncertainty associated with that 
parameter, as long as the method used to estimate that parameter is unbiased (the CRLB 
theory needs to be altered in order to be applied to biased methods of estimation, such as 
regularization). The Fisher Information Matrix is related to the likelihood function, L, by: 
𝐹𝑙1,𝑙2 = E (
𝜕𝐿
𝜕𝜃𝑙1
𝜕𝐿
𝜕𝜃𝑙2
) ,  (6) 
where E refers to the expected value, and the likelihood function related to the random 
variables, ϵi, is defined as: 
𝐿 = ln(∏ 𝑃(𝜖 = 𝜖𝑖)
𝑛
𝑖=1 ) = 𝑛 ln (
1
𝜎√2𝜋
) −
1
2𝜎2
∑ (?̂?𝑖 − 𝑦𝑖)
2𝑛
𝑖=1  .  (7) 
When the likelihood function in Eq. (7) is applied to the definition of the Fisher 
Information Matrix in Eq. (6), a simplified expression for the Fisher Information Matrix 
is obtained [48]: 
𝐹𝑙1,𝑙2 =
1
𝜎2
(∑ (
𝜕𝑦𝑖
𝜕𝜃𝑙1
𝜕𝑦𝑖
𝜕𝜃𝑙2
)𝑛𝑖=1 ) .  (8) 
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The combination of Eqs. (5) and (8) can be used to estimate the uncertainty associated 
with the estimation of each of the model parameters. The co-factor matrix properties can 
be further used to simplify the calculations [49].  
2.3. Application of CRLB theory to emulsion systems 
Combining Eqs. (2a) and (3), the ideal PFG NMR diffusion signal, yi, is given by: 
𝑦𝑖 = 𝐴 ∑
𝑎𝑗
2
𝑠g√2𝜋
exp (−
(ln 𝑎𝑗−𝑎0,0)
2
2𝑠g2
)  𝑅(𝑔𝑖, 𝑎𝑗)
𝑝
𝑗=1 ,  (9) 
and, therefore, depends on three parameters: A, ā0,0 and sg. In the presence of noise, the 
uncertainty associated with the estimate of each of these parameters can be calculated from 
the CRLB theory, according to Eqs. (5) and (8). To apply Eq. (8), the partial derivatives 
of yi with respect to A, ā0,0 and sg are needed, which can be calculated from Eq. (9): 
𝜕𝑦𝑖
𝜕𝐴
= ∑
𝑎𝑗
2
𝑠g√2𝜋
exp (−
(ln 𝑎𝑗−𝑎0,0)
2
2𝑠g2
) 𝑅(𝑔𝑖, 𝑎𝑗)
𝑝
𝑗=1  ,  (10a)  
𝜕𝑦𝑖
𝜕𝑎0,0
= 𝐴 ∑
𝑎𝑗
2(ln 𝑎𝑗−𝑎0,0)
𝑠g3√2𝜋
exp (−
(ln 𝑎𝑗−𝑎0,0)
2
2𝑠g2
) 𝑅(𝑔𝑖, 𝑎𝑗)
𝑝
𝑗=1  ,  (10b)  
𝜕𝑦𝑖
𝜕𝑠g
= 𝐴 ∑
𝑎𝑗
2[(ln 𝑎𝑗−𝑎0,0)
2
−𝑠g
2] 
𝑠g4√2𝜋
exp (−
(ln 𝑎𝑗−𝑎0,0)
2
2𝑠g2
) 𝑅(𝑔𝑖, 𝑎𝑗)
𝑝
𝑗=1  . (10c) 
The important result is that the uncertainty associated with the estimate of each parameter 
depends on A, ā0,0, sg, σ and most importantly on the sampling pattern, gi. As a result, 
given the noise level and an experimental system (characterised by A, ā0,0 and sg), the error 
associated with the estimate of each parameter depends solely on the sampling pattern, gi. 
Therefore, by optimizing the sampling pattern, it is possible to decrease to a minimum the 
uncertainty associated with the estimate of a given parameter, hence, making the estimate 
of that parameter as accurate as possible. 
The optimal sampling pattern for the most accurate estimation of one of the parameters i s 
not necessarily the optimal sampling pattern for the most accurate estimation of another 
parameter. Therefore, it is necessary to know what the most useful information for the 
particular application is, and to express it in terms of an objective function. This objective 
function could simply be the minimization of std(A), std(ā0,0) or std(sg), or more 
complicated expressions such as different moments of the lognormal distribution [50]. The 
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present method can cope with different objective functions. In this work, the choice is 
made to minimize the maximum error bar associated with each individual point in the 
droplet size number distribution, given by:  
𝜒 = max
𝑗
[std (𝑓0(𝑎𝑗))] ≈ max
𝑗
[|
𝜕𝑓0(𝑎𝑗)
𝜕𝑎0,0
std(𝑎0,0)| + |
𝜕𝑓0(𝑎𝑗)
𝜕𝑠g
std(𝑠g)|] .  (11) 
The derivation of Eq. (11) is outlined in the Appendix. Using this definition, the best 
sampling pattern has the minimum objective function, χ. The choice has been made purely 
to demonstrate the capabilities of the method, but other objective functions can be defined.  
It can be shown that std(ā0,0) ∝ σ A-1, std(sg) ∝ σ A-1 and therefore χ ∝ σ A-1. The ratio A/σ 
determines the signal-to-noise ratio. As a result, for a given signal-to-noise ratio, the 
objective function, χ, depends solely on the lognormal distribution parameters ā0,0 and sg 
and the sampling pattern, gi. In the following discussion, when stating σ, the work is 
referring to the noise level for a signal normalized to a maximum of 1.  
3. Materials and methods 
3.1. Experimental 
An emulsion of toluene dispersed in water was prepared as follows. A non-ionic surfactant, 
TritonTM X-100 (Sigma-Aldrich, laboratory grade), was first dissolved in deionised water. 
Toluene (Sigma-Aldrich, ≥ 99 % purity) was then mixed into the solution using a Janke & 
Kunkel RW-20 stirrer, equipped with a 2 cm radius stainless steel blade, driven at 150 rpm 
for 10 min. The emulsion formed was composed of 48.5 wt% water, 48.5 wt% toluene and 
3 wt% surfactant. A small volume from the batch was transferred into a 5 mm NMR tube 
and a PFG NMR diffusion experiment was performed on this sample. The measurement 
time was 2.5 h. A second acquisition immediately after the first produced the same 
emulsion droplet size distribution, thereby confirming that the emulsion was stable during 
the course of the experiment.   
Experiments were performed at 20 ± 0.5 °C on a Bruker DMX 300 spectrometer, operating 
at a resonant frequency of 300.13 MHz for 1H nucleus observation. The maximum gradient 
amplitude available was 1176 G cm-1 and the radiofrequency (RF) coil had a diameter of 
5 mm. 
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The unconstrained diffusion coefficient of toluene, D, was measured to be 
(2.06 ± 0.02) × 10-9 m2 s-1 using a stimulated echo PFG NMR pulse sequence [51], with 
pulsed field gradient duration δ = 1.5 ms, diffusion time Δ = 200 ms and the pulsed field 
gradient amplitude, gi, in the range 0.1 – 40 G cm-1 (16 equidistant points). This is in 
agreement with reported values at this temperature [52]. 
The same pulse sequence was then applied to the emulsion system, with the following 
acquisition parameters: δ = 5 ms, Δ = 400 ms, gi = 4.8 – 300 G cm-1 (252 equidistant 
points). The attenuation of the aromatic peak intensity only was followed to estimate the 
droplet size distribution. The contribution to the aromatic peak intensity from the 
surfactant, as compared to toluene, is small (calculated to be 0.9%) and was taken into 
account by subtracting it from the overall aromatic peak intensity at all the gradient values 
used. The emulsion droplet size distribution was reconstructed for a discrete list of droplet 
radii, a, composed of 32 points equidistantly spaced between 0.1-15 μm, as was used in 
the work of Hollingsworth and Johns [29]. Only the first 6 terms were kept from the 
solutions of the Bessel equation in Eq. 2(d); it was observed that keeping more terms made 
no difference to the droplet size distribution predicted.  
3.2. Sampling patterns 
A sampling pattern for the acquisition of the PFG NMR data consists of the choice of gi, 
the list of pulsed field gradients at which the attenuation of the NMR signal is acquired. 
This involves choosing the number of pulsed field gradients used, n, and their respective 
values. n is typically a user-defined variable and larger values of n will give more accurate 
estimate of parameters.  In this work, n is kept fixed at 32 except when combining n and 
σ in a way which keeps either the experimental acquisition time or the parameter 
estimation accuracy fixed; these results are reported in sections 4.3 and 4.4 respectively. 
For a given number of points, n, the optimal choice of gi would require setting the partial 
derivatives of the expression in Eq. (11) with respect to each individual gi to zero and 
solving the set of resulting n simultaneous non-linear equations; this is computationally 
intractable. As a result, this paper focuses on finding the optimal sampling pattern among 
classes of practical sampling patterns. Two classes of sampling patterns are considered: 
power law spacing of the linear version of sampled points and power law spacing of the 
logarithmic version of sampled points. 
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The power law spacing of the linear version of sampled points, which for simplicity will 
be referred to as a linear sampling pattern, takes the form: 
𝑔𝑖 = 𝑔1 + (𝑔𝑛 − 𝑔1) (
𝑖−1
𝑛−1
)
𝑟
,  (12) 
where g1 and gn are the first and last pulsed field gradients used and r determines the 
density distribution of the data points; r > 1 has a higher density of points at the start of 
the decay, r < 1 has a higher density of points at the end of the decay and r = 1 refers to 
equidistant pulsed field gradient values. Acquiring the point that has the largest amplitude 
is always beneficial because it contains the most information about the attenuation of the 
signal [21, 22, 53]. Therefore, g1 was kept at the minimum pulsed field gradient used 
experimentally of 4.8 G cm-1. As a result, optimization of the linear sampling schemes 
effectively consists of optimizing gn and r. 
The power law spacing of the logarithmic version of sampled points, which for simplicity 
will be referred to as a logarithmic sampling pattern, takes the form: 
log10 𝑔𝑖 = log10 𝑔1 + (log10 𝑔𝑛 − log10 𝑔1) (
𝑖−1
𝑛−1
)
𝑟
,  (13) 
where the parameters are defined similarly to the linear sampling pattern. Using the same 
assumptions as for the linear sampling scheme, optimization of the logarithmic sampling 
schemes consists of optimizing gn and r. 
The comparison between the predictions of the CRLB theory and experimental results is 
performed as follows. Using a range of gn from 20 to 300 G cm-1 and a range of r from 0.1 
to 10, 104 linear sampling patterns and 104 logarithmic sampling patterns with n = 32 
points were simulated using Eq. (12) and Eq. (13), respectively. For each of these 
sampling patterns, the CRLB theory was used to predict the objective function, χ, defined 
in Eq. (11). This was compared to the objective function obtained from the experimental 
data which was calculated as follows. For each of the simulated sampling patterns, the 
closest experimental 32 gi points (out of the total 252 gi points acquired) were selected. 
The experimental attenuation data corresponding to these 32 points was then fitted to a 
lognormal distribution for the droplet size distribution. std(ā0,0) and std(sg) were extracted 
from the fitting procedure and used to calculate the experimental objective function, χ.  
The difference between the simulated and the experimental sampling patterns was 
negligible. This ensures that the comparison between the predictions of the CRLB theory 
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(which is performed using the simulated sampling pattern) and the experimental results 
(which uses the selected experimental points) is unaffected by mismatches in the 
corresponding sampling patterns used. 
4. Experimental results and discussion 
Initially, the full experimental results for the PFG NMR diffusion experiment of the 
emulsion of toluene in water are given. Then, the effect of choosing different sampling 
patterns in the estimation of the lognormal distribution parameters of the emulsion droplet 
size distribution is investigated by comparing the predictions of the CRLB theory with 
experimental data. The limitations and sensitivity of the CRLB theory are subsequently 
discussed. Lastly, the CRLB theory is used to optimise the sampling pattern for a fixed 
acquisition time experiment and to determine the potential for reduction in acquisition 
time, while keeping the parameter estimation accuracy fixed. 
4.1. Validation of CRLB theory from experimental data 
The signal attenuation from the aromatic peak of toluene in the PFG NMR diffusion 
experiment of the emulsion of toluene in water is shown in Fig. 1(a). A curvature is 
observed in the plot of the signal against the sampling pattern, gi2. This confirms that 
toluene is experiencing restricted diffusion resulting from being confined within droplets. 
The signal attenuation is fitted to a lognormal distribution for the droplet size distribution; 
the best fit lognormal distribution with ā0,0 = 1.09, sg = 0.38 (ā1,0 = 3.2 μm, s = 1.2 μm) is 
shown in Fig. 1(b). The error associated with each individual point in the discretized 
lognormal distribution is negligible because of the relatively small σ (estimated to be 
5.6 × 10-4) and the large number of points in the decay (252). 
From the 252 points in the decay, sampling schemes with 32 points are selected 
systematically according to linear sampling patterns in Eq. (12), using the method 
described in section 3.2. The objective function, χ, defined in Eq. (11), is calculated for 
each of these sampling schemes and is compared to the predictions of the CRLB theory 
for the objective function. A small objective function indicates a good sampling pattern. 
The results are shown in Fig. 2. Fig. 2(a) shows the contour map of χ as a function of linear 
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sampling pattern parameters gn and r, as predicted by the CRLB theory. Fig. 2(b) shows a 
similar contour map obtained from the experimental data. There is a very good agreement 
between the CRLB and experimental contour maps; on average there is < 5% difference 
between the corresponding χ values of the two maps, thereby validating the application of 
the CRLB theory to the optimization of sampling patterns. For a given value of r, for 
example r = 1 (corresponding to equidistant points), the value of the objective function is 
large at small gn because late decay points are not sampled and, therefore, the uncertainty 
related to estimating the small droplet sizes (corresponding to small apparent diffusion 
coefficients) is large. The value of the objective function is also large at very large gn 
because early decay points are not sampled properly and, therefore, the uncertainty related 
to estimating the large droplet sizes (corresponding to large apparent diffusion 
coefficients) is large. As a result, for any given r, there is an optimum gn which minimises 
the objective function. Similar arguments can be made for a fixed gn and variable r. The 
best linear sampling pattern for 32 sampled points is predicted by the CRLB theory at 
r = 0.67 and gn = 159 G cm-1, at which point χ = 1.03 × 10-3. 
A similar comparison is made between the predictions of the CRLB theory and the 
experimental data for logarithmic sampling patterns of 32 points selected according to 
Eq. (13). The results are shown in Fig. 3. Again, very good agreement is observed between 
the contour maps; on average there is < 5% difference between the corresponding χ values 
of the two maps, which further validates the application of the CRLB theory to the 
optimization of sampling patterns. The best logarithmic sampling pattern for 32 sampled 
points is predicted by the CRLB theory at r = 0.23 and gn = 161 G cm-1, at which point 
χ = 1.03 × 10-3. It is noted that the minimum objective function value for linear sampling 
patterns is equal to the minimum objective function value for logarithmic sampling 
patterns (χ = 1.03 × 10-3), although the two classes of sampling patterns are very different. 
This is an indication that this minimum objective function is a global minimum (with 
respect to all possible classes of sampling patterns). Given this observation, in the 
following sections, the discussion will be limited to linear sampling patterns. For 
completeness it is noted that, as discussed in Section 3.2, the proof that this minimum 
objective function is a global minimum for all sampling patterns would require the solution 
of an intractable computational problem.  
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4.2. Limitations and sensitivity 
Discrepancies between the CRLB theory predictions and experimental data have been 
previously reported at large σ (low signal-to-noise ratios) [21]. Considering the increasing 
interest in low-field measurements, where the signal-to-noise ratio may limit the extraction 
of parameters from the NMR signal, it is important to find the limit of applicability of the 
CRLB theory with respect to the signal-to-noise ratio. The following discussion aims to 
find the limit of applicability of the CRLB theory to the present problem of estimating the 
lognormal distribution parameters of the emulsion droplet size distribution. 
Monte Carlo type simulations [54] were performed as follows. The 32 experimental data 
points acquired at the optimal linear sampling pattern, reported in Section 4.1, were 
extracted. Random Gaussian noise was added to these acquired points, such that noise 
levels, σ, in the range 10-3-5×10-1 were studied. For each noise level, 100 signals were 
simulated, differing only in the randomness of noise. Each of these signals was fitted to a 
lognormal distribution for the emulsion droplet size distribution. The values of ā0,0 and sg 
from each of these fittings were then used to estimate std(ā0,0) and std(sg). These standard 
deviations were then used to calculate the objective function, χ, according to Eq. (11). This 
was then compared to the CRLB predictions. The results are shown in Fig.  4(a). It is 
observed that there is very good agreement between the Monte Carlo simulations and the 
CRLB theory predictions up to σ ~ 0.1 (signal-to-noise ratio ~10). This limit will be 
slightly different for systems characterised by different ā0,0 and sg. However, a general 
conclusion can be made that the method is stable even at highly noisy data (i.e. 
signal-to-noise ratios of ~10). 
As discussed in Section 2, the application of the CRLB theory requires an initial guess of 
the lognormal distribution parameters, ā0,0 and sg. A valid question is: How accurate does 
this guess need to be? Since it is easier to work in terms of the arithmetic mean, ā1,0 (μm), 
and standard deviation, s (μm), it is more sensible to ask about the accuracy with which 
ā1,0 and s need to be a priori known. To answer this question, a sensitivity analysis was 
performed as follows. Assume that the optimal linear sampling pattern of 32 points found 
in Section 4.1 was designed on the basis that ā1,0 = 3.2 μm, s = 1.2 μm. Now, assume that 
this estimate for ā1,0 and s was wrong, and the true value for the arithmetic mean and 
standard deviation of the lognormal distribution was actually ā1,0t and st. For these true 
values of ā1,0t and st, the CRLB theory can be used to find the minimum objective function, 
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χt, corresponding to the ideal linear sampling pattern, and the actual value of χ evaluated 
for the actual sampling pattern used. The percentage difference of χ from χt is an indication 
of how sensitive the CRLB theory is to wrong initial guesses of the lognormal distribution 
parameters. A contour map of the percentage difference of χ from χt, as a function of the 
percentage difference of ā1,0 from ā1,0t and s from st is shown in Fig. 4(b). The key 
observation is that the CRLB theory is relatively insensitive to the guess of the standard 
deviation, s, as compared to the sensitivity to the arithmetic mean, ā1,0. This is important 
as in general it is more difficult to guess s than ā1,0. With regards to the sensitivity to the 
guess of ā1,0, the CRLB theory is relatively insensitive around the true value, ā1,0t, but 
becomes increasingly more sensitive the further away from the true value the guess is. 
The versatility of the CRLB theory to be adapted to different objectives is now considered 
with respect to two cases studies; in Section 4.3 the sampling scheme is optimised while 
keeping the acquisition time fixed, while in Section 4.4 the potential for reduction in 
acquisition time is investigated while keeping the parameter estimation accuracy fixed. 
4.3. Optimising the sampling scheme for a fixed acquisition time 
Optimization of sampling patterns has so far been made for a fixed number of points, 
n = 32. As discussed in section 3.2, for a fixed noise level σ, acquiring more points will 
lead to a more accurate estimate for the lognormal distribution parameters. However, this 
comes at the cost of a longer acquisition time. If the acquisition time is limited by, for 
example, the stability of the emulsion under investigation, is it better to acquire fewer 
points with low σ (high signal-to-noise ratio), or more points with higher σ (low 
signal-to-noise ratio)?  
The CRLB theory can be used to answer this question as follows. In a PFG NMR diffusion 
experiment, the acquisition time, t, is related to the number of points acquired, n, and the 
noise level, σ, by t ∝ n σ-2 [55]. Therefore, for a fixed acquisition time, σ ∝ n1/2. For a 
given n and the corresponding σ (for a fixed acquisition time), the CRLB theory can be 
used to determine the minimum objective function, χ, for linear sampling patterns, as was 
done to produce Fig. 2(a). This is repeated for n in the range 3-32, and the plot of the 
minimum χ, as a function of n is shown in Fig. 5(a). At large n, the acquired data are noisy 
and therefore the best sampling pattern for that n has a relatively large minimum χ. At 
small n, although the data are of a high signal-to-noise ratio, there are not many points to 
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fit the lognormal distribution parameters to. As a result, the minimum χ is again relatively 
large. The optimum linear sampling pattern is to acquire 7 points with linear sampling 
pattern parameters r = 0.98 (close to being equidistant points) and gn = 147 G cm-1, which 
is illustrated in Fig. 5(b). 
4.4 Reducing the acquisition time for a fixed parameter estimation accuracy 
While the parameter estimation accuracy achieved using a default sampling pattern may 
be acceptable in an experiment, it is important to know whether the same accuracy can be 
achieved for a shorter acquisition time. This problem will be investigated with  respect to 
a hypothetical experiment, but the idea extends easily to other experiments. It is assumed 
that the system under the investigation is the emulsion used in this paper, and that the 
default sampling pattern that was initially being used to study the emulsion by a PFG NMR 
diffusion experiment was composed of 16 points equidistant from each other (linear 
sampling pattern with r = 1), with the largest gradient value being gn = 300 G cm-1. Using 
the CRLB theory, the objective function, χdef, that characterizes the parameter estimation 
accuracy of this default sampling pattern can be calculated after a reference noise level, 
σref, is defined. As discussed in Section 4.3, the acquisition time for this sampling pattern 
is given by tdef ∝ 16 σref-2. 
The reduction ratio in acquisition time, t / tdef, which can be achieved by better sampling, 
while keeping χ = χdef is calculated as follows. For a given n, the CRLB theory can be used 
to determine the minimum objective function, χ, as a function of the noise level, σ, for 
linear sampling patterns, as was done to produce Fig. 2(a). The noise level is then tuned 
such that χ = χdef. Using the tuned noise level, the acquisition time for the chosen sampling 
pattern is calculated as t ∝ n σ-2. The process is repeated for n in the range 3-32 and the 
variation of t / tdef with n is shown in Fig. 5(a). It is observed that the minimum acquisition 
time is achieved for a linear sampling pattern of n = 7 points with linear sampling pattern 
parameters r = 0.98 (close to being equidistant points) and gn = 147 G cm-1, which is 
illustrated in Fig. 5(b). The reduction ratio in acquisition time achieved was t / tdef = 0.35, 
corresponding to an acceleration factor of ~3.  
The fact that the same optimal sampling pattern is achieved for both the process of keeping 
t fixed and minimizing χ (discussed in Section 4.3) and the process of keeping χ fixed and 
minimizing t is no coincidence. Indeed, it can be easily shown that tfixed χ ∝ χ2fixed t, which 
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guarantees the same optimum n value where the minimum of either of these two functions 
is achieved. 
5. Conclusions 
A method was presented, based on the Cramér-Rao Lower Bound theory, for designing 
optimal sampling patterns for NMR experiments, illustrated with respect to the most 
accurate estimation of lognormal distribution parameters. The method was validated 
against experimental data of a PFG NMR diffusion experiment of an emulsion of toluene 
in water, used to obtain the emulsion droplet size distribution. The difference between the 
predictions of the CRLB theory and experimental data was < 5% and it was shown that the 
CRLB theory is stable even at signal-to-noise ratios of ~10. Using the CRLB theory, it 
was demonstrated that for a PFG NMR experiment which usually uses constant spacing 
between gradient increments, the acquisition time can be reduced by a typical factor of 3 
while keeping the parameter estimation accuracy unchanged, through optimization of the 
sampling pattern. The presented approach can guide experimental design in wide range of 
experiments. 
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Appendix: Derivation of Eq. (11) 
Let x, z be two random variables, which may be correlated, and h(x, z) be a function of 
these two random variables. Then, from the truncated Taylor series expansion [56]: 
var(ℎ) ≈ (
𝜕ℎ
𝜕𝑥
)
2
var(𝑥) + (
𝜕ℎ
𝜕𝑧
)
2
var(𝑧) + 2
𝜕ℎ
𝜕𝑥
𝜕ℎ
𝜕𝑧
cov(𝑥, 𝑧),  (A1) 
where var refers to the variance of a random variable and cov refers to the covariance 
between two random variables. Since the correlation coefficient between two random 
variables is always ≤ 1, then: 
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cov(𝑥, 𝑧) ≤ std(𝑥) std(𝑧).  (A2) 
From the relationship between the variance and standard deviation, Eq. (A1) can then be 
written as: 
(std(ℎ))
2
≤ (
𝜕ℎ
𝜕𝑥
)
2
(std(𝑥))
2
+ (
𝜕ℎ
𝜕𝑧
)
2
(std(𝑧))
2
+ 2 |
𝜕ℎ
𝜕𝑥
| |
𝜕ℎ
𝜕𝑧
| std(𝑥)std(𝑧) = (|
𝜕ℎ
𝜕𝑥
| std(𝑥) +
|
𝜕ℎ
𝜕𝑧
| std(𝑧))
2
.  (A3) 
It follows that a reasonable approximation for the lower limit of std(h) is: 
std(ℎ) ≈ |
𝜕ℎ
𝜕𝑥
| std(𝑥) + |
𝜕ℎ
𝜕𝑧
| std(𝑧).  (A4) 
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Figure captions 
Fig. 1. (a) Experimental data for the attenuation of the aromatic peak of toluene (chemical 
shift δ ~ 7.1 ppm with respect to TMS, shown in the embedded figure) from the PFG NMR 
diffusion experiment of an emulsion of toluene in water. The numerical fit is estimated 
from the best fit lognormal distribution for the emulsion droplet size distribution .  The 
estimated noise level from the fit is σ = 5.6 × 10-4. (b) Best fit lognormal distribution for 
the emulsion droplet size distribution with ā0,0 = 1.09, sg = 0.38 (ā1,0 = 3.2 μm, 
s = 1.2 μm). 
Fig. 2. (a) Contour map of the variation of the objective function, χ, with respect to the 
parameters of the family of linear sampling patterns defined in Eq. (12) with n = 32, as 
predicted by the CRLB theory. (b) Contour map of the variation of the objective function, 
χ, with respect to the parameters of the class of linear sampling patterns defined in Eq.  (12) 
with n = 32, obtained from the experimental data shown in Fig. 1(a). The best linear 
sampling pattern in (a) is obtained for r = 0.67, gn = 159 G cm-1, and is identified as +, at 
which point χ = 1.03 × 10-3. 
Fig. 3. (a) Contour map of the variation of the objective function, χ, with respect to the 
parameters of the family of logarithmic sampling patterns defined in Eq. (13) with n = 32, 
as predicted by the CRLB theory. (b) Contour map of the variation of the objective 
function, χ, with respect to the parameters of the class of logarithmic sampling patterns 
defined in Eq. (13) with n = 32, obtained from the experimental data shown in Fig. 1(a). 
The best logarithmic sampling pattern in (a) is obtained for r = 0.23, gn = 161 G cm-1, and 
is identified as +, at which point χ = 1.03 × 10-3. 
Fig. 4. (a) Variation of the objective function, χ, with the noise level, σn, as calculated by 
Monte Carlo type simulations and as predicted by the CRLB theory. The sampling pattern 
used was the best linear sampling pattern for n = 32 with r = 0.67, gn = 159 G cm-1. (b) 
Contour map showing the percentage increase in the objective function, Δχ, caused by the 
mis-design of the linear sampling pattern defined in Eq. (12) because of a percentage error 
in guessing the arithmetic mean, Δā1,0 (μm), and standard deviation, Δs (μm), of the 
emulsion droplet size distribution. The mis-designed sampling pattern used was the best 
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linear obtained in Fig. 2(a) for n = 32 with r = 0.67, gn = 159 G cm-1 and the noise level 
used in the CRLB predictions was σ = 5.6 × 10-4. 
Fig. 5. (a) Variation of the minimum objective function, χ, with the number of data points 
in a linear sampling pattern, n, calculated by the CRLB theory for the case of a fixed 
acquisition time experiment (◊). Variation of the reduction in acquisition time, t / tdef, with 
n calculated by the CRLB theory for the case of a fixed χ experiment (×). The default 
acquisition time, tdef, was calculated for a default sampling pattern of 16 equidistant points 
and gn = 300 G cm-1. The lines are included to guide the eye. (b) Best linear sampling 
pattern for n = 7 with r = 0.98, gn = 147 G cm-1, which according to (a) is the optimal 
sampling pattern for both a fixed acquisition time experiment and a fixed χ experiment. 
The line is included to guide the eye. 
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