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Título: Estructuras de datos dinámicas. Estructuras de árbol. 
Resumen 
El objetivo de definir un tipo de datos y por consiguiente especificar que ciertas variables son de ese tipo, es que la gama de 
valores tomados por estas variables y por tanto su patrón de almacenamiento se fija una sola vez y para todos. En consecuencia, se 
dice que las variables declaradas en esta forma son estáticas. Sin embargo, hay muchos problemas en los que intervienen 
estructuras de información más complicadas. La característica de estos problemas es que no sólo los valores, sino también las 
estructuras de las variables, cambian durante la ejecución del programa. Son llamadas estructuras dinámicas. 
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Title: Dynamic data structures. Tree structures. 
Abstract 
The objective of defining a data type and therefore specify that certain variables are of this type, is that the range of values taken 
by these variables and therefore its storage pattern is set once and for all. Consequently, it is said that the variables declared in this 
way are static. However, there are many problems involved more complicated information structures. The feature of these 
problems is that not only values but also the structures of the variables change during program execution. They are called dynamic 
structures. 
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El objetivo de definir un tipo de datos y por consiguiente especificar que ciertas variables son de ese tipo, es que la 
gama de valores tomados por estas variables y por tanto su patrón de almacenamiento se fija una sola vez y para todos. 
En consecuencia, se dice que las variables declaradas en esta forma son estáticas. 
Sin embargo, hay muchos problemas en los que intervienen estructuras de información mucho más complicadas. La 
característica de estos problemas es que no sólo los valores, sino también las estructuras de las variables, cambian 
durante la ejecución del programa. Por tanto, se les llama estructuras dinámicas. 
2. CONCEPTOS Y DEFINICIONES BÁSICAS. 
Un árbol s una estructura de datos formada por elementos del mismo tipo, llamados nodos, relacionados de tal modo 
que existe: 
 Un nodo, llamado raíz. 
 Un conjunto finito de objetos de tipo árbol, llamados subárboles del nodo raíz. 
 
Un árbol ordenado es un árbol en el cual las ramas de cada nodo están ordenadas. Un nodo y que está directamente 
debajo del nodo x se denomina descendiente (directo) de x; si x está en el nivel i, entonces se dice que y está en el nivel 
i+1.  A la inversa, se dice que el nodo x es antecesor (directo) de y. La raíz del árbol se define como localizada en el nivel 0. 
Se dice que el nivel máximo de cualquier elemento de un árbol es su profundidad o altura. 
Si un elemento no tiene descendientes, se denomina nodo terminal o bien hoja, y un elemento no terminal es un nodo 
interior. El número de descendientes (directos) de un nodo se conoce como grado. El grado máximo en todos los nodos es 
el grado del árbol. 
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3. ÁRBOLES BINARIOS 
Son árboles ordenados de grado 2. Un árbol binario ordenado se define como un conjunto finito de elementos (nodos) 
que es vacío o bien consta de una raíz (nodo) con dos árboles binarios disjuntos llamados subárbol derecho e izquierdo de 
la raíz. Los árboles con gado mayor que 2 se denominan árboles multicamino. 
3.1. Recorrido del árbol 
Existen tres ordenamientos principales que surgen en forma natural de las estructuras de los árboles. Al igual que la 
estructura del árbol, se expresan adecuadamente en términos recursivos. 
1. Preorden : R,A,B 
2. En orden: A,R,B 
3. Postorden: A,B,R 
3.2. Inserción en árboles binarios. 
Consideremos el caso de un árbol que crece de forma constante pero que nunca se contrae. Un ejemplo común es el 
problema de concordancia que ya se investigó en relación con las listas enlazadas. Comenzando con un árbol vacío, cada 
palabra se busca en el árbol; al ser un árbol ordenado, en cada nodo se realizará una comparación entre la palabra 
buscada y la que se encuentra en dicho nodo, si la palabra buscada es menor, la búsqueda continuará por su subárbol 
izquierdo, en caso contrario, la búsqueda continuará por el subárbol derecho. El proceso de búsqueda finalizará cuando se 
haya localizado la palabra (en cuyo caso se incrementará su contador de concurrencias) o cuando se llegue a un nodo 
terminal (en este caso se insertará la palabra en el árbol como un nuevo nodo descendiente del nodo terminal).  
3.3. Eliminación en árboles binarios. 
La eliminación de un elemento en general no es tan simple como la inserción. Es directo si el elemento a eliminar es un 
nodo terminal o uno con un solo descendiente. La dificultad radica en la eliminación de un elemento con dos 
descendientes. En esta situación, el elemento eliminado será sustituido por el elemento de más a la derecha de su 
subárbol izquierdo o bien por el nodo de más a la izquierda de su subárbol derecho, los cuales tienen a los más un 
descendiente. 
4. ÁRBOLES MULTICAMINO 
Los árboles con grado mayor que 2 se denominan árboles multicamino. Los subárboles de estos tipos de árboles se 
conocen como páginas. 
5. ÁRBOLES B. 
Los árboles B tienen las siguientes características: 
1. Cada página contiene a lo sumo 2n elementos (claves). 
2. Cada página, excepto la de la raíz, contiene n elementos por lo menos. 
3. Cada página es una página de hoja, o sea que no tiene descendientes o tiene m+1 descendientes, donde m es su 
número de claves en esta página. 
4. Todas las páginas de hoja aparecen al mismo nivel. 
 
Es interesante señalar que la inserción en un árbol B es relativamente sencilla. Si hay que insertar un elemento en una 
página que no está completa (m<2n elementos) el proceso de inserción queda limitado a esa página. En el caso de que la 
página ya esté llena puede ocasionar la asignación de páginas nuevas. Para entender lo que sucede en ese caso, veremos 
la siguiente figura que muestra la inserción de la clave 22 en un árbol B de orden 2.  
 ● 
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