In this paper we formulate and prove Wendroff's inequalities on time scales. Next, we deduct some Pachpatte's inequalities.
Introduction
The theory of time scales was initiated by Hilger [13] in his Ph.D. thesis in 1988 in order to contain both difference and differential calculus in a consistent way. Since then many authors have investigated various aspects of the theory of dynamic equations on time scales. For example, the monographes [7, 8] and the references cited therein. At the same time, in the papers [1] , [4] , [5] , [9] , [11] , [14] , [15] , [16] , [18] , [20] , [23] , [24] , [25] and references therein have studied the theory of integral inequalities on time scales. In [2] and [3] the author establishes some general nonlinear dynamic inequalities on general time scales involving functions in two independent variables and the author extends double sum and integral inequalities of Hilbert-Pachpatte type to general dynamic double integral inequalities on time scales. In [4] and [12] are established some Wendroff's type inequalities, and in [4] they are established some Wendroff's type inequalities by 1. D ⊂ T κ , 2. T κ \D is countable and contains no right-scattered elements of T, 3. f is differentiable at each t ∈ D.
Theorem 2.11 ([7] , [8] ). Let t 0 ∈ T, x 0 ∈ R, f : T κ −→ R be given regulated map. Then there exists exactly one pre-differentiable function F satisfying F ∆ (t) = f (t) for all t ∈ D, F (t 0 ) = x 0 . Definition 2.12. Assume f : T −→ R is a regulated function. Any function F by Theorem 2.11 is called a pre-antiderivative of f . We define the indefinite integral of a regulated function f by
where c is an arbitrary constant and F is a pre-antiderivative of f . We define the Cauchy integral by
For properties of the delta integral we refer the reader to [7] and [8] .
Definition 2. 13 . We say that f : T → R is rd-continuous provided f is continuous at each right-dense point of T and has a finite left-dense limit at each left-dense point of T. The set of rd-continuous functions will be denoted by C rd (T) and the set of functions that are differentiable and whose derivative is rd-continuous is denoted by C 1 rd (T). Definition 2.14.
We say that f : T → R is regressive provided
We denote by R the set of all regressive and rd-continuous functions. Define
Definition 2.15. If f, g ∈ R, then we define
16. If f : T → R is rd-continuous and regressive, then the exponential function e p (·, t 0 ) is for each fixed t 0 ∈ T the unique solution of the initial value problem
For properties of regressive functions, rd-continuous functions and the exponential function we refer the reader to [7] and [8] .
Then
Let n ∈ N be fixed. For each i ∈ {1, 2, . . . , n}, we denote by T i a time scale.
Definition 2.18. The set
. . , n}, be the forward jump operator in T i . The operator σ : Λ n → Λ n defined by
is said to be the forward jump operator in Λ n . Definition 2.20. Let ρ i , i ∈ {1, 2, . . . , n}, be the backward jump operator in T i . The operator ρ : Λ n → R n defined by ρ(t) = (ρ 1 (t 1 ), ρ 2 (t 2 ), . . . , ρ n (t n )), t = (t 1 , t 2 , . . . , t n ) ∈ Λ n , is said to be the backward jump operator in Λ n . Definition 2.21. For x = (x 1 , x 2 , . . . , x n ) ∈ R n and y = (y 1 , y 2 , . . . , y n ) ∈ R n , we write
x ≥ y whenever x i ≥ y i for all i = 1, 2, . . . , n.
In a similar way, we understand x > y and x < y and x ≤ y.
Definition 2.22. The graininess function µ : Λ n → [0, ∞) n is defined by
, . . . , µ n (t n )), t = (t 1 , t 2 , . . . , t n ) ∈ Λ n . Definition 2.23. Let f : Λ → R. We introduce the following notations
Definition 2.24. We set
Remark 2.25. If (i 1 , i 2 , . . . , i l ) = (1, 2, . . . , n), then
Definition 2.26. Assume that f : Λ n → R is a function and let t ∈ Λ κ i n i . We define ∂f (t 1 , t 2 , . . . , t n )
to be the number, provided it exists, with the property that for any ε i > 0, there exists a neighbourhood
We call f ∆ i t i (t) the partial delta derivative (or partial Hilger derivative) of f with respect to t i at t. We say that f is partial delta differentiable (or partial Hilger differentiable) with respect to
The partial delta derivative is well defined. For the properties of the partial delta derivative we refer the reader to [8] .
For a function f : Λ n → R, we shall talk about the secondorder partial delta derivative with respect to t i and t j , i, j ∈ {1, 2, . . . , n}, f
For i = j, we will write
Similarly, we define higher-order partial delta derivatives
For t ∈ Λ n , we define
. Now we will introduce the conception for multiple integration on time
Let
Definition 2.28. We call the collection of intervals
. . , n.
(2.2)
We call the collection
The set of all ∆-partitions of R is denoted by P(R). Moreover, for a bounded function f : R → R, we set M = sup{f (t 1 , t 2 , . . . , t n ) : (t 1 , t 2 , . . . , t n ) ∈ R}, m = inf{f (t 1 , t 2 , . . . , t n ) : (t 1 , t 2 , . . . , t n ) ∈ R}, M j 1 j 2 ...jn = sup{f (t 1 , t 2 , . . . , t n ) : (t 1 , t 2 , . . . , t n ) ∈ R j 1 j 2 ...jn }, m j 1 j 2 ...jn = inf{f (t 1 , t 2 , . . . , t n ) : (t 1 , t 2 , . . . , t n ) ∈ R j 1 j 2 ...jn }.
Definition 2.30. The upper Darboux ∆-sum U (f, P ) and the lower Darboux ∆-sum L(f, P ) with respect to P are defined by We have that U (f ) and L(f ) are finite real numbers.
Definition 2.32. We say that f is ∆-integrable over R provided L(f ) = U (f ). In this case, we write
Proof. Let
and z(t 1 , t 2 ) is a nondecreasing function in each variable t 1 , t 2 , (t 1 , t 2 ) ∈
Hence, using that
. Now we apply Theorem ?? and we get
. This completes the proof. 
Theorem 3.3. Let c 1 and c 2 be nonnegative constants, u, v, h i ∈ C((R + T 1 )× (R + T 2 )), i ∈ {1, 2, 3, 4}, be nonnegative functions. If
where
. Hence and Corollary 3.2, we obtain
This completes the proof.
be a nonnegative function and c(t 1 , t 2 ) be a nonnegative continuous function for (t 1 , t 2 ) ∈ (R + T 1 ) × (R + T 2 ), and
Let also, a ∈ C 1 (R + T 1 ), b ∈ C 1 (R + T 2 ) be positive functions having derivatives such that
we have u ∆ 2 (t 1 , t 2 ) ∈ (R + T 1 ) × (R + T 2 ). Let and because b ∆ 2 (t 2 ) ≥ 0, t 2 ∈ R + T 2 , c(t 1 , t 2 ) ≥ 0, u(t 1 , t 2 ) ≥ 0, u ∆ 1 ∆ 2 t 1 t 2 (t 1 , t 2 ) ≥ 0, (t 1 , t 2 ) ∈ (R + T 1 )×(R + T 2 ), we conclude that z(t 1 , t 2 ) is a nondecreasing function with respect to t 2 . Therefore v(t 1 , t 2 ) is a nondecreasing function with respect to t 2 . From here v(t 1 , t 2 ) ≤ v(t 1 , σ 2 (t 2 )), (t 1 , t 2 ) ∈ (R + T 1 ) × (R + T 2 ). This completes the proof.
Hence, using (3.3), we obtain
v ∆ 1 ∆ 2 t 1 t 2 (t 1 , t 2 )v(t 1 , t 2 ) v(t 1 , t 2 )v(t 1 , σ 2 (t 2 )) ≤ 1 + c(t 1 , t 2 ), (t 1 , t 2 ) ∈ (R + T 1 ) × (R + T 2 ). (3.4) Observe that v ∆ 1 t 1 (t 1 , t 2 ) ≥ 0, v ∆ 2 t 2 (t 1 , t 2 ) = z ∆ 2 t 2 (t 1 , t 2 ) +u ∆ 1 ∆ 2 t 1 t 2 (t 1 , t 2 ) ≤ h(t 1 , t 2 ), u ∆ 1 t 1 (t 1 , t 2 ) − u ∆ 1 t 1 (t 1 , 0) ≤ t 2 0 h(t 1 , s 2 )∆ 2 s 2 , u ∆ 1 t 1 (t 1 , t 2 ) ≤
