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A new class of error-locat.ing codes, which are equivalent to cyclic 
codes, is presented, together with a general decoding procedure. Con- 
nections with some previously considered error-locating codes are 
pointed out. 
LIST OF SYMBOLS 
error-detecting code 
error-correcting code 
error-locating code 
parity check matrices for the codes C t, C',  and C, re- 
spectively 
block lengths of the codes C', C', and C, respectively. 
number of detectable rrors 
number of correctable errors 
cl~ss of detectable rrors 
cluss of correctable errors 
generating factor for the code C' 
generating factor for the code C" 
Galois field with q elements 
ith component of syndrome 
a, 3, 7 = primitive roots of unity (nth, ntth, n ' th ,  respectively). 
Wolf and Elspas (1963), Chang and Went (1965), and Wolf (1965) 
have introduced a new class of codes called "error-locating" (EL codes), 
with properties intermediate between error-detecting and error-correct- 
ing codes. The words in these codes are supposed to be divided into 
n" subwords each of length n ~, the total block length being thus n = nrn ". 
If errors belonging to a class of patterns E~ occur within subwords, and 
if the erroneous ubwords form a pattern of errors belonging to a class 
E t ,  then the errors are detected and the erroneous subwords are located. 
This paper describes a new class of error-locating codes constructed by 
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means of cyclic codes. The resulting codes are shown to be equivalent to 
cyclic codes under coordinates permutation, and allow implementation 
with the well-known techniques used for cyclic codes. A general decoding 
procedure is presented. In addition, equivalence of some of the Wolf- 
Elspas codes with ours has been established. 
A NEW CLASS OF ERROR LOCATING CODES 
The main result is stated in the following theorem. 
TUEOlmM. Let C' of block length n' be a cyclic d-error-detecting code 
generated by the product 
g(x) = gi(x) g~.(x) . . .  g~(x) (1) 
oJ r distinct irreducible factors over GF (q), and let GF (q'~) be the smallest 
extension field of GF (q ) containing all the roots of g (x ). 
Let C", of block length n" relatively prime to n', be a cyclic t-error-cor- 
recting code generated by the product 
G(x) = ~,(x) G~(x) .. .  G~(x) (2) 
of s distinct irreducible factors over GF (q'~), and let GF (q"~') be the smallest 
e:ctension field of GF (qm) containing the n'n"th roots of unity. 
Then there exists an E.L. Code C of block length n = n'n" and having 
not more than rspm check digits over GF (q), which locates up to t erroneous 
subwords, each subword having not more than d errors. Furthermore, C is 
equivalent o a cyclic code. 
PnooF. Let fli be any root of g~(x), 
of G~ (x). Then, the following matrices 
and similarly let ~ be any root 
H '= ~2 ~2 ~ "'" ~[,,-1 
: i i (3 )  
H"= "r~ 'r~ " "  "r~ °"-~" (4 )  
% % • . .  ,y 
may be taken as parity check matrices ~for the codes C' and Cu, respec- 
tively. We shall show that the Kronecker product of the matrices 
For a more detailed account of the theory of cyclic codes, the reader is referred 
to Peterson (1961). 
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H"  and H '  
/ / i  3,1H-~ " ' "  3'i 
/ / '  ' ,~,,-~ / / '  
.K= H"X/ -Y= '~2/ /  " ' "  ~2 • : , (5 )  
: J " -~  I~' / ,y~ht  • • " 3'. 
where the product is to be computed in GF (q'~P) may be taken as parity 
check matrix for the desired EL code. 
: The matr ix  (5), where the elements are considered as elements of 
1 • • GF (q~P), has rs rows and n = n'n" columns. The syndrome is considered 
to be an rs-component vector, each component being an element of 
GF(q"~'). Let errors occur in the subwords numbered j l ,  j~, " .  j r ,  
and let the corresponding error patterns be described by the vectors 
v h (x), v h (x), . - .  v h (x). Then, the ith component of the syndrome, 
.! . . 
with i = r i " -F  ~, is 
t 
& = .,F__, ('7~,,) '~ v~ (~, ) .  (6) 
k=l  • 
I f  not more than d errors occurred in the jkth subword, the corresponding 
vectors 
va (#i,) for i ! = 1,2, . . .  r (7) 
belonging to GF(q "~) cannot be simultaneously zero, since C ! is d-error- 
detecting. On the other hand, any 2t or fewer columns of H"  are line- 
arly independent over GF(q'~), since C" is t-error-correcting. As a 
consequence, rrors occurring in distinct sets of not more than t sub- 
words cannot give the same syndrome, since otherwise 2t or fewer 
columns of H"  would be dependent over GF (q'*). Distinct sets of errone- 
ous subwords, giving distinct syndromes, may thus be located with the 
parity-cheek matrix (5) which has at most ramp independent rows over 
GF (q). 
We next show that the resulting code is equivMent o a cyclic code. 
Since n' and n" are relatively prime, we may write 2 
n t T J  y a +b = 1, (s) 
/ 
where a and b are relatively prime to n" and n ,  respectively. If a is a 
primitive nth root of unity, the field elements 
b~. ~,  (9) f l=~ ; 3 '=a  
2 See any text on algebra, such as van der Waerden (1949, 1950). 
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are primitive n'th and n"th roots of unity, respectively. Now, since the 
above defined ~ and w are n'th and n%h roots of unity, we may write 
~ = ~;  w --- v ~ (10)  
for some powers t~i and vi. Consider the entry (i, j )  of the matrix (5), 
' j , ,  j '. with i = :r i" + i' and j = n + According to (10), this entry 
may be written in the form 
and, using (8) and (9), 
with : 
h~,j = (w,,) ~" (~,)~' 
h~,; = ( x~)~j (11) 
M = t*~' (bn") q- v~ (an') (rood n) (12) 
ki = j' (bn") + j" (an') (rood n) (13) 
.! 
so that the elements of row i = r i" q- ~ are in some order the first n 
powers of 
aX~ = fl,~ .ypi . (14) 
[The derivation of (11) from (12) and (13) is easily verified using the 
fact that an' and bn" are mutually orthogonal idem-potents in the ring 
of integers modulo n.] 
We now show that the rs distinct a x;, corresponding to the rs rows of 
the matrix (5), are roots of distinct irreducible factors of (z ~ - 1) 
over GF (q). For, suppose we would have 
Xq = q~Xc~ (modn) 
for some power v of q; this implies, using (12), 
q~ tth' = /*~.,, (mod n'), 
which is impossible since the fl~ are roots of distinct irreducible factors 
g~(x) over GF(q). Consequently, the code C of block length n over 
GF(q) is equivalent, under the permutation of coordinates (j, k~), to 
the cyclic code generated by the product of the minimum functions ~
of the rs roots (14:). Since each factor has at most degree rap, the number 
of parity cheek digits is at most ramp. Q.E.D. 
Example. Let C' be the (7.1) cyclic code over GF(2), generated by 
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TABLE I 
I LLUSTRAT ION OF  THE PERMUTATION (j, ki) FOR • '  = 7, n" = 9,:i.e.. 
j ~ 73'" + j', k~. = 36j' + 28j" (mod 63) 
~j ,  
0 
0 
28 
56 
21 
49 
14 
42 
7 
35 
36 
1 
29 
57 
22 
150 
43 
8 
9 
37 
2 
30 
58 
23 
51 
16 
44 
3 
45 
10 
38 
3 
31 
59 
24 
52 
17 
18 
46 
11 
39 
4 
32 
60 
25 
53 
12 
40 
5 
33 
61 
26 
27 
55 
20 
48 
13 
41 
6 
34 
62 
g(x) = (1 -t- x -{- x 8) (1 -]- x 2 -{- x 3) whose roots are elements of GF(2~), 
and let C" be the (9,5) cyclic code over GF(23) generated by G(x) = 
(1 -]- x - t -  x 2) (1 -b fix -l- x2), where fl is a primitive root in GF(23). 
The corresponding parity check matrices may be taken, as 
1 ~ ~2 ~3 H' = 
1 ~3 ~6 f 
where ~ is a primitive 7th root of unity, 
6 3 
H" .1 5" 5" 1 5" 
1 4 8 3 7 5" 5" 3' 5" 
and 
6 
5" 
2 
5" 
~5 ~6 
1 5"~ 6 
6 I 5 - 
5" 5' 
where ~ is a primitive 9th root of unity. The matrix H = H" X H' 
will then be of order 4 X 63 over GF (26). I f  a is a primitive 63th root 
of unity, we may write 
--35 28 f~ = a a6 and "r = a = a , 
and the four rows of H will contain the 63 distinct powers of 
~3~ = a57, 7~B 3 = a ~, 74fl = a 22, and 7~fl 3 = a a, 
the successive powers appearing in the order of the successive rows of 
Table I .  e.g., the 15th power appears in the j '  = 1st position of the 
j"  = 6th sub-block. The code C is thus equivalent, under the permuta- 
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tion illustrated in Table I, to the cyclic code of block length 63 over 
GF(2) generated by the product of the minimum functions of a 57, a 3, 
22 O~l, a , and i.e., 
(1 -~x- t -x  2-t-x 4 -~x  6) (1 + x ~+x 4 + x 5+x 6) 
• (1 +x- ] -x  3+x 4-[-x 6) (1 +x  + x°). 
This code has thus 6 X 4 = 24 parity check digits, and can locate up 
to 2 erroneous ubwords, each word containing not more than 6 errors. 
The code C' is indeed 6-error detecting, while C ~' is 2-error correcting 
over GF(2'~), as may be proved using the Bose-Chaudhuri argument 
[Bose and Chaudhuri (1960)], since ~2, ~4, ~5, and ~6 are roots of its 
generating factor• 
A GENERAL DECODING PROCEDURE 
The following decoding procedure requires only slight modifications of
the known decoding procedure for the t-error-correcting code C"  over 
GE (qm). 
The syndrome has rs components like (6) over GF(qmP). These are 
partitioned into r subsets of s components, each subset corresponding 
to a distinct f~,. If not more than t subwords are corrupted by error, 
then each subset corresponds to at most t nonzero vj~ (fli,), and may thus 
be decoded according to the decoding procedure for the code C". The 
erroneous patterns calculated from each of the r subsyndromes may be 
slightly different, since the vj k (f~i,) may be zero for some i~, but their 
union must give the correct answer. If the union contains more than t 
erroneous ubwords, then certainly more than t errors occurred and 
there is some chance that the answer is not correct. This method thus 
permits occasional detection when more than t subwords were corrupted 
by errors. 
Example. The decoding procedure will be illustrated for the above 
described EL code (63, 39) over GF(2). Suppose rrors occurred in the 
subwords of index 3 and 5, the respective rror patterns being described 
by 1 -{- x + x 2 and 1 + x ~ + x ~ + x 5, respectively• The first Component 
of the syndrome is then 
$1 = (~)~(1 + ~ + ~) + (~")~(~ + ~ + ~ + ~) 
24• ----- O~ 54 *~ O~ , 
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and, similarly, the other Components become 
& = a 54 + 0 
$4 = a TM + O. 
The components are then partitioned into 2 subsets. The first, corre- 
sponding to fl, is ($1,  Ss) while the second, corresponding to fls, is 
($2, $4). Each of these subsyndromes is decoded as a syndrome for the 
code C';. This can be done using the procedure described in Peterson 
(1961) and gives as erroneous patterns: 
subwords of index (3, 5) for (S1, $3) 
subword of index (3) for ($2, $4). 
Their union gives (3, 5), which contains not more than 2 erroneous sub- 
words and may thus be regarded as the correct answer. 
We emphasize that the syndrome may be calculated irectly, using the 
parity check matrix of the equivalent cyclic code, if the coordinates are 
rearranged to appear in their natural order. For instance, the error pat- 
tern described for the above example may be expressed, in terms of the 
coordinates of the equivalent cyclic code, as 
e(x) = :~;21(1 q- X 36 q- Z 9) -~ X14(1 q- X 45 -~ X Is -~ X54), 
and the first component of the syndrome is calculated as 
e(~7) = j~  + ~. 
CONNECTIONS WITH SOME PP~EVIOUSLY CONSIDERED EL CODES 
Single sub-block error-locating codes were first considered by Wolf and 
Elspas (!963). These codes have block length n = (t + 1) ~ - 1 and 
r = mp check digits and are constructed by means of a (t, t - p) cyclic 
code over GF (2). The case t = 2 p - 1 was considered by these authors, 
and they noted that the resulting EL codes are optimum. It is not diffi- 
cult to  see that the codes obtained are equivalent to ours by setting 
C' = (2 p -- 1, 2 p - 1 -- p) over GF(2) (15) 
C , , : (2~'~ 1 2 '2" -1  ) 
\2"  - 1 ' 2p - 1 m overGF(2P). (16) 
Note that C' is a perfect binary Hamming code, while C" is a generalized 
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Hamming code, provided (2 "*0 - 1 ) / (2  p - 1) and (2 p - 1) are rela- 
t ively prime. 
A second family was considered by  Wolf and Elspas, leading to non- 
opt imum codes, but the authors noted that  it is possible in some cases 
to extend these codes, and this point has been somewtiat clarified by 
Wolf (1965). An equivalent family of cyclic error-locating codes may be 
obtained by setting 
C' = (t, t - p) over GF(2) ,  
with 20 - 1 = ]ct, and C" as in (16), the resulting EL  code being equiv- 
alent to a cyclic code of block length 
n \ 2~ 
with r -~ mp par i ty check digits. 
Finally, a subclass of the multiple sub-block EL  codes considered by 
Wolf (1965) is equivalent o a class of cyclic error Ioeating codes. This 
class is obtained by setting 
C' = (t, t -- p) over GF(2)  
with 
(2 p -  1) = /ct and C" = (s ,~-  m) overGF(2° ) ,  
with s relatively pr ime to t. The  resulting error-locating code will have 
block length n = st and r =mp cheek digits. 
I)~ECEIV~D; August 5, 1966 
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