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Abstrak 
Set data adalah tidak seimbang apabila sampel data yang terdapat pada satu kelas 
(kelas majoriti) melebihi kelas selain daripadanya (kelas minoriti). Masalah utama 
berkaitan dengan data binari tidak seimbang ialah kecenderungan pengelas untuk 
mengabaikan kelas minoriti. Beberapa teknik persampelan semula seperti 
pensampelan bawah, pensampelan atas dan gabungan kedua-duanya telah banyak 
digunakan. Walau bagaimanapun, teknik pensampelan bawah dan pensampelan atas 
tersebut masih mempunyai kekurangan seperti pembuangan dan penambahan data 
yang berguna yang menyebabkan masalah ketepatan pengelasan data. Oleh itu, kajian 
ini bertujuan untuk meningkatkan metrik klasifikasi dengan menambah baik teknik 
pensampelan bawah dan menggabungkannya dengan teknik pensampelan atas yang 
telah wujud. Untuk mencapai objektif tersebut, teknik Pensampelan Bawah 
Berdasarkan Jarak Kabur (FDUS) dicadangkan. Anggaran entropi digunakan untuk 
menghasilkan ambang kabur untuk mengelaskan sampel di dalam kelas minoriti 
dengan kelas majoriti kepada fungsi keahlian. FDUS kemudian digabungkan dengan 
Teknik Pensampelan Atas Minoriti Sintetik (SMOTE) dikenali sebagai 
FDUS+SMOTE, dilakukan di dalam urutan sehingga data yang seimbang dihasilkan. 
Kedua-dua teknik, FDUS and FDUS+SMOTE dibandingkan dengan empat teknik 
yang lain berdasarkan ketepatan klasifikasi, F-ukuran dan G-purata. Berdasarkan 
keputusan, FDUS mencapai ketepatan klasifikasi F-ukuran dan G-purata yang lebih 
bagus apabila dibandingkan dengan teknik lain dengan purata masing-masing 80.57%, 
0.85 dan 0.78. Ini menunjukkan logik kabur apabila digabungkan dengan teknik 
Pensampelan Bawah Berdasarkan Jarak mampu mengurangkan penyingkiran data 
yang berguna. Tambahan, penemuan menunjukkan FDUS+SMOTE menghasilkan 
prestasi yang lebih baik berbanding gabungan teknik SMOTE dan Pautan Tomek, dan 
SMOTE dan Penyuntingan Jiran Terdekat pada data penanda aras. FDUS+SMOTE 
telah mengurangkan pembuangan data yang berguna dari kelas majoriti dan 
mengelakkan terlebih-padanan. Secara purata, FDUS dan FDUS+SMOTE mampu 
mengimbangkan data kategorik, integer dan nyata serta membaiki prestasi klasifikasi 
binari. Selain itu, teknik tersebut menghasilkan prestasi yang baik pada data yang 
mempunyai saiz rekod kecil yang mempunyai sampel di dalam lingkungan kira-kira 
100 ke 800. 
 
 
Kata kunci: Data tidak seimbang, Teknik persampelan semula, Teknik pensampelan 
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Abstract 
A data set is considered imbalanced if the distribution of instances in one class 
(majority class) outnumbers the other class (minority class). The main problem related 
to binary imbalanced data sets is classifiers tend to ignore the minority class. 
Numerous resampling techniques such as undersampling, oversampling, and a 
combination of both techniques have been widely used. However, the undersampling 
and oversampling techniques suffer from elimination and addition of relevant data 
which may lead to poor classification results. Hence, this study aims to increase 
classification metrics by enhancing the undersampling technique and combining it 
with an existing oversampling technique. To achieve this objective, a Fuzzy Distance-
based Undersampling (FDUS) is proposed. Entropy estimation is used to produce 
fuzzy thresholds to categorise the instances in majority and minority class into 
membership functions. FDUS is then combined with the Synthetic Minority 
Oversampling TEchnique (SMOTE) known as FDUS+SMOTE, which is executed in 
sequence until a balanced data set is achieved. FDUS and FDUS+SMOTE are 
compared with four techniques based on classification accuracy, F-measure and G-
mean. From the results, FDUS achieved better classification accuracy, F-measure and 
G-mean, compared to the other techniques with an average of 80.57%, 0.85 and 0.78, 
respectively. This showed that fuzzy logic when incorporated with Distance-based 
Undersampling technique was able to reduce the elimination of relevant data. Further, 
the findings showed that FDUS+SMOTE performed better than combination of 
SMOTE and Tomek Links, and SMOTE and Edited Nearest Neighbour on benchmark 
data sets. FDUS+SMOTE has minimised the removal of relevant data from the 
majority class and avoid overfitting. On average, FDUS and FDUS+SMOTE were 
able to balance categorical, integer and real data sets and enhanced the performance 
of binary classification. Furthermore, the techniques performed well on small record 
size data sets that have of instances in the range of approximately 100 to 800. 
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Data is a set of values of qualitative and quantitative variables in order to deliver 
information. Often, the distribution of the data sets are imbalanced. This chapter 
provides some background about imbalanced data sets and the problem related to 
them. The research objectives, research scope and significance of study are also stated 
in this chapter. 
1.1 Background 
Imbalanced data sets occur when the number of samples in one class is low as 
compared to other classes (Barua, Islam, Yao, & Murase, 2014). In binary 
classification, the class that contain less instances is known as minority class, and the 
other class is known as majority class. Examples of imbalanced data sets are flood 
events (Wang, Chen, & Small, 2013), medical data sets (Dubey, Zhou, Wang, 
Thompson & Ye, 2014), intrusion detection data sets (Chairi, Alaoui, & Lyhyaoui, 
2012), credit card fraud detection (Padmaja, Dhulipalla, Krishna, Bapi, & Laha, 2007), 
and oil spill identification (Brekke & Solberg, 2005). The issue that is commonly 
related to imbalanced data is poor classification performance due to the tendency of 
classifiers to ignore data samples that belong to the minority class (Lin & Chen, 2012; 
Mangai, Samanta, Das, & Chowdhury, 2010; Mi, 2013). For example, when 
imbalanced data is classified using Support Vector Machine (SVM), the decision 
boundary obtained is biased towards the minority class resulting to misclassification 
(Liu, Yu, Huang, & An, 2011; Bennett & Bredensteiner, 2000). This bias will reduce 
the performance of SVM with respect to the minority class (Batuwita & Palade, 2013). 
The contents of 
the thesis is for 
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