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Cap´ıtulo 1
Introduccio´n
En este trabajo presentaremos una te´cnica de ana´lisis esta´tico y una pro-
puesta de modificaciones a la misma para utilizarla en el a´rea de seguridad
de aplicaciones web. Para esto, primero vamos a describir el problema de
seguridad y privacidad existente en las aplicaciones web. Luego introducire-
mos las vulnerabilidades de seguridad y nos concentraremos principalmente
en explicar y ejemplificar las vulnerabilidades de inyeccio´n, que son un tipo
particular de vulnerabilidades de seguridad que aparecen en los co´digos de
las aplicaciones web con mucha frecuencia y por esta razo´n estamos interesa-
dos en detectarlas. A continuacio´n daremos una idea general sobre la teor´ıa
de Sistemas de Tipos, para luego explicar una de las te´cnicas basadas en
Sistemas de Tipos, Ana´lisis de Expresiones String Basado en Grama´ticas
(llamada GBA por su traduccio´n al ingle´s) y las modificaciones necesarias
de la misma para poder utilizarla en la deteccio´n de vulnerabilidades de
inyeccio´n.
1.1. Descripcio´n del Problema
Las aplicaciones web han experimentado un crecimiento exponencial du-
rante los u´ltimos an˜os y se han convertido en un esta´ndar para brindar
servicios online, desde foros de discusio´n hasta a´reas sensibles de seguridad
como ventas y actividades bancarias y gubernamentales. Si bien la facilidad
de accederlas con un simple navegador web y una conexio´n a Internet es
uno de los grandes beneficios que aporta el medio en el que se encuentran,
la exposicio´n al mundo entero aumenta la posibilidad de ataques que aten-
ten contra la seguridad y comprometan al sistema. Las vulnerabilidades en
el co´digo de la aplicacio´n, es decir los defectos en la implementacio´n que
podr´ıan ser explotados por un atacante para obtener beneficios salteando
la lo´gica de la aplicacio´n, representan una amenaza creciente tanto para los
proveedores como para los usuarios de estos servicios, tal como se explica
sinte´ticamente en la seccio´n 1.2 y ma´s profundamente en el cap´ıtulo 2.
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El propo´sito de este Trabajo de Grado es estudiar la utilizacio´n de una
te´cnica de ana´lisis esta´tico, llamada Ana´lisis de Expresiones String Basado
en Grama´ticas (GBA, por su nombre en ingle´s) para detectar vulnerabili-
dades de seguridad de tipo inyeccio´n en una aplicacio´n web; la misma se
presenta brevemente en la seccio´n 1.4 y totalmente en el cap´ıtulo 3.
El trabajo se enmarca dentro del proyecto “Plataforma h´ıbrida de segu-
ridad para proteccio´n de aplicaciones web”, del cual formamos parte. Este
proyecto fue desarrollado entre LIFIA y la seccio´n Corelabs de la empresa
Core Security Technologies desde el mes de marzo del an˜o 2006 hasta el
mes de junio del an˜o 2007. El mismo considero´ diversas te´cnicas de Ana´li-
sis Esta´tico combinadas con Ana´lisis Dina´mico (de all´ı el te´rmino “h´ıbrida”
inclu´ıdo en el nombre del mismo) con el objetivo de descubrir vulnerabi-
lidades de inyeccio´n, como fuera descripto. Entre las te´cnicas consideradas
se incluyo´ GBA, dado que la misma se basa en el ana´lisis de strings, los
cuales son de gran importancia al momento de analizar la seguridad de una
aplicacio´n web.
1.2. Vulnerabilidades
En los u´ltimos an˜os hemos visto un constante incremento en la importan-
cia de la seguridad a nivel de aplicacio´n, es decir en aquellas vulnerabilidades
que afectan a la aplicacio´n en lugar de al sistema operativo o al middlewea-
re de los sistemas de computacio´n. Dichas vulnerabilidades son defectos de
programacio´n que permiten a un atacante alterar el comportamiento de la
aplicacio´n en beneficio propio. De manera ma´s espec´ıfica, son imperfeccio-
nes de co´digo de las cuales se pueden valer usuarios mal intencionados para
revelar informacio´n confidencial, realizar operaciones privilegiadas, etc.
En el contexto de aplicaciones web, se producen t´ıpicamente por errores
en la validacio´n de la entrada ingresada por el usuario y manejo incorrecto de
los requerimientos enviados. Existen diferentes tipos de vulnerabilidades re-
lacionadas con la validacio´n de la entrada: Buffer overflow, Integer overflow,
vulnerabilidades de inyeccio´n, etc., todas ellas provenientes de suposiciones
impl´ıcitas hechas por el desarrollador sobre diferentes caracter´ısticas que
presentan las entradas. Las vulnerabilidades de buffer overflow resultan de
suposiciones inva´lidas hechas sobre el taman˜o ma´ximo de la entrada. Los
ataques de integer overflow resultan de suposiciones inva´lidas hechas sobre
el rango de la entrada. De manera similar, las vulnerabilidades de inyec-
cio´n resultan de suposiciones inva´lidas hechas sobre la presencia de cierto
contenido sinta´ctico en la entrada de la aplicacio´n. El contenido es conside-
rado sinta´ctico cuando influye en la forma o la estructura de una expresio´n
resultando en una alteracio´n de la sema´ntica de la misma.
En este trabajo nos concentramos en las vulnerabilidades de tipo inyec-
cio´n las cuales plantean una gran amenaza a nivel de seguridad de la aplica-
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cio´n. Dichas vulnerabilidades permiten a un atacante alterar la sema´ntica de
una expresio´n cuando la entrada proporcionada posee contenido sinta´ctico
como fuera mencionado. Algunos de los tipos ma´s comunes son vulnerabili-
dades SQL injection, vulnerabilidades cross-site scripting y vulnerabilidades
shell injection, las cuales se describen y ejemplifican en la seccio´n 2.2.
Las consecuencias de los ataques de inyeccio´n, es decir, ataques que ex-
plotan este tipo de vulnerabilidades, consisten en omitir la lo´gica de auten-
ticacio´n, acceder o modificar informacio´n de una base de datos o ejecutar
comandos arbitrarios en el servidor.
Existen dos soluciones posibles al problema de las vulnerabilidades en
el co´digo fuente de una aplicacio´n: utilizar te´cnicas de construccio´n de pro-
gramas que garanticen la ausencia de vulnerabilidades o realizar un ana´lisis
del co´digo, posterior a la codificacio´n, para detectar las mismas con el fin
de eliminarlas. Dado que la primera alternativa es durante la codificacio´n
y que la empresa Core requiere un ana´lisis posterior a la misma por el ti-
po de tarea que pretende automatizar, la auditor´ıa de co´digo, nosotros nos
concentraremos en la segunda solucio´n.
1.3. Ana´lisis Esta´tico
El ana´lisis esta´tico tiene como principal objetivo la obtencio´n de propie-
dades del funcionamiento de un programa sin necesidad de ejecutarlo. Los
Sistemas de Tipos Esta´ticos obtienen informacio´n de un programa esta´tica-
mente para determinar propiedades de los mismos antes de ejecucio´n (por
ejemplo, la ausencia de algunos errores de ejecucio´n) y para proveer docu-
mentacio´n rudimentaria cuando se codifican soluciones en un lenguaje de
programacio´n. La principal motivacio´n para el uso de estos sistemas es que
cada programa con un tipo calculado esta´ticamente (es decir, basado so-
lamente en el texto del programa y no en su computacio´n) esta´ libre de
algunas clases de errores durante la ejecucio´n. Esto garantiza cierta correc-
cio´n del co´digo y tambie´n ayuda a omitir chequeos espec´ıficos en el co´digo
ejecutable, obteniendo un programa ma´s eficiente.
Existen dos l´ıneas de investigacio´n que dependen del compromiso exis-
tente entre expresividad y decibilidad del sistema de tipos. Esto se debe a
que la computacio´n prescripta para un sistema de tipos es limitada; puede
ocurrir que dado un sistema de tipos no exista un algoritmo de inferencia
decidible. Por lo tanto, las opciones son disen˜ar un sistema decidible des-
cartando un conjunto de programas correctos o disen˜ar un sistema preciso
pero con una nocio´n no computable de asignacio´n de tipos. Cuando se elije
la primer alternativa, el objetivo es maximizar la expresividad del siste-
ma, esto es lograr que el nu´mero de programas aceptados correctos sea lo
ma´s grande posible, mientras que se minimiza el nu´mero de los incorrectos
sin perder decibilidad. En esta l´ınea de investigacio´n aparecen los sistemas
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de tipos polimo´rficos [Milner, 1978; Damas and Milner, 1982; Jim, 1996;
Reynolds, 1983] y sus extensiones (como sistemas con subtipos [Mitchell,
1991; Palsberg et al., 1997; Henglein and Rehof, 1997] o tipos recursivos
[Tiuryn and Wand, 1993]). En el segundo caso, la idea es disen˜ar herra-
mientas semi-automa´ticas para ayudar en la construccio´n de programas,
maximizando la habilidad de ejecutar inferencia de tipo automa´tica. En
esta l´ınea de investigacio´n aparece el sistema F de Girard [Girard, 1989;
Reynolds, 1974] y sistemas de tipos dependientes como la teor´ıa de tipos
de Martin Lo¨f [Nordstro¨m et al., 1990] y el Ca´lculo de Construcciones de
Coquand [Coquand and Huet, 1988].
En este trabajo nos concentraremos en la primer alternativa dado que
la misma corresponde a una solucio´n de ana´lisis y se adecua por ello a
las caracter´ısticas de la empresa Core como fuera descripto en la seccio´n
anterior (la segunda alternativa corresponde a un marco de construccio´n de
programas seguros, pero requiere programadores con habilidades especiales).
Los Sistemas de Tipos son una parte integral de la definicio´n de un
lenguaje, de manera similar a la grama´tica que define la sintaxis de los
programas. Adema´s, as´ı como hay una herramienta que implementa el parser
de grama´tica, hay una herramienta que implementa el sistema de tipos. Esta
u´ltima puede ser un comprobador de tipos (typechecker) o un inferidor de
tipos. Un comprobador de tipos chequea que una construccio´n del lenguaje
coincida con el tipo previsto en su contexto. Un inferidor de tipos determina
el tipo de una construccio´n del lenguaje (quiza´s ayudado por anotaciones de
tipo en el programa).
Existe una forma de presentar sistemas de inferencia de tipos mediante
el uso de restricciones o contraints. En estos sistemas hay dos fases para la
inferencia de tipos; la primera cuando se recorre el te´rmino y se recolectan
las variables de tipo y una segunda fase de resolucio´n de constraints, donde
se calcula una solucio´n para todos los constraints recolectados. Esta forma
de presentacio´n permite ma´s flexibilidad para el uso de heur´ısticas durante la
resolucio´n de constraints. Esta variante fue usada, por ejemplo, en la teor´ıa
de tipos calificados para sobrecarga [Jones, 1996] y en la variante de Mart´ınez
Lo´pez [Mart´ınez Lo´pez and Hughes, 2002] del sistema de especializacio´n de
tipos introducido por John Hughes [Hughes, 1996b].
Se han concebido Sistemas de Tipos para casi todos los tipos de para-
digmas de programacio´n y para casi todas las caracter´ısticas; por ejemplo
registros [Re`my, 1989; Gaster and Jones, 1996], arreglos, variantes, sobrecar-
ga [Jones, 1994a; Jones, 1994b; Odersky et al., 1995; Jones, 1996], sistemas
de tipos para caracter´ısticas imperativas [Hoang et al., 1993; Wright, 1992;
Wright, 1995], lenguajes orientados a objetos [Abadi and Cardelli, 1996;
Wand, 1987; von Oheimb and Nipkow, 1999; Syme, 1999; Nordlander, 1999;
Nordlander, 2000], herencia [Breazu-Tannen et al., 1991; Wand, 1994; Wand,
1991], persistencia [Atkinson et al., 1983; Atkinson and Morrison, 1988;
Dearle, 1988; Morrison et al., 1993], tipos de datos abstractos [Mitchell and
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Plotkin, 1988], sistemas reactivos [Hughes et al., 1996; Nordlander, 1999],
sistemas mo´viles [Knabe, 1995; Freund and Mitchell, 1998; Igarashi and Ko-
bayashi, 2001] y otros [Pottier, 2000; Shields and Meijer, 2001] so´lo en el
campo de caracter´ısticas de lenguaje.
Las te´cnicas basadas en sistemas de tipos han sido la inspiracio´n de
muchos desarrollos en el campo de ana´lisis de programas y te´cnicas de va-
lidacio´n y verificacio´n. Estas te´cnicas de tipos han sido modificadas para
ser aplicadas al ca´lculo de diferentes clases de efectos (sistemas de tipos
y efectos [Talpin and Jouvelot, 1992; Jouvelot and Gifford, 1991]) –como
por ejemplo, tipar referencias [Wright, 1992], alocacio´n de registros [Agat,
1997], etc.–, ana´lisis de control de flujo [Mossin, 1996; Volpano et al., 1996],
compilacio´n [Wand, 1997], transformacio´n de programas [Romanenko, 1990;
Hannan and Hicks, 1988; Hughes, 1996b; Hughes, 1996a; Danvy, 1998], spli-
cing de co´digo [Thiemann, 1999], seguridad [Volpano and Smith, 1997] y
diversas formas de ana´lisis de programas [O’Callahan, 1998], entre otros.
1.4. Ana´lisis de Strings Basado en Grama´ticas
El Ana´lisis de Expresiones String Basado en Grama´ticas (GBA, por su
nombre en ingle´s) es una te´cnica de ana´lisis esta´tico basada en Sistemas de
Tipos que fuera presentada por Peter Thiemann en el paper “Grammar-
Based Analysis of String Expressions” [Thiemann, 2005]. GBA analiza los
strings determinando para cada ocurrencia de un tipo string en una deriva-
cio´n de tipos, un conjunto de strings tal que cada valor computado por la
expresio´n correspondiente sea un miembro de este conjunto. El ana´lisis es
expresado como un sistema de tipos donde el tipo string es refinado con una
estructura indexada apropiada.
El motivo que impulso´ la creacio´n de esta te´cnica esta´ basado en el
frecuente uso de los strings en contextos inapropiados. Particularmente en
los lenguajes de scripting, los strings sirven como una estructura de datos
universal para comunicar valores y comandos entre diferentes componentes
de programas. Por ejemplo, los strings son usados para construir salida en
formato XHTML, para formar sentencias SQL y para contruir expresiones
XPath y JavaScript que son pasadas a sus inte´rpretes respectivos o alma-
cenadas en un atributo de evento. Por lo tanto, los strings frecuentemente
llevan un significado oculto que no esta´ reflejado en su tipo (en un sistema
tradicional).
En todos los casos anteriores, los strings deben respetar un formato ex-
terno fijo. Algunos ejemplos son los strings XHTML, las sentencias SQL,
las sentencias XPath y JavaScript. En cada caso, hay una grama´tica libre
de contexto que define el lenguaje de strings admisibles. Adema´s, en cada
caso se produce un error en tiempo de ejecucio´n si el valor string actual no
esta´ correctamente formado (o sea no respeta las reglas de la grama´tica).
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Los strings XHTML mal formados pueden hacer que el navegador web o
un procesador XML usado posteriormente deje de funcionar. Las senten-
cias SQL mal formadas son rechazadas por la base de datos o conducen a
resultados incorrectos. Finalmente, las expresiones ilegales pasadas a un pro-
cesador XPath o a un inte´rprete JavaScript causan excepciones en tiempo
de ejecucio´n.
El propo´sito de esta te´cnica es analizar expresiones strings de programas
existentes de manera de aliviar el mantenimiento y debbuging asegurando
que todos estos strings construidos sin una metodolog´ıa apropiada respetan
un formato deseado. GBA permite comprobar si todos los valores de una
expresio´n string son elementos de una lenguaje libre de contexto dado por
alguna grama´tica de referencia.
Este ana´lisis de expresiones string esta´ expresado como un sistema de
tipos restringido donde las restricciones (o constraints) son parseadas con
respecto a la grama´tica de referencia G. Intuitivamente, un constraint par-
seado expresa la relacio´n de derivacio´n de G, la cual se define en te´rminos
de s´ımbolos terminales y no terminales de G.
Thiemann especifica un sistema de tipos polimo´rfico para un lambda
ca´lculo aplicado que refina el tipo string con una jerarqu´ıa de subtipos de-
rivada de la inclusio´n de lenguajes. Esto nos permite encontrar un lenguaje
para cada expresio´n de tipo string tal que el valor de la expresio´n es un
elemento de ese lenguaje. La inferencia de tipos para estos sistemas in-
fiere constraints de inclusio´n del lenguaje que pueden ser vistos como una
grama´tica libre de contexto con un no terminal para cada expresio´n evaluada
a string. Thiemann luego presenta dos algoritmos que resuelven constraints
de inclusio´n del lenguaje con respecto a una grama´tica de referencia libre
de contexto. Las soluciones son correctas pero incompletas debido a que el
problema general de inclusion de lenguaje libre de contexto es indecidible.
Ambos algoritmos se derivan del algoritmo de parsing de Earley [Earley,
1970] para lenguajes libres de contexto.
Tomar estas dos partes juntas nos permite responder preguntas como
“¿El valor de una expresio´n de tipo string es derivable de un no terminal dado
en la grama´tica de referencia?” Este tipo de preguntas es interesante porque
permite validar que la salida de un programa respeta ciertos formatos, como
por ejemplo HTML, evitando de esa forma los problemas derivados del uso
incorrecto de dicha salida.
1.5. Objetivos y Logros del Trabajo de Grado
Luego de haber analizado el problema y considerado diversas alternativas
de solucio´n (teniendo en cuenta la escasez de herramientas existentes para
resolverlo), nos concentramos en analizar la te´cnica de GBA como posible
solucio´n.
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El objetivo de este trabajo fue estudiar la te´cnica de GBA con el propo´si-
to de descubrir y proponer las modificaciones necesarias para aplicarla en la
deteccio´n de vulnerabilidades de seguridad de tipo inyeccio´n como se des-
cribio´ anteriormente.
Para lograr el objetivo propuesto fue esencial estudiar y comprender
adecuadamente tanto el problema en cuestio´n como la te´cnica utilizada.
Respecto al estudio de la te´cnica, adema´s de intentar comprender su fun-
cionamiento de manera anal´ıtica, buscamos implementarlo para as´ı integrar
las ideas en un entorno operativo.
Logramos la implementacio´n del algoritmo GBA modificado con una
eficiencia razonable que permite el tratamiento de programas que sean re-
presentativos del problema, utilizando un lenguaje simple pero expresivo
(basado en el propuesto por Thiemman).
El resultado consiste en la descripcio´n de los conceptos aprendidos (tanto
respecto del problema como de la te´cnica de solucio´n) y en la descripcio´n
de los primeros pasos dados hacia la capacidad de utilizar la te´cnica en este
problema.
1.6. Overview
El trabajo esta´ organizado en siete cap´ıtulos. El cap´ıtulo 2 describe y
ejemplifica las vulnerabilidades que fuimos aprendiendo durante la primera
parte del proyecto antes mencionado. El cap´ıtulo 3 explica los sistemas de
tipos y la te´cnica de ana´lisis esta´tico GBA presentada por Peter Thiemann
en el paper “Grammar-Based Analysis of String Expressions”. El cap´ıtulo
4 explica nuestra propuesta de extensiones que permitan aplicar GBA para
detectar vulnerabilidades. El cap´ıtulo 5 describe como realizamos la imple-
mentacio´n del prototipo. El cap´ıtulo 6 explica como se usa el prototipo.
El cap´ıtulo 7 describe te´cnicas existentes de ana´lisis esta´tico para detectar
vulnerabilidades. Finalmente, en el cap´ıtulo 8 presentamos las conclusiones.
Adema´s se adjunta electro´nicamente el co´digo del prototipo de GBA escrito
en Haskell.
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Cap´ıtulo 2
Vulnerabilidades
En este cap´ıtulo presentaremos el problema de seguridad existente en las
aplicaciones web [Xie and Aiken, 2006], concentra´ndonos principalmente en
las vulnerabilidades a nivel de aplicacio´n y dentro de ellas en las vulnerabili-
dades de validacio´n de entrada, las cuales han sido presentadas brevemente
en el cap´ıtulo 1.2. Luego presentaremos el problema de privacidad que afecta
tambie´n a las aplicaciones web [Futoransky and Waissbein, 2005], y describi-
remos en detalle el proceso de provisio´n de privacidad necesario al momento
de desarrollar una de las mismas. Finalmente, explicaremos las vulnerabi-
lidades que estamos interesadas en detectar con nuestra herramienta que
son las vulnerabilidades de inyeccio´n dando varios ejemplos de las mismas
para su mejor comprensio´n y explicando sus causas [Huang et al., 2004;
OWASP Organization, 2003; Pietraszek and Berghe, 2005].
2.1. Seguridad y Privacidad en aplicaciones web
Las aplicaciones web han experimentado un crecimiento exponencial du-
rante los u´ltimos an˜os y se han convertido en el esta´ndar para brindar ser-
vicios en l´ınea desde foros de discusio´n hasta a´reas sensibles en seguridad
como bancos y ventas. Por esta razo´n, las vulnerabilidades de seguridad
en este tipo de aplicaciones representan una gran amenaza tanto para los
proveedores como para los usuarios de estos servicios.
En los u´ltimos an˜os hemos visto un constante incremento en la importan-
cia de la seguridad a nivel de aplicacio´n, es decir en aquellas vulnerabilidades
que afectan a la aplicacio´n en lugar de al sistema operativo o al middlewea-
re de los sistemas de computacio´n. Hace unos an˜os Symantec catalogo´ 670
vulnerabilidades que afectan a las aplicaciones web, observando un incre-
mento del 81 % en el transcurso de un an˜o [Symantec, 2005]. De acuerdo al
mismo reporte, estas vulnerabilidades son causadas t´ıpicamente por errores
de programacio´n en la validacio´n de la entrada y manejo incorrecto de los
requerimientos enviados.
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Debido a que las vulnerabilidades usualmente esta´n profundamente em-
bebidas en la lo´gica del programa, la defensa tradicional a nivel de red, como
firewalls, no ofrece una proteccio´n adecuada contra estos ataques. El testing
tambie´n es poco efectivo porque los atacantes usan t´ıpicamente la entra-
da menos esperada para explotar estas vulnerabilidades y comprometer el
sistema.
Por todo lo expresado, la seguridad sigue siendo el principal obsta´culo
para la aceptacio´n universal de la Web en muchos tipos de transacciones.
Entre las vulnerabilidades a nivel de aplicacio´n, la clase de vulnerabili-
dades de validacio´n de entrada es la ma´s predominante y merece particular
atencio´n. Las vulnerabilidades de validacio´n de entrada son defectos resul-
tantes de suposiciones impl´ıcitas hechas por el desarrollador de la aplicacio´n
sobre la entrada de la aplicacio´n. Ma´s espec´ıficamente, las vulnerabilidades
de validacio´n de entrada existen cuando se puede aprovechar la invalidez de
estas suposiciones usando entrada maliciosa para efectuar un cambio en el
comportamiento de la aplicacio´n que es beneficioso para el atacante.
Existen diferentes tipos de vulnerabilidades de validacio´n de entrada, de-
pendiendo de la suposico´n inva´lida que se haya hecho. Las vulnerabilidades
de buffer overflow resultan de suposiciones inva´lidas hechas sobre el taman˜o
ma´ximo de la entrada. Los ataques de integer overflow resultan de suposi-
ciones inva´lidas hechas sobre el rango de la entrada. De manera similar, las
vulnerabilidades de inyeccio´n resultan de suposiciones inva´lidas hechas sobre
la presencia de contenido sinta´ctico en la entrada de la aplicacio´n. El con-
tenido es considerado sinta´ctico cuando influye en la forma o la estructura
de una expresio´n resultando en una alteracio´n de la sema´ntica de la misma.
Este trabajo se enfoca en esta u´ltima clase de vulnerabilidades y en los ata-
ques que las explotan. En estos ataques, llamados ataques de inyeccio´n, el
atacante provee entrada maliciosa que incluye contenido sinta´ctico que cam-
bia la sema´ntica de una expresio´n en la aplicacio´n. Los resultados dependen
de la aplicacio´n, pero t´ıpicamente conducen a un filtrado de informacio´n,
escalado de privilegios o ejecucio´n de comandos arbitrarios.
Las aplicaciones web son servicios brindados a los usuarios finales por
un servidor web, t´ıpicamente a trave´s de Internet y accedidos mediante un
navegador web, por ejemplo, Gmail o Amazon.com. E´stas manejan grandes
cantidades de datos que involucran diferentes usuarios web empleando diver-
sas pol´ıticas de privacidad. El desarrollo de las mismas se hace t´ıpicamente
olvidando las precauciones de privacidad. Esto se debe principalmente a la
falta de conocimientos te´cnicos y herramientas apropiadas para garantizar
la privacidad. Como resultado la informacio´n personal de los usuarios web
esta´ constantemente en riesgo.
En el contexto de las aplicaciones web, una “pol´ıtica de privacidad” es
un acuerdo entre los usuarios y la organizacio´n que provee la aplicacio´n web
sobre como deber´ıa menejarse la informacio´n de los usuarios. Por ejemplo,
los usuarios web ingresar´ıan su nu´mero de tarjeta de cre´dito en un formulario
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web si conf´ıan en que e´ste se mantendra´ privado, o compartir´ıan sus registros
me´dicos para propo´sitos de investigacio´n si se les garantizase privacidad.
Consideramos el problema de privacidad desde la perspectiva de ambas
partes involucradas, por un lado los usuarios web y por el otro la persona
responsable de garantizar la privacidad (llamado de aqu´ı en adelante oficial
de seguridad u OS para abreviar) junto con el grupo de desarrolladores web.
Las aplicaciones web plantean un problema tanto para los usuarios web que
deben confiar en el compromiso de privacidad de los duen˜os de la aplicacio´n,
como para los oficiales de seguridad que deben hacer cumplir las pol´ıticas de
seguridad eficientemente con recursos limitados [Rezgui et al., 2002]. En la
mayor´ıa de los casos la informacio´n personal de los usuarios web esta´ de´bil-
mente protegida, a veces conscientemente y a veces por descuido. Los atacan-
tes constantemente atentan contra las aplicaciones web accedie´ndolas como
usuarios comunes y enviando entrada mal formada [OWASP Organization,
2003]. Un ataque exitoso puede exponer informacio´n privada, causar severos
dan˜os a la organizacio´n atacada y a los usuarios web expuestos [Zeller Jr.,
2005].
La u´nica proteccio´n posible para el tipo que hemos discutido antes es ga-
rantizar la privacidad de manera adecuada, forzando su existencia de alguna
manera. Podemos describir el proceso de aplicacio´n de privacidad en tres eta-
pas: especificacio´n, desarrollo y garant´ıa de calidad. Primero, el OS define los
requerimientos (idealmente durante la especificacio´n de la aplicacio´n web) y
env´ıa este documento a los desarrolladores para su implementacio´n.
Los desarrolladores utilizan alguno de los tantos lenguajes para el di-
sen˜o de una aplicacio´n web, desde plataformas complejas y poderosas como
Java o .NET hasta lenguajes de script fa´ciles de usar como PHP, Perl o
ASP. Estos lenguajes o plataformas ayudan a los desarrolladores a producir
ra´pidamente pa´ginas generadas dina´micamente a trave´s de facilidades de la
programacio´n de alto nivel que reducen la dificultad de acceder a funcio-
nalidades complejas, como agentes de mail y back ends de base de datos.
Sin embargo, estas facilidades carecen usualmente de seguridad y privacidad
[OWASP Organization, 2003; Anupam and Mayer, 1998]; por ejemplo, no
se puede establecer en forma simple que los datos recibidos a trave´s de un
cierto canal no deben ser expuestos a los usuarios.
Debido a que los lenguajes de script tiene un umbral de aprendizaje bajo,
muchos proyectos son encomendados a desarrolladores web inexpertos, con
escasos conocimientos de seguridad que no pueden implemenar las pol´ıti-
cas de privacidad correctamente con las tecnolog´ıas disponibles. Los nuevos
productos de seguridad no son efectivos debido a que apuntan a reducir
los riesgos de seguridad y no a garantizar la privacidad. La u´nica opcio´n
restante es que los desarrolladores implementen los requerimientos de priva-
cidad [OWASP Organization, 2003] modificando sistema´ticamente el co´digo
asociado con la entrada de los usuarios web en toda la aplicacio´n, es decir,
introduciendo chequeos de seguridad y comandos de pol´ıticas de validacio´n.
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Esta´ de ma´s decir que esta tarea requiere un gran consumo de tiempo y
una habilidad te´cnica especial [Sandhu, 2003] y que su e´xito depende de la
cobertura del proceso: un error puede ser decisivo.
Despue´s que el desarrollo ha terminado, el OS debe contratar a un equipo
de auditores de seguridad para identificar y ayudar a eliminar las vulnera-
bilidades en la aplicacio´n web, mejorando de esta manera la garant´ıa global
de privacidad. Una de las principales tareas de la seccio´n Corelabs de la
empresa Core Security Technologies, con la cual desarrollamos el proyecto
mencionado en la seccio´n 1.1, es la auditoria de co´digo. Opcionalmente, el
OS publica las pol´ıticas de privacidad utilizadas 1. Una vez hecho esto, la
aplicacio´n web es publicada.
Por su parte, los usuarios web deben tomar precauciones de privacidad y
seguridad cuando acceden a las aplicaciones web, es decir, revisar la configu-
racio´n SSL, la configuracio´n de cookies, chequear certificados [Herzberg and
others, 2005] y leer las pol´ıticas de privacidad de la organizacio´n [Cranor et
al., 2002]. Los usuarios deben decidir si conf´ıan en que las pol´ıticas alegadas
se cumplen antes de enviar informacio´n personal, o en caso contrario, salir
del sitio.
En general, la evidencia muestra que la garant´ıa de privacidad en las
aplicaciones web sufren grandes problemas que no esta´n siendo manejados;
por ello es necesario desarrollar herremientas que permitan garantizar la
privacidad y la seguridad.
2.2. Vulnerabilidades de Inyeccio´n
Las vulnerabilidades de inyeccio´n plantean una grave amenaza a nivel de
seguridad de las aplicaciones. E´stas son fallas de programacio´n que permi-
ten a un atacante alterar la sema´ntica de una expresio´n en una aplicacio´n,
proveyendo entrada que incluye contenido sinta´ctico. Algunos de los tipos
ma´s comunes son las vulnerabilidades SQL injection, cross-site scripting y
shell injection, que se desciben a continuacio´n.
2.2.1. Vulnerabilidades SQL injection
Las vulnerabilidades SQL injection ocurren cuando valores no confia-
bles se usan para construir comandos SQL, resultando en la ejecucio´n de
comandos SQL arbitrarios dados por un atacante.
El siguiente co´digo muestra un ejemplo real de una parte de una aplica-
cio´n PHP, responsable de la autenticacio´n a trave´s de una direccio´n de e-mail
($email) y un co´digo de pin nume´rico ($pincode) contra credenciales alma-
cenadas en una base de datos. El usuario es autenticado exitosamente si el
1Los usuarios web deber´ıan poder informarse de las pol´ıticas de seguridad y estar
garantizados de que las mismas esta´n actualizadas y se cumplen.
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resultado es un conjunto no vac´ıo.
$query = "SELECT *
FROM users
WHERE email=’" . $email . "’ AND pincode=" . $pincode;
$result = mysql_query($query);
Este co´digo es propenso a varios ataques SQL injection. Si el atacan-
te provee "alice@host’ OR ’0’=’1" (notar el uso de las comillas simples
“desbalanceadas”) como direccio´n de e-mail, la aplicacio´n ejecuta una con-
sulta cuyo resultado es independiente del co´digo de pin provisto, pues el
string de entrada enviado a la funcio´n mysql_query sera´
"SELECT *
FROM users
WHERE email=’alice@host’ OR ’0’=’1’ AND pincode="
Debido a la precedencia de operadores, en este caso OR sobre AND, esta con-
sulta sera´ equivalente a una con una sola condicio´n "email=’alice@host’",
permitiendo de esta manera al atacante omitir la lo´gica de autenticacio´n.
Ataques similares realizados usando la variable pincode, la cual es usada
en un contexto nume´rico, no requieren comillas simples en la entrada del
usuario. Por ejemplo, usando la direccio´n de e-mail va´lida "alice@host" y
"0 OR 1=1" como co´digo de pin, el atacante podr´ıa nuevamente autenticarse
sin las credenciales apropiadas.
2.2.2. Vulnerabilidades shell injection
Las vulnerabilidades shell injection ocurren cuando se usan datos no
confiables para invocar funciones que manipulan los recursos del sistema,
por ejemplo en PHP: fopen(), rename(), copy(), unlink(), etc. o para
invocar procesos, por ejemplo, exec().
Un ejemplo para demostrar una vulnerabilidad shell injection se ve´ en
el siguiente co´digo que env´ıa un e-mail de confirmacio´n a una direccio´n de
e-mail provista.
$handle = popen("/usr/bin/mail $email");
fputs($handle); #escribe el mensaje
En este caso, cualquiera de los metacaracteres (‘, &&, ;, newline) en el
campo de la direccio´n de e-mail puede ser usado para ejecutar comandos
arbitrarios sobre el servidor. Por ejemplo, si el atacante usa como direccio´n
de e-mail "alice@host && rm -rf .", el servidor web, podr´ıa tratar de
eliminar todos los archivos del directorio actual, adema´s de enviar el e-mail.
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2.2.3. Vulnerabilidades cross-site-scripting
Las vulnerabilidades cross-site-scripting, a veces llamadas XSS, ocurren
cuando un atacante usa una aplicacio´n web para enviar co´digo malicioso,
generalmente JavaScript, a otro usuario final. Cuando la aplicacio´n web usa
sin filtrar la entrada de un usuario en la salida que genera, un atacante
puede insertar un ataque en esa entrada y la aplicacio´n web env´ıa el ataque
a otros usuarios. El usuario final conf´ıa en la aplicacio´n web y el ataque tiene
e´xito haciendo cosas que normalmente no estar´ıan permitidas. Los atacantes
frecuentemente usan una gran variedad de me´todos para codificar la porcio´n
maliciosa de la tarea, como usar Unicode2, por lo que el requerimiento resulta
menos sospechoso para el usuario.
Los ataques XSS pueden ser clasificados en dos categor´ıas: permanen-
tes (stored) y no permanentes (reflected). Los ataques no permanentes son
aquellos en los que el co´digo inyectado es retornado por el servidor web,
en un menseje de error, en un resultado de bu´squeda o en cualquier otra
respuesta que incluya alguna o toda la entrada enviada al servidor como
parte del requerimiento. Es decir, el co´digo inyectado es embebido en la
pa´gina retornada al navegador del usuario inmediatamente despue´s del re-
querimiento. Estos ataques son enviados a la v´ıctima a trave´s de otra ruta,
como un mensaje de e-mail o sobre algu´n otro servidor. Cuando un usuario
clickea un link o env´ıa un formulario, el co´digo inyectado viaja al servidor
web vulnerable el cual env´ıa el ataque de vuelta al navegador del usuario.
Luego el navegador ejecuta el co´digo debido a que proviene de un servidor
“confiable” y se produce el ataque. Los ataques permanentes son aquellos
donde el co´digo inyectado se almacena permanentemente en el servidor, en
una base de datos, en un foro de mensajes, etc. En este caso el ataque no
se producira´ inmediatamente, sino algu´n tiempo despue´s, por ejemplo, en el
momento que el usuario lea la entrada infectada del foro.
Las consecuencias de un ataque XSS son las mismas independientemente
si es permanente o no. Los ataques XSS pueden causar una gran variedad de
problemas al usuario final; los ma´s severos incluyen la revelacio´n de la cookie
de sesio´n del usuario, permitiendo a un atacante robar la sesio´n del usuario y
apoderarse de su cuenta. Otros ataques incluyen la revelacio´n de los archivos
del usuario final, la instalacio´n de programas troyanos, la redireccio´n del
usuario a otra pa´gina y la modificacio´n de la presentacio´n del contenido. Por
ejemplo, una vulnerabilidad XSS en un sitio farmace´utico podr´ıa permitir a
un atacante modificar la informacio´n de dosificacio´n produciendo una dosis
excesiva.
El siguiente co´digo muestra un ejemplo de una vulnerabilidad cross-site
2Unicode es un esta´ndar industrial cuyo objetivo es proporcionar el medio por el cual
un texto en cualquier forma e idioma pueda ser codificado para el uso informa´tico. Unicode
proporciona un nu´mero u´nico para cada cara´cter, sin importar la plataforma, sin importar
el programa y sin importar el idioma. Ejemplos: UTF-8, UCS-2
2.2. VULNERABILIDADES DE INYECCIO´N 15
scripting:
$month = $_GET[’month’];
$year = $_GET[’year’];
$day = $_GET[’day’];
echo "<a href=\"day.php?year=$year&amp;"
echo "month=$month&amp;day=$day\">";
Los valores para las variables $month, $day y $year provienen de re-
querimientos HTTP y se usan para contruir salida HTTP para el usuario.
Suponiendo que este co´digo se encuentra en la pa´gina event_delete.php
del servidor http://www.target.com, un ejemplo de ataque podr´ıa ser que
el usuario la acceda tipeando en el navegador:
http://www.target.com/event_delete.php?year=
><script>script_malicioso();</script>
lo cual equivale a enviar "><script>script_malicioso();</script>" en
el para´metro year (notar el uso del tag de cierre al principio del valor del
para´metro).
Los atacantes deben encontrar la forma de que las v´ıctimas abran esta
URL. Una estrategia es enviar un e-mail conteniendo co´digo JavaScript que
secretamente abra una ventana oculta que abra esta URL. Otra opcio´n es
embeber ese mismo co´digo JavaScript dentro de una pa´gina web: cuando
las v´ıctimas abran la pa´gina, el script se ejecuta y secretamente abre la
URL. Una vez que el co´digo mostrado anteriormente recibe un requerimiento
HTTP para la URL, se genera la siguiente salida HTML:
<a href="day.php?year=><script>script_malicioso();</script>
En esta estrategia, la salida contiene un script malicioso preparado por
un atacante y enviado en nombre del servidor web. Por lo tanto, se pierde
la integridad de la salida HTML y se violan las pol´ıticas de los navegadores
sobre mismo origen de fuente3. Debido a que el script malicioso es enviado
en nombre del servidor web, este garantiza el mismo nivel de confianza que
el servidor web, el cual mı´nimamente permite que el script lea cookies de
usuarios setadas por el servidor. Esto frecuentemente revela claves de acceso
o permite el robo de sesiones; si el servidor web esta´ registrado en el dominio
confiable del navegador de la v´ıctima, puede que otros derechos sean cedidos,
como por ejemplo acceso al sistema de directorios local.
Los problemas XSS tambie´n pueden presentarse en los servidores web o
de aplicaciones. La mayor´ıa de los servidores generan pa´ginas web simples
3Las pol´ıticas sobre el mismo origen de fuente establecen que en un sitio web so´lo
deber´ıan accederse recursos del mismo sitio ya que los recursos de otro sitio web podr´ıan
ser maliciosos. El te´rmino “origen” se define usando el nombre de dominio, el protocolo y
el puerto. Dos pa´ginas pertenecen al mismo origen si y so´lo si estos tres valores coinciden.
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para mostrar en el caso de varios errores, como 404 “pa´gina no encontrada” o
500 “error interno del servidor”. Si estas pa´ginas reflejan alguna informacio´n
del requerimiento del usuario, como la URL que esta´n intentando acceder,
podr´ıan ser vulnerables a un ataque XSS no permanente. Por ejemplo, si
el usuario ingersa la URL http://www.example.com/FILENAME.html y la
pa´gina "FILENAME.html" no existe, el servidor del sitio web podr´ıa retornar
un mensaje de error de la forma:
<HTML> 404 pagina no encontrada: FILENAME.html .... </HTML>
Notar que "FILENAME.html" es un string ingresado por el usuario y que el
sito web lo ha inclu´ıdo en la pa´gina retornada al navegador. Si en lugar del
nombre de la pa´gina un atacante ingresa un tag HTML o un script como
http://www.example.com/<script>codigo_malicioso();</script> el ser-
vidor retornara´ la siguiente pa´gina de error:
<HTML> 404 pagina no encontrada:
<script>codigo_malicioso();</script> .... </HTML>
la cual ejecutara´ el co´digo ingresado en el script por el atacante.
2.2.4. Ana´lisis de las causas de las vulnerabilidades de inyec-
cio´n
En todos nuestros ejemplos, la entrada maliciosa incluye contenido sin-
ta´ctico. El contenido es considerado sinta´ctico cuando influye en la forma
o la estructura de una expresio´n. Este cambio de estructura resulta en una
alteracio´n de la sema´ntica de la expresio´n. Los caracteres clasificados como
contenido sinta´ctico dependen del contexto en el cual se usa la expresio´n
(comandos SQL o comandos shell). Adema´s, el contexto tambie´n depende
de co´mo se usa la entrada dentro de la expresio´n (constantes strings vs.
co´digos de pin nu´mericos en una sentencia SQL en nuestro primer ejemplo).
Identificar todo el contenido sinta´ctico para los diferentes contextos es por
lo tanto el mayor desaf´ıo.
La eliminacio´n de comillas simples y espacios de la entrada podr´ıa pre-
venir algunos de los ataques descriptos, pero seguramente no podr´ıa evitar
todos los ataques. Otros caracteres peligrosos incluyen secuencias de comen-
tarios (–, /*, */) y puntos y comas (;), pero tampoco es una lista exhaustiva
[Maor and Shulman, 2004].
Adema´s, los servidores de base de datos comu´nmente extienden el esta´n-
dar ANSI SQL con caracter´ısticas propietarias y ayudan a corregir errores
sinta´cticos (por ejemplo, permiten el uso de comillas dobles (”) en lugar de
simples (’) para delimitar constantes strings). Debido a que los chequeos
necesarios son espec´ıficos de cada base de datos, una aplicacio´n se puede
volver vulnerable por un mero cambio de la misma.
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Las vulnerabilidades de inyeccio´n son comu´nmente clasificadas como vul-
nerabilidades de validacio´n de entrada. Sin embargo, la tarea de validar la
entrada del usuario para prevenir estos ataques no es trivial y es propensa a
errores. Por lo tanto, tratar a estas vulnerabilidades como vulnerabilidades
de validacio´n de entrada es una sobresimplificacio´n.
Una propiedad comu´n de las vulnerabilidades de inyeccio´n es el uso de
representacio´n textual en las expresiones de salida constru´ıdas usando la
entrada provista por el usuario. Las representaciones textuales son repre-
sentaciones en una forma de texto legible por los humanos. Las expresiones
de salida son expresiones manejadas por un componente externo, como un
servidor de base de datos o un inte´rprete de comandos.
La entrada del usuario es t´ıpicamente usada en las partes de datos de
las expresiones de salida. Por lo tanto, la entrada del usuario no deber´ıa in-
cluir contenido sinta´ctico. En un ataque de inyeccio´n, la entrada del usuario
influencia la sintaxis produciendo un cambio en la sema´ntica de la expre-
sio´n de salida. Consecuentemente, para que una vulnerabilidad de inyeccio´n
este´ presente en una aplicacio´n se necesitan dos requisitos. El primero es
que la aplicacio´n tiene que usar una expresio´n de salida creada usando se-
rializacio´n ad-hoc de variables. La segunda es que la expresion de salida
dependa de los datos de entrada provistos por el usuario, para que pueda
ser influenciada por el atacante.
2.2.5. Soluciones posibles a las vulnerabilidades de inyeccio´n
Existen dos soluciones posibles al problema visto, el de las vulnerabili-
dades de inyeccio´n, que dependen del momento en el que se requiera:
Si au´n no se ha realizado la codificacio´n, se pueden estudiar te´cni-
cas de construccio´n de programas que garanticen la ausencia de estas
vulnerabilidades.
En caso contrario, se debe realizar un ana´lisis del co´digo posterior
a la codificac´ıon para detectar dichas vulnerabilidades con el fin de
eliminarlas del mismo.
En este trabajo nos concentramos en la segunda alternativa dado que
como se menciono´ anteriormente, una de las principales tareas de la seccio´n
Corelabs de la empresa Core Security Technologies es la auditoria de co´digo
y el objetivo del proyecto realizado con dicha empresa fue´ la automatizacio´n
de esta tarea utilizando alguna te´cnica de ana´lisis esta´tico.
En el cap´ıtulo siguiente presentamos las te´cnicas de ana´lisis esta´tico de
manera general para luego especializarlas.
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Cap´ıtulo 3
Sistemas de Tipos y GBA
En este cap´ıtulo presentaremos la te´cnica llamada Grammar-Based Analy-
sis (GBA). GBA es una instancia de un framework general para sistemas
de tipos estilo Hindley-Milner llamado HM(X). Debido a que muchas de las
ideas de GBA fueron tomadas de dicho framework, comenzaremos descri-
biendo las principales caracter´ısticas del sistema de tipos Hindley-Milner y
del framework HM(X).
El material presentado sobre GBA esta´ tomado del paper “Grammar-
Based Analysis of String Expressions” [Thiemann, 2005]. Incluimos gran
parte de los conceptos mencionados en dicho paper para una mejor com-
prensio´n de nuestro trabajo.
3.1. Sistemas de Tipos
El sistema Hindley-Milner [Hindley, 1969; Milner, 1978; Damas and Mil-
ner, 1982] es un sistema de tipos adoptado como base por la mayor´ıa de los
lenguajes funcionales tipados esta´ticamente, como por ejemplo Hope [Burs-
tall et al., 1980], Standard ML [Milner et al., 1990], Miranda [Turner, 1986]
y Haskell [Hudak et al., 1992]. Entre las principales razones se encuentra su
flexibilidad, permitiendo que un u´nico valor sea usado de diferentes formas,
y su practicidad, ya que libera al programador de la necesidad de suministrar
informacio´n de tipo expl´ıcitamente.
El sistema Hindley-Milner es un sistema polimo´rfico en el sentido que
permite que a una expresio´n que puede ser tipada de infinitas maneras, se
le asigne un tipo que sea ma´s general que todos ellos, y tal que en cada
uso pueda transformarse en uno particular. A esta clase de polimorfismo
se lo conoce como polimorfismo parame´trico. A modo de ejemplo podemos
considerar la funcio´n polimo´rfica id :: a→ a donde el tipo de su argumento
puede ser instanciado de diferentes maneras en diferentes usos:
(id 3) :: Int y aqu´ı id :: Int→ Int
19
20 CAPI´TULO 3. SISTEMAS DE TIPOS Y GBA
(id True) :: Bool y aqu´ı id :: Bool→ Bool
Otra caracter´ıstica importante del sistema polimo´rfico de Hindley-Milner
es que existe para el mismo un algoritmo de inferencia automa´tica que puede
ser usado para determinar que una expresio´n dada esta´ bien tipada y adema´s
para calcular su tipo ma´s general sin requerir niguna informacio´n de tipo en
el co´digo del programa.
El sistema utiliza algu´n conjunto de tipos ba´sicos (usualmente Int, Char,
Bool, etc.) y adema´s posee tipos compuestos entre los cuales los ma´s desta-
cados son las funciones (A→ B). El sistema cuenta con 4 reglas fundamen-
tales; las mismas pueden observarse a continuacio´n:
Γ, x :: τ2 ` e :: τ1
Funciones
Γ ` λx.e :: τ2 → τ1
Γ ` e :: τ2 → τ1 Γ ` e′ :: τ2
App
Γ ` ee′ :: τ1
Γ ` e :: τ α /∈ FV (Γ)
Gen
Γ ` e :: ∀α.τ
Γ ` e :: ∀α.τ
Inst
Γ ` e :: τ [α := τ ′]
Existen diversas extensiones del sistema de Hindler-Milner; por ejemplo
sistemas para tipar registros, overloading (polimorfismo ad-hoc) y subtyping.
Todas ellas son presentadas mediante el uso de restricciones o constraints y
desarrollan teor´ıas de restricciones y algoritmos de inferencia similares. En
este tipo de sistemas hay dos fases principales. La primera es la inferencia de
tipos que calcula un conjunto de restricciones y la segunda es la resolucio´n
de dichas restricciones para alcanzar una solucio´n. Los juicios de tipo
Γ ` e :: σ del sistema Hindley-Milner original, se extienden con una hipo´tesis
restringida del lado izquierdo escrita
C,Γ ` e :: σ
Adema´s se extienden los esquemas de tipo
∀α.τ
del sistema Hindley-Milner con un componente de restriccio´n:
∀α.C ⇒ τ
para expresar que el constraint C restringe los tipos que pueden ser legal-
mente sustitu´ıdos por las variables ligadas α.
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Aunque estos sistemas de tipos usan diferentes dominios de constraints,
son semejantes en sus aspectos teo´ricos de tipos. Existe un framework general
llamado HM(X) para sistemas de tipos estilo Hindley-Milner con restriccio-
nes [Odersky et al., 1999]. Diversos sistemas de tipos pueden ser obtenidos
instanciando el para´metro X a un sistema de restricciones espec´ıfico. El fra-
mework HM(X) es presentado junto con un algoritmo de inferencia de tipos
gene´rico; bajo condiciones suficientes sobre el dominio de constraints X, la
inferencia de tipos siempre computara´ el tipo principal de un te´rmino.
Por mucho tiempo, el tratamiento de retricciones en sistemas de tipos ha
sido sinta´ctico: las restricciones eran consideradas como conjuntos de fo´rmu-
las, frecuentemente de una forma espec´ıfica. Sin embargo, la programacio´n
con restricciones actual usa generalmente una definicio´n sema´ntica de los
sistemas de restricciones, considerando un sistema de restricciones como un
a´lgebra cil´ındrica con alguna propiedades adicionales. Las a´lgebras cil´ındri-
cas definen un operador de proyeccio´n ∃α˜ que liga algu´n subconjunto de
variables de α˜ en el constraint. En el caso usual donde los constraints son
a´lgebras booleanas, la proyeccio´n corresponde al cuantificador existencial.
Siguiendo la direccio´n de la programacio´n de constraints, HM(X) considera
que X es un a´lgebra cil´ındrica con un operador de proyeccio´n. La proyec-
cio´n es considerada u´til para este propo´sito por dos razones: la primera, la
proyeccio´n nos permite formular una regla lo´gicamente favorable y pragma´ti-
camente u´til (∀ Intro).
C ∧D,Γ ` e :: τ α˜ /∈ FV (C) ∪ FV (Γ) ∀Intro
C ∧ ∃α˜D,Γ ` e :: ∀α˜.D ⇒ τ
donde C y D son constraints sobre las variables de tipos en el contexto de tipo
Γ y el esquema de tipo σ. Segundo, la proyeccio´n es una fuente importante
de oportunidades para simplificacio´n de constraints. En HM(X), simplificar
significa cambiar la representacio´n sinta´ctica de un constraint sin cambiar
su denotacio´n. Por ejemplo, el constraint de subtipo ∃β.(α ≤ β) ∧ (β ≤ γ)
se puede simplificar a (α ≤ γ) debido a que la denotacio´n es la misma para
ambos constraints. Sin el operador de proyeccio´n, los dos constraints ser´ıan
diferentes debido a que uno limita la variable β y el otro no.
En el sistema de tipos de HM(X) se admite solamente un subconjunto S
de constraints de X, denominados constraints en solved form. Los dominios
sinta´cticos ba´sicos para un sistema de constraints X son:
Valores v ::= x | λx.e
Expresiones e ::= v | ee | let e = x in e
Tipos τ ::= α | τ → τ
Esquemas de tipos σ ::= τ | ∀α.C ⇒ σ
Los esquemas de tipo ∀α.C ⇒ σ ahora incluyen un componente de cons-
traint C ∈ S, el cual restringe los tipos que pueden ser sustitu´ıdos por la
variable de tipo α. El lenguaje de te´rminos es el mismo que en [DM82].
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La inferencia de tipos en HM(X) se realiza en dos pasos. Primero, un pro-
blema de tipado es traducido en un constraint D en el sistema de constraints
X. Luego el constraint D es normalizado. Normalizar significa computar una
sustitucio´n ψ y un constraint residual C en X tal que ψC implica a D donde
ψC es un constraint en el conjunto de constraints en solved form.
3.2. Grammar-Based Analysis (GBA)
Como se menciono´ en el Cap´ıtulo 2, los valores strings han perdido su
inocencia y esta´n siendo usados en muchos contextos imprevistos. En todos
los casos los strings deben respetar un formato externo fijo (strings XHTML,
sentencias SQL, etc.)
Juzgando por la cantidad de errores de este tipo encontrados, estamos
enfrentando un serio problema de mantenimiento de software. ¿Co´mo vamos
a estar seguros de que todos estos strings constru´ıdos sin una metodolog´ıa
apropiada respetan un formato deseado?
Una buena respuesta a esta pregunta es la utilizacio´n de un ana´lisis
de programas y en particular de ana´lisis de expresiones string. El ana´lisis
de expresiones string ha sido considerado anteriormente por dos grupos de
investigadores [Tabuchi et al., 2003; Christensen et al., 2003]. Ambos mo-
delaron los valores posibles de una expresio´n string con un lenguaje regular
y confiaron en la decibilidad de la inclusio´n para lenguajes regulares. Los
lenguajes regulares producen resultados altamente u´tiles pero no pueden
garantizar que un valor string es un elemento de un lenguaje libre de con-
texto. Por ejemplo, los strings XHTML, las sentencias SQL y las expresiones
XPath y JavaScript son todos definibles por grama´ticas libres de contexto y
no pueden ser descriptos por lenguajes regulares de manera completamente
satisfactoria.
Sin embargo, los enfoques anteriores no generalizan a los lenguajes libres
de contexto. Aunque una grama´tica libre de contexto puede ser constru´ıda
para que describa los valores de todas las expresiones string [Christensen
et al., 2003], no es posible testear el lenguaje de esa grama´tica contra un
lenguaje de referencia libre de contexto describiendo los valores deseados
porque la inclusio´n de lenguaje es indecidible para lenguajes libres de con-
texto [Hopcroft, 1969]
El presente cap´ıtulo describe un novedoso framework basado en tipos
para el ana´lisis de expresiones string que garantiza que todos los valores de
una expresio´n string son elementos de un lenguaje libre de contexto dado por
alguna grama´tica de referencia G. El framework es correcto pero incompleto
porque reemplaza la propiedad de inclusio´n (indecidible) por la propiedad
de derivacio´n (decidible).
El ana´lisis de expresiones string esta´ expresado como un sistema de tipos
restringido, donde las restricciones o constraints son parseados con respec-
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to a una grama´tica de referencia G. Intuitivamente, un constraint parseado
expresa la relacio´n de derivacio´n de G la cual es definida en te´rminos de
s´ımbolos terminales y no-terminales de G. Como la derivacio´n es decidi-
ble para grama´ticas libres de contexto, los constraints pueden ser resueltos
efectivamente. En particular, se exhibe una generalizacio´n del algoritmo de
parseo para grama´ticas libres de contexto de Earley [Earley, 1970] para re-
solver los constraints. Gracias a la formulacio´n basada en tipos, el ana´lisis
es polimo´rfico y se aplica a un lenguaje polimo´rfico.
Hay dos advertencias sobre este framework. Primero, mucho depende de
la seleccio´n apropiada de la grama´tica para asegurar que el parser de Earley
puede resolver todos los constraints. En particular, las grama´ticas que sean
recursivas a derecha o a izquierda no parseara´n los constraints exitosamente
si el programa construye los strings de la otra manera. Las posibilidades de
un parseo exitoso son mucho ma´s altas con una grama´tica ambigua que no
prefiera ninguna direccio´n particular de construir listas.
Segundo, debido a que el ana´lisis trabaja directamente a nivel de ca-
racteres, la grama´tica debe estar dada al mismo nivel. Una grama´tica que
asume un ana´lisis le´xico precedente y usa tokens como s´ımbolos terminales
no funcionara´. En cambio, la grama´tica debe especificar la sintaxis bajo el
nivel caracter, similar a la grama´tica para scannerless parsing.
3.2.1. Ana´lisis de expresiones string polimo´rficas
La tarea del ana´lisis de strings es determinar para cada ocurrencia de un
tipo string en una derivacio´n de tipo, un conjunto de strings tal que cada
valor computado por una expresio´n de ese tipo es miembro de ese conjunto.
Esta seccio´n desarrolla una especificacio´n de referencia para un ana´lisis de
strings que escencialmente infiere una grama´tica libre de contexto de un
programa dado tal que el valor del string en el programa puede ser derivado
de la grama´tica. El ana´lisis es expresado como un sistema de tipos donde el
tipo string es refinado con una estructura indexada apropiada.
El lenguaje considerado es un lambda ca´lculo aplicado con funciones
recursivas, un condicional que chequea si un string esta´ vac´ıo y operacio-
nes para construcciones de strings (constantes strings y concatenacio´n de
strings). Los strings son secuencias de s´ımbolos terminales pertenecientes
a un conjunto finito T llamado alfabeto, con  denotando al string vac´ıo.
La Figura 3.1 define la sintaxis y la sema´ntica del ca´lculo. La sema´ntica
esta´ dada en un estilo operacional con contextos de evaluacio´n [Wright and
Felleisen, 1994]. Los contextos no fijan el orden de evaluacio´n completamen-
te: admiten reduccio´n por valor y reduccio´n por nombre. Como es usual,
∗→ denota la clausura reflexivo transitiva de la relacio´n de reduccio´n →.
Todas las operaciones entre strings (condicional, constantes strings y conca-
tenacio´n de strings) esta´n inclu´ıdas en el ca´lculo a trave´s de constantes con
reducciones delta.
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Alfabeto T
S´ımbolos a, b ∈ T
Palabras ω ∈ T ∗
Constantes c ∈ {ω ∈ T ∗} ∪ {·, if}
Expresiones e ::= c | x | e (e) | rec f(x) e |
let x = e in e
Valores υ ::= rec f(x) e | c
Contextos de evaluacio´n E ::= [ ] | E(e) | e(E)
Beta reduccio´n
(rec f(x) e) (υ) −→ e [x 7→ υ, f 7→ rec f(x) e]
Delta reduccio´n
if(ab1...bm) e1 e2 −→ e1
if  e1 e2 −→ e2
a1...an · b1...bm −→ a1...anb1...bm
Reduccio´n
e −→ e′
E [e] 7→ E [e′]
Figura 3.1: Sintaxis y sema´nticas dina´micas
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Tipos τ ::= α | Str(ϕ) | τ → τ
Variables de lenguaje ϕ ∈ Φ
Tipos restringidos ρ ::= C ⇒ τ
Constraints C ::= true | τ .≤ τ ′ | r .⊆ ϕ | C ∧ C
I´ndices del tipo string r ::= ϕ |  | a | r · r
Esquemas de tipos σ ::= ∀ϕ˜α˜.ρ
Ambientes de tipos Γ ::= ∅ | Γ(x : σ)
Figura 3.2: Lenguaje de tipos
LΘ(ϕ) = Θ(ϕ) LΘ() = {} LΘ(a) = {a}
LΘ(r1 · r2) = {ω1 · ω2 | ω1 ∈ LΘ(r1), ω2 ∈ LΘ(r2)}
Figura 3.3: Significado de los ı´ndices del tipo string
La Figura 3.2 define la sintaxis de tipos. Un tipo puede ser una variable
de tipo, un tipo string o un tipo funcio´n. Cada tipo string esta´ indexado
por una variable de lenguaje ϕ. Una variable de lenguaje representa un
lenguaje sobre T . Los tipos pueden estar restringidos por una conjuncio´n de
constraints de subtipos τ
.≤ τ ′ y constraints de inclusio´n r .⊆ ϕ donde r es
una secuencia de s´ımbolos terminales y variables de lenguaje y la operacio´n
(·) es considerada asociativa. Los tipos restringidos pueden ser abstra´ıdos
sobre una secuencia de variables de tipo y variables de lenguaje (usando
la notacio´n ϕ˜ para una secuencia ϕ1 ... ϕn de longitud n). La funcio´n fv
es aplicable a todos los tipos de constraints y expresiones de tipo para las
cuales obtiene el conjunto de variables de tipo y variables de lenguaje libres,
con la definicio´n esta´ndar.
El a´lgebra de tipos es many-sorted. Adema´s de la clase usual de tipos
hay otra clase de ı´ndices string. En esta visio´n, una variable de lenguaje
es so´lo una variable de tipo con un sort diferente; sin embargo usaremos la
denominacion “tipo” para el sort original.
Hay una relacio´n de subtipos que es estructural y completamente de-
terminada por la inclusio´n de constraints sobre los ı´ndices del tipo string.
Debido a que los ı´ndices del tipo string (y por lo tanto los tipos, los tipos
restringidos, constraints y esquemas de tipos) pueden contener variables de
lenguaje, el significado de un tipo expresado es relativo a una asignacio´n
Θ : Φ → P(T ∗) que mapea variables de lenguaje a un conjunto de strings.
En particular, la Figura 3.3 define que LΘ(r) es el conjunto de strings de-
notado por r bajo la asignacio´n Θ.
Un modelo para un constraint C (denotado S,Θ |= C) es un par (S,Θ)
donde S es una sustitucio´n y Θ una asignacio´n sujeta a las siguientes con-
diciones:
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S,Θ |= true
S,Θ |= α .≤ α
Θ(ϕ1) ⊆ Θ(ϕ2)
S,Θ |= Str(ϕ1)
.≤ Str(ϕ2)
S,Θ |= τ ′2
.≤ τ2 S,Θ |= τ1
.≤ τ ′1
S,Θ |= τ2 → τ1
.≤ τ ′2 → τ ′1
LΘ(r) ⊆ Θ(ϕ)
S,Θ |= r .⊆ ϕ
S,Θ |= C1 S,Θ |= C2
S,Θ |= C1 ∧ C2
S,Θ |= S(C)
S,Θ |= C
Figura 3.4: Satisfaccio´n de Constraints, parte 1
1. La sustitucio´n S mapea variables de tipo a tipos y variables de lenguaje
a variables de lenguaje. La sustitucio´n S debe ser idempotente.
2. La asignacio´n Θ mapea variables de lenguaje a conjuntos de strings.
3. Θ debe estar definida sobre todas las variables de lenguaje en C y S(C)
y debe ser compatible con S; o sea para todo ϕ, Θ(ϕ) = Θ(S(ϕ)).
4. S,Θ |= C debe ser derivable usando las reglas de inferencia de la
Figura 3.4. La u´ltima regla (aplicacio´n de sustitucio´n) necesita usarse
solamente a lo sumo una vez en una derivacio´n porque las sustituciones
son idempotentes.
Definimos constraint entailment C`` C ′ de la forma usual: C`` C ′ si y so´lo si
(S,Θ) |= C implica (S,Θ) |= C ′.
Las reglas en la Figura 3.5 definen el sistema de deduccio´n para el juicio
de tipado C,Γ ` e : σ que relaciona un constraint, un ambiente de tipo y una
expresio´n con un esquema de tipos. Intuitivamente, una expresio´n de tipo
Str(ϕ) bajo un constraint C so´lo puede asumir valores strings de Θ(S(ϕ))
para algu´n S,Θ donde S,Θ |= C. Las reglas para el lambda ca´lculo y la
regla de sustitucio´n se toman de la presentacio´n lo´gica del sistema HM(X)
[Odersky et al., 1999]. La u´nica diferencia es la introduccio´n de la regla para
polimorfismo. Las reglas HM(X) exponen que el constraint abstra´ıdo D debe
ser soluble requiriendo ∃α˜ϕ˜.D. La omisio´n de este constraint efectivamente
difiere el chequeo de solubilidad al punto de uso. Todas las operaciones para
3.2. GRAMMAR-BASED ANALYSIS (GBA) 27
(x : σ) ∈ Γ
C,Γ ` x : σ
C,Γ ` e : τ C`` τ .≤ τ ′
C,Γ ` e : τ ′
C,Γ ` e1 : τ2 → τ1 C,Γ ` e2 : τ2
C,Γ ` e1 (e2) : τ1
C,Γ(f : τ2 → τ1)(x : τ2) ` e : τ1
C,Γ ` rec f(x) e : τ2 → τ1
C,Γ ` e : σ C,Γ(x : σ) ` e′ : τ ′
C,Γ ` let x = e in e′ : τ ′
C ∧D,Γ ` e : τ {α˜, ϕ˜} ∩ (fv(C) ∪ fv(Γ)) = ∅
C,Γ ` e : ∀α˜, ϕ˜.D ⇒ τ
C,Γ ` e : ∀α˜, ϕ˜.D ⇒ τ
S =
[
α˜ 7→ τ˜ , ϕ˜ 7→ ϕ˜′
]
C`` S(D)
C,Γ ` e : S(τ)
Figura 3.5: Reglas de tipos
strings (constantes ω, concatenacio´n de strings · y el condicional if) se hacen
disponibles a trave´s de un ambiente de tipos inicial que define
ω : ∀ϕ.(ω .⊆ ϕ)⇒ Str(ϕ)
· : ∀ϕ1, ϕ2, ϕ.(ϕ1 · ϕ2
.⊆ ϕ)⇒ Str(ϕ1)→ Str(ϕ2)→ Str(ϕ)
if : ∀α,ϕ.Str(ϕ)→ α→ α→ α
Observar que la concatenacio´n restringe (mediante la condicio´n (ϕ1 ·ϕ2
.⊆
ϕ)) el lenguaje del string resultante Str(ϕ) para ser la concatenacio´n de los
lenguajes de los strings de entrada Str(ϕ1) y Str(ϕ2).
Los subtipos son un ingrediente necesario del sistema. Se requiere apro-
ximar las ramas de los condicionales, para definir funciones recursivas y para
usar funciones en ma´s de un contexto.
Nuestro uso de a´lgebra de tipos many-sorted es so´lo una mera extensio´n
de HM(X). Todos los resultados para HM(X) trasladados al caso many-
sorted han sido observados y expresados por los autores de HM(X) [Odersky
et al., 1999].
Es un ejercicio esta´ndar probar que este sistema es correcto, probando
preservacio´n de tipos y progreso.
Teorema 1 Supongamos que C, ∅ ` e : τ y que existen S,Θ tales que
S,Θ |= C. Luego, e diverge o hay algu´n υ tal que e ∗→ υ y C, ∅ ` υ : τ .
Una parte de la propiedad de progreso es el establecimiento de un lema
en forma cano´nica. Aunque este lema es usualmente so´lo de intere´s te´cnico,
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aqu´ı se muestra porque expresa la conexio´n entre los constraints, los tipos
strings indexados y los valores resultantes.
Lema 1 Supongamos que C,Θ ` υ : τ .
1. Si τ1 = τ2, luego υ = rec f(x) e, para algu´n f, x y e.
2. Si τ = Str(ϕ), luego υ = ω, para algu´n ω ∈ T ∗ y ω ∈ Θ(S(ϕ)), para
todo S,Θ, tales que S,Θ |= C.
Una vez especificado el sistema de tipos, en la Seccio´n 3.2.2 se presenta
una versio´n algor´ıtmica del mismo. En esa versio´n se intenta reducir los cons-
traints de subtipo tanto como sea posible, pero difiere todos los constraints
de inclusio´n r
.⊆ ϕ. Escencialmente, extrae los constraints que correspon-
den a una grama´tica libre de contexto para describir todos los conjuntos de
strings que ocurren en un tipo. La secciones siguientes investigan futuras
reglas de simplificacio´n para resolver los constraints de inclusio´n.
3.2.2. Algoritmo de ana´lisis de expresiones
Para llegar a una grama´tica que describa los conjuntos de strings en los
tipos, se transforma la presentacio´n lo´gica del sistema de tipos de la seccio´n
previa en una formulacio´n algor´ıtmica guiada por sintaxis. Esta transfor-
macio´n es exactamente lo que prescribe HM(X) [Odersky et al., 1999] y su
resultado equivale a un algoritmo de reconstruccio´n de tipos para el ana´lisis
polimo´rfico de strings.
La formulacio´n del sistema algor´ıtmico requiere un sistema de constraints
para expresiones. Por lo tanto, los constraints C reciben tres nuevas alter-
nativas: dos para sustituciones y una para expresar falla, cada una de las
cuales surgen durante la simplificacio´n de constraints. La lista completa de
alternativas para un constraint C es:
α
.= τ (sustitucio´n para variables de tipo)
ϕ
.= ϕ′ (sustitucio´n para variables de lenguaje)
τ
.≤ τ ′ (subtipo)
r
.⊆ ϕ (inclusio´n del lenguaje, r ∈ (Φ ∪ T )∗)
C ′ ∧ C ′′ (conjuncio´n de constraints)
true y fail
En consecuencia, la nocio´n de un modelo de un constraint S,Θ |= C
necesita ser extendida. La Figura 3.6 contiene las reglas de inferencia adi-
cionales. Para preservar la forma de los constraints de sustitucio´n definimos
S(α .= τ) = α .= S(τ), esto es, la sustitucio´n se aplica solamente a la parte
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S(α) = τ
S,Θ |= ϕ .= ϕ
S,Θ |= α .= τ
Figura 3.6: Satisfaccio´n de constraints, parte 2
(x : σ) ∈ Γ σ = ∀α˜ϕ˜.C ′ ⇒ τ ′ β˜, ϕ˜′ fresh
S0 =
[
α˜ 7→ β˜, ϕ˜ 7→ ϕ˜′
]
(S,C) = normalize(S0(C ′))
(var′)
S|fv(Γ), C,Γ `′ x : S(τ ′)
S,C,Γ(f : α→ α′)(x : α) `′ e : τ α, α′ fresh
(S′, C ′) = normalize(S ∧ C ∧ τ .≤ α′)
(rec′)
S′|fv(Γ), C ′,Γ `′ rec f(x) e : S′(α→ τ)
S,C,Γ `′ e : τ S′, C ′,Γ `′ e′ : τ ′
α fresh (S′′, C ′′) = normalize(S ∧ S′ ∧ C ∧ C ′ ∧ τ .≤ τ ′ → α)
(app′)
S′′|fv(Γ), C ′′,Γ `′ e(e′) : S′′(α)
S0, C0 ∧ C1,Γ `′ e : τ S′, C ′,Γ(x : ∀α˜ϕ˜.C1 ⇒ τ) `′ e′ : τ ′
{α˜, ϕ˜} =fv(τ)\fv(Γ) fv(C0) ⊆ fv(Γ)
(S′′, C ′′) = normalize(S0 ∧ S′ ∧ C0 ∧ C ′) (let′)
S′′|fv(Γ), C ′′,Γ `′ let x = e in e′ : S′′(τ ′)
Figura 3.7: Reglas de reconstruccio´n de tipos basadas en constraints
derecha de un constraint de sustitucio´n. A pesar del s´ımbolo sime´trico .=,
el constraint α .= τ denota una sustitucio´n de izquierda a derecha, es decir,
los dos lados no deben intercambiarse.
El algoritmo de reconstruccio´n de tipos de la Figura 3.7 ha sido tomado
casi literalmente del paper de HM(X) [Odersky et al., 1999].
La u´nica diferencia esta´ en las reglas (rec’) y (if’): HM(X) no considera
recursio´n y condicional como caracter´ısticas fundamentales sino que estipula
que e´stos esta´n inclu´ıdos a trave´s de constantes tipadas (como son aqu´ı las
constantes strings y la concatenacio´n). El framework HM(X) define el juicio
de reconstruccio´n de tipo:
S,C,Γ `′ e : τ
donde el ambiente de tipos Γ y la expresio´n e son la entrada y la sustitucio´n
S, el constraint C y el tipo τ son la salida. La funcio´n normalize simplifi-
ca constraints y realiza todas las unificaciones necesarias. La Seccio´n 3.2.2
explica esta funcio´n y expone algunas de sus propiedades. Si un constraint
normaliza a fail (quiza´s debido a un fallo de unificacio´n), luego la regla de
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inferencia llamada normalize tambie´n falla y no existe derivacio´n. Para per-
mitir un tratamiento unificado se considera equivalentes a una sustitucio´n
y a una conjuncio´n de constraints de sustitucio´n; convertimos entre las dos
representaciones como sea conveniente.
La correccio´n y completitud de la reconstruccio´n de tipos con respecto la
sistema lo´gico es inmediata de los correspondientes resultados para HM(X)
[Odersky et al., 1999].
Teorema 2 (Correccio´n de la reconstruccio´n) Supongamos que
S,C,Γ `′ e : τ . Luego S(C), S(Γ) ` e : S(τ)
La formulacio´n del teorema de completitud requiere nociones auxiliares
adicionales que no hemos inclu´ıdo en esta presentacio´n pues dichos detalles
no contribuyen a nuestro objetivo.
Normalizacio´n de constraints
La funcio´n normalize mapea un constraint a un par con una sustitucio´n
y un constraint. Esta funcio´n esta´ definida por una aplicacio´n exhaustiva de
las reglas de normalizacio´n de la Figura 3.8. Las reglas esta´n dadas en el
estilo de reglas de manejo de constraints [Fru¨hwirth, 1995]. La aplicacio´n de
una regla a un constraint C funciona de la siguiente manera:
El constraint C se divide en C = C0 ∧ C1 tomando ventaja de la aso-
ciatividad y de la conmutatividad del ∧ as´ı como tambie´n del elemento
unidad true.
Una regla de la forma C1 ⇔ C2 se aplica reemplazando el constraint
C1 por el constrain C2. El constraint final es C0 ∧ C2.
Una regla de la forma C1 ⇒ C2 so´lo se aplica si C2 no esta´ presente en
C. En este caso la regla agrega el constraint C2 y produce el constraint
final C0 ∧ C1 ∧ C2.
Las reglas del segundo grupo se aplican a todo el constraint C (esto
es C0 = true). La notacio´n C@(C ′) es un as-pattern: liga todo el
constraint a C y machea partes de C de acuerdo a C ′.
La condicio´n al lado de la primera regla del segundo grupo es requeri-
da para asegurar terminacio´n. Es similar a un chequeo de ocurrencia
para lo que utiliza la funcio´n reach(C,ϕ) que produce el conjunto de
variables de lenguaje alcanzables en uno o ma´s pasos por ϕ en el grafo
de dependencias inducido por el constraint C. El grafo de dependen-
cias tiene un conjunto de nodos Φ y una arista dirigida ϕ → ϕ′ para
cada inclusio´n r1ϕ′r2
.⊆ ϕ ∈ C.
Cuando ninguna regla es aplicable, el constraint normalizado resultante
se puede dividir en los constraints de sustitucio´n de la forma α .= τ y ϕ .= ϕ′
(que constituyen la sustitucio´n) y el resto.
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Str(ϕ)
.≤ Str(ϕ′) ⇔ ϕ .⊆ ϕ′
Str(ϕ)
.≤ τ → τ ′ ⇔ fail
Str(ϕ)
.≤ α ⇒ α .= Str(ϕ′) si ϕ′ fresh
τ → τ ′ .≤ Str(ϕ′) ⇔ fail
τ → τ ′ .≤ τ1 → τ ′1 ⇔ τ1
.≤ τ ∧ τ ′ .≤ τ ′1
τ → τ ′ .≤ α ⇒ α .= α′ → α′′ si α′, α′′ fresh
α
.≤ Str(ϕ′) ⇒ α .= Str(ϕ) si ϕ fresh
α
.≤ τ1 → τ ′1 ⇒ α .= α′ → α′′ si α′, α′′ fresh
α
.≤ α ⇔ true
α
.≤ α′ ∧ α′ .≤ α′′ ⇒ α .≤ α′′
α
.≤ α′ ∧ α′ .≤ α ⇔ α .= α′
α
.= α ⇔ true
ϕ
.= ϕ ⇔ true
ϕ
.⊆ ϕ ⇔ true
ϕ
.⊆ ϕ′ ∧ ϕ′ .⊆ ϕ ⇔ ϕ .= ϕ′
C@( C ′∧ ⇒ r1rr2
.⊆ ϕ′ si ϕ /∈ reach(C,ϕ)
r
.⊆ ϕ∧
r1ϕr2
.⊆ ϕ′)
C ∧ ϕ .= ϕ′ ⇔ C [ϕ 7→ ϕ′] ∧ ϕ .= ϕ′
C ∧ α .= τ ⇔ C [α 7→ τ ] ∧ α .= τ si α /∈ fv(τ)
C ∧ α .= τ ⇔ fail si α ∈ fv(τ) ∧ τ 6= α
C ∧ true ⇔ C
C ∧ fail ⇔ fail
Figura 3.8: Reglas de Normalizacio´n de Constraints
32 CAPI´TULO 3. SISTEMAS DE TIPOS Y GBA
Lema 2 Las reglas en la Figura 3.8 son correctas y completas. Supon-
gamos que C reescribe a C ′. Luego, S,Θ |= C si y so´lo si hay extensiones
S′ de S y Θ′ de Θ tales que S′,Θ′ |= C ′.
Lema 3 Las reglas en la Figura 3.8 son confluentes y terminantes.
La aplicacio´n exhaustiva de las reglas de propagacio´n producen un cons-
traint en forma normal.
Definicio´n 1 Un constraint C esta´ en forma normal si C es true o fail
o todas las conjunciones en C tienen una de las siguientes formas:
1. α .= τ , α /∈ fv(τ) y α no ocurre en el resto de C,
2. α
.≤ α′ donde α y α′ son diferentes,
3. ϕ .= ϕ′ donde ϕ y ϕ′ son diferentes,
4. r
.⊆ ϕ y para toda particio´n posible r1ϕ′r2 = r, reach(C,ϕ′) = ∅,
ϕ′ ∈ reach(C,ϕ′) o existe algu´n r′ tal que r1r′r2
.⊆ ϕ ∧ r′ .⊆ ϕ′ ∈ C.
Lema 4 Si la aplicacio´n de ninguna de las reglas de la Figura 3.8 mo-
difica a C, luego C esta´ en forma normal.
Cropping
Un constraint en forma normal puede volverse bastante grande debido a
la resolucio´n de transitividad. Sin embargo, muchas de las conjunciones de
constraints so´lo sirven para definir y propagar resultados intermedios que
pueden ser eliminados despue´s de que la propagacio´n termina. El siguiente
ejemplo ilustra este punto.
Ejemplo 1 Consideremos el te´rmino λx.a · x. El mismo da lugar al
siguiente tipo restringido.
a
.⊆ ϕ1
∧ ϕ2 · ϕ3
.⊆ ϕ4
∧ Str(ϕ2)→ Str(ϕ3)→ Str(ϕ4)
.≤ Str(ϕ1)→ α2
∧ α2
.≤ α1 → α3
⇒ α1 → α3
La normalizacio´n y expansio´n de las sustituciones lleva a
a
.⊆ ϕ1 ∧ ϕ1
.⊆ ϕ2 ∧ a
.⊆ ϕ2
∧ ϕ2 · ϕ3
.⊆ ϕ4 ∧ a · ϕ3
.⊆ ϕ4 ∧ ϕ2 · ϕ′3
.⊆ ϕ4 ∧ a · ϕ′3
.⊆ ϕ4
∧ ϕ4
.⊆ ϕ′4 ∧ ϕ′3
.⊆ ϕ3 ∧ ϕ2 · ϕ3
.⊆ ϕ′4 ∧ a · ϕ3
.⊆ ϕ′4
∧ ϕ2 · ϕ′3
.⊆ ϕ′4 ∧ a · ϕ′3
.⊆ ϕ′4
⇒ Str(ϕ′3)→ Str(ϕ′4)
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Para evitar la explosio´n de constraints, se propone el cropping para li-
berarse de la mayor cantidad de variables de lenguaje que sea posible. Ma´s
concretamente, sea V el conjunto de variables de lenguaje y C un constraint,
donde V define el conjunto de variables de lenguaje que son mencionadas
en el tipo resultante o en el ambiente de tipo; estamos interesados en un
conjunto C ′ de C tal que cualquier solucio´n de C ′ extiende a una solucio´n
de C.
Por lo tanto, estamos buscando los C = C ′ ∧ C ′′ tales que S,Θ |= C si
y so´lo si existen S′,Θ′ tales que S′,Θ′ |= C ′ y S |V = S′|V y Θ |V = Θ′|V .
Para hallar C ′, asumimos que C esta´ en forma normal y fijamos
V ′ = V ∪{ϕ′ ∈ reach(C, V ) | reach(C,ϕ′) = ∅}
∪ {ϕ′ ∈ reach(C, V ) | ϕ′ ∈ reach(C,ϕ′)}
es decir, consideramos que V ′ es el conjunto formado por las variables de
lenguaje que se pueden alcanzar en C desde alguna variable de V que no
tienen sucesores o son recursivas.
Luego seleccionamos aquellos constraints que so´lo mencionan variables
en V ′ y mantenemos todos los constraints de subtipos.
C ′ =
∧{
r
.⊆ ϕ ∈ C | fv(r .⊆ ϕ) ⊆ V ′
}
∧ ∧{τ .≤ τ ′ ∈ C}
Lema 5 Sean C y C ′ como en el pa´rrafo anterior.
1. Si S,Θ |= C, luego existen S′,Θ′ con S′,Θ′ |= C ′ y S |V = S′|V y
Θ |V = Θ′|V .
2. Si S′,Θ′ |= C ′, luego existen S y Θ con S,Θ |= C y S′ |V = S|V y
Θ′ |V = Θ|V .
O sea, si existe modelo para alguno de los constraints, existe modelo para
el otro constraint y ambos modelos son iguales en las variables de intere´s.
De ahora en adelante, se asume que la normalizacio´n tambie´n realiza
cropping en cada regla de reconstruccio´n de tipos con respecto a las variables
en el ambiente de tipo y el tipo resultante despue´s de aplicar la sustitucio´n
computada.
Ejemplo 2 Aplicando cropping al tipo restringido constru´ıdo previamen-
te, el constraint resultante es mucho ma´s pequen˜o:
a · ϕ′3
.⊆ ϕ′4 ⇒ Str(ϕ′3)→ Str(ϕ′4)
En este punto, cada constraint de inclusio´n de la forma r
.⊆ ϕ puede
ser considerado como la produccio´n libre de contexto con las variables de
lenguaje como no-terminales. De esta manera se llega a una situacio´n similar
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a la descrita por Christensen et al [2003], quien extrajo una grama´tica libre
de contexto con lados derechos extendidos de los resultados del ana´lisis de
flujo.
Sin embargo, de ahora en adelante se toma una solucio´n diferente. Mien-
tras que Christensen aplica el algoritmo Mohri-Nederhof [2001] para trans-
formar la grama´tica resultante en una grama´tica regular, en la solucio´n dada
aqu´ı se intenta resolver los constraints de inclusio´n directamente usando la
relacio´n de reduccio´n de una grama´tica de referencia libre de contexto.
3.2.3. Resolucio´n con respecto a una grama´tica de referencia
Las reglas de normalizacio´n de la Figura 3.8 computan solamente la clau-
sura transitiva de los constraints de inclusio´n, pero no intentan resolverlos
de ninguna forma. Para obtener una nocio´n u´til de resolucio´n para inclusio´n
de constraints, recordemos que el problema de ana´lisis de strings siempre
se plantea en un contexto particular. Asumamos que ese contexto requiere
que una cierta expresio´n de tipo string deba evaluarse por ejemplo a (un
string conteniendo) una expresio´n XPath va´lida, una expresio´n SQL o un
fragmento XML. En cualquiera de estos casos, el conjunto de strings legales
es expresable mediante un lenguaje libre de contexto, que puede ser especi-
ficado por una grama´tica libre de contexto G = (N,T, P, S), donde N es el
conjunto de s´ımbolos no-terminales, T es el conjunto de s´ımbolos termina-
les, P ⊆ N × (N ∪ T )∗ el conjunto de producciones y S ∈ N el s´ımbolo de
comienzo.
Por lo tanto, ya no estamos interesados en todos los modelos de un
constraint, sino en aquellos modelos (S,Θ) donde la asignacio´n Θ mapea
variables de lenguaje a lenguajes definidos en los te´rminos de una grama´ti-
ca de referencia G. Hay varias alternativas para definir un lenguaje en
te´rminos de G. Por ahora, nos concentraremos en los lenguajes LA(G) ={
ω ∈ T ∗ | A ∗⇒ ω
}
, esto es, el conjunto de strings derivables de A ∈ N
usando las producciones de G (donde⇒⊆ (N ∪T )∗× (N ∪T )∗ es la relacio´n
de derivacio´n usual sobre strings de s´ımbolos de la grama´tica G y ∗⇒ su
clausura transitiva reflexiva).
Debido a que una asignacio´n de lenguaje Θ ahora esta´ restringida a
mapear las variables de lenguaje a uno de los LA(G), donde A es un no-
terminal de G, cada Θ posible es definida completamente por un mapeo
Θˆ : Φ→ N de variables de lenguaje a no-terminales. Resolver el constraint
de inclusio´n r
.⊆ ϕ en este seteo significa buscar una asignacio´n a un no-
terminal Θˆ : Φ→ N de variables de lenguaje a no-terminales tal que exista
una derivacio´n Θ(ϕ) ∗⇒ Θ(r), donde Θ(ϕ) = LΘˆ(ϕ)(G). De aqu´ı en adelante,
se sobrecarga Θ para expresar tambie´n la asignacio´n de no-terminales Θˆ y
su asignacio´n del lenguaje inducida.
Propocionar esta nocio´n de modelo con respecto a la grama´tica de refe-
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S,Θ |=G true
S(α) = τ
S,Θ |=G α .= τ
Θ(ϕ) = Θ(ϕ′)
S,Θ |=G ϕ .= ϕ′
Θ(ϕ′) ∗⇒G Θ(ϕ)
S,Θ |=G Str(ϕ)
.≤ Str(ϕ′)
S,Θ |=G τ ′1
.≤ τ1 S,Θ |=G τ2
.≤ τ ′2
S,Θ |=G τ1 → τ2
.≤ τ ′1 → τ ′2
S,Θ |=G α
.≤ α
Θ(ϕ) ∗⇒G Θ(r)
S,Θ |=G r
.⊆ ϕ
S,Θ |=G C S,Θ |= C ′
S,Θ |=G C ∧ C ′
S,Θ |=G S(C)
S,Θ |=G C
Figura 3.9: Satisfaccio´n de constraints con respecto a una grama´tica de
referencia G
rencia G requiere una definicio´n refinada. La nueva definicio´n reemplaza la
relacio´n de subconjuntos sobre lenguajes por la G-derivabilidad entre strings
de s´ımbolos de grama´tica.
Definicio´n 2 Sea S una sustitucio´n y Θ : Φ→ N un mapeo que asigna
no-terminales a variables de lenguaje. El par (S,Θ) es un G-modelo del
constraint C si S,Θ |=G C es derivable usando las reglas de la Figura 3.9.
Aserciones de Parsing
Puesto que solamente algunos lugares en un programa requieren que los
strings tengan un formato espec´ıfico, usualmente no hay necesidad de una
solucio´n total de los constraints en te´rminos de la grama´tica de referencia. S.
El programa hace la demanda para un cierto formato expl´ıcitamente usan-
do un formato especial de constraints denominado aserciones de parsing.
Una asercio´n de parsing es una expresio´n que dice que el valor string de la
expresio´n debe ser derivable de un cierto s´ımbolo no-terminal A ∈ N de G.
e ::= ... | e @ A E ::= ... | E @ A
Su sema´ntica esta´ definida por la siguiente nocio´n de reduccio´n (−→)
a1...an @ A −→ a1...an si A |=G a1...an
y su tipo esta´ definido por
· @ A : ∀ϕ.(ϕ .⊆ A)⇒ Str(ϕ)→ Str(ϕ)
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donde ϕ
.⊆ A es un constraint de contencio´n que no es alcanzado por la
propagacio´n de constraints (recordar que los constraints de inclusio´n siem-
pre tienen una variable de lenguaje en el lado derecho). La satisfaccio´n de
constraints se extiende a los constraints de contencio´n por
A
∗⇒G Θ(ϕ)
S,Θ |=G ϕ
.⊆ A
La correccio´n y completitud de la normalizacio´n de constraints no es
afectada por la adicio´n de este constraint porque no esta´ involucrado en las
reglas de propagacio´n.
Como ejemplo del uso de una asercio´n de parsing, consideremos un pro-
grama en una versio´n extendida del ca´lculo que tiene acceso a un inte´rprete
Lisp a trave´s de una funcio´n de construccio´n eval. Eval toma un string conte-
niendo una expresio´n s y retorna el valor resultante tambie´n como un string.
Si la grama´tica de referencia deriva expresiones s Lisp de un no-terminal A,
luego la asercio´n de parsing en la expresio´n
eval(e @ A)
informa al ana´lisis que todos los valores strings de e deben ser derivables de
A, es decir, deben ser expresiones s.
Buscando soluciones
Encontrar asignaciones que resuelvan constrains de contencio´n es simple,
pero todav´ıa resta encontrar asignaciones que resuelvan los constraints de
inclusio´n. Una solucio´n a fuerza bruta para resolver C = r
.⊆ ϕ podr´ıa ser
enumerar todas las posibles asignaciones de no-terminales a variables de
lenguaje en C y luego verificar que Θ(ϕ) ∗⇒ Θ(r). Resulta que la relacio´n
de derivacio´n ∗⇒ es una relacio´n decidible sobre (N ∪ T )∗ para cualquier
lenguaje libre de contexto como argumentaremos en la siguiente seccio´n.
Sorprendentemente, una generalizacio´n del algoritmo de Earley para parsear
lenguajes libres de contexto [Earley, 1970] es aplicable a un ∗⇒ decidible sobre
(N ∪ T )∗ para una G arbitraria e incluso es fa´cil mejorar la enumeracio´n
a fuerza bruta de todas las asignaciones. La siguiente seccio´n recupera la
escencia de este algoritmo y lo generaliza para realizar la verificacio´n de esa
asignacio´n.
3.2.4. Algoritmo de parsing de Earley
El algoritmo de parsing de Earley resuelve el problema formulado como
“¿a1...an ∈ L(G)?” para una grama´tica libre de contexto G. El algoritmo
trabaja con una grama´tica libre de contexto arbitraria y corre en tiempo
O(n3) en el peor de los casos.
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init [→ •S, 0] ∈ E0
scan [A→ α • aβ, j] ∈ Ei
y ai+1 = a implica [A→ αa • β, j] ∈ Ei+1
pred [A→ α •Bβ, j] ∈ Ei
y B → γ ∈ P implica [B → •γ, i] ∈ Ei
red [B → γ•, j] ∈ Ei
y [A→ α •Bβ, k] ∈ Ej implica [A→ αB • β, k] ∈ Ei
Figura 3.10: Algoritmo de Earley
En esta seccio´n presentamos el algoritmo original y su adaptacio´n a for-
mas sentenciales. Por convencio´n, se usan las meta-variables A,B, ... para los
no-terminales N , las meta-variables α, β, ... para las palabras de los s´ımbolos
de grama´tica (N ∪ T )∗, y las meta-variables X,Xi para los s´ımbolos de la
grama´tica (N ∪ T ). Se denota A→ α a una produccio´n de G.
Algoritmo original
El algoritmo de Earley [Earley, 1970] asigna un conjunto Ei de ı´tems
de Earley a cada posicio´n i ∈ {0, ..., n} de una palabra de entrada a1, ...an
donde 0 denota la posicio´n justo delante del primer s´ımbolo. Un ı´tem Earley
tiene la forma [A→ α • β, j] donde A→ αβ es una produccio´n y 0 ≤ j ≤ n.
El punto corresponde a la posicio´n actual en la palabra de entrada, mientras
que el ı´ndice j denota la posicio´n en la entrada donde comienza la coiniden-
cia con el lado derecho de la produccio´n. El ı´tem plantea que la palabra entre
la posicio´n j y la posicio´n actual es derivable de α. Para evitar introducir
un nuevo s´ımbolo de comienzo separado, los ı´tems degenerados de la forma
[→ α • β, j] tambie´n se usan. Los conjuntos Ei son los ma´s chicos bajo la
aplicacio´n de las reglas de la Figura 3.10, para todo 0 ≤ i ≤ n. La palabra
de entrada es aceptada si [→ S•, 0] ∈ En.
Adaptacio´n a formas sentenciales
Cada string de s´ımbolos terminales y no-terminales derivable de un
s´ımbolo de comienzo de una grama´tica libre de contexto es una forma senten-
cial. Debido a que el conjunto de todas las formas sentenciales es tambie´n un
lenguaje libre de contexto (so´lo extiende el conjunto de s´ımbolos terminales
por copias A′ de todos los s´ımbolos no-terminales A y agrega producciones
A → A′), el algoritmo de Earley tambie´n puede usarse para reconocer el
lenguaje de formas sentenciales de G.
En lugar de construir la grama´tica modificada expl´ıcitamente y luego co-
rrer el algoritmo sobre la grama´tica modificada, el algoritmo puede modifi-
carse para reconocer directamente el lenguaje de formas sentenciales. De he-
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init [→ •γ, 0] ∈ E0
scan [A→ α •Xβ, j] ∈ Ei
y Xi+1 = X implica [A→ αX • β, j] ∈ Ei+1
pred [A→ α •Bβ, j] ∈ Ei
y B → γ ∈ P implica [B → •γ, i] ∈ Ei
red [B → γ•, j] ∈ Ei
y [A→ α •Bβ, k] ∈ Ej implica [A→ αB • β, k] ∈ Ei
Figura 3.11: Algoritmo generalizado de Earley
cho, el algoritmo modificado podra´ decidir si γ ∗⇒G δ donde γ, δ ∈ (N ∪T )∗.
La u´nica diferencia con respecto a la formulacio´n esta´ndar del algoritmo
de Earley es que los s´ımblos no-terminales tambie´n pueden ser escaneados.
Para resolver las consultas de la forma “¿γ ∗⇒G X1...Xn?”, las reglas de
Earley se generalizan como lo muestra la Figura 3.11. El algoritmo resultan-
te es correcto en el siguiente sentido.
Lema 6 “ γ ∗⇒G X1...Xn” si y so´lo si [→ γ•, 0] ∈ En.
Lema 7 El algoritmo de Earley generalizado termina despue´s de O(n3)
pasos. La prueba es ana´loga a la prueba de Earley [Earley, 1970].
El algoritmo de Earley generalizado puede determinar si una asigna-
cio´n de no-terminales Θ resuelve un constraint r
.⊆ ϕ parseando el string
Θ(r) ∈ (N ∪ T )∗ con la inicializacio´n [→ •Θ(ϕ), 0] ∈ E0.
Definicio´n 3 Escribimos Θ `G r
.⊆ ϕ si el parsing es exitoso, es decir,
si fv(r
.⊆ ϕ) ⊆ dom(Θ) y Θ(ϕ) ∗⇒G Θ(r).
Ejemplo 3 Considerar el constraint a.ϕ
.⊆ ϕ′ del Ejemplo 2 y la grama´ti-
ca G dada por las producciones S →  | AS y A→ a | AA. Hay tres parseos
exitosos para Θ `G a.ϕ
.⊆ ϕ′:
Θ1 = [ϕ 7→ A,ϕ′ 7→ A]
Θ2 = [ϕ 7→ A,ϕ′ 7→ S]
Θ3 = [ϕ 7→ S, ϕ′ 7→ S]
Debido a que el subtipado se define estructuralmente en te´rminos de
la relacio´n de inclusio´n del lenguaje, el algoritmo produce una condicio´n
suficiente decidible para testear la relacio´n de subtipado relativa a una asig-
nacio´n de no-terminales dada. Resta encontrar asignaciones de no-terminales
adecuadas.
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3.2.5. Constraints de asignacio´n
Resolver un constraint de inclusio´n es esencialmente cuestio´n de buscar
asignaciones de no-terminales adecuadas tal que el constraint pueda verifi-
carse por parsing. Para cada constraint de inclusio´n puede haber mu´ltiples
asignaciones de no-terminales tales que el constraint sea parseable. Por lo
tanto, se propone reemplazar un constraint de inclusio´n resuelto por un cons-
traint de asignacio´n que agrupe todas aquellas asignaciones que conduzcan
a un parseo exitoso.
Adema´s, el intere´s se encuentra en resolver so´lo aquellos constraints que
esta´n sujetos a una asercio´n de parsing. Estos constraints pueden ser ex-
tra´ıdos de un constraint en forma normal de la forma ϕ1
.⊆ A1 ∧ ... ∧ ϕn
.⊆
An ∧ C manteniendo aquellas inclusiones en C que so´lo involucran varia-
bles de lenguaje ϕ′ ∈ reach(C,ϕ1...ϕn) tal que reach(C,ϕ′) = ∅ o ϕ′ ∈
reach(C,ϕ′).
Luego se considera cada una de las inclusiones a la vez. Para cada una de
ellas puede haber muchas asignaciones de no-terminales Θ que tomen el cons-
traint true. Afortunadamente, el nu´mero de asignaciones de no-terminales es
finito porque el constraint contiene un nu´mero finito de variables de lenguaje
y porque hay una cantidad finita de s´ımbolos no-terminales.
El algoritmo enumera todas las asignaciones de no-terminales, chequea
si cada una de ellas conduce a un parseo exitoso usando el algoritmo de la
Seccio´n 3.2.4 y agrupa las exitosas en un constraint de asignacio´n, o sea
una disyuncio´n de asignaciones (Θ1 ∨ ... ∨ Θk). Por construccio´n, todas las
asignaciones en una disyuncio´n tienen el mismo dominio. La definicio´n de
una solucio´n se extiende a constraints de asignacio´n como
(∃i)Θi ⊆ Θ
S,Θ |=G (Θ1 ∨ ... ∨Θk)
Formalmente, la inclusio´n r
.⊆ ϕ se reemplaza por (Θi1 ∨ ... ∨Θik) si
Φ0 = fv(r
.⊆ ϕ) es el conjunto de variables de lenguaje que ocurren en
el constraint de inclusio´n;
Θ1, ...,Θn son todas las posibles asignaciones de no-terminales con
dom(Θi) = Φ0; y
I = {i1, ..., ik} ⊆ {1, ...n} tal que i ∈ I ⇔ Θi `G r
.⊆ ϕ
Lema 8 Bajo las condiciones listadas S,Θ |= r .⊆ ϕ si y so´lo si S,Θ |=
(Θi1 ∨ ... ∨Θik).
De manera ana´loga, el constraint de contencio´n ϕ
.⊆ A se reemplaza por
(Θi1 ∨ ... ∨Θik) si
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Φ0 = fv(r
.⊆ A) es el conjunto de variables de lenguaje que ocurren en
el constraint de contencio´n;
Θ1, ...,Θn son todas las posibles asignaciones de no-terminales con
dom(Θi) = Φ0; y
I = {i1, ..., ik} ⊆ {1, ...n} tal que i ∈ I ⇔ A ∗⇒G Θi(ϕ)
Lema 9 Bajo las condiciones listadas S,Θ |=G ϕ
.⊆ A si y so´lo si
S,Θ |=G (Θi1 ∨ ... ∨Θik).
Es incompleto simplemente convertir ϕ
.⊆ A en una asignacio´n [ϕ 7→ A].
Para ver esto, se pueden considerar las producciones A→ B, B → b, C → B
y el constraint ϕ
.⊆ A ∧ ϕ .⊆ ϕ′ . La asignacio´n de A a ϕ evita la asignacio´n
de C a ϕ′, por lo tanto se pierden soluciones.
Ejemplo 4 Continuando con el Ejemplo 3, el constraint a.ϕ
.⊆ ϕ′ podr´ıa
ser reemplazado por un constraint de asignacio´n representando las tres so-
luciones posibles Θ1,Θ2 y Θ3. Esto es
([ϕ 7→ A,ϕ′ 7→ A] ∨ [ϕ 7→ A,ϕ′ 7→ S] ∨ [ϕ 7→ S, ϕ′ 7→ S])
La aplicacio´n exhaustiva del algoritmo de enumeracio´n a todas las inclu-
siones y contenciones resulta en una conjuncio´n de constraints de asignacio´n:
(Θ1 ∨ ... ∨Θk) ∧ (Θ′1 ∨ ... ∨Θ′l)⇐⇒
k∨
i=1
l∨
j=1
Θi on Θ′j
El operador de join on chequea si un par de asignaciones es compatible,
es decir, si las asignaciones concuerdan en la interseccio´n de sus dominios. Si
el par de asignaciones es compatible, luego son mezcladas para formar una
nueva asignacio´n. Sino, el par es borrado usando la regla x ∨ fail = x.
Θ on Θ′ =
{
Θ ∪Θ′ si (∀ϕ ∈ dom(Θ) ∩ dom(Θ′)) Θ(ϕ) = Θ′(ϕ)
fail cc
El constraint resultante es fail o es un u´nico constraint de asignacio´n
enumerando todas las posibles soluciones.
La reduccio´n de conjunciones es tambie´n correcta y completa.
Lema 10 S,Θ |=G (Θ1 ∨ ... ∨ Θk) ∧ (Θ′1 ∨ ... ∨ Θ′l)si y so´lo si S,Θ |=G
k∨
i=1
l∨
j=1
Θi on Θ′j .
Ejemplo 5 Comenzando desde el constraint de asignacio´n del ejemplo
anterior
([ϕ 7→ A,ϕ′ 7→ A] ∨ [ϕ 7→ A,ϕ′ 7→ S] ∨ [ϕ 7→ S, ϕ′ 7→ S])
3.2. GRAMMAR-BASED ANALYSIS (GBA) 41
se agrega un constraint de asignacio´n ma´s, sea ([ϕ 7→ A]). El resultado de
hacer join entre estos dos constraints de asignacio´n es
([ϕ 7→ A,ϕ′ 7→ A] on [ϕ 7→ A]∨
[ϕ 7→ A,ϕ′ 7→ S] on [ϕ 7→ A]∨
[ϕ 7→ S, ϕ′ 7→ S] on [ϕ 7→ A])
lo cual se simplifica a
([ϕ 7→ A,ϕ′ 7→ A] ∨ [ϕ 7→ A,ϕ′ 7→ S] ∨ fail)
y a
([ϕ 7→ A,ϕ′ 7→ A] ∨ [ϕ 7→ A,ϕ′ 7→ S])
Debido a que las reglas de reduccio´n de constraints dadas antes pueden
ser aplicadas exhaustivamente para transformar todos los constraints de in-
clusio´n y contencio´n en un so´lo constraint de asignacio´n, hay un algoritmo
para resolver un constraint C en forma normal. Junto con el resultado ante-
rior que la normalizacio´n de constraints transforma a un constraint en forma
normal, tenemos lo siguiente.
Lema 11 Hay un algoritmo que decide para un C y S dados si hay un
Θ tal que S,Θ |=G C.
Hay pocas formas obvias de mejorar la performance del algoritmo dado.
Una de ellas es asociar con cada variable de lenguaje un conjunto de no-
terminales que conduzcan a parseos exitosos y por lo tanto son asignados
a la variable de lenguaje en un constraint de asignacio´n. Otra forma ma´s
eficiente es adema´s extender el algoritmo de parsing para inferir el constraint
de asignacio´n equivalente durante la construccio´n de los conjuntos de Earley.
3.2.6. Resumen
En resumen, el algoritmo de GBA toma como entrada un programa y
una grama´tica de referencia e infiere el tipo restringido de dicho programa
aplicando durante la inferencia las funciones normalize y crop, tal como se
describe en la seccio´n 3.2.2. A continuacio´n, toma todos los constraints de
inclusio´n (r
.⊆ ϕ) que figuran en el tipo restringido inferido y para cada
uno de ellos calcula todas las asignaciones posibles de variables de lenguaje
que aparecen en el constraint de inclusio´n a s´ımbolos no-terminales de la
grama´tica G (Θ : Φ → N). Luego, toma cada asignacio´n (Θ) computada
para un constraint de inclusio´n particular y chequea si conduce a un parseo
exitoso usando el algoritmo modificado de Earley, descripto en la Seccio´n
3.2.4, agrupando las exitosas en un constraint de asignacio´n, una disyuncio´n
de asignaciones (Θ1 ∨ ... ∨ Θk). Luego de procesar todos los constraints de
inclusio´n, tenemos una conjuncio´n de constraints de asignacio´n ((Θ1 ∨ ... ∨
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Θk) ∧ (Θ′1 ∨ ... ∨Θ′l)) a la cual se le aplica la funcio´n join (on), descripta en
la Seccio´n 3.2.5, para combinar todos las constraints de asignacio´n en uno
solo. Esta funcio´n chequea si un par de asignaciones es compatible, es decir,
si las asignaciones concuerdan en la interseccio´n de sus dominios. Si el par
de asignaciones es compatible, luego son combinadas para formar una nueva
asignacio´n. Sino, el par es borrado.
Si tomamos como grama´tica de referencia a una grama´tica para el len-
guaje SQL, por ejemplo, este me´todo permite determinar que las ocurrencias
de un string indexado con las variables que aparecen en el constraint de asig-
nacio´n so´lo toman como valores sentencias SQL va´lidas que es justamente
lo que se buscaba.
Cap´ıtulo 4
GBA para seguridad
En este cap´ıtulo primero explicaremos co´mo pensamos utilizar la te´cnica
de GBA para detectar vulnerabilidades de inyeccio´n, luego describiremos
las modificaciones necesarias de la te´cnica que tuvimos que realizar para
poder aplicarla a esta deteccio´n y finalmente contaremos las posibles modi-
ficaciones que podr´ıan realizarse para mejorar la aplicacio´n de la te´cnica al
problema de seguridad.
En el desarrollo de este cap´ıtulo asuminos todo el vocabulario y nomen-
clatura del sistema GBA tal como fuera descripto en el cap´ıtulo 3.
4.1. Enfoque
El algoritmo de GBA toma como entrada un programa y una grama´tica
de referencia, infiere el tipo del programa con las restricciones correspon-
dientes y luego valida las mismas contra la grama´tica dada. Esta validacio´n
se realiza computando un constraint de asignacio´n, es decir, una disyun-
cio´n de asignaciones de variables de lenguaje a s´ımbolos no-terminales de la
grama´tica.
Para aplicar este resultado a la deteccio´n de vulnerabilidades de inyec-
cio´n necesitamos poder identificar que´ variables de lenguaje son consideradas
sensibles (utilizadas en contextos donde una vulnerabilidad podr´ıa ser ex-
plotada) y cua´les son los s´ımbolos no-terminales inseguros (que modelan
una vulnerabilidad por derivar en terminales que provienen del usuario y
por lo tanto de un posible atacante). De esta forma, estamos interesados en
aquellas asignaciones que involucran tanto variables de lenguaje sensibles
como s´ımbolos no-terminales inseguros, ya que si a una variable sensible se
le puede asignar un no-terminal inseguro, estamos en presencia de una vul-
nerabilidad. En otras palabras, si alguna de las asignaciones computadas es
una asignacio´n de una variable a un s´ımbolo no-terminal inseguro, podremos
decir que existe una vulnerabilidad. Por ejemplo, en el co´digo de la figura
4.1, donde la funcio´n get retorna el string ingresado por el usuario para
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let
uid = get("UserName");
psswd = get("Password)"
query = "SELECT * FROM users WHERE email=" . uid .
"AND password =" . psswd
in
mysql_query(query)
Figura 4.1: Ejemplo de SQL injection
la variable cuyo nombre recibe como para´metro y la funcio´n mysql_query
env´ıa la consulta recibida como para´metro en forma de string a la base
de datos, especificando que la entrada de la funcio´n mysql query es sensi-
ble podr´ıamos decir que existe una vulnerabilidad si entre las asignaciones
computadas existe una que asigna a la entrada de la funcio´n mysql query
un no-terminal inseguro (asumiendo que dicho no-terminal fue marcado in-
seguro por generar datos que pueden contener co´digo malicioso insertado
por un atacante). Explicaremos esto ma´s detalladamente en la seccio´n 4.2,
luego de describir las modificaciones espec´ıficas necesarias.
4.2. Modificaciones Realizadas
En l´ıneas generales, necesitamos enriquecer el lenguaje para poder es-
cribir programas con vulnerabilidades, lo cual implica extender la teor´ıa,
particionar el alfabeto en dos conjuntos (caracteres seguros utilizados en
el programa y caracteres inseguros provistos por el usuario), proveer una
grama´tica GV para cada tipo de vulnerabilidad V y enriquecer los cons-
traints de modo de incorporar las funciones cuya entrada debe ser conside-
rada sensible. De esta forma, la inferencia nos proveera´ informacio´n sobre
co´mo se forman los strings usados para queries u otros tipos de ejecuciones
no seguras y la resolucio´n contra GV establecera´ si el programa dado como
entrada tiene la vulnerabilidad V. A continuacio´n se explican todos estos
cambios en detalle.
El lenguaje considerado es ba´sicamente el mismo definido en GBA con
las diferencias que se describen a continuacio´n.
En primer lugar, duplicamos el alfabeto generando cada caracter en una
versio´n pura y una impura, para diferenciar los s´ımbolos utilizados en el
programa de los provistos por el usuario. Denominaremos
∑
a la versio´n de
todos los caracteres puros,
∑
a la copia impura y T a la unio´n de
∑
y
∑
.
En cuanto a las expresiones, mantenemos las usadas en el trabajo ori-
ginal y agregamos dos: eq y prim. La expresio´n eq sirve para comparar
expresiones. Su sintaxis es: e == e. La expresio´n prim permite intro-
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ducir funciones primitivas junto con su tipo. Las funciones primitivas son
similares a las variables definidas con let pero sin co´digo dado expl´ıcita-
mente (por ejemplo, operaciones de entrada/salida como get). Su sintaxis es
prim x1 :: t1; ... ;xn :: tn in e. Una cambio accesorio fue la modificacio´n de la
sintaxis de la expresio´n let para que permita ma´s de una variable en su defini-
cio´n (es accesorio pues en el lenguaje definido por Thiemman se puede hacer
usando expresiones let anidadas). Su sintaxis es let x1 = e1; ... ;xn = en in e.
Tambie´n realizamos dos modificamos sobre la sintaxis de tipos: agrega-
mos un nuevo constraint llamado sink y ampliamos la expresividad de los
constraints de inclusio´n.
El constraint sink (sink(ϕ)) sirve para identificar aquellas variables de
lenguaje que son sensibles, permitiendo de esa forma especificar que la en-
trada de una funcio´n es sensible, es decir que no deber´ıa ser manipulada por
un atacante. Por ejemplo, en el co´digo de la figura 4.1 queremos especifi-
car que el string query pasado como entrada a la funcio´n mysql query es
sensible. Esto lo hacemos dando a la funcio´n mysql query el siguiente tipo:
∀ϕ,ϕ′.sink(ϕ) ⇒ Str(ϕ) → Str(ϕ′); observar el uso de ϕ, que es el ı´ndice
del string input de la funcio´n.
En cuanto a la expresividad de los constraints de inclusio´n (r
.⊆ ϕ),
ampliamos la misma para permitir que su lado izquierdo (r) pueda ser,
adema´s de lo definido por Thiemman (una variable del lenguaje (ϕ), el
string vac´ıo (), una constante a o una concatenacio´n de los mismos (r · r)),
una constante tainted (a), un comod´ın para caracteres del alfabeto puro (Σ)
o un comod´ın para caracteres del alfabeto tainted (Σ). Esto nos permite
diferenciar entre caracteres puros y tainted en los constraints de inclusio´n
y escribir nuevos constraints que expresen la capacidad de una variable de
lenguaje (ϕ) de generar un caracter arbitrario (Σ) – y por lo tanto un string
arbitrario escribiendo solamente dos constraints (
.⊆ ϕ y Σ · ϕ .⊆ ϕ).
Utilizar estos nuevos contraints de inclusio´n nos permite la identificacio´n
de sources. Un source es un punto del programa donde se generan datos que
pueden producir problemas. Por ejemplo la funcio´n get que dado el nombre
de una variable retorna el string ingresado por el usuario para esa variable,
es considerada un source pues podr´ıa ser utilizada por un atacante para
proveer entrada maliciosa. De esta manera, cuando queremos sen˜alar que
una funcio´n es un source, podemos hacerlo especificando que el tipo de salida
de dicha funcio´n, por ejemplo Str(ϕ), deriva en un subconjunto del alfabeto
tainted (r
.⊆ ϕ, donde r es culquier string formado con terminales tainted).
Para el ejemplo de la funcio´n get, identificarla como source significa darle
el siguiente tipo: ∀ϕϕ′. .⊆ ϕ′, Σ ·ϕ′ .⊆ ϕ′ ⇒ Str(ϕ)→ Str(ϕ′); nuevamente,
observar el uso de la variable ϕ′ que indexa al string resultante de ejecutar
get.
Un cambio menor que no tiene demasiada importancia pero que vale la
pena mencionar es que elegimos tener las operaciones ba´sicas como funciones
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Alfabeto
∑⋃∑
= T
S´ımbolos a, b ∈∑, a, b ∈∑
Palabras w ∈ (∑⋃∑)∗
Expresiones e ::= x | e(e) | rec f(x)→ e | let x1 = e1; ...;xn = en in e
| w | if e then e else e | e++e
| e == e | prim x1 :: t1; ... ;xn = tn in e
Figura 4.2: Sintaxis
Tipos τ ::= α | Str(ϕ) | τ → τ
Variables del lenguaje ϕ ∈ Φ
Tipos restringidos ρ ::= C ⇒ τ
Constraints C ::= true | τ .≤ τ ′ | r .⊆ ϕ | C ∧ C | Sink(ϕ)
Indices del tipo string r ::= ϕ |  | a | a | Σ | Σ | r · r
Esquemas de tipos σ ::= ∀ϕ˜α˜.ρ
Ambientes de tipos Γ ::= ∅ | Γ(x : σ)
Figura 4.3: Lenguaje de tipos
primitivas del lenguaje en lugar de constantes como lo hace Thiemman (·,
if, a) por una cuestio´n de simplicidad.
En las Figuras 4.2 y 4.3 presentamos la sintaxis del lenguaje y el lenguaje
de tipos adaptados con las modificaciones antes mencionadas. Las reglas
de tipos y las correspondientes reglas de reconstruccio´n de tipos basadas
en constraints no han sido modificadas. No obstante en la Figura 4.4 se
especifican las reglas de tipos para las nuevas expresiones y en la Figura 4.5
las correspondientes reglas de reconstruccio´n de tipos basadas en constraints.
Observar que la igualdad retorna un string que modela un booleano, siendo el
string vac´ıo () el valor falso y cualquier string w no vac´ıo el valor verdadero
(en concordancia con la semantica del if then else). Como trabajo futuro
queda el desarrollo formal de la sema´ntica y la prueba de correccio´n del
sistema de tipos que no se encaro´ en esta etapa porque no era una prioridad
para la empresa.
El u´ltimo cambio consistio´ en modificar la grama´tica para que adema´s de
especificar el conjunto de s´ımbolos terminales y no-terminales, las produc-
ciones y el s´ımbolo de comienzo (G = (N,T, P, S)), especifique el conjunto
de s´ımbolos no-terminales inseguros (G = (N,T, P, S,NI)). De esta forma
si alguna de las asignaciones computadas por el algoritmo incluye una va-
riable de lenguaje especificada como sink y uno de estos s´ımbolos inseguros,
estaremos en presencia de una vulnerabilidad. Daremos un ejemplo de esta
situacio´n luego de finalizar la explicacio´n de las modificaciones.
Por otro lado, al igual que hicimos con los constraints de inclusio´n, am-
pliamos la expresividad de la grama´tica permitiendo que en el lado dere-
cho de las producciones se pueda distinguir entre s´ımbolos terminales pu-
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C||−w .⊆ ϕ
(string)
C,Γ ` w : Str(ϕ)
C,Γ ` e : Str(ϕ) C,Γ ` e1 : τ C,Γ ` e2 : τ
(if)
C,Γ ` if e then e1 else e2 : τ
C||−ϕ1++ϕ2
.⊆ ϕ C,Γ ` e1 : Str(ϕ1) C,Γ ` e : Str(ϕ2)
(concat)
C,Γ ` e1++e2 : Str(ϕ)
C||− .⊆ ϕ ∧ w .⊆ ϕ C,Γ ` e1 : Str(ϕ1) C,Γ ` e : Str(ϕ2) w no vac´ıo
(eq)
C,Γ ` e1 == e2 : Str(ϕ)
C,Γ(x1 : σ1...xn : σn) ` e : τ
(prim)
C,Γ ` prim x1 :: σ1; ... ;xn : σn in e : τ
Figura 4.4: Reglas de tipos
(S′′, C ′′) = normalize(w
.⊆ ϕ)
(string′)
S′′|fv(Γ), C ′′,Γ `′ w : Str(ϕ)
C,Γ `′ e : τ C1,Γ `′ e1 : τ1 C2,Γ `′ e2 : τ2 α,ϕ fresh
(S′′, C ′′) = normalize(τ < Str(ϕ) ∧ τ1 < α ∧ τ2 < α ∧ C ∧ C1 ∧ C2) (if ′)
S′′|fv(Γ), C ′′,Γ `′ if e then e1 else e2 : S′′(α)
C1,Γ `′ e1 : τ1 C2,Γ `′ e2 : τ2 ϕ,ϕ1, ϕ2 fresh
(S′′, C ′′) = normalize(τ1 < Str(ϕ1) ∧ τ2 < Str(ϕ2)
∧ ϕ1.ϕ2
.⊆ ϕ ∧ C1 ∧ C2) (concat′)
S′′|fv(Γ), C ′′,Γ `′ e1++e2 : Str(ϕ)
C1,Γ `′ e1 : τ1 C2,Γ `′ e2 : τ2 ϕ,ϕ1, ϕ2 fresh
(S′′, C ′′) = normalize(τ1 < Str(ϕ1) ∧ τ2 < Str(ϕ2)
∧  .⊆ ϕ ∧ w .⊆ ϕ ∧ C1 ∧ C2) w no vac´ıo (eq′)
S′′|fv(Γ), C ′′,Γ `′ e1 == e2 : Str(ϕ)
C,Γ(x1 : σ1...xn : σn) `′ e : τ
(S′′, C ′′) = normalize(C)
(prim′)
S′′|fv(Γ), C ′′,Γ ` prim x1 :: σ1; ... ;xn :: σn in e : τ
Figura 4.5: Reglas de reconstruccio´n de tipos basadas en constraints
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prim
get :: ∀ϕϕ′. .⊆ ϕ′, ∑ · ϕ′ .⊆ ϕ′ ⇒ Str(ϕ)→ Str(ϕ′)
mysql query :: ∀ϕ,ϕ′.sink(ϕ)⇒ Str(ϕ)→ Str(ϕ′)
in let
uid = get “UserName”;
psswd = get “Password”;
query = “SELECT * FROM users WHERE email=” . uid .
“AND password =” . psswd
in
mysql query query
Figura 4.6: Ejemplo completo de SQL Injection
ros y tainted y se puedan escribir los no-terminales reservados SIGMA y
D SIGMA, los cuales expresan impl´ıcitamente que el no-terminal del lado
izquierdo de la produccio´n puede reducirce a cualquier caracter va´lido (ya
sea puro o tainted respectivamente) que pueda aparecer en un string. Cabe
mencionar que esta modificacio´n junto con la de los constraints de inclusio´n
requiere una modificacio´n del algoritmo generalizado de Earley especifica-
do en la Figura 3.11. La definicio´n de las funciones pred y red no sufre
modificaciones ya que so´lo involucra s´ımbolos terminales. Sin embargo la
funcio´n scan contempla cualquier s´ımbolo que pueda aparecer en un string
(X) y ahora e´stos pueden ser no so´lo s´ımbolos terminales y no-terminales
sino tambie´n los no-terminales reservados SIGMA y D SIGMA que denotan
cualquier caracter puro o tainted respectivamente. En consecuencia amplia-
mos la definicio´n del algoritmo generalizado de Earley para contemplar estos
casos en la funcio´n scan de la siguiente manera:
scan [A→ α • Σβ, j] ∈ Ei y (Xi+1 = Σ o Xi+1 ∈
∑
)
implica [A→ αΣ • β, j] ∈ Ei+1
scan [A→ α • Σβ, j] ∈ Ei y (Xi+1 = Σ o Xi+1 ∈
∑
)
implica [A→ αΣ • β, j] ∈ Ei+1
En este punto estamos en condiciones de mostrar co´mo pensamos utilizar
el algoritmo de GBA modificado para la deteccio´n de vulnerabilidades de
inyeccio´n. Consideremos el co´digo dado en la Figura 4.6. Como podemos
ver, el mismo utiliza dos primitivas: get y mysql query. El tipo provisto para
get indica que es un source y el tipo provisto para mysql query indica que
es un sink. Bajo esta especificacio´n, podemos observar una vulnerabilidad
de inyeccio´n (SQL injection), ya que en la u´ltima l´ınea del co´digo se invoca
a la primitiva mysql query con el para´metro query, cuyo valor es un string
formado con los valores de las variables uid y psswd, los cuales son obtenidos
a trave´s de la primitiva get que es un source.
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Nuestro algoritmo de inferencia para este co´digo arroja el siguiente tipo:

.⊆ ϕ2,
Σ · ϕ2
.⊆ ϕ2,

.⊆ ϕ3,
Σ · ϕ3
.⊆ ϕ3,
"SELECT * FROM users WHERE email = "++
ϕ2++ " AND password = "++ ϕ3
.⊆ ϕ1,
sink(ϕ1)
⇒ Str(ϕ5)
que expresa que ϕ1 es un sink que deriva en una concatenacio´n de strings
involucrando las variables ϕ2 y ϕ3, las cuales derivan en un string tainted.
Finalemente, necesitamos proveer una grama´tica GV donde V representa
la vulnerabilidad SQL injection. A continuacio´n damos una versio´n simplifi-
cada de tal grama´tica (no intentamos capturar la estructura de SQL, como
podr´ıa y deber´ıa hacerse):
GV = (
S → DANGEROUS | HARMLESS,
DANGEROUS → D_SIGMA,
DANGEROUS → "",
DANGEROUS → HARMLESS DANGEROUS,
DANGEROUS → DANGEROUS DANGEROUS,
HARMLESS → "SELECT",
HARMLESS → "*",
HARMLESS → "FROM",
HARMLESS → "users",
HARMLESS → "WHERE",
HARMLESS → "email",
HARMLESS → "=",
HARMLESS → "AND",
HARMLESS → "password",
HARMLESS → " ",
HARMLESS → "",
HARMLESS → HARMLESS HARMLESS
DangerousNTs:
DANGEROUS, S
)
Notar que en esta grama´tica no estamos especificando expl´ıcitamente
los s´ımbolos terminales y no-terminales, sino so´lo las producciones y los
no-terminales inseguros. Esto se debe a que asumimos que los s´ımbolos ter-
minales son todos los caracteres va´lidos que pueden aparecer en un string
y que los s´ımbolos no-terminales esta´n impl´ıcitos en las producciones – son
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todos aquellos que no esta´n encerrados entre comillas dobles. Tampoco es-
pecificamos el s´ımbolo de comienzo pues se asume que es el primero para el
que se da producciones (en este caso S).
Como podemos ver, esta grama´tica indica que el no-terminal DANGEROUS
es inseguro, pues se reduce a un string conteniendo caracteres del alfabeto
tainted y que un string seguro concatenado con uno inseguro se convierte en
inseguro. Nuestro algoritmo de resolucio´n de constraints para el tipo inferido
mostrado anteriormente usando esta grama´tica arroja el siguiente constraint
de asignacio´n:
Θ1 ∨Θ2, donde Θ1 := [ϕ1 7→ S] Θ2 := [ϕ1 7→ DANGEROUS]
Debido a que ϕ1 es una variable de lenguaje especificada como sensible y
existe una asignacio´n de ϕ1 a un no-terminal inseguro (DANGEROUS) nuestro
algoritmo detecta la vulnerabilidad como se deseaba.
Cabe mencionar que para que esta te´cnica sea u´til necesitamos tener un
conjunto de grama´ticas que capturen diversas vulnerabilidades que se quie-
ran detectar. Por ejemplo, la grama´tica presentada anteriormente es una
simplificacio´n de una grama´tica que captura una vulnerabilidad SQL injec-
tion. Adema´s se pueden estudiar alternativas para realizar preguntas sobre
la salida del algoritmo dado que la misma puede interpretarse de diversas
maneras de acuerdo a las preguntas que se hagan. En nuestro caso, pregun-
tamos si en la salida del algoritmo existe una asignacio´n de una variable de
lenguaje sensible a un no-terminal inseguro, pero pueden realizarse otras pre-
guntas que arrojen a resultados au´n ma´s interesantes. El usuario que utilice
una herramienta basada en este enfoque debe capturar las vulnerabilidades
que quiere detectar proveyendo distintas grama´ticas que las expresen. Esto
muestra la flexibilidad del enfoque.
4.3. Modificaciones a futuro
Existen diversos aspectos a tratar fuera del alcance del presente traba-
jo que contribuir´ıan a perfeccionar la aplicacio´n de la te´cnica GBA para
detectar vulnerabilidades.
La primera modificacio´n ser´ıa estudiar la incorporacio´n de las operacio-
nes de descomposicio´n de strings en su primer caracter y el resto, conocidas
como Head y Tail. Esto implica definir el efecto de estas operaciones en
forma de constraints y conservar esta definicio´n a lo largo de las diversas
fases de transformacio´n a las que la te´cnica somete a los strings. A partir
de dicha incorporacio´n se podr´ıan analizar gene´ricamente las funciones que
descomponen a los strings, particularmente y para nuestro intere´s, aquellas
funciones de sanitizacio´n (funciones que tranforman un string inseguro en
seguro) que eliminan caracteres del string de entrada. A modo de ejemplo
podemos observar el siguiente co´digo que incluye la funcio´n de sanitizacio´n
sanit :
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prim
get :: ∀ϕϕ′. .⊆ ϕ′, ∑ · ϕ′ .⊆ ϕ′ ⇒ Str(ϕ)→ Str(ϕ′)
mysql query :: ∀ϕ,ϕ′.sink(ϕ)⇒ Str(ϕ)→ Str(ϕ′)
sanit :: ????
in let
uid = get “UserName”;
psswd = get “Password”;
uid sanit = sanit uid;
psswd sanit = sanit psswd;
query = “SELECT * FROM users WHERE email=” . uid sanit .
“AND password =” . psswd sanit
in
mysql query query
donde sanit es una funcio´n que recibe un string y mediante operaciones de
descomposicio´n elimina del mismo caracteres peligrosos y retorna el resul-
tado. Sin operaciones de descomposicio´n Head y Tail no podemos definir
el co´digo de sanit y por lo tanto debemos especificar su tipo mediante la
primitiva prim como figura en el ejemplo de arriba. El uso de prim es u´til
para expresar el tipo de una funcio´n cuyo co´digo no es necesario analizar;
sin embargo consideramos inapropiado usarlo para funciones de sanitizacio´n
debido a que una caracterizacio´n inva´lida de su tipo puede conducir a resul-
tados incorrectos. En el ejemplo anterior, si el tipo de sanit no se especifica
correctamente, el ana´lisis podr´ıa conducir a un falso positivo, o peor au´n a
un falso negativo. Un falso positivo es la deteccio´n erro´nea de una vulnera-
bilidad: se indica la existencia de una vulnerabilidad cuando en realidad no
existe. Un falso negativo se produce cuando no se detecta la presencia de
una vulnerabilidad existente.
Adema´s, la te´cnica necesita, para su correcto funcionamiento, grama´ti-
cas con formulaciones precisas (ambiguas y basadas en caracteres), mientras
que el uso actual utiliza grama´ticas con otro tipo de formulaciones (no am-
biguas y basadas en tokens). Consideramos apropiado estudiar la manera
de ambiguar grama´ticas y destokenizarlas, as´ı como adecuar la te´cnica para
que permita el uso de grama´ticas no ambiguas y basadas en tokens.
Existe un proyecto propuesto por LIFIA para una cooperacio´n con Ale-
mania con el grupo del Dr. Thiemann que se propone abordar todos estos
temas.
Otra tarea interesante ser´ıa modificar el proceso para detectar e informar
de do´nde viene la vulnerabilidad. Es decir, en lugar de detectar e informar
que existe una vulnerabilidad como lo hacemos ahora, se podr´ıa dar in-
formacio´n ma´s precisa detectando en que´ parte del co´digo se encuentra la
vulnerabilidad y cua´les son las causas que la producen. Por ejemplo, para el
co´digo de la figura 4.6 la informacio´n de salida del algoritmo podr´ıa ser que
existe una vulnerabilidad en la l´ınea 9 (u´ltima l´ınea) dado que la funci´ıon
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mysql query ha sido marcada como sink y su argumento es un dato inseguro.
Adema´s podr´ıa brindarse informacio´n de contexto que permita determinar
en que´ punto del co´digo el para´metro de la funcio´n marcada como sink se
convirtio´ en inseguro, es decir, de que source proviene.
Una modificacio´n au´n ma´s ambiciosa podr´ıa ser extender el proceso pa-
ra la construccio´n de exploits de manera automa´tica o semiautoma´tica. Un
exploit es un programa informa´tico malicioso, o parte del programa, que
trata de forzar alguna deficiencia o vulnerabilidad de otro programa (llama-
das bugs) y es usado normalmente para explotar una vulnerabilidad en un
sistema. En nuestro caso, construir un exploit significa dar el string nece-
sario para que se produzca la vulnerabilidad. Por ejemplo, en el co´digo de
la figura 4.6 un posible exploit ser´ıa que el valor de la variable uid fuera
"alice@host’ OR ’0’=’1" ya que la aplicacio´n ejecuta una consulta cuyo
resultado es independiente del co´digo de pin provisto tal como se explico´ en
el ejemplo de la seccio´n 2.2.1. Esta extensio´n requerir´ıa estudiar la forma
de dar las grama´ticas con mayor nivel de detalle en cuanto a la manera de
expresar vulnerebilidades (el ana´lisis de funciones de sanitizacio´n tambie´n
se ver´ıa favorecido por esto).
La u´ltima modificacio´n que mencionaremos requiere mucho ma´s estudio
y dedicacio´n que las anteriores y consiste en transladar los resultados a
lenguajes con otras caracter´ısticas (imperativos, orientados a objetos) para
de esa forma poder utilizar la herramienta para detectar vulnerabilidades
en programas escritos en lenguajes reales como Java, PHP, etc.
Como podemos observar, nuestro trabajo de grado es solamente un pri-
mer paso a la utilizacio´n de la te´cnica de GBA en la deteccio´n de vulnera-
bilidades de inyeccio´n. Si bien el trabajo realizado ha sido muy satisfactorio
tanto para nosotras como para la gente de la empresa Core y los resultados
han sido altamente exitosos por haber quedado demostrada la utilidad de la
te´cnica para el fin propuesto, quedan muchas modificaciones por hacer que
permitira´n el crecimiento de la herramienta con el objetivo de convertirla
en una herramienta que automatice el trabajo de auditor´ıa realizado por
muchas empresas de seguridad.
Cap´ıtulo 5
Descripcio´n de la
Implementacio´n
En este cap´ıtulo describiremos la implementacio´n del prototipo que desa-
rrollamos en el lenguaje de programacio´n funcional Haskell. La seleccio´n del
lenguaje de programacio´n la realizamos con el equipo de CORE basa´ndonos
en el alto poder expresivo que tienen los lenguajes funcionales.
En primer lugar explicaremos la arquitectura del sistema mediante una
breve descripcio´n de cada mo´dulo implementado. Luego presentaremos en
detalle una estructura de datos que disen˜amos para optimizar la normaliza-
cio´n de constraints; denominamos a dicha estructura GIxTrees. Por u´ltimo
daremos un ejemplo de uso del prototipo implementado.
5.1. Arquitectura del Sistema
El sistema fue estructurado en diversos mo´dulos. Cada mo´dulo imple-
menta una funcionalidad particular del sistema. A continuacio´n ofrecemos
una breve descripcio´n de cada uno de ellos.
Definicio´n de las estructuras de datos del lenguaje
En este mo´dulo se encuentran las estructuras de datos usadas para represen-
tar expresiones, tipos y constraints del lenguaje. Los mismos son represen-
tados mediante tipos algebraicos. Tambie´n se incluye el ca´lculo de variables
libres de tipo y de lenguaje (mediante la clase FVs).
Mo´dulo para parsing
El problema de parsing consiste ba´sicamente en obtener una estructura de
datos a partir de una descripcio´n elemental de la misma, usualmente en for-
mato de texto. Para implementar el parsing de expresiones y de grama´ticas
usamos una te´cnica muy conocida en programacio´n funcional conocida como
Combinadores de Parsing. Los Combinadores de Parsing resuelven el pro-
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blema de parsing mediante Combinadores, funciones que toman soluciones a
subproblemas y las combinan en una solucio´n al problema capturando muy
bien la idea de programacio´n modular.
Nos basamos en el trabajo de Graham Hutton y Eric Meijer [Hutton
and Meijer, 1996] y en una implementacio´n de John Hughes, para lo cual
seguimos la l´ınea de lo realizado por Mart´ınez Lo´pez en su tesis [Mart´ınez
Lo´pez, 2005].
Mo´dulo para pretty printing
El mo´dulo de pretty printing tambie´n fue implementado utilizando Combi-
nadores. Nos basamos en el trabajo de John Hughes [Hughes, 1995]. En el
mismo estudia una biblioteca de combinadores para Pretty-printing como
un ejemplo para guiar el disen˜o y la implementacio´n de una biblioteca de
combinadores.
Ba´sicamente las funciones de pretty printing recorren recursivamente las
estructuras de datos armando la salida correspondiente.
Mo´nada de Inferencia
En este mo´dulo se especifica la mo´nada usada para la inferencia de tipos,
denominada TIM. La programacio´n mona´dica [Wadler, 1995] es un estilo de
programacio´n funcional que proporciona una manera simple y atractiva de
abordar la interaccio´n en un entorno funcional. Las principales caracter´ısti-
cas suministradas por nuestra mo´nada son: manejo de variables libres (de
tipo y de lenguaje), manejo de sustituciones, administracio´n de la informa-
cio´n u´til para realizar la normalizacio´n y tracing para debbuging.
Inferencia
Este mo´dulo implementa las reglas de inferencia de tipos con constraints pa-
ra todas las expresiones del lenguaje, que fueron presentadas en los Cap´ıtulos
3 y 4.
La inferencia es implementada por una funcio´n que hace uso de la mo´na-
da TIM. Las diferentes reglas se implementan segu´n el caso, dependiendo de
la expresio´n discriminada mediante pattern matching. La implementacio´n
de la inferencia en cada regla sigue el esquema general de inferir el tipo res-
tringido de las subexpresiones, agregar nuevos constraints a los constraints
resultantes dependiendo de la regla, luego normalizar los constraints y una
vez aplicada la sustitucio´n realizar crop para obtener el tipo restringido final.
En cuanto a la funcio´n de normalizacio´n, la misma procesa primero los
constraints de subtipos y luego los constraints de inclusio´n, valie´ndose de
funciones intermedias. Para optimizar el recorrido de los constraints, utili-
zamos una estructura de datos donde los mismos se dividen en 3 clases segu´n
sean constraints de subtipos, de inclusio´n u otros. De esta manera la funcio´n
que analiza los constraints de subtipos so´lo trabaja con el subconjunto de
constraints de subtipos y lo mismo ocurre con la funcio´n que analiza los
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constraints de inclusio´n. Cada una de estas funciones mantiene dos listas de
constraints: los constraints a analizar y los constraints resultantes de la apli-
cacio´n de las reglas. Para cada constraint de la primera lista se determina la
regla a aplicar, si existiese, y se agregan los nuevos constraints en la segunda
lista. Cuando la regla establece que debe realizarse cierta sustitucio´n en los
constraints, primero se extiende el ambiente con dicha sustitucio´n y luego se
invoca a una funcio´n intermedia que se encarga de aplicar las sustituciones
indicadas por el ambiente en ambas listas y continuar el procesamiento.
Contamos con 3 alternativas para normalizar los constraints, las cua-
les nos resultaron u´tiles para el estudio de casos intermedios. Cada una de
ellas genera distintos constraints en el tipo de salida para la expresio´n del
lenguaje analizada y ba´sicamente son: normalizar so´lo los constraints de
subtipos, normalizar los constraints de subtipos y de inclusio´n (sin incluir
la implementacio´n de una regla espec´ıfica que es tratada con GIxTrees y
describiremos en la siguiente seccio´n) y normalizar todos los constraints.
Solving
El mo´dulo de solving incluye las estructuras de datos para representar las
grama´ticas e implementa el solving de constraints de derivacio´n. Incluye
la implementacio´n del algoritmo de Earley tal como lo presentamos en los
Cap´ıtulos 3 y 4. Tambie´n realiza la normalizacio´n de la grama´tica llevando
todos los terminales a forma de caracter lo cual es necesario para el correcto
funcionamiento del algoritmo de Earley.
Interface
El mo´dulo de interface permite la interaccio´n con el prototipo mediante
un conjunto de comandos. Los comandos que pueden ejecutarse mediante
la interface esta´n clasificados en comandos generales, comandos para paths,
comandos para mo´dulos y comandos de aplicacio´n. Los mismos se detallan
en el Cap´ıtulo 6.
5.2. Estructura de datos usada para normalizacio´n
de constraints
La normalizacio´n de constraints esta´ definida por la aplicacio´n exhaus-
tiva de las reglas de normalizacio´n presentadas en la Figura 8 del Cap´ıtulo
3. Con el objetivo de optimizar la funcio´n de normalizacio´n disen˜amos e
implementamos una estructura de datos que denominamos GIxTrees para
tratar de manera exclusiva la regla ma´s costosa:
C@( C ′∧ ⇒ r1rr2
.⊆ ϕ′ si ϕ /∈ reach(C,ϕ)
r
.⊆ ϕ∧
r1ϕr2
.⊆ ϕ′)
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Esta regla establece que ante la presencia de los constraints de inclusio´n
r
.⊆ ϕ y r1ϕr2
.⊆ ϕ′, debe agregarse el constraint r1rr2
.⊆ ϕ′ siempre
y cuando ϕ no pertenezca al conjunto de variables alcanzables en uno o
ma´s pasos desde ella misma en el grafo de dependencias inducido por el
constraint C; esta condicio´n es necesaria para asegurar terminacio´n. El grafo
de dependencias tiene un conjunto de nodos que son las variables de lenguaje,
y una arista dirigida ϕ→ ϕ′ para cada inclusio´n τ1ϕ′τ2
.⊆ ϕ ∈ C.
La estructura de datos que disen˜amos es una estructura de datos recursi-
va con estructura no lineal que permite capturar todos los posibles caminos
a partir de una variable de lenguaje en el grafo inducido por un constraint
C1. De esta manera conseguimos una representacio´n jera´rquica de la infor-
macio´n de constraints de nuestro intere´s a la cual podemos manipular ma´s
eficientemente.
Para implementar la estructura de datos en Haskell introducimos un
nuevo tipo algebraico. Un tipo algebraico se define dando la forma de ca-
da elemento con constructores (que son funciones especiales). Los a´rboles
se pueden representar con tipos algebraicos recursivos y los GIxTrees que
definimos tienen la particularidad de que utilizan una lista de nodos (los
cuales pueden contener los casos recursivos). Dicha representacio´n permite
usar las funciones de alto orden existentes para la manipulacio´n de las listas
y de este modo facilitar la programacio´n de operaciones sobre la estructura.
A continuacio´n presentamos la definicio´n en Haskell de nuestra estruc-
tura de datos:
data GIxNode a = GISym Symbol | GITree (GIxTree a)
data GIxTree a = GIN a [ [GIxNode a] ]
donde un GixTree a es un nodo que contiene un valor de tipo a y una lista
de listas de GIxNode a. Un GIxNode a es o bien un nodo hoja GISym Symbol
que contiene un valor de tipo Symbol o bien un nodo interno que contiene
un GIxTree a.
A modo de ejemplo consideremos la siguiente lista de constraints:

.⊆ ϕ1,
ϕ2++ϕ3
.⊆ ϕ1,
ϕ4++ϕ5
.⊆ ϕ2,
"a"
.⊆ ϕ4,
"b"
.⊆ ϕ5,
"c"
.⊆ ϕ3,
ϕ8
.⊆ ϕ6
El GIxTree formado a partir de la variable ϕ1 puede visualizarse en la
Figura 5.1. Observar que el GIxTree esta´ formado por el valor ϕ1 en la ra´ız
y una lista de listas de GixNode a cuyo primer elemento es una lista con
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Figura 5.1: GIxTree
un u´nico elemento GISym "" y cuyo segundo elemento es una lista con dos
elementos de tipo GITree a, cada uno de los cuales representa el GIxTree
correspondiente a las variables ϕ1 y ϕ2 respectivamente.
Normalizacio´n usando GIxTrees
En primer lugar, normalizamos los constraints de subtipos y los cons-
traints de inclusio´n sin considerar la regla implementada por los GIxTrees.
Luego constru´ımos y tratamos un GIxTree por cada una de las variables
de lenguaje mencionadas en los constraints de inclusio´n. El tratamiento de
cada uno de los GIxTrees se realiza en tres etapas bien definidas: genera-
cio´n, pruning e interpretacio´n. Cada una es implementada por una funcio´n
diferente.
La etapa de generacio´n consiste en crear el GIxTree a partir de una lista
de constraints de inclusio´n y de una variable.
La etapa de pruning es necesaria para asegurar terminacio´n. Por ejem-
plo, si en la lista de constraints mencionada arriba se agrega el constraint
ϕ1
.⊆ ϕ3, la generacio´n del GIxTree es claramente infinita. La etapa de
pruning elimina dichas expansiones infinitas de ciclos en el grafo induci-
do representado por el a´rbol. La funcio´n que realiza el pruning toma como
entrada el a´rbol resultante de la etapa de generacio´n; sin embargo ambas
etapas trabajan conjuntamente gracias a que la evaluacio´n lazy permite que
un argumento no sea necesariamente evaluado por completo; so´lo se evalu´an
aquellas partes que contribuyen efectivamente al co´mputo.
La etapa de interpretacio´n se encarga de generar una lista de constraints
de inclusio´n a partir del GIxTree constru´ıdo. Cada uno de los constraints de
inclusio´n tiene como variable de lenguaje a la ra´ız del a´rbol y como ı´ndices
a los nodos hojas. Para armar dicha salida contamos con funciones de in-
terpretacio´n que recorren recursivamente la estructura del GIxTree. Puesto
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que el formato final no se corresponde con los datos necesarios para armar
las partes intermedias de los llamados recursivos, definimos una funcio´n re-
cursiva que recorre el a´rbol para recolectar la informacio´n en una estructura
intermedia que luego es utilizada para armar la salida final. De manera ma´s
espec´ıfica, la interpretacio´n de un GIxTree ra´ız da lugar a un conjunto de
constraints de inclusio´n mientras que un GIxTree interno da lugar a una lista
de listas de ı´ndices, cada una indicando el lado izquierdo de una inclusio´n.
Adema´s, para implementar adecuadamente esta u´ltima etapa tuvimos que
poner especial atencio´n en el tratamiento de variables de lenguaje recursivas
(es decir, en aquellas variables alcanzables en uno o ma´s pasos desde ellas
mismas en el grafo de dependencias inducido por el constraint).
La lista de constraints resultante del proceso de interpretacio´n a partir
del GIxTree del ejemplo es:

.⊆ ϕ1,
"a"++"b"++"c"
.⊆ ϕ1
El resultado final de la normalizacio´n de los constraints de inclusio´n
usando GIxTrees es la concatenacio´n de cada una de las listas de constraints
que resultan de la interpretacio´n de los GIxTrees generados por cada una de
las variables de lenguaje mencionadas en los constraints de inclusio´n inicial.
5.3. Ejemplo de Uso
A continuacio´n presentaremos un ejemplo de uso del prototipo en el cual
podra´ notarse co´mo participa cada uno de los mo´dulos antes descriptos en la
generacio´n de la solucio´n. Adema´s mostraremos a partir del ejemplo cua´les
son los constraints resultantes del algoritmo de normalizacio´n de acuerdo a
que se consideren so´lo los constraints de subtipos, los constraints de subtipos
ma´s los de inclusio´n sin incluir la regla tratada con GIxTrees, o todos los
constraints.
Paso 1: Carga del co´digo a analizar.
El co´digo a analizar debe colocarse en un archivo y se invoca su carga
desde la interface (ver Cap´ıtulo 6). A continuacio´n ofrecemos un co´digo para
el ejemplo presentado en el Cap´ıtulo 4:
prim
get :: S_2 > d_sigma++S_2,
S_2 > epsilon => String(S_1) -> String(S_2);
mysql_query :: sink(S_0) => String(S_0) -> String(S_1)
in let
uid = get @ "UserName";
psswd = get @ "Password"
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in let
query = "SELECT * FROM users" ++
" WHERE email = " ++ uid ++
" AND password = " ++ psswd
in
mysql_query @ query
Este texto es la entrada del mo´dulo de parsing de expresiones; si la
sintaxis es correcta se obtiene como resultado una expresio´n cuya estructura
se encuentra definida en el mo´dulo de definiciones de estructuras de datos
del lenguaje. Si la sintaxis no es correcta se muestra un mensaje indicando
la l´ınea en la cual se encuentra el error sinta´ctico. La expresio´n parseada
puede visualizarse en la consola (tarea realizada por el mo´dulo de pretty
printing) cuyo resultado en este caso es el siguiente:
prim get ::
\/S_1 S_2.
( S_2 > D_SIGMA++S_2 ),
( S_2 > epsilon )
=> String(S_1) -> String(S_2)
; mysql_query ::
\/S_1 S_2. ( sink(S_2) ) => String(S_2) -> String(S_1)
in
let uid = get @ "UserName"
; psswd = get @ "Password"
in
let query =
"SELECT * FROM users" ++
" WHERE email = " ++ uid ++
" AND password = " ++ psswd
in mysql_query @ query
Paso 2: Inferencia.
Es posible inferir el tipo de la expresio´n anterior. El comportamiento de
la normalizacio´n de contraints puede variarse alternando el valor de una va-
riable en el mo´dulo de inferencia (no se provee como para´metro pues so´lo la
utilizamos para debugging). Mostramos las distintas salidas de la inferencia
dependiendo de la normalizacio´n realizada. En la Figura 5.2 mostramos el
tipo resultante sin normalizar; se puede observar el gran nu´mero de cons-
traints y el uso de variables intermedias, tanto de tipos (ft i) como de
lenguaje (fd i). En la Figura 5.3 mostramos el tipo obtenido a partir de la
normalizacio´n de los constraints de subtipos u´nicamente; dicha normaliza-
cio´n tiene como objetivo eliminar la mayor cantidad de variables de tipo (en
este caso puede observarse que tales variables fueron eliminadas por comple-
to). En la Figura 5.4 mostramos el tipo obtenido mediante la normalizacio´n
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( fs_29 > fs_30++fs_31 ),
( fs_32 > fs_33++fs_34 ),
( fs_35 > fs_36++fs_37 ),
( fs_38 > fs_39++fs_40 ),
( fs_41 > "SELECT * FROM users" ),
( fs_42 > " WHERE email = " ),
( fs_43 > D_SIGMA++fs_43 ),
( fs_43 > epsilon ),
( fs_44 > "UserName" ),
( fs_45 > " AND password = " ),
( fs_46 > D_SIGMA++fs_46 ),
( fs_46 > epsilon ),
( fs_47 > "Password" ),
( String(fs_27) -> String(fs_28) < String(fs_29) -> ft_6 ),
( String(fs_32) < String(fs_30) ),
( ft_4 < String(fs_31) ),
( String(fs_35) < String(fs_33) ),
( String(fs_45) < String(fs_34) ),
( String(fs_38) < String(fs_36) ),
( ft_5 < String(fs_37) ),
( String(fs_41) < String(fs_39) ),
( String(fs_42) < String(fs_40) ),
( String(fs_48) -> String(fs_43) < String(fs_44) -> ft_5 ),
( String(fs_49) -> String(fs_46) < String(fs_47) -> ft_4 ),
( sink(fs_27) )
=> ft_6
Figura 5.2: Sin Normalizacio´n de constraints
de los constraints de subtipos y los constraints de inclusio´n sin considerar
la regla implementada con GIxTrees; el resultado es similar al anterior pero
se resolvieron transitividades y otros detalles. Por u´ltimo, en la Figura 5.5
presentamos el tipo resultante de normalizar todos los constraints; se puede
observar la eliminacio´n de todos los constraints intermedios.
Paso 3: Carga de la grama´tica.
La grama´tica a analizar puede cargarse desde un archivo de texto. La
grama´tica es la misma que la del ejemplo presentado en el Cap´ıtulo 4. El
texto que especifica la grama´tica es la entrada del mo´dulo de parsing de
grama´ticas; si la sintaxis es correcta se obtiene como resultado una grama´ti-
ca cuya estructura se encuentra definida en el mo´dulo de solving y si no es
correcta se muestra un mensaje indicando la l´ınea en la cual se encuentra el
error sinta´ctico. La grama´tica parseada puede visualizarse en la consola.
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( fs_56 > fs_32 ),
( fs_31 > fs_37 ),
( fs_33 > fs_34 ),
( fs_35 > fs_36 ),
( fs_37 > fs_35++fs_33 ),
( fs_38 > fs_39 ),
( fs_40 > fs_41 ),
( fs_36 > fs_40++fs_38 ),
( fs_42 > fs_43 ),
( fs_44 > fs_45 ),
( fs_41 > fs_44++fs_42 ),
( fs_46 > fs_47 ),
( fs_48 > fs_49 ),
( fs_45 > fs_48++fs_46 ),
( fs_49 > "SELECT * FROM users" ),
( fs_47 > " WHERE email = " ),
( fs_43 > fs_50 ),
( fs_51 > fs_52 ),
( fs_50 > D_SIGMA++fs_50 ),
( fs_50 > epsilon ),
( fs_52 > "UserName" ),
( fs_39 > " AND password = " ),
( fs_34 > fs_53 ),
( fs_54 > fs_55 ),
( fs_53 > D_SIGMA++fs_53 ),
( fs_53 > epsilon ),
( fs_55 > "Password" ),
( sink(fs_31) )
=> String(fs_56)
Figura 5.3: Normalizacio´n de constraints de subtipos u´nicamente
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( fs_56 > fs_32 ),
( fs_31 > fs_53 ),
( fs_55 > fs_36 ),
( fs_54 > fs_41 ),
( fs_53 > fs_54++fs_55 ),
( fs_38 > " AND password = " ),
( fs_52 > fs_45 ),
( fs_51 > fs_50 ),
( fs_40 > fs_51++fs_52 ),
( fs_47 > " WHERE email = " ),
( fs_49 > "SELECT * FROM users" ),
( fs_50 > fs_48++fs_46 ),
( fs_48 > fs_49 ),
( fs_46 > fs_47 ),
( fs_45 > fs_43 ),
( fs_44 > fs_42 ),
( fs_43 > epsilon ),
( fs_43 > D_SIGMA++fs_43 ),
( fs_42 > "UserName" ),
( fs_41 > fs_39++fs_37 ),
( fs_39 > fs_40 ),
( fs_37 > fs_38 ),
( fs_36 > fs_34 ),
( fs_35 > fs_33 ),
( fs_34 > epsilon ),
( fs_34 > D_SIGMA++fs_34 ),
( fs_33 > "Password" ),
( sink(fs_31) )
=> String(fs_56)
Figura 5.4: Normalizacio´n sin la regla tratada con GIxTrees
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( fs_32 > fs_28 ),
( fs_27 > "SELECT * FROM users"++" WHERE email = "++fs_30++
" AND password = "++fs_29),
( fs_30 > epsilon ),
( fs_30 > D_SIGMA++fs_30 ),
( fs_29 > epsilon ),
( fs_29 > D_SIGMA++fs_29 ),
( sink(fs_27) )
=> String(fs_32)
Figura 5.5: Normalizacio´n completa
Paso 4: Solving.
Una vez inferido el tipo de la expresio´n y cargada la grama´tica es posible
realizar el solving. La salida del algoritmo es la lista de posibles asignaciones
de no terminales de la grama´tica a variables de lenguaje. En este ejemplo
es:
[[fs_27 := S],[fs_27 := DANGEROUS]]
Adema´s se muestra el mensaje
Existe una vulnerabilidad!!!
Para resumir, en este Cap´ıtulo describimos la implementacio´n del proto-
tipo de GBA modificado. Comenzamos brindando una descripcio´n general
de cada uno de los componentes del sistema y luego nos detuvimos en ex-
plicar una estructura de datos disen˜ada para lograr mayor eficiencia en la
normalizacio´n de contraints. Adema´s presentamos como ejemplo un progra-
ma representativo al problema de las vulnerabilidades para ilustrar el uso
del prototipo y la participacio´n de cada uno de los mo´dulos implementados;
y por u´ltimo, mostramos resultados obtenidos de la ejecucio´n del algoritmo
a partir de dicho programa. De esta manera, explicamos co´mo logramos in-
tegrar las ideas teo´ricas mencionadas a lo largo del trabajo, en un entorno
operativo.
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Cap´ıtulo 6
Prototipo
En este cap´ıtulo describiremos los pasos necesarios para correr el prototi-
po y la forma de uso del mismo. En cuanto a la forma de uso, describiremos
cada una de las funcionalidades provistas por el prototipo, as´ı como la for-
ma de escribir los para´metros necesarios para realizar el solving, o sea, los
programas y las grama´ticas.
6.1. Operacio´n del prototipo
Como mencionamos anteriormente el prototipo ha sido desarrollado en
Haskell, con lo cual el u´nico requisito para correrlo es tener instalado el
inte´rprete para Haskell, Hugs98, que se puede bajar de la pa´gina:
http://cvs.haskell.org/Hugs/pages/downloading.htm.
Una vez instalado el inte´rprete, podemos correr el prototipo ejecutando
el Hugs sobre el archivo Main, que se encuentra en la carpeta que contiene
el co´digo, llamada GBA. Luego que carga, se evalua la expresio´n ‘‘main’’
para entrar al ambiente de GBA.
El prototipo funciona como un shell de comandos; los comandos son
identifiicados con el s´ımbolo “:” (dos puntos). A continuacio´n se describen los
comandos permitidos – los para´metros encerrados entre <> son obligatorios
y los encerrados entre [], opcionales.
Comandos generales:
h, ? Ambos comandos se utilizan para visualizar la ayuda en la pan-
talla, la cual explica brevemente los comandos disponibles.
q Sale del ambiente de GBA.
Comandos para paths:
a <directorio> Por defecto, la bu´squeda de los archivos que se car-
gan (archivos de programas y de grama´ticas) se realiza sobre el
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directorio ra´ız (nosotras en esta versio´n lo llamamos GBA). Este
comando agrega el directorio al path por defecto, de manera
que la bu´squeda de los archivos que se cargan se realice tam-
bie´n sobre todos los subdirectorios del directorio ra´ız que hayan
sido agregados utilizando este comando. De esta forma no nece-
sitamos escribir todo el path cada vez que cargamos un archivo,
sino que lo agregamos una vez y luego escribimos so´lo su nombre.
Por ejemplo, si queremos que la bu´squeda se realice dentro del
directorio GBA\Ejemplos, ingresamos el comando :a Ejemplos.
o <directorio> Remueve el directorio del path por defecto, si existe.
Comandos para mo´dulos:
le <archivo> Carga el archivo de programa. La extensio´n por de-
fecto es .str. Por ejemplo, si queremos cargar el archivo de pro-
grama del ejemplo en la Seccio´n 4.2, ingresamos el comando :le
Ejemplos\ejemploCap4 (o utilizando el comando para agregar
paths :a Ejemplos, seguido de :le ejemploCap4). La ejecucio´n
de este comando consiste en realizar el parsing del archivo, man-
tener en memoria al a´rbol sinta´ctico que representa al programa
y marcar dicho archivo como el archivo de programa actual. Para
indicar esto el prompt cambia a ejemploCap4, No file loaded>,
lo cual indica que el archivo ejemploCap4 es el archivo de pro-
gramas actual y que au´n no se ha cargado ningu´n archivo de
grama´tica. El comando :se se usa para cambiar entre los archi-
vos cargados.
lg <archivo> Carga el archivo de grama´tica. La extensio´n por defec-
to es .gr. Por ejemplo, si queremos cargar el archivo de grama´ti-
ca del ejemplo en la Seccio´n 4.2, ingresamos el comando :lg
Ejemplos\gejemploCap4 (o utilizando el comando para agregar
paths :a Ejemplos, seguido de :lg gejemploCap4). La ejecu-
cio´n de este comando consiste en realizar el parsing del archivo
de grama´tica, mantener en memoria al a´rbol sinta´ctico que re-
presenta a la grama´tica y marcar dicho archivo como el archi-
vo de grama´tica actual. Para indicar esto el prompt cambia a
No file loaded, gejemploCap4>, lo cual indica que el archivo
gejemploCap4 es el archivo de grama´tica actual y que au´n no
se ha cargado ningu´n archivo de programa. El comando :sg se
utiliza para cambiar entre los archivos cargados.
re [archivo] Vuelve a cargar el archivo de programa; en el caso de
no ingresar el para´metro, trabaja sobre el archivo actual. Luego
de la recarga archivo pasa a ser el archivo actual. Si archivo no
se encuentra cargado, informa tal situacio´n.
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rg [archivo] Vuelve a cargar el archivo de grama´tica; en el caso de
no ingresar el para´metro, trabaja sobre el archivo actual. Luego
de la recarga archivo pasa a ser el archivo actual. Si archivo no
se encuentra cargado, informa tal situacio´n.
de [archivo] Borra el archivo de programa; en el caso de no ingresar
el para´metro, borra el archivo actual. Si el archivo de programa
borrado coincide con el archivo actual, deja como actual el u´ltimo
archivo cargado; en caso de que el archivo borrado sea el u´ltimo
cargado el prompt lo indica con No file loaded.
dg [archivo] Borra el archivo de grama´tica; en el caso de no ingre-
sar el para´metro, borra el archivo actual. Si el archivo de grama´ti-
ca borrado coincide con el archivo actual, deja como actual el
u´ltimo archivo de grama´tica cargado; en caso de que el archivo
borrado sea el u´ltimo cargado el prompt lo indica con No file
loaded.
ce Borra todos los archivos de programas que se encuentren cargados.
cg Borra todos los archivos de grama´tica que se encuentren cargados.
c Borra todos los archivos que se encuentren cargados, tanto de pro-
grama como de grama´tica.
se <archivo> Cambia el archivo de programa actual por el archivo
de programa dado, si existe.
sg <archivo> Cambia el archivo de grama´tica actual por el archivo
de grama´tica dado, si existe.
f Muestra los nombres de todos los archivos cargados, tanto de pro-
grama como de grama´tica.
Comandos de aplicacio´n: Estos comandos realizan acciones sobre al-
guno de los archivos cargados o sobre el archivo actual si no se indican
para´metros.
e [archivo] Muestra el programa del archivo de programa dado.
g [archivo] Muestra la grama´tica del archivo de grama´tica dado.
t [archivo] Infiere el tipo del archivo de programa dado.
s [archivo de programa [archivo de grama´tica]] Realiza el sol-
ving con el tipo inferido para el archivo de programa y la grama´ti-
ca del archivo de grama´tica.
6.2. Grama´ticas concretas
A modo de gu´ıa para escribir los archivos de programa y de grama´tica
necesarios para realizar el solving utilizando el prototipo, presentamos la
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Expresiones
<exp> ::= <munchers> | <bexp>
<bexp> ::= <sexp> | <sexp> <rop> <sexp> #(infijo no asociativo)
<sexp> ::= <fterm> | <sexp> <sop> <fexp> #(infijo asociativo a izquierda)
<fexp> ::= <aexp> | <fexp> @ <aexp> #(aplicacio´n de funciones)
<aexp> ::= <varid> #(variable)
| ( <exp> ) #(expresio´n entre pare´ntesis)
| <liter>
<munchers> ::= rec <varid>(<varid>) → <exp> #(abstraccio´n lambda)
| let <decls> in <exp> #(expresio´n let)
| prim <primdecls> in <exp> #(expresio´n prim)
| if <exp> then <exp> else <exp> #(condicional)
<liter> ::= <string>
<rop> ::= ==
<sop> ::= ++
<decls> ::= <decl> | <decl>; <decls>
<decl> ::= <varid> = <exp>
<primdecls> ::= <primdecl> | <primdecl>; <primdecls>
<primdecl> ::= <varid> :: <sigmaexp>
Tipos
<sigmaexp> ::= <typeexp> | <constraints> ⇒ <typeexp>
<typeexp> ::= <typefact> → <typeexp> | <typefact>
<typefact> ::= <typevar>
| String(<langvar>)
| (<typeexp>)
<typevar> ::= T <num>
<langvar> ::= S <num>
<constraints> ::= <constraint> | <constraint>, <constraints>
<constraint> ::= <tvar> < <tvar> #(constraint de subtipo)
| <lvar> > <indexes> #(constraint de inclusio´n)
| sink(<lvar>) #(constraint sink)
| true #(constraint true)
<indexes> ::= epsilon | <nindexes>
<nindexes> ::= <index> | <index> ++ <nindexes>
<index> ::= <lvar> | <symbol> | <dSymbol> | sigma | d sigma
<symbol> ::= <string>
<dSymbol> ::= D <string>
<num> ::= <dig> | <dig> <num>
Analizador le´xico
<varid> ::= (small {small | large | digit | ’}) 〈< reservedid >〉
<reservedid> ::= let | in | rec
| if | then | else | String
| epsilon | sigma | d sigma
<string> ::= ′′[ˆ ′′]′′ #indica que es una cadena de caracteres
distintos de ′′ encerrados entre ′′
Figura 6.1: Grama´tica concreta para el lenguaje
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<CFG> ::= <MProductions>
DangerousNTs: <Nonterminals>
<Nonterminals> ::= <Nonterminal>
| <Nonterminal>, <Nonterminals>
<Nonterminal> ::= <varid>
<Terminal> ::= <string>
<DTerminal> ::= D <string>
<MProductions> ::= <MProduction>
| <MProduction>, <MProductions>
<MProduction> ::= <Nonterminal> → <MProductionRHS>
<MProductionRHS> ::= <prodRHS>
| <prodRHS> <bar> <MProductionRHS>
<prodRHS> ::= <GrammarSymbol>
| <GrammarSymbol> <prodRHS>
<GrammarSymbol> ::= <Nonterminal>
| <Terminal>
| <DTerminal>
| SIGMA
| D SIGMA
Analizador le´xico
<varid> ::= ({< small > | < large > | < digit > | ”’”})〈< reservedid >〉
<string> ::= ′′[ˆ ′′]′′
<bar> ::= |
reservedid ::= DangerousNTs | SIGMA | D SIGMA
Figura 6.2: Grama´tica concreta para la grama´tica
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grama´tica concreta para el lenguaje (Figura 6.1) y la grama´tica concreta
para las grama´ticas (Figura 6.2).
En este punto el lector esta´ en condiciones de utilizar el prototipo pa-
ra probar los ejemplos existentes ubicados en el directorio GBA\Ejemplos,
as´ı como tambie´n de generar nuevos archivos de programas y de grama´ticas
para probar (utilizando las grama´ticas concretas dadas anteriormente).
Cap´ıtulo 7
Trabajos Relacionados
En este cap´ıtulo presentaremos dos te´cnicas de ana´lisis esta´tico que, al
igual que GBA, permiten la deteccio´n de vulnerabilidades en el co´digo de
una aplicacio´n web. El propo´sito de este cap´ıtulo no es dar una descripcio´n
detallada de dichas te´cnicas sino presentarlas en forma breve con el fin de
mostrar las ventajas y desventajas de las mismas con respecto a nuestra
te´cnica.
7.1. IFA
IFA es un sistema que realiza un ana´lisis de flujo de informacio´n para
Java basado en ejecucio´n simbo´lica y es el otro ana´lisis inclu´ıdo en el proyec-
to “Plataforma h´ıbrida de seguridad para proteccio´n de aplicaciones web”,
antes mencionado. El efecto de ejecutar una expresio´n o comando, desde el
punto de vista del flujo de informacio´n, se modela a trave´s de cambios en
una representacio´n simbo´lica apropiada del estado de ejecucio´n. Esta repre-
sentacio´n incluye el ambiente de variables locales (para´metros formales y
variables locales), el ambiente de variables esta´ticas y una heap simbo´lica.
A cada variable (local, esta´tica o de instancia) se le asigna un security label.
Un security label es un security level o un symbolic reference:
Sec. Level l ::= U Untainted
| T Tainted
Sec. Label σ ::= l Sec. level
| (A,C, l) Symbolic reference
Los security levels son marcas asociadas a los datos del programa que
permiten diferenciar entre datos seguros e inseguros. IFA asigna el security
level U a los datos seguros y T a los inseguros. Las symbolic references
modelan la creacio´n dina´mica de objetos. E´stas incluyen un conjunto de
symbolic reference names A, un class name C y un security level l. La C es el
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nombre de la clase del objeto que reside en la heap y A tiene las referencias
a este objeto.
El comportamiento de seguridad de los me´todos requiere que alguna in-
formacio´n adicional este´ disponible antes y despue´s de la ejecucio´n simbo´lica
para especificar adecuadamente co´mo la ejecucio´n de un constructor modi-
fica el estado de ejecucio´n. La informacio´n requerida antes de la ejecucio´n
simbo´lica refleja el pre-estado del ana´lisis y la requerida despue´s el post-
estado del ana´lisis. Notar que ambos estados incluyen un estado de ejecu-
cio´n.
De esta manera, para cada sentencia y expresio´n del lenguaje se define
un juicio que expresa como afecta su ejecucio´n a los estados de ejecucio´n y
ana´lisis. Por lo tanto, existen dos juicios principales: uno para expresiones y
otro para comandos. El juicio de ana´lisis para las expresiones tiene la forma:
E;M; l e ⇒e M1;σ
Este juicio se lee “dado el pre-estado del ana´lisis que consiste en la clase host
E, el estado de ejecucio´n M y el security level del contador de programa l,
la ejecucio´n de la expresio´n e produce el post-estado del ana´lisis. El post-
estado consiste de un estado de ejecucio´nM1 junto con el security label del
valor de la expresio´n”.
El juicio de ana´lisis para los comandos es similar al de las expresiones
con algunos datos adicionales que no vale la pena mencionar dado que como
se menciono´ anteriormente no estamos interesadas en dar demasiado detalle.
Para tratar los me´todos recursivos definidos por el usuario y los me´todos
de las bibliotecas del sistema se utiliza un conjunto de tablas de seguridad de
me´todos. Estas tablas especifican la forma en que cada me´todo se comporta
desde el punto de vista de seguridad. Dada la informacio´n de entrada de
un me´todo, las tablas indican como afecta el co´digo del me´todo al estado
del ana´lisis. IFA puede verse como un sistema cuyo objetivo es computar
dichas tablas. La relacio´n entre estas tablas y los esquemas del ana´lisis es
escencialmente que los esquemas de ana´lisis deben computar las entradas de
estas tablas. Desde un punto de vista operacional, IFA computa el conjunto
de tablas de seguridad de me´todos mediante iteraciones progresivas hasta
alcanzar un punto fijo, excepto para las entradas correspondientes a los
me´todos de las bibliotecas del sistema cuyos datos se cargan desde un archivo
prelude antes de que comience el ana´lisis.
Para terminar so´lo nos queda mencionar que IFA provee dos tipos de
ana´lisis llamados branch-based y join-based. Para explicar la diferencia entre
ellos cosideremos el siguiente co´digo:
x = 0;
if (e)
x = secret;
else
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x = public;
En un ana´lisis de flujo de informacio´n esta´ndard el security label asignado
a x en el punto en que convergen las ramas del “then” y el “else” (a veces
denominado junction point de la sentencia if) es T. Este enfoque conservativo
se basa en la suposicio´n obvia de que al momento de compilacio´n no se conoce
que rama sera´ ejecutada realmente. Una situacio´n similar se presenta para
las referencias simbo´licas en la siguiente sentencia:
1 C x;
2 x = null;
3 if (e)
4 x = new D();
5 else
6 x = new E();
La ejecucio´n simbo´lica asignara´ a x en la l´ınea 4 el security label ({a}, D,U)
y a x en la l´ınea 6 el security label ({b}, E,U) donde a, b son nuevos symbolic
reference names. La pregunta que surge es que´ label se le asigna a x en el
junction point. Hay dos soluciones posibles que se corresponden con los dos
tipos de ana´lisis provistos por IFA mencionados anteriormente:
En la solucio´n join-based se asume la siguiente hipo´tesis: el compor-
tamiento de seguridad de los me´todos sobreescritos por una subclase
es ide´ntico al de la superclase. Esta hipo´tesis es similar a la condi-
cio´n esta´ndar impuesta sobre la mayor´ıa de los lenguajes orientados
a objetos en los que el tipo de un me´todo redefinido no puede cam-
biar el del me´todo original (por otro lado, no es posible el chequeo
esta´tico de polimorfismo de subtipos 1). Bajo esta supocicio´n, a x se
le asigna el label ({a, b}, C,U). Notar que esta referencia ahora es del
tipo declarado para x, llamdo C. Adema´s, el level U resulta de tomar
el supremo de los levels de cada referencia (al igual que en el primer
ejemplo anterior).
La solucio´n branch-based consiste en dividir todos los ana´lisis siguien-
tes en dos casos. A diferencia del ana´lisis join-based, este ana´lisis con-
sidera todos los posibles estados que se pueden dar en la ejecucio´n.
Los beneficios son que la hipo´tesis anterior no se requiere permitien-
do de esta forma un ana´lisis mas flexible. Adema´s, permite conocer
el camino que se tiene que seguir para explotar una vulnerabilidad.
Como contrapartida hay una penalidad de tiempo obvia. Adema´s, en
algunas situaciones la solucio´n pra´ctica parece no ser una opcio´n. Un
ejemplo es cuando una estructura de bifurcacio´n se anida dentro de
una sentencia de iteracio´n como un while o un for.
1Java 1.5 permite cambios en los tipos de los me´todos redefinidos siempre y cuando los
tipos del argumento sean ma´s generales y el tipo de retorno ma´s espec´ıfico.
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La forma en que IFA detecta vulnerabilidades de inyeccio´n es similar a
GBA; proveyendo una manera de identificar me´todos sources y sinks. En
este caso un me´todo source es aquel que devuelve algo Tainted y un me´todo
sink indica que sus para´metros son sensibles y por lo tanto no deber´ıan ser
Tainted. De esta manera si a un me´todo sink de le pasa como para´metro un
valor Tainted, IFA informa dicha situacio´n como una vulnerabilidad.
Todo esto fue prototipado en el marco del proyecto como un plugin de
Eclipse que permite tomar un co´digo escrito en Java y analizarlo obteniendo
como resultado un informe de todas las vulnerabilidades encontradas y una
forma de identificarlas en dicho co´digo.
Al nivel de desarrollo actual, la principal diferencia de IFA con respecto
de GBA es que permite el ana´lisis de programas escritos en un lenguaje de
programacio´n real, como Java, pudiendo, por lo tanto, ser utilizado para
analizar cualquier aplicacio´n web real que este escrita en dicho lenguaje
y adema´s no so´lo informa la existencia de vulnerabilidades sino que brinda
cierta informacio´n de contexto que permite identificar el punto en el que cada
vulnerabilidad se produce. (Estas dos caracter´ısticas podr´ıan ser alcanzadas
por GBA, pero como se dijo en la seccio´n 4.3, requiere ma´s desarrollo).
Sin embargo, GBA tiene el potencial de ser extremadamente ma´s flexi-
ble, ya que los constraints generados expresan las restricciones que los strings
deben satisfacer independientemente del tipo de vulnerabilidad a detectar,
siendo de esta forma fa´cilmente parametrizable para detectar distintos tipos
de vulnerabilidades de inyeccio´n. Adema´s, IFA no permite un tratamiento de
strings tan preciso como GBA pues so´lo aproxima la informacio´n de strings
“manchando” cualquier string que use datos provenientes de un source, sin
discriminar co´mo se los usa, o si son filtrados y de que´ manera. Estas carac-
ter´ısticas hicieron razonable que el proyecto considerase ambos enfoques.
7.2. LAPSE
Otra de las te´cnicas existentes de ana´lisis esta´tico para la deteccio´n de
vulnerabilidades es la propuesta en el trabajo realizado por Livshits y Lam,
[2005]. Esta te´cnica de ana´lisis esta´tico se basa en ana´lisis de punteros pa-
ra encontrar vulnerabilidades en aplicaciones Java causadas por entrada no
chequeada. Los resultados del ana´lisis esta´tico son presentados en una in-
terface denominada LAPSE la cual esta´ integrada con Eclipse, un popular
ambiente de desarrollo Java. Los usuarios de la herramienta pueden describir
patrones de vulnerabilidades de intere´s en un lenguaje de consulta fa´cil de
programar con sintaxis Java-like. La herramienta transforma consultas es-
pecificadas por el usuario a bytecodes Java y encuentra esta´ticamente todas
las coincidencias. Una ventaja con respecto a nuestra te´cnica es que el uso
de ana´lisis a nivel de bytecode obvia la necesidad de tener acceso al co´digo
fuente. Sin embargo, una vulnerabilidad puede estar presente de diferentes
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maneras en el co´digo fuente de una aplicacio´n y para que el ana´lisis a nivel
de bytecode detecte una vulnerabilidad deben considerarse diferentes espe-
cificaciones para la misma. Nuestra te´cnica, es mucho ma´s gene´rica en este
sentido ya que detecta la presencia de una vulnerabilidad a partir del ana´li-
sis del uso de los strings a lo largo del programa para luego determinar si
los mismos son admisibles por una grama´tica que capture la vulnerabilidad.
De manera similar a nuestra te´cnica, esta te´cnica cuenta con un con-
junto de descriptores source y descriptores sink. Adema´s, para manejar la
sema´ntica de strings de Java se introdujo un conjunto de descriptores de
derivacio´n que permite especificar co´mo los datos se propagan entre objetos
en el programa. Para encontrar violaciones de seguridad esta´ticamente, es
necesario conocer a que´ objetos se refieren estos descriptores, un problema
general conocido como ana´lisis de punteros. Un nu´mero ilimitado de objetos
puede ser alocado por el programa en tiempo de ejecucio´n, por lo que para
computar una respuesta finita, el ana´lisis de punteros aproxima esta´tica-
mente los objetos dina´micos del programa con un conjunto finito de objetos
esta´ticos nombrados. El ana´lisis esta´tico esta´ basado en un ana´lisis de pun-
teros Java sensitivo de contexto por Whaley y Lam [2004]. Su algoritmo usa
diagramas de decisio´n binaria (BDDs) para representar y manipular eficien-
temente resultados points-to para muchos contextos en el programa. Ellos
han desarrollado una herramienta llamada bddbddb (BDD-Based Deductive
DataBase) que automa´ticamente traduce ana´lisis de programas expresados
en te´rminos de Datalog (lenguaje usado en bases de datos deductivas) en im-
plementaciones basadas en BDD altamente eficientes. Es relativamente fa´cil
implementar el ana´lisis de propagacio´n de objetos tainted usando bddbddb.
Los constraints de una especificacio´n pueden ser traducidos en queries Da-
talog apropiadamente.
En cuanto al manejo de los strings de Java, me´todos como
String.toLowerCase() alocan objetos String que luego son retornados y
considerados tainted si tal me´todo es invocado con un string tainted. Del
mismo modo que IFA, este manejo de strings aproxima la informacio´n de
strings y por lo tanto no es tan preciso como GBA.
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Cap´ıtulo 8
Conclusiones
Este trabajo surgio´ hace algunos an˜os, por el intere´s de un grupo de ex-
pertos en seguridad de la empresa Core de estudiar varias te´cnicas de ana´lisis
de programas con el fin de utilizarlas en el desarrollo de una herramienta ca-
paz de resolver una parte considerable del problema de seguridad que afecta
a las aplicaciones web: las vulnerabilidades de inyeccio´n. La motivacio´n para
esto fue´ la alta frecuencia de aparicio´n de este tipo de vulnerabilidades en
el co´digo fuente de las aplicaciones web, y la escasez de herramientas para
detectarlas. Hasta ese momento el trabajo de auditor´ıa de co´digo fuente era
completamente manual y requer´ıa un gran consumo de tiempo y concentra-
cio´n. Si bien el objetivo de ese proyecto no era automatizar completamente
dicha tarea, contar con una herramienta que permitiera detectar un con-
junto considerable de vulnerabilidades en forma semi-automa´tica agilizar´ıa
y mejorar´ıa el trabajo de auditor´ıa permitiendo seguir trabajando en este
a´rea de manera de cubrir la mayor parte del problema.
En la primer parte de este trabajo nos especializamos en estudiar el pro-
blema general de seguridad y privacidad para luego concentrarnos en el es-
tudio de las vulnerabilidades de inyeccio´n dado que era el problema a atacar.
Esto para nosotras fue´ completamente nuevo dado que nunca hab´ıamos es-
tudiado nada sobre seguridad y nos resulto´ altamente interesante. El ana´lisis
del problema lo realizamos con la ayuda de la gente de Core y nos permi-
tio´ tener una visio´n ma´s clara de los objetivos para de esa manera poder
empezar a buscar soluciones. En esta primer etapa, tambie´n analizamos las
herramientas existentes y su funcionamiento.
Una vez entendido el problema y los objetivos, comenzamos a conside-
rar varias te´cnicas, tanto de ana´lisis esta´tico como dina´mico. Encontramos
que la principal diferencia en la aplicacio´n de dichas te´cnicas en seguridad
consiste en que los enfoques dina´micos proveen proteccio´n para el software
en funcionamiento en un entorno operativo real, mientras que los enfoques
esta´ticos permiten detectar vulnerabilidades potenciales antes de que el soft-
ware este´ funcionando. Decidimos enfocarnos en te´cnicas basadas en ana´lisis
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esta´tico, cuya principal ventaja con respecto al ana´lisis dina´mico es el reuso;
verificar la ausencia de un tipo de error en el co´digo esta´ticamente permite
reducir el riesgo de varios errores en tiempo de ejecucio´n, evitando de es-
ta manera analizar mu´ltiples escenarios de ejecucio´n de una aplicacio´n. De
todos modos, en el transcurso del proyecto tuvimos que enfrentarnos con
ciertas limitaciones propias del ana´lisis esta´tico ya que en muchas situa-
ciones es dif´ıcil ofrecer satisfactoriamente una aproximacio´n del estado del
programa en tiempo de ejecucio´n.
Entre las te´cnicas candidatas que fueron analizadas en el proyecto se se-
leccionaron dos, la que describimos en el presente trabajo y una de ana´lisis
de flujo que tambie´n fue desarrollada y prototipada como parte del proyec-
to marco, denominada IFA y presentada en la seccio´n 7.1. Las ventajas de
nuestra te´cnica con respecto a la otra son la extremada precisio´n y flexibili-
dad que provee, ya que los constraints generados expresan las restricciones
que los strings deben satisfacer independientemente del tipo de vulnerabi-
lidad a detectar. Sin embargo, GBA es una te´cnica mucho ma´s compleja y
requiere mucho ma´s tiempo de estudio para poder convertirla en una te´cnica
que analice programas escritos en un lenguaje de produccio´n real, como ser
Java, tal como lo hace IFA en la actualidad.
Luego de haber estudiado en forma anal´ıtica la te´cnica de GBA y haber
entendido completamente su funcionamiento, nos concentramos en pensar
las modificaciones necesarias para poder aplicarla a la deteccio´n de vulne-
rabilidades de inyeccio´n. En esta l´ınea surgieron muchas ideas, pero nos
concentramos en las modificaciones mı´nimas indispensables que permitieran
resolver el problema, dejando el resto como trabajo a futuro por una cues-
tio´n de tiempo. Consideramos que era mejor tener una herramienta pequen˜a
funcionando y testeada que tener una gran cantidad de ideas sin concretar.
Finalmente, decidimos volcar todas estas ideas en un prototipo desarro-
llado en Haskell y de esta forma integrarlas en un entorno operativo. La
seleccio´n del lenguaje de programacio´n la realizamos con el equipo de Core
basa´ndonos en el alto poder expresivo que tienen los lenguajes funcionales y
la inmediatez para codificar dichas ideas. Como es usual, la etapa de codifi-
cacio´n involucro´ una etapa de disen˜o de las estructuras de datos necesarias
para llevar a cabo la implementacio´n eficiente del prototipo, una etapa de
implementacio´n y una u´ltima etapa de pruebas. Debido a la ineficiencia del
algoritmo de normalizacio´n de constraints como estaba especificado, tuvi-
mos que disen˜ar entre otras cosas una estructura de datos que nos permitiera
mejorarla.
Consideramos de gran importancia el desarrollo del prototipo ya que en
la etapa de disen˜o e implementacio´n del mismo fueron surgiendo nuevas in-
quietudes y cuestionamientos acerca de la te´cnica, que no se nos presentaron
al momento de su estudio y que nos permitieron comprenderla en profun-
didad y determinar posibles mejoras. Los resultados obtenidos con nuestro
prototipo fueron altamente exitosos. Escribimos varios programas con cier-
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tas vulnerabilidades y el prototipo efectivamente las detectaba tal como se
esperaba.
No so´lo los resultados obtenidos en el estudio de IFA y GBA condujeron
al e´xito del proyecto. Queremos destacar que tanto la empresa Core como
el grupo de estudiantes que participamos en el mismo coincidimos en que
fue un gran desaf´ıo la experiencia de realizar investigacio´n conjunta entre la
universidad y la empresa. Esta interaccio´n es poco frecuente y sin embargo se
pueden obtener resultados muy valiosos para el crecimiento de la industria.
Creemos que este trabajo es un gran aporte como un primer paso a la
solucio´n del problema de seguridad de las aplicaciones web y que merece
seguir siendo estudiado.
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