Introduction
PCA projects data into a lower dimensional feature space where data variance is maximized. To generate a new featurẽ x of instance x in that space, PCA finds a linear projection vector w ∈ R p and projects x onto it throughx = w T x. To generate k new features, we need k projection vectors.
Data variance in the new space is defined as
where Σ x is the covariance matrix of x, defined as
[Discussion] Derive (1).
Overall, PCA aims to find a w that maximizes var(x) with a constrained w as follows.
In practice, we can estimate Σ x from a set of training instances
x i is sample mean. In the following discussions, we will continue using notation Σ x .
[Discussion] Geometric interpretation of PCA.
[Discussion] Why is there a constraint that ||w|| 2 = 1?
Finding the first optimal projection vector
We can solve (3) using the Lagrange multiplier technique. The Lagrange function is
Since J(w) is quadratic, its critical point is its optimum point. Solving
we have
This implies w is an eigenvector of Σ x associated with eigenvalue λ. Since (6) implies
and the left-hand-side is the variance which PCA aims to maximize, λ should be the maximum eigenvalue.
[Discussion] Derive (5 -7).
Finding the second optimal projection vector
Suppose the first optimal projection vector w 1 is found. PCA finds the second optimal one w 2 with the same objective, plus an additional constraint that the new feature w T 2 x is uncorrelated to the found features, i.e., it finds w 2 that satisfies max
[Discussion] Why is there an additional uncorrelated constraint?
Further, based on the result of w 1 , we can simplify the covariance as
[Discussion] Derive (9).
So we obtain an equivalent optimization problem for w 2 , i.e.,
Applying the Lagrange multiplier technique, we first construct the Lagrange function
This is also a quadratic function of w 2 . Solving J (w 2 ) = 0, we have λ 2 = 0.
[Discussion] Derive (12).
This implies the Lagrange function of w 2 is the same as that of w 1 . Solving J (w 2 ) = 0 gives
which implies w 2 is also an eigenvector of Σ x associated an eigenvalue λ 1 .
We can easily verify that λ 1 should also be large. However, since w 2 and w 1 are different (orthogonal), this λ 1 should be the second second largest eigenvalue.
[Discussion] Prove the 3rd optimal projection vector is an eigenvector of Σ x associated with the 3rd largest eigenvalue.
Canonical Correlation Analysis (CCA)
CCA aims to connect two variables x ∈ R p1 and z ∈ R p2 by finding a projected space for each variable where their correlation is maximized. Let w ∈ R p1 and v ∈ R p2 be two projection vectors for x and z respectively. CCA solves
where corr is the correlation, defined as
where cov(·, ·) is covariance between two variables, and var(·) is variance of a variable.
We can show the solutions to (14) are Σ
where Σ xz is the covariance matrix between x and z, defined as
and Σ x and Σ z are covariance matrices of x and z respectively, defined as
Equations in (16) imply that w and v are generalized eigenvectors associated with the largest eigenvalue.
[Discussion] Derive (16).
[Discussion] Why are w and v associated with the largest eigenvalues?
[Discussion] In PCA, we add a constraint that ||w|| 2 = 1. Do we need to add a similar constraint for CCA?
The second pair of optimal projection vectors can be obtained in a similar manner, and shown to also be the generalized eigenvectors of (16) but associated with the second largest eigenvalues.
