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Abstract
Matrix partitions generalize graph colourings and homomorphisms. Their study has so far been conﬁned to symmetric matrices
and undirected graphs. In this paper we make an initial study of list matrix partitions for digraphs; in other words our matrices are
not necessarily symmetric. We motivate future conjectures by classifying the complexity of all list matrix partition problems for
matrices of size up to three. We ﬁnd it convenient to model the problem in the language of trigraph homomorphisms.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
List matrix partitions were introduced in [14] and investigated in [6,7,9,13,15,10,24], cf. also [26, Chapter 5]. In all
these studies, the matrices considered were symmetric and the graphs undirected. In this paper, we initiate the study of
list matrix partitions for digraphs; the paper is based on the last author’s M.Sc. thesis [30].
A digraph G is called symmetric if the adjacency relation is symmetric, i.e., if uv is an arc, if and only if vu is an arc.
We view undirected graphs as symmetric digraphs, by replacing each undirected edge uv with the two corresponding
arcs uv, vu. Thus we will formulate our problem in the more general context of digraphs, remembering that undirected
graphs correspond to the case of symmetric digraphs.
Let M be a k by k matrix with entries 0, 1, ∗. An M-partition of a digraph G is a partition of the vertices of G into k
parts V1, V2, . . . , Vk , such that the following conditions are satisﬁed:
• if M(i, i) = 0, then Vi is an independent set in G, i.e., there are no arcs joining pairs of vertices of Vi ;
• if M(i, i) = 1, then Vi is a symmetric clique in G, i.e., there are arcs joining all ordered pairs of distinct vertices of
Vi ;
• if M(i, j) = 0, then no arc of G starts in Vi and ends in Vj ; and
• if M(i, j) = 1, then there is an arc of G from each vertex of Vi to each vertex of Vj .
Since the deﬁnition ignores loops in G, we shall assume that the input digraph G has no loops.
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Consider, for instance, the matrix M =
(
0
∗
∗
1
)
. A digraph admits an M-partition if and only if it can be partitioned into
a symmetric clique and an independent set. For symmetric digraphs (undirected graphs), this corresponds precisely to
the so-called split graphs [19]. Many undirected graph classes and constructions arising in the study of perfect graphs
are closely related to matrix partitions, for various small symmetric matrices M [13,23,26].
The list M-partition problem, for a ﬁxed matrix M, asks whether or not a given digraph G, with lists L(v) ⊆
{1, 2, . . . , k}, v ∈ V (G), admits an M partition in which each vertex v is placed in some part from the list L(v). For
symmetric matrices, we may assume the input digraphs are also symmetric (i.e., are undirected graphs); in [13] the
authors have classiﬁed, as NP-complete or polynomial, the complexity of all list M-partition problems with symmetric
matrices M of size up to three, and as NP-complete or quasipolynomial (of order nO(n log n)) for all list M-partition
problems for symmetric matricesM of size up to four. (The ﬁrst two authors have since proved that every listM-partition
problem, regardless of the size of the matrix M, is NP-complete or quasipolynomial [10].) This classiﬁcation has been
reﬁned in [6,9],where the authors classify, asNP-complete or polynomial, the complexity of all listM-partition problems
for symmetric matrices M of size up to four, with the exception of a single matrix M, for which the list M-partition
problem is still only known to be quasipolynomial. In this paper, we classify, as NP-complete or polynomial, all list M
partition problems for arbitrary (not necessarily symmetric) matrices M of size up to three. As noted above, there are
concrete matricesM of size four for which the complexity of the listM-partition problem is not known to be polynomial
or NP-complete.
We ﬁnd it more convenient to talk aboutmatrix partitions in the language of trigraph homomorphisms [26].A trigraph
G consists of a set V =V (G) of vertices, and two disjoint binary relations onV—the weak relation W =W(G), and the
strong relation S = S(G). Thus each relation is a digraph on V, and we use the usual digraph terminology and notation
with respect to arcs, loops, etc. (The fact that the relations are disjoint means that no arc uv is in both relations.) When
we depict trigraphs in ﬁgures, we distinguish weak arcs from strong arcs by the width of the lines—the strong arcs
being thicker.
We ﬁrst give the general deﬁnition of a homomorphism between trigraphs G and H. A homomorphism of G to H is
a mapping f : V (G) → V (H) such that the following three conditions are satisﬁed:
• uv ∈ W(G) implies f (u)f (v) ∈ W(H);
• uv ∈ S(G) implies f (u)f (v) ∈ W(H) ∪ S(H); and
• uv /∈W(G) ∪ S(G) implies f (u)f (v) /∈ S(H).
We note that for each trigraph G the identity mapping of V (G) to V (G) is a homomorphism. Moreover, if G,H,K
are trigraphs, f a homomorphism of G to H, and g a homomorphism of H to K, then the composition g ◦ f is a
homomorphism of G to K.
Additional intuition about the role of theweak and strong arcs can be derived from the following alternate deﬁnition of
trigraphs.A trigraphG is a setV (G) of verticeswith twobinary relationsE(G),N(G), such thatE(G)∪N(G)=V (G)×
V (G).A homomorphism of a trigraph G to a trigraph H is a mapping f : V (G) → V (H) such that uv ∈ E(G) implies
f (u)f (v) ∈ E(H) and uv ∈ N(G) implies f (u)f (v) ∈ N(H). Thus, homomorphisms of trigraphs can be viewed
as homomorphisms of binary relational systems (with two binary relations) [26], also known as arc-coloured digraphs
(with two arc colours) [1,3,4]. The alternate deﬁnitions are equivalent, as is easily seen by letting S(G)=E(G)−N(G)
and W(G)=E(G)∩N(G), and, in the other direction, E(G)= S(G)∪W(G) and N(G)= (V (G)×V (G))− S(G).
In this paper the trigraph G will always be assumed to have W(G)=∅, and S(G) not to contain any loop (arc vv, v ∈
V (G)). We can view G as a digraph (without loops) in which E(G) = S(G). Thus, our focus is on homomorphisms
from a digraph G to a trigraph H. According to the above deﬁnition, a homomorphism of a digraph G to a trigraph H
is a mapping f : V (G) → V (H) such that
• uv ∈ E(G) implies f (u)f (v) ∈ W(H) ∪ S(H), and
• uv /∈E(G) implies f (u)f (v) /∈ S(H).
Sometimes, the trigraph H will have S(H) = ∅; in this case, it makes sense to view H also as a digraph, with the
arc set E(H) = W(H). Note that this differs from the way we viewed G as a trigraph. However, this is convenient, as
with this interpretation a homomorphism of a digraph G to a digraph H is a mapping f : V (G) → V (H) such that
uv ∈ E(G) implies f (u)f (v) ∈ E(H); this is the standard deﬁnition of digraph homomorphism [26]. Note that we
do not assume H is loopless, even if it is a digraph.
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The adjacency matrix of a trigraph H (with respect to a ﬁxed enumeration of its k vertices), is the k×k matrix M over
0, ∗, 1, in which M(u, v) = 0 if uv is not an arc in H, M(u, v) = ∗ if uv is a weak arc (uv ∈ W(H)), and M(u, v) = 1
if uv is a strong arc (uv ∈ S(H)). Thus, a homomorphism of a digraph G to a trigraph H is precisely an M-partition
of G.
Following standard practice, we also call a homomorphism of G to H an H-colouring of G. Suppose H is a ﬁxed
trigraph, and suppose G is a digraph (without loops) in which each vertex v ∈ V (G) has a list L(v) ⊆ V (H). A list
H-colouring of G, with respect to the lists L, is a homomorphism f of G to H such that f (v) ∈ L(v) for all v ∈ V (G).
Let H be a ﬁxed trigraph. The classical H-colouring problem asks whether or not an input digraph G admits an
H-colouring [2,11,12,17,21–23,25,26,28]. The list H-colouring problem [11,26] takes as input a digraph G with lists L,
and asks whether or not G admits a list H-colouring with respect to the lists L. (Similar terminology is used for systems
with several relations [5,27,26].) Note that the H-colouring problem is a restriction of the list H-colouring problem
to instances G,L where each L(g) equals V (H). If M is the adjacency matrix of the trigraph H, the list H-colouring
problem is precisely the list M-partition problem.
When H is a symmetric digraph (undirected graph), the complexity of the list H-colouring problem has been com-
pletely classiﬁed as NP-complete or polynomial [11]. Bulatov [5] proved that when H is any system with ﬁnitely many
ﬁnitary relations, the list H-colouring problem is NP-complete or polynomial. Bulatov’s classiﬁcation applies when
H is a digraph (system with one binary relation), but it does not have a nice graph theoretic interpretation; a more
graph theoretic classiﬁcation has been given in [12] for some classes of digraphs. (This classiﬁcation has in fact been
inspired by our Theorem 3.1.) When there are no lists, the complexity has been classiﬁed as NP-complete or polyno-
mial for the symmetric case (the undirected H-colouring problem) [25], but it is open in the general case [2,26]. The
complexity of all H-colouring problems for digraphs H with up to three vertices has been classiﬁed in [28]. In a similar
vein, the complexity of all H-colouring problems for arc-coloured digraphs H with up to three vertices has also been
classiﬁed [4].
WhenG is a digraph, the twobinary relationsE(G),N(G)have eitheruv ∈ E(G)oruv ∈ N(G) for each ordered pair
of distinct vertices u, v ∈ V (G). Thus, a homomorphism of a digraphG to a trigraphH is just the usual homomorphism
of arc-coloured digraphs (systems with two binary relations) [26]; however, the system G is of a particular restricted
kind.
It follows from the remarks in the previous paragraph that if theH-colouring problem forH viewed as an arc-coloured
digraph is polynomial, then it is also polynomial for H viewed as a trigraph—but not conversely.
The (trigraph) complement of a trigraph H is the trigraph whose adjacency matrix is obtained from the adja-
cency matrix of H by replacing each 0 by a 1 and each 1 by a 0. (In other words, nonarcs become strong arcs
and vice versa.) When we take the complement of the ﬁxed trigraph H, we shall always apply this trigraph def-
inition, even if H happens to be a digraph. (In that case the complement will in general be a trigraph.) On the
other hand, when we take the complement of the input digraph G, we always apply the standard digraph deﬁni-
tion of the complement, i.e., the complement is a digraph (without loops). It is clear that if H ′ is the complement
of H, then the list H ′-colouring problem is polynomially equivalent to the list H-colouring problem. In fact, a di-
graph G admits a list H-colouring if and only if the complement of G admits a list H ′-colouring, with the same
lists.
The converse of a trigraphH has a weak (respectively, strong) arc uv whereverH has a weak (respectively, strong) arc
vu; this deﬁnition applies to digraphs as well. It is again clear that if H ′ is the converse of H, then the list H ′-colouring
problem is polynomially equivalent to the list H-colouring problem. Indeed, a digraph G admits a list H-colouring if
and only if the converse of G admits a list H ′-colouring, with the same lists.
2. Basic techniques
In [13], several basic techniques are developed for solving listM-partition problems for symmetric matricesM. Many
of those techniques apply to general matrices M as well.
For instance, when H is a trigraph with at most two vertices, all list H-colouring problems can be solved by reducing
the problem to 2-satisﬁability, as described in [13]. (Of course, this general technique is folklore and has been applied
countless times in similar contexts [3,4,11,20,28].) The same applies to any list H-colouring problem in which every
list has at most two elements.
T. Feder et al. / Discrete Applied Mathematics 154 (2006) 2458–2469 2461
Proposition 2.1. If H is a trigraph with at most two vertices, then the list H-colouring problem is polynomial. Also
polynomial is any list H-colouring problem restricted to instances (G,L) where each L(v), v ∈ V (G), has at most
two elements.
Proof. We review the idea of the proof from [13], since its details are needed later on. So, suppose (G,L) is an instance
of the list H-colouring problem in which each L(v), v ∈ V (G), has at most two elements, arbitrarily ordered as u0, u1.
For each vertex v ∈ V (G), we introduce a boolean variable xv . The intended meaning of xv = 0 is that v is mapped to
u0, and similarly for xv = 1. It is easy to see that all constraints concerning adjacency, or nonadjacency, amongst pairs
of vertices as they are mapped to H, can now be expressed with disjunctive clauses of two literals each (cf. [13]). For
our purposes here it is important to note that a vertex v with |L(v)| = 1 can be viewed as having xv set to 0 or 1, i.e.,
corresponds to a clause of one literal. 
From now on we shall focus on trigraphs H with three vertices.
Another technique that adapts well to directed trigraphs concerns domination: we say that vertex u dominates vertex
v in a trigraph H with adjacency matrix M, if for each vertex x of H (including u and v), the entries M(u, x),M(v, x)
are the same or M(u, x) = ∗, and the entries M(x, u),M(x, v) are the same or M(x, u) = ∗. If u dominates v in H,
then we may delete v from any list containing u. If H has three vertices, this reduces all lists to size at most two and
hence the list H-colouring problem can be solved in polynomial time by Proposition 2.1.
Proposition 2.2. If H is a trigraph with three vertices, and some vertex u dominates some vertex v, then the list
H-colouring problem is polynomial. 
Suppose the adjacency matrix M of a trigraph H has a row or a column containing both a 0 and a 1. Without loss
of generality, suppose that xy /∈W(H) ∪ S(H), and xz ∈ S(H) (where either y or z could equal x). Then the list
H-colouring problem for a digraph G with n vertices reduces to the following n + 1 problems. One problem obtained
by deleting x from all lists (corresponding to an H-colouring of G in which no vertex is coloured by x), and n problems
obtained by choosing a particular vertex g of G, setting L(g) = x, deleting y from all lists L(g′) where gg′ ∈ S(G)
and deleting z from all lists L(g′) where gg′ /∈ S(G). (These problems correspond to having the particular vertex g
coloured by x.) As noted in [13] for trigraphs H with symmetric adjacency matrices, if H has only three vertices, then
all the reduced problems have lists of size at most two, and hence this gives a polynomial time algorithm for the list
H-colouring problem, when the adjacency matrix of H has a row or a column with both a 0 and a 1. Of course, this
applies to nonsymmetric matrices as well, and we have the following fact.
Proposition 2.3. If the adjacency matrix M of a trigraph H has a row or a column containing both a 0 and a 1, then
the list H-colouring problem is solvable in polynomial time. 
Recall that if we view H as a system with two binary relations, the list H-colouring problem is a restriction of
the corresponding arc-coloured homomorphism problem. For these problems a host of general techniques have been
developed [5,27,26]; of course these restrictions are polynomial for any general problem that is polynomial. In our
case, we shall only use a few of these techniques.
A conservative majority function  on a digraph H is a mapping V (H) × V (H) × V (H) → V (H) such that
1. (u, v,w) ∈ {u, v,w},
2. if at least two of u, v,w are equal to z then (u, v,w) = z, and
3. if uu′, vv′, ww′ ∈ E(H) then (u, v,w)(u′, v′, w′) ∈ E(H).
It is proved in [12] that if a digraph H admits a conservative majority function, then the list H-colouring problem is
solvable in polynomial time, cf. also [17,27,26]. (A similar conclusion applies to any relational system H [27]).
An X-underbar enumeration of a digraph H is a total order on its vertices such that if uv and u′v′ are in E(H) then
min(u, u′)min(v, v′) is also in E(H). It is shown in [22] that if a digraph H admits an X-underbar enumeration, then
the list H-colouring problem is solvable in polynomial time.A similar conclusion again applies to any relational system
H, in particular a trigraph, viewed as a system with two binary relations cf. [5,17]. (In fact, an X-underbar enumeration
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corresponds to what is called a ‘semilattice operation’ in the context of relational systems [5,27].) For our purposes
this means that as long as one enumeration of the vertices of H satisﬁes the X-underbar property with respect to both
relations E(H) and N(H), the problem of list H-colouring of arc-coloured structures is solvable in polynomial time.
(We remark that, in the terminology of [17], a list H-colouring problem in which H has an X-underbar enumeration is
of width one, while a list H-colouring problem in which H has a conservative majority function is of strict width two).
3. Digraphs H
We ﬁrst focus on the case whereH is a digraph, i.e., we are considering the list homomorphism problem for digraphs.
Recall that the complexity of the list homomorphism problem for symmetric digraphs (undirected graphs) has been
classiﬁed, as NP-complete or polynomial, in [11]; also recall that an abstract classiﬁcation of the complexity of list
H-colouring problems asNP-complete or polynomial has been given byBulatov [5]. Bulatov’s characterization does not
yield a graph theoretic description of the easy or hard cases. Some conjectures towards a graph theoretic characterization
[12] are inspired by the following classiﬁcation.
Theorem 3.1. Let H be a digraph with three vertices.
• If H is isomorphic to one of the digraphs in Fig. 1, then the list H-colouring problem is NP-complete.
• If H has at most two loops, and is not isomorphic to a digraph in Fig. 1 or 3, then H admits a conservative majority
function.
• If H is one of the digraphs in Fig. 3, or has three loops, then it admits an X-underbar enumeration.
Lemma 3.2. For all digraphs H in Fig. 1, the list H-colouring problem is NP-complete.
Proof. The digraphs H in Fig. 1 (a) and (b) are symmetric, and hence their list H-colouring problems are treated in
[13]; they are the well-known NP-complete problems of three-colouring and stable cutset, cf. [13]. (The three-colouring
problem isNP-complete evenwithout lists [18], the fact that the stable cutset problem,with lists, is NP-complete follows
from [8].) The digraphs in Fig. 1(c) and (d) are also known to yield NP-complete H-colouring problems, even without
lists [22]. In fact, it is proved in [2], that if the underlying undirected graph of a digraphHwithout loops is complete, then
the presence of two directed cycles in H is both necessary and sufﬁcient for the NP-completeness of the H-colouring
problem, without lists (assuming P 
= NP).
The digraph H in Fig. 1(g) has only one arc that is not symmetric—the arc yz. We can take advantage of this fact,
since the digraph H ′ obtained by deleting the arc yz is the digraph in Fig. 1(b), which we already know yields an
NP-complete problem, even when restricted to symmetric digraphs. Since a symmetric digraph G with lists L admits
y
x
z z zyy
x
z y z y
x x
z y z y
x
(a) (b) (c) (d)
(g)(f)(e)
x x
Fig. 1. The digraphs H with NP-complete list H-colouring problems.
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j
{z} {y}
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i
Fig. 2. The indicator.
a list H-colouring if and only if it admits a list H ′-colouring, we have reduced the NP-complete list H ′-colouring
problem, restricted to symmetric digraphs, to the list H-colouring problem. Thus, list H-colouring is also NP-complete.
Let now H be the digraph in Fig. 1(f). Let I be the digraph with vertices i, k, j and arcs ik, kk, kj . Let H ∗ be the
digraph on the vertices of H deﬁned as follows: uv is an arc of H ∗ if and only if there exists a homomorphism of I to
H which takes i to u and j to v; it is easy to verify that H ∗ is isomorphic to the digraph in Fig. 1(g). Given an instance
G,L of list H ∗-colouring, we can replace each arc gg′ of G by a copy of I, identifying i with g and j with g′. Call
the new digraph ∗G, and deﬁne the lists ∗L on ∗G by taking the lists of the vertices of G the same as they were in G,
and taking the lists ∗L(v) = {x, y, z} for the new vertices v of G (arising from the vertex k in the various copies of
I). It is then easy to see that ∗G admits a list H-colouring with respect to ∗L if and only if G has a list H ∗-colouring
with respect to the lists L. This is a polynomial reduction from the list H ∗-colouring problem to the list H-colouring
problem. Since list H ∗-colouring has been proved NP-complete in the previous paragraph, we have now also proved
that list H-colouring is NP-complete. This technique is an adaptation of the indicator construction from Lemma 1 of
[25], where it was used without lists. The digraph I is called an indicator, and all vertices of I, other than the vertices
i, j which are identiﬁed with existing vertices of G, are called internal vertices. In our example k is the only internal
vertex. Note that we have effectively given the internal vertex k its own list ({x, y, z}) to be used on each copy of
it in ∗G.
We shall also use the indicator construction, with lists, to prove that list H-colouring is NP-complete for the digraph
H in Fig. 1(e). Consider the indicator in Fig. 2. The lists of the vertices of the central three-cycle are marked; all other
lists are {x, y, z}.
In a list H-colouring of the indicator, the colours of the central three vertices are prescribed. They imply that the
second three-cycle can only be coloured in one of two ways, x, y, z or z, x, y, going clockwise from the top. This in
turn implies that the outermost three-cycle can only be coloured x, y, z or z, x, y or y, z, x going clockwise from the
top. In the ﬁrst case, the possible combinations of colours for the vertices i and j are y, x or z, x, respectively; in the
second case, they are y, z or x, z, respectively; and in the last case z, y or x, y, respectively. Note that these are all
possible ordered pairs of distinct colours from x, y, z. Hence we can reduce the problem of three-colourability of an
undirected graph G to the problem of list H-colouring the graph G′ obtained from G by replacing each undirected edge
uv of G with a copy of the indicator, identifying u with i and v with j. The lists in G′ are {x, y, z}, except for the copies
of the marked vertices from the various copies of the indicator; their lists are as indicated. The above remarks imply
that G is three colourable if and only if G′ has a list H-colouring. 
We now proceed to prove that all other problems are polynomial time solvable. We ﬁrst construct conservative
majority functions. Note that to deﬁne such a function  on a digraph H with three vertices x, y, z, we only need to
deﬁne the values (x, y, z), (x, z, y), . . . , (z, y, x), for the permutations of x, y, z. (The values that involve repeated
vertices are prescribed by the deﬁnition of majority functions.) For the most part, we will deﬁne all these values to be
equal to the same vertex (x, y, z) = (x, z, y) = · · · = (z, y, x) = . We also observe that to verify the property 3
of the deﬁnition of a conservative majority function, we only need to check it when u, v,w or u′, v′, w′ are distinct:
indeed, if a equals two of the vertices u, v,w, and a′ equals two of the vertices u′, v′, w′, then aa′ is one of the arcs
uu′, vv′, ww′.
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Lemma 3.3. Suppose H is a digraph with three vertices and no loops. If H contains at least two directed cycles and
the underlying undirected graph of H is complete, then the list H-colouring problem is NP-complete. Otherwise, H
admits a conservative majority function.
Proof. The NP-completeness follows from [2], and has already been observed above, as it applies only to digraphs
in Fig. 1(a,c,d). We ﬁrst assume that H has a vertex of out-degree zero. Without loss of generality, let x have no
out-arcs. We claim that setting  = x deﬁnes a conservative majority function. Consider uu′, vv′, ww′ ∈ E(H):
since none of u, v,w can be x, we have (u, v,w) as well as two of u, v,w equal to either y or z. Let us assume
(u, v,w) = u = v = y(with all other cases being similar). This means that neither u′ nor v′ can be y. As noted above,
we may assume that u′, v′, w′ are all distinct, and hence w′ = y as well as (u′, v′, w′)= x. This means that x is either
u′ or v′ and hence yx = (u, v,w)(u′, v′, w′) is an arc of H. A similar argument applies if H has a vertex of indegree
zero. If all indegrees and outdegrees are at least one, and the underlying graph of H is complete, then either there are
at least two directed cycles and the problem is NP-complete as noted above, or H is a directed three-cycle. In the latter
case H admits a conservative majority function  which has (a, b, c) = a for any three distinct vertices a, b, c. (This
is the only case where our conservative majority function is sensitive to the order of the arguments.) If H is a digraph in
which all vertices have positive in- and outdegree whose underlying graph is not complete, then it must be isomorphic
to the symmetric path H with arcs xy, yx, xz, zx. It is easy to check that setting = z deﬁnes a conservative majority
function for this digraph H. 
We note that in many instances digraphs without loops also admit an X-underbar enumeration; for instance, this is
the case for oriented paths [22].
Lemma 3.4. Suppose H is a digraph with three vertices and one loop. Then H admits a conservative majority function.
Proof. If H has a unique loop, say at vertex x, then setting  = x always deﬁnes a conservative majority function.
Indeed, suppose that uu′, vv′, ww′ are arcs of H. If u, v,w as well as u′, v′, w′ are distinct vertices, then the loop at x
assures that (u, v,w)(u′, v′, w′) is an arc of H. Thus we may assume that, say, u, v,w are distinct, but u′ = v′ = y.
(All other cases are similar, except if u′ = v′ = x, in which case the loop at x again assures the right conclusion.) Since
y has no loop, we must have w= y and hence u or v equal to x, whence xy =(u, v,w)(u′, v′, w′) is an arc of H. 
Lemma 3.5. Suppose H is a digraph with three vertices two loops. If H is not isomorphic to a digraph in Fig. 1 or 3,
then H admits a conservative majority function.
Proof. Suppose H has loops at y and z. If both yz ∈ W(H) and zy ∈ W(H), then setting = y deﬁnes a conservative
majority function. Indeed, consider arcs uu′, vv′, ww′ and assume u, v,w are distinct, say u = x, v = y,w = z. If
u′, v′, w′ are also distinct, then (u, v,w)(u′, v′, w′) is the loop at y. Otherwise, let a equal to at least two of the
vertices u′, v′, w′. Then (u, v,w)(u′, v′, w′) = ya is an arc of H, unless u′ = w′ = a and v′ 
= a, as well as a 
= y
and a 
= z. In that case a = x and, as x has no loop, we must have v′ =w′ = a, which also implies that ya is an arc of H.
Suppose next that only one of yz, zy is an arc of H, say yz ∈ E(H). If zx /∈E(H), deﬁning  = y again yields a
conservativemajority function. Indeed, xu′, yv′, zw′ ∈ E(H)with ya /∈E(H), a=(u′, v′, w′), is impossible because
it would mean that a = x and hence two of u′, v′, w′ are x contrary to xx, zx /∈E(H). Similarly, u′x, v′y,w′z ∈ E(H)
with ay /∈E(H) would mean that a = x or a = z: if a = x then two of u′, v′, w′ must be x, yet neither u′ nor v′ can be
x. If a = z then two of u′, v′, w′ must be z, yet neither u′ nor v′ can be z. If xy /∈E(H), we may similarly deﬁne = z.
In the remaining case, xy ∈ E(H), zx ∈ E(H), we obtain the digraphs H in Figs. 1(f, g) and 3(b).
If neither yz nor zy is an arc of H, and H is not the digraph in Figs. 1(b) or 3(a), then, up to taking a converse digraph,
we may assume that either xz and xy are not arcs ofH, or xz and yx are not arcs ofH.We may assume thatH is connected,
otherwise a conservative majority function for H is easily deﬁned by setting = y or = z. Thus, we may assume that
xy ∈ E(H), and either xz or zx is in E(H). In either case, it is easy to see that setting  = x deﬁnes a conservative
majority function. 
Lemma 3.6. Suppose H is a digraph with three vertices and all loops, not isomorphic to the digraph in Fig. 1(e). Then
H admits an X-underbar enumeration.
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yzz y
x
(a)
x
(b)
Fig. 3. Two digraphs without a conservative majority function.
Proof. Suppose v1, v2, v3 is an enumeration of the vertices of H which is not an X-underbar enumeration. Then there
must exist arcs vivj , vkv such that i < k, < j , and viv is not an arc of H. Since H has all loops, this means that
i 
= . As there are only three vertices, we must have i = j or k =  or k = j ; in all cases, v1v3 or v3v1 must be an arc of
H. Therefore, if H has two vertices not joined by arcs in either direction, we can enumerate them as v1, v3, obtaining
an X-underbar enumeration of H. Otherwise, H contains a tournament on three vertices (each with a loop). Thus, H
could be the directed three-cycle (with loops), as in Fig. 1(e), which fails to have an X-underbar enumeration. If H is
the symmetric clique on three vertices (with loops), then any enumeration is an X-underbar enumeration. In all other
cases, we can ﬁnd an enumeration v1, v2, v3, such that v1v3, v1v2 are arcs of H but v3v1 is not an arc of H. This ensures
that v1, v2, v3 is an X-underbar enumeration, according to our remarks at the beginning of this proof. 
Digraphs with all loops are further investigated in [12]. In particular, it is proved there, that if H contains a spanning
tournament (with all loops), and the symmetric arcs of H form an interval graph, and H contains no induced subgraph
isomorphic to the digraph in Fig. 1(e), and the digraph in Fig. 1(e) with one additional arc, then H admits an X-underbar
enumeration. Most (but not all) of the above conditions turn out to be necessary for the existence of an X-underbar
enumeration. In particular, the relevance of interval graphs seems understood. Note that all graphs with three vertices
are interval graphs, so these results extend our lemma. A complete classiﬁcation is not known, even for digraphs
that contain a spanning tournament (with loops), although [12] contains a general conjecture in this case. The paper
[12] also completely classiﬁes the situation when the symmetric arcs of H form a tree. These results also support
our Conjecture 6.3.
Proof. We complete the proof of Theorem 3.1 by noting that both digraphs from Fig. 3 admit the X-underbar enumer-
ation z, x, y. 
Corollary 3.7. If H is a digraph with three vertices not isomorphic to a digraph in Fig. 1, then the list H-colouring
problem is solvable in polynomial time.
4. Proper trigraphs
The previous section deals with trigraphs whose adjacency matrix has no 1’s. By complementation, we obtain a
classiﬁcation for those trigraphs whose adjacency matrix has no 0’s. A trigraph is called proper if both it and its
complement contain a strong arc (which could be a loop). In this section we deal with proper trigraphs on three
vertices. Thus we assume that the adjacency matrix M contains both a 0 and a 1.
Theorem 4.1. If H is a proper trigraph with three vertices, then the list H-colouring problem is polynomial time
solvable.
We have observed in Proposition 2.3 that if some row or column of the adjacency matrix of H contains both a 0 and
a 1, then there is a polynomial time algorithm for list H-colouring. We also have a polynomial time algorithm if there
is a diagonal 1 and an off-diagonal 0.
Lemma 4.2. Suppose H is a trigraph with three vertices x, y, z, where xx is a strong loop and yz is not an arc. Then
list H-colouring is polynomial time solvable.
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Proof. Consider a homomorphism f of a digraph G to H. Let G′ be the undirected graph on V (G) consisting of arcs
gg′ such that gg′ ∈ S(G) and g′g ∈ S(G). Observe that f induces a vertex partition of G′ into the symmetric clique
C = f −1(x) and the sets A = f −1(y), B = f −1(z), which are not joined by any arc of G′. According to Theorem 4.4
of [13], there exists in G′ a family of |V (G′)| sets Ei such that whenever the vertices of G′ are partitioned into a clique
C and a pair of sets A,B with no arcs of G′ joining a vertex of one of the sets to a vertex of the other, some set Ei
contains C and is disjoint from A or from B. Moreover, this family can be found in polynomial time [13].
Our algorithm for solving the list H-colouring problem is the following: given an input digraph G with lists L, we
form the undirected graph G′ and generate the family of sets Ei . For each set Ei we generate two problems: in both
problems x is removed from the lists of all vertices not in Ei . In the ﬁrst problem, y is removed from the lists of all
vertices in Ei , and in the second problem, z is removed from the lists of all vertices in Ei . It follows that G has a list
H-colouring with respect to the given lists L if and only if in at least one of these 2|V (G)| auxiliary problems G has a
list H-colouring with respect the modiﬁed lists. Since the modiﬁed lists all have size at most two, this can be checked
in polynomial time. 
By symmetry and complementation, we have polynomial time algorithms in all cases where one of 0, 1 appears on
the main diagonal and the other appears in an off-diagonal position.
For matrices where both a 0 and a 1 appear in diagonal positions, we can apply the following result.
Lemma 4.3. Suppose H is a trigraph with three vertices x, y, z, where xx is a strong loop and yy is not a loop. Then
list H-colouring is polynomial time solvable.
Proof. By assumption, the adjacency matrix of H has a diagonal 0 and a diagonal 1. According to Lemma 4.2 and
the remarks in Section 2, we only need to consider cases where there is not a 0 and 1 in the same row or column,
or an additional 0 or 1 off the main diagonal. This implies that xy, xz, yx, yz, zx, and zy are all weak arcs; in other
words all off-diagonal entries in the adjacency matrix of H are ∗. Thus the adjacency matrix is symmetric, and the
problems have been solved by polynomial algorithms in [13]. (If zz is not a loop, or is a strong loop, then the list
H-colouring problem is known as the problem of split (1, 2)- or (2, 1)-partitions; if zz is a weak loop, then z dominates
both x and y). 
It remains to consider the case when the adjacency matrix M of H has a 0 and a 1, but only in off-diagonal positions.
Thus we may assume that the diagonal has only ∗’s.
Lemma 4.4. If H is a proper trigraph with three weak loops, not isomorphic to a trigraph in Fig. 4, then the list
H-colouring problem is polynomial time solvable.
Proof. We assume that M contains no row or column with both a 0 and 1, otherwise the conclusion follows from the
remarks in Section 2. Suppose ﬁrst that there exists a strong arc ab such that ba is not an arc, for some a, b. Without
loss of generality, assume that M(x, y) = 1 and M(y, x) = 0. Consider the values of M(y, z) and M(z, x). By our
assumption, neither value can be 1. If M(y, z)=M(z, x)=0, then M(x, z)=M(z, y)=∗, yielding the ﬁrst trigraph in
Fig. 4. In all the remaining cases (M(y, z) = M(z, x) = ∗; M(y, z) = 0,M(z, x) = ∗; and M(y, z) = ∗,M(z, x) = 0),
it is easy to see that z must dominate x or y.
z
(a) (b) (c)
x
yz
x
yz
x
y
Fig. 4. Three exceptional trigraphs.
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If the reverse of each strong arc is a (weak or strong) arc, then we may assume without loss of generality that
M(x, y) = 1 and M(z, x) = 0. This implies that M(z, y) = ∗ and also that M(y, x) = M(x, z) = ∗ (since the reverse
of each strong arc is an arc). The trigraph with M(y, z) = 0 is isomorphic to the complement of the trigraph with
M(y, z) = 1, and is given in Fig. 4(c). The last case, with M(y, z) = ∗, is given in Fig. 4(b). 
To complete the proof of Theorem 4.1, we need to deal with the trigraphs in Fig. 4(a)–(c).
Lemma 4.5. If H is the trigraph in Fig. 4(a) or (b), then the list H-colouring problem is polynomial time solvable.
Proof. Recall the alternate view of trigraphs whereby the weak arcs correspond to relations E and N and the strong
arcs only to relation E. Enumerate the vertices of the trigraph H in Fig. 4(a) as x, z, y; it is easy to check that this is an
X-underbar enumeration for both relations E and N, and hence the list H-homomorphism problem is polynomial time
solvable, even if the inputs are any sets V (G) with two binary relations E and N (i.e., not necessarily restricted to those
instances G where E and N partition V (G) × V (G)). For the digraph in Fig. 4(b) such an enumeration is z, y, x. 
5. A recursive algorithm
It remains to ﬁnd a polynomial time algorithm to solve the list H-colouring problem for the trigraph in Fig. 4(c).
Since this is the most interesting case algorithmically, we devote to it this section.
To understand the algorithm, it is helpful to ﬁrst review the 2-satisﬁability algorithm, as discussed, for instance, in
problem 6, in [29, Chapter 15]. All 2-clauses (clauses with two literals) can be written as implications (a ⇒ b instead
of a ∨ b). The 1-clauses (clauses with one literal) can also be written as implications by introducing two ﬁxed vertices
0, 1: then x =1 can be written as the implication 1 ⇒ x and x =0 as x ⇒ 0. Thus, an instance of 2-satisﬁability can be
viewed as a digraph with the implications as arcs. Clearly, if x ⇒ y and x is chosen to be 1 then y must also be chosen
1. Similarly, if y = 0 then x = 0, in this case. Thus the instance is solved by choosing values 0, 1 for the variables, as
required above, and with each value x chosen different from the value of x. It is easy to see (cf. [29]) that either the
instance has a solution, or there exists a directed cycle containing some variable x and its negation x, or there exists a
directed path from 1 to 0. In particular, if an instance has a solution without 1-clauses, then there is no directed cycle
containing a variable and its negation, and there is a directed path joining 1–0 which uses precisely two 1-clauses. In
other words, if there is no solution to an instance which has several 1-clauses, then there is no solution to that same
instance with at most two 1-clauses. (This property is called strict width two in [17]; recall that it is also related to the
existence of conservative majority functions, as mentioned earlier).
Lemma 5.1. If H is the trigraph in Fig. 4(c), then the list H-colouring problem is polynomial time solvable.
Proof. Let G,L be an instance of the list H-colouring problem.We let G′ be the subgraph of G induced by the vertices
with lists of size three; let n be the number of vertices of G′ (the size of G′). If the size of G′ is zero, we can solve
the problem by Proposition 2.1. Recall that this means each vertex corresponds to a boolean variable, whose value
determines whether the vertex is placed in the ﬁrst or second member of its list.
We shall say that a vertex of G′ has low outdegree if it has outdegree at most n/2; otherwise, we shall say that it has
high outdegree. Similarly, we shall say that a vertex of G′ has low indegree if it has indegree at most n/2; otherwise,
we shall say that it has high indegree.
We shall describe a recursive algorithm, in which the digraph G′ will change, and its size will decrease until it
becomes zero. Consider the following four situations:
(0) A vertex v in G′ has high indegree and high outdegree: If v is mapped to y, the size of G′ is reduced by half,
since no outneighbour of v can be mapped to z. If v is mapped to z, the size of G′ is also reduced by half, since
no outneighbour of v can be mapped to x. Finally, if v is mapped to x, then the size of G′ is also reduced by half,
since no inneighbour of v can be mapped to z. Thus, we reduce the problem to three subproblems with the size of
G′ reduced by half.
(1) A vertex v inG′ has high indegree and low outdegree: If v is mapped to x, the size of G′ is reduced by half, since no
inneighbour of v can be mapped to z. If v is mapped to z, the size of G′ is also reduced by half, since no inneighbour
of v can be mapped to y. However, in this case we have no reduction if v is mapped to y.
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(2) A vertex v inG′ has low indegree and high outdegree: If v is mapped to y, the size of G′ is reduced by half, since no
outneighbour of v can be mapped to z. If v is mapped to z, the size of G′ is reduced by half, since no outneighbour
of v can be mapped to x. In this case, we obtain no reduction if v is mapped to x.
(3) A vertex v in G′ has low indegree and low outdegree: If v is mapped to x, the size of G′ is reduced by half, since
only outneighbours of v can be mapped to y. If v is mapped to y, the size of G′ is reduced by half, since only
inneighbours of v can be mapped to x. In this case, there is no reduction if v is mapped to z.
As long as we can ﬁnd a vertex v in situation (0), we can replace the current problem with three subproblems with
size half of n. When such a vertex does not exist, we proceed as follows. We ﬁrst attempt to map all vertices from (1)
to y, all vertices from (2) to x, and all vertices from (3) to z. Since this is at this point an unjustiﬁed choice, we call
these assignments auxiliary. They are accomplished by making the lists of the corresponding variables having size
one. At this point, all variables have lists of size at most two, and we can apply Proposition 2.1. Note that the auxiliary
assignments correspond to 1-clauses in the instance. If a solution is found then we are done. Otherwise, as we have
observed at the beginning of this section, there is no solution to the same instance of 2-satisﬁability with at most two
of these auxiliary assignments. If there is no solution without these auxiliary assignments, then the given graph G with
lists L is not list H-colourable. If there is no solution with one auxiliary assignment, say that of v to x in Case (2) (the
other cases are similar), we obtain two subproblems (v maps to y or to z), with the size n halved. If there is no solution
with two auxiliary assignments, say v in Case (1) and v′ in Case (2) (the other combinations are similar), then we
cannot simultaneously map v to y and v′ to x. This gives four cases that reduce n by half, namely, either v maps to z
and the size of G′ is halved because of the high indegree of v, or v maps to x and the size of G′ is halved because of
the high indegree of v, or v′ maps to y and the size of G′ is halved because of the high outdegree of v′, or v′ maps to z
and the size of G′ is halved because of the high outdegree of v′.
Thus in each of the combinations for v, v′ (namely (1)–(1), (1)–(2), (1)–(3), (2)–(2), (2)–(3), (3)–(3)), we are left
with four subproblems with the size of G′ reduced by half. Iterating this transformation generates 4log2 n = n2 cases
with G′ empty, that is, all lists of size at most 2, which can be solved by 2-satisﬁability. 
This completes the proof of Theorem 4.1.
6. Conclusions and future directions
Our ﬁnal classiﬁcation is as follows:
Theorem 6.1. If H is a trigraph with at most three vertices, and both H and its complement are nonisomorphic to any
of the trigraphs in Fig. 1, then the list H-colouring problem is polynomial time solvable.
For the trigraphs H in Fig. 1, and their complements, the list H-colouring problems are NP-complete. 
Theorem 3.1 inspires the following conjectures for digraphs of arbitrary size.
Conjecture 6.2. Suppose H is a digraph without loops. If H admits a conservative majority function, then the list
H-colouring problem is polynomial; otherwise, the list H-colouring problem is NP-complete.
Conjecture 6.3. Suppose H is a digraph with all loops. If H admits an X-underbar enumeration, then the list H-
colouring problem is polynomial; otherwise, the list H-colouring problem is NP-complete.
Of course, the claims of polynomiality are true, as noted above. The converse appears open, and would elaborate
substantially on Bulatov’s classiﬁcation [5]. As described earlier, [12] veriﬁes the second conjecture for several large
classes of digraphs.
A k-graph H consists of a set V (H) of vertices, and k binary relations E1, E2, . . . , Ek such that
⋃k
i=1Ei =V (H)×
V (H). A k-graph is simple if the relations Ei are disjoint, i.e., partition V (H)×V (H). A homomorphism of a k-graph
G to a k-graph H is a mapping of V (G) to V (H) which preserves all the relations Ei . Thus, 2-graphs are precisely
trigraphs, and simple 2-graphs are ordinary graphs (E1 = E,E2 = N ).
Let H be a ﬁxed k-graph. The list H-colouring problem takes as input a simple k-graph G with lists L (each L(g)
is a subset of V (H)), and asks whether or not there exists a list homomorphism of G to H with respect to L. These
problems have been studied in [10].
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Here we focus on just one case, a generalization of split graphs. Let Hk be the symmetric k-graph with vertices
0, 1, . . . , k−1 in which each Ei equals V (H)×V (H)− ii. Then an Hk-colouring of a simple k-graph G is a colouring
of the vertices V (G) by colours 0, 1, . . . , k − 1, so that an edge in Ei does not have both endpoints coloured i.
Theorem 6.4 (Feder and Hell [10]). When k = 2, the list Hk-colouring problem is polynomial time solvable. When
k = 3, the list Hk-colouring problem is solvable in quasipolynomial time. When k4, the list Hk-colouring problem is
NP-complete.
We do not know whether or not the H3-colouring problem can be solved in polynomial time, even without lists. The
best currently known algorithm has complexity O(nlog n/ log log n) [16].
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