We consider new algorithms for the solution of many dynamic programming recurrences for sequence comparison and for RNA secondary structure prediction. The techniques upon which the algorithms are based effectively exploit the physical constraints of the problem to derive more efficient methods for sequence analysis.
INTRODUCTION
In this paper we consider algorithms for two problems in sequence analysis. The first problem is sequence alignment, and the second is the prediction of RNA structure. Although the two problems seem quite different from each other, their solutions share a common structure, which can be expressed as a system of dynamic programming recurrence equations. These equations also can be applied to other problems, including text formatting and data storage optimization.
We use a number of well motivated assumptions about the problems in order to provide efficient algorithms. The primary assumption is that of concavity or convexity. The recurrence relations for both sequence alignment and for RNA structure each include an energy cost, which in the sequence alignment problem is a function of the length of a gap in either input sequence, and in the RNA structure problem is a function of the length of a loop in the hypothetical structure. In practice this cost is taken to be the logarithm, square root, or some other simple function of the length. For our algorithms we make no such specific assumption, but we require that the function be either convex or concave. The second assumption is that of sparsity. In the sequence alignment problem we need only consider alignments involving some sparse set of exactly matching subsequences; analogously, in the RNA structure problem we need only consider structures involving some sparse set of possible base pairs. We show how the algorithms for both problems may be further sped up by taking advantage of this sparsity rather than simply working around it.
Our primary motivation in developing the sequence analysis algorithms we present is their application to molecular biology, although the same sequence analysis procedures also have important uses in other fields. The reasons for the particular interest in molecular biology are, first, that it is a growing and important area of scientific study, and second, the lengths of biological sequences are such that the need for efficient methods of sequence analysis is becoming acute.
The development and refinement of rapid techniques for DNA sequencing [39, 47] have contributed to a boom in nucleic acid research. A wealth of molecular data is presently stored in several data banks (reviewed by Hobish [25] ), which are loosely connected with each other. The biggest of these banks are GenBank [7] and the EMBL data library [20] . As of 1986, GenBank contained 5,731 entries with a total of more than 5 million nucleotides. Most of these data banks double in size every 8-10 months, and there are currently no signs that this growth is slowing down. On the contrary, the introduction of automatic sequencing techniques is expected to accelerate the process [36] . The existence of these nucleotide and amino acid data banks allows scientists to compare sequences of molecules and find similarities between them. As the quantity of data grows, however, it is becoming increasingly difficult to compare a given sequence, usually a newly determined one, with the entire body of sequences within a particular data bank.
The current methods of RNA structure computation have similar limitations. In this case one needs only perform computations on single sequences of RNA, rather than performing computations on entire data banks at once. However the cost of present methods grows even more quickly with the size of the problem than does the cost of sequence comparison, and so at present we can only perform structure computations for relatively small sequences of RNA.
Present algorithms for biological sequence analysis tend to incorporate sophisticated knowledge of the domain of application, but their algorithmic content is limited. Typically they act by computing a set of simple recurrences using dynamic programming in a matrix of values. Our algorithms solve the same problems, using the same assumptions about the physical constraints of the domain. However by using more sophisticated algorithmic techniques we can take better advantage of those constraints to derive more efficient methods for sequence analysis.
SEQUENCE ALIGNMENT
The first sequence analysis problem we study is that of sequence alignment. We only consider alignments between pairs of sequences, since the problem of multiple sequence alignment is NPcomplete in general [18, 35] and therefore not likely to be solvable in polynomial time. Although many excellent surveys have been written on this topic and its significance to various fields (see for instance [51, 61, 62] ), we briefly review the main algorithms for sequence analysis, omitting the technical details. Then, we introduce the algorithms that we have obtained, briefly mentioning the technicalities involved in them. Our main focus here is on fast computation of sequence alignment rather than on establishing how meaningful a given alignment is. For this latter topic, so important for molecular biology, the reader can refer to the excellent book by Waterman [62] .
Sequence alignment seeks to compare the two input sequences, either to compute a measure of similarity between them or to find some core sequence with which each input sequence shares characteristics. Sequence alignment is an important tool in a wide variety of scientific applications [51, 64] . In molecular biology, the sequences being compared are proteins or nucleotides. In geology, they represent the stratigraphic structure of core samples. In speech recognition, they are samples of digitized speech.
The first important use of such comparisons is to find a common subsequence or consensus sequence for the two input sequences. For instance, in molecular biology a common structure to a set of sequences can lead to an elucidation of the function of those sequences. A related use of sequence alignment is an application to computer file comparison, made by the widely used diff program [4] . The other use of sequence alignment is to compute a measure of similarity between the sequences. This can be used for instance in molecular biology, to compute the taxonomy of evolutionary descent of a set of species, or the genetic taxonomy of a set of proteins within a species [14] . It can also be used to group proteins by common structure, which also typically has a high correlation with common function.
Longest Common Subsequences and Edit Distance Computation
The simplest definition of an alignment is a matching of the symbols of one input sequence against the symbols of the other so that the total number of matched symbols is maximized. In other words, it is the longest common subsequence between the two sequences [5, 23, 26] . However in practice this definition leaves something to be desired. One would like to take into account the process by which the two sequences were transformed one to the other, and match the symbols in the way that is most likely to correspond to this process. For instance, in molecular biology the sequences being matched are either proteins or nucleotides, which share a common genetic ancestor, and which differ from that ancestor by a sequence of mutations. The best alignment is therefore one that could have been formed by the most likely sequence of mutations. More generally, one can define a small set of edit operations on the sequences, each with an associated cost. For molecular biology, these correspond to genetic mutations, for speech recognition they correspond to variations in speech production, and so forth. The alignment of the two sequences is then the set of edit operations taking one sequence to the other, having the minimum cost. The measure of the distance between the sequences is the cost of the best alignment.
The first set of edit operations that was considered consisted of substitutions of one symbol for another (point mutations), deletion of a single symbol, and insertion of a single symbol. With these operations the problem can be solved in time O(mn), where m and n are the lengths of the two input strings (we assume without loss of generality that m < n). This algorithm was independently published many times by researchers from a variety of fields [13, 21, 34, 41, 45, 46, 48, 56, 57] and is based upon dynamic programming, one of several used problem-solving technique in computer science and operations research. In particular, the following recurrence allows to find the best alignment between two given strings x and y:
where D [i, j] is the best alignment between the prefix x 1 , x 2 , . . . , x i and the prefix y 1 , y 2 , . . . y j , del(y j ) is the cost of deleting the symbol y j , ins(x i ) is the cost of inserting symbol x i , and sub(x i , y j ) is equal to 0 if x i = y j and is equal to the cost of substituting symbol y j for x i . Further, one can find the subsequence of the first string having the best alignment with the second string in the same time.
If only the cost of the best sequence is desired, the O(mn) dynamic programming algorithm for the sequence alignment problem need take only linear space: if we compute the values of the dynamic programming matrix in order by rows, we need only store the values in the single row above the one in which we are performing the computation. However if the sequence itself is desired, it would seem that we need O(mn) space, to store pointers for each cell in the matrix to the sequence leading to that cell. Hirschberg [22] showed that less storage was required, by giving an ingenious algorithm that computes the edit sequence as well as the alignment cost, in linear space, and remaining within the time bound of O(mn).
Approaches other than dynamic programming are also possible. Masek and Paterson [38] have designed an algorithm that can be thought of as a finite automaton of O(n) states, which finds the edit distance between the pattern and the strings in the database in O(mn/ log n) time. Further speed-ups can be obtained using this automata-theoretic approach [32, 55] ; however such improvements seem to require automata with exponentially many states, and an exponentially large preprocessing time to construct the automata; therefore they are only of theoretical interest, and are only applicable when m is much smaller than n.
Generalized Edit Operations and Gap Costs
Above we discussed sequence alignment with the operations of point substitution, single symbol insertion, and single symbol deletion. A number of further extensions to this set of operations have been considered. If one adds an operation that transposes two adjacent symbols, the problem becomes NP-complete [18, 58] . If one is allowed to take circular permutations of the two input sequences, before performing a sequence of substitutions, insertions, and deletions, the problem can be solved in time O(nm log n) [29] . We call this latter problem the circular sequence alignment problem.
An extension considered by Waterman [59] used dynamic programming to produce all the sequence alignments within a specified distance of the optimum. Waterman's algorithm allows one to determine "true" alignments, whenever these may disagree with the optimum (computed) solution because either the edit operations are not correctly weighted or some other constraints on the sequences were not taken into account.
Another important generalization includes subsequence-subsequence alignments as well as subsequence-sequence alignments [53, 54] . In this case, one is interested in aligning only pieces of the two input sequences, according to some maximization criteria; indeed the most common of such problems consists of finding maximally homologous subsequences. This is very important in molecular sequence analysis, where mutations involve changes in large blocks of a sequence. In this framework, even if it does not seem to be meaningful to look for a global alignment between two sequences, it is nevertheless important to find the pairs of maximally similar subsequences of the input sequences [54] . The mathematical formulation of this problem can be stated as follows. Given two input sequences x and y and a real valued function s expressing the similarity of each alignment, find the local maxima of s for x and y.
The solution proposed by Sellers [53] uses a technique called the intersection method. The basic idea is to solve a dynamic programming recurrence similar to (1) to compute entries in a dynamic programming matrix. Entry (i, j) of the matrix stores the score of the alignment between x 1 , x 2 , . . . , x i and y 1 , y 2 , . . . , y j . Starting from the matrix, two graphs are constructed. The vertices of the graphs are entries in the matrix, while edges are defined according to the choice of the minimum in the recurrence. Paths in these graphs correspond to alignments of the two sequences.
The first graph G 1 contains all the alignments with nonnegative score which are not intersected from above or the left by an alignment with greater score. Analogously, the second graph G 2 contains alignments with nonnegative score which are not intersected from below or the left by an alignment with greater score. Taking the intersection of these two graphs gives all the local optimal alignments plus some spurious alignments which must be identified and removed. This can be done by finding the strongly connected components of the intersection graph by using well known algorithms [3] . As a result, the total time required to find the local maxima for the alignment of the two strings is O(mn). As a last remark, we notice that the intersection method is a general technique which can be used also with the other algorithms for sequence analysis described in this paper.
A further generalization of the set of operations has been considered, as follows. We call a consecutive set of deleted symbols in one sequence, or inserted symbols in the other sequence, a gap. With the operations and costs above, the cost of a gap is the sum of the costs of the individual insertions or deletions which compose it. However, in molecular biology for example, it is much more likely that a gap was generated by one mutation that deleted all the symbols in the gap, than that many individual mutations combined to create the gap. Similar motivations apply to other applications of sequence alignment. Experimental results by Fitch and Smith [15] indicate that the cost of a gap may depend on its endpoints (or location) and on its length. Therefore we would like to allow gap insertions or deletions to combine many individual symbol insertions or deletions, with the cost of a gap insertion or deletion being some function of the length of the gap. The cost w(i, j) of a generic gap x i ...x j that satisfies such experimental findings must be of the form
where f 1 and f 2 give the cost of breaking the sequence at the endpoints of the gap and g gives a cost that is proportional to the gap length. Moreover, the most likely choices for g are linear or convex functions of the gap lengths [15, 60] . With such a choice of g, the cost of a long gap will be less than or equal to the sums of the costs of any partition of the gap into smaller gaps, so that as desired the best alignment will treat each gap as a unit. This requirement on the function g is equivalent to saying that the function w satisfies the following inequality:
When a function w satisfies this inequality we say that it is convex; when it satisfies the inverse of (3) we say that it is concave; and when it satisfies (3) with equality we say that it is linear. As we have said, the cost (or weight) functions that are meaningful for molecular biology are either convex or linear; however it is also natural to consider other classes of gap cost function. We call the sequence alignment problem with gap insertions and deletions the gap sequence alignment problem, and similarly we name special cases of this problem by the class of cost functions considered, e.g. the convex sequence alignment problem, etc.
To solve the gap sequence alignment problem, the following dynamic programming equation was considered, where w is a cost function analogous to w which satisfies (2) .
where
The original sequence alignment problem treats the cost of a gap as the sum of the costs of the individual symbol insertions or deletions of which it is composed. Therefore if the gap cost function is some constant times the length of the gap, the gap sequence alignment problem can be solved in time O(mn). This can be generalized to a slightly wider class of functions, the linear or affine gap cost functions. For these functions, the cost g(x) of a gap of length x is k 1 + k 2 x for some constants k 1 and k 2 . A simple modification of the solution to the original sequence alignment problem also solves the linear sequence alignment problem in time O(mn) [19] .
For general functions, the gap sequence alignment problem can be solved in time O(mn 2 ), by a simple dynamic programming algorithm [51] . The algorithm is similar to that for the original sequence alignment problem, but the computation of each entry in the dynamic programming matrix depends on all the previous entries in the same row or column, rather than simply on the adjacent entries in the matrix. This method was discovered by Waterman et al. [66] , based on earlier work by Sellers [52] . But this time bound is an order of magnitude more than that for non-gap sequence alignment, and thus is useful only for much shorter sequences. An early attempt to obtain an efficient algorithm for the problem of sequence alignment with convex gaps costs was made by Waterman [60] . As later shown by Miller and Myers [40] , the algorithm in [60] still has an O(mn 2 ) time behavior. However, the merit of [60] is that it proposes the use of convex gap cost functions for molecular biology. Later on, Galil and Giancarlo [16] considered the gap sequence alignment problem for both convex and concave cost functions. They reduced the problem to O(n) subproblems, each of which can be expressed as a dynamic program generalizing the least weight subsequence problem, which had previously been applied to text formatting [24, 31] and optimal layout of B-trees [24] . Galil and Giancarlo solved this subproblem in time O(n log n), or linear time for many simple convex and concave functions such as log x and x 2 . As a result they solved both the convex and concave sequence alignment problems in time O(mn log n)), or O(mn) for many simple functions. The algorithm by Galil and Giancarlo is very simple and thus likely to be useful also in practice. We point out that Miller and Myers [40] independently solved the same problem in similar time bounds. Wilber [67] pointed out a resemblance between the least weight subsequence problem and a matrix searching technique that had been previously used to solve a number of problems in computational geometry [1] . He used this technique in an algorithm for solving the least weight subsequence problem in linear time. His algorithm also extends to the generalization of the least weight subsequence problem used as a subproblem by Galil and Giancarlo in their solution of the concave sequence alignment problem; however because Galil and Giancarlo use many interacting instances of the subproblem, Wilber's analysis breaks down and his algorithm can not be used for concave sequence alignment. Klawe and Kleitman [30] studied a similar problem for the convex case and they obtained an O(nα(n)) algorithm for it, where α(n) denotes a very slowly growing function, namely the inverse of Ackermann's function. The method devised by Klawe and Kleitman yields an O(mnα(n)) algorithm for the gap sequence alignment problem with convex costs. Eppstein [9] showed that it is possible to modify Wilber's algorithm so that it can be used to solve the gap sequence alignment with concave costs in O(mn) time. He used this result to solve the gap sequence alignment problem for functions which are neither convex nor concave, but a mixture of both. More precisely, if the cost function can be split into s convex and concave pieces, then the gap sequence alignment can be solved in O(mnsα(n/s)) time. This time is never worse than the time of O(mn 2 ) for the naive dynamic programming solution [51] known for the general case. When s is small, the bound will be much better than the bound obtained by the naive solution. All these algorithms are based upon matrix searching and so the constant factors in the time bounds are quite large. Therefore, the algorithms are mainly of theoretical interest.
Sparse Sequence Alignment
All of the alignment algorithms above take a time which is at least the product of the lengths of the two input sequences. This is not a serious problem when the sequences are relatively short, but the sequences used in molecular biology can be very long, and for such sequences these algorithms can take more computing time than what is available for their computation. Wilbur and Lipman [68, 69] proposed a method for speeding up these computations, at the cost of a small loss of accuracy, by only considering matchings between certain subsequences of the two input sequences. Let F = {f 1 , f 2 , . . . , f b } be a given set of fragments, each fragment being a string over an alphabet A of size s. Let the two input sequences be x = x 1 x 2 ...x m and y = y 1 y 2 ...y n . We are interested in finding an optimal alignment of x and y using only fragments from F that occur in both strings. A fragment f = (i, j, k) of length k occurs in x and y if f = x i x i+1 ...x i+k−1 = y j y j+1 ...y j+k−1 . Given F , x and y, we can find all occurrences of fragments from F in x and y in time O(n + m + M ), where M denotes the number of such occurrences, by using standard string matching techniques.
An occurrence of a fragment (i , j , k ) is said to be below an occurrence of (i, j, k) if i + k ≤ i and j + k ≤ j ; i.e. the substrings in fragment (i , j , k ) appear strictly after those of (i, j, k) in the input strings. Equivalently, we say that (i, j, k) is above (i , j , k ). The length of fragment (i, j, k) is the number k. The diagonal of a fragment (i, j, k) is the number j − i. An alignment of fragments is defined to be a sequence of fragments such that, if (i, j, k) and (i , j , k ) are adjacent fragments in the sequence, either (i , j , k ) is below (i, j, k) on a different diagonal (a gap), or the two fragments are on the same diagonal with i > i (a mismatch). The cost of an alignment is taken to be the sum of the costs of the gaps, minus the number of matched symbols in the fragments. The number of matched symbols may not necessarily be the sum of the fragment lengths, because two mismatched fragments may overlap. Nevertheless it is easily computed as the sum of fragment lengths minus the overlap lengths of mismatched fragment pairs. The cost of a gap is some function of the distance between diagonals w(
When the fragments are all of length 1, and are taken to be all pairs of matching symbols from the two strings, these definitions coincide with the usual definitions of sequence alignments. When the fragments are fewer, and with longer lengths, the fragment alignment will typically approximate fairly closely the usual sequence alignments, but the cost of computing such an alignment may be much less. The method given by Wilbur and Lipman [69] for computing the least cost alignment of a set of fragments is as follows. Given two fragments, at most one will be able to appear after the other in any alignment, and this relation of possible dependence is transitive; therefore it is a partial order. Fragments are processed according to any topological sorting of this order. Some such orders are by rows (i), columns (j), or back diagonals (i+j). For each fragment, the best alignment ending at that fragment is taken as the minimum, over each previous fragment, of the cost for the best alignment up to that previous fragment together with the gap or mismatch cost from that previous fragment. The mismatch cost is simply the length of the overlap between two mismatched fragments; if the fragment whose alignment is being computed is (i, j, k) and the previous fragment is (i − l, j − l, k ) then this length can be computed as max(0, k − l). From this minimum cost we also subtract the length of the new fragment; thus the total cost includes a term linear in the total number of symbols aligned. Formally, we have
The naive dynamic programming algorithm for this computation, given by Wilbur and Lipman, takes time O(M 2 ). If M is sufficiently small, this will be faster than many other sequence alignment techniques. We remark that the Wilbur-Lipman algorithm works for general cost functions w and does not take any advantage of the fact that w's used in practice satisfy inequality 3. We can show that by using this restriction on w we can compute recurrence 7 in time close to linear in M [11, 12] . This has the effect of making such computations even more practical for small M , and it also allows more exact computations to be made by allowing M to be larger. The algorithms that we propose are quite different from the one given by Wilbur and Lipman and have the following common background. We consider recurrence 7 as a dynamic program on points in a two-dimensional matrix. Each fragment (i, j, k) gives rise to two points, (i, j) and (i + k − 1, j + k − 1). We compute the best alignment for the fragment at point (i, j); however we do not add this alignment to the data structure of already computed fragments until we reach (i+k−1, j +k−1). In this way, the computation for each fragment will only see other fragments that it is below. We compute separately the best mismatch for each fragment; this is always the previous fragment from the same diagonal, and so this computation can easily be performed in linear time. From now on we will ignore the distinction between the two kinds of points in the matrix, and the complication of the mismatch computation. Thus, we consider the following subproblem: Compute
We define the range of a point in which we have to compute recurrence 8 as the set of points below and to the right of it. Furthermore, we divide the range of a point into two portions, the left influence and the right influence. The left influence of (i, j) consists of those points in the range of (i, j) which are below and to the left of the forward diagonal j − i, and the right influence consists of the points above and to the right of the forward diagonal. Within each of the two influences, w(|p − q|) = w(p − q) or w(|p − q|) = w(q − p); i.e. the division of the range in two parts removes the complication of the absolute value from the cost function. Thus, we can now write recurrence 8 as:
and
We observe that the order of computation of the points in the matrix must be the same for the two recurrences so that they can be put together into a single algorithm for the computation of recurrence 8.
Assuming that the cost function w is convex, we can compute recurrences 10 and 11 in time O(n+m+M log M α(M )). This time bound reduces to O(n+m+M log M ) when w is concave. Our algorithm uses in a novel way an algorithmic technique devised by Bentley and Saxe [6] , namely dynamic to static reduction. Matrix searching [1, 30] is also used. We remark that if the cost function is convex/concave and simple, matrix searching can be replaced by the algorithm of Galil and Giancarlo [16] to obtain an O(n + m + M log M ) algorithm both for simple convex and concave cost functions. In the case that the cost function is not simple, we can still use the algorithm of Galil and Giancarlo instead of matrix searching. This results in a slow-down of our algorithm by a factor of log M , but gives an algorithm which is likely to be more practical. The reader is referred to [12] for further details on the algorithm.
When the function w is linear, we can compute recurrences 10 and 11 in time O(n + m + M log log min(M, nm/M )). This algorithm is based on the use of efficient data structures for the management of priority queues with integer keys [27] . As a by-product, we also obtain an improved implementation of the algorithm for the longest common subsequence devised by Apostolico and Guerra [5] . Our implementation runs in time O(n log s + d log log min(d, nm/d)). Here s is the minimum between m and the cardinality of the alphabet and d denotes the number of dominating matches defined in [23] .
ALGORITHMS FOR COMPUTATION OF RNA SECONDARY STRUCTURE
In this section we are interested in algorithms for the computation of RNA secondary structure. More specifically, we will consider algorithms for loop dependent energy rules [70] . In order to make the presentation of our algorithms self contained, we briefly review the biological background common to all of them.
RNA molecules are among the primary constituents of living matter. RNA is used by cells to transport genetic information between the DNA repository in the nucleus of the cell and the ribosomes which construct proteins from that information. It is also used within the process of protein construction, and may also have other important functions.
An RNA molecule is a polymer of nucleic acids, each of which may be any of four possible choices: adenine, cytosine, guanine, and uracil. Thus an RNA molecule can be represented as a string over an alphabet of four symbols, corresponding to the four possible nucleic acid bases. In practice the alphabet may need to be somewhat larger, because of the sporadic appearance of certain other bases in the RNA sequence. This string or sequence information is known as the primary structure of the RNA. The primary structure of an RNA molecule can be determined by gene sequencing experiments. Throughout this section we denote an RNA molecule by the string y = y 1 y 2 , ..., y n and we refer to its i-th base y i .
In an actual RNA molecule, hydrogen bonding will cause further linkages to form between pairs of bases. Adenine typically pairs with uracil, and cytosine with guanine. Other pairings, in particular between guanine and uracil, may form, but they are much more rare. Each base in the RNA sequence will pair with at most one other base. Paired bases may come from positions of the RNA molecule that are far apart in the primary structure. The set of linkages between bases for a given RNA molecule is known as its secondary structure.
The tertiary structure of an RNA molecule consists of the relative physical locations in space of each of its constituent atoms, and thus also the overall shape of the molecule. The tertiary structure is determined by energetic (static) considerations involving the bonds between atoms and the angles between bonds, as well as kinematic (dynamic) considerations involving the thermal motion of atoms. Thus the tertiary structure may change over time; however for a given RNA molecule there will typically be a single structure that closely approximates the tertiary structure throughout its changes.
The tertiary structure determines how the molecule will react with other molecules in its environment, and how in turn other molecules will react with it. Thus the tertiary structure controls enzymatic activity of RNA molecules as well as the splicing operations that take place between the time RNA is copied from the parent DNA molecule and the time that it is used as a blueprint for the construction of proteins.
Because of the importance of tertiary structure, and its close relation to molecular function, molecular biologists would like to be able to determine the tertiary structure of a given RNA molecule. Tertiary structures can be determined experimentally, but this requires complex crystalization and X-ray crystallography experiments, which are much more difficult than simply determining the sequence information of an RNA molecule. Further, the only known computational techniques for determining tertiary structure from primary structure involve simulations of molecular dynamics, which require enormous amounts of computing power and therefore can only be applied to very short sequences [44] .
Because of the difficulty in computing tertiary structures, some biologists have resorted to the simpler computation of secondary structure, which also gives some information about the physical shape of the RNA molecule. Secondary structure computations also have their own applications: by comparing the secondary structures of two molecules with similar function one can determine how the function depends on the structure. In turn, a known or conjectured similarity in the secondary structures of two sequences can lead to more accurate computation of the structures themselves, of possible alignments between the sequences, and also of alignments between the structures of the sequences [49] .
Secondary Structure Assumptions and the Structure Tree
A perfectly accurate computation of RNA structure would have to include as well a computation of tertiary structure, because the secondary structure is determined by the tertiary structure. As we have said this seems to be a hard problem. Instead, a number of assumptions have been made about the nature of the structure. An energy is assigned to each possible configuration allowed by the assumptions, and the predicted secondary structure is the one having the minimum energy.
The possible base pairs in the structure are usually taken to be simply those allowed by the possible hydrogen bonds among the four RNA bases; that is, a base pair is a pair of positions (i, j) where the bases at the positions are adenine and uracil, cytosine and guanine, or possibly guanine and uracil. We write the bases in order by their positions in the RNA sequence; i.e. if (i, j) is a possible base pair, then i < j. Each pair has a binding energy determined by the bases making up the pair.
Define the loop of a base pair (i, j) to be the set of bases in the sequence between i and j. The primary assumption of RNA secondary structure computation is that no two loops cross. In other words, if (i, j) and (i , j ) are base pairs formed in the secondary structure, and some base k is contained in both loops, then either i and j are also contained in loop (i, j), or alternately i and j are both contained in loop (i , j ). This assumption is not entirely correct for all RNA [37] , but it works well for a great majority of the RNA molecules found in nature.
A base at position k is exposed in loop (i, j) if k is in the loop, and k is not in any loop (i , j ) with i and j also in loop (i, j). Because of the non-crossing assumption, each base can be exposed in at most one loop. We say that (i , j ) is a subloop of (i, j) if both i and j are exposed in (i, j); if either i or j is exposed then by the non-crossing assumption both must be.
Therefore the set of base pairs in a secondary structure, together with the subloop relation, forms a forest of trees. Each root of the tree is a loop that is not a subloop of any other loop, and each interior node of the tree is a loop that has some other subloop within it. We further define a hairpin to be a loop with no subloops, that is, a leaf in the loop forest, and we define a single loop or interior loop to be a loop with exactly one subloop. Any other loop is called a multiple loop. A base pair (i, j) such that the two adjacent bases (i + 1, j − 1) are also paired is called a stacked pair. A single loop such that one base of the subloop is adjacent to a base of the outer loop is called a bulge.
As we have said, each base pair in an RNA secondary structure has a binding energy which is a function of the bases in the pair. We also include in the total energy of the secondary structure a loop cost, which is usually assumed to be a function of the length of the loop. This length is simply the number of exposed bases in the loop. The loop cost may also depend on the type of the loop; in particular it may differ for hairpins, stacked pairs, bulges, single loops, and multiple loops. The loop costs in use today for hairpins, bulges and single loops are logarithms [70] . Therefore they are convex functions according to the definition given in the previous section. Moreover, they are simple convex functions.
With these definitions one can easily compute the total energy of a structure, as the sum of the base pair binding energies and loop costs. The optimal RNA secondary structure is then that structure minimizing the total energy.
Computation of Secondary Structure
With the definitions above, the optimum secondary structure can be computed by a three-dimensional dynamic program with matrix entries for each triple (i, j, k) , where i and j are positions in the RNA sequence (not necessarily forming a base pair) and k is the number of exposed bases in a possible loop containing i and j. This computation takes time O(n 4 ). The algorithm was recently discovered by Waterman and Smith [65] and it is the first polynomial time algorithm obtained for this problem. Clearly, this time bound is so large that the computation of RNA structure using this algorithm is feasible only for very short sequences. Furthermore, the space bound of O(n 3 ) also makes this algorithm impractical. Therefore, one needs further assumptions about the possible structures, or about the energy functions determining the optimum structure, in order to perform secondary structure computation more efficiently. A particularly simple assumption is that the energy cost of a loop is zero or a constant, so that one need only consider the energy contribution of the base pairs in the structure. Nussinov et al. [42] showed how to compute a structure maximizing the total number of base pairs, in time O(n 3 ); this algorithm was later extended to allow arbitrary binding energies for base pairs, while keeping the same time bound [43] . A less restrictive assumption, although not realistic, is that the cost of a multiple loop is a linear function of its length, rather than being a convex function of the base pairs in the loop and the length of the loop. Kruskal et al. [50] used such an assumption to derive a set of dynamic programming equations that yield the minimum energy RNA secondary structure in time O(n 3 ).
The O(n 3 ) time bound is mainly due to the computation of internal loops and the computation of multiple loops. Indeed, each such computation takes O(n) for each entry (i, j) of the dynamic programming matrix. We point out that the algorithm by Kruskal et al. is a variation of an earlier algorithm obtained by Zuker and Stiegler [71] . Instead of restricting the possible loop cost functions, one could restrict the possible types of loops. In particular, an important special case of RNA secondary structure computation is the computation of the best structure with no multiple loops. Such structures can be useful for the same applications as the more general RNA structure computation. Single loop RNA structures could be used to construct a small number of pieces of a structure which could then be combined to find a structure having multiple loops; in this case one sacrifices optimality of the resulting multiple loop structure for efficiency of the structure computation.
The single loop secondary structure computation can again be expressed as a dynamic programming recurrence relation [50, 63] . Again this relation seems to require time O(n 4 ), but the space requirement is reduced from O(n 3 ) to O(n 2 ). In fact the time for solving the recurrence can also be reduced, to O(n 3 ), as was shown by Waterman and Smith [65] . In this paper, the authors also conjectured that the given algorithm runs in O(n 2 ) time for convex (and concave)
functions. Eppstein et al. [10] have shown how to compute single loop RNA secondary structure, for convex or concave energy costs, in time O(n 2 log 2 n). For many simple cost functions, such as logarithms and square roots, they show how to improve this time bound to O(n 2 log n log log n).
The algorithm obtained by [10] is based on a new and fast method for the computation of internal loops for convex or concave energy costs. These results have recently been improved by Aggarwal and Park [2] , who gave an O(n 2 log n) algorithm, and further by Larmore and Schieber [33] , who gave an O(n 2 ) algorithm for the concave case and an O(n 2 α(n)) algorithm for the convex case;
however all these algorithms use matrix searching techniques, which lead to a high constant factor in the time bound. We remark that the algorithms in [2, 10, 33] can also be used as a subroutine in the algorithm devised by Kruskal et al. [50] . Namely, one can compute the interior loops by using the algorithm given in [10] or [2] or [33] rather than the naive algorithm given in [50] for the same problem. Although such a modification does not yield any asymptotic speed up in the algorithm by Kruskal et al., it achieves a practical speed up since it reduces the computation time for internal loops. Similar considerations apply to the algorithm devised by Zuker and Stiegler.
Eppstein [9] has extended Aggarwal and Park's algorithm for single loop RNA structure to handle the case that the energy cost of a loop is not a convex or a concave function of the length, but can be split into a small number s of convex and concave pieces. His algorithm takes time O(n 2 s log nα(n/s)), or O(n 2 s log n log(n/s)) if matrix searching techniques are avoided. When s is small, these times will be much better than the O(n 3 ) time known for general functions [65] .
Sparseness in Secondary Structure
The recurrence relations that have been defined for the computation of RNA structure are all indexed by pairs of positions in the RNA sequence (and possibly also by numbers of exposed bases). For many of these recurrences, the entries in the associated dynamic programming matrix include a term for the binding energy of the corresponding base pair. If the given pair of positions do not form a base pair, this term is undefined, and the value of the cell in the matrix must be taken to be +∞ so that the minimum energies computed for the other cells of the matrix do not depend on that value, and so that in turn no computed secondary structure includes a forbidden base pair. Further, for the energy functions that are typically used, the energy cost of a loop will be more than the energy benefit of a base pair, so base pairs will not have sufficiently negative energy to form unless they are stacked without gaps at a height of three or more. Thus we could ignore base pairs that can not be so stacked, or equivalently assume that their binding energy is again +∞, without changing the optimum secondary structure. This observation is similar to that of sparse sequence alignment, in which we only include pairs of matching symbols when they are part of a longer substring match.
The effect of such constraints on the computation of the secondary structure for RNA is twofold. First, they contribute to make the output of the algorithms using them more realistic from the biological point of view. This point is discussed in [70] . Second, they combine to greatly reduce the number of possible pairs, which we denote by M , that must be considered to a value much less than the upper bound of n 2 . For instance, if we required base pairs to form even higher stacks, M would be further reduced. The computation and minimization in this case is taken only over positions (i, j) which can combine to form a base pair. The algorithms listed earlier account for the constraints just mentioned by giving a value of +∞ at positions (i, j) that cannot form a base pair. Then this value can never supply the minimum energy in future computations, so (i, j) will never be used as a base pair in the computed RNA structure. Nevertheless, the time complexities of those algorithms depend on the total number of possible pairs (i, j), including those that are disallowed from pairing. Fortunately, the algorithms can be modified to ignore altogether such pairs. The net effect of such a modification is to replace n 2 by M in the time bounds for the algorithms, where by M we denote the number of base pairs that are allowed to form. That is, the time bounds for the algorithms in [50, 71] and [65] (for the single loop structure) becomes O(M n) whereas the time bound of the algorithm in [65] (for the general case) becomes O(M n 2 ).
Besides the constraints given by the problem itself, algorithms actually used in practice (as the one by Zuker and Stiegler) also incorporate heuristics in order to reduce even further the computational effort. One particular heuristic for the computation of interior loops is reported in [70] . Again, such heuristics boil down to reducing the number of entries (i, j) one has to consider in order to compute the secondary structure.
Based on the preceding discussion, we model the computation of a dynamic programming matrix D yielding an RNA secondary structure as follows. We are given one or more recurrences stating how to compute D and we are also given a set S of M entries (i, j) on which we have to compute D. We assume that all entries not included in S do not matter for the final result. We notice that S may be obtained by imposing the physical constraints of the problem and/or by imposing heuristic consideration on the entries of D. We next show how to take advantage of the sparsity of D in the computation of single loop RNA structure. Waterman and Smith [63] obtained the following dynamic programming equation:
The function w corresponds to the energy cost of an internal loop between the two base pairs, and w corresponds to the cost of a bulge. Both w and w typically combine terms for the loop length and for the binding energy of bases i and j. Experimental results [70] show that both w and w are convex function, i.e. they satisfy equation 3. The function b(i, j) contains only the base pair binding energy term, and corresponds to the energy gain of a stacked pair. As we have said before, recurrence 12 must be computed on all entries (i, j) in a given set S. Clearly, V , H and E must be computed on the same set of points.
First note that the computation of V [i, j] within a fixed column j does not depend on that of other columns, except indirectly via the values of D [i, j] . We may perform this computation using the algorithm of Galil and Giancarlo [16] . If the number of points i in column j such that (i, j) ∈ S is denoted by p j , then the time for computing all values of V [i, j] for a fixed j will be O((p j + p j−1 ) log M ). The total time for these computations in all columns will then be O(M log M ). We could achieve even better bounds using the more complicated algorithms by Klawe and Kleitman [30] or Eppstein [9] but this would not affect our total time bounds.
The computation of H[i, j] is similar. Therefore the remaining difficulty is the computation of E [i, j] , as defined by 15. For this problem, each point in S may be considered as having a range of influence consisting of the region of the dynamic programming matrix E (and D) below and to the right of it. Thus, the range of each point is a quarter-plane with vertical and horizontal boundaries. For any given point (i, j), there is a point (i , j ) containing (i, j) in its range and such that (i , j ) provides the minimum in recurrence 15 for (i, j). Obviously, (i, j) can be contained in the range of influence of many points. Thus, when several points have intersecting ranges, we must compute which of them supply the minima in the intersection. The methods we use to perform this computation include matrix searching [1] together with binary search and divide and conquer. The reader is referred to [12] for a complete account of how such techniques yield an O(n + M log M log min(M, n 2 /M )) time algorithm for the computation of recurrence 12. When the cost function is simple, in addition to being convex, the binary search can be eliminated, and the time bound reduces to O(n + M log M log log min(M, n 2 /M )). Since the function w typically used for the free energy of an internal loop is a logarithm and thus a simple convex function, we can solve the RNA secondary structure problem in O(n + M log M log log min(M, n 2 /M )) time. We remark that, as in the case of the algorithm by [10] , our algorithm can be used to speed up the algorithms by Kruskal et al. [50] and Zuker and Stiegler [71] . For concave cost functions w and w , we can compute recurrence 12 in the same time bounds as for convex cost function by using the same algorithm. When the cost functions are linear, we have a different algorithm that computes recurrence 12 in time O(n + M log log min(M, n 2 /M )) [11] . The concave result is of some merit from the combinatorial point of view but gives no contribution to computational biology since concave cost functions are not meaningful for the computation of RN A secondary structure. The assumption of linearity is also not as realistic as that of convexity, but it has been used in practice because of the increased efficiency of the corresponding algorithms (see for instance [28] ). As can be seen from the bounds above, our new algorithms are again somewhat more efficient in the linear case than in the convex case. We mention that very recently Larmore and Schieber [33] showed how to reduce the O(n + M log M log min(M, n 2 /M )) bound to O(n + M log min(M, n 2 /M )) for the concave case and to O(n + M α(min(M, n)) log min(M, n 2 /M )) for the convex case.
CONCLUSIONS AND OPEN PROBLEMS
We have considered two problems which benefit from mathematical methods applied to molecular biology: sequence alignment and computation of single loop RNA secondary structure. The com-mon unifying framework for these two problems is that they both can be solved by computing a set of dynamic programming equations and that these equations need not be computed for all points in their domain of definition. Moreover, the cost functions that are typically used satisfy convexity or concavity constraints. We have shown that it is possible to obtain asymptotically fast algorithms for both problem. Our algorithms are robust in the sense that they do not depend on any heuristic knowledge used to make the domain of the dynamic programming equations sparse. The crucial idea behind the new algorithms is to consider the computation of the given dynamic programming equations as a geometric problem that consists of identifying and maintaining a map of regions in the dynamic programming matrix. The algorithmic techniques that we use are a sophisticated upgrade of basic computer science tools such as divide-and-conquer and efficient data structures for answering queries.
Our results represent a contribution to the general problem of finding efficient algorithms for computationally intensive tasks posed by molecular biology and many interesting and hard problems remain in this area. The reader can refer to a recent paper by C. DeLisi for a lucid presentation of the computational needs that future advances in molecular biology pose [8] . Here we limit ourselves to mentioning a few open problems that are tightly related to the topic of this paper. We also feel that the solution to those problems could possibly yield new algorithmic techniques interesting both for computer science and for the mathematics of molecular biology. Indeed, in our opinion, a closer interaction between computer scientists and molecular biologists is going to be beneficial to both fields.
• Can the O(nmα(n)) bound of the convex sequence alignment problem be improved? Can a practical algorithm achieve this goal? • Can the space for convex or concave sequence alignment be reduced, similarly to Hirschberg's reduction for linear sequence alignment? Galil and Rabani [17] have shown that the current algorithms require space O(nm), even using Hirschberg's technique, and so new methods would be needed.
• Can the bounds for our fragment alignment algorithms be reduced? In particular can we achieve the optimal time bounds of O(M +n) for linear and/or convex (concave) cost functions? • Can the times for the other RNA secondary structure computations be reduced? Can convexity or concavity of loop energy cost functions be used to speed up the computation of multiple-loop RNA secondary structure? • Can the space of our algorithms, and the other algorithms for single loop RNA structure, be reduced below the current O(n 2 ) bound? Can the space for efficient computation of multiple loop RNA structure with general (or convex or concave) cost functions be reduced below O(n 3 )?
• Is dynamic programming strictly necessary to solve sequence alignment problems? Notice that algorithms based on dynamic programming will take at least O(mn) time in aligning two sequences of length m and n.
