In this work, we introduce a convolutional neural network model, ConvE, for the task of link prediction. ConvE applies 2D convolution directly on embeddings, thus inducing spatial structure in embedding space. To scale to large knowledge graphs and prevent overfitting due to over-parametrization, previous work seeks to reduce parameters by performing simple transformations in embedding space. We take inspiration from computer vision, where convolution is able to learn multiple layers of non-linear features while reducing the number of parameters through weight sharing. Applied naively, convolutional models for link prediction are computationally costly. However, by predicting all links simultaneously we improve test time performance by more than 300x on FB15k. We report stateof-the-art results for numerous previously introduced link prediction benchmarks, including the well-established FB15k and WN18 datasets. Previous work noted that these two datasets contain many reversible triples, but the severity of this issue was not quantified. To investigate this, we design a simple model that uses a single rule which reverses relations and achieves state-of-the-art results. We introduce WN18RR, a subset of WN18 which was constructed the same way as the previously proposed FB15k-237, to alleviate this problem and report results for our own and previously proposed models for all datasets. Analysis of our convolutional model suggests that it is particularly good at modelling nodes with high indegree and nodes with high PageRank and that 2D convolution applied on embeddings seems to induce contrasting pixel-level structures.
Introduction
Knowledge graphs are databases of triples, where facts are represented in the form of relationships (edges) between entities (nodes). While knowledge graphs have important applications in search, analytics, recommendation, and data integration they suffer from incompleteness, that is, missing links in the graph. For example, in Freebase and DBpedia more than 66% of the person entries are missing a birthplace [6, 15] . Link prediction is the task to predict missing links in such a graph.
One focus of previous link prediction work lies in the number of model parameters. Knowledge graphs can be large and as such link predictors should scale in a manageable way with respect to both the number of parameters and computational costs to be applicable in real-world scenarios. It has also been shown that more complex models suffer from over-parameterisation and are thus prone to overfitting [22] . Due to these limitations, link prediction models are often composed of simple operations, like dot products and matrix multiplications, over an embedding space and use a limited number of parameters.
In computer vision, convolutional layers are used to overcome these problems by using parameter sharing to learn multiple layers of non-linear features which are increasingly abstract and as such more expressive than shallower models [14] .
Due to a range of regularisation techniques [9, 28, 30] , convolutional architectures have little or no problems with overfitting even for networks with a depth close to a hundreds layers [29, 8] . Convolutional layers are highly parameter efficient, for example convolutional architectures have about 90% of their parameters in the fully connected hidden layers which compose features, while having only 10% of the parameters in convolutional layers which extract features [14] . As such, convolutional layers constitute highly parameter efficient feature extractors which can model rich non-linear interactions and generalise effectively.
In this work we propose a neural link predictor, ConvE, that uses 2D convolution over embeddings to predict new links in knowledge graphs. While the bulk of our model's parameters is still in the relation and entity embeddings like in other link predictors, by using convolution as a weight sharing mechanism, we only use an additional 72 parameters to extract an extra layer of non-linear features which are then projected back to embedding space for scoring. We thus have a highly parameter efficient, scalable architecture, which generalises well and uses few additional parameters compared to other commonly used link prediction models. We make the following contributions:
• We introduce ConvE, a simple model that uses 2D convolutions over embeddings and achieves state-of-the-art performance on the WN18, FB15k, YAGO3-10 and Countries datasets.
• Using a 1-N approach for link prediction, where we predict scores for all possible links simultaneously, we speed up evaluation by several orders of magnitude. While useful for our model to get more predictions from each expensive convolution operation, this approach can also help speed up other link prediction models.
• Previous work by Toutanova and Chen [31] noted that FB15k and WN18 contain many redundant, reversible relations, but they did not investigate the severity of this problem. We demonstrate the severity by designing a simple model which is based on a reversal rule that achieves state-of-the-art results on WN18 and FB15k, suggesting that successful models might learn this rule rather than to model the knowledge graph itself. We propose a new version of WN18, which follows the construction procedure of FB15k-237 to alleviate this problem.
• We show that the performance of our model compared to a shallow model, DistMult, increases when the network and test set involves nodes with high indegree or high PageRank.
In particular, we show that the performance of our model increases relative to DistMult with increasing mean PageRank of nodes in the test set (r = 0.83). This suggests that our model is better at modelling nodes with high indegree.
Related Work
Several neural link prediction models have been proposed in the literature, such as the Translating Embeddings model (TransE) [1] , the Bilinear Diagonal model (DistMult) [34] and its extension in the complex space (ComplEx) [33] -we refer to Nickel et al. [22] for a recent survey on such models. The neural link prediction model that is most closely related to this work is most likely the Holographic Embeddings model (HolE) [23] , which uses cross-correlation -the inverse of circular convolution -for matching entity embeddings; it is inspired by holographic models of associative memory. However, HolE does not learn multiple layers of non-linear features and is thus theoretically less expressive than our model.
To the best of our knowledge, our model is the first model to use 2D convolutional layers when defining neural link prediction models for link prediction. Graph Convolutional Networks (GCNs) [7, 5, 13] are a related line of research, where the convolution operator is generalised to use locality information in graphs. However, the GCN framework is limited to undirected graphs while knowledge graphs are naturally directed, and suffers from potentially prohibitive memory requirements [13] . Relational GCNs (R-GCNs) [26] are a generalisation of GCNs developed for dealing with highly multi-relational data such as knowledge graphs -we include them in our experimental evaluations. 
Several CNN-based models have been proposed in natural language processing (NLP) for solving a variety of tasks, including semantic parsing [35] , sentence classification [11] , search query retrieval [27] , sentence modelling [10] , as well as traditional NLP tasks [4] . However, most work in NLP uses 1D-convolutions, that is convolutions which operate over a temporal sequence of embeddings, for example a sequence of words in embedding space. In this work, we use 2D-convolutions which operate on a spatial level directly on embeddings. As we show later in section 7.2, this induces pixel-level spatial structure in our embeddings.
Using 2D convolutions has one major advantage for interactions between embeddings: Consider for example the case where we concatenate two rows of 1D embeddings -that is lining them up -a 1D convolution will be able to extract features of the interaction between these two embeddings at the concatenation point; if we concatenate two rows of 2D embeddings -that is stacking them -a 2D convolution will be able to extract features of interactions over the entire concatenation line. Thus 2D convolution is able to extract more features of interactions between two embeddings compared to 1D convolution. The link prediction problem can be formalised as a pointwise learning to rank problem, where the objective is learning a scoring function ψ : E × R × E → R. Given an input triple x = (s, r, o), its score ψ(x) ∈ R is proportional to the likelihood that the fact encoded by x is true.
Background
In our case, the score of a relationships is defined as a deep convolutional network [16] .
Neural Link Predictors
Neural link prediction models [22] can be seen as multi-layer neural networks composed by an In Table 1 we summarise the scoring function of some link prediction models from the literature.
The vectors e s and e o denote the subject and object embedding, where e s , e o ∈ C k in ComplEx and e s , e o ∈ R k in all other models, and x, y, z i x i y i z i denotes the tri-linear dot product; * denotes the convolution operator; f denotes a non-linear function.
Convolutional 2D Embeddings of Knowledge Graphs
In this work we propose a neural link prediction model where the interactions between input entities and relationships is modelled by fully-connected and convolutional layers. Our model's main feature is convolution over 2D shaped embeddings. The architecture is summarised in Figure 1 . Formally, Figure 1 : In the ConvE model the entity and relation embeddings are first reshaped and concatenated (steps 1, 2) and the resulting matrix is used as an input to a convolutional layer (step 3) the resulting feature map tensor is vectorised and projected in a k-dimensional space (step 4) and matched with all candidate object embeddings (step 5). 
where f denotes a non-linear function, and e s and e o denote a 2D reshaping of e s and e o , respectively:
In the feed-forward pass, the model performs a row-vector look-up operation in two embedding matrices, one for entities, denoted E |E|×k and one for relations, denoted R |R|×k , where k and k are respectively the entity and relation embedding dimensions, and |E| and |R| denote the number of entities and relations. The model then concatenates e s and e o , and uses it as an input for a 2D convolutional layer with filters ω. Such a layer returns a feature map tensor T ∈ R c×m×n , where c is the number of 2D filters, and m and n are the dimensions of the extracted feature maps. The tensor T is then reshaped in a vec(T ) ∈ R cmn vector, which is then projected in a k-dimensional space by a linear transformation parametrised by the matrix W ∈ R cmn×k and matched with the object embedding e o via a dot product. The convolutional filters and the matrix W are shared parameters, independent of the input entities s and o and the relationship r.
For training the model parameters, we apply a logistic sigmoid to the logits of the scores of (s, r, o), and minimise the following binary cross-entropy loss:
where p is the prediction and t the label.
We use rectified linear units as the non-linearity f for faster training [14] , and batch normalisation after each layer to stabilise, regularise and increase rate of training convergence [9] . We regularise our model by using dropout [28] in several stages: We dropout the embeddings, feature maps after the convolution operation and hidden units after the fully connected layer. We use Adam as optimiser [12] , and label smoothing to lessen overfitting due to saturation of output non-linearities at the labels [30] .
Fast Evaluation for Link Prediction Tasks
Unlike other link prediction models which take an entity pair and a relation as a triple (s, r, o), and score it (1-1 approach), we take one (s, r) pair and score it against all entities o ∈ E simultaneously (1-N approach). In our architecture convolution consumes about 75-90% of the total computation time of the model and thus it is important to minimise the number of convolution operations. If we take a naive 1-1 approach, then a training pass and an evaluation with a convolution model on FB15k -one of the dataset used in the experiments -takes 2.4 minutes and 3.34 hours, respectively, using a high-end GPU with a batch size of 128 and embedding size 128. Using a 1-N approach the respective numbers are 45 and 35 seconds -a considerable improvement of over 300x in terms of evaluation time. Usually, in a 1-1 approach, the batch size is increased to speed up evaluation [2] , but this is not feasible for convolutional models since the GPU memory requirements quickly blows up for large batch sizes when one uses convolution. Thus the 1-N evaluation is of practical importance, since our model would be computationally expensive to evaluate otherwise.
Do note that any 1-1 model can make use of 1-N evaluation. Thus this practical trick in speeding up the evaluation is applicable for all standard link prediction models which usually operate using a 1-1 approach.
Experiments

Knowledge Graph Datasets
For evaluating our proposed model, we use a selection of common knowledge graphs from the literature Countries is a benchmark dataset that is useful to evaluate a model's ability to learn long-range dependencies between entities and relations. It consists of three sub-tasks which increase in difficulty in a step-wise fashion. It consists of three types of entities: countries (e.g. Germany, Italy), subregions (e.g. Western Europe, South America) and regions (e.g. Europe, Americas); and two relations: NeighborOf(country, country) and LocatedIn(country, sub-region / region). The task is to predict the region of a given country. It is evaluated in terms of area-under-the-curve for precision/recall (AUC-PR). The task has three levels of difficulty, S1, S2, S3, where each step increases the path-length or indirection which one needs to traverse the dataset graph in order to find a solution. In S1 all regions of test-case countries are removed from the training set (solution: Country → sub-region → region); in S2 one also removes the sub-regions (solution: Country → neighbour → region); in S3 one also removes the region of all the neighbors (solution: Country → neighbour → sub-region → region).
We also introduce a new dataset, WN18RR, 2 which is an alteration of WN18 which aims to address the shortcoming of WN18: It was first noted by Toutanova and Chen [31] that the test sets of WN18 and FB15k contain mostly reversed triples that are present in the training set, for example the test set contains (s, hyponym, o) while the training set contains the reverse (o, hypernym, s). Toutanova and Chen [31] introduced FB15k-237, a subset of FB15k where reversing relations are removed, to create a dataset without this property. However, they did not explicitly demonstrate the severity of this problem, which might explain the fact that further research kept using these datasets for evaluation without addressing this issue.
In Section 5.2 we introduce a simple reversal rule which demonstrates the severity of this bias by achieving state-of-the-art results on both WN18 and FB15k. One might argue, that a good relational model should learn how to reverse relations in addition to more complex aspects of the dataset, but if this is our evaluation goal we should design more controlled datasets and experiments where it is clear what a relational model learns. By creating WN18RR, we seek to reclaim WN18 as a dataset which tests a models ability to model a general knowledge graph which cannot easily be completed using a single rule. As such, we do not recommend the usage of FB15k and WN18 in further research. Instead, we recommend the usage of FB15k-237, WN18RR, and YAGO3-10 that do not suffer from these issues.
Experimental Setup
We selected the hyperparameters of our Besides the grid search, we also tried modifications of the 2D convolution layer in our models: We tried replacing it with fully connected layers, and 1D convolution, but these performed consistently worse and we abandoned them. We also experimented with different filter sizes and found that we only receive good results if the first convolutional layer uses small filters, that is 3x3 filters. We found that the following combination of parameters works well on WN18, YAGO3-10 and FB15k: embedding dropout 0.2, feature map dropout 0.2, projection layer dropout 0.3, embedding size 200, batch size 128, learning rate 0.001, label smoothing 0.1. For the Countries dataset, we increase embedding dropout to 0.3, hidden dropout to 0.5 and set label smoothing to 0.
We use early stopping using the mean reciprocal rank (WN18, FB15k, YAGO3-10) and AUC-PR (Countries) statistics on the validation set which we evaluate every three epochs. Unlike the other datasets, for Countries the results have a high variance, as such we average 10 runs and produce 95% confidence intervals.
Baseline -Reversal model: WN18 and FB15k has been noted to contain many reversible relations [31] , for instance, a test triple (feline, hyponym, cat) can easily be mapped to a training triple (cat, hypernym, feline): knowing that hyponym is the inverse of hypernym allows you to easily predict the vast majority of test triples.
For such a reason, to test the redundancy of the datasets, we also investigated a simple rule-based baseline model, which we will refer to as the reverse model. This model looks for relationships which are the reverse of each other, such as hypernym and hyponym. We extract these relationships automatically from the training set: given two relation pairs r 1 , r 2 ∈ R, we check whether (s, r 1 , o) implies (o, r 2 , s), and vice-versa. If the presence of (s, r 1 , o) co-occurs with the presence of (o, r 2 , s) at least 99% of the time, we say that r 1 implies r 2 (r 1 =⇒ r − 2 ) and we use this reversal rule for predicting test triples. We use the training set to check for reversal rules. At test time we check if the test triple has reversal matches outside the test set, if k matches are found we sample a permutation of the top k ranks for these matches; if no match is found we select a random rank for the test triple.
Results
Similarly to [34, 33, 24] , we here focus on reporting results in a filtered setting, that is we rank triples only against scores for all possible entity combinations of unknown triples and we do not rank against combinations of existing, known triples. Our results on the standard benchmarks FB15k and WN18 are shown in Table 2 , results on the datasets with reversing relations removed are shown in Table 3 ; results on YAGO3-10 and Countries are shown in Table 4 .
Strikingly, the reverse model baseline achieves state-of-the-art on many different metrics on both, FB15k and WN18 datasets. However, it fails to pick up on reversible relations on YAGO3-10 and FB15k-237. On WN18 our reverse model achieves a good score due to self-reversing relationships like "similar to" which still exist in the dataset after using the procedure which is also used for the FB15k-237 dataset.
Our proposed model, ConvE, achieves state-of-the-art performance for all metrics on YAGO3-10, for some metrics on FB15k, and it does well on WN18. On Countries, it solves the S1 and S2 tasks, and does well on S3, scoring better than other models like DistMult and ComplEx [32] , where the models in general have better performance than what we can achieve. Compared to Schlichtkrull et al. [26] our results for standard models are a bit better then theirs and on-a-par with their R-GCN model.
Analysis
Looking at Indegree and PageRank
Our main hypothesis for the good performance of our model on datasets like YAGO3-10 and FB15k-237 compared to WN18RR is that these dataset contain nodes with very high relation-specific indegree. For example the node "United States" (entity embedding) with edges "was born in" (relation embedding) has an indegree of over 10,000. Many of these 10,000 nodes will be very different from each other (actors, writers, politicians, business people) and our main hypothesis is that models that learn multiple layers of non-linear features like ours have an advantage over shallow models to capture all these constraints for such high indegree nodes.
However, for simpler datasets, like WN18 which mainly consists of hypernym/hyponym relations which often have an indegree of one (there is often only one generalisation for a given concept), we have nodes with small relation-specific indegree and thus a linear model might be sufficient, easier to optimise, and thus be able to find a better local minimum.
In this section we compare DistMult, a model that uses a simple tri-linear dot product, and our model, ConvE, that learn multiple layers of non-linear features to analyse the effect these high indegree nodes on performance.
We test our hypothesis in two ways. We remove triples which contain nodes which have a relationspecific indegree of greater than two for FB15k; and we remove triples which contain nodes which have a relation-specific indegree less than two for WN18. On these datasets we hypothesise that compared to DistMult, (1) our model will perform worse on FB15k (relatively more nodes with low indegree), and (2) our model will perform better on WN18 (relatively more nodes with high indegree). Indeed, we find that both hypotheses hold: For (1) To verify this hypothesis further we look at PageRank, which is a measure of centrality of a node. PageRank can also be seen as a measure of the recursive indegree of a node, that is, the PageRank value of a node is proportional to the indegree of this node, its neighbours indegree, its neighboursneighbours indegree and so forth scaled relative to all other nodes in the network.
In line with our argument above, we expect that nodes with high PageRank are more difficult to model, since one entity embedding needs to capture numerous constraints with other entity embeddings, and additionally, many of its neighbours, which by definition of high PageRank have often high indegree, will need to capture numerous additional constrains and so forth.
To test this hypothesis, we calculate the PageRank for each dataset as a measure of centrality. We find that the most central nodes in WN18 have a PageRank value more than one order of magnitude smaller than the most central nodes in YAGO3-10 and Countries, and about 4 times smaller than the most central nodes in FB15k; see Figure 3 in the Appendix for more statistics. When we look at the mean PageRank of nodes contained in the test sets, we find that the difference of performance in terms of Hits@10 between DistMult and ConvE is roughly proportional to the mean test set PageRank, that is, the higher the mean PageRank of the test set nodes the better does ConvE compared to DistMult and vice-versa. See Table 5 for these statistics. The correlation between mean test set PageRank and relative error reduction of ConvE compared to DistMult is strong with r = 0.83. This gives additional evidence that our model has an advantage at modelling nodes with high (recursive) indegree.
To verify if this behaviour is caused by learning multiple layers of of non-linear features, we remove the convolutional layer from our model and replace it with either two fully connected layers or with a 1D convolutional layer while keeping the rest of the architecture consistent. We then train all three models on FB15k and compare the scores. If multiple layers of non-linear features would be the decisive factor we would expect similar score for all three models. We find that the fully connect architecture performs much worse then 1D or 2D convolution, with Hits@10 0.466 (MLP) vs 0.821 (1D) vs 0.873 (2D), respectively.
Experimentally, this shows that the multiple layers of non-linear features are not the decisive factors, but rather the ability of a layer to extract useful features. This is similar to the performance of multi-layer perceptrons compared to convolutional networks in computer vision -both models learn non-linear features, but convolutional layers can extract more relevant features which lead to better generalisation. The differences between 1D and 2D convolution suggests that features learned from the interaction of two embeddings (2D) are more powerful than just modelling the embeddings with convolution (1D).
In conclusion, we believe that the increased performance of our model compared to a standard link predictor, DistMult, can be partially be explained due to our model's ability to model nodes with high indegree with greater precision. We show that this behaviour might be due to the ability of 2D convolutional layers to learn features of interactions between entities and relation embeddings. This begs the question what kind of spatial structure 2D convolution is inducing in the embedding space.
Spatial Structure of 2D Embeddings
Here we test if the 2D embeddings contain spatial structure. We use Moran's I test which tests the null hypothesis that the global spatial autocorrelation is zero, or in other words, that the random variable does not have any global spatial structure [20] . We use the PySal package [25] to carry out the test.
We normalise each "image" to have mean zero and variance and apply the Moran's I test to up to 100 samples of entity and relation embeddings. We count the proportion of significant tests to get evidence if these embeddings have some structure in general. We find that Moran I tests on entity embeddings are significant near chance level, with less than 10% of tests being significant at the p = 0.05 level. For relation embeddings we find weak evidence for spatial structure for YAGO3-10 where 44% of relations are significant. For visualisations of these significant relations see Figure 4 in the Appendix. These results suggest that 2D entity embeddings generally do not have global spatial structure and that only some of the relation embedding have global spatial structure.
However, visualisation of YAGO3-10 and WN18 convolution filters, as seen in Figure 2 suggest that these filters match contrasting "pixel" values, that is, the filters match patterns where one pixel or a group of pixels stands out relative to its neighbourhood. These pixel-feature filters give some hints why Moran's I test failed to pick up spatial patterns, since a spatial pattern in embeddings must be larger than a few contrasting pixels to be significantly different from noise. If the 2D convolutions would not pick up on any spatial features, we would expect that they lead to poor model performance so this means that these filters must work on pixel-level structures. This also explains why convolutions larger than 3x3 do not work well in the first convolutional layer since larger filters sum pixel-level features together with their surroundings thus diluting information in pixel-level structures.
Conclusion and Future Work
Here we introduced ConvE, a link prediction model that uses 2D convolution over embeddings and multiple layers of non-linear features to model knowledge graphs. This model uses few parameters and is computationally efficient due to a 1-N approach of link prediction and thus scales well with increasing knowledge graph sizes. Our model achieves state-of-the-art results on several existing knowledge graph datasets. However, building on previous work, we also show that a simple reverse model for relations can achieve state-of-the-art results on WN18 and FB15k thus questioning if models on this dataset actually learn general link prediction rather than learning this reversal rule. We introduce WN18RR to address this issue for WN18 and we recommend using FB15k-237 over FB15k for future research.
In our analysis we show that the performance of our model compared to a common link predictor, DistMult, can partially be explained by its ability to model nodes with high (recursive) indegree. Tests for spatial autocorrelation reveal that the entity and relation embeddings in general do not have any significant spatial structure, but that 2D convolutions on embeddings instead learn structures of contrasting pixels.
Our model is still shallow compared to convolutional architecture found in computer vision and future work might deal with convolutional models of increasing depth. Further work might also look at the interpretation of 2D convolution or how to enforce large-scale structure in embedding space and thus make convolutional filters learn feature extractors for large scale structures in embedding interactions. 
Appendix
