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Abstract. 
The persistent photoconductivity (PPC) effect in the diluted magnetic 
semiconductor Cd1-xMnxTe:In has been studied in detail. Electrical transport 
measurements have been made on a large number of samples to build up an 
understanding of the phototransport properties of this material. In particular, the 
compositional dependence of the photo transport parameters has been measured up to x ~ 
0.2. 
Several samples exhibit an elevated temperature PPC effect which has been 
interpreted in terms of the formation of multiple DX centres. These samples can have a 
quenching temperature of up to 190 K, suggesting that Cd 1_xMnxTe:In could be an 
interesting material in terms of applications of room temperature persistent 
photoconductors. 
The low field magnetoresistance has been measured and analysed quantitatively in 
order to attempt to identify the origin of the magnetoresistive effects in insulating and 
metallic samples. The positive magnetoresistance has been found to be linked with the 
magnetization of the sample. An anomalous negative magnetoresistance has been 
observed under certain experimental conditions. This negative magnetoresistance has 
been interpreted in terms of the formation of bound magnetic polarons and their 
contribution to spin-disorder scattering. 
The main body of this thesis is concerned with the study of the Metal-Insulator 
Transition (MJT). The PPC effect allows us to study the MJT in a continuous fashion by 
fine tuning the carrier density by illumination. In this way we have made the first zero 
magnetic field study of the MJT in a magnetic semiconductor. The critical behaviour has 
been found to be consistent with the scaling theory of electron localization, which 
predicts a critical form cr = cr0(n/nc - 1) v_ The critical conductivity exponent, v was 
determined to be close to one, while the critical carrier density, ne, was found to be - 2 x 
1017 cm·3, for x = 0.08. 
The temperature dependence of the conductivity has been quantitatively analysed 
m both the metallic and insulating phases. On the insulating side of the transition, 
variable range hopping (VRH) conduction has been observed at low temperatures (down 
to 300 mK). The temperature dependence is consistent with VRH conduction with 
electron-electron interaction effects taken into account. In the metallic phase the 
temperature dependence of the conductivity (up to - 1 K) is consistent with a model 
where the zero temperature value of the conductivity is corrected by electron-electron 
interaction effects, and the effects of weak localization. The magnitudes of these 
corrections are found to be in reasonable agreement with theoretical predictions. 
The electrical transport has also been studied in the weakly localized regime in 
Cd1.xMnxTe:In and Cd1.xMnxTe:In, Al. A rapid decrease in the conductivity occurs at low 
temperatures ( < 1.5 K). This is interpreted in terms of the effect of the s-d exchange 
interaction, which leads to the formation of bound magnetic polarons. It is suggested that 
this drop in conductivity can only be observed in the paramagnetic phase, and that spin-
glass ordering has a significant effect on the temperature dependence of the conductivity 
at low temperatures. 
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1. Introduction. 
For many years semiconducting materials have been the subject of intense 
research activity due to the existence of new and interesting physics, but most importantly 
because of the plethora of everyday applications of semiconductor devices. This research 
has provided us with a very detailed understanding of the physics of semiconductors, 
along with an extremely well developed technology for fabricating and processing high 
quality semi conducting material. This work is concerned with a family of semiconductors 
known as Diluted Magnetic Semiconductors or DMS, which were originally fabricated to 
allow the study of dilute magnetism in a material whose properties, such as electronic 
structure, are very well understood [ 1]. As we shall see, these semiconductors display a 
number of properties which make them interesting due to the new physics involved, as 
well as in terms of the potential applications [2]. 
This chapter is intended to give a brief and general introduction to the contents of 
this thesis. Section 1.1 outlines the motivation for the work, summarises the areas in 
which the work has been done and discusses some of the potential applications of the 
phenomena studied. Section 1.2 is concerned with the layout of the chapters. A brief 
description of the contents of each chapter is given, along with its relevance. 
1.1. Introduction, Motivation and Applications. 
This thesis is concerned with the study of an effect known as Persistent 
Photoconductivity (PPC) in the Diluted Magnetic Semiconductor Cd1-xMnxTe:In [3]. As 
well as studying the PPC to gain insights into the underlying physics behind this 
phenomenon, we also wish to use the PPC to learn about the transport mechanisms in this 
compound, which is a member of a very interesting family of magnetic materials. The 
phototransport properties of this material have been investigated in a systematic fashion 
in order to obtain a clear picture ofthe physics involved. Although the physics of the DX 
centre (the defect centre responsible for the PPC) has been studied rather intensively in 
this (and other) material, there remain many open problems about the fundamental nature 
ofthe DX centre [4]. 
Our main use of the PPC effect however, is to study the Metal-Insulator 
Transition (MIT) by continuously varying the persistent photocarrier concentration. The 
MITis a long standing problem in condensed matter physics which continues to be the 
focus of a great deal of experimental and theoretical activity. Recent advances have been 
made with the theory of the behaviour of disordered electronic systems in the critical 
region near the MIT, and in the weakly localized regime (WLR) [5]. It is this theory 
which we intend to test by making an in-depth study of the MIT in this magnetic system. 
Central problems include the determination of the critical exponent in zero magnetic 
field, understanding the temperature dependence of the conductivity in the metallic phase 
and observing the effect of a magnetic field on the critical behaviour. These encompass 
some of the most poorly understood aspects of the MIT. In particular, it is far from clear 
which universality class a magnetic material such as this will be in, and whether the 
application of a strong magnetic field will be of any relevance. PPC provides control over 
the carrier concentration, allowing us to continuously 'fme tune' the transition by 
illumination at low temperatures [ 6]. This provides the opportunity to investigate the 
critical region in great detail, giving us a large advantage over the vast majority of other 
experiments on the MIT, where no such fine tuning is possible. 
The PPC effect also has a number of potential applications which are discussed 
at a later stage. This includes the possibility of optical switching, enabling one to write 
erasable metallic patterns on a non-conductive background [7]. These possihilities are 
particularly exciting given that some of this thesis is concerned with measurements on 
samples which display PPC up to temperatures around 200 K. This leads us to the 
prospect of a room temperature DX centre persistent photoconductor, with a huge 
application potential. 
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1.2. Layout of Chapters. 
The purpose of this section is to outline the way in which this thesis is organised 
and to briefly describe the content of each chapter. 
Chapter 2 introduces some aspects of the physics of semiconductors and 
magnetism, which are relevant to the rest of the thesis. This is followed by an 
introduction to DMS. Special attention is paid to the transport properties ofDMS such as 
CdMnTe, as this is the focus of the rest of the work. The important role played by the 
formation of Bound Magnetic Polarons (BMPs) is emphasised. 
In chapter 3, an introduction to the NIIT is given, with emphasis on the phase 
transition in doped semiconductors. This chapter includes sections on weak localization, 
and the nature of the hopping conduction as the NIIT is approached from the insulating 
phase. 
Chapter 4 presents quite a detailed review of PPC, including the origin of the 
effect and the phototransport properties of CdMnTe:In. The physics of the DX centre and 
multiple DX centre formation is discussed in some detail. 
Chapter 5 details the experimental arrangements used during the project, as well 
as giving some information on the sample preparation techniques. The design and 
construction of the equipment used to perform the transport measurements is described, 
along with the details of the compositional analysis by Energy Dispersive Analysis ofX-
Rays (EDAX). The operation of the He3 system used for the low temperature conductivity 
measurements is explained. The physical principles underpinning the various 
measurements (e.g. Hall effect, resistivity etc) are discussed in detail. 
Chapter 6 presents the results of the electrical characterization measurements on 
two separate sets of samples. The EDAX data on these samples is also presented. 
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Resistivity, Hall effect, magnetoresistance and mobility are discussed in detail along with 
values of activation energies, carrier concentrations etc. The dependence of these 
phototransport parameters on the Mn fraction, x is studied. The high temperature PPC 
effect and the physics of multiple DX centre formation is discussed in the second half of 
the chapter. A section on an apparently anomalous form of magnetoresistance at high 
temperatures is included here. This work is connected with the discussions of BMP 
formation which are present throughout this thesis. 
Chapter 7 presents the main body of experimental data on the MIT in CdMnTe. 
Results are shown for several samples close to the transition, two of which can be used to 
fme tune the MIT by illumination. The temperature dependence of the conductivity is 
analysed quantitatively in both the metallic and insulating phases. In the critical region 
the scaling theory of electron localization is applied, and the value of the critical exponent 
deduced. The temperature dependence of the conductivity in the WLR is investigated, 
where evidence is found for the formation of BMPs which dominate the transport 
mechanisms at low temperatures. This chapter also includes a section on CdMnTe doped 
with indium and aluminium. 
In Chapter 8 conclusions are drawn on the various aspects of the work including 
the x dependence of the PPC, the origin of the high temperature PPC, and, most 
importantly, the nature of the MIT in CdMnTe. Suggestions for further work are 
described briefly. 
4 
Chapter 1 - References. 
1. J.K. Furdyna. J. Appl. Phys. 64 R29 (1988). 
2. C. Leighton, I. Terry and P. Becla. Phys. Rev. B. 56 6689 (1997). 
3. I. Terry, T. Penney, S. von Molnar, J.M. Rigotty and P. Becla. Solid State Commun. 84 
235 (1992). 
4. P.M. Mooney. J. Appl. Phys. 67 3 (1990). 
5. P.A. Lee and T.V. Ramakrishnan. Rev. Mod. Phys. 57 287 (1985). 
6. C. Leighton, I. Terry and P. Becla. In preparation. 
7. T. Thio, R.A. Linke, G.E. Devlin, J.W. Bennett, D.J. Chadi and M. Mizuta. Appl. 
Phys. Lett. 65 1802 (1994). 
5 
2. Introduction to the Physics of Diluted Magnetic Semiconductors 
(DMS). 
The aim ofthis chapter is to provide a very brief, and selective, introduction to the 
physics ofDMS. As the DMS Cd~-xMnxTe:In is the material on which this thesis is based, 
the introduction is intended to highlight the physics involved with this particular 
semiconductor. Sections 2.1 and 2.2 give a very brief introduction to the theory of 
semiconductors and magnetism. In each case the intention is to introduce only the 
concepts relevant to the rest of the thesis. For each section a number of textbooks are 
given as references. These will contain other relevant material, presented in a more 
comprehensive style. Section 2.3 deals with the DMS themselves. Firstly the crystal 
structure and growth is discussed, with CdMnTe being used as an example. Sections 2.3.2 
and 2.3.3 deal with magnetic properties and Bound Magnetic Polarons (BMPs). These 
sections outline the magnetic interactions within the material, along with the resulting 
form of the magnetism in different temperature and concentration regimes. Next, section 
2.3.4 deals with transport and magnetotransport and, in particular, the mechanisms which 
are thought to give rise to the large positive and negative magnetoresistances observed. 
Finally section 2.3.5 gives a very brief review of the magneto-optical effects which have 
been observed in DMS. These include giant Faraday rotation and photoinduced increases 
in magnetization. 
2.1. Basic Semiconductor Theory. 
This section will give a very brief introduction to semiconductor physics. 
Textbooks giving more detailed coverage are found in refs [ 1, 2, 3, 4]. The concepts 
introduced and defmed here relate mostly to the electrical properties of semiconductors, 
as this thesis is concerned primarily with electrical transport measurements. 
At T = 0 K semiconductors have a completely filled· valence band, separated by 
an energy gap (Eg), from a completely empty conduction band. This energy gap is a 
6 
region where electronic states are forbidden to exist due to the periodicity of the lattice 
producing regions where electron wavefunctions destructively interfere. The schematic 
figure 2.1.1 shows this situation in an E - k diagram, where E represents the energy of 
electrons and fs_ = ~ is the electron wavevector. Here, the conduction band (CB), valence 
bands (VB), and energy gap, Eg, are clearly labelled. This picture describes an intrinsic 
semiconductor, where at T =F 0 conduction occurs by thermal activation of electrons from 
the VB to the CB, resulting in the formation of electrons in the CB and holes in the VB. 
This process leads to an intrinsic free carrier concentration, n1 as given by, 
(2.1.1 ), 
where me* is the effective mass in the CB (defined later), and EF is the Fermi level (the 
energetic position where the probability of finding an electron using Fermi-Dirac 





spin-orbit split VB 
Figure 2.1.1. E- k diagram for a typical direct gap semiconductor. 
The carrier concentration nr is derived by calculating the density of allowed states 
m an incremental energy interval, and the probability distribution function for the 
electrons. The density of states (DOS) has a typical form for the conduction band of, 
7 
N =-l-(2m;)~(E-E )Yz 
CB 21C2 tz2 g 
(2.1.2). 
while the probability distribution function used is the Fermi-Dirac function. 
The effective mass me • is used to describe the shape of theE- k curves. As can be 
seen from the diagram (2.1.1) the bands shown here are parabolic i.e., 
(2.1.3). 
So the free electron form for the relationship between E and k is modified by the 
inclusion of the effective mass which determines the degree of curvature of the parabolas 
in figure 2.1.1. This is known as the effective mass approximation and holds rather well 
for most real semiconductors in the limit of low k, where the bands are, to a good 
approximation, parabolic. This leads to the defmition of the effective mass as, 
(2.1.4). 
One of the most useful properties of semiconductors (which is in fact responsible 
for most of their applications) is that introduction of small amounts of impurity can 
drastically alter the electronic properties of the material. Basically impurities can be 
accommodated into the lattice in two situations : on a vacant lattice site (a substitutional 
impurity) or between host sites (an interstitial impurity). To a first approximation only the 
substitutional form is electrically active. These impurities introduce levels into the band 
gap of the semiconductor as shown in figure 2.1.2. These levels are classified as either 
deep or shallow levels. The deep levels are localized states which produce energy levels 
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well into the forbidden gap, whereas shallow levels form close to the CB or VB edge, 
depending on the bonding arrangement between the impurity and the host. For example, 
for the case of the semiconductor Si the bonding is tetrahedral so the introduction of a 
pentavalent impurity such as P would result in one excess electron which can then be 
donated to the CB leaving the shallow level just below the CB edge. For Si:B (silicon 
doped with boron) the situation is reversed ; one electron is accepted from the VB and the 
shallow acceptor level resides just above the VB edge. 
//////////////CB 





Band Diagram for a typical 
doped semiconductor. 
shallow acceptor 
~....,.--~,---,--»-r---7"~~/ -r--r;;;--,--/ ~ r--r;;;---r-~/-r-7'"""VB states 
This process of introducing impurities into the material is called doping, and can 
be used to control the conductivity and free carrier concentration of the material. A 
material in which the majority carriers are electrons is termed n-type, whereas if the 
conduction proceeds by flow of holes the material is known as a p-type conductor. It 
should be noted that even a material deliberately doped n-type may contain a certain 
number of acceptor levels which act to 'cancel out' the effect of a number of the donor 
states. This process is known as compensation. A dimensionless compensation ratio can 
then be defined as K = NA IN 0 , where N 0 is the concentration of donor levels and NA is 
the concentration of acceptor levels. 
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Although the calculation of the binding energy of the deep levels is rather specific 
to the nature of the particular deep state involved (e.g. DX centres - see chapter 3), the 
energy of shallow levels can be calculated within the framework of the hydro genic theory 
of shallow donors. Here the situation of an electron associated with a positively charged 
donor ion is modelled as for the hydrogen atom, but with the electron mass replaced by 
the effective mass, and the permittivity of free space replaced by the average permittivity 




where as is known as the Bohr radius of the donor and me is the ordinary electron mass. 
These equations give quite reasonable estimates for many materials, for example the 
calculated and experimental values for lightly Si doped GaAs are 0.0054 eV and 0.0058 
eV respectively. There are however, corrections to the theory, such as the chemical shift, 
which takes into account the specific chemical structure of the impurity. 
This process of deliberately introducing shallow donor levels into the system can 
be used to control the conductivity as these states donate an electron into the CB, leading 
to an increase in the conductivity. For ksT < ED the free carrier concentration in the CB, 
n, is given approximately by, 
(2.1.7). 
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So the conduction is likely to occur vta activation from the shallow level to the 
conduction band edge, particularly if the temperature is not high enough to allow VB to 
CB activation. 
An important point to make in the context of this thesis is that these equations are 
not valid for the case of heavy doping. In this situation, as the concentration of impurity 
levels increases, the initially discrete energy levels merge to form bands. This leads to a 
rather different value for the energy level. This situation for the case of heavily Al, In 
doped CdMnTe will be discussed in more detail later. 
The electrical transport measurements presented in this thesis are concerned with 
the measurement of conductivity ( CY = 1 I p) and free carrier concentration, n. This carrier 
density is calculated from measurements of the Hall coefficient. Here a current flows in a 
magnetic field which is directed perpendicular to the direction of the current flow. An 
electric field is generated across the sample due to the electron path curvature in the 
applied magnetic field, which leads to accumulation of charge. It can be shown that [ 4], 
R = VHt 
H BI (2.1.8), 
where RH is the Hall coefficient, t is the sample thickness, B is the applied magnetic field 
and I is the current. Then we have, RH= 1 I (ne), allowing a determination of n. It is worth 
mentioning at this point that this analysis is restricted to the region of low magnetic 
fields, and indeed all of the Hall effect measurements presented in this thesis are 
performed in fields of 0.5 T or smaller. Also, 2.8 neglects the Hall scattering factor, r, 
which is of order unity. It is common practice to assume that this factor is unity in the 
analysis of Hall effect experiments [5]. Combined conductivity and Hall effect 
measurements allow a determination of the Hall mobility, JL through the relation CY= neJL. 
The mobility is defmed as the magnitude of the drift velocity per unit applied electric 
11 
field, f..i == viE, and is of great interest, as it contains information on the scattering 
mechanisms taking place. 
In a pure crystal at T == 0 the Bloch waves propagate through the perfectly periodic 
lattice without scattering. However at T :t: 0, or when imperfections are included, the 
electron waves are scattered by these imperfections, or by the oscillations at the atomic 
sites due to thermal vibration. Within the classical Drude theory the conductivity is given 
by a== ni r I me • , where r, the inverse scattering rate, contains information regarding the 
scattering mechanisms. Quantum mechanical treatments of scattering mechanisms predict 
the value of r, which is then used to calculate f..i == er I me • . This allows a comparison 
between theory and experiment. 
Typical dominant scattering mechanisms in semiconductors are phonon scattering, 
neutral donor scattering, ionized impurity scattering, alloy scattering, piezoelectric 
scattering and dislocation scattering. Each of these leads to a certain temperature 
dependence of the mobility, making the mobility a useful method of determining the 
dominant scattering mechanisms present. In CdMnTe:In, phonon scattering and ionized 
impurity scattering are likely to be the most important. For this reason, a description of 
both ofthese mechanisms is given below (see refs [6, 7] for a fuller treatment). 
In general both optical and acoustic phonons can play an important role in the 
scattering of electrons in semiconductors. However, for the specific case of a CdTe based 
compound such as CdMnTe, the analysis is simplified by the fact that in polar materials 
such as these, optical phonon scattering is the dominant scattering mechanism [7]. This 
leads to a form for the optical phonon scattering limited mobility, J.io of [8], 
f..io = le . [f{z)] 
3Jr 2 ame V 
(2.1.9), 
wheref(z) is given by, 
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( ez 1) 
f(z) = x(z) z~ (2.1.10). 
Here, z = h vI ksT, x(z) is a weak function of z, and a is the so-called electron-phonon 
coupling constant [6]. Empirically this leads to a temperature dependence of the mobility 
which can be approximated by T 112 at high temperatures. So as one might expect, at 
higher temperatures the probability of scattering off a phonon increases, lowering the 
mobility. The form in equations 2.8 and 2.9 has been successfully applied to CdTe to 
model the observed temperature dependence ofthe mobility [7]. 
The most important scattering mechanism for CdMnTe:In is the ionized impurity 
scattering, which in particular, dominates at low temperatures, below 200 - 250 K. It 
should be noted that both in this study and previous ones [9,10], this is due to the heavy 
doping level. Several approaches to the problem of ionized impurity scattering have been 
made, most notably the Conwell-Weiskopf method and the Brooks-Herring model [11]. 
Here we are considering the problem of the scattering of an electron by the Coulomb field 
of the ionized impurity. In the Conwell-Weiskopf theory this is modelled by assuming 
that electrons are only scattered when they pass within a distance d/2 of the scattering 
center, where d is the average distance between centers. The Brooks-Herring approach 
reflects a slightly more realistic scenario, where the effects of electron screening are taken 
into account to modifY the Coulomb potential. This leads to a form for the ionized 
impurity scattering limited mobility, J.lii, 
(2.1.11), 
where N1 is the density of ionized impurities. This formula shows a f312 dependence of the 
mobility on temperature, and can be used to model the temperature dependence of the 
13 
mobility, along with the n dependence of the mobility at a fixed temperature during 
illumination. 
2.2. Theory of Magnetism. 
The aim of this section is to provide a very simple introduction to the various 
types of magnetism relevant to DMS, along with their origins. The exchange interaction 
is discussed after a short description of diamagnetism, paramagnetism, ferromagnetism 
and antiferromagnetism. The magnetic properties of any material arise due to the fact that 
an electron possesses angular momentum. This consists of a component due to its 
intrinsic spin and its orbital angular momentum. These two components are responsible 
for all the forms of magnetism listed above. Although there are other forms of magnetic 
behaviour these will not be discussed as they are not relevant to the DMS CdMnTe. The 
RKKY and Bloembergen-Rowland interactions are discussed in section 2.3.2 along with 
spin-glass formation. Refs [1, 2, 4, 12] all include a treatment of these phenomena in 
more detail. 
Firstly we defme the terms magnetic moment (m), Magnetization (M) and 
susceptibility (x). If one considers a current loop of vector area.&., with a current I flowing 
then by definition, m = f4.. The magnetization is then defined as the magnetic moment per 
unit volume, M. In turn, the susceptibility can be defined by M= x.H = x!l. I ,uo, where H 
is the applied field and fl. is the applied magnetic flux density. The susceptibility is the 
parameter which is usually used to characterize a material's magnetic response. 
Diamagnetism is the type of magnetism which comes about if we examine the 
magnetic behaviour of an electron orbiting the nucleus with a certain angular momentum. 
In solids, diamagnetism is due to the 'closed shell' electrons which have no free spin. The 
diamagnetic susceptibility can be calculated using a semiclassical approach giving [1], 
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(2.2.1), 
where N is the number of atoms per unit volume, Z is the atomic number, m is the mass of 
the electron and {r2 } is the mean square radius of the electron orbit, which can be 
calculated from quantum mechanical theory. This susceptibility is negative and 
temperature independent. A plot of M against H will result in a straight line with negative 
slope. A typical size of the dimensionless volume susceptibility is 1 o-5, with Ag and Au 
being examples of diamagnets. 
Paramagnetism is due to the intrinsic spin of the electron, as well as its orbital 
angular momentum. The magnetic dipole moment associated with such a spin, s is given 
by rns = 2/-Ls [s(s + 1)] 112, where f-LB is the Bohr magneton. For the case of paramagnetism, 
the intrinsic spin contribution is considered along with the orbital component to derive an 
expression for the susceptibility. The Boltzmann probability distribution is used to 
calculate the mean value of the moment, which leads to : 
f-LoNg2 f-L~J(J + 1) 
Xp = 3k T 
B 
(2.2.2) 
where J is the total angular momentum quantum number calculated using Hund's rules 
from the spin and orbital angular momentum. This result is known as Curie's law. The 
susceptibility is a function of temperature but typical values are between 1 o-3 to 1 o-5 for 
materials such as Pt and Mn. A plot of M against H results in a straight line with positive 
gradient, until saturation occurs at high field, when all of the individual moments are 
aligned with the magnetic field vector (see equations 2.2.4 and 2.2.5). 
The phenomena of ferromagnetism and antiferromagnetism are essentially 
different from diamagnetism and paramagnetism in that they have a spontaneous 
magnetic moment associated with them, due to the fact that the spins are arranged and 
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oriented in a regular manner. The temperature dependence of the susceptibility for the 
four types of magnetism considered here is shown in figure 2.2.1. For a ferromagnet, a 
spontaneous magnetic moment is observed below a certain temperature called the Curie 
temperature. This is the temperature below which magnetic order sets in. Above this 





where Tc is the Curie temperature. This is known as the Curie-Weiss law. The mean field 
theory of ferromagnetism can explain the qualitative features of ferromagnetism quite 
well by assuming that an internal field produces the spontaneous magnetic moment. The 
origin of this internal field is actually the exchange interaction detailed later. Typical sizes 
ofthe dimensionless volume susceptibility for ferromagnetic materials like Fe and Ni are 
50 to 10,000. The form of the M v H plot is given by the following equations in the 
paramagnetic phase [1,12], 
(2.2.4), 
where x = gJ J.1BB I kBT and B1 (x) is the Brillouin function defmed by, 
( ) 2J + 1 ((2J + 1)x)) 1 ( x) B x = ctnh --ctnh-
J 2J 2J 2J 2J 
(2.2.5). 
In antiferromagnetism the situation is similar other than that the magnetic 
moments are ordered antiparallel on two interconnecting sublattices below the Neel 
temperature T N· A similar analysis leads to 
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C' 
XAF = T + () (2.2.6), 
where () is reasonably close to the actual Neel temperature, TN. For a wide range of 
antiferromagnetic materials the value of() I TN is between 5.3 and 1.1. 
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Figure 2.2.1. Temperature dependence of the susceptibility for diamagnetism, 
paramagnetism, ferromagnetism and antiferromagnetism. 
As was mentioned briefly the source of the spontaneous magnetization is the 
quantum mechanical exchange interaction. This interaction between the spins of two 
electrons comes about due to the overlap of the electron wavefunctions i.e. the Coulomb 
interaction (along with the Pauli exclusion principle) is ultimately responsible. In a solid 
the exchange interaction Hamiltonian between two spins S.; and S; can be written as 
(2.2. 7), 
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where J;J is the nearest neighbour exchange integral and the sum is over all of the atoms 
in the solid. If J;J < 0 then the interaction is antiferromagnetic, whereas if JiJ > 0 the 
interaction is ferromagnetic in nature. In practice, any one solid could have a number of 
varieties of exchange occurring. This situation is considered for CdMnTe in section 2.3.2. 
There are also varieties of exchange which are indirect. Some of these are relevant to the 
magnetic properties ofCdMnTe and will also be discussed in section 2.3.2. 
2.3. Diluted Magnetic Semiconductors. 
Quite simply, Diluted Magnetic Semiconductors (DMS) are solid solutions of 
magnetic ions in a nonmagnetic host compound. These compounds are sometimes 
referred to as Semimagnetic Semiconductors (SMSC). DMS in various forms have been 
studied in great detail since the late 1970's [ 13] primarily as a result of some unique 
features which they display. These include : a large variety of magnetic phenomena in a 
host with a simple, well understood band structure, good control over carrier density, 
magnetic ion concentration etc, as well as some interesting magneto-optical properties. 
Several families of DMS exist along with several well studied forms of magnetic 
semiconductor such as Gd3_xvxS4 [14] and EuS [15]. As well as the most popular An1_ 
xMnxBvn compounds, systems as varied as CuFeS2 (16] and (Cd1-xMnx)3As2 (17] have 
been studied. The material studied in this thesis is Cd1_xMnxTe:In (although both ZnMnTe 
and HgMnTe are also studied in Durham), so this compound will be covered in most 
detail. 
Solutions of Mn2+ ions in IT-VI semiconductor lattices are extremely popular 
DMS, primarily due to the unique situation with regard to the electronic structure of Mn. 
The outer two electron shells consist of a half filled d shell, along with a full s shell. The 
5 d electrons align parallel, giving S = 5/2, the maximum possible value. This 
configuration is energetically very stable as the addition of an extra electron would 
necessitate a spin being aligned in the opposite direction. The full s shell (2 electrons) 
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therefore acts like the outer electron shell making Mn behave like a group li element. 
Hence Mn is easily incorporated in a ll-VI lattice. In addition to this, Mn is remarkable in 
that when it is added to a ll-VI compound it acts as neither a donor nor as an acceptor, 
and hence does not perturb the density of states at the Fermi level. This is because the 
energy levels introduced by the Mn do not lie within the forbidden gap. These two facts 
have made A rr 1.xMnxB vn compounds the most intensively studied form ofDMS. 
2.3.1. Crystal Structure and Growth. CdMnTe. 
Here we shall specifically discuss ll-VI DMS based on Mn ions as a magnetic 
impurity. These compounds crystallize in the zinc-blende structure of the nonmagnetic 
host, up to considerable Mn concentrations. For the case of CdMnTe, the solubility limit, 
before the pure zinc-blende form is lost, is around 77% Mn [ 18]. This crystal structure is 
shown on figure 2.3.1, along with the lattice constant as a function of x for CdMnTe, 
HgMnTe and ZnMnTe. As can be seen from the figure, all of these materials obey 
V egards law i.e. : 
a = ( 1 - x )an-vi + xa Mn-VI (2.3.1), 
where a is the lattice parameter of the ternary compound, a11_v1 is the lattice parameter of 
the IT-VI compound (e.g. CdTe) and aMn-VI is the lattice parameter of the Mn-group VI 
compound (e.g. MnTe). 
Figure 2.3.2. shows the band gap of Cd1_xMnxTe:In as a function of the Mn 
concentration, x. The band gap opens from around 1.5 eV for CdTe, and extrapolates to 
about 3.1 e V for zinc-blende MnTe. An extrapolation beyond the solubility limit of 
similar curves for ZnMnTe and HgMnTe, result in the same value of 3.1 eV for the band 
gap of zinc-blende MnTe. However, MnTe actually crystallizes in the NiAs structure 
where it has a band gap of around 1.3 eV "[19]. MnTe has been successfully grown in 
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Figure 2.3.1. Crystal strucure of A11B VI zinc-blende compounds. CdMnTe crystallizes in 
the same structure as CdTe up to77% Mn (see figure below). The variation of the lattice 
parameter with Mn composition for CdMnTe, ZnMnTe and HgMnTe is shown [20] . 
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Figure 2.3.2. Band gap variation with Mn composition for Cd1.xMnxTe at room 
temperature. From [ 18]. 
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Epitaxy (MBE)[19]. This growth did indeed produce a material with a band gap around 
3.0 eV. 
CdMnTe is grown in bulk form by the vertical Bridgman technique [16] as 
detailed by Furdyna [16]. As mentioned earlier, it can be grown in zinc-blende form up to 
x = 0.77, at which point mixed phases occur. The macroscopic quality of the CdMnTe 
crystals grown by this method is the best of any of the II-VI DMS. Like CdTe, CdMnTe 
bulk crystals often exhibit twinning and small Te inclusions. These points are mentioned 
in chapter 4 where it is made clear that samples in this study were examined for twinning 
under an infra-red microscope. It is also pointed out that Te inclusions were found using 
SEM I EDAX. As-grown crystals tend to be p-type, but as we point out in chapter 4 
doping with In and annealing in Cd vapour produces n-type .material. 
2.3.2. Magnetic Properties. 
A wide spectrum of magnetic behaviour is observed in the various families of 
DMS which have been studied thus far. Specifically for the case of CdMnTe, 
paramagnetism, spin glass formation and antiferromagnetism are seen in various 
concentration and temperature regions [20]. In addition to these magnetic phenomena, 
ferromagnetism has been observed in several DMS such as IV-VI Mn based compounds 
[21] and GaMnAs [22]. Compounds such as PbMnTe are particularly interesting as they 
show a large RKKY interaction [21]. Here the localized Mn moments interact indirectly 
via the sea of delocalized carriers in the material. The Mn spins polarize the surrounding 
electrons or holes, which can in turn align other Mn spins due to the delocalized nature of 
the current carriers. This form of magnetic interaction is obviously intimately linked with 
the conduction process. For the case of p - PbSnMnTe for example, the Curie-Weiss 
temperature can be seen to change sign to positive and increase rapidly with increasing 
hole concentration, above 2x1020 cm·3. This indicates that for the case of coupling 
between d spins mediated by holes the interaction is ferromagnetic and a phase transition 
to a ferromagnetic state can be induced by increasing the hole concentration. No such 
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effect has been observed inn- CdMnTe down to 100 mK with carrier concentrations of 
up to 8xl017 cm·3 [23], suggesting that the RKKY interaction is not strong enough to 
induce a ferromagnetic phase in this system. This point will be commented on later in 
section 6.4. 
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dependence of the inverse 
susceptibility for various 
values ofx in Cdl-xMnxTe. 
After [24). 
An overview of the magnetic behaviour of CdMnTe will now be given. At high 
temperatures the susceptibility shows a paramagnetic Curie-Weiss behaviour with a 
negative Curie-Weiss temperature, indicative of the antiferromagnetic exchange 
interactions between S = 5/2 Mn spins. This behaviour is shown in figure 2.3.3 [24]. This 
Curie-Weiss temperature, B, is given by, 
(2.3.2), 
where z is the co-ordination number, and J is the net value of the exchange integral. If we 
assume only nearest neighbour exchange interactions (experimentally, the nearest 
neighbour exchange integral has been found to be larger than the next nearest neighbour 





where JNN is the nearest neighbour exchange integral. Values of e determined from direct 
susceptibility measurements in this way suggest -JNN I ks- 6 to 10 K [24]. 
In this paramagnetic regime the magnetization has been studied as a function of 
field and temperature [25]. Down to liquid helium temperatures, and in fields of up to 15 
T the magnetization is well described by a Brillouin function with modified parameters. 
For example, the Mn concentration and spin are replaced by effective values which 
reproduce the experimental data. These 'effective values' are found to have a systematic 
dependence on composition and temperature. At higher fields more complicated 
behaviour is observed such as linear magnetization [25] and magnetization steps [26]. 
Both of these effects are thought to be related to the formation of clusters of Mn spins as 
explained below. 
At lower temperatures (about 50 K for x = 0.1) deviations from this simple 
paramagnetic behaviour are seen, with the deviations occurring at higher temperature for 
higher x values. This effect is well understood and is due to the fact that the Mn spins 
begin to align and interact in clusters, an effect which is enhanced as the Mn 
concentration is increased. Quantitative agreement can be obtained between experiment, 
and theory based on the probability of formation of clusters of various numbers of Mn 
spins [27]. At temperatures below about 40 K, and at sufficiently large Mn fraction (x > 
0.17), a spin glass phase is observed [20]. Here, magnetic frustration due to competing 
exchange interactions leads to a situation where the most energetically favourable state is 
one in which the random alignments of the individual magnetic moments are frozen into 
place. This occurs below a certain temperature known as the spin glass freezing 
temperature, T1 (x). The variation of T1with xis shown in figure 2.3.4 for CdMnTe [24]. 
The susceptibilty shows a cusp at this temperature and values of the susceptibility below 
T1 depend on whether the sample is cooled in field or not, as shown in figure 2.3.5 [24]. 
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In addition to this spin glass behaviour, an antiferromagnetic phase is observed for x > 
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Figure 2.3.5. x(T) near Tr in Cd1-xMnxTe 
In terms of the exchange interactions relevant to the behaviour of CdMnTe, we 
have seen that the d-d exchange between Mn spins is antiferromagnetic in nature with JNN 
I k8 approximately 1 0 K. It should be noted that the dominant exchange mechanism here 
is that of antiferromagnetic anion superexchange. Here the interaction is indirect : a Mn S 
= 5/2 spin interacts with a Te ion which, in turn, interacts with another Mn spin, 
producing a net exchange interaction between the two Mn spins. Although mechanisms 
such as the RKKY interaction and the Bloembergen-Rowland interaction should also be 
taken into account, it is this superexchange which is dominant. 
There also exists an s,p-d exchange interaction between conduction electrons or 
holes and the Mn d spins. The s-d exchange interaction has a positive exchange integral 
and is therefore ferromagnetic in nature. The p-d exchange is antiferromagnetic. The 
exchange interactions in CdMnTe are summarised in table 2.3.1, where a denotes the s-d 
exchange energy and fJ denotes the p-d exchange energy [29]. 
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d-d AF Superexchange -JNN I ks = 6- 10 K 
s- d F erromagnetic a= 0.22 eV 
p-d Antiferromagnetic /]= -0.88 eV 
Table 2.3.1. Values ofthe d-d and s,p-d exchange energies for CdMnTe. 
The exchange interaction between conduction electrons or holes and localized Mn 
spins is the one which can have important effects on the electronic conduction process. 
One such effect is the formation of bound magnetic polarons as discussed in the next 
section . 
. 2.3.3. The Bound Magnetic Polaron (BMP). 
A bound magnetic polaron (BMP) is formed when a localized carrier orients a 
cluster of ionic spins within its localization radius. In other words the ionic spins in the 
local environment of the bound carrier respond to the s-d exchange interaction and lower 
the total energy of the localized state. For the case of CdMnTe:In, a donor bound 
magnetic polaron forms when the S = 112 electron polarizes the S = 5/2 Mn spins within 
its localization radius. This results in a ferromagnetically aligned cloud of Mn spins with 
a very large magnetic moment and susceptibility, which can have important effects on the 
transport (and magnetic) properties of the material. 
If one considers the bound electron as being in a potential well of depth E, and 
width 2~, where ~ is the localization radius, then it is clear that formation of a BMP 
deepens the well to a depth E + 8E, resulting in a reduction of the width to 2~- 8~. i.e. the 
state has become more localized. It is important to note that as the effective Bohr radius 
of acceptors is smaller than that of donors in compounds such as CdMnTe, the BMPs 
formed in p-type material will have a larger binding energy and hence will have a greater 
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Figure 2.3.6. Temperature dependence of the resistivity of Gd3_xvxS 4 in various applied 
magnetic fields. 
BMP's have been observed in a whole host of materials including magnetic and 
diluted magnetic semiconductors. For example, spin-flip Raman scattering experiments 
on n-CdMnSe (30] clearly revealed BMP formation, as did a luminescence study of p-
CdMnTe (31]. Some ofthe most convincing evidence however, has come from transport, 
magnetotransport and magnetic measurements on systems such as Gd3_xvxS4 by von 
Molnar et al [32]. Here a large negative magnetoresistance 1s observed at low 
temperatures as shown in figure 2.3.6. This is attributed to the destructive effect of the 
application of a magnetic field on the BMP. As the field is increased from zero the 
paramagnetic or antiferromagnetic response of the background aligns the moments which 
have not formed BMPs, until eventually the magnetization saturates and these moments 
have the same polarization as the polarons. At this point the binding energy of the polaron 
is zero and it ceases to exist. The microscopic mechanism for the negative MR depends 
on the conduction mechanism, but in all cases is due to the effect of the applied field on 
the BMPs. For instance, for the case of activated conduction, the spin-disorder scattering 
rate is reduced by the magnetic field (due to the reduction in the binding energy of the 
polarons). This clearly results in a negative MR. To summarise, when the applied field is 
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increased the binding energy of the polaron is reduced and the resistance of the sample 
decreases, as the background polarization slowly aligns with the oriented moments of the 
B.MPs. This large negative contribution to the magnetoresistance is seen as a signature of 
the formation of BMPs. 
BMPs effect the magnetotransport properties of DMS such as CdMnTe in a 
similar way as discussed in the next section, 2.3.4. The formation of BMPs and their 
effect on zero field transport at low temperatures is also discussed in detail in section 
2.3.4. Finally, they are also of importance in the discussion of magneto-optical effects 
observed in DMS as discussed in section 2.3.5. 
2.3.4. Transport and Magnetotransport Properties. 
This section is intended to give a brief description of the salient features of the 
transport and magnetotransport in DMS, with particular emphasis on CdMnTe:In, and 
similar doped DMS such as CdMnSe. The electrical properties of relatively wide band 
gap DMS such as these are normally only studied in heavily doped samples, as the 
nominally undoped material is far too insulating. Obviously, narrow gap material such as 
HgMnTe is rather different. This compound displays semimetallic, semiconducting and 
insulating behaviour depending on the size of the band gap, which in turn is dependent on 
the Mn fraction. 
CdMnTe:In displays persistent photoconductivity which is the subject of this 
thesis and is the method which we have used to study the MIT. The persistent 
photoconductivity of CdMnTe: In is discussed in section 4.3, while the MITis discussed 
in detail in chapter 3. The remainder of this section is concerned with transport 
phenomena other than this PPC effect. 
The transport properties of DMS such as CdMnTe:In are dominated by the 
distance from the MIT. As will be discussed in chapter 3, the MIT occurs at a critical 
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carrier concentration, ne, which is dependent on the Mn concentration. Below this 
concentration the system is insulating, while above this concentration metallic 
conductivity is seen. fu the insulating regime an activated form for the conductivity is 
expected, in accordance with equation 2.1.7. Analysis of Hall effect data allows the 
determination of the activation energy from the donor level to the conduction band. At 
lower temperatures the conduction is expected to proceed via a hopping mechanism. This 
involves electrons jumping from state to state in the direction of the applied electric field. 
The various possible hopping mechanisms and their temperature dependences are 
discussed in detail in section 2.4.5. 
The magnetotransport properties of DMS such as CdMnTe are extremely 
interesting as they display large positive and negative magnetoresistances which are not 
present in the diamagnetic host material. Figures 2.3.7 and 2.3.8 illustrate this point. 
These figures show the magnetoresistance (MR) at T - 2 K for CdSe:fu and 
Cd0 9sMno.osSe:In, at various carrier concentrations [23]. The MR of CdSe is well 
understood. In the insulating phase the positive MR is due to the magnetic field shrinking 
the wavefunctions in the impurity band, causing a reduction in the wavefunction overlap 
and hence the hopping rate. fu the metallic regime the MR is negative as is expected in a 
weakly localized system. This negative magnetoresistance and its origin is discussed in 
more detail in section 3.4 on weak localization. For the case of CdMnSe the situation is 
rather different : initially we see a positive MR, a peak in the resistance, followed by a 
negative MR as the field is further increased (small positive MR at the highest fields is 
due to the wave function shrinkage as seen in the nonmagnetic host). Qualitatively similar 
dependences have been observed in CdMnS [33], CdMnTe [32] and ZnMnSe [34]. It 
should be noted that the MR shows a very strong temperature dependence, with the 
positive component of the MR eventually vanishing at very low temperatures (below 0.2 
K), leaving pure negative MR. Dietl et al [23] interpreted the positive MR in the WLR as 
being due to the enhanced spin-splitting, h vs as given by, 
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(2.3.4), 
where g • is the Lande g factor for the s electrons and Mo(H, T) is the macroscopic 
magnetization of the d spins. Using data for hvs determined from magnetospectroscopic 
experiments they were able to quantitatively explain their positive MR. data. The negative 
MR. was interpreted in terms of two effects : the destruction of the magnetic polaron as 
discussed in the previous section with reference to Gd3.xvxS4, and the redistribution of 
electrons between spin subbands. This second effect is again related to the large spin 
splitting. 
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Figure 2.3.7. MR. ofCdSe at 1.7 K. 
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Figure 2.3.8. MR. ofCdMnSe at 2.3K. After [23]. 
Another model was developed by Terry et al to explain the form of the 
magnetoresistance in insulating CdMnTe:In [32, 35]. An example ofthis data is shown in 
figure 2.3.9, where the fractional MR. is plotted as a function of the applied magnetic field 
at 1.38 K and 9.0 K for the persistent photocarrier concentration 4.3x10 16 cm·3• Terry et 
a/ commented that as well as a peak in the magnetoresistance at a certain temperature 
dependent field value, there is also a minimum in the static dielelectric constant at the 
same point. They suggested that the observed positive and negative MR. could be 
29 
explained by the formation of BMPs. The basic idea is that the binding energy of the 
magnetic polaron increases with increasing field initially, reaches a maximum, and then 
decreases with increasing field, eventually reaching zero when the magnetization of the 
background and the polaron are equalized. This picture is slightly different to the one 
used to explain the pure negative MR. in Gd3_xvxS4 in that the binding energy of the 
polaron increases initially rather than decreasing to zero. This is simply due to the fact 
that the magnetic coupling between the bound s electron and the Mn d spins is weaker in 
DMS, meaning that in zero field the Mn spins are only partially aligned with the S == 112 
spin. Therefore, when a field is applied the binding energy of the polaron increases 
initially due to the alignment of these spins. 
T : 1.J8 9 K 
n = 4.lE16 level 2 
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Figure 2.3.9. MR. ofCdMnTe, with 
x == 0.092 at 1.38 and 9 K. Solid line 
is a fit to the data with the model 
described here. After [35]. 
This effect was modelled by using a form for the polaron binding energy, EH, of, 
(2.3.5), 
where EH(O) is the binding energy in zero field and B(xp) and B(xo) are the Brillouin 
functions describing the polaron and background respectively. This model results in the 
solid lines shown in figure 2.3.9. The agreement is rather good over the whole field range. 
It should be stressed that this model is only applicable to insulating material, while the 
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Bound magnetic polaron formation was also found to have an effect on the zero 
field transport in CdMnTe. Figure 2.3.1 0 shows the low temperature conductivity of 
CdMnTe : In at various photogenerated carrier concentrations [36]. The most insulating 
curve (n = 1.7x1016 cm-3) shows Efros-Shklovskii T112 hopping as discussed in detail in 
section 2.4.5, while the most conductive curve (n = l.43x10 17 cm-3) shows an activated 
form. This activation energy was interpreted as being due to the formation of a magnetic 
hard gap in the density of states, caused by the formation of bound magnetic polarons. In 
this scenario hopping electrons can form BMPs at the fmal site of a hop, as the magnetic 
polaron relaxation time is far shorter than the time between electron hops. When a large 
magnetic field was applied the conductivity reverted to the T112 hopping form, confirming 
that the hard gap is of magnetic origin. The intermediate carrier concentration curves, 
labelled 2, 3 and 4 in the figure were successfully fitted using a scaling relation of the 
form exp [T liT+ EH2 IY]"2, which allowed all of the data to be scaled onto a single curve. 
Yet another influence of the s-d exchange interaction leading to the formation of 
BMPs was elucidated by Sawicki et al [23, 37). They examined the temperature 
dependence of the conductivity of CdMnSe and found an unexpected and rapid decrease 
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m the conductivity below about 0.5 K, which did not exist m CdSe samples with 
comparable carrier concentrations. This effect is shown in figure 2.3.11 for the case of a 
metallic sample, although a similar effect was observed in the insulating phase. This data 
was interpreted in terms of the formation of BMPs at low temperatures which gives rise 
to an increased spin disorder scattering rate and hence results in a sharp decrease in 
conductivity below a certain temperature. This situation was modelled by the inclusion of 
an extra term in the spin disorder scattering rate to describe the efficient scattering of 
electrons by the BMPs i.e. the inverse spin disorder scattering rate in the expression 
nirsc/m, was replaced by rsd-I + c;{, where C is a constant depending on a number of 
parameters relevant to the polaron binding energy and the polaron density, and x(T) is the 
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Figure 2.3.11. cr(T) down to 50 mK 
for CdMnSe and CdSe. The solid 
line is a fit to the data taking into 
account spin disorder scattering [3 7]. 
In conclusion it is clear that the formation of bound magnetic polarons has 
important consequences for the zero field transport properties of DMS, as well as the 
magnetoresistance observed in these systems. 
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2.3.5. Magneto-Optical Effects. 
Optical experiments on DMS have proved to be important tools for studying the 
magnetism involved with the compounds in various different regimes. The large Zeeman 
splitting (due to the exchange enhanced g factor) mentioned in the previous section, has 
led to many experiments which probe the magnetic field dependence of energy levels in 
DMS. Compounds such as CdMnTe also exhibit a giant Faraday rotation, which has been 
utilised to study the dynamic magnetic susceptibility in the spin glass phase at low 
temperatures [3 8]. 
Some of the most interesting magneto-optical effects however, have been 
involved with photo-induced increases in the magnetization of DMS compounds. In Cd1_ 
xMnxTe1-ySey:ln a photomagnetization effect has been observed as shown in figure 2.3.12 
[39]. Persistent changes in the magnetization are obs~;;rved after illumination with infra 
red light, the total change in magnetization at saturation being around 0.4 %. This effect 
is obviously linked with the PPC effect detailed in chapter 4. As the sample is illuminated 
electrmls ~re excited from deep DX levels to shallow donor levels where they form 
BMPs tfu·ough the s-d exchange interaction. Tnese BMPs are oriented by the small 
applied magnetic field of 100 Oe, due to their large susceptibility. This leads to the 
persistent change in the magnetization. Wojtowicz et al [39] obtained quantitative 
agreement between measurements of the low fiP-ld magnetization and susceptibility, and 
existing theory of the Bi'vl.P. It has been pointed out however, that the increase in the Pauii 
paramagnetism due to the changing free carrier concentration was ie,rno.::ed in this work 
[ 40], although it is likely to be rather small. Moreover, it is not at all dear whether the 
correlation between changes in carrier concentration and magnetization is as 
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Figure 2.3.12. Photomgnetization 
effect observed by Wojtowicz et a/ 
[39]. 
Another (non-persistent) form of photomagnetization has been observed in DMS. 
This form involves the detection of minute changes in the magnetization of compounds 
such as HgMnTe and CdMnTe, when optically pumped with circularly polarized laser 
light. Krenn et a/ [ 41] observed an increase in magnetization on illumination, which 
peaked at 90° polarization, in narrow band-gap HgMnTe. Similar behaviour was seen in 
CdosMno2Te by Awschalom et a! [42] where the photo-induced change in magnetization 
was detected using an ultra high sensitivity integrated d.c. SQUID susceptometer. This 
photomagnetization signal was measured as a function of photon energy as shown in 
figure 2.3 .13. At E < Eg there is no photomagnetization as expected. As the energy is 
increased to reach the band-gap of the material, a large peak is observed around Eg, 
followed by a flat region up to 2.0 eV. The peak at Eg was interpreted in terms of the 
formation of bound magnetic polarons with a relatively large magnetization. At higher 
energies the photomagnetization is of the same form observed by Krenn, and is due to the 
fact that the circularly polarized light consists of photons with a non-zero angular 
momentum. This means that any excited electron will be given a preferential spin 
direction which is transmitted to the local Mn moments via the exchange interaction. This 
produces a tiny magnetization increase which is equivalent to that produced by a 
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Figure 2.3.13. Photomagnetization as 
a function of photon energy [42]. 
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3. The Metal-Insulator Transition. 
The study of the Metal-Insulator Transition (MIT) began around 1949 [1] when 
Mott began to consider the simple problem of a crystalline array of hydrogen atoms with 
a lattice constant, aH. Mott postulated that as aH is reduced, then metallic conduction will 
occur when the overlap of neighbouring wavefunctions becomes suitably large. It became 
clear that there exists some critical value of aH separating the insulating and metallic 
regimes. This value is discussed in more detail in section 2.4.1. This kind of transition, 
which is clearly due to electron-electron interaction effects, became known as a Mott 
transition. 
Another huge conceptual development was made in 1958 [2] when Anderson 
proved that a transition from metallic to insulating conduction can occur due to increasing 
disorder. He discussed a situation such as the impurity band of a heavily doped 
semiconductor, and showed that if randomness is included by allowing the potential well 
depth at any particular lattice point to fall within a range of values, then, under certain 
conditions, diffusion is absent. i.e. the electron wavefunctions are spatially localized at 
that point. This situation is known as an Anderson transition. As will become clear in this 
section, real metal-insulator transitions (as marked by the vanishing of the d.c. 
conductivity at the absolute zero of temperature) are invariably Anderson-Mott transitions 
in the respect that they include a significant degree of disorder, as well as electron-
electron interaction. 
Sections 3.1 and 3.2 of this chapter discuss the Mott and Anderson transitions in 
more detail. Section 3.3 goes on to introduce the celebrated scaling theory of electron 
localization, which is based on the Anderson model, although electron-electron 
interaction effects can be included. The development of the scaling theory was a 
breakthrough in the understanding of the MIT, as it predicts a continuous and critical 
behaviour for experimentally observable quantities such as the conductivity. This puts the 
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MIT, which is a quantum phase transition occurring at absolute zero, on a similar footing 
to other phase transitions. The scaling theory is easily the most widely accepted theory of 
the MIT, and is the one we have used in our analysis of the conductivity near the 
transition in CdMnTe. In section 3.4 we discuss the values of the conductivity critical 
exponent as determined from various forms of the scaling theory along with the 
experimental determinations that have been possible. Section 3.5. discusses the situation 
in the weakly localized regime, just on the metallic side of the MIT. This is a very 
interesting region, where the effects of weak localization and electron-electron interaction 
can have a large influence on the transport properties of the system. It is an attractive 
regime in which to work because the transport theory is well developed due to the fact 
that the disorder can be treated perturbatively. This is obviously not true closer to the 
MIT, or in the insulating phase. Finally, section 3.6 is concerned with hopping 
conduction, particularly in the vicinity of the MIT. A discussion of phonon assisted 
nearest neighbour hopping is followed by an introduction to variable range hopping. The 
effects of electron-electron correlations (i.e. the formation of a Coulomb gap) on the 
variable range hopping is discussed. 
3.1. Mott Transition. 
As mentioned above, Mott considered the MIT which occurs when the lattice 
parameter of an array of hydrogen atoms is varied. This transition is purely driven by the 
size of the overlap between electron wavefunctions, i.e. it is due to the effects of electron-
electron interaction. More explicitly, Mott considered the value of the Hubbard 
correlation energy, U [3]. This parameter takes into the account the repulsive energy 
between electrons if there is any tendency for them to favour the same site - exactly what 
will happen if the electron density is increased. This situation is depicted schematically in 
figure 3 .1.1 where the electron energy is plotted as a function of n, the electron density. 
Initially the electrons at any site can occupy one oftwo levels: the Is state atE= -lRy, or 
the state in which an extra electron is added with E = -0.055Ry. As n is increased these 
levels broaden into two bands which are known as the upper and lower Hubbard bands. 
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INSULATOR METAL n 
Figure 3 .1.1. Carrier density 
dependence of the electron 
energy in the Hubbard bands. 
The critical carrier concentration for the MIT, is the point at which these two bands cross 
as shown in the diagram. Mott was able to derive a simple formula (which became known 
as the Mott criterion) relating ne and the Bohr radius, aH, 
(3.1.1). 
Figure 3.1.2 [ 4] shows the huge variety of systems for which this equation appears to be 
valid. Even in doped semiconductors, where the relevant Bohr radius is that of the donor 
atom, and these donors occupy random lattice positions rather than a regular arrangement, 
this criterion still appears to be valid. This is a remarkable point which it seems cannot be 
said of the other prediction for the nature of the IvliT in this model, the minimum metallic 
conductivity, O"min· Mott suggested that at T = 0 one cannot have a non-zero value of 
conductivity less than, 
Ce 2 




where C ~ 0.026 [5]. So the conductivity should show a discontinuous jump at the MIT 
critical point. Although several systems have shown a very sharp transition, there has 
been no experimental verification of this prediction at all. In fact a continuous transition 
is usually observed as shown in figure 3.1.3, where the zero temperature extrapolation of 
the conductivity is shown as a function of carrier concentration in Si:P [6]. This point will 
be discussed in detail in section 3.3. It should be noted that several points in figure 3.1.3 
have a conductivity well below (J'min· 
m' 
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Although there has been no direct experimental evidence for the existence of a 
minimum metallic conductivity, it is worth noting that it could have some significance in 
terms of a pre-exponential factor for activated conduction, and that it does provide a 
rough estimate for the conductivity at which the MIT is likely to occur [7]. Evaluating 
(J'min and n, for CdTe from the Mott formulae gives 5 (Qcmr 1 and l.lx10 17 cm-3 
respectively. 
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3.2. Anderson Localization. 
Anderson [2) considered the model shown in figure 3.2.1. A crystalline array of 
potential wells is modified by the inclusion of a random potential at each well, the depths 
lying in the range V0. This V0 is shown in figure 3.4 along with the width of the band 
without disorder, B. Anderson found that BIV0 is a very important dimensionless 
parameter. In fact he showed that there existed a critical value of V c/B : if V c/B > (V r/B)crit 
then the electron wavefunctions become localized in character, but if V r/B < (V r/B)crir 
then the wave functions are extended in space. This is the essence of the Anderson 
transition. In the strongly disordered case, the wavefunctions are said to be exponentially 
localized i.e. : 
(3.2.1), 
where ~ is the localization length. ~ is supposed to be infmite at the critical point, but as 








Figure 3.2.1. Potential wells and DOS for the situations with no disorder (a), and the 
Anderson model (b), where random disorder is included over a range V o [7]. 
43 
Mott went on to realise that there was an extra subtlety involved in that, at 
moderate levels of disorder (V c/B), it was possible that states in the band tails would be 
localized, whereas states with slightly higher energy would have spatially extended 
wavefunctions [7]. This situation is shown in figure 3.2.2. Mott showed that a critical 
energy called the mobility edge marks the transition between these two possibilities. So 
the mobility edge, Ec is the point at which the MIT occurs : if EF < Ec then the 
conductivity at absolute zero is zero, whereas if EF > Ec then the conductivity is finite. 
For the situation where EF < Ec then the conductivity proceeds either by activation to the 
mobility edge or via some hopping mechanism as detailed in section 3.6, whereas if EF > 
Ec then the conductivity is metallic in nature. 
Figure 3.2.2. Schematic of a 
typical band tail, showing the 
mobility edge, Ec. Localized 
states are shaded [7]. 
Mott went on to show that the Anderson model was also consistent with his 
previously derived concept of a minimum metallic conductivity. He suggested that at 
absolute zero there can exist no non-zero conductivity less than, 




where z is the co-ordination number of the lattice. Although the critical value of V r/B is 
difficult to determine exactly due to the fact that the Anderson model does not have an 
exact solution, it has been estimated to be about 2 [8]. Thus, 
a min = 0.026e 2 /na (3.2.3), 
and we arrive at the same value for the minimum metallic conductivity as earlier. As we 
shall see in the next section, the scaling theory of electron localization, which was born 
from the Anderson localization concept, predicts that a continuous transition should occur 









Figure 3.2.3. n dependence of the zero temperature conductivity for the case where O"m;n 
exists, and for the case where the scaling theory applies. 
3.3. The Scaling Theory of Electron Localization. 
In the 1970's Thouless et a! began to formulate a scaling theory based on the 
Anderson model described above [9]. This work eventually led to a fully developed 
scaling theory from Abrahams et a! [ 1 0]. Thouless formulated a theory by imagining 
microscopic samples of material of side L in d dimensions, e.g. cubes of volume L 3 in 3d, 
squares of area L2 in 2d etc. He then showed, that given the eigenstates of the sample of 
side L, then one can deduce the eigenstates of a sample of side 2L, constructed from two 
samples of side L, with no further information. Hence, because the conductivity of the 
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system is derived from the quantum mechanics of the situation (i.e. the eigenstates ), then 
if we know the conductance, I(L), of the sample of side L then one can determine the 
conductance of the sample of side 2L, from Land I(L). Thouless further noticed that one 
can calculate the ratio V r/B in the Anderson model, by using his 'block building' 
scenario. The quantity V0 is by defmition the energy difference between two random sites, 
whereas the quantity B can be identified with the energy shift due to the changed 
wavefunction boundary conditions when two samples of size L are merged to form one of 
side 2L. Thouless also appreciated that the conductance I(L) of his sample could be 
expressed in fundamental units of e2 /21i , a fact which he used to define a dimensionless 
conductance, G(L), 
G = L.j(e 2 /2n) = 1:. 2~ 
e 
(3.3.1). 
So then in d dimensions one can write, 
(3.3.2). 
We can now proceed to estimate a value for the quantity V r/B. We first calculate B 
by expressing the time an electron takes to travel.a distance L, in terms of the diffusion 
coefficient, D : 
(3.3.3). 
Now, we know that in general the wavefunction of an electron will include a factor 
exp(iEt/li), and that when we construct a sample of side 2L from samples of side L then 
the phase is forced to shift by an amount of order unity, so, 
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Brjn ~ 1 (3.3.4), 
hence, 
(3.3.5). 
We can now calculate the value of V0 and fmd a value for Vr/B. In the Anderson model 
the energy probability distribution, P(E), is defmed as P(E) = 1/V0, within the allowed 
energy range of width V0. Therefore V0 = 1/P(E) = lln(E)L3 in 3d, where n(E) is the 
density of states. Generally, in d dimensions, 
(3.3.6). 
So taking the ratio BIV0 we obtain, 
: = :~ n(E)Ld = tzDn(E)Ld-2 
0 
(3.3.7). 
If we then employ a form of the Einstein relation, a= Din(E) we arrive at, 
(3.3.8). 
Recalling that G(L) = 2:(L)( 27:2 ) and that I(L) = Ld·2a we have that 
G( L) = ( Ld-2 )( 2fi%2 ) • Comparing with equation 3.3.8 gives, 
G(L) -B!Vo (3.3.9), 
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so we can identify the parameter BIV0 from the Anderson model with the dimensionless 
conductance G. Hence the fact that there exists a critical value of B!V0, implies that there 
is a critical value of the dimensionless conductance at the MIT, rather than a critical value 
of the conductivity as suggested by Mort. 
The point now is that if we continue our edge doubling procedure, building larger 
and larger samples from samples of side L then we can investigate the limit L ---; eo, and 
determine the scaling theory prediction for G in the macroscopic limit. The simplest way 
to do this mathematically is to express the fact that we can deduce G(2L) from G(L) and L 
using a differential equation : 
dlnG = fJ(G) 
dlnL 
(3.3.10), 
where fJ(G) is an unknown function independent of L. The origin of this equation can be 
understood as follows. 
so that, 
or, 
d lnG = .!:__ dG = f3( G) 




dG = /3( G)G dL 
L 





!1G = f3(G) X G(L) (3.3.14), 
eventually giving, 
G(2L) = G( L) + f3( G) x G( L) (3.3.15), 
which is just a statement of the fact that G(2L) can be determined from G(L) simply by 
multiplication by the factor fJ(G). We need therefore to calculate this f3 function to 
calculate the macroscopic prediction for the conductance. 
Simple physical arguments give values for fJwhen G >> 1 and G <<1 : 
(i)G>>l. 
This is where B!Vo is large i.e. the metallic regime. Ordinary classical transport theory 
holds so that, 
Hence 
meaning that, 
(ii) G << 1. 
dlnG =d- 2 
dlnL 




(3 .3 .18). 
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This is where B!Vo is small i.e. the insulating regime. Here the wavefunctions are 
exponentially localized and the only way the conductivity can proceed is via tunnelling 
from one state to the next. Hence we can assume that, 
G = G0 exp(-L/~) (3.3.19), 
where ~is the localization radius. We obtain, 
dlnG = _ L =In(!!_) 
dlnL a G0 
(3.3.20), 
so that, 
lim (G) P(G)=ln-G~O G0 
(3.3.21). 
We can now plot these two asymptotes on a plot of fi(G) against G. The form of 
the entire curve shown in figure 3.3.1 was explicitly calculated by Abrahams et al [10] 
although it is natural to assume that our two asymptotic values are joined by smooth 
curves. There are number of important conclusions to be drawn from this figure : 
(i) ford= 1, p < 0 always, meaning that dlnG/dlnL < 0. Hence if we perform our edge 
doubling procedure and let L ~ oo then G tends to zero and the system is always 
insulating. Metallic conduction can not take place in I dimension. 
(ii) for d = 2 an interesting and marginal situation occurs because although dlnG/dlnL is 
always negative, it is small as G ~ oo. Still though it seems that the conduction must 
always be insulating [ 11]. 
50 
(iii) In the d = 3 situation, which is of greatest interest to us, dlnG/dlnL can be both 
positive and negative - /}(G) crosses the G axis. Clearly there exists a critical value of the 
dimensionless conductance, Gc which separates the insulating and metallic regimes. For 
G > Gc, f3 is positive, G increases as L --)- oo , and the system is metallic. For G < Gc, f3 is 
negative, G reduces to zero as L --)- oo, and the material is an insulator. So whether the 
system is insulating or metallic is determined by the size of the conductance of the 
microscopic disordered system at a cut-off length scale, L *, in comparison to the critical 
conductance Gc. Hence critical disorder is attained when G = Gc, at a length scale L*. This 
is an unstable fixed point in that small deviations from it result in a qualitatively different 
situation as L --)- oo. 
1 ----------------
In G 
Figure 3.3.1. Plot of /}(G) against lnG, after [10]. Curves are shown ford= 1, 2 and 3. 
It is clear that the scaling theory of electron localization is unlike any previously 
developed transport theory in that it can treat insulators and metals on an equal level. The 
final success of the theory though is that it can predict the form of the conductivity in the 
critical region. Consider the fixed point j](G) = 0 and suppose that J3 has a slope 11 v at 
this point. This can be written, 
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fJ(G) = oGjv (3.3.22), 
where OG (<<1) is the difference in conductance between our starting point and Gc. 
Integrating this equation from our conductance starting point at length L *, out to fJ::::; 1 at 
large L, it can be shown that, 
(3.3.23), 
where A is constant of order unity, and l is the microscopic length scale at our starting 
point. Hence there is no minimum metallic conductivity, the conductivity obeys the 
critical form shown here, with a critical conductivity exponent, v. Furthermore, 
Abrahams et al were able to prove that in 3 dimensions the value of v for this non-
interacting theory is unity. Also, if we write the conductivity as a oc Gel~ then it is clear 
that the correlation length has a similar scaling behaviour, 
(3.3.24), 
with the same exponent, v. 
In terms of the conductivity of a doped semiconductor with a camer 
concentration, n, these equations can be rewritten in the form, 
& (3.3.25), 
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where ne is the critical carrier concentration. This can be done for any parameter that can 
induce a transition ; magnetic field, composition etc. It is this result of the scaling theory 
which we can apply to our experimental data on the MIT. 
It should be made clear at this point that if one includes different effects in the 
scaling theory, electron-electron interactions for example, then different critical 
exponents can be predicted. The various exponents predicted by theory, and the 
experimentally determined ones are considered in the next section. 
3.4. The Critical Conductivity Exponent. 
So we have seen that a simple formulation of the scaling theory of electron 
localization has predicted a critical conductivity exponent, v, and a localization length 
exponent, s, which are equal. It can also be shown [12] that the dielectric constant has a 
scaling form with a critical exponent v' = 2 v. Various scaling treatments of the Anderson 
problem have led to a spectrum of values for the critical exponents. To be more explicit 
several authors have worked on scaling theory with interactions included and derived a 
critical exponent v= 1 [13,14], whereas theories without interactions often predict 1/2 for 
the exponent [ 15, 16]. In another study a value of v = 1.3 5 has been suggested [ 17]. 
One thing which has become clear due to these theoretical investigations is that 
the concept of a universality class is a useful one in the study of the MIT. The basic idea 
is that there are separate classes of materials with the same critical behaviour at the 
transition. These materials are not necessarily similar. From a theoretical viewpoint the 
systems are classed according to symmetry considerations. Examples evinced by theory 
are the large spin-orbit splitting and high magnetic field universality classes. From an 
experimental viewpoint there is some evidence that random solids such as Si:P should be 
in one universality class if they are uncompensated, but should be in another if the 
compensation is high [ 18]. It is worth mentioning that even if it is not clear exactly which 
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universality class a material is a member of, there are certain indications as to whether 
electron-electron interactions are important. For example, Efros-Shklovskii variable range 
hopping is indicative of the formation of a Coulomb gap due to electron-electron 
correlation effects, so if a material displays this phenomenon close to the MIT then it may 
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Several experimental groups have set out to study the MIT in doped 
semiconductors, as well as various other materials such as alloys, metal-ammonia 
solutions, amorphous conductors etc [7]. Doped semiconductors are a good choice 
because systematically varying the dopant level allows one to study the temperature 
dependence of the conductivity as the distance from the MIT is varied. This process has 
been performed in materials such as Si:P [6], Si:As [19], Ge:As [20] etc. The Si:P data is 
displayed in figure 3.1.3 as an example. An exponent close to 0.5 was found from this 
very low temperature data. Most of these studies seemed to indicate that in compensated 
systems the exponent is 1.0, whereas in uncompensated systems the exponents are 
scattered over the range 0.5 to 0.8. The reason for this is unexplained, as is the exponent 
of 0.5 in Si:P, where theoretically one might expect v = 1.0. A very interesting set of 
experiments has been carried out on Si:B [21] where Dai et al measured the critical 
behaviour in zero field and in a field of 7.5 T. They found that the critical exponent 
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shifted from a value close to 0.5 up to 1.0 in the strong field limit. The data is shown in 
figure 3.4.1. This is the first clear indication of a material in which the conductivity 
exponent changes with field. They noted that in zero field the anomalous exponent is 
probably ofthe same origin as the exponent of0.5 in Si:P, but that the result in high field 
is exactly as expected for Si:B. 
It is worth noting at this point that amorphous materials such as NbxSi 1.x, Ge- Au 
alloys, and many others [18] usually exhibit a conductivity critical exponent close to 1.0, 
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Figure 3.4.2. n dependence of 
a(O) for AlGaAs:Si as probed 
by PPC [24]. Results are 
shown for 0 and 4 T. 
Techniques which allow the variation of one controllable parameter to 'fine tune' 
the MIT have an enormous advantage over studies involving discrete samples. Methods 
used so far include application of stress to Si:P [22], application of magnetic field [23] 
and the use of PPC in AlGaAs [24]. The stress tuning experiments in Si:P were used to 
probe the critical region very close to the MIT but produced the same exponent as the 
previous study- the anomalous exponent in Si:P remains unexplained. An excellent study 
of the MIT in AlGaAs:Si was done by Katsumoto [24] who used the PPC effect to fine 
tune the persistent photocarrier concentration, and hence the MIT. Figure 3.4.2 shows the 
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results of this experiment. An exponent of 1.0 was found in both zero field and a field of 
4 T. This experiment is one of the most revealing ever performed on the MIT, because the 
ease with which the carrier concentration can be varied allows a very rigorous test of the 
scaling theory, in the region very close to the transition. 
Finally, some experiments have been done on magnetic semiconductors. von 
Molnar et al acquired the data shown in figure 3.4.3, where the transition is tuned via the 
application of magnetic field in Gd3_xvxS4 [25]. The large negative magnetoresistance 
used to induce a transition is due to the formation of BMPs as discussed in detail earlier. 
Again, an exponent of 1.0 is obtained. This work was extended to include a study of the 
temperature dependence of the conductivity, and will be commented on later. Other work 
on CdMnSe and HgMnTe by Dietl et al [26] produced critical conductivity exponents 
close to one, although in all cases magnetic field had to be used to tune the transition. Our 
work is the first magnetic semiconductor study which has been done without the use of a 
magnetic field. It is worth noting at this point that Dietl et al suggested that DMS such as 
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Figure 3.4.3. Magnetic field dependence ofthe conductivity at 6 mK for Gd3_xvxS4 [25]. 
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3.5. Dirty Metals- The Weakly Localized Regime. 
The Weakly Localized Regime (WLR) exists just beyond the insulator-metal 
transition where, in doped semiconductors, n is just larger than ne. In this region the 
effects of electron-electron interaction and correlation are very influential, as are the 
effects of weak localization. By weak localization we mean an effective localization of 
the electrons which comes about due to the interference of electronic wavefunctions. In 
the region where the Boltzmann equation for conductivity is valid, and the wavelength of 
the electron is much less than the mean free path, interference effects can be neglected. 
However, when the mean free path is reduced and becomes comparable to the wavelength 
then these effects cannot be overlooked. This region is the WLR. It turns out that one 
consequence of taking these effects into account is that electronic wavefunctions can 
(under certain conditions) destructively interfere, resulting in a decreased probability of 
electron diffusion along certain paths. In other words the conductivity is being decreased 
by a tendency for the wavefunction to become more localized [27]. 
These electron-electron and weak localization effects have a very direct influence 
on the conductivity. They both introduce a quantum correction to the low temperature 
conductivity and have a profound effect on the magnetoresistance. The electron-electron 
correlation effect introduces a T112 term in to the conductivity, where the sign of the 
contribution can be positive or negative depending on the value of nine. This T112 term has 
been observed in an enormous variety of metals [28]. The weak localization effect 
introduces a term which is proportional to 'P12 , with the coefficient and the value of p 
being dependent on the details ofthe material being considered [27]. Both ofthese effects 
will be considered in detail here. The weak localization effects the magnetoresistance, as 
the application of a magnetic field affects the phase of the wavefunction, destroying the 
phase coherence necessary for the localization to occur. Hence a negative 
magnetoresistance is expected - the increasing field reduces the interference, therefore 
increasing the conductivity. It can be shown that this leads to a H112 dependence in the 
magnetoresistance. This is an effect which has been widely observed [28] and studied in 
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great detail by Bergmann in thin metallic films [29], who found excellent agreement 
between experiment and detailed theory. 
We return now to the quantum corrections to the conductivity mentioned earlier. 
They result in a low temperature conductivity in the WLR which can be described by, 
CJ(n,T) = CJ(n, T = 0) + m(n)T112 + B(n)P/2 (3.5.1), 
where the first term represents the zero temperature conductivity, the second term arises 
from the e·-e· effects and the third is due to the weak localization. Comprehensive 
analyses of experimental data based on this equation have been performed by Dai et al 
[21] and Thomas et al [30]. Data from [30] is shown in figure 3.5 .1 where the 
localization and e·-e· terms are shown clearly. A suitable theoretical review is given by ref 




























Figure 3.5.1. cr(T) for Ge:Sb 
showing the localization and 
e·-e· contributions [30]. 
For the case of a doped semiconductor, all three terms are n dependent. Dealing 
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(3.5.3). 
Here the factor yF a is the Coulomb interaction parameter, where r is a constant which can 
be calculated from the band structure, and Fa is related to the Fermi liquid parameter F 
by, 
(3.5.4), 
where F = (1/x)ln(l +x), and x = (2kF I K)2, with kF the Fermi wavenumber and K the 
Thomas-Fermi screening wavevector. Dai et al used temperature dependent conductivity 
data on the metallic side of the MIT to determine m as a function of n, which then 
allowed a determination of the n dependence of the interaction parameter. Alternatively, 
Thomas et al succeeded in calculating the parameters F and r and predicted the form of 
m(n) which they found to be in agreement with their data. In chapter 7 a quantitative 
analysis of this form is given for CdMnTe. 
Turning to the weak localization term, B(n)P12 we have that, 
(3.5.5), 
where r; is the relaxation time of the dominant dephasing mechanism. Theory predicts 
that electron-electron scattering will result in p = 2 and 3/2 for the clean and dirty limit 
respectively, while electron-phonon scattering will make p = 3. As we will see in chapter 
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7, our data suggests that p = 2, making the weak localization term linear in T. This is in 
agreement with the work of Thomas et al. The prefactor B(n) is given by, 
(3.5.6), 
where 17 is the valley degeneracy and S0 is a constant which can be calculated from the 
effective mass anisotropy and 17· For the case of CdTe the situation is simplified by the 
fact that So17 = 1. So this analysis is actually simpler for the case of a CdTe based 
compound, than it is for Si and Ge where it has been previously applied. The equation for 
B can be used to compare experiment with theory if B is extracted from experimental data 
on temperature dependent conductivity. This is done in chapter 7 for CdMnTe. 
It is interesting to note that in most of the systems studied and analysed in this 
fashion the values of m and Bare remarkably similar [10, 24, 30, 31], although in some 
systems the n dependence is weak [24], whereas in others such as Si, the sign of doidT 
changes and m and B are more rapid functions of n (or H). This will be discussed with 
reference to our results in chapter 7. 
3.6. Hopping Conduction Near The MIT. 
In section 2.3.4. when the transport properties of DMS were discussed, impurity 
conduction was mentioned briefly. It was shown that doping semiconductors leads to the 
formation of energy levels within the forbidden gap, which can lead to activated 
conduction processes. These processes are referred to continually in chapter 6, and the 
interesting problems associated with very heavy doping are discussed. In this section we 
outline the hopping conduction phenomenon which occurs at low temperatures in doped 
semiconductors, as well as systems such as amorphous conductors [7]. The basic idea is 
that in a system where the Fermi level lies below the mobility edge then the conduction 
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can proceed either by activation to the Fermi level or by electrons tunnelling, or hopping, 
from one state to the next in the direction of the applied electric field. An essential 
ingredient here is the existence of some degree of compensation to produce empty states 
to hop to. 
ABSOLUTE TEMPERATURE (• KELVIN) 
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Figure 3.6.1. Temperature dependence of the resistivity and Hall coefficient in Ge:Ga, for 
various carrier densities [33, 34]. At low temperatures the nearest neighbour hopping is 
observed, hence the linear variation in the resistivity plot and the turnover in the Hall 
coefficient. 
The simplest form of hopping conduction is the Miller and Abrahams phonon 
assisted nearest neighbour hopping [32]. Here the electron simply accepts energy from a 
phonon to make it resonant with a neighbouring empty site, at which point the tunnelling 
event occurs. The temperature dependence of the resistivity is expected to take the form, 
(3.6.1), 
where the energy E3 is used, as E1 and E2 correspond to activation to.the conduction band, 
and to the equivalent of the upper Hubbard band, respectively. Conduction of this type 
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was observed by Fritzsche [33,34] in Ge:Ga as shown in figure 3.6.1 where the resistivity 
and Hall coefficient are shown. At low temperatures the £ 3 behaviour is observed in the 
resistivity, while the Hall coefficient peaks and then falls off. This behaviour of the Hall 
coefficient is typical for a system crossing over to hopping conduction as the temperature 
is lowered. It is associated with the fact that the conventional theory of the Hall effect 
breaks down when the transport is no longer ballistic. There are other points which are 
signatures of this form of conduction. For example, P3 is expected to vary hugely as the 
donor concentration is changed whereas P2 is changed by a relatively small amount. The 
variation of the three activation energies in n-type Ge is shown in figure 3 .13, where a is 
the separation between donor centres. This characteristic peak in £ 3 as n is varied is a 
signature of nearest neighbour hopping [35]. This effect occurs because at low values of 
n, when the separation (a) is high, the states are all at effectively the same level, but when 
the density is increased the scatter in the energies of these levels begins to widen, 
meaning that the average energy difference between neighbours (£3) increases. At high 
values of n the metallic regime is approached, EF---+ Ec and the £ 3 value decreases again. 
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Figure 3.6.2. Variation of the 
activation energies of n-Ge 
with the · distance between 
centres, a . 
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At lower temperatures Mott (36] was the first to point out that the dominant 
hopping mechanism was most likely not to the nearest neighbour. He suggested that as 
ksT is small the electron would have to hop over longer distances in order to find a site 
within ksT of its own initial energy. This is known as variable range hopping. Assuming 
that the density of states at the Fermi level is constant over a small range, then the density 
of states per unit energy near EF is given by (4JT/3)R3N(EF), where R is the distance from a 
given site. For an electron to hop a distance R the activation energy LIE will be, 
(3.6.2). 
There is the added effect that hopping over a distance R will involve tunnelling through 
that distance, so the probability for a hop will be modified by the factor exp( -2 aR), where 
a is the inverse localization length of the wavefunction (= 1/{). So to find the optimum 
hopping range R0 we need to maximise the expression, 
exp( -2aR)exp( -M/ k8 T) (3.6.3). 
This will occur when, 
(3.6.4), 
has its minimum value. This is found to be Ro = [1 I 81rN(E)aksTJ 114 • Putting this value 
of R in equation 3.6.4 gives : 
(3.6.5), 
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where To = BIN(EF)cf. This form for the hopping conduction has been observed in a 
number of materials such as amorphous Si1_xCrx [37], GaAs and InP [38, 39]. From a very 
early stage though it became clear that this was not the full story of variable range 
hopping as an exponent of 1/2 rather 114 was often found experimentally. Efros and 
Shklovskii [ 40] were the first to show that electron-electron correlation effects could be 
used to explain this phenomenon. 
Efros and Shklovskii suggested that the long range Coulomb interaction between 
localized states meant that states energetically close to the Fermi level should be spatially 
well separated. This in turn leads to a reduction in the density of states close to the Fermi 
level. In fact this results in a parabolic dependence of the DOS, N (E) ex: I E-EF 1 2, around 
the Fermi energy. This is a soft gap, in that the DOS is only zero at one point rather than 
being zero over a fmite energy interval. This form for the DOS leads to a new form for 
the hopping conductivity, 
(3.6.6), 
where To'= 2.8e2 I K~, where K is the static dielectric constant which enters the theory 
through the Coulomb interaction. The data of figure 3.6.3 shows this dependence in 
neutron transmutation doped Ge:Ga, with increasing carrier concentration [41]. This data 
brings about the interesting question of the n dependence of the To in the Efros-
Shklovskii hopping expression. In the vicinity of the MIT the dielectric constant, and the 
localization length will diverge, each having a separate critical exponent, v' and v 
respectively. This means that To should scale with a critical exponent A = v' + v. Scaling 
behaviour is often found for T0(n), but the results are confusing in that if vis determined 
from the conductivity and A is determined from To, it is often found that v' :t:. 2 v, as 
predicted by Wegner. In order to examine this problem several studies of the scaling 
behaviour of the dielectric constant have been made via capacitance measurements [e.g. 
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24, 42]. Conflicting results are obtained : sometimes v' = 2 v, and /1. has a consistent value 
while in other cases the dielectric constant and the conductivity appear to have the same 
exponent. The situation is no doubt clouded by the fact that such studies of the dielectric 
constant are limited due to the difficulty of the measurements. It should also be noted that 
it has been suggested that there are scenarios where the localization length and the 

















Figure 3.6.3. VRH in Ge:Ga 
for various doping levels, 
from O.l611c to 0.99nc [41]. 
Finally, the magnetoresistance in the variable range hopping regime is worthy of 
some discussion. A positive magnetoresistance is observed due to the diamagnetic 
shrinking of the wavefunctions in an applied magnetic field. This effect reduces 
wavefunction overlap leading to positive :MR. Efros and Shklovskii [ 40] showed that, 
(3.6.7), 
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where for the T112 law,y = 3/2 and t = 0.0015. Here, A, is the magnetic length defined as 
( cn-feH)y;. So ln (p(H) I p(O)] is expected to be linear in W, as is found experimentally in 
many cases [43]. This expression will be used in later chapters in an attempt to identify 
the origin of the positive MR. found in CdMnTe. It should also be noted that a relatively 
weak negative magnetoresistance can occurr in the VRH regime [ 44]. This effect is due to 
interference associated with the fact that a long range hop encompasses many other 
electronic states. In certain cases these states can destructively interfere, reducing the 
probability of a hop from one state to another, therefore increasing the resistance of the 
sample. When a weak magnetic field is applied the destructive interference is suppressed 
because the field results in an added phase change in the electronic wavefunctions. Hence 
the probability of the hop will increase from its original value, and a negative 
magneto resistance is observed. This effect is found to lead to a ln( al a0) oc H2 dependence 
at weak fields, followed by In( al a0) oc H at higher fields, until eventually saturation 
occurs. 
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4. Review of Persistent Photoconductivity. 
The aim of this chapter is to give a relatively in-depth review of the physics 
behind the effect of Persistent Photoconductivity (PPC). The motivation for this is 
simple; CdMnTe:In is a persistent photoconductor and the main section of this thesis is 
involved with studying this effect, and using it to study the MIT. 
Section 4.1 will outline the PPC effect and its discovery, as well as giving an 
indication of which materials are known to show PPC. Section 4.2 describes the large 
lattice relaxation negative U model, which is the leading model used to explain the DX 
centre PPC seen in materials such as CdMnTe. Section 4.3 then deals with the PPC seen 
in CdMnTe : In, and gives an outline of the work performed so far. Section 4.4 reviews 
the work done on PPC (or at least long lived photoconductivity) in systems where the 
mechanism behind the effect is not based on DX centres. A rather in-depth review of 
studies of multiple DX centres is given in section 4.5 along with the prevailing theories. 
This section is included as a large part of chapter 6 is based on measurements on samples 
of CdMnTe:In which appear to show multiple DX centre formation. Finally, section 4.6 
explains how PPC presents us with a wonderful opportunity to study the metal-insulator 
transition in a controllable fashion - the main aim of this thesis. 
PPC is an effect displayed by certain materials where the exposure of the material 
to light of some wavelength, below a certain temperature, results in an increase in the 
conductivity which persists after the illumination is ceased. There is a rather diverse range 
of materials which display PPC under certain conditions ; II - VI semiconductors (CdTe 
under hydrostatic pressure[ I], CdZnTe [2, 3] and of course CdMnTe:In or Ga [4, 5]), Ill-
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V semiconductors (GaAs [6], GaSb [7, 8], InSb [9], AlGaAs [10] etc) as well as more 
exotic systems such as thin films of the superconductor YBCO [ 11] and some CMR 
(Colossal Magnetoresistance) perovskites [12]. The mechanisms producing the PPC in 
these materials can be very different. Here I will concentrate on PPC in semiconducting 
materials before moving on to CdMnTe:In in detail (section 4.3). 
PPC was discovered in AlxGai-xAs:Te, and then AlxGal-xAs:Si, after a 
considerable amount of research on deep donor levels and the related doping problems in 
such compounds as GaAs and GaAsP [ 1 0]. After the realisation that deep defect centres 
were at the root of the so-called doping problem [13], the major breakthrough in the 
search for an explanation ofthe effect was given by Lang and Logan [14]. They suggested 
that the PPC was linked with a deep state with a large Stokes shift (i.e. the optical depth 
much larger than the thermal depth), and a small capture cross-section at low 
temperatures, leading to a PPC effect. They concluded that in order that the defect have a 
large Stokes shift, the electron capture to the deep state must be accompanied by a large 
lattice relaxation. In other words, the lattice is distorted around the defect centre. This 
defect became known as a DX centre, because at the time it was thought to be a complex 
of a deep state (D) and an unknown defect (X). It is now known that the DX centre 
actually originates from isolated donors rather than some donor complex. These ideas 
were successfully combined and used to construct the large lattice relaxation negative U 
model, which is described in the next section. 
This PPC effect is shown in figure 4.1.1., where the carrier concentration of a 
sample AlGaAs is plotted as a function of the inverse temperature. A large difference 
between the dark and illuminated concentration is seen below a certain temperature, 
known as the quenching temperature T Q· This increase in concentration is accompanied 
by a corresponding increase in the electrical conductivity. The behaviour shown here is 
rather typical of a DX centre PPC material. 
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Figure 4.1.1. Plot of carrier concentration 
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4.2. Large Lattice Relaxation Negative 'U' Model. 
After the experiments of Lang et al [14] which suggested that the DX centre 
involved a large lattice relaxation, a complete model of the DX centre was forwarded by 
Chadi and Chang in the late 1980's [ 16,1 7]. They suggested that the experimental work 
on AIGaAs pointed to the fact that the PPC was due to the formation of two types of 
donor states : a regular shallow effective mass level residing just below the conduction 
band edge, and a localised deep DX level with a large degree of lattice relaxation. (The 
two activation energies associated with these levels had been extracted from the transport 
data on AlGaAs as shown in figure 4.2.1.). A qualitative description of the structure and 
formation of the defect was given, followed by a theoretical analysis which showed how 
the experimental fmdings of a large stokes shift and the observed pressure and 
composition dependencies (figure 4.2.1.) could be reproduced by the model. This theory 
was based on an ab initio pseudopotential approach from which the binding energy of the 
centre was calculated. 2.5r---,-----,,-----.----rr---. 
Figure 4.2.1. x dependence ofthe DX > 
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The DX centre was proposed to be the result ofthe following set of reactions, 
(4.2.1), 
(4.2.2), 
adding to give, 
(4.2.3). 
Here d represents the shallow effective mass donor, e an electron, and DX the DX level 
deep state. So, the DX state is formed after capture of an electron and is therefore 
negatively charged, the whole defect centre capturing two electrons. These two electrons 
obviously repel each other via the Coulomb interaction. This is why the large lattice 
relaxation is important - the Coulomb repulsion is overcome by a lattice distortion around 
the DX deep level making the whole centre energetically stable. This model is referred to 
as a negative U model as two trapped electrons lead to a negative Hubbard correlation 
energy, U. 
The precise form of the lattice distortion was elucidated by the pseudopotential 
calculations, which showed that the Ga - Si bond in the defect is ruptured and the 
interatomic distance altered, as shown in figure 4.2.2. It is easily seen how this situation 
leads to PPC if the configuration co-ordinate diagram in figure 4.2.3. is examined. Here 
the two states (the deep level and the shallow level) are shown, and the relevant energies 
labelled. When the sample is cooled in the dark the electrons freeze into the deep level 
and the system shows insulating behaviour. On illumination at low temperatures the 
electrons are excited to the shallow state, and the conductivity (and free carrier 
concentration) increases. The following reaction is occurring, 
(4.2.4). 
As can be clearly seen from the configuration co-ordination diagram, at sufficiently low 




Figure 4.2.2. Atomic configuration ofthe shallow donor (d0) and the DX" deep level in 



























Figure 4.2.3. Configuration co-ordinate diagram for the negative U model of the DX 
centre [16, 17]. 
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surmount the barrier to recapture to the deep state. This leads to PPC below a temperature 
T Q, where k8 T 0 is the size of the barrier to recapture. 
This model leads to a temperature dependence of the resistivity, in a DX centre 
persistent photoconductor, as shown in the schematic in figure 4.2.4. As the sample is 
cooled in the dark the activation energy of the deep level is observed until k8 T < E0 . 
Below this temperature the activation energy of the shallow level (Es) is observed. On 
illumination the conductivity increases and remains high after the illumination is ceased. 
When the sample is warmed, the conductivity remains higher than the dark level up to the 
quenching temperature, T 0 , where the two curves meet. 
a. 
c 





Warming after illumination 








\ E5 ( illuminated ) Quenching Temperature, 10,--------------
T = 300 K T = 4.2 K 
Figure 4.2.4. Schematic of the temperature dependence of the resistivity in a DX centre 
PPC material. 
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As mentioned earlier this model is rather successful as it explains the x 
dependence of the DX deep level energy in AlxGa1.xAs, the pressure dependence of the 
deep level, as well as the large Stokes shift observed. As there are two electrons captured 
\ 
in the ground state of the DX 'level the model also predicts that the ground state should 
be diamagnetic, with the electrons having opposite spin directions. This was apparently 
confirmed by the absence of an EPR (Electron Paramagnetic Resonance) signal in 
AlGaAs (19], an effect which was observed in a number of studies. Although the negative 
U model is now widely accepted there is a certain amount of controversy surrounding it, 
after an experiment performed by Khachaturyan et al [20] appeared to show that the 
ground state of the DX centre was paramagnetic. A similar experiment (to measure the 
magnetic moment of the centre) was performed by Katsurnoto et a! (21] with rather 
different results. It is clear that there are some problems involved with the interpretations 
of these measurements, despite the fact that measuring the magnetic susceptibility would 
appear to be the most direct method of determining the spin of the ground state. The 
negative U model remains the most popular model for the explanation of the PPC effect 
in compounds such as these. 
4.3. PPC in CdMnTe. 
As was mentioned earlier, PPC was discovered in CdMnTe:In [4] and 
CdMnTe:Ga [5] after work on the effect in CdTe under hydrostatic pressure [I] and 
CdZnTe:Cl [2, 3]. The PPC observed in this material is completely analogous to that seen 
in AIGaAs i.e. it is due to the formation of both shallow and deep DX levels when doped 
with In or Ga. So figures 4.2.2 and 4.2.3 both hold, but with In taking the place of Si, Ga 
replacing (Cd I Mn), and Te replacing As. 
The work done on CdMnTe:Ga was concerned with transport properties linked 
with the PPC effect. In particular the resistivity, carrier concentration and mobility were 
all shown to have a typical form for a DX centre persistent photoconductor, the 
quenching temperature being of the order of 1 00 K. In addition to these measurements, 
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Semaltianos et a/ [5] also measured the photoionization transients as a function of 
temperature and magnetic field. One of the most interesting results they obtained was that 
magnetic fields of up to 6 T produced no observable effect on these transients. This 
I 
suggests that the deep DX level is insensitive to local Mn spins, and hence that the centre 
should be diamagnetic in nature - further evidence for the negative U model. One might 
expect that the shallow levels associated with the PPC would be Zeeman split, producing 
an effect on the photoconductivity transients. The reason why no such effects are 
observed is unclear, although it is worth noting that if both deep and shallow levels are 
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Experiments on CdMnTe:In showed again that the phototransport properties were 
typical of a DX centre persistent photoconductor. Figure 4.3.1. shows the Hall carrier 
concentration of Cd0 9Mno 1 Te:In plotted as a function of the inverse temperature. Each of 
these curves corresponds to illumination to a different level at 8 K. The PPC effect is 
clearly seen with a quenching temperature of around 100 K. Samples with several 
compositions were studied, and deep level activation energies were found to be in the 
range 2.42 to 151.8 meV with a rather strong dependence on x. This x dependence of 
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phototransport properties (such as Eo) will be discussed in detail later in this thesis 
(section 6.1.3) and appears in [22]. Interestingly, the shallow level activation energy, Es 
was found to vary as 11 (ns3) for the sample shown in figure 4.3.1, and some analysis 
allowed a determination of the density of states as a function of the activation energy. 
"---
This produced an approximation to the exponential form usually associated with a band 
tail in the density of states. This paper [4] was the first to make clear the motivation for 
this work : to study the metal-insulator transition in a magnetic semiconductor by control 
of the illumination level. Unfortunately all of the samples used in [4] were found to be 
insulating after illumination. Measurements of the low temperature transport properties, 
hopping conduction [23] and dielectric constant [24] were all made in the insulating 
phase as the transition was approached. These are commented on in more detail in the 
sections ofthis thesis devoted to the MIT. 
The PPC effect in Cd1_xMnxTe:In was also utilised to study the earner 
concentration dependent magnetoresistance [25, 26], highligh~ng the applicability of the 
technique to study any carrier concentration dependent phenomenon. This work is 
discussed in more detail in section 2.3.3. where the magnetotransport properties of diluted 
magnetic semiconductors (and in particular Cd1_xMnxTe:In) are reviewed. 
4.4. PPC Unrelated to DX Centres. 
As previously mentioned in section 4.1. there exists a wide variety of materials 
which show a PPC effect of some form. Not all of these display DX centre PPC. In fact 
materials are often labelled persistent photoconductors when the induced 
photoconductivity is a long lived phenomenon but not truly persistent. One of the clearest 
examples of a system which shows such a long lived or persistent photoconductivity is 
that of a semiconductor interface. For example, samples of n-GaAs on an insulating 
GaAs:Cr substrate show a very long lived PPC up toT> 140 K [27, 28]. A similar effect 
is seen in MBE grown samples of ZnSe:Ga on an insulating GaAs substrate [29]. These 
effects are explained in terms of photoexcited electrons, being hindered in their attempts 
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to recombine with holes, by macroscopic potential barriers at the interface. This 
explanation differs fundamentally with the DX centre materials where the potential 
barriers involved in the PPC are microscopic. 
For the case ofn- GaAs on GaAs substrates [27, 28] the photons absorbed by the 
material generate electron hole pairs; the holes diffusing into the insulating substrate, 
while the electrons remain in the n - GaAs layer producing an excess conductivity. This 
photoconductivity is persistent as the electron hole pairs are now spatially separated by 
the interface potential barrier, plus the fact that the holes in the substrate will be trapped 
in localized states. The interesting point here is that the form of the relaxation of the 
photoconductivity can be explained by a model based on spatial separation of the carriers. 
An initial fast relaxation is due to the recombination of carriers separated spatially by 
small amounts. After this, slow relaxation at long times is due to the gradual 
recombination of carriers separated by a large distance. A simple modelling of this 
process leads to the following form for the conductivity : 
cr( t) = cr( t = 0)- 0.5AaN ln(t I 'to) (4.4.1) 
where a is the Bohr radius of the electron, N is the density of the traps in the substrate, 
and A is a constant depending on the mobility and width of the conducting layer. This 
equation seems to explain the data rather well [27]. 
The explanation of the PPC effect in the ZnSe epilayers is of a similar nature. 
Here a large band offset between the GaAs substrate and the layer produces a potential 
barrier at the heterojunction. So again the photocarriers are spatially separated, with the 
recombination being limited by tunnelling processes. In these samples this actually leads 
to a quenching temperature of 350 K. The technological significance of a quenching 
temperature above room temperature is commented on in section 4.5. It should also be 
noted that other layers of ZnSe on GaAs show pure DX centre behaviour, if the samples 
are grown such that the large band offset does not occur. 
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Similar ideas have been used to explain the long lived photoconductivity observed 
m nominally undoped ZnCdSe bulk samples [30, 31]. Jiang and Lin proposed that 
compositional fluctuations produce variations in the conduction band minima, which in 
( 
turn result in random local potential fluctuations. Firstly, it is important to realise that the 
'persistent' photoconductivity seen here is easily discernible from DX centre PPC as the 
relaxation, and the temperature dependence of the relaxation, is rather different. In fact 
the work on CdZnSe showed relaxations of up to 80 % of the photoconductivity in 1500 
s, compared to typical values of 5 % in 100 s, followed by no further measurable 
relaxation up to 1500 s in CdMnTe:In [22] (see chapter 6). The problem with the 
proposed random potential fluctuation model is that the theoretical work of Shik and his 
eo-workers [32, 33], on PPC in inhomogenous semiconductors, concludes that such a 
mechanism on its own will not lead to PPC. They assert that the addition of a high level 
of compensation would lead to PPC however, as these compensating centres can lead to 
the band edge modulation required for long lived photoconductivity and 'residual 
conductivity'. 
4.5 Multiple DX Centres. 
A fairly complete review of PPC and the negative U model (with reference to 
CdMnTe:In in particular) has been given, along with a description of some forms of long 
lived photoconductivity which are unconnected with DX centres. In this section the 
concept of multiple DX centres is outlined. Here, the idea is that it is perfectly plausible 
that any particular material may be able to support more than one type of DX centre. Each 
DX centre would have a different binding energy, and therefore, a different quenching 
temperature. Two forms of multiple DX centres will be discussed ; those due to different 
atomic configurations, and those due to the effects of the local atomic environment on the 
binding energy of the centre. These two models have received a good deal of attention in 
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the recent literature on CdZnTe:Cl and AlGaAs, respectively. It will be seen in chapter 5 
that these models could well be applicable to CdMnTe:In also. 
4.5.1. DX Centre Configurations. 
I 
DX centre persistent photoconductivity was examined in CdZnTe:Cl by Thio et a/ 
[34, 35] with the surprising result that certain samples showed PPC existing up to 
approximately 200 K, rather than the typical value for CdZnTe:Cl of 150 K [36]. This 
behaviour is shown in figure 4.5 .1, where the conductivity and carrier density of 
Cd0 72Zn0.28Te:Cl is shown as a function of temperature, both before and after 
illumination. Clearly, the illuminated conductivity shows a second peak around 165 K, 
where it would normally be decreasing to intersect with the dark curve. This increase in 
the conductivity is accompanied by a corresponding increase in the carrier concentration. 
It is this behaviour which leads to a high quenching temperature of -200 K. 
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This behaviour was interpreted by the authors in terms of a second metastable DX 
state. This interpretation was aided by the theoretical calculations of Park and Chadi [37] 
which showed that for the case of CdZnTe:Cl, three distinct types of DX-like structures 
are stable. Each of these states has a slightly different atomic configuration around the Cl 
donor, giving a different binding energy, and hence Tq. So the data of Thio et al (shown 
in figure 4.5 .1) was interpreted in terms of the existence of two centres giving rise to the 
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two different T Q values of 150 K and 190 K. Detailed first principles pseudopotential 
calculations predict that these different configurations are characterized by either bond 
rupture (as in the original DX state) or bond compression, each centre having different 
Cd-Cl bond lengths and angles. These calculations were also able to predict the binding 
energies of each of the centres. 
Detailed calculations were also performed for the case of CdTe (38] doped with 
group VII (e.g. Cl) and group III (e.g. In) impurities. As for CdZnTe:Cl, three types of 
DX centre were found to be stable for CdTe:VII. Interestingly, the work of Park and 
Chadi predicts that the situation for group III donors, such as In, is rather different. In this 
case the calculations find that there is only one stable state and that multiple DX centre 
formation is not possible. Unsurprisingly, this state was found to be almost identical to 
the DX centre formed by Si in AlGaAs. CdTe and CdTe-based compounds would 
therefore seem to be something of a special case in terms of DX centre formation, when 
doped with group VII elements. 
4.5.2. The Effect of the Local Atomic Environment. 
Several authors have commented, in work on AlGaAs, that the deep DX level is 
likely to have a binding energy which is dependent on the local atomic environment of 
the donor atom (e.g. Si, Te etc) [39, 40, 41, 42]. They observed that group IV donors in 
AlGaAs display a splitting of their ground state in the DX centre configuration, due to 
different possible numbers of Al neighbours. Reference to figure 4.2.2 shows that there 
are four possible options : i = 0, 1, 2 or 3 Al atoms in the DX configuration, with binding 
energies Ei0 x. It is clear that a situation such as this can lead to the appearance of more 
than one quenching temperature. Contreras et a/ [ 40] obtained electrical transport data on 
Si doped AlGaAs and AlAs I GaAs superlattices which supports the conclusion that a 
number of DX states are apparent due to this 'alloy splitting'. A similar conclusion was 
reached by Mooney et al from DLTS (Deep Level Transient Spectroscopy) experiments 
on Si doped samples of GaAs and AlGaAs [ 42]. In this work a single DLTS peak is found 
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in GaAs:Si, whereas in AlGaAs:Si they follild three distinct peaks. This would appear to 
be a very convincing result indeed. It should be noted that it is not only the Si DX centre 
which shows sensitivity to the local atomic environment. Sallese et a/ (41] have observed 
that the Te related DX centre also shows this alloy effect. 
Although these experimental investigations seem to give extremely convincing 
evidence for the hypothesis that the DX centre binding energy is sensitive to the local 
atomic environment, the question of why it is only observed in some samples remains to 
be resolved. One of the few publications which addressed this problem [43], made the 
comment that multiple peaks in the DLTS spectra were only observable in low quality or 
highly doped samples grown by molecular beam epitaxy. They also suggest that such 
structure would only be observable in transport measurements if the samples were heavily 
doped, or of low quality. It seems clear that gaining information on the quality of the 
crystals is important when attempting to Wlderstand the origin of a multiple DX centre 
effect. 
The fmal point to make in the discussion of multiple DX centre formation 
(whether it is due to different configurations, or to the effects of the local atomic 
environment), is that it could lead to PPC with a rather high quenching temperature. This 
begs the obvious question of whether it is possible to produce a material which displays 
DX centre PPC at room temperature, and, if so, what are the potential applications? This 
is a question which has been the subject of recent research by Thio et al [ 44, 45]. They 
have suggested that one immediate application of such a material would be to write 
erasable conductive patterns on an insulating backgrollild. This process could be utilised 
in optical switching, holography, and even high density data storage. It has already been 
demonstrated [ 44] that writing conductive patterns in an insulating backgrollild is 
possible in AlGaAs. Moreover, it has been possible to write a 'conductivity grating' in 
this material and then observe optical diffraction from this optically generated structure, 
formed from patterns of illuminated regions [ 45]. It is worth noting that the optical 
diffraction intensity increases with the square of the thickness of such samples, meaning 
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that bulk systems will be preferred over epitaxial layers. One final relevant point to be 
made is that if such applications can be realised, then it may not be necessary to warm the 
material to its quenching temperature to erase the patterns. It has been shown that far 
infra-red illumination can induce the capture of electrons by DX centres, leading to 
quenching of the PPC [ 46]. 
4.6. Photodoping Through The MIT. 
As has already been mentioned the main aim of this thesis is to discuss the MIT in 
CdMnTe:In, studied using the PPC effect. Quite simply, we are using illumination to 
control very accurately the carrier concentration and conductivity in an attempt to induce 
an insulator-metal transition. This process has been carried out before for the case of 
AlGaAs:Si, by Katsumoto et al [47]. The results of this experiment were discussed in 
detail in section 3.4, where some of the data is also displayed. The principle of our 
experiment is identical, although we are able to study the MIT in a magnetic system, 
allowing a zero magnetic field transition to be induced. This point, along with the details 
of the experiment will be discussed in detail in section 7.2. At this point though, it may be 
helpful to clarify the situation with regards to past work on PPC in CdMnTe:In. As 
mentioned in section 4.3 the PPC has been used to study the conductivity and dielectric 
constant on the approach to the MIT. This was done because of the difficulty in fmding a 
sample which is suitable to study the transition. First of all, the vast majority of the 
samples grown for this project were far too insulating, due to the high concentration of 
Cd vacancies, leading to a large compensation ratio. The second problem is that as n 
increases towards ne, the change in conductivity and carrier concentration on illumination 
decreases. This means that it is rather difficult to obtain samples which are conductive 
enough to be near the transition on the insulating side, but also have a large enough 
change in conductivity on illumination to reach the metallic phase. Details of two samples 
which do just this, as well as several other samples which are metallic before illumination 
is given in chapter 7. 
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5.1 Sample Preparation And Compositional Analysis. 
This section deals with the preparation and compositional analysis of the 
Cd1-xMnxTe:In samples. 
5.1.1 Preparation of Samples For Electrical Measurement. 
Bulk crystals of the diluted magnetic semiconductor Cd1-xMnx Te were grown 
using the vertical Bridgrnan technique, by P. Becla [1]. The samples were deliberately 
doped to a relatively high level of approximately 1018 - 1019 dopant atoms cm-3 with 
indiurn. All samples grown in this fashion were found to be n-type. The In doping was 
done to allow the study of persistent photoconductivity arising due to the fact that In 
forms a DX centre when doped in Cd1_xMnxTe. This atomic concentration of In was 
determined for some of the samples, either from atomic absorption spectroscopy, or by 
mass spectroscopy. The as-grown material was annealed in Cd vapour at temperatures in 
the range 600 to 800 ac immediately after the growth. This was done to reduce the 
number of Cd vacancies arising within the material. These Cd vacancies act as acceptors, 
drastically reducing the room temperature free carrier concentration of the material. In 
fact, annealing in Cd vapour increased the room temperature carrier concentration by up 
to two orders of magnitude. 
Individual samples were prepared by cutting cross sectional wafers, typically 
about 1mm thick, from the crystal then mechanically polishing them. In order to perform 
electrical measurements, the samples were then etched to remove any oxide layer from 
the surface, hence ensuring that electrical contact is made to the actual material rather 
than a layer of impurity. Contacts were always deposited immediately after the etch 
process to prevent re-formation of an oxide layer. The chemical etchant used in the 
process is a 2.5 % (by volume) solution of bromine in methanol. The polished sample is 
immersed in the CH30H I Br solution for a period of about one minute. The sample is 
then thoroughly washed in pure CH30H and left to dry at room temperature. 
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Figure 5 .1.1 . Infrared microscope image of a fairly uniform sample (A2). 
Figure 5.1.2. Infrared microscope image of a heavily pitted and scratched sample. 
Scale : f-~ 
lO~m 
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At this point the homogeneity of the crystals can be examined using infra-red 
microscopy. This is done using an optical microscope operating in transmission mode, 
with an infra-red edge filter inserted on the optical path between the light source and the 
sample. In this case an 850 nrn filter was used. The image is detected using an ordinary 
camcorder as the CCD in such devices can detect light in the infra-red region up to about 
1 J.lm. A typical image obtained in this way is shown in figure 5 .1.1. The uniformity of 
these samples is rather good. The visible features consist mostly of light surface scratches 
and etch pits. Figure 5.1.2 shows an image of the surface of a crystal which is heavily 
pitted and shows surface scratches, which are almost invisible on inspection of the sample 
with the naked eye. Such samples are clearly unsuitable for performing electrical 
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Figure 5.1.3. A typical V - I curve for In contacts on CdMnTe. Ohmic behaviour is 
observed. 
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Ohmic contacts are produced by indium soldering gold wires to the surface of the 
sample. 99.9999% pure indium is cleaned and the oxide layer scraped off the surface 
before use. The contacts are deposited in the Van der Pauw configuration as described in 
section 5.2. The Ohmic nature of the contacts is always checked by varying the sensing 
current and measuring the V-1 relationship for the sample. A typical characteristic is 
shown in figure 5.1.3., where a very linear appearance is observed. Contact resistances 
vary depending on the conductivity of the sample. For samples with relatively low 
resistivity in the 0.05 to 0.5 Qcm range the contact resistances are usually of the order of 
(or less than) I Q. Very insulating samples, such as those with Mn concentrations of- 15 
% or greater, are more difficult to contact to, as the contacts tend to be non-Ohmic. This, 
along with the problems involved with measuring very large resistances make transport 
measurements very difficult in this regime. 
5.1.2. Compositional Analysis. 
The manganese concentration of many of the samples of Cdi-xMnxTe:In was 
determined from EDAX (Energy Dispersive Analysis Of X-Rays) measurements, 
otherwise known as electron microprobe analysis. These measurements were done in a 
Cambridge Stereoscan S 600 scanning electron microscope with an EG&G EDAX head 
fitted. The EDAX data was collected and analysed using an AN 2001 analyser. The 
technique relies on the fact that when a material is bombarded with a beam of electrons, 
X-rays are emitted with an energy characteristic of the atom from which they were 
emitted. The emitted X-rays are then spectrally analysed to allow determination of the 
elements present in the sample. 
A typical EDAX spectrum of Cd1-xMnxTe:In is shown in figure 5.1.4. The 
characteristic emission lines of Cd, Mn, and Te are labelled. Quantitative analysis is 
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the sample with those of the pure element as a reference standard. Provided that all of the 
conditions are then maintained, then the concentration of that particular element in the 
sample can be determined. In practice this is an over simplified picture, with many 
corrections needing to be taken into account. For example, X-ray absorption and 
fluorescence are important, as an X-ray generated at a certain point within the material 
can interact with the atoms in the material and be absorbed for instance. Some of these 
corrections can be taken into account using the ZAF method [2] which corrects for effects 
due to the Z number of the sample, X-ray absorption and X-ray flourescence. For the case 
of CdMnTe the situation is simplified by the availability of six samples of known 
concentration. These samples' composition had been determined by either mass 
spectrometry or electron microprobe analysis as described above using the relevant 
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Figure 5.1.5. The calibration curve used to determine the Mn composition of many ofthe 
samples ofCd1-xMnxTe:In. 
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A calibration curve was produced by taking EDAX spectra of these samples and 
plotting the ratio of the heights of the Mn to Cd peaks against known Mn concentration, 
x. Throughout this series of measurements the same conditions were maintained i.e. the 
accelerating E.H.T. voltage, the electron beam spot size, angle of tilt etc were kept 
constant. This calibration curve is shown in figure 5.1.5. This shows excellent linearity 
over the whole concentration range investigated. Using a least squares fit to this data 
enables the Mn concentration of any sample of Cd1_xMnx Te:In to be determined (provided 
that it has a concentration in the range 4.22%::; x ::;12.8%.) from the expression, 
(/ Mn)- 0.0494 
( ) 
fed 
X o/o = 0.00456 (5.1.1), 
where IMn and Icct are the heights of the Mn K-a and the Cd-L peaks respectively. Using 
this method the error on xis usually about 0.3% Mn. This arises due to random counting 
errors in the EDAX spectra, but can be minimised by using long counting times. 
5.2. Electrical Characterisation and PPC Equipment. 
In order to perform electrical characterisation and persistent photoconductivity 
measurements a piece of equipment was constructed to investigate transport and 
magnetotransport properties in a variable temperature environment. The experimental 
arrangement is shown in figure 5 .2.1. The equipment is capable of measuring resistivity, 
Hall effect and magnetoresistance at temperatures from 400 K down to 3.6 K, in magnetic 




















Figure 5.2.1. The system used for electrical characterisation and PPC measurements. 
The variable temperature environment is provided by an Oxford Instruments 
CF1200 continuous flow cryostat as shown in figure 5.2.2. The principle of operation of 
the system is as follows. The cryostat is continuously connected to a transport dewar of 
liquid helium via a gas shielded transfer siphon which is evacuated to < 1 x 1 o·6 torr. A 
helium diaphragm pump is used to induce a flow of liquid from the dewar, through the 
siphon and into the cryostat. The sample space of the cryostat is thermally shielded from 
the ambient environment with a high vacuum space and a polished copper radiation 
shield. The liquid flows down tubes within the cryostat to a copper heat exchanger which 
cools the sample space. This flow of liquid can be controlled by needle valves on the 
transfer tube and flow meter. A heater and a AuFe(0.03%) - chromel thermocouple are 
mounted on the heat exchanger block to control its temperature. The AuFe - chrome! 
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thermocouple type is chosen due to its small magnetic field dependent errors. For 
example the error due to a field of 2.5T at 4.2 K is only 11 TIT= 3% and falls to 0.1 % at 
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Figure 5.2.2. The Oxford Instruments CF 1200 continuous flow cryostat which provides a 
variable temperature environment from 3.6 K up to 360 K. 
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good thermal contact with the heat exchanger via a copper collar which fits flush inside a 
steel tube with a copper rim, as shown in the figure. The sample space is evacuated and 
then filled with dry helium exchange gas to further promote heat transfer between the 
sample and the heat exchanger. The actual sample temperature is measured with a RhFe 
resistance sensor housed within the copper sample holder on the bottom of the probe. 
Having the sensor inside the same block of copper as the sample is mounted on, 
eliminates errors of measurement due to the fact that the sample and temperature sensor 
could be at slightly different temperatures. In addition to this, the RhFe type of resistance 
thermometer is far more accurate and reproducible than the thermocouple. The 
temperature of the heat exchanger, and hence the sample, can be reduced below 4.22 K by 
pumping on the liquid collected in the heat exchanger with the diaphragm pump, while 
the needle valve to the transport dewar is closed. In this way a base temperature of 3.6 K 
can be achieved quite easily. 
An Oxford Instruments ITC 4 intelligent temperature controller is used to control 
the temperature of the heat exchanger using the 40 n heater and AuFe - chrome! 
thermocouple which are supplied ready calibrated with the instrument. This method of 
control, combined with the regulation of the flow rate via the transfer tube and flow meter 
needle valves, allows the temperature of the heat exchanger to be stabilised to within 
1 OOmK over the whole temperature range. The ITC is also used to monitor the 
temperature of the sample with the RhFe resistance sensor. A sensing current of lrnA is 
used with this thermometer which results in no visible heating effects even at the base 
temperature. This sensor was calibrated in liquid helium at atmospheric pressure, and at 
room temperature. This method of calibration results in an error on the sample 
temperature measurement of 0.5 K at 77.4 K, which was considered suitable for this 
application. However, at low temperatures the error on the temperature measurement 
made by the RhFe sensor is far smaller than this, as it has been calibrated at 4.22 K. In 
fact at 4.22 K the accuracy of the thermometry, even with drifts in stability taken into 
account, is ± 20 mK, in zero magnetic field. The magnetic field dependent errors for 
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RhFe result in a temperature error ~ T I T of 11% at 2.5 T at 4.2 K [3]. The fields 
produced by the magnet in this experimental arrangement are s 0.75 T, and in fact no 
field dependent error was observed to 100 rnK resolution. 
The probe which is inserted into the cryostat (as shown in figure 5.2.3.) is 
constructed from thin walled stainless steel tubing in order to reduce the~al conduction 
to the cold end. The copper sample holder is connected via a section of nylon rod used to 
isolate the sample holder from the rest of the probe to encourage fast equilibration of the 
copper holder. Three copper baffles are attached along the probe to shield the cold end 
from room temperature radiation incident from the top of the probe. The wires required 
for the electrical measurements (i.e. the temperature sensor resistance, sample resistance 
and LED connections) are insulated constantan, again to reduce the heat leak to the cold 
region, with the exception of those used to measure the sample resistance. Here copper 
was chosen as the relatively high resistivity of the constantan wires ( 44 11n cm compared 
to 1. 7 11n cm for copper [ 4]) can lead to errors in the measurement of the resistance of the 
sample if all four wires are not of exactly the same resistance. This is particularly 
important if the sample resistance is small - as for some of the samples in this study 
(some are - IQ at 4.2 K). All of the wires were twisted into pairs to reduce the level of 
electrical noise. The wires were wound around the stainless steel tube and heat sunk with 
high thermal conductivity varnish at regular intervals. They were heat sunk again at the 
copper block with the exception of the two wires used to power the LED. These were left 
in poor thermal contact with the sample holder to avoid heating the sample when the 
relatively large currents (up to 10 rnA) are flowing in the diode circuit when the sample is 
being illuminated. Electrical connections are made at the top of the probe via a vacuum 
sealed connector. External to the cryostat the electrical cable is shielded and earthed to 
the same point to minimise the noise level. 
98 
..,-tlli..:!l::::::::;------- Screw Thread 
~------Copper Collar 
111-------- Copper Sample Holder 
IRLED-----------~~ 
Rh Fe Temperature Sensor _____ _ 
(embedded in copper) 
Figure 5.2.3. Continuous flow cryostat probe for electrical transport measurements. 
99 
The sample resistance and Hall voltage are then measured using the four probe 
method with a Keithley digital voltmeter. This enables resistances in the range from 1 mn 
to 300 MO to be measured. Regular checks are made to ensure that no sample self 
heating occurs due to the sensing current being too large. 
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Figure 5.2.4. The V-I characteristics ofthe Kodenshi LEDs at 300 K and 4.2 K. 
The infra-red LED is energised using the circuit shown in figure 5.2.1. A 330 n 
resistor is wired in series with the LED so that the current flowing in the LED can be 
controlled easily by varying the voltage across the diode. Without the resistor, fine control 
of the LED current was found to be impossible. A Farnell 24 V d.c. power supply is used 
as the voltage source, with the LED current being measured by a Keithley ammeter. 
Kodenshi GaAs LEDs [ 4] were found to be capable of operation at temperatures of 4.2 K, 
albeit with a rather different V - I characteristic. This V - I characteristic is shown in 
figure 5.2.4. The emission spectrum is shown in figure 5.2.5., where it can be seen that 
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Figure 5.2.5. The emission spectrum for the infra-red LED used at 300 K. 
The cryostat is mounted between the pole pieces of a Newport electromagnet, 
such that the sample is in the centre of the field and is in a homogeneous field region. The 
magnet is powered with a Glassman supply rated at 60 V, 18 A. The magnetic field 
measurement is made using an F.W. Bell Hall effect gaussmeter and probe. The probe is 
mounted in close proximity to the sample with the homogeneity of the field ensuring that 
the sample and probe experience the same size field. The gaussmeter is connected to a 
digital voltmeter to read the Hall voltage. 
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In addition to the system described in the previous section another probe was 
constructed to measure photoconductivity. This probe was designed to be immersed in a 
120 litre transport dewar of liquid helium. This allows measurements to be made 
extremely quickly and with relative ease. The system is shown in figure 5.2.6. The 
construction is rather simple : an NW 16 vacuum flange is welded to a thin walled 
stainless steel tube which has five copper baffles attached to it at regular intervals down 
the probe. The bottom consists of a copper block upon which the sample and LED are 
mounted. A copper can, which is perforated with helium fill holes, is placed over the 
sample block and held tight with a grub screw. A RhFe temperature sensor slides flush 
inside a hole drilled in the can, ensuring a good thermal contact between the sample and 
temperature sensor. The wires are run down the inside of the stainless steel tube from a 
vacuum sealed connector at the top, and are thermally anchored to the copper at the 
bottom of the probe, using high thermal conductivity varnish. The four wires for the 
sample resistance measurement are heat sunk to the sample block using beryllium oxide 
chips affixed with Stycast 2850 FT epoxy. 
The conductivity measurements are made as a function of temperature by slowly 
raising the probe above the liquid helium level at regular intervals, and allowing the 
whole sample block to warm up rather slowly at around 1K I min. This type of dynamic 
technique is less accurate than using a cryostat as described in the section above, but far 
quicker, hence making it ideal for selecting the best samples to investigate in more detail. 
For all of the electrical measurements the Van der Pauw [5] technique was 
employed. A schematic diagram of the arrangement is shown in figure 5.2.7. This is a 
four contact technique whereby the current is injected via two of the contacts, and the 
voltage developed is measured between two opposite contacts. For this technique to be 
applicable the sample must be singly connected and of uniform thickness, with the 
contacts placed on the perimeter of the sample. The resistivity is then given by, 
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p = ..!!!__ (RAB,CD + RAC,BD) f( RAB,CD) 
ln2 2 RAc,ao 
(5.2.1) 
where RAB.CD and RAc.BD are the resistances measured by injecting current through 
contacts A and B and measuring the voltage across C and D, and injecting current through 
A and C and measuring the voltage across B and D, respectively. The function/ is equal 
to 1 when RAB,CD I RAC,BD = 1, and falls to 0.9 when RAB,CD I RAc.BD = 3 [5]. All of the 
samples in this study have values of RAB.CD I RAC.BD close to 1.0, so the factor f is 
neglected. The Hall effect is measured by injecting a current through contacts A and D 
and measuring the voltage developed across B and C. The current is then injected through 
B and C and the voltage measured across A and D. In addition to this, the direction of the 
current is reversed also. This current reversal process is always carried out to ensure that 
spurious thermal voltages are accounted for [ 6]. These can occur if the sample has a small 
thermal gradient across it, but reversing the current direction and averaging the two 
values compensates for this. The average of these four values is taken to be the Hall 
voltage, V H· The apparent Hall carrier concentration, n, can then be calculated from, 
V _ BI H-
net 
(5.2.2) 
where B is the magnetic field applied perpendicular to the sample, I is the sensing current, 
e is the electronic charge and t is the thickness of the sample [ 6]. An actual measurement 
of n is made by sweeping the applied field B, through both negative and positive values, 
and measuring all four voltage configurations for each field point. In general, at zero field 
the Hall voltage is actually fmite due to slight contact misalignment which means that 
there is a potential drop between the two contacts due to the resistance of the sample. 
This can cause problems with measuring the Hall voltage at low temperatures, where this 
offset can be rather large due to the increasing sample resistance. This adds a further 
complication as the magnetoresistance of the samples can be rather large (50 % at 4.2 K 
is not unusual). In fact, these problems place a lower limit on the temperature at which 
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the Hall carrier concentration can be measured, this limit being lower for more 
conductive samples, where the offset voltage is much smaller. 
Sample 
D 1-
Figure 5.2.7. The Van der Pauw technique. The configuration RAC.BD ts shown as an 
example of the notation used here. 
5.3. Low Temperature Transport Measurements. 
The mm of this thesis is to discuss the electronic transport properties of 
Cd1.xMnxTe:In as probed by PPC. The central theme however, is the use of this PPC 
effect to fme tune the MIT, as discussed in earlier sections. This work requires that we 
perform our transport measurements at very low temperatures in order that we are able to 
observe the behavior of the conductivity in the zero temperature limit. For this reason a 
sorption pumped 3He refrigeration system has been used to perform transport 
measurements down to 300 mK. This section outlines the experimental arrangements 
used to perform these measurements. 
Section 5.3 .1 describes the operation of the 3He refrigerator used for these very 
low temperature measurements. Section 5.3.2 gives a very brief description of the helium 
dewar (which houses a 13 T superconducting solenoid) in which some of the experiments 
were performed. Finally, section 5.3.3 describes the measurement details. 
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5.3.1. Heliox 3He Probe. 
This system is an Oxford Instruments sorption pumped 3He probe. The principle 
of operation is simple : a charcoal sorption pump is used to reduce the pressure above a 
bath of liquid 3He, hence lowering the temperature to approximately 300mK. The probe is 
shown in figure 5. 3 .1. The design of the probe will not be discussed in detail as it is a 
commercial system. 
The system consists of a sealed charge of 3He gas attached via a central tube to the 
3He pot at the bottom of the probe. A 1 K pot is attached via a large diameter tube to a 
vacuum flange at the top ofthe probe. 4He is supplied to the lK pot fromthe main bath 
through a vacuum insulated pick up tube and needle valve. The lK pot is filled and 
pumped on with a large capacity (40 m3h-1) rotary pump. The sorption pump is placed in 
the line connecting the charge of 3He with the 3He pot. In order to control the pumping 
rate of the sorption pump, its temperature is controlled with a heat exchanger connected 
to the main bath via another vacuum insulated pickup tube and needle valve. Temperature 
control is obtained by varying the heater power supplied to the heat exchanger, along with 
control of the 4He flow rate using the needle valve. A helium diaphragm pump is used to 
flow the 4He around the sorb heat exchanger. A brass can is placed over the lower end of 
the probe forming a greased cone vacuum seal. This forms the inner vacuum can (IVC). 
Before cooling the probe, the sample is mounted on the base of the 3He pot and 
the IVC is filled with recovery grade 4He. The insert is then cooled in a bath of 4He. In 
our case the probe is placed inside a superconducting solenoid, or inside a liquid helium 
transport dewar. Once the lK pot has been cooled to below 1 OK, the needle valve to the 
main bath is opened and the pot pumped on. The temperature of the 1K pot can be 
reduced to about 1.5 K in this way. At this point the needle valve is then closed and the 
volume of 4He left in the pot is pumped to 1.2 K. At this stage the 3He will be condensing 
into the 3He pot eHe boils at 3.19 K at atmospheric pressure [7]). The temperature of the 
sorb is then lowered to 4.5 K by flowing liquid from the main bath through the heat 
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exchanger. This maximizes the pumping rate of the sorb and the temperature of the 3He 
pot falls to the base temperature of 285 mK, the hold time being greater than 30 hours. 
Obviously added heat load will result in a higher base temperature, in fact a heat load of 
250 11 W raises the base temperature to 384 mK. 
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Figure 5.3.1. Schematic ofthe Oxford Instruments sorption pumped 3He insert. 
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Below 1.2 K the temperature is controlled by varying the temperature of the sorb, 
and hence its pumping power. This method of control provides a temperature stability of 
better than 1 mK. Figure 5.3 .2 shows a typical dependence of the 3He pot temperature on 
the sorb heat exchanger temperature. As can be seen from the figure, below about 1 0 K 
the sorb pumps at a maximum rate and the temperature of the 3He pot is independent of 
the sorb temperature. Above 1 OK a rather rapid dependence is seen until the 3He pot 
reaches the temperature of the 1K pot. Above 1.2 K (the temperature of the 1 K pot) 
temperature control is achieved by direct heating of the 3He pot with a 200 n wire wound 
heater, while the sorb temperature is coarsely controlled at about 45 K. As an example, 
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Figure 5.3.2. The dependence of the 3He pot temperature on the sorb temperature for the 
Heliox 3He insert. 
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The thermometry used on the insert will now be described. All of the 
thermometers are shown in table 5.3 .1. along with their location, accuracy and usable 
temperature range. For higher temperature use the insert is equipped with a pre-calibrated 
RhFe resistance sensor, with a usable range from 1.4K up to 300K. At 1.4 K the sensor is 
accurate to ± 16 mK, which increases to ± 18 mK at 10 K. At lower temperatures the 
temperature of the 3He pot is monitored using a "470Q" Speer resistance sensor. This 
sensor is used from 10 K down to base temperature with an estimated accuracy of 2 mK 
at 335 mK. An identical Speer resistor is fitted to the 1K pot to allow the temperature of 
the pot to be monitored during cool down. The temperature of the sorb heat exchanger is 
measured using a '270 Q' Allen-Bradley resistor. This sensor is not intended to be highly 
accurate - it is simply used to monitor and control the temperature of the sorb rather 
coarsely. The temperature of the 3He pot and sample is then measured accurately. All of 
these thermometers are used in conjunction with an Oxford Instruments ITC 503 
intelligent temperature controller, to read, and where appropriate, control the temperature. 
For each of the thermometers the sensing current is adjusted so that no errors due to self 
heating are encountered. 
Sensor Type Position Usable Range Accuracy 
Alien - Bradley Sorb heat 250 K ~4.2 K - ± 2 Kat 200 K 
exchanger 
-±0.5Kat10K 
Speer A 1 Kpot 10 K ~ 1.2 K - ± 100mK at 1.2K 
Speer B 3He pot 10K~250mK ± 2 mK at 335 mK 
RhFe 3He pot 300 K ~ 1.4 K ± 16 mK at 1.4 K 
± 18 mK at 10 K 
Table 5.3.1. The thermometry on the 3He insert: position, range and accuracy. 
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The 3He insert is usually used in the temperature range from 0.3K up to 1 OK. The 
insert can be used at temperatures well above this, but in our case it is far more 
economical to use another system at higher temperatures (see section 5.2). 
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Figure 5.3.3. Schematic of the superconducting magnet and dewar system. 
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The magnet system comprises of a superconducting solenoid housed within a low 
loss liquid helium dewar. The magnet system is a commercial Thor Cryogenics 13 T 
solenoid. A schematic of the dewar and magnet is shown in figure 5.3 .3. As can be seen 
from the figure the magnet is suspended within the liquid helium reservoir which is 
surrounded by both a gas cooled 35 K radiation shield and a liquid nitrogen reservoir. 
Superinsulation is used to further shield the helium space from incident radiation. The 
solenoid is constructed from NbTi multifilamentary wire, with the inner high field 
windings being Nb3Sn. All of these windings are encapsulated in epoxy resin to prevent 
wire movement and premature quenching. A series of high power resistors are used as 
protection in the event of a quench. 
This system was used as a helium reservoir for measurements with the 3He 
sorption pumped insert as well as the direct immersion probe detailed in section 5.2. 
5.3.3 Experimental Arrangement. 
The previOus two sections have described briefly the He3 insert and the 
superconducting magnet and dewar used in these experiments. This section will deal with 











Figure 5.3.4. Typical sample 
holder. This arrangement 
screws directly into the 3He 
pot. 
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Samples are first mounted on a 10 mm x 10 mm sapphire wafer ofthickness 0.5 
mm with GE varnish. Sapphire is used because of its excellent thermal conductivity at 
low temperatures, along with its very large electrical resistivity. 50 f.!m gold wires are 
used to connect the sample contacts with 4 pads of indium mounted next to the sample on 
the sapphire wafers. The system wiring is then simply soldered onto these indium pads, 
making the changing of samples very simple. The sapphire wafer is mounted on a copper 
sample holder, again with a small amount of GE varnish. A typical sample holder is 
shown in figure 5.3.4. The electrical connections to the sample holder are made via a 
'plug-in' connector just below the 1 K pot, allowing one to change sample holders with 
ease. The arrangement shown in figure 5.3 .4 was used for zero magnetic field 
measurements and was screwed directly into the He3 pot to ensure good thermal contact. 
In this arrangement the Speer resistor mounted on the 3He pot itself was used to measure 
the sample temperature. Excitation voltages as low as 1 00 f.! V are used to ensure that 
errors due to self heating of the resistance sensor are negligible. 
The actual sample resistance is measured using a variable d.c. current source and 
voltmeter. The current is variable from 100 nA up to 1 mA with the uncertainty on these 
currents being 800 ppm and 400 ppm respectively. The voltage is then measured using a 
Racal Dana model 5900 voltmeter with a sensitivity of 1 f.! V. As an example, for a sample 
with a resistance of 1.0 at 300 mK, the resistance can be measured to 10 m.O resolution 
with a power dissipation of 10-IO W. In order to reduce the noise level on the 
measurement to a minimum, all of the wiring internal to the cryostat is in the form of 
twisted pairs, whereas external to the cryostat the signal is carried by earth shielded 
coaxial cable. This results in a noise level which is typically below 100 n V. At the base 
temperature, the V-I characteristic is checked for non-ohmic effects which could be due 
to sample self heating. In the event of any non-linearity being observed the excitation 
current is reduced accordingly. 
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When the sample resistance is being measured the direction of the current flow is 
always reversed and both voltages recorded to ensure that spurious thermal voltages do 
not affect the measured value. This is in addition to the usual checks for inherent 
anisotropy in the sample resistance which are carried out periodically when measuring the 
sample resistance as a function of temperature. Also, adequate time is allowed for 
temperature equilibration of the sample both after the initial cool down to base 
temperature and after every temperature set point is reached. 
It should be noted that in all cases great care is taken with the wiring in the region 
of the 3He pot to ensure that wires are thermally anchored to prevent a source of heat leak 
to the sample. The wires are wrapped around the 3He pot itself and GE varnished in place 
to ensure good thermal contact. This process is repeated at the sample holder before the 
leads are eventually connected to the pads on the sapphire wafer. The wiring is also heat 
sunk at the 1 K pot before the wires are run down the insert to prevent a large heat load 
on the pot. 
The LED's used in these experiments are of the same type mentioned in section 
5.2. These were found to operate satisfactorily at 300 mK, although the V-1 characteristic 
is such that voltages of up to 20 V need to be applied to sustain a suitable current flow. 
When illumination is performed at the base temperature a pulse technique is used to 
avoid warming the entire sample holder and 3He pot. A simple circuit based on a 555 
timer chip was used to produce a device which applies a suitable variable pulsed voltage 
to the LED with a variable mark to space ratio. 
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6. Electrical Characterization and PPC. 
This chapter presents the results of extensive electrical measurements on two sets 
of samples of Cd1.xMnxTe:In. All of the samples studied in this thesis were grown by P. 
Becla [1]. Set A is a large set of samples which have been used to determine the effect of 
composition on the PPC in these materials. Several samples in this set were identified as 
being suitable for studying the MIT and the WLR. These are discussed in full in chapter 7. 
The second set of samples have been studied in detail due to the fact that they exhibit 
several interesting phenomena. In particular, several samples display high temperature 
PPC, which we believe is due to the presence of multiple DX centres. In addition to this, 
some samples show an anomalous magnetoresistance at around 100 K, which we believe is 
linked with the formation of BMPs under certain conditions. 
6.1. Sample Set A. 
The samples discussed in this section are detailed in table 6.1.1, where the nominal 
composition from the growth data, the composition determined by EDAX and the 
annealing temperatures are shown. 
Sample Nominal EDAX Annealing 
Composition Composition Temperature I °C 
A1 5% 4.7±0.2% 800 
A2 5% 6.1 ± 0.2% 800 
A3 7.5% 6.28 ±0.10% 600 
A4 7.5% 6.43 ± 0.01 %* 600 
A5 10% 8.1 ±0.2% 800 
A6 15% 14.8 ± 0.3% 600 
A7 20% 16.6 ± 0.3% 800 
Table 6.1.1. Details of sample set A * denotes determination by mass spectroscopy. 
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The measurements made on these samples include: resistivity from 360 K down to 
3.6 K, Hall effect/Hall mobility from 360 K down to approximately 10 K, 
magnetoresistance from 30 K down to 3.6 K, along with the resistivity and mobility as a 
function of carrier concentration at fixed temperatures. This data is summarised in table 
6.1.2. 
6.1.1. Resistivity and Hall Effect Measurements. 
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Figure 6.1.1. Temperature dependence of the resistivity of sample A5. 
The PPC effect is clearly visible in all of these samples, and a consistent pattern of 
behaviour emerges. The temperature dependence of the resistivity of sample A5 is shown 
in figure 6.1.1 as an example. This is a sample which can be photodoped through the MIT 
and will be discussed in detail in the next chapter, along with measurements on samples AI 
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and A2, which are metallic before illumination. The dark level is shown here, along with 
five photogenerated carrier concentrations. Initially the sample is cooled in the dark from 
room temperature to 4.2 K. The dark data is taken on warming the sample from 4.2 K. 
The other curves are obtained by cooling the sample in the dark to 4.2 K then illuminating 
for a certain period of time, followed by warming the sample slowly and measuring p(T). 
Eventually saturation is reached, at which point further illumination produces no persistent 
conductivity increase. It is important to note that immediately after illumination there is 
some relaxation of the conductivity. At low temperatures the relaxation is small and rapid, 
but as the temperature increases towards the quenching temperature, the relaxation 
becomes more significant. This will be discussed in greater detail in section 6.1.4. Suffice 
to say that at low temperatures the photoinduced increase in the conductivity is persistent 
for many months [2] ! At a certain temperature known as the quenching temperature, TQ, 
the curves meet, and the light and dark conductivity has the same value. Above this point 
no PPC is observed. This is the point at which k8T is as large as the barrier to 
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Figure 6.1.2. Temperature dependence of the resistivity of A5 - logp against T 1. 
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Figure 6.1.2 shows the same data plotted as log (p) v. T 1 to elucidate the 
conduction mechanisms taking place. In the dark at high temperatures the conduction 
occurs via activation from the OX centre deep level to the conduction band edge. At lower 
temperatures, kBT is too small for this process to occur, so activation from the shallow 
level to the band edge is the dominant mechanism. Hence, the straight line section on this 
plot allows a determination of the deep level activation energy. The curves in figures 6.1.1 
and 6.1.2 are labelled with the photogenerated carrier concentration determined from Hall 
measurements at a fixed temperature of 10.0 K. Figure 6.1.3 shows a plot of the resistivity 
as a function of the persistent photocarrier concentration. Here the sample is illuminated in 
stages at a fixed temperature, and the resistivity is measured at each illumination level. As 
expected, the resistivity falls rapidly with increasing carrier concentration. This plot can be 
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Figure 6.1.3. n dependence of the resistivity in sample AS. 
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The temperature dependence of the carrier concentration is shown in figure 6.1.4. 
As expected the carrier concentration shows an activated form, allowing the determination 
of the deep level activation energy. It is this value which is displayed in table 6.1.2, as Hall 
measurements produce a more reliable value of the activation energy than the resistivity. 
This is because the resistivity also includes the temperature dependence of the mobility, 
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Figure 6.1.4. Temperature dependence of the Hall carrier density for sample A5. 
Clearly, at low temperatures the carrier concentration is practically temperature 
independent, due to the fact that these samples are rather close to, or beyond, the IMT. 
The fact that the carrier density is constant over this temperature range means that a 






Sample Mn p(300K) p(4.2K) R Eo Es TQ L\p 1 p;n n(300K) !l(300K) 
Number Fraction Qcm Qcm me V me V K (4.2K) % 1017cm·3 2y-1 -1 cm s 
Al 4.7% 0.046 0.103 2.24 4.44 0.02 93.0 16.9 3.0 453 
A2 6.1% 0.052 0.126 2.42 5.44 0.03 91.1 23.8 2.3 508 
A3 6.28% 0.126 9.657 9.78 12.85 0.67 98.2 80.2 1.4 340 
A4 6.43% 0.150 2.844 18.96 14.84 0.18 96.6 67.1 1.1 373 
AS 8.1% 0.155 5.339 34.44 18.64 0.12 104.4 87.5 2.0 202 
A6 14.8% 11.65 - - -160 -22 121.0 - 0.26 '208 
A7 16.6% 2.942 - - 175.2 25.35 123.0 - 0.11 191 
Table 6.1.2. Summary of the transport data for the seven samples in set A The parameters shown are the composition (see table 6.1.1 
for details), resitivity at 300 K, resistivity at 4.2 K, the ratio of the resistivities at 4.2 and 300 K, deep level activation energy, shallow 
level activation energy, quenching temperature, % change in resisitivity on illumination at 4.2 K, 300 K carrier concentration and 300 K 
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Figure 6.1.5. Temperature dependence of the Hall carrier density in sample A2. 
It is interesting to examme the temperature dependence of the carrier density 
around 100 K where the conduction is presumably exhibiting a crossover from activation 
from the deep level, to activation from the shallow leveL A small dip in n is seen in this 
region in all of the more conductive samples. Figure 6.1.5. shows similar data for the more 
conductive sample A2, where the effect is even more pronounced. A further interesting 
point emerges in that the Hall effect is slightly non-linear in this region, whereas above and 
below this temperature region the Hall effect is linear. This effect is shown in figure 6.1.6, 
where the Hall voltage is plotted as a function of the magnetic field up to 0.75 T. The 
voltage is seen to deviate from linear above about 0.3 T. This effect has also been seen in 
heavily doped Cd0.99M11o.01 Te:In [3]. It seems clear that this irregularity in the Hall data is 
due to the crossover in the conduction mechanisms. A non-linear Hall effect might be 
expected in such a situation [ 4]. It should also be noted that this effect only occurs in the 
more conductive samples. 
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Figure 6.1.6. Field dependence of the Hall resistance at 100.1 K in sample A2. 
We propose that this irregularity in the Hall effect is due to the fact that the 
conduction mechanism crosses over from activation to the conduction band edge, to 
impurity band conduction at lower temperatures. For the case of sample A2 (which will be 
shown to be metallic even before illumillation in chapter 7) the impurity band conduction 
will be metallic in nature. This explains why the anomaly in the temperature dependence of 
the Hall coefficient is observed in metallic samples, but not in insulators : in the insulating 
case the conduction mechanism simply crosses over from activation from the deep level to 
activation from the shallow level, whereas in the metallic samples the conduction 
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Figure 6.1.8. Temperature dependence of the Hall mobility in sample A2 
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Figures 6.1.7 and 6.1.8 show the Hall mobility of samples A5 and A2 as a function 
of temperature. In the dark all samples show a qualitatively similar behaviour : at low 
temperatures the mobility is dominated by ionized impurity scattering with a _yan 
temperature dependence, wherea...:; at higher temperatures the mobility is dominated by 
phonon scattering with a -T'n dependence [5]. This leads to a turnover in the !J.(T) 
dependence as shown in figure 6.1.8. Mobilities for the A5 sample are in the range 20 to 
200 cm2V.'s·1, while for sample A2 they reach values as high as 570 cm2V-'s·'. This is as 
expected, as sample A5 is insulating before illumination (and spans the critical region), 
whereas A2 is a metallic sample. It can also be seen that the mobility increases with 
illumination. This effect is shown more clearly in figure 6.1.9, where the mobility is plotted 
as a function of the carrier concentration at a fixed temperature of 10.0 K. Just as for 
figure 6.1.3, the sample is illuminated in stages and measurements made at each 
illumination level. This data is in qualitative agreement with the data of Terry et al [2]. 
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Figure 6.1.9. n dependence of the Hall mobility for sample A2. T = 10.0 K. 
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where a similar, roughly linear, increase is observed. In fact all measurements on CdMnTe 
thus far have resulted in an increase in the mobility on illumination [2,6], while 
measurements on AlGaAs have yielded both increases and decreases [7]. The n 
dependence of the mobility measured by Terry et al was successfully modelled using the 
Brooks-Herring theory of ionized impurity scattering, taking the number of ionized 
impurities to have a constant value. This is in complete agreement with the Chadi and 
Chang negative U model as discussed in some detail in chapter 4. Here the number of 
scattering centres is constant during illumination, as the indium donors behave as charged 
impurities in the deep state as well as in the shallow state. Figure 6.1.10 shows similar data 
for sample AS, where the dependence is qualitatively different : the mobility shows a 
tendency to saturate at high values of n. This curvature is also evident at 12.0 K, 16.5 K, 
23.4 K and 35.0 K. This sample is unique in displaying this feature. Other samples, 
regardless of whether they are insulating or metallic show a more linear dependence. The 
anomalous behaviour of sample A5 may be related to the fact that it is extremely close to 
the MIT critical region, and can in fact be illuminated from the insulating to the metallic 
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Figure 6.1.1 0. n dependence of the Hall mobility in sample A5. T = 10.0 K. 
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Although the PPC effect shows a compositional dependence as discussed in section 
6.1.4, by far the most important factor in determining the phototransport properties of any 
particular sample, is the distance from the MIT. The two samples discussed thus far have 
been metallic, either in the dark or after illumination, meaning that they have a relatively 
high conductivity which is weakly temperature dependent. Several other samples show 
more insulating behaviour. Figure 6.1.11 shows the temperature dependence of the 
resistivity of sample A3 as an example of a sample which is just on the insulating side of 
the transition after illumination. The slightly stronger temperature dependence is seen 
clearly, the resistivity at 4.2 K being around 10 Qcm with a carrier density at room 
temperature of 1.4x1017 cm-3. The temperature dependence of sample A6 is shown in 
figure 6.1.12 as an example of a very insulating sample. The room temperature carrier 
density of this sample is only 2.6x1015 cm-3, with a resistivity of 11.65 Qcm. As can be 
seen from this figure, the resistivity is strongly temperature dependent. In fact the deep 
level activation energy is as high as 162.5 meV. The resistivity becomes unmeasurably 
large (>300 MQ in this case) at about 80 K in the dark. If one examines the illuminated 
curve, it is interesting to note that the quenching process occurs over a much wider 
temperature interval than in more metallic samples. Sample A2 exhibits a very sharp 
quenching, with the temperature at which the illuminated resistivity starts to increase, 
occurring within 10 K of the point at which the two curves meet. For this sample the 
'transition' occurs over a temperature range from 60 K up to 120 K. This is a feature 
which is common to all samples which are rather insulating in nature, and is due to a large 
relaxation as discussed more fully in section 6.2, where the relaxation is measured as a 
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Figure 6.1.12. Temperature dependence of the resistivity of sample A6. 
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6.1.2. Proximity To The MIT. 
In chapter 3 the Mott criterion was discussed, along with the minimum metallic 
conductivity, which should give a rough estimate for the conductivity expected in the 
critical region. The minimum metallic conductivity, CTmin and the MIT critical carrier 
concentration, ne were determined to be 5 (Qcmr1 and l.lxl017 cm-3 respectively, for 
CdTe. It was also mentioned that for Cdi-xMnxTe, the value of ne would increase due to 
the behaviour of the Bohr radius on going from x = 0 to x = 1. The effective mass and 
dielectric constant are unknown for MnTe, meaning that it is impossible to predict the 
exact relationship between the Bohr radius and x. Shapira et al performed an experimental 
investigation of the magnetoresistance near the MIT and suggested that ne = 1.7 to 
2.lxl017 cm-3 for a sample with x = 0.05 [8], although it should be noted that this is an 
estimate as these measurements were done at relatively high temperatures. 
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Figure 6.1.13. Temperature dependence of the conductivity of sample AS. 
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Several of the samples in set A have low temperature carrier concentrations and 
conductivities close to these values. In particular, samples Al, A2 and A3 are near the 
MIT. In fact lower temperature measurements presented in the next chapter show 
conclusively that Samples Al and A2 are metallic even before illumination, while sample 
A5 can be illuminated from the insulating to metallic phase. Figure 6.1.13 shows the 
resistivity data for sample AS plotted as conductivity against temperature to illustrate this. 
As can be seen from the figure, the dark curve appears to be an insulator with a(T = 0) = 
0, whereas the full illumination curves appear to have a fmite value of a(T = 0). Clearly 
measurements need to be made at much lower temperatures to really draw conclusions 
about the nature of this transition. These will be presented in the next chapter. Chapter 7 
also includes a section on a series of samples doped with both indium and aluminium, 
which are all in the critical or metallic regions. 
6.1.3. Low-Field Magnetoresistance. 
As discussed m section 2.3.4, DMS such as Cd1.xMnxTe:In display 
magnetoresistance effects which are not present in the diamagnetic host material [9]. 
Previous work has shown that the MR is initially positive, and is followed by a negative 
MR at higher fields. This section presents data taken on samples in set A at low field < 1 T, 
which, as we shall see is an interesting region. An in depth study of the MR in high fields 
has been done in the insulating regime [ 10, 11], which has resulted in a very plausible 
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Figure 6.1.14. Magnetoresistance of sample A3. Data taken in the dark. The dashed line is 



















Figure 6.1.15. Magnetoresistance of sample A3. Data taken at full illumination. 
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Figures 6.1.14 and 6.1.15 show the MR of sample A3 as a function of temperature, 
in the dark and at full illumination respectively. The plane of the sample is perpendicular to 
the magnetic field. This sample is chosen as it is on the insulating side of the transition and 
shows behaviour typical of serniconducting CdMnTe:In. The low field MR is indeed 
positive as observed in other samples. At higher fields the resistivity begins to turn over, 
and presumably at the highest fields the negative MR would take over. As can be seen 
from the figure, the MR is almost non-existent down to about 20 K, at which point it 
increases rapidly with decreasing temperature. 
There are several observations which show quite convincingly that the MR is 
intimately linked with the dilute magnetism of the system. First of all the PMR is far too 
large to be due to conventional PMR due to the Lorentz force. One very realistic 
possibility however is that it is associated with the hopping conduction which could well 
be taking place in an insulating sample at these temperatures. If this were the case then one 
would expect an exp(aB2) dependence on field (equation 3.6.7). This is actually rather 
well obeyed at very low fields, but obviously at high fields where the MR is turning over, 
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Figure 6.1.16. Temperature dependence of the magnetoresistance in sample A3. 
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The temperature dependence would be expected to be of the form in equation 
3.6.7 with y = 3/2. Hence a plot of 1n(pBI'p0) against T 3n would be expected to be linear. 
The dark data is plotted in this fashion in figure 6.1.16. Clearly this temperature 
dependence is not an accurate description of this data. If the MR is measured at 0.3 T then 
the temperature dependence is faster than linear at low temperatures, whereas if the MR is 
measured at 0.75 Tit is slower than linear due to the turnover in p(B). This temperature 
dependence is not obeyed by samples A2 or A5 either. Moreover, if conventional hopping 
PMR due to wavefunction shrinkage is the cause of this effect, then there should be a 
considerable orientation dependence of the MR [ 12], due to the fact that this is an orbital 
effect. Figure 6.1.17, where the MR is shown with the field both parallel and perpendicular 
to the plane of the sample, shows that this is not true. In fact there does not appear to be 
any orientation dependence at all. 
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Figure 6.1.17. Orientational dependence of the magnetoresistance in sample A3, at 3.9K. 
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As a final piece of evidence against interpreting the positive MR in terms of 
conventional hopping MR it should be noted that the absolute size of the effect is much 
larger than theoretical predictions from equation 3.6.7. Evaluating this expression for the 
case of the dark data for sample A3 at 3.9 K, results in the dashed line shown in figure 
6.1.14. Clearly the observed effect is far larger than theory predicts. 
It seems clear therefore that this positive MR must be due to the magnetism of the 
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Figure 6.1.18. All of the data of figure 6.1.15 plotted as MR against BIT-8. 
single curve by replotting the field axis as B I (T- 8), suggesting that the magnetization of 
the sample dominates the MR. Figure 6.1.18 shows that this is true for this sample, with 8 
= 2K. The same data for sample A5 is shown in figure 6.1.19 as a further example. This 8 
is determined by incrementing the value of 8 in steps of 0.2 K and measuring the deviation 
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of the points from identical behaviour. The appropriate value of 8 is the one which 
minimises this deviation. The interesting point is that this sample and all of the others 
investigated (Al, A2 and A5) suggest 8 = 2K in the dark and after illumination, whereas 
one might expect a negative value because the d-d interactions in this material are 
antiferromagnetic. One tentative explanation for this effect is that the effects of the 
(ferromagnetic) RKKY interaction between Mn d spins is becoming important, as is the 
case in PbMnTe (see section 2.3.2). Although no such behaviour has ever been reported 
from measurements of the magnetic properties of this system, it should be pointed out that 
these samples are all near the MIT or metallic, so the carrier densities are likely to be far 
higher than in previous studies of the magnetism where the samples used are often 
undoped. Another interesting point is that the MR obviously samples the magnetism of the 
material on a short length scale of the order of the mean free path (or mean hopping length 
if the sample is in the hopping regime), rather than in the bulk of the material as with a 
magnetization measurement. In summary, we can conclude that the origin of the low field 
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Figure 6.1.19. MR plotted against BIT-2K for sample AS. 
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The magnetoresistance m samples Al and A2, which both have carrier 
concentrations in excess of the anticipated ne, and have been shown to be metallic from 
low temperature measurements (see chapter 7), show similar behaviour to the insulating 
samples. Figure 6.1.20 shows the MR data as a function of illumination at 3.9 K. The 
interesting point here is that the change in carrier density on illumination, albeit a rather 
small one, has a negligible effect on the MR. This is the case for all metallic samples. (J = 
2K is found from the temperature and field dependence of the MR, both before and after 
illumination, just as for the insulating samples. Obviously if measurements of the 
magnetoresistance were made at very low temperatures then significant differences 
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Figure 6.1.20. Magnetoresistance of sample A2 at T = 3.9 K for various carrier densities. 
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6.1.4. Compositional Dependence Of The PPC Parameters. 
Several general trends can be identified from the behaviour documented above. 
First of all, at room temperature the resistivity tends to increase with x, whereas the 
mobility and carrier density tend to decrease. This can be partially accounted for by the 
increase in the alloy scattering rate which is bound to occur as x increases. The most 
important factor however is that the deep level activation energy, ED shows a dramatic 
increase with x, making the high x samples very insulating. It should be noted that the 
carrier density extrapolated to infinite temperature shows no systematic variation with x. 
This is in contrast to the situation in Cd1-xZnx Te:Cl [ 13] where n(T = oo) decreases with x 
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Figure 6.1.21. x dependence of the DX deep level activation energy. 
The x dependence of the deep level activation energy is shown in figure 6.1.21, for 
the seven samples studied here along with several from a previous study [2]. A rapid 
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increase of the activation energy is observed on increasing the Mn fraction, so clearly the 
OX deep level is deepening With increasing X. The shallow level however, has a 
dependence on x, as shown in figure 6.1.22. Again an increase with x is observed. The 
shallow level activation energy, Es, can be estimated for CdTe from the hydrogenic theory 
of shallow donors (eqn 2.5), using a static dielectric constant of 9.7 and an effective mass 
0.096me. One obtains 13.8 meV. However, for the case of Cd1_xMnxTe:In, in order to 
calculate Es(x), the x dependences of m* and e, are required. As the value of these 
constants is unknown for MnTe, this is not possible. This value though, is certainly in 
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Figure 6.1.22. x dependence of the shallow level activation energy. 
The interesting feature of figure 6.1.22 however, is that at low x the activation 
energies are invariably far smaller than the hydrogenic estimate. This is because the 
samples with low x are often rather conductive because of the small values of Eo and ne -
in fact some of them are metallic. In the case of the metallic samples a very small apparent 
activation energy is measured as the temperature dependence of the conductivity is so 
weak. The temperature dependence is obviously not actually of an activated form - the 
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values of the activation energy quoted here are from 'force fits' to the data. Another 
interesting point, which shall be returned to later during the discussion of the indium and 
aluminium doped samples in chapter 7, is that as the IMT is approached the shallow level 
activation energy will reduce due to the effects of banding. As the electron density in the 
impurity band is increased, the width of the impurity band, B = 2d, is increased, where z is 
the co-ordination number and I is the transfer integral, leading to a decrease in the energy 
separation between the top of the impurity band and the bottom of the conduction band. In 
fact it is possible to imagine the situation where these bands actually merge, producing a 
strangely shaped band tail at the bottom of the conduction band. This would lead to 
unusual effects in the transport properties of very heavily doped samples near the MIT. 
This point is returned to in chapter 7. 
The x dependences of the DX deep level and hydro genic shallow level energies are 
shown in figure 6.1.23, along with the x dependence of the energy gap. The top of the 
valence band is taken as zero in this diagram. The relatively weak x dependence of the 
shallow level and the very strong dependence of the DX deep level is shown very clearly 
here. One fmal parameter which displays an interesting systematic variation with the Mn 
fraction is the quenching temperature, TQ. Figure 6.1.24 shows the x dependence of TQ. It 
is important to note that we defme the quenching temperature as the temperature at which 
the dark and maximum illumination curves intersect. It has already been pointed out that 
the point at which the illuminated resistivity curve begins to increase with temperature to 
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Figure 6.1.24. x dependence of the quenching temperature, T Q· 
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As can be seen from the figure, TQ increases roughly linearly with x in the region 
studied. T Q represents a measure of the barrier to recapture of electrons to the deep state, 
so this behaviour implies that as well as the OX level deepening with x, the energy barrier 
separating the shallow and deep levels is increasing as the Mn fraction is increased. As 
mentioned briefly earlier, at low temperatures the conductivity relaxation is small but as T 
~ TQ this relaxation becomes increasingly significant. This means that the conductivity at 
T close to TQ is time dependent : if the sample is warmed very slowly through TQ then a lot 
of relaxation takes place as electrons are recaptured by the deep level. In fact if the sample 
was kept at a certain temperature just below TQ then eventually the conductivity would 
relax fully. Hence the value of TQ measured is dependent on the rate at which the sample is 
warmed. Slow warming leads to a smaller measured value of T Q than if the sample is 
warmed very quickly through the transition. This effect is shown in figure 6.1.25 where TQ 
is plotted as a function of the average warming rate, Rav, for sample B5, which is discussed 
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Figure 6.1.25. Measured TQ against the average warming rate. 
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One fmal point on the compositional dependence of the PPC parameters is that it is 
possible to estimate composition from the x dependence of quantities such as ED and TQ. 
This procedure is carried out for the samples in set B, where a comparison to the values 
determined by EDAX is made. Good agreement is obtained. 
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Figure 6.1.26. Temperature dependence of the resistivity for sample A 7. 
Sample A 7, which can be seen from table 6.1.2 to be rather insulating, shows some 
interesting effects in the low temperature transport properties which are not observed in 
other samples. Figure 6.1.26 shows the temperature dependence of the resistivity plotted 
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as lnp against T 1 for the dark level and six photogenerated carrier concentrations. At first 
sight this would appear to be rather typical behaviour for this system, with the conduction 
crossing over from activation from the deep level, to activation from the shallow level at 
lower temperatures. Closer analysis shows that this interpretation is in fact flawed. First of 
all this figure shows that there is another linear region (in a plot of lnp v T 1) between 
about 50 and 25 K. Secondly the extracted activation energies from the low temperature 
linear region are of the order of 1 to 2 meV, compared to the values of about 20 meV 
expected for such a sample. In addition to this, the activation energies in the region 
between 50 and 25K are around 20 me V which is consistent with this region being due to 
activation from the shallow level. It is possible that we are observing a crossover from 
activation from the shallow level to some other form of conduction below about 25 K. 
Given that this other form of conduction shows an exp(E/1) dependence on the 
conductivity it is tempting to interpret this data in terms of nearest neighbour hopping 
conduction. We shall now show that there are several other pieces of evidence to support 
this hypothesis. 
n [cm-3] E, [meV] E3 [meV] PJ [Qcm] 
2.1 X 1014 46.40 1.389 2.67 X 107 
2.3 X 1014 43.90 1.397 1.20 X 107 
3.7 X 1014 38.12 1.458 5.96 X 106 
1.1 X 1015 34.93 1.768 7.29 X 105 
5.1 X 1015 31.74 1.993 1.33 X 105 
7.5 X 1015 25.36 1.940 3.63 X 104 
1.0 X 1016 25.01 1.803 3.63 X 104 
Table 6.1.3. Transport data for sample A7. The carrier density, shallow level activation 
energy, EJ and PJ are shown. 
Table 6.1.3 shows the transport parameters extracted from this data assuming that 
we are indeed observing conduction of the form pJexp(EJiksn at low temperatures. The 
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carrier densities are measured at an arbitrary temperature of 35 K. There are several points 
to note about the values listed in this table : (i) Es, the shallow level activation energy, 
decreases with n as expected (presumably due to increased banding), (ii) E1 shows a peak 
as the carrier concentration is increased from 2.1 x 1014 cm·3 up to 1.0 x 1016 cm·3, and (iii) 
p3 decreases rapidly with increasing carrier concentration. 
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Figure 6.1.27. n dependence of the nearest neighbour hopping energy, E3• 
Figure 6.1.27 shows the dependence of E1 on the carrier density, where the peak in 
E1 can be seen very clearly. This is exactly the expected behaviour for nearest neighbour 
hopping conduction as discussed in section 3.6. It should also be noted that if we are 
observing nearest neighbour hopping then one would expect the hopping probability to 
include a term like exp( -2aR) [ 14], where R is the mean distance between centres i.e. R = 
(3/47tn) 113 . This gives the hopping probability proportional to exp-(l.24llaBn113 ), where an 
is the Bohr radius of the donor. Hence a plot of lnpJ against n-113 should result in a straight 
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line with gradient 1.241/aB. This plot is shown in figure 6.1.28, where a reasonable linear 
dependence is observed with an extracted Bohr radius of -19 run. Although this value is a 
little high (a typical donor Bohr radius for CdTe is about 5 run) this is certainly another 
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Figure 6.1.28. ln p plotted against n-113 for the data of figure 6.1.26. 
These data on sample A7 are of particular significance as the nearest neighbour 
hopping regime is rarely accessible in such heavily doped systems, whereas the variable 
range hopping conduction has been observed in many diverse materials [14]. We shall 
return to the low temperature impurity conduction in this sample in chapter 8 where 
suggestions for further work are discussed. 
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6.1.6. Discussion Of Results. 
It has been shown that CdMnTe:In shows behaviour typical of a DX centre 
persistent photoconductor. Activated conduction due to the deep OX level and shallow 
hydrogenic donor is observed. Typical quenching temperatures are about 100 K. Several 
samples have been identified as possible candidates for a study of the MIT critical regime 
and the weakly localized regime. The transport properties such as the temperature 
dependence of the resistivity, carrier density and Hall mobility seem to be rather well 
understood. The magnetoresistance has been shown conclusively to arise from the dilute 
magnetism of the sample. It is intimately linked with the magnetization of the sample. The 
value of 8 determined from this analysis is puzzling as it is a positive value suggesting that 
the relevant interactions are of a ferromagnetic nature. A tentative explanation in terms of 
the increased influence of the RKKY interaction has been given. 
The temperature dependence of the Hall carrier concentration has been shown to 
exhibit an anomaly in near-metallic and metallic samples, which has been interpreted in 
terms of a crossover in the conduction mechanism taking place. At high temperatures 
activation from the deep level to the conduction band edge dominates. At lower 
temperatures we propose that the dominant conduction mechanism switches to metallic 
conduction in an impurity band. It is in the region where these two mechanisms are in 
competition that we see the anomalous behaviour of the Hall coefficient. 
An unexplained phenomenon is that of the saturating mobility depicted in figure 
6.1.10, for sample A5. As was mentioned at the time it is rather suspicious that this effect 
is only observed in the sample in the MIT critical region. In fact it is interesting to 
compare this figure with the data of Yamanouchi et al [15] on Si:P. They measured the 
Hall mobility at 4.2 K as a function of the net donor concentration, n = ND- NA, from the 
insulating to metallic phase. Initially small increases in n result in large increases in the 
mobility, but at ne saturation begins to occur, until eventually the mobility is decreasing 
with n. They argued that the mobility saturates and eventually begins to decrease at the 
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carrier density which drives the Fermi level into the conduction band. It is quite possible 
that a similar situation occurs here in CdMnTe. We have already discussed the possibility 
that the density of states could be a strange shape due to the merging of the impurity band 
and the conduction band tail in the limit of heavy doping. If this were the case then 
mobility would certainly be strongly dependent on the position of the Fermi level, which is 
being shifted by the photodoping. 
The compositional dependence of the phototransport data reveal a consistent 
picture for the x dependence of the energy levels in the forbidden gap. Such data has also 
been obtained for AlGaAs [16]. In that system the situation is complicated by the fact that 
the conduction band edge has a peculiar dependence on x due to the r - X crossover 
which occurs around 40 % Al. However Chadi and Chang [ 17] were able to predict the x 
dependence of the OX deep level in agreement with the experimental data. Unfortunately 
this process is at present impossible for the case of Cd1_xMnxTe, as vital parameters are 
unknown for MnTe. 
Section 6.1.5 presented data on sample A 7 which seems to indicate that we have a 
rather strong case for suggesting that we are observing nearest neighbour hopping 
conduction at low temperatures in this sample. This provides us with an opportunity to 
study nearest neighbour hopping in a persistent photoconductor, where we can fme tune 
the resistivity of the sample with illumination. Measurements as a function of 
photogenerated carrier density have clearly shown a peak in E3, and have allowed a 
determination of the Bohr radius. 
In summary the PPC effect in Cd1_xMnxTe:In has been studied in a detailed and 
systematic fashion and has revealed a consistent and fairly well understood set of 
phenomena. 
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6.2. Sample Set B. 
This section presents the results of electrical transport measurements on sample set 
B. This set contains 5 samples of indium doped Cdt-xMnxTe, with various compositions as 
listed in table 6.2.1. The composition estimated from the growth, and the composition 
determined by EDAX are both listed. The annealing temperature for this set of samples 
was 800 °C. As we shall see, this set of samples would appear to be rather heavily 
compensated, suggesting that the annealing process was not particularly efficient in this 
case. 
Sample Number Nominal x from growth EDAXx 
B4 10% 10.0 ± 0.6 
B5 10% 10.0 ± 0.4 
B6 10% 12.9 ± 0.3 
B7 10% 9.07 ±0.3 
B8 10% 14.2 ± 0.3 
Table 6.2.1. Composition details for sample set B. 
The measurements made on these samples include resistivity from 360 K to 3.9 K, 
Hall effect I Hall mobility from 360 K to 10 K, magnetoresistance from 140 K to 3.9 K, 
photoconductivity relaxation from 200 K to 3.9 K, and EDAX measurements on 
compositional homogeneity. 
6.2.1. Resistivity and Hall Effect- Multiple DX Centres. 
Samples B5, B7 and B8 exhibit perfectly normal PPC behaviour, similar to that 
observed in the previous section. However, they are far more resistive than samples of 
similar composition in set A, leading to the obvious conclusion that they are less heavily 
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doped or more heavily compensated. The growth data indicates that both sample sets are 
doped to approximately the same level, suggesting that the density of post-annealing 






• Dark data \. • 0 Illumination to saturation at 15 K 
w'\ "' '~ ~~~ .. 
• 110 • oe • 110 • 10°~------------~------~--~--------------~ 
0 100 200 300 
T [K] 
Figure 6.2.1. Temperature dependence of the resistivity for sample B5. 
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Figure 6.2.2. Temperature dependence of the Hall carrier density in sample B5. 
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Data for sample B5 is presented as an example of the behaviour observed. Figures 
6.2.1, 6.2.2 and 6.2.3 show the temperature dependence of the resistivity, carrier 
concentration and Hall mobility for this sample, in the range 360 K down to 4.2 K. Clearly 
this sample is an insulator - the resistivity and carrier concentration show typical activated 
forms, while the mobility is of the same form as samples discussed previously. The PPC 
parameters such as resistivity, mobility, activation energies, quenching temperatures etc 
are shown in table 6.2.2 for all of set B. The most important point to note is that the 
quenching temperature of this sample along with samples B7 and BS is around the 100 K 
region as expected. This is not the case for samples B4 and B6. Another point to make 
before we discuss these two samples in more detail, is that as mentioned in the last section 
very reasonable estimates of the Mn composition can be made from the determined values 
of the quenching temperature and the deep level activation energy. These values are listed 
in table 6.2.2. Reasonable agreement is found between these estimates and the EDAX 
values. This is reassuring as EDAX is a surface sensitive technique, whereas the transport 
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Sample EDAX p (300 K) n (300 K) 11 (300 K) Eo TQ x from TQ x from Eo 
Number Qcm -3 cm2v-ls-l me V K X cm 
B4 9.99% 4.03 6.4 X 1015 242 28.0 - - 8.46% 
B5 9.97% 0.41 6.7 X 1016 227 36.4 109 11.86% 9.19% 
B6 12.92% 1.34 1.6 X 1016 299 162.6 - - 14.73% 
B7 9.07% 2.19 3.7 X 1016 78 50.5 108 11.54% 10.19% 
B8 14.23% 4.85 6.4 X 1015 203 172.4 115 13.79% 15.00% 
--· ------
Table 6.2.2. Summary of transport data for sample set B. The quantities shown are the Mn fraction determined by EDAX, the 
resistivity at 300 K, the carrier concentration at 300 K, the mobility at 300 K, the deep level activation energy, the quenching 
temperature, the Mn fraction determined from the quenching temperature, and the Mn fraction determined from the deep level 
activation energy . 
Sample B4 is typical of a small number of samples which show a very different 
behaviour to that presented previously. Figure 6.2.4 shows the temperature dependence of 
the resistivity and carrier concentration for this sample, in the dark and at full illumination, 
from 360 K down to 4.2 K. On cooling in the dark perfectly normal behaviour is observed 
with the resistivity becoming unmeasurably large at - 20 K. The sample was then 
illuminated at liquid helium temperature and warmed slowly. Normal behaviour is seen up 
to about 100 K, at which point the resistivity begins to fall again rather than increasing to 
join the dark curve. The resistivity eventually rises and joins the dark curve at 190 K. As 
can be seen from this figure, the increase in conductivity above 100 K is accompanied by a 
corresponding increase in the free carrier concentration as determined by Hall effect 
measurements. 
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Figure 6.2.4. Temperature dependence of the resistivity and carrier density for sample B4. 
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So this sample would appear to be a persistent photoconductor with a quenching 
temperature of almost 200 K. This data is in fact very reminiscent of the data of Thio et al 
[18] on CdZnTe:Cl, where the behaviour was interpreted in terms of the formation of 
multiple OX centres as discussed in some detail in chapter 4. To ensure that this effect is 
truly high temperature PPC we need to measure the relaxation transients after illumination, 
as a function of temperature. This data is presented in the next section for samples B5 and 
B4, to allow a comparison between this new situation and a typical persistent 
photoconductor. 
It should be noted that the resistivity curve in 6.2.4 was measured at a number of 
different rates of warming, to ensure that the 'second bump' in the data was not an 
experimental artefact due to, for instance, a thermally stimulated current [ 19]. The data of 
the next section show conclusively that the effect we are seeing is a genuine increase in the 
PPC quenching temperature. 
6.2.2. Conductivity Transients - PPC Relaxation. 
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Figure 6.2.5. Photoconductivity relaxation for sample B5. 
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Figure 6.2.5 displays the relaxation curves for sample B5 at a number of 
temperatures. Here the sample is cooled in the dark to the specified temperature, 
illuminated to saturation, then the illumination is removed. The conductivity is then 
measured as a function of time. As can be seen from this figure the relaxation is a small 
effect at low temperatures- the photoconductivity is truly persistent. As the temperature is 
increased the relaxation becomes increasingly important, until the situation is reached 
where the photoconductivity is long lived rather than persistent. This behaviour is typical 
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Figure 6.2.6. Relaxation curves at 3.9 K and 115.0 K for sample B4. 
The situation is rather different for sample B4. Figure 6.2.6 shows the relaxation 
curves for this sample at 3.9 K and 115.0 K as an example. At 3.9 K the relaxation is small 
and rapid as expected, but at a high temperature of 115.0 K the photoconductivity is still 
persistent, albeit with a larger initial drop in conductivity. Relaxation curves were obtained 
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at a total of 13 temperatures between 3.9 K and 180 K. This data is summarised in figure 
6.2.7 where a quantity termed L1G is plotted as a function of temperature. This quantity is 
the conductance drop which occurs between 100 and 200 seconds on the relaxation curve. 
So if the photoconductivity is persistent then this quantity will be zero, but if long term 
relaxation is occurring then L1G will have a finite value. Figure 6.2. 7 shows convincingly 
that we are really observing high temperature PPC. As the temperature is increased the 
relaxation becomes increasingly large until - 120 K where L1G drops to zero. As the 
temperature is increased further relaxation appears once more until eventually the PPC is 
quenched at a temperature of approximately 190 K. This constitutes the first observation 
of elevated temperature PPC in this system [20]. Similar high temperature PPC effects 
have been observed in other samples, including B6. 
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Figure 6.2.7. Temperature dependence of the quantity L1G as defined in the text. 
As mentioned earlier, this data is reminiscent of the kind of behaviour one observes 
when dealing with multiple DX centre formation [ 18]. The situation with regard to this 
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phenomenon was discussed in detail in chapter 4, where the effects of the local atomic 
environment and the formation of DX centres with slightly different atomic configuration 
was outlined. Clearly this data could be explained by the formation of more than one DX 
centre, regardless of the detailed mechanism involved. There are, however, some other 
plausible explanations. It was shown in section 6.1.4 that the PPC quenching temperature 
increases with x, meaning that if this sample contains a macroscopic inhomogeneous 
region with a very large Mn fraction then it is possible that it could support PPC up to 190 
K. Although TQ(x) was only measured up to 20 % Mn, an extrapolation of this data 
suggests that a region with a Mn composition of 38 %would be required to produce a TQ 
of 190 K. This has to be considered extremely unlikely in a 10 % sample, particularly in 
the light of the EDAX measurements presented in the next section. In addition to this 
situation, it is also possible that we are observing PPC which is not due to the formation of 
DX centres at all. Compositional or compensational fluctuations can lead to long lived 
photoconductivity as detailed in chapter 4. There are several arguments against this 
viewpoint. Firstly, the relaxation measurements suggest that the photoconductivity we 
observe is truly persistent, rather than simply long lived as would be expected from the 
fluctuation model. Secondly, in all of these experiments we are illuminating with a 940 nm 
(1.3 eV) LED i.e. we are using sub band gap radiation to deliberately excite the DX centre 
PPC. Hence, band to band transitions which could lead to long relaxation times in the 
presence of fluctuations, should be negligible. Even in the presence of fluctuations in the 
position of the conduction band edge, the minimum band gap which can occur at any point 
is that of CdTe i.e. 1.5 eV. In spite of the fact that these two explanations based on 
inhomogeneity appear rather unlikely, we have attempted to measured the extent of the 
compositional fluctuations in the next section. 
6.2.3. EDAX Measurements. 
The EDAX technique described in section 5.1 can be used to measure the Mn 
fraction as a function of position while scanning the electron beam across the surface of 
the sample. Obviously this is a surface sensitive technique, but it should be noted that 
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individual samples are simply sliced from the original as-grown crystal, meaning that the 
surface of any particular sample is in no way special in terms of the composition. A PC 
based Monte Carlo simulation program [21] was used to calculate the penetration depth of 
the electron beam, along with the width of the generation volume, which provides an 
effective spatial resolution of the technique. Simulations for CdTe suggest that at a beam 
voltage of 15 kV the mean and maximum penetration depths are 0.45 and 1.35 !J.m 
respectively. The spatial resolution at this voltage is predicted to be 2.0 !J.m. In all of the 
measurements made on these samples, no beam voltage dependence of the measured Mn 
fraction was observed in the range 10 kV up to 25 kV, suggesting that, at least in the 
surface region, the Mn fraction is independent of depth. 
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Figure 6.2.8. EDAX data for sample A2- compositional homogeneity. 
Figure 6.2.8 shows EDAX data for sample A2, as an example of a crystal which 
shows no elevated temperature PPC. The main figure shows measurements over a range 
of 800 !J.m, while the inset shows measurements over 100 !J.m at 10 !J.m intervals. Good 
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compositional homogeneity is observed. In the main figure the standard deviation of the 
points is only 0.62 % Mn, while in the inset the standard deviation is 0.83 % Mn. Scans 
were also done over 100J..Lm x 100J..Lm areas at random positions on the crystal surface. 
These produced a mean value of x of 6.3 ± 0.3 % in agreement with x = 6.14 ± 0.22 % 
determined from a scan of the whole surface. All in all it appears that the compositional 
homogeneity of this sample is rather good. This data is typical of all of the samples 
studied. 
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Figure 6.2.9. EDAX data for sample B4- compositional homogeneity. 
Similar data for sample B4 is shown in figure 6.2.9. The standard deviation of 
these points is only 0.61 % Mn, while the mean is in agreement with the value of 10.0 ± 
0.6 %, as determined by a scan of the whole surface. Six scans over an area lOOJ..Lm x 
lOOJ..Lm at random positions produced x values of 10.7 %, 9.7%, 9.5%, 10.0.%, 9.0% and 
9.0 %. It should be noted that this sample, as with all of the others, was also checked for 
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macroscopic compositional homogeneity under an infrared microscope. No inhomogeneity 
was observed. 
It seems therefore that sample B4, as well as others displaying elevated 
temperature PPC, show no evidence of large scale compositional fluctuations or 
macroscopic regions of very large Mn fraction. Indeed, the level of fluctuations evident in 
these samples is very similar to that observed in other samples which do not display this 
phenomenon. We can therefore conclude that the origin of the elevated temperature PPC 
effect we see here is due to some form of multiple DX centre formation. It is very 
tempting to describe the data in terms of the Park and Chadi [22] model of multiple DX 
centre formation, where several states are possible, each having a slightly different atomic 
configuration. The main problem with this interpretation is that their calculations 
specifically predict that this situation is not possible in CdTe based compounds doped with 
group Ill elements such as In. They claim that multiple OX centre formation should only 
be seen for the case of group VII donors such as Cl in CdZnTe. Thus, either the high 
temperature PPC effect seen here has some other origin unconnected with this form of 
multiple OX centre, or there may be a limit to the applicability of the Park-Chadi theory. 
The situation is complicated by the fact that multiple OX centres with slightly different 
binding energies can arise because of the sensitivity of the impurity centre to its local 
atomic environment, as discussed in chapter 4. 
A problem with interpreting the data in terms of the effects of the local atomic 
environment is that one might expect to observe OX centres with a spectrum of binding 
energies corresponding to i = 0, l ,2 or 3 Mn atoms in the defect configuration. In our case 
it appears that we only observe two OX centres, although it should be noted that very 
careful examination of figure 6.2.4 reveals some structure in the resistivity curve around 
140 K. Moreover, this anomaly is repeatable. It is possible to calculate the probability of 
formation of OX centres with i = 0,1 ,2 or 3 Mn atoms as a function of the Mn fraction. 
The results of an extremely simple calculation to determine the probability of fmding i Mn 
atoms around any particular In atom is shown in figure 6.2.10 (see appendix A for details 
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of the calculation). Clearly, for a 10 % Mn sample the probability of fmding states with i = 
2 or 3 is extremely small. It is also interesting to note that in a crystal with a certain 
density of In atoms, a number Nox DX centres will form. Hence there are 4Nox atoms of 
Cd or Mn in the DX centre configurations. For a crystal with a Mn fraction x, then there 
are 4xNox Mn atoms in the DX configurations. Therefore the average number of Mn 
atoms in a particular defect centre is simply 4x. So for a 10 % sample we get an average 
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Figure 6.2.1 0. Probability of finding DX centres with i Mn atoms, as a function of x. 
This fact along with the results shown in figure 6.2.1 0 could well explain why we 
only seem to be observing only two DX centres - the probability of forming DX centres 
with anything other than 0 or 1 Mn atoms is very small. It should also be noted that most 
of the measurements on AlGaAs, in which the effects of the local atomic environment are 
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seen, are involved with samples with AI fractions greater than 22 % [see section 4.5.2]. 
Hence it is far more likely that 4 centres are observed. 
6.2.4. Negative Magnetoresistance. 
As we have seen in section 6.1.3 one usually observes positive low field MR at low 
temperatures in CdMnTe:In. This behaviour is carrier concentration dependent, with the 
more insulating samples showing a larger MR effect. This is indeed true of the samples 
studied in set B, where a relatively large positive MR effect is observed at temperatures 
below approximately 20 K. As an example, sample B5 has a value of L1plp0 of 0.8 in a 
0.3T magnetic field at 4.2 K. All of the samples show a positive MR at low temperatures 
which has the same qualitative features as the samples in set A. 
An interesting feature observed in sample B5 is the existence of a negative MR at 
high temperatures under certain experimental conditions. If the sample is continuously 
illuminated at temperatures around 100 K, a very sharp negative MR is observed at low 
fields, followed by the usual positive MR at slightly higher fields. The magnetoresistance 
in this region is usually unmeasurably small. Figure 6.2.11 shows the magnetoresistance of 
this sample in the low field region at 106.7 K, for various illumination levels. The dark 
data is shown along with three other curves where the sample is continuously illuminated 
with the LED current shown. Obviously the greater the LED current the greater the 
photon flux at the sample, as the LED is kept at a constant temperature throughout the 
measurement. This figure shows clearly that in the dark no MR is observed, but as the 
photon flux is increased the negative MR becomes increasingly large. The size of the 
negative MR increases with the photon flux up to the largest LED currents possible. The 
negative MR itself is rather sharp, and occurs up to fields of about 0.05 T before the 
positive MR takes over. It should be noted that the anisotropy in the MR observed here is 
due to the additional contribution of the Hall effect superimposed on the resistance. This is 
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Figure 6.2.12. Negative MR as a function of temperature in sample B5. 
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This negative MR is also a strong function of temperature. Figure 6.2.12 shows the 
MR up to 0.3 Tat a number of temperatures in the range 68.4 K up to 96.0 K, at a fixed 
LED current of 3.0 mA. The negative MR shows a monotonic increase with increasing 
temperature. The curves are all of qualitatively similar shape although it is clear that at low 
temperatures where the effect is smaller, the negative MR is less sharp. The full 
temperature dependence of this effect is shown in figure 6.2.13, where the value of i1plpo 
at 0.05 T is plotted as a function of temperature from 60 K up to 150 K. This figure gives 
the first indication as to the origin of this phenomenon. Clearly the negative MR effect 
peaks at a temperature of - 95.8 K. The quenching temperature of this sample as 
determined by the PPC measurements is 97.8 ± 4.4 K, where the relatively large 
uncertainty is due to the fact that the TQ value is dependent on the warming rate, which 
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Figure 6.2.13. Temperature dependence of the fractional MR at 0.05 Tin sample B5. 
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It seems that there are two essential ingredients for the negative MR to occur : 
temperatures close to TQ, and continuous illumination. Consider the case of a negative U 
DX model, where T is just less than T Q and the sample is being constantly illuminated with 
photons of a suitable wavelength to excite the DX centres. As T is close to TQ 
considerable relaxation will be occurring after illumination i.e. electrons are being 
thermally excited over the barrier to recapture, and in to the DX deep states. If however, 
the sample is being constantly illuminated in this situation, then a quasi-equilibrium is 
eventually reached, where the relaxation and photoconductivity effects are balanced and 
the sample resistance is constant. This is the condition in which these measurements have 
been made. The essential point here is that normally the deep level contains two electrons 
which are supposed to have opposite spin producing a diamagnetic defect centre. 
However, in our quasi-equilibrium situation there will be a significant number of single 
electrons in these deep states, the other electron having been promoted to the shallow 
level after absorption of a photon. It is feasible then, that this deeply bound single electron 
can interact with the Mn atoms in its vicinity to form a BMP. This BMP formation would 
naturally lead to a sharp negative MR as discussed in some detail in section 2.3.4. As the 
field is increased from zero the individual magnetic polarons align with each other to 
minimize the spin-disorder scattering rate leading to negative MR. The negative MR only 
persists up to small fields as the polarons align very quickly due to their large 
susceptibility. This is what we observe in our experiments, where the MR persists up to 
about 0.05 T. It must be stressed that the only reason that we can observe such behaviour 
at temperature around 100 K, is that we are not dealing with a BMP formed in the shallow 
impurity levels. We are dealing with electrons in deep states, with small localization radii. 
In fact, in a DX deep level the size of the polarons is presumably comparable to the lattice 
constant i.e. about 0.6 nrn. This suggests that any polaron formed will have only one or 
two Mn atoms within its localization radius. 
It should be noted that small magnetic polarons such as these have been suggested 
as a possible mechanism for the negative colossal MR observed in the magnetoresistive 
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perovskites [23]. These effects are in fact observed m a similar (or even higher) 
temperature region to our own measurements. 
If our explanation of the origin of this effect were correct then one obvious 
prediction is that it should be possible to observe some form of photomagnetization in this 
temperature region at low fields. This is because illumination will lead to the formation of 
BMPs which will have a very large low field susceptibility leading to an increase in the 
magnetization on illumination. Figure 6.2.14 shows this photoinduced increase in the 
magnetization, l1M, as a function of temperature [24]. Although the data set is limited, this 
plot certainly suggests that l1M reaches a maximum (positive) value in the region where 
the MR peaks i.e. the quenching temperature. So the MR and photomagnetization data 
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Figure 6.2.14. Photomagnetization against temperature in the region where the negative 
MR effect is observed. 
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The fmal point to be addressed here is why do we observe this negative MR effect 
in some samples but not in others. We believe that the answer to this question may lie in 
the temperature dependence of the mobility. It seems clear that for this effect to be visible, 
the spin-disorder scattering (which is responsible for the MR) must be a significant effect. 
In many insulating samples the ionized impurity scattering is so large in the 100 K region 
that it could well swamp any contribution for a spin-disorder scattering effect. For 
example, samples such as B6 and B8 have low mobility around 100 K and show a very 
rapid decrease in the mobility below about 150 K due to the effects of ionized impurity 
scattering. Samples such as B5 (see figure 6.2.3) have a higher mobility in this region, and 
show a weaker temperature dependence of the mobility. In summary, we suggest that 
samples with high mobilities in the region around 100 K (along with a weak temperature 
dependence of the mobility) are likely to display the negative MR effect. 
6.2.5. Discussion Of Results. 
We have seen that the transport properties of sample set B are in general similar to 
that observed in most samples, with the obvious exception that they are all insulating. 
Sample B4 is representative of a small number of samples which show elevated 
temperature PPC. We have analysed the experimental and theoretical situation in depth 
and have been led to the conclusion that this behaviour is due to the formation of some 
form of multiple OX centre. We are left with the possibility that these centres form due to 
the effects of the local atomic environment or because several centres with slightly 
different configurations are possible. It is rather difficult to distinguish between the two, 
although it should be noted that other systems which show multiple OX behaviour due to 
the effects of the local atomic environment often need measurements such as OLTS or 
TSCAP to clarify the subtle behaviour, whereas we see this effect very clearly in the 
resistivity. On the other hand, the theory of Park and Chadi suggests that multiple OX 
centres with different atomic configurations are not possible for CdMnTe:In. Although the 
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situation cannot be clarified completely at this stage it is clear that the behaviour we 
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Figure 6.2.15. Diagram of the sample used for the photoinduced anisotropy 
measurements. 
The huge application potential of a room temperature persistent photoconductor is 
something which has already been mentioned. This potential has been highlighted by the 
experiments on AlGaAs [25, 26] which have shown that it is indeed possible to write 
conductive patterns on an insulating background using this technique. A very simple 
experiment has been performed on CdMnTe:In with the same conclusion. A piece of 
sample B7 of dimension 9.00 mm x 4.50 mm x 1.34 mm was covered with 1 mm wide 
stripes of tape which is opaque to infra red radiation. The sample is shown in figure 
6.2.15. Due to the rectangular shape of the sample, some anisotropy in the resistivity is 
measured. This anisotropy, K" = ~1•23 I ~2.1 3 = 0.916 at 300 K. The sample was then 
cooled to 77.4 K in the dark and the resistivity measured again. The measured resistances 
were of course much larger, but the anisotropy is unchanged as expected. On illumination 
for 5 minutes at 940 nm the anisotropy was seen to change to K" = 2.332, meaning that we 
have photoinduced a change in the anisotropy by a factor of 2.545. The natural 
explanation of this effect is that we have been able to write conductive stripes on the 
material, which account for the observed anisotropy. In light of this experiment and the 
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observation of 200 K PPC in this material, it seems clear that CdMnTe is an interesting 
material in terms of room temperature applications of PPC. 
Finally, we have discussed an interesting negative MR effect observed in sample 
B5 when continuously illuminated with infra-red. A simple theory based on the formation 
of BMPs around single electrons in deep levels has been put forward to explain our data. 
Photomagnetization experiments performed by AB. Horsfall et al [24] support this 
hypothesis, and are consistent with the MR data. If this is indeed the correct interpretation 
of our data, then this is an exciting piece of physics as BMPs are rarely observed at such 
temperatures, particularly in DMS. 
Note : The sample numbering scheme used throughout this chapter is inconsistent with 
that used in ref [20]. In that paper samples AI, A2, A3 and A4 correspond to samples A2, 
A4, AS and A6 in this chapter. 
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7. The Metal-Insulator Transition in Cdl:!Mn1Te. 
This chapter presents the results of the experiments on samples of CdMnTe, in the 
vicinity of the MIT. Transport measurements have been made on four samples of 
CdMnTe:In- Al, A2, A5 and C5 (a sister sample of A5). In addition to this, 3 samples of 
CdMnTe:In,Al and one sample of CdMnTe:Al, have been studied as they are either 
metallic or close to being critical. These samples are dealt with in section 7 .4. All of the 
samples in both set A and B are shown in figure 7 .1.1, where the resistivity is plotted 
against the free carrier density at 300 K. The resistivity shows a dramatic decrease with 
increasing carrier density, as expected. Although the exact value of the critical carrier 
density is different for each of these samples (because of their differing compositions), the 
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Figure 7 .1.1. Resistivity against Hall carrier concentration at 300 K for all of the samples 
studied. 
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The chapter is organised as follows. Section 7.1 presents the resistivity and Hall 
effect measurements down to 4.2 K on the indium doped samples. Section 7.2 discusses 
the zero magnetic field MIT as probed by PPC experiments performed at temperatures 
down to 300 mK. The temperature dependence of the conductivity in the insulating and 
metallic phases is discussed quantitatively, and the scaling theory of localization is applied 
in the critical region. Finally, section 7.3 discusses the temperature dependence of the 
conductivity in the WLR. 
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Figure 7.1.2. Temperature dependence of the conductivity of sample A2 
Sample AS has already been discussed in some detail in chapter 5, where it was 
mentioned that this sample can be driven through the MIT by illumination, as can its sister 
sample CS, which has almost identical transport properties above 4.2 K. The whole of 
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section 7.2 is devoted to these two samples. Samples Al and A2 are also of interest, due 
to their proximity to the MIT. Figure 7 .1.2 shows the temperature dependence of the 
conductivity for sample A2, where it can be seen that this sample would appear to be 
metallic even before illumination. Lower temperature transport measurements presented in 
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Figure 7 .1.3. Temperature dependence of the conductivity of sample A 1. 
Figure 7 .1.3 shows the temperature dependence of the conductivity for sample Al, 
m the dark and at 3 photogenerated carrier concentrations. This sample is rather 
interesting as the values of the conductivity and carrier concentration are the largest 
measured in a sample of CdMnTe:In in this study. A very weak temperature dependence 
of the conductivity is observed, while the extrapolated zero temperature conductivity 
would appear to be as high as - 11 (.Qcmr1• If this data is plotted as lnp against T 1, a 
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force-fit to an activated form at low temperatures leads to activation temperatures (Eik8 ) 
of 0.280 K in the dark and 0.134 K at full illumination. This is clearly unphysical as the 
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Figure 7 .1.4. Temperature dependence of the Hall carrier density in sample Al. 
The temperature dependence of the carrier concentration has already been 
discussed in some detail for samples A2 and A5 in chapter 5. They exhibit an interesting 
temperature dependence around 100 K, which was interpreted in terms of two band 
conduction effects when the conduction mechanism crosses over from activation from the 
deep level, to impurity band conduction. Hall carrier concentration data is shown in figure 
7 .1.4 for sample Al. As can be seen from this figure the room temperature value of the 
carrier density is as high as 3 x 1017 cm-3, which explains why the sample is so metallic if 
one considers that the critical density is likely to be as low as - 1.5 x 1017 cm-3 for this 
composition. The interesting point about this figure is that the apparent carrier 
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concentration actually increases with decreasing temperature below about 80 K. At higher 
temperatures one observes the expected activated temperature dependence. Just as with 
the anomalous temperature dependence of the carrier density in sample A2 and A5, it is 
tempting to interpret this data in terms of some mechanism linked to the crossover in 
conduction mechanism from activation from the deep level, to metallic conduction in an 
impurity band at lower temperatures. Figure 7 .1.5 shows the Hall data for sample AI, re-
plotted with the equivalent data for sample A2. It seems clear that we could be observing 
the same effect in these two samples. It should be noted that the minimum in the dark 
carrier concentration occurs at a lower temperature for sample Al (77K) than sample A2 
(1 03 K). It is possible that this is due to the fact that the deep level activation energy is 
smaller for sample Al than sample A2, meaning that the crossover in the conduction 
mechanism would be expected to occur at a lower temperature. In fact the temperature 
values differ by a factor of 1.3, which is consistent with the fact that the ratio of the deep 
level activation energies for these samples is 1.2. The agreement is not exact as other 
factors such as the density of states in the impurity band, mobilities etc, will play an 
important role in determining the temperature at which the crossover occurs. If this 
explanation is correct, then one would expect the carrier density to eventually level off at 
lower temperatures as for sample A2. Unfortunately the Hall coefficient becomes rather 
difficult to measure in this temperature region due to the fact that the magnetoresistance is 
becoming increasingly large, while the Hall coefficient is rather small. 
The mobility of sample Al is plotted as a function of temperature in figure 7 .1.6. 
The remarkable thing about this plot is that the anomalous temperature dependence of the 
carrier concentration below 80 K is not reflected in the mobility. In fact the mobility shows 
a typical form over the whole temperature range, with values as large as 235 cm2V-1s-1 
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Figure 7.1.5. Temperature dependence of the Hall carrier density for samples Al and A2. 
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Figure 7.1.6. Temperature dependence of the Hall mobility in sample Al. 
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One final point to make before proceeding with a discussion of the MIT, is that it 
is clear that we still observe PPC even on the metallic side of the transition, just as in 
AlGaAs:Si [1]. This means that the localized ox- states still exist in the metallic phase, 
despite the fact that the conduction must be proceeding via long range extended states. 
This is clearly consistent with our picture of a crossover from deep level activation to 
metallic conduction in an impurity band. The localized deep levels provide the PPC, while 
the MIT occurs in an impurity band. It is also consistent with our explanation of the large 
values of the room temperature resistivity ratio at the MIT in this system : large resistivity 
ratios occur due to the significant amount of carrier freeze out which occurs as the 
temperature is lowered, until eventually a crossover to impurity band conduction occurs. 
7.2. The Zero Magnetic Field MIT in a Persistent Photoconductor. 
This section presents the results of experiments on two samples of CdMnTe:In, 
which can be photodoped through the insulator-metal transition in zero magnetic field. 
These two samples are the aforementioned AS and a sister sample CS. Sample CS exhibits 
almost identical transport properties to its sister sample down to 4.2 K, and has almost 
identical composition. 
7.2.1. Temperature Dependence of the Conductivity. 
Figure 7.2.1 shows the temperature dependence of the conductivity from 4.2 K 
down to 33S mK for sample CS. It should be noted that the dark level is not shown here 
as the temperature dependence of the conductivity was only measured in the critical and 
metallic regimes. Each curve is labelled with a Hall carrier concentration determined using 
a calibration curve of p(n) as mentioned earlier (section 6.1.1). It seems clear that we are 
observing a metal-insulator transition here : the lowest carrier density curve would appear 
to have zero conductivity at absolute zero, whereas the higher carrier concentration curves 
have a fmite value of the extrapolated zero temperature conductivity. It will be seen in the 
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next section that the lowest carrier concentration curve (which appears to be insulating) 
actually displays a temperature dependence of the conductivity which is consistent with 
variable range hopping. The rest of these curves show no such hopping behaviour, which 
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Figure 7 .2.1. Temperature dependence of the conductivity of sample CS down to 335 mK 
Theory [2] and past experimental work on doped semiconductors [3,4], has 
suggested that the temperature dependence of the conductivity in the metallic region near 
the MIT can be quantitatively described by taking into account the effects of electron-
electron interactions and weak localization on the zero temperature conductivity. This was 
discussed in detail in section 3.5 where it was shown that taking these effects into account 
results in the following form for the low temperature conductivity, 
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a(n, 7) = a(T = 0) + m(n)T12 + B(n)P12 (7.2.1), 
where the symbols were defmed earlier. At T < 1 K, this form does indeed provide a 
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Figure 7 .2.2. Fits to the temperature dependence of the conductivity of sample C5 below 
lK. 
There are a number of points to be made about the values of the parameters 
deduced from this fitting procedure. Firstly, a reasonable fit can only be achieved with 
values of p very close to 2.0. As mentioned in section 3.5 this is consistent with the 
theoretical prediction for a system where the dominant dephasing mechanism is due to 
electron-electron scattering in the clean limit [2]. Therefore, the rest of the fits were made 
with p set at 2.0 to reduce the number of fitting parameters to three. The determined 
values of m and B are dependent on the carrier density as shown in table 7 .2.1. 
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Sample nine m D yFa Bexp Btheory 
(.OcmKwrl cm2s-1 (QcmKY 1 (.OcmKr1 
A5 1.309 -2_S7 0.112 1.167 2.73 2.08 
A5 1.233 -2_20 0.108 1.123 2.30 2_06 
A5 1.177 -1.41 O.lOS 1.037 1.61 2.0S 
CS 1.183 -1.90 0.178 1.148 3.08 1.74 
CS 1.1S8 -1.43 0.174 1.082 2.S7 1.71 
CS 1.149 -1.8S 0.173 1.138 2.66 1.73 
CS l.llS -1.6S 0.169 1.108 2.49 1.70 
Table 7.2.1. The parameters relevant to the temperature dependence of the conductivity in 
the metallic regime. 
This table also includes the results of fits to the equivalent data for sample AS, 
where similar values are obtained. For this sample the low temperature conductivity in the 
metallic phase (three curves) is shown in figure 7.2.3, where it can be seen that the fit is 
reasonable up to approximately 1.2 K. In the insulating phase, the conductivity again 
shows the temperature dependence expected for Efros-Shklovskii VRH. The form of the 
hopping conduction in this sample is more complicated than for sample CS and is 
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Figure 7.2.3. Temperature dependence of the conductivity of sample A5 down to 335 mK. 
Dashed lines are fits to the data as detailed in the text. 
An interesting point is that despite the fact that datdT is positive in the metallic 
phase, all of the m values are negative. This suggests that datdT must change sign at 
temperatures below 300 mK, as is the case for Si and Ge [3,4]. One of the consequences 
of this is that any extrapolation of the conductivity to absolute zero is likely to be rather 
inaccurate, unless measurements are performed down to the millikelvin region. Minimising 
(7 .1) with respect to temperature leads to a value for the temperature T' at which datdT is 
expected to change sign, 
(7.2.2). 
So for the most metallic curve in figure 7 .2.1 this leads to T' = 95 mK. Reference to table 
7.2.1 shows that the magnitude of m decreases as the MITis approached from the metallic 
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phase, suggesting that positive values could be obtained for n very close to ne, as is the 
case for Si and Ge [3,4]. 
Theory outlined in section 3.5 allows determination of the Coulomb interaction 
parameter yFa from the values of m, by using Equations 3.5.2 and 3.5.3 : 
(7.2.3) 
(7.2.4) 
where the symbols were defined earlier. The quantity a is calculated from the diffusion 
coefficient, D, which can in turn be calculated from the Einstein relation, D = JlkBTie. 
Values forD, a, and yFa are listed in table 7.2.1 for the two samples. The quantity yFa 
shows a clear increase as n is increased, suggesting that, as expected intuitively, the 
Coulomb interaction parameter (and hence the Fermi liquid parameter) increases as the 
density of electrons increases. In contrast to the work on Si:B, the interaction parameter 
does not saturate just beyond the insulator-metal transition. It is worth noting that 
although the Fermi liquid parameter, F, is constrained to lie between 0 and 1, the values of 
yFa need not necessarily lie in this range. Work on Si:B suggested that yFa saturates at a 
value close to 2.0, indicating that y = 2, although there is no real theoretical justification 
for this. In our case the fact that the values of yF a are so close to 1.0 suggests that y is 
close to 1.0, or that the interaction parameter is far from saturation at -1.3 ne. 
As discussed in section 3.5 there is also a theoretical prediction for the value of 





where the symbols were defmed earlier. Thomas et al [ 4] showed that it is possible to 
define a parameter c' which is independent of n, 
, _ (n)3 ( 1 )~( 11 )~m* k~ _ -si c - 4 - - -- - en 16
4 3n 3n 2 h 3a~2 (7.2.7), 
where c' can be calculated to be 1.0 x 1010 K 2s·1 for CdTe. It should be noted that n is 
measured in units of 1018 cm·3 here. So, to calculate the theoretical prediction for the value 
of B(n), we simply compute c(n) from the measured value of n, determine D from the 
transport data and use equation 7.6. These calculated values of B(n) are shown in table 
7.2.1. Although the agreement is not perfect, the theoretical predictions are of the correct 
order of magnitude and show the experimentally observed trend of increasing B as n is 
increased. Calculated values are around 1.7 to 2.0 (QcmK)'1, whereas the experimentally 
determined values lie in the range 1.61 to 3.08 (QcmK)'1 All in all, the agreement is rather 
satisfactory. 
The other studies on systems such as Si and Ge have suggested that B(n) first 
increases with increasing n, reaches a maximum, and then decreases as n is increased 
further. Positive values are usually observed, although negative values have been reported 
for samples with a positive doidT [5,6]. In all cases, the observed and calculated values of 
B(n) are of the same order of magnitude as found here. The interesting point about our 
data is that B always increases with increasing n rather than peaking and eventually 
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decreasing. For Si:B this peak occurs at - 1.17nc, whereas for Ge:Sb B peaks at 
approximately 1.4nc. In our experiment we are able to probe up to 1.3 ne so this apparent 
discrepancy could simply be due to the fact that we need to measure samples with higher 
carrier densities in order to obtain a fuller understanding of the dependence of B on n. 
Certainly one would expect that eventually B must decrease with increasing carrier 
density, as the effects of weak localization are expected to die out as the carrier density is 
increased further into the metallic phase. 
In conclusion, the temperature dependence of the conductivity in the metallic 
regime can be satisfactorily explained in terms of a model which takes into account the 
effects of e--e- interaction and weak localization. Both corrections to the conductivity are 
found to be of a similar size to those observed in other systems. Moreover, the sizes of the 
corrections are satisfactorily reproduced by theory. The metallic conductivity appears to 
be well understood with the exception that it is not totally clear whether dotdT will change 
sign at lower temperatures. Obviously this could be determined by performing lower 
temperature measurements down to -10 mK. The subject of the change in sign in dotdT is 
a controversial one which is poorly understood. It seems that a large number of materials 
such as Gd3_x vxS4 [7], CdMnSe [8] and AlGaAs [ 1] exhibit positive values of the 
parameter m (which varies weakly with n, or H) and no sign change in dotdT, whereas 
materials such as Si [3] and Ge [ 4] display a sign change in m and dotdT near the MIT. 
The reason for this behaviour is an open issue at present. 
7.2.2. Hopping Conduction. 
As mentioned earlier the curve which defmitely shows insulating behaviour in 
figure 7 .2.1 actually displays a temperature dependence of the conductivity which is 
typical for variable range hopping conduction. This is shown in figure 7 .2.4 where the 
logarithm of the resistivity is plotted as a function of Tlf2. This is the temperature 
dependence which is expected for Efros-Shklovskii VRH conduction, where the effects of 
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e--e- interaction are taken into account. The same data plotted as a function of T 114 does 
not result in a straight line. 
100.---------~--------------------------~ 
.--. 







Q) 1 a: 
0.1 ~--------~----------------------~---------J 
0 0.5 1.0 1.5 2.0 
Figure 7.2.4. Temperature dependence of the resistivity of the lowest carrier density curve 
for sample CS. The data is plotted as logp against T 112• 
This conclusion can be backed up by a quantitative analysis of the size of the 
exponent in the VRH form, 
(7.2.8) 
where s = 112 for Efros-Shklovskii hopping and s = 114 for Mott VRH. The exponent can 
be determined more accurately by performing an analysis devised by Finlayson et al [9], 
where the deviation of the experimental points from O"oexp[ -(To/T)s] is determined for a 
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range of values of the exponent, s. Figure 7.2.5 shows the maximum deviation determined 
in this manner, as s is incremented from 0.05 to 1.0. Clearly, a minimum occurs at s ""'0.6, 
which is close to the value of 0.5 expected from Efros-Shklovskii theory. 
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Figure 7.2.5. Maximum deviation from exp[-(To/T)5] plotted against the exponent, s. 
Another method of determining the exponent is to perform the differential analysis 
proposed by Mobius [10]. He noticed that if equation 7.2.8 is valid then, 
dlna 
--= slna0 - slna dlnT 
(7.2.9), 
suggesting that if dlna I dlnT is plotted against lna, the negative gradient of the straight 
line obtained will be the exponent, s. Figure 7.2.6 shows just such a plot, where the 
gradient of the least square fit is found to be 0.440 ± 0.087. Again this low temperature 
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data is consistent with the value of 0.5 from the Efros-Shklovskii theory. Clearly our data 
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Figure 7.2.6. Differential analysis of the hopping data of sample CS. The solid line is a 
least squares fit to the data. 
As shown in figure 7 .2.4, the value of To obtained from this data is 2. 78 K, while 
po = 0.121 .O.cm. These values are in qualitative agreement with the work of Terry et al 
[11] on the VRH conduction in Cdo.91 Mno.o9Te:In. This point will be discussed in greater 
detail at the end of this section. 
Sample A5 also shows a form of VRH conduction in the insulating phase. In this 
sample the temperature dependence of the conductivity was measured from O.Snc up to 
l.3nc, allowing a study of the hopping conduction as the MIT is approached from the 
insulating phase. Figure 7.2.7 shows the temperature dependence of the conductivity 
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plotted as Inp against T 1a, for six photogenerated carrier concentrations. Although the 
temperature dependence was measured for more carrier concentrations, only six are 
displayed in this figure for the purposes of clarity. The low carrier density curves show 
insulating behaviour, while the highest carrier density curves display a weak temperature 
dependence of the conductivity as expected in the metallic phase. As we have already 
seen, these curves appear to be metallic, and have a temperature dependence consistent 
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Figure 7.2.7. Temperature dependence of the resistivity for sample A5 for SIX 
photogenerated carrier densities. The data is plotted as logp against T 112• 
The insulating curves show a more complicated behaviour. Initially, as the 
temperature is lowered these curves show an entry to the hopping regime, followed by a 
region where the temperature dependence is consistent with Efros-Shklovskii VRH. In this 
region, a differential analysis of the hopping exponent yields values close to 0.5 in all 
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cases. At lower temperatures, below about 0.6 K the curves show a turnover to a more 
weakly temperature dependent form. This is shown with striking clarity in figure 7.2.8 
where the differential analysis discussed earlier is shown. At higher temperatures (high 
values oflna) an exponent of0.501 is recovered, but at lna"" -1.1 (equivalent to 0.6 K) a 
sharp turnover is observed. It is difficult to analyse the form of the temperature 
dependence below the turnover temperature due to the small temperature interval 
involved, although appears to be impossible to fit the data with an expression of the form 
exp[ -(To I DT It should also be noted that the temperature region over which the Efros-
Shklovskii VRH form is obeyed reduces with increasing n as the MIT is approached. This 
is a consequence of the fact that as the carrier concentration is increased, the temperature 
at which the sample enters the hopping regime is lowered, while the temperature at which 
the turnover occurs is only weakly dependent on the carrier density. This is consistent with 
the fact that the value of To decreases, meaning that the 'activation energy' associated with 
the hopping process is decreasing, as expected. 
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Figure 7.2.8. Differential analysis of the hopping data for sample AS in the dark. 
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Table 7.2.2 shows the hopping parameters for this set of curves ; n, To, po, and THR 
(the temperature at which the sample enters the hopping regime) are included. All four 
parameters show a decrease on approaching the MIT, as expected. It is also interesting to 
compute the average range of a single hop, along with the average hopping energy 
associated with this process. These can be estimated from the following expressions [12], 
(7.2.10), 
(7.2.11), 
where the symbols were defmed earlier. For the lowest carrier concentration curve in 
figure 7.2.7, we obtain an average hopping energy of0.28 meV (3.25 K), at a temperature 
of 1.0 K. The work of Terry et al [11] suggested that at n = 1.7 x 1016 cm-3 , ~ = 16.6 nm, 
which increases to 157 nm at n- 1 x 1017 cm-3. Using this value for the localization length, 
we obtain an average hop range of 260 nm at 1.0 K. 
n [ 1017 cm-3] nIne To[K] Po [Qcm] THR [K] 
0.99 0.51 42.38 0.198 4.0 (= To/10.6) 
1.34 0.69 33.76 0.085 3.0 (= To/11.3) 
1.39 0.72 32.71 0.078 2.5 (= To/13.1) 
1.58 0.82 24.11 0.081 2.0 (= To/12.1) 
1.87 0.97 14.97 0.092 1.7 (= Ta/8.8) 
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Figure 7 .2.10. n dependence of the extracted localization length. 
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As mentioned in section 3.6, then dependence of the parameter To should show 
scaling behaviour as the insulator-metal transition is approached. This is due to the fact 
that To is dependent on the localization length and dielectric constant as shown in equation 
3.6.6. Both of these quantities have a scaling form in the vicinity of the MIT. Terry et al 
[11] measured the temperature dependence of the hopping conduction and the dielectric 
constant in the insulating phase in order to examine the critical behaviour of the dielectric 
constant and the localization length (computed from the measured values of To(n) and 
K(n)). They found that the dielectric constant and localization length appear to scale with 
the same exponent, i.e. v = v' "" 1, contradicting Wegner's scaling law [13]. It is 
interesting to examine then dependence of the parameter To obtained from the data in this 
thesis with the data of Terry et al, as shown in figure 7.2.9. Data from ref [11] is plotted 
along with the data for sample AS, and the single point from sample CS. Although the 
range of carrier densities probed in the experiments on sample A5 is modest it lS 
interesting to note that the measured values of To and the dependence on n is m 
disagreement with the other data. In fact no scaling dependence is observed for the T0(n) 
data for this sample. The single point from sample CS however, is in qualitative agreement 
with the other data. In fact, if the measured K(n) from ref [11] is used to calculate the 
value of the dielectric constant for sample CS at n = 2.16 x 1017 cm·3, this leads to a value 
of the localization length of 691 nm, which is in quantitative agreement with the data from 
ref [ 11], as shown in figure 7 .2.10. This data leads us to tentatively suggest that the 
conclusions of Terry et al remain intact if their study is extended to higher carrier 
concentrations, closer to the MIT i.e. the dielectric constant and localization length have 
the same critical behaviour. 
It is also revealing to examine the n dependence of the parameter po extracted from 
the hopping data. These data are shown in figure 7 .2.11, where the data from ref [ 11] are 
also included. As expected, po decreases very rapidly as the MIT is approached, tending 
towards roughly constant value of - 0.1 Qcm, which is equivalent to about twice the 
minimum metallic conductivity for CdTe. Again, the data for sample CS appears to be in 
191 
excellent agreement with the data of Terry et al, while the data for sample A5 is slightly 
different, all the values being smaller. 
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Figure 7.2.11. n dependence of the hopping prefactor p0 . 
To summarise, we have seen that sample C5 shows hopping conduction of the 
expected form, with the parameters extracted from the data being consistent with previous 
work, whereas the behaviour in the sister sample, A5, is more difficult to understand. In 
particular, this sample shows a turnover in the resistivity below about 0.6 to 0.5 K, along 
with a carrier density dependence of the parameter To which cannot be understood in terms 
of scaling theory or previous experiments. We can propose several possibilities for the 
origin of the turnover in the resistivity in this sample. It should first be noted though, that 
several possible experimental artefacts can be ruled out. Meticulous checks were made for 
sample self heating such as measurement of the V-I characteristics, ensuring that no time 
dependence of the conductivity is observed when the excitation current is switched on etc. 
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Also, care was taken to ensure that the sample is placed in excellent thermal contact with 
the 3He pot and thermometer, while ample time was allowed for thermal equilibration of 
the sample. The size of the contact resistances were monitored to check for large values at 
low temperatures which are indicative of bad contacts (which are likely to be of a 
capacitive nature), which increase the likelihood of significant errors occurring due to 
sample self heating. Suffice to say that for the measurements made on this sample the 
excitation levels were kept below 10-11 W, and no effects of self heating were observed. 
If we are to attempt to interpret the anomalous data on sample A5 it is instructive 
to note that such an unexplained weakening of the temperature dependence in the hopping 
regime has been observed before, albeit at lower temperatures [14,15]. It should also be 
pointed out at this stage, that it is not possible to crossover from Efros-Shklovskii VRH to 
Mott VRH as the temperature is lowered. This is due to the fact that the Coulomb gap 
energy is far smaller than the characteristic energy associated with Mott VRH. Therefore 
we cannot attempt to explain this data in terms of a crossover from T112 hopping to the 
weaker T114 temperature dependence, even if this form could be reliably fitted over the 
small temperature range available. 
It is tempting to interpret the observed effect as being magnetic in origin, as the 
effects of the magnetic exchange interactions have certainly been evident in the past 
[11,16]. In fact it is interesting to note that the spin glass freezing temperature of 
Cdo.92Mno.os Te:In is expected to be about 0.5 K. It is therefore possible that we are 
observing an anomaly in the temperature dependence of the conductivity due to the spin-
glass formation. Further work will involve the measurement of the susceptibility as a 
function of temperature in this region, to determine whether the spin-glass freezing 
temperature occurs at the same point as the turnover in the resistivity. In conclusion 
though, the temperature dependence of the resistivity of sample A5 in the hopping regime 
is puzzling, especially when one considers that the sister sample C5 shows no such 
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behaviour. The behaviour of sample C5 can be explained rather satisfactorily in both the 
metallic and insulating phases. 
Finally, it should be noted that none of the data obtained on these two samples 
shows any evidence for a magnetic hard gap in the density of states, as observed in ref 
[11]. This is an interesting point as one might expect a sample with carrier concentrations 
as high as these to display an exp(EH I 1) temperature dependence in the conductivity, if 
the same mechanisms are at work in these samples. This point will be discussed in some 
detail, along with data for several other samples in the WLR in sections 7.3 and 7.4. 
7.2.3. The Transition: Comparison With the Scaling Theory of Electron 
Localization. 
One of the major aims of the work presented in this thesis is to test the scaling 
theory of electron localization in a situation where it has never previously been possible to 
compare theory and experiment. This situation is the case of magnetic system in a zero 
magnetic field. As mentioned before, measurements have been made in the critical region 
of the MIT in magnetic [7] and dilute magnetic systems [8], but only in the presence of a 
magnetic field, which was used to induce a transition. In our case we are able to fme tune 
the transition using the PPC effect. One problem with this technique however is the 
difficulty in obtaining samples with a dark carrier concentration sufficiently close to ne. A 
suitable sample must have n close to, but less than, ne, as well as having a large enough 
increase in n on illumination to span the critical region. Figure 7 .2.12 shows the n 
dependence of the change in resistivity on illumination, to illustrate the problem. As can be 
seen from the figure, t1plpo shows a dramatic decrease as n ~ ne. This section is 
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Figure 7 .2.12. The percentage change in resistivity on illumination, against the Hall carrier 
concentration. The carrier concentration is measured at low temperatures where it is 
independent of temperature. 
As was discussed in section 3.3 on the scaling theory of electron localization, the 
scaling theories can be tested by measuring the zero temperature extrapolated value of the 
conductivity as a function of the carrier concentration. This indicates whether the 
transition is actually continuous or discontinuous. If a continuous transition is observed 
then the scaling theory predicts a critical form for a(n) which can be compared to 
experiment. In our case we have a problem in that the lowest temperature available for 
these experiments is 300 mK, making the extrapolation to zero an ambiguous procedure. 
In fact, we have seen in this chapter that the temperature dependence of the conductivity 
in the metallic phase is such that a sensible extrapolation to absolute zero is extremely 
difficult. For these reasons we simply plot the 300 mK conductivity against the carrier 
concentration as a reasonable approximation to the true zero temperature value. This 
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procedure is one which has been carrier out successfully by several authors in the past, and 
can be shown to be well justified [ 17, 18, 19]. The work of von Molnar et al [ 17] showed 
rather conclusively that measurements at 300 mK provided a very close approximation to 
the true critical behaviour at ultra low temperatures. They found the measured critical 
exponent to be unchanged from the value determined by 300 mK measurements, down to 
temperatures as low as 6 mK. The only artefacts of this 300mK analysis is that there is 
likely to be a considerable amount of thermal rounding in the vicinity of the transition, and 
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Figure 7.2.13. Then dependence of the 335 mK conductivity for sample AS. The dashed 
line is a scaling theory fit to the data. 
Figure 7 .2.13 shows the n dependence of the base temperature conductivity for 
sample AS. Clearly we are observing a continuous metal-insulator transition. The 
conductivity shows a dramatic increase with increasing n at a carrier concentration of 
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approximately 2 x 1017 cm-3 . As expected there is a considerable amount of thermal 
rounding near ne. The dotted line shown in the figure is a fit to the scaling theory 
prediction for the conductivity. We find that the conductivity obeys, 
a (33S mK, n) = ao (nine- 1 r (7 .2.12). 
The values of the fitting parameters, along with their experimental error are shown in table 
7.2.3 for this sample and sample CS. Similar results are obtained for sample CS as shown 
in figure 7 .2.14, the only major difference being that the conductivity prefactor and critical 
density are slightly higher. It should be noted that the rounding effect commented on 
earlier is particularly acute for the case of sample CS. For this reason, the scaling theory fit 
is restricted to the region above 2.4 x 1017 cm-3 . It seems clear in this case that 
measurements to lower temperatures would certainly result in a smaller value for the 
critical carrier concentration. The determination of the critical exponent however, is more 
accurate. 
Sample o;) ((Qcmr'J ne (1017 cm-3] V 
AS O.SS ± O.OS 1.93 ± O.lS 0 83 +0.20 
· -o.l4 
CS 3.S7 ± 0.3S 2.34 ± 0.25 0 98+0.18 
· -o.Is 
Table 7.2.3. The parameters deduced from a fit to the scaling theory form for a (300 mK, 
n). The values are shown for both samples. 
There are several important points to be made about the results of this fitting 
procedure. First of all it is clear that the MIT is continuous, and the scaling theory 
describes the data very well. The most important conclusion however, is that the critical 
exponent, being 0.83 and 0.98 in the two cases, is rather close to 1. This is in agreement 
with the previous experimental work on magnetic and diluted magnetic semiconductors in 
the presence of magnetic fields, suggesting that either the application of a magnetic field 
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has no influence on the critical behaviour, or that the magnetic field applied in previous 
measurements is not sufficiently strong to induce a change in universality class (there is 
also the possibility that v = 1.0 in both the low field and high field universality classes). It 
is worth noting that an exponent close to 1.0 is also in agreement with the experimentally 
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Figure 7.2.14. n dependence of the 335 mK conductivity of sample C5. The solid line is a 
scaling theo~y fit to the data. 
The values of the critical carrier concentrations obtained is in good agreement with 
the experimental work of Shapira et al [20] who suggested that ne lies between 1.7 and 
2.1 x 1017 cm-3 for x = 0.05. It is also in reasonable agreement with the value of 2.3 x 1017 
cm-
3 
which was suggested by Terry et al [ 11] for x = 0.09. 
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The value of the prefactor, Go, is also of interest. We obtain Go= O.S5 = O.llGmin 
for A5 and Go = 3.S7 = 0.71Gmin for sample CS. The reason for this discrepancy is 
unknown although the value for AS happens to be in agreement with the work of Dietl et 
al [8] on the DMS CdMnSe:In. They found v = 0.86 and Go = O.lcrmin, which shows 
remarkable agreement with our data on CdMnTe:In. It seems clear that in this system the 
minimum metallic conductivity value is of little significance. It should also be noted that 
other systems show a conductivity prefactor rather different to Gmin· In particular the work 
on Si [21 ,3] has shown that Go - lOGmin· At present, the issue of the value of the prefactor 
in comparison to the minimum metallic conductivity is an open one. Figure 7.2.1S shows a 
plot of Go/Gmin against Gmin for several systems. The interesting point here is that a pattern 
emerges in that materials with a large minimum metallic conductivity tend to have a larger 
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Figure 7 .2.1S. Plot of crolcrmin against crmin for a variety of materials. 
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One fmal point to make about figures 7.2.13 and 7.2.14 is that the scaling theory 
describes the data very well up to (nine- 1) "" 1.31. As was mentioned in chapter 3 the 
region over which the scaling theory is likely to apply is not well known. This data 
certainly suggests that the region of agreement between experiment and theory is quite 
large. 
7.3. Conductivity of CdMnTe:In in the WLR. 
The last section was concerned with measurements on two samples of CdMnTe:In 
which can be illuminated from insulating to metallic at low temperatures. This section is 
concerned with two samples, A1 and A2, which are metallic before illumination. Extensive 
electrical characterization data has been presented earlier for these samples (see sections 
6.1 and 7.1). The transport data for these samples is summarised in table 6.1.2. The 
temperature dependence of the conductivity down to 4.2 K has already been presented for 
both of these samples (section 7.1), where it was seen that they appear to be metallic from 
these relatively high temperature measurements. We shall see that although the 
temperature dependence of the conductivity down to 300 mK is not of a simple form, both 
of these samples are, as expected, metallic in nature. 
The temperature dependence of the conductivity of these samples has been 
measured down to 300 mK, to examine the value of the conductivity in the zero 
temperature limit. Figure 7.3.1 shows the data for sample Al, in the dark and at full 
illumination, while figure 7.3.2 shows data for the dark level, and two photogenerated 
carrier densities, in sample A2. At temperatures down to 1.5 K the conductivity is of a 
typical form with a weak temperature dependence roughly following T112 • Below this 
temperature a rapid and unexpected drop in conductivity occurs. Such behaviour is 
immediately reminiscent of the data of Dietl et al on CdMnSe:In [8, 16] as discussed in 
section 2.3.4 and displayed in figure 2.3.11. They made the reasonable hypothesis that the 
effect is magnetic in origin, as CdTe:In of similar carrier density showed no such effect. 
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The data was interpreted in terms of additional spin-disorder scattering at low 
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Figure 7.3.1. The temperature dependence of the conductivity of sample AI down to 
336mK, in the dark and at full illumination. 
If we are to attempt to interpret our data in the same fashion it is first important to 
prove that this data cannot be a result of the effects of electron-electron interaction and 
weak localization as seen in the previous sections. Although the data can be fitted to 
equation 7.1, the fit is rather poor and, moreover, the deduced parameters are ludicrous in 
comparison to those observed previously in this material as well as other materials. For 
example, in figure 7.3.1 the fit is restricted to the region below 0.8 K, with values as high 
as 40 for B, and values of p around 0.2. Equation 7.1 certainly cannot explain the sudden 
. 
drop in the conductivity observed in both samples. Again with figure 7.3.2 a poor fit can 
be obtained, but the parameters are unreasonable. In fact this sample produces a poorer fit 
201 
than Al, due to the slight weakening of the temperature dependence near 300 mK. 
Perhaps the most convincing point however, is that for both samples the fitting procedure 
always results in a zero value for the conductivity at absolute zero. This suggests that both 
of these samples would have to be insulating which is inconsistent with their carrier 
concentrations (n > ne in both cases) and the absolute value of the conductivity at 
relatively low temperatures (for sample Al the conductivity at 4.2 K is actually in excess 
of the minimum metallic conductivity, and is greater than our determined value of the 
scaling theory conductivity prefactor by a factor of approximately 20 !). It should also be 
noted that for samples with carrier densities as high as these the temperature dependence 
of the conductivity would be expected to be far weaker than for samples close to the MIT 
such as A5. It seems clear therefore, that this model for the temperature dependence of the 
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Figure 7.3.2. Temperature dependence of the conductivity of sample A2 down to 332 mK, 
in the dark and at full illumination. 
202 
It is possible to quantitatively account for the temperature dependence of the 
conductivity, if the model of Dietl et al is correct. In this model we assume that in the 
WLR, quasi-localized s spins still exist [23], and so BMPs can form around these localized 
states. This leads to efficient scattering of conduction electrons by a spin-disorder 
mechanism in small or zero magnetic field. The sharp drop in conductivity occurs when 
the temperature is low enough for the s-d exchange interaction to dominate and the 
polarons begin to form. Following Sawicki et al [ 16] it is possible to model this situation 
using the scaling theory equation, a= CTo(nlnc - 1 land the Mott criterion, ne= (0.26/asl 
We propose that the s-d exchange interaction influences the size of the Bohr radius, 
because as the sample is cooled, the binding energy of the polaron increases, meaning that 
the effective Bohr radius decreases. A temperature dependent Bohr radius implies a 
temperature dependent ne, which, through the scaling equation, leads to a(T). This leads 
to the following form for the conductivity, 
crT=cr 8 -1 ( a
3
n J 
( ) 0 0.0176 (7.3.1) 
The temperature dependence of the effective Bohr radius of the polaron can be derived 
from the (zero field) expression for the free energy of the BMP [24], 
(7.3.2) 
where E P = a 
2 X~ T; H~ , is the characteristic energy of the magnetic polaron. Minimising 
32ng a8 J18 
Fp with respect to the Bohr radius, allows us to calculate a8 (T) as, 
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(7.3.3) 
where aH is the Bohr radius of a hydrogenic donor. Physically, this equation satisfies all 
the necessary requirements for the form of aB(1) : at high temperatures, where the 
macroscopic susceptibility xcn is small, the second term in square brackets tends to zero, 
and we obtain aH as the radius of the polaron. However, at low temperatures, where xcn 
is rapidly increasing, this term dominates, drastically reducing the observed conductivity. 
As the susceptibility of our samples is unknown in this temperature region we model the 
temperature dependence as X(7) = aT -b, as observed in CdMnSe:In in this temperature 
region. This form is actually typical for nonmagnetic materials in the WLR, where the 
susceptibility is weaker than the Curie law T 1 dependence. Values of b """0.7 were found 
for Cdo.9sMno osSe:In, with nine- 2.7. 
Figure 7.3.1 shows the fit to the conductivity using this model. The susceptibility 
exponent, b, (which is used as a fitting parameter) is shown in the figure. This model fits 
the data rather well, with a value of b which is in agreement with the previously observed 
values of approximately 0.7 [8]. The calculated values for the radius of the polaron are 
shown in figure 7.3.3, where it can be seen that the values are actually quite large (10 nm). 
This is presumably due to the fact that the quasi-localized s-spins which exist in the 
metallic phase are far more extended in nature than the localized states in the insulating 
phase. Figure 7.3.2 shows the fits to the low temperature conductivity data for sample A2, 
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Figure 7.3.3. Temperature dependence of the polaron radius, as extracted from the 
conductivity data on sample Al. 
It should be noted that the temperature at which the drop in conductivity occurs in 
our samples is actually larger than the temperature at which it occurs in CdMnSe. We 
suggest that this is due to the fact that the Fermi wavevector has a smaller value in our 
case due to the lower carrier densities, combined with the fact that the effective mass is 
lower. To explain more fully, consider the form of the regular spin-disorder scattering rate 
(due to Mn ions), !'s;-1, in comparison to the polaron scattering rate !'p;-1, as given by the 




where J1 is an enhancement factor brought about by disorder and spin-fluctuations [8], f(T) 
is a function calculated from the free energy, and Np is the number of polarons. The drop 
in the conductivity due to polaron scattering will only occur when the polaron scattering 
rate dominates the conductivity. If the regular spin-disorder scattering rate is of a lower 
value due to the lower value of kF and m*, then this drop will occur at higher 
temperatures, despite the fact that the s-d exchange energy is slightly smaller for CdMnTe 
than CdMnSe. To quantify this, using the values of m* and a and calculating kf from the 
free electron formula we estimate that the regular spin-disorder scattering rate for 
CdMnTe is lower by a factor of 2.58 at 1.5nc. Dietl found that the polaron scattering 
begins to affect the conductivity at 0.5 K. Hence, if our calculation is correct then we 
would expect the polaron scattering to become apparent at -1.3 K in CdMnTe. This is in 
reasonable agreement with the observed values of 1.5 - 2.0 K in our samples. 
The most important open question about this observation of BMP scattering in 
CdMnTe is why is it not observed in other samples which have been studied in detail at 
low temperatures? Indeed, why has it not been observed in the insulating phase as for 
CdMnSe:In [25]? We believe that the central issue in the understanding of this problem is 
the paramagnetic to spin-glass magnetic phase transition. It has been recently suggested 
that the binding energy of the magnetic polaron is constant in the spin-glass phase [26], 
meaning that the rapid drop in the conductivity, due to the increasing binding energy of 
the polaron, will not occur. Now, the spin-glass freezing temperature (Tf) increases with 
Mn fraction, so that samples with low Mn fraction will have a very low Tf· These samples 
will show the effects of BMP scattering in the low temperature conductivity, while 
samples with higher Mn fraction can have Tt > 300 mK meaning that the binding energy of 
the BMP will be independent of temperature below Tf, and no drop in conductivity will be 
observed. 
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The x dependence of the freezing temperature has previously been measured for 
nominally undoped CdMnTe [27,28]. For sample A1, where x = 0.047, we expect T1 -
150 mK, suggesting that we should observe a drop in the conductivity in measurements 
down to 300 mK, as the sample is in the paramagnetic phase and the binding energy of the 
polarons is temperature dependent. For sample A2, where x = 0.061, we expect 0- 300 
mK. This is interesting as the data of figure 7.3.2 shows a weakening of the temperature 
dependence at T = 0.4 K. We propose that this feature is associated with the slowing 
down of the spin dynamics near the spin-glass freezing temperature. Eventually at lower 
temperatures, the conductivity will flatten out and become a weak function of 
temperature, due to the fact that the polaron binding energy is constant when we are deep 
in the spin-glass phase. This weakening of the temperature dependence was also observed 
by Dietl et al [8] at a temperature of approximately 110 mK in a sample with a measured 
0· = 95 mK, suggesting that their data is in agreement with our hypothesis. It should also 
be noted that the data of Terry et al [ 11], where an exp(EH In dependence was observed 
due to a magnetic hard gap in the DOS, lends weight to our argument. This is because the 
resistivity curves are actually very linear in T 1 suggesting that EH (a measure of the 
polaron binding energy) is independent of temperature in this region. This is exactly what 
we are hypothesising for the situation where the sample is in the spin-glass phase. 
One test of this idea would be to measure the low temperature conductivity of a 
sample with a rather large Mn fraction, which is still in the WLR. At first sight this would 
appear impossible as samples with large x are invariably insulators. However, doping with 
both In and Al allows us to produce crystals with large Mn compositions that are still 
metallic. We will present data on just such a sample in the next section. 
7.4. Metallic CdMnTe:In, AI and CdMnTe:AI. 
This section presents the results of transport measurements on three samples of 
CdMnTe:In, Al and one sample of CdMnTe:Al. All of these samples are close to the MIT. 
The transport data is summarised in table 7 .4.1, where the composition, 300 K carrier 
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concentration, resistivity and mobility, proximity to the MIT and deep level activation 
energy are shown (note that the deep level activation energies are only approximate as the 
temperature dependence of the resistivity was used in their determination). 
Sample X Proximity (J(300K) n (300K) J1 (300K) Eo 
% to MIT (Qcmr' 1017 cm-3 cm2V-'s-' me V 
ALl 19.0 ± 0.3 -Critical 9.1 3.42 166.3 10.2 
INAL2 4.4 ± 0.3 Metallic 13.3 3.71 224.1 5.9 
INAL3 13.5 ± 0.4 Metallic 14.0 5.01 174.6 7.4 
LNAL4 18.1±0.3 -Critical 4.1 3.98 85.2 8.4 
Table 7 .4.1. Summary of transport properties for In, Al doped samples. 
The temperature dependence of the conductivity was measured down to 4.2 K for 
all four samples. All four samples show a qualitatively similar temperature dependence. 
Samples INAL2 and INAL4 are shown as examples in figures 7.4.1 and 7.4.2. Sample 
IN AL2 shows a metallic temperature dependence, consistent with the fact that the carrier 
density is 3.7 x 1017 cm-3 while x is only 0.044. INAL4 is an interesting sample as it 
appears to very close to the MIT critical point. This fact enables us to make a prediction 
regarding the x dependence of the critical carrier density. For x = 18.12 ± 0.27 % we fmd 
that ne"" 4.0 x 1017 cm-3 . If we assume that nc(x) is of the form ne = a + bx, then using ne "" 
1.1 x 1017 cm-3 for CdTe, ne"" 2.0 x 1017 cm-3 for x = 0.081 and this new value, we obtain 
(from a least squares fitting procedure), 
ne(x) = 15.5x + 0.96 (7.4.1) 
which should be reasonable approximation to the truth in the region 0 < x < 0.2, which 
spans the region in which transport measurements are usually made. (Note that this 
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equation has n in units of 1017 cm-3.) This equation is in agreement with the data of Terry 
et al [11] where ne was suggested to be 2.3 x 1017 cm-3 for x = 0.091, compared to a 
predicted value of 2.4 x 1017 cm-3 from (7.4.1). 
12 Sample INAL2 
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Figure 7.4.1. The temperature dependence of the conductivity of sample INAL2. 
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Figure 7.4.2. The temperature dependence of the conductivity of sample INAIA. 
Samples INAL2, INAL3 and INAL4 all show a very small amount of PPC on 
illumination at 4.2 K. Changes in illumination of the order of 5 % are typical. Presumably 
this small change in resistivity is due to the fact that the carrier densities are so large, 
combined with the effect of the lower indium doping levels in this set of samples. The 
original motivation for growing samples such as these was to use these samples to fme 
tune the transition by illumination. It was envisaged that the Al doping would provide a 
large number of shallow donors while the In doping would provide sufficient PPC. Clearly 
these three samples are not suitable for this purpose as the change in resistivity on 
illumination is too small. Sample ALl is doped withAl only and therefore shows no PPC 
at all. 
There are several other comments to be made about the transport properties of 
these samples. Firstly, the values of the mobility in ALl, INAL3 and INAL4 are unusually 
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low for samples this conductive. This could be due to the added effect of alloy scattering 
due to the large Mn fractions present in these samples (13.46 to 19.04 %). The values of 
the deep level activation energies are also of interest. As expected, Eo exhibits an increase 
with increasing x in the region studied. However, all of the values measured are far smaller 
than that expected from our previous measurement of the x dependence of the deep level 
energy (figure 6.1.21). We propose that this observation is related to the high dopant 
levels present in this system. In particular it is plausible that the activation is not from the 
deep level to the conduction band edge, but that it is activation to a merged impurity band 
and conduction band. As we have already discussed, this situation is possible when the 
banding in the impurity states becomes so large that the top of the impurity band crosses 
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Figure 7.4.3. Temperature dependence of the conductivity of sample INAL4, measured 
down to 335 mK. 
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Finally, the temperature dependence of the conductivity of sample INAL4 was 
measured down to 332 mK. The purpose of this experiment was to ascertain whether this 
sample displays a sudden drop in the conductivity due to BMP spin-disorder scattering. 
Figure 7.4.3 shows that no such effect exists. It should be noted that in a sample with 18% 
Mn we would expect T1 - 2 K [27 ,28]. So, this would appear to confirm our hypothesis 
that the sudden drop in the conductivity at low temperature will only occur in samples 
which are in the paramagnetic phase at these temperatures. This sample is certainly in the 
spin-glass phase below 1 K, which explains why no polaron scattering is observed. 
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8. Summary and Conclusions. 
This chapter contains a summary of all the work presented in this thesis along 
with a set of conclusions which can be drawn from the work. Section 8.1 summarises the 
data of chapter 6 on the electrical characterization and PPC measurements, while section 
8.2 summarises the data on the MIT in CdMnTe. Work on the conductivity in the WLR is 
included in this section. Finally, section 8.3 gives a list of suggestions for further work 
which could benefit the attempts to understand the physics discussed in the thesis. 
8.1. Electronic Transport in CdMnTe:In- A Summary. 
Detailed electrical transport measurements as a function of compo<>ition have led 
to a good understanding of the phototransport properties of this system. In particular, the 
compositional dependence ofthe DX" deep level, hydrogenic shallow level and quenching 
temperature have been clarified. This work constitutes the first systematic study of the 
variation of these parameters with Mn fraction. Several new effects have been observed 
and attributed to the very heavy doping in the more conductive samples. 
Some samples support PPC up to elevated temperatures close to 200 K. Several 
possible explanations for this effect have been discussed. We have been able to conclude 
that the high temperature PPC is due to the formation of multiple DX centres. Whether 
these multiple DX centres are of the type discussed by Park and Chadi [1] or whether they 
are due to the effects of the local atomic environment [2] is difficult to clarify. The 
elevated temperature PPC observed in these samples leads us to conclude that 
CdMnTe:In could be an interesting system in terms of realising the application potential 
of a room temperature persistent photoconductor. 
Measurements of the low temperature magnetoresistance in the insulating phase 
suggest that the positive MR observed is not due to conventional hopping effects. In fact 
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the .MR. is intimately linked with the magnetization of the sample. This is consistent with 
previous work by Terry et al [3]. In the metallic phase the low field magnetoresistance is 
still positive down to 3.9 K. It is interesting to note that the .MR. shows little dependence 
on the carrier density in this region. An anomalous negative .MR. has been observed at 
high temperatures (about 100 K) when certain samples are continuously illuminated with 
infra-red. This effect peaks at a temperature very close to the quenching temperature of 
the material suggesting that it is linked with the PPC effect. We have interpreted this data 
in terms of the formation of small magnetic polarons on singly occupied deep levels. This 
polaron formation leads to a negative .MR. through the reduction in spin-disorder 
scattering on application of a magnetic field. Limited photomagnetization measurements 
appear to support this hypothesis. 
Nearest neighbour phonon assisted hopping has been observed in the insulating 
phase in a 16 % Mn sample. This sample shows a crossover from activated conduction to 
hopping conduction at low temperatures. The activation energy associated with shallow 
indium donor level decreases monotonically with increasing carrier density, whereas the 
hopping energy (E3) shows a peak with increasing carrier density. The infinite 
temperature extrapolations of the resistivity in the two regions also exhibit typical 
behaviour for a system which crosses over to nearest neighbour hopping as the 
temperature is lowered. 
8.2. The MIT in Cd1.xM.!!x Te:In- A Summary. 
The PPC effect was used to fine tune the MIT in zero magnetic field. The critical 
behaviour is consistent with the scaling theory of electron localization. A critical 
exponent close to one is found for both samples which can be illuminated through the 
transition. The critical carrier concentration for 8.1 % Mn is approximately 2 x I 017 cm-3. 
This is the first determination of the critical exponent in a magnetic semiconductor in 
zero magnetic field. Other experiments on the MIT in magnetic systems have used the 
application of magnetic fields to induce a transition [ 4, 5]. The measured exponent is in 
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agreement with scaling theory with electron-electron interactions taken into account, as 
well as previous work on magnetic semiconductors. 
In the metallic phase the temperature dependence of the conductivity can be 
explained by a model where the effects of electron-electron interaction and weak 
localization are taken into account. These effects lead to a mT112 term and a BT term in the 
expression for a( I) [ 6]. The size of the parameters m and B have been examined and 
compared to simple theoretical estimates. Reasonable agreement between experiment and 
theory is obtained. 
In the insulating phase VRH conduction is observed with a temperature 
dependence which is consistent with the Efros-Shklovskii form [7]. This hopping 
conduction has been studied as a function of carrier density as the MIT is approached. At 
low temperatures (about 0.6 to 0.5 K) the temperature dependence of the resistivity shows 
an unexplained weakening in one sample. The reason for this behaviour is discussed, 
although no firm conclusions can be drawn. The values of the hopping parameters (such 
as To and p0) for the other sample, which shows no anomalous low temperature effects, 
are in excellent agreement with previous work (8]. 
An investigation of the temperature dependence of the conductivity in the WLR of 
CdMnTe:In and CdMnTe:In,Al has led to the observation of a rapid drop in the 
conductivity which we believe is associated with the formation of magnetic polarons. The 
BMPs lead to enhanced spin-disorder scattering at low temperature as in CdMnSe:In [9]. 
The observation that this drop in the conductivity is only observed in samples with low x 
has been explained by the hypothesis that this effect is only seen in the paramagnetic 
phase. Samples with a larger Mn fraction enter a spin-glass phase in which the polaron 
binding energy has been predicted to be constant [10]. Hence no sudden drop in the 
conductivity is observed. This explains the weakening of the temperature dependence 
near the spin glass freezing temperature in CdMnSe [9] as well as the lack of temperature 
dependence ofthe magnetic hard gap in CdMnTe [8]. 
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8.3. Suggestions For Further Work. 
Although the PPC effect in CdMnTe:In is quite well understood at this point there 
are several effects which merit further work. 
First of all the negative MR effect observed in sample B5 under illumination is 
worthy of further experimentation. It would be useful to perform some wavelength 
dependent MR measurements to prove that the effect we observed is defmitely linked to 
the PPC effect. If this is the case then the MR would only be present when the sample is 
illuminated with light at wavelengths which will excite the DX centre PPC. Also it would 
be useful to extend the photomagnetization measurements on this sample, to examine the 
temperature dependence of the photoinduced increase in magnetization on illumination in 
the vicinity of the quenching temperature. Examining other samples in order to ascertain 
whether they display negative MR under similar conditions would be highly desirable. As 
outlined in chapter 6 samples with a high mobility which is weakly temperature 
dependent are most likely to display the effect. 
Sample A 7 would also benefit form further measurements. Firstly it would be 
favourable to extend the temperature range of the measurements to lower temperatures. 
Although it becomes increasingly difficult to measure the resistances of this size it should 
be possible to continue the measurements down to - 1 K. This would determine whether 
the temperature dependence remains of the form exp(E3/k8 1) or whether VRH conduction 
sets in. In addition to this it would be useful to measure the magnetoresistance in the 
hopping regime. It is unknown whether the magnetoresistance will be driven by the 
magnetization of the sample or conventional hopping MR effects. 
With regard to the measurements on the metal-insulator transition, it seems clear 
that extending the temperature range down to the millikelvin regime would result in a 
more accurate determination of the values of v and ne, through an extrapolation to 
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absolute zero. These measurements would also elucidate the form of the temperature 
dependence of the conductivity in the metallic phase. It is unknown at present whether the 
sign of doidT will change at lower temperatures. In addition to these measurements it 
would be informative to measure the critical exponent in a strong magnetic field to 
determine whether a change in universality class might be taking place. This would 
involve measuring the temperature dependence of the conductivity in the critical regime 
in a relatively large magnetic field. 
The experiments in the WLR would also benefit from measurements at lower 
temperatures. This would allow us to examine the temperature dependence of the 
conductivity as the temperature falls below the spin-glass freezing temperature. If our 
theory is correct the a weakening if the temperature dependence would be observed, as 
the polaron binding energy tends to a constant value. Most importantly it would be 
beneficial to measure the temperature dependence of the d.c. susceptibility at low 
temperatures. Thus would allow us to determine the spin-glass freezing temperature 
directly for each sample. A d.c. SQUID is currently being installed in the 3He insert in 
Durham. This will allow the measurement of the susceptibility with high sensitivity down 
to 300 mK. 
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Appendix A. 
The probability of fmding i Mn atoms in a DX centre configuration was estimated 
using simple statistical arguments. For example, if the percentage Mn fraction is x then one 
can write the probability of finding a configuration with zero Mn atoms as, 
P(i = O) = 100- x [100- (x + 1)][100- (x + 2)][100 -(x + 3)] 
100 99 98 97 
(A1). 
So for a 10 % crystal we have (901100) x (891100) x (881100) x (871100) for the 
probability of a configuration with zero of the four relevant sites being filed by Mn atoms. 
Correspondingly, the probability of fmding one, two or three Mn atoms is given by the 
following expressions : 
P( i = l) = 4 X [ 100 - X][ 100 - (X + 1) ][ 100 - (X + 2)] 
100 99 98 97 
(A2), 
P(i = 2) = ~ [~][ 100 - X][ 100 - (X + 1)] 
100 99 98 97 
(A3), 
P(i = 3) = ~[~][~][100-x] 
100 99 98 97 
(A4). 
The factor of four here is due to the fact that there are four ways of arranging the atoms. 
It should be noted that this model is only valid for the case when the Mn atoms are 
distributed randomly in the lattice. 
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