Abstract
Introduction
Semantic medical image search as approached by Advances in medical imaging have greatly increased the amount of images produced in clinical facilities. At the same time, modern hospital information systems have also become more complex. Today's clinical facilities typically contain hospital information systems (HIS) for storing patient billing and accounting information, radiological information systems (RIS) for storing radiological reports, and picture archiving and control systems (PACS) for archiving medical images. It has become challenging for clinicians to query and retrieve relevant previous patient data due to the volume of information, the complexity and heterogeneous nature of today's information systems. In particular, former patient images are useful for analyzing images of a current examination since they help in understanding any progression of pathologies or development of recent abnormalities, e.g., in the context of lymphoma.
The research project MEDICO 1 aims to fuse techniques for automatic image segmentation and text annotation with semantic web techniques. The goal is to allow cross-lingual and modalityindependent search and retrieval across medical images, clinical findings and reports. This requires processes for automatic annotation of images and documents with concepts from formal ontologies to allow retrieval to be performed on an abstract level. Thus, searching becomes independent of the concrete data representation and can leverage on the information modeled in formal ontologies, e.g., for query expansion as described in a recent ESWC publication 2 .
Medical imaging equipment nowadays generates huge amounts of data either as 2D images (e.g., Xray) or 3D volumes which are stacks of 2D image slices generated by techniques such as Computed Tomography (CT) or Magnetic Resonance Imaging (MRI). Many approaches for medical image parsing already incorporate information on the spatial distribution of anatomical entities in the human body during the automatic detection. But with only a few exceptions this background knowledge is a fixed part of the source code of the algorithms, e.g., by using statistical distribution functions. Thus, the whole application has to be recompiled in order to alter or extend this knowledge.
On the other hand knowledge about human anatomy has already been modeled in formal ontologies which represent computable artifacts. In MEDICO we use the Foundational Model of Anatomy ontology (FMA) 3 as the main source for knowledge about human anatomy. It includes a well-founded formalism for expressing qualitative spatial relations. In this context we evaluated the existing spatial relation instances in the FMA. Throughout this document, we consider a "spatial relation" to be the modeling of the relation. In contrast, we use the term "spatial relation instance" to refer to the relation between two anatomical concepts. Thus, spatial relation instances denote relations on the class level. By looking more closely on the FMA we found that the overall number of spatial relation instances as well as the coverage of different body regions and biological systems is very limited. We present methods to add and evaluate missing spatial relation instances to the FMA to generate a critical mass of spatial knowledge sufficient to support automatic image parsing algorithms.
Related Work
MEDICO is based on established Semantic Web standards such as OWL 4 and RDF
5
. The MEDICO Ontology Hierarchy 6 was designed with the rationale to reuse or adapt existing ontologies instead of creating them from scratch. We build on an existing OWL translation of the FMA 7 as the primary source of anatomical knowledge.
The recent research publications in the area of medical image parsing indicate a strong tendency to store spatial relation instances as statistical distributions functions. Here, Gaussian or Bayesian models are often used. 8 A recent study presented a fast and robust approach for full-body organ segmentation. 9 This approach detects organs by taking into account nearby anatomical landmarks to improve precision.
Hybrid approaches for automatic ontology-based image segmentation and semantic annotation have been presented before. Another system for semantic annotation of brain MRI images was presented. This work could be used as a future extension of our approach as soon as 3D volumes of organs are available instead of the 3D points which we currently use.
To our knowledge an approach for the automatic acquisition of spatial relations instances at large numbers is still missing.
Approach and Applied Methods
We started with a review of the spatial relation instances available in the current FMA (version 2.0). This revealed that their number is very limited. We counted 1153 instances of the attributed continuous with relation which contain directional information between pairs of anatomical entities. Natasha Noy (who provided the translation of the FMA to OWL on which we base our work) pointed out in an email from 2008-11-10 that there is more spatial relation information available via properties such as contains and tributary of, but-as a matter of fact-those lack directional information.
We also applied an automatic approach which checked all available spatial relation instances for consistency. With "consistency" we mean, for example, that if concept A is on the left side of concept B, we would expect the latter (concept B) to be on the right side of concept A. However, we found that this was not always true. We checked this together with the FMA authors who confirmed and corrected these inconsistencies.
The annotated volume data sets available for our tests contained points in 3D annotated with keywords. The annotated volume data sets available to us contained points without any spatial extension representing highest/lowest points of anatomical entities such as at vertebrae of the spine. To represent them we extended the FMA with classes representing these points. In total we added 253 classes. We also added subClassOf and regional_part_of assertions to integrate them with the existing FMA structure. Fig.  1 gives a systematic overview of the workflow applied to acquire new spatial relations instances.
(1) Basically, the workflow allows arbitrary input formats. The only requirement is that they contain points in 3D marked with landmarks which are found at this position. From our partners in the MEDICO consortium we received landmark annotations in XML and plain text formats. Thus, the first step was to implement converters which map the proprietary input formats to a common representation of points in 3D and links to concepts in the FMA.
(2) To generate the spatial relations among these landmarks in the format of the FMA we had to (1) (3) To obtain a set of generic spatial relation instances-our model-we compared the data of different volume data sets from different patients. Next, we systematically eliminated contradictory tuples. The quality of the resulting model was evaluated using cross validation.
(4) The model was serialized in OWL format, added to our local copy of the FMA and is subsequently available for spatial reasoning. In total we were able to generate about 13,500 spatial relation instances.
Evaluation
For our evaluation we had 30 different volume data sets available with 145 different landmarks annotated on average. These volumes belong to 29 different patients. At first glance this number might seem low; but in fact this corpus required the localization of more than 4000 landmarks in 30 volume data sets which consist of several thousand single images.
Our learning algorithm had two parameters which had influence on the generated model: minFrequency determines in how many of the training examples the spatial relation has to occur before it is considered as stable and thus part of the inferred generic model. For example: For fix X and Y the spatial relation instance [X] [Left] [Y] only occurs in less than 20 percent of the training examples. Here we take low numbers for low evidence for this relation and thus do not take it into the model. minConfidence determines which fraction of each pair of source and destination concepts has to share the same direction before the pair and its predominant direction are added to the inferred model. This rule is applied when the training corpus contains contradictory spatial relation instances. To give an example: For the concepts [X] and [Y] In general, we do not add any of the tuples to the model at all since they are inconsistent. But if more than minConfidence of all tuples belong to the same class, we still add a representative of this class, taking their distribution as support for their universality. We performed a 4-fold cross validation on our corpus to evaluate the influence of the parameters discussed above. The results are visualized in Fig. 2 . The curve shows the typical trade-off between recall and precision: the more spatial relations of the training models we included (coverage) the higher the error gets. Our evaluation also shows that the minConfidence parameter had a big influence both on coverage and error rate in the resulting model. The impact of the parameter minFrequency was comparable. Based on the dataset available to us we were able to generate approximately 13,500 spatial relation instances. This covers 85% of all spatial tuples appearing in the training volumes with an error rate in the test corpus of only 0.87%.
Conclusion and Future Work
The research project MEDICO aims to improve pixel-based medical image and volume data set segmentation algorithms by fusing existing techniques with formal knowledge about anatomy from ontologies. Based on the limited number of spatial relation instances in the FMA we have argued that there is a need for techniques which acquire additional knowledge about the spatial distribution of anatomical entities in human bodies.
We presented our automatic inductive approach which infers a set of spatial relation instances from manually annotated volume data sets. Our evaluation results show that this method is able to provide reasonable numbers of additional spatial relation instances with error rates below 1 percent.
For the future we plan to enable our learning approach to make use of implicit transitive spatial relation instances. This would allow to formalize the learned model using far less spatial relation instances.
We also plan to extend our corpus of annotated volume data sets. With a spatial model which is justified by a larger base of expert annotations we plan to investigate its suitability for high-level reasoning about potential diseases. Given a stable model of spatial relations already exists it could be used to detect differences to the spatial relation instances of a particular patient.
These differences could then be used to automatically produce hints about enlargements of certain anatomical entities which could be pathological.
