In this paper we present computer-assisted proofs of a number of results in theoretical fluid dynamics and in quantum mechanics. An algorithm based on interval arithmetic yields provably correct eigenvalue enclosures and exclosures for non-self-adjoint boundary eigenvalue problems, the eigenvalues of which are highly sensitive to perturbations. We apply the algorithm to: the Orr-Sommerfeld equation with Poiseuille profile to prove the existence of an eigenvalue in the classically unstable region for Reynolds number R = 5772.221818; the Orr-Sommerfeld equation with Couette profile to prove upper bounds for the imaginary parts of all eigenvalues for fixed R and wave number α; the problem of natural oscillations of an incompressible inviscid fluid in the neighbourhood of an elliptical flow to obtain information about the unstable part of the spectrum off the imaginary axis; Squire's problem from hydrodynamics; and resonances of one-dimensional Schrödinger operators.
Introduction
The behaviour and stability of many physical systems are connected with the spectral properties of non-self-adjoint operators. However, numerical approximations of eigenvalues of non-selfadjoint operators (even matrices) may fail dramatically. For example, the non-normal 7 × 7 matrix                       289  2054  326  128  70  32  6  1152  30  1312  512  288  128  32  −29 −1990  766  384  1018  224  58  512  128  640  0  640  512  128  1053 , going back to Godunov (see [7] ), has the eigenvalues 0, 1, 1, ±2, ±4, which are all real. However, no matter what software is used, numerical computations yield a set of complex eigenvalues, such as 8.57 ± 3.73 i, 2.29 ± 8.33 i, −5.43 ± 6.56 i, −8.85
with imaginary parts as large as 8.33, which are nowhere near the true eigenvalues (see [10, p. 547 ] and a similar example in [26, p. 489] ). The reason for this is that owing to the nonnormality of the matrix, its eigenvalues are highly sensitive to perturbations, and therefore unavoidable rounding errors render the numerical eigenvalue computations unreliable. This example shows that there is a need for computer-assisted proofs if we want to be sure that a numerically computed eigenvalue of a non-self-adjoint operator is indeed close to a true eigenvalue. It is the aim of this paper to develop such proofs by means of a combination of interval arithmetic calculations and analytic methods such as the argument principle for counting eigenvalues in boxes.
In [1] , computer-assisted proofs of this kind were established for singular second-order SturmLiouville problems with complex potentials. In the present paper we develop an approach that allows us to treat a greater variety of non-self-adjoint eigenvalue problems. They include fourthorder problems such as the Orr-Sommerfeld equation (with Poiseuille or Couette profile), a parameterised family of systems of first-order ordinary differential equations arising in the study of elliptical vortices in hydrodynamics after separation of variables, and further second-order problems such as Squire's equation and resonances of one-dimensional Schrödinger operators.
Briefly, our method for obtaining provably correct eigenvalue enclosures and exclosures consists of several steps. First, eigenvalues are localised numerically by a floating point approximation. For eigenvalue enclosures, an algorithm based on interval arithmetic and the argument principle is then used to prove that a small box around the approximate eigenvalue contains exactly one true eigenvalue of the given problem. For eigenvalue exclosures, additional analytical information about the location of the spectrum is required that allows us to reduce the eigenvalue exclosure to a compact subset of the complex plane.
We apply the method developed to three problems from hydrodynamics and to resonance problems in quantum mechanics. For the Orr-Sommerfeld equation with Poiseuille profile, which has been conjectured to be unstable for sufficiently large Reynolds numbers since the PhD thesis of Heisenberg from 1922 (see [9] ), we enclose an eigenvalue in the classically unstable half-plane for Reynolds number R = 5772.221818 (Subsection 3.1). In addition, we prove that for selected R and wave numbers α, all eigenvalues lie in the classically stable half-plane (λ) < 0. For the Orr-Sommerfeld equation with Couette profile, which has been known to be classically stable since the work of Romanov in 1971 (see [21] ), we establish an explicit negative upper bound for the imaginary parts of the eigenvalues for selected R and wave numbers α (Subsection 3.2). Here and throughout this paper, classical stability means that there are no eigenvalues giving rise to exponential growth of perturbations. Of course, it is important to observe that in situations such as the Orr-Sommerfeld problem where the underlying operators are highly non-normal, other mechanisms such as large transient growth mean that, in the laboratory, instability is already observed at Reynolds numbers which are much lower than the classical stability limit; see [27] . In particular, the classically stable Couette flow is observed to be unstable at sufficiently high Reynolds numbers.
In Section 4, we consider the problem of natural oscillations of an incompressible inviscid fluid in the neighbourhood of an elliptical flow, which arises in the stability theory of elliptical vortices. Although the spectrum is continuous here, separation of variables permits us to describe it as the union of the point spectra of a parameterised family of eigenvalue problems to which our algorithm applies. Analytically, it is known that if the flow is circular, then the spectrum lies on the imaginary axis; in the non-circular case, however, the spectrum consists of the imaginary axis plus infinitely many segments parallel to the real axis that intersect the imaginary axis at all integers and maybe also at half-integers (see [3, 15] ), and thus the flow is certainly unstable. The width of these segments, which depends on the ellipticity parameter, is not known analytically. By means of our interval arithmetic-based method, we establish explicit upper bounds for this width and hence upper and lower bounds for the real part of the spectrum.
Finally, in Section 5, we apply our method to two second-order problems: Squire's problem from hydrodynamics and the resonance problem for one-dimensional Schrödinger operators. These examples illustrate that the algorithm developed in the present paper is not only more widely applicable but also performs better than the one established in [1] .
Before proceeding, there are two issues on which we wish to comment. Firstly, the case for validated numerical computations and computer-assisted proofs is still a matter of some controversy in the scientific computing community. We do not claim in this article that validated computations are needed in every situation: however, we draw the reader's attention to the figures in [4, p. 417] , which show that a very carefully designed numerical method may give misleading results simply because of the limitations of computer arithmetic, even in double precision.
Secondly, we emphasise that the approach which we have taken here, based on shooting for ODEs, is not the only one possible. Plum et al. [12, 13, 28] have developed very effective approaches based on variational methods and fixed-point theorems. The advantage of our approach is that it is possible to establish eigenvalue exclosures: regions of the complex plane guaranteed to contain no eigenvalues. It is also possible to count eigenvalues in a large region without actually finding them, and multiple eigenvalues need not pose a problem. The advantage of the approach of Plum et al. is that it generalises to PDEs.
Outline of the algorithm
In this section we describe an algorithm for obtaining guaranteed eigenvalue enclosures and exclosures as well as eigenvalue counts in rectangles of the complex plane. This algorithm combines an interval arithmetic-based code for solving ordinary differential equations with the argument principle for counting zeros of analytic functions.
We study boundary eigenvalue problems for ordinary differential equations with separated boundary conditions on a compact interval [t 0 , t 1 ] ⊂ R. First, we find solutions of the corresponding first-order system with several linearly independent initial values at t 0 that all satisfy the given boundary conditions in t 0 . A point λ ∈ C is an eigenvalue if there exists a non-trivial linear combination of these solutions satisfying the boundary conditions in t 1 . For the numerical implementation, all these different initial value problems are put together in one equivalent bigger system,
of size n, say. The solution y(·, λ) is a C n -valued function on [t 0 , t 1 ] that depends analytically on the eigenvalue parameter λ. The problem of matching the original boundary conditions in t 1 , and hence the eigenvalue problem, can now be formulated as a scalar (determinant-like) equation of the form
with a function h: C n → C. Results for the original boundary eigenvalue problem with guaranteed error bounds are obtained by:
(i) solving the initial value problem (2.1) with an interval arithmetic-based code; (ii) localising the zeros of the scalar analytic function g in (2.2) with an interval-valued version of the argument principle.
For (i) we employ the interval arithmetic-based software library VNODE developed by Nedialkov, Jackson and Pryce (see [18] For (ii) we use the enclosure for t = t 1 from (i) to obtain guaranteed enclosures for g([λ]) for given complex intervals [λ] . The following version of the argument principle allows us to determine the number of zeros of the analytic function g in a given rectangle; see [1, Lemma 3.5] .
Lemma 2.1. Let R ⊂ C be a closed rectangle with sides parallel to the axes, let (µ j ) N j=0 be a sequence of points on the boundary ∂R including the corners of R, ordered counter-clockwise with µ N = µ 0 , and let g be an analytic function defined on a neighbourhood of R such that
where [ j,j+1 ] denotes the line segment from µ j to µ j+1 , then the number of zeros of g in the interior of R equals 1 2π
4)
and g has no zeros on the boundary ∂R; here Arg z denotes the principal argument of z, that is, the argument of z such that −π < Arg z π for z = 0.
Sketch of the algorithm. The algorithm consists of the following four steps.
Step 1. Choose a rectangle R and a sequence of points (µ j ) N j=0 on ∂R as in Lemma 2.1.
Step 2. For j = 0, 1, . . . , N − 1, calculate an enclosure for the quotient g(
3) using the code VNODE, as outlined in (i). Step 4. Calculate enclosures for (2.4) again using (i); if an enclosure contains exactly one integer, say k, then the original eigenvalue problem has exactly k eigenvalues in the interior of R and none on the boundary ∂R. The algorithm yields an eigenvalue count for the rectangle R; in particular, if k = 0, we obtain an eigenvalue exclosure. In order to enclose a single eigenvalue to a certain accuracy, we subdivide the rectangle R into smaller rectangles and rerun the algorithm.
In practice, difficulties may arise if the eigenvalue is close to the boundary of the box R, as it may then become extremely difficult to compute sets containing g([ j,j+1 ])/g(µ j ) that are in the right half-plane; see [1, Remark 3.6] for suggestions on how to overcome these problems.
Notation. Throughout this paper, we use an abbreviation for real intervals: for example, 0.2378 
Eigenvalue enclosures and exclosures for the Orr-Sommerfeld equation
In this section we present a method for reliably enclosing the eigenvalues of the Orr-Sommerfeld operator pencil, which arises in a linear stability analysis of flow of an incompressible viscous fluid between two infinite parallel planes. The problem consists of the equation
on the interval [−1, 1], with boundary conditions
Here D := d/dx stands for the derivative, α ∈ R is a wave number, R 0 is the Reynolds number, V is a real-valued function representing the undisturbed stream velocity, and the wave speed c is the spectral parameter (see [5, Section 3.2; 16, Section 25]). The Orr-Sommerfeld equation (3.1) arises from linearisation of the Navier-Stokes equations if two-dimensional perturbations (v, 0, w) of the velocity profile (0, 0, V ) are considered. Because of the divergence-free condition, the functions v and w can be written as v = ∂ψ/∂z and w = −∂ψ/∂x where ψ is the so-called stream function, which is then factorised as
The case where (c) < 0 corresponds to classical linear stability, while (c) > 0 corresponds to classical linear instability of the perturbation (see [16, 22] ). In the classical linear theory, information is sought about the so-called neutral stability curve in the (R, α)-plane, which separates domains where the basic motion is linearly stable (that is, (c) < 0 for all eigenvalues c) from those where it is linearly unstable (that is, (c) > 0 for at least one eigenvalue c); see [16, Section 3.2] .
In the following, we consider the two standard flow profiles: plane Poiseuille flow where V (x) = 1 − x 2 (see Subsection 3.1) and plane Couette flow where V (x) = x (see Subsection 3.2). First of all, we transform the fourth-order boundary eigenvalue problem (3.1)-(3.2) to a first-order system. To this end, we substitute
Then (3.1) is equivalent to the first-order system
be solution matrices of (3.3) such that
The following lemma is easy to prove. 
Unsurprisingly, it turns out that solving (3.3) directly is a bad idea: it is neither fast to solve nor does it permit large Reynolds numbers R.
Instead, we shall use the compound matrix method (see, for example, [8, Section 2.1] and the references given there). Let the functions z ± j (·, c), j = 1, . . . , 6, be defined by
These functions satisfy the differential equations
and the initial conditions
According to Lemma 3.1, we have to find the zeros of f ξ . To this end, for fixed ξ, we apply the argument principle described in Lemma 2.1 to the function f ξ . 
Plane Poiseuille flow
In this subsection we consider the case in which the two planes are stationary. For this so-called Poiseuille flow, the unperturbed flow moves more slowly near the bounding planes and faster in the centre of the channel between the planes; here the unperturbed velocity profile V is of the form V (x) = 1 − x 2 , x ∈ [−1, 1]. In this case, the neutral stability curve in the (R, α)-plane is also known as Heisenberg's tongue (see [6, p. 35, Figure 1.1.2]) ; the critical Reynolds number is the R-coordinate of the leftmost point of this curve. So far, only numerical calculations for this critical value have been available, which indicate that plane Poiseuille flow becomes unstable at Reynolds numbers R close to 5772.22; see, for example, [20, p. 697; 24] .
Asymptotic and numerical calculations of the critical Reynolds number for Poiseuille flow have a long history: see [17] for a discussion of the early numerical experiments, [25] for one of the earliest calculations by shooting, and [20] for a calculation which was the first to claim accuracy to two decimal places, reporting that the critical Reynolds number is near R = 5772.22 and that the first unstable eigenvalue appears for 1.02055 α 1.02057. More recent calculations include those of Ng and Reid [19] , using shooting with compound matrices, and of Dongarra, Straughan and Walker [4] , who used a high precision Chebychev tau-algorithm coupled with quadruple precision arithmetic. For a review see the books [23] 1] . Then every eigenvalue c ∈ C of (3.1)-(3.2) satisfies the estimates
As a consequence, if for a pair (R, α) there is no eigenvalue c in the rectangle
then there is no eigenvalue in the closed upper half-plane and hence the basic motion with Poiseuille profile is classically stable for this pair (R, α).
3.1.1. Enclosure of the critical Reynolds number for fixed α. As already mentioned, Orszag [20] reported a critical Reynolds number near R = 5772.22, with the first unstable eigenvalue appearing for 1.02055 α 1.02057.
Starting from pairs (R, α) with α in the range [1.02055, 1.02057], our algorithm gave the guaranteed results shown in Table 1 .
It follows that the neutral stability curve in the (R, α)-plane passes between the two points Thus we have proved the first guaranteed enclosure for an unstable eigenvalue for a Reynolds number close to the suggested critical value 5772.22.
Remark 3.4. Simultaneously, but using a different method, Watanabe, Plum and Nakao obtained a guaranteed enclosure for an unstable eigenvalue for the larger Reynolds number R = 5775 and α = 1.02; see [28] . The imaginary part of this eigenvalue satisfies 1.06103 · 10 −6 (c) 8.0112 · 10 −6 and is thus larger than the unstable eigenvalue that we obtained by a factor of at least 10 6 .
3.1.2.
Provably classically stable pairs (R, α). Using Proposition 3.3, we were able to prove that in addition to the pair (5772.221817, 1.020551) from §3.1.1, for the (R, α) pairs in Table 2 there are also no eigenvalues in the closed upper half-plane. Figure 1 . Poiseuille eigenvalues for R = 10 000 and α = 1.
Eigenvalue enclosures for fixed (R, α).
For the values R = 10 000 and α = 1, we calculated guaranteed enclosures for several eigenvalues that had been found numerically by Orszag; see [20, Table 5 ]. These eigenvalues were confirmed numerically, and one additional eigenvalue was found, by Dongarra, Straughan and Walker in [4, Section 3]. Here we select some of these numerical values and give the first proof that they do approximate true eigenvalues. The corresponding eigenvalue enclosures are listed in Table 3 , in descending order of imaginary part, according to the enumeration of [20, Table 5 ]; the additional eigenvalue found in [4, (3.2) ] is denoted by 17 (see also Figure 1 ).
In addition, we have been able to show that there are no eigenvalues in the rectangle [20] suggest that these two eigenvalues are very close (with the distance between them on the order of 2.2 · 10 −5 ). Although we were able to find two rectangles around these numerical values such that the enclosure for the expression in (2.4) contains 1 as the only integer, we could not verify condition (2.3) in reasonable time. In Table 4 the corresponding non-rigorous enclosures are marked by [!] .
Plane Couette flow
In this subsection we study the case in which the two planes move in opposite directions. For this so-called Couette flow, the unperturbed flow is completely stationary in the middle of the channel between the two planes and the unperturbed velocity profile V has the form V (x) = x, x ∈ [−1, 1]. It is known that Couette flow is classically stable at all Reynolds numbers. However, Romanov [21] only proved that there exists a constant d > 0 such that for each eigenvalue c the estimate (c) −d/R holds; no explicit upper bounds for the imaginary parts of the eigenvalues seem to be known at present. It is the aim of this section to establish such explicit upper bounds using provably correct eigenvalue exclosures. Since only bounded regions can be covered by such a technique, we first employ a result which yields a global explicit bound for the real parts of all eigenvalues of the Orr-Sommerfeld equation with Couette profile. Table 5 for various (R, α) pairs; their dependence on the Reynolds number is displayed in Figure 2 (the lines therein connect upper bounds belonging to the same value of α).
Eigenvalue enclosures for fixed (R, α).
For R = 13 000 and α = 1, we calculated guaranteed enclosures for three eigenvalue pairs that were found numerically by Dongarra, Table 4 . Non-rigorous enclosures for Poiseuille eigenvalues for R = 10 000 and α = 1.
c in [20] Non-rigorous enclosure for c Straughan and Walker; see [4, Table 4 ]. Additionally, we were able to guarantee that apart from the first pair in Table 6 , there is no other eigenvalue with imaginary part greater than −0.08.
Elliptical vortices in hydrodynamics
The linear stability analysis of natural oscillations of an incompressible inviscid fluid in the neighbourhood of an elliptical flow leads to a spectral problem A δ f = λf for a linear operator A δ of the form Table 6 . Guaranteed enclosures for Couette eigenvalues for R = 13 000 and α = 1. (see [15] 
and boundary conditions
Here ρ ∈ [0, ∞] and ψ ∈ [0, 2π) are polar coordinates, and the ellipticity parameter δ ∈ [0, 1) characterises the geometry of the flow. For the special case of δ = 0, the flow becomes circular; in the limiting case δ = 1, it would become a linear shear flow. In this simple analysis, the flow is regarded as stable if there is no spectrum in the open right half-plane. Based on the fact that the operator A δ contains only derivatives with respect to one variable, it was shown in [3] that
where the linear operator
Using the above description of the spectrum of A δ , the following analytic theorem about the structure and location of σ(A δ ) was proved in [3, Theorem 3.1].
Theorem 4.1. The operator A δ has no eigenvalues and there are constants a δ 0, b δ 0 and c δ ∈ [0,
For a circular flow where δ = 0, it can be shown analytically that σ(A δ ) = iR (that is, a 0 = b 0 = 0 and c 0 = 1 2 in Theorem 4.1). For δ > 0, numerical results in [3] and [15] have suggested that in Theorem 4.1, the width b δ of the segments intersecting the imaginary axis at half-integers is zero and that the width a δ of the segments intersecting the imaginary axis at integers is strictly increasing with δ; in particular, this would mean that the flow is always unstable as soon as δ > 0.
In the following, we want to find provably correct enclosures of the constants occurring in Theorem 4.1; that is, we shall determine real intervals [a δ ], [b δ ] and [c δ ] such that we have the inclusions
In [3] it was shown that the eigenvalues of A δ (ρ) can be characterised as follows: let Y δ,ρ : [0, 1] → M 2 (R) be the fundamental solution matrix of the system There are three cases for the value of β δ (ρ) that are of interest in regard to the location of the eigenvalues of A δ (ρ).
(1) If 2 β δ (ρ), then λ is an eigenvalue of A δ (ρ) if and only if
(2) If −2 < β δ (ρ) < 2, then λ is an eigenvalue of A δ (ρ) if and only if
We already know from [3] that β + δ 2 and β − δ < 2. Moreover, it is clear that
Thus, to determine the shape of σ(A δ ), it remains to calculate β 
holds. In particular, getting an appropriate estimate of 
and solving the interval-valued differential equation
we arrive at an enclosure [β 
Moreover, estimating β Figure 4 the dependence of the enclosures of a δ , b δ and c δ on the ellipticity parameter δ is displayed. (1) In [3] it was conjectured that b δ = 0 and c δ = 1/2, that is, that σ(A δ ) is of the form
To prove that this conjecture is false for some δ ∈ [0, 1), it would be sufficient to show that β
In spite of many attempts, no such pair (δ, ρ) could be determined. This can be interpreted as another numerical indication of the validity of the conjecture.
(2) Although in [15] no concrete numbers for a δ were stated, at least the graphical results given there (see [15, Figure 4 ]) seem to correspond very well to the results obtained above.
Second-order problems
In [1] we calculated guaranteed enclosures of eigenvalues of second-order problems −y + qy = λy, y(0) = 0 (5.1)
on the semi-axis [0, ∞) with complex-valued potentials q ∈ L 1 (0, ∞) such that lim x→∞ q(x) = 0. There we combined a fixed-point theorem with Levinson's asymptotics to deal with the unboundedness of the interval [0, ∞) (see [1, Theorem 3.1] ).
In the following, we show that the mere use of Levinson asymptotics (see [1, Theorem 3.3] ) already suffices to enclose eigenvalues of (5.1) and that this even improves the enclosures established in [1] .
The Levinson theorem states that for λ ∈ C \ [0, ∞) the L 2 -solution y 2 of (5.1), suitably normalised, satisfies where [E] is an interval such that
and then integrate backwards, it follows that y 2 (0, λ) ∈ [y 2 (0, λ)]; here [y 2 (0, λ)] denotes the interval-valued solution of (5.3). Thus, we can apply Lemma 2.1 to the function y 2 (0, ·), using the enclosure [y 2 (0, ·)], to calculate the number of eigenvalues in a given rectangle [λ] .
The following two examples illustrate that this direct method by means of Levinson asymptotics can improve, in some cases, the accuracy of the enclosures compared to the method used in [1] . In addition, we were able to increase the length of the cut-off interval [0, X] from X = 10 to X = 20 in Example 5.1 and from X = 33 to X = 50 in Example 5.2.
Example 5.1 (Squire's problem). The following two sample potentials illustrate the improved accuracy of the algorithm established in this paper.
• q(x) = 10i e 
