Five-Dimensional Tangent Vectors in Space-Time: I. Introduction and
  Formal Theory by Krasulin, Alexander
ar
X
iv
:m
at
h-
ph
/9
80
50
04
v1
  5
 M
ay
 1
99
8
Five-Dimensional Tangent Vectors in Space-Time
I. Introduction and Formal Theory
Alexander Krasulin
Institute for Nuclear Research of the Russian Academy of Sciences
60th October Anniversary Prospect, 7a, 117312 Moscow, Russia
Abstract
In this series of papers I examine a special kind of geometric objects that can be defined
in space-time — five-dimensional tangent vectors. Similar objects exist in any other differ-
entiable manifold, and their dimension is one unit greater than that of the manifold. Like
ordinary tangent vectors, the considered five-dimensional vectors and the tensors constructed
out of them can be used for describing certain local quantities and in this capacity find direct
application in physics. For example, such familiar physical quantities as the stress-energy
and angular momentum tensors prove to be parts of a single five-tensor. In this part of the
series five-dimensional tangent vectors are introduced as abstract objects related in a certain
way to ordinary four-dimensional tangent vectors. I then make a formal study of their basic
algebraic properties and of their differential properties in flat space-time. In conclusion I
consider some examples of quantities described by five-vectors and five-tensors.
1. Introduction
Adding a dimension to tangent vectors in space-time
is not a new idea in physics. A well-known exam-
ple is the Kaluza–Klein model [1] and the models
that succeeded it, where the extra dimension of tan-
gent vectors results from adding a dimension to the
space-time manifold itself. Another example are the
theories of gravity formulated as Yang–Mills gauge
theories of the de Sitter group [2] and similar mod-
els, where the additional dimension is assigned not
to the tangent vectors themselves, but to the internal
vector space where the vierbein field takes its val-
ues. Unlike all these constructions, for introducing
the five-dimensional vectors I consider in this paper
one does not need to change the space-time manifold
in any way nor to endow it with any additional struc-
ture. The vectors I am going to discuss here, which
I will call five-dimensional tangent vectors or simply
five-vectors, should be viewed as another type of geo-
metric objects that can be defined in space-time and
which are more suited for describing certain kinds of
geometric and physical quantities than ordinary tan-
gent vectors and tensors.
A hint to the existence of five-dimensional tan-
gent vectors can be found in spinors. For the type
of 4-spinors commonly used in physics, the symme-
try group of the corresponding Clifford algebra is
SO(3,2). Accordingly, there exist five constituents
of the Clifford algebra (five matrices) ΓA, where A
runs 0, 1, 2, 3, and 5, that all transform alike under
Dirac and charge conjugation:
Γ¯A = ΓA and Γ
c
A = ΓA, (1)
and that satisfy the following anticommutation rela-
tions:
ΓAΓB + ΓBΓA = − 2 ηAB, (2)
where ηAB ≡ diag(+1,−1,−1,−1,+1). It is evident
that one can obtain a new set of five constituents sat-
isfying the same conjugation and anticommutation
relations by applying an arbitrary O(3,2) transfor-
mation to the original set. Moreover, any two sets of
constituents that satisfy relations (1) and (2) prove to
be connected by an O(3,2) transformation. For an ap-
propriate choice of the constituent set, the standard
γ-matrices (the ones identified with the components
of the basis four-vectors) are expressed in terms of
ΓA’s as
γµ =
i
2
(ΓµΓ5 − Γ5Γµ), (3)
where µ = 0, 1, 2, or 3.
These observations may give one the idea to con-
sider a new type of vectors that make up a real five-
dimensional vector space, V5, endowed with a sym-
metric nondegenerate inner product with the signa-
ture (+ − − − +) or (− + + + −). Considering the
relation that exists between multiplication in a Clif-
ford algebra and exterior multiplication of multivec-
tors and forms, on the grounds of equation (3) one
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may further suppose that there should exist a cer-
tain correspondence between four-dimensional tan-
gent vectors and part of the bivectors constructed
from elements of V5, such that for each orthonormal
five-vector basis eA from a certain class of such bases,
the four-vectors corresponding to the four bivectors
eµ ∧ e5 make up a Lorentz basis in the space V4 of
ordinary tangent vectors.
Basing on these assumptions one can make a formal
study of the basic algebraic and differential proper-
ties of five-dimensional tangent vectors, as it is done
in this paper. This formal analysis may serve as an
introduction to the subject and as a guide in develop-
ing a more sophisticated theory of five-vectors basing
on the principles of differential geometry, which is
presented in part II. Within this latter theory five-
vectors are introduced first as equivalence classes of
parametrized curves and then, more rigorously, as a
particular kind of differential-algebraic operators that
act upon scalar functions. In part III I consider some
applications of five-vectors in flat space-time and of
their analogs in three-dimensional Euclidean space.
In particular, I show how five-vectors can be used
for describing in a coordinate-independent way finite
and infinitesimal Poincare transformations and, as an
illustration, reformulate the classical mechanics of a
perfectly rigit body in terms of the analogs of five-
vectors in three-dimensional space. In that part I
also introduce the notion of a “bivector” derivative
for scalar, four-vector and four-tensor fields in flat
space-time and, as an illustration, calculate its ana-
log in three-dimensional Euclidean space for the La-
grange function of a system of several point particles
in classical nonrelativistic mechanics.
The fact that five-dimensional tangent vectors and
the tensors associated with them enable one to give a
coordinate-independent description to finite and in-
finitesimal Poincare transformations and, as one will
see below, to describe as a single local object such
quantities as the stress-energy and angular momen-
tum tensors, should be thought of only as a reason
for considering five-vectors in the first place and for
making an exploratory study of their basic properties.
If this were all there is to it, i.e. if five-vectors only
enabled one to present certain geometric quantities
and the relations between them in a mathematically
more attractive form, such vectors would hardly be
of particular interest both to physicists, who typically
do not care much for fancy mathematics unless it en-
ables them to formulate new physical concepts, and
to mathematicians, who would consider five-vectors
as merely a particular combination of already known
mathematical constructions. A more important rea-
son why the concept of a five-dimensional tangent
vector is worth considering is that it enables one
to extend the notion of the affine connection on a
manifold and of the connections which physicists call
gauge fields, and thereby at no cost at all, i.e. without
changing the manifold in any way and without intro-
ducing new gauge groups, to obtain new geometric
properties of space-time in the form of a new kind of
torsion and a new kind of gauge fields.
Before discussing these applications of five-vectors,
in part IV I develop a five-vector generalization of ex-
terior differential calculus, which is more a technical
necessity—a necessity in replacing ordinary tangent
vectors with five-vectors in all the formulae related to
integration of differential forms and to exterior dif-
ferentiation of the latter. Apart from allowing one
to present certain relations in a more elegant form,
for scalar-valued forms this generalization is equiva-
lent to ordinary exterior calculus, which was to be
expected since five-vectors in this case are used only
for characterizing the infinitesimal elements of inte-
gration volumes, and the latter are not changed in
any way themselves and are not endowed with any
new additional structure.
In part V I discuss the five-vector generalizations
of affine connection and gauge fields. I then give def-
inition to the exterior derivative of nonscalar-valued
five-vector forms and consider the five-vector analogs
of the field strength tensor. In conclusion of that
part I briefly comment on the nonspacetime analogs
of five-vectors.
In part VI I first define the bivector derivative
for four-vector and four-tensor fields in the case of
arbitrary Riemannian geometry. I then define this
derivative for five-vector and five-tensor fields, ex-
amine the bivector analogs of the Riemann tensor,
and introduce the notion of a commutator for the
fields of five-vector bivectors. After that I examine
a more general case of five-vector affine connection,
introduce the five-vector analog of the curvature ten-
sor, discuss the canonical stress-energy and angular
momentum tensors corresponding to the five-vector
generalization of the covariant derivative, and then
consider a possible five-vector generalization of the
Einstein and Kibble–Sciama equations. In conclu-
sion, I introduce the notion of the bivector derivative
for the fields whose values are vectors or tensors not
directly related to space-time, and then consider the
corresponding gauge fields and discuss some of their
properties.
Most of the material presented in parts II, IV, V,
and VI can be easily adapted to the case of arbitrary
differentiable manifolds with metric. To simplify the
presentation, I do not indicate explicitly the smooth-
ness conditions for scalar functions and tensor fields
2
under which the statements formulated are valid. If
necessary, these conditions can be retrieved without
any difficulty.
2. Invariant formulation of the five-vector
hypothesis and notations
For any vector space V (here I will be concerned with
real vectors only) one can consider a space of bivec-
tors. A bivector is a wedge product of two vectors:
u ∧ v ≡ u⊗ v − v ⊗ u,
or a sum of such products. In the former case the
bivector is called simple. All bivectors are simple for
a three-dimensional V . For V with dimension higher
than 3, the sum of two simple bivectors may not be a
simple bivector. For example, as one knows from clas-
sical electrodynamics, a general antisymmetric four-
tensor of rank 2 is not always a wedge product of two
four-vectors. There, however, exist such subsets of
simple bivectors which are closed with respect to ad-
dition. Each such subset will be referred to as a vec-
tor space of simple bivectors. The structure of such
spaces is described by the following theorem:
Theorem: If A is a vector space of simple bivectors
constructed from elements of a vector space V
and dimA > 3, then there exists a nonzero vec-
tor w ∈ V such that each element of A can be
presented in the form
u ∧w,
where u is some vector from V . For a givenA the
vector w is unique up to a normalization factor.
As one can see, the three-dimensional space is an ex-
ception: for it the sum of any two bivectors is a simple
bivector, but all its bivectors cannot be presented in
the form indicated in the Theorem.
Let us now consider vector spaces of simple bivec-
tors with maximum dimension. Such spaces will be
called maximal. From the Theorem and the fact that
for any vector space V , the set of bivectors u ∧ w,
where w is fixed and u runs through V , is a vector
space of simple bivectors, it follows that:
1. For an n-dimensional vector space V with n ≥ 4,
the dimension of any maximal vector space of
simple bivectors is n− 1.
2. At n ≥ 5, for each such maximal vector space
A there exists a vector w ∈ V such that each
element of A can be presented as u∧w, where u
is some vector from V , and any bivector of such
form belongs to A. I will call w a directional
vector of A.
3. For a given maximal vector space of simple bivec-
tors, the directional vector is unique up to an
arbitrary normalization factor.
We can now reformulate the second part of our
assumption about five-vectors as follows: there ex-
ists a certain isomorphism between the space of four-
dimensional tangent vectors and one of the maximal
vector spaces of simple bivectors over V5. It should
be emphasized that the meaning of the latter state-
ment is not that the two mentioned vector spaces
are isomorphic, which is merely a consequence of the
definition of V5, but that it is supposed that there
is given one specific isomorphism, by means of which
five-vectors are related to space-time and the origin
of which will become clear when we turn to the more
sophisticated theory of five-vectors presented in part
II.
The mentioned isomorphism enables one to make
a certain simplification in terminology within the for-
mal theory of five-vectors, which proves to be quite
convenient and which I will use in this part only.
Namely, basing on this isomorphism one can iden-
tify four-dimensional tangent vectors with elements of
the mentioned maximal vector space of simple bivec-
tors, which in this case will naturally be denoted as
V4, too. Thus, instead of saying that four-vector U
corresponds to bivector u ∧w, one can simply write
U = u ∧w.
As usual, the inner product of four-vectors will be
denoted as g. The nondegenerate inner product on
the space of five-vectors will be denoted with the sym-
bol h. Under the above identification, the relation
between g and h is given by the following equation:
g(u ∧w,v ∧w)
= h(u,v)h(w,w)− h(u,w)h(v,w).
(4)
The overall sign of h is a matter of convention and
for purely practical reasons it is convenient to choose
it so that h would have the signature (+ − − − +),
to make its relation to g simpler.
Let us now determine what kind of a directional
vector w corresponds to V4. If w had a negative
norm squared, one could always choose its arbitrary
normalization factor so that h(w,w) = −1, and then
select an orthonormal basis of five-vectors with e5 =
w. In that case, for the four-vector basis Eµ = eµ∧e5
the inner product matrix would be
gµν ≡ g(Eµ,Eν) = diag(−1,−1,+1,+1),
and not of Lorentz type. Thus, the norm squared of
w cannot be negative.
In a similar manner one can check that if h(w,w) =
0, the inner product induced on the corresponding
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maximal vector space of simple bivectors would be de-
generate, so w cannot be a null vector either. Thus,
one is left with the only possibility that the direc-
tional vector of V4 has a positive norm squared.
Let us now fix our notations:
• Five-vectors will be denoted with lower-case
boldface Roman letters: u,v,w, etc.
• A typical basis in V5 will be denoted as eA, where
A (as all capital latin indices) runs 0, 1, 2, 3,
and 5. An arbitrary five-vector u is expressed
in terms of its components in a given basis as
u = uAeA. One can choose a basis in V5 ar-
bitrarily, but it is more convenient to select the
fifth basis vector coinciding with one of the direc-
tional vectors.1 Such bases will be called stan-
dard and will be used in all calculations.2
• Four-vectors will be denoted with capital bold-
face Roman letters: U,V,W, etc. One can
choose a basis in V4 arbitrarily and indepen-
dently of the basis in V5. However, it is more
convenient to select it as
Eµ = eµ ∧ e5, (5)
where µ (as all lower-case Greek indices) runs 0,
1, 2, and 3. I will refer to this basis as to the one
associated with the basis eA in V5.
3. Algebraic properties of five-vectors
A. Transformations from one standard basis
to another
Let eA be an arbitrary standard basis in V5 and let
e′A be another basis in V5 such that
e′A = eBL
B
A, (6)
where LBA is a real nondegenerate 5× 5 matrix. The
relation between the corresponding associated four-
vector bases is
E′µ = e
′
µ ∧ e
′
5 = eA ∧ eB L
A
µL
B
5
= Eν (L
ν
µL
5
5 − L
5
µL
ν
5)
+
∑
α<β
eα ∧ eβ (L
α
µL
β
5 − L
β
µL
α
5 ).
(7)
1It is not required that e5 be normalized.
2As one can see, the basis vector and vector components re-
lated to the fifth dimension are labled with the index 5 rather
than 4. This corresponds to the index convention used for
γ-matrices, where the notation γ4 is reserved for the timelike
γ-matrix in the Pauli metric: γ4 = iγ0. This also better suits
the words “fifth dimension”, and accentuates the fact that this
direction in V5 is distinguished as being the one that corre-
sponds to the directional vector of V4.
If the basis e′A is also standard, one should have
E′µ = EνΛ
ν
µ (8)
for some real nondegenerate 4× 4 matrix Λνµ. Com-
paring (7) and (8), one finds that
LαµL
β
5 − L
β
µL
α
5 = 0, (9)
LνµL
5
5 − L
5
µL
ν
5 = Λ
ν
µ. (10)
Equation (9) is equivalent to the requirement
Lα5 = 0 for all α, (11)
which thus is a necessary condition of e′A being a
standard basis. This is also a sufficient condition,
since according to it,
e′5 = eAL
A
5 = e5L
5
5,
and L55 cannot be zero because L
A
B is nondegenerate.
¿From (10) and (11) one obtains the formula
Λνµ = L
5
5L
ν
µ, (12)
which relates Λνµ to L
ν
µ. One should also note that
L55(L
−1)55 = 1 and (L
−1)α5 = 0,
where (L−1)AB is the inverse of L
A
B .
It is convenient to distinguish three different types
of transformations from one standard basis in V5 to
another:
(i) transformations of the form{
L55 = a, L
α
5 = 0
L5β = 0, L
α
β = a
−1 δαβ (a 6= 0),
which will be referred to as U -transformations;
(ii) transformations of the form{
L55 = 1, L
α
5 = 0
L5β = aβ , L
α
β = δ
α
β ,
which will be referred to as P -transformations; and
(iii) transformations of the form{
L55 = 1, L
α
5 = 0
L5β = 0, L
α
β = t
α
β ,
which will be referred to as M -transformations (tαβ
is some nondegenerate 4 × 4 matrix). An arbitrary
transformation from one standard basis to another
can be presented as a composition of a U -, a P -, and
an M -transformation. It is a simple matter to see
that U - and P -transformations have no effect on four-
vectors, i.e. that they induce identity transformations
in V4. ForM -transformations one evidently has Λ
α
β =
Lαβ = t
α
β.
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B. Symmetries and other special transformations
If one considers V5 by itself and takes into account
the five-orientation by introducing a Levi-Civita type
tensor ǫABCDE, the group of isomorphisms of V5 will
be SO(3,2). This symmetry is broken when one of
the maximal vector spaces of simple bivectors over
V5 is identified with the space of four-vectors. The
symmetry group of the structure as a whole (V5 plus
V4) is apparently SO(3,1), and the corresponding iso-
morphisms areM -transformations (which in this case
should be interpreted in the active sense) with tαβ ∈
SO(3,1).
One may notice that the latter transformations and
P -transformations make up a group isomorphic to the
Poincare group. This can be easily seen by comparing
the formulae for P - and M -transformations at tαβ ∈
SO(3,1) with the formulae for the Poincare transfor-
mation of covariant Lorentz coordinates in the five-
dimensional representation (see Appendix) and ob-
serving that they are identical in form. This coinci-
dence is not accidental. It turns out that the rules of
parallel transport for five-vectors are such that with
any Lorentz coordinate system in flat space-time one
can associate either an orthonormal set of basis five-
vector fields (everywhere h(eA, eB) = ηAB), which,
however, cannot be chosen self-parallel, or a set of
self-parallel basis fields (everywhere∇eA = 0), which
can be made orthonormal only at one point in space-
time, for example, at the origin of the coordinate sys-
tem. As one will see in section 4, the elements of the
self-parallel basis at a given point transform nontriv-
ially under space-time translations, and in the general
case the Poincare transformation of such a basis is a
composition of a certainM -transformation with tαβ ∈
SO(3,1) and a certain P -transformation.
C. Relation between four- and five-vector bases
For any five-vector basis eA one can construct
the corresponding associated basis of four-vectors:
Eα = eα ∧ e5. It is evident that this correspon-
dence is not mutually unique: for any basis of five-
vectors obtained from eA by arbitrary U - and P -
transformations the associated basis of four-vectors
will be exactly the same. One can distinguish be-
tween all these five-vector bases only by imposing ad-
ditional requirements. One particular way of choos-
ing the five-vector basis for a given basis of four-
vectors is based on the following two lemmas:
Lemma 1: For any orthonormal basis of four-
vectorsEα, there exists an orthonormal standard
basis of five-vectors eA such that eα ∧ e5 = Eα.
This five-vector basis is unique up to a common
sign of all eA.
Proof : Since all Eα are elements of one maximal vec-
tor space of simple bivectors, they can be presented as
Eα = e
′
α ∧ e
′
5, where e
′
5 is a directional vector of this
maximal vector space and e′α are certain five-vectors.
One can easily show that the five vectors e′A are lin-
early independent and therefore form a standard ba-
sis in V5. Let us construct a new basis according to
the formulae
eα = (h5′5′)
1/2{e′α − (hα′5′)/(h5′5′) e
′
5}
e5 = (h5′5′)
−1/2e′5,
where hA′B′ ≡ h(e
′
A, e
′
B). This is also a standard
basis, and simple calculations show that eα∧e5 = Eα
and h(eA, eB) = ηAB , so it has been demonstrated
that the required basis exists.
If e′′A is another basis that satisfies the same re-
quirements as eA, and e
′′
A = eBL
B
A, then one can
easily show that L55 = ±1, L
α
5 = L
5
β = 0, and
Lαβ = (L
5
5)
−1δαβ , so either e
′′
A = eA or e
′′
A = −eA.
We thus see that for the special case of an orthonor-
mal four-vector basis one can fix the corresponding
five-vector basis up to a sign by requiring that the
latter be orthonormal, too. In a certain sense, this is
a natural choice. It is also natural that the orthonor-
mality condition does not fix the overall sign of the
basis five-vectors, since this sign has no effect on their
inner products.3 In the general case, the selection of
the five-vector basis can be based on the following
lemma:
Lemma 2: For an arbitrary basis of four-vectorsEα,
there exists a standard basis of five-vectors eA
such that h(e5, e5) = 1, h(e5, eα) = 0, and eα ∧
e5 = Eα. This five-vector basis is unique up to
a common sign of all eA.
Proof : It is evident that there exists a matrix Λαβ
such that E′α = EβΛ
β
α is an orthonormal basis in V4.
According to Lemma 1, there exists an orthonormal
five-vector basis e′A such that e
′
α∧e
′
5 = E
′
α. One can
easily check that the basis
eα = e
′
β(Λ
−1)βα and e5 = e
′
5
is such that h(e5, e5) = 1, h(e5, eα) = 0, and
eα ∧ e5 = Eα, so it has been demonstrated that the
required basis exists.
3To fix the five-vector basis unambiguously, one has to im-
pose one more requirement. For example, one may observe
that by changing the overall sign of the basis five-vectors one
changes the five-orientation of the basis, so one can fix a single
basis by requiring that ǫ01235 = +1 or that ǫ01235 = −1.
5
If e′′A is another basis that satisfies the same re-
quirements as eA, one can construct the basis e
′′′
5 =
e′′5 , e
′′′
α = e
′′
βΛ
β
α and check that e
′′′
A is orthonormal
and that e′′′α ∧ e
′′′
5 = E
′
α. Thus, by virtue of Lemma
1, one has e′′′A = ±e
′
A, so
e′′5 = e
′′′
5 = ±e
′
5 = ±e5
e′′α = e
′′′
β (Λ
−1)βα = ±e
′
β(Λ
−1)βα = ±eα.
A standard five-vector basis that satisfies the re-
quirements h(e5, e5) = 1 and h(e5, eα) = 0 will be
called a regular basis. Thus, Lemma 2 states that
for a given four-vector basis there exist but two cor-
responding regular five-vector bases, differing from
each other only in the overall sign of the basis five-
vectors. A regular basis is very convenient since in
it
h55 = 1, hα5 = 0, and hαβ = gαβ,
which simplifies algebraic transformations, and (if
one chooses the five-vector basis this way at every
point)
∂µh55 = ∂µhα5 = 0 and ∂µhαβ = ∂µgαβ,
which is convenient when one evaluates the deriva-
tives.
4. Differential properties of five-vectors
A. Relation between parallel transports
of four- and five-vectors
When considering the differential properties of five-
vectors, one should imagine that at each point in
space-time there exists a tangent space of five-vectors.
As for any other type of vector-like objects consid-
ered in space-time, one can speak of parallel trans-
port of five-vectors from one point to another. It
seems natural to suppose that the rules of this trans-
port should be related in some way to similar rules
for four-dimensional tangent vectors. It is obvious
that this relation cannot be derived from algebraic
properties of five-vectors, and to obtain it one has to
make some additional assumption about five-vectors,
which ought to be regarded as part of their definition.
The simplest and the most natural form of the rela-
tion in question can be obtained by postulating that
parallel transport preserves the isomorphism between
the space of four-vectors and one of the maximal vec-
tor spaces of simple bivectors over V5, which has been
discussed above. A more precise formulation of this
statement is the following:
If four-vector U corresponds to bivector
u ∧ w, then the transported U corre-
sponds to the transported u ∧w.
(13)
This assumption has two consequences, which can be
conveniently expressed in terms of connection coeffi-
cients. Let us define the latter for five-vectors as
∇µeA = eBG
B
Aµ,
where ∇µ ≡ ∇Eµ denotes the covariant derivative in
the direction of the basis four-vector Eµ. The con-
nection coefficients for four-vectors will be denoted in
the standard way:
∇µEα = EβΓ
β
αµ. (14)
In the usual manner one can obtain the expression
for the components of the covariant derivative of an
arbitrary five-vector field u:
∇µu = ∇µ(u
AeA) = (∂µu
A +GABµu
B) eA ≡ u
A
;µeA,
and the transformation formula for five-vector con-
nection coefficients corresponding to the transforma-
tions E′µ = EνΛ
ν
µ and e
′
A = eBL
B
A of the four- and
five-vector bases:
G′ABµ = (L
−1)ACG
C
DνL
D
BΛ
ν
µ + (L
−1)AC(∂νL
C
B)Λ
ν
µ.
If at each point the five-vector basis eA is cho-
sen standard and Eα is the associated basis of four-
vectors, then
∇µEα = ∇µ(eα ∧ e5)
= (∇µeα) ∧ e5 + eα ∧ (∇µe5)
= eβ ∧ e5 (G
β
αµ + δ
β
αG
5
5µ)
+ eα ∧ eβ G
β
5µ.
(15)
Comparing (14) and (15) one finds that
Gα5µ = 0 for all α, (16)
and
Γαβµ = G
α
βµ + δ
α
βG
5
5µ. (17)
These equations express the relation between the
rules of parallel transport for four- and five-vectors.
One should notice that they tell one nothing about
the coefficients G5βµ, so as far as four-vector parallel
transport is concerned, the latter can be absolutely
arbitrary.
B. Five-vectors in flat space-time
It is a well known fact that owing to its special geo-
metric features, flat space-time possesses a symmetry
which in application to scalars, four-vectors and other
four-tensors can be formulated as the following prin-
ciple:
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For any set of scalar, four-vector and four-
tensor fields in flat space-time, by means of
a certain procedure one can construct a new
set of fields (which will be called equivalent)
such that at each point in space-time these
new fields satisfy the same algebraic and dif-
ferential relations that the original fields sat-
isfy at a certain corresponding point.
The procedure by means of which the equivalent fields
are constructed can be formulated as follows:
1. Introduce a system of Lorentz coordinates xα.
Introduce the corresponding coordinate four-
vector basis Eα = ∂/∂x
α.
Introduce the corresponding bases for all other
four-tensors.
2. Each scalar field f will then determine and be de-
termined by one real coordinate function f(x).
Each four-vector field U will determine and be
determined by four real coordinate functions
Uα(x) (= components of U in the basis Eα).
Each four-tensor field T will determine and be
determined by an appropriate number of real co-
ordinate functions Tαβ...γλν...µ (x) (= components of
T in the appropriate tensor basis corresponding
to Eα).
3. Introduce a new system of Lorentz coordinates
x′α.
Introduce the corresponding four-vector basis
E′α = ∂/∂x
′α.
Introduce the corresponding bases for all other
four-tensors.
4. Then the equivalent scalar, four-vector and four-
tensor fields will be determined in the new co-
ordinates and new bases by the same functions
f(·), Uα(·), . . . , Tαβ...γλν...µ (·) that determine the
original fields in the old coordinates and old
bases.
The above symmetry principle and the correspond-
ing procedure for constructing equivalent fields follow
from the definition of flat space-time and the assump-
tions that in it ∇ is torsion-free and satisfies the con-
dition of compatibility with metric:
∇g = 0. (18)
The latter two assumptions enable one to find the
rules of parallel transport for four-vectors, and know-
ing these one can prove that the above symmetry
principle holds. For five-vectors let us reverse the
problem: let us suppose that only those five-vectors
have anything to do with reality for which there holds
a symmetry principle similar to the one formulated
above for four-vectors, and then use this principle
to determine the rules of parallel transport for five-
vectors in flat space-time.
Let us introduce a system of Lorentz coordinates,
xα, and consider the following set of fields:
1. Four four-vector basis fields Eα = ∂/∂x
α.
2. Five continuous five-vector fields eA such that
at each point they make up a regular basis cor-
responding to Eα.
4
3. 5 × 5 × 4 = 100 scalar fields HABµ such that ev-
erywhere
∇µeA = eBH
B
Aµ.
By their definition, HABµ are connection coefficients
for the basis fields eA, and since all these bases are
standard, one should have Hα5µ = 0. Furthermore,
since space-time is flat and Eα is a Lorentz basis, the
corresponding four-vector connection coefficients are
zero, so one should have
Hαβµ + δ
α
βH
5
5µ = Γ
α
βµ = 0. (19)
Let us now consider another system of Lorentz co-
ordinates, x′α, such that
x′α = xα + aα, (20)
where aα are four arbitrary constant parameters. The
fields equivalent to Eα are Eα themselves, since by
virtue of the symmetry principle,
E′α = ∂/∂x
′α = ∂/∂xα = Eα.
In view of this, for the fields equivalent to eA one
has only two options: either e′A = eA or e
′
A = − eA.
Since coordinate transformation (20) depends contin-
uously on aα, it is natural to require that the same be
true of the corresponding field transformation, which
leaves us with only one possibility: e′A = eA.
Finally, by virtue of the symmetry principle, the
scalar fields equivalent to HABµ are such that
H ′ABµ(x
′α = yα) = HABµ(x
α = yα), (21)
at all yα. Since equivalent fields must satisfy the same
relations as the original fields, one should have
eBH
′B
Aµ = e
′
BH
′B
Aµ = ∇E′µe
′
A = ∇EµeA = eBH
B
Aµ.
Thus, at any point Q one has
H ′ABµ(Q) = H
A
Bµ(Q).
4There are two sets of fields like that (see Lemma 2) and
we choose one of them.
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Comparing this with equation (21), one finds that at
any aα
HABµ(x
α = 0) = H ′ABµ(x
α = 0)
= H ′ABµ(x
′α = aα)
= HABµ(x
α = aα),
which means that each HABµ is a constant scalar field.
Let us consider a third system of Lorentz coordi-
nates, x′′α, which are related to xα as
x′′α = Λαβx
β ,
where Λαβ is an arbitrary constant matrix from
SO(3,1). By virtue of the symmetry principle, the
fields equivalent to Eα are
E′′α = ∂/∂x
′′α = ∂/∂xβ (Λ−1)βα = Eβ (Λ
−1)βα.
It is a simple matter to check that if one requires
the field transformation to depend continuously on
parameters Λαβ , the fields equivalent to eA will be
e′′α = eβ (Λ
−1)βα and e
′′
5 = e5.
Finally, since it has been found that each HABµ is a
constant scalar field, one should have
H ′′ABµ = H
A
Bµ.
Since equivalent fields satisfy the same relations,
e5H
5
5µ = e
′′
5H
5
5µ = e
′′
BH
B
5µ = e
′′
BH
′′B
5µ
= ∇E′′
µ
e′′5 = ∇Eνe5 (Λ
−1)νµ
= eBH
B
5ν (Λ
−1)νµ = e5H
5
5ν (Λ
−1)νµ,
so one should have
H55µ = H
5
5ν (Λ
−1)νµ
for all Λµν from SO(3,1), which is only possible if
H55µ = 0. From equation (19) it then follows that
Hαβµ = 0 for all α, β, and µ. Finally, one has
e5H
5
αµ = e
′′
5H
5
αµ = e
′′
BH
B
αµ = e
′′
BH
′′B
αµ
= ∇E′′
µ
e′′α = ∇Eνeβ (Λ
−1)βα(Λ
−1)νµ
= eAH
A
βν (Λ
−1)βα (Λ
−1)νµ
= e5H
5
βν (Λ
−1)βα (Λ
−1)νµ,
so one should have
H5αµ = H
5
βν (Λ
−1)βα (Λ
−1)νµ
for all Λµν from SO(3,1). This is only possible if H
5
αµ
is proportional to the Minkowski metric tensor, ηαµ.
Denoting the proportionality factor (which should be
a constant since H5αµ are constant fields) as −κ, one
can summarize our findings about HABµ as follows:
Hαβµ = H
α
5µ = H
5
5µ = 0 and H
5
βµ = − κηβµ. (22)
Thus, any orthonormal set of continuous five-vector
basis fields eA associated with a Lorentz four-vector
basis in flat space-time satisfy the following differen-
tial equations:
∇µe5 = 0 and ∇µeα = − κηαµ e5, (23)
where κ is a constant, which cannot be found from
symmetry considerations. These equations determine
the rules of parallel transport for five-vectors in flat
space-time.
C. Equation for h
Let us now express the contents of equation (23) in
an equivalent form: as an equation for the first co-
variant derivative of the inner product h regarded as
a five-tensor. From equations (22) and the fact that
in the orthonormal basis eA introduced in the previ-
ous subsection hAB = ηAB at every point, it follows
that
h55;µ = ∂µh55 − hA5H
A
5µ − h5BH
B
5µ = 0,
hα5;µ = ∂µhα5 − hA5H
A
αµ − hαBH
B
5µ
= − h55H
5
αµ = κηαµ,
hαβ;µ = ∂µhαβ − hAβH
A
αµ − hαBH
B
βµ = 0.
These equations can be presented in the following co-
variant form:
h55;µ = 0, hα5;µ = κgαµ
h55hαβ;µ = κ(gαµhβ5 + gβµhα5),
(24)
which is the same in any standard five-vector basis.
It is not difficult to see that equations (24) are com-
ponents of the following abstract equation:
h(e, e){∇Uh}(v,w)
= κg(U,v ∧ e)h(w, e)
+ κg(U,w ∧ e)h(v, e),
(25)
where {∇Uh}(v,w) ≡ ∂Uh(v,w) − h(∇Uv,w) −
h(v,∇Uw) is the covariant derivative of the tensor
h; v and w are any two five-vector fields; U is an
arbitrary four-vector; and e is a directional vector of
V4 (which is not required to be normalized).
Equation (25) establishes a relation between the
Riemannian geometry of space-time, represented by
the inner product h, and the rules of parallel trans-
port for five-vectors. At κ = 0 it acquires a form sim-
ilar to that of equation (18) for the four-dimensional
metric tensor:
∇h = 0,
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and can be given a similar simple interpretation: that
the inner product of two five-vectors is invariant un-
der parallel transport. Equation (25) at κ 6= 0 will
be discussed further in part II.
Let us now examine more closely the properties of
five-vectors in flat space-time.
D. Self-parallel basis
Any set of Lorentz basis four-vector fields in flat
space-time has two special features: it is orthonormal
(everywhere gαβ = ηαβ) and self-parallel (everywhere
Γαβµ = 0). This fact is closely related to equation (18)
for the metric tensor g: if ∇g were nonzero, a basis
like that could not exist.
With five-vectors one has a similar situation at κ =
0: as one can see from formulae (22), the orthonormal
basis eA is then self-parallel and, accordingly, the first
covariant derivative of h is identically zero, as is seen
from equation (25).
The situation is different at κ 6= 0. Since ∇h is
nonzero, the requirements of orthonormality and self-
parallelism become conflicting in the sense that one
can have either orthonormality or self-parallelism but
not both at the same time.
The basis eA of subsection B is orthonormal by def-
inition but is not self-parallel, as is seen from equa-
tions (22) or (23). In the following I will call it an
O-basis (‘O’ stands for ‘orthonormal’) associated with
a given system of Lorentz coordinates xµ. Let us now
construct a self-parallel basis, pA, that would coin-
cide with eA at the origin of the considered coordinate
system. Being a self-parallel basis, pA should satisfy
the following differential equations:
∇µpA = 0.
If pA = eBN
B
A, then
∇µpA = ∇µ(eBN
B
A) = eB(∂µN
B
A +H
B
CµN
C
A),
where HABµ are given by equations (22). Considering
that pA and eA should coincide at x = 0, one obtains
the following system of equations for the 25 scalar
coordinate functions NAB(x):
∂µN
A
B(x) +H
A
CµN
C
B(x) = 0 and N
A
B(0) = δ
A
B.
This system can be easily solved and gives
N55(x) = 1, N
α
β(x) = δ
α
β ,
Nα5 (x) = 0, N
5
α(x) = κxα,
where xα ≡ ηαβx
β are covariant Lorentz coordinates.
We thus see that pA are expressed in terms of eA as
follows:
pα(x) = eα(x) + κxαe5(x)
p5(x) = e5(x).
(26)
I will call pA a P -basis (‘P ’ stands for ‘parallel’) asso-
ciated with the given system of Lorentz coordinates.
Simple calculations show that
h(pα,pβ) = ηαβ + κ
2xαxβ
h(pα,p5) = κxα, h(p5,p5) = 1,
(27)
so pA are orthonormal only at the origin.
Thus, with any system of Lorentz coordinates in
flat space-time one can associate two special sets of
five-vector basis fields: an O-basis, which is orthonor-
mal everywhere but is not self-parallel, or a P -basis,
which is self-parallel but is not orthonormal anywhere
except for the origin. At κ = 0 the two bases coincide.
E. Poincare transformation of five-tensor
components
Let us now derive the formulae for transformation of
five-vector components and of components of other
five-tensors as one passes from one system of Lorentz
coordinates to another.
In the general case, with transformation of the five-
vector basis according to the formula
eA → e
′
A = eBL
B
A,
the components of an arbitrary five-vector v trans-
form as
vA → v′A = (L−1)AB v
B. (28)
If o˜A is the basis of five-vector 1-forms dual to eA,
one should have
o˜A → o˜′A = (L−1)AB o˜
B,
and, accordingly, the components of an arbitrary five-
vector 1-form w˜ in this dual basis transform as
wA → w
′
A = wBL
B
A. (29)
Consider now an arbitrary Poincare transformation
of Lorentz coordinates:
xµ → x′µ = Λµνx
ν + aµ. (30)
The same reasoning as in subsection B shows that the
corresponding O-basis transforms as
e′α = eβ (Λ
−1)βα and e
′
5 = e5, (31)
and from formulae (28) and (29) one obtains the fol-
lowing transformation laws for components of five-
vectors and forms:{
v′α = Λαβ v
β
v′5 = v5
and
{
w′α = wβ(Λ
−1)βα
w′5 = w5.
(32)
9
Thus, the first four components of any five-vector or
five-vector 1-form in the O-basis transform exactly as
components of a four-vector or a four-vector 1-form,
while the fifth component behaves as a scalar.
Let us now see what happens in the P -basis. Ac-
cording to formulae (26) and (31) and to formula (44)
of Appendix, one has
p′5 = e
′
5 = e5 = p5
and
p′α = e
′
α + κx
′
αe
′
5
= (eβ + κxβe5) (Λ
−1)βα + κaαe5
= pβ (Λ
−1)βα + κaαp5,
where aα = ηαβa
β . Formulae (28) and (29) now give{
v′α = Λαβv
β
v′5 = v5 − κaαΛ
α
β v
β (33a)
and {
w′α = wβ(Λ
−1)βα + κaαw5
w′5 = w5.
(33b)
We thus see that at κ 6= 0 the transformation laws
for five-tensor components in the P -basis are essen-
tially different from what one has in the O-basis. In
particular, these components transform nontrivially
under space-time translations, and now one is able to
understand why.
A global P -basis can exist only in flat space-time,
where the parallel transport of five-vectors is indepen-
dent of the path along which it is made. A P -basis
can be constructed by choosing an orthonormal five-
vector basis at one point and transporting it parallelly
to all other points in space-time. Since (at κ 6= 0) the
inner product of five-vectors is not conserved by par-
allel transport, the P -basis cannot be orthonormal
at every point. Actually, the rules of parallel trans-
port for five-vectors are such that pA are orthonormal
only at the origin. Moreover, as one can see from for-
mulae (27), at each point the inner product matrix
hAB ≡ h(pA,pB) has its own value, different from
the values it has at all other points. This means that
having a P -basis, one is able to distinguish points
without using any coordinates. In fact, if need be,
one can recover the relevant Lorentz coordinates by
simply calculating the inner product of pα and p5
and using the formula
xα(Q) = κ
−1h(pα(Q),p5(Q)).
Thus, the P -basis is a structure which is rigitly con-
nected to space-time points and to one of the Lorentz
coordinate systems. When the latter is changed, the
P -basis changes too.
5. Examples of five-tensors
A. How to find a five-vector or a five-tensor
In the previous two sections we have examined the ba-
sic algebraic and differential properties of five-vectors.
There now arises a natural question: are there any
physical or purely geometric quantities that are de-
scribed by five-vectors or by other nontrivial five-
tensors (by the ones not reducible to a four-tensor)?
This brings us to another question: how can one dis-
cover a five-vector or a five-tensor? One possible an-
swer to this question is the same as to a similar ques-
tion for four-vectors: one has to find several quanti-
ties that under Lorentz transformations and transla-
tions in flat space-time transform as components of
a five-vector or of some other five-tensor. Since one
is talking about components, one has to specify the
basis in which they are evaluated. This is a simple
matter if the definition of the quantities one considers
involves only scalars and components of four-tensors
in a Lorentz basis: since in either case ∇µ = ∂µ, the
same should be true for the quantities defined, and
considering that in this basis gµν = ηµν , one con-
cludes that the five-tensor components should corre-
spond to a P -basis and consequently should trans-
form according to formulae (33).
It is apparent that this method of searching for
five-tensors fails if κ = 0, since in this case the trans-
formation formulae do not enable one to distinguish
the components of a five-tensor from components of
several four-tensors. At κ 6= 0 the method works,
but it does not allow one to determine the precise
value of κ. Indeed, if one has, say, five quantities, vA,
that transform according to formulae (33) at a cer-
tain value of κ, one can always construct five other
quantities:
uα = vα and u5 = λv5,
where λ is an arbitrary nonzero constant, which will
transform as
u′5 = u5 − (λκ)aαΛ
α
β u
β and u′α = Λαβu
β .
So as far as transformation laws are concerned, this
quintuple may correspond to a five-vector at any
nonzero κ.
In the following I will suppose that κ 6= 0. In this
case it is convenient to slightly modify the definitions
of the O- and P -bases by taking that in both cases the
fifth basis vector is normalized to |κ| rather than to
unity. In other words, it will be taken that e5 = p5 =
κn, where n is one of the two normalized directional
vectors of V4. Such a change in the definitions results
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in that the constant κ disappears from formulae (26)
and (33) and the latter acquire a simpler form:
pα(x) = eα(x) + xαe5(x)
p5(x) = e5(x).
(34)
and {
v′α = Λαβv
β
v′5 = v5 − aαΛ
α
β v
β (35a)
and {
w′α = wβ(Λ
−1)βα + aαw5
w′5 = w5.
(35b)
B. Covariant Lorentz coordinates and parameters
of Poincare transformations
The simplest example of quantities that transform as
components of a nontrivial five-tensor are covariant
Lorentz coordinates. Comparing formula (44) of Ap-
pendix with formulae (35), we see that under Lorentz
transformations and translations the five quantities
xA, where x5 ≡ 1, transform as components of a
five-vector 1-form. Consequently, if q˜A is the basis
of five-vector 1-forms dual to the P -basis associated
with the selected Lorentz coordinate system, the 1-
form x˜ constructed according to the formula
x˜(x) ≡ xαq˜
α(x) + q˜5(x), (36)
will be the same no matter which system of Lorentz
coordinates is used.5
¿From equations (34) one can easily obtain the for-
mulae that relate the basis q˜A to the basis of five-
vector 1-forms o˜A dual to the O-basis corresponding
to the same coordinates:
q˜α(x) = o˜α(x) and q˜5(x) = o˜5(x)−xαo˜
α(x). (37)
Substituting these relations into definition (36), one
obtains the following expression for the 1-form x˜ in
the basis o˜A:
x˜(x) = xαo˜
α(x) + o˜5(x)− xαo˜
α(x) = o˜5(x),
from which one can clearly see that x˜ is indeed inde-
pendent of the choice of the coordinate system.
5As it has already been noted, for each Lorentz coordinate
system there exist two associated O-bases differing from each
other only in the overall sign of the basis five-vectors. By virtue
of equations (34), the same is true of the P -bases: there are two
of them, and when constructing the 1-form x˜ corresponding
to the quintuple xA one may use either of them. The 1-forms
obtained with these two bases will apparently differ in the sign.
However, this ambiguity is of no significance to us, since the
results obtained below will be the same no matter which of the
two P -bases is selected.
Let us also evaluate the covariant derivative of the
field x˜. Since in the P -basis all five-vector connection
coefficients are zero, one has
∇µx˜ = ∂µxα · q˜
α = ηµαq˜
α. (38)
The same result can be obtained in the O-basis, if
one considers that in this case the only nonzero con-
nection coefficients are G5αµ = − ηαµ, and so
∇µx˜ = ∇µo˜
5 = −G5Aµo˜
A = −G5αµo˜
α = ηµαo˜
α,
which on account of the first of equations (37), coin-
cides with result (38).
Another example of purely geometric quantities
that transform as components of a nontrivial five-
tensor are parameters of Poincare transformations.
When formulating the symmetry properties of flat
space-time in section 4, I have used Lorentz coor-
dinates only as a tool for constructing the equivalent
fields. By itself, the replacement of a given set of
fields with an equivalent set, which is nothing but an
active field transformation, is an invariant procedure
and can be considered without referring to any coor-
dinates. However, depending on how the latter are
selected, a given field transformation will correspond
to different coordinate transformations. Let us now
find how the parameters of these coordinate trans-
formations change as one passes from one system of
Lorentz coordinates to another.
The idea of the following calculation is very simple.
One selects some set of fields and a system of Lorentz
coordinates, and by means of an arbitrary Poincare
transformation constructs the equivalent set of fields.
One then considers another system of Lorentz coor-
dinates and determines the precise Poincare transfor-
mation that one has to make in these new coordinates
to obtain the same set of equivalent fields. Finally,
one expresses the parameters of this second Poincare
transformation in terms of the parameters of the first
one.
As a set of fields it is convenient to choose the
covariant coordinates associated with the selected
Lorentz coordinate system xα, i.e. four scalar fields
ϕ(α) (α = 0, 1, 2, 3) such that
ϕ(α)(Q) = ηαβx
β(Q)
at every point Q. Let us consider an arbitrary
Poincare transformation that corresponds to the co-
ordinate transformation
xα → yα = xβL
β
α + bα. (39)
By virtue of the symmetry principle, the equivalent
fields obtained by this transformation are
ϕequiv(α) = yα = xβL
β
α + bα.
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Let us now consider another system of Lorentz coor-
dinates:
x′α = Λαβx
β + aα.
In these coordinates the original fields acquire the
form
ϕ(α) = (x
′
β − aβ)Λ
β
α,
and the equivalent fields are
ϕequiv(α) = (x
′
γ − aγ)Λ
γ
βL
β
α + bα.
One should now present the right-hand side of the
latter equation as
ϕequiv(α) = (y
′
β − aβ)Λ
β
α,
where
y′α ≡ x
′
βL
′β
α + b
′
α,
and then express L′βα and b
′
α in terms of L
β
α and bα.
Straightforward calculations give
L′αβ = Λ
α
σL
σ
τ (Λ
−1)τβ
b′β = bτ (Λ
−1)τβ + aβ − aρΛ
ρ
σL
σ
τ (Λ
−1)τβ,
(40)
which shows that the quantities T AB defined as
T αβ = L
α
β, T
5
β = bβ, T
α
5 = 0, and T
5
5 = 1,
transform as components of a five-tensor of rank
(1, 1).
It is also interesting to find the transformation
formulae for the parameters of infinitesimal Poicare
transformations. In this case the matrix Lαβ in equa-
tion (39) can be presented as
Lαβ = δ
α
β +
1
2
(δαν ηβµ − δ
α
µηβν)ω
µν ,
where ωµν = −ωνµ, and both ωµν and bα are in-
finitesimals. From formulae (40) one obtains
ω′µν = ΛµαΛ
ν
βω
αβ and b′µ = Λµν(b
ν − aαΛ
α
β ω
νβ),
which shows that the quantities RAB defined as
Rµν = ωµν , Rµ5 = −R5µ = bµ, and R55 = 0,
transform as components of an antisymmetric five-
tensor of rank (2, 0).
Further discussion of tensors T AB and R
AB will be
made in part III.
C. Stress-energy and angular momentum tensors
Let us now consider an example of physical quanti-
ties that transform as components of a five-tensor:
the canonical stress-energy and angular momentum
tensors, Θµα and M
µ
αβ.
Let us begin by writing out the formulae that ex-
press the components of these two tensors in one
Lorentz coordinate system in terms of their compo-
nents in another Lorentz coordinate system. If the
two coordinate systems are related as in equation
(30), then
Θ′µα = Λ
µ
ν Θ
ν
β (Λ
−1)βα,
M ′µαβ = x
′
αΘ
′µ
β − x
′
βΘ
′µ
α +Σ
′µ
αβ
= ΛµνM
ν
στ (Λ
−1)σα(Λ
−1)τβ
+ aαΛ
µ
νΘ
ν
τ (Λ
−1)τβ
− aβΛ
µ
νΘ
ν
σ (Λ
−1)σα,
(41)
where Σµαβ is the spin angular momentum tensor.
With respect to their lower indices, Θµα and M
µ
αβ
are traditionally regarded as components of four-
tensors, and the fact that under space-time trans-
lations Mµαβ acquires additional terms proportional
to Θµα is interpreted as a consequence of one actu-
ally making a switch from one quantity—the angu-
lar momentum relative to the point xµ = 0, to an-
other quantity—the angular momentum relative to
the point x′µ = 0. Five-vectors enable one to give
this fact a different interpretation, which in several
ways is more attractive.
One should notice that equations (41) coincide ex-
actly with the transformation formulae for compo-
nents in the P -basis of a tensor—let us denote it as
M—that has one (upper) four-vector index and two
(lower) five-vector indices and whose components are
related to Θµα and M
µ
αβ as follows:
Mµαβ =M
µ
αβ, M
µ
5α = Θ
µ
α
Mµα5 = −Θ
µ
α, M
µ
55 = 0.
(42)
This coincidence means that Θµα and M
µ
αβ can be re-
garded as components of a single five-tensor. Since
by definition Mµαβ = −M
µ
βα, this tensor is antisym-
metric in its lower (five-vector) indices.6
Such an interpretation of Θµα and M
µ
αβ implies
that there exists a single local physical quantity: the
stress–energy–angular momentum tensor M. The
belief that there are many different angular momenta
should now be regarded as merely a wrong impression
created by interpreting Θµα and M
µ
αβ as four-tensors:
in reality, all these angular momenta are components
of M in different five-vector bases.
6More precisely, here M is regarded as a dual of a four-
vector 3-form whose values are covariant antisymmetric five-
tensors of rank 2.
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There is now no difficulty in defining the angular
momentum density in curved space-time. To see how
this can be done, let us evaluate the components of
M in the O-basis. Using relations (37), one has
M = (xαΘ
µ
β − xβΘ
µ
α +Σ
µ
αβ) q˜
α ⊗ q˜β ⊗Eµ
+ (Θµβ) q˜
5 ⊗ q˜β ⊗Eµ
+ (−Θµα) q˜
α ⊗ q˜5 ⊗Eµ
= Σµαβ o˜
α ⊗ o˜β ⊗Eµ
+ (Θµβ) o˜
5 ⊗ o˜β ⊗Eµ
+ (−Θµα) o˜
α ⊗ o˜5 ⊗Eµ.
Thus, in the O-basis Mµαβ coincide with the compo-
nents of the spin angular momentum tensor. In the
case of flat space-time one gives preference to the P -
basis, since in it ∇µ = ∂µ, and, accordingly, theM
µ
αβ
components acquire additional terms proportional to
covariant Lorentz coordinates and to the components
Mµα5 and M
µ
5β . In the case of curved space-time,
where a global self-parallel basis does not exist, it
is more convenient to use a regular basis and have
Mµαβ = Σ
µ
αβ .
Let us now recall that canonical Θµα and M
µ
αβ
are defined as Noether currents corresponding to
Poincare transformations and as such satisfy the fol-
lowing “conservation laws”:
∂µΘ
µ
α = 0
∂µM
µ
αβ = ηαµΘ
µ
β − ηβµΘ
µ
α + ∂µΣ
µ
αβ = 0.
One can now replace these two four-tensor equations
with a single covariant five-tensor equation:
Mµαβ;µ = 0, (43)
where it has been taken into account that in the P -
basis all five-vector connection coefficients are zero.
It is interesting to see how equation (43) works in the
O-basis. One has
Mµ5α;µ = ∂µM
µ
5α −M
µ
AαG
A
5µ −M
µ
5AG
A
αµ
= ∂µΘ
µ
α −M
µ
55G
5
αµ = ∂µΘ
µ
α = 0
and
Mµαβ;µ = ∂µM
µ
αβ −M
µ
AβG
A
αµ −M
µ
αAG
A
βµ
= ∂µΣ
µ
αβ −Θ
µ
βG
5
αµ +Θ
µ
αG
5
βµ
= ∂µΣ
µ
αβ +Θ
µ
βηαµ −Θ
µ
αηβµ = 0.
Thus, one obtains the same conservation laws for Θµα
and Σµαβ, only now the terms proportional to Θ
µ
α
in the second equation come from connection coef-
ficients.
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Appendix: Poincare transformation
of covariant Lorentz coordinates
in the five-dimensional representation
With any system of Lorentz coordinates, xα, in flat
space-time one can associate a system of covariant
Lorentz coordinates defined as xα ≡ ηαβx
β , where
ηαβ = diag(+1,−1,−1,−1) is the Minkowski metric
tensor. Under the Poincare transformation
x′α = Λαβx
β + aα,
the covariant coordinates transform as
x′α = xβ(Λ
−1)βα + aα, (44)
where (Λ−1)βα is the inverse of Λ
α
β and aα ≡ ηαβa
β.
Formally, one can present this inhomogeneous trans-
formation as a homogeneous transformation by in-
troducing a fifth coordinate, x5, which is assigned a
constant nonzero value, for example, x5 = 1.
7 Trans-
formation (44) can then be presented as
x′A = xBL
B
A,
where A and B run 0, 1, 2, 3, and 5 and where{
L55 = 1, L
α
5 = 0,
L5β = aβ , L
α
β = (Λ
−1)αβ .
If x5 is assigned some other nonzero value, say, x5 =
κ−1, then instead of the latter formulae one will have{
L55 = 1, L
α
5 = 0,
L5β = κaβ , L
α
β = (Λ
−1)αβ .
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