In this paper, we use cointegration procedures to estimate a time series model of the relation among temperature and the radiative forcing of solar irradiance, greenhouse gases, and tropospheric sulfates. The results are consistent with some basic hypotheses regarding the effect of changes in radiative forcing on temperature and offer several lines of evidence that indicate human activity is partially responsible for the increase in temperature over the last 150 years. The same methods are applied to output from the SUL experiment run on the Hadley Centre climate model. Although we do identify a model that indicates a relation between the model data radiative forcing and the surface temperature, we cannot reject alternative specifications. The lack of a definitive results may be caused by important differences between the historical and SUL data. These differences are caused in part by smoothing techniques applied to the data for radiative forcing used to simulate the model and serve as a caution to those who use climate models to analyze the temporal relation between radiative forcing and temperature.
Introduction
Evidence is mounting that changes in global temperature can be attributed to human activities which increase the atmospheric concentration of greenhouse gases and tropospheric sulfates (Santer et al., 1996) . This evidence comes from two sources: physically-based simulation models of the climate system and statistical analyses of historical data. Evidence for the effect of human activity is provided by the ability of climate models to improve their simulation of the spatial/temporal temperature record by including the radiative forcing of greenhouse gases and tropospheric sulfates 1998; Santer et al., 1996; Mitchell et al., 1995) .
The time series for temperature and many radiative forcing variables exhibit strong trends, therefore classical linear regression techniques will indicate a positive relation among these variables whether or not a relation exists. These techniques cannot therefore be used in isolation (e.g. Tol, 1994; Tol and de Vos, 1993) to determine whether human activity is affecting temperature. There is, however, a growing body of evidence from time series analyses that account for the non-stationary nature of the data (Kuo et al., 1990; Thomson, 1995 Thomson, , 1997 Kaufmann and Stern, 1997; Wigley et al., 1998) . This paper aims to contribute to this literature by directly addressing whether anthropogenic effects are responsible for the long-run trend in temperature.
The IPCC has argued that "rigorous statistical tools do not exist to show whether relationships between statistically non-stationary data of this kind are truly statistically significant..." (Folland et al., 1992) . The inability to determine whether relations among nonstationary variables are statistically significant also presented considerable problems for macroeconomists. Recently, time series econometricians have developed techniques that are designed to detect relations among variables which contain stochastic trends (e.g. Engle and Granger, 1987; Johansen, 1988; Johansen and Juselius, 1990; Stock and Watson, 1994) . In this paper, we use the cointegration procedures developed by Søren Johansen and associates (e.g. Johansen, 1988; Johansen and Juselius, 1990) to estimate a time series model of the relation between temperature and various components of radiative forcing. This method allows for statistical testing under appropriate assumptions about non-stationary behavior. The results provide further evidence for the effect of human activity on global temperature by suggesting a statistically meaningful link between temperature and greenhouse gases, tropospheric sulfates, and solar activity that is consistent with the physical mechanism(s) by which radiative forcing is thought to affect temperature.
These results are described in six sections. Section II examines the time series properties of the individual series. Section III describes how we use the method developed by Johansen and Juselius (1990) and Johansen (1988) to estimate the model. The results are described in section IV. Section V describes how these results are consistent with a relation between surface temperature and the radiative forcing of greenhouse gases, tropospheric sulfates, and solar irradiance. In section VI, we use the same techniques to analyze the relation between radiative forcing and surface temperature data generated by the SUL experiment, which is simulated by the Hadley Centre Climate Model. The conclusion discusses future efforts that may mitigate some of the limitations on the research described below.
Stochastic Trends
In section IV of the paper, we estimate a model for surface temperature in the northern and southern hemisphere that specifies the radiative forcing of greenhouse gases, the radiative forcing of tropospheric sulfates, the radiative forcing of solar irradiance, and the radiative forcing of stratospheric sulfates as explanatory variables. The technique used to estimate this model depends on the time series properties of the data. In particular, it is chosen on the assumption that the data contain one or more stochastic trends.
A stochastic trend is an integrated series of random variables. Simple random walks in discrete time, which correspond to Brownian motion in continuous time, are examples of stochastic trends.
These stochastic trends are said to be integrated of order one -symbolized as I(1). This terminology indicates that differencing the series once yields a non-integrated series -I(0). An I(o) series is stationary --it contains no trend, stochastic or deterministic. An integrated series of I (1) variables is called an I(2) series because the series must be differenced twice to yield an I(0) series.
We use the augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1979) to classify relevant time series as I(0), I(1), or I(2). The model for the Dickey Fuller test is:
where y is the variable under investigation, ∆ is the first difference operator, t is a linear time trend (which is used to represent a possible deterministic trend), and ε t is a random error term. The ADF test evaluates the t-statistic for γ (which is equal to the first order autoregressive coefficient minus one) against a non-standard distribution. The null hypothesis is that the series is at least I(1).
Under this null, γ ≠ 0. If we can reject this hypothesis for the undifferenced series, then that series is I(0). If we can only reject the hypothesis for the differenced series, then that series is I(1), and similarly a series is I(2) if only the second difference of the series is found to be I(0). The number of augmenting lagged dependent variables (s) is selected using the Akaike Information Criterion (Akaike, 1973) .
The results (in Table 1 ) indicate that the radiative forcing of methane (RFCH 4 ), CFC11
(RFCFC11), nitrous oxide (RFN 2 O), the trace gas aggregate (RFTRACE = RFCFC11 + RFCFC12+ RFN 2 O), the aggregate of all greenhouse gases (RFGG+RFCO 2 +RFCH 4 +RFTRACE), anthropogenic sulfur emissions (RFSOX), and solar irradiance (RFSUN) are I(1). The series for the radiative forcing of stratospheric sulfates are I(0).
The time series properties of the other variables is less clear. Consistent with the results of previous research (Woodward and Gray, 1995; Bloomfield and Nychka, 1992; Stern and Kaufmann, 1999) , the results in Table 1 show that the temperature data are I(0) or I(1).
Conversely, the ADF tests indicate that the data for the radiative forcing of carbon dioxide (RFCO 2 ) are I(2)--they have to be differenced twice to make them stationary (Table 1) . The presence of an I(2) trend may complicate the interpretation of results generated by the estimation technique described below, which assumes that the maximum order of integration is one. Other tests, such as those developed by Phillips and Perron (1988) , Schmidt and Phillips (1992) , and Kwiatowski, Phillips, Schmidt, and Shin (1992) also indicate that the radiative forcing of carbon dioxide is I(2) (Stern and Kaufmann, 1999) . The results based on an aggregate of the radiative forcing due to greenhouse gases (RFGG) maybe less problematic in this respect as the Table 1 shows this variable to be I(1).
Cointegration Methodology
The distribution of test statistics in regression models depends critically on the presence of stochastic trends in the time series. Typically, linear combinations of integrated process also are integrated. The residual from a regression of the two variables will be non-stationary. This violates the classical conditions for a linear regression. Such a regression is known as a spurious regression (Granger and Newbold, 1974) . When evaluated against standard distributions, the correlation coefficients and t statistics for a spurious regression are likely to show that there is a significant relation between the variables when in fact none exists. However, if a group of integrated variables share a common stochastic trend, the linear combination will be non-integrated.
This phenomenon -the elimination of a stochastic trend by an appropriate linear function -is known as cointegration (Engle and Granger, 1987 Cointegration analysis has an aim similar to spectral analysis but looks for common stochastic trends in nonstationary variables rather than common cycles in stationary variables and estimation generally is carried out in the time domain rather than the frequency domain. Cointegration analysis also can be considered a dynamic version of factor analysis. The Johansen procedure uses methods similar to principal components analysis to extract common trends from a vector of correlated variables. Cointegration analysis also is related to the 'Granger causality' methodology used by Kaufmann and Stern (1997) . If two variables share a common trend, there will be Granger causality in one or more directions between them (Cuthbertson et al., 1992) .
The procedures to estimate cointegrating vectors are derived from a vector autoregression (VAR) in levels, which can be represented:
in which y is a vector of p variables whose behavior is being modeled (p=2 for the model described below), k is the number of lags, the A's and Φ are matrices of regression coefficients, µ and δ are a vector of constants, d t are non-integrated exogenous variables, and ε t is a vector of error terms each of which is niid (Hansen and Juselius, 1995) . ˆ y is a subset of y so that (2) can be a part of a larger system of equations.
To test for cointegrating relations among variables in y and to estimate the coefficients of the cointegrating vectors, the VAR is reformulated as a vector error correction model (VECM):
where ∆ is the first difference operator. Equation 3 specifies the first difference of the integrated variables, which is stationary, as a linear function of lagged values of the first difference of the nonstationary variables, which also are stationary, and stationary linear combinations of the nonstationary variables, the cointegrating relations. β' is the matrix of cointegrating vectors. α is a matrix of coefficients that indicates how each cointegrating relation affects each dependent variable. The significance or insignificance of coefficients in this latter matrix can be used to infer the direction of Granger causality. The number of cointegrating vectors, the variables that make-up a cointegrating vector, the coefficients associated with these variables, and the relation between an ECM and the dependent variables all can be evaluated using statistics generated by the estimation procedure.
We specify the VECM (equation 3) to estimate the relation between temperature and the variables thought to affect the Earth's heat balance. The vector of dependent variables ∆˜ y t includes anomalies in the average annual surface temperature in the northern hemisphere (NHEM) and average annual surface temperature in the southern hemisphere (SHEM) as developed by Jones (1994), Nicholls et al; and Parker et al., (1994) . These two variables are included in vector y together with the radiative forcing of greenhouse gases (RFGG), which includes the radiative forcing of carbon dioxide, methane, CFC11, CFC12, and N 2 O, the radiative forcing due to anthropogenic sulfur emissions (RFSOX) and the radiative forcing of solar activity (RFSUN).
The vector ∆d includes the first difference of the radiative forcing of stratospheric sulfates in the northern hemisphere (RFSSNH) and the southern hemisphere (RFSSSH). The sources of greenhouse gas concentrations and stratospheric sulfate data are described in Kaufmann and Stern (1997) and Stern and Kaufmann (1997) . Data for anthropogenic emissions of sulfates are taken from ASL (1997) and are corrected for stack height (Wigley and Raper, 1992) . The formulae used to convert the concentration of greenhouse gases to radiative forcing are taken from Shine et al., (1991) and Kattenberg et al., (1996) . The formulae used to convert anthropogenic sulfur emissions to radiative forcing are taken from Wigley and Raper (1992) although other formulae are possible.
If the stochastic trends in the data for the radiative forcing of greenhouse gases, tropospheric sulfates, and solar irradiance are solely responsible for the stochastic trend in temperature over the last 150 years, there should exist a linear combination of hemispheric temperature and the relevant components of radiative forcing that is stationary. This linear combination of variables is termed a cointegrating relation and represents the long-run equilibrium relation between temperature and radiative forcing. However, the parameterization of the cointegrating vectors is not uniquely identified. In the case of two cointegrating vectors, one restriction is needed on each cointegrating vector to exactly identify the system. In our case, we can eliminate the temperature of the other hemisphere from the cointegrating relation for each of the hemispheres (see Table 5 Model 1).
Additional over-identifying restrictions can be tested statistically. We impose two types of restrictions: restrictions that exclude variables from the cointegrating relation(s) and restrictions that equate the coefficients associated with different radiative forcing variables in each relation.
These restrictions are possible because the radiative forcing of the greenhouse gases, tropospheric sulfates, and solar irradiance are measured in the same units, watts per square meter. Under these conditions, changes in the radiative forcing of one or more of these variables may have the same effect on temperature within a hemisphere.
Results for the Cointegration Model
We choose the number of lagged first differences to include in equation 3, which is given by k -1, by comparing results generated by VECMs (equation 3) that have 1-5 lags and are estimated over the same period, 1864 -1994. The goodness of fit of the VECM is evaluated using the Schwartz and Hannon-Quinn information criterion (Hansen and Juselius, 1995) . These tests evaluate an increase in the lag length as measured by the decrease in the determinant of the residual covariance matrix of the model while making an adjustment for the decrease in the degrees of freedom. Both tests indicate that the shortest lag length 1, cannot be rejected ( Table 2 ).
The rank of Π = αβ' in equation 3, which corresponds to the number of cointegrating vectorsthe number of columns in β -is chosen using the λ trace and λ max statistics (Johansen, 1988 (Johansen, , 1991 Johansen and Juselius, 1990) . The λ trace statistic tests the null hypothesis that the number of cointegrating vectors is less than or equal to r against a general alternative that the number of cointegrating vectors is greater than r. The λ max statistic tests the null hypothesis that the number of cointegrating vectors is r against the specific alternative of r + 1 cointegrating vectors. Both the λ trace and λ max statistics indicate that assigning Π a rank less than two is rejected strongly (Table   3) .
Before investigating the functional form of the two cointegrating relations, we test whether variables can be eliminated from both cointegrating relations. These restrictions are tested with a likelihood ratio statistic. This test statistic indicates that restrictions which eliminate temperature in the northern hemisphere or temperature in the southern hemisphere from both cointegrating relations i.e. from cointegration space, are rejected strongly (Table 4) . Similarly, the test statistics indicate that restrictions which eliminate the radiative forcing of greenhouse gases, tropospheric sulfates, or solar irradiance from both cointegrating relations are rejected at the 5% level (Table 4 ).
This implies that these components of radiative forcing are needed to generate the cointegrating relations that include hemispheric surface temperatures. Exclusion tests on specifications that include a time trend indicate that we cannot reject restrictions that eliminate the time trend from the cointegration space. This implies that temperature in the northern and southern hemispheres do not contain a deterministic trend (a linear function of time). Rather these temperature variables contain a stochastic trend that is shared with the components of radiative forcing. Together, these results indicate that changes in global surface temperature are associated with changes in the radiative forcing of greenhouse gases, anthropogenic sulfur emissions, and solar activity --there is no evidence for an increase (or decrease) in temperature that is associated with the passage of time.
We exactly identify a model that represents the relation between temperature and radiative forcing in each hemisphere (specification 1) by eliminating NHEM from one cointegrating relation and eliminating SHEM from the other cointegrating relation (Table 5 ; model 1; Table 6 , restriction 0). These just identifying restrictions specify a model that has a cointegrating relation which includes NHEM, RFGG, RFSOX, and RFSUN (CR #1) and a second cointegrating relation that includes SHEM, RFGG, RFSOX, and RFSUN (CR #2). Cointegrating relation 1 can be interpreted as the long run equilibrium relation between surface temperature and radiative forcing in the northern hemisphere and CR #2 can be interpreted as the long run equilibrium relation between radiative forcing and surface temperature in the southern hemisphere. Consistent with this interpretation, the t statistics associated with the elements of α indicate that CR #1 'loads' into the equation for temperature in the northern hemisphere and CR #2 'loads' into the equation for temperature in the northern hemisphere and the equation for temperature in the southern hemisphere. The asymmetric loadings of CR #1 and CR #2 in the equations for temperature in the northern and southern hemisphere indicate that disequilibrium in the long run relation between NHEM and the components of radiative forcing (CR #1) affect temperature in the northern hemisphere only while both this disequilibrium and disequilibrium in the relation between SHEM and the components of radiative forcing in CR#2 affect temperature in the southern hemisphere.
This results indicates a south-to-north causal order and is consistent with the south-to-north causal order described by Kaufmann and Stern (1997) .
To specify a more parsimonious model of the relation between temperature and radiative forcing in each hemisphere, we impose two types of restrictions that over-identify the systemrestrictions that eliminate variables from the cointegrating relations and restrictions that equate elements of β associated with the various components of radiative forcing. These restrictions are evaluated using a likelihood ratio statistic. Consistent with the results of the t statistics for model 1, we cannot reject any restriction that eliminates a variable from either cointegrating relation other than RFSOX from CV #2 (Restrictions 1-8, Table 6 ). We also reject restrictions that make the element of β associated with RFGG in CV #1 equal to the elements of β associated with RFSOX and/or RFSUN in CV #1 (Restrictions 9, 10, 12 Table 6 ). We cannot reject any restrictions that equalize any of the elements of β associated with the components of radiative forcing in CV #2
(Restrictions 13-16).
These restrictions can be combined. We cannot reject restrictions that eliminate RFSOX from CR #2 and impose restrictions on the elements of β associated with radiative forcing in CV #1
(RFSOX=RFSUN) and/or CV #2 (RFGG=RFSOX=RFSUN) (Restrictions 17-19).
Alternatively, we cannot reject a set of restrictions (Restriction 20) that retains RFSOX in CV #2
and equalizes the elements of β associated with RFSOX and RFSUN in CV #1 and RFGG, RFSOX, and RFSUN in CV #2. Restriction #20 differs from restriction #19 by the presence of RFSOX in CV #2. Comparing restriction #19 to restriction #20 indicates that we can reject the restriction that eliminates RFSOX from CV #2 (χ 2 (1) = 4.46, p < .035). Based on this result, we use model 2 to represent the relation between temperature and the components of radiative forcing in each hemisphere (Table 5 ). Additional tests indicate that restrictions which eliminate any of the variables for radiative forcing (individually or groups of two or more) from either of the cointegrating relations in model 2 or impose additional restrictions on the elements of β associated with radiative forcing in CV #1 are rejected at the 5 percent level.
Alternatively, we can represent the relation between temperature and radiative forcing by assuming that temperature in the northern and southern hemisphere cointegrate (specification 2). If so, several just identified set of restrictions are possible. Each of these sets specifies a cointegrating relation that excludes temperature from one of the cointegrating relations and specifies a second cointegrating relation that includes surface temperature from both hemispheres and excludes one of the three components of radiative forcing. In an attempt to obtain a more parsimonious model that is based on specification 2, we reject over-identifying sets of restrictions that specify a cointegrating relation that includes temperature in the northern and southern hemisphere only by eliminating all components of radiative forcing (Restrictions 21-22, Table 6 ).
Rejecting these restrictions indicates that temperature in the northern and southern hemisphere do not cointegrate--the difference between hemispheric temperatures contains a stochastic trend.
The nature of this trend can be identified by eliminating only two of the three components of radiative forcing from the cointegrating relation that contains both northern and southern hemisphere temperature. We reject restrictions that eliminate RFGG and RFSOX from the cointegrating relation that includes temperature in the northern and southern hemisphere (Restrictions 23-24. Table 6 ). Conversely, we cannot reject restrictions that eliminates either RFGG and RFSUN or RFSOX and RFSUN from the cointegrating relation that includes temperature in the northern and southern hemisphere . This result implies that the difference between surface temperature in the northern and southern hemisphere shares a stochastic trend with RFGG and/or RFSOX. This is consistent with the large hemispheric differences in the radiative forcing of anthropogenic sulfur emissions, which occur mainly in the northern hemisphere (Kiehl and Briegleb, 1993) and smaller hemispheric differences in the atmospheric concentration of greenhouse gases.
Exclusion tests on restrictions 25-28 indicate that eliminating RFSOX and RFSUN from the cointegrating relation that includes both temperature variables is the least restrictive (26 & 28). To identify a more parsimonious model, we also can impose restrictions on the elements of β associated with the components of radiative forcing in the cointegrating relation that includes either NHEM or SHEM. Consistent with the results for specification 1, we reject restrictions that make the element of β associated with RFGG in CV #1 equal to the elements of β associated with RFSOX and/or RFSUN in CV #1 (Restrictions 29, 30 32 Table 6 ). We cannot reject any restrictions that equalize any of the elements of β associated with the components of radiative forcing in CV #2 (Restrictions 33-36). We choose restriction #36 as the most parsimonious model (Model 3 Table 5 ) for specification 2 because it has the largest number of restrictions (3) and these restrictions have the lowest likelihood of being rejected (p < 0.55).
Discussion
The results in Table 5 are consistent with some basic hypotheses regarding the effect of changes in radiative forcing on temperature and offer several lines of evidence that indicate human activity is partially responsible for the increase in temperature over the last 150 years. In all models, the elements of β associated with radiative forcing are statistically significant and are negative. The negative sign indicates that an increase in radiative forcing is associated with an increase in temperature. The elements of β quantify the effect of a change in radiative forcing on temperature in the long run. As such, the elements of β can be used to calculate the long run change in temperature that is associated with a doubling in radiative forcing (∆T 2X ). The size of ∆T 2X calculated from the elements of B fall in the lower range of temperature sensitivities implied by climate models (Wigley et al., 1997) . In model 1, doubling RFGG (4.3 watts/m 2 ) increases the long-run equilibrium temperature in CR #1 and CR #2 by 2.2 o C and 1.6 o C respectively. In (Figure 1 ). In the northern hemisphere, the increase in solar irradiation generated by model 2 raises temperature by a similar amount, but this increase is slightly greater than the increase in the historical data ( Figure 2 ).
The differences between the increase in the historical data and that implied by solar activity is associated with the radiative forcing of greenhouse gases and tropospheric sulfates. If we use model 2 to calculate the change in temperature when RFGG and RFSUN vary as indicated by historical data, the calculated increase in temperature is greater than the observed temperature increase (Figure 1 and 2 ). In the northern hemisphere, this increase is very large compared the observed increase. If anthropogenic sulfur emissions remained at their pre-industrial level, model 2 indicates that temperature would have increased by about 1.2 o C relative to 1860 (Figure 2 ). This implies that anthropogenic sulfur emissions damped the temperature increase in the northern hemisphere by about 0.7 o C. Indeed, using model 2 to calculate the change in temperature when RFGG, RFSOX, and RFSUN vary as indicated by historical data, the calculated change in temperature reproduces observed temperatures very closely (Figure 1 and 2) .
A portion of the hemispheric differences in the temperature effects of solar irradiance, greenhouse gases, and anthropogenic sulfur emissions are due to differences in the temperature sensitivity of these components of radiative forcing. Although the Johansen modeling framework does not allow us to test directly whether the elements of β associated with the components of radiative forcing in CR #1 and CR #2 in model 2 are significantly different, the cointegrating vectors indicate that a change in radiative forcing leads to a larger long-run equilibrium temperature change in the northern hemisphere than the southern hemisphere. This difference may be caused by the greater ratio of land to water in the northern hemisphere. The specific heat of land is significantly less than water and water mixes and absorbs light over a significant depth. Under these conditions, increasing the amount of heat absorbed by the atmosphere would lead to higher surface temperatures in the northern hemisphere.
Radiative forcing may have a greater effect on temperature in the northern hemisphere, but anthropogenic sulfur emissions reduce the radiative forcing of the atmosphere over the northern hemisphere relative to the radiative forcing of the atmosphere over the southern hemisphere (Kiehl & Breigleb, 1993) . Consistent with this effect, the long-run equilibrium temperature in the southern hemisphere increases relative to the northern hemisphere (Figure 3 ). This difference is caused largely by the greater effect of tropospheric sulfates on temperature in the northern hemisphere (-0.929 vs. -0.390). The differential rate of increase in equilibrium temperature may cause heat to flow from the southern hemisphere to the northern hemisphere. Although small, this exchange may account for the need to include anthropogenic sulfur emissions in the equilibrium relationship for temperature in the southern hemisphere. The inclusion of RFSOX in CR #2 in model 2 is surprising given the spatial heterogeneity that is associated with this component of radiative forcing. Anthropogenic sulfur emissions occur mainly in the northern hemisphere, have a relatively short lifespan, and therefore, have the greatest effect on the radiative forcing of the atmosphere above the northern hemisphere (Kiehl and Breigleb, 1993) . This implies that their effect on temperature may localized within the northern hemisphere and absent from the southern hemisphere. Nonetheless, a restriction that eliminates RFSOX from CR #2 in model 2 is rejected (χ 2 (1) =4.46, p < 0.035). This implies that the surface temperature in the southern hemisphere contains a 'signal' associated with anthropogenic sulfur emissions --without it, there is no stationary combination of southern hemisphere temperature and the radiative forcing of greenhouse gases and solar irradiance.
Alternatively, this conclusion could be caused by misspecification--the models use a global value for anthropogenic sulfur emissions. To evaluate the effect of using a global value for a variable whose effect may be restricted to the northern hemisphere, we develop a third specification in which the global data for the radiative forcing of anthropogenic sulfur emissions are divided between hemispheres. Using national data compiled by ASL through 1990 (the most recent year for which data are available), we generate a time series for the radiative forcing of anthropogenic sulfur emissions in the northern hemisphere (RFSOXNH) and a series for the radiative forcing of anthropogenic sulfur emissions in the southern hemisphere (RFSOXSH) and repeat the procedures used to choose the lag length (1 lag) and the rank of Π (two cointegrating vectors). A likelihood ratio test indicates that we reject (χ 2 (1) = 4.90, p < 0.028) a restriction that eliminates RFSOXNH from the cointegrating relation for the southern hemisphere that contains both RFSOXNH and RFSOXSH. This result reinforces the conclusion that surface temperature in the southern hemisphere shares a stochastic trend with anthropogenic sulfur emissions.
The elements of α measure the rate at which temperature adjusts to changes in radiative forcing. The statistically significant elements of α imply that 40-50 percent of the disequilibrium in the long run relation between temperature and radiative forcing is eliminated each year. This rate of adjustment probably is too large (i.e. it implies rates of ocean mixing faster than indicated by physical models). This result, combined with temperature sensitivities that are at the lower end of the range generated by GCM's imply that the VECM's ability to separate long-and short-run dynamics is limited. The possible bias implied by the rapid rates of temperature adjustment and low levels of temperature sensitivity may be caused by the presence of an I(2) trend in the data for the radiative forcing of carbon dioxide. To generate stationary combinations that include I(2) data, the procedure may artificially speed the rate at which disequilibrium is eliminated. A specific I(2) procedure would allow disequilibrium to remain for longer periods such that the cointegration residual might itself be a random walk I(1).
Validation From AOGCM Output
To evaluate the ability of the Johansen procedure to detect the relation between surface temperature and radiative forcing, we repeat our analysis with temperature data generated by the SUL experiment, which simulates the Hadley Centre AOGCM with concentrations of greenhouse gases and tropospheric sulfates that proxy their historical values . The specification for equation (3) is slightly different from the historical analysis because the SUL experiment holds solar activity constant, therefore, this variable is excluded.
As indicated in Table 2 , we use a lag length of 1 in equation 3 to analyze data from the SUL experiment. The results for both the λ trace and λ max statistics indicate that assigning Π a rank less than two is rejected strongly (Table 3) . Tests indicate that the data for temperature in the northern and southern hemisphere cannot be excluded from the cointegration space (Table 4) . On the other hand, we cannot reject restrictions that eliminate the data for the radiative forcing of greenhouse gases or sulfates from the cointegration space. This result is not sensitive to lag length. If we estimate a VECM with 4 lags (Chosen by the Akaike instead of the Schwartz or Hannan-Quinn criteria) and a rank of 2, we still cannot reject restrictions that eliminate the radiative forcing of greenhouse gases (χ 2 (2) = 2.99 p < 0.22) or anthropogenic sulfur emissions (χ 2 (2) = 0.22 p < 0.90) from the cointegration space.
As with the analysis of the historical data, we test restrictions on the variables included in the cointegrating relations and/or restrictions that equalize elements of β associated with the radiative forcing of greenhouse gases (HADCMGG) and sulfates (HADCMSOX). A number of other possible sets of restrictions on the cointegrating vectors can be accepted. There is not a unique set of restrictions that represents the temporal relation between temperature and radiative forcing simulated by the SUL experiment (Table 7) . Of the possible sets of restrictions, we can reject restrictions that exclude both NHEM and SHEM from one of the cointegrating relations (Restrictions 1 & 5, Table 7 ). Of the many sets of restrictions that we cannot reject, we choose restriction #10 because it has the largest number of restrictions (2) and these restrictions have the lowest likelihood of being rejected (p < 0.64). This model shows that there is a statistically meaningful relation between surface temperature in the southern hemisphere and the radiative forcing of greenhouse gases. On the other hand, the model does not indicate a corresponding relation in the northern hemisphere (Table 5) . We cannot reject many other sets of restrictions that represent a variety of relations between hemispheric temperatures and HADCMGG and/or HADCMSOX (Table 7) . We clearly reject (p < 0.014) a set of restrictions that eliminates both radiative forcing variables from both cointegrating relations (restriction # 17). Together, the results indicate that there is a relation between temperature and radiative forcing in the Hadley data, but the Johansen procedure cannot identify this relation uniquely.
The inability of the cointegration procedure to reject a wide variety of possible relations between temperature and radiative forcing may be caused by important differences between the historical and SUL data. In the SUL experiment, surface temperatures in the northern and southern hemispheres share a single stochastic trend and cointegrate (as indicated by our inability to reject restrictions 4, 8, 11,14 -16) . This result is inconsistent with the analysis of historical data, which indicates that temperature in the northern and southern hemisphere do not cointegrate due to hemispheric differences in radiative forcing. It is unlikely that the long-run relation between hemspheric temperatures that we find in the SUL experiment is very realistic. While the effects of greenhouse gases could be the same up to a scalar transformation in both hemispheres, the temperature effect of sulfate aerosols relative to the effect of greenhouse gases in the southern hemisphere probably is not equal to the same ratio in the northern hemisphere.
The ability of the cointegration procedure to detect the temporal relation between temperature and radiative forcing also may be impaired by the way that the series for radiative forcing, which are used to simulate the SUL experiment, are smoothed. This smoothing destroys higher frequency variability and adds spurious structure at decadal frequencies. 1 As a result, the aggregate data for the radiative forcing of greenhouse gases and aerosols are I(2) while the historical data for the same variables are I(1) ( Table 1) . Under these conditions, the Johansen 1 The data are constructed by assuming constant growth rates between observed data points. This means that the graph of the first difference of the series consists of a series of steps. It would be better to use a cubic spline to interpolate between observations. This results in a smooth graph of the first difference of the series. Additionally, more frequently observed series for greenhouse gases and sulfate emissions now are available.
technique cannot identify an I(1) stochastic trend that is shared by the temperature and radiative forcing variables(s). Rather, at least one strongly trending variable cannot be excluded from the long run relations. But the procedure cannot reject eliminating at least one of those variables. As described previously, the Johansen procedure assumes that the maximum order of integration is one.
The importance of stochastic trends as a means to identify relations among nonstationary variables serves as a caution to those who use climate models to analyze the temporal relation between temperature and radiative forcing. Stochastic trends in the data for radiative forcing must be preserved in the data used to simulate climate models. If these trends are eliminated by smoothing or if extraneous structure is introduced by interpolation, the temperature data generated by the climate model will not have the same temporal fingerprint as the historical data, and this will make it more difficult to detect climate change and attribute it to human activity using climate models.
Conclusion
The results of the cointegration analysis suggest that the stochastic trends in the radiative forcing of CO 2 , CH 4 , CFC11, CFC12, N 2 O, anthropogenic sulfur emissions, and solar activity also are present in the historical data for hemispheric surface temperatures. The presence of cointegration also implies that the temperature data do not contain any 'unidentified' stochastic trends. The increase in global temperatures in the past 140 years can therefore be attributed to changes in radiative forcing associated with natural variability and human activity. In addition, the way in which the cointegrating relations affect temperature in the northern and southern hemisphere confirm the presence of and mechanism for the south-to-north causal order described by Kaufmann and Stern (1997) and the hypotheses suggested by Wigley (1989) . The analysis of the Hadley simulation results have similar implications though unlike the observed data there no non-scalar differences between the effects of forcing variables in the two hemispheres. Together, these results provide more support for the conclusion that "the observed trend in global mean temperature over the past 100 years is unlikely to be entirely natural in origin." (Santer et al., 1996) . Important caveats are that: the Johansen analysis assumes that the highest order of integration in the data is one while the radiative forcing of greenhouse gases may contain an I(2) trend; and that this simple model ignores important feedbacks between temperature and the atmospheric concentration of trace gases such as carbon dioxide and methane. Future research will use structural time series techniques developed by Harvey (1989) to identify I(1) and I(2) trends in the historical temperature data and use the techniques developed by Stock and Watson (1994) to estimate statistically meaningful relations among data for temperature, emissions, and concentrations that may contain an I(2) trend. Decomposition of temperature change in the southern hemisphere. Dotted line is the temperature change due to changes in solar irradiance. The change in temperature due to changes in solar irradiance and the radiative forcing of greenhouse gases is given by the dashed line. The change in temperature due to solar irradiance, the radiative forcing of greenhouse gases and anthropogenic sulfur emissions is given by the solid line. Heavy solid line is the historical change in temperature.
Figure 2. Decomposition of temperature change in the northern hemisphere. Dotted line is the temperature change due to changes in solar irradiance. The change in temperature due to changes in solar irradiance and the radiative forcing of greenhouse gases is given by the dashed line. The change in temperature due to solar irradiance, the radiative forcing of greenhouse gases and anthropogenic sulfur emissions is given by the solid line. Heavy solid line is the historical change in temperature Figure 3 . The equilibrium temperature in the northern hemisphere calculated from CR #1 (model 2) and equilibrium temperature in the southern hemisphere calculated from CR #2 (model 2) using the historical data. The difference between the equilibrium temperatures is given by the dotted line. 
