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ABSTRACT

Athigakunagorn, Nathee. Ph.D., Purdue University, August 2015. Using Real Options
Theory to Enhance Highway Asset Intervention Scheduling. Major Professor: Samuel
Labi.

Highway agencies have a fiduciary responsibility for cost-effective upkeep of
highway assets worth trillions of dollars. A critical aspect of this stewardship is the ability
to make informed decisions regarding the scheduling of interventions geared to enhance
infrastructure capacity and structural integrity or to maintain a state of good repair.
Development of such schedules which are time-based or condition-based, often proceeds
with the implicit assumption that a certain asset-related parameter of volatility will
continue to follow a certain pattern on the basis of observed past trends. However, given
the uncertain nature of the asset environment, it is often the case that the economic
attractiveness of an investment determined at the analysis year may not be the same over
time. In some cases, it is possible to scale back, defer, or expand the investment at a future
time in order to avoid excessive losses or to capture additional rewards; in other cases, it is
not easy to scale back, defer, or expand. As stewards of taxpayer money, highway agencies
place great value on any flexibility they may be granted to exercise these options.

xvii
Unfortunately, the traditional economic evaluation methods provide a means for
capturing the value of such flexibility in decision-making. This dissertation addresses this
issue by proposing a methodology to value the flexibility associated with their intervention
scheduling using Real Options Analysis (ROA). ROA borrows the valuation method from
finance literature and has been applied in a few contexts of transportation management.
ROA for project evaluation makes it possible to determine a value of the flexibility to defer,
abandon, or proceed with the investment, and more importantly, to use such valuation in
the evaluation and decision process. The recommended decision is one that maximizes the
project value not only in terms of the project outcomes but also in terms of the inherent
flexibility available.
In this dissertation’s proposed methodology, the first step identifies the parameter of
volatility or the source of the uncertainty. The next step determines the project cost
components for both the agency costs and user costs and establishes the discount rates and
analysis period. The possible pathways for the parameter of volatility are established using
a binomial lattice, and the final project value corresponding to each pathway is determined.
The developed methodology establishes optimal intervention timing and scheduling, that
is both time- and performance-based, thereby reaping the relative merits of both broad
approaches. To demonstrate the application of the methodology, this dissertation presents
four illustrative case studies: highway shoulder widening, travel lane expansion, optimal
maintenance threshold determination, and optimal time for paving unpaved roads. The
findings from the case studies confirm the advantages of using ROA over the traditional
method and corroborate the efficacy of ROA as an effective method of economic
evaluation that appropriately captures the value of flexibility.
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CHAPTER 1. INTRODUCTION

1.1

Background

The owners and designers of civil infrastructure systems regularly encounter
situations where uncertainties and strategic decisions can potentially cause a change in their
original plans or actions. This situation repeatedly occurs throughout the life cycle of a
civil engineering system (Nembhard and Aktan, 2010; Labi, 2014) and directly affects the
design parameters (e.g., project size and type) and value, and hence, the feasibility of the
system.
Value engineering has long been applied throughout the life cycle of civil
engineering systems to assess the feasibility of initiatives to construct, reconstruct,
rehabilitate, expand, or even contract the asset. Often, such investments are irreversible
because once they are initiated, they cannot be reversed to their original states. Value
engineering enables a decision-maker (DM) to understand and estimate the consequences
of alternative actions in terms of the benefits and costs. It also helps a DM prioritize among
different alternative projects and thereby achieve optimal utilization of resources.
At the present time, the most practical approach for value engineering is the
Discounted Cash Flow (DCF) methods. DCF methods include the net present value (NPV),
internal rate return (IRR), equivalent uniform annual cost (EUAC), and payback period.
The payback period is the numbers of years taken from the accumulated benefit to exceed
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the cost. In spite of its numerous drawbacks, the payback period method is still popular for
its quick and simple calculation and thus is useful for high-level reporting and short-term
budgeting (Pogue, 2010). A variant of the DCF approach is decision tree analysis, which
considers all the possible outcomes of the investment. The biggest challenge of DCF is to
adequately incorporate uncertainty for example, by increasing the discount rate to reflect
the level of risk and uncertainty associated with the project (Kodukula and Papudesu,
2006). In other words, the benefits must exceed the costs to compensate for the risk so that
the project remains feasible even when it is heavily discounted. Figure 1.1 is an example
of project costs and benefits before (Figure 1.1 (a)) and after (Figure 1.1 (b)) the benefits
are deducted to account for the project uncertainty.
Probability
Cost

Benefit

$

(a) Project costs and benefits without risk consideration
Probability
Cost

Benefit (shift due to risk)

$

(b) Project costs and benefits with risk consideration (example)
Figure 1.1 Project cost and benefits without and with risk consideration
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The logic of this approach is reasonable. However, for projects where the discounted
costs exceed the discounted benefits, a DM is likely to demur from implementing the
project that may turn out to be viable at a later year. To illustrate this issue, consider the
example of a spare tire (Labi, 2014). Suppose a car driver (in this case, the DM) seeks to
analyze the feasibility of carrying a spare tire in his vehicle for the next five years. The
benefits from the deterministic DCF approach are far outweighed by the costs of carrying
a spare tire because the vehicle will definitely consume more fuel due to the extra load.
Therefore, the NPV of this project is less than zero, which suggests it is economically
infeasible for the DM to carry a spare tire in the vehicle, according to the deterministic
DCF analysis. Even if the DM bases this decision on probabilistic DCF analysis, the result
is not expected to be different. In spite of the overwhelmingly negative NPV, the fact is
that an overwhelming majority of drivers carry spare tires; this means that drivers’ value
for the flexibility of carrying a spare tire is high enough to exceed the negative net present
value of doing so. Clearly, using the NPV approach, it is not possible to quantify the value
of the flexibility of having a spare tire.
Real options analysis (ROA), on the other hand, provides a systematic method to
integrate flexibility in the value engineering process. This flexibility includes the ability to
defer the decision to a later time when more favorable conditions prevail, such as the
presence of new knowledge about the investment or reduction of the uncertainties
associated with the outcomes. In the abovementioned spare tire example, the flexibility of
carrying the spare tire enables us to exercise the option whenever the condition is optimal.
Furthermore, based on the ROA results, a DM may choose to expand, contract, or even
abandon a project at the current time or at a future specified time. ROA, which borrows its
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valuation concept from finance, has been applied extensively in the various contexts of
infrastructure management in the past decade, particularly in construction contract
management (Cui et al., 2004; Blank et al., 2009; Lui and Cheah, 2009; Ashuri et al., 2010;
Liang et al., 2010).
The prevalence of ROA use in infrastructure systems construction contract
management can be explained by the similarity of its applications in the financial world.
In the latter, the “financial option” was established in order to place a value option on
contracts to mitigate risk and uncertainty that the target investment would yield the desired
financial returns. This is the source from which asset management borrows the concept. In
asset management, it is sought to mitigate the uncertainties associated with asset attributes
that influence the investment decision process. However, this concept is merely one of the
benefits of utilizing ROA for infrastructure project management. Also, ROA is applied at
the design phase of infrastructure development (Wang and de Neufville, 2005; De
Neufville et al., 2006; Cardin and de Neufville, 2009). A classic example of ROA in
engineering system design and construction is a parking garage project (Zho and Tseng,
2003; Wang and de Neufville, 2006) where demand uncertainty is involved in the
engineering design: the demand determines the number of floors of the parking garage
which then determines the structural capacity of the structure’s foundation (Figure 1.2)
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When demand does not warrant the
construction of the extra level, defer the
construction to the future period (option
is not exercised)

4-level parking garage with foundation
which is capable of withstanding an extra
level (for expand option)
Low demand

High demand

When demand warrants the
construction of the extra level, the
extra level is constructed (option is
exercised)

Figure 1.2 Real options for parking garage expansion

1.2

Problem Statement

The state Departments of Transportation (DOTs) are obligated to comply with the
Scientific Integrity Memorandum released in 2009 (USDOT, 2012a) which mandates that
state DOTs be responsible for incorporating more transparency in any decisions they make
regarding projects and policies. Furthermore, the enactment of MAP-21 in 2012 also
required state DOTs to establish a risk-based and performance-based asset management
program (USDOT, 2012b). Doing this can help transportation agencies to better defend
and communicate their decisions to the public. Unfortunately, traditional value engineering
cannot capture and estimate the monetary value of the flexibility and uncertainty associated
with transportation projects. Even though probabilistic DCF can be used to investigate the
impact of volatile factors including traffic demand or asset deterioration rate on the
probabilistic distribution of the investment outcome, it cannot determine the value of the
flexibility and uncertainty associated with the project and therefore may result in decisions
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that may be suboptimal. Failing to incorporation of the value of flexibility in investment
evaluation can result in implementing a project when it should be deferred or abandoning
a project that should be implemented. By using the ROA approach to identify the latent
value of the project (Ford et al., 2002), the transportation agency can make better decisions
for its highway investments.

1.3

Study Objectives

On the basis of the above problem statement, the objectives of this dissertation are as
follows:
(1) Explore and identify opportunities to incorporate uncertainty associated with
the timing decision of highway asset investments and to utilize ROA to
determine the value of flexibility.
(2) Modify the ROA methodology appropriately for its use in real-world
transportation asset management problems at the project level.
(3) Integrate ROA with other decision analysis approaches to establish a more
comprehensive value engineering paradigm for highway asset activity
scheduling.

1.4

Organization of the Dissertation

The remainder of this dissertation proceeds as follows. Chapter 2 discusses the
concept of ROA and how it has been implemented in investment valuation; a literature
review on ROA theory and application in infrastructure asset management is also
presented. Chapter 3 introduces the general framework used in this dissertation to enhance
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highway asset investment scheduling. Chapters 4 and 5 elaborate the established
framework for optimal timing of road shoulder widening and lane expansion scheduling,
respectively, and a case illustration is provided in both chapters. The implementation of
ROA in order to establish the optimal maintenance threshold is explained in Chapter 6.
Chapter 7 details the methodology to define the optimal time for paving unpaved roads,
and Chapter 8 concludes the dissertation with a summary of the findings and contributions
as well as possible improvements for future research.
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CHAPTER 2. REAL OPTIONS ANALYSIS

2.1

Introduction

Project evaluation is an important prerequisite for any investor in deciding whether
or not a project has enough value to make it a good investment. When there are many
projects to be considered, using a project evaluation approach can help DMs to prioritize
the projects. Moreover, in the current era, transportation and accountability are vital in
investment decisions because several billions of dollars often are at stake and taxpayers
seek to ascertain whether their money is being well spent. This demand for accountability
continues to inspire researchers and practitioners to develop paradigms for evaluating
projects to reflect such real world requirement.
Early efforts in project evaluation began with the payback period criterion (Pogue,
2010), which attempts to determine the period of time required before investors recover
their investment. This criterion is quite simple and straightforward yet has a lot of
limitations because it neglects the time value of money and does not consider the cash flow
after the payback period. Subsequent evaluations criterion (e.g., IRR and NPV) helped
remedy the disadvantages of the payback period criterion. However, there are some project
valuation issues that cannot be addressed using these criterion; for example, how to value
the flexibility of the project implementation.
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ROA can address this shortcoming because it gives DMs the ability to appraise the
value of a project using a strategic plan that is referred to as an option. Apart from the defer
option, other options available to the DM are: to expand, to contract, or to defer (to reduce
the project risk and/or maximize the project return) until an auspicious time. In the next
section, the traditional project valuation methods are briefly discussed along with their
limitations. ROA then is discussed in detail, and a numerical example is provided to
illustrate the differences between the ROA approach and the traditional NPV approaches.

2.2

Traditional Approaches for Project Evaluation
2.2.1

Internal Rate of Return (IRR)

For any given cash flow stream, the rate that makes the NPV of the cash flow equal
to zero is called the IRR. IRR does not refer to the interest rate in an external market and
is solely and internally influenced and calculated by the cash flow stream of a project.
Investors will compare this rate with their minimum attractive rate of return (MARR) and
will decide to implement the project if the IRR exceeds the MARR. Due to the simplicity
of this method, several agencies use this criterion to justify their project decisions.
However, there are some cautions about using this rate; for example, the IRR tends to favor
short-term investments and thus often overlooks the long-term benefit of the project. In
addition, some cash flows can have more than one IRR value (e.g., a cash flow that has a
negative NPV at the beginning and the end of the project) or yield an IRR that is not a real
number, this is problematic if the IRR is being used as a decision tool.
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2.2.2

Net Present Value (NPV)

NPV, the most conventional criterion for project evaluation, uses the discounted cash
flow (DCF) approach to discount future cash flow streams during the analysis period to
some base year (often the start of the project). A value of the discount rate must be selected
carefully for the cash flow analysis because project life is often long and fraught with
economic risks. 5% is often used for public projects. The project is feasible if its NPV of
exceeds zero. In certain sectors, investors use NPV to prioritize projects.
The chief drawback of the NPV approach is that it assumes a static cash flow. The
money in and out of the project and, more importantly, any decision made in the future
must be predetermined. Even though this method does not consider risks and lacks action
flexibility, it is used in this dissertation to provide a base case approach to which the ROA
results are compared. Probabilistic NPV uses a probability distribution of the analysis input
factor to generate a probability distribution of the output.

2.2.3

Drawback of the Traditional Approaches

The main drawback of the traditional approaches is their inability to accurately
evaluate project flexibility. Therefore, DMs are unable to make truly strategic management
decisions, such as the option to wait for disclosure of market uncertainty, or operational
flexibility such as the option to switch among the alternatives.
The traditional approaches force DMs to make a decision at the initial stage of a
project. However, being able to consider the flexibility and options within a project can
mitigate the downside risks by deferring the decision until conditions are favorable for the
investment. This is also the reason why risk adjusted discount rate should not be constant;
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in fact, it should be reduced if the options are considered and could potentially be reduced
to a risk-free rate if all the risk has been mitigated with tools such as the minimum revenue
guarantee or the U.S. treasury bonds rate. All in all, the traditional approaches tend to
underestimate the value of the project while ROA expands the NPV of the project if the
need for flexibility is contemplated.
It should be noted, however, that ROA is not a substitute for any of the DCF methods
but rather complements them to provide more insight about the project and thereby provide
greater justification for investment decisions. Furthermore, the NPV of the project is still
required as a base case for comparison with the ROA approach. Note that if a project has
no flexibility, then the traditional approaches suffice to evaluate such a project without
implementing ROA because the option value will be zero, and the NPV of the project
therefore is the same as that from the traditional approaches.

2.3

Real Options Analysis (ROA)

ROA was derived from a well-known equation used by Fischer Black, Myron
Scholes, and Robert Merton in 1973 in an attempt to determine a price of a financial option.
This concept then was extended by Stewart Myer (1977), who coined the term real options
and used the idea to evaluate the growth of investments in real assets. This building block
has induced many scholarly papers in this area and set up a new project evaluation
paradigm that considers project flexibility and strategic management.
By definition, real options are a right, but not an obligation, to employ the flexibility
and/or managerial actions (e.g., waiting, expanding, switching, abandoning) inherent in a
project or nonfinancial asset within an uncertain environment and offers a method to
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evaluate those actions into an additional monetary value for the project or asset. ROA is a
relatively new paradigm in project valuation which embraces the uncertainty of the value
of the underlying asset and offers a tool to hedge against pessimistic circumstances.
For example, if investors seek to launch a new product, instead of putting all their
money in a full-scale investment, a pilot project could be deployed to test the market
reaction to the product before proceeding with the next phase of the project. ROA technique
could be used by the investors to provide guidance on the best course of action and to
indicate the additional value of the action. This additional value will be considered as the
maximum value of the pilot project or the maximum amount of funds for the investor to
conduct a market survey or to further develop the product.
ROA has its advantages, but not all projects are suitable for ROA (Kodukula and
Papudesu, 2006). Figure 2.1 identifies the features of the project that could make ROA a
valuable tool in project analysis. Basically, in order for a DM to take a flexible action in
response to the market the project should have these two features; uncertainty and
managerial flexibility. If the level of uncertainty is high, the benefits from the project could
be significant if a DM can adjust the decision to “profit” from that situation. Conversely,
if the market situation is not favorable, a DM can postpone the decision or abandon the
project in order to reduce the potential loss or gather more information about the project.
Without these two features, a project is absolutely deterministic and the traditional
approaches are therefore more appropriate.
It also should be noted that when the NPV of a project is near zero, ROA will
favorably recommend. This is because a project with a high NPV is clearly a very attractive
investment. The option value will be low due to the fact that the chance for the DM to

13
exercise an option is small. On the other hand, if the NPV of the project is highly negative
(compared to the option values), the values of the options cannot cover the projected loss
and a reverse decision is recommended.

High

Medium Option Value

High Option Value

Low

Low Option Value

Medium Option Value

Low

High

Managerial
Flexibility

Level of Uncertainty
Figure 2.1 Project flexibility and analysis approaches

2.3.1

Real Options vs. Financial Options

ROA borrows its valuation method from the finance options; however, there are some
differences between them. First, in financial options, the underlying asset are trading
securities (e.g., bonds or stocks) that have an exact value and it is therefore easier to
estimate their parameters (e.g., the volatility of the stock). However, in real options, the
underlying assets are tangible assets, such as highway infrastructure. For such assets,
finding similar projects from which to gather past data to determine the asset value is often
difficult. The remedy for this is to determine the present value of the project and presume
this to be the underlying value of the project. This is referred to as the market asset
disclaimer (MAD) assumption (Copeland and Antikarov, 2003).
In modeling the price of a financial option, a critical assumption is that there is no
arbitrage opportunity for an investor to buy a security at a lower price and then instantly
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sell it at a higher price. This is a plausible assumption when evaluating a financial option
since it has been marketed and the security therefore can be bought and sold swiftly to
prevent the arbitrage opportunity from happening; however, in the case of real options,
there is no market for trading this type of asset because it is a much less liquid asset than
financial options. Kodukula and Papudesu (2006) suggested that the liquidity discount
factor should be applied to the final option value to compensate for the fact that real assets
do not satisfy the arbitrage assumption.
The other difference between real options and financial options is that the latter
assumes that the uncertainty and the price of the asset are exogenous, which means the
price, risks, and volatility depend on the market situation and DMs cannot manipulate the
price or control a company’s management decisions. However, this may not be the case in
real options because all managerial decisions can have a direct impact on the present value
of the project (e.g., a highway agency’s decision to construct a 4-lane instead of a 2-lane
road will change the present value of the project). Also, the decisions made by DMs who
have real options will directly impact the market situation. For example, selecting to launch
a different product will have a different impact on the current market and the reaction from
competitors. Hence, the project would face different uncertainty and risk. On the other
hand, if DMs have a financial option, the price of the options relies on the market value,
regardless of whether DMs decide to sell, hold, or even buy more of the options.

2.3.2

Types of Real Options

There are several types of real options that can be implemented when evaluating a
project to reflect the flexibilities inherent in a project. Financial option types are generally
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categorized by the time to exercise the option (e.g., European, American, or Bermuda
options); however, the types of real options are defined according to a managerial and/or
strategic action. For example, a DM can expand, contract, or abandon a project in response
to the market or hold the project until some risk or uncertainty is resolved.

2.3.2.1 Call and Put Options
When a buyer contracts to obtain the right (not the obligation) to purchase a security
and agrees to pay a nonrefundable premium to buy it from a writer (a seller) at a
predetermined price (also known as the strike or exercise price) X at a certain time, this is
referred to as a “call option”. Typically, the buyer of the call option expects that the price
of the underlying security of the option (S) will increase beyond the strike price to obtain
the benefit of the investment, which considers that the option is “in the money” and the
profit of the investor is the difference between X and S. However, if the market price is not
favorable and goes below the exercise price (i.e., S < X) on the maturity date, it is rational
to let the option expire and buy a security at a current market value, which makes the value
of the option zero or the option is said to be “out of money.”
On the other hand, if a seller anticipates that the price of the underlying security (S)
is about to decrease, a contract can be made to obtain the right (not the obligation) and
agree to pay a nonrefundable premium to sell a security from a writer (a buyer) at the strike
price, X, at some certain time. This option is called a put option, and it will be profitable
when X is less than S (also “out of money” when the contrary is the case). Therefore, the
value of the call option and put option can be determined using Equation (2.1) and (2.2),
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respectively. Also, the payoff diagram for the options is presented in Figure 2.5. Note that
Figure 2.4 (a) and (b) are the long call and put options respectively that represent the option
buyer’s payoff, while Figure 2.4 (c) and (d) illustrate the short call and put option from the
option writer’s payoff perspective.
C = Max[S – X, 0]

(2.1)

P = Max[X – S, 0]

(2.2)
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Figure 2.2 Payoff diagram showing call options and put options

2.3.2.2 Option to Abandon
The option to abandon is a simple option that is available in every project. It is
basically a put option whereby DMs can decide to abandon a project and sell the intellectual
asset or physical property to another party to recover their losses when the product has not
been successfully developed or the market is not favorable. The strike price, which is
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predetermined by the contract, should not be less than its salvage value. This option also is
called a termination option. To explain this option, consider a pharmaceutical company
that can contract to have a right to sell a drug development project to another company at
any time in the next five years; when the project is not going well, the DM can exercise the
option or can let the option expire.

2.3.2.3 Option to Expand
If a project has the strategic and/or managerial ability to expand into a new market or
product or to expand its own operating capacity, then this project is said to have an option
to expand. This call option is valuable, particularly for new technology-based projects. If
the traditional approaches are used to analyze this type of project, a negative NPV result is
inevitable because they disregard the potential growth embedded in the project. However,
if a DM realizes this situation, some money can be given up as a premium (e.g., launch a
pilot project) to keep this project alive and open to future expansion opportunities.

2.3.2.4 Option to Contract
This put option is the opposite of an option to expand. It is useful in order to respond
to a market where the demand changes abruptly so DMs have a right to scale their
productivity back to a lower capacity and sell the excess resources (e.g., machines,
products).
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2.3.2.5 Option to Choose
If DMs have the flexibility to decide which type of options they would like to exercise
among various alternatives, they have an option to choose. The option to choose allows
DMs to abandon, expand, or contract their project at a certain time to optimize the project’s
payoff. Thus, this option could be either a call or put option. Since DMs have more options
from which to choose (i.e., they have more flexibility to manage the project), the option to
choose generally has more value than an individual option alone. However, the option
value will be less than or equal to the combined value of those individual options because
the individual options are mutually exclusive (i.e., DMs cannot expand and contract the
project at the same time so there will be a decrease in the value of the option to choose).

2.3.2.6 Option to Wait
The option to wait is also known as the option to defer, which lets DMs wait until the
market or project conditions are more favorable. However, this option is suitable only if
the product or the project has some kind of barrier to preserve the value of a project or to
protect the market share from another competitor, such as a legal right or a patent, should
the project be deferred. Additionally, the life of the project should be fixed and not
dependent on when the project is launched. Hence, there will be no payoff leakage when
the investment is made. For instance, a highway has a service life of 20 years. If an agency
decides to defer this project for one more year, the service life of this highway remains the
same and does not change in response to the amount of time the project has been deferred.
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2.3.2.7 Compound Options
In certain situations, the value of an option does not depend on the value of an
underlying asset of the option but depends on another option. This, generally speaking, is
referred to as an “option of an option” or a compound options. There are two types: the
first type is referred to as a sequential compound option whereby the subsequent option is
generated only when the first option is successfully exercised. It is akin to the process of
an infrastructure project in which there is a design phase and construction phase. The
construction phase can only begin upon completion of the design phase, during which the
uncertainties, risks, costs, and value of the construction phase are determined.
The second type of compound options is parallel or simultaneous compound options.
In this type of option, both an underlying option (the value of which is derived from an
underlying asset) and a subsequent option (the value of which is derived from the
underlying option) exist simultaneously. However, the life of the latter option is longer and
therefore is determined first by the backward induction method (described later in this
dissertation) to determine the value of the option.

2.3.2.8 Rainbow Options
The rainbow option is arguably the most complex and yet the most realistic of real
options types. This is because, unlike a simple option which aggregates all sources of
uncertainty into a single value, it allows the DM to model multiple sources of uncertainty.
For example, a chemical manufacturer uses petroleum refinery by-products as raw
materials, and thus the cost of their product fluctuates according to oil prices. As a result,
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a DM might want to model the oil price volatility separately from the market demand
volatility since they both have a significant impact on the viability of a project.

2.4

Option Valuation Methods

Real options borrow not only their concept from financial options but their valuation
methods as well. Typically, three approaches have been employed by both academia and
practitioners: a closed form solution using Black-Scholes equations (possibly with some
modification), simulation via the Monte Carlo method, and the binomial lattice method.

2.4.1

Black-Scholes Equations

This method was created by Fisher Black and Myron Scholes in 1973 and
mathematically extended by Robert Merton in the same year. The Black-Scholes formula
is:
C=

N(d1)∗S0 − N(d2)∗X

(2.3)

exp(rf∗T)

Where S0 = the price of the underlying asset, X = the exercise price, T = the time to
maturity, rf = the risk-free rate, 𝜎 = the volatility of the asset, 𝑑1 =

ln(S0 /X)+(rf+0.5σ2 )T
σ√T

,

𝑑2 = 𝑑1 − σ√T , N(𝑑1 ) and N(𝑑2 ) = the cumulative normal probability of the standard
normal distribution at d1 and d2, respectively.

Even though the formula is simple and easy to use for determining an option’s value,
it has significant limitations. First, it assumes that the option can be exercised merely on
its maturity date (i.e., the equation can only determine a European option). Also, it further
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assumes that there is no “leakage” of the option value (changes in the underlying value that
is not because of the volatility such as dividend payout, royalty fee, etc.). From a practical
viewpoint, it may be difficult to encounter a type of option that does not violate these
aforementioned assumptions; however this equation serves as the foundation of another
solution approach to solve any complex option.

2.4.2 Monte Carlo Simulation
Real options can also be analyzed using Monte Carlo simulation by tracking the likely
path of their underlying value. This approximation method begins with dividing the option
life into small time steps. As this time step becomes smaller, the value of the option gets
closer to that obtained using the Black-Scholes formula. The equation for the simulation
method is given in Equation (2.4):
St+1 = St + St*(rf*δT + σƐ√δT)

(2.4)

Where St+1 = the underlying asset value at time t + 1, St = the underlying asset value at
time t, δT = the time step, Ɛ

= the simulated value of the normal distribution with

mean = 0 and standard deviation = 1.

Equation (2.4) is used recursively from the start of the option’s life until its end, with
the increments being of size equal to the time step. At the end of the option’s life, the DM
decides to exercise the option if the payoff of the project exceeds a predetermined
threshold. Then, the payoff is discounted back to present value using a risk-free rate.
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2.4.3

Binomial Lattice

The Black-Scholes equation is a continuous-time model for computing option values
while the binomial lattice method, proposed by John Cox, Stephen Ross, and Mark
Rubinstein in 1979, is a discrete-time model for option valuation. Similar to the Monte
Carlo method, the binomial lattice also yields an approximation value but uses less
computational effort and problem setup time. Calculating an option value using the
binomial lattice method begins with constructing a tree-like structure (i.e., binomial lattice)
starting from the current asset value S0 (see Figure 2.3).
3
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Figure 2.3 Three time-step recombining binomial lattice

The upper branches of the lattice represent the upstage where the underlying asset of
the option goes up, and the lower branches represent the downstage where the asset goes
down. In this model, we assume only two possible up and down stages with a constant up
and down ratio throughout the tree (there also exists a model for three or more branches,
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but the following equations presented in the following paragraph are not valid for that
model). The next step is to calculate the underlying asset’s value at each node by
multiplying the up and down factors (u and d respectively) where it is appropriate until the
end node is reached.
Then, backward induction is implemented to determine the value of the option for
any intermediate node and back to the start node. The value of the option is the maximum
numerical difference between the underlying value at this node and the weighted average
of the option value of its subsequent nodes discounted back at a risk-free rate. The weight
applied here is similar to the probability but is a risk-neutral probability instead of the
subjective probability in a binomial model. Equations (2.5) to (2.7) are used to determine
the up and down factor, and the risk-neutral probability. Finally, the option value is then
calculated using Equation (2.8).
u = exp(𝜎√𝑇)

(2.5)

d = 1⁄u

(2.6)

p=

exp(rf∗δT)− d

(2.7)

u−d

Option Value =

(p∗option value at upstage)+ (1− p)∗(option value at downstage)
exp(rf∗δT)

2.4.4

(2.8)

Estimating Volatility

As already shown in the equations in the previous section, the real options value
depends on the following parameters: underlying asset value, strike price, risk-free rate,
options life, time increments, and volatility. The NPV of the project, as already discussed,
can be a proxy of the underlying asset value for ROA. Also, the risk-free rate is used to
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observe the value (i.e., the return rate of a short-term U.S. bond is a proxy for this rate).
Furthermore, the strike price, options life, and time increments are selected depending on
the characteristics of the project and the perspective of the DM.
Volatility, on the other hand, is the most difficult parameter to estimate for ROA
because project are generally unique. Unlike a financial asset for which historical data are
available, it is often difficult to find data for real projects for valuation purposes.
Practically, the Monte Carlo method is implemented to simulate the cash flow of a project,
and then the volatility of the project is estimated. A commercial program that can perform
Monte Carlo simulation, such as Crystal Ball and @risk (Mun, 2006), is normally used for
this task. Another method is to solicit opinions from an expert to estimate the distribution,
mean, optimistic, and pessimistic values of a project; these are then used to simulate the
project cash flow and to estimate the volatility of the project (Mun, 2006).

2.5

Numerical Examples

Suppose that the payoff for an infrastructure project depends on the future demand.
Suppose further that the cost of the project (X) at the current time is $220M, but the present
value of the project (S0) is only $180M and the risk-free rate is 3%. However, an agency
forecasts that the fluctuation of the project’s demand will be 25% and seeks to ascertain
whether the project is still feasible if they defer the project until the next five years. The
value of the call option to wait, the inputs for the calculations are therefore determined as
follows: S0 = 180, X = 180, σ = 0.25, T = 5, and r = 0.03. We show how to determine the
options value using the Black-Scholes equation (Section 2.5.1), Monte Carlo Simulation
(Section 2.5.2), and the Binomial method (Section 2.5.3).
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2.5.1

Black-Scholes Equation

From Equation (2.3), we have
d1 =

ln(S0 /X) + (rf + 0.5σ2 )T
σ√T

=

ln(180/220) + (0.03 + 0.5 ∗ 0.252 )5
0.25√5

d1 = 0.1889 and
d2 = d1 − σ√T = 0.1889 − 0.25 ∗ √5 = −0.3702
Hence, N(d1) and N(d2) are 0.5749 and 0.3556, respectively. Then, the monetary value of
the defer option is:
C=

N(d1 ) ∗ S0 − N(d2 ) ∗ X
0.5749 ∗ 180 − 0.3556 ∗ 220
=
exp(rf ∗ T)
exp(0.03 ∗ 5)

C = $36.14 M

2.5.2 Monte Carlo Simulation
The spreadsheet to calculate the value of the defer option by Equation (2.4) is shown in
Table 2.1. The time increment (𝛿𝑇) in the simulation is 0.5 year with 1,500 replications of
simulation, but only the first 20 replications are shown in Table 2.1. After five years, if the
value of the project has exceeded the strike price ($ 220 M), then the option will be
executed and the value of the option in that simulation round would be the value of the
project at the end of year 5 minus 220 (the second column on the right in Table 2.1).
Alternatively, if the project’s value in any particular simulation round does not exceed 220,
then the option will not be exercised and thus expires. Therefore, the option would be
valueless. The values are then discounted back to the present value (the last column in
Table 2.1), and the average of these values is the value of the defer option.

Table 2.1 Defer option valuation for numerical example using the Monte Carlo method
PV
Volatility
Risk Free Rate
Strike Price

180
25
3
220

NPV
No. of Trials
Time to Expire
Time Step (Yrs)

-40
1500
5
0.5

Average Expanded NPV
Real Options Value
% option exercised

Time Step Increment
Trial
1
2
3
4
5
6
7
8
9
10
11
.
.
.
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0

1

2

3

4

5

6

7

8

9

10

180
180
180
180
180
180
180
180
180
180
180
.
.
.
180
180

176.23
171.53
222.53
191.51
151.66
118.51
148.71
142.44
151.17
188.39
116.09
.
.
.
157.45
195.30

162.01
126.18
169.63
162.31
124.37
100.50
148.17
125.22
161.73
241.97
140.26
.
.
.
152.92
193.06

181.92
135.00
168.31
165.82
91.77
100.85
138.07
151.49
158.50
279.38
143.01
.
.
.
166.70
217.81

153.86
148.41
193.56
184.41
100.60
107.47
149.35
188.35
234.50
284.92
168.23
.
.
.
136.98
215.19

176.90
143.58
234.35
149.13
95.20
88.13
178.29
201.00
273.76
336.92
197.10
.
.
.
122.04
253.83

202.74
144.10
212.41
180.19
92.07
102.55
200.25
237.29
253.23
403.68
183.67
.
.
.
136.37
241.59

201.31
138.03
182.27
182.91
77.98
112.78
151.52
240.54
129.16
446.54
156.80
.
.
.
163.55
235.48

162.26
133.56
227.03
168.86
79.47
116.03
146.94
204.51
146.12
438.64
199.25
.
.
.
140.31
269.90

128.11
122.07
135.31
209.27
114.64
135.90
162.86
253.13
166.56
437.07
186.92
.
.
.
166.65
219.74

158.51
101.63
124.03
281.56
150.89
142.13
151.64
234.33
193.68
402.13
164.04
.
.
.
157.21
295.55

36.27
76.27
36.27

Project
Value at
Year 5
0.00
0.00
0.00
61.56
0.00
0.00
0.00
14.33
0.00
182.13
0.00
.
.
.
0.00
75.55

Expanded
NPV
0.00
0.00
0.00
53.10
0.00
0.00
0.00
12.36
0.00
157.11
0.00
.
.
.
0.00
65.17
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2.5.3

Binomial Method

When the time step (δT) chosen is one year, the up (u) and down (d) factors are
calculated with their associated probability by Equations (2.5) to (2.8). They are:
u = exp(𝜎√𝑇) = exp(0.25 ∗ √1) = 1.284
d = 1⁄u = 1⁄1.284 = 0.7788
p=

exp(rf ∗ δT) − d
exp(0.03 ∗ 1) − 0.7788
=
= 0.4981 and 1 − p = 0.5019
u−d
1.284 − 0.7788

Then, u and d are multiplied by the current underlying asset value, S0, to yield the
underlying value from years 1 to 5 as shown in Table 2.2.
Table 2.2 Underlying value of the defer option
Year

0
180

1
2
3
4
5
231.1246 296.7698 381.06 489.2907 628.2617
140.1841
180
231.1246 296.7698 381.06
109.1755 140.1841
180
231.1246
85.02598 109.1755 140.1841
66.2183 85.02598
51.57086

For example, the upstate value at year 1 is the multiplication of S0 and u, 180*1.284
= 231.1246 and the downstate value at year 1 is calculated the same way, that is,
180*0.7788 = 140.184. At the top node at year 5, the underlying value is 628.26, which
exceeds the strike price, and the option can be rationally exercised. Therefore, the payoff
of the project is 628.26 – 220 = 408.26. At node u2d3S0, the underlying value is 140.18,
which does not exceed the strike price; therefore, the option is allowed to expire and the
option value is zero.
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Next, backward induction is used to calculate the value of the option, which starts at
the right side of the lattice (i.e., at year 5) and then propagates back to the left side, that is,
the first node at year 0. At node u3dS0, the option value of this node is the maximum number
between the value if the decision is made to start the project at this time and the value if
the option is kept open. The value of the project if it starts now would be the underlying
value less the project cost while the value of the open option is the average of the
succeeding option value (node u4S0 and u3d2S0 for node u3d1S0) discounted back using the
risk-free rate, that is:
Value when the project is implemented = 489.29 − 220 = $269.29 M
Value when the project is deferred
=

=

(p ∗ option value at 𝑢4 𝑆0 ) + (1 − p) ∗ (option value at 𝑢3 𝑑𝑆0 )
exp(rf ∗ δT)

(0.4981 ∗ 408.26) + (0.5019 ∗ 161.06)
= $275.79 M
exp(0.03 ∗ 1)

Option Value at 𝑢3 𝑑𝑆0 = Max[269.29, 275.79] = $275.79 M

Therefore, at this node, the optimum decision is to keep the option open (i.e., to defer
the project). This calculation is done recursively until the beginning of the binomial lattice
and is summarized in Table 2.3.

2.5.4

Discussion of Real Options Valuation

At first glance, if traditional NPV is chosen to valuate the viability of a project, a
rational DM would reject the project since its NPV is negative (180 – 220 = – 40).
However, as shown in the numerical example, all three real option approaches yielded
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relatively the same or similar outcome (for the closed-form Black-Scholes equation,
options value = $36.14 M; for the Monte Carlo method, options value = $36.27 M; and for
the binomial method, options value = $35.17 M). This occurred simply because ROA
considers the flexibility inherent in a project, which in this case is the possibility to wait
and see what the level of uncertainty is while the traditional NPV keeps everything constant
and forces the DM to make a decision at the early stages of a project. The value from the
real options approaches is also called the “Expanded NPV” or NPV+ because it
complements the traditional NPV with a managerial and/or operational option value.
Hence, the total value for the example is 36.27 – (–40) = $76.27 M.
Table 2.3 Illustration of computation of the defer option value
Year

0
1
2
3
4
5
35.16935 61.43013 104.9274 173.8718 275.7927 408.2617
11.24115 21.98919 42.8712 83.27181 161.06
1.256474 2.599343 5.377414 11.12458
0
0
0
0
0
0

The approaches of the individual real options valuation methods are as follows. First,
the closed-form approach using the Black-Scholes equation yields an exact result and
requires less calculation effort since there is only one equation to determine. However, this
equation inherently assumes a European option where the exercise date is fixed. Moreover,
it is considered a “black-box” approach because it does not give any in-depth information
about the project. All that is required to input are the parameters’ values to receive a
solution. Therefore, this method may not be the best method to explain an option analysis
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to the persons or entities that finalize, approve or fund the project, such as the company
executive or in the case of public infrastructure, the legislation.
Monte Carlo simulation is an approximation method (its accuracy depends on the
time increment and number of simulation replications); however, it can provide further
detail about a project’s value throughout the option’s life. It also verifies that ROA can
hedge against the downside risk because it shows that the NPV will not go to -40 as in the
traditional NPV (in the numerical example). In fact, it will never be negative because the
option will not be exercised if the payoff is negative. Thus, the value of the project is
increasing. The computation load is the drawback of this method because it requires more
replications to obtain more accurate results. Also, similar to the Black-Scholes equation,
this approach is practically efficient when analyzing a European option. If it is
implemented for an American option where the exercise date is not restricted to only one,
it would be necessary to simulate all possible exercise dates to find the option’s value,
which could be cumbersome. As a result, it is recommended that if an option can be
successfully determined by the Black-Scholes equation (and its modification) or the
binomial lattice method, then these methods should be implemented instead of the Monte
Carlo method for the aforementioned reason. Therefore, the Monte Carlo method is often
selected to evaluate options that are not applicable to the above two approaches.
Finally, the binomial lattice method is arguably the best method to evaluate a project
with ROA. Similar to the Monte Carlo method, this method can track the value of the
option throughout the analysis period, which is beneficial because it makes the method
transparent and also helps the DMs when they need to clarify or justify a decision. It also
does not need massive computational efforts as does the Monte Carlo method. Most
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importantly, though, it is efficient enough to determine the value of American options
because, at each node in the binomial lattice, a DM has an opportunity to compare between
the project’s values before and after the option is exercised and therefore can decide to
exercise the option before its maturity date. However, when advanced options such as a
Bermudan option (which has no restriction on the number of exercise dates) are analyzed,
the standard binomial lattice must be modified in order to determine the option’s value.

2.6

ROA Literature in Transportation Asset Management

2.6.1

ROA in Contract Management and PPP Project

Cui et al. (2004) applied ROA to introduce the warranty option, which enables an
agency to defer its decision to buy the construction quality warranty at the end of the
construction process. Using the Black-Scholes equation, the authors calculated the value
of the option and deducted this value from the bid prices to evaluate the bid results. The
benefit of the warranty option is that an agency can monitor the quality of the project and
later decide whether or not to exercise the option accordingly.
Cheah and Liu (2006) used ROA to analyze a toll road project. Because the project
was a public-private partnership, the discount rate in the cash flow analysis was determined
using the capital asset pricing model (CAPM) instead of the risk-free rate. The subsidy for
the project was modeled as a put option issued by the government or public sector.
Additionally, the revenue cap was also modeled as a call option issued to the government
which would be exercised when the traffic demand increases beyond expectation and the
revenue was over the cap that would be repaid to the government. Monte Carlo simulation
was used to calculate the value of the options. Similar work was undertaken subsequently
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by Brando and Sarajva (2008); Blank, Baydia, and Dias (2009); Liu and Cheah (2009); Qui
et al. (2009); Ashuri et al. (2010); and Shan, Garvin, and Kumar (2010).

2.6.2

ROA with Game Theory

One restriction of ROA is that it assumes that the market is a monopoly, which
implies that deferment of the project investment does not erode the project value over time.
Instead, the deferment causes an increase in the project value because the option to wait
was exercised. This assumption may not hold true in certain situations, particularly when
there is competition in the market.
The remedy to this issue is to integrate Game Theory into ROA (Smit, 2003).
Strategic policy (i.e., strategic investment) can be evaluated along with the flexibility of
the project to obtain the expanded NPV (Smit and Trigeorgis, 2006).
Expanded (strategic) NPV = direct (passive) NPV + strategic value + flexibility value
(2.9)

The benefit of using real option games (ROG) is that the optimal strategy in the
investment can be determined. Smit and Trigeorgis (2006) used some classic game theory
strategies, such as “Prisoners’ Dilemma” and “Grab the Dollar,” to illustrate ROG analysis
in investment and research and development projects. Ferreira et al. (2009) constructed a
payoff matrix using ROA before obtaining the optimal strategy from game theory. In their
hypothetical case study, the classic NPV led to poor outcomes because NPV fails to
consider the value of the flexibility and strategy of the investment. By implementing ROA
in their case study, they showed that ROA could prevent poor outcomes of investment
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evaluation by suggesting that the DM wait until the uncertainty is resolved and the plans
of competitors are known. However, ROA did not yield the optimal result because it did
not consider the benefit of preempting the competitive market. They concluded that the
DM must consider the commitments (i.e., the strategies) and the trade-offs for flexibility
in the project. Further sensitivity analysis showed that the optimal player strategy may be
different if the uncertainty changes (by changing the volatility value).
Other ROG topics can be found in Smit (2003) and Smit and Trigeorgie (2009). It is
interesting to note that one drawback of game theory is that it is not capable of including
flexibility into the payoffs matrix calculation, which is the strength of ROA (Ferreira et al.,
2009). Therefore, ROG not only relaxes the monopoly assumption of ROA but also
enhances the efficiency of game theory by incorporating flexibility and uncertainty into the
analysis.

2.7

Discussion and Conclusions

There are pitfalls in the traditional approaches for project evaluation. The IRR
approach considers an internal interest rate and does not refer this to an existing market.
The NPV approach is widely applied but assumes a static cash flow, which rarely happens
in the real world. Even when the probabilistic NPV approach is used, the approach only
provides the distribution of the possible outcomes and a mean and standard deviation
thereof but still cannot capture the flexibility value of the project. The decision tree analysis
approach is capable of modeling the dynamic characteristics of a project. The approach
starts with constructing a tree-like diagram to represent the possible pathways of a project
using choice nodes and chance nodes. However, the disadvantage of this method is that the
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probability assigned to each chance node is rather subjective, which can greatly affect the
outcome of the model.
The ROA approach is a relatively new paradigm for project evaluation. The approach
borrows from financial options theory not only the concept but also the valuation method.
ROA has been touted as a promising method in project valuation because it allows the DM
to determine the value of any option or flexibility associated with the project. The method
is most valuable when a project has significant managerial and/or strategic flexibility with
the NPV of the project close to zero. However, it can also be used as a tie-breaker where
the NPVs of two or more project alternatives are close to each other and it is difficult to
choose the best alternative.
When a project is evaluated using ROA, the risk-neutral probability is used rather
than the subjective probability so that the risk-free rate can be applied in the analysis. This
facilitates the analysis because the rate can be determined easily from publications or
periodicals that feature the short-term U.S. Treasury return rates. The underlying asset
value is also difficult to identify because projects are unique; therefore, the NPV of the
project is fairly assumed to be equal to the value of the underlying asset. Nevertheless, the
real challenge when estimating the ROA parameters is volatility of some attribute of the
asset. Therefore, a simulation method is necessary in order to capture such uncertainty and
to find an approximate value of the uncertainty.
There are three typical ways to calculate the real options value. The first one uses a
closed-form equation such as the Black-Scholes equation which gives an exact value but
has some assumptions that are only applicable with specific type of options. Modifications
of this equation could be implemented to remedy this situation, but a complex
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mathematical process, which is fundamental to the method (Ito’s calculus) (Luenberger,
1997) is necessary. The next method, the Monte Carlo simulation is the most flexible for
analyzing real options values. It can be adjusted to suit any type of options, but requires a
great deal of computational work. The last method, the binomial lattice, is the most widely
accepted method because it is transparent and easy to explain but requires some
modifications in order to deal with complex options.
Finally, a numerical example was presented in this chapter to show how the real
option value can be obtained using each of three common methods discussed above. The
benefits of the ROA approach, compared to the traditional NPV, by determining the
flexibility of a project and adding this to the value of the project were also discussed. The
resulting NPV is referred to as the “Expanded NPV”. Despite its aforementioned
advantages, there are some drawbacks to the ROA method. The most arguable issue with
this method is that most infrastructure, particularly, highway infrastructure projects, have
very limited markets, and it therefore may not liquidate enough for the arbitrage theory to
be valid. Moreover, this method implies that the market is not competitive (e.g., the DM
can defer the project and wait for the right conditions before making a decision without
any impact on the value of the project). To account for competition in the market, the ROG
approach could be used when the market is not a monopoly.

2.8

Chapter Summary

This chapter discussed ROA in detail. Three option evaluation methods, namely
Black-Scholes equations, binomial lattice, and Monte Carlo simulation, were also
discussed and numerical examples were provided to demonstrate for each method. The
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chapter concluded with a discussion of some of the literature related to the application of
the ROA concept to construction engineering management problems and game theory.
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CHAPTER 3. GENERAL FRAMEWORK FOR ASSET INTERVENTION
SCHEDULING

3.1

Introduction

This chapter explains how to broaden a traditional ROA to address specific problems,
and in particular, transportation asset management timing decisions. The basic concept of
ROA is presented in Chapter 2. In this chapter, ROA is integrated with traditional economic
analysis criteria.

3.2

General Framework

The general framework which is illustrated in Figure 3.1, consists of the following
steps:
Step 1 For any project in highway asset management (see Figure 2.1), two features
that add value to the ROA approach are flexibility and uncertainty. On the flexibility side,
the first aspect to be identified is the strategic decision. An example of a typical strategic
decision in highway asset management is to defer to a future time the construction of an
extra level of a parking garage or a highway pavement improvement. After the flexibility
or strategic decision has been identified, the parameter or design variable that would be
affected by this flexibility is also obtained. For example, the design variable could be the
number of levels of a parking garage or the type of intervention and the timing of its
implementation.
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Figure 3.1 General framework for the analysis in this dissertation
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However, for some complex infrastructure systems, the set of design variables may
be numerous. For example, in highway systems, Wang (2005) and Kalligeros (2006)
developed techniques that could be implemented to select the asset design variables using
ROA.
Step 2 In this step, the sources that contribute to the uncertainty (variability)
associated with some attribute of the highway asset and therefore, the asset value, need to
be identified. In transportation, two of the most important sources of uncertainty include
the traffic demand and asset condition. Other sources include the price of the right-of-way,
material price, and the finished quality of asset construction, reconstruction, rehabilitation,
or maintenance (Zhao, et al., 2004). However, uncertainty could also arise from exogenous
sources. For example, the climatic severity could have a significant impact on the longterm effectiveness (longevity) of highway assets that have received rehabilitation or other
intervention.
Furthermore, the characteristics of the uncertainty need to be modeled, which will
indicate the nature of the change in the uncertainty. For this, stochastic process is typically
used. Examples of the stochastic processes that have been implemented in the literature
include:


Brownian Motion. This process is also known as the Wiener process (the BlackScholes equation we discussed in Chapter 2 is based on this concept). This
stochastic process assumes that the change between any two points in the process
is the proportion of time elapsed between those two points (Luenberger, 1997).
This process is used widely in finance because it can mimic inflation growth.
This process is not a stationary process because the value changes through time;
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however, because the mean of its increment is constant, the process is a
stationary in nature.


Poisson Jump Process. This process is suitable for modeling a random discrete
event that experiences a substantial change in uncertainty (Chow et al., 2011).
The effect of stimuli such as the pass of new legislation or natural disaster could
be modeled using Poisson jump process.

Step 3 After the sources of uncertainty have been identified, the scale of impact or
magnitude of each uncertainty needs to be measured in terms of volatility or standard
deviation. Historical data (Chriss, 1997; Zhao and Tseng, 2003) and Monte Carlo
simulation (Kodukula and Papudesu, 2006) can be used to quantify such uncertainty. A
higher level of volatility implies that there is greater uncertainty associated with the project
and therefore, the difference between the maximum and minimum possible values of the
source of the volatility is also wider. Figure 3.2 (a) and (b) illustrate the deterioration rates
for projects with high and low volatility, respectively, where the source of uncertainty is
the asset deterioration rate.
Deterioration rate

Deterioration rate

Max rate
Max rate
Current
rate

Current
rate
Min rate
time

(a) High volatility

Min rate
time

(b) Low volatility

Figure 3.2 Deterioration rate with different levels of volatility
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Step 4 After the sources of the flexibility and uncertainty have been established, the
next task is to analyze the project condition using the information generated or obtained
from the previous step. Generally, an engineering relationship or equation is utilized to
convert the information into the asset attribute of interest. For example, the number and
severity of crashes can be calculated from the AADT. Then, the AADT and the
deterioration rate can be used to determine the need for shoulder or lane widening.
Step 5 From the asset’s condition before and after the intervention, all the benefits
and costs are computed from the perspectives of the agency as well as the users. An
increase in the asset’s value (due to an improvement in its condition) is an example of the
agency’s benefits while the cost of improvements and maintenance is an example of the
agency’s cost. For the users, the change in travel time cost or vehicle operating cost are
considered a benefit or a cost to the user. All these cost and benefit components then are
converted to monetary values to determine the net economic value of the project.
It is worthy to note that a dollar spent by the agency might not always be equal to a
dollar spent by the user. For instance, high dust pollution on an unpaved road, which raises
the health issue for users or the community in the surrounding area, can potentially increase
the need to pave the road. Therefore, even with high paving costs, the relative weight ratio
between a dollar of agency cost and a dollar of user cost must be low to express the
importance of the improvement. On the other hand, if the budget is limited, the agency
dollar weight ratio should be increased to reserve the money for a top priority project.
Step 6: After all the cost components have been identified and determined, the final
step is project evaluation to obtain the optimal timing for the intervention. The total project
cost is one of the possible indexes to indicate the optimal timing for an intervention using
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the traditional DCF approach. Ideally, the project should be implemented at the time that
is found to yield the lowest total project cost.
Nevertheless, this framework is not sufficient for ROA to identify the optimal time
because ROA needs to compare the current project value when the option is exercised (i.e.,
when the intervention is triggered) and the expected project value when the option is open
(i.e., when the intervention is deferred). Fortunately, the project objective functions, such
as the project cost savings, can be established easily to track and compare these two values
and enable ROA to recommend the optimal intervention time. Therefore, the intervention
is deemed feasible for implementation whenever the instant project cost savings (the
benefit from the intervention at that time) exceeds the expected project cost savings (when
the intervention is implemented in the future).
Furthermore, as mentioned in Chapter 2, three traditional methods can be used to
determine the option value. However, in this dissertation, the binomial lattice method is
used for determining the option value because it allows the tracking of the project value
throughout the analysis period. This is an important feature of the analysis that is pertinent
to highway asset intervention projects in real life. Additionally, the binomial lattice method
requires lower levels of mathematical rigor.

3.3

Chapter Summary

This chapter included and defined the general framework proposed in this
dissertation. All the tasks required for determining an optimal highway asset
implementation decision were identified for both the traditional DCF and ROA approaches.
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The importance of the agency/user cost weight ratio was also discussed and is incorporated
in the dissertation’s general framework.
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CHAPTER 4. ROA APPLICATION IN SHOULDER WIDENING SCHEDULING

4.1

Introduction

Safety countermeasures are typically applied when operating conditions (e.g., crash
frequency, crash rate, or traffic volume) reach a certain threshold. Highway safety
managers are tasked not only with identifying appropriate safety countermeasures but also
identifying the right time to apply such countermeasures. Often, the appropriate
countermeasure is identified on the basis of crash frequencies and crash patterns. Shoulder
widening is considered to be a cost-effective countermeasure for run-off-the-road crashes,
particularly for rural two-lane roads with narrow shoulders (Schrock et al., 2011).
To support safety investment decisions, most of the past studies in the literature
employed frameworks that utilized the conventional DCF methods to calculate the NPV of
the safety countermeasure. Similar to all the deterministic approaches, the drawback of this
approach is the difficulty of considering uncertainty and, more importantly, the inability to
exercise management flexibility, specifically, the options to defer, abandon, or scale back
the countermeasure as and when warranted by the road operating conditions. This
drawback presents a gap in the state of the knowledge. ROA is an approach that considers
decision flexibility by accommodating the uncertainty that is associated with the project
environment and operating characteristics.
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Using a case illustration of highway shoulder widening, this dissertation explains
how ROA could be used to capture and quantify the flexibility associated with the timing
of safety countermeasures as well as to estimate the benefits or consequences of doing so.
Table 4.1 presents the analogy between financial options and real options.
Table 4.1 Analogy between financial options and real options for road shoulder widening
Financial Options

Real Options

Underlying asset

Stock price

Asset value

Exercise price

Strike price

Improvement cost

Source of uncertainty

Stock price

Traffic volume (AADT)

Option type

Call

Widening of shoulder

Time step

Day

Year

4.2

Objective and Scope

This chapter attempts to show how ROA can be used to incorporate flexibility in
safety investment timing. The ROA concept includes the consideration of cost (to the
agency) and effectiveness (reduced user cost of safety due to crash reduction). The concept
is applied to capture and incorporate the uncertainties in the decision-making process. The
concept is demonstrated using a case illustration in shoulder widening on a rural two-lane
road. The optimal time for widening under different operating conditions is analyzed.
This chapter is organized as follows. The methodology is described. The crash
prediction model is briefly discussed in the next section followed by the NPV and ROA
methods. Then, the conclusions that can be drawn from the case illustration are presented.
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4.3

Framework for Shoulder Widening Analysis with ROA

The overall framework of this dissertation is illustrated in Figure 4.1, which was
extended from Figure 3.1. Each aspect of the framework is discussed in subsequent
sections.
Cost models for
safety
countermeasure

Estimate Agency
Cost

Estimate User
Costs

Safety performance
(crash prediction)
functions

Assign weight between
agency and user cost
Evaluation
Net present value
(NPV) Analysis

Determine: whether or
not to proceed with the
countermeasure
implementation

Real Options
Analysis (ROA)

Determine:
(a) the optimal time for applying the countermeasure
(b) for each possible year of implementation, the minimum
operation conditions for implementation
(c) the optimal intensity of the countermeasure (the extent of
shoulder widening) at each possible year and operation condition

Figure 4.1 Framework for shoulder widening scheduling

4.3.1

Assumptions

First, it is assumed that the considered safety countermeasure or improvement is
consistent with the American call option. That is, the agency exercises the call option by
widening the shoulder to minimize the total project cost in the same way a financial
investor exercises a financial call option to obtain a stock at a predetermined strike price
when the market value exceeds that value. In this type of option, there is no specific
“exercise date” in the investment timing but the option can be exercised only once. Thus,
in the context of the case illustration in this chapter of the dissertation, it is assumed that
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only one shoulder widening activity can be carried out during the period of potential
implementation (PPI), which is the period within which the agency can defer its decision
until implementing the project, which in the case illustration, is five years.
The so-called “beneficial period,” which is the duration during which a return on the
investment can be received, is also fixed in this case illustration at five years starting from
the year of implementation (road shoulder widening) for both NPV and ROA (e.g., if the
decision is made at year 3, the beneficial period is year 4 to year 8, and if the decision is
made at year 5, the beneficial period is year 6 to year 10). After the widening decision is
made, it is assumed that the traffic volume increases deterministically at 5% per year,
which can be relaxed when Monte Carlo simulation is used in the analysis.

4.3.2

Crash Prediction

Over the past few decades, a large number of models and techniques have been
developed to forecast highway crash frequency; these include Vogt and Bared (1998) and
Hauer et al. (2002), among others. This dissertation does not develop any crash prediction
models but rather uses the model developed in the past literature to estimate the number of
crashes with and without the safety countermeasure implementation. These models are
briefly described below for the sake of completeness.
The Poisson Regression Model. This model is typically used to estimate the number
of occurrences of rare events such as highway crashes. The model assumes that the number
of occurrences is Poisson-distributed with a mean that is equal to the variance, and the
maximum is at or around the mean. The Poisson distribution is appropriate for predicting
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the number of crashes because it is a discrete probability distribution with a non-negative
integer random variable. The Poisson regression form is (Neter and Wasserman, 1996):
𝜆 = 𝑣𝑎𝑟(𝑌(𝑥𝑖 )) = 𝑒𝑥𝑝(𝛽0 + ∑ 𝛽𝑖 𝑥𝑖 )

(4.1)

where: 𝜆 is the expected number of crashes, 𝛽0 is a constant coefficient, 𝑥𝑖 is the
explanatory variable, and 𝛽𝑖 is the coefficient associated with explanatory variable i.
Furthermore, the probability that there will be 𝑦 crashes is defined as:
𝑃𝑟(𝑌 = 𝑦) =

𝑒𝑥𝑝(−𝜆)𝜆𝑦
𝑦!

(4.2)

The major drawback of the Poisson Model is its assumption that it is a univariate
distribution since its mean is equal to its variance (Equations (4.1) and (4.2)). This could
be problematic in overdispersion situations where the observed variance of the data set is
higher than the theoretical variance as well as the theoretical expectation. If we further
assume that the dispersion follows the gamma distribution across the mean, then the
relationship can be best described by the negative binomial model. The variance can then
be determined using the following equation (Neter and Wasserman, 1996):
𝑣𝑎𝑟(𝑦) = 𝜆(1 + 𝛼𝜆)

(4.3)

Where: α is overdispersion factor.

It is noted that if the overdispersion factor is zero, then the value of the variance is
the same as the mean, and the model is reduced to the Poisson model, which is a special
case of the negative binomial model whereα α is 0. Another benefit of using the negative
binomial model instead of the Poisson model is that the overdispersion factor is also
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accounted for, which is another explanatory variable that was not included in the Poisson
model.
In the literature, Zegeer et al. (1981) investigated the effect of lane and shoulder
widths on crashes on rural two-lane roads. The authors established the relationship between
a highway’s geometric design and the number of crashes, and the cost-effectiveness of lane
and shoulder widening was established. They concluded that the number of crashes would
decrease by 20% if the shoulder were 2.74 meters wide. Using Empirical Bayesian
analysis, Hanley et al. (2000) revised the accident reduction factors (ARFs) for shoulder
widening and other improvement. The results of that study emphasized the benefits of
shoulder widening improvements.

4.3.3

Methodological Details

Step 1 At any given initial traffic volume (V0) and demand volatility, the traffic
volume is determined at each node of each time step during the PPI. In this dissertation,
the AADT was varied from 5,500 vpd to 35,500 vpd to determine the project’s feasibility
in each year of the PPI. Then, Equation (4.4) was used to calculate to obtain the up (u) and
down (d) factors (Kodukula and Papudesu, 2006). By multiplying the up and down factors
with V0, the traffic demand in the upstage (when demand goes up) and the downstage
(when demand goes down) are obtained. This step is best depicted as a binomial tree
(Figure 4.2).
𝑢 = exp(𝜎√𝛥𝑡)

,

𝑑 = 1/𝑢

(4.4)

Where: 𝜎 is volatility in % and Δt is time step which in this chapter of the dissertation is
set to 1 year
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u2 V0
uV0

U is up factor
D is down factor
V0 is an initial traffic

udV 0

V0
dV0

d2 V0
Year 0

Year 1

Year 2

Figure 4.2 Two-time-step binomial tree for traffic demand

For the roadway under consideration, the traffic volume (AADT) was chosen to be
the source of the volatility because it greatly impacts the number of crashes (see Table 4.2).
If the number of crashes is used directly as the source of the uncertainty, a bias can occur
toward roadways having higher crash rates. However, by modifying the methodology as
described in this dissertation, the crash rate can be another source of uncertainty with the
AADT to enhance the accuracy of the model.
Step 2 From each end node, the underlying project value was calculated for both
cases (with and without the shoulder widening project). The traffic demand for each node
was an input to estimate the number of crashes using the crash prediction model in Equation
(4.1) and described in the previous section. The parameters of the model for rural two-lane
road are presented in Figure 4.2, which are from Lamptey (2004); the agency
(improvement) cost and the user (crash) cost were taken from Sinha and Labi (2007).
It is further assumed for the other road characteristics that the lane width, average
horizontal curve radius, and average vertical curve gradient are 12 ft., 1,400 ft., and 3%,
respectively.
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Table 4.2 Coefficients in the crash prediction model
Coefficient in Crash Prediction Model
Severity

Constant

LL

LQ

RSW

AGRAD

LW

FR

ARAD

Fatal

-8.1816

1

0.5289

-0.0707

0.0784

n/a

n/a

n/a

Injury

-7.221

1

0.8806

-0.0325

0.0518

-0.0724

-0.0134

-0.021

PDO

-4.6854

1

0.6669

-0.0105

0.0075

-0.0424

-0.0089

-0.0252

Source: Lamptey (2004)
Where: LL = natural log of section length; LQ = natural log of section AADT; RSW = right
shoulder width; ARAD = average horizontal curve radius; LW = lane width; FR = pavement
friction number; AGRAD = average vertical curve gradient, and PDO = property-damageonly.

Step 3 If the benefit or the cost reduction of the improvement exceeds its agency cost,
it is feasible to implement the shoulder widening project, and the underlying value of that
node is the total cost reduction from the shoulder widening project. Otherwise, the
underlying asset of the project is the benefit of the asset without the shoulder widening
project. In other words, the benefit of the project at each node is the maximum between the
cost saving if the project is constructed and the expected cost saving if the option remains
open.
Step 4 Using Equation (4.5), the underlying value of the preceding nodes was
calculated, starting from the extreme right side of the lattice, that is, the end node of each
branch of the binomial tree until the first node (on the extreme left side) is reached. The
underlying value of the node at year 0 is the value of the option if the shoulder widening
option remains open.
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𝑉𝑎𝑙𝑢𝑒𝑐𝑢𝑟𝑟𝑒𝑛𝑡 = [𝑝𝑉𝑎𝑙𝑢𝑒 𝑢𝑝 𝑠𝑡𝑎𝑡𝑒 + (1 − 𝑝)𝑉𝑎𝑙𝑢𝑒 𝑑𝑜𝑤𝑛

𝑠𝑡𝑎𝑡𝑒 ]

∗ exp(−𝑟𝛥𝑡)

Where: r is the risk-free rate and p is the risk-neutral probability =

4.4
4.4.1

(4.5)

exp(𝑟𝛥𝑡)−𝑑
𝑢−𝑑

Results

NPV Approach

First, the problem was analyzed using the traditional method. The NPV of the project
was calculated from the streams of costs and benefits discounted using a 4% rate. The
results (Figure 4.3) indicated that the minimum AADT for the improvement is 9,500 vpd
and the shoulder therefore should be widened by 2 ft. (circled marker on the initial AADT
of 9,500 vpd line). At the other extreme, the minimum AADT for the maximum shoulder
width expansion (i.e., expand the shoulder by 6 ft. from 2ft. to 8 ft.) is 12,500 vpd (circled
marker on the initial AADT of 12,500 vpd line). For an AADT of 11,500 vpd, the suggested
decision from Figure 4.3 was to increase the shoulder by 4 ft. (i.e., from the existing 2 ft.
to 6 ft.) which was indicated by the circled marker on the initial AADT of 11,500 line.
The different AADTs that warrant the different shoulder widths can be problematic,
particularly in such “irreversible investment” situations (where the DM is unable to take it
back or resell the added value in order to recover the funds already invested). In this case
illustration, if the traffic demand decreases to 9,500 vpd the following year, the project
became infeasible; conversely, if the demand slightly increases to 12,500 vpd, the need
might arise to expand that shoulder a second time, which violates the condition of
specifying only one action in the analysis (the restriction on the action frequency is
motivated by the desire to avoid excessive user delay time associated with work zones).
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The dilemma situation faced by the DM arises because the uncertainty of traffic demand
was not considered in the analysis. This situation indicates a weakness of deterministic
NPV analysis and motivates the use of alternative analysis techniques that adequately
address such uncertainty.
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Figure 4.3 Relationships between cost reduction and extent of shoulder widening using
NPV method

Figure 4.4 presents the results from a different perspective. For an increase in
shoulder width from 2 ft. to 4 ft., several different levels of initial AADT were considered,
and the corresponding cost associated with each candidate initial AADT was determined.
From this analysis, the minimum initial AADT to justify the widening project was
identified. The results suggest that to justify widening the shoulder from 2 ft. to 4 ft., a
minimum AADT of 9,500 is needed; this is the point where the two graphs cross each
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other. In addition, it was determined that a higher AADT yielded a higher total cost saving,
which is intuitive. This also implies that there is a linear relationship between initial AADT
and total cost saving from the project, using the NPV approach.
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Figure 4.4 Before and after total project cost when shoulder width is expanded from 2 ft.
to 4 ft. at different levels of initial AADT (NPV method)

Also, the sensitivity of the weight between the agency cost (improvement cost) and
the user cost (crash cost) was analyzed because different weights can influence not only
the optimal shoulder width but also the project viability. Also, a sensitivity analysis of the
outcome is important because in the literature, no universally-agreed ratio exists between
the agency cost dollar and the user cost dollar. As depicted in Figure 4.5, when the AC/UC
weight ratio is changed from 1:1 to 1.1:1, the optimal change in the shoulder width for
AADT of 12,500 vpd changes from 6 ft. to 4 ft. Moreover, if the ratio increased to 1.2:1,
the optimal change reduces to 2 ft. (i.e., optimal shoulder width is to widen from 2 ft. to 4
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ft.); and the project was no longer feasible (i.e., the optimal change is o ft.) if a weight ratio
of 1.3 to 1 or higher is assumed.
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Figure 4.5 Sensitivity analyses of project cost saving with respect to agency dollar and
user dollar weight ratio, NPV method

4.4.2

ROA Approach

ROA was utilized to further analyze this for a proposed widening by 2 ft. For the sake
of illustration, the traffic volume growth rate and volatility for this project were assumed
to be 4% and 35%, respectively. Figure 4.6 shows the relationship between the initial
AADT at year 0 and the minimum required AADT for each eligible year (year to
implement the project). The results were interpreted as follows: When the initial AADT is
17,500 vpd (see point B), implementation of the project is recommended at year 4 only if

56
the AADT increases to 25,000 vpd in year 4. If the AADT is 35,000 vpd at year 2,
implementation of the project was recommended in that year (see point A). ROA does not
recommend implementing the project earlier than year 3 if the initial AADT is 17,500 vpd
because there was still a downside risk that the project might be economically unsuccessful.
The plot in Figure 4.6 also shows that, as the AADT increases, the widening
implementation is recommended for implementation in the early year.
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at implementing year
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Figure 4.6 Relationship between initial AADT and minimum AADT, at each eligible year
of project implementation

Furthermore, the minimum traffic to widen a shoulder was shown to decrease as the
years passed because the traffic volume uncertainty reduced over time. Figure 4.6 also
shows that at some initial AADT, the minimum required AADT (for implementing the
project) was the same for two consecutive years. For instance, when the initial AADT at
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year 0 was 17,500 vpd, the minimum required AADTs to implement the shoulder widening
for years 3 and 4 was exactly the same (25,000 vpd).
According to the ROA assumptions, the minimum AADT for year 4 should be lower
than for that year 3 because in the latter years of the option period, the DM typically has
more information about the AADT and therefore there is greater certainty compared to year
3. The method used to evaluate the value of the project is a binomial process that follows
a discrete simulation; therefore, it was not possible to capture the value of the project at
any time within any year as the time interval was specified as one year. An interval shorter
than one year would resolve this issue and would thus yield a more precise value of future
AADT to warrant the shoulder widening implementation. However, using a smaller
interval for the simulation would increase the complexity of the analysis, require excessive
computation effort, but more importantly, might not significantly change the general
outcome from the analysis.
From the results shown in Figure 4.6, it can be seen that at the same earliest eligible
year to implement the improvement (i.e., all upmost points that are on the same line), a
higher traffic volume at the initial year is associated with a higher minimum AADT at the
implementing year to justify the decision. For example, when the AADT at year 0 is 9,500
vpd, the minimum AADT at the earliest eligible year (year 3) is 27,000 vpd; also, when
the AADT at year 0 is 11,500 vpd, the earliest eligible year was also year 3 but the
minimum AADT at year 3 for the implementation was 32,800 vpd. Also, when the AADT
at year 0 was 13,500 vpd, the minimum AADT at the earliest eligible year (year 2) is 31,200
vpd.
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Therefore, in order to implement the project at year 3, the minimum AADTs required
at that year are 27,000 and 32,800 vpd if the initial traffic volumes (year zero’s AADTs)
are 9,500 and 11,500 vpd, respectively. This occurred simply because a higher initial
AADT is associated with a greater level of AADT fluctuation. It may be recalled that, in
this dissertation, the volatility value is assumed to be a proportion of the initial AADT
(traffic volume at year 0); therefore, a higher AADT at the implementing year would be
needed to ensure that the project is still feasible even if the traffic demand is decreasing.
Another observation from Figure 4.6 is related to the relationship between the AADT
and the number of crashes. Rather than use AADT as the warrant criteria, the agency can
use the number of crashes. This can be done by converting the AADT (the vertical axis in
Figure 4.6) into the number of crashes using Equation (4.1) and the parameters described
in Table 4.2. Figure 4.7 presents the results of this transformation. Note that Figure 4.7
shows only the first year of the eligibility to implement the project for each initial AADT.
Therefore, the agency can decide to widen the shoulder when the total number of crashes
reaches, for example, 140 or the AADT is 27,000 vpd by year 2 to execute the project given
that the initial AADT (traffic volume at year 0) is 13,500 vpd.
When the AADT at year 0 is high, say 12,500 vpd, the net cost reduction of the project
using ROA is $400,000; that is relatively higher than the net cost reduction found using the
traditional NPV analysis ($300,000). This result suggests that when the AADT is high, the
shoulder widening is justified regardless of the evaluation method used to analyze the
problem (i.e., the reduction in user cost will significantly exceed the agency cost). On the
other extreme, however, when the initial AADT is low, say 7,500 vpd, the benefit from
ROA and traditional NPV are found to be $100,000 and -$157,000, respectively. This result
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is due to the fundamental differences between the two approaches. As can be seen in Figure
4.8, the expected cost reductions corresponding to each initial AADT were significantly
different, particularly at lower values of the initial AADT. ROA yields a higher expected
cost reduction for low initial AADTs because the downside risk can be avoided when the
decision is based on ROA.
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AADT at
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Figure 4.7 Plot between initial AADT at year 0 and minimum number of crashes for
project implementation

Furthermore, even when a probabilistic NPV is used for the analysis, the values of
uncertainty and flexibility are not captured. Consider this case illustration with one more
assumption for NPV analysis: the growth rate follows the uniform distribution of 4.5 to
5.5%. This yields the results presented in Figure 4.9. These results enable the DM to assess
the ranges of the outcome possibilities as they are shown in 95% lower and upper bounds.
Nevertheless, the mean of the outcomes between these two NPV analyses were relatively
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close. The two NVP values were lower than the ROA results, reflecting the fact the values
of uncertainty or flexibility were not considered in both NPV methods.
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Figure 4.8 Expected cost reduction comparisons between NPV and ROA at the optimal
year of project implementation
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Figure 4.9 Expected cost reduction between traditional and probabilistic NPV
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Sensitivity analysis was also conducted for analysis where ROA was used (Figure
4.10). It is observed that when the agency dollar/user dollar weight ratio increases, the first
eligible year to implement the project is delayed by one year. Interestingly, there is no
change in the minimum AADT for the projection implementation when the agency-user
weight ratio is changed from 1.1:1 to 1.2:1; this suggests that the ROA-based decisions are
more robust compared to the NPV-based decision, and this could be indicative of yet
another benefit of ROA over NPV methods. This is possibly because ROA duly
incorporates uncertainty in the analysis (in this chapter of the dissertation, the source of
uncertainty is the traffic demand). Other sources of uncertainty, such as the agency unit
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Figure 4.10 Sensitivity to relative weights of agency and user cost based on ROA results
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Lastly, as shown previously in Figure 4.5, NPV can only advise, at the time of the
analysis, whether the project should be implemented at a certain given year. Unlike NPV,
however, ROA can specify whether the project should be deferred, the length of any such
deferment, and the minimum AADT at different potential implementation years for the
project to be financially viable.

4.5

Conclusions and Recommendations

There is an implicit and inherent assumption in NPV that the operating conditions
and economic environment of the project are deterministic and static, hence, classic NPV
has been described as a “now-or-never” method, which means that it can only advise
whether to implement a project at the present time or abandon it until such time that another
similar analysis can be carried out. Subsequently, there is no need for a decision mechanism
that is flexible enough to accommodate any future changes in these conditions. In the case
illustration of this dissertation, the NPV results concluded that the project implementation
is not feasible, that is, it is financially unwise to widen the road shoulder. Furthermore,
using the probabilistic NPV could provide more information of the outcome of the project
such as the maximum and minimum possible project cost saving. However, it did not
capture the value of the uncertainty which was seen from the fact that the average project
cost saving from the probabilistic NPV was approximately the same as the result from the
NPV.
ROA, however, led to a different conclusion. The ROA results advised the DM not
to implement the widening project when the demand is still low (in this situation, the risk
was limited and the minimum payoff was zero) but to go ahead and implement the project
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when the demand becomes high (i.e., ROA makes the “expand” option available which
ultimately increases the expected benefit). From the ROA analysis, it can be seen that if
the agency seeks to implement the project in year 0, the road segment would need to have
an AADT of at least 33,500 vpd to meet the threshold set by ROA to mitigate all the
downside risks. This number was, in fact, considerably higher than the minimum AADT
established using traditional NPV (9,500 vpd) because ROA considers the possibility that
the traffic volume would change over time. Actually, if the initial AADT was 9,500 vpd,
ROA recommends that the agency wait until year 3, at which time the agency should
ascertain whether the AADT at that year is at least 27,000 vpd in order to justify
implementation. ROA also provided further information to the effect that in considering
the project implementation at the initial AADT of 9,000 vpd at year 0, there was at least
50% chance that exercising the option (i.e., the shoulder widening) would not be financially
justifiable.
Future work could include using another option type to make this problem more
realistic. For example, the compound option could be used to allow multiple expansions of
the shoulder (i.e., more than once within the PPI). Future work also could incorporate other
sources of uncertainty, including agency cost, interest rate, crash frequency, and user cost.

4.6

Chapter Summary

This chapter presented the methodology for determining the optimal conditions for
implementing a road shoulder widening project. All the associated costs were identified
and calculated to obtain the total project cost. The results showed that the estimated project
cost saving using the traditional NPV approach is lower compared to that using ROA due
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to the latter’s ability to quantify the monetary value of the flexibility associated with the
project and to include it in the analysis. Even when probabilistic NPV was substituted for
traditional NPV, only the output level (project savings) increased, but the additional project
value remained the similar to that of the traditional (deterministic) NPV.
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CHAPTER 5. ROA APPLICATION IN HIGHWAY LANE ADDITION
SCHEDULING

5.1

Introduction

Travel lane addition refers to adding more lanes to an existing highway. By providing
an additional travel lane(s), road users can travel faster and hence save travel time.
Moreover, it can decrease the number of crashes because road users can travel in a less
congested space. A framework similar to that presented in Chapter 4 was used to establish
the optimal conditions for lane addition projects. This involved the quantification of key
cost components. Traditional NPV and ROA were used separately to analyze the problem.
Table 5.1 presents analogies between financial options and real options associated with
lane addition project scheduling.
Table 5.1 Analogy between financial options and real options for lane addition
Financial Options

Real Options

Underlying asset

Stock price

Asset value

Exercise price

Strike price

Lane addition cost

Source of uncertainty

Stock price

Traffic volume (AADT)

Option type

Call

Adding the travel lane

Time step

Day

Year
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5.2

Literature Review

This section discusses the past literature relating to optimal lane addition analysis.
Many of the past studies did not identify the optimal roadway width (number of lanes) but
rather investigated the influence of the roadway width (lane plus shoulder) or carriageway
width (lane only) on the safety (Zegeer et al., 1994; El-Assaly and Hempsey, 2000; Gross
et al., 2009).
A few past studies have examined traffic demand levels after lane addition (DeCorlaSouza and Cohen, 1999; Cervero, 2003). For example, Cervero (2003) used the concept of
induced travel to assess a highway lane addition project and discovered that the magnitude
of the induced travel depends directly on the traffic demand before the highway addition.
Nevertheless, the addition still relieved the traffic congestion on the roadway. Zhao et al.
(2004) incorporated real options and a multistage stochastic model to determine optimal
lane addition and right-of-way acquisition. The source of uncertainties considered in their
study were traffic demand, land price, and highway service quality. Least-square Monte
Carlo simulation was used to compute and maximize the expected returns, thus helping to
identify the optimal design, that is, extent of land to be acquired and number of additional
lanes needed. They also found that the optimal design changed when the initial conditions
(traffic demand and land price) changed. However, their study did not establish the optimal
timing for the addition nor did it consider the safety costs.
As shown by the above examples, very few studies have explored explicitly the
optimal lane addition decision process, especially considering the benefits relating to travel
time and crash costs. Therefore, a framework is proposed in this chapter to determine the
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optimal conditions for lane addition in terms of both the year and the traffic demand levels
(AADT), by duly incorporating the travel time and safety (crash) costs in the analysis.

5.3

Framework for Lane Addition Scheduling

The general frameworks from Chapters 3 and 4 were modified for the optimal
condition for lane addition scheduling framework (Figure 5.1). The value and feasibility of
a project is influenced greatly by the AADT; therefore, the first task of the framework
began with estimation of the AADT at each year of the potential period of intervention. In
the deterministic NPV approach, the traffic growth rate was used to compute the AADT of
the next time period (year); in the ROA approach, the volatility of the traffic was used for
AADT computation through a binomial lattice.
Using the AADT of each year, the framework continually determines the total lane
addition project cost. The travel time cost and the crash cost are considered as the user cost
of a lane addition project cost. Furthermore, the agency cost, in this analysis, is composed
of the annual maintenance cost and the lane addition cost. After each cost component of
the project cost was obtained, the traditional NPV and the ROA approach were performed
to determine the optimal conditions (in terms of year and traffic levels) for the lane addition
scheduling. Recall that the lane addition activity in this dissertation refers to construction
of an additional lane of a roadway (e.g., widening a road from four lanes to six lanes) and
not the increased width of an individual lane.
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Figure 5.1 Framework for optimal lane addition scheduling
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5.3.1

AADT Estimation

As discussed earlier, the AADT directly impacts the project value and hence was
selected as the parameter of volatility (source of uncertainty) for the analysis. For
traditional NPV, the AADT during the potential period of intervention was (Equation
(5.1)).
𝐴𝐴𝐷𝑇𝑖 = 𝐴𝐴𝐷𝑇0 ∗ (1 +

𝑡

𝑖

) , 0 ≤ 𝑖 ≤ 𝑃𝑃𝐼 − 1
100

(5.1)

Where 𝐴𝐴𝐷𝑇𝑖 = AADT at Year i in PPI, 𝐴𝐴𝐷𝑇0 = initial AADT at year 0, t = expected
traffic growth rate (%).

For the ROA approach, the up (u) and down (d) factors derived from Equation (5.2)
were used to compute the AADT for the following time period in the AADT binomial
lattice (Equations (5.3) and Figure 5.2):
𝑢 = exp(𝜎√𝛥𝑡)

,

𝑑 = 1/𝑢

AADTi,j+1 = u* AADTi,j

(5.2)

, AADTi+1,j+1 = d* AADTi,j

(5.3)

Where: 𝜎 is the traffic volatility in %, Δt is the time step, which in this dissertation was set
at 1 year, u = the up factor, d = down factor, AADTi,j = annual average daily traffic in
vehicles per day at Node i,j in the AADT binomial lattice.

AADTi,j

AADTi,j+1

AADTi+1,j+1
Figure 5.2 AADTs of consecutive nodes in the binomial lattice
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5.3.2

Estimation of Total Cost of the Lane Addition

This section presents the process used for calculating the cost components of the lane
addition project, including the travel time and crash costs (user cost) and the construction
and annual maintenance costs (agency cost).

5.3.2.1 Travel Time Cost
By adding one or more lanes to an existing roadway, road users can save travel time
because an additional travel lane can provide increased capacity, higher travel speed, and
greater level of comfort for the road users. In this analysis, the travel times, before and after
the improvement, were determined by using the Bureau of Public Roads function (BPR)
(Equation (5.4)):
𝐴𝐴𝐷𝑇

𝑡 = 𝑡0 ∗ [1 + 𝛼 (𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦

𝑚𝑎𝑥

𝛽

) ]

(5.4)

Where: 𝑡0 = free-flow travel time, α, β are constants, Capacitymax = maximum capacity of
the roadway.

5.3.2.2 Crash Cost
The crash cost indicates the level of safety on a roadway. Expanding travel lanes
improves road safety because it increases the road capacity and the road users have more
room to maneuver, especially in an emergency situation. The number of crashes was
estimated using the following general equation:
𝜆 = 𝑒𝑥𝑝(𝛽0 + ∑ 𝛽𝑖 𝑥𝑖 )

(5.5)
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Where: 𝜆 is the expected number of crashes, 𝛽0 is the constant coefficient, 𝑥𝑖 is the
explanatory variable, and 𝛽𝑖 is the coefficient associated with explanatory variable i.

5.3.2.3 Construction and Maintenance Costs
The construction and maintenance costs represent the cost incurred by the agency.
For the users to gain the benefit of decreased travel time and crashes, the agency improves
the roadway by providing an additional lane to the road users. This also increases the
maintenance cost, however, for the wider road pavement. Therefore, the trade-off between
the decrease in user cost and the lane addition implementation and maintenance cost were
implemented to obtain the optimal timing for scheduling the lane addition. The effect of
different weight ratios between the user and agency cost could also be considered.

5.4

Methodology for Lane Addition Scheduling

After calculating the cost components, the following steps were followed to identify
the optimal condition, in terms of years or traffic demand (AADT) for the lane addition
scheduling.
Step 1 For the traditional NPV approach, using the initial AADT, Equation (5.1) was
used to determine the AADT at each year of the PPI. For the ROA, Equations (5.2) and
(5.3) were used to determine the AADT distribution at each year of the PPI using binomial
lattice. For the analysis period, this dissertation assumed a constant of 5% traffic growth
rate and 5 years as the potential period for intervention and the beneficial period.

72
Step 2 For each of the annual values of AADT obtained from Step 1, all the cost
components associated with the specified AADT were computed for the with and without
scenarios of the lane addition. The travel time was calculated using the BPR function
(Equation (5.4)). It was further assumed that the decision involved adding one lane in each
direction, to a 4-lane highway, 12 ft.-wide lanes. Table 5.2 presents the other factors for
determining the travel time determination. It was necessary to convert the capacity (Table
5.2) to the same units as the AADT (vehicles per day) before substituting into Equation
(5.4). Hence, the maximum capacity of the four-lane road is 4*1,200*24 = 115,200 vpd,
and that of the six-lane road is 6*1,400*24 = 201,600 vpd. An average travel time cost of
$30 per hour per vehicle was used to monetize the travel time cost.
Table 5.2 Road characteristics for the travel time estimation
Nr. of lanes
4 lanes (48 ft) 6 lanes (72 ft)
Capacity(vehicle/hr/lane)
1200
1400
Free-flow Speed (mph)
40
Alpha (α)
0.71
Beta (β)
2.1

Step 3 Equation (5.5), with the parameters listed in Table 5.3, was used to determine
the number of crashes for all three levels of crash severity (fatal, injury, and property
damage only (PDO)). This dissertation assumed the values of 10 ft. and 30 ft. for the left
shoulder and median widths with no access control on the roadway.
It is interesting to note that, from the parameters in Table 5.3, the total lane width
variable did not appear in the crash model for the fatal crash. Therefore, increasing the
number of lanes, and hence the section lane width, would not reduce the number of fatal
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crashes. However, this factor still had the impact of reducing the number of injury and
PDO crashes.
Table 5.3 Parameters of the crash prediction model

Severity
Fatal
Injury
PDO

Constant
-5.8416
-5.5255
-3.3554

Coefficient in Crash Prediction Model
LL
LQ
SW
AC
LW
1 0.3362 -0.1389 -0.3524
n/a
1 0.8153 -0.0549 -0.2089 -0.1519
1 0.6854 -0.0455 -0.1046 -0.1458

MW
n/a
-0.2089
-0.004

Unit Cost
(in $1,000)
3,500
80
2.5

Sources: Lamptey (2004) and Sinha and Labi (2007)
Where: LL = natural log of the section length; LQ = natural log of the section AADT; SW
= shoulder width; AC = access control, 0 if no access control, 1 if yes; LW = section lane
width; PDO = Property-damage-only.

Step 4 The lane construction and maintenance costs were determined next. An annual
maintenance cost of $3,000/lane-mile/year (Zimmerman and Wolters, 2004), for a total of
$12,000/year and $18,000/year with and without the addition, respectively) and a lane
construction cost of $550,000 per lane-mile (Sinha and Labi, 2007) or $1.1 million/mile
for widening from four to six lanes were assumed in this dissertation. Furthermore, a user
and agency weight cost ratio of 1:1 was used.
Step 5 After all the lane-addition cost components had been determined at each year
during the beneficial period, they were summed to obtain the total project cost over the
five-year beneficial period. For the traditional NPV approach, the total project costs were
determined for the “with” and “without” scenarios. If the total cost for the “with” scenario
is less than that for the “without” scenario, the optimal decision is to proceed with the lane
addition project. Otherwise, then the optimal decision is to not add any more lanes.
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For the ROA approach, starting with the nodes at the extreme right side of the
binomial lattice, the instant cost savings associated with the hypothetical construction of a
lane, each node in the AADT binomial lattice, are calculated and compared with the
expected cost savings when the addition is deferred. Equations (5.6) and (5.7) were used.
̅𝑖,𝑗 = [𝑝𝑉𝑎𝑙𝑢𝑒 𝑢𝑝𝑝𝑒𝑟 𝑛𝑜𝑑𝑒 + (1 − 𝑝)𝑉𝑎𝑙𝑢𝑒 𝑙𝑜𝑤𝑒𝑟 𝑛𝑜𝑑𝑒 ] ∗ exp(−𝑟𝛥𝑡)
𝛷
𝑂𝑝𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒𝑖,𝑗 = max(𝛷𝑖,𝑗 , 0)

if j = PPI and

̅𝑖,𝑗 )
𝑂𝑝𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒𝑖,𝑗 = max(𝛷𝑖,𝑗 , 𝛷

if j ≠ PPI

Where r is the risk-free rate and p is the risk-neutral probability =

(5.6)

(5.7)
exp(𝑟𝛥𝑡)−𝑑
𝑢−𝑑

, 𝛷𝑖,𝑗 = the

̅𝑖,𝑗 = the expected cost savings at node i,j.
instant cost savings at node i,j, 𝛷

5.5
5.5.1

Results

Traditional NPV

Figure 5.3 shows the total project cost when the roadway is expanded by one lane on
either side. The figure 5.3 presents the linear relationship between project cost and initial
AADT for the scenarios representing the “with” and “without” scenarios. This is the same
trend as seen in the traditional NPV results for shoulder widening (presented in Chapter 4).
It can be seen that with a 5% traffic growth rate, the minimum initial AADT that warrants
lane addition is 32,500 vpd. Figure 5.4 represents the initial AADT threshold that warrants
the lane addition when the traffic growth rate varies from 3.5 to 6.5%. The figure shows
that the threshold fluctuates slightly between 32,300 to 32,600 vpd when the expected
traffic growth rate changes; this implies that the traffic growth rate has little effect on the
feasibility of the lane addition project in terms of the AADT.
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Project Cost (in $1,000)
44,000

34,000

Without Improvement
With Improvement
24,000
25,000

27,500

30,000

32,500

35,000

37,500

40,000

Initial AADT (vpd)

Figure 5.3 Total project cost with and without lane addition

Initial AADT threshold
(in 1,000 vpd)
32.8

32.6

32.4

32.2

32
3.5

4

4.5

5

5.5

6

Traffic growth rate (%)

Figure 5.4 Initial AADT threshold for different traffic growth rates

6.5

76
5.5.2

ROA Approach

This section discusses the results of the ROA methodology explained in Section 5.4.
Figure 5.5 presents the plot between the initial AADT at the beginning of the project and
the minimum AADT that would warrant the lane addition at each candidate year, for a 5%
volatility. For example, point A in Figure 5.5 indicates that when the initial AADT at the
beginning of the potential period of intervention was 57,500 vpd, the earliest feasible year
to expand the lanes is year 3 with the required minimum AADT of 73,000 vpd at that year.
Min AADT (x1,000) required at
implementing year
76

Widen in
Year 4

A

72

Widen in
Year 3
Widen in
Year 2

68

B
64

Widen in
Year 1

60

Widen in
Year 0

56
50

52.5

55

57.5

60

62.5

65

67.5

70

72.5

75

Initial traffic volume (AADT at year 0), in 1000's

Figure 5.5 Plot between initial AADT at year 0 and minimum required AADT for each
candidate year for the lane addition

However, if the AADT is less than 73,000 vpd at year 3, ROA recommended
deferring the lane addition to year 4 with an AADT of roughly 68,000 vpd to warrant the
lane addition (see Point B). This occurs because when the lane addition is deferred,
additional information on the parameter of volatility becomes available. Therefore, the
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AADT required for the addition activity to be feasible becomes less restrictive, i.e., a lower
AADT threshold.
It was also found that the minimum initial AADT that warranted the project
feasibility at the beginning of the potential period of intervention (year 0) is 72,500 vpd;
this is more restrictive compared to the threshold of 32,500 vpd that was obtained using
the deterministic NPV. It may be noted that Figure 5.5 does not present the minimum
AADT required for the implementation at year 5 because ROA recommends lane addition
at year 5 for any initial AADT value. Additionally, Figure 5.6 (adapted from Figure 5.5)
presents the AADT at the earliest year of lane addition feasibility. It is noted that the AADT
required at the first year of feasibility varies between 69,000 to 76,000 vpd when the initial
AADT ranges from 50,000 to 75,000 vpd.
Min AADT (x1,000) Required at
Implementing Year
76

Widen in
Year 4

74

Widen in
Year 3

72

Widen in
Year 2
Widen in
Year 1

70

Widen in
Year 0

68
50

52.5

55

57.5

60

62.5

65

67.5

70

72.5

75

Initial traffic volume (AADT at year 0), in 1000's

Figure 5.6 AADT at the earliest year of lane addition feasibility for different values of the
initial AADTs
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Figure 5.7 presents the influence of the traffic volatility on the minimum AADT that
warrants lane addition at the beginning of the PPI (i.e., year 0). Also, it is observed that
when the traffic volatility is higher, the minimum AADT required is more restrictive (i.e.,
higher) compared to when the traffic volatility is lower. For example, when the traffic
volatility is 4%, the minimum AADT is 65,000 vpd; when the traffic volatility is increased
to 6%, the minimum AADT increased to 80,000 vpd. This result demonstrates that in ROA,
unlike traditional NPV (see Figure 5.4 and the broken line in Figure 5.7), volatility has a
very significant effect on the minimum AADT that warrants the lane addition project.
Min AADT (x1,000) Required at
Implementing Year
120
100
80
ROA method
60

NPV method

40
20
0
3

4

5

6

7

Traffic volatility (%)

Figure 5.7 Minimum initial AADT that warrants lane-addition, for different levels of
traffic volatility

The project cost savings between the traditional NPV and ROA approaches are
presented in Figure 5.8. The figure confirms the finding from the previous chapter that
ROA can determine the flexibility value (option to defer the lane addition project in this
case illustration) and includes this additional value of flexibility in the total project value.
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This makes ROA more appealing than traditional NPV. For example, when the initial
AADT is 30,000 vpd, the results using traditional NPV did not justify the lane expansion,
which would lead to a decision, at the initial year, to abandon the expansion project. On
the other hand, the ROA results suggest that it is still feasible to implement the project but
the expansion should be deferred until a time when the AADT reaches the minimum
required AADT at a later year in the potential period of intervention. This flexibility
explains why the project cost saving in ROA was found to be higher than that of the
traditional NPV, as shown in Figure 5.8.
Project cost saving ($1,000)
1200
800
400
0
NPV
method
ROA
method

-400
-800
25,000

27,500

30,000

32,500

35,000

37,500

40,000

Initial AADT at year 0 (vpd)

Figure 5.8 Comparison of expected cost savings between the NPV and ROA methods

5.6

Conclusion

The methodology presented in Chapter 4 was used in this chapter for the optimal
decision for scheduling highway lane addition. Two methods, traditional NPV and ROA,
were used to establish the optimal decision and their results were compared. To
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demonstrate the methodology, data on the travel time and crash costs were used to calculate
the user cost. The lane construction cost and maintenance cost were the agency costs.
When highway lanes are added, the travel time and the number of crashes
experienced by the road users can be reduced. In this chapter, the Bureau of Public Roads
(BPR) function was used to determine the decrease in travel time. A model from the past
literature were used to determine the crash reduction factors for each level of crash severity.
For the agency cost, the unit lane addition cost per lane-mile (i.e., the exercise price of the
highway lane addition project); also, the annual maintenance cost were obtained from the
past literature. This chapter also assumed a weight ratio of the user cost to agency cost of
1:1. Annual traffic growth rate of 5% was used.
The analysis found that, for the NPV case, the optimal traffic condition to warrant
the lane expansion was 32,500 vpd. This chapter determined that, for NPV approach, the
optimal threshold changed slightly when the expected traffic growth rate varied. However,
the ROA results show that the initial AADT at the beginning of the potential period of
intervention (year 0) and the traffic volatility influenced the optimal timing of the lane
addition and the minimum AADT required at the time of the lane addition. For example,
when the initial AADT is 50,000 vpd and the traffic volatility is 5%, the earliest year of
lane addition feasibility is year 4, which requires the minimum AADT at year 4 to be
69,000 vpd. Additionally, ROA recommended that the lane addition should be
implemented at year 0 only when the initial AADT is 72,500 or higher, this exceeds the
threshold obtained in the NPV analysis (32,500 vpd). This is because the ROA approach
needs a higher AADT to ascertain that the project is still feasible even when the AADT
continues to decline after the expansion option is exercised.
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When the evaluation outcomes (project values) of the two approaches were
compared, it was found that for all the initial AADT values the ROA value was higher than
that of the traditional NPV. This is because ROA is able to incorporate the monetary value
of the uncertainty and flexibility associated with the lane addition project. Finally, this
chapter did not consider the impact of the induced demand that typically occurs when the
travel lanes are added; this could be addressed in future research.

5.7

Chapter Summary

This chapter applied the methodology presented in Chapter 4 to solve the lane
addition scheduling problem. The agency and user cost components associated with the
lane addition project were identified. The results for the lane addition analysis were
generally consistent with those of the previous chapter (shoulder widening). In both
analysis, ROA was found to be able to determine the monetary value attached to flexibility
and uncertainty and this increased the project value compared to the NPV approach.
Furthermore, using ROA facilitated an examination of the influence of uncertainty on the
traffic conditions (AADT) that warrant lane addition.
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CHAPTER 6. DETERMINATION OF OPTIMAL MAINTENANCE THRESHOLD
USING ROA

6.1

Introduction

In this chapter, ROA is utilized to establish the optimal maintenance threshold
(OMT). The objective and scope of this chapter as well as the disadvantages of the previous
method of establishing the OMT are discussed in the following section. The framework
and methodology are explained, and the necessary assumptions, equations, and figures are
presented. There is a case illustration to demonstrate the application of this framework to
determine the OMT, and the analysis results are discussed.

6.2

Objective and Scope

As evidenced in the past literature, researchers have long sought for the optimal
treatment for infrastructure assets. Many strategies have been developed and several
techniques have been employed to establish the optimal asset condition that warrants the
treatment application. However, even if it results in a superior asset condition, maintenance
carried out too early (when asset is in good condition) can cause unnecessary increases in
travel time and reduction in its cost-effectiveness. On the other hand, if the maintenance is
applied too late (when the asset is in very poor condition), users may experience a
substandard level of asset service, for example, unacceptable level of pavement distress
severity and frequency.
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To identify the optimal asset condition (or threshold) for maintenance, one of two
criteria has often been applied to establish this threshold: time-based and performancebased thresholds (Labi and Sinha, 2003; Lamptey et al., 2005). For the time-based
threshold, these criteria seek the intervals for any two consecutive maintenance activities;
“time” is not necessarily restricted to a years but also can be based on the accumulated
traffic or climatic severity (Khurshid, 2010). The time-based threshold is presented in
Table 6.1. Although these criteria appear to be simple for an agency to implement, the
drawback of this approach is that there is no consideration is made of the asset’s condition.
Table 6.1 Example of time-based threshold
Treatment
Crack Seals
Chip Seals
Fog Seals
Overlay
Thin Overlays (including
surface recycling)
Slurry Seals
Source

Optimal Time Interval (years)
2-4
5-7
1-3
n/a

2-5
3-6
n/a
15-20

2-6
4-7
1-2
n/a

3
4
n/a
12-20

5-10

n/a

7-10

6-8

5-7
Hicks et al.,
2000

n/a
Zimmerman
et al., 2002

3-5
Peshkin et
al., 2004

n/a
INDOT,
2009

Several methods can be employed to establish the performance-based treatment
threshold. Expert opinion and historical data are the well-known methods due to their
simplicity. Nevertheless, using expert opinion is absolutely subjective while historical can
be flawed because the threshold from historical data may show a large standard deviation
(Khurshid, 2010) and may also be subject to the funding situations.

84
The analytical method, which is a more systematic approach, can overcome these
disadvantages. The analytical method was used in the past literature to obtain an optimal
threshold in Lee et al. (2002), Labi et al. (2004), Peshkin et al. (2004), Pasupathy et al.
(2007), Khurshid (2010), Gu et al. (2012), Haider and Dwakat (2012). For example,
Khurshid (2010) determined the optimal maintenance threshold by performing costeffectiveness analysis, which can be derived from non-monetized sources (benefits), the
monetized value of the effectiveness, or the life-cycle cost of the asset. The author
identified the optimal threshold for each maintenance type when the maximum costeffectiveness was achieved. Haider and Dwakat (2012) developed a closed-formed solution
to obtain the optimal maintenance timing. Their objective was to maximize an additional
bounded area over a performance curve or life extension to a certain maintenance
threshold. They found that the optimal time could be when a pavement was still young as
well as when it already had higher distress, depending on the treatment type. However,
there was no discussion about establishing the most appropriate maintenance threshold
which could ultimately influence the optimal maintenance timing.
Gu et al. (2012) formulated a nonlinear programing solution to determine the optimal
pavement condition for planning joint pavement maintenance and resurfacing treatments.
The authors concluded that the solution to this problem was to obtain the optimal
maintenance intensity that yields the minimum total life-cycle cost upon an infinite time
horizon. The results of their study depicted the trade-off between pavement maintenance
and resurfacing and revealed that the total pavement life-cycle cost could be reduced when
a moderate level of maintenance was utilized and further concluded that the optimal
maintenance plan did not depend on the initial asset condition. This conclusion may have
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been due their assumption of a constant deterioration rate and hence the optimal plan
eventually converging to a steady state.
Generally, these studies set up an objective function and searched for a maintenance
threshold that maximized the objective function, which could be the ratio or increment of
agency and user benefits and costs. The drawback of this approach is that waiting for an
asset to deteriorate until it reaches a certain threshold, even if it is cost-effective for the
maintenance activity, overlooks a chance to improve the pavement condition. When the
deterioration rate is not very high, early maintenance sometimes can provide a better user
VOC cost while the cost-effectiveness of the treatment is still not jeopardized.
Furthermore, the above researchers did not fully consider uncertainty and flexibility
in their analyses to establish the maintenance threshold. Some of them studied the
performance and cost outcomes when the treatment is delayed or hastened as in Khurshid’s
(2010) work; others had explicit cases for the level of deterioration (Haider and Dwakat,
2012). These are more of “what-if” scenarios or sensitivity analyses and less of integrating
uncertainty and flexibility into the methodology. As such, this dissertation aims to
incorporate volatility (uncertainty) and the ability to defer a treatment (flexibility) into an
analysis with a real options paradigm. The optimal threshold then can be derived from the
objective function, which attempts to maximize the expected benefit for both the user and
agency perspectives by using ROA. To achieve the objectives of this dissertation, the scope
of this portion of the chapter is as follows: (i) this dissertation assumes that only one
treatment of thin HMA overlay is applied during the analysis period because a series of
treatments can alter the optimal threshold and may require a modification of the proposed
method, which is beyond the scope of this work, (ii) there are two types of infrastructure
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asset intervention effectiveness: short term and long term (Labi et al., 2005). Short-term
effectiveness observes the sudden change in asset condition (PJ) while the long-term
effectiveness determines the extension of asset service life (i.e., the duration between any
two consecutive treatments). In this chapter, the focus is on the long-term effectiveness.
Lastly, Table 6.2 shows the comparison between the perspectives of financial options and
real options for OMT analysis.
Table 6.2 Analogy between financial option and real options for OMT analysis
Financial Options

Real Options

Underlying asset

Stock price

Project benefit increment

Exercise price

Strike price

Treatment cost

Source of uncertainty

Stock price

Pavement deterioration rate

Option type

Call

Implement the treatment

Time step

Day

Year

6.3

Framework for Optimal Maintenance Threshold Determination Using ROA

Figure 3.1 was extended and modified to obtain the framework in this chapter. Some
additional analyses need to be integrated to prepare the inputs for ROA, for example, the
performance of asset (in terms of IRI or PSI), and the cost models for both the user and the
agency. Hence, Figure 6.1 represents the framework for using ROA to determine the OMT.
The framework starts with the asset performance function. The asset performance function
was used to assess the asset condition when the treatment was not implemented and would
deteriorate over time. However, if the asset was selected to receive the treatment, the
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performance jump (PJ), which denotes the short-term effectiveness of the treatment was
used to determine the improvement in the asset condition. The costs associated with the
change in asset condition, such as the treatment cost (agency’s perspective) and the VOC
(user’s perspective) were also estimated and included in the analysis.

Determine asset
deterioration

Estimate asset
condition for both
pre- and posttreatment

Estimate asset
value for both preand posttreatment

Asset valuation
model

Estimate costs:
maintenance
(agency) and
VOC (user)

Assign weight
between Agency
cost and user cost

Project
evaluation using
ROA

Project
uncertainty: asset
deterioration
volatility

Determine:
(a) the optimal IRI threshold before applying
the treatment and/or
(b) the optimal time of implementation

Figure 6.1 Framework for the OMT analysis

The condition of an asset directly affects its value, which then becomes the
underlying value when evaluating the project with ROA. Therefore, the next step was to
convert the asset condition into the project’s monetary value using the asset valuation
model. The last component to consider before ROA was determining the appropriate
weight between the agency cost and the user cost, which has an impact on the optimal
threshold because when the agency cost’s weight is higher, the maintenance threshold (PSI)
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is lower and the maintenance activity would be postponed to a later time as the results will
show later in this chapter. On the other hand, if the user cost’s weight is higher, the
maintenance activity would be conducted earlier to reduce the user VOC.
As a pre-requisite to ROA, the sources of uncertainty and project flexibility in the
project needed to be identified. In this chapter, the fluctuation of the asset deterioration is
assumed to influence the project value (i.e., underlying asset value) and therefore is used
in this analysis as the source of uncertainty. The flexibility is identified as the agency’s
authority to proceed with the project or defer it when deemed suitable. It should be
emphasized that in cases where it is not possible to account for that without the uncertainty
or flexibility, the traditional NPV should be used instead of ROA. Finally, the objective of
this analysis is to apply the treatment at the optimal time and pavement condition so that
the benefits for both the agency and the user are at their highest. The details of each
component in this framework are described below.

6.3.1

Asset Deterioration

To simulate the asset deterioration rate, it was assumed that the rate would follow the
Wiener process; this way a binomial lattice of the deterioration rate was constructed. The
up (u) and down (d) factors were estimated at this point from the predetermined factors
(e.g., volatility) using the formula in Chapter 2. The deterioration rate at each node in the
binomial lattice was converted to an appropriate performance indicator to represent the
pavement (asset) condition.
The Present Serviceability Index (PSI) is one of the performance indicators
commonly used to indicate pavement condition. PSI was selected as the performance
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indicator in this chapter because it increases monotonically and is therefore easy to
interpret. Moreover, PSI can be directly used for estimating the asset value and the
treatment cost, which are discussed in a subsequent section. In this chapter, the binomial
lattice of the asset condition, which represents the cone of the uncertainty, is shown in
tabular form (Figure 6.2). The u and d factors were conversely applied to the asset condition
at the previous stage (unlike in a traditional binomial lattice) in order to place the higher
PSI value (i.e., better asset condition) on the upper branch of the asset condition lattice.
Note that the volatility of the asset deterioration determines the width of cone at year N.
Higher volatility makes the cone wider, in other words, it results in a greater variation of
asset condition in the lattice.

6.3.2

Performance Jump (PJ)

As described in the aforementioned section, when the asset is at the appropriate time
to be intervened, the PJ function can be used to approximate the improvement of the asset
condition and calculate the asset condition after the intervention. The PJ function form can
be written as follows (Lamptey et al., 2008):
𝑃𝐽 = 𝛽0 + 𝛽1 ∗ 𝐼𝑅𝐼 2
Where: 𝛽0 = constant term, 𝛽1 = parameter for the model explanatory variable, and
IRI = the current IRI before receiving the treatment

(6.1)
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(a) Cone of condition deterioration uncertainty in lattice form

(b) Cone of condition deterioration uncertainty in tabular form
Figure 6.2 Forms of deterioration uncertainty

However, since this dissertation selected PSI as the PI, the following equation was
employed to convert IRI to PSI (Al-Omari and Darter, 1994):
𝑃𝑆𝐼 = 5.0 ∗ 𝑒 (−0.0043∗𝐼𝑅𝐼)

Hence, the PSI after treatment was computed as follows:

(6.2)
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𝑃𝑆𝐼𝑎𝑡 = 𝑃𝑆𝐼𝑏𝑡 + 𝑃𝐽

(6.3)

Where: 𝑃𝑆𝐼𝑎𝑡 = PSI after treatment, and 𝑃𝑆𝐼𝑏𝑡 = PSI before treatment

6.3.3

Asset Valuation Model

To convert the asset condition to its monetary value, an asset valuation model, the
Elemental Decomposition and Bi-Criteria (EDBC) valuation method (Dojutrek, 2011) was
used. Even though there are many methods that can estimate the asset value, the EDBC
method is more disaggregate compared to the rest. While the other methods view the asset
as a single entity, the EDBC method evaluates the asset value by each component of the
asset separately, which also means that each component can have a different deterioration
rate and different depreciation value. For example, for one section of highway composed
of the pavement, base, and subbase course, the EDBC method first determined the
condition of each of these components.
Next, the component attribute ratio of each component was individually computed.
The component ratio could be the remaining service life or the ratio of the present of the
component condition to the initial (as-new) condition. The attribute ratio was then
multiplied by the initial cost of each component to approximate the current value of that
particular component before summing them all to obtain the total value of the asset. It
should be noted that the EDBC model does consider the value of the asset for both the
agency (remaining service life) and the user (asset condition). The following equations are
the mathematical form of the EDBC model.
V = V1 + V2 + ⋯ Vi + ⋯ + Vn
Where: Vi = value of component i and V = total value of the asset

(6.4)
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and attribute ratio of component i for perspective p can be written as:
𝐴𝑅𝑖𝑝 =

𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑙𝑒𝑣𝑒𝑙 𝑜𝑓 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑖 𝑓𝑜𝑟 𝑝𝑒𝑟𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒 𝑝
𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑎𝑥,𝑟𝑎𝑛𝑔𝑒 𝑜𝑓 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑖𝑓𝑜𝑟 𝑝𝑒𝑟𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒 𝑝

=

𝑓(𝐴𝑅𝑖 𝑝)

(6.5)

𝑓(𝐴𝑅𝑖𝑝,𝑏𝑒𝑠𝑡 )

When two perspectives (agency and user) were considered, the relative importance
for each perspective, (wa and wu) were assigned, respectively. Hence, the value of
component i was calculated by:
𝑉𝑖 = 𝐶𝑖,𝑖𝑛𝑖 ∗ [𝑤𝑎 𝐴𝑅𝑖𝑎 + 𝑤𝑢 𝐴𝑅𝑖𝑢 ]
𝑅𝑆𝐿

= 𝐶𝑖,𝑖𝑛𝑖 ∗ [𝑤𝑎 ( 𝑆𝐿 𝑖 ) + 𝑤𝑢 (𝑃
𝑖

𝑃𝑖 −𝑃𝑖,𝑤𝑜𝑟𝑠𝑡
𝑖,𝑏𝑒𝑠𝑡 −𝑃𝑖,𝑤𝑜𝑟𝑠𝑡

)]

(6.6)

Where: 𝐶𝑖,𝑖𝑛𝑖 = initial (as-new) cost of component i, RSLi = remaining service life of
component i, SLi = service life of component i, 𝑃𝑖 = current condition of component i,
𝑃𝑖,𝑤𝑜𝑟𝑠𝑡 = the worst possible condition of component i, and 𝑃𝑖,𝑏𝑒𝑠𝑡 = the best possible
condition of component i.

6.3.4 VOC and Treatment Cost
The asset condition greatly influences VOC and treatment cost which determine the
OMT. As the results reveal later in this chapter, a maintenance activity can be more costeffective when it is implemented at later years. However, late implementation can result in
generally greater pavement deterioration and high VOC over the PPI. Hence, a trade-off
between these cost components (i.e., agency and user) was carefully considered. To
calculate the VOC in this chapter, the relationship between IRI and VOC from the past
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literature was used (Figure 6.3) (Opus, 1999). It is interesting to note that when the PSI is
high (more than 3.5), there is no incentive (in terms of VOC reduction) to improve the
pavement. On the other hand, a small reduction in the PSI when the pavement condition is
already poor will enormously increase the VOC.

Figure 6.3 Relationship between PSI and VOC (derived from Opus, 1999)

Figure 6.4 illustrates the VOC calculation results for a different maintenance time on
20 lane-mile highway which has an AADT of 35,000 vpd and a deterioration rate of 9%
per year. The VOC at each year in Figure 6.4 was calculated from the column average of
the PSI lattice using the VOC equation (this is discussed in a subsequent section). Figure
6.4 (a) represents the VOC when the treatment was triggered late in the PPI while Figure
6.4 (b) presents the VOC when the treatment was applied at the beginning of the PPI.
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(a) VOC of late treatment time in PPI

(b) VOC of early treatment time in PPI

(c) VOC of optimal treatment time in PPI
Figure 6.4 VOC for different times of treatment
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It is clearly seen in Figure 6.4 (a) that when the treatment is postponed until late in
the PPI, the VOC reduction is highest; this means that the treatment would yield the highest
cost-effectiveness at that point. However, the average VOC of Figure 6.4 (a) is also the
highest. On the contrary, for Figure 6.4 (b), the decrease in VOC is at its smallest when the
treatment is implemented early in the PPI, resulting in a lower average VOC over the PPI
compared to Figure 6.4 (a). This outcome implies that the decision to apply the treatment,
judging on the basis of the sudden change of VOC in a particular year does not yield the
optimal solution. In fact, the optimal time of treatment was found to lie somewhere in the
middle of the PPI as shown in Figure 6.4 (c) at a year that yields the lowest average VOC
compared to any other year in the PPI.
Therefore, in order to account for this fact realization, it is necessary to develop an
extended VOC calculation procedure to determine a new VOC value to represent the
average VOC over the PPI. The modified VOC called “Annual Average Expected VOC
(VOCα)” was developed and is as follows:
Step 1 For any node in the PSI lattice, PSIij is the PSI of year i in row j in the PSI
lattice. We found the possible previous PSI path and possible future PSI path of each node
in the lattice. For example, at PSI of row 2 and year 4 (PSI24) in the PSI lattice when the
PPI was seven years (see Table 6.3 (a)), it was shown that PSI03 would not be included in
the possible previous PSI path for PSI24 because the possible stages from node PSI03 are
PSI04 (in the up stage) and PSI14 (in the down stage). Likewise, PSI17 would also be taken
out of the possible future PSI paths because the uppermost node from PSI24 is PSI27. The
possible previous and future paths from PSI24 are shown in Table 6.3 (b).
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Table 6.3 Determination of PSI possible previous and future paths
Table 6.3 (a) Initial PSI value lattice

Row
0
1
2
3
4
5
6
7

0
PSI00

1
PSI01
PSI11

2
PSI02
PSI12
PSI22

PSI
Candidate Year in PPI
3
4
PSI03
PSI04
PSI13
PSI14
PSI23
PSI24
PSI33
PSI34
PSI44

5
PSI05
PSI15
PSI25
PSI35
PSI45
PSI55

6
PSI06
PSI16
PSI26
PSI36
PSI46
PSI56
PSI66

7
PSI07
PSI17
PSI27
PSI37
PSI47
PSI57
PSI67
PSI77

Table 6.3 (b) truncated PSI lattice with possible previous and future path shown

Row
0
1
2
3
4
5
6
7

0
PSI00

1
PSI01
PSI11

2
PSI02
PSI12
PSI22

Possible previous paths

PSI (in/mi)
Candidate Year in PPI
3
4

PSI23
PSI33

PSI24

Current node

5

PSI25
PSI35

6

PSI26
PSI36
PSI46

7

PSI27
PSI37
PSI47
PSI57

Possible future paths

Step 2 The “current” node is the node when the treatment is implemented, so the PSI
after treatment was calculated from Equation (6.3) to replace the initial PSI value at this
node in the PSI lattice. For the PSI nodes in the possible future paths, the up and down
factors were multiplied to obtain the PSI after the treatment until the end of the PPI. It may
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be noted that for the PSIs in the possible previous path nodes (i.e., the PSI values to the left
side of the current node in Table 6.3 (b)) were still the same as in the initial PSI lattice
since the treatment was implemented after that time.
Step 3 Next, the PSI average was determined for each column in the truncated PSI
lattice (Table 6.3 (b)). These row PSI averages then were taken as the average to obtain the
Annual Average Expected PSI (PSIα). Simply put, the PSIα is the average of the column
average of the truncated PSI lattice. Note that this PSI did not equal the average of all the
PSIs in the truncated PSI lattice. More importantly, the average of all the PSIs in the
truncated PSI lattice had a bias towards the year that had more PSI values in the truncated
PSI lattice and hence did not represent the average asset condition throughout the PPI.
Step 4 The PSIα is then converted to the VOCα using the equation which will be
presented later in this chapter. In this chapter, the VOCα is one of the components and
represents the user perspective in the objective function. The VOCα is compared to the
base VOC and ultimately dictates the timing and threshold for the treatment application.
The base VOC, which is the case where the treatment was not implemented during the
course of the PPI, was calculated the same way as the VOCα but used the initial PSI value
lattice instead of the truncated PSI lattice.
To determine the treatment cost, Equation (6.7) was used:
𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡 𝐶𝑜𝑠𝑡 = 𝐾 ∗ exp(𝐶𝑆)

(6.7)

Where: the treatment cost is in thousand dollars per lane-mile, K = constant term, C =
parameter for the model explanatory variable, and S = asset condition before treatment.
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6.3.5

Objective Function for the Analysis

The objective of this ROA calculation is to maximize the expected benefit from the
treatment. From the aforementioned sections, we established the objective function as
follows:
Expected increment in benefit = ∆ProjV – MtC + ∆VOC

(6.8)

Also, the weights between the agency and the user costs were applied in the objective
function and VOCα replaced VOC in the above equation. Hence, Equation (6.8) becomes:
Expected increment in benefit = ∆(project value) – wa* MtC + wu*∆ VOCα
Or
Expected increment in benefit = ProjVaf – ProjVbf – wa*MtC + wu*(VOCα,n – VOCα,w)
(6.9)
Where: ProjVaf = project value after treatment, ProjVbf = project value before treatment,
MtC = maintenance/treatment cost, VOCα,n = base VOCα (without treatment), and VOCα,w
= VOCα when treatment is applied.

Note that the project value was not multiplied by the agency/user weight ratio since
it is already included in the formula for the project valuation. After the expected benefit
increment was calculated from Equation (6.9) for all the nodes in the lattice, they are
individually compared to the expected benefit for the “without” scenario (i.e., the future
benefit when the treatment is not implemented). This is obtained using backward induction
(Sections 2.4.3 and 2.5.3). If the expected benefit increment (from Equation (6.9)) exceeds
the expected benefit for the “without” scenario, then it is better to apply the treatment now
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at this node than postpone it because a postponement would decrease the benefit of the
project. On the contrary, if the expected benefit increment is less than the expected benefit
for the “without” scenario, then deferring the treatment is a superior choice.

6.3.6

Assumptions for the Analysis

Similar to the case example in the previous chapter, it was assumed that the agency
would implement a treatment activity only once in the PPI (this is analogous to the
American call option). It was further assumed that other road components (e.g., base and
subbase course) would not deteriorate during the analysis period. This simplification would
have a small impact on the results because the service life of the other road components
was greater than the service life of the pavement, and the analysis period was much shorter
than the service lives. Also, the loads (both the climate and vehicle loads) are directly
applied to the pavement before transferring to the lower level of the road structure.
Therefore, the pavement surface would deteriorate significantly, unlike the other pavement
components.

6.4

Methodology

This section further elaborates the framework from the aforementioned section in
more detail. More project information was added so that the equations presented in the
framework can be customized to a specific project. The procedure to determine the OMT
is as follows:
Step 1 Consider a segment of interstate for which a thin HMA overlay treatment is
planned in the next seven years (i.e., PPI = 7 years). Suppose that this road segment has an
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expected deterioration rate of 9% annually, the volatility of the deterioration rate is 20%,
and the rates follow the Wiener process. By letting the time step be one year and using
Equation (4.4) to compute the up and down factors, the deterioration rate lattice can be
constructed as shown in Table 6.4. Note that the number to the right in the same row means
the rate is decreasing while the number to the right but in the next row means the rate is
increasing.
Table 6.4 Lattice structure for expected deterioration rate
Deterioration Rate (%)
Candidate Year in PPI

Row
0
1
2
3
4
5
6
7

0
9.0

1
7.4
11.0

2
6.0
9.0
13.4

3
4.9
7.4
11.0
16.4

4
4.0
6.0
9.0
13.4
20.0

5
3.3
4.9
7.4
11.0
16.4
24.5

6
2.7
4.0
6.0
9.0
13.4
20.0
29.9

7
2.2
3.3
4.9
7.4
11.0
16.4
24.5
36.5

Step 2 At any given current PSI (assuming PSI =3.5 here for illustration purpose),
the PSI in each node in the lattice for each year in PPI was calculated using the
corresponding deterioration rate in Table 6.4. For instance, PSI = 3.05 in the first row of
year 2 was calculated from 3.50*(1-0.074)*(1-0.060). Likewise, the PSI of the second row
of year 2 (2.89) was calculated from 3.50*(1-0.11)*(1-0.09). Table 6.5 presents the
calculation results.
Step 3 After the PSIs at each node in the PSI lattice has been determined, Equations
(6.1) and (6.2) were used to calculate and create the PJ lattice. For a thin HMA treatment,
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𝛽0 = 48.6113 and 𝛽1 = 0.00191 (Lamptey, 2008). The PJ lattice is presented in Table 6.1,
and the PSI after treatment was then computed from Equation (6.2).
Table 6.5 PSI lattice
PSI
Candidate Year in PPI

Row
0
1
2
3
4
5
6
7

0
3.50

1
3.24
3.12

2
3.05
2.89
2.70

3
2.90
2.75
2.49
2.25

4
2.78
2.65
2.38
2.05
1.80

5
2.69
2.58
2.33
1.97
1.61
1.36

6
2.61
2.53
2.31
1.96
1.55
1.19
0.96

7
2.56
2.49
2.30
1.98
1.56
1.15
0.81
0.61

5
1.27
1.32
1.43
1.63
1.93
2.21

6
1.30
1.34
1.44
1.64
1.98
2.46
2.94

7
1.33
1.36
1.45
1.63
1.97
2.54
3.36
4.24

Table 6.6 PJ lattice
PJ (in PSI)
Candidate Year in PPI

Row
0
1
2
3
4
5
6
7

0
1.03

1
1.10
1.13

2
1.15
1.20
1.27

3
1.20
1.25
1.36
1.47

4
1.24
1.29
1.40
1.58
1.76

Step 4 After the highway pavement condition both before and after the thin HMA
overlay treatment were determined, the EDBC method mentioned earlier in this chapter
was elaborated to calculate the pavement value. Assume that the highway section has three
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components (pavement, base, and subbase course), and its value was obtained by
substituting Equation (6.6) into (6.4) as shown in Equation (6.10).
𝑅𝑆𝐿𝑝

𝑉 = 𝐶𝑝,𝑖𝑛𝑖 ∗ [𝑤𝑎 ( 𝑆𝐿 ) + 𝑤𝑢 (𝑃
𝑝

𝑅𝑆𝐿

𝑃𝑝 −𝑃𝑝,𝑤𝑜𝑟𝑠𝑡
𝑝,𝑏𝑒𝑠𝑡 −𝑃𝑝,𝑤𝑜𝑟𝑠𝑡

+ 𝐶𝑏,𝑖𝑛𝑖 ∗ [𝑤𝑎 ( 𝑆𝐿 𝑏) + 𝑤𝑢 (𝑃
𝑏

𝑅𝑆𝐿

𝑃𝑏 −𝑃𝑏,𝑤𝑜𝑟𝑠𝑡
𝑏,𝑏𝑒𝑠𝑡 −𝑃𝑏,𝑤𝑜𝑟𝑠𝑡

+ 𝐶𝑠𝑏,𝑖𝑛𝑖 ∗ [𝑤𝑎 ( 𝑆𝐿 𝑠𝑏) + 𝑤𝑢 (𝑃
𝑠𝑏

)]
)]

𝑃𝑠𝑏 −𝑃𝑠𝑏,𝑤𝑜𝑟𝑠𝑡
𝑠𝑏,𝑏𝑒𝑠𝑡 −𝑃𝑠𝑏,𝑤𝑜𝑟𝑠𝑡

)]

or
𝑅𝑆𝐿𝑝

𝑅𝑆𝐿

𝑅𝑆𝐿

𝑉 = 𝑤𝑎 ∗ [𝐶𝑝,𝑖𝑛𝑖 ( 𝑆𝐿 ) + 𝐶𝑏,𝑖𝑛𝑖 ( 𝑆𝐿 𝑏) + 𝐶𝑠𝑏,𝑖𝑛𝑖 ( 𝑆𝐿 𝑠𝑏)]
𝑝

+ 𝑤𝑢 ∗ [𝐶𝑝,𝑖𝑛𝑖 (𝑃

𝑃𝑝 −𝑃𝑝,𝑤𝑜𝑟𝑠𝑡
𝑝,𝑏𝑒𝑠𝑡 −𝑃𝑝,𝑤𝑜𝑟𝑠𝑡

𝑏

) + 𝐶𝑏,𝑖𝑛𝑖 (𝑃

𝑠𝑏

𝑃𝑏 −𝑃𝑏,𝑤𝑜𝑟𝑠𝑡
𝑏,𝑏𝑒𝑠𝑡 −𝑃𝑏,𝑤𝑜𝑟𝑠𝑡

) + 𝐶𝑠𝑏,𝑖𝑛𝑖 (𝑃

𝑃𝑠𝑏 −𝑃𝑠𝑏,𝑤𝑜𝑟𝑠𝑡
𝑠𝑏,𝑏𝑒𝑠𝑡 −𝑃𝑠𝑏,𝑤𝑜𝑟𝑠𝑡

)]

(6.10)
Where: subscript p is for pavement component, subscript b is for base component, and
subscript sb is for subbase course component

Note that the first term on the right-hand side of Equation (6.10) is associated with
the agency attribute (remaining service life) while the second term is associated with the
user attribute (asset condition). The coefficient of each component in the asset valuation
model is presented in Table 6.7
Step 5 Next, the treatment cost was computed. Explanatory variable (C) from
Equation (6.7) was chosen to be PSI in this case example to determine the treatment cost.
Coefficients K and S were obtained from Khurshid (2010) and were 12.782 and 0.0146,
respectively. This treatment cost was then converted to a 2010 dollar value since Equation
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(6.7) estimates the treatment cost in 2006 dollars. An index of 1.08 was applied to convert
the cost to the same base year (US Bureau of Labor Statistics, 2015).
Table 6.7 Component characteristics for asset valuation model

Component
Pavement
Base
Subbase

Cost ($m/lane-mi)
in 2010 dollar
1.24
1.3
0.63

Service Life
45
68
90

Best Possible
Condition
0
100
100

Worst Possible
Condition
400
0
0

Note: the pavement condition is measured in PSI while the condition of the base and
subbase is measured as a condition rating between 0 and 100.

Step 6 The following step calculated the PSIα from the procedure described in the
above section. A numerical example of the truncated PSI lattice, which was the first step
to compute the PSIα, is shown in Figure 6.5. The column averages of the PSIs in Figure
6.5 are {3.54, 3.43, 3.31, 3.19, 3.86, 3.77, 3.67 and 3.56} and the PSIα, which is the average
of the column averages was 3.54. To convert the PSIα to VOCα, the relationship between
PSI and VOC from Figure 6.3 was used, as shown in Equation (6.11).
VOC = -11.26*ln(PSI) + 14.38 + VOCbase

(6.11)

Where VOC is in cent/vehicle-mi, VOCbase = base VOC = 33.91 cent/vehicle-mi.

Step 7 Equation (6.9) was then used to calculate the expected benefit increment from
the maintenance which would be compared to the expected benefit if maintenance were
applied in the future during the PPI. Again, if the immediate benefit from the maintenance
is higher than the expected benefit of deferring the maintenance, then the optimal decision
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in that particular node in the lattice would be the recommended node (year) of the
implementation. The results are illustrated in the PSI lattice in Table 6.8. The bold and
italic numbers with a shaded cell in the lattice denote all the nodes at which the maintenance
implementation is deemed optimal. It can be seen in Table 6.8 that the first year of
maintenance eligibility was in year 4 when the OMT was 2.73. If, however, the PSI did not
drop below this threshold in year 4, ROA recommended deferring the maintenance to the
subsequent year (year 5) with the OMT at 2.55 in year 5. Note in Table 6.8 that the OMT
from the ROA calculation was considered as both the performance-based threshold (PSI
below 2.73 in year 4 and below 2.55 in year 5) and the time-based threshold (maintenance
activity definitely should be implemented at the beginning of year 6).

Figure 6.5 Numerical truncated PSI lattice for VOCα calculation

Step 8 When the OMT is decided as in Table 6.8, sometimes there were two OMTs
in the same year in the PPI; for example, in Figure 6.6, PSIs of 2.73 and 3.26 were justified
as the OMT in year 4 since both had the expected benefit increment from the maintenance
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more than the expected benefit from deferring the maintenance. The reason why the higher
PSI (3.26) was also the OMT is that the deterioration fluctuation at that node was not high
(the future PSI from this node was between 2.99 and 3.14 at the end of PPI). Therefore,
deferring the maintenance would not have greatly improved the effectiveness of the
maintenance (i.e., the expected “benefit” when the maintenance is not implemented).
Nevertheless, if the maintenance were implemented at this node, it would improve the
VOCα and eventually increase the expected benefit increment from the maintenance,
thereby making the maintenance at this node viable.
Table 6.8 Example result of ROA for OMT analysis
PSI
Candidate Year in PPI

Row
0
1
2
3
4
5
6
7

0
3.54

1
3.46
3.41

2
3.38
3.32
3.24

3
3.32
3.25
3.13
3.02

4
3.26
3.20
3.07
2.88
2.73

5
3.21
3.16
3.03
2.81
2.55
2.35

6
3.18
3.13
3.01
2.78
2.46
2.12
1.88

7
3.14
3.11
2.99
2.75
2.43
2.01
1.60
1.32

In this chapter, however, the upper OMT was selected to reflect the fact that the
agency is responsible for making the final decision on maintenance implementation. Note
that the upper OMT may be selected instead of the lower OMT in the case where the VOCα
reduction would be enormous or when the user perspective dominates the agency
perspective.
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Figure 6.6 Selection of OMT for two OMTs in the same year

6.5

Results

This section discuss the OMT results using ROA. The observations and assessments
are also provided for each impact that could alter the OMT justification. The characteristics
of the road segment and the information for the analysis are listed in Table 6.9. The OMT
of each initial PSI value at the beginning of the PPI and its first year of maintenance
eligibility is shown in Figure 6.7. The interpretation of Figure 6.7 is, for example, when
the initial PSI of the road is 3.54, the first year of this maintenance project is still viable in
year 4 with an OMT of 2.62 PSI. Likewise, if the initial PSI is 3.06, the OMT would be
2.83 and the first year of maintenance eligibility (the first implementing year) is in year 2.
The lowest initial PSI that could trigger the maintenance implementation at the beginning
of the PPI (i.e., year 0) is 2.82. In other words, this is the point which the initial PSI is the
same as the OMT.
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Table 6.9 Road characteristics for OMT analysis
Maintenance Type
Expected Deterioration
Expected Deterioration Growth
Deterioration volatility
Project size
Traffic Volume (AADT)
AUC Ratio
Potential Period of Intervention (PPI)
Risk-free discount rate

Thin HMA Overlay
9%
7%
25 %
20 lane-miles
35,000 vpd
55:45
7 years
4%

Figure 6.7 OMT of first year of maintenance eligibility for different levels of initial
pavement condition

Intuitively, the optimal time to apply the maintenance treatment for a lower initial
PSI was found to occur later than the situation of a higher initial PSI (e.g., year 6 for an
initial PSI of 3.94 compared to year 2 with initial PSI of 3.06). It was also seen that a higher
initial PSI requires a lower OMT to trigger the maintenance implementation (2.45 to 2.73
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PSI for initial PSI over 3.54 and 2.75 to 2.84 inch/mile for initial PSI below 3.54).
Furthermore, the OMT range of values for a high initial PSI was wider than compared to
the range for a low initial PSI. This occurred because there is greater uncertainty inherent
in the project in the initial years but this uncertainty decreases until it reaches the
implementing year. Therefore, the OMT was set lower to ensure the project’s feasibility.
Note that the OMT in terms of pavement condition (on the y-axis) can be converted to an
OMT in terms of AADT required at implementing year.

6.5.1

Impact of Volatility on OMT and Implementing Year

The analysis was furthered to evaluate the impact of volatility on the OMT and
implementing year (i.e., the first year of maintenance eligibility). In this section, the initial
PSI at year 0 was fixed at 3.62. Figure 6.8 (a) shows that there was no specific trend of
OMT related to the change in volatility. The OMT ranged from 2.62 to 2.94 PSI for
different level of deterioration rate volatility.
However, if we consider the effect of volatility on the implementing year (see Figure
6.8 (b)), it is observed that the implementing year occurs late when the volatility is low and
occurs early when the volatility is high. For example, if the volatility is 5%, then the first
implementing year is year 6; also if the volatility is 30%, the implementing year is Year 4.
This is because when volatility is low, the expected asset value increment (due to the
maintenance activity) is found to be much higher than the change in VOCα. Therefore, the
optimal action is to defer the maintenance to obtain a higher increase in the expected value
of the project. However, when the volatility increases, the change in VOCα also increases;
this called for early intervention. It is also noticed that a time-based threshold (at years 4)
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indicated that for this road segment the maintenance should not be applied sooner than year
4.
OMT (in PSI) required at
implementing Year

Earliest year of possible
implementation

3
4
2.9

5
6

2.8

2.7

2.6
0

5

15

25

35

45

55

65

Volatility of the infrastructure deterioration (%)

(a) Impact of volatility on OMT
Earliest year of possible
implementation
7
6
5
4
Implementing Year
3
5

15

25

35

45

55

Volatility of the infrastructure deterioration (%)

(b) Impact of volatility on implementing year
Figure 6.8 Impact of volatility on OMT and implementing year
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6.5.2

Impact of Agency/User Weight Ratio on OMT and Implementing Year

This section investigates the impact of the weight ratio between then agency and the
user perspectives. As there was no way to justify the exact ratio of these weights, it was
important to assess the effect of these weights on the OMT and implementation. Using
different weights causes the OMT to vary from 2.5 to 3.5 PSI and the implementing year
from year 2 to year 5 (Figure 6.9). This results shows that when the agency weight is
relatively low (i.e., the user perspective is more crucial to the implementation decision than
the agency perspective), the OMT is more restrictive (higher PSI) and the implementing
year occurs at earlier years. This is because it is more cost effective for the agency to
postpone the maintenance activity to the following year and wait for greater pavement
deterioration. On the other hand, it is more beneficial for the user if the maintenance was
implemented early and the user VOC therefore was reduced. It also can be seen from Figure
6.9 that there was a large decrease in the OMT when the agency/user weight ratio changed
from 45:55 to 55:45 even if the implementing year was still the same; however, when the
agency weight increased from 30:70 to 80:20.

6.5.3

Impact of Expected Deterioration Rate on OMT and Implementing Year

This section discusses the impact of the expected deterioration rate on the OMT and
the implementing year. Figure 6.10 shows that when the rate changes from 0% to 20%, the
OMT changes from 2.58 to 3.62 PSI, and the first implementing year shifts from year 0 to
year 4. It was further noticed that the expected deterioration rate of 5 to 10 % yielded the
first implementing year at year 4.
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Figure 6.9 Impact of agency/user weight ratio on OMT and implementing year

The explanation for this outcome is that a low deterioration rate will not cause the
PSI to vary much over the PPI. Therefore, this encourages early intervention which will
lower VOCα over the PPI. Nevertheless, when the expected deterioration rate is high, the
optimal decision changed: it deferred the intervention to produce the benefit from a greater
improvement in the PSI (more cost effective from the intervention but also needed lower
PSI threshold). Then, once the expected deterioration is high enough, it causes the
increment in VOCα exceed the maintenance cost effectiveness (when maintenance is
deferred). Hence, the optimal implementing year is shifted back by one year.
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(b) Impact of expected deterioration rate on implementing year
Figure 6.10 Impact of expected deterioration rate on OMT and implementing year
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6.5.4

Combined Impact of Two Variables

So far in the analysis, only one variable has been varied to observe its impact on the
OMT and the first implementing year. This section presents the results when two variables
are made to vary. Figure 6.11 illustrates the first implementing year when the expected
deterioration rate and volatility were varied. It was noticed that when the expected
deterioration rate is low (approximately 0 to 5%) and the volatility is high (30% volatility
line), ROA recommends deferring the maintenance because there is a chance that the PSI
would decrease even if the deterioration rate is low. Hence, maintenance deferment would
yield a higher cost-effectiveness. On the other hand, for the low volatility case with low
deterioration rate, ROA recommends implementing the maintenance as early as possible
(immediately) because the PSI is not expected not to decrease much (since the rate and
volatility were both low). This immediate maintenance would decrease the user VOCα
which in turn, would eventually increase the project benefit.
However, if the deterioration rate kept increasing approximately when the rate was 6
to 10%, we would see that the first implementing year of implementation for the lower
volatility line occurs later than that of the higher volatility line; this is because the
deterioration rate was high enough and the uncertainty (i.e., volatility) was low. It was then
almost certain that the PSI would decrease significantly. Hence, this makes deferring the
maintenance the optimal decision because a higher cost effectiveness could be eared at a
future date. Meanwhile, at the 30% volatility line, there was a greater chance that the PSI
would be lower compared with the 10% volatility line (since 30% volatility has more
uncertainty than 10% volatility) which would not be advantageous if the maintenance was
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postponed. ROA therefore recommended that the maintenance be implemented one year
earlier compared to the case where the volatility is 10%.
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Figure 6.11 Identification of the first year of implementation for different combinations
of deterioration rate and volatility

Once the expected deterioration rate exceeded 10%, there was no difference in the
first implementing year for all the volatility percentages. All the lines show that the first
implementing year was sooner than the previous range (when the rate was at 6 to 10%) by
one to two years and then the first implanting year in all cases converted to year 3 when
the rate was 17% or more. For the reason discussed above, it was found that the range of
the first implementing year of lower volatility was larger than for higher volatility (two
years when the volatility was 30% compared to five years when the volatility was 10%).
Moreover, the results indicated that a trade-off exists between low VOCα (early
maintenance) and high cost effectiveness (late maintenance).
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Figure 6.12 depicts the first implementing year when both the expected deterioration
rate and the agency/user weight ratio were made to vary. From this observation, when the
rate was low (0 to 8%), there was no difference in the first implementing year when the
agency weights are 0.45, 0.50, and 0.55. Nevertheless, when the rate increased, it was seen
that the first implementing year of the lower agency weight is typically one year earlier
because the importance is shifted from the agency perspective (at 0.55 agency weight) to
the user perspective (at 0.45 agency weight); this also means that the improvement of
VOCα was superior (in value) to the increase in maintenance cost effectiveness. Finally, it
can also be noticed that all the lines in both Figure 6.11 and Figure 6.12 show have a
concave shape, which could be more evidence of the trade-off between low VOCα and
high cost effectiveness.
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Figure 6.12 Identification of the first year of implementation for different combinations
of deterioration rate and agency/user weight ratio
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6.5.5

Comparison between OMT from ROA and Past Literatures

The thresholds for thin HMA overlay treatment from the selected past literature were
compared with the OMT in this analysis. Some of the previous study outcomes (Table
6.10) were in IRI, which were converted to PSI. It can be seen that the OMTs utilized in
this dissertation were in close proximity to the thresholds from the selected literature, even
though the lower threshold (2.55 PSI) is slightly lower than the other thresholds, it is still
well above the minimum of the historical threshold recorded by INDOT of 2.14 PSI (not
shown in the table).
Table 6.10 Comparison of thin HMA overlay thresholds from previous studies

Source
NCHRP (Shuler,
1984)
FHWA (Raza,
1994)
INDOT (2009)

Khurshid (2010)

This dissertation

Functional
Class

Performance
Threshold
(PSI)

Time
Threshold

N/A

N/A

> 6 years

N/A

N/A

8-11 years

IS
NHS-NI
NNHS
IS
NHS-NI
NNHS

2.77
2.97
2.65
2.93
2.86
2.80

N/A
N/A
N/A
N/A
N/A
N/A

N/A

2.55-2.95

3-8 years

Remark

Mean value
Mean value
Mean value

Only study that
recommends a
threshold based on
both time and
condition

The OMT in this dissertation did not categorize the pavement by its road functional
class as done in the previous literature because the threshold shown here is only for
purposes of illustration and the methodology can be applied to pavements of different
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functional classes to yield separate thresholds. It is important to note that the ROA method,
so far, is unique because it is the only one that establishes a threshold that is based on both
performance and time thresholds. This is very useful in the practice because a major
problem of performance-based decisions is the need for regular asset monitoring: tracking
of the asset condition is necessary so that a treatment is applied when the optimal
performance threshold is reached. Using the ROA method therefore can enable the
practitioner to anticipate the optimal timing without excessive condition monitoring.

6.6

Conclusions and Recommendations

This chapter discussed a novel method for establishing optimal maintenance
thresholds using ROA. The literature review produced only a few which employed an
analytical method to determine the threshold, which means that the current practices use
expert opinions or questionnaires, which tend to be subjective and biased. Moreover, all of
the studies found did not fully consider and include uncertainty in their analysis. Hence,
this chapter of the dissertation attempts to integrate uncertainty and flexibility by using
ROA.
The asset valuation model, VOC and the treatment cost estimation model from the
past studies were implemented to formulate the objective function in this chapter. Then,
the concept of VOCα was developed to represent the VOC value over the PPI. The weights
between the agency and user perspectives were applied in the objective function as well to
indicate the importance of these two perspectives.
A case example was also provided and discussed in this chapter. The impact of the
initial condition in PSI, volatility, agency weight, expected deterioration rate, and the
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combination of these factors were also presented. The results also suggested that a tradeoff existed between the agency perspective (maximize the maintenance cost-effectiveness)
and the user perspective (minimize the VOCα). The ROA results also suggested that the
OMT might not be the PSI value alone. To establish the OMT, the optimal PSI needs to be
considered as well as the optimal time (i.e., years in PPI).
When the results from ROA were compared with those from past studies, it was seen
that the OMTs from this dissertation were similar to the latter. However, this dissertation
is the only research study that provided both the PSI threshold required for the maintenance
and the time of implementation, which is very valuable in situation where the asset
performance cannot be monitored continuously. Finally, the recommendations for future
research are as follows: (i) since this dissertation focused on a single maintenance treatment
during the PPI, future work could be to relax this limitation and extend the analysis to
maintenance schedules the maintenance. An option valuation technique, such as the Least
Square Monte Carlo algorithm can be implemented to solve this extended problem. (ii) a
barrier option could be used to prevent any maintenance that is deemed to be early
maintenance. For example, in Table 6.8, if the barrier PSI was set at 2.50, then there would
be no maintenance before year 4 (delayed from no maintenance barrier by one year) and a
maintenance activity would be triggered only if the PSI is under 2.50 in year 5.

6.7

Chapter Summary

This chapter used the ROA approach to establish the framework for the optimal
maintenance threshold. The asset valuation model was implemented to convert asset
condition to the monetary value, and the PSIα concept was developed to determine the
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asset condition throughout the potential period of intervention. The results showed that the
thresholds from the ROA method were close to those established in the past literature.
However, unlike those in the literature, the thresholds from the ROA method are both time
based and condition based.
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CHAPTER 7. METHODOLOGY FOR SCHEDULING THE PAVING OF UNPAVED
ROADS

7.1

Introduction

According to the USDOT (2012c), roughly 35% of the four million miles of roads in
the United States are unpaved. As more rural areas become urbanized, there will be a
growing need to pave these unpaved roads. The $280B price tag associated with paving all
unpaved roads is prohibitively high; and with the current level of highway funding and
existing backlog, it is financially unfeasible and economically imprudent to pave all
unpaved roads. Therefore, highway agencies are in need of a systematic method for
justifying the paving of deserving road surfaces and determining the optimal time for such
interventions.
When traffic demand increases on an unpaved road, it gradually becomes a candidate
for having its surface paved with higher quality material, such as asphaltic concrete, to
improve the speed and comfort level of its users. Before a paving activity can be
implemented, a highway agency needs to develop a procedure to evaluate the optimal
condition for paving based on the concept of life-cycle cost analysis. Hence, the optimal
conditions for paving could be identified by the condition at which it yields the minimum
life-cycle cost. Using this systematic approach, the agency can standardize its decisions for
all paving work for unpaved roads, and increase their budget efficiency, while providing
the road users with benefits that include reduced travel time and vehicle operating costs,
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and lower emission of noise and dust.
This chapter presents a methodology to determine the optimal time and traffic
conditions for paving unpaved roads. In doing this, the chapter also investigates and
compares the results of traditional NPV, probabilistic NPV. The drawbacks of the NPV
analysis when uncertainty is not incorporated in the calculations are discussed, and the
chapter demonstrates that this limitation can be overcome using ROA. To compare
financial options and paving scheduling options, Table 7.1 provides the key characteristics
of financial options and ROA for optimal paving decision analysis.
Table 7.1 Analogy between financial option and real options for paving scheduling
analysis
Financial Options

Real Options

Underlying asset

Stock price

Cost saving increment

Exercise price

Strike price

Paving cost

Source of uncertainty

Stock price

Traffic growth rate

Option type

Call

Pave unpaved road

Time interval

Day

Year

7.2

Literature Review

For paving decisions, past studies generally have used the LCCA technique
(Archondo-Callao, 1999; Zimmerman and Wolters, 2002; Jahren et al., 2005). These
authors identified the cost components associated in a paving project both before and after
the paving. The cost components considered in the past studies normally were composed
of (a) travel time cost, (b) vehicle operating cost, (c) maintenance cost, (d) crash cost, and
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(e) paving cost. After obtaining the total cost based on these components, the optimal
decision was identified as the project condition that yields the lowest total life-cycle cost
of the project. This project condition refers to the optimal AADT or duration (in years). In
the following paragraphs, we review and discuss briefly the past studies relating to road
paving decision analysis.
Break-even analysis has been used to identify the optimal paving time. The method
calculates all the costs and benefits associated with the paving project and considers the
point at which the cost equals the benefit; thus is the optimal paving time. However,
Bhandari and Sinha (1979) proposed that the optimal year should not be the year that the
cumulative NPV is zero but should rather be the year that the cumulative NPV is at
maximum.
A Kentucky Transportation Center report (1988) provided some guidance and
considerations that should be addressed prior to paving a gravel road and concluded that
the average daily traffic volumes to warrant paving may range from 50 to 500 vpd in order
for the paving project to be feasible. Their report also recommended that vehicle
classification should also be considered as a factor. For example, if a roadway has a high
percentage of trucks, it would be more cost-effective to defer the paving activity because
the cost of reconstructing a gravel road is much lower compared to reconstructing a paved
road.
Archondo-Callao (1999) developed a road economic decision model to facilitate
low-volume road maintenance and decisions, particularly in countries on the African
continent. Using the consumer surplus approach, the model calculated the price elasticity
and measured the benefits associated with lower life-cycle costs. The life-cycle cost
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components included in the model are the vehicle operating, travel time, maintenance,
crash, and paving costs. The output is the IRR and the net present value (NPV) of each
alternative.
In 2002, the South Dakota Department of Transportation commissioned a study of
the criteria for selecting local road material types (Zimmerman and Wolters, 2002). The
study developed a procedure to design long-term schedules for maintaining and managing
low-volume roads. Using a LCCA-based decision model involving agency and user costs,
the study identified the optimal pavement type. The four surfaces types considered in the
study were HMA, chip seal, gravel, and stabilized gravel.
A similar research conducted by Jahren et al. (2005) for the Minnesota Department
of Transportation used data from counties in Minnesota to analyze the historical costs
associated with low-volume roads and the effects of traffic load and surface type on the
cost. This was followed by the development of a method for estimating maintenance gravel
road costs.
These studies did not explicitly include flexibility in their analysis which, as shown
in the previous chapters, can increase the project value and hence can influence the optimal
paving time and optimal traffic conditions. For low-volume unpaved roads, the traffic
demand can change drastically, therefore, it can be beneficial to have the flexibility to defer
the paving action until the uncertainty of the traffic demand is resolved.

7.3

Framework for Optimal Scheduling for Road Paving

Figure 7.1 presents the framework to determine an optimal time to pave a gravel road.
The analysis starts by forecasting the traffic volume during the PPI. For the deterministic
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case that involves the use of NPV was used to analyze the problem, a constant expected
traffic growth rate was applied to the initial AADT to obtain the AADT of the following
year. This process is continued until the end of the potential period of intervention is
reached.
A similar procedure was repeated for the probabilistic NPV, with the exception that
the distribution of the traffic growth rate needed to be identified. The traffic growth rates
for each year were drawn from that predetermined distribution and multiplied by the AADT
of the starting or current year to obtain the AADT for the next year. For the ROA case, the
level of the project uncertainty (i.e., volatility) was used to characterize the fluctuation in
the project and to calculate the annual AADT during the PPI.
After the annual AADTs were identified, the next task was to compute the total
project cost during the PPI. The paving decision, ultimately, is based on the year and the
AADT, which yield the minimum total project cost. In this chapter, five cost components
(TTC, VOC, maintenance cost, crash cost, and paving cost) were considered and summed
up as the total project cost. The first four cost components were different for the “without”
scenario (unpaved road) and the “with” scenario (paved road). For the TTC, VOC, and
maintenance cost of a paved road, these costs are typically lower compared to those of
unpaved roads. However, for safety there is a higher cost for paved roads compared to
unpaved roads (Kentucky Transportation Center, 1988).
The paving optimal timing was then determined separately using three alternative
techniques: traditional NPV, probabilistic NPV, and ROA. Lastly, the optimal conditions
for the paving decision was determined in terms of (a) the optimal paving time (year during
the PPI) and (b) the optimal project condition (minimum AADT at the eligible year).
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Figure 7.1 Framework for optimal scheduling of paving

7.3.1

AADT Forecast

To determine the total project cost, the AADT at each year in the PPI was identified.
These AADT value then were used for calculating all the cost components (both agency
and user costs) which were summed as the total project cost. For the deterministic case
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using the NPV method, a constant traffic growth rate was assumed. The AADT for any
year during the PPI was calculated using Equation (7.1).
𝐴𝐴𝐷𝑇𝑖 = 𝐴𝐴𝐷𝑇0 ∗ (1 +

𝑡

𝑖

) , 0 ≤ 𝑖 ≤ 𝑃𝑃𝐼 − 1
100

(7.1)

Where 𝐴𝐴𝐷𝑇𝑖 = AADT at Year i in PPI, 𝐴𝐴𝐷𝑇0 = initial AADT at year 0, t = expected
traffic growth rate (%).

Using the ROA approach, the AADT case was determined by using Equations (2.5)
to (2.8) to calculate the u and d factors and hence construct the binomial lattice from the
initial AADT at the beginning of the PPI. As mentioned in the previous section, the
project’s volatility is evidenced by the AADT change at each year in the PPI, which also
ultimately determines the feasibility of the paving activity. A lower volatility (Figure 7.2
(a)) means that the gap between highest and lowest AADT is smaller (Figure 7.2 (b)). It
may be noted that the expected traffic growth rate for ROA did not affect the change in the
annual AADT but indicated the probability that AADT increases or decreases over the
subsequent years. Figure 7.3 shows the alternative form of AADT binomial lattice in
tabular form.

(a) Low Volatility

(b) High Volatility

Figure 7.2 AADT binomial lattice with low and high volatility
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Figure 7.3 AADT binomial lattice in tabular form

7.3.2

Estimation of Total Project Costs

After the usage levels throughout the PPI have been determined, the next step is to
calculate the total project cost. Recall that this chapter considers five cost components:
travel time cost, vehicle operating cost, maintenance cost, crash cost, and paving cost. For
each component, the cost estimation procedure is described below:

7.3.2.1 Travel Time Cost
Figure 7.4 presents the unit cost of travel time found in the past literature for a vehicle
traveling on and off an expressway during peak and off-peak periods. This chapter assumed
the average of the nonexpressway/off-peak unit TTC (12.9 cents per passenger-mile) for
unpaved roads and the average of the expressway/off-peak unit TTC (7.1 cents per
passenger-mile) for the paved road.
Equations (7.2) to (7.4) can be applied to calculate the total TTC during the potential
period of intervention.
TTCu,n = 365*AADTn*λ*µu/105

(7.2)
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TTCp,n = 365*AADTn*λ*µp/105
𝑦−1
𝑇𝑇𝐶𝑇𝑜𝑡𝑎𝑙 = ∑𝑖=0 𝑇𝑇𝐶𝑢𝑝,𝑖 + ∑𝑃𝑃𝐼
𝑗=𝑦 𝑇𝑇𝐶𝑝,𝑗

(7.3)
(7.4)

Where: TTCu,n and TTCp,n = Travel Time Cost of unpaved and paved road at Year n,
respectively, λ = number of passenger occupancy per vehicle, µu and µp = unit cost of travel
time on paved and unpaved road in cent/passenger-mi, respectively, 𝑇𝑇𝐶𝑇𝑜𝑡𝑎𝑙 = Total
TTC during the PPI , y = year at which the paving activity is triggered, PPI = last year in
the potential period of intervention.

Figure 7.4 Travel time cost for vehicles on and off expressway (VTPI, 2012)

7.3.2.2 Vehicle Operating Cost
The VOC was also considered in this analysis to represent the user cost. The VOC
basically includes fuel cost, vehicle repair and maintenance cost, and depreciation cost,
which is tied to the pavement condition (Zimmerman and Wolters, 2004; Sinha and Labi,
2007). This chapter assumes a constant unit VOC throughout the PPI. To determine the
VOC for paved and unpaved roads, the factor in Figure 7.5 estimated from Zimmerman
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and Wolters (2004) was used: the VOC of the paved road was multiplied by the factor to
obtain the VOC of the unpaved road. Equations (7.5) to (7.7) presents the details of the
steps to determine the total VOC in this analysis.

Figure 7.5 Relationship between VOC on paved and unpaved road for various speeds
(Zimmerman and Wolters, 2004)

VOCp,n = 365*AADTn*λ*ɛp/105

(7.5)

VOCu,n = CFVOC*VOCp,n

(7.6)

𝑦−1
𝑉𝑂𝐶𝑇𝑜𝑡𝑎𝑙 = ∑𝑖=0 𝑉𝑂𝐶𝑢𝑝,𝑖 + ∑𝑃𝑃𝐼
𝑗=𝑦 𝑉𝑂𝐶𝑝,𝑗

(7.7)

Where: VOCu,n and VOCp,n = VOC of unpaved and paved road at Year n, respectively, λ =
number of passenger occupancy per vehicle, ɛp = unit VOC on paved road in cent/vehiclemi, CFVOC = conversion factor from paved VOC to unpaved VOC. 𝑉𝑂𝐶𝑇𝑜𝑡𝑎𝑙 = Total VOC
during the PPI.
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7.3.2.3 Crash Cost
The procedures to estimate the crash cost were the same as that presented in Chapter
4 using Equation (4.1) and the coefficients in Table 4.2. Recall that three levels of crash
severity were considered in Chapter 4 (fatal, injury, and property-damage-only (PDO)).
After calculating the number of crashes for each severity level, this was multiplied by the
associated unit crash cost. However, Equation (4.1) is applicable for paved roads.
Therefore, another set of conversion factors was developed to estimate number of crashes
on the unpaved road. The following equations are used to obtain the total crash cost during
the PPI for this analysis.
CCp,s,n = UCCs*NrCs,n/103

(7.8)

CCu,s,n = CFCC*CCp,s,n

(7.9)

𝑦−1
3
𝐶𝐶𝑇𝑜𝑡𝑎𝑙 = ∑𝑖=0 ∑3𝑠=1 𝐶𝐶𝑢𝑝,𝑠,𝑖 + ∑𝑃𝑃𝐼
𝑗=𝑦 ∑𝑠=1 𝐶𝐶𝑝,𝑠,𝑗

(7.10)

Where: CCu,s,n and CCp,s,n = Crash cost of unpaved and paved road of severity type s at
Year n, respectively, UCCs = unit crash cost of severity type s ($3.5 million for fatal,
$80,000 for injury, and $3,500 for PDO (Sinha and Labi, 2007)), NrCs,n = number of
crashes of severity type s on paved road at year n from Equation (4.1), CFVOC = crash
conversion factor from paved road to unpaved road. 𝐶𝐶𝑇𝑜𝑡𝑎𝑙 = total crash cost during the
potential period of intervention I.

7.3.2.4 Paving and Maintenance Costs
All the costs discussed in the previous sections are associated with the road user. For
the agency costs, this chapter assumed that the paving cost and subsequent maintenance
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cost constitutes the agency cost of the paving project. By paving an unpaved road, the
agency can benefit from the reduction in subsequent maintenance cost due to a bound
surface material pavement (Jahren et al., 2005). It was further assumed that the
maintenance cost for an unpaved as well as a paved road are constant and the paving
activity would occur only once during the PPI. The total maintenance cost was calculated
as shown in Equation (7.11).
𝑦−1
𝑀𝐶𝑇𝑜𝑡𝑎𝑙 = ∑𝑖=0 𝑀𝐶𝑢,𝑖 + ∑𝑃𝑃𝐼
𝑗=𝑦 𝑀𝐶𝑝,𝑗

(7.11)

Where: 𝑀𝐶𝑢,𝑖 = annual maintenance cost of the unpaved road at Year i, 𝑀𝐶𝑝,𝑗 = annual
maintenance cost of paved road at Year j, 𝑀𝐶𝑇𝑜𝑡𝑎𝑙 = total maintenance cost over the PPI.

It is important to note that a dollar spent by an agency (maintenance and paving cost
in this case example) may not be equal to a dollar spent by the road users (TTC, crash cost,
and VOC in this case example). Hence, an assumed relative weight between the agency
cost dollar and the user cost dollar was applied to emphasize the importance of the agency
cost over the user cost, and vice versa. In this case example, the same weights were
assigned to the user and agency costs (i.e., the relative weight ratio of the agency cost to
the user cost was 1:1).

7.4

Methodology for Optimal Time for Paving

The following steps elaborate the methodology to determine the optional timing for
paving unpaved roads once all the cost components from the previous section have been
computed.
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Step 1 For the deterministic approach, at any given initial AADT at candidate year 0,
the AADTs for the subsequent years were determined using Equation (7.1). In the case of
a 10% expected traffic growth rate with an initial AADT of 200 vpd and year 20 as the
candidate year of action, Table 7.2 is an excerpt from the calculation results.
Table 7.2 AADT forecast result of deterministic NPV approach
Candidate Year
Annual Average
Daily Traffic (vpd)

0

1

2

3

200

220

242

266

...
...

17

18

19

20

1,011

1,112

1,223

1,345

Step 2 As discussed earlier in the chapter, the AADT of each candidate year for ROA
method was not determined by the expected traffic growth as in the deterministic NPV
case. The ROA method estimated the AADT of the following year from the volatility of
the project (Equations (7.5) to (7.8) and Figure 7.3). For a volatility of 10%, Table 7.3
presents the results of the AADT estimated throughout the candidate year of action.
Table 7.3 Abridged AADT binomial lattice for paving timing scheduling
Range
of
Possible
Values
0
1
2

0
200

1
220
182

2
242
200
165

...

19
1,222
1,010
832

20
1,344
1,111
915

33

36
30

. . .

. . .
19
20

Candidate Year of Action
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Step 3 After the AADT in each candidate year was identified, all the costs associated
with it were determined. A 25 cents per vehicle-miles VOC was assumed for the paved
road (FHWA, 2002) and the speed on the unpaved road was assumed to be 40 mph, which
was the average speed on unpaved roads (Zimmerman and Wolters, 2004). Thus, the VOC
conversion factor (VOCunpaved/VOCpaved) was 1.50 (Figure 7.5). To develop the conversion
factor for the crash cost, the historical crash data available in Zimmerman and Wolters
(2004) was evaluated to derive the conversion factor for the number of crashes on the
unpaved road for all three crash severities (fatal, injury, and PDO) as follows: 0.011, 0.065,
and 0.05, respectively. For the maintenance cost, $3,000/mile/year and $7,000/mile/year
were assumed for the maintenance cost of the paved and unpaved road, respectively
(Zimmerman and Wolters, 2004).
Step 4 From the values defined in the previous step, Equations (7.2) to (7.11) were
used to compute the value of each cost component, and the total project cost during the
potential period of intervention was determined as follows:
TPC = 𝑇𝑇𝐶𝑇𝑜𝑡𝑎𝑙 + 𝑉𝑂𝐶𝑇𝑜𝑡𝑎𝑙 + 𝐶𝐶𝑇𝑜𝑡𝑎𝑙 +𝑀𝑇𝐶𝑇𝑜𝑡𝑎𝑙 + PC

(7.12)

Where TPC is total project cost and PC is paving cost which is $40,000/lane-mile
(Zimmerman and Wolters, 2004).

Step 5 This step identifies the optimal time and optimal AADT to carry out the paving
activity for the deterministic case (NPV analysis), which are the year and AADT that
correspond to the minimal total project cost.
Step 6 The ROA approach is relatively more detailed compared to the deterministic
case because having the total project cost could not sufficiently identify the optimal time
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and AADT for paving. Specifically, ROA compares the instant benefit of the paving
activity if it is implemented at the current time and the expected benefit of the paving
activity when it is deferred. As a result, ROA recommends that the optimal time to exercise
the paving option is at the initial year when the former is greater, but there is greater
incentive to keep the option open and exercise it in the next potential period when the latter
was greater.
To normalize the results, this chapter’s framework considered the “cost saving per
AADT” (𝛷) as the criteria to for identifying the optimal time when the road was paved and
when the paving was not triggered (base case) as the objective function of the ROA
approach. This enabled ROA to recommend the paving activity when the “current value”
̅ ). The reason for computing the savings in dollars per
exceeded the “expected value” 𝛷 (𝛷
vehicle is to normalize the saving such that the analysis was not biased to the high cost
saving from a higher AADT (which prevented ROA from deferring the paving to the last
year of the PPI).
Step 7 In this step, the traffic volume was determined for the cost savings per AADT.
Unlike the deterministic case where the AADT was presumably known throughout the PPI,
the exact traffic growth path was not available for ROA due to the uncertainty. Fortunately,
the concept of possible, previous, and future paths detailed in the previous chapter were
implemented to serve as a basis for the total project cost calculation. Hence, the first term
on the right-hand side of Equations (7.4), (7.7), (7.10), and (7.11) is the sum of the column
average of the year before the paving in the AADT binomial lattice. Likewise, the second
term of those equations was associated with the sum of the column average of the year after
the paving in the AADT binomial lattice.
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Step 8 Equation (7.12) was used to compute the total project cost for the paving
scenario. For the total project cost when the paving was not implemented, all the second
terms on the right-hand side of Equations (7.4), (7.7), (7.10), and (7.11) were taken as zero
and the paving cost did not appear in Equation (7.12). Hence, the cost saving per AADT at
node i,j in the AADT binomial lattice (Figure 7.3) were obtained as follows:
𝛷𝑖,𝑗 = (𝑇𝑃𝐶𝑖,𝑗 − 𝑇𝑃𝐶𝑢 )⁄𝐴𝐴𝐷𝑇𝛼,𝑖,𝑗

(7.13)

Where 𝛷𝑖,𝑗 is cost saving per AADT at node i,j in the lattice, 𝑇𝑃𝐶𝑖,𝑗 is total project cost
when paving is implemented at node i,j, 𝑇𝑃𝐶𝑢 = total project cost when paving is not
implemented, 𝐴𝐴𝐷𝑇𝛼,𝑖,𝑗 = annual average of expected AADT at node i,j.

Step 9 Finally, Equation (7.14) was used to calculate the value of each option at each
node i,j in the AADT binomial lattice. As discussed previously in Step 6 of this
methodology, the time for paving was considered optimal when the prompt cost savings
associated with the paving activity exceeds the expected cost savings from the paving
activity in the future period in the PPI, otherwise it was more appropriate to keep the option
open.
𝑂𝑝𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒𝑖,𝑗 = max(𝛷𝑖,𝑗 , 0)

if j = PPI and

̅𝑖,𝑗 )
𝑂𝑝𝑡𝑖𝑜𝑛 𝑉𝑎𝑙𝑢𝑒𝑖,𝑗 = max(𝛷𝑖,𝑗 , 𝛷

if j ≠ PPI

̅𝑖,𝑗 = expected cost saving per AADT at node i,j.
Where 𝛷

(7.14)
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7.5

Results of the Analysis
7.5.1

NPV

Figure 7.6 presents the relationship between the total project cost and the candidate
year for different values of the initial AADTs and traffic volume for a 15% annual traffic
growth rate. This figure illustrates the influence of different initial AADTs on the optimal
paving time. Note that the total project cost on the vertical axis was scaled to the percentage
of the maximum total project cost of the same initial AADT (i.e., all the data points on the
same line in Figure 7.6). By doing so, the higher initial AADT line (with higher total project
cost) did not dominate the figure and the curvature of the other lines then could be
visualized. It is also noted that this action did not change the NPV analysis results.
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* Bigger marker denotes the optimal paving

Figure 7.6 Optimal paving year for various initial AADT

Furthermore, all the lines in Figure 7.6, imply a trade-off between the reduction in
the cumulative crash cost and the reduction in the cumulative VOC and travel time. Paving
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is in the early stage of the project (at point A), it can reduce the cumulative VOC and travel
time cost over the potential period of intervention. This, however, means that the
cumulative crash cost over the potential period of intervention would increase,
unfortunately. The DM can make a better decision in this case by deferring the paving to
gain a greater reduction in the cumulative crash cost; this can be seen from the downward
curve from point A to the optimal paving time point at year 9. Nevertheless, if the paving
activity was to be deferred until it passed the optimal paving time (Point B), the increment
of the cumulative VOC and travel time cost over the potential period of intervention would
exceed the reduction in the cumulative crash cost. As such, the curve moves upward as
seen in Figure 7.6.
It can also be seen in Figure 7.6 that for a lower initial AADT, a longer time period
elapses before the paving activity becomes feasible. For example, if the initial AADT is
100 vpd, it is optimal to pave the road at year 9; on the other hand, when the initial AADT
is 200 vpd, it would take only four years for the paving activity to be optimal. It is
interesting to note that the minimum initial AADT to warrant the paving project at year 0
(the beginning of the potential period of intervention) is 350 vpd.
Figure 7.6 also suggests that if the improvement is delayed from the optimal time,
the penalty (in terms of the total project cost increment) is higher for a higher initial AADT.
The gap between the maximum and minimum total project cost is approximately 4% for
100 vpd initial AADT but 13% for 200 vpd initial AADT. Therefore, the percentage of the
cost savings (i.e., the gap between the minimum and maximum of the total project cost) for
a higher initial AADT is also higher. This potentially encourages early implementation
even before the optimal year in order to prevent a higher penalty (as indicated by the flat
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slope on the left side and the steep slope on the right side of the bottom two lines in Figure
7.6).
However, if the horizontal axis in the plot was changed to the AADT at the candidate
year (Figure 7.7), it can be seen that all the lines have the same minimum point (which
indicates the optimal condition for paving) at approximately 350 vpd; in other words, the
initial AADT did not affect the AADT threshold for paving. Rather, the initial AADT only
influenced the year of paving because the traffic growth rate as assumed constant and
therefore a lower initial AADT would take a longer time to reach 350 vpd.
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Figure 7.7 Relationship between AADT and percentage of maximum total project cost at
each candidate year for various initial AADT

To investigate the influence of the traffic growth rate on the optimal year or optimal
AADT for paving, this analysis was repeated for different traffic growth rates. The results
are illustrated in Figure 7.8 and Figure 7.9 for the optimal time and the AADT for paving,
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respectively. It can be noticed that the 5% growth rate curve did not behave in the same
way as the curves for other growth rates because with a PPI of 20 years, an initial AADT
of 100 vpd, and a 5% growth rate, the AADT at year 20 had not passed the AADT threshold
at 350 vpd (AADT = 265 vpd at year 20). If the PPI had been extended to a 30-year period,
with the same 5% growth rate, the AADT would have passed the 350 vpd threshold in year
26. It is further noticed that when the growth rate is low (growth rate = 5, 7, and 10%), the
maximum total project cost is at year 0. However, the total project cost at year 20 is
increasing as can be observed by the upward movement of the right side of the curves
before the maximum change from year 0 to year 20 at 12% traffic growth rate.
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Figure 7.8 Optimal paving years for different traffic growth rates
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Even though the optimal paving time is observed to be different for different traffic
growth rates (a higher growth rate results in an earlier implementation), the minimum total
project cost was found to occur at approximately 350 vpd (Figure 7.9). Therefore, for the
deterministic NPV analysis, a “firm” paving threshold of 350 vpd is established for this
case study, irrespective of the traffic conditions, of which only the initial AADT and
growth rate will alter the time until the threshold has been met. This finding confirms the
drawback of the NPV analysis, particularly in this paving decision analysis because the
AADT on a low-volume road could increase or decrease significantly.
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Figure 7.9 AADT at the optimal paving year of various traffic growth rates

Additionally, the probabilistic NPV approach is also used to analyze the problem. For
the probabilistic case, the traffic growth rate is assumed to be 15% annually and the
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fluctuation (i.e., the uncertainty) of the growth rate was assumed to follow a uniform
distribution with a lower bound of -2.5% and an upper bound of 2.5%. In other words, the
traffic growth rate is between 12.5 to 17.5% annually. Again, it was found that the AADT
threshold to warrant the paving activity is still 350 vpd. Nevertheless, the optimal time is
not fixed at year 9 as in the traditional NPV approach but could shift to year 8 or defer to
year 10. Figure 7.10 shows the distribution of the outcome, which indicates that the
probability to pave an unpaved road in year 9 is the highest at 58.4% while there is a 20.4%
and 21.2% chance of implementing the paving project in year 8 and 10, respectively.
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Figure 7.10 Distribution of the optimal paving time when probabilistic NPV is used

7.5.2

ROA

Using the method described in Section 6.4, ROA was carried out, and the results are
discussed in this section. It may be recalled that the justification to initiate the paving
implementation is when the current cost saving per AADT exceeds the expected cost
saving per AADT (i.e., option value). Supposing that the initial traffic volume (AADT) is
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200 vpd and the expected traffic growth rate is 5%, Figure 7.11 presents the resulting
relationship between the candidate year and the minimum AADT required for paving to be
feasible at a volatility level of 10, 12.5, and 15%. The figure suggests that if volatility is
15% then the earliest year to feasibly implement the paving is at year 2 with a minimum
AADT at year 2 of 230 vpd. For a lower level of volatility, say 10%, the ROA results
recommended deferring until year 10 and established a minimum required AADT of 518
vpd for the paving to be feasible. This implies that a higher volatility will encourage an
earlier time for the paving. In fact, in this case example, if the volatility is 17.5% or more,
the paving is feasible at the start year of the PPI.
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Figure 7.11 Relationship between candidate year and minimum AADT for paving

Moreover at a higher volatility, the time window of paving implementation feasibility
was found to be longer than that for a lower volatility (from years 2 to 18 for 15% volatility
compared to years 8 to 18 and years 10 to 18 for a volatility of 12.5% and 10%,
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respectively). The other interesting observation is that, for all three volatility curves, a
higher minimum AADT compared to the previous year was required for the paving to
become feasible. This is indicated by all three lines in Figure 7.11 are moving upward. The
reason for this outcome is that a high AADT after paving would result in higher savings
from travel time cost, VOC, and maintenance cost, and these costs would compensate for
the crash cost increase after the paving.
These results are confirmed by the trends seen in Figure 7.12. The figure shows that
the annual safety cost was the same as the sum of the VOC and travel time cost for both
unpaved and paved cases. It is apparent that the extent of the VOC and TTC reduction after
paving exceeded the extent of the safety cost increase after paving. This reflects the tradeoff
between the savings from TTC, VOC, and maintenance cost on one hand and the crash cost
on the other hand. It should be noted that, unlike the traditional and probabilistic NPV
approaches, the ROA approach did not recommend a fixed threshold but rather suggested
the optimal time and optimal traffic condition at which paving should be carried out.
Next, the influence of the initial AADT on the minimum AADT for paving was
analyzed. The results (Figure 7.13) suggest that when the initial AADT is relatively high,
the paving activity becomes eligible for implementation at early year of the PPI. For
example, when the initial AADT is 400 vpd, year 7 is the first year that the paving is
deemed feasible whereas an initial AADT of 200 required waiting until year 13 to be
considered eligible for paving.
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Figure 7.12 Annual cost components of various AADTs
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Figure 7.13 Influence of initial AADT on the optimal minimum AADT for paving
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For the minimum AADT required to warrant the paving action, the minimum AADTs
(Y-axis value) fluctuated between 600 to 800 vpd from years 6 to 17 for all three initial
AADT curves because the minimum AADT required to warrant the paving was determined
by the option value of each node in the AADT lattice (Table 7.4). It is seen from Table 7.4
that when the paving is deferred from the first year of eligibility (year 9) to year 10, the
minimum AADT required increases from 706 to 777 vpd. However, if the paving is
deferred for another year, then the AADT of the lower node (the second row of year 11
with the AADT of 706 vpd) also warranted the paving activity. This happened again at
years 13 and 14 and therefore the minimum AADT required decreased from the previous
year, which made the curves move up and down. It should be noted that using a smaller
time step or trinomial lattice can smooth out the curves but will require a much higher
computational effort.
Table 7.4 Excerpt from the AADT binomial lattice

Candidate Year of Action
0
300
0
0

1
330
273
0

3

0

0

4

0

0

5

Range of
Possible
Value
0
1
2

0
0
0
0

0
0
0
0

6
7
8

...

8
642
531
439

9
706
584
483

10
777
642
531

11
855
706
584

12
940
777
642

13
1034
855
706

14
1137
940
777

362

398

438

482

530

583

641

299

329

362

398

438

482

530

247
205
169
140

272
225
186
154

299
247
205
169

329
272
225
186

362
299
247
205

398
329
272
225

438
362
299
247

...

Note: The shaded cell with bold and italic number denotes when the paving is feasible.
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With regard to the minimum AADT required for paving, Figure 7.13 indicates a trend
at the last years of the potential period of intervention similar to that of Figure 7.11: the
minimum AADT required for paving increased sharply as the end of the potential PPI
approached. Similarly, Figure 7.13 indicates that a higher initial AADT yielded a longer
range of feasible paving years compared to a lower initial AADT; the range is years 6-20
for an initial AADT of 400 vpd and years 13-17 for 200 vpd. This observation is similar to
the outcome of the longer span for a higher volatility in Figure 7.11.
In addition, from Figure 7.11 and Figure 7.13, it can be seen that a change in volatility
has a greater influence on the timing of the paving decision compared to a change in the
initial AADT. For example, if the volatility increased from 10% to 15% (1.5 times higher),
the first year of paving feasibility sharply declined from year 10 to year 1, and the minimum
AADT for paving feasibility reduced threefold. Also, a higher initial AADT, say from 200
to 400 vpd (a 200% increase), shifted the first year of paving feasibility to an earlier year
by seven years (from year 13 to year 6). However, there was no change in the required
minimum AADT for paving.
The influence of the expected traffic growth rate was also investigated and the results
are presented in Figure 7.14. In this analysis, a constant volatility of 10% was assumed for
all three feasibility curves; however, the traffic growth rate varied from 0 to 10%, which
means that the possible value of the expected AADT, including the minimum and
maximum AADT, were equal at each year of the PPI, were all the same (i.e., the AADT
binomial lattices that derived these three curves in Figure 7.14 are exactly the same). The
difference between these three curves is that with a higher expected traffic growth rate, the
probability to move to an upper node (in the binomial lattice evaluation) is also higher.
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Figure 7.14 confirms the earlier observation (Figure 7.13) that the earliest year of
paving feasibility would occur earlier for higher values of the initial AADT. However, it
is also noticed that a higher expected traffic growth rate would cause a delay of the first
(earliest) year of paving (at an initial AADT of 200 vpd, the first feasible year of 0%, 5%,
and 10% growth rates were at year 9, 10, and 13, respectively). This occurred because a
higher expected traffic growth rate increases the possibility of having more crashes because
the expected traffic growth rate results in a higher probability of an AADT increase for the
binomial lattice option evaluation. Given the maximum and minimum of the expected
AADT of all the cases being equal, the ROA outcome recommended to defer the paving
activity to diminish the crash cost since the number of crashes (and hence, the crash cost)
of paved roads exceeds those of unpaved roads. Finally, the combined influence of
volatility and initial AADT on the optimal paving condition (year and traffic volume) is
presented in Figure 7.15 (a) and Figure 7.15 (b), respectively.
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Figure 7.14 Influence of expected traffic growth rate on the earliest year of paving
feasibility
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(a) Earliest year of paving feasibility

(b) AADT required at the time of paving
Figure 7.15 Combined influence of volatility and initial AADT on optimal paving
condition
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7.5.3

Sensitivity of Optimal Condition to Crash Cost

Both the NPV and ROA results indicated that road paving increases the crash cost
which generally is consistent with the findings of Zimmerman and Wolters (2002). This
situation could be because drivers are likely to drive faster when a road is paved (Kentucky
Transportation Center, 1988). Moreover, paving roads without providing adequate
engineering designs and safety features definitely can increase the number of crashes Thus,
in this analysis, the optimal paving conditions (year and traffic volume) were observed to
be deferred until the saving from the TTC and VOC were high enough to offset the crash
cost increment. Therefore, an agency should consider not only the paving cost in an
analysis, but budgeting as well for safety improvements such as traffic light and signs,
alignment and curves correction, etc.
In this section, we discussed the sensitivity of the optimal paving conditions with
respect to crash cost for both the NPV and ROA approaches. Figure 7.16 and Figure 7.17
presented the results of the sensitivity analysis based on the NPV and ROA analysis,
respectively. It is seen clearly from both figures that a lower crash frequency causes earlier
years of paving feasibility with a lower AADT required at that year. Furthermore,
approximately a 2.5% crash cost reduction can cause an earlier first year of feasibility by
one year and would require roughly 15% fewer AADT to be eligible for paving.
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Figure 7.16 Sensitivity of NPV to crash cost

Figure 7.17 Sensitivity of ROA to crash cost
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7.6

Conclusions and Recommendations

This chapter presented and demonstrated a methodology for determining the optimal
conditions for paving an unpaved road. For doing this, both the traditional NPV and ROA
approaches were used and their results were discussed. The optimal conditions refer to the
timing (year of the potential period of intervention) and the traffic volume (AADT). The
framework began with AADT forecasts, for which the NPV approach assumed a constant
rate of traffic growth while the ROA approach considered volatility of the AADT by
constructing an AADT binomial lattice to determine the AADT and its variability at any
future year within the analysis period.
The next task in the analysis framework was to identify all the cost components of
the life-cycle cost: TTC, VOC, crash cost, and maintenance and paving cost. The unit costs
of these cost components and the model to predict number of crashes were taken from the
past literature. However, models for certain cost components were not available for
unpaved roads, and conversion factors therefore were developed from data obtained and
from the past literature to obtain the relevant costs for the unpaved roads.
After calculating the cost components, the results from traditional NPV showed that
paving was feasible when the AADT passed 350 vpd. The traffic growth rate was varied
to investigate its impact on the optimal decision, and it was found that higher rates of traffic
growth could hasten the optimal paving year. Nonetheless, it did not alter the optimal
AADT at which paving was feasible (350 vpd). Even when traditional NPV was replaced
by probabilistic NPV in the analysis, the optimal AADT still remained at 350 vpd, which
means that the optimal decision based on the NPV methods was found not to be influenced
by the traffic growth rate and that as long as the AADT did not exceed 350 vpd, a higher
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growth rate did not guarantee increased feasibility of paving. In other words, the results
from both the traditional and probabilistic NPV recommended to pave an unpaved road
only when the AADT exceeded 350 vpd irrespective of other factors. It can be noted that
the threshold of 350 vpd was found to be within the range of the 40 to 500 vpd optimal
AADT for paving found in the past literature.
When the ROA approach was used in the analysis, the road AADT was identified as
the key source of uncertainty, this is the parameter that directly affected the underlying
value of the project. Similar to the case study involving the pavement deterioration rate in
the previous chapter, there was no fixed path for the key parameter of uncertainty (AADT,
in this case study). As such, the concept of possible, previous, and future paths of the
AADT (presented in Section 5.3.4) was used in this chapter to calculate the expected
benefit and optimal decision at each node of the binomial lattice constructed to track the
values of the key parameter of uncertainty (AADT in this case study).
The most significant ROA result was that the optimal AADT threshold for paving
was not fixed at 350 vpd as was the case for the NPV approaches. The ROA results showed
that the threshold varied depending on the initial AADT, the traffic volume (AADT)
volatility, and the expected traffic growth rate. The results suggest that higher initial AADT
and volatility require a lower optimal AADT to trigger the paving action. On the other
hand, a higher rate of traffic growth would defer the optimal time and AADT because a
higher traffic growth rate would result in higher probability of an increase in the number
of crashes (given the initial AADT and traffic volatility); and deferring the paving action
would reduce the TTC and VOC, which eventually would offset the increased crash cost.
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A paved road with some road design deficiencies, such as inadequate sight distance,
potentially can increase the number of crashes, which will cause a delay in the paving
activity as described in the above paragraph. Nevertheless, deferring the paving may not
always be in favor of the road users since a paved road has a more comfortable ride
compared to an unpaved road. It is prudent for a highway agency to invest in safety
infrastructure to accompany the paving of unpaved roads (e.g., right of way expansion,
road signs, guard rails, and rumble strips( As such, the paving can be feasible earlier in the
potential period of intervention or not delayed by the increased crash cost. The sensitivity
analysis presented in the study proved that every 2.5% reduction in the crash cost could
hasten the paving time by approximately one year and would require 15% fewer AADT at
the optimal traffic condition.
Last but not least, for optimal timing of paving unpaved roads, the following
recommendations are made for future research. The weight between the agency cost dollar
and the user cost dollar can be applied. Also in this analysis, a community cost such as the
impact of dust on the health of the residents or the cost of dust control on roadways close
to residential areas can be included as a cost component (inclusion of this cost is expected
to stimulate earlier paving action).
The vehicle classification (i.e., truck percentage) could be considered explicitly in the
analysis. As stated in the Kentucky Transportation Center (1988) report, paving a high
truck-percentage road with inadequate pavement thickness is not economically sound
because the pavement will quickly deteriorate and hence ultimately increase the
maintenance cost and total project cost. Therefore, it is prudent for highway agency to defer
the paving to another year and to carry the budget over until sufficient money for paving a
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thicker pavement for that truck percentage is available. Thus, this factor would definitely
influence the optimal timing of the paving activity.

7.7

Chapter Summary

This chapter presented the methodology to incorporate ROA in the determination of
the optimal paving time for unpaved roads. Traditional and probabilistic NPV analyses also
were carried out to compare the results of these approaches to the ROA results. It was
found that, unlike the NPV approaches, ROA yielded different optimal traffic thresholds
based on the initial project conditions, such as the initial AADT and the expected traffic
growth rate. Furthermore, additional analysis in the chapter emphasized the importance of
providing road safety features to hasten the optimal paving time.
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CHAPTER 8. SUMMARY AND CONCLUSIONS

8.1

Summary

This dissertation explored the use of real options techniques in scheduling
interventions in highway asset management. Recognizing that flexibility has not been
addressed in past research in the area of asset management, the dissertation developed a
framework that incorporates flexibility for this purpose.
The fundamental concepts of ROA were presented early in the dissertation. Also, the
classic methods of economic evaluation and their shortcomings were discussed. The
differences and similarities between financial options and real options were presented, and
three well-known ROA valuation methods, (Black-Scholes equation, Monte Carlo
simulation, and binomial lattice) were also presented and demonstrated using numerical
examples. The chapter concluded with a review of past literature in highway asset
management that used ROA.
The general framework for the dissertation was presented in Chapter 3. A key aspect
of the framework is the identification and quantification (monetization) of the flexibility
associated with a proposed project using the ROA approach. In the subsequent chapters,
the framework was modified for each case study.
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In Chapter 4, the framework was modified for scheduling of a road shoulderwidening project. The results from the traditional NPV method were first compared with
those from the ROA approach. For the ROA, it was assumed with justification, that
shoulder-widening is consistent with the American call option in financial engineering.
The traffic volume was specified as the source of project uncertainty; this variable
influences the number of crashes and their level of severity. It was shown, using the
traditional NPV, that the project benefit (from crash cost reduction) was lower than that
from the ROA. This proved that there is a disadvantage in using traditional NPV because
it cannot quantify the monetary value of flexibility and uncertainty in a project and
therefore tends to yield underestimates of project value. Even the use of probabilistic NPV
produces a probabilistic distribution of the outcomes of the traditional NPV and hence
characterizes uncertainty but does not provide a monetary value of the flexibility to
accommodate uncertainty in the decision process.
The ROA results presented in Chapter 4 did not merely provide the AADTs that
should trigger the shoulder-widening activity. More importantly, the results presented the
minimum AADT required at every year in the period of potential intervention (PPI) if the
actual AADT in the current year did not exceed the threshold required for the previous
year. A comparison between the crash cost savings estimated using the NPV and the ROA
approaches revealed a consistent pattern in their outcomes: the estimated savings are high
and more consistent with each other when the initial AADT is high. This means that the
viability of the project is evident when the AADT is high irrespective of the approach used.
The distinction between the two approaches is more manifest when the AADT is low: in
that case, the benefit (crash cost savings) from ROA was found to exceed that from NPV.
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This is because ROA has an inherent capability to quantify the flexibility (in this case, the
option to defer the project) and then to add that value to the overall project value determined
using NPV. The chapter also illustrated the impact of the relative weights of agency cost
and user cost on the optimal decision and conditions.
In Chapter 5, the framework presented in Chapter 4 was modified and implemented
for a highway lane-addition project. The results in Chapter 5 were consistent with (and
confirmed) the pattern of findings in Chapter 4.
In Chapter 6, a methodology to determine the maintenance threshold (OMT) using
ROA was presented. In this case, the deterioration rate (which directly impacts the inherent
value of a road) was chosen as the source of uncertainty. Models for asset valuation,
performance jump, VOC, and treatment cost were used to determine the project value
without and with the treatment implementation. It was found that the OMT determined
using ROA is generally consistent with range of OMTs from the past literature. However,
the difference is that while the past studies generally yielded fixed thresholds, the OMT
using ROA can be customized depending on the initial pavement condition, volatility,
agency/user weight ratio, and the expected deterioration rate associated with specific
project sites. The results also include a statement of the trade-offs between the agency and
user cost in the context of OMT. Furthermore, the results indicate that the OMT determined
using ROA can be expressed as both performance-based and time-based thresholds; such
duality of the recommendation makes the ROA-based OMT’s more robust compared to
approaches that yield only a time-based or only a performance-based OMT.
In Chapter 7, the dissertation analyzed the optimal time for paving an unpaved road
using two alternative approaches: ROA and NPV. This began with an estimation of the
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AADT for each year in the PPI. Using the cost components of the project over the life
cycle, the total cost was determined for the unpaved and paved road. The NPV results
showed that the optimal AADT threshold (which was identified the candidate optimal
threshold with the lowest total project cost) was fixed and was not significantly influenced
by the expected growth rate because the rate would only affect the time to exceed the
threshold. In using ROA for this problem, the general framework presented in Chapter 3
was modified. The AADT was determined for each year of the PPI. Using the ROA
approach, it was determined that the optimal AADT for paving varies; the specific optimal
is influenced by the initial AADT, volatility of the traffic growth rate, and expected longterm traffic growth rate of the project. A higher initial AADT resulted in a lower AADT
was required at the optimal time; however, the traffic growth rate impacted the optimal
condition in the opposite direction because a higher traffic growth rate, unfortunately, tends
to increase the number of crashes. As such, it was found that ROA recommends postponing
the paving activity and waiting until the AADT is high enough to compensate for the crash
cost increase.

8.2

Contributions of the Dissertation

The contributions of this dissertation are as follows:
1. Advocating a shift of evaluation approach for asset intervention scheduling
problems: This dissertation demonstrated that highway asset decisions associated with
intervention scheduling can be enhanced significantly when real options analysis is applied
in the evaluation. The results of the analysis show that real options analysis enables the
decision maker to capture the monetary value of the flexibility associated with timing of
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intervention implementation. Such flexibility is important due to the volatility of some
parameter associated with the highway asset or its environment, translates into the need for
having options that include the option to proceed with the project implementation, to defer
the implementation until a future auspicious time, or to abandon the project. ROA
incorporates elements of NPV in its framework; thus, ROA complements rather than
replaces NPV. Therefore, this dissertation joins in the faint but growing chorus of
researchers and practitioners that advocate the inclusion of the value of flexibility in
decision making. This is expected to influence profoundly the way highway projects are
evaluated and will yield outcomes that provide a more realistic picture of the overall project
value. Ultimately, the use of ROA is expected to reverberate in scheduling and timing
problems not only at other phases of highway systems development but also all phases of
development of infrastructure systems found in other branches of civil engineering.
2. Expansion of implementation recommendations: This refers to an examination of
the costs and benefits of prospective implementation not just for one year but at each year
within the potential period of implementation: The few applications of ROA in asset
management have been concentrated mostly in the construction management area where
the primary concern was the option value (that is, the value of the flexibility and uncertainty
inherent in a construction project) and therefore sought to justify project viability based on
the expanded NPV and recommendations were made for a single year as being optimal. In
a departure from the methodologies used in the literature, however, this dissertation
presents the optimal decision for the specific circumstances of a project at each year within
the period of potential implementation of the project. This is facilitated by the use of a
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binomial lattice that presents the alternative possible pathways of the volatility parameter
values.
3. Representative level of the parameter of volatility. Since the condition path
replicated in the condition lattice (e.g., deterioration or AADT lattice) followed a stochastic
process, the exact condition level could not be determined. To address this gap, this
dissertation developed a procedure to calculate the annual average level of its expected
condition, which would reflect and represent the condition of each node in the lattice. This
also made it possible to obtain the expected total benefit during the PPI of each node in the
lattice.
4. Duality of the Timing Prescription: In making a prescription for optimal
scheduling, the timing statement in this dissertation is both time-based and conditionbased. Compared to optimal timing prescriptions in the literature, those using ROA, as
shown in this dissertation, are more robust statements that overcome the limitations of
time-based prescriptions and also avoids the shortcomings associated with condition-based
prescriptions. For example, the time-based component of the ROA prescription would
preclude the need to carry out periodic monitoring of the parameter of volatility. Also, the
condition-based component of the ROA prescription would avoid situations where an
intervention is carried out earlier or later than actually needed due to variability and
uncertainty in the asset environment that render the time-based prescriptions too tight or
too relaxed, at different times for the same asset or for similar assets at different locations
or under diffident circumstances.
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8.3

Recommendation for Future Work

1. Other Option types: The decision situations that asset managers routinely face span
a wide range of asset development phases (planning, design, construction, operation,
inspection, maintenance, and end-of-life) and contexts. As such, there exist situations
where asset managers will encounter the need to use various types of options as used in the
financial world. These include the compound option (option of having an option), barrier
option, and so on. For example, as the results in this dissertation suggests, the barrier option
could be used to establish bounds on the period of potential implementation, to avoid
situations where the intervention is applied either far too early or far too late. Also, the
methodology could be modified to include option type where the option is exercised more
than once within the analysis period, each having its period of potential implementation.
Also, the option-to-reverse is worth studying in the asset management area. This context
of decision making is not completely unheard-of in highway asset management: paved
county roads are often returned to unpaved roads due to excessive costs of pothole repair;
state highways are relegated to county roads after they see traffic volume reductions or
experience urban growth, and other reasons. For such “projects”, incorporating such
flexibility (the option to reverse) at the time of decision making can enable the decision
makers to duly quantify the overall value of the project and to identify the optimal time for
such relegation decisions.
2. Functional forms of the volatility parameter: The parameter of volatility could be
a constant, linearly increasing or decreasing, or some curvilinear concave or convex
function of asset age or operating conditions. For example, the volatility could be adaptive
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or expressed as a function of asset age (for example, deterioration rate is more progressive
at higher asset ages). These different functional forms are worth investigating.
3. This dissertation addressed the scheduling problem from a project-level viewpoint.
It might be useful to consider a network-level problem that involves a collection of project
level problems interacting synergistically to form a system of systems (SOS). In that case,
decisions for a project will influence the decisions for other projects. For example, for
several assets having projects competing for a fixed overall budget, implementation of one
project may make it unlikely to implement a project on another asset. Also, projects in a
network may exhibit some interdependence. In other words, the performance of an asset
that received project implementation may affect the physical or operational performance
of other assets in the overall network. In this regard, the work of Chow et al. (2011) could
be a valuable pedestal for future work.
4. As discussed in the literature review of this dissertation, the disadvantage of ROA
is that the method assumes no competition in the analysis (i.e., monopolistic market). This
assumption is valid in the stock market or public highway/infrastructure projects but does
not always apply to projects such as toll roads. Therefore, where several players exist in
the market, such as areas with both publicly-owned and privately-owned highways, other
ROA techniques such as real options with game theory (ROG) should be explored to derive
the best strategy or action for each player.
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