In most multi-item inventory systems, the ordering costs consist of a major cost and a minor cost for each item included. Applying for every individual item a cyclic inventory policy, where the cycle length is a multiple of some basic cycle time, reduces the major ordering costs. An e cient algorithm to determine the optimal policy of this type is discussed in this paper. It is shown that this algorithm can be used for deterministic multi-item inventory problems, with general cost rate functions and possibly service level constraints, of which the well-known joint replenishment problem is a special case. Some useful results in determining the optimal control parameters are derived, and worked out for piecewise linear cost rate functions. Numerical results for this case show that the algorithm signi cantly outperforms other solution methods, both in the quality of the solution as in the running time.
Introduction
Although in most of the literature on inventory theory single-item models are analyzed, in practice one often needs to determine stocking policies for multiple items. In most multi-item inventory systems, the ordering costs consist of a major ordering cost c 0 and a minor ordering cost c i 0 if item i; 1 i n, is ordered Brown 3 , Goyal 7, 8, 9 , Goyal & Satir 11 , Kaspi & Rosenblatt 16 , Naddor 17 , Silver 20 . For such a cost structure, coordination of replenishments will save major ordering costs and, as will be shown, this can be done e ciently if the inventory level for each item i is controlled by a cyclic rule. The associated stocking policy R; k 1 ; : : : ; k n 2I R + I N n is to place a replenishment order every R time units, and to include item i in one out of every k i replenishments, 1 i n. I n the literature the average cost of such a policy is evaluated in two w a ys. The rst takes account of so-called empty replenishment occasions which occur when the smallest frequency Erasmus University Rotterdam, Econometric Institute, P.O. Box 1738, 3000 DR Rotterdam, The Netherlands k i ; 1 i n, is larger than one. This induces for the major ordering costs a complicated correction factor k; k = k 1 ; : : : ; k n , equal to k = Moreover, after the execution of the algorithm we also obtain an indication of the quality o f the generated solution for Q with respect to the optimization problem Q c . This algorithm was originally developed for maintenance models where the value ' i k i R can be seen as the expected cost due to failures if component i is maintained every k i R time units. In a subsequent paper, Wildeman, Frenk & Dekker 24 specialized their method to the joint replenishment problem with the inventory level of every item controlled by the economic order quantity model. In this model, it is assumed that the demand process is deterministic with demand rate i 0 for item i, i = 1 ; : : : ; n , the lead time of any replenishment order is equal to zero and no shortages are allowed. h i i R and this function has a nite minimum attained at R = 2 c i = i h i 1=2 . In Section 3 it is shown that the method of Dekker, Frenk & Wildeman 5 can be applied to deterministic multi-item inventory models with or without a service level constraint and general cost rate functions. Although the analysis can easily be extended for non-negative deterministic replenishment lead times, we assume that the lead time of any replenishment order equals zero. If a service level constraint is included, this replaces the shortage costs and so for both models with or without a service level constraint we associate a class of cost rate functions. For cost rate functions corresponding to a deterministic inventory model without a service level constraint w e impose the following natural condition. Examples of such cost rate functions are the convex, concave or quadratic holding and shortage cost functions, discussed by P orteus 18 in his overview on stochastic inventory models. 2 An e cient algorithm for multi-item inventory problems
In this section we summarize the algorithm which w as developed by Dekker, Frenk & Wildeman 5 to determine optimal cyclic maintenance frequencies in multi-component systems. The optimization problem Q, discussed in the introduction, can be solved e ciently by this algorithm if Property 1.1 is satis ed. In Section 3 it will be shown that for both types of models discussed in Section 1, with cost rate functions satisfying Property 1.2 or Property 1.3, the function ' i is convex on 0; 1. Hence, to apply the algorithm, we only need to verify that the function i has a nite minimum for every i. As will be proved, a su cient condition is given by lim jxj!1 f i x = 1 , i 2 I , and lim x!1 f i x = 1 for i 2 f 1 ; : : : ; n g n I . If v denotes the optimal objective v alue of the optimization problem then clearly vQ equals vP and vQ c equals vP c . Moreover, a feasible solution TP; k 1 P ; : : : ; k n P of P is optimal if and only if 1=TP; k 1 P ; : : : ; k n P is an optimal solution of Q. Since the objective function of P is separable in k i ; i = 1 ; : : : ; n , it follows that P reduces to inffcT + Observe b y Property 1.1 that the optimization problem F P can be solved easily cf. 5 and the next feasibility procedure yields exactly its optimal solution for i = 1 ; : : : ; n .
F easibility Procedure
For each i = 1 ; : : : ; napply the following steps:
1. Compute k = bTP R x i c with bc the lower-entier function. TP o f P m ust be determined. Since P R is a convex-programming problem, an upper bound T up is given by the smallest T TP R for which the objective function of P R equals vIFP Lemma 4.6 of 5 . If there also exists a value T low given by the largest T TP R for which the objective function of P R equals vIFP, then this value is a lower bound on TP Lemma 4.7 of 5 . Otherwise, we take the lower bound T low = 1 =c v IFP,
Lemma 4.5 of 5 . Finally, a Lipschitz constant of the objective function of P on the interval T low ; T up m ust be determined. For this the reader is referred to Appendix A of 5 .
Due to the special structure of the objective function of P it can be shown that the Lipschitz constant of this objective function is decreasing in T on T;T up and so we m a y use an improved version of Evtushenko's algorithm cf. 5 . We n o w summarize the results by presenting the following solution procedure for Q:
1. Solve the convex-programming problem P R and use 0 T P R max 1in 1=x i . A n optimal value TP R can be found by applying a bisection algorithm if the objective function of P R is di erentiable, or otherwise by applying golden-section search.
2. If TP R min 1in 1=x i then the vector TP R ; 1; : : : ; 1 is optimal for P and P c ;
stop.
3. If TP R min 1in 1=x i , c heck whether the objective function of P R e v aluated in min 1in 1=x i equals vP R . If so, the vector TP R ; 1; ; 1 is optimal for P and P c ; stop.
4. Otherwise, we rst nd a feasible solution for P b y applying the feasibility procedure or the improved-feasibility procedure. If the corresponding objective v alue is within a certain tolerance of vP R , then this also applies to vP; stop.
If this does not happen and therefore the solution is not good enough, apply a global-
optimization technique on the interval T low ; T up t o n d a v alue for TP.
To conclude this section, we consider a policy introduced by G o y al & Soni 12 , who allow for multiple cycle times. In their paper they consider three basic cycle times, i.e. T 1 = T, T 2 = 3 T and T 3 = 5 T , which implies that k i , i = 1 ; : : : ; n , can attain values from the set f1; 1:5; 2; 2:5; 3; 4; 4:5; 5; 6; 7; 7:5; : : : g . It is easy to see that the optimal objective value vGS of this problem must satisfy vR vGS vP, and thus our method also provides information about the optimal costs of the more general class of coordination policies suggested by G o y al & Soni 12 .
In the next section we will consider a general class of deterministic multi-item inventory problems to which the above solution procedure can e ciently be applied.
3 Analysis of the underlying models
In this section we consider a simple deterministic multi-item inventory model, where all demand is backlogged, and the inventory for each item i; 1 i n, is controlled by a periodic review, order-up-to level policy. If for any 1 i n the function f i satis es Property 1.2
corresponding to an inventory model without a service level constraint or Property 1.3 corresponding to an inventory model with a service level constraint then for this model the function ' i , i n troduced in Section 1, will be derived and shown to be convex. This implies, if the functions i , i = 1 ; : : : ; n , h a v e a nite minimum on 0; 1, that Property 1.1 is satis ed and so the method of Dekker, Frenk & Wildeman 5 can be applied. A su cient and weak condition to guarantee that i has a nite minimum will also be discussed in this section. Since we rst verify the convexity property of the underlying inventory model of an arbitrary item i, the subscript i will henceforth be omitted. In the so-called R; S-policy, e v ery R 0 time units a replenishment order is placed with cost c, to raise the inventory position to the order-up-to level S, with ,1 S 1 . Although the results can easily be extended for non-negative deterministic replenishment lead times, we assume that the lead time equals zero. The demand rate is constant and deterministic, and denoted by 0. We start our analysis by considering an inventory model without a service level constraint. The analysis of an inventory model with a service level constraint i s m uch easier and will be carried out afterwards.
Models without a service level constraint Since the function S ! IR; S is continuous and the feasible set of P 'R is compact, we obtain that the set of optimal solutions of P 'R is nonempty and so 'R = minfIR; S : 0 S Rg The next result discusses some important properties of the function R ! SR. Lemma 3. fSR , R ' 0 , R ' 0 + R fSR , R holds for every R R f . By Theorem 3.1 it follows that fSR , R = f S R for every R R f and this implies by the above inequality that the function ' is di erentiable on R f ; 1 with ' 0 R = f S R . From 7 it is easy to verify that ' 0 + R f f0 , = f R f = f S R f and since ' 0 , R f = f S R f we obtain by the convexity o f ' in a similar way as before that ' 0 R f equals fSR f . Hence, we h a v e shown that ' 0 R = f S R for every R 0, and by Lemma 3.1 and the continuity o f f on 0; 1 w e nally obtain that the function ' is continuously di erentiable on 0; 1. 2
As will be shown at the end of this section, the above result is extremely useful in deriving analytical formulas for ' if f has some special form. Moreover, it can also be used to compute the Lipschitz constant for our global optimization procedure discussed in Section 2.
Models with a service level constraint
We will now consider a deterministic inventory model with a service level constraint and so we assume that the cost rate function satis es Property 1.3. Let R; S denote the long-run fraction of demand for some item satis ed directly from stock on hand if an R; S-policy is used. By the regenerative structure of the inventory position process it follows that R; S = total demand satis ed directly from stock in one cycle total demand in one cycle
Since the denominator equals R we obtain that R; S = The above result is useful to compute a nite optimal solution if one exists. A su cient condition to guarantee that such a nite optimal solution exists is given by the next result. For most inventory models the above condition on the cost rate function is very natural, and in some sense also necessary. T o show this, we consider again the lost-sales model, for which the cost rate functions are given by 2. In this case the property lim jxj!1 f i x = 1 is not satis ed. By Theorem 3.1 we obtain that SR = R if R R f R f otherwise where R f = =h, and thus the function 'R is given by 'R = To prove the second part we observe that fSR , fSR , R = fa i,1 + h i S R , a i , 1 + p S R , R = p + h i SR + f a i , 1 , h i a i , 1 , pR
By setting this expression equal to zero we obtain that
which shows the desired result. and also ' 00 R = h i p p + h i Hence, by Theorem 3.2 it follows that ' is a convex, piecewise quadratic function, and so
The derivative o f R for R 0 is given by 0 R = R' 0 R , c + 'R R 2 and thus by the above observations we obtain for R i,1 R R i that
The next result is a direct application of Theorem 3.4 and Theorem 3.5. Step 2 k := i and R is determined by 11 Algorithm 3.1: An algorithm to calculate R for a piecewise linear cost rate function.
Numerical results
In this section we will investigate the solution procedure for Q, described in Section 2, and compare it with the heuristic approaches of Goyal 7 , Brown 3 and Goyal & Gunasekaran 10 . Goyal 7 and Brown 3 apply an iterative algorithm, where they initialize each k i = 1 and then nd the corresponding optimal R by setting the derivative of the objective function of Q equal to zero. Subsequently, they nd for each i a v alue of k i , b y setting the derivative of the objective function of Q with respect to k i equal to zero, and rounding to the best integer value. Once a value for k i is found, it is compared to the k i in the previous iteration. When for each item i the k i in two successive iterations are equal, the algorithm terminates. Otherwise, a new optimal R is found for the current v alues of k i and the procedure is repeated. Goyal & Gunesakaran 10 use the same procedure, but they obtain for each i a v alue of k i by rounding the value of k i , obtained by setting the derivative of the objective function of Q equal to zero, to the nearest integer. This procedure is faster than the one of Goyal 7 and Brown 3 , but will lead to poorer solutions. Although the above algorithms are fast, they cannot guarantee an optimal solution, and have the disadvantage that they are often stuck in a local optimal solution see Van Egmond et al. 22 and therefore this approach is not suitable for our situation. In particular, we h a v e tested the algorithm for the piecewise linear cost rate function which was discussed in Section 3. The algorithm was implemented in Borland Pascal 7.0 on a Compaq 486DX 66 personal computer. We selected 6 di erent v alues for the number of items n, and 7 di erent v alues for the major setup cost c. F or the number of breakpoints m in the holding cost function we analyzed 3 cases. This yields 126 di erent combinations of these parameters, and for each combination 25 problem instances were created by randomly choosing values for h ik ; p i ; i and a ik . Hence, in total 3150 test problems were evaluated. In Table 1 the data are reported. In Table 2 the relevant results of the algorithm for the 3150 test problems are presented.
The deviations of the relaxation, the solutions obtained by the feasibility procedures and the solutions of the heuristics by G o y al 7 , Brown 3 and Goyal & Gunesakaran 10 w ere determined by comparing the objective v alues with the optimal objective v alue vP obtained by Lipschitz optimization, where a maximum relative devation of 0.01 was allowed. Table 2 : Average results of 3150 test problems.
It can be seen from the table that solving the relaxation takes very little time on average 0.02 seconds. Applying the feasibility procedure takes a negligible amount of time, and so we obtain within very little time a feasible solution for Q, with an average deviation of 0.276 and a maximum deviation of 3.984 in our test examples. Applying the improved-feasibility procedure also takes little time on average 0.21 seconds, and leads to an average deviation from the optimal costs of 0.09 and a maximum deviation of 3.003. Hence, the algorithms of Goyal 7 , Brown 3 and Goyal & Gunesakaran 10 are outperformed, while the running times of the improved-feasibility procedure are smaller. The deviations of 11.88 for the heuristic of Goyal 7 and Brown 3 , and the deviation of 17.3 for the method of Goyal & Gunesakaran 10 occur for one of the problem instances with c = 1 0 a n d n = 7 . I n T able 3 and Table 4 the parameters and results for these instances are given. Both heuristics are stuck in a local minimum after a small number of iterations, which is caused by the initialization of each k i at the value one. For both test problems the solutions obtained by solving the relaxation and applying the improved feasibility procedure were much better than the ones of Goyal 7 The running time of the Lipschitz optimization depends on the number of items and on the setup costs. The number of breakpoints m did not have a signi cant in uence on the running times. In Table 5 the average running times of the 75 examples in each class of test problems are reported. The running time appears to be increasing more than linearly in the number of items, which is caused by the fact that the interval T low ; T up containing the optimal T see Section 2 tends to increase as n increases. Since the objective function is steeper for larger values of S, which causes smaller upper bounds, the running times decrease as the value of S increases. Table 5 : Average running times sec. of the Lipschitz optimization.
Conclusions
In this paper we analyzed a generalized joint replenishment problem, with general cost rate functions and possibly service level constraints. It was shown that the algorithm of Dekker, Frenk & Wildeman 5 can be used to solve this problem e ciently. The main advantage of this algorithm lies in the fact that it gives in very little time a good near-optimal solution with a known upper bound on the deviation, and, if necessary, it provides a guaranteed optimal solution using Lipschitz optimization. Useful results to determine the optimal control parameters were derived, and worked out for cost rate functions with piecewise linear holding costs and linear shortage costs. For this special case, the performance of the algorithm was compared with well-known heuristics, and it outperformed them both in the quality o f t h e solution as in the running time. Finally, w e like to remark that although deterministic inventory models are not always realistic, they may be used to obtain a lower bound for stochastic inventory models. In a subsequent paper we will apply the procedure to stochastic inventory models with an R; S inventory policy.
