Learning hidden topics in data streams has been paid a great deal of attention by researchers with a lot of proposed methods, but exploiting prior knowledge in general and a knowledge graph in particular has not been taken into adequate consideration in these methods. Prior knowledge that is derived from human knowledge (e.g. Wordnet) or a pre-trained model (e.g. Word2vec) is very valuable and useful to help topic models work better, especially on short texts. However, previous work often ignores this resource, or it can only utilize prior knowledge of a vector form in a simple way. In this paper, we propose a novel graph convolutional topic model (GCTM) which integrates graph convolutional networks (GCN) into a topic model and a learning method which learns the networks and the topic model simultaneously for data streams. In each minibatch, our method not only can exploit an external knowledge graph but also can balance between the external and old knowledge to perform well on new data. We conduct extensive experiments to evaluate our method with both human graph knowledge (Wordnet) and a graph built from pre-trained word embeddings (Word2vec). The experimental results show that our method achieves significantly better performances than the state-of-the-art baselines in terms of probabilistic predictive measure and topic coherence. In particular, our method can work well when dealing with short texts as well as concept drift. The implementation of GCTM is available at https://github.com/bachtranxuan/GCTM.git .
Introduction
Topic modeling is a powerful approach to learn hidden topics/structures inside data. Latent Dirichlet allocation (LDA) [5] is one of the most popular topic models and has been used widely in a variety of applications such as text mining [24] , recommender system [15] , computer vision [8] , bioinformatics [22] , etc. Recently, integrating external knowledge into LDA emerges as an effective approach to improve the origin. Prior knowledge, that is used in previous work, is derived from human knowledge (such as seed words [17, 16] , Wordnet [2] ) or pre-trained models like word embeddings (Word2vec) [27] learnt from big datasets. Therefore, prior knowledge can enrich and improve the performances of topic models.
Meanwhile, in the era of big data, developing effective learning methods for data streams has become absolutely necessary in not only topic models but also all fields in machine learning. In a streaming environment, the data is big, arrives continually, and is collected in minibatches. Consequently, it is impossible for a learning method to revisit all past data when new data comes. An effective method must adapt to work on new data well. Several recent methods [6, 18, 20] can cope with data streams without revisiting past data. An implicit idea behind these methods is that a posterior distribution learnt in a minibatch is used as a prior for the following minibatch. As a result, in each minibatch, there are two prior distributions: The original prior distribution which is initialized in the first minibatch and the new prior which is derived from the posterior distribution learnt in the previous minibatch. However, most of existing meth-ORCID(s): ods [6, 20, 13, 21] only use the former in the first minibatch, then the latter replaces the former in next minibatches. A few methods [18, 3] exploit them concurrently. In particular, existing work has not taken a knowledge graph into consideration in streaming environments.
It is obvious that a knowledge graph is valuable and useful to help a model deal with sparse and noisy data as well as concept drift in a streaming environment. Sparse or noisy data not only can not provide enough information to train a model well but also can mislead the model. A knowledge graph that comes from global human knowledge (e.g. Wordnet) or a pre-trained graph can enrich a topic model to cope with short texts. Moreover, in the streaming environment, we often face with concept drifts which refer to sudden changes in data. This problem requires a method to adapt to the changes quickly. A knowledge graph (such as Wordnet or a graph trained on a big dataset) contains meaningful word relations, therefore, incorporating the graph into a model should be taken into consideration for data streams to deal with concept drifts.
There are two main issues that we want to address for exploiting a knowledge graph well in a streaming enviroment. First, existing streaming methods ignore prior knowledge [6, 13, 20] or require prior knowledge of a vector form [3] . In particular, they are unable to exploit prior knowledge of a graph form such as Wordnet or a pre-trained graph. For this problem, graph convolutional networks (GCN) [12] can provide a potential solution to embed a graph knowledge in topic space. Thanks to which GCN can encode high-order neighbourhood relationship/structure, it can learn good graph embeddings to enrich topic models. Second, an automatic mechanism which controls the impact of knowledge graph in each minibatch plays an important role to balance between the knowledge graph and old knowledge learnt in the previous minibatch. A suitable balancing mechanism can help exploit effectively the both kinds of knowledge in practice.
In this paper, we propose a novel model, namely Graph Convolutional Topic Model (GCTM), which integrates GCN into a topic model for data streams. We also develop a streaming method which simultaneously learns a probabilistic topic model and GCN in a streaming environment. GCTM has some benefits as follows:
• GCTM exploits a knowledge graph, which comes from human knowledge or a pre-trained model, to enrich a topic model for data streams, especially in case of sparse or noisy data. We emphasize that our work first provides a way to model prior knowledge of graph form in a streaming environment.
• We also propose an automatic mechanism to balance between the original prior knowledge and old knowledge learnt in the previous minibatch. This mechanism can automatically control the impact of the prior knowledge in each minibatch. When concept drift happens, it can automatically decrease the influence of the old knowledge but increase the influence of the prior knowledge to help our method deal well with the concept drift.
We conduct experiments to evaluate GCTM with both a human knowledge graph (Wordnet) and a graph built from pre-trained Word2vec. The extensive experiments show that our method can exploit the knowledge graph well to achieve better performance than the state-of-the-art baselines in terms of probabilistic predictive measure and topic coherence. In particular, our method outperforms significantly baselines when dealing with short texts as well as concept drift.
In the rest of the paper, the related work and background are briefly summarized in section 2. Section 3 presents our proposed model and method, and some discussion about them. We conduct experiments and analyse experimental results in section 4. The conclusion is drawn in section 5.
Related Work and Background
In this section, we review streaming learning methods and graph convolutional networks, then present how some streaming methods apply to LDA.
Related Work
Recently, learning from data streams has been studied intensively and several methods have been proposed to solve characteristic problems in streaming environments such as avoiding revisiting all past data [9, 6, 19] , adapting to concept drift [18] , reducing catastrophic forgetting [13, 20] , etc. They achieve some good results in both practice and theory [7] .
With regard to learning manner, existing work can be divided into two main directions: Stochastic optimization problem and recursive Bayesian learning. The first direction [9, 19, 10] uses stochastic natural Gradient ascent to maximize the expectation of the likelihood. Stochastic variational inference (SVI) [9] optimizes an empirical expectation on whole dataset and therefore requires the existence of a full dataset with the fixed number of data instances. This assumption is unsuitable for streaming environments where the data can arrive infinitely. Population variational Bayes (PVB) [19] alleviates this problem by another assumption. It assumes that the data is generated from a population distribution and we can sample a fixed number (the size of the population) of data instances at a time for computing and optimizing the expectation. However, must be tuned manually to achieve good performances.
In the other direction, the recursive Bayesian approach [6, 18, 3, 13, 20] bases on an implicit idea that a posterior distribution learnt in the previous minibatch is used to form a new prior distribution in the current minibatch. Several methods such as Streaming variational Bayes (SVB) [6] , Hierarchical power prior (HPP) [18] , Variational continual learning (VCL) [20] use the full Bayesian approach to approximate the posterior distribution, while Elastic weight consolidation (EWC) [13] and its variants [1, 21] base on maximum a posterior (MAP) estimate. Many methods [26, 13, 20, 21] in this direction are proposed to make neural networks deal with the changes of tasks over time in streaming environments. In our work, we only consider methods that work well on topic models without changing task.
In terms of exploiting prior knowledge, KPS [3] takes external knowledge into consideration, while the remaining methods neglect it. In the standard view of Bayesian approach, a prior distribution does not play an important role when data is big enough. It seems to be the main reason why almost existing methods ignore prior knowledge in streaming environments. Although KPS shows an important role of prior knowledge for data streams, it remains two main drawbacks: The limit of prior knowledge form and a lack of balancing mechanism between prior knowledge and old knowledge learnt from previous data.
Meanwhile, graph convolutional networks (GCN) [12] emerges as an effective and efficient solution to learn graph embbedings. In practice, many previous studies show that GCN can work well in a wide variety of applications such as node classification [12] , text classification [25] , machine translation [4] , etc. In a recent work [28] , GCN is used to learn embeddings of a word co-occurrence graph for enriching a biterm topic model. However, this work is only suitable for batch learning, but does not provide a solution for streaming environments in which the word co-occurrence graph changes continually.
Overview of Streaming Learning Methods for LDA
In this subsection, we briefly present LDA and learning methods that help LDA work in a streaming environment.
Suppose that a document in a dataset contains words. A topic is defined by a distribution over words of the vocabulary. LDA models hidden topics in the dataset and topic proportion of each document. Let 1 , ..., be hidden topics, be topic proportion of document , and be topic assignment of word in document . LDA uses two Dirichlet distributions with hyperparameters and to gen- erate topics and topic proportions respectively. Both and are often selected manually. The graphical representation of LDA is shown in Figure 1 . The generative process of LDA is as follows:
Training LDA is often divided into two phases: Inferring local variables ( and ) for each document and learning global variable ( ) shared among all documents. Almost streaming learning methods for LDA are the same in the former but are different in the latter. SVB [6] , PVB [19] , and HPP [19] approximate the posterior distribution of by a variational distribution ( | ) in full Bayesian manner. Note that VCL and SVB are the same [23, 20, 7] when they are applied to a conjugate model like LDA. Moreover, VCL [20] focuses on the problem of changing tasks, therefore, we do not consider in this paper. We will briefly present the learning algorithms of SVB, PVB and SVB-PP (a simple version of HPP) for LDA.
Suppose that in a streaming environment, the documents arrive continually and are collected in subsets (minibatches) with documents. For each minibatch , mean-field variational inference is used to approximate the true posterior distributions of variables by variational distributions:
where:
and are variational parameters). Let be the frequency of words in document . The learning process of SVB, SVB-PP, and PVB are presented in Algorithms 2, 3, and 4 respectively,
. The three methods have the same algorithm (Algorithm 1) for doing inference local variables.
Graph Convolutional Topic Model (GCTM) for Data Streams
In this section, we first present a our proposed model (GCTM), then develop a learning method that learns GCTM
Algorithm 2 SVB
Require: Hyper-parameter ,
Algorithm 4 PVB
Require: Hyper-parameter , , , 0 , ,
in a streaming environment. Finally, we discuss the advantages of GCTM. 
Proposed Model
In this subsection, we describe how to integrate GCN [12] into LDA to exploit a knowledge graph. Given prior knowledge of graph form = ( , ) where is a set of nodes which are words in the vocabulary and is a set of edges that encode particular relationships between words, we use graph convolutional networks with layers to learn the representation of nodes (words) in the graph. In details, let ( ∈ ℝ × ) be the adjacency matrix of and ( ∈ ℝ × ) be a feature matrix in which each row ( ∈ {1, ..., }) is a -dimensional feature vector of each word . In GCN, each layer can encode neighbourhood relationship to learn a representation for all nodes in the graph. The representation ℎ of the nodes in layer is computed as follows:
= { , } is the weight parameter. ℎ 0 is the feature matrix and the activation function is usually ReLU function. In the output layer, the dimension of word representation is set by in order to fit the number of topics in LDA (ℎ is a × matrix and the -dimensional vector ℎ is the representation of word ). Then, we use a transpose operator on ℎ to be able to integrate with topic matrix of size × . This deterministic process is summarized concisely as: ℎ = (ℎ 0 ;̃ ) where ℎ 0 is an input,̃ is a weight matrix of GCN, and ℎ is an output (ℎ is a transpose matrix of ℎ ).
Moreover, we need a mechanism to connect and ℎ. In general, this mechanism can be represented by a function ( , ℎ; ) where and ℎ are inputs, and is parameter.
For simplicity, we use a linear function to combine and ℎ on each topic . Then, topic distributioñ is generated by using the softmax function. In details, for each topic ( ∈ {1, ..., }),
where is a scalar to balance between and ℎ . In training, we must learn ,̃ , and .
For data streams, we base on the recursive Bayesian approach to keep the impact of learnt model from the previous minibatch to the current one. We assume that the models at two consecutive minibatches are connects by the following transition:
where and are parameters that relate to the change of and̃ around −1 and̃ −1 respectively. The generative process (Figure2) of documents in a minibatch is described explicitly as below: 
Learning GCTM
At a minibatch , new documents arrive and are collected in a set of documents. The posterior
is expressed as follows:
We learn GCTM based on maximizing (Eq 3). By apply-ing̃ = ( + (1 − ) ( , ,̃ )) into Eq 3, we have:
Because, ( |̃ , ) is intractable to compute, we use variational inference as in [5] to do inference local variables and . After applying Jensen inequality, we get evidence lower bound (ELBO):
and are variational parameters. When , and are fixed, we maximize ELBO with respect to local parameters ( and ) and global parameters ( , , and̃ ). According to [5] , the update equations of local parameters are:
where [⋅] is an indicator function and [log ] = ( )− ( ∑ =1 ( )) ( is a digamma function). Regarding global parameters, we extract the part of ELBO w.r.t , , and̃ :
wherẽ = ( + (1 − ) ( , ,̃ )). We use Adam [11] to maximize ( , ,̃ ). The whole learning process of GCTM is presented in Algorithm 5. (4) and (5) until convergence end for Updatẽ , , by using Adam [11] to maximize (6) end for
Discussion
In this subsection, we discuss the advantages of GCTM and compare with other methods. GCTM can well exploit an external knowledge graph for data streams. Therefore, we discuss some aspects around this topic.
First, GCN, which is an effective model to encode relationships between edges in a graph, can learn graph embedding to fit the form of topic matrix in LDA. Therefore, our method can utilize the graph embedding to enrich information for learning topics better. To the best of our knowledge, this is the first work which can exploit a prior knowledge graph for LDA in a streaming environment. Meanwhile, almost existing streaming methods ignore prior knowledge. Although KPS [3] aims to use prior knowledge for data streams, it can only work with prior knowledge of vector form.
Second, in each minibatch, our method provides a mechanism to automatically balance between old knowledge (that obtains from the previous minibatch) and a prior knowledge graph. Meanwhile, KPS must manually control the impact of prior knowledge in each minibatch. It is difficult to tune this impact in streaming environments.
Third, our method can deal with concept drift well when data arrives continually. Using external knowledge that covers or relates to new concepts is an effective solution to handle concept drift. However, it is difficult to guarantee that prior knowledge contains information about new concepts. Fortunately, it is possible with a knowledge graph such as Wordnet or a graph trained on a big dataset. When new topics happen, a set of new words can be used to describe these topics. However, the words and their relations are also included in the knowledge graph. As a result, exploiting the graph helps our method to learn new topics in new arriving documents. On the other hand, many streaming methods suffer from concept drift because they only use old knowledge learnt from the previous minibatch as prior in the current minibatch. It means that emphasizing the old knowledge causes the model not to adapt new data. HPP [18] also has a mechanism to combine old knowledge and initial prior. It deals well with concept drift in cases that the prior is good enough and the mechanism helps to forget the old knowledge. In our work, we also use a similar mechanism, but exploit better external knowledge. Finally, our method learns both GCN and LDA simultaneously in a streaming environment. More generally, it can be extended to train a hybrid model of a neural network and a probabilistic model for data streams.
Evaluation
In this section, we conduct intensive experiments to evaluate the performances of our method in terms of log predictive probability and topic coherence on several datasets (both short and regular text datasets) in a streaming environment. We also examine how our method deals with concept drift. Finally, we investigate the sensitivity of our method w.r.t hyperparameters.
Datasets and Baselines
We conduct experiments on 5 short text datasets (NYTtitle 1 , Yahoo-title, TagMyNews-title (TMN-title), Irishtimes 2 ), Agnews-title and 2 regular text datasets (Agnews 3 , TagMyNews (TMN) 4 ). The datasets are preprocessed with some steps such as: tokenizing, removing stopwords and low-frequency words (which appears in less than 3 documents), and removing extremely short documents (less than 3 words). The statistics of these datasets are described in Table 1 . Experimenting on the short text corpora, in which each document contains about 5 words, helps us to examine the role of a knowledge graph in case of short and sparse data.
Knowledge graph:
In these experiments, we exploit external knowledge which is derived from both human knowledge (Wordnet 5 ) and a pre-trained model (Word2vec 6 ) on a big dataset. Wordnet and Word2vec are used to create 2 knowledge graphs respectively. For the first graph, we use both synonym and antonym relationships between words to create edges and the weight of each edge is the Wu-Palmer similarity of the corresponding pair of words. For the other graph, we base on Word2vec to compute cosine similarity between a pair of words in the vocabulary. Then, for each word, we select the top 200 words with highest similar score to build a graph. The 2 graphs are used as prior knowledge for GCTM. We ignore node feature to focus on investigating the impact of knowledge graph in streaming environments, therefore is set to be the identity matrix .
Baselines:
We use 3 state-of-the-art baselines to learn LDA from data streams in comparison with our method. We briefly describe these methods as follows:
• Population variational Bayes (PVB) [19] uses stochastic natural Gradient ascent to maximize the expectation of the likelihood of data.
• Streaming variational Bayes (SVB) [6] bases on recursive Bayesian approach. SVB can only use external knowledge encoded in the prior at the first minibatch, then ignores it in the next minibatches.
• Power prior (SVB-PP) 7 [18] is an extension of SVB. It can exploit the initial prior distribution through all minibatches and provides a mechanism to control the impact of the prior in each minibatch.
• GCTM-WN is GCTM when using Wordnet as a knowledge graph.
• GCTM-W2V is GCTM when using a knowledge graph built from Word2vec.
The same hyperparameters in all methods are set the same. In details, we set the hyperparameter of Dirichlet distribution = 0.01 for topic proportion of each document, the number of topics = 50 for Agnews, Agnews-title, TMN, TMNtitle and = 100 for Yahoo-title, NYT-title, Irishtimes. We note that the baselines cannot exploit a prior knowledge graph, they only use a Dirichlet prior with a hyperparamter = 0.01 for each topic as in the original papers. For other hyperparamters, we use grid search to determine the best hyperparameter for each method on each dataset. In details, the range of each hyperparameter is set as follows: the multiple power prior ∈ {0.6, 0.7, 0.8, 0.9, 0.99} for SVB-PP, the population size in {10 3 , 10 4 , 10 5 , 10 6 } for PVB, and variance = = ∈ {0.1, 1, 10}, the number of GCN layers = 2 for GCTM. 7 Due to requiring non-trivial efforts, SVB-HPP is not included in this paper. However, the original work [18] showed that if SVB-PP is tuned well, it is often comparable to SVB-HPP.
Performance measure: We use 2 measures to evaluate the methods: Log predictive probability (LPP) [9] which considers the generalization of a model and Normalized pointwise mutual information (NPMI) [14] which exams the coherence of topics. We measure the LPPs of the methods after every minibatch. However, due to computing on all documents of each dataset, NPMI is only measured after finishing the whole training process.
We calculate log predictive probability (LPP) on a test set as in [9] . Let and be training and test sets respectively. the model parameter of LDA is learnt on . Each document in the test set is divided randomly into two disjoint parts and with a ratio of 80:20. LPP examine how a model predicts the words when given the words for every document in the test set. The predictive probability is calculated as below:
where is inferred from and the learnt model . Then LPP of each document is computed:
where | | is the length of in ). Then, the LPP of is averaged on all documents in the test set. We also run 5 times with 5 random splits to average. For Normalized pointwise mutual information (NPMI). This metric was computed as in [14] . After training LDA, we pick top = 20 words with the highest probabilities in topic distribution ( = { 1 , 2 , ..., }) for each topic . We calculate NPMI of a topic as follows: where is the total number of documents, ( ) is the number of documents that contain , ( , ) is the number of documents that contain both and ). Finally, NPMI is averaged on all topics.
Experiments on datasets with fixed batchsize
Due to the lack of time information on almost datasets (except Irishtimes dataset), we simulate a streaming environment by following experimental designs in [6, 19] . We conduct experiments with the scenarios on 6 datasets (TMN, TMN-title, Agnews, Agnews-title, Yahoo-title, and NYTtitle). In each dataset, we randomly select a holdout test set (which contains documents with more than or equal to 5 words) and then shuffle the remaining documents and divide them into minibatches with fixed batchsize for training. Based on the size of each dataset, we set batchsize to 500 for TMN, TMN-title, 1000 for Agnews, Agnews-title, and 5000 for Yahoo-title, NYT-title. The information of training and test sets is described in Table 1 .
In terms of LPP, Figure 3 shows the experimental results. We have some noticeable observations from these results. First, both GCTM-WN and GCTM-W2V significantly outperform the baselines. Providing an external knowledge graph from Wordnet or Word2vec is the main reason why the GCTM-based methods achieve better performances than the baselines which do not exploit prior knowledge. Second, both GCTM-WN and GCTM-W2V are inferior to the baselines in a few beginning minibatches on NYT-title and Yahoo-title datasets, while they need more minibatches to catch up with the baselines on the remaining datasets. Due to having to learn a lot of parameters in graph convolutional networks, the GCTM-based methods need more data. Moreover, the differences of batchsize among datasets lead GCTM-WN and GCTM-W2V to need the different numbers of minibatches to overcome the baselines. Third, the performances of the baselines only increase in a few beginning minibatches, then gradually decrease on short text datasets. It means that the baselines deal badly with short texts even though the data is big. In contrast, the GCTM-based methods with external knowledge can work well on short texts. Finally, in comparison with the baselines, the improvements of the GCTMbased methods on the short text datasets (Agnews-title and TMN-title) are more remarkable than those on the regular text datasets (Agnews and TMN respectively). This provides convincing evidence of exploiting external knowledge for data streams.
Regarding NPMI, Table 2 shows the experimental results. Both GCTM-WN and GCTM-W2V also outperform the baselines by noticeable margins. Because, Wordnet and Word2vec, which encode the information of word semantic and local contexts, help LDA to learn coherent topics. The regular text datasets (Agnews and TMN) contain more information of word co-occurrence than the short ones, therefore, the methods work better on the regular datasets. Moreover, the GCTM-based methods also perform more significantly on the short text datasets.
The different graphs from Wordnet and Word2vec have different impacts in terms of LPP and NPMI. It seems that the word-embeddings-based graph improves LDA slightly better than the Wordnet-based graph in terms of LPP on all the datasets (Figure 3 ). However, GCTM-W2V performs worse than GCTM-WN in terms of topic coherence (Table  0 150 300 2).
Experiments on dataset with time stamp
Because only the Irishtimes dataset has information about time, we only conduct experiments with time stamp on this dataset. We get the documents over period of each month to create a minibatch. GCTM is trained on a minibatch and the next minibatch is used to measure LPP. We use this scenario to evaluate the methods in a real streaming environment. We also conduct extra experiments with the previous scenario on this dataset to investigate the differences between the scenarios. For the extra experiments, we fix batchsize to 5000 and the size of test set to 10000. In both the scenarios, we evaluate NPMI on all documents in the dataset.
The LPP results are reported in Figure 4 . While the Figure 4(a) shows the results on the dataset with time stamp, the Figure 4(b) illustrates the results on the dataset with fixed batchsize. It is obvious that the behaviours of lines in both the scenarios are similar. In the time stamp scenario, the performances of the GCTM-based methods are significantly better than the baselines in terms of LPP. However, the lines in Figure 4 (a) are more curved than the ones in Figures 4(b) .
Since test set in each minibatch is the next one in these experiments with time stamp, the results are not as smooth as those in the other experiments with fixed holdout test set. Meanwhile, Table 3 shows that the GCTM-based methods also achieve better NPMI results than the baselines in both the scenarios.
Experiments on dataset with concept drift
In this subsection, we design a scenario to evaluate the methods when dealing with concept drift. We simulate concept drift dataset on the Irishtimes dataset in which documents are categorized in 6 classes. We divide the dataset into minibatches with constraints as follows: Documents in the same minibatch have the same class label and the minibatches of the same class are used consecutively to train the model. Due to imbalanced classes, batchsize is only set to 2000. After training the model in a minibatch, we use the next one to measure LPP. In this scenario, concept drift arises when data changes from a particular class to a new one. It requires the model to adapt quickly to data of a new class.
We conduct experiments with 2 different orders of classes. 6 show that GCTM-WN and SVB-PP achieve better results than PVB and SVB. Thanks to having a balancing mechanism, both GCTM-WN and SVB-PP reduce the impact of old knowledge learnt from data of previous classes to work well on new data of the current class when concept drift happens. It is obvious that using a knowledge graph helps GCTM-WN outperforms SVB-PP. Furthermore, the extra figures illustrate that the performances of the methods drop dramatically when concept drift arises. However, GCTM-WN increases significantly in few minibatches, then remains stable. These results demonstrate that GCTM-WN can adapt quickly to concept drifts.
Sensitivity of GCTM w.r.t. hyperparameters
In this subsection, we examine the sensitivity of GCTM w.r.t. and the number of topics . We use the scenario with fixed batchsize (1000) to conduct experiments on two datasets: Agnews and Agnews-title. We measure the LPP of GCTM-WN when one of these parameters is changed and the other is fixed.
The sensitivity of GCTM-WN w.r.t. : Figure 7 illus-trates the experimental results when is fixed to 100 and is varied. It is obvious that the different values of only make GCTM-WN slightly vary in terms of LPP. Moreover, the effect of is different between the short and regular text datasets. GCTM-WN on the short texts is more sensitive than itself on the regular texts. = 0.1 ( 2 = 0.01) makes the performances of GCTM-WN on both Agnews and Agnewstitle the worst. provides a way to adjust the impact of the global variables ( and̃ ) from a minibatch to the next one. The smaller is, the stricter the constraint of the variables between two consecutive minibatches becomes. Therefore, a small value of ( = 0.1) causes GCTM-WN to badly learn new knowledge from the current minibatch.
The sensitivity of GCTM-WN w.r.t. : Figure 8 illustrates the experimental results when the number of topics is varied and is fixed to 1. The LPPs of GCTM-WN are stable on the Agnews dataset when is changed. On the Agnews-title dataset, only = 50 makes the performance of GCTM-WN decrease. The more information of word cooccurrence leads LDA to reduce ambiguous topics, therefore, GCTM-WN on the regular texts is less sensitive than itself on the short texts. Moreover, when the short dataset is big, the number of topics should be large enough to achieve better performances. 
Conclusion
In conclusion, this paper proposes a novel model which integrates graph convolutional networks into a topic model to exploit a knowledge graph well. Moreover, a novel learning method is presented to simultaneously train both the networks and the topic model in streaming environments. It is worth noting that our method can be extended for a wide class of probabilistic models. The extensive experiments show that our method can work well when dealing with short texts and concept drift. Our method significantly outperforms the state-of-the-art baselines in terms of generalization ability and topic coherence.
