A notion of the generalized invariant manifold for a nonlinear integrable lattice is considered. Earlier it has been observed that this kind objects provide an effective tool for evaluating the recursion operators and Lax pairs. In this article we show with an example of the Volterra chain that the generalized invariant manifold can be used for constructing exact particular solutions as well. To this end we first find an invariant manifold depending on two constant parameters. Then we assume that ordinary difference equation defining the generalized invariant manifold has a solution polynomially depending on one of the spectral parameters and derive ordinary difference and differential equations, for the roots of the polynomials. In the simplest nontrivial case we constructed exact common solutions to these equations. As a result we derived for the Volterra chain a new explicit solution, displaying unusual behavior.
Introduction
In the series of our articles [1] - [5] , we observed that such important objects for integrable nonlinear equations as the Lax pair and the recursion operator can be effectively obtained directly from the linearized equation. To do this, we construct an ordinary differential (or difference) equation that is compatible with the linearized equation for each solution of the nonlinear equation under consideration. We call this ODE a generalized invariant manifold. The aim of the present article is to show that the concept of invariant manifold provides an effective tool for constructing exact solutions for nonlinear equations. As a basic object we take the well known Volterra chain [6] u n = u n (u n+1 − u n−1 )
where the desired function u = u n (t) depends on the real t and the integer n, and the dot above the letter means the derivative with respect to time t. Volterra chain is one of the well studied models of the integrability theory [7] , [8] , [9] . Its finite-gap solutions are constructed in [10] , [11] , [12] by using the discrete version of the algebro-geometric approach in the integrability theory (see [13] ). Various classes of exact self-similar solutions to the chain are found and their applications in the theory of two-dimensional quantum gravitation are discussed in [14] , [15] . An alternative method of studying explicit solutions for the integrable lattices is recently suggested in [16] , [17] . Let's recall some of the necessary definitions that we are going to use below. For a given equation of the Volterra typeu n = f (u n+1 , u n , u n−1 )
the corresponding linearized equation is evaluated as followṡ U n = ∂f ∂u n+1 U n+1 + ∂f ∂u n U n + ∂f ∂u n−1 U n−1 .
According to the scheme proposed in [1] , we add to the pair of equations (2) , (3) an ordinary difference equation of the form U n+k = G(U n+k−1 , U n+k−2 , ...U n−k 1 , [u n ]), k ≥ 1, k 1 ≥ 0 (4) compatible with the linearized equation (3) for each solution of the equation (2) . The notation [u n ] indicates that function G might depend on the variable u n and its several shifts u n±1 , u n±2 , . . . . We call the surface on the space of the dynamical variables, which is determined by the equation (4), a generalized invariant manifold. Actually function G satisfies the following determining equation
Let us explain the scheme of searching G from relation (5) . First, we must exclude in (5) all timederivatives using equations (2), (3), and then we exclude the variables U n+m for m ≥ k, as well as for m ≤ −k 1 − 1 using the relation (4) . It is possible since we request that the equation (4) can be rewritten in the form solved with respect to the variable U n−k 1 . After these manipulations we arrive at an equation which should hold identically with respect to the independent dynamical variables
Thus, we get an overdetermined system of equations for unknown function G, which is usually effectively solved. Having found G we get a triple of equations (2), (3) and (4) showing that the dynamics due to equations (2), (3) admits a compatible reduction (4) . An intriguing fact is that for an appropriately chosen function G the consistency condition of the equations (3) and (4) implies (2) . Actually in such a case a pair of the equations (3), (4) provides a Lax pair for (2) (generally nonlinear!). The purpose of the article is to show that this nonlinear Lax pair can be used for constructing explicit solutions of the equation (2) . Recently Zhang Zhi-Yong has observed some useful properties of the generalized invariant manifolds (see [18] ).
Let us briefly discuss the content of the article. In section 2 for the Volterra chain we evaluate the generalized invariant manifold of the order two, depending on two constant parameters. At the end of the section it is shown that system (37), (38) provides a nonlinear Lax pair for the Volterra chain. In §3 we assumed that this Lax pair admits a polynomial in the parameter λ solution and observed that this assumption puts a severe restriction on the solution of the nonlinear lattice in the form of the overdetermined system of difference and differential equations. The idea is to solve this overdetermined set of equations and find the desired particular solutions for the nonlinear chain. A scheme of realization of the idea is illustrated in §4 by taking the Volterra chain as an example. Here, using an invariant manifold, we obtained a pair of scalar ordinary equations compatible with each other. One of which is differential, and the other is difference. Then we reduced the differential equation to an equation which is solved in terms of the Weierstrass ℘ function. It is worth to note that simultaneously the difference equation turns into the addition theorem for ℘. Some unusual soliton type solutions are represented in §4.1 which seem to be new (see fig.1 - fig.4 below).
2 Evaluation of the invariant manifold for the Volterra chain.
In this section we concentrate on the Volterra chain (1). First we find its linearization which obviously looks likeU
The linearized equation needs some simplification, since it contains too many extra variables u n , u n+1 , u n−1 which are interpreted here as some functional parameters. Let's change the variables in the latter by setting U n = u n (P n+1 − P n−1 ). This relation is nothing else but the linearization of the formula log u n = p n+1 − p n−1 relating the Volterra chain with the equationṗ n = e p n+1 −p n−1 . In terms of the new variables the linearized equation looks much simpleṙ P n = u n (P n+1 − P n−1 ).
We look for an invariant manifold for the equation (7) in the following form
To do this, we must solve the defining equation
In addition to (8) , in our further computations, we also need a function that, in a sense, is inverse to (8)
assuming that function G is single-valued. Then, an equation of the form
also defines an invariant manifold for the equation (7) if the condition
is satisfied. Let's rewrite equations (9) and (12) in a more detailed form
mod ((1.1), (2.2), (2.3), (2.6)). Replace the variables u n,t , u n−1,t , P n,t , P n−1,t , P n+2 and P n−3 in equations (13) and (14) by virtue of the equations (1), (7) , (8) and (11) . Then we will get
where D n (F (P n , P n−1 , u n )) = F (F (P n , P n−1 , u n ), P n , u n+1 ), D −1 n (G(P n , P n−1 , u n−1 )) = G(P n−1 , G(P n , P n−1 , u n−1 ), u n−2 ).
We differentiate relations (15) and (16) twice with respect to u n+1 and u n−2 , respectively. As a result, we obtain
We apply the shift operator D −1 n to both sides of the equality (17) and, respectively, the operator D n to both sides of (18):
The resulting equations are easily solved
We substitute the found expressions into the equations (15) and (16) . Now, since the dependence of the functions F and G on the variables u n and u n−1 is already determined, we can compare in (15) and (16) the coefficients in front of the powers of the independent variables u n+1 , u n−1 and u n−2 , u n , respectively. As a result, we get a set of equations (P n − G 1 (P n , P n−1 )) ∂F 1 (Pn,P n−1 )
u n (D n (F 1 (P n , P n−1 )) − P n ) + F 2 (P n , P n−1 ) = 0,
(P n − G 1 (P n , P n−1 )) ∂F 2 (Pn,P n−1 )
The equation (23) confirms that there are two possibilities:
The first case leads to a trivial solution
Let's focus on ii), it gives right away
By virtue of the latter and due to the equation (26) we obtain
We rewrite equations (24) and (27), taking into account the found functions F 1 (P n , P n−1 ) and G 1 (P n , P n−1 )
We differentiate equation (29) with respect to u n and equation (30) with respect to u n−1 twice, then we find that the functions F 3 (P n ) and G 3 (P n−1 ) have the form
where C i , i = 1, 2, 3, 4 are arbitrary constants. By substituting the found representations of the functions F 3 (P n ) and G 3 (P n−1 ) into equations (29) and (30) and comparing the coefficients before the variables u n and u n−1 , respectively, we find:
Now we substitute the above refinements into the equations (25) and (28), and then derive the equations for determining the functions F 2 (P n , P n−1 ) and G 2 (P n , P n−1 ), which are easily solved:
Summing up the above calculations, we can represent the functions F (P n , P n−1 , u n ) and G(P n , P n−1 , u n ) in the following form:
Let us apply the shift operator D n to both sides of (32) and then express the variable P n+1 from the obtained equation:
.
By comparing equations (31) and (33) we observe that G 4 (P n ) = F 4 (P n ).
Thus, it remains to determine the only function F 4 (P n ).
It is easily observed that the Volterra equation and its linearization are invariant under the reflection transformation n → −n, t → −t, therefore it is natural to assume that formulas (8) and (11) are related to each other by the reflection transformation as well. Then it follows from formulas (31) and (32) that
Since the equation (7) is invariant under the shift transformation we can remove the parameter C 1 by changing P n = C 1 2 +P n . Moreover, we are only interested in parameters that cannot be removed, so we put C 1 = 0.
We return to the equation (15) and specify it using the obtained formulas:
Let us rewrite equation (34) in a short form
where x = P n , δ = 1 un and so on. Then by taking δ = 0 we get that F 4 is an even function. Differentiation of the equation with respect to δ three times implies (we can do that because equation (34) is satisfied identically with respect to the variable u n ) F 4 = 0 which gives
Thus, an invariant manifold (8) is given by an equation of the form P n+1 = −P n + λP 2 n + c u n (P n + P n−1 )
,
Let us summarize the reasonings and computations of this section as a statement. Proposition 1. A system of the equationsṖ n = u n (P n+1 − P n−1 ),
u n (P n+1 + P n )(P n + P n−1 ) = λP 2 n + c
is compatible if and only if the coefficient u n = u n (t) solves the Volterra lattice (1). We have already proved above that for arbitrary solution u n (t) to the Volterra chain the system is compatible. The converse can be easily approved by a direct computation. We notice that in fact the system defines a nonlinear Lax pair with two arbitrary constant parameters λ and c for the Volterra chain. By applying the operator D n − 1 to the equation (38) we immediately obtain a linear equation (see [1] ) u n+1 (P n+2 + P n+1 ) − u n (P n + P n−1 ) = λ(P n+1 − P n ) which also defines a generalized invariant manifold since it is compatible, as it is easily checked, with the equations (1), (7) .
Separation of the variables.
We assume that in the equations (37), (38) the constant parameter c and a solution P n are polynomials on the parameter λ so that
We substitute the ansatz (39) into the equations (37), (38) and obtain m k=1γ k n i =k
By comparing the coefficients in front of the power λ 2m in (41) we derive a relation between the field variable u n and the roots of the polynomial P n (λ)
By setting λ = γ j n for j = 1, 2, . . . m in the equation (41) we obtain a system of difference equations of the form
Similarly, by taking λ = γ j n in (40) we arrive at a system of m differential-difference equationṡ
where j = 1, 2, . . . m. We hope that the overdetermined system of equations (42), (43), (44) can be used for constructing explicit solutions to the Volterra chain. When m = 1, this is done below. However in generic case, the problem of solving these equations by the methods developed in [13] (see also [19] , [20] , [21] ) needs further investigation.
4 Particular solutions to the Volterra chain.
In this section, in a particular case we solved the system of ordinary difference (43) and differentialdifference (44) equations and found some exact solutions of the lattice (1).
Construction of soliton solutions.
Let us concentrate on the simplest nontrivial case m = 1 by taking
(45)
Now a system of equations (40), (41), (42) turns intȯ
Similarly formulae (43), (44) read as
where
Proposition 2. The overdetermined system of the equations (49), (50) is compatible. The proposition is proved by a direct computation. Corollary of Proposition 2. A common solution of (49), (50) exists, it produces due to (48) a particular solution to the Volterra chain.
Obviously for the fixed value of n the variables γ n , γ n−1 are found from the following system of the ordinary differential equations:
The discrete equation (49) specifies the dependence on the discrete variable n. Actually (49) provides an example of the discrete map admitting a symmetry (50) (about discrete maps see [19] , [22] , [23] and references therein). However, we could not find a general solution for the resulting system, so we decided to impose one more restriction, which, undoubtedly, is consistent with the system of equations (49), (50). In order to find the constraint we put λ = 0 in the equation (47):
u n (γ n + γ n+1 )(γ n + γ n−1 ) = e 1 e 2 e 3 .
Now the order of the system (49), (50), (52) is easily reduced. After some elementary transformations we get
where S = (γ 2 n − e 1 e 2 − e 1 e 3 − e 2 e 3 ) 2 + 4e 1 e 2 e 3 (2γ n − e 1 − e 2 − e 3 ).
It is easily checked that the overdetermined system (53), (54) is consistent. Our goal now is to find a solution of the system and then due to the formula (48) construct the corresponding solution of the Volterra chain.
Let us first consider the degenerate case when e 3 = e 2 . We fix the branch of the root S assuming that for γ → ∞ its value is γ 2 and then rewrite the formulas (53), (54) as follows
(56)
It is convenient to return to the field variable u n (t) in the equations (55), (56). Due to (48) we obtain:
u t = ε(n)(e 1 − 4u n ) 16u 2 n − 8e 1 u n − 32e 2 u n + e 2 1 − 8e 1 e 2 + 16e 2 2
16
We find in a standard way the solution of (58):
where ω = ± e 2 (e 2 − e 1 ), it is supposed that e 2 (e 2 −e 1 ) > 0 and c(n) is a function of n. Let us determine the explicit form of c(n) by using the equation (57). Since it depends on the choice of ε(n) we consider separately all of the possible cases ε = 1, ε = −1, ε = (−1) n . Assume that ε = 1 and substitute (59) into equation (57). Then we get immediately that c(n) solves one of the following equations (e 2 − w)e wc(n+1) − (e 2 + w)e wc(n) = 0, (e 2 + w)e wc(n+1) − (e 2 − w)e wc(n) = 0. which obviously imply:
respectively. Here we request that c 1 , c 2 are arbitrary constants, we put summand iπ in order to change the sign before the exponentials in (59). Direct computation convinces us that u n (t) defined in (59) solves the Volterra chain if c(n) is given by (60):
u n (t) = (e 2 2 − w 2 ) e (n−1)θ+wt+c 1 + 1 e (n+2)θ+wt+c 1 + 1 4e 2 (e nθ+wt+c 1 + 1) e (n+1)θ+wt+c 1 + 1 ,
where θ = ln e 2 +w e 2 −w . Similarly for ε = −1 function c(n) has to be taken as (61):
where θ = ln e 2 −w e 2 +w . Obviously these solutions coincide with Manakov's solutions found in [7] (see also [9] ) up to notations. We concentrate now on the case ε = (−1) n . Here function c(n) should satisfy to one of the equations (e 2 + w) 2 e w(c(n+1)+c(n)) + 2(−1) n e 2 w − e 2 2 − w 2 = 0,
(e 2 + w) 2 e w(c(n+1)+c(n)) − 2(−1) n e 2 w − e 2 2 − w 2 = 0.
Since these equations contain an explicit dependence on n it is convenient to separate even and add values of n. From equation (64) we find
Similarly (65) gives rise to
Here c 3 and c 4 are arbitrary constants. For the case (66) the corresponding solutions to the Volterra chain are given as
u 2k+1 (t) = (e 2 2 − w 2 ) e (2k+3)θ−wt+c 3 + 1 e 2kθ−wt+c 3 + 1 4e 2 e 2(k+1)θ−wt+c 3 + 1 e (2k+1)θ−wt+c 3 + 1 ,
where θ = ln e 2 −w e 2 +w . In order to find another solution we take in (68), (69) c(n) given by (67) and in addition instead of ε(n) we put −ε(n):
where θ = ln e 2 −w e 2 +w . For the sake of clarity, we present the solution given by the formulas (68) and (69) in terms of two usual solitons
Then the solution (68), (69) is given by u n (t) = u right n (t) for n = 2k and u n (t) = u lef t n (t) for n = 2k + 1.
Due to this representation, the solution can be called a "combined vibrating soliton". The figures 1,2,3 below show the graphs of the solitons defined by the functions u right n (t), u lef t n (t) and the corresponding "combined vibrating solitons" of the form (68), (69). Let us make a change of the variables u → (−1) n u, t → (−1) n+1 t preserving the Volterra chain in the solution (68), (69) then we get a new solution written in the form:
with fast oscillations. Auxiliary solitons u right n (t), u lef t n (t) turn into envelopes of these oscillations (see fig.4 below). fig. 4 . e 1 = 1, e 2 = 2, c 3 = 0, t = 0.
Construction of elliptic solutions.
Here we focus on a pair of compatible equations (53) and (54). For the simplicity we introduce notations λ 1 = −e 1 − e 2 − e 3 , λ 2 = e 1 e 2 + e 1 e 3 + e 2 e 3 and λ 3 = −e 1 e 2 e 3 and rewrite the equations as
To solve the equation (77), we first convert the polynomial
into the Weierstrass normal form by applying the following fractionally rational transformation (for more details see the book [24] )
where A 1 = − 1 4 α 3 0 + 1 4 α 0 λ 2 + 1 2 λ 3 , A 2 = 1 4 α 2 0 − 1 12 λ 2 and α 0 is a root of the polynomial G(γ n ). In terms of the new variables ξ n , η n we get an elliptic curve 4ξ 3 n − g 2 ξ n − g 3 = η 2 n (80)
where g 2 = 1 12 λ 2 2 − 1 4 λ 1 λ 3 , g 3 = − 1 216 λ 3 2 − 1 16 λ 2 3 + 1 48 λ 1 λ 2 λ 3 . As a result of the transformation (79) equations (76) and (77) are reduced to the form ξ n,t = 4ξ 3 n − g 2 ξ n − g 3 (81) and ξ n+1 = λ 2 12 + 1 4
where µ and θ are found from the equations ℘(µ) = − r 1 r 2 , ℘(θ) = −r 3 .
We find C due to the fact that ℘(z) has a pole at the point z = 0:
Let us apply to (89) the point transformation u → r 2 u, t → r 2 t preserving the Volterra chain and bring the found u n (t) to the form (cf. [10] ) u n (t) = σ 2 (θ) σ 2 (µ) σ(r 2 t + vn + β − µ)σ(r 2 t + vn + β + µ) σ(r 2 t + vn + β − θ)σ(r 2 t + vn + β + θ) .
(92)
Conclusions
The article proposes a new method for constructing exact solutions for integrable models based on the concept of generalized invariant manifolds. We have illustrated the scheme with an example of the Volterra chain. The first step is to derive an appropriate generalized invariant manifold to the chain, containing at least two constant parameters that are not removed by a point transformation. Actually such a manifold determines a nonlinear Lax pair. Next we assume that this Lax pair has a solution polynomially depending on one of the parameters λ. We also require that the other parameter is a polynomial on λ, as well. It turned out that under these requirements the solution of the nonlinear Lax pair satisfies to an overdetermined system of differential and difference equations. In the case of small degree polynomials, in more details studied in the article, we arrive at a pair of consistent equations. One of the equations is differential, it defines an elliptic function and the other one is difference, it coincides with the addition theorem for that elliptic function. In confirmation of the effectiveness of the proposed method, new solutions of the Volterra chain are presented (see (68), (69), (74), (75)) with unusual profile.
