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Abstract: 
 EBSD measurements performed on polycrystalline UO2 samples were analyzed to obtain the 
linear fraction distribution of grain boundaries as a function of their Coincidence Site Lattice (CSL) 
indexes. In parallel, molecular dynamics simulations of 26 CSL grain boundaries were performed to 
calculate their formation energies using four different empirical potentials. Comparing calculated 
formation energies and measured linear fractions allowed us to select the best suited empirical 
potential for the study of grain boundaries and to evidence a decrease in the formation energy of a 
given grain boundary when its length fraction increases. Cleavage energies were calculated using the 
selected potential and the toughness of a grain boundary was estimated, since this property 
corresponds to the energy needed to open it. An interesting relation is observed: the cleavage energy 
seems to decrease when the misorientation angle of the boundary increases. Finally, a first step 
towards the study of non-CSL (i.e. general) grain boundaries was taken by simulating three semi-
general grain boundaries built by sticking two halves of CSL boundaries. 
 
Introduction 
The fuel used in the current generation of pressurized water reactors (PWRs) is mostly uranium 
dioxide (UO2). UO2 fuel is a refractory ceramic, used in the form of pellets obtained by a powder 
metallurgy process, leading to equiaxed grains with a diameter of the order of 10 μm separated by 
interfaces called grain boundaries. Under irradiation, grain boundaries are strongly affected both by 
the thermomechanical stress induced by the temperature gradient and by the stress generated by the 
fission gases gathering at the grain boundaries. These two phenomena possibly induce the breaking of 
grain boundaries. Depending on the operating regime of the reactor, several phenomena can occur: 
the formation of macroscopic cracks in normal operation, a fine fragmentation of the fuel during a loss 
of coolant accident (LOCA), or even a generalized decohesion of grains at the periphery of the pellet in 
the case of reactivity-initiated accident (RIA). The opening at the grain boundaries can be very 
significant in accidental situations and needs to be taken into account in the models used in simulation 
codes as GERMINAL [1] developed in our institute in the PLEIADES numerical platform. This implies to 
improve the knowledge of grain boundaries properties, selectively depending on the type of boundary. 
According to the respective orientations of the two crystals forming the boundary, a large variety of 
grain boundaries coexist in a polycrystalline material, whether special or general. 
The parameters that are necessary to characterize a grain boundary are called geometrical 
degrees of freedom of the grain boundary [2]. Five macroscopic degrees of freedom are sufficient to 
give a complete description of a grain boundary [3]. In materials science, the “tilt/twist” description is 
traditionally used to distinguish grain boundaries. A tilt boundary corresponds to a rotation of an angle 
θ between the two grains, along a rotation axis located in the grain boundary plane. Thus, the 
misorientation axis is perpendicular to the boundary plane normal. On the contrary, for a twist grain 
boundary, the rotation axis is perpendicular to the boundary plane and thus parallel to its normal. Tilt 
and twist grain boundaries are often referred as “special”. We adopted this nomenclature, but it is 
worth noting that the use of the term “special” is controversial. In fact, depending on the authors, 
“special” might also refer to grain boundaries that have “special” properties or CSL grain boundaries 
(see next paragraph). Any other given orientation of the rotation axis with respect to the boundary 
plane leads to a “mixed tilt/twist” grain boundary referred here as “general” as opposed to “special”. 
A complementary way of describing grain boundaries is to consider the misorientation 
between the two crystalline networks that the boundary divides by using the Coincidence Site Lattice 
(CSL) theory. CSL grain boundaries are characterized by a multiplicity index Σ which is defined as the 
ratio between the crystal lattice site density of the two grains meeting at the boundary and the density 
of sites that coincide when superimposing both crystal lattices [4,5]. It is generally admitted that grain 
boundaries with low Σ values have a tendency for low interfacial energy and special properties. 
However, the principal drawback of the CSL model is that only the orientation relationship between 
neighboring grains is specified while the grain boundary plane orientation, which is closely associated 
with atomic scale structures, is neglected [6]. For this reason, the utility of the CSL classification and of 
the parameter Σ is quite controversial [7]. Nevertheless, it remains a practical way of categorizing 
special grain boundaries. 
In uranium dioxide, according to the type of boundary, data on fracture properties such as 
fracture stress or toughness are needed. If experimental measurements are common on non-
radioactive materials such as metals or yttria stabilized zirconia (YSZ) [8,9],  far fewer results are 
available on UO2 [10]. To our knowledge, measurements of formation energies, toughness, or 
mechanical properties of grain boundaries in UO2 are not available in the literature. 
To fill this lack of data, numerical simulations are a good alternative. To study the properties 
of grain boundaries of a material using simulation, the good scale is undoubtedly the atomic scale. 
Where two crystals meet, the crystal lattice is not perfect. At the atomic scale, the interface, i.e. the 
grain boundary, takes the form of a discontinuity in the stack of atoms and is in fact a complex 
crystalline defect. In most polycrystalline solids, grain boundaries are very thin (1 to 2 interatomic 
distances). The disorder, which corresponds to bond breaking and point or extended defects, is 
inevitable for geometric reasons and generates an excess of energy of several J.m-2. However, the 
system simulated at this scale must achieve a minimum size to be representative. In the direction 
normal to the grain boundary, it must be large enough so that the grains modeled on each side have 
properties close to that of the bulk crystal. Similarly, the size of the system parallel to the grain 
boundary must be large enough to avoid commensurability problems between the two crystalline 
lattices in contact [11]. Thus, the minimum required size (a few tens of Å in the 3 directions of space) 
requires systems containing from several thousand to tens of thousands of atoms. First-principles 
atomistic methods, such as DFT, are then impossible to use and a "classical" atomistic simulation 
method that uses empirical potentials to describe the interactions between atoms is required. Even 
though many empirical potentials are available to calculate the properties of UO2 (see for example [12–
16]),  only few papers reporting atomistic simulation results on UO2 grain boundaries are available in 
the literature. In 2008, Van Brutzel et al. [17] studied 6 grain boundaries using Morelon empirical 
potential [18]. They calculated the formation energies of the grain boundaries as well as atomic 
structures and investigated the influence of the presence of a grain boundary on displacement 
cascades. In 2011, Nerikar et al. [10] studied 3 grain boundaries with the Basak potential [19]. Only 
formation energies and atomic structures were calculated. In 2014, Zhang et al. [20] compared the 
energies of two grain boundaries obtained using 9 different potentials, including those of Morelon 
[18], Basak [19] and Yakub [21]. These authors also studied the intergranular fracture behavior of UO2. 
Fracture stresses were calculated by applying an elongation to the simulated systems following the 
dimension normal to the boundary plane. Also in 2014, Chen et al. [22] studied 5 grain boundaries 
using the Yakub potential [21]. Thermal resistances were calculated in addition to formation energies. 
In 2015, Williams et al. [23] studied 6 grain boundaries using their own potential. They reported 
formation energies and evaluated toughness through the calculation of the cleavage energy. They also 
investigated the oxygen diffusion near grain boundaries. Again in 2015, Bai et al. [24] used the Basak 
potential [19] to study 5 grain boundaries. Formation energies were calculated and the thermal 
migration of grain boundaries was studied. Finally, in 2016, Galvin et al. [25] published a paper where 
4 grain boundaries were studied using the Cooper potential [26]. They calculated the formation 
energies and investigated the diffusivity of helium at the vicinity of the boundaries. Comparing some 
of these articles is possible since different authors studied identical grain boundaries. The formation 
energies obtained are always between 0.3 and 3 J.m-2, which is a realistic order of magnitude compared 
to the energies measured in other systems [8]. It is worth noting that different procedures were used 
to build and relax grain boundaries. Some authors have used specific codes like GBStudio [27] or 
Metadise [28]. In some cases, a simple 0 K energy minimization was performed [10,20,24] whereas, in 
other cases, a more complex procedure was applied involving molecular dynamics relaxations at 
various temperatures (300 K [17], 1500 K [25], 2000 K [22], and even 3000 K [23]). These differences 
may explain why calculated energies values are scattered. As an example, Williams obtains energies 
significantly lower than other authors. The reason might be that the annealing step used to relax the 
initial configurations is carried out at 3000 K, i.e. close to the melting temperature, therefore inducing 
a significant modification of the initial system to reach a lower energy state. Thus, it is difficult to 
ensure that the simulated grain boundaries retained their initial geometric characteristics. Also, for a 
given grain boundary studied with two different potentials, the energy obtained can be very different. 
Each potential probably does not describe the interfaces in the same way and a deliberate choice has 
to be made. Two important conclusions arise from this literature review. First, only few grain 
boundaries were studied and the results from the literature are too scattered to be used with 
confidence, so that further calculations are needed.  Second, the empirical potential must be chosen 
carefully based on the comparison of the results obtained with different potentials, but with the same 
calculation procedure. 
To select the best potential, comparing calculations results with experimental data is very 
valuable. In the literature, the experimental determination of grain boundaries energies frequently 
involves the use of synthetic bicrystals. Actually, a bicrystal elaborated from two suitably orientated 
single-crystals is the only system allowing a perfect knowledge of all five geometrical degrees of 
freedom of a given grain boundary. Such an approach is quite documented on metals [6] but is rare on 
ceramic oxides such as yttria stabilized zirconia [8,29]. 
To our knowledge, experimental determination of energies performed on geometrically 
defined grain boundaries in UO2 bicrystals is not available. A few articles, however, report the 
characterization of CSL grain boundaries in UO2 polycrystals by Electron Back Scattered Diffraction 
(EBSD). 
Nerikar et al. [10] determined by EBSD grain sizes, grain boundaries misorientation and 
distribution on 2D orientation maps comprising 150 to 200 grains. They compared the number fraction 
of individual CSL grain boundaries obtained from the misorientation data collected manually with the 
length fraction statistics provided by the EBSD software. They observed that length fractions are more 
consistent than number fractions to estimate the occurrence of a given grain boundary.  This 
discrepancy between length fraction and number fraction analysis is well known in various materials, 
e.g. metals such as Nickel-based alloys [30]. According to the authors, 16% of the UO2 grain boundaries 
were CSL boundaries. Among these special boundaries, a higher concentration of Σ9 was observed, 
compared to Σ3, Σ5, and Σ11 fractions (the Σ9 grain boundary was the most abundant and 
represented 18% of all CSL boundaries). This result was attributed to a microstructural evolution, 
limited by kinetic processes. However, due to the relatively small size of the EBSD maps, these results 
must be taken with caution. It is also worth noting that, with 2D-EBSD, CSL grain boundaries can be 
identified and their character determined (sigma index and misorientation angle) but determining the 
atomic structure of the grain boundary (plane orientation and rotation axis), which is necessary for 
understanding material properties, is not possible and requires 3D experimental techniques. 
A follow-up to Nerikar’s work was published by Rudman in 2013 [31]. Two samples (UO2 and 
UO2.14) were studied to better understand the effect of oxygen stoichiometry on the microstructure. 
In a first step, 2D-EBSD maps were analyzed, each composed of about 30 grains. The stoichiometric 
sample had more grains than the UO2.14 sample. According to the authors, this result shows that the 
hyperstoichiometric structure is closer to the equilibrium than the stoichiometric one. This assertion 
is based on the assumption that in an ideal 2D structure, each grain should be composed of six linear 
boundaries that meet at 120° junctions. In terms of CSL grain boundaries, the results are similar for 
both samples with ~ 20% of CSL linear fractions, the stoichiometric sample exhibiting a higher fraction 
of Σ3 and Σ9 grain boundaries. These results are different from those of Nerikar’s work. However, due 
to an even more limited number of grains composing the 2D maps, we believe that these results must 
also be taken with great caution, as they clearly are not representative enough of the sample 
microstructure at a larger scale. In fact, the real interest of Rudman’s work stands in the 3D 
characterization of grain boundaries with 3D-EBSD. Samples were serial sectioned using a SEM 
equipped with a focused ion beam. Slices were spaced by 0.5 µm for UO2.14 and 0.33 µm for UO2 and 
~ 80 slices per sample were analyzed. The 3D reconstruction of the volume analyzed allowed gaining 
access to the orientations of grain boundaries planes. In both samples, no {111} planes were present 
in the 30 to 50° range. For the stoichiometric sample, most planes in this angular range were close to 
{112} and {113} while, for the hyperstoichiometric sample, they were close to {011} and {113}. Such a 
work helps in knowing which planes are more favorable. This approach is original and, to our 
knowledge, it is the only experimental 3D characterization of grain boundaries in UO2 available in the 
literature.  
In the present work, we investigated grain boundaries in UO2 by measuring the length fraction 
of different CSL grain boundaries, on large EBSD maps acquired on seven different UO2 pellets batches. 
We represented their distribution as a function of their sigma index and of their misorientation angle. 
The occurrence of each type of grain boundary was then compared to the formation energies 
calculated with various empirical potentials. In parallel, we studied 26 different grain boundaries of 
UO2 and compared 4 empirical potentials among the more recent and/or the more used, i.e. that of 
Morelon et al. [18], Yakub et al. [21], Potashnikov et al. [15] and Cooper et al. [26].  
 
 
Samples and experimental measurements 
Seven UO2 polycrystalline samples (labelled A to G) coming from seven different fabrication 
batches were characterized in the present work. All of them were manufactured in the “Laboratoire 
UO2” of the CEA Cadarache, except the sample E, which comes from an industrial batch.  A classical 
powder metallurgy process was used. Depending on the batch/sample, some parameters varied, such 
as if a preliminary milling of the powder before pressing was performed or not, the sintering 
temperature (between 1700°C and 1900°C) and/or duration (between 4 hours and 60 hours). This 
yielded mean grain sizes between 9 and 22 µm.  The mean density is between 0.96 and 0.986 of the 
theoretical UO2 density.   
The samples were cut from a pellet of each batch using a diamond wire saw and mechanically 
polished. The final polishing step was performed with a 0.02 µm colloidal silica suspension to minimize 
the polishing superficial damage for EBSD characterizations.  
EBSD maps were performed with a FEI Nova NanoSEM (accelerating voltage: 20 kV, beam 
current: 10 nA) by means of a Nordlys II Nano camera from Oxford Instruments driven by the AZTEC 
software. EBSD data were analyzed with the Channel 5 suite of programs (version: 5.12.63.0). The 
indexation rate of EBSD data (ratio of indexed pixels over total number of tested pixels) varied from 
95% to 99% (prior to any data cleaning), depending on the acquisition step (which varied from 0.4 µm 
to 1 µm, depending on the maps) and the number and size of pores present in the examined area. 
Table 1 shows the total area investigated, the total number of grains analyzed and their mean 
grain diameter, given in equivalent circular diameter (ECD), for all samples. Depending on the sample, 
several EBSD maps were collected (their size is reported in the table). Grains were detected considering 
a misorientation threshold of 5° to define a grain boundary, and a minimum grain surface of 10 pixels 
corresponding to a minimum ECD of 1.2 to 3 µm, depending on the step size. 
 
 Map size (µm x µm) 
Total area 
(µm²) 
Total 
number 
of grains 
grain diameter 
(mean ECD, in 
µm)  Map 1 Map 2 Map 3 
Sample A 263×181 280×193 X 101 643 1 487 9.3 
Sample B 800×550 800×550 X 880 000 2 230 22.4 
Sample C 800×550 800×550 X 880 000 2 579 20.8 
Sample D 800×550 800×550 X 880 000 4 892 15.1 
Sample E 500×344 500×344 800x550 784 000 10 715 9.7 
Sample F 800×550 526×362 X 630 142 4 729 13.0 
Sample G 841×578 526×362 X 676 510 3 291 16.2 
Table 1. Characteristics of surface analyzed by EBSD on each sample. 
 
 To study the effect of the size of the EBSD map on CSL grain boundaries population, we focused 
on a map originating from sample C and comprising about 1250 grains. The whole surface as well as 
various smaller surface subsets were analyzed in terms of CSL linear fractions. Table 2 shows the results 
obtained for each subset: measured CSL fractions are between 11% and 19% and sometimes far from 
the value obtained for the whole map (14.90%). This result clearly shows that a surface too small does 
not provide reliable values. The sum of all the considered subsets leads however to a CSL population 
close to that of the whole map and corresponds to an equivalent map of ~ 500 grains. Therefore, it 
seems reasonable to consider that for a sintered polycrystalline UO2 with a homogeneous 
microstructure (equiaxed grains with a limited size dispersion), analyzing a map with at least 500 grains 
is necessary to obtain reliable CSL fractions. If the microstructure shows marked heterogeneities (such 
as areas with significantly smaller or larger grains), more grains might be necessary. That also confirms 
the caveats already given regarding Nerikar’s and Rudman’s results concerning the limited number of 
grains analyzed by these authors. 
In the present work, all CSL fractions were obtained from maps with more than 500 grains. 
Depending on the sample, the surface and the number of maps differed and, in certain cases, about 
5000 grains or more were analyzed (cf. samples D, E and F). 
 
 Area (µm²) Number of grains total %CSL  
Whole map 440 000 1243 14.90 
Subset 1 22 100 97 11.07 
Subset 2 27 900 122 13.20 
Subset 3 24 200 106 19.28 
Subset 4 29 300 128 14.85 
Subset 5 9 600 42 16.46 
Sum of subsets  113 100 495 14.97 
Table 2. Linear fraction of CSL grain boundaries in the different subsets analyzed in sample 
C. 
 
Figure 1 shows the total linear fraction of CSL grain boundaries for samples A to G, compared to 
the results of Nerikar et al.  [10]. The extent of the associated error bars varies due to the different 
number and size of EBSD maps taken into account for each sample. With respect to the uncertainties, 
all the values are very close to each other and in between 14,6% and 15,4%. They are also in agreement 
with Nerikar’s results, obtained on 150 to 250 grains of UO2, and coherent with Vonlanthen’s and 
Grobety’s ones, namely between 17% and 17.8%, in YSZ samples sintered in various conditions [5].  
 
 
Figure 1 : Total linear fraction of CSL grain boundaries for samples A to G compared to Nerikar 
et al. data [10] 
  
Figure 2 shows the linear fraction of each CSL grain boundary from Σ3 to Σ49 summed on all 
samples, i.e. the average CSL grain boundaries character distribution. If we categorize the seven most 
abundant CSL boundaries from the most to the least frequent, the following sequence is observed:  Σ3, 
Σ5, Σ7, Σ9, Σ11, Σ15 and Σ21 whereas Nerikar et al. observed on UO2 the Σ9, Σ3, Σ5, Σ11, Σ21 
sequence and Vonlanthen and Grobety the Σ3, Σ5, Σ11, Σ15, Σ9 and Σ7 on YSZ. The important finding 
here is that the elaboration and sintering conditions do not noticeably affect the total fraction of CSL 
boundaries in the samples. The similarity with Nerikar’s, Vonlanthen’s and Grobety’s results seems to 
demonstrate that CSL grain boundaries character distribution in oxides ceramics with a cubic fluorite 
structure is rather independent of the nature of the material and of the conditions of its elaboration 
by pressing and natural sintering. 
 
 
Figure 2 : Average CSL grain boundaries distribution for Σ3 to Σ49, in all UO2 samples (A to 
G) 
 
Hallberg et al. elaborated a model of polycrystal taking into account the influence of anisotropic 
grain boundary energy on the evolution of grain boundary character distribution during grain growth 
[32,33]. Based on the classical Read–Shockley relation [34], the authors proposed a set of equations 
that results in the variation of grain boundary energy with misorientation in the range Σ3-Σ29 of CSL 
boundaries, i.e. γ/γmax = f(θ), with γmax the energy at the angle θmax differentiating between low- and 
high-angle boundaries. Figure 3 shows the inversed Hallberg’s curve γmax/γ in red.  
For sample F, as an example, the linear fractions of CSL boundaries initially represented as a 
function of the Σ index (see Figure 2) were considered as a function of the misorientation angle up to 
Σ49c. The resulting plot is drawn in blue in Figure 3. The red and blue plots show an obvious similitude, 
clearly evidencing a correlation between the frequency of a given CSL grain boundary and its energy, 
as calculated by Hallberg. As an example, the Σ3 boundary is the most frequent and has the lowest 
energy. The same observation is true for Σ5, Σ7 et Σ9 (see Figure 3) and might be generalized to other 
CSL boundaries. Thus, the more frequent a CSL boundary, the lower its energy.  Saylor et al. drew a 
similar conclusion mentioning that grain boundaries planes distribution (GBPD) in MgO exhibits a 
substantial inverse correlation with the grain boundary energy distribution (GBED) [35]. Rohrer also 
shows that, in general, for cubic MgO, when the energy is low, the population is high [36]. A similar 
inverse correlation between GBPD and GBED also seems to be true in YSZ (see Helmick et al. [37]). 
Nerikar et al. [5] also state that in UO2 the more energetically stable a grain boundary, the more it is 
encountered in a polycrystal. 
Thus, the comparison of our results with those available in the literature tends to confirm that 
such a correlation, already observed in other ceramics and metals, is a very general phenomenon and 
that during grain growth, boundaries configure their orientations to minimize the total grain boundary 
energy. 
 
Figure 3 : Misorientation dependence of the inverse of the grain boundary energy 
calculated by Hallberg (in red) [32] and linear fraction of CSL for sample F (in blue). 
 
 
Atomistic Simulations 
In a first stage, we only focused on CSL grain boundaries, which have the advantage of being 
easily built knowing their geometric characteristics. EBSD measurements give explicitly information on 
CSL boundaries, so calculations can be simply compared to the results of experiments. To perform our 
atomistic simulations, we built grain boundaries using the GBStudio software [27] that allows 
constructing a given grain boundary on the basis of its CSL classification and of the crystallographic 
structure of the material considered [38]. The system built with GBStudio respects the geometry of the 
anticipated grain boundary (i.e. the relative orientation of the two crystals), but the interface at the 
atomic scale must be relaxed. As already mentioned in the introduction, various relaxation procedures 
can be used to minimize the energy of the system and then obtain the energy of the corresponding 
grain boundary. In this work, we chose to apply a relaxation procedure in two steps. The first step is 
an energy minimization at 0 K, allowing the relaxation of the simulation box and the atomic positions 
of all the atoms. Anisotropic or isotropic minimization was applied depending on the situation. For 3 
among the 26 grain boundaries considered here, a supplementary gap of 1 Å was added between the 
two crystals to minimize repulsive interactions, which can appear at the interface after the 
construction. The second step consisted in performing a thermal annealing using the molecular 
dynamics code LAMMPS [39]. Starting from the GBStudio configuration relaxed at 0 K, a temperature 
ramp was applied to reach 1870 K in 1 ns. This temperature was then kept constant during a 0.4 ns 
NPT simulation, as potential energetic barriers were assumed easier to overcome at this temperature. 
Then, the temperature was smoothly brought back to 300 K in another 1 ns and finally, energy and 
volume averages calculations were performed at 300 K during a last 4 ns long NPT simulation. 
The formation energy of a grain boundary is the excess energy due to the presence of an 
interface compared with the energy of the corresponding single crystal. Practically, this energy is 
obtained through the following expression: 
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Where, 
 is the energy of a system of N atoms including explicitly the grain boundary, 
  is 
the energy of a single crystal with the same number of atoms calculated in the same conditions. A is 
the surface of the simulated boundary, i.e. the section of the simulation box. Note that our simulations 
are performed with periodic boundary conditions to avoid free surface effects. Thus, two similar grain 
boundaries are simulated, explaining the factor 2 in the denominator of equation (1). This energy is 
not related to the strength of the grain boundary but rather expresses its thermodynamic stability as 
compared to the single crystal. The higher this energy is, the more unstable the grain boundary is from 
a thermodynamic point of view. To evaluate the strength of a grain boundary or its capacity to resist a 
normal stress, we need to calculate its cleavage energy [23]. It corresponds to the energy required to 
separate the boundary into two surfaces, and can be associated with the toughness of the material 
through the Griffith rule [20], or with the theoretical breaking stress using the Orowan model [40]. In 
our work, it can be evaluated using the equation as follow: 
 =
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/
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  (2) 
Where, 
  is the energy of the system including explicitly the grain boundary, and 
 ⁄
 is the 
energy of a half of this system, including two free surfaces corresponding to the grain boundary plane. 
The factor 2 appearing at the denominator comes from the periodic boundary conditions, and the 
factor 2 appearing at the numerator is linked to the fact that the system with the free surfaces counts 
half the number of atoms per unit area. The cleavage energy is assumed positive and corresponds to 
the energy needed to open the grain boundary. 
In this work, we compared four different empirical potentials: Morelon et al. [18], Yakub et al. 
[21], Potashnikov et al. [15] and Cooper et al. [26]. Those potentials have been chosen among the great 
number of available potentials because they offer an interesting compromise between simplicity and 
performance [15,16]. All of them are based on the pair type Buckingham formalism, taking into account 
the ionic interactions between atoms through a rigid ions model with partial charges. Yakub and 
Cooper potentials also integrate a Morse type interaction to take into account the partially covalent 
character of the uranium oxygen bond. The Cooper potential goes beyond the pair potential through 
an Embedded Atom Model (EAM) contribution. Note that Yakub, Morelon and Cooper potentials were 
already used to study grain boundaries in UO2 [17,20,22,25] making comparison with the present work 
possible. To make sure that these potentials are suited to simulate grain boundaries, we first calculated 
surface energies. Grain boundaries being interfaces between two crystals, surface energies and 
formation energies of grain boundaries can be considered as similar properties at the atomic scale. 
{100}, {110} and {111} free surfaces of UO2 were calculated by performing a 1 ns NPT molecular 
dynamic simulation with the Lammps code [39]. Table 3 shows the results obtained. They are in good 
agreement with literature when the same potentials are used. We obtained results identical or very 
close to those of Zhang et al. [20], who used the Yakub and Morelon potentials to calculate the {111} 
and {110} surfaces energies, and of Boyarchenkov et al. [41], who used the Potashnikov potential to 
calculate energies of surfaces {100} and {111}. Table 3 also shows that the four potentials lead to 
similar results: Yakub and Cooper potentials are very close and are around 5 to 10 % higher than the 
results given by Morelon and Potashnikov potentials. The comparison with DFT electronic structure 
calculation results coming from Bottin et al. [42] shows that the three surface energies are ranked 
similarly (Esurf{100} > Esurf{110} > Esurf{111}). This is satisfactory, even if calculations using empirical 
potentials overestimate all the energies by about 20 to 40 %. We should keep in mind that the same 
overestimation should appear concerning the formation energies of grain boundaries. It is also worth 
noting that the results obtained by Sattonnay et al. [43] using a more complex and expensive potential 
with variable charges do not seem to be better.   
 
 
DFT 
[42] 
Zhang 
[20] 
Williams 
[23] 
Boyarchenkov 
[41] 
Sattonnay 
[43] 
This work 
Surface 
{100} 
1.46 - - 1.60 (Pota) 2.03 (SMTB-Q) 
1.69 (Morelon) 
1.90 (Cooper) 
1.92 (Yakub) 
1.83 (Pota) 
Surface 
{110} 
1.16 
1.45 (Morelon) 
1.55 (Yakub) 
- - 1.72 (SMTB-Q) 
1.45 (Morelon) 
1.61 (Cooper) 
1.59 (Yakub) 
1.43 (Pota) 
Surface 
{111} 
0.73 
0.82 (Morelon) 
0.86 (Yakub) 
1.33 (Williams) 1.14 (Pota) 1.07 (SMTB-Q) 
0.88 (Morelon) 
1.04 (Cooper) 
1.02 (Yakub) 
0.91 (Pota) 
Table 3. Surface energies (J.m-2) at 300 K calculated using molecular dynamic simulations. The 
empirical potential used in the calculation is indicated in brackets. 
  
Figure 4 (and Table 1 in supplementary data) show the formation energies calculated using 
equation (1) for the 26 different CSL grain boundaries studied in this work, with the four chosen 
potentials. The order of magnitude of energies is correct as all results are between 0.8 and 2 J.m-2. For 
some grain boundaries, formation energy is similar whatever the potential (e.g. the Σ9 grain 
boundary), whereas for others the energy strongly depends on the potential (e.g. the Σ5 grain 
boundary). Also, the Σ3 grain boundary has the lower energy regardless the potential used (except for 
the potential from Morelon, for which Σ3 has the second lower energy). This is consistent with the fact 
that this grain boundary is the most frequent in terms of linear fraction. Moreover, our results are in 
good agreement with those obtained by Zhang et al. [20], with Yakub and Morelon potentials, and 
with those of Chen et al. [22], calculated with the Yakub potential. The same remark applies to the 
results obtained by Galvin et al. [25] using the Cooper potential. Conversely, the results obtained by 
Van Brutzel et al. [17] using the Morelon potential are always higher than ours. A possible explanation 
is that the relaxation procedure used by these authors did not allow reaching the minimum formation 
energy.  
 
Figure 4. Formation energies (J.m-2) calculated with the four different empirical potentials for 
the 26 CSL grain boundaries studied in this work. 
0
0.5
1
1.5
2
3 5 7 9 11 13
a
13
b 15 17
a
17
b
19
a
19
b
21
a
21
b 23 25
a
25
b
27
a
27
b
29
a
31
b
33
c
39
b
41
a
41
c
45
c
G
ra
in
 b
o
u
n
d
a
ry
 f
o
rm
a
ti
o
n
 e
n
e
rg
y
 (
J.
m
-2
)
CSL index
Morelon Yakub Pota Cooper
 Figure 5 shows the formation energies calculated in this work as a function of the linear 
fraction of CSL boundaries observed experimentally using EBSD measurements. Let us recall here that 
EBSD analysis does not yield the boundary plane of observed grain boundaries. On the contrary, our 
calculations were done for a given boundary plane, the first one proposed by GBStudio for a given CSL 
grain boundary, generally the most favorable. Nevertheless, an inverse correlation between GBPD 
(measured experimentally) and GBED (calculated) is clearly evidenced in this figure. This correlation is 
observed apart for the Σ11 GB for all the potentials, and apart for the Σ5 for Morelon and Potashnikov 
potentials. This is an important result because, to our knowledge, it is the first time that such a 
correlation is established between calculated formation energies at the atomic scale and experimental 
observations for a significant number of grain boundaries in UO2. Finally, we obtained a correlation 
coefficient of -0.42 for Morelon, -0.45 for Potashnikov, -0.73 for Yakub and -0.74 for Cooper potentials. 
Moreover, if we focus on the energy of the Σ5 and Σ11 grain boundaries, the Cooper potential seems 
to be the most efficient. This potential also yields good results regarding thermodynamic properties 
[26]. These are the reasons why it was chosen to calculate cleavage energies in the following second 
step of this work. 
 
 
Figure 5. Formation energies (J.m-2) calculated as a function of the linear fraction measured 
(%) for the 26 CSL grain boundaries studied in this work. 
 
 Then we have plotted in Figure 6 the formation energies calculated in this work as a function 
of the misorientation angle between the two crystals forming the boundary. No obvious correlation 
appears: almost all CSL grain boundaries have an energy between 1.5 and 2 J.m-2 (see the blue points 
in figure 5), except the Σ3 (60° - 1.08 J.m-2), Σ5 (36.9° - 1.28 J.m-2) and Σ11 (50.5° - 1.13 J.m-2). 
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 Figure 6. Misorientation dependence of formation energies (J.m-2) for the 26 CSL grain 
boundaries (blue points) and the 3 semi-general grain boundaries (in green) calculated in this 
work with the Cooper potential.  
  
Cleavage energy calculated using equation (2) and the Cooper potential as a function of the 
misorientation angles of grain boundaries is plotted in Figure 7. In this case, despite the scattering of 
the values, a trend seems to arise (with a correlation coefficient equal to -0.55): the higher the 
misorientation angle, the lower the cleavage energy. This result is very interesting and opens the way 
to a modeling of the cleavage energy usable in simulations at higher scale. 
  
Figure 7. Misorientation dependence of the cleavage energies (J.m-2) calculated with the 
Cooper potential for the 26 CSL grain boundaries (blue points) and the 3 semi-general grain 
boundaries (in green). The dashed line in red is the linear trend curve of the blue points. 
 
The cleavage energy as a function of the CSL index calculated using equation (2) and the Cooper 
potential can be seen in Figure 8. Again, no clear correlation is observed. Only Σ3, Σ17b, Σ25b, Σ41c 
and Σ45c grain boundaries present a cleavage energy lower than 1 J.m-2. These boundaries should thus 
be the easiest to open in UO2. In comparison, it is worth reminding that the energies of the three 
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natural surfaces of UO2 {100}, {110} and {111} were calculated respectively equal to 1.90, 1.61 and 1.04 
J.m-2. This means that the cleavage of a single crystal of UO2 along these three planes would need 3.8, 
3.22 and 2.08 J.m-2 respectively. From these results, it appears reasonable to conclude that, in a system 
without point defect, the opening of a grain boundary most likely needs less energy than the cleavage 
of a single crystal along a natural surface. 
 
Figure 8. Cleavage energies (J.m-2) calculated with the Cooper potential for the 26 CSL grain 
boundaries. 
  
Figure 9 shows the cleavage energy as a function of the formation energy calculated using the 
Cooper potential. Once again, no clear correlation appears. Nevertheless, the four grain boundaries 
with formation energies above 1.8 J.m-2 (Σ17b, Σ25b, Σ41c and Σ45c) are characterized by the lowest 
cleavage energies (below 0.65 J.m-2), which seems consistent. The Σ3 grain boundary however exhibits 
a low formation energy (1.16 J.m-2) but is also one of the easiest to open, since its cleavage energy is 
equal to 0.92 J.m-2. 
 
Figure 9. Cleavage energies (J.m-2) as a function of the formation energies calculated with the 
Cooper potential for the 26 CSL grain boundaries. 
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 In the first part of this work, we focused on CSL grain boundaries built using GBStudio. EBSD 
experiments however showed that CSL grain boundaries represent only 15 to 20 % of the linear fraction 
of grain boundaries observed in a UO2 polycrystal. Thus, the large majority of grain boundaries in a real 
material actually possesses infinite CSL indexes, i.e. no coincidence site can be found between the 
lattices of the two crystals forming the boundary, which is generally not symmetrical. Such boundaries 
can be constructed from two crystals randomly rotated with respect to each other. Unfortunately, by 
doing so, the general grain boundary is built among many possibilities. This procedure lacks a 
controlling parameter that would make it possible to compare different general boundaries or general 
boundaries to CSL ones.  
We tried to take a step towards the simulation of general boundaries by building what we 
called “semi-general” boundaries. To do so, we stuck two halves of two different CSL grain boundaries 
constructed with GBStudio which had been studied in the previous part of this work. To be able to 
control both the axis and angle of rotation, two CSL boundaries with the same rotation axis were 
chosen. Table 4 shows the three semi-general grain boundaries built using this procedure. Green points 
in Figure 6 show their formation energies compared to the CSL grain boundaries studied in this work. 
It appears that the formation energies of these 3 semi-general grain boundaries are systematically 
higher than the formation energies of the CSL grain boundaries. This result is consistent with the 
assumption that formation energy is correlated with stability [10]. Since semi-general grain boundaries 
are supposed to be less stable than CSL boundaries, so their formation energies should be higher. 
Green points in Figure 7 show their cleavage energies compared to the CSL grain boundaries studied 
in this work. These energies are in good agreement with the correlation observed between cleavage 
energy and misorientation angle. Therefore, the cleavage energy of general boundaries also seems to 
decrease with misorientation angle. Of course, these first results will have to be confirmed by further 
calculations. 
 
CSL grain boundaries used to 
build the semi-general grain 
boundaries 
Rotation axis  
Misorientation 
angle 
Formation 
energy (J.m-2) 
Cleavage 
energy (J.m-2) 
Σ13b / Σ19b (111) 37.3° 1.97 1.16 
Σ25a / Σ17a (100) 22.2° 2.016 1.603 
Σ27a / Σ9 (110) 35.25° 2.12 2.32 
Table 4. Geometrical characteristics, formation energies, and cleavage energies of the semi-
general grain boundaries studied in this work with the Cooper potential. 
 
Conclusions 
Length fractions of CSL grain boundaries were obtained from reliable EBSD analysis performed 
on maps comprising a large number of grains acquired on several UO2 samples. Depending on the 
sample, 14.6% to 15.4% of grain boundaries total length were identified as CSL, suggesting that this 
value is rather independent of the conditions of elaboration and sintering. We also found that the most 
frequent CSL grain boundaries have the lowest energy, as calculated by Hallberg [33].  
 Then, formation energies calculated with Morelon [18], Yakub [21], Potashnikov [15] and 
Cooper [26] empirical potentials were compared to linear fractions of CSL grain boundaries obtained 
from EBSD data. An inverse correlation between the formation energy and the linear fraction is clearly 
evidenced. This correlation is better with Cooper and Yakub potentials, except for the formation 
energy of the Σ11 grain boundary. Therefore, an interesting perspective to this work would be to 
measure the formation energy of this particular grain boundary and compare the experimental result 
with the calculated one. 
 The cleavage energy, representing the energy needed to open the grain boundary, was also 
calculated using the Cooper potential for the 26 CSL grain boundaries. Although no clear correlation is 
evidenced between cleavage energy and formation energy, we found that the cleavage energy 
decreases with the misorientation angle. This last result opens a way to the modelling of the cleavage 
energy as a function of the misorientation angle, which is an “easy to follow” parameter in simulations 
performed at the scale of a polycrystal, as in REV (Representative Elementary Volume) simulations 
[44]. 
A step towards the simulation of general grain boundaries, i.e. grain boundaries without symmetry 
and presenting an infinite CSL index, was also taken. As such boundaries represent at least 80 % of the 
linear fraction observed in sintered UO2 samples, their properties have to be investigated in detail. We 
built 3 semi-general grain boundaries, sticking two halves of CSL grain boundaries with the same 
rotation axis. Their formation energies appear higher than that of CSL boundaries, as expected since 
they are most likely less stable. Their cleavage energies follow the correlation observed on CSL 
boundaries. Therefore, the cleavage energy of general boundaries probably also decreases with the 
misorientation angle. A perspective to this work will be to study more general grain boundaries and to 
investigate if the observed correlations is also found at higher temperature.  
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