In this work a systematic procedure is implemented in order to minimise the computational cost of the Runge-Kutta-Munthe-Kaas (RKMK) class of Lie-group solvers. The process consists of the application of a linear transformation to the stages of the method and the analysis of a graded free Lie algebra to reduce the number of commutators involved. We consider here RKMK integration methods up to order seven based on some of the most popular Runge-Kutta schemes.
Introduction
The integration schemes of Munthe-Kaas [7] can be applied to differential equations on homogeneous manifoldsẏ = f (y) · y, y(0) = y 0 ∈ M.
Generally, (1) is induced by a transitive action by a Lie group G on M, so that f : M → g is a map from the manifold to the Lie algebra g of G. The product Z · m, Z ∈ g, m ∈ M is then understood as
A special case is when G is a subgroup of GL(n), the Lie group of invertible n × n matrices and M = G. Of particular interest in applications is the group G = SO(n), the set of n × n orthogonal matrices. The corresponding Lie algebra g = so(n) is the set of n × n skew-symmetric matrices, see also Iserles et al. [5] for more details.
One may solve (1) by transforming the differential equation from M to g. This was achieved by setting y(t) = exp(σ(t)) · y 0 with σ(0) = 0 in a neighborhood of y 0 ∈ M and then derive a differential equation for σ(t). It is now well-known that one getṡ
The tu (v) − dexpinv(tu, v, p) = O(t p+1 ) for all u, v ∈ g at t = 0. In [7] it was suggested that this approximation is obtained simply by truncating the series (3) . Keeping in mind that the Bernoulli numbers with odd indices (except the first) vanish, one finds that the number of commutators to be computed in each step is (p − 2)(s − 1) for p even and (p − 1)(s − 1) for p odd. However, it was noted in [8] that substantial savings can be made for low order methods, by applying a linear transformation to the stages k i in the algorithm. One introduces transformed variables
where the constants V ij are chosen such that the resultant integers q i are as large as possible. Then, it is evident that commutators like
which makes it easy to discard terms of order higher than the method itself. The discussion of complexity in [8] is just based on counting the number of commutators N 2 whose order does not exceed that of the method. Their treatment depends on the particular Runge-Kutta method which is used, but for some of the most popular schemes we can deduce the following . Still, the rapid increase in this number for higher orders led the authors of [8] to believe that their approach would lead to schemes with a reduced number of commutators only for the low and moderate order cases. Recently, there has been some progress in reducing the complexity in integration schemes based on the Magnus series expansion. Iserles and Nørsett [6] have studied these methods extensively and also in [8] the question of reducing the number of commutators is addressed. In Celledoni et al. [3] , the authors have tried to quantify the computational cost associated to various Lie group integrators. However, even more recently Blanes et al. [1] have found remarkable savings in computational complexity for Magnus series schemes compared to what was previously known, the optimal number of commutators for orders 4, 6 and 8 being 1, 3 and 6 respectively.
The aim of this paper is to combine the approach of [8] with that of [1] to obtain Lie group integrators in the RKMK class with significant reduction in the number of commutators compared to what is presently known. We start by a case study in section 2, where we consider methods of order 4 as a special illustration. The treatment of this case exhibits the main ideas, but involves little of the machinery of Butcher series and graded free Lie algebras needed to treat the full general case. In section 3, we extend and generalize the approach of [8] by using Butcher's order theory to obtain a suitable basis for the graded free Lie algebra associated with the stages of an explicit RKMK method. Then, in section 4 we present an approach for further minimizing the number of commutators.
Fourth-order RKMK methods. A case study
In this section we illustrate the main features of the procedure leading from Algorithm 1.1 to the construction of efficient Lie-group solvers for the nonlinear differential equation (1) . As stated in the introduction, it consists of three parts: (i) first, one has to find the transformation (4); (ii) second, the internal stages u i and v must be expressed in terms of the new variables Q j provided by (4) and (iii) finally some optimization strategy has to be applied to reduce the total number of commutators involved and thus also the computational complexity of the algorithm.
In this process it is important to recall that, once u i and v are expressed in terms of Q m , they can be considered as elements of the graded free Lie algebra generated by {Q i } i≥1 with grades w(Q i ) = q i , as suggested by (4) [8] . Therefore we can apply the optimization technique devised in [1] to write an element of a graded free Lie algebra with the minimum number of commutators. This will be particularly relevant for high order methods.
For simplicity, here we only consider 4th-order schemes and Algorithm 1.1 as applied to equation (1) defined in a matrix Lie group. Then exp(v) = e v is the usual matrix exponential.
Lemma 2.1 In the explicit RKMK Algorithm 1.1 one has for
Proof: We use induction on the stage index. Let us (6) is true for i = l ≥ 2. Then, by expanding in Taylor series,
On the other hand, it is evident that [
and finally
Proof: From Lemma 2.1 we have
from which the result follows. We observe, in particular, that
By solving (7), the first Q i elements for any RKMK method are (V i,i = 1)
The next step to build methods of order four with 4 stages is to rephrase Algorithm 
Remarkably, the coefficient of [
in v vanishes identically so that, in principle, with this formulation 3 commutators have to be computed (instead of 6 in terms of the k i ). In fact, if we denote
involves only 2 commutators. The final algorithm requiring the minimum number of commutators is as follows:
Remarks:
2. One could consider 4th-order Runge-Kutta methods with more than four stages. Even then the resulting RKMK algorithm in terms of the Q i requires the computation of only 2 commutators as long as
etc., appearing in v can be grouped together.
3 Search for the optimal transformation
General considerations
As it has been clearly established in the preceding section, in the search for optimal schemes it is crucial one can find transformations Q i of the stages with as high order as possible as in (4) . In the following we generalize Proposition 2.2 and develop a systematic procedure to obtain this transformation for any classical Runge-Kutta scheme. The following result from [8] is useful for this purpose. 
for some integer q, where
The result also applies whenk i :
is replaced by its pth order approximation as in Algorithm 1.1 as long as q ≤ p. Since u i ,k i and v are obtained from applying a classical Runge-Kutta method, we can use the Butcher theory [2] . We will here apply this theory by using the notation from [4] , known as the B-series approach. We work in a somewhat simpler setting than the general case, because it is always true that the initial value in (2) is zero. The quantities u i , v as well as the stage derivativesk i can be formally expressed in a B-series
Here, T is the set of rooted trees, where τ ∈ T has |τ | nodes. The map a : T → R represents the coefficients of the B-series. The elementary differentials F (τ ) depend on the derivatives of the right hand side of (2) evaluated at 0. An element of T is either the one-node tree which we simply denote by 1, or it is formed as τ = [τ 1 , . . . , τ µ ] where each τ i ∈ T . This is the tree obtained by joining the roots of the trees τ 1 , . . . , τ µ to a new common root. Consequently,
The coefficients in the B-series for u i ,k i , and v are related as follows:k
In view of Proposition 3.1 we will, for each i = 1, . . . , s, search for constants r 1 , . . . , r i such that
where q i is as large as possible. We shall always assume in this expression that r i = 1. Thus, for i = 1 we get q 1 =1. However, for i > 1 we obtain from (12) the conditions
To proceed, it is instructive to enumerate the trees, increasingly in terms of |τ | and consider the matrix corresponding to (14) 
The horizontal lines are distinguishing the orders. Denoting by N q the number of conditions for order ≤ q, one has q 1 2 3 4 5 6 7 8 N q 1 2 4 8 17 37 85 200
We let K i,q be the N q × i matrix whose rows correspond to all trees such that |τ | ≤ q. For a given set of Runge-Kutta coefficients (a ij ), the construction of the transformation (4) is not difficult, the following algorithm gives the lower triangular matrix V as well as the grades (q 1 , . . . , q s ).
where s i is the ith column of K i,q .
Let us now turn to the general case of an s-stage pth order explicit irreducible Runge-Kutta method. We always scale the transformation by setting V i,i = 1 in (4).
Analysis stage by stage
First stage. The first transformed stage is
Second stage. Considering the first row of (15), we see that
, and no more can be achieved since c 2 = 0 in irreducible schemes.
Third stage. Considering the first two rows of (15) one finds that
This is the best one can do, because by imposing the conditions for the next order one finds that the third stage will coincide with either the first or the second stage, i.e. a reducible method.
Fourth stage.
As we have shown in section 2, for this stage one obtains a one-parameter family of grade 3 vectors
However, to obtain grade 4 it is necessary to force the 4 × 4 matrix K 4,3 to be singular. We define φ i = j a ij c j and note that φ 1 = φ 2 = 0. Using c 2 = 0 we impose
1. Methods of order 4 with 4 stages. Unfortunately, this condition is incompatible with the corresponding RK scheme of 4 stages having order 4. To see this, we note for instance from [4] that for such schemes c 4 = 1 and we invoke the two order conditions
Since φ 3 = a 32 c 2 is nonzero, we must impose from (16) the (necessary) condition
Finally, we combine the quadrature conditions
with (18) and we get at last the (necessary) condition We have not pursued the question of whether it is possible to obtain 5th order methods with 6 stages such that the fourth stage has grade 4. However, for every known method of order 5 we have looked at, Q 4 = O(h 3 ) is the best that can be achieved.
In general, by adding enough stages, one can always achieve Q 4 = O(h 4 4 , c 5 and a 42 = λ. It is easy to deduce that by leaving the free parameters unrestricted, the grade sequence will be (1, 2, 3, 3, 4, 4). The transformed stages Q 1 , . . . , Q 4 must be chosen as described above, whereas
and it is impossible to achieve higher grade. For the sixth stage, one can set 
Some examples of high order methods
We present here some of the most used explicit Runge-Kutta methods/pairs and give for each of them the transformation matrix V and the grade sequence (q 1 , . . . , q s ) so that 
The 6(5) pair of Verner (DVERK). The coefficients of this embedded formula are given in [4, p. 181] . Now the optimal grade sequence is (1, 2, 3, 3, 4, 4, 5, 6) and the transformation matrix is 
4 Reducing the number of commutators
General considerations
Different strategies have been explored in the literature to reduce the total number of commutators in numerical Lie group solvers. In particular, the theory of graded free Lie algebras allows to obtain an upper bound on the number of linearly independent terms required for a method of order p, and thus also on the commutators involved [8] . More specifically, let us consider a free Lie algebra L Q generated by the set Q = {Q 1 , Q 2 , . . . , Q n }. We introduce a grading function w on L Q as follows. We assign a grade to the generators, w(Q l ) = q l , l = 1, . . . , n, with q l ≤ q l+1 , and then the grade is propagated in the Hall basis H of L Q by additivity: the grade of an element H ∈ H of the form
Then H splits into a disjoint union of sets H j of grade j: H = ∞ j=1 H j and L Q is a graded free Lie algebra [8] . Observe that, in the context of RKMK methods, Q l = O(h q l ) and the internal stages u i and v can be expressed as linear combinations of elements of the Hall basis H. The number of linearly independent terms in a scheme of order p can be determined simply by computing the dimension of the subspaces span{H j }, j = 1, . . . , p.
In [1] an optimization technique has been proposed that in certain cases allows to write an element of a graded free Lie algebra with the minimum number of commutators. This procedure has been applied to numerical integrators based on the Magnus expansion, obtaining schemes of order 4, 6 and 8 involving 1, 3 and 6 commutators respectively (the minimum number in each case).
The general problem can be formulated in the following terms: given an element Z ∈ L Q of the form
where H i,j denotes the jth element of the set H i , obtain an approximate expression for Z up to grade s involving the minimum number of commutators.
The procedure to solve this problem commences by taking the most general commutator one can build with elements of the set {Q 1 , Q 2 , . . . , Q n } such that w(Q n ) = s,
For explicit RKMK methods, in general n ≥ s. Next we write the most general commutator one can form with
i.e., the term H s,j of H s which involves the greatest number of nested commutators (if the corresponding coefficient α s,j = 0). The problem is reduced then to determine the coefficients
where Θ(s + 1) represents terms in L Q of grade s + 1 or higher. This results in a nonlinear system of algebraic equations in the coefficients with no guarantee to have real solutions. If there are, then the minimum number of commutators required is precisely r. Otherwise, additional commutators d r+1 , etc. must be included in Z. In any case the number of variables to be determined grows tremendously with the grade, so that some simplifying assumptions must be introduced. In this respect it is useful to take into account whatever symmetry properties the element Z has [1] .
For the particular class of explicit RKMK schemes with s stages one has a sequence of elements Z i , i = 1, . . . , s + 1 in L Q (the internal stages u i and v) to approximate with the minimum number of commutators and, in addition, the evaluation of Z 1 , . . . , Z i−1 is required for computing Z i . This imposes severe restrictions on the optimization procedure so that, in general, the optimal number of commutators is much higher than the minimum number required to approximate each individual term in the algorithm.
Optimization of DVERK
As an illustration of the above procedure we next consider Verner's method of order 6(5) (DVERK) and try to minimize the number of commutators in the corresponding RKMK scheme. When the transformation (4) with matrix (22) is applied to the internal stages We observe that u 3 requires the evaluation of the commutators
so that u 3 = 4 15
In u 4 we have the commutators
which cannot be generated from u 3 . Thus we introduce
and the new commutator
to reproduce the remaining terms. In fact, most of the coefficients in (28) are redundant: with
we have
In the same way, at least two additional commutators are needed to write u 5 because [Q 
and a new commutator d 6 to reproduce the terms [ 5 . This can be achieved if 
Optimized RKMK integration schemes
The same procedure can be carried out for the explicit RKMK methods based on the RungeKutta schemes collected in section 3.3. Next we provide the optimized expressions of the corresponding internal stages u i and v. In all the cases the initial stage is u 1 = 0.
5th-order
Let us introduce the commutators Table 1 : Number of commutators involved in some RKMK methods. Columns indicate order (p), number of stages (s), the number of commutators as presented originally in [7] (Orig), the number indicated by the free Lie algebra approach of [8] (FLA), and the number obtained by the approach of this paper (New). The numbers in parenthesis refer to the embedded pair (whenever it differs).
Runge-Kutta-Fehlberg 7(8). Now there are 11 stages and 17 commutators are required to write u 1 , . . . , u 11 up to order O(h 6 ) instead of 15, the absolute minimum in this case: we need one more for u 5 and u 11 . With respect to v, the 64 equations involved can be solved quite easily by introducing 6 additional commutators. Thus the method requires a total of 23 commutators. There remains as an open question to prove that this is, in fact, the minimum number. The final expressions for the stages of the method are collected in the Appendix.
Concluding remarks
We have presented new versions of Lie group integrators of Runge-Kutta-Munthe-Kaas type which use a lower number of commutators per stage than what can be found in the literature. We have summarized the results in Table 1 . Notice that the numbers given for the new methods are not in all cases proved to be optimal, but they represent a substantial reduction compared to what has been previously known. Note also that for the Runge-Kutta-Fehlberg method RKF78, we have only presented optimised results for the 7th order method, which is using only the first 11 stages of RKF78. We believe that there is reason to be cautious in interpreting these numbers too rigidly. For instance, it is not known to which extent the reduction of complexity will affect the quality of the numerical approximation. Also, one should keep in mind that in some cases, the savings obtained by reducing the number of commutators could be insignificant compared for instance to the cost of calculating exponentials. Nevertheless, we still think that there are important problems for which the obtained reduced commutator counts may substantially improve the efficiency of the Lie group integrators presented here.
Then the intermediate stages read (u 1 = 0) 
