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1 Free Wreath Product by the Quantum
Permutation Group
Julien Bichon
Abstract
Let A be a compact quantum group, let n ∈ N∗ and let Aaut(Xn) be the quantum
permutation group on n letters. A free wreath product construction A∗wAaut(Xn)
is done. This construction provides new examples of quantum groups, and is useful
to describe the quantum automorphism group of the n-times disjoint union of a finite
connected graph.
Keywords: Quantum permutation group, Wreath product, Free product, Graph automorphism.
1 Introduction
We discuss a quantum analogue of the following well-known construction. Let n ∈ N∗
and let G be a subgroup of the permutation group Sn. Let H be an arbitrary group.
Then G has a natural action on Hn by automorphisms, and so we may form the semi-
direct product Hn ⋊ G, known as the wreath product of H by G and denoted HwG.
One of the most famous examples of such a construction is the hyperoctaedral group
(Z/2Z)n ⋊ Sn = Z/2ZwSn, the isometry group of a hypercube in R
n. Wreath products
also occur naturally in the study of automorphism groups of finite graphs.
In this paper the classical permutation group Sn is replaced by the quantum per-
mutation group Aaut(Xn). This compact quantum group, introduced by S. Wang [11],
is the universal compact quantum group acting on n points. It is quite different from
the early examples of compact quantum groups constructed by S.L. Woronowicz [12, 14],
which where related to the concept of “q-deformation” of a Lie group. The representa-
tion theory of the quantum permutation group has been worked out by T. Banica [2]: if
n ≥ 4, the fusion semi-ring of Aaut(Xn) is identical to the one of SO(3). The quantum
permutation group is a fascinating object from many perspectives. For example we have a
paradox from the noncommutative topology viewpoint. On one hand since the C∗-algebra
Aaut(Xn) is generated by projections, the corresponding quantum space should be totally
disconnected. On the other hand since connectedness properties of a compact group may
be read off from its fusion semi-ring [6, 5], Banica’s classification of representations should
imply that the quantum permutation group is connected!
In order to find natural families of quantum subgroups of the quantum permutation
group, the quantum automorphism group of a finite graph was introduced in [3]. It turns
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out that one gets interesting quantum groups when considering the quantum automor-
phism group of the n-times disjoint union of a finite connected graph. Since the classical
automorphism group of such a graph is described by a wreath product, it was natural to
think that an analogue of the wreath product should be helpful in the quantum case.
Let A be a compact quantum group. The free wreath product of A by Aaut(Xn),
denoted A∗wAaut(Xn), is a quotient of the free product C
∗-algebra A∗n∗Aaut(Xn) (see
Sections 2-3), and so is not a free product, but nor is a tensor product. This construction
yields new examples of quantum groups. When G is a finite connected graph with quantum
automorphism group denoted by Aaut(G), we have a compact quantum group isomorphism
Aaut(G
∐n) ∼= Aaut(G)∗wAaut(Xn), analogous to the classical isomorphism Aut(G
∐n) ∼=
Aut(G)wSn. In this way we get a simpler presentation for the algebra Aaut(G
∐n).
Our work is organized as follows. Section 2 is devoted to the algebraic construction
of the free wreath product. Some new examples of Hopf algebras are constructed, for
which the corepresentation theory is studied in special cases. In Section 3, the free wreath
product construction is done at the Woronowicz algebra level, using the results of the
previous section. The free wreath product is used in section 4 to get a simple description
of the quantum automorphism group of the n-times disjoint union of a finite connected
graph.
We work over the field of complex numbers. We assume the reader to be familiar
with Hopf algebras, Hopf ∗-algebras, CQG algebras and Woronowicz algebras (compact
quantum groups). The relevant definitions may be found in the book [7].
2 The Hopf algebra construction
Let n ∈ N∗ be a positive integer. The main character of this paper is Wang’s quantum
permutation group [11]. The corresponding Hopf algebra Aaut(Xn), denoted At(n) for
simplicity, is the universal (complex) algebra with generators (xij)1≤i,j≤n and satisfying
the relations:
xijxik = δjkxij ; xjixki = δjkxji ;
n∑
l=1
xil = 1 =
n∑
l=1
xli ; 1 ≤ i, j, k ≤ n.
It is immediate to check that At(n) is a Hopf ∗-algebra, with structure morphisms defined
by:
x∗ij = xij ; ∆(xij) =
n∑
k=1
xik ⊗ xkj ; ε(xij) = δij ; S(xij) = xji ; 1 ≤ i, j ≤ n.
The corepresentation x = (xij) is unitary, and hence it follows from [7], §11, Theorem 27,
that At(n) is a CQG algebra.
Now let A be an arbitrary algebra. We may form the free product A∗n, that is the
n-times coproduct of A (in the category of unital algebras). Denote by νi : A −→ A
∗n,
1 ≤ i ≤ n, the canonical algebras morphisms. If furthermore A is a ∗-algebra, then A∗n
2
admits a ∗-algebra structure such that the ν ′is are ∗-homomorphisms (there should be no
confusion between the “∗” of a ∗-algebra and the “∗” of a free product). The first basic
observation is that the classical action of the permutation group on A∗n extends to the
quantum permutation group.
Proposition 2.1 Let A be an algebra. Then the algebra A∗n is, in a natural way, a left
At(n)-comodule algebra. The coaction α : A
∗n −→ At(n)⊗A
∗n satisfies:
α(νi(a)) =
n∑
k=1
xik ⊗ νk(a) , 1 ≤ i ≤ n , a ∈ A.
If furthermore A is a ∗-algebra, the coaction α is a ∗-homomorphism.
Proof. Let us first define, for i with 1 ≤ i ≤ n, a linear map αi : A −→ At(n)⊗A
∗n, by
αi(a) =
∑n
k=1 xik ⊗ νk(a). Then αi(1) =
∑
k xik ⊗ 1 = 1⊗ 1, and
αi(a)αi(b) =
∑
k,k′
xikxik′ ⊗ νk(a)νk′(b) =
∑
k
xik ⊗ νk(ab) = αi(ab) , ∀a, b ∈ A.
Thus each αi is an algebra morphism, and the universal property of the free product yields
an algebra morphism α : A∗n −→ At(n)⊗A
∗n satisfying the statement of the proposition.
It is immediate that α is a coaction and that α is a ∗-homomorphism if A is a ∗-algebra.

We now assume A to be a Hopf algebra. Then the algebra A∗n inherits a natural
Hopf algebra structure such that the canonical morphisms νi : A −→ A
∗n are Hopf
algebras morphisms. Using the coaction of Proposition 2.1, we may want to form the
semi-direct product A∗n ⋊ At(n), see for example subsection 10.2.6 in [7]. However the
third commutativity condition of Definition 8 in [7] does not hold, unless n ≤ 3 in which
case At(n) is the function algebra on the symmetric group. This leads us to a notion of
free wreath product.
Definition 2.2 Let n ∈ N∗ and let A be a Hopf algebra. The free wreath product of A
by the quantum permutation group At(n) is the quotient of the algebra A
∗n ∗At(n) by the
two-sided ideal generated by the elements:
νk(a)xki − xkiνk(a) , 1 ≤ i, k ≤ n , a ∈ A.
The corresponding algebra is denoted by A∗wAt(n).
We now state the main result of the section. We use Sweedler’s notation ∆(a) =
a(1) ⊗ a(2). The class of an element of A
∗n ∗ At(n) is still denoted by the same symbol in
A∗wAt(n).
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Theorem 2.3 The free wreath product A∗wAt(n) admits a Hopf algebra structure. Let
a ∈ A and let i, j ∈ {1 . . . n}. The comultiplication ∆ satisfies:
∆(xij) =
n∑
k=1
xik⊗xkj ; ∆(νi(a)) =
n∑
k=1
νi⊗νk(∆A(a))(xik⊗1) =
n∑
k=1
νi(a(1))xik⊗νk(a(2)).
The counit ε satisfies ε(xij) = δij and ε(νi(a)) = εA(a). The antipode S satisfies:
S(xij) = xji ; S(νi(a)) =
n∑
k=1
νk(SA(a))xki.
If A is a Hopf ∗-algebra, then so is A∗wAt(n) with x
∗
ij = xij and νi(a)
∗ = νi(a
∗). If A is
a CQG algebra, then A∗wAt(n) is also a CQG algebra.
Proof. For simplicity we put H = A∗wAt(n). For 1 ≤ i ≤ n, define linear maps
δi : A −→ H ⊗H by δi(a) =
∑n
k=1 νi(a(1))xik ⊗ νk(a(2)). It is easy to show that δi is an
algebra map (see the calculation in the proof of Proposition 2.1). Define now an algebra
morphism δn+1 : At(n) −→ H ⊗H by δn+1(xij) =
∑
k xik ⊗ xkj. The universal property
of the free product yields an algebra morphism ∆0 : A
∗n ∗ At(n) −→ H ⊗ H such that
∆0 ◦ νi = δi, 1 ≤ i ≤ n+ 1. Then
∆0(νk(a)xki) =
(
n∑
l=1
νk(a(1))xkl ⊗ νl(a(2))
)(
n∑
r=1
xkr ⊗ xri
)
=
n∑
l=1
νk(a(1))xkl ⊗ νl(a(2))xli =
n∑
l=1
xklνk(a(1))⊗ xliνl(a(2))
=∆0(xkiνk(a)).
Hence ∆0 induces an algebra morphism ∆ : H −→ H⊗H satisfying the required identity.
One has
(∆⊗id) ◦∆(νi(a)) =
n∑
k=1
∆(νi(a(1)))∆(xik)⊗ νk(a(2))
=
∑
k,l,r
νi(a(1))xilxir ⊗ νl(a(2))xrk ⊗ νk(a(3))
=
∑
k,l
νi(a(1))xil ⊗ νl(a(2))xlk ⊗ νk(a(3)) = (id⊗∆) ◦∆(νi(a)).
Thus ∆ is coassociative since the elements νi(a) and xik generate H as an algebra. The
construction of the counit is left to the reader. Let us now define the antipode of H. For
1 ≤ i ≤ n let Si : A −→ H be defined by Si(a) =
∑n
k=1 νk(SA(a))xki. One has Si(1) = 1
and
Si(a)Si(b) =
∑
k,l
νk(SA(a))xkiνl(SA(b))xli =
∑
k,l
νk(SA(a))xkixliνl(SA(b))
=
∑
k
νk(SA(a))xkiνk(SA(b)) =
∑
k
νk(SA(ba))xki = Si(ba).
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Thus Si : A −→ H
op is an algebra morphism. Now let Sn+1 : At(n) −→ H
op be the
algebra morphism defined by S(xij) = xji. The universal property of the free product
yields an algebra morphism S0 : A
∗n ∗At(n) −→ H
op such that S0 ◦νi = Si, 1 ≤ i ≤ n+1.
We have
S0(νk(a)xki) = xik
n∑
l=1
νl(SA(a))xlk =
n∑
l=1
xikxlkνl(SA(a)) = xikνi(SA(a)) =
=
n∑
l=1
νl(SA(a))xlkxik = S0(νk(a))S0(xki) = S0(xkiνk(a)).
Thus S0 induces an algebra morphism S : H −→ H
op. One has
m ◦ (S ⊗ id) ◦∆(νi(a)) =
∑
k,l
xkiνl(S(a(2))xliνk(a(2)) =
∑
k
xkiνk(SA(a(1))a(2))
=εA(a)1 = ε(νi(a))1,
and since the elements νi(a) and xij generate H as an algebra, it follows that m◦(S⊗ id)◦
∆ = u◦ε (u denotes the unit ofH). A similar computation shows thatm◦(id⊗S)◦∆ = u◦ε:
we conclude that H = A∗wAt(n) is a Hopf algebra.
It is easy to check that if A is a Hopf ∗-algebra, then so is H with the ∗-structure
announced in the theorem. Now let us assume that A is a CQG algebra. This means that
there exists a family (uλ)λ∈Λ of unitary corepresentations of A whose matrix coefficients
generate A as an algebra. Let uλ = (uλkl)1≤k,l≤dλ be such a corepresentation. For 1 ≤
i, j ≤ n, 1 ≤ k, l ≤ dλ, put v
λ(i, k, j, l) = νi(u
λ
kl)xij . Then
∆(vλ(i, k, j, l)) =
(
n∑
r=1
dλ∑
s=1
νi(u
λ
ks)xir ⊗ νr(u
λ
sl)
)(
n∑
t=1
xit ⊗ xtj
)
=
=
n∑
r=1
dλ∑
s=1
νi(u
λ
ks)xir ⊗ νr(u
λ
sl)xrj =
∑
r,s
vλ(i, k, r, s) ⊗ vλ(r, s, j, l) ;
ε(vλ(i,k, j, l)) = δijδkl ;
∑
r,s
vλ(i, k, r, s)vλ(j, l, r, s)∗ =
∑
r,s
νi(u
λ
ks)xirxjrνj(u
λ∗
ls ) = δij
dλ∑
s=1
νi(u
λ
ksu
λ∗
ls ) = δijδkl ;
∑
r,s
vλ(r, s, i, k)∗vλ(r, s, j, l) =
∑
r,s
xriνr(u
λ∗
sk )νr(u
λ
sl)xrj = δkl
∑
r
xrixrj = δklδij .
These computations mean that vλ = (vλ(i, k, j, l)) is a unitary corepresentation of H. Let
B be the subalgebra of H by the coefficients of the unitary corepresentations vλ, λ ∈ Λ,
and x = (xij). Then
∑n
j=1 v
λ(i, k, j, l) = νi(u
λ
kl)
∑
j xij = νi(u
λ
kl). Thus B contains the
elements νi(u
λ
kl), 1 ≤ i ≤ n, λ ∈ Λ, 1 ≤ k, l ≤ dλ which generate the image of A
∗n in H as
an algebra: it follows immediately that B = H and hence H is a CQG algebra. 
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Remark 2.4 It is clear that we may also define the free wreath product by any quantum
subgroup of the quantum permutation group, that is a homomorphic quotient of At(n), and
that one still has an obvious analogue of Theorem 2.3
We now examine an example where A is a group algebra.
Example 2.5 Let G be a (discrete) group and let n ∈ N∗. Let An(G) be the universal
algebra with generators aij(g), 1 ≤ i, j ≤ n, g ∈ G, and submitted to the relations (1 ≤
i, j, k ≤ n ; g, h ∈ G):
aij(g)aik(h) = δjkaij(gh) ; aji(g)aki(h) = δjkaji(gh) ;
n∑
l=1
ail(1) = 1 =
n∑
l=1
ali(1).
Then An(G) is a CQG algebra, with:
aij(g)
∗ = aij(g
−1) ; ∆(aij(g)) =
n∑
k=1
aik(g)⊗akj(g) ; ε(aij(g)) = δij ; S(aij(g)) = aji(g
−1).
Furthermore An(G) is isomorphic with C[G]∗wAt(n).
Proof. It can be checked directly that An(G) is a CQG algebra. Another way to proceed
is to check that the algebras An(G) and C[G]∗wAt(n) are isomorphic, and to transport
the Hopf ∗-algebra structure of C[G]∗wAt(n) on An(G). We choose this second possibility.
If g ∈ G, the corresponding element in C[G] is still denoted by g. For 1 ≤ i ≤ n, let
φi : C[G] −→ An(G) be the linear map defined by φi(g) =
∑n
k=1 aik(g) for g ∈ G. Then
φi(1) = 1 and
φi(g)φi(h) =
∑
k,l
aik(g)ail(h) =
∑
k
aik(gh) = φi(gh) , ∀g, h ∈ G.
Hence φi is an algebra morphism. Let φn+1 : At(n) −→ An(G) be the algebra morphism
defined by φn+1(xij) = aij(1). The algebra morphisms φ1, . . . , φn+1 induce an algebra
morphism φ0 : C[G]
∗n ∗ At(n) −→ An(G). One has
φ0(νi(g)xij) =
∑
k
aik(g)aij(1) = aij(g) =
∑
k
aij(1)aik(g) = φ0(xijνi(g)).
Hence φ0 induces an algebra morphism φ : C[G]∗wAt(n) −→ An(G). It is then easy to
construct an algebra morphism ψ : An(G) −→ C[G]∗wAt(n) such that ψ(aij(g)) = νi(g)xij ,
and it is straightforward to check that φ and ψ are mutually inverse isomorphisms. It is also
easy to see that the transported Hopf ∗-algebra structure on An(G) is the one announced.

When G is a finitely generated group, it is clear that An(G) is a finitely generated
algebra and hence is a CMQG algebra. The presentation can be improved if G is a cyclic
group.
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• If G = Z is the infinite cyclic group, then An(Z) is isomorphic with the universal
∗-algebra generated by elements aij, 1 ≤ i, j ≤ n, and submitted to the relations:
a∗ijaij =aija
∗
ij ;
n∑
l
a∗liali = 1 =
n∑
l
a∗ilail ; aijaik = 0 = aija
∗
ik = a
∗
ijaik = a
∗
ija
∗
ik ;
ajiaki = 0 = ajia
∗
ki = a
∗
jiaki = a
∗
jia
∗
ki , 1 ≤ i, j, k ≤ n, j 6= k.
The antipode is given by S(aij) = a
∗
ji.
• If G = Z/pZ, then An(Z/pZ) is isomorphic with the universal algebra generated by
elements aij , 1 ≤ i, j ≤ n, and submitted to the relations:
n∑
l=1
apil = 1 =
n∑
l=1
apli ; aijaik = 0 = ajiaki , 1 ≤ i, j, k ≤ n, j 6= k.
The antipode satisfies S(aij) = a
p−1
ji and we have a
∗
ij = a
p−1
ij .
We now examine the easiest case, namely n = 2. It is immediate that the elements of
A∗2 commute with those of At(2) = C(Z/2Z) in A∗wAt(2) and thus as an algebra, we
have A∗wAt(2) = A
∗2⊗ C(Z/2Z). The Hopf algebra structure of Theorem 2.3 is just the
one of a classical semi-direct product. If h1 denotes the Haar measure on A
∗2 (the Haar
measure on a free product is described in [10] as the free product of the Haar measures)
and h2 denotes the Haar measure on C(Z/2Z), it is easy to see that h = h1 ⊗ h2 is the
Haar measure on A∗wAt(2).
Let us describe the corepresentation theory of A2(G) for any group G. First let us
introduce some notation. We consider the group free product G ∗ G, with the canonical
morphisms still denoted ν1, ν2 : G −→ G ∗ G. The canonical involutive group automor-
phism of G ∗G is denoted by τ , with τ ◦ ν1 = ν2 and τ ◦ ν2 = ν1. An element x ∈ G ∗G
is the unit element if and only if τ(x) = x.
Proposition 2.6 Let G be a non-trivial group.
1) To any element x ∈ G ∗G \ {1} corresponds a two-dimensional irreducible corepresen-
tation vx of A2(G). Two such corepresentations vx and vy are isomorphic if and only if
x = y or x = τ(y). There also exists a non-trivial one-dimensional corepresentation d.
2) Any non-trivial irreducible corepresentation of A2(G) is isomorphic to one of the corep-
resentations listed above.
3) One has the following fusion rules (x, y ∈ G ∗G \ {1}):
vx ⊗ vy ∼= vxy ⊕ vxτ(y) if x 6= y
−1 and x 6= τ(y)−1 ;
vx ⊗ vx−1 ∼= C⊕ d⊕ vxτ(x)−1 ; d⊗ d ∼= C ; vx ⊗ d ∼= d⊗ vx ∼= vx.
Proof. We use the algebra identification A2(G) ∼= C[G ∗G]⊗C(Z/2Z). The basic tool of
the proof is Woronowicz’ character theory [13], which we freely use. Let x ∈ G ∗G, x 6= 1
and put
A11(x) = xx11 , A12(x) = xx12 , A21(x) = τ(x)x21 , A22(x) = τ(x)x22.
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A straightforward computation shows that ∆(Aij(x)) =
∑
k Aik(x) ⊗ Akj(x) and that
ε(Aij(x)) = δij , 1 ≤ i, j ≤ 2 (recall that x11 = x22 and x12 = x21 in C(Z/2Z)). Let
vx = (Aij(x)) be the corresponding matrix corepresentation, with associated character
χx = (x+ τ(x))x11. Let h be the Haar measure on A2(G) : h = h1 ⊗ h2, see the notation
and remark above. Then
h(χxχ
∗
x) = h((x+τ(x))(x
−1+τ(x−1))x11) = h((2+xτ(x
−1)+τ(x)x−1)x11) = 2h(x11) = 1.
Hence the corepresentation vx is irreducible. We have χτ(x) = (τ(x)+ τ
2(x))x11 = (τ(x)+
x)x11 = χx, hence vx ∼= vτ(x) Conversely, let y ∈ G ∗G be such that the corepresentations
vx and vy are isomorphic. Then χx = χy, i.e. (x+ τ(x))x11 = (y + τ(y))x11. This implies
that x + τ(x) = y + τ(y) in C[G ∗ G], i.e. x = y or x = τ(y). Let d = x11 − x12. Then
∆(d) = d ⊗ d, we have a non-trivial one-dimensional corepresentation d with d ⊗ d ∼= C
since d2 = 1.
Let us now prove part 3). Let x, y ∈ G ∗G\{1} with x 6= y−1 and x 6= τ(y)−1. Then
h(χxχyχ
∗
xy) = h((x + τ(x))(y + τ(y))(y
−1x−1 + τ(y)−1τ(x)−1)x11) = 1.
(The assumption x 6= y−1 and x 6= τ(y)−1 has been used). Thus vxy appears once in the
decomposition into irreducibles of vx⊗ vy. In the same way h(χxχyχ
∗
xτ(y)) = 1, and vxτ(y)
appears once in the decomposition of vx ⊗ vy. The corepresentations vxy and vxτ(y) are
not isomorphic if x, y 6= 1, and so for obvious dimension reasons we must have
vx ⊗ vy ∼= vxy ⊕ vxτ(y).
Now h(χxχx−1) = h((2 + xτ(x)
−1 + τ(x)x−1)x11) = 1: the trivial corepresentation
C appears once in vx ⊗ vx−1 . Also h(χxχx−1d
∗) = h(χxχx−1) = 1: the corepresen-
tation d appears once in vx ⊗ vx−1 . Then a straightforward computation shows that
h(χxχx−1χ
∗
xτ(x)−1) = 1, and hence the corepresentation vxτ(x)−1 appears once in vx⊗ vx−1 .
So we have:
vx ⊗ vx−1 ∼= C⊕ d⊕ vxτ(x)−1 .
Finally we have h(χxχ
∗
xd
∗) = h(χxd
∗χ∗x) = 1. This shows that vx ⊗ d
∼= vx ∼= d⊗ vx.
The family of irreducible corepresentations Λ = {C, d, (vx)x∈G∗G\{1}} contains the
trivial representation, is stable under tensor product and under conjugation, and its coef-
ficients generate linearly A2(G). It follows from the orthogonality relations [13] that any
irreducible corepresentation of A2(G) is isomorphic with one of this family. 
We can see now if the fusion semi-ring of A2(G) is identical to the one of a classical
group.
Corollary 2.7 Let G be a non-trivial group. Then the fusion semi-ring of A2(G) is
commutative if and only if G ∼= Z/2Z. In this case the fusion semi-ring is the same as the
one of the orthogonal group O(2).
Proof. Let us assume that the fusion semi-ring is commutative. Then for all x, y ∈
G∗G\{1}, we must have vx⊗ vx−1 ∼= vx−1 ⊗ vx. This implies that vxτ(x)−1 ∼= vx−1τ(x), and
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hence xτ(x)−1 = x−1τ(x) or xτ(x)−1 = τ(x)−1x. Thus for any element x ∈ G ∗ G\{1},
we have the alternative x2 = 1 or xτ(x) = τ(x)x. Let g ∈ G with g 6= 1. We cannot
have ν1(g)ν2(g) = ν2(g)ν1(g), so ν1(g
2) = 1, which implies g2 = 1. If h ∈ G and h 6= 1,
then ((ν1(g)ν2(h))
2 6= 1, so ν1(g)ν2(h)ν2(g)ν1(h) = ν2(g)ν1(h)ν1(g)ν2(h). This implies
that gh = 1, so h = g−1 = g. Hence G is the cyclic group of order two.
Conversely, assume that G = 〈g|g2 = 1〉. Let l : G ∗ G −→ N be the function which
assigns to an element of G ∗ G (written in reduced form) its length. It is immediate to
check that l(x) = l(y) if and only if x = y or x = τ(y). Thus by Proposition 2.6 every
irreducible 2-dimensional irreducible corepresentation of A2(G) can be labelled as vi for
some i ∈ N∗. Put v0 = C. The fusion rules of A2(G) now read:
vi ⊗ vj ∼= vi+j ⊕ v|i−j| if i 6= j ∈ N
∗ ;
vi ⊗ vi ∼= v0 ⊕ d⊕ v2i ; d⊗ d ∼= v0 ; vi ⊗ d ∼= d⊗ vi ∼= vi, i ∈ N
∗.
We recognize the fusion rules of the orthogonal group O(2). 
Remark 2.8 It can even be shown that the category of corepresentations of A2(Z/2Z)
and the category of representations of O(2) are monoidally equivalent. In particular the
Hopf algebra A2(Z/2Z) is cotriangular.
3 The compact quantum group construction
We first recall some basic notions. As usual ⊗ stands for the minimal C∗-tensor product.
There should be no confusion with the algebraic tensor product.
A compact quantum group [13, 15], or Woronowicz algebra, is a unital C∗-algebra A
together with a C∗-homomorphism ∆ : A −→ A ⊗ A and a family of unitary matrices
(uλ)λ∈Λ, with uλ ∈Mdλ(A), such that:
(1) The subalgebra A generated by the entries (uλij) of the matrices (u
λ)λ∈Λ is dense in A.
(2) For λ ∈ Λ and i, j ∈ {1, . . . , dλ}, one has ∆(u
λ
ij) =
∑dλ
k=1 u
λ
ik ⊗ u
λ
kj.
(3) For λ ∈ Λ, the transpose matrix tuλ is invertible.
It follows from [13, 16] that the dense subalgebra A is uniquely determined, and is a
CQG algebra. A Woronowicz algebra is said to be full if A is the enveloping C∗-algebra of
A. All the Woronowicz algebras solving universal problems (see e.g. [8, 11, 3]) are full, and
more generally the Woronowicz algebras constructed using Woronowicz’ Tannaka-Krein
duality [14] are full.
Wang’s quantum permutation group, denoted Aaut(Xn), is the enveloping C
∗-algebra
of the Hopf ∗-algebra At(n) of the previous section, and is thus a full Woronowicz algebra.
The generators of Aaut(Xn) are still denoted xij, 1 ≤ i, j ≤ n.
Let A be a C∗-algebra. We consider the free product C∗-algebra (see [1, 9]) A∗n,
that is the n-times coproduct of A as a C∗-algebra. We still denote by νi : A −→ A
∗n,
1 ≤ i ≤ n, the canonical ∗-homomorphisms. Recall from [10] that a free product of
Woronowicz algebras is in a natural way, a Woronowicz algebra. The following definition
is the C∗-algebra analogue of Definition 2.2.
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Definition 3.1 Let n ∈ N∗ and let A be a Woronowicz algebra. The free wreath product
of A by the quantum permutation group Aaut(Xn) is the quotient of the C
∗-algebra A∗n ∗
Aaut(Xn) by the two-sided ideal generated by the elements:
νk(a)xki − xkiνk(a) , 1 ≤ i, k ≤ n , a ∈ A.
The corresponding C∗-algebra is denoted by A∗wAaut(Xn).
Theorem 3.2 The free wreath product A∗wAaut(Xn) admits a Woronowicz algebra struc-
ture. Let a ∈ A and let i, j ∈ {1 . . . n}. The coproduct ∆ satisfies:
∆(xij) =
n∑
k=1
xik ⊗ xkj ; ∆(νi(a)) =
n∑
k=1
νi ⊗ νk(∆(a))(xik ⊗ 1).
If A is a full Woronowicz algebra, then so is A∗wAaut(Xn).
Proof. We put H = A∗wAaut(Xn). Let A and At(n) be the dense CQG algebras of A
and Aaut(Xn) respectively. For 1 ≤ i ≤ n, define continuous linear maps δi : A −→ H⊗H
by δi(a) =
∑n
k=1 νi ⊗ νk(∆(a))(xik ⊗ 1). Then δi|A is a ∗-homomorphism (see the proof
of Theorem 2.3), and since A is dense in A, It is clear that δi is a ∗-homomorphism.
Define now a ∗-homomorphism δn+1 : Aaut(Xn) −→ H ⊗H by δn+1(xij) =
∑
k xik ⊗ xkj.
The universal property of the C∗-algebra free product yields a ∗-homomorphism ∆0 :
A∗n∗Aaut(Xn) −→ H⊗H such that ∆0◦νi = δi, 1 ≤ i ≤ n+1. We know from the proof of
Theorem 2.3 that ∆0 vanishes on the elements νk(a)xki−xkiνk(a), 1 ≤ i, k ≤ n, a ∈ A, and
since A is dense in A and ∆0 is continuous, we get a ∗-homomorphism ∆ : H −→ H ⊗H:
this is the coproduct announced in the theorem. Consider the canonical ∗-algebra map
ι : H = A∗wAt(n) −→ A∗wAaut(Xn) = H. It is clear that ι(H) is dense in H and that ι
commutes with the respective coproducts. Furthermore H is a CQG algebra by theorem
2.3, and hence it immediate that H = A∗wAaut(Xn) is a Woronowicz algebra.
Let us now assume that A is a full Woronowicz algebra. Let us show that if B is a
C∗-algebra and pi : H = A∗wAt(n) −→ B is ∗-algebra morphism, then there exists a
(unique) ∗-homomorphism p˜i : H = A∗wAaut(Xn) −→ B such that p˜i ◦ ι = pi. This will
prove that H is the enveloping C∗-algebra of ι(H) and thus that H = A∗wAaut(Xn) is
a full Woronowicz algebra. For 1 ≤ i ≤ n, let pii : A −→ B be the ∗-algebra morphism
defined by the composition
pii : A
νi−−−→ A∗n −−−→ A∗wAt(n)
pi
−−−→ B.
Since A is full, there exists a unique ∗-homomorphism pˆii : A −→ B such that pˆii|A = pii.
Let pˆin+1 be the ∗-homomorphism Aaut(Xn) −→ B such that pˆin+1|At(n) = pi|At(n). The
universal property of the free product yields a ∗-homomorphism pˆi : A∗n∗Aaut(Xn) −→ B.
It then immediate from the density of A∗n ∗At(n) in A
∗n ∗Aaut(Xn) that pˆi induces a
∗-homomorphism p˜i : A∗wAaut(Xn) −→ B such that p˜i ◦ ι = pi. 
The examples described in Section 2 may be adapted in an obvious manner to the
Woronowicz algebra setting. Let G be discrete group. We define An(G) to be the
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Woronowicz algebra C∗(G)∗wAaut(Xn), where C
∗(G) denotes the enveloping C∗-algebra
of G. It is clear that An(G) is the enveloping C
∗-algebra of the CQG algebra An(G) of
Section 2.
4 Application to the quantum automorphism group of a
finite graph
We use the results of the previous sections to describe the quantum automorphism group
of the n-times disjoint union of a finite connected graph. First let us recall some definitions
from [3].
In this paper a finite graph G = (V,E) consists of two finite sets V (set of vertices)
and E (set of edges) such that E ⊂ V × V . The source and target maps s, t : E −→ V
are the restrictions of the first and second projections respectively. So in our conventions,
we do not allow a graph to have multiple edges. The quantum automorphism group of
a graph G was defined in [3]. It is still possible to describe the quantum automorphism
group of a finite graph with possible multiple edges, using e.g. the general construction of
[4]. However some motivation for the construction done in [3] was to describe non-trivial
quantum subgroups of Wang’s quantum permutation group, so it was quite natural to
restrict to graphs for which an automorphism is uniquely determined by its action on the
vertices.
Let G = (V,E) be a finite graph with set of vertices V = {1, . . . ,m}. The quantum
automorphism of G [3], denoted Aaut(G), is defined to be the universal C
∗-algebra with
generators (Xij)1≤i,j≤m and relations:
(4.1)
X∗ij = Xij ; XijXik = δjkXij ; XjiXki = δjkXji ;
m∑
l=1
Xil = 1 =
m∑
l=1
Xli , 1 ≤ i, j, k ≤ m
(4.2) Xs(γ)iXt(γ)k = Xt(γ)kXs(γ)i = 0
Xis(γ)Xkt(γ) = Xkt(γ)Xis(γ) = 0 , γ ∈ E, (i, k) 6∈ E
(4.3) Xs(γ)s(γ′)Xt(γ)t(γ′) = Xt(γ)t(γ′)Xs(γ)s(γ′) , γ, γ
′ ∈ E
(4.4)
∑
γ′∈E
Xs(γ′)s(γ)Xt(γ′)t(γ) = 1 =
∑
γ′∈E
Xs(γ)s(γ′)Xt(γ)t(γ′) , γ ∈ E
Then Aaut(G) is a full Woronowicz algebra, with coproduct defined by ∆(Xij) =
∑
kXik⊗
Xkj It is shown in [3] that Aaut(G) is the universal compact quantum group acting on the
graph G. The non-trivial example considered there is the quantum automorphism group
of the following graph: • ((•hh • ((•hh
This quantum group will easily be described using Theorem 4.2 and the results of the
previous sections: it is isomorphic with A2(Z/2Z).
Let us give a more convenient presentation for Aaut(G).
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Proposition 4.1 Let G = (V,E) be a finite graph with set of vertices V = {1, . . . ,m}.
Then Aaut(G) is isomorphic with the universal C
∗-algebra with generators (Xij)1≤i,j≤m
and relations (4.1)-(4.3) and
(4.4)′
∑
k,(k,j)∈E
Xik =
∑
k,(i,k)∈E
Xkj ;
∑
k,(k,j)∈E
Xki =
∑
k,(i,k)∈E
Xjk , 1 ≤ i, j ≤ m.
Proof. Let A be an algebra with elements (Xij)1≤i,j≤m satisfying relations (4.1). Assume
that relations (4.4) hold. Let i, j ∈ {1, . . . ,m}. Then∑
γ,t(γ)=j
Xis(γ) =
∑
γ,t(γ)=j
Xis(γ)(
∑
γ′∈E
Xs(γ′)s(γ)Xt(γ′)t(γ)) =
∑
γ,t(γ)=j
∑
γ′,s(γ′)=i
Xs(γ′)s(γ)Xt(γ′)t(γ)
=
∑
γ′,s(γ′)=i
(
∑
γ∈E
Xs(γ′)s(γ)Xt(γ′)t(γ))Xt(γ′)j =
∑
γ,s(γ)=i
Xt(γ)j .
In the same way one shows that
∑
γ,t(γ)=j Xs(γ)i =
∑
γ,s(γ)=iXjt(γ). Hence relations (4.4)’
hold.
Conversely, assume that relations (4.4)’ are fulfilled and let γ ∈ E. Then
∑
γ′∈E
Xs(γ′)s(γ)Xt(γ′)t(γ) =
m∑
i=1
∑
k,(i,k)∈E
Xis(γ)Xkt(γ) =
=
m∑
i=1
Xis(γ)
∑
k,(k,t(γ))∈E
Xik =
m∑
i=1
Xis(γ) = 1,
and
∑
γ′∈E
Xs(γ)s(γ′)Xt(γ)t(γ′) =
m∑
i=1
∑
k,(i,k)∈E
Xs(γ)iXt(γ)k =
=
m∑
i=1
Xs(γ)i
∑
k,(k,t(γ))∈E
Xki =
m∑
i=1
Xs(γ)i = 1.
Hence relations (4.4) hold. 
We now begin our study of the quantum automorphism group of the n-times disjoint
union of a finite connected graph. Let us recall some basic definitions.
A graph G = (V,E) is said to be connected if ∀(i, j) ∈ V × V , there exists a finite
sequence of edges γ1, . . . , γr such that:
- s(γ1) = i or t(γ1) = i,
- s(γr) = j or t(γr) = j,
- For k ∈ {1, . . . , r − 1}, s(γk) = t(γk+1) or s(γk) = s(γk+1) or t(γk) = t(γk+1) or
t(γk) = s(γk+1).
Let G1 = (V1, E1) and let G2 = (V2, E2) be two finite graphs. Their disjoint union is
defined in the obvious way: G1 ∐ G2 = (V1 ∐ V2, E1 ∐ E2).
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Let G = (V,E) be a finite connected graph and let n ∈ N∗. It is well-known that
the groups Aut(G∐n) and Aut(G)n⋊Sn = Aut(G)wSn are isomorphic, and it is natural to
expect that such a kind of isomorphism still holds at the quantum automorphism group
level. This is exactly the motivation for our free wreath product construction:
Theorem 4.2 Let G be a finite connected graph and let n ∈ N∗. Then we have a
Woronowicz algebras isomorphism:
Aaut(G
∐n) ∼= Aaut(G)∗wAaut(Xn).
The proof of Theorem 4.2 will be completed at the end of the section. Let us first note
an immediate consequence:
Corollary 4.3 Let G be a finite connected graph with non-trivial automorphism group and
let n ∈ N∗ with n ≥ 2. Then Aaut(G
∐n) is an infinite-dimensional noncommutative and
noncocommmutative Woronowicz algebra. 
As a consequence, we also have a description of the quantum automorphism group of
a disjoint union of polygonal graphs. Let m ∈ N∗ and let Pm = (Vm, Em) with Vm =
{1, . . . ,m} and Em = {(1, 2), . . . , (m − 1,m), (m, 1)} be the polygonal graph with m
vertices. It is easy to check that Aaut(Pm) ∼= C
∗(Z/mZ). Combining the results of the
previous sections and Theorem 4.2, we have Aaut(P
∐n
m )
∼= An(Z/mZ). More generally, if
G is a connected graph with abelian automorphism group G, we have Aaut(G
∐n) ∼= An(G).
We now prove some preliminary results for the proof of Theorem 4.2. For this we
consider a family of finite connected graphs G1, . . . ,Gn. For i ∈ {1, . . . , n}, the set of
vertices (resp. of edges) of Gi is denoted by Vi (resp. Ei). The next lemmas are basic
computations in Aaut(∐
n
i=1Gi).
Let k, l ∈ {1, . . . , n} and let i ∈ Vl. We define the following element of Aaut(∐
n
i=1Gi):
P kli =
∑
u∈Vk
Xui.
Lemma 4.4 For k, l ∈ {1, . . . , n} and i, j ∈ Vl, one has P
kl
i = P
kl
j . Hence we put
P kl = P kli , ∀i ∈ Vl. For k, k
′, l ∈ {1, . . . , n}, we have
P klP k
′l = δkk′Pkl ;
n∑
k=1
P kl = 1 ; (P kl)∗ = P kl ; ∆(P kl) =
n∑
k′=1
P kk
′
⊗ P k
′l ,
and
ε(P kl) = δkl ; P
lkP lk
′
= δkk′P
lk ;
n∑
k=1
P lk = 1.
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Proof. Let i ∈ Vl. Then by relations (4.1) we have
(4.5) P kli P
kl
i =
∑
u,v∈Vk
XuiXvi = P
kl
i .
Let (i, j) ∈ El, then by relations (4.2)-(4.3), we have
(4.6) P kli P
kl
j =
∑
γ∈Ek
Xs(γ)iXt(γ)j = P
kl
j P
kl
i ,
and thus by relations (4.4) we have
(4.7)
n∑
k=1
P kli P
kl
j = 1 =
n∑
k=1
P klj P
kl
i .
Let (i, j) ∈ El and k, k
′, l ∈ {1, . . . , n} with k 6= k′. Then by relations (4.2) we have
(4.8) P kli P
k′l
j =
∑
u∈Vk
∑
v∈Vk′
XuiXvj = 0 = P
k′l
j P
kl
i .
Combining relations (4.7), (4.8) and (4.5), we see that
P klj = P
kl
i P
kl
j = P
kl
j P
kl
i = P
kl
i , k, l ∈ {1, . . . , n} , (i, j) ∈ El.
The graph Gl is connected, and hence we have P
kl
i = P
kl
j , ∀i, j ∈ Vl. This proves our
first claim. The first two relations of the lemma are (4.5,4.8) and (4.7) respectively. Let
k, l ∈ {1, . . . , n} and let i ∈ Vl. Then
∆(P kl) = ∆(P kli ) =
∑
u∈Vk
n∑
p=1
∑
v∈Vp
Xuv ⊗Xvi =
n∑
p=1
∑
v∈Vp
P kpv ⊗Xvi =
n∑
p=1
P kp ⊗ P pli .
It is obvious that (P kl)∗ = P kl and ε(P kl) = δkl. The last two relations follow from the
previous ones and Wang’s Theorem 3.1 in [11]. 
We use Lemma 4.4 to prove the following result (we retain the previous notations):
Lemma 4.5 Let k, l ∈ {1, . . . , n} and let i ∈ Vk, i
′ 6∈ Vk, j, j
′ ∈ Vl. Then we have
XijXi′j′ = Xi′j′Xij = 0 = XjiXj′i′ = Xj′i′Xji.
Proof. Let i ∈ Vk and let j ∈ Vl. Then we have
XijP
kl = XijP
kl
j =
∑
u∈Vk
XijXuj = Xij = P
klXij .
If i′ 6∈ Vk, then
Xi′jP
kl = Xi′jP
kl
j =
∑
u∈Vk
Xi′jXuj = 0 = P
klXi′j .
Hence if j, j′ ∈ Vl, i ∈ Vk and i
′ 6∈ Vk, one has
XijXi′j′ = XijP
klXi′j′ = 0 = Xi′j′Xij .
The second identity is obtained using the antipode on the dense CQG algebra. 
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Proof of Theorem 4.2
Let G be a finite connected graph with set of vertices V = {1, . . . ,m}. For k ∈ {1, . . . , n},
we denote by Gk the k-th copy of G in G
∐n, with set of vertices Vk = {k(1), . . . , k(p)}. The
generators of Aaut(G) are denoted by (uij)1≤i,j≤m, and the generators of Aaut(Xn) are still
denoted by (xkl)1≤k,l≤n. Let B be the free algebra with generators Xk(i)l(j), 1 ≤ i, j ≤ m,
1 ≤ k, l ≤ n, and define an algebra morphism
Φ0 : B −→ Aaut(G)∗wAaut(Xn) , Xk(i)l(j) 7−→ νk(uij)xkl.
We will show that Φ0 induces a Woronowicz algebra morphism Aaut(G
∐n) −→ Aaut(G)∗w
Aaut(Xn): these are straightforward computations. First let us note that if B is endowed
with the ∗-algebra structure such that X∗
k(i)l(j) = Xk(i)l(j), then Φ0 is easily seen to be a
∗-algebra map. Let k, l, p ∈ {1, . . . , n} and i, j, r ∈ {1, . . . ,m}. Then
• Φ0(Xk(i)l(j)Xk(i)p(r)) = νk(uij)xklνk(uir)xkp = νk(uijuir)xklxkp = δl(j)p(r)Φ0(Xk(i)l(j)).
• Φ0(Xl(j)k(i)Xp(r)k(i)) = νl(uji)xlkνp(uri)xpk = νl(uji)xlkxpkνp(uri) = δl(j)p(r)Φ0(Xl(j)k(i)).
• Φ0(
n∑
k=1
m∑
i=1
Xk(i)l(j)) =
n∑
k=1
m∑
i=1
νk(uij)xkl =
n∑
k=1
xkl = 1 = Φ0(1).
• Φ0(
n∑
l=1
m∑
j=1
Xk(i)l(j)) =
n∑
l=1
m∑
j=1
νk(uij)xkl =
n∑
l=1
xkl = 1 = Φ0(1).
Let (i, j) ∈ E = E(G), let k, l′, l′′ ∈ {1, . . . , n} and i′, i′′ ∈ {1, . . . ,m} with l′ 6= l′′ or
(i′, i′′) 6∈ E. Then:
• Φ0(Xk(i)l′(i′)Xk(j)l′′(i′′)) = νk(uii′)xkl′νk(uji′′)xkl′′ = νk(uii′uji′′)xkl′xkl′′ = 0 =
= Φ0(Xk(j)l′′(i′′)Xk(i)l′(i′)).
• Φ0(Xl′(i′)k(i)Xl′′(i′′)k(j)) = νl′(ui′i)xl′kνl′′k(ui′′j)xl′′k = δl′l′′νl′(ui′iui′′j)xl′k = 0 =
= Φ0(Xl′′(i′′)k(j)Xl′(i′)k(i)).
Let (i, j), (i′ , j′) ∈ E and let k, l ∈ {1, . . . , n}. Then
• Φ0(Xk(i)l(i′)Xk(j)l(j′)) = νk(uii′)xklνk(ujj′)xkl = νk(uii′ujj′)xkl =
= νk(ujj′)xklνk(uii′)xkl = Φ0(Xk(j)l(j′)Xk(i)l(i′))
Let k, l ∈ {1, . . . , n} and i, j ∈ {1, . . . ,m}. Then relations (4.4)’ in Aaut(G
∐n) become∑
r,(r,j)∈E
Xk(i)l(r) =
∑
r,(i,r)∈E
Xk(r)l(j) ;
∑
r,(r,j)∈E
Xl(r)k(i) =
∑
r,(i,r)∈E
Xl(j)k(r).
Then we have
• Φ0(
∑
r,(r,j)∈E
Xk(i)l(r)) =
∑
r,(r,j)∈E
νk(uir)xkl =
∑
r,(i,r)∈E
νk(urj)xkl = Φ0(
∑
r,(i,r)∈E
Xk(r)l(j)),
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• Φ0(
∑
r,(r,j)∈E
Xl(r)k(i)) =
∑
r,(r,j)∈E
νl(uri)xlk =
∑
r,(i,r)∈E
νl(ujr)xlk = Φ0(
∑
r,(i,r)∈E
Xl(j)k(r)).
All these computations show that Φ0 induces a ∗-homomorphism
Φ : Aaut(G
∐n) −→ Aaut(G)∗wAaut(Xn), Φ(Xk(i)l(j)) = νk(uij)xkl.
It is easily seen that Φ is a Woronowicz algebra morphism, that is Φ ◦∆ = (Φ⊗ Φ) ◦∆.
We have now to construct an inverse for Φ. First by Lemma 4.4 we have a ∗-
homomorphism pi : Aaut(Xn) −→ Aaut(G
∐n) such that for k, l ∈ {1, . . . , n},
pi(xkl) = P
kl =
n∑
r=1
Xk(r)l(i), ∀i ∈ {1, . . . ,m}.
Let C be the free algebra with generators (uij)1≤i,j≤m. For k ∈ {1, . . . , n} define an algebra
morphism
θk0 : C −→ Aaut(G
∐n), uij 7−→
n∑
l=1
Xk(i)l(j), 1 ≤ i, j ≤ m.
It is immediate that θk0 is a ∗-homomorphism, if C is endowed with the ∗-algebra structure
defined by u∗ij = uij . Let i, j, j
′ ∈ {1, . . . m}. Then:
• θk0(uijuij′) =
n∑
l,l′=1
Xk(i)l(j)Xk(i)l′(j′) =
n∑
l=1
Xk(i)l(j)Xk(i)l(j′) = δjj′θ
k
0(uij).
Using Lemma 4.5, we have
• θk0(ujiuj′i) =
n∑
l,l′=1
Xk(j)l(i)Xk(j′)l′(i) =
n∑
l=1
Xk(j)l(i)Xk(j′)l(i) = δjj′θ
k
0(uji).
• θk0(
m∑
j=1
uij) =
m∑
j=1
n∑
l=1
Xk(i)l(j) = 1 = θ
k
0(1).
Using Lemma 4.4, we have
• θk0(
m∑
j=1
uji) =
m∑
j=1
n∑
l=1
Xk(j)l(i) =
n∑
l=1
P kll(i) =
n∑
l=1
P kl = 1 = θk0(1).
Let γ ∈ E and let i, j ∈ {1, . . . ,m} with (i, j) 6∈ E. Then
• θk0(us(γ)iut(γ)j) =
n∑
l,l′=1
Xk(s(γ))l(i)Xk(t(γ))l′(j) =
n∑
l=1
Xk(s(γ))l(i)Xk(t(γ))l(j) =
= 0 = θk0(ut(γ)jus(γ)i),
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and using Lemma 4.5, we have
• θk0(uis(γ)ujt(γ)) =
n∑
l,l′=1
Xk(i)l(s(γ))Xk(j)l′(t(γ)) =
n∑
l=1
Xk(i)l(s(γ))Xk(j)l(t(γ)) =
= 0 = θk0(ujt(γ)uis(γ)).
Let γ, γ′ ∈ E. Using Lemma 4.5, we have
• θk0(us(γ)s(γ′)ut(γ)t(γ′)) =
n∑
l,l′=1
Xk(s(γ))l(s(γ′))Xk(t(γ))l′(t(γ′)) =
=
n∑
l=1
Xk(s(γ))l(s(γ′))Xk(t(γ))l(t(γ′ )) =
n∑
l=1
Xk(t(γ))l(t(γ′ ))Xk(s(γ))l(s(γ′)) = θ
k
0(ut(γ)t(γ′)us(γ)s(γ′)).
Let i, j ∈ {1, . . . ,m}. We have:
• θk0(
∑
r,(r,j)∈E
uir) =
∑
r,(r,j)∈E
n∑
l=1
Xk(i)l(r) =
n∑
l=1
∑
r,(r,j)∈E
Xk(i)l(r) =
=
n∑
l=1
∑
r,(i,r)∈E
Xk(r)l(j) = θ
k
0(
∑
r,(i,r)∈E
urj).
• θk0(
∑
r,(r,j)∈E
uri) =
∑
r,(r,j)∈E
n∑
l=1
Xk(r)l(i) =
n∑
l=1
∑
r,(r,j)∈E
Xk(r)l(i) =
=
n∑
l=1
∑
r,(i,r)∈E
Xk(j)l(r) = θ
k
0(
∑
r,(i,r)∈E
ujr).
Hence θk0 induces a ∗-homomorphism θ
k : Aaut(G) −→ Aaut(G
∐n). Using the universal
property of the free product, we get a ∗-homomorphism Ψ0 : Aaut(G)
∗n ∗Aaut(Xn) −→
Aaut(G
∐n) such that Ψ0 ◦ νk = θ
k and Ψ0|Aaut(Xn) = pi. Let k, l ∈ {1, . . . , n} and i, j ∈
{1, . . . m}. Then using Lemma 4.4 and Lemma 4.5, we have:
Ψ0(νk(uij)xkl) =
n∑
l′=1
m∑
r=1
Xk(i)l′(j)Xk(r)l(j) = Xk(i)l(j) = Ψ0(xklνk(uij)).
In this way we get a ∗-homomorphism Ψ : Aaut(G)∗wAaut(Xn) −→ Aaut(G
∐n). It is
straightforward to check that Φ and Ψ are mutually inverse isomorphisms: this concludes
the proof of Theorem 4.2. 
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