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1. Introduction
In this paper we study the initial value problem to Vlasov's equation,.
£ίl|-P.V 1
(1.1)
9ί
= β\ (f+(t,x,ξ)-f-(t,x,ξ))dξ, (ί,*)e[0,oo)χ/z",
jRn
,V
x
φ is uniformly bounded and V
Λ
φ^O (\x\ ->oo).
Here the unknowns are the functions f±=f±(t,xyξ) and φ=φ(t,x) where ί^0v
-,9/9?,), A,=92/3icf+32/9icH h92/3^, while denotes the inner
product in JR" and α*, β^R. Physically, (1.1) describes the evolution of a
rarefied plasma in self-consistent field approximation, where /* are respectively
the densities of ions (+) and electrons (—) of a plasma at time t in the space of
position x and velocity ξ, and φ is the potential of electric field of the plasma1^
If we assume that/+Ξθ, (1.1) reduces to the initial value problem to th&
Liouville-Newton equation,
(1.2)
V
x
φ is uniformly bounded and V
Λ
φ->0 (\x\-»oo),
where/=/(ί,Λ?,|), φ=φ(t,x), and a,β^R. (1.2) is a special case of (1.1), but
has an independent physical interest in connection with the dynamics of steller
15
 α
±
 = +e/w±, β = —4πe where e is the unit of electric charge, and m± the masses of the
ion(+) and the electron (—), and a=— 1, β=4πrm where T is the gravitational constant
and m the mass of the particle.
•246 S. UKAI AND T. OKABE
-systems and with the birth of stars where / and φ mean the density of mass
particles and the potential of gravitational field respectively1}.
The initial value problem (1.1) has been studied first by lordanskii [7] for the
one-dimensional case n=l. Assuming that/+ is known, he proved that (1.1)
lias a unique classical solution in the large in time. His method of the proof, how-
ever, takes advantages of the peculiarity of n= 1 and can not be applied to higher
dimensional cases.
The three-dimensional case has been solved by Arsen'ev, on the existence of
weak solutions in the large in time ([!]), and also on the existence of classical
solutions which are, however, local in time ([2])2).
The main purpose of this paper is to show that the two-dimensional case
admits a unique classical solution in the large in time. We also discuss local
-classical solutions for ri^Z under weaker conditions on the initial data than those
imposed in [2].
Our method of the existence proof is elementary; it is based on Schauder's
ϋxed point theorem and has bearings upon the arguments in [8], In the sequel,
we will study only (1.2) since (1.1) can be investigated essentially in the same way.
2. Scheme for the construction of a solution
Our plan for solving (1.2) is as follows. Given g=g(t,x,ξ)y we first seek a
-solution φ=φ(t,x) of Poisson's equation
{V
x
φ is uniformly bounded and Vjψ—*0 (| x \ ->oo).
Let K(x) be the fundamental solution of Δ» in R" given as
1 1
(2-nK I* i"-2 ~
<2.2) K(x) =
2π
Λvhere ω
n
 is the surface area of the unit sphere in Rn. It is expected that
<2.3) φ(t,x) =
is a solution of (2.1). With this φ, we then solve the initial value problem of
the first order partial differential equation
2)
 (1.2) has been discussed also in [3] for w=3, whose proof, however, contains an elemen-
tary error which assures no longer the existence even of a local solution ([3], p. 47).
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(2.4)
/i ,-.=/.
Clearly it is equivalent to solving the ordinary differential equations (charac-
teristic equations to (2.4))
(2.5) = H, = «(
as as
for (X,S)^RnxRn. Denote by X(s;t,x,ξ), B(s;t,x,ξ) the solutions of (2.5)
satisfying the initial conditions
(2.6) x\,-t = χ,e\,-t = ς.
Put XQ(t, x, ξ)=X(0 t, x, ξ), B0(*, x, ξ)=B(0 t, x, ξ). Then the solution to (2.4)
is given formally as
(2.7) f ( t , x, ξ) = f0(X0(t, x, ξ), BJt, x, ξ)) .
In this way we shall have assigned a function / to a given function g which
we will denote as /= V[g]. Thus we shall specify a set S of functions g in such
a way that the map V defined on this S can be shown to have a fixed point with
the aid of Schauder's fixed point theorem, and that any fixed point of V in S is a
classical solution of (1.2). We will describe our choice of S in the following
section, but the precise definition of S will be made in §7 after the study of
(2.1), (2.4) and (2.5) in §4 to §6.
3. Classes of functions
Let Q
τ
= [0, T] X Rn X Rn and Ω
Γ
= [0, T] X Rn with some T > 0. In general,
if Ω is an unbounded closed domain in Rm, .S/+<r(Ω), /=integer^0, O^σ^l,
will denote the set of all continuous and bounded functions defined on Ω having
continuous and bounded /-th derivatives which are uniformly Hϋlder-continuous
in Ω with exponent σ if σ>0. It is a Banach space with the usual norm
denoted as || ||^ (Q). Thus we will use Bl+<r(QT), 5/+<Γ(ΩΓ), Bl(RnxRn) etc.
Moreover we will need JSσi'/+<Γ2(Ω
Γ
), /— integer 2^0, O^σ^σ^l, which is the
class of continuous and bounded functions φ(t, x) on Ω
τ
 having continuous and
bounded /-th derivatives in x which are uniformly Holder continuous in t with
exponent σ
λ
 if σjX), in x with exponent cr2 if σ-2>0, or in both if σ1,σ2>0.
The set S on which the map V is to be defined is a subset of B°(QT) consisting
of all the functions g— g(t, x, ξ) which satisfy the following conditions.
(i) g<=B (Q
τ
),
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(3.1) (iii) \g(t,x,ξ)\^M2(l+\x\)-\l+\ξ\)-\ (t,x,l
(iv)
(v)
Here δ, γ, Mly M2 and M3 are positive constants with δe(0,1), and MQ(t)
is a positive nondecreasing function of t on [0, T]. All of these constants as
well as T and the function M0(t) will be specified in §7. In this and the following
three sections, however, they are assumed to be arbitrarily fixed with γ>w
and δe(0,1). Since it is necessary to make clear the dependence on them
of various nonnegative constants which we shall meet in the below, we use two
symbols C and M for the constants, where C stands for the constants depending
only on n, and a, β in (1.2), and M for those depending on the above-mentioned
quantities defining the set S in (3.1).
In the rest of this section, we state fundamental properties of S.
Proposition 3.1. S is a compact convex subset of B°(QT).
Proof. The convexity is easy to see and the compactness follows from
(3.1) (ii) (iii) and the Ascoli-Arzela theorem.
Define the operater Λ as
(3.2)
By virtue of (3.1) (iii) and the assumption rγ>n, the integral converges for
each £<Ξ S, and
(3.3)
Lemma 3.1. Suppose g<= S and λe H3, 1— — ) , then Λ^eβλδ(Ω
Γ
) and
(3.4)
for any (t,x), (t',x')^Ω,
τ
 if \ x—x' |< 1. Here \ (t,x) \ = \t\ + \ x \ .
Proof. Using the inequality
(3.5) (1+ |*|)(1+ |*ΊΓsΠ+ I*-*7 1,
we get from (3.1) (iii),
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for I x—xT |< 1. This and (3.1) (ii) then yield (3.4) with
M = MfM2l-\l+yγA (l+|?l)-(1-λ)1tff<«>, X6=(o,l— ^ ).JR" \ <y/
4. Poisson's equation (2.1)
In this section we consider φ given by (2.3) or
(4.1) φ(f , x) = ( K(x-xT) (Ag) (ί, *')<&'J Λ Λ
assuming g^S. We note
(4.2) QK(χ)
dxf
d2κ(x)
Porposition 4.1. Let g^S. Then φ given by (4.1) is continuously differen-
tiate in x in Π
Γ
 with 9φ/a^eSλδ'1+λδ(Ω
Γ
) for any λem, 1 — ~) (we may have
φeJ3λδ 2+λδ(Ω
Γ
) if n^3) and is a solution of (2.1) which is unique except for an
additive function oft.
Proof. That dφ/dxi^B
1+λs(Rn) for each fixed t is a classical result if Λ#e
BX8(Rn) and is of compact support in x for each t (see e.g. [9], p. 126). In view
of (3.3) and (3.4), this can be extended to the case g^S and we obtain
(4.3) if n = 2 ,
if n ^  3 ,
(4.4)
(4.5)
9φ
9Φ(*, )
^M, 0<σ<λδ.
In fact, noting that (4.1) is differentiable under integral sign, and using (3.3)
and (4.2), we get
9φ 1
1
 (i+\
x
-x'\γ-dx'
whence (4.4) follows since Qφ/dxj is at the same time uniformly bounded as
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will be seen in the following lemma. In a similar manner, we obtain (4.3),
and using the explicit formula for d^/dxβxj (see e.g. [9], p. 127), we obtain
(4.5). Moreover the constant M of (4.5) is found to be majorized as
(4.6) M£C(\\(Δg) (t, )lln*(* >+ll(Λ£) (ί, OIL1*-)) .
This implies, together with (3.4), that dφldxi^B<τ'1+<r(Ω,τ) for any 0<σ<λδ
(cf. [8], Lemma 1.3). Thus we have proved first half of the proposition. It
is now clear that this φ is a classical solution of (2.1): V^φ-^O (|#|->°°) in
virtue of (4.4). For the proof of the uniqueness, it suffices to prove that a
regular harmonic function u(x) in Rn having bounded derivatives which vanish at
infinity is constant in the whole of Rn. And this is easily seen upon applying
the mean value theorem on harmonic functions ([5], p. 275) to du/dx{ since
dujdxi is also regular harmonic in Rn in virtue of WeyΓs Lemma ([11], p. 80).
Let || \\p, p=l, oo y be the norms of Lp(Rn) and define
(4.7) I N I ι ~ = I M I ι + I M U
for u^Ll{\L°°. We shall need the estimates of V
x
φ depending only on these
norms of A.g.
Lemma 4.1. Let g and φ be as in Proposition 4.1, and put w(t,x)=aV
x
φ.
We have
(4.8) \w(t,x)\ ^
for any (ί,Λ?)eΩ
Γ
, and, ifX,(p)=p(l — lnp)for O^p^l and X(p)=pfor p>l,
(4.9) \w(t,x)-w(t,x>)\ £C||(Λ*)(f, )llι.-X(l*-*Ί)
for any t^ [0, T] and x,x'^R".
Proof. For brevity, fix t and write ρ(x)—Ag. Using (4.2), we get
!«<*,*)! ^  cf - — L-J-
JR"\X— Xf\n l
"" Ulx-/l^r JU-/l>r)
for any r>0, whence we obtain (4.8) with y=(
To prove (4.9) we proceed as in [4]. Put d=\x—xf\ and
\y-x\^2d}. We have
(4.10) I w(t,x)-w(t,x>) I ^  I (V^) (χ-y)-(V
x
K) (*>-
*
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Noting that \tf—y\ ^3d if ye$] , we get by (4.2),
On the other hand, if jeΛM\2 and if x" is any point on the segment [x,xf],
we see that \x"—y\ ^ |#— y\ — \x— x"\
the mean value theorem and (4.2), that
 ^ | y— x\— d^ — \y—x\9 and hence by
Cd 2"Cd
Therefore the integral in ΛΛ\Σ in (4.10) can be estimated as
\ ^
JR»\Σ
with any r>2rf. Thus (4.9) was proved.
5. Characteristic equations (2.5)
In this section we solve the differential equations (2.5) associated with
the initial conditions (2.6).
Proposition 5.1. Let g and φ be as in Proposition 4.1. Then there exist
unique solutions X=X(s\t
s
x,ξ), E=B(ί ;*,#,£) of (2.5) and (2.6) in the interval
O^s^S T for any (ty x,ξ)^Qτ X and Ξ are continuously dίfferentiable in all vari-
ables. For any fixed s and t, (X, Ξ) is one to one and measure preserving map of
Rn X R" onto itself, with the Jacobίan
(5.1) = 1.
(X(t\t,x,ξ), Ξ(t;t,x,ξ)) is the identity map, and (X(t\s,x,ξ\ 5(t;s,x,ξ)) is the
inverse map of (X(s;t,x,ξ), ΈZ(s',t,x,ξ)).
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Proof. Since V
Λ
φe5λδ 1+λδ(Ω
Γ
), χe(θ,l——) by Proposition 4.1, these
\ γ/
are well known results in the theory of ordinary differential equations. (5.1) is a
consequence of V
x
ξ=VξV
x
φ=Q (cf. [4], Chap. I. Th. 7.2.).
We now derive estimates for X and S. In what follows, !/,(??), *=1,2, •••
will denote nondecreasing positive finctions of ??^0 depending possibly on T
but not on the other quantities defining the set S in (3.1). Put
We begin with
Lemma 5.1. For any s^[0, T] and (t,x,ξ)^Q
τ
, we have
(5.3) \χ-
x
-ξ(s-t)\, \U-ζ\^i
(5.4) dX dB
9t
(5.5) I d X I , IdΞ
where 3 stands for d/dχiy and d/dξiy 1 <^i<^n.
Proof. Integration of (2.5) with respect to s gives rise to the integral
equations
X(s;t,x,ξ) = *- j's(r t,x,ξ)dr ,
(5.6)
Now (5.3) can be easily deduced from (5.6) with the aid of (4.8). Similarly,
we obtain (5.4) and (5.5) by use of (4.5) and the integral equations for the deri-
vatives of X and H obtained upon the differentiation of (5.6).
The following lemma gives a Hϋlder estimate of (X, B) which do not depend
on the Hϋlder continuity of Λ£.
Lemma 5.2. Suppose \ (x, ξ) — (x', ξ') \ < 1 , then
(5.7)
holds with δ^ 1
 for any
 fχe[0, T\ and (t,x,ξ), (t',xf,ξ')ϊΞQτ.
Proof. We follow the argument of [8]. It suffices to consider the special
cases
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(i) t=Ϋ,s = sf, (ii) t = t',x = x', ξ = ξ',
(in)
 s
 =
 s
',
x
 =
 x
',ξ
 =
 ξ>.
( i ) Put
 Pl(ί)= I X(s; t, x, ξ)-X(ι , t, x', ξ') \ , p2(s)= |B(* ί, *, £)-E(*; f, *', £') I -
It is easily seen from (5.6) and (4.9) that
^ I x-x' \ + T\ ξ-ξ'
(5-8) ,
ftWίS If-Π+CIIA^III X(A(τ))rfτ|.
w s
Put fl=2(|#— Λ / l +TΊf— (f 7 !), i=Cr||A^||, and consider the integral equation
(5.9) p(s) = a±b f'p(τ) (l-
Js
which can be eaisly solved as
p(s) = β^-*"- V-β-*
Suppose that Q<a<el-J*9 then 0<p(s)<l for Q^s^T and hence (5.9) can be
written as
(5.10) p(s) =
Since %(p)^0 and is strictly monotone increasing in O^p^l, the comparison
theorem (e.g. [10], p. 315) can be applied to (5.8) and (5.10), to conclude that
p1(s)^p(s) if 0<a<el-e*τ. Thus we have proved that if | (x,ξ)—(x',ξ')\ <1,
with 81=e~
cτ2{lAgl1
. This suffices to prove the lemma for the case (i), but later,
we shall need estimates which are valid also for \(x,ξ)—(#',£')I =1 To this
end, we note that (5.3) gives the estimates
whence, together with (5.11),
(5.12)
 A(ί), ft(ί)
holds good for any t,sG [0, T], and a;,Λ;',?,?'
(ii) By virtue of (4.8), (5.3), (5.6), we obtain
\X(S;t,X,ξ)-X(S' t,x,ξ)\
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\S(s;t,χ,ξ)-S(s';t,χ,ξ)\
g\ \w(τ X(r;t,x,ξ))\dτ\ ^
(iii) Put X'=X(t';t,x,ξ), B'=B(t';t,x,ξ), and note that X($;t,x,ξ)=X(s;t',
Z',Ξ'), E(s;t,x,ξ)=E(s;t',X','Ξ') in virtue of Proposition 5.1. Hence by (5.12)
\X-X(s;t',x,ξ)\ = \X(S;t',X'M')-X(s ,t',x,ξ)\
while by (ii)
since X'\t=t'=x, H'\t=t'=ξ. \E(s',t',x,ξ)\ can be estimated similarly and thus
(5.7) was proved for the case (iii).
6. Initial value problem (2.4)
From now on, we shall impose the following condition on the initial /„.
(i) f^β^
(ϋ) I MX, ξ) I ss
where /c0^0 and
 fy>#. The condition (6.1) is much weaker than that in [2].
Proposition 6.1. Let Jf,Ξ be as in Proposition 5.1 and assume (6.1)/or/0.
Thenf=f(t,x,ξ) given by (2.7) is in B°(QT), continuously differentiable in Qτ and
satisfies (2.4) in the classical sense. Moreover (1+ | ξ \ }'lQfίQty Vxf,
(
 '
 } γ v
Proof. The first assertion is due to Proposition 5.1 and the assumption
(6.1) (i), and the second assertion to (5.4) and (5.5).
Let us denote by κhi=l,2, ••-, positive constants depending only on #0,7,
Lemma 6.1. For /given in the preceding Proposition, we get
(6.2)
(6.3)
(6.4)
(6.5)
where S2^L,(\\Ag\\)-1.
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Proof. In view of the definition (2.7) of/, (6.2) is obvious and (6.3) is a
consequence of (5.1). Write L^L^IJΛ^II), ί=l,2, •••. By virtue of (5.3) and
(6.1) (ii), we have by repeated use of (3.5),
(6.6)
x-ξt\ )-»
which verifies (6.4). To prove (6.5), put κ2=\\f0\\B1(R'XR«) and write X0'=X0
(t',x',ξf), S0'=E0(i'X,r). From (5.7), it follows that, for \(t,x,ξ)-(t',x',ξ')\
while from (6.6) and (3.5),
ι/(ί,^?)"/(^^,r)i^
for \ξ— ξ'\ <1 These two inequalities yield the estimate
2(1 + I ξ I )^γ I (ί, *, f )-(ί', ^ , Π I δl/2
for |(Λ:,|)— (^,ΠI <!> which, together with (6.2), proves (6.5).
Lemma 6.2. Let f be as above. Then
(6.7) ||(Λ/) (ί, .)ll-£*8+*4( Γ||(Λ£) (r, )\\V\\(Ag) (T, OIlL-^ rf
o
Proof. In view of the first inequality of (6.6),
holds for (ί,Λ?)eΩ
Γ
. We divide the region of integration as
(I) |||^2Γ|Kτ,.)|Mr, (Π) \ς\ ^
JO
where w=aV
x
φ is given in Proposition 4.1. In the region (I), it is easily
found by (5.6) that
— f'llwΛr .Ml //-r>JL|£|
2 '
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and thereby that
In the region (II), we simply estimate as
(II)
Now (6.7) follows from these two inequalities with (4.8) taken into account.
Finally set κ^=κ
ή
\β\ | |/olL1( JRMχ/?n) and consider the integral equation
(6.8)
 Pβ(ί) = «3
Reducing this to an ordinary differential equation, we can easily prove,
Lemma 6.3. Assume (6.1)/or/0. Then,
(i) for the case n=2, (6. S) possesses a unique positive solution ρ
Ό
(t) in any
interval [0, T], and
(ii) for the case wΞ>3, there exists a constant Γ0>0 depending only onfQ and
<y, and (6.8) possesses a unique positive solution p0(t) in the interval [0,Γ0).
In both cases, ρ0(t) is monotone increasing in t, and Po(t)-*°°(t/rT0) if n^3.
7. Construction of a solution
We are now in a position to prove the existence theorem for (1.2). We
have to specify the quantities defining the set S in (3.1) as follows. We start by
choosing freely a γ>Λ and assuming that an /0 is given which satisfies (6.1).
We then choose a Γ>0 arbitrarily for the case n=2 and in such a way as T< T0
for the case n!Ξ>3 where TQ is given in Lemma 6.3. Recall that T0>0 and de-
pends only on γ and /0. Put
where β is the constant in (1.2), while pQ(t) is the function given in Lemma
6.3. ηQ is determined uniquely by γ and /0. We shall now choose all the
remaining quantities in (3.1) as follows.
(7.2) Ml = *ι
δ = L,(nQγ\ MQ(t) = Po(t) .
Denote again by S the class of functions g=g(t,x,ξ) satisfying (3.1) with the
quantities thus specified. Thus S is determined uniquely by 7, /0 and T
(TXΓo for ra^3).
Let us recall the definition of the map V of §2: /= V[g] is defined through
(2.3), (2.5) and (2.7).
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Proposition 7.1. V maps S into itself and is continuous in the topology of
Proof. We shall first prove/= V[g] e S for each g(Ξ S. That /satisfies (3.1)
(iv) with ΛfoHI/olL1 ίs obvious from (6.3). Since g<^S, it satisfies (3.1) with
the choice (7.2). In particular,
\\(A.g) (ί, )llι^ \β\\\g(t, , OIL'ίS
1
 '
 }
Substitution of (7.3) into the right hand side of (6.7) shows, together with (6.8),
that f=V[g\ satisfies (3.1) (v) with Λf0(f)=p0(f). Moreover, since p0(f) is
monotone increasing in ί^O, we see from (7.3) that
Therefore A dlA^ID^A fao) f°r each £e*S and ί=l,2, •••, because Lf(^) is mo-
notone increasing in ??^0. This and Lemma 6.1 imply that / satisfies also (3.1)
(i) (ii) (iii) with the choice (7.2). Thus V maps S into itself.
To prove the continuity of F, let us consider a sequence {g*} C S and a
g^B\QT} such that ||£w— ^ °||Λo(βr)->0 as ra^oo. Clearly gQ(=S since 5 is closed
(Proposition 3.1). Thus, (3.1) holds for all gn, w^O, and we see that
(7.4) l|Λ(^-^°)||Bo(Ω2l)^0 (it-* oo) .
Define wn(t,x)=aV
x
φ
n
 with
(7.5) φM(*, Λ) = \ K(x-xT) (Kgn) (ί, ^ Oίfa', n ^  0 .J /?n
We find from (4.8), (6,3) and (7.4), that
(7.6) INB
Further we see from (4.5) that
(7.7) \\w"l\
uniformly for w^O.
Let X*(s)=X'(s ,t,x,ξ), Bn(s)=Ξn(s;t,x,ξ) be the solutions of (2.5), (2.6) with
φ=φ" given by (7.5). Then (5.5) and (7.7) lead to
\X"(s)-X°(s)\ ^
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|Ξ"(ί)-Ξ°(ί)l ^T\\Wn-ZO°\\B°(ai)+M\ \'\X (τ)-X\τ)\dτ\ >Js
whence we get with the aid of GronwalΓs inequality,
(7.8) \X (s)-X\s)\, |H"(*)-B°(ί)l
Finally we put f= V[gn]. Since /"(*,*, ξ)=f0(Xn(Q), BΛ(0)) by (2.7) and
since fQ<=B\RnxRn),
This states, combined with (7.6) and (7.8), that \\fn— /°| U°«?
Γ
) -»• 0 (w-^oo),
which we wished to prove.
In virtue of Proposition 3.1 and 7.1, Schauder's fixed point theorem now
assures that V has a fixed point /in S;f=V[f],f^S. On the other hand, any
fixed point of V in S is a classical solution of (1 .2), which is a consequence of Pro-
positions 4.1 and 6.1. Thus we have proved
Theorem 7.1. Suppose thatfQ satisfy (6.1). Then the initial value problem
(1.2) admits a classical solution (/, φ) in any time interval [0, T] if n=2, and in the
time interval [0, Γ0) if τz^>3 with T0>0 determined by fQ (and fγ). Moreover
(7.9) (i) /eS, (ii)
and (iii) V,φe£δ'1+δ/(Ω
Γ
)/or any T(T<T0 ifn^
where
REMARK 7.1. /^O in ρ
τ
 if /0^0 in R
2n
 by (2.7), and ||/(f, , )IU* χ*">
*") for any j>e [l,oo] by (5.1).
REMARK 7.2. In the above, f^Bl(QT) if we impose on the initial /0 the
additional condition
(7.10) |V,/0|, \Vsf*\^(\+\ξ\Y\(χ,ζ)sΞRnxRn.
To prove this, it remains only to show that df/dt is uniformly bounded. Since
), V,φeS°(Ω
Γ
) as stated in Theorem 7.1, (2.4) implies,
in Q
τ
 .
Thus it suffices to prove
1
 mQT,
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and this is easily seen from (2.7), (5.3), (5.5) and (7.10) as
(7.11) I
where use was made of (3.5).
REMARK 7.3. Theorem 7.1 holds also for Vlasov's equation (1.1) if fQ± is.
assumed to satisfy (6.1). The proof is essentially identical and is not repeated
here.
REMARK 7.4. We have not been able to construct a classical solution in the
large in time for n^3. This is because no estimates have been available for
||(/Λ) (ί, Oil- other than ||(Λ/) (Z, OIU^PoW (see (3.1) (v)) which turns to be
meaningless for t^T0 since Po(0~>00(i/f^'o) in case n^Z (Lemma 6.3).
However, such a solution can be constructed even for n^3 if (1.2) is modi-
fied as follows. We change only the Poisson's equation of (1.2) as
^Rf(t,χ,Wξ.
That is, we replace only the region Rn of the integration appearing in Poisson's*
eq. by a sphere \ζ\ ^R with some jR>0. All other equation and conditions
remain unaltered in (1.2). In this case the definition of the operater Λ of (3.2)
should be replaced by
ίlξl^R
Clearly all the arguments of §3 to §6 still hold with this definition of Λ, and by
virtue of (6.2)
This replaces Lemma 6.2 and gives a uniform estimate in any time interval
[0, T], implying that the above constant ρ0 can be taken as ρ0(t). In this way
we can construct a classical solution (1.2) thus modified, in the large in time for
any R>0 and n^2. The above-mentioned modification of (1.2) is also of
physical interest, [6].
8. Uniqueness of a solution
Assume, in addition to (6.1), the following condition on/0.
(i) V./
8
' l^XH- 1 ?|)-γ,«7>0, y>«.
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The aim of this section is to prove the uniqueness of the solution (/, φ) to
{1.2) constructed in Theorem 7.1 in the class of such functions that
<8.2) (ii) Δf€ΞB ([0,T\]L\R*))Γlffr(n
τ
), 0<σ<l ,
(iii)
where C\£l) is the class of continuously differentiable functions on Ω and
-Bδ([0, T]\X) with a Banach space X the class of Holder continuous functions
with values in X on [0, T] in the topology of X. Clearly the class of (/, φ)
defined by (8.2) is wider than that by (7.9).
First of all, we shall note that any solution (/,φ) of (1.2) satisfying (8.2) has
the properties like (7.9). More precisely, / satisfies (3.1) and (7.9) (ii) with
7 of (6.1) and Γ of (8.2) and with M^/^
ί=V1(IIΛ/||), Λf0(ί)=||A/||, while φ satisfies (7.9) (iii) with 0<δ'<σ. Here
j|Λ/||< + oo in view of (8.2) (ii). In fact, (7.9) (iii) follows from (4.5) with
.£=/ since Δφ=Λ/ holds by assumption and since the constant M of (4.5)
remains finite in virtue of (4.6) and (8.2) (ii). Moreover, it is easily seen that
Lemma 4.1 holds with g=f and that since all the constants M appearing in §5
and §6 depend only on M of (4.5), all the results obtained there are valid with
Jl=fj which is what was to be proved.
Let (/',φl)> ί=l,2, be any two solutions of (1.2) satisfying (8.2). On
subtracting the two equations for (/',φ'), ί=l,2, and writing f=f1—f2 and
<f)=φ1—φ2, we obtain
<8.3) +ξ V,f+aVJ>1 Vtf = -αV,φ.Vί/2sA(ί,*ίf),/l»-o= 0 ,
<8.4) Δφ = Λ/.
Put g=\f\. As stated above, Lemma 4.1 can be applied to (8.4), giving
<8.5) ||(V,φ) (t, )llι^
On the other hand it is well known (see e.g. [5]) that if h(t,x,ξ) is known, (8.3)
is solved as
<8.6) f(t,x,ξ) =
where Xi(τ)=Xi(τ;t9x9ξ)9 Bi(τ)=Bi(τ 9t9x9ξ) are the solutions of (2.5) and (2.6)
for φ=φ', i=l,2. Applying (5.1) and (5.5) to them, we get
(8.7)
 n
v R "X. R
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while, in a similar way as in (7.11), we get by (8.1) (ii),
(8.8)
where M depend only on that of (4.5) and Z^dlΛjΊQ for £=/', ί=l,2, and
hence is finite as stated above. By means of (8.5) to (8.8), we finally obtain
Since/1
 t=0=Q, (8.6) implies that ||(Λ^)(ί, )||lfββ=0, and consequently / = 0 in
Q
τ
 and V
x
φ=0 in Ω
τ
 by (8.5). To summarize, we have proved
Theorem 8.1. Assume (6.1) and (8.1) on /0. Then the solution of (1.2)
constructed in Theorem 7.1 is unique in the class of functions defined by (8.2) up to
an additive function oft to φ.
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