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Abstract 
A Polya-like urn arises in studying stationary distributions and stationary sampling distributions 
in neutral (Fleming-Viot) genetics models with bounded mutation rates. This paper gives a 
detailed analysis of asymptotic properties of the urn. In particular, it is shown that in a sample 
of size n, the maximum number of mutations along any lineage from the common ancestor grows 
extremely slowly with n. Kesten’s result on the growth rate of the number of types when the 
mutation process is simple symmetric random walk (the Ohta-Kimura model) follows similarly. 
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1. Introduction 
One of the powerful new techniques in studying genetics models has involved look- 
ing backwards in time and studying the genealogy induced by the process. In neutral 
models, one can recover the types of individuals by superimposing the effects of muta- 
tion forward through the genealogical tree from the common ancestor. See, for example, 
Tavark ( 1984), Ethier and Griffiths (1987), and Donnelly and Kurtz (1996) for further 
background. 
In general, it is necessary to choose a realization of the genealogical tree given by the 
coalescent (Kingman, 1982a, b), to choose the type of the common ancestor according 
to the stationary distribution of the process which describes mutation, independently of 
the tree, and then, conditional on the tree and the common ancestor, to superimpose 
independent versions of the mutation process on distinct branches of the tree, forward 
from the common ancestor to the present. For certain sorts of mutation processes (those 
with bounded mutation rate) this scheme simplifies considerably. The embedded chain 
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of the forward process is Markov and similar in structure to a Polya urn. Our purpose 
here is to give a detailed asymptotic analysis of this urn model. 
The setting is a genetics model in which we associate a type with each (haploid) 
individual. The collection of all possible types, the type space, is denoted by E and 
assumed to be a complete separable metric space. The way in which the types of 
individuals along a lineage change through time (after any resealing of time in the 
limit as the population size tends to infinity) is described by the mutation process, 
assumed to be a Markov process on E. Throughout this paper, we will assume that 
the generator of the mutation process, B, (also called the mutation operator) has the 
form 
@I-(x) = ; J WY) - f@)Mx,dy) E U-1) 
for some 0 > 0. Note that any Markov jump process with bounded jump rates has a 
generator which can be written in the form (1 .l )_ The setting just described applies, 
for example, in the context of a neutral Fleming-Viot process with type space E 
and mutation operator B. Finally, we assume that the mutation process has a unique 
stationary distribution which we denote by II. 
We now describe the urn model. The discrete-time version of the urn model is 
discussed in Ethier and Griffiths (1987) and Ethier and Kurtz (1992) following a 
related idea of Hoppe (1984). The urn initially contains two particles of the same 
type, with the type having distribution R. At each time step, if n is the number of 
particles in the urn, then with probability (n - l)/(n - 1 + 0), one of the particles is 
selected at random and is duplicated, increasing the number of particles in the urn to 
n + 1, and with probability f3/(n - 1 + e), one of the particles is selected at random and 
replaced by a particle whose type has conditional distribution n(x,dy) given that the 
type of the selected particle is x. This urn model is the embedded Markov chain for the 
process obtained by tracing the evolution of types from the common ancestor through 
the infinite genealogical tree given by the coalescent (see Donnelly and Kurtz, 1996, 
Section 3). The model considered here is simply a time change of this evolution of 
types. On the new time scale, the number of particles in the urn follows a linear growth 
model which enables the use of limit theorems for branching processes to analyze the 
asymptotic behavior of the urn model. 
Define S = Uzt En and for clarity denote an element of S by both its dimension 
and components (n,x). On the time scale we will use, the urn model is a jump process 
on S with generator C given by 
V(v) = --& e Bif(n,x) + 2 (f(n + 1,x @xi) - fhx)). (1.2) 
i=l i=l 
where Bi denotes B operating on f(n,x) as a function of xi and X@Xi = (XI,. . . ,xn,xi) E 
En+‘. Let U = (NJ) be the solution of the martingale problem for C with U(0) = 
(2,Xt(O),&(O)) where Xl(O) =X*(O) have distribution x. 
If we take f(n,x) = n~=t~(xi), then 
Cf(n,x) = AH b(X)? (1.3) 
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where H hf is defined as in Theorem 3.6 of Donnelly and Kurtz (1996). Consequently, 
a process with generator C corresponds to a time change of a process with generator 
H, that is, to a time change of the genealogical process constructed in that paper. In 
particular, the number of “particles” in the process with generator H goes to infinity in 
finite time, while the number of particles in the process with generator C forms a linear 
growth branching process. Each of the particles in the urn “population” duplicates at 
rate one. Of course, in the process governed by C, the mutation process slows down 
as the number of particles grows. Both models describe the mutational development 
along the genealogical tree of the particle model constructed in Donnelly and Kurtz 
(1996). The embedded Markov chain Yk = U(crk),ak the kth jump time of U, is just 
the EthierGriffiths urn model for generating samples from the stationary distribution of 
the neutral Fleming-Viot process with mutation operator B. In particular, if zn = inf { t : 
N(t) = n+l}, then {Xi(rn--),..., Xn(rn-)} gives a sample of size n. The time scaling 
of the process corresponding to C is convenient for our purposes, and the asymptotic 
structure of the urn does not depend on the time scaling. For further background, see 
Ethier and Griffiths (1987), Griffiths (1989), and Donnelly and Kurtz (1996). 
In the next section, we derive properties of the urn and develop detailed estimates of 
the growth rates of various quantities of interest. Section 3 concerns the growth rate of 
the maximum number of mutations since the common ancestor observed in a sample of 
size IZ from the population. Theorem 3.3 shows this rate to be extremely slow. In partic- 
ular, it follows that the highly clustered nature of the observable frequency distribution 
that characterizes what Eigen et al. (1988) call “quasi-species” does not depend on the 
existence of selection. A similar analysis can be used to give a somewhat simplified 
proof of Kesten’s (1980) result on the rate of growth of the number of types in the 
Ohta-Kimura model (the case in which the mutation process is simple random walk). 
2. Survival of types in the urn 
We first establish that the composition of the urn converges in the limit as t + co 
(and the number of particles goes to infinity). Next we ask how many of the “mutant”, 
types which arise in the evolution of the urn as the result of mutations to existing types, 
survive in this limit. After establishing detailed estimates of various growth rates, we 
are in a position to show that any type which does survive will, in fact, occur with 
positive density in the limit and that, in addition, the empirical measure associated with 
the types of particles present in the urn is well behaved. It is this empirical measure 
which corresponds to the distribution of samples and, in the limit as t + cc, to the 
distribution of the whole population in genetics models. See, for example, Ethier and 
Kurtz ( 1993) and Donnelly and Kurtz ( 1996) 
Lemma 2.1. Let U = (N,X) be a Markooprocess with generator C such that U(0) = 
(2,X,(O),&(O)) where X,(O) =X*(O). Then lim,,,X(t) exists a.s. 
Proof. Note that N is a linear growth pure birth process. Consequently, lim,,, e-‘N(t) 
exists and is strictly positive almost surely (see, for example, Athreya and Ney, 1972, 
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Theorem 111.7.2). Let M,(t) denote the number of mutations to the ith component up 
to time t. Then Mi is a counting process with intensity 
(2.1) 
By the exponential growth rate of N, 
/I‘ 
&(t)dt < a 
0
(2.2) 
a.s. and hence Mi(oo) < oo as. which implies the almost sure convergence of X. 0 
Let ak be the time of the kth mutation. We will say that an individual is of the 
kth mutant type if it arises by a series of replications with no intervening mutations 
from the individual to whom the mutation occurred at time Ok. Let &(t) denote the 
number of replications of the kth mutant type up to time t, and let Lk(t) denote the 
number of kth mutant types to whom mutations have occurred up to time t. Then 
Nk(t) = 1 +Rk(t) -&(t), t aok, is the number of individuals of the kth mutant type 
in the population. & has intensity Nk(t), t > bk, and Lk has intensity 
eNk(t) 
No_l’ (2.3) 
It follows (by comparison with a linear birth and death process) that the probability, 
conditioned on Ok, that the kth mutant type is included in x(00) is at least 
N(Q)- 1-e 
N(Q) - 1 
(2.4) 
provided 0 < N(ak) - 1. Even if this last inequality is not valid, it is easy to see 
that there is positive probability of a mutant type surviving. In fact, only finitely many 
mutants are not included in x(00). 
Proposition 2.2. The number of mutant types appearing in the evolution of the urn 
and not included in X(w) has expectation bounded above by 202. 
Remark 2.3. In the “infinite-sites” genetic model (e.g. Ethier and Griffiths, 1987), the 
number of mutants in the urn who do not survive is one more than the difference 
between the number of segregating sites and the number of alleles in the population. 
Proof. Let M(t) be the number of mutants appearing up to time t, that is, M is the 
counting process with jump times {Ok}. Then the intensity for h4 is 
e N(t) 
N(t) - 1 (2.5) 
which is bounded above by 28. Let & be the indicator of the event that the kth mutant 
type is not included in x(00). Then, by (2.4) 
‘[gtk] ‘zEIN(oP)-l]. 
(2.6) 
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The right-hand side of (2.6) can be bounded by 
e 1 N(Tk)- 1 ’ (2.7) 
where the rk are the jump times of a Poisson process with intensity 28 that is indepen- 
dent of N. Using the generating function for N, that is E[.&f)]=(ze-‘[1-(1-e-‘)z]-1)2 
(see Athreya and Ney, 1972, Section IIIS), (2.7) can be calculated to be 202, which 
gives the desired result. 0 
The growth of the number of copies of a mutant type is like that of a linear birth 
process whose rates are perturbed slightly. We first develop estimates for such pro- 
cesses. 
Lemma 2.4. Let Y be a unit Poisson process, let V, be the linear birth process 
satisfying 
vo(t)= l+Y (I’ yO(s)ds) (2.8) 
and let W = lim,,, e- t Vo(t). (Recall that W is exponentially distributed with para- 
meter 1. See Athreya and Ney (1972), Theorem 111.7.2 and Problem 111.2.) Suppose 
that V satisfies 
v(t)=I+Y(l V(s)ds)+U(s), (2.9) 
that V 20, and that Jo” eeat [U(t)1 dt < 00 for some cc -z 1. Then almost surely on 
the event {lim,,, u(t)lv(t) = O>,s,” (IU(s)l/(V(s) - U(s)))ds < CC and 
lim e-‘V(t) = W exp 
(s” 
U(s) * . 
t+CO 0 V(s) - U(s) > 
(2.10) 
Let W+ = sup,>0 e-‘Vo(t) and W- = inf,>o e -‘Vo(t). Let Ui and U- denote the 
positive and negative parts of U(U = Ui - U- ). Then 
e-‘V(t)< W+exp & 
1 s 
I 
e-“U+(s)& + e-‘U+(t) 
0 > 
(2.11) 
and 
J t e-‘V(t)> W- - e-“U-(s)ds - e-‘U-(t). (2.12) 0 
Proof. By dividing (2.9) by V(t), we see that on the event D = {lim,,, U(t)/ V(t) = 
0}, lim,,, V(t) = co. Define y by 
1 J 
u 
y(t) = inf u : V(s) 
o V(s) - U(s) ds ’ t . > 
(2.13) 
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Then Va = V o y - U o y, and it follows that on D 
{J 
t 
exp - o V(S;F)u(S) ds 
t 
= exp - IJ( 1+ U(s) Us) - W) ) 1 ds (v(t) - U(t)) --$ IV. 0 (2.14) 
From (2.14), it follows that liminf,,, e-” V(t) > 0 on D, and by the integrability 
condition on U that 
J O” s O” e-VJ(s)l o e+V(s) - e-mU(s) ds < O”’ (2.15) 
Consequently, 
(J 
t 
lim e-‘V(t) = )lEe-‘( V(t) - U(t)) = tlicW exp U(s) * 
0 W) - U(s) > . t+cc 
(2.16) 
Let V+ satisfy 
V+(r)=l+Y(~V+(~)d~)+O+(s). (2.17) 
Then Vf 2 V and V+ 3 Vo. The latter inequality implies the stronger assertion that 
V+ - U+ > VO, so in particular, inft80 e-‘(V+(t) - U+(t))> W-. Replacing V and U 
in (2.14) by V+ and U+, we see that 
{J 
t 
e-‘( V+(t) - U+(t))< W+ exp u+(s) 
0 v+(S) - u+(S) ds 1 
< W+exp & 
{ J t eCU+(s) ds , 0 I (2.18) 
and (2.11) follows. To obtain the lower bound, note that V > I/- satisfying 
v-(t)=l+Y(~v-(s)&) -U_(S) (2.19) 
and proceeding as before, we have 
{J t H(t) c e-‘( V-(t) + U-(t)) 2 W- exp U-0) - 0 V-(s) + U-(s) ds . 1 (2.20) 
For p < 1, let BP satisfy 
BP(t) = pW- exp - {J ’ eCSU-(s) ds 0 ii,(s) 1 
which by differentiating both sides implies 
J t I&(t)= pw- - e-“U-(s) ds. 0 
(2.21) 
(2.22) 
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Let z = inf{t : H(t)<&,(t)}. If z < co, then by (2.20) 
’ eFU_(s) ds 
H(s) 
>W-exp - 
{I 
’ e-SU-(s) 
ds >rl,(z) 
0 &J(s) 1 
(2.23) 
which contradicts the definition of z. Consequently, H(t) > &(t) for all t, and since 
p < 1 was arbitrary, we have (2.12). 0 
Lemma 2.5. Let Wf and W- be as in Lemma 2.4. Then 
E[(W+)y < cx3 (2.24) 
and 
(2.25) 
Proof. The first assertion is a consequence of Doob’s inequality and the boundedness 
of the moments of e-‘Vo(t). (The moments can be computed from the generating 
function.) A proof of the second can be found in Donnelly et al. (1992). 0 
Lemma 2.6. In addition to the assumptions of Lemma 2.4, suppose E[sup,,, [U(S)/~] 
< oo for each t, lim,,, e -‘E[IU(t)l] = 0, and sow e-‘E[IU(t)l] dt < 00. Then 
E[e-‘V(t), = E[V(O)j + E [I’ e-“dU(s)] 
J 
t = 1 + e-‘E[U(t)] + ewSE[U(s)] ds 
0 
(2.26) 
and 
E [ (;:yeFV(s))‘] < 3 (I +4E [ lepbV(s)ds] 
+ E [;:T (e-‘U(s) + leCU(r)dr)2]) . (2.27) 
Proof. Let B(u) = Y(u) - II. Then 
e-‘Y(I)=Y(O)+le-“df(lY(r)dr)+le-’dU(s) (2.28) 
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The second term on the right is a local martingale, and this fact and an application of 
Fatou’s lemma give 
E[e-’ V(t)] dE[ V(O)] + E [ ~e-sdWl] 
s I = 1 + e-‘E[U(t)] + eCSE[U(s)] ds. 0 
A second application of Fatou’s lemma gives 
,jP(ll(i)dr)‘] <E[lY(r)dr] <03, 
(2.29) 
(2.30) 
so the second term on the right of (2.28) is in fact a square integrable martingale and 
equality holds in (2.29) (and also in (2.30)). Applying Doob’s inequality to the second 
term on the right of (2.28) gives (2.27). 0 
Lemma 2.7. For each n, let (U,, I&) satisfy 
G,(t)=n+Yl (j)-hW) +(I’ G(s;~;;)_lds), 
I 
Jut) = yz err,(s) u,(s) + K(s) - 1 ds) + Y3 (lY.(s)ds), (2.31) 
where the Yi are independent unit Poisson processes. Then U,, = lim,,, e-‘&(t) 
and V,, = lim,,, e-‘G(t) exist a.s. and V,, is positive a.s. 
For each E > 0, there exists n, such that for n>/%, 
GE 
> 
al-&. (2.32) 
Proof. The existence of the limits follows from Lemma 2.4. Consider the systems 
R,,(t) = n - [&I + Yl ( OR, as) 
-y2 
(J 
t 8(&(s) + G(s)) 
x{sn(s)=ol R,(s)+&(s)+ T,(s)- 1 
ds 
' 0 > 
&l(t)= [da+ y3 (~MW) 
t 
+y2 
W,(s) + G(s)) 
x{s,@)=ol R,(s) + S,(s) + T,(s) - 1 
ds 
> 
(2.33) 
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and 
i,(t) = n - [Jt;] + Yl (finW), 
S@> = rfi1 + y3 ( ~%, ds) 
Then (R, + S,,, T,,) has the same distribution as (G, Vn) and (I&,3,, + F,,) are inde- 
pendent, linear pure birth processes. But (R,,&, T,) = (&,s,, Tnn) on the event D, = 
{lint,,, $(t) = co}. Letting R,, = lim,,, e&R,(t), etc., 
T ncc 
R,, + S,, + T,,, 
GE 
Rz, + Lm + fn:,, 
(2.35) 
By the independence properties of linear pure birth processes, we can write 
n-[VW 
k~cn = c wk 
k=l 
(2.36) 
and 
k=n-[,h]+l 
where the wk are independent, positive random variables with E[Wk] = 1. Since 
limn-+m P(D,) = 1, the right side of (2.35) converges to 1 as n + 00. 0 
Proposition 2.8. Let Nk(t) be the number of copies of the kth mutant type in the urn 
at time t. Then either there is a t > ok such that Nk(t) = 0 (that is, the kth mutant 
type is not included in X(co)) or 
. Nk(t) > o 
tlk N(t) (2.38) 
Proof. Since we know that lim,,, e-‘N(t) exists and is positive, it is sufficient to 
show that lim,,, e- ‘Nk(t) exists and is positive a.s. on the event {Nk(t) > 0, t>O}. 
But Nk satisfies 
N/c(t) = &co,(t) + yl (~Ni(s)ds) +(I’ y$$+). (2.39) 
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Dividing by the integral of Nk, we see that the second term on the right dominates the 
third unless Nk vanishes. Consequently, on the event {Nk(t) > 0, t >O}, Nk(t) + 00, 
and (2.38) follows by Lemma 2.4. 0 
Theorem 2.9. Let U = (NJ) be a Markov process with generator C such that 
U(0) = (2,Xt(O),&(O)) where Xl(O) = X2(0) and the distribution ofXl(O) is 71, 
the stationary distribution for B. Let r(t) denote the empirical distribution for X(t), 
that is 
1 N(f) 
r(t) = - c N(t) i=l 
h(t). (2.40) 
Let z, = inf{t: N(t) = n + 1). Then 
(a) T(r,-) has the same distribution as the empirical measure of a sample of size 
n drawn from the stationary measure of the associated Fleming-Viot process. 
(b) (X(t),r(t)) converges a.s. as t --f 00. (Denote the limit (X(oo),T(oo)).) 
(c) limn+m (l/n) Cy=, 45~~) = r(m). 
(d) The distribution of T(oo) is the stationary distribution of the associated Fleming- 
Vi0 t process. 
Proof. Part (a) is equivalent to a result in Ethier and Kurtz (1992), that is, the urn 
model considered there is the embedded discrete time jump process in U. See also 
Theorem 3.9 of Donnelly and Kurtz (1996). 
We have already verified the a.s. convergence of X. Let No(t) be the number of 
replicates of the original two balls in the urn at time t, and, as in Proposition 2.8, let 
Nk(t), k 2 1, be the number of replicates of the kth mutant in the urn at time t. Then, 
letting ak denote the type of the kth mutant, we can write 
r(t) = c - K(t) Nk(t)S 
k=O N(t) Q’ 
(2.41) 
where K(t) is the number of mutants that have appeared by time t. By Proposition 2.8 
(2.42) 
exists a.s. Consequently, we have the convergence of r provided c Hk = 1. Define 
Un(t) = ~~~~‘Nk(z, + t) and K(t) = N(z, + t) - Un(t). Then (U,, V,) satisfies the 
conditions of Lemma 2.7, and hence for n sutficiently large 
To verify part (c), note that 
(2.43) 
(2.44) 
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Part (d) follows from the fact that the process X is a time change of the genealogical 
process embedded in the particle construction of the Fleming-Viot process of Donnelly 
and Kurtz (1996). 0 
3. Number of mutations in a line of descent 
If the mutation rate is constant, say 812, then it follows that the number of mutations 
along any line of descent in the urn can be represented as an infinite sum C,“=, ik 
of independent, geometrically distributed random variables with parameters 0/k(k + 1). 
In other words, this quantity is the number of mutations in the ancestral line of an 
individual sampled from a Fleming-Viot population, since the most recent common 
ancestor of the population. If multiple individuals are sampled, then these numbers are 
not independent since two individuals may have some mutations in common. An issue 
of some interest in the population genetic literature is the question of how dispersed 
a population is in the space of possible genetic types and whether clustering is an 
indication of selective effects. Define the “distance” between two individuals in the 
population as the total number of mutations in their ancestral lines since their common 
ancestor. For DNA sequence data with realistic assumptions about mutation rates, this 
quantity is approximately the number of sites at which the two DNA sequences differ. 
The “diameter” of a sample (the maximum pairwise difference) is greater than, but less 
than twice, the maximum over the individuals sampled of the numbers of mutations 
on the individuals lineage since the common ancestor of the sample. In this section we 
examine how this number grows with the size of the sample. 
For these purposes, it is sufficient to consider a type space E = {0,1,2,. . .} and 
mutation operator 
BY(k) = S(f(k + 1)) - f(k)), (3.1) 
that is, we simply keep track of the number of mutations in the line of descent of each 
individual. This question is closely related to a problem treated by Kesten (1980), who 
considered the asymptotic behavior of the number of distinct types in a sample of size 
n drawn from the population in the Ohta-Kimura model, and the answer is essentially 
the same. Our approach can be modified to obtain the result in Kesten’s setting. 
We consider the urn model (NJ) of Section 2 with (N(O),X(O)) = (2,0,0). Let 
M(t) denote the maximum type produced in the urn by time t. Let Nk(t) denote the 
number of type k particles in the urn at time t and N(t), the total number of particles. 
(Note that this is a change in notation from Section 2.) We can represent {N,} as a 
solution of the system of equations 
(3.2) 
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where we initialize the urn with two particles of type 0. The Yk and the Yij are 
independent, unit Poisson processes. Let yk = inf{t: &(t) > 0}, and let dk be the 
unit exponential random variable given by dk = inf{u: Yk,k+t(u) > 0). Then 
s Yk+l 6 N(s) - 1 &(S)ds = dk, Yk 
and hence 
I 
Y!C+i e e-cs-y”)Nk(s) ds = eYt dk. 
Yk e-S(N(s) - 1) 
By Lemma 2.4, 
(I 
00 
lim e-‘N(t) = W exp 
1 
ds 
I-w 0 N(r) - 1 I 
and 
lim e++“)Nk(t) = wk exp 
f-+oo > ’ 
where, for k > 0, 
(1 
t 0 
Uk(t) = -1 + Yk-1,k 
0 N(s) - 1 
Nk-l(S)dS 
> 
-Yk,k+l &(s)dS . 
> 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
By (3.4-3.6), for large k, 
Yk+l = yk + eYkHk, (3.8) 
where 
dkw 
ffk = mexP 
O” 1ds_m s uk(s) N(s)- 1 yk Nk(s) - uk(s) (3.9) 
We want to compare the asymptotic behavior of yk to the sequence generated by 
taking fls = 0 and 
Bk+l = bk + eBk (3.10) 
or more precisely, we want to compare the asymptotic behavior of M(t) = max{k: 
yk < t} t0 ms(t) = max{k: ,& < t}. 
Lemma 3.1. &ppose ck > 0, k = 1,2,. . . , a0 = 0, and @&+I = ffk + ckeak. Dejne 
mm(t) = max{k: C&Q t}. Suppose for some & > 0 and 0 < 6 < 1, limk_+, Cke-Eak = 0 
and limk-.+o,, ckesak = co. Then there exist integers k- and k+ such that 
ms(t) - k- <m,(t)<ms(t) + k+ (3.11) 
for all t. 
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Remark 3.2. SUppOSe as = 0 and ak+l = eak. Then ak+l = ak + ckeak with ck = 
1 - akeeuk, and clearly, ak satisfies the conditions of the lemma. 
Proof. Let kl = max{k: (1 + &)cke- ‘Q 2 1) and kz = min{k: pk a( 1 + &)tlk,}. Since 
(1 + s)ak+l = (1 + &)ak + (1 + &)Cke-E”e(‘+e)ak (3.12) 
it fOllOWS that for k 2 k,, (1 + &)ak < ,&+h, and hence m,(t) >mb(( 1 + s)t) + k, - k2 
and the first inequality in (3.11) holds. To prove the second inequality, let kj = max 
{k: (1 - 8)ckesak < 1). Then 
(1 - 8)c(k+t = (1 - d)c(k + (1 - 8)ckeSake(‘-6)ak (3.13) 
and it follows that for k >kJ, (1 - 6)ak >/?k_~. As before mar(t) Gma(( 1 - s)t) + k3 
and the second inequality follows. 0 
Theorem 3.3. Let M(t) be the maximum type to appear by time t, and let fik and 
ms(t) be as above. Then there exist jinite random variables K_ and K+ such that 
q(t) -K- <M(t)<mp(t) + K+. (3.14) 
Proof. With Lemma 3.1 in mind, note that Yk satisfies the same recursion as c(k pro- 
vided we take 
ck = 
(Yk+l - Yk)dk 
e-‘(~~~~_,)e-(s-y~)Nk(S) ds’ 
(3.15) 
Consequently, to prove (3.14), it is enough to show that, with probability one, for 
some E > 0, 
(Yk+l - Yk)dk (3.16) 
and for some 0 < 6 < 1, 
lim esyk (Ykfl - Yk)dk 
k+cc S;” e-‘(~~~_l)e-(S-Yk)Nk(S)~ = O”’ 
(3.17) 
By (3.3), yk+l - Yk 2 dk/28. Consequently, there exists a constant c such that for k 
sufhciently large, Yk 2ck. Let fik satisfy 
4(t) = 1 + yk (.1’ 4(S)&) + yk-,,k(2~t) (3.18) 
and observe that Nk(yk + t)< fik(t). Consequently, setting Q- = inf,aa e-‘(N(t) - 1) 
and Q,’ = sup, a o e- ‘&k(t), the expression on the left of (3.17) is bounded below by 
eb,k Q- Ak 
OQ,’ ’ 
(3.19) 
The moment estimate of Lemma 2.5 and Borel-Cantelli imply that there are only 
finitely many k with Q,’ > k, and the fact that Ak has a bounded density implies that 
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there are only finitely many k with Ak < k-*. The limit in (3.17) then follows 
fact that Yk Zck for k sufficiently large. 
Similarly, define $k by 
i&(t) = 1 + Yk (I’ $&)ds) - it 
by the 
(3.20) 
and note that 
e e-Y% Q,’ 
N(s) - 1 
&(s)d ~ Q- t. 
Since e--Y1 <ePck for k sufhciently large, it follows that for all but finitely many k 
>O, (3.21) 
. 
and hence, for all but finitely many k, Nk(t)> fik(t), for all t30. Define Q+ = 
sup,,,e-‘(N(t) - t) and Q; = inf,>oe p-f &k(t), and we have that, for k sufficiently 
large, the left side of (3.16) is bounded above by 
e-~~k Q+ Ak. 
eQ,- 
(3.22) 
Let a < EC. By Borel-Cantelli and the estimate in Lemma 2.5, for only finitely many 
k will either Ak > k or Q; < eKak, and (3.16) follows. 0 
Consider a sample of size n from a Fleming-Viot process with mutation rate 012. 
Let Kk be the number of mutations in the ancestral line of the kth individual since 
the common ancestor of the sample, and let A& = maxk+&. Then A4,, has the same 
distribution as M(z, ) and we have the following corollary. 
Corollary 3.4. The collection of random variables {M,, - mg(logn)} is stochastically 
bounded 
Remark 3.5. (a) Note that the asymptotic growth rate in Theorem 3.3 and Corollary 
3.4 is excruciatingly slow: /$ = 1, /I2 = 3.72, /3~ = 44.91, and 84 = 3.20 x 10i9, so, 
in particular, mg(logn) = 2 for e3.72 <n < e44.91 and mp(logn) = 3 for e44.91 <n < 
e3.20x lOI 
(b) One consequence of this slow growth is that samples from these models are 
quite tightly clustered. It seems unlikely that one could distinguish populations in which 
selection plays an active role from the neutral situation modeled here just on the basis 
of the clustering of a sample in a large type space. 
(c) Since M, + 00 and the time since the most recent common ancestor of the 
sample remains stochastically bounded (in particular, has bounded expectation), it is 
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inappropriate to estimate the time since the most recent common ancestor of the sample 
from the maximum pairwise difference between individuals. 
Proof. Since by Theorem 3.3 we have ms(z,) -K_ <M(z,)<mg(z,) + K+, we need 
only show that sup, Ims(z,) -mg(logn)l < 00. But since eeTn(n+ 1) converges to the 
right side of (3.5) which is strictly positive, it follows that sup,Ilog(n + 1) - z,,I < 00. 
It in turn follows that lim,,, Ims(z,) - mb(logn)l = 0. 0 
The Ohm-Kimura (1973,1974) ladder model corresponds to taking the type space 
E = Z and the mutation operator to be 
m-(k) = $f(k + 1) + f@ - 1) - 2_/-(k)), (3.23) 
that is, the generator for simple, symmetric random walk. The issue addressed by 
Kesten (1980) is the asymptotic behavior of the number of distinct types in a sample 
of size n drawn from the population. Kesten considers finite population models with the 
population size and the sample size tending to infinity together. We consider samples 
from the inhnite population Fleming-Viot process. Kesten’s result implies the one given 
below since in his result, the rate that the population size tends to infinity relative to 
the sample size can be arbitrarily large, and the hnite population model he considers 
converges in an appropriate sense to the Fleming-Viot process. 
To study the number of distinct types in a sample of size n, we can consider the urn 
model (NJ) of Section 2 with (N(O),X(O)) = (2,0,0). Let D(t) be the number of 
distinct types in X(t), and set D,, = D(rn-). 0, has the distribution of the number of 
distinct types in a sample of size n drawn from a version of the Fleming-Viot process 
that is stationary in the sense of Theorem 2.8 of Donnelly and Kurtz (1996). Since 
only finitely many mutants are ever lost from the urn, D is nondecreasing except at 
finitely many time points, and the difference between D and the total number of distinct 
types ever in existence up to time t is bounded. (In fact, for t sufficiently large, the 
two quantities will be equal.) Consequently, to study the asymptotic behavior of D it 
is enough to consider the asymptotic behavior of the maximum type Ml(t) produced 
by time t and the minimum type Mz(t) produced by time t. For t sufficiently large, 
D(t) = M,(t)-M.(t)+ 1. Since, by symmetry, Ml and --A42 have the same distribution, 
we will only consider MI. 
Theorem 3.6. Let M,(t) be the maximum type to appear by time t in the Ohta- 
Kimura ladder model, and let j& and ms(t) be as above. Then there exist jinite 
random variables K_ and K+ such that 
q(t) -K- <Ml(t)dm~(t) + K+ (3.24) 
and the collection of random variables {D, - 2mp(logn)} is stochastically bounded. 
Proof. The proof is essentially the same as that of Theorem 3.3 and Corollary 3.4. In 
fact, the upper bound follows from Theorem 3.3. 0 
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