Attention depends on figure-ground organization: figures draw attention, whereas shapes of the ground tend to be ignored. Recent research has revealed mechanisms for figure-ground organization in the visual cortex, but how these mechanisms relate to the attention process remains unclear. Here we show that the influences of figure-ground organization and volitional (top-down) attention converge in single neurons of area V2 in Macaca mulatta. Although we found assignment of border ownership for attended and for ignored figures, attentional modulation was stronger when the attended figure was located on the neuron's preferred side of border ownership. When the border between two overlapping figures was placed in the receptive field, responses depended on the side of attention, and enhancement was generally found on the neuron's preferred side of border ownership. This correlation suggests that the neural network that creates figure-ground organization also provides the interface for the top-down selection process.
Perception tends to segregate visual images into figures and ground, and to process the figure regions, but not the ground regions ( Fig. 1) 1,2 . Apparently, the human visual system is able to group the visible borders at an early stage into configurations that are likely to be objects and process this information with priority. Objects can be selected by spatial filtering when they are separated (spotlight of attention, Fig. 2a ), but such a mechanism fails when objects are partially occluded by others, as occurs in everyday images. When trying to select the bottom square in Figure 2b , for example, such a mechanism would select contours in the form of an L. Observers generally perceive the square, rather than the L. Apparently, the visual system first subtracts the contours of the occluding object and uses only the remaining contours for further analysis, acknowledging that information is missing (Fig. 2c) . Thus, an essential step in the interpretation of images is the correct assignment of the visible borders (contours, edges) to foreground regions 3, 4 . Regions of occluded objects are bounded by two types of contour, those that are inherently related to the object (intrinsic contours) and those that are formed accidentally by interposition of another object (extrinsic contours) 3 . Only the intrinsic contours should be processed together for shape recognition; extrinsic contours should be excluded. Single-cell recordings from monkey visual cortex have shown that assignment of border ownership occurs at stages as low in the hierarchy as areas V1 and V2 (refs. 5-7) . Neurons in V2 are also influenced by top-down attention [8] [9] [10] [11] [12] . How these two processes are related is not clear. Is figureground organization the result of selective attention, or is it an independent process? If it is independent, as we shall argue, what is its role in the deployment of attention? Does it enable the attention process to select contours according to border ownership (interface hypothesis), or is attentional modulation determined merely by the distance of a contour from the focus of attention (spatial attention hypothesis)?
RESULTS
We studied the responses of neurons in area V2 of monkeys performing a shape-discrimination task that required selective attention ( Fig. 2d-f) . At the beginning of a trial, the animal was required to fixate on a cross in the center of the display. After a short delay, three figures, either squares or trapezoids, were simultaneously displayed, and the animal had to focus on one of the figures (the target) and to report its shape with an eye or hand movement (monkeys TE and LA, respectively; see Methods). Each of the three figures could be a square or a trapezoid with 50% probability; however, the animal was rewarded only if it responded correctly to the target figure. The target was specified by instruction displays at the beginning of each block of trials (Fig. 2f) . The target figure varied between blocks (typically 20 trials). In one block, for example, the target could be the middle figure (Fig. 2f,  left) , and in the next block it could be the right-hand figure (Fig. 2f,  right) . In the subsequent test trials, there were no cues that would differentiate the target from the other figures and the monkeys had to remember which figure should be attended.
In one set of experiments, the three figures were separated (Fig. 2d) , and in another set two of the figures overlapped (Fig. 2e) . We placed an edge of one of the figures in the receptive field of the neuron being studied. In the case of separated figures, border ownership was varied by flipping each figure about one of its edges, and at the same time interchanging the colors of the figures and background (compare top and bottom displays in Fig. 2d ). We also tested displays with reversed contrast (not illustrated). In the case of overlapping figures, border ownership was varied by changing the order of occlusion (Fig. 2e) . Note that in each case the local stimulus in the receptive field was the same for the two border-ownership conditions. Border ownership was varied randomly between blocks or from trial to trial.
Border-ownership assignment in the absence of attention The purpose of our first experiment (Fig. 2d) was to see whether border-ownership selectivity of a neuron was affected depending on whether attention was directed to the figure stimulating the neuron or to another figure in the display. Significant modulation of the monkey's attention was found in 80 of 243 cells as a main effect (P o 0.05, ANOVA; see Methods). In 64 cells, attention enhanced the responses, and in 16 it reduced them. Sixty-two cells showed main effects of both attention and border ownership, and 60 cells showed significant interaction between the two factors (with or without main effects). Taking together all of the cells that showed both main effects or interaction, we counted 100 out of 243 neurons (41%) in which attention and border-ownership influences converged (Fig. 3a, crosshatched) . In contrast, 91 cells (37%) showed significant border-ownership modulation without any influence of attention (Fig. 3a, striped vertically) . The existence of these cells indicates that attention is not required for border-ownership modulation.
How does attention affect border-ownership modulation in cells in which both influences converge (crosshatched sector in Fig. 3a) ? We compared the mean response strengths of this group of cells in the four experimental conditions (Fig. 3b) . We illustrated the two borderownership conditions by depicting the receptive fields of two neurons with opposite side preference (ellipses with arrows) in one of the two stimulus configurations (this is justified because the distribution of border-ownership selectivity is isotropic; see Supplementary Fig. 1  online) . The border ownership-related response difference was nearly as strong for the ignored figure as for the attended figure (modulation index, 0.22 versus 0.25). Also, in the average over all cells, borderownership modulation was similar for the two attention conditions (0.10 and 0.11). There were no differences in latency between the border-ownership signals for attended and ignored figures (Supplementary Fig. 2 online) , which argues against the possibility that the signals might be generated by a serial attention process.
We conclude from this experiment that border-ownership signals can emerge without the influence of attention and that the overall strength of border-ownership modulation is nearly the same for figures that the monkey tries to ignore as it is for figures at the focus of the monkey's attention.
Attention and extrinsic border suppression
We next examined configurations in which two figures overlapped (Fig. 2e) . The border between the two figure regions (the occluding edge) was placed in the receptive field of the neuron under study and responses were recorded for the two directions of occlusion and for attention on the foreground figure and attention on the background figure. If border-ownership assignment provides the structure for selective attention, then the occluding edge should not be selected when attention is on a background figure (interface hypothesis). The spatial attention hypothesis, if anything, predicts the opposite, as the occluding edge is closer to the focus of attention in the attend-back condition. The saccades after the fixation period indicated that the focus of attention was approximately in the center of the attended figure ( Supplementary Fig. 3 online) .
We found that varying attention had a strong effect. Of 216 cells tested, 103 (48%) showed an influence of the side of attention, and 66 of these (31% of the total) showed both influences combined, in the form of significant main effects or interaction (Fig. 3c) . In the population response, border-ownership modulation was strong when the front figure was attended, but was close to zero when the back figure was Figure 2 Motivation and experimental design. (a-c) The problem of understanding images of cluttered scenes. It is easy to process one object out of several when objects occupy separate regions-a spatial selection mechanism is sufficient (a)-but when objects overlap, a spatial selection mechanism may not work: when trying to single out a partially occluded object, such a mechanism extracts the wrong shape (b). The system first needs to assign border ownership and remove the extrinsic borders (borders produced by occluding objects) before passing on the remaining information to a subsequent recognition stage (c). The concept of 'border ownership' is useful in understanding this peculiar form of perception. The G-shaped region does not own its borders: the outer borders are assigned to the gray frame and to the letter F, and the inner borders to the orange C shape. In contrast, the Fshaped region owns its border completely. Single-cell recordings have shown that border ownership is represented early on in the visual cortex.
attended (Fig. 3d) . The responses to the occluding edge were lower in the back-attended condition than they were in the front-attended condition, which supports the interface hypothesis (Fig. 3e) . We quantified the relative attenuation of the extrinsic border by calculating the ratio of the mean firing rate for the back-attended condition to the mean firing rate for the front-attended condition for each neuron (Fig. 3e) . The distribution of this ratio for the border-ownership neurons corresponding to the attended region (Fig. 3e, black symbol) showed attenuation in nearly all cases (61/66, P o 10 À10 , proportion compared with 0.5, large sample test). The median response ratio was 0.72 and the most selective cell showed a ratio of 0.22. Thus, borderownership mechanisms attenuate extrinsic edge signals in selective attention. The attenuation may not seem as strong as would be expected from perception. Perhaps further suppression is achieved by similar mechanisms at subsequent stages, for example in V4, where border ownership is also represented 5 . How the degree of edge suppression is calculated depends, of course, on the way that the V2 signals are 'read' by a subsequent form-recognition process. It is conceivable that this process reads not the responses, but rather the border-ownership signals: that is, the response differences between cells with opposite border-ownership preference (black and gray symbols, Fig. 3e ). Like the responses, the border-ownership signal also carries orientation and color information 5, 13 . Calculated this way, suppression of the extrinsic edge signal would be total (median signal ratio, -0.05).
In comparing the results from the two experiments ( Fig. 3b and d) , it may be noticed that the net effect of switching attention was weaker for separated figures than for overlapping figures, whereas the opposite was true for border-ownership modulation. This dissociation is in agreement with previous studies showing that borderownership modulation is stronger for contours of isolated figures than for contours between overlapping figures 5 , and that attentional modulation is weaker for objects that are widely separated than for objects that are 'competing' in the same receptive field 9 .
Time course of border ownership and attention effects Border ownership and attention effects both emerged with only a short delay after the beginning of stimulus-evoked activity in V2 (Fig. 4) . We plotted the average differences in firing rate caused by varying border ownership (blue dashed line) and site of attention (red solid line) for the displays with separated (middle) and overlapping figures (bottom). We also plotted the border-ownership signal for single-figure displays (top). For separated figures, the attention effect was defined as the response difference between attending to a figure at the receptive field and attending to a distant figure. For overlapping figures, it was defined as the response difference produced by changing the side of attention relative to the receptive field (discussed below). For comparison, we also plotted the time course of the mean responses (Fig. 4 , black, right scale). Border ownership and attention differences began to emerge around 50 ms after stimulus onset. In the case of separated figures, the attention modulation increased gradually up to about 180 ms, whereas the border-ownership signal had a steep onset, followed by a phase of relative constancy or decline (similar to the curves for single figure). In the case of overlapping figures, the attention modulation was stronger and had a steeper initial slope. The early onset of the difference signals (Fig. 4) shows that the processing is notably fast, considering that border-ownership assignment involves integration of image context, and that attentional modulation also depends on a central process. Because redirecting attention in response to a visual cue takes 150 ms or more 14 , the attention effects that we observed (Fig. 4 ) must be already 'programmed' before the onset of the stimuli (the target figure was specified at the beginning of each block of trials). The fast onset of attentional modulation is discussed below in the context of a model. Common circuits for figure-ground and attention Our experiment with overlapping figures revealed an asymmetry of the attention effect (example neurons in Fig. 5 ). We varied border ownership and side of attention independently (see diagrams at the left in Fig. 5a -d). To simplify the illustration, vertical receptive field orientation and left border-ownership preference have been depicted. Thus, left-in-back is the nonpreferred condition (Fig. 5a ,b, dashed curves) and left-in-front is the preferred condition (Fig. 5c,d , solid curves). Side of attention is indicated by asterisks and color. Attention on the left figure (red) enhanced responses compared with attention on the right figure (blue), irrespective of the occlusion condition (red curves tend to be higher than corresponding blue curves, Fig. 5e ; see also population averages in Fig. 5f ). Thus, the attention effect was asymmetrical about the receptive field, and the side of the attention enhancement was the same as the preferred border-ownership side in both examples. The similar ordering of the population curves ( Fig. 5f) indicates that this was a consistent pattern. Because border ownership and side of attention are independent factors, there is no a priori reason why the side of attention enhancement should be correlated with the preferred side of border ownership. The population results showed that there was a correlation (Fig. 6) . For each neuron, we determined the main effects of the two factors, as given by ANOVA, and plotted the degree of border-ownership modulation and the response modulation produced by side of attention. A positive value for side-of-attention modulation indicates that the side of enhancement is the same as the preferred border-ownership side, and a negative value indicates that the two sides are opposite. Of the neurons that combined influences of border ownership and attention, a majority (72%) showed attentional enhancement and border-ownership preference for the same side. Moreover, neurons with large borderownership modulation tended to also show large side-of-attention modulation. The mean side-of-attention index was 0.128, which was significantly different from zero (P ¼ 2.4 Â 10 -5 , n ¼ 66, t-test). There was also a significant shift to positive values in the entire population (mean ¼ 0.047, P ¼ 1.6 Â 10 -4 , n ¼ 215). Thus, the test with overlapping figures revealed that attentional modulation is spatially asymmetric about the receptive field, and that this asymmetry is correlated with border-ownership preference. In some neurons we also found responses to be enhanced by attention on the foreground compared with attention on the background, regardless of border ownership ( Supplementary Fig. 4 online) . However, front-back attention modulation was weaker overall than side-of-attention modulation.
After observing spatial asymmetry of attentional modulation in this experiment, we re-examined the results of our separated figures experiment ( Fig. 2d) and found a similar asymmetry. The attentional enhancement was stronger for figures on the preferred border-ownership side than it was for figures on the nonpreferred side (modulation index, 9.8% versus 3.0%, n ¼ 100, t ¼ 4.11, P ¼ 0.0001, paired t-test). Thus, even in the case of separated figures, when spatial mechanisms would be adequate for attentional selection, the neurons were more susceptible to attentional modulation on the side of border-ownership preference than they were on the other side. These observations have implications for the mechanisms underlying selective attention that are discussed below.
Controls and comments
We obtained the above results from two animals carrying out somewhat different tasks (see Methods). Monkey TE signaled the shape of the target figure by making different saccades, whereas monkey LA responded manually. Monkey LA was trained to report using hand movements to ensure that the attention effects that we had observed in monkey TE were not a result of the animal being trained to make specific eye movements. The results from the two monkeys were virtually identical in every respect: strength of attention effect and similarity of border-ownership modulation with and without attention in the separated figure condition (Fig. 3) , and spatial asymmetry of attention modulation (Figs. 4 and 5) and correlation between side-of-attention and border-ownership modulation in the overlapping figure condition (Fig. 6) . In addition, the distributions of saccades to the target figure were quite similar, despite the fact that monkey LA was not required to make any specific eye movements ( Supplementary Fig. 3 ). This shows that monkey LA processed the stimulus in the same way as monkey TE did, and that training an animal to respond by eye movements did not alter the manner by which attention modulates the visual responses in V2.
Regarding our experiment with overlapping figures, it could be argued that the monkey focused attention on the location of the hidden edge when the background figure was the target, in which case the monkey's focus of attention would not have been exactly on the receptive field, as this was centered on the visible, occluding edge. Two observations show that this cannot explain the asymmetry of the attention effect. First, the distribution of postfixation saccades indicated that attention was directed to the center of the target figure and not to the hidden edge ( Supplementary Fig. 3 ). Second, attention modulation showed the same spatial asymmetry, regardless of the direction of occlusion (Fig. 5) .
To address the question of whether variations in fixation behavior could have contributed to the correlations that we observed (Fig. 6) , we analyzed the position of gaze during the 200-ms window used for the analysis of neuronal responses. Eye movements could mimic attention effects only if the fixation position differed systematically between attention conditions; for example, if the test edge would be centered on the receptive field in one condition, but displaced in the other. We found no such differences either for individual neurons or in the population means ( Supplementary Fig. 5 online) . Thus, we can rule out eye movements as a source for the correlations that we observed (Fig. 6) . We also ruled out the distribution of the receptive field orientations and positions of the neurons in our sample as a source of correlation. Attention modulation did not depend on the orientation of the stimulus axis (which varied with receptive field orientation) or on the orientation of the stimulus axis relative to the vector connecting receptive field and fovea ( Supplementary Fig. 1 ). This means that attention modulation was not related to the location of the figures relative to the center of fixation.
We further considered the possibility that aspects of the task other than attention could have influenced the results. Because we used squares and trapezoids, the orientation of the edge in the receptive field varied slightly (typically ± 7 degrees). However, the different shapes of figures contributed equally to the responses in each experimental condition, and there was no interaction between shape and site of attention (14 of 253 cells showed interaction at P o 0.05, which is not different from the proportion expected by chance, P ¼ 0.71).
Understanding the mechanisms
The asymmetry of receptive fields regarding attentional modulation was an unexpected finding. A plausible explanation for this asymmetry is that the same circuits that produce border-ownership modulation also provide a structure for attentional selection. We have previously proposed a model for border-ownership assignment that is based on simple circuits that integrate image context 15, 16 . If we assume that topdown attention works by activating the same circuits, then all of the above findings fall into place.
The principle of this idea is illustrated in Figure 7a ,b, which shows stimuli and receptive fields at the top, and the corresponding cortical neurons below. The black dots represent border ownership-selective V2 neurons as recorded here ('B cells'), with the larger dots corresponding to the neurons whose receptive fields were stimulated by edges of the figures (ellipses with arrows). Opponent pairs of B cells are circled (red dashed lines). We assume that border-ownership selectivity is created by grouping cells ('G cells' , numbered hexagons) that connect B cells in a roughly cocircular arrangement of receptive fields. The G cells sum the signals of the B cells and, via feedback connections, increase the gain of the same B cells (for graphical clarity only one line is shown for the two directions of connectivity). Each B cell is connected asymmetrically to G cells on one side, and is therefore facilitated only when a figure activates a G cell on that side. The grouping cell network is the key to understanding the interplay between attention and figure-ground organization. We assume that selective attention excites G cells at the focus of attention or inhibits G cells surrounding it (Fig. 7c,d) . The spatial asymmetry of the attention effect and its correlation with border ownership are then obvious corollaries; because the border-ownership preference of a neuron is determined by the same connectivity, the side of attention enhancement and the preferred border-ownership side must be the same. The responses of a B cell are enhanced if the focus of attention is on the side of its G-cell connection. For example, in the case of overlapping figures, attending to the right figure means injecting activity into G cell 1 (Fig. 7b) , which will enhance the responses of the connected B cell (black receptive field). The fast onset of attentional modulation in the overlap experiment (Fig. 4) is explained naturally by the model. Because feedback from G cells sets the gain of B cells, the differential activation of the G cells on either side sets different gains in the opponent B cells, producing a firing-rate difference right from the beginning of the response to the stimulus. That G cells set the gain of B cells, but do not excite or inhibit them, is apparent in our plots of the firing-rate differences caused by side of attention (Fig. 4) , which show that varying attention did not produce differences in baseline firing rate (initial segments of curves are close to zero).
The results of our analysis of the convergence of border ownership and attention influences in V2 neurons (Fig. 3) fit within the scheme of our model. In the case of overlapping figures, when attention is on the front figure (Fig. 7d, top) , border-ownership modulation is strong (see Fig. 3d ), because the positive effects of configuration and attention cumulate in G cell 1, boosting the responses of the right-pointing B cell (black), but when attention is on the background figure (Fig. 7d,  bottom) , G cell 2 is activated by attention, whereas G cell 1 is favored by configuration, and both effects level out the difference (extrinsic edge suppression, see Fig. 3d ). In the case of separated figures, attention on G cell 2 (Fig. 7c, bottom) will enhance the activity of the left-pointing B cell (black receptive field), whereas attention on G cell 3 will reduce it (Fig. 7c, top) . No effect is predicted on the partner B cell (gray receptive field) because its grouping cell, G cell 1, is in the shadow of attention in both conditions. As mentioned earlier, the attentional enhancement was in fact threefold weaker on average when the figure was on the nonpreferred, rather than the preferred, border-ownership side. That it was not zero can be explained plausibly by assuming that the attention effect is a combination of the grouping cell mechanism, as proposed, and a spotlight mechanism.
Our model accounts for three aspects of the results described above. It explains how the system uses image context to generate borderownership signals, it explains the spatial asymmetry of the attention influence and it explains why the side of attention enhancement is generally the same as the preferred side of border ownership. The existence of G cells is so far hypothetical. Our results suggest that border-ownership preference is a fixed property of the neurons, implying that G cells are pre-established (by genetic or experiential factors). Our model postulates that G cell templates come in a range of sizes and cover the visual field densely, but with relatively coarse spatial resolution. Their resolution should be comparable to that of attention 17 , which is much lower than the visual acuity and the resolution of the receptive fields of V1. This means that the model can function with a relatively small number of G cells, about 1% of the cells representing image information 16 . G cells might reside in or outside V2. As has been pointed out 5, 16 , the short latency of the border-ownership signal (Fig. 4) and the slow conduction of intracortical horizontal fibers argue for a location in a higher-level area such as V4, as the propagation of image-context information can then be achieved via myelinated fibers, which are an order of magnitude faster than intracortical fibers 18 . V4 also appears to be a likely candidate because it receives direct projections from the lateral intraparietal area, which is an important stage in the generation of top-down visual attention 19 .
DISCUSSION
Our results demonstrate that selective attention and figure-ground organization involve overlapping populations of neurons in V2. A fraction of the cells showed border-ownership selectivity without any attention modulation, whereas others showed an influence of attention without border-ownership selectivity, and a large fraction (about 40% of the cells) showed both influences. We would expect such a result if border-ownership assignment and attentional modulation were produced by two independent mechanisms that interact at this stage.
We showed that border-ownership assignment occurs simultaneously for multiple figures in the display, including figures outside the focus of attention (Fig. 3a) . Figure- ground coding has also been observed in the form of enhancement of responses to the inside of a figure relative to the outside of a figure [20] [21] [22] , which is also independent of attention 12 . The question of whether perceptual organization occurs at pre-attentive levels has been debated since the early Gestalt writers 1,2,23-25 . Studying pre-attentive processing in psychological experiments poses a conundrum, as instructing subjects to make a judgment about some aspect of a stimulus display seems to require attentive processing, and judgments about nonattended aspects would have to rely on memory. However, there could be pre-attentive processing that does not leave a trace in memory. Our results show that border ownership was assigned for any figure in the display, whether it was attended or not. The possibility that the figures were elaborated sequentially by a fast serial attention process is unlikely, as there was no latency difference between the border-ownership signals for attended and ignored figures. Thus, as far as human brain processes can be inferred from a study of monkey brains, we can conclude that figure-ground organization, as known from human perception, does occur pre-attentively. The convergence and largely additive effects of figure-ground and attention effects in single neurons of the V2 representation also explain the observation that perceived figure-ground organization can be influenced by attention 1 (inspection of Fig. 1 shows that the shape of a region that is rendered background by bottom-up mechanisms, and therefore not recognized immediately, can be clearly perceived with volitional attention). In our model, G cells can be activated by a configuration of edges, or by top-down attention, and both modes of activation are equivalent in raising the gain of B cells in the edge representation.
The most telling result of our experiments is the asymmetry of V2 receptive fields with respect to attentional modulation and its correlation with the border-ownership preference of the cells. This correlation indicates that top-down attention processes share neural circuitry with the mechanism underlying context integration in figure-ground organization. Asymmetry with respect to attentional modulation has been demonstrated in receptive fields of V4 neurons 26 , a finding that might be related to the mechanism that we describe here.
The attention effects in our experiments might be interpreted as examples of 'biased competition' , in which visual objects compete for neural representation and top-down attention can bias the competition in favor of one or the other object 27, 28 . The attentional modulation of the neural responses to the border between figures (Figs. 3-5 ) might reflect a competition between two objects, similar to the one that occurs when two separate bars are presented in a receptive field 9 . Critical issues in the biased competition theory involve the questions of how the system determines what is an object, how it forms object representations, and how top-down attention signals can address these representations. The present results point to specific circuits in the visual cortex that bind features to larger compounds and provide a structure for selective attention.
METHODS
Preparation. We studied two adult rhesus monkeys (Macaca mulatta), one male and one female. The details of our general methods have been described 5, 6 . We prepared the animals by implanting, under general anesthesia, three small posts for head fixation and two recording chambers (one over each hemisphere). Behavioral training was achieved by controlling fluid intake and using small amounts of juice or water to reward correct responses. All animal procedures conformed to US National Institutes of Health and US Department of Agriculture guidelines as verified by the Animal Care and Use Committee of the Johns Hopkins University.
Recording. We recorded single-neuron activity extracellularly with epoxyinsulated tungsten microelectrodes that were inserted through the dura mater in small (5 mm) trephinations. Area V2 was identified by its retinotopic organization and by histological reconstruction of the recording sites, as previously described 5 . Action potentials were discriminated using a spike-sorting device (Alpha Omega). We analyzed only isolated single-unit activity. Receptive fields were in the lower hemifield at eccentricities ranging between 0.75 and 12.0 deg (median, 2.2 deg). Eye movements were recorded for one eye using an infrared video system (Iscan ETL-200) with a resolution of 5,120 (horizontal) and 2,560 (vertical). The eye was imaged through an infrared reflecting mirror, with the camera placed on the axis of fixation. The optical magnification in our system resulted in a resolution of the pupil-position signal of 0.03 deg visual angle in the horizontal and 0.06 deg in the vertical. However, noise and drifts of the signal reduced its accuracy.
Behavioral tasks. Animals carried out two tasks, a shape discrimination with initial fixation and a simple fixation task. Shape discrimination was taught first. On appearance of a fixation spot, the animal could initiate a trial by fixating the spot, which was detected by monitoring the eye movements. After fixation was maintained for 0.3 s, a figure was displayed that could be a square or a trapezoid, and the animal was rewarded if it signaled the shape correctly. Monkey TE responded by making a saccade to the figure if it was a trapezoid and looking off the screen if it was a square. A trial was rewarded only if the first saccade after fixation landed in the correct target zone 29 . Monkey LA responded by pulling or pushing a lever. A correct response terminated the trial. After an incorrect response, the trial was terminated and a 3-s delay ensued. On termination of a trial, the screen was blanked for 1.0-1.5 s (plus the additional delay after an error), until the fixation spot came on again and a new trial was enabled. Once the animals performed the shape discrimination reliably, two additional figures were added and the animals were trained to carry out the task with one of the figures, the target, as specified by instruction trials at the beginning of each block of trials. In these trials, the target figure was shown as a solid object and the other figures were shown as outlines. We varied which of the figures was the target between blocks. The shape of each figure varied randomly from trial to trial.
Once the animals mastered the task with three spatially separated figures, we introduced a variant of the display in which two of the figures partially overlapped. The blocking of trials and the sequence of events in each trial were the same, except that at a certain time after stimulus onset the top (occluding) figure was moved to expose the bottom figure completely. This occurred after 0.5 s for monkey TE and after 0.2 s for monkey LA. Thus, in trials in which the bottom figure was the target, correct performance required that the animal waited until that figure was exposed before responding.
Both monkeys performed the tasks well above chance level (80% and 91% correct for monkeys TE and LA, respectively). To check whether the responses of monkey LA were determined by processing the stimulus during the fixation period (in monkey TE this was obviously the case, as he responded with a saccade at the end of the fixation period), we modified the display sequence in some of the training sessions so that the display was blanked when a saccade was detected. In these sessions, in which postsaccadic information could not be used, monkey LA's performance was also well above chance (72%).
The animals also learned to carry out a fixation task in which trials were rewarded only if the eye-position signal stayed within a window of 0.75 deg radius for 2 s. This scheme actually produces more accurate fixation than is suggested by the size of the reward window because noise and drifts of the eyemovement signal effectively produce a negative gradient of reward probability away from the fixation point. This task was used for mapping of receptive fields, for the general characterization of selectivity and for the standard test of border ownership. The shape of the fixation spot told the animal which task to perform.
Design and presentation of stimuli. Stimuli were generated on a Pentium 4 Linux workstation with a NVIDIA GeForce 6800 graphics card using the antialiasing feature of the Open Inventor software and were presented on a 21-inch EIZO FlexScan T965 color monitor with a 1,600 Â 1,200 resolution, a 100-Hz refresh rate and a maximum luminance of 93 cd m -2 . Background luminance was 28 cd m -2 , except for conditions in border-ownership tests in which figure and background color were flipped. The display was viewed binocularly at a distance of 100 cm and subtended 22.7 Â 17.1 deg of visual angle. Stationary bars were used to determine the color preference, and bars and drifting gratings were used to map the minimum-response field of each cell. Orientation tuning curves were recorded using moving bars.
Three shapes of figures were used in the main experiments, a square and two trapezoids that were derived from the square by tilting one side (A) either clockwise or counterclockwise, typically at an angle of 7 deg. The figures typically measured 3 deg on a side, but smaller figures were often used in foveal cells. All figures had rounded corners (radius, 9% of figure size) to avoid the use of angles as a cue in the task. For the overlapping figures, the amount of overlap was about 13%, and the figures were displaced parallel to the occluding edge by about 9% of the figure size. In each trial, three figures were simultaneously presented, with the shape of each figure chosen randomly to be a square with a probability of 0.5, or either kind of trapezoid with probabilities of 0.25. The figures were presented with the orientation of side A for the square shape being the same as the preferred orientation of the cell under study. The centers of the A sides were arranged on a circle around the fixation point. The spacing was dependent on the size of the figures and was typically a 60-deg polar angle. In experiments with separated figures, border ownership was varied by flipping each figure about side A (see Fig. 2d ). This variation was also blockrandomized (trial-by-trial randomization was not used because changing the positions made it difficult for the monkeys to perform the task, as they remembered the target figure by its location). In experiments with overlapping figures, border ownership was varied by switching the direction of occlusion (which figure was in front and which in back, Fig. 2e ). In about half of these experiments, border ownership was randomized trial by trial. In this variant, the central (occluding or occluded) edges were tilted to make trapezoids. Each configuration could be presented with two contrast polarities so that the edge in the receptive field assumed either polarity of contrast (for example, lightdark and dark-light). Both polarities were tested in all of the separated-figure experiments, and in most of the overlapping-figure experiments. Figure  contrast was randomized trial by trial. In both experiments, a total of five factors were varied factorially: site of attention, border ownership, local contrast, shape and direction of tilt (for trapezoids).
Procedure. After isolating a cell, we first characterized its selectivity for color, bar size and orientation, and mapped its receptive field 5 . A standard test of border ownership with a single square, using square sizes of 3 and 8 deg (ref. 6) , was also carried out in most cells. The fixation procedure was used for these basic tests. Subsequently, one of the selective attention experiments (or both, if time permitted) was carried out using the shape-discrimination procedure. Each of the two attention and two border-ownership conditions was typically presented 40 times, one per trial. Our sample was not biased with respect to the effect of attention. However, because neurons were usually selected for the main tests after the standard border-ownership test was carried out, the proportion of border ownership-selective cells in our sample (74%) was higher than average. Among the total of 666 cells in which the standard test was carried out, 303 (45%) were found to be border-ownership selective. This is virtually the same as the proportion of 184 out of 423 (43%) that was found with the same test in experiments in which the animals were never trained to pay attention to the stimuli, but on the contrary, its attention was engaged at the fovea by a demanding fixation task (stereoscopic adjustment in a small fixation target) [5] [6] [7] . This is important, as it shows that the overall frequency of border ownershipselective cells was not altered by training the attention task in the present study.
Data analysis. We analyzed the spike activity during periods of 200 ms after stimulus onset. We chose this interval because eye movement recordings indicated that no systematic shifts of gaze occurred before 160 ms (Supplementary Fig. 5 ). Because V2 neurons respond with a delay of about 40 ms (ref. 5), we can assume that eye movements that occurred after 160 ms did not influence the activity during the analysis period. Neurons that responded with a mean firing rate of less than 4 spikes s -1 in each of the four border-ownership/ attention conditions were excluded because we felt that our stimuli were not appropriate for these cells (10%). We carried out an ANOVA on the square root-transformed spike counts of each neuron. This transformation serves to homogenize the variances and produces approximately normal distributions. The ANOVA included five factors: site of attention, border ownership, local contrast, shape and direction of tilt (nested in shape). We analyzed the main effects of attention and border ownership and their interaction (Fig. 3) . To determine the correlation between border-ownership and attention effects (Fig. 6) , the effects were expressed by the modulation index, M ¼ (a À b)/ (a + b), where a and b are the mean firing rates for the two levels of a factor. M is bounded by (À1, +1). For border ownership, a represents the preferred side, so that M Z 0 in this case. The population means ± s.e.m. for the eight conditions represented in Figure 3 were estimated by repeated-measures ANOVA carried out on the data from all neurons that showed the influence of both attention and border ownership (main effects or interaction). To plot the time courses of border ownership and attention effects (Fig. 4) , the differences between poststimulus time histograms (1-ms bin width) were calculated, subtracting the nonpreferred from the preferred condition for each neuron. The difference histograms of the individual neurons were weighted by their inverse s.d. (square root of the mean squared error of the ANOVA described above) and averaged, and smoothed with a Gaussian kernel of s ¼ 5 ms. The curves for separated figures and overlapping figures were based on different samples of cells, with some cells being included in both (total number of cells, 96 and 56 for monkeys TE and LA, respectively), and the curves for single figure were based on those cells of the combined sample for which data for the corresponding size of square were available.
Note: Supplementary information is available on the Nature Neuroscience website.
