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Abstract
Chemical synaptic transmission involves the release of a neurotransmitter that diffuses in the extracellular space and
interacts with specific receptors located on the postsynaptic membrane. Computer simulation approaches provide
fundamental tools for exploring various aspects of the synaptic transmission under different conditions. In particular, Monte
Carlo methods can track the stochastic movements of neurotransmitter molecules and their interactions with other discrete
molecules, the receptors. However, these methods are computationally expensive, even when used with simplified models,
preventing their use in large-scale and multi-scale simulations of complex neuronal systems that may involve large numbers
of synaptic connections. We have developed a machine-learning based method that can accurately predict relevant aspects
of the behavior of synapses, such as the percentage of open synaptic receptors as a function of time since the release of the
neurotransmitter, with considerably lower computational cost compared with the conventional Monte Carlo alternative. The
method is designed to learn patterns and general principles from a corpus of previously generated Monte Carlo simulations
of synapses covering a wide range of structural and functional characteristics. These patterns are later used as a predictive
model of the behavior of synapses under different conditions without the need for additional computationally expensive
Monte Carlo simulations. This is performed in five stages: data sampling, fold creation, machine learning, validation and
curve fitting. The resulting procedure is accurate, automatic, and it is general enough to predict synapse behavior under
experimental conditions that are different to the ones it has been trained on. Since our method efficiently reproduces the
results that can be obtained with Monte Carlo simulations at a considerably lower computational cost, it is suitable for the
simulation of high numbers of synapses and it is therefore an excellent tool for multi-scale simulations.
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Introduction
Most information in the mammalian nervous system flows
through chemical synapses. These are complex structures com-
prising a presynaptic element (usually an axon terminal) and a
postsynaptic element (a dendritic spine, a dendritic shaft, an axon,
or a soma) separated by a narrow gap known as the synaptic cleft.
The neurotransmitter is stored in synaptic vesicles located in the
presynaptic terminal. For release to take place, the membrane of
one or more vesicles must fuse with a region of the presynaptic
membrane, the active zone, lining the synaptic cleft. On the
opposite side, the postsynaptic membrane is thickened by the
presence of specific receptors and other molecules. Under the
electron microscope, this area appears as an electron-dense
thickening of the membrane that is known as the postsynaptic
density (PSD) [1][2]. The surface area of the active zone is
proportional to the probability of synaptic vesicle release [3][4],
while the surface area of the PSD is proportional to the total
number of synaptic receptors (for example, for AMPA receptors,
see [5][6][7][8]).
Multiple factors influence the diffusion of neurotransmitter
molecules from their release to their interaction with specific
receptors [9][10][11]. The initial concentration of the released
neurotransmitter in the extracellular space depends on the volume of
the synaptic cleft. The subsequent diffusion of neurotransmitter
molecules outside the cleft may be influenced by the geometrical
characteristics of the membranes that surround the synaptic
junction. Moreover, specific transporters in the neuronal and glial
membranes surrounding the synapse are involved in the rapid
removal of the released neurotransmitter from the extracellular
space, thereby permitting the rapid, repeated use of the synapse.
However, direct observation of the various synaptic events at the
molecular and ultrastructural levels in vivo or in vitro is rather difficult,
if not impossible, especially in highly complex structures such as the
cerebral cortex. Simulation approaches are thus useful to assess the
influence of different parameters on the behavior of the synapse,
such as the geometrical characteristics of the synaptic junction and
its surroundings, the temperature, the presence of transporters or the
number and mobility of receptors (e.g., [12], [13]).
Simulation approaches in neuroscience have considered differ-
ent models, scales and techniques, according to the phenomenon
being studied. Molecular dynamics are able to describe extracel-
lular and membrane interactions or ion channel permeation [14],
while some biochemical processes, such as molecular reaction-
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diffusion, require Monte Carlo particle-based simulators like
MCell [15][16], ChemCell [17] or Smoldyn [18][19]. For the
modeling of longitudinal ionic diffusion up to the level of neuronal
circuits, some simulators such as NEURON [20][21], GENESIS
[22] or similar software (reviewed in [23]) use various approaches
from simple integrate-and-fire models to highly complex Hodgk-
ing-Huxley simulations, which describe compartmental models.
Nevertheless, there are limitation issues that restrict the use of
some simulation techniques. For example, current computational
resources (in time and memory) prevent molecular simulation
from being applied to describe full-system behavior at that scale.
Some phenomena require detailed simulation at molecular level
[24], which actually alters the parameters under which a larger-
scale model operates. However, in other cases, many events
happening on smaller scales have minimal or no effect on larger-
scale processes, or, at least, they can be generalized in such a way
that they can be sufficiently simplified to make their use in a
larger-scale simulation feasible [25].
The field of multi-scale simulations [26][27][28] deals with this
problem. In these approaches, the simulation, in a given scale, is
generalized in the form of a simpler constructive rule that keeps
the information of the key phenomena for simulation levels in a
higher scale. This paper proposes the use of a machine learning
method to extract the ruling patterns from a corpus of Monte
Carlo simulations of synapses covering a wide range of physio-
logical and geometrical characteristics. These patterns are later
used as a predictive model of the behavior of synapses under
different conditions without the need for additional Monte Carlo
simulations. The use of these patterns greatly reduces the resources
necessary for the simulation of this particular biological function,
enabling the simulation of neuronal circuits involving thousands of
different synapses, otherwise unaffordable with currently available
computational resources.
Materials and Methods
Model synapses and Monte Carlo simulations
We have analyzed simulations based on simplified models of
excitatory synapses where AMPA receptors are present and the
neurotransmitter involved is glutamate. Since the number of
receptors that can be found in a synapse is proportional to the area
of the PSD, we have modeled synapses of different shapes and sizes
to explore the influence of geometry on synaptic behavior.
Figure 1. Geometrical model of chemical synapses. (A) 1. Presynaptic element containing synaptic vesicles (SV) and the active zone (AZ), at the
center of which the neurotransmitter is released. 2. Synaptic cleft height. 3. Synaptic length. 4. Total apposition length. In this particular example the
total apposition length is two times the synaptic length. 5. Postsynaptic element showing the postsynaptic density (PSD) where synaptic receptors
are located. (B) The complete 3D geometry model composed of the pre- and postsynaptic elements of the synapse; the surrounding neuronal and
glial processes; and the extracellular space. Neuronal and glial processes have been represented as polyhedral elements. The space between these
elements was uniform – between 38 nm and 65 nm, depending on the size of the central synapse. The volume that represents the extracellular space
was approximately 20% of the total volume.
doi:10.1371/journal.pone.0068888.g001
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We developed models that had a simple geometry, as far as
shape is concerned, but had a variable set of parameters that
specified the dimensions of the structures involved in the synaptic
junction (Figure 1 and Table 1). In these simple models, the pre-
and postsynaptic elements were box-shaped structures that were
separated by a gap of between 15 and 20 nm (synaptic cleft height)
[29]. The synapse was represented by a square with a side length
(Ls) of between 150 and 750 nm (equivalent to the cross-sectional
length of the paired pre- and postsynaptic densities, see Figure 1,
A). Outside the synaptic junction, the apposition of cell
membranes of the pre- and postsynaptic elements extended an
additional distance in all directions. The side length of the total
apposition of cell membranes (E) was considered to be from 1 to 2
times the side length of the modeled synaptic junction (See
Figure 1, A).
The density of receptors ([AMPA]) in the PSD was set at
different levels ranging from 1000 to 3000 molecules per mm2 [8].
Glutamate transporter molecules were also modeled since the
uptake of glutamate by them is essential to restore the resting level
of neurotransmitter in the extracellular medium. Transporters
were located on the membranes of the neuronal elements involved
in the synaptic junction as well as on the membranes of other
neuronal processes and glial elements located in the surrounding
volume (Figure 1, B). For simplicity, we assumed that these other
cells shapes were polyhedral, rather than spherical [30]. To
explore the influence of the presence of glutamate transporters in
cell membranes surrounding the synapse, we simulated densities of
transporter molecules ([T]) ranging from the total absence of
transporters to 10000 molecules/mm2 [31]. We adopted the
glutamate transporter kinetic model and rate constants described
in [32]. The volume that represents the extracellular space was
approximately 20% of the total volume [33]. The distance
between the extrasynaptic elements was uniform, and the cell
membranes were between 38 nm and 65 nm apart ([34], [11]),
depending on the size of the central synapse (Figure 1B).
Once the geometrical models were built, the simulations were
carried out with MCell software [35], exploiting the highly
optimized Monte Carlo algorithms that it uses to track the
stochastic behavior of diffusing molecules. Each simulation began
with the release of the content of a synaptic vesicle, which was
assumed to be 5000 glutamate molecules [36]. We used a value of
0.4 mm2/ms as an estimation of the diffusion coefficient of
glutamate (Dg) [37][38]. To simulate the behavior of AMPA
receptors upon interaction with glutamate molecules, we adopted
the kinetic model and rate constants described by Jonas et al. [39]
(Figure 2). Before the release of glutamate, all receptors were in the
unliganded, closed state. After release, the receptors could be
found in seven possible transition states, but we focused on the
percentage of open receptors as a function of time since glutamate
release. Modeling and simulation parameters are summarized in
Table 1.
We randomly generated a total of 1000 different models of
synapses, uniformly covering all parameter ranges (Table 1). We
then simulated these configurations with MCell. Each simulation
consisted of 10,000 iterations with a time step of 1 ms,
corresponding to a total simulation time of 10 ms after neuro-
transmitter release. Due to the stochastic nature of the simulations,
each of the 1000 model synapses was simulated 200 times with
different random seeds. The synaptic model simulations were
performed using a supercomputer, the Magerit system, located at
the CeSViMA [40]. Magerit is a cluster consisting of 245 eServer
BladeCenter PS702 computer nodes, with a total of 3920 IBM
PowerPC 3.3 GHz CPU cores and 7840 GB of RAM. The MCell
developing team [35] kindly provided a version of the MCell
software for the PowerPC architecture. The simulation of synaptic
models involved 200,000 jobs executed on this supercomputer,
requiring more than 3,500 CPU hours. Since 800 CPUs were used
simultaneously, the whole set of simulations took approximately
4.5 hours.
When every model synapse had been simulated 200 times, the
average percentage of open AMPA receptors was plotted as a
function of time since glutamate release (Figure 3). The curves
obtained were consistent with previous studies, such as those
presented by [32], [41], [42] and [43]. All curves show a rapid
climb to a single peak followed by a slower descent, with an
apparent asymptote at 0. We have referred to the initial section of
the curve (containing the rapid ascent, peak and descent) as the
peak interval and the remainder of the curve as the tail. The peak
interval contains the most relevant information, i.e. the amplitude of
the peak and the time it takes to reach it. These two characteristics
depend on the synapse configuration. An exploratory analysis of
the data showed that the smaller the active zone and PSD, the
faster the peak is generally reached and a higher value is achieved.
It is important to remember that these are AMPA activation
percentage values, and therefore are relative to the absolute
number of AMPA receptors present, which depends on the density
of receptors and the size of the synapse. Figure 4 shows a
Table 1. Modeling and simulation parameters.
Parameter Values
AMPA receptor density: [AMPA] 1000 to 3000 receptors per mm2
Glutamate transporter density: [T] 0 to 10000 molecules per mm2
Side length of the square representing the synapse: Ls 150 to 750 nm
Side length of the total apposition of cell membranes: E 1 to 2 times the side length of the synapse
Synaptic cleft height: Hc 15 to 20 nm
Glutamate molecules per vesicle 5000
Glutamate diffusion coefficient: Dg 0.4 mm2/ms
Time step 1 ms
Iterations 10000 (total simulation time = 10 ms)
Number of simulation runs for each model 200
Abbreviations used are also shown.
doi:10.1371/journal.pone.0068888.t001
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comparison between the AMPA activation series obtained from
synapses of different sizes.
Receptor activation function
The experimental simulations performed with the help of MCell
provided a comprehensive dataset of AMPA receptor behavior in
a wide range of different synapses. For each synapse configuration,
this dataset contained a unique time series (the average of 200
simulation runs) showing the evolution of the percentage of open
receptors at any given time. Using this information, our main
objective was to design an effective methodology for constructing a
receptor activation prediction model. This model can be expressed as the
following mathematical function:
AMPAO~F (½AMPA,½T ,Ls,Hc,E,t)
where AMPAO (the average percentage of AMPA receptors that
are in the open state) is a function of the concentration of AMPA
receptors in the active zone [AMPA], the concentration of
glutamate transporters [T], the synaptic size expressed as its side
length Ls, the cleft height Hc, the extra space coefficient around
the synapse E (the total apposition length would be E times Ls),
and the time t from glutamate release. This function would allow
us to determine the average AMPA receptor activation, for any
synapse, without the need to execute a new set of computationally
intensive Monte Carlo simulations. It is important to note that the
model is potentially capable of predicting the behavior of any
given synapse provided that its physiological and geometrical
parameters are known; i.e. [AMPA], [T], Ls, Hc, and E. Thus, this
model is not merely a curve-fitting technique, but a more general
model that would be able to predict the behavior of any different
synapse without further adjustment to its internal parameters.
Figure 2. AMPA receptor kinetic model. Receptor states and rate constants were taken from [28]. Before the release of glutamate (Glu), all
receptors were in the unliganded closed state (C0 state). Among the seven possible states of the receptor (C0 to C5 and O) we focused on the
percentage of open receptors (O state) as a function of time since the release of glutamate.
doi:10.1371/journal.pone.0068888.g002
Figure 3. Percentage of open AMPA receptors after the release
of a single vesicle of glutamate. An example of the characteristic
curve obtained with Monte Carlo simulations of synapses. The peak
interval contains the rapidly rising segment from the release of
glutamate at t = 0 to the peak, and the descending segment to the
point where the curve decreases to 50% of the peak amplitude. The tail
is the rest of the simulated curve. Synapse parameter values:
[AMPA] = 2000 molecules/mm2, [T] = 5000 molecules/mm2, Ls = 600 nm,
Hc = 15 nm, E = 2.00.
doi:10.1371/journal.pone.0068888.g003
Figure 4. Monte Carlo simulations of synapses of different
sizes. The five curves represent the percentage of open AMPA
receptors after the release of glutamate in synapses of five different
side lengths. These side lengths are shown in the upper right inset. All
other parameters were kept constant. Each curve represents the mean
of 200 Monte Carlo simulations performed with MCell. The rest of the
synapse parameter values are [AMPA] = 2000 molecules/mm2,
[T] = 5000 molecules/mm2, Hc = 15 nm and E= 2.00.
doi:10.1371/journal.pone.0068888.g004
Machine Learning for Synapse Receptor Prediction
PLOS ONE | www.plosone.org 4 July 2013 | Volume 8 | Issue 7 | e68888
Determining the receptor activation function
As explained before, F can be considered as a mathematical
function. A first step in its definition must be to determine its
mathematical form, i.e. how it can be expressed. To obtain this
form, we searched for mathematical functions that could fit the
curves that were obtained during the simulation process. More
specifically we tested the following functions:
N Polynomial (y~a0za1xzza2x2za3x3z::: ): From degree
1 to 9.
N Fourier (y~a0za1cos (xw)zb1sin (xw)z::: ): From 1 to 8
terms.
N Gauss (y~a0za1exp ({((x{b1)=c1)2)z::: ): From 1 to 8
terms.
N Sum of Sine (y~a1sin (b1xzc1)za2sin (b2xzc2)z::: ):
From 1 to 8 terms.
N Exponential (y~a1exp (b1x)za2exp (b2x)z::: ): With 1 and
2 exponential terms.
N Rational (y~ a0za1xza2x
2z:::
b0zb1xzb2x2z:::
): From degree 0 to 5 in
numerator and from degree 1 to 5 in denominator.
These six families of functions were selected in order to produce
a comprehensive set of options from which a final model could be
chosen. A total of 65 different function candidates were
considered. Each function was then fitted to the average
simulation curves previously obtained from each synapse config-
uration, using the standard Nonlinear Least Squares curve fit
technique included in the MATLAB mathematical tool [44]. The
results of these fits were then evaluated using the two following
metrics:
N Root mean squared error (RMSE). This is one of the most
commonly used measures of precision of a statistical model.
RMSE is an aggregation of the individual differences
(residuals) between the values predicted by an estimator and
the values actually observed.
N Coefficient of determination (R2). This is the proportion of
variability in a data set that is accounted for by the statistical
model. It provides a measure of how well future outcomes are
likely to be predicted by the model.
Given a reference data set Y with n values yi, each of which has
an associated predicted value y’i then the total sum of squares and
the residual sum of squares are defined as:
SStot~
X
i
(yi{y)
2
SSerr~
X
i
(yi{y’i)
2
And RMSE and R2 metrics can be expressed as:
RMSE~
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SSerr
n
r
R2~1{
SSerr
SStot
RMSE has a value equal or greater than 0, where 0 indicates a
perfect fit to the reference data. R2 usually has a value between 0
and 1 (sometimes it can be less than 0), where 1 indicates an exact
fit to the reference data and a value less than or equal to 0
indicates no fit at all. Calculating the values of RMSE and R2 for
each curve tested provided a numerical basis to determine which
function model fitted best to the synapse behavior observed.
The twelve best curve fitting results in terms of RMSE and R2
are shown in Table 2. RMSE and R2 for the 65 functions tested
can be found in the Supporting Information (Table S1 in File S1).
The rational model composed of a fraction of two 4-dregree
polynomials and the 8-term Fourier series achieved the best
results. Simpler functions of the Fourier, Gauss or exponential
families (including the widely used alpha functions) yielded
progressively worse metrics. We selected the best case for each
function family in Table 2. The five selected candidate functions
were:
N 4-by-4 degree polynomial rational function: y~
p1x
4zp2x
3zp3x
2zp4xzp5
x4zq1x3zq2x2zq3xzq4
(9 coefficients)
N 8-term Fourier series:y~a0z
X8
i~1
(aicos (ixw)zbi sin (ixw))
(18 coefficients)
N 8-term Gauss series: y~a0z
X8
i~1
aiexp ({((x{bi)=ci)
2) (25
coefficients)
N 2-term exponential function:y~aexp (bx)zcexp (dx) (4 coef-
ficients)
N 9th degree polynomial:y~p1x9zp2x8z:::zp9xzp10 (10
coefficients)
Estimation of function coefficients
For every one of the synapse configuration curves obtained
during MCell simulations (each curve was the average of 200
runs), the coefficients of each function model were estimated by
the curve fitting process provided by MATLAB. In order to
directly define the AMPAO function, it is necessary to establish the
relationship between these values and the synapse physiological
parameters ([AMPA], [T], Ls, Hc, and E). The main difficulty at
this point was that we had 5 possible candidate functions, each
with a different set of coefficients. Our preliminary objective was
to obtain, for each function coefficient pi, a mathematical
Table 2. Best curve-fitting test results.
Curve fit RMSE
Rank
RMSE R2 Rank R2
Rational (degree 4/4) 0.07093 1 0.99927 2
Fourier (8 terms) 0.11295 2 0.99936 1
Fourier (7 terms) 0.13507 3 0.99917 3
Fourier (6 terms) 0.16887 4 0.99876 4
Gauss (8 terms) 0.19396 5 0.99780 5
Gauss (7 terms) 0.22078 6 0.99713 6
Gauss (6 terms) 0.26144 7 0.99649 7
Fourier (5 terms) 0.30286 8 0.99604 8
Exponential (2 terms) 0.31985 9 0.98877 12
Gauss (5 terms) 0.35277 10 0.99427 9
Polynomial (degree 9) 0.41844 11 0.99241 10
Gauss (4 terms) 0.46706 12 0.99038 11
Ranked list of the 12 best curve-fitting techniques studied for the synapse MCell
Monte Carlo simulation data.
doi:10.1371/journal.pone.0068888.t002
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expression that allowed us to calculate its value in terms of
[AMPA], [T], Ls, Hc, and E. For this task we selected a linear
model of the following form:
pi~vi,0zvi,1½AMPAzvi,2½T zvi,3Lszvi,4Hczvi,5E
Therefore, for a function model F with a set of n+1 coefficients
{p0, …, pn} and a given synapse configuration ([AMPA], [T], Ls,
Hc and E), the values of coefficients could be calculated as:
P~V.ST
Where
P~
p0
p1
..
.
pn
2
66664
3
77775,S~
1
½AMPA
½T 
Ls
Hc
E
2
666666664
3
777777775
,V~
v0,0    v0,5
..
. ..
.
vn,0    vn,5
2
664
3
775
V is an n+1-by-5 matrix that contains the coefficients of the
linear model. These coefficients can be calculated using a standard
linear regression algorithm [45]. In order to produce accurate
results from the proposed linear model, a linear relationship must
exist between the function parameters and the synapse configu-
ration coefficients ([AMPA], [T], Ls, Hc, and E). To determine if
this was the case, we used Pearson’s linear correlation. Correlation
values for every parameter of the five candidate functions can be
seen in the Supporting Information (Tables S4 to S8 in File S1).
Our study revealed that none of the function candidates
presented a set of coefficients where all of them have linear
correlation with the synapse configuration parameters ([AMPA],
[T], Ls, Hc, and E). This means that, regardless of the function
finally selected, the AMPAO function coefficients cannot be
linearly obtained from the synapse configuration parameters.
Therefore we needed to develop a more advanced solution to the
problem of creating a general estimator of the AMPAO function.
After this preliminary study, we concluded that constructing the
receptor activation prediction model required the use of advanced
statistical analysis tools. The simulation data generated with MCell
as previously described was processed and analyzed in a multi-
stage process that involved tasks such as data sampling, fold
creation, supervised machine learning, validation and curve fitting.
A schematic representation of the entire process can be seen in
Figure 5. Each of the depicted stages will now be described below
in detail.
Stage 1: Data sampling
The simulation data consisted of a set of average percentage of
open AMPA receptors time series, each one corresponding to a
different set of values of the synapse configuration parameters
([AMPA], [T], Ls, Hc, and E). Each of these time series contained
information from 10 ms of simulated time, with a resolution of 1
ms. This means that each time series was composed of a set of
10,000 points. Considering that the simulation dataset contained
1000 different configurations, trying to analyze all obtained data
(more than 10,000,000 points) would be extremely difficult from a
computational point of view. As a reasonable alternative, the data
sampling stage reduces the size of each AMPA time series to a set of
100 representative points. 50% of these points were selected from
the curve points flanking the peak (peak interval), in order to
maximize the amount of information obtained from the part of the
series where maximum variability is observed. The rest were
automatically taken from the long tail of the curve, which presents
much less variability. More specifically, this sampling process is
performed in the following way:
1. The peak interval is determined: This sub-section of the AMPA
curve begins at the start of the curve, includes the peak and ends
when the AMPAO value decreases to 50% of the peak amplitude
(see Figure 3).
2. A set of 50 points is taken from this sub-section. The sub-section
duration is divided into 50 equal segments and the beginning of
each of these segments is taken as part of the sub-sample to ensure
all points are uniformly distributed in time.
3. A similar sampling process is performed for the rest of the curve
(excluding the peak interval), selecting another 50 points uniformly
distributed in time.
The peak interval is only a small part of the curve. However, the
resulting curve sample will contain a lot of information about this
sub-section. The reason for this is that this sub-section contains the
most relevant information about the behavior of AMPA receptors,
since it is the one that shows most of their activity. This more
sophisticated way of performing the curve sampling (oversampling)
ensures that information is preserved throughout the sampling
process. The resulting small set of 100 chosen points contains the
most relevant information regarding the open AMPA receptors’
behavior and its size is much more convenient for further statistical
analysis.
Stage 2: Fold creation
Once the simulation dataset had been sampled, a machine
learning process was applied, aimed at training a supervised
learning model capable of predicting the average percentage of
open AMPA receptors for a given synapse configuration. In a
general sense, supervised learning is the process of mathematically
extracting a pattern or function that explains a series of target
values (e.g. a curve) present in a set of supervised training examples
(e.g. a set of observed values related to the target curve). Each
example is normally a pair consisting of a vector of input values
and a desired output value (e.g. the observed values and the related
value of the target curve). The resulting mathematical model can
be a classifier (if the target values are discrete) or a regression function
(if the target values are continuous). If the learning process is
successful, the resulting model becomes a predictor of the target
values. The learning algorithm used defines the way that this process
is performed. In the method presented here, the different AMPA
behavior series were used as training examples. The synapse
configuration parameters and the time instant were the input
vector ([AMPA], [T], Ls, Hc, E, t) and the open AMPA percentage
was the desired output value.
Directly training a supervised learning model using all
simulation data available can, however, cause an undesired effect:
overfitting. When a machine learning prediction model is trained
using a single dataset, it is possible that random error noise present
in that particular set will be described by the resulting model,
instead of the relevant underlying relationships between the data.
When a model is overfitted to its training data it generally has poor
predictive capabilities, as it is only able to describe the particular
examples already present in the training dataset. One of the most
common techniques employed to avoid this undesired
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phenomenon when training supervised learning models is the use
of a stratified 10-fold cross-validation [46]. This technique consists
of dividing the input dataset into 10 subgroups of equal size (called
folds) and using them to generate 10 separate fold configurations.
In each configuration, one of the folds (different in each one) is
used as a test set and the remaining 9 as a joint training set. For each
fold configuration the machine learning model is trained using the
training set. The same model is then validated (checked to determine
whether it can correctly predict the output value) using the test set.
The AMPA activation prediction method performs a typical 10-
fold cross-validation process such as the one described above. The
1000 synapse configurations available were separated into 10
groups of equal size and the corresponding fold configurations
were generated, including a different training set and test set for each
fold. These configurations were then used in the next stages of the
process.
Stage 3: Machine learning
To generate the AMPA receptor behavior prediction model
during the machine learning stage, several regression algorithms
were tested:
Figure 5. Receptor activation prediction process. The proposed method constructs a machine-learning-based prediction model of the synaptic
receptor behavior in 5 distinct steps: 1. Data sampling, 2. Fold creation, 3. Machine learning, 4. Validation and 5. Curve fitting. This figure represents
the main information workflow of the method.
doi:10.1371/journal.pone.0068888.g005
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N Linear regression. The aim of a regression analysis [45] is to
determine the statistical relation that exists between a
dependent variable and one or more independent variables.
A functional relation between the variables must be postulated,
and a linear curve is fitted to the data.
N The K-Nearest Neighbors algorithm (KNN) [47] is a
classifier/regression algorithm based on agreement. When
used for regression, an object is assigned to a weighted average
of its k nearest neighbors in the training set.
N A Multi-Layer Perceptron (MLP) [48] is an artificial neural
network model that selects the corresponding output for the
specific input data. The MLP extends the standard linear
perceptron using several layers of neurons. It can be used both
as a classifier and regression technique, depending on the input
variables.
N M5 [49] is an algorithm that generates a decision model in the
form of a tree. This algorithm builds trees whose leaves are
associated with multivariate linear models and the nodes of the
tree are chosen over the attribute that maximizes the expected
error reduction as a function of the standard deviation of
output parameter. More specifically, a M5P variant [50] was
considered in the present study. These model trees can be
easily converted into regression rules.
N Multivariate adaptive regression splines (MARS) are a form of
regression analysis introduced by Jerome Friedman in 1991
[51]. They are non-parametric regression techniques and can
be seen as an extension of linear models that automatically
model non-linearities and interactions between variables.
N Projection Pursuit Regression (PPR) [52] is a method for non-
parametric multiple regression. It is more general than
standard stepwise regression procedures, does not require the
definition of a metric in the predictor space, and lends itself to
graphical interpretation.
These machine learning algorithms were selected in order to
perform a study that was as comprehensive as possible. The six
techniques presented are well known, widely used and scientifically
relevant. All of these where tested using the available data from the
1000 synapse configurations in order to determine the most
suitable machine learning technique for the problem at hand. The
performance of classification/regression algorithms always de-
pends greatly on the characteristics of the data to be analyzed, and
there is no single algorithm that produces optimal results for any
given problem. This phenomenon can be explained by the no free
lunch theorem, which states ‘‘any two learning algorithms are
equivalent when their performance is averaged across all possible
problems’’ [53]. Using the selected machine learning algorithms, a
regression model was trained from the training set of each fold
configuration. The accuracy and correctness of these models were
then evaluated in the next stage.
Stage 4: Validation
Once the algorithms had been trained, their correctness was
validated using the test set of each fold configuration. For this
purpose we used the two validation metrics previously described
(RMSE and R2). The input vector of each point in the test set is
introduced in the prediction model. The result is then compared to
the expected value. Once all points are predicted, the RMSE and
R2 metrics are calculated. Detailed results of these tests can be
found in the Supporting Information (Tables S2 and S3 in
File S1). The M5P algorithm produced the best results according
to both performance metrics (See Table 3 and Results section).
Stage 5: Curve fitting
At the end of the validation stage, the process produced a series
of points and two precision metrics. The points are the predicted
values for the percentage of open AMPA receptors at each instant
of time selected in data sampling stage 2. The precision metrics
indicate how accurate this prediction is.
Assuming that these prediction metrics show acceptable values,
the fifth stage attempts to infer a mathematical function capable of
determining the percentage of open AMPA receptors for any given
time instant. As previously described, several function models
where tested in order to find the most suitable match (polynomial,
Fourier, Gauss, sum of sine, exponential, and rational). At this
point we selected the two best previously studied models: i) a
rational polynomial model (the best function model according to
RMSE) and ii) a Fourier series (the best function model according
to R2) of the following form:
AMPA
(i)
O (t)~
p1t
4zp2t
3zp3t
2zp4tzp5
t4zq1t3zq2t2zq3tzq4
AMPA
(ii)
O (t)~a0z
X8
i~1
(aicos(itw)zbisin(itw))
The first case involves a fraction of two 4-degree polynomials,
containing a total of nine coefficients. The second case is an 8-term
Fourier series with 18 coefficients. Using the predicted points
obtained from the validation stage, it is possible to calculate the
values of these coefficients by means of an automatic curve-fitting
process. This curve fitting was performed using the MATLAB
curve-fitting tool. The precision of this process was again
measured using the two metrics indicated in validation stage 4.
Ultimately, only one of these two AMPAO models (either the
rational function or the Fourier series) is necessary. Therefore, in
order to determine the best performing one, it was necessary to
evaluate the final results of this curve-fitting stage. These results
are presented and discussed in the following section.
The entire AMPA activation prediction process was implemented
using the C++, Python and Java programming languages and the
MCell Description Language (MDL).
The five stages of the receptor activation prediction process were
developed as a set of configurable programs written in Python,
Java and C++. For the supervised machine learning tools and
Table 3. Validation stage results.
Regression technique RMSE R2
M5P 0.6357 0.9808
KNN 0.8875 0.9774
MLP 18.812 0.8722
PPR 24.231 0.8255
Linear Regression 31.067 0.7235
MARS 31.077 0.7234
The average value of each validation metric for each regression technique is
shown, sorted from best to worst. The metrics are calculated for each case by
comparing the initial curve sample of 100 points with the corresponding 100
predicted points obtained using each regression algorithm. M5P obtained the
best results with both RMSE and R2 metrics.
doi:10.1371/journal.pone.0068888.t003
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algorithms, Weka data mining open source software was used [46].
Other mathematical and programing tools used include R [54],
MATLAB [44] and the NumPy and SciPy libraries.
The five-stage receptor activation prediction process was
executed on a regular desktop computer with a 4-core Intel i5
2.4GHz CPU and 4GB of RAM. The process was carried out in
separate stages, with a total aggregated computation time of less
than 5 hours. Software can be downloaded from http://cajalbbp.
cesvima.upm.es/ampaprediction and ModelDB (http://senselab.
med.yale.edu/ModelDB/showmodel.asp?model = 150207).
Results
Machine learning validation results
During stages 2 and 3 of the AMPA activation prediction process,
the simulation dataset was divided into 10 fold configurations that
were used during the machine learning process. Stage 4 was
concerned with the statistical evaluation of the results of these
processes. For each fold configuration, the RMSE and R2 metrics
were calculated after using the M5P algorithm, producing the
results shown in Table 3.
As can be seen, all metrics provided excellent results. The M5P
algorithm seems to be a very suitable technique for the task at
hand, capable of very accurately predicting the values of the
average percentage of activated AMPA receptors. All fold
configurations showed very close-fitting values both for RMSE
and R2, and the aggregated results (containing the predicted values
for all synapse configurations samples) were equally good. The R2
metric was especially interesting since it is the more sophisticated
one, and is especially appropriate for prediction assessment. In this
case the average value was above 0.98, indicating an almost exact
fit to the test data (a value of 1 would indicate an exact prediction).
This is especially relevant since, as described in the Materials and
Methods section, the 10-fold cross-validation process ensures that
no information from any synapse configuration is used to train the
part of the machine learning model that predicts it. This seems to
indicate that the M5P algorithm has been able to avoid overfitting
and has been capable of inferring the underlying relations between
the synapse configuration characteristics, the time elapsed since
glutamate vesicle liberation and the AMPA receptors activation.
It is important to remember that these results are related to the
validation stage of the receptor activation prediction process, and
therefore are obtained from the sampled simulation values only
(100 per synapse configuration).
Final prediction results
After the machine learning validation had taken place, the final
curve fitting stage was performed. This made use of the 100 points
predicted for each synapse configuration to infer the entire series
of open AMPA receptors (AMPAO). As explained previously, this
series was fitted to the rational and Fourier models presented in
the Materials and Methods section. The results of this curve fitting
process were evaluated using the RMSE and R2 metrics. In this
case, all the original values of each AMPA curve were compared to
the corresponding mathematical function obtained after the curve
fitting process. This gave a final measurement of the AMPA
prediction capabilities of the method presented, since the final
estimated curve was compared to the original experimental data.
Figure 6 shows two examples of this final predicted curve,
compared with the Monte Carlo simulated experimental series
obtained with MCell. The figure also shows the 100 predicted
points per curve obtained in the machine learning validation stage,
that were used afterwards to fit the final receptor behavior
prediction curve.
The same fitting process was performed for both curve models
(rational and Fourier) and all 1000 synapse configurations, and the
precision metrics were calculated. Table 4 shows the final mean
and standard deviation values observed for those metrics. Detailed
results can be seen in the Supporting Information, Table S9 in
File S1.
Results show that, using the rational function, the final AMPA
activation prediction model provides a very accurate estimation of the
average percentage of active AMPA receptors curves. Both
precision metrics (RMSE and R2) present excellent results,
validating the quality of the prediction model and demonstrating
its desired characteristics. The resulting model is capable of
predicting the average AMPA receptor activation curve for any
synapse configuration whose parameters are within the range of
the synapses originally simulated using the Monte Carlo method.
Figure 6. Predicted receptor activation curves. Two examples of
predicted curves (fitted using the rational model) compared with the
experimental curves obtained by Monte Carlo simulations. The Monte
Carlo simulation curves (blue traces) are the mean of 200 simulations
performed with MCell. The 100 predicted points per curve (small
crosses) were obtained in the machine learning validation stage. These
points were later used to fit the predicted curve (red traces). (A):
[AMPA] = 1614 molecules/mm2, [T] = 508 molecules/mm2, Ls = 534 nm,
Hc = 18 nm, E = .65. The error metrics for the final predicted curve
were: RMSE= 0.2058, R2 = 0.9984. (B): [AMPA] = 2878 molecules/mm2,
[T] = 9155 molecules/mm2, Ls = 456 nm, Hc = 16 nm, E = 1.36. The error
metrics for the final predicted curve were: RMSE= 0.1857, R2 = 0.9981.
doi:10.1371/journal.pone.0068888.g006
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Thus, curves representing continuous changes in synapse param-
eters can be generated (Figure 7). The Fourier series seems to
produce equally accurate curves, but at the cost of having a much
more complex model (18 coefficients against 9 in the rational
model). For this reason we do not recommend the use of the
Fourier model for this stage, although its numerical results are
equally good.
Not all synaptic parameters have the same impact on the
average percentage of activated AMPA receptors. To determine
which of these parameters are the most influential in our
simulations, we calculated the Pearson’s linear correlation
coefficient of each synaptic parameter with the average peak
amplitude of the percentage of activated AMPA receptors. The
most influential parameter, revealed by the highest (inverse)
correlation, was Ls, with a coefficient of 20.795. E and Hc yielded
much lower coefficients of 0.330 and 20.305, respectively,
followed by [T] and [AMPA], with 20.260 and 20.008,
respectively (all these values are shown in Table S10 in File S1).
We also evaluated the possibility that for certain values of the
variables, our method would give better results than for other
values. To do this, we plotted the distribution of RMSE and R2
error values against the values of the five variables used in the
model synapses (see Table S9 in File S1), and we found no
evidence of clustering of good (or bad) error values around any
variable values (see Figures S1 and S2 in File S1).
Extendibility of the prediction model
Results show that the method presented in this paper can
generate a very accurate AMPA receptor activation prediction
model based on a series of synaptic Monte Carlo simulations,
using five different variables ([AMPA], [T], Ls, Hc and E). This is,
of course, a simplified model of the synapse, and other variable
parameters could be taken into account, depending on the specific
interests of the researcher using our method. The techniques
described in this paper are designed to be easily adapted, so new
synaptic parameters can be readily incorporated into the model.
Moreover, since the method includes its own evaluation mecha-
nisms, it provides a measurement of the accuracy of the prediction
model for the synaptic parameters selected.
To illustrate this extendibility, we performed an additional series
of experiments, increasing the number of variables to 6. We kept
the five original variables, and added a new one: the diffusion
coefficient of glutamate, Dg, which had previously been consid-
ered constant. For this new series, we generated 2000 new synaptic
configurations, randomly varying the five original synaptic
variables within the same ranges used in the previous experiments
(see Table 1 for details). The new variable Dg, was randomly
sampled between 0.25 and 0.75 mm2/ms [55][56][57]. The
sample size for Monte Carlo simulations was doubled (from
1000 configurations to 2000) to exhaustively cover all new data
variability due to the introduction of the additional variable. Using
this new experimental dataset, we performed the five stages of our
method, as in the case of the original simulation dataset. Error
metrics are summarized in table 5. Detailed results can be found in
the Supporting Information, Table S11 in File S1.
The model accuracy was still very high, although lower than
with the original experimental series. This was most probably due
to the increased complexity arising from the addition of a new
variable. In this case, the Fourier fit produced better results than
the rational fit with both accuracy metrics. Therefore, in this
particular case we would recommend the use of this technique in
stage 5 of our method. This example illustrates how the
incorporated accuracy metrics can help our method to achieve
the best possible results.
Discussion
In this paper we have demonstrated the difficulties of
constructing an accurate automated predictor of the behavior of
Monte Carlo simulations of synaptic receptors in synapses with a
wide range of different structural and physiological characteristics.
Table 4. Final prediction results.
Mean
(Rational)
Stdev
(Rational)
Mean
(Fourier)
Stdev
(Fourier)
RMSE 0.3122 0.4537 0.3252 0.4387
R2 0.9914 0.04789 0.9929 0.0340
Final AMPA receptor activation prediction results obtained using either the 4-
by-4 degree polynomial rational function or the 8-term Fourier series as curve-
fitting models.
doi:10.1371/journal.pone.0068888.t004
Figure 7. Comparison between predicted and Monte Carlo
simulated curves of the percentage of open AMPA receptors.
The figure shows 13 curves where all synapse parameters were kept
constant except the side length of the synapse (Ls). Five curves (marked
with arrows) were generated by Monte Carlo simulations to serve as
references (Ls = 150 nm, 300 nm, 450 nm, 600 nm and 750 nm). The
rest of the synapse parameter values were [AMPA] = 2000 molecules/
mm2, [T] = 2500 molecules/mm2, Hc = 20 nm and E= 1.75.
doi:10.1371/journal.pone.0068888.g007
Table 5. Final prediction results with an extended scenario.
Mean
(Rational)
Stdev
(Rational)
Mean
(Fourier)
Stdev
(Fourier)
RMSE 0.7221 3.4980 0.6167 1.8710
R2 0.9643 0.1214 0.9728 0.0930
Summary of the AMPA receptor activation prediction results obtained using
either the 4-by-4 degree polynomial rational function or the 8-term Fourier
series as curve-fitting models. In these experiments, an extended simulation
dataset was used, including six different synaptic variables. The new variable
included was the diffusion coefficient of glutamate.
doi:10.1371/journal.pone.0068888.t005
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Nevertheless, we have developed an advanced synapse behavior
modeling process that is capable of achieving this goal.
The entire process described in the present article is performed
automatically. The extensive range of synaptic structural and
physiological configurations to be explored in order to generate a
comprehensive synapse receptor behavior model requires a
method where the neuroscientist is only concerned with the
relevant aspects of the experimental configuration and results,
relying on the computer to perform all the sophisticated data
handling and mathematical analysis. A computer, using standard
statistical software tools, can perform all five stages by itself and no
human supervision is required once the initial simulation data
have been gathered.
The prediction mechanism used in the present study is generic,
which means that it does not work by simply ‘‘memorizing’’ its
training data and afterwards recalling the corresponding informa-
tion when asked about a previously simulated synapse configura-
tion. On the contrary, it is capable of extracting knowledge and
learning highly complex patterns that describe how synapse
receptors behave under different conditions. It applies this
knowledge afterwards, when required to predict a new, not
previously simulated synapse configuration. The nature of the 10-
fold cross-validation process guarantees that no data from any
specific synapse configuration is used when training a model to
predict it (since it cannot be in the training set and test set at the same
time). This avoids overfitting and makes the generation of more
general prediction models possible.
Furthermore, once the prediction model is created, no further
experimental Monte Carlo simulations are required. Since the
prediction model is able to extrapolate results other than those
used for learning, this model can be used in place of experimental
simulations. Of course, the generic nature of the receptor
prediction model will strongly depend on the quality of the initial
experimental data used to train it. This data has to be sufficiently
rich in order for the machine learning process to be able to learn
and extract useful synapse behavior patterns. In this paper we have
explored a wide range of different structural and physiological
synapse characteristics in order to create a comprehensive training
set. With this requirement fulfilled, the prediction function
effectively replaces the average percentage of open receptors
observed by a series of experimental simulations, which would be
much more computationally expensive. Therefore, from an
experimental perspective, the receptor behavior prediction model
represents an excellent tool, since it drastically reduces the
computational cost of determining this average receptor behavior.
To better understand the magnitude of this improvement, it is
important to consider the time spent and computational resources
used during the development of this technique. To create the
initial training set a total of 200,000 synapse simulations were
executed using MCell (1,000 synapse configurations, 200 execu-
tions per configuration). These simulations were carried out on the
Magerit supercomputer, using 800 CPU cores and amounting to a
total of over 3,500 aggregate CPU hours, or approximately 1 min/
simulation on average (since 800 CPU cores were used in parallel,
the whole set of simulations took approximately 4.5 hours). In
contrast, once the receptor activation prediction model presented
here has been trained, it only requires approximately 8 CPU
seconds to predict the average behavior of a specific synapse on a
regular 4-core desktop computer (Intel Core i5 2.4Ghz), that is, a
total of 32 seconds of CPU time (8 seconds 64 cores). Our
receptor activation prediction technique would require only
8.9 hours (32,000 seconds) of aggregated CPU time to generate
1,000 synapse configurations (the same number that were
generated using MCell). Therefore, the use of this technique
maintains the accuracy of Monte Carlo simulations (for the range
of parameters that we have considered) reducing the computa-
tional cost from 3,500 to 8.9 CPU hours, thus reducing the CPU
total time by a factor of approximately 1/400th. This is an
important achievement since there are trillions of synapses in the
brain. For example, only one mm3 of human cerebral cortex
contains around 109 synapses [58]. Thus, the simulation of even a
small portion of the brain would require a cumbersome
computational effort, especially if different conditions, such as
developing vs. adult, or normal vs. pathological nervous tissue
need to be modeled and compared. With our method, large
numbers of different synapses can be simulated using a regular
computer. Indeed, as mentioned above, a regular 4-core desktop
computer can generate the average behavior of one synapse in 8
seconds, that is, 450 different synapses per hour. If our technique
were implemented in a supercomputer such as Magerit, using 800
processing cores, the number of simulated synapses would increase
at least by two orders of magnitude, to 90,000 per hour or more.
Figure 8. Comparison of computational costs of synapse
Monte Carlo simulations vs. the proposed AMPA prediction
model. CPU time required for obtaining statistically representative
average AMPA receptor activation information (mean of 200 stochastic
simulations) using both methods on a regular desktop computer. (A):
Comparison between the CPU cost of estimating average behavior of a
single synapse. (B): Linear extrapolation of the CPU time required to
model an increasingly large number of synapses. This includes the initial
set of Monte Carlo simulations (1000 synapse configurations) required
to train the machine learning model. The prediction model CPU time
curve growth is barely perceptible due to the great slope difference
with the Monte Carlo simulations curve (the Monte Carlo simulations
CPU time grows approximately 400 times faster). In both cases, CPU
time is presented in logarithmic scale.
doi:10.1371/journal.pone.0068888.g008
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Thus the simulation of thousands of millions of synapses present in
the brain would be feasible by incrementing computation time and
power. For example, future availability of exascale computers
(with hundreds of thousands or even millions of processing cores)
will represent an important advance in the simulation of synapses
in the whole brain. The computational benefits of our method-
ology are summarized in Figure 8.
It is important to acknowledge that the receptor activation
prediction model cannot be trained without previously generating
the Monte Carlo simulation dataset. The great advantage of the
present method is that it is only necessary to perform this large set
of simulations once. After carrying out the initial training that we
have presented in this paper, the prediction model is capable of
estimating the behavior of synapses that have not been previously
simulated, so new Monte Carlo simulations are not required. In
this way, an arbitrarily large population of synapses with different
parameters can be modeled, provided that these parameters are
within the range used in the initial Monte Carlo simulations.
Alternatively, the influence of the variation of a given parameter
on the behavior of individual synapses can also be modeled. For
example, it is possible to predict the AMPA receptor activation
curve of a population of synapses whose sizes and AMPA receptor
densities are within the ranges used in this study. The same data
can be used to explore the influence of variations of size and/or
receptor density on individual synapses during development, as
well as in plasticity or pathological circumstances. In the present
work, the data generated with Monte Carlo simulations yielded
the evolution of AMPA receptor states over time in a set of
simulated synapses of different characteristics. We considered the
peak amplitude of open AMPA receptors as a relevant parameter
and our method has consequently focused on this parameter,
trying to predict its value for different synaptic configurations. In
principle, nothing precludes the use of this method for the
prediction of other aspects of synaptic function. For example, the
area under the curve of open AMPA receptors; the concentration
of glutamate within the synaptic cleft at a given time point; and the
evolution of any other AMPA receptor state could also be
predicted from the same set of Monte Carlo simulations using the
same method. However, it is not possible to know a priori how
accurate the predictions will be, or how many initial Monte Carlo
simulations will be necessary. Although this is certainly a
disadvantage, our method does incorporate its own accuracy
metrics to allow the user to evaluate new prediction scenarios.
In addition to the benefits already outlined, the low computa-
tional cost of this method and its accuracy makes it especially
useful in the field of multi-scale simulations. In recent years,
biology has adopted these kinds of simulations to deal with
problems that cannot be described, at least not easily, with a
single-scale modeling technique [26][59][60][61]. Multi-scale
simulations (in any of the fields they have been applied) are
divided into two main categories (i) Sequential (also known as serial,
implicit or message passing) and (ii) Concurrent (parallel or explicit)
[25][62]. Sequential multi-scale simulations define a hierarchy of
modeling techniques in which the small-scale models working on
highly-detailed elements provide information to construct large-
scale models that deal with coarse-grain representations. Parallel
multi-scale simulations bring together methods that operate at
different scales in a combined approach. The simulations of these
different scales are run simultaneously, exchanging information
between them.
Our method can be considered as a sequential multi-scale
simulation technique since a set of individual synapses are first
simulated with MCell at the microsecond/nanometer scale. These
simulations are then used to extract general principles governing
the behavior of synapses. Using this information, relevant
characteristics of synapses can finally be predicted for new
synapses without the need for new Monte Carlo simulations and
at a much lower computational cost.
Supporting Information
File S1 Contains: Figure S1. Final prediction results
compared to the synaptic parameters (rational model).
Comparison between prediction errors obtained using the 4-by-4
rational curve fitting model and the different synaptic parameters.
(A): Comparison to RMSE. (B): Comparison to R2. Figure S2.
Final prediction results compared to the synaptic
parameters (Fourier model). Comparison between predic-
tion errors obtained using the Fourier curve fitting model and the
different synaptic parameters. (A): Comparison to RMSE. (B):
Comparison to R2. Table S1. Curve fitting test results.
Average curve fitting test results for all possible curve
fitting alternatives tested against the Monte Carlo simulation
data. Table S2. Machine learning techniques evaluation
results: RMSE. Comparison of validation results (RMSE)
obtained during the 10-fold cross-validation process for all
machine learning techniques tested. Table S3. Machine
learning techniques evaluation result: R2. Comparison of
validation results (R2) obtained during the 10-fold cross-validation
process for all machine learning techniques tested. Table S4.
Linear correlation between synapse parameters and
function coefficients: 4-by-4 degree polynomial rational
function. Observed linear correlation between synapse param-
eters and coefficients of the 4-by-4 degree polynomial rational
function for all Monte Carlo synapse simulations. Table S5.
Linear correlation between synapse parameters and
function coefficients: 8-term Fourier series. Observed
linear correlation between synapse parameters and coefficients of
the 8-term Fourier series for all Monte Carlo synapse simulations.
Table S6 Linear correlation between synapse parame-
ters and function coefficients: 8-term Gauss series.
Observed linear correlation between synapse parameters and
coefficients of the 8-term Gauss series for all Monte Carlo synapse
simulations. Table S7. Linear correlation between syn-
apse parameters and function coefficients: 2-term
exponential function. Observed linear correlation between
synapse parameters and coefficients of the 2-term exponential
function for all Monte Carlo synapse simulations. Table S8.
Linear correlation between synapse parameters and
function coefficients: 9-degree polynomial. Observed
linear correlation between synapse parameters and coefficients of
the 9-degree polynomial function for all Monte Carlo synapse
simulations. Table S9. Final prediction results. Compar-
ison between Monte Carlo simulations and prediction results
obtained for all 1000 synapse simulations, using the 4-by-4 rational
and Fourier curve fitting models. (A): Detailed results. (B): Average
and stdev values. Table S10. Correlation between synap-
tic parameters and AMPA activated receptors curve
peak. Pearson’s linear correlation coefficient between the AMPA
activated receptors curve peak and the values of the different
synaptic parameters. Table S11. Final prediction results of
the extended experiment. Comparison between Monte Carlo
simulations and prediction results obtained for all 2000 synapse
simulations, using the 4-by-4 rational and Fourier curve fitting
models. (A): Detailed results. (B): Average and stdev values.
(XLSX)
Machine Learning for Synapse Receptor Prediction
PLOS ONE | www.plosone.org 12 July 2013 | Volume 8 | Issue 7 | e68888
Acknowledgments
The authors would like to thank the MCell development team and
especially Joel R. Stiles for providing and helping to implement the Power
PC version of the software. Furthermore, the authors gratefully
acknowledge the computer resources, technical expertise and assistance
provided by the Supercomputing and Visualization Center of Madrid
(CeSViMa).
Author Contributions
Conceived and designed the experiments: JM EG AM JMP. Performed the
experiments: JM EG. Analyzed the data: JM EG AM JDF JMP.
Contributed reagents/materials/analysis tools: JM EG AM JDF JMP.
Wrote the paper: JM EG AM JDF JMP.
References
1. Peters A, Palay SL, Webster H deF (1991) The fine structure of the nervous
system. Neurons and their supporting cells. 3rd ed. New York: Oxford
University Press. 494 p.
2. Harris KM, Weinberg RJ (2012) Ultrastructure of Synapses in the Mammalian
Brain. Cold Spring Harb Perspect Biol 4: 5. Available: http://cshperspectives.
cshlp.org/content/4/5/a005587. Accessed 2013 June 11.
3. Schikorski T, Stevens CF (1997) Quantitative ultrastructural analysis of
hippocampal excitatory synapses. J Neurosci 17: 5858–5867.
4. Murthy VN, Schikorski T, Stevens CF, Zhu Y (2001) Inactivity produces
increases in neurotransmitter release and synapse size. Neuron 32: 673–682.
5. Nusser Z, Lujan R, Laube G, Roberts JD, Molnar E, et al. (1998) Cell type and
pathway dependence of synaptic AMPA receptor number and variability in the
hippocampus. Neuron 21: 545–559.
6. Kharazia VN, Weinberg RJ (1999) Immunogold localization of AMPA and
NMDA receptors in somatic sensory cortex of albino rat. J Comp Neurol 412:
292–302.
7. Takumi Y, Ramı´rez-Leo´n V, Laake P, Rinvik E, Ottersen OP (1999) Different
modes of expression of AMPA and NMDA receptors in hippocampal synapses.
Nat Neurosci 2: 618–624.
8. Tarusawa E, Matsui K, Budisantoso T, Molna´r E, Watanabe M, et al. (2009)
Input-specific intrasynaptic arrangements of ionotropic glutamate receptors and
their impact on postsynaptic responses. J Neurosci 29: 12896–12908.
9. Fuxe K, Dahlstro¨m A, Ho¨istad M, Marcellino D, Jansson A, et al. (2007) From
the Golgi-Cajal mapping to the transmitter-based characterization of the
neuronal networks leading to two modes of brain communication: wiring and
volume transmission. Brain Res Rev 55: 17–54.
10. Sykova´ E, Nicholson C (2008) Diffusion in brain extracellular space. Physiol Rev
88: 1277–1340.
11. Rusakov DA, Savtchenko LP, Zheng K, Henley JM (2011) Shaping the synaptic
signal: molecular mobility inside and outside the cleft. Trends in Neurosciences
34: 359–369.
12. Boucher J, Kroger H, Sik A (2010) Realistic modelling of receptor activation in
hippocampal excitatory synapses: analysis of multivesicular release, release
location, temperature and synaptic cross-talk. Brain Structure & Function 215:
49–65.
13. Renner M, Domanov Y, Sandrin F, Izeddin I, Bassereau P, et al. (2011) Lateral
diffusion on tubular membranes: quantification of measurements bias. PLoS
ONE 6: e25731.
14. Shrivastava IH, Sansom MSP (2000) Simulations of Ion Permeation Through a
Potassium Channel: Molecular Dynamics of KcsA in a Phospholipid Bilayer.
Biophysical Journal 78(2): 557–570.
15. Stiles JR, Bartol TM (2001) Monte Carlo Methods for Simulating Realistic
Synaptic Microphysiology Using MCell. Computational Neuroscience: Realistic
Modeling for Experimentalists: 87–127.
16. Kerr RA, Bartol TM, Kaminsky B, Dittrich M, Chang J-CJ, et al. (2008) Fast
Monte Carlo Simulation Methods for Biological Reaction-Diffusion Systems in
Solution and on Surfaces. SIAM J Sci Comput 30: 3126–3149.
17. Plimpton SJ, Slepoy A (2005) Microbial cell modeling via reacting diffusive
particles. Journal of Physics Conference Series 16: 305–309.
18. Andrews SS, Bray D (2004) Stochastic simulation of chemical reactions with
spatial resolution and single molecule detail. Physical Biology 1: 137–151.
19. Andrews SS, Addy NJ, Brent R, Arkin AP (2010) Detailed Simulations of Cell
Biology with Smoldyn 2.1. PLoS Computational Biology 6: 10.
20. Carnevale NT, Hines ML (2006) The NEURON Book. Cambridge University
Press. 480 p.
21. Hines ML, Carnevale NT (2001) NEURON: a tool for neuroscientists.
Neuroscientist 7: 123–135.
22. Bower JM, Beeman D (1998) The Book of GENESIS: Exploring Realistic
Neural Models with the GEneral NEural SImulation System. 2nd ed. Springer.
458 p.
23. Brette R, Rudolph M, Carnevale T, Hines M, Beeman D, et al. (2007)
Simulation of networks of spiking neurons: A review of tools and strategies.
Journal of Computational Neuroscience 23: 349–398.
24. Weinan E, Engquist B (2003) Multiscale modeling and computation. Notices
Amer Math Soc 50: 1062–1070.
25. Drasdo D, Ramis-Conde I, Byrne H, Radszuweit M, Krinner A, et al. (2011)
Multi-scale modeling of cells: concepts and open questions. Proceedings of the
8th European Conference on Mathematical and Theoretical Biology. Krako´w.
Available: http://www.impan.pl/,ecmtb11/showabstract.php?id = Drasdo_
Dirk2. Accessed 11 June 2013.
26. Morra G, Meli M, Colombo G (2008) Molecular dynamics simulations of
proteins and peptides: from folding to drug design. Current protein peptide
science 9: 181–196.
27. Bouteiller JMC, Allam SL, Hu EY, Greget R, Ambert N, et al. (2011) Integrated
Multiscale Modeling of the Nervous System: Predicting Changes in Hippocam-
pal Network Activity by a Positive AMPA Receptor Modulator. IEEE
Transactions on Biomedical Engineering 58: 3008–3011.
28. Praprotnik M, Delle L, (2013) Multiscale molecular modeling. Methods Mol.
Biol. 924: 567–583.
29. Savtchenko LP, Rusakov DA (2007) The optimal height of the synaptic cleft.
Proc Natl Acad Sci USA 104: 1823–1828.
30. el-Kareh AW, Braunstein SL, Secomb TW (1993) Effect of cell arrangement and
interstitial volume fraction on the diffusivity of monoclonal antibodies in tissue.
Biophysical Journal 64: 1638–1646.
31. Lehre KP, Danbolt NC (1998) The number of glutamate transporter subtype
molecules at glutamatergic synapses: chemical and stereological quantification in
young adult rat brain. J Neurosci 18: 8751–8757.
32. Franks KM, Bartol TM, Sejnowski TJ (2002) A Monte Carlo model reveals
independent signaling at central glutamatergic synapses. Biophys J 83: 2333–
2348.
33. Nicholson C, Sykova´ E (1998) Extracellular space structure revealed by diffusion
analysis. Trends in Neurosciences 21: 207–215.
34. Thorne RG, Nicholson C (2006) In vivo diffusion analysis with quantum dots
and dextrans predicts the width of brain extracellular space. Proceedings of the
National Academy of Sciences of the United States of America 103: 5567–5572.
35. Stiles JR, Bartol TM (2013) Mcell: A montecarlo simulator of cellular
microphysiology. Available: http://www.mcell.cnl.salk.edu/. Accessed 2013
June 11.
36. Bruns D, Jahn R (1995) Real-time measurement of transmitter release from
single synaptic vesicles. Nature 377: 62–65.
37. Atasoy D, Ertunc M, Moulder KL, Blackwell J, Chung C, et al. (2008)
Spontaneous and evoked glutamate release activates two populations of NMDA
receptors with limited overlap. J Neurosci 28: 10151–10166.
38. Allam SL, Ghaderi VS, Bouteiller JMC, Legendre A, Ambert N, et al. (2012) A
Computational Model to Investigate Astrocytic Glutamate Uptake Influence on
Synaptic Transmission and Neuronal Spiking. Front Comput Neurosci 6: 1–16.
39. Jonas P, Major G, Sakmann B (1993) Quantal components of unitary EPSCs at
the mossy fibre synapse on CA3 pyramidal cells of rat hippocampus. J Physiol
(Lond) 472: 615–663.
40. CeSViMa – Centro de Supercomputacio´n y Visualizacio´n de Madrid (2013).
Available: http://www.cesvima.upm.es/.Accessed 2013 June 11.
41. Rusakov DA, Kullmann DM (1998) Extrasynaptic glutamate diffusion in the
hippocampus: ultrastructural constraints, uptake, and receptor activation.
J Neurosci 18: 3158–3170.
42. Zheng K, Scimemi A, Rusakov DA (2008) Receptor actions of synaptically
released glutamate: the role of transporters on the scale from nanometers to
microns. Biophys J 95: 4584–4596.
43. Momiyama A, Silver R, Hausser M, Notomi T, Wu Y, et al. (2003) The density
of AMPA receptors activated by a transmitter quantum at the climbing fibre-
Purkinje cell synapse in immature rats. The Journal of Physiology 549: 75–92.
44. MATLAB – The Language of Technical Computing (2013). Available: http://
www.mathworks.com/products/matlab.Accessed 2013 June 11.
45. Lindley DV (1987) Regression and correlation analysis. New
Palgrave: A Dictionary of Economics 4: 120–123.
46. Witten IH, Frank E, Hall MA (2011) Data Mining: Practical Machine Learning
Tools and Techniques. Morgan Kaufmann. 664 p.
47. Dasarathy BV (1991) Nearest neighbor (NN) norms: NN pattern classification
techniques. Los Alamitos, CA: IEEE Computer Society Press. 435 p.
48. Haykin SS (1999) Neural Networks: A Comprehensive Foundation. New York:
Prentice Hall International. 842 p.
49. Quinlan JR (1992) Learning with continuous classes. Proceedings of the 5th
Australian Joint Conference on Artificial Intelligence: 343–348.
50. Wang Y, Witten IH (1996) Induction of model trees for predicting continuous
classes. Poster papers of the 9th European Conference on Machine Learning.
Available: http://researchcommons.waikato.ac.nz/handle/10289/1183. Ac-
cessed 2013 June 11.
51. Friedman JH (1991) Multivariate Adaptive Regression Splines. Annals of
Statistics 19(1): 1–67.
52. Friedman JH, Stuetzle W (1981) Projection pursuit regression. Journal of the
American Statistical Association, 76: 817–823.
Machine Learning for Synapse Receptor Prediction
PLOS ONE | www.plosone.org 13 July 2013 | Volume 8 | Issue 7 | e68888
53. Wolpert DH (1996) The lack of a priori distinctions between learning
algorithms. Neural Comput 8: 1341–1390.
54. The R Project for Statistical Computing (2013). Available: http://www.r-project.
org/.Accessed 2013 June 11.
55. Rusakov DA, Kullmann DM (1998) Extrasynaptic glutamate diffusion in the
hippocampus: ultrastructural constraints, uptake, and receptor activation.
J Neurosci 18: 3158–3170.
56. Nielsen TA, DiGregorio DA, Silver RA (2004) Modulation of glutamate
mobility reveals the mechanism underlying slow-rising AMPAR EPSCs and the
diffusion coefficient in the synaptic cleft. Neuron 42: 757–771.
57. Savtchenko LP, Sylantyev S, Rusakov DA (2013) Central synapses release a
resource-efficient amount of glutamate. Nat Neurosci 16: 10–12.
58. Alonso-Nanclares L, Gonzalez-Soriano J, Rodriguez JR, DeFelipe J (2008)
Gender differences in human cortical synaptic density. Proceedings of the
National Academy of Sciences of the United States of America 105: 14615–
14619.
59. Schnell S, Grima R, Maini PK (2010) Multiscale modeling in biology. American
Scientist 95: 134.
60. Chaplain MAJ (2011) Multiscale mathematical modelling in biology and
medicine. IMA Journal of Applied Mathematics 76: 371–388.
61. Southern J, Pitt-Francis J, Whiteley J, Stokeley D, Kobashi H, et al. (2008)
Multi-scale computational modelling in biology and physiology. Progress in
Biophysics and Molecular Biology 96: 60–89.
62. Lu G, Kaxiras E (2004) An Overview of Multiscale Simulations of Materials.
Available: http://arxiv.org/abs/cond-mat/0401073. Accessed 2013 June 11.
Machine Learning for Synapse Receptor Prediction
PLOS ONE | www.plosone.org 14 July 2013 | Volume 8 | Issue 7 | e68888
