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Abstract: From an experimental-mathematics perspective we analyze some
structurally interrelated n-dimensional integrals we call Cn, Dn, En, where Dn
is a magnetic susceptibility integral relevant to the Ising theory of solid-state
physics. With a view to closed-form results for such “Ising-class” integrals, we
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We first conjectured, on the basis of extreme-precision numerical quadrature,
that Cn has a finite large-n limit, namely C∞ = 2e−2γ , with γ being the Euler
constant. On such a numerological clue we are able to prove the conjecture.
We also present results relevant to the more recondite integrals Dn and En; for
example, both these integrals are now known to decay exponentially with n, in
a certain rigorous sense. Also, both integrals now enjoy proven closed forms
for n = 1, 2, 3, 4. And for E5, we posit a closed form whose discovery involved
three-dimensional integration of an intricate integrand, performed via highly
parallel numerical quadrature.
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Part I. Experimental-mathematics approaches
1 Background and nomenclature
This research began as a quest for a numerical scheme for high-precision values
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The integrals Dn appear in susceptibility expansions from Ising theory, as de-
tailed in the literature [17, 18, 21, 22, 23, 24]. Very briefly, the importance of Dn
in Ising physics runs as follows [20]. Magnetic susceptibility χ(T )—essentially
a spin-spin correlation in the 2D Ising model—depends asymptotically on tem-
perature T as






where Tc is the critical temperature and the subscript ± indicates whether
T > Tc (plus) or T < Tc (minus). The connection with our present analysis is









where C± are explicitly known constants [21], involve integrals In proportional
to our Dn; specifically
In := 2−npi1−nDn.
We have taken theDn integral, therefore, as a prime candidate for experimental-
mathematics research; i.e. knowing a Dn in closed form traces immediately back
to an important term from a susceptibility expansion.
It was suggested to us by C. Tracy [20] and emphasized by J-M. Maillard
[14] that evaluation of the Dn susceptibility integrals—to sufficient precision—
could well lead to experimental-mathematical capture for some n > 4. In fact,
the appearance of Riemann-zeta evaluations is already a known phenomenon in
related nonlinear physics [7]. Now, because closed forms for the Dn are difficult,
as are numerical evaluations for large n, we elected to study first some related
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2
(not to be confused with the C amplitudes of Ising theory).
Because these Cn are relatively easy to resolve to extreme1 precision, we re-
main hopeful that finding closed forms experimentally for some Cn will suggest,
at least qualitatively, what fundamental constants might appear in the higher
Dn. Indeed, a mere glance at similarities between closed forms at a given level
n vindicates this expectation (see Table 1 in Section 2). In the sense that we
are taking not a physics-oriented but an experimental-mathematics approach,
the present work is reminiscent of [9, pg. 312–313] and [6, 5, 4]. Moreover, as
enunciated in our Abstract, these Cn for large n appeared to approach a positive
constant, in fact rather rapidly. The natural conjecture and proof of same are
given in a later section.
While onlyDn,being an Ising-susceptibility component, has immediate phys-
ical significance, we assert that the Cn, En are mathematically natural variants,
with the Cn being numerically accessible (and asymptotically well behaved)
while the En provide important bounds on the elusive Dn. In any case, we an-
ticipate experimental-mathematical capture to provide “similar” fundamental
constants for all these Ising-class integrals.
We have found the following symbolic machinations particularly useful. For
either integral (1) or (2), consider the simplex u1 > u2 > · · · > un. We may
then use the change of variables uk :=
∏k
i=1 ti, with t1 ∈ (0,∞) and all other















Bn(t2, t3 . . . , tn) := 1(1 +∑nk=2 wk)(1 +∑nk=2 vk) .














B dt2 dt3 · · · dtn, (4)
Here, the 1/n! normalization has disappeared due to the n! ways of ordering the
simplex indices, and we have symbolically integrated over t1. It will turn out
1By “extreme precision” we mean, loosely, “precision sufficient for reasonable confidence
in experimental detection,” which in our experience is between 100 and 1000 digits.
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A dt2 dt3 · · · dtn. (5)
It transpires that, for all n ≥ 1, we have
Dn ≤ En ≤ Cn. (6)
The first inequality is trivial, and also trivial is the implicit relation Dn ≤ Cn,
since by their very definitions A,B ∈ [0, 1] on the domain of integration. Almost
as obvious is the inequality En ≤ n2Dn. But it will require more work to
establish the hardest branch En ≤ Cn (see text after Theorem 3).
Beyond such inequalities, one can go yet further in the matter of asymp-
totic analysis. Using representations (3, 5) we shall be able to establish that
(Dn), (En) sequences are both strictly monotone decreasing and genuinely ex-
ponentially decaying in the sense that for positive constants a, b, A,B we have
a
bn
≤ Dn ≤ En ≤ A
Bn
.
In Section 7 we shall not only prove this (Theorem 3) but also give effective
a, b, A,B values.
2 Tabulation of results
Table 1 exhibits known evaluations of Dn and the structurally related Ising-
class integrals Cn, En. The reader should beware of varying normalizations in
the physics literature; yet every Ising-susceptibility integrand involves, as do our
Dn from (1), some manner of combinatorial entity constructed over (i, j) index
pairs. (For n = 1 we interpret the (i < j) product in the definition (1) as unity.)
Our particular normalization for Dn vs. In := Dn/(2npin−1) means, in reference
to our Table 1, that I1 = 1, I2 = 1/(12pi), and so on. For example, the ferromag-
netic constant of solid-state physics is thus I3 = D3/(8pi2) ≈ 0.00081446, as in
the literature [22] [15]. The entity I4 = D4/(16pi3) ≈ 0.000025448 is theMcCoy–
Tracy–Wu constant resolved in closed form c. 1977 [19], while D5, though still
algebraically elusive, was resolved to 30 decimal places by B. Nickel in 1999
[15]—these respective symbolic and numerical achievements being remarkable
for their eras. (See Section 12 and Appendix 2 for our recent extreme-precision
renditions of D5, E5.)
In the construction of Table 1, we have invoked a Dirichlet L-function that











2Note that some literature treatments (e.g. [19]) use the Clausen function [13] which is
algebraically related to the stated L-function.
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n Cn Dn En
1 = 2 = 2 = 2
2 = 1 = 1/3 = 6− 8 log 2
3 = L−3(2) = 8 + 4pi2/3− 27 L−3(2) = 10− 2pi2 − 8 log 2 + 32 log2 2
4 = 7ζ(3)/12 = 4pi2/9− 1/6− 7ζ(3)/2 = 22− 82ζ(3)− 24 log 2
+176 log2 2− 256(log3 2)/3
+16pi2 log 2− 22pi2/3
5 0.6657598001. . . 0.0024846057. . . ?= 42− 1984Li4(1/2) + 189pi4/10
−74ζ(3)− 1272ζ(3) log 2
+40pi2 log2 2− 62pi2/3
+40(pi2 log 2)/3 + 88 log4 2
+464 log2 2− 40 log 2
6 0.6486342090. . . 0.0004891422. . . 0.00068783287. . .
. . .
n ∼ 2e−2γ Ω ( 1bn ) , O ( 1Bn ) Ω ( 1bn ) , O ( 1Bn )
Table 1: What is known of Ising-class integrals: ‘=’ connotes proven and ‘ ?=’ detected
experimentally.







All the closed forms in Table 1 are proven, except for the one shown for E5—an
experimental result based on a 240-digit computation. This E5 relation was
found using PSLQ at a confidence level of 190 digits beyond the level that
could reasonably be ascribed to numerical round-off error (we will describe the
computation of E5 in Section 12). As for large-n behavior implied in Table 1, we
know C∞ rigorously as an exotic constant, while the Ω, O notation means both
Dn, En decay exponentially but no faster than that (see Theorem 3). Numerical
entries here are known to higher precision than is displayed—in fact we know
many Cn, as well as D5, E5, to extreme precision (see Section 12 and Appendix
1).
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3 Bessel-kernel representations for Cn



















(coshx1 + · · ·+ coshxn)2 . (8)
where here and elsewhere
∫ D~x is interpreted symbolically as the full-space
operation
∫∞
−∞ · · ·
∫∞
−∞ dx1 · · · dxn.3

















pKn0 (p) dp, (9)




e−p cosh tdt. (10)
In anticipation of experiments and theorems to follow, we state ascending and




























where γ denotes the Euler constant and the Hk :=
∑
m≤k 1/m are the harmonic
numbers, with H0 := 0. It is known [1] that the error accrued in taking terms
through index m =M in (12) is no larger than the first dropped term (and with











3It is a both a convenience and a pleasure to invoke thus the“curly-D” of Feynman path-
integral lore, as the present research traces back to solid-state physics, not to mention that
we contemplate at one juncture an infinite-dimensional limit.
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valid for real x > 0 and Re(ν) > −1/2 [1]. Observe that in the ascending series
(11) the leading term is −γ− log(t/2), revealing a logarithmic singularity at the
origin. It will turn out to be lucrative to define a “pivot point”
p0 := 2 e−γ ,
such that said leading term vanishes at t = p0. To simplify our derivations to
follow, we also adopt an “effective big-O” notation, as
Θ(f) = g,
meaning |f/g| ≤ 1, equivalent to O( ) notation but with implied big-O multiplier
of unity.
Again in anticipation of experiment and theory, we state the next result.
Lemma 1 For the modified Bessel function Kν(x) with real ν ≥ 0 and real
x > 0, with pivot point p0, we have
0 < Kν(p) < Γ(ν)
2ν−1
pν
; ν > 0, (14)
K ′0 = −K1, (15)






Proof. Relation (14) follows easily from integral (13), since | cos | ≤ 1. Relation
(15) is standard [1]. Relation (16) follows from inspection of the ascending series
(11) over the finite interval (0, p0). (Note that Θ(p/3) is simply some function
bounded by p/3 on said interval, and could also be written pΘ(1/3).) Relation









4 Experiment leads to theory
Later in Section 8 we discuss numerical evaluation of Cn for large n. Even a cur-
sory examination of the high-precision numerical results displayed in Appendix
1 suggests that Cn appears to approach a definite limit, namely
C∞ = 0.63047350337438679612204019271087890435458707871273234 . . .
After inserting the numerical value we obtained for C1024 into the smart
lookup facility of the CECM Inverse Symbolic Calculator at
http://oldweb.cecm.sfu.ca/cgi-bin/isc/
we obtained the output:
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Mixed constants, 2 with elementary transforms.
6304735033743867 = sr(2)^2/exp(gamma)^2
In fact, according to our calculations,
0 < C1024 − 2e−2γ < 10−300.
On the basis of this and other observations, we were convinced of the truth of
the following, experimentally motivated conjecture:
Conjecture 1 The sequence of integrals (Cn : n = 1, 2, 3, . . . ) is strictly de-




Indeed, armed with confidence in the above conjecture, we may proceed to prove
all aspects of the conjecture, starting with
Theorem 1 (Cn : n = 1, 2, 3, . . . ) is strictly decreasing.
Proof. We may integrate by parts, starting with equation (9), to arrive, via






p2K1(p)Kn−10 (p) dp. (18)
We may therefore express a difference





p(1− pK1(p))Kn−10 (p) dp (19)
But, by Lemma 1 (14), the integrand in (19) is nonnegative on p ∈ (0,∞),
whence Cn−1 − Cn > 0. QED
Our next observation is that certain generating functions can be used to
extract limits of monotonic sequences. We have
Lemma 2 Let (rn : n = 1, 2, 3 . . . ) be a positive, strictly monotone-decreasing






Then r = limz→1−(1− z)R(z).
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Proof. For z ∈ (0, 1), we have




Now fix  > 0, and observe that
T (z) ≤ r1N(1− z) + 2 z
N+1,
when N is chosen such that rM − r < /2 for M ≥ N .
Set δ := min{/(2(r + r1N)), /2}. It follows that |(1 − z)R(z) − r| <  for
1− z ≤ δ . QED
Remark 1 Deeper such results obtain in Abelian–Tauberian theory, yet this
lemma is quite sufficient for our present purpose.






and we use this construct to establish the large-n limit of our Cn:
Theorem 2 The sequence (Cn : n = 1, 2, 3 . . . ) has
lim
n→∞Cn = 2 e
−2γ .
Proof. The generating function (21) at hand may be developed, via the repre-



















where c is a constant independent of z. Using the fact that for x ∈ [0, 1] we












where c1, c2 are again z-independent constants. It follows that
lim
z→1−
(1− z)C(z) = 2 e−2γ ,
9
and via Lemma 2 the theorem follows. QED
It has become evident—largely on hindsight—that integration of (9) up to
only the pivot point p0 generally leaves an extremely small residual integral.











then the second integral is easily seen—via Lemma 1 (17)—to be factorially












By inserting the ascending series (11) into this pivot integral over p ∈ (0, p0),

















where the partitions are over nonnegative integers ki. This attractive expan-
sion is in the spirit of mathematical physics—it is essentially a perturbation
expansion with coupling parameter e−2γ . Indeed, the first few terms go
Cn ∼ 2 e−2γ + n+ 42n e
−4γ +
2n2 + 23n+ 57
3n · 6 e
−6γ + . . . (22)
Remarkably, just these displayed terms with n = 32 yield a C32 value to 17
good decimals—an efficient way to effect quadrature to reasonable precision on
a 32-dimensional integral!
5 Further dimensional reduction for Cn
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we let the first coordinate u1 be an overall scale. This is much the same as using
n-dimensional “spherical coordinates” involving the scale (radius) r and (n− 1)
angular coordinates. Let us posit, for (5.1),
u1 = r, u2 = rx0, u3 = rx1, . . . , un = rxn−2.
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It turns out that this scaled-coordinate transformation generally reduces the
integral (23) by two dimensions, since one may easily integrate symbolically
over r, then almost as easily over x0. Inter alia we find, trivially, that
C1 = 2 and C2 = 1,
as start out our Table 1 entries for Cn. Beyond this, the general procedure













· · · dxn− 2
xn−2
, (24)
for n ≥ 3, where P,Q are the interesting constructs (here and in what follows,
P,Q are to be written in terms of the available integration variables x1, . . . .):
P := 1 + x1 + · · ·+ xn−2, (25)
Q := P · (1 + 1/x1 + · · ·+ 1/xn−2). (26)







x2 + x+ 1
dx,






















where the factor ‘2/3’ is removed from the final line on the observation that
1/12 + 1/22 − 1/42 − 1/52 + · · · = (1 + 1/2)(1/12 − 1/22 + 1/42 − 1/52 + . . . ).
For n = 4 we had conjectured, on the basis of numerical values, such as














log(1 + x+ y)
























x2 − 1 dx,
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by transforming x → 1/x. Here Li2 (x) :=
∑
xn/n2, is the dilogarithm, [8],




















log (x) log (1− x)
x
dx
= 2ζ(3) + 5ζ(3) + 3ζ(3) + 4ζ(3) = 14ζ(3),
where each integral is an integral multiple of ζ(3), as can be obtained from
the analysis of the trilogarithm Li3 (x) :=
∑
xn/n3, in [13, §6.4 and Appendix
A3.5].
For n ≥ 5 we may continue the procedure at least once more and write an
(n−3)-dimensional integral. One expresses the coordinates (x1, . . . , xn−2) using











· · · dtn−3
tn−3
, (27)







Moreover,M(Q) is directly expressible in terms of logarithms and dilogarithms.







> 0 so that the larger quantity








(Q2 − 4Q)1/2M(Q) = Li2 (−α)− Li2 (−1/α)
= 2Li2 (−α) + ζ(2) + 12 log
2 (α)
where the last equality follows from [13, A.2.1. (5)]. This development, for

























where Q := (1 + x+ y)(1 + 1/x+ 1/y).
While the details are a bit foreboding, all of this suggests that in general Cn
may well be a combination of polylogarithmic constants of order at most n− 1.
In this language the results we have obtained are C3 = (4/3) ImLi2((−1)1/3)/
√
3
and C4 = −(56/3)ReLi3((−1)1/2)/3.
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On the other hand, there is some theoretical evidence in support of a possible
“blockade” against closed forms for C5 and beyond. Namely, the Adamchik
algorithm [2] for evaluating integrals of argument powers with Bessel-function
powers does not extend beyond 4th powers of the Bessel terms [3]. Thus C4 can
be derived via the Adamchik method, but evidently C5 cannot.
To summarize: We have rigorously established closed forms as in Table 1 for
C1 through C4. However, the higher Cn’s remain elusive. It is pleasing—and
justifies our original research motivation—that the above closed forms for the
Cn involve, at least for these small n, similar fundamental constants as appear
for the few known Dn appearing in Table 1.
6 Symbolics for the susceptibility integrals Dn
A first approach to closed forms for Dn is to exploit various advantages of
integral representation (3). We have, with AnBn denoting the integrand with
the (n− 1) variables t2, t3, . . . , tn, A1B1 := 1 and A2B2 = (t2 − 1)2 / (t2 + 1)4 ,
while
A3B3 = (t2 − 1)
2 (t2t3 − 1)2 (t3 − 1)2
(t2 + 1)
2 (t2t3 + 1)
2 (t3 + 1)
2 (t2 + t2t3 + 1) (t2t3 + t3 + 1)
























A3B3(x, y) dx dy,
which integral Maple can reduce4 to the exact value for D3 given in our intro-













3 + 24 + 4pi2.
As noted in our introduction, a closed form for D4 is known (see the caption
to our Table 1, with reference to the McCoy–Tracy–Wu constant), yet the status
of higher values is open. The representation above forD4 viaA4B4 was sufficient
to compute 14 decimal places in Maple and so to recover this constant with
PSLQ. In principle, these methods and especially those of Section Seven allow
for a complete symbolic resolution of D4 but the details are somewhat daunting.
4Adequate Maple code is
p := (x− 1)2 ∗ (x− y)2 ∗ (y− 1)2/(x+ 1)2/(x+ y)2/(y+ 1)2/(1+ y+ x)/(y+ x+ x ∗ y) :
d := Int(Int(p, x = 0..infinity), y = 0..infinity) : evalc(value(d));
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For a second analytical foray, one may envision possible roles of the Cn in














(coshx1 + · · ·+ coshxn)2 . (30)
This form reveals that in a specific sense, Cn amounts to a first term in a finite
sum of integrals. Indeed, one might expand the product into partial products











We also have the convenient integral representation∫ ∞
−∞
e−p cosh x+ikx dx = 2Kik(p).
Now for small n one may extract closed forms for Dn using a (p, k)-transform
apparatus. For example, we have

















Notice the direct involvement of the C2 value as a 1st-order term.
For higher n, one can still evaluate the Bessel-K integrals in terms of hy-
pergeometric functions, but it is not clear how to handle the rapidly growing
number of k variables. Still, these (p, k)-transforms may conceivably give rise
to high-precision numerical schemes.
The problem with growing k-variable counts is that an appropriate term




















where c = card(P). Unfortunately, c can be O(n2).
Still it may somehow be possible to somehow employ a higher-order sech-
















Likewise, it would be good to know the Fourier transform of∏
(a,b)∈P
sech2((xa − xb)/2)
in terms of at most n spectral variables kq, rather than c = card(P) = O(n2)
such variables. In any case, it may well be that an appropriate (k, p) transform
would lead us back to the highly successful numerical approach that yielded
results for the Cn. As interesting as these (k, p) transforms may be, such an
approach may be misdirected in the sense that a “perturbation series” for Dn
starting with leading term Cn is unrealistic, due to the different asymptotic
character of Dn, as we next discuss.
7 Asymptotic character of Dn and En
With a view to proving that Dn, En are genuinely exponentially decaying in a



















(1− x)(1− xy)(1− y)
(1 + x)(1 + xy)(1 + y)
)2
dx dy
= 10− 2pi2 − 8 log 2 + 32 log2 2 ≈ 0.0901102,
with E4 and E5 also enjoying a more extended but similar closed form (see Table
1). Just these few examples suggest exponential decay of the En integrals, with
a decay constant about 5 (see Table 2 and Section 11).







and let m := n − 1, so that En is the integral over the unit m-cube of the








R(xk)R(xkxk+1) · · ·R(xk · · ·xm).
Observe also that the reduced Dn integrand is the same R-product multiplied
by the extra factor Bn(x1, . . . , xm) := (1 + x1S)−1(T + Ux1)−1, where
S := 1 + x2 + x2x3 + · · ·+ x2 · · ·xm,
T := 1 + xm + xmxm−1 + · · ·+ xm · · ·x2,
and U := xm · · ·x2.
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Theorem 3 The sequences (Dn) and (En) are both strictly monotone decreas-
ing for n ≥ 1. Moreover, Dn and En enjoy genuine exponential decay; that is,
there exist positive constants a, b, A,B such that for all positive integers n
a
bn
≤ Dn ≤ En ≤ A
Bn
,
where effective values are {a, b} = {19, 14} and {A,B} = {12, 4}.
Proof. First, monotonicity. By bounding the integral over the first coordinate










This establishes strict monotonicity for the sequence (En); below we shall
tighten this approach to yield better effective constant. As for monotonicity
of the Dn, note that for m := n−1 the R-product involving the first coordinate
x1 can be bounded as
R(x1)R(x1x2) · · ·R(x1 · · ·xm) ≤ e−2x1S ,
where S is given in the text prior to this theorem. This bound on the x1-
dependent part can be quickly obtained by taking the logarithm of the R-
product, noting logR(z) = −2(z + z3/3 + z5/5 + · · · ) ≤ −2z. Now we obtain
an upper bound for the integral over x1, as∫ 1
0
e−2x1S





where we have used
∫∞
0
e−2z/(1 + z) dz = e2Ei(1, 2) ≈ 0.361, an exponen-
tial integral, [1]. But 1/(ST ) is precisely the Bn−1 factor in the integrand for
Dn−1 = 2
∫
[0,1]n−2 An−1Bn−1 D~x, thus we establish monotonicity in the form
Dn < 0.37Dn−1.
Next, for a fundamentally tighter effective upper bound on En (and perforce
Dn—recall the trivial inequality Dn ≤ En). For a given n, the integrand for
En/2 has at least b(n − 1)/2c disjoint triples of the form R(xi)R(xixj)R(xj),
as inspection of a few cases suggests. For example, the integrand for E5/2 with
variables w, x, y, z is
R(w)R(wx)R(wxy)R(wxyz)R(x)R(xy)R(xyz)R(y)R(yz)R(z),
from which one may read off six (underlined) R’s amounting to b(5− 1)/2c = 2
disjoint triples. Thus the integral for En/2 is bounded above by the product of









and the upper bound follows.
Now for the lower bound. The reduced Dn integrand is a product of m(m+1)/2
evaluations of R (where m := n − 1) times the factor Bn. Said integrand is
monotone decreasing in all variables x1, . . . , xm. That is, the integrand ι satisfies
ι(~x) ≤ ι(~y) whenever xk ≤ yk for all coordinate indices k. But this means that
for any α ∈ [0, 1] the integral is bounded below by a natural approximation
of the integral over the sub-cube [0, α]m. Namely, we evaluate all the R terms
at the corner vector ~α := (α, α, . . . , α), observing also Bn(~α) ≥ (1 − α)2, and
deduce















since αm is the volume of the reduced hyper-cube.
Interestingly, this expression in α may be bounded below by a theta-function
term, as we may estimate












is a Jacobi theta function, see [9]. Now αθ4(α)2
has a maximum greater than 0.074 at α = α0 > 0.169 and we conclude that
Dn ≥ 2(1− α0)2(0.074)n−1, leading immediately to the desired lower bound as
well as effective constants. QED
Remark 2 The effective values may be further improved with more aggressive
application of the following techniques. For example, B can be (2/Ep)1/(p−1)
for any p > 1, and so the approximate (nonrigorous) value for E8 in Table 2
yields effective constant B ≈ 4.97. Likewise, more effort to enhance (32) will
presumably improve the lower bound b, the remaining inequalities being quite
tight.
Corollary 1 For all positive integers n, we have En ≤ Cn.
Proof. This follows directly from the observation that even for n = 2, Theorem
3 with A := 12, B := 4.71 gives us E(n≥2) < 0.54 < 2 e−2γ , the right-hand side
being infn Cn. QED
Theorem 3 suggests that Dn, En may both follow a truly exponential-decay
asymptotic, and numerical work suggests further a universal decay constant,
whence we posit:
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Conjecture 2 Dn, En both decay exponentially, with the same decay constant.
That is, there exist positive constants δ,∆, φ such that



















Remark 3 If this conjecture is true, we expect, based on the quasi-Monte Carlo
(qMC) integrations of Section 8, that ∆ ≈ 5 and δ/φ ≈ 0.7. Moreover, given
our rigorous result Theorem 3, is it perhaps reasonable anyway to expect ∆ to
be of order b ≈ 4.7.
8 Further dimensional reduction of Dn and En
We have seen thatDn, En can each be defined by an (n−1)-dimensional integral,
via relations (3), (5), and that Cn can be reduced to an (n − 2)-dimensional
integral, as in (24) and further to an (n−3)-dimensional form (27). However, it
turns out that Dn, En can also be reduced to (n− 2)-dimensional forms, albeit
with considerable combinatorial complications, as we shall now establish.
We begin by considering the integrand factor A appearing in (3), (5), and
noting the combinatorial recursion that results from an attempt to factor out
terms involving only t2:









1− t2 · · · tn
1 + t2 · · · tn
)2
An−1(t3, . . . , tn).
Observe also that we may write
Bn(t2, . . . , tn) =
b−1
(1 + t2(1 + t3 + t3t4 + · · ·+ t3 · · · tn)) · (1 + (a/b) t2)
with
a := t3 · · · tn, b := 1 + tn + tntn−1 + · · ·+ tn · · · t3.














which will allow us to create terms (1− z)2/(1 + z)2 via partial differentiation.
Now for a parameter vector ~λ of dimension (n− 1), define


















An−1(t3, . . . , tn)
(
∂n−1












An−1(t3, . . . , tn)
(
∂n−1





dt3 · · · dtn.
Remarkably, as we shall presently show, Gn and GnBn—for any n—can each
be integrated in closed form with respect to the t2 coordinate. and further-
more these closed forms may be differentiated with respect to the λk and then
evaluated at λk = 1 to provide a legitimate, (n − 2)-dimensional integral over
(t3, . . . , tn). Indeed, we have a general reduction theorem:
Theorem 4 For every integer n > 2, each of Cn, Dn, En can be written as an
(n − 2)-dimensional integral with elementary integrand consisting of algebraic
multivariate functions of logarithms.
Proof. For a parameter collection (σk : k = 1, . . . ,M) we know from partial-









σM−2i log(1 + σi)∏
j 6=i(σi − σj)
.
Now the t2-dependent part of the product integrand GnBn for Dn can be written
as a product of the type in the integral here, with M = n+ 1, t := t2, and the
σk involving subsets of variables taken only from (t3, . . . , tn), so immediately
we have an algebraic function of logs for an integral over the one coordinate
t2. Then we differentiate inside with respect to λ1, . . . , λn−1 and arrive at an
(n− 2)-dimensional integral. The same argument goes through for the simpler
integrand Gn of En, with M = n− 1. QED
Note that if need be, Cn can be processed as above, with integrand 2Bn—
see (4)—but the previous result (24) gives equivalent reduction. A specific
manifestation of the reduction procedure is detailed in Section 12, where we
provide some numerical values for D5, E5, D6, E6.
We were able to reduce E4 entirely to one dimensional integrals and ulti-
mately to evaluate it symbolically but for higher dimensions this seems imprac-
ticable.
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Part II. Various numerical algorithms
9 Algorithm for Bessel-kernel evaluation of Cn
As implied in our Abstract and elsewhere, we first approached the Cn integrals
experimentally. Our central strategy for a high-precision numerical evaluation
scheme for F (t) = K0(t) in relation (9) is to utilize a combination of an ascend-
ing series F (asc)(t) (which is well-suited for small t) and an asymptotic series
F (asy)(t) (which is well-suited for large t), together with a chosen parameter λ
that is the boundary between the “small” arguments and the “large” t.
Given the formulae (11), (12) for the modified Bessel function K0, there
are two approaches to computing Cn from (9). The first, suitable for those
who have access to symbolic computing software, is simply to write the integral
(9) as a sum of two integrals, one from 0 to λ, and the second from λ to ∞,
and then to symbolically expand suitably truncated versions of (11) and (12)
and evaluate the numerous individual integrals that result. We have obtained
reliable results by taking λ = D/2, where D is the desired precision level in
digits, and truncating the two series after 3nλ and 2λ terms, respectively. This
approach suffices to obtain modestly high precision results (at least 30 digits)
for n up to eight or so. Beyond this level, the symbolic computing costs become
too great to complete in reasonable time.
A second approach is to directly evaluate the integral in (9) using the tanh-
sinh numerical quadrature scheme [6], [9, pg. 312–313], where the integrand
function is evaluated by either the ascending series (11) or the descending series
(12), depending on whether the argument t is less than or greater than λ. For
these calculations, we found it satisfactory to take λ = D, and to truncate the
series summations when the absolute value of the term being added is less than
10−D times the absolute value of the current sum.
Tanh-sinh quadrature is remarkably effective in evaluating integrals to very
high precision, even in cases where the integrand function has an infinite deriv-
ative or blow-up singularity at one or both endpoints. It is well-suited for
highly parallel evaluation [4], and is also amenable to computation of provable
bounds on the error [5]. It is based on the transformation x = g(t), where
g(t) = tanh[pi/2 · sinh(t)]. In a straightforward implementation of the tanh-sinh
scheme, one first calculates a set of abscissas xk and weights wk
xj := tanh[pi/2 · sinh(jh)]
wj :=
pi/2 · cosh(jh)
cosh2[pi/2 · sinh(jh)] ,
where h is the interval of integration. Then the integral of the function f(t) on










where N is chosen so that the terms wjf(xj) are sufficiently small that they
can be ignored for j > N . Full details of a robust implementation are given
in [6]. Note that in this particular application, multiple Cn can be efficiently
computed for different n, since the abscissas, weights and K0(t) function values
at these abscissas are independent of n.
Using this approach, we have been able to evaluate Cn to very high precision
(500-digit accuracy), for n as large as 1024, which is equivalent to performing a
1024-fold iterated integral in (8). Each of these runs (regardless of n) requires
only about 100 seconds on a 2006-era single-processor computer. Selected high-
precision results are exhibited in Appendix 1.
10 Hypergeometric-kernel representation for Dn
Now to numerical issues for the Ising-susceptibility integrals Dn. It is highly
suggestive that we were able to transform the Cn integral into a 1-dimensional
form that admits of arbitrary-precision evaluation. For the Dn, a 1-dimensional
form is also possible, at least formally: We do not yet know the precise conver-
gence rate of the approach; consequently, the 1-dimensional representation we
achieve below may well not be practical.















tanh(t− u) = tanh t− tanhu
1− tanh t tanhu,
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e−p cosh t dt,
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a confluent hypergeometric function [1] in disguise. In fact,












where U is the standard confluent hypergeometric function [1]. Still formally,






















This kernel dn is more complicated than the Bessel kernel cn, which is not
unexpected on the basis of the combinatorial product’s stultifying appearance
in the original Dn integrand. As previously intimated, we do not know the
convergence rate for dn, not to mention the efficiency of the integral (34), say
in terms of precision vs. a computational bound on the mk indices.
It is therefore admitted that this hypergeometric-kernel representation re-
mains of theoretical interest but with as yet untapped numerical power. We do,
however, posit the
Conjecture 3 For fixed n, the 1-dimensional kernel dn(p) defined by (35) con-
verges to an integrable function on p ∈ (0,∞), and therefore gives via (34) the
correct Ising integral Dn.
In future research it may be useful to analyze the character of the A tensor.
For n = 2, the pattern of the A coefficients is evident in the small collection:
{A(2x, 2y)}0≤x,y≤6 =

0 1 0 0 0 0 0
1 −4 3 0 0 0 0
0 3 −8 5 0 0 0
0 0 5 −12 7 0 0
0 0 0 7 −16 9 0
0 0 0 0 9 −20 11
0 0 0 0 0 11 −24

Useful for calculations on the dn kernel may be the ascending and asymptotic
series, respectively





(2ψ(k + 1)− ψ(k + a)− log z), (36)
and







n Dn Dn−1/Dn En En−1/En Dn/En
1* 2.00000000 — 2.00000000 — 1.0000000
2* 0.33333333 6.0000000 0.45482256 4.3973192 0.73288665
3* 0.06430739 5.183437 0.09011020 5.047403 0.7136527
4* 0.01262502 5.093647 0.01774490 5.078089 0.7114729
5 0.00248461 5.08129 0.00349365* 5.079181* 0.7111768
6 4.8914e-04 5.079520 6.8783e-04 5.079219 0.711134
7 9.6301e-05 5.079313 1.3542e-04 5.07925 0.71112
8 1.8960e-05 5.07898 2.666e-05 5.0790 0.7111
Table 2: Results of qMC integration for various Dn, En.
11 Heuristic asymptotics via quasi-Monte Carlo
(qMC) methods
We have shown (Theorem 3) that Dn, En are bounded above and below by
exponential decay. We also have the decay Conjecture 2 that Dn, En share the
same decay constant ∆. Contrast this to our proven result Cn → constant.
The quasi-Monte Carlo (qMC) integrations as shown below in Table 2 sug-
gest that the decay conjecture is true and that ∆ ≈ 5. Similar theorems and
conjectures appear to be reasonable and similar for the related En, the ratios
E/D, and so on. Yet, there are interesting open questions, such as: Is Dn−1/Dn
eventually monotonic decreasing in n, as Table 2 suggests? Is the same true for
Dn/En? The qMC algorithm we employed—a “spacefill-Halton hybrid”—is, for
some integrands, suitable for high dimensions lying somewhat beyond the reach
of the classical Halton sequences, [10, 11]. This qMC approach we employed
evidently yields several good decimals even up to dimension n = 32. We draw
this supposition from the stability of qMC for various n-regions, together with
tests on the very much more accurately known Cn. (See also the recent survey
on qMC, [12].)
Referring to Table 2: Rows marked ‘*’ (and two items likewise marked) are
exactly known (see closed-form evaluations for n = 1, 2, 3, 4 and E5 in Table
1) but all other entities are only numerically understood. Each table entry, for
each n, involved 2·109 qMC points. Errors are not all rigorously known—entries
here are to “believed” precision, based on the qMC trends, and we admit to the
usual degradation of precision with increasing dimension. Note that all of the
tabulated ratios appear to approach respective constants. Though such limits
are only conjectured, we have already proven that Dn, En themselves decay at
least exponentially rapidly to zero as n→∞.
There is an additional question which further computation may well address.
Namely, J-M. Maillard has suggested that ratios Dn/Dn+2, meaning ratios of
consecutive even or odd Dn values, might converge more efficiently (or more
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smoothly?) based on general principles of Ising susceptibility expansions [14].
Unfortunately, the qMC values in our Table 2 are evidently too imprecise to
decide such an issue. Generally speaking, though, such “parity acceleration” is
not uncommon in other fields; for example, the pure-even, pure-odd convergents
of continued fractions are examples of split sequences that can each converge
efficiently and independently to an actual common limit.
12 Quadrature for higher-dimensional Dn, En
Compared with the one-dimensional quadrature calculations we described ear-
lier, multi-dimensional extreme-precision quadrature is very expensive indeed.
Thus, to perform numerical quadrature for entities such as D5, E5 and beyond
requires a representation in the lowest possible dimension. We have seen in
Section 8 that Dn, En can each be reduced to an (n−2)-dimensional form. The
details of this extra reduction can be quite intricate, so we shall summarize the
explicit algebra for the elusive D5, E5, knowing from Theorem 4 that in higher
dimensions we can in principle follow the prescription.
For n = 5 let us denote variables w, x, y, z and symbolically perform the
interior integration over w (which was t2 in Section 8). We use
A4(x, y, z) :=
(
(1− x)(1− xy)(1− xyz)(1− y)(1− yz)(1− z)


































































The results for this procedure are two respective integrals for D5, E5, over
the three variables x, y, z. As we have intimated, the details are overwhelmingly
complicated, producing enormous expressions involving multivariate polynomi-
als, rational functions and logarithms. To give but one example, we present










2(1− x)2(1− y)2(1− xy)2(1− z)2(1− yz)2(1− xyz)2(− [4(x+ 1)(xy + 1) log(2) (y5z3x7 − y4z2(4(y + 1)z + 3)x6 − y3z ((y2 + 1) z2 + 4(y+
1)z + 5)x5 + y2
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z2 + 4(y + 1)z − 1)x4 + y (z (z2 + 4z




y + 5z + 4
)
x3 +
((−3z2 − 4z + 1) y2 − 4zy + 1)x2 − (y(5z + 4)
+4)x− 1)] / [(x− 1)3(xy − 1)3(xyz − 1)3]+ [3(y − 1)2y4(z − 1)2z2(yz
−1)2x6 + 2y3z (3(z − 1)2z3y5 + z2 (5z3 + 3z2 + 3z + 5) y4 + (z − 1)2z(




3z5 + 3z4 − 22z3 − 22z2 + 3z + 3) y2 + 3 (−2z4 + z3 + 2
z2 + z − 2) y + 3z3 + 5z2 + 5z + 3)x5 + y2 (7(z − 1)2z4y6 − 2z3 (z3 + 15z2
+15z + 1) y5 + 2z2
(−21z4 + 6z3 + 14z2 + 6z − 21) y4 − 2z (z5 − 6z4 − 27z3
−27z2 − 6z + 1) y3 + (7z6 − 30z5 + 28z4 + 54z3 + 28z2 − 30z + 7) y2 − 2 (7z5
+15z4 − 6z3 − 6z2 + 15z + 7) y + 7z4 − 2z3 − 42z2 − 2z + 7)x4 − 2y (z3 (z3
−9z2 − 9z + 1) y6 + z2 (7z4 − 14z3 − 18z2 − 14z + 7) y5 + z (7z5 + 14z4 + 3




z6 − 14z5 + 3z4 + 84z3 + 3z2 − 14z + 1) y3 − 3 (3z5





11z4 + 6z3 − 66z2 + 6z + 11) y6 + 2z (5z5 + 13z4 − 2z3 − 2z2
+13z + 5) y5 +
(
11z6 + 26z5 + 44z4 − 66z3 + 44z2 + 26z + 11) y4 + (6z5 − 4
z4 − 66z3 − 66z2 − 4z + 6) y3 − 2 (33z4 + 2z3 − 22z2 + 2z + 33) y2 + (6z3 + 2
6z2 + 26z + 6
)
y + 11z2 + 10z + 11
)
x2 − 2 (z2 (5z3 + 3z2 + 3z + 5) y5 + z (22z4
+5z3 − 22z2 + 5z + 22) y4 + (5z5 + 5z4 − 26z3 − 26z2 + 5z + 5) y3 + (3z4−
22z3 − 26z2 − 22z + 3) y2 + (3z3 + 5z2 + 5z + 3) y + 5z2 + 22z + 5)x+ 15z2 + 2z
+2y(z − 1)2(z + 1) + 2y3(z − 1)2z(z + 1) + y4z2 (15z2 + 2z + 15)+ y2 (15z4
−2z3 − 90z2 − 2z + 15)+ 15] / [(x− 1)2(y − 1)2(xy − 1)2(z − 1)2(yz − 1)2
(xyz − 1)2]− [4(x+ 1)(y + 1)(yz + 1) (−z2y4 + 4z(z + 1)y3 + (z2 + 1) y2
−4(z + 1)y + 4x (y2 − 1) (y2z2 − 1)+ x2 (z2y4 − 4z(z + 1)y3 − (z2 + 1) y2





z2 − 4z − 1) y4 + 4x(x+ 1) (z2 − 1) y3 − (x2 + 1) (z2 − 4z − 1)
y2 − 4(x+ 1) (z2 − 1) y + z2 − 4z − 1) log(xy + 1)] / [x(y − 1)3y(xy − 1)3(z−
1)3
]− [4(z + 1)(yz + 1) (x3y5z7 + x2y4(4x(y + 1) + 5)z6 − xy3 ((y2+
1)x2 − 4(y + 1)x− 3) z5 − y2 (4y(y + 1)x3 + 5 (y2 + 1)x2 + 4(y + 1)x+ 1) z4+
y
(
y2x3 − 4y(y + 1)x2 − 3 (y2 + 1)x− 4(y + 1)) z3 + (5x2y2 + y2 + 4x(y + 1)









There is a similar integrand for E5. The corresponding expressions for D6
and E6 are several times more complicated still—the parse tree for the D6
integrand has over 27,000 leaves, even after some simplification! In Appendix
2 we display the numerical results for D5, E5, D6, E6 obtained in this fashion.
Note that we expended more machine work for n = 5 because that n marks the
spot where previous research had reached a kind of blockade.
Based on the numerical value for E5, we applied a PSLQ integer relation
detection program to recognize this constant as exhibited in Table 1, where as
one can see the constants pi, log 2, ζ(3) and Li4(1/2) are involved. Note the use
there of the notation ?=, meaning that we have not yet worked out a formal
proof. This experimental detection for E5 is quite strong, though—190 orders
of magnitude beyond the level that could reasonably be ascribed to numerical
round-off error.
Alas, we still have not been successful in identifying either C5 or D5. How-
ever, we have established, via a PSLQ computation and based on the 500-digit
values given in Appendix 2, that neither C5 nor D5 satisfies a integer linear re-
lation with the following set of constants, where the vector of integer coefficients
in the linear relation has Euclidean norm less than 4 · 1012:
1, pi, log 2, pi2, pi log 2, log2 2, L−3(2), pi3, pi2 log 2, pi log2 2, log3 2,
ζ(3), pi L−3(2), log 2 · L−3(2), pi4 pi3 log 2, pi2 log2 2, pi log3 2, G, Gpi2,
Li4(1/2),
√
3L−3(2), log4 2, piζ(3), log 2 · ζ(3), pi2L−3(2), pi2L−3(2),




n≥0(−1)n/(2n + 1)2 is the Catalan constant. Some constants
that may appear to be “missing” from this list are actually linearly redundant
with this set, and thus were not included in the PSLQ search. These include
Re[Li3(i)], Im[Li3(i)], Re[Li3(e2pii/3)], Im[Li3(e2pii/3)], Re[Li4(i)],
Re[Li4(e2pii/3)], Re[Li4(e2pii/5)], Re[Li4(e4pii/5)], Re[Li4(e2pii/6)] and
Im[Li4(e2pii/6)].
We should note that computing numerical integrals sufficiently high preci-
sion to enable serious PSLQ relation searches, which typically require several
hundred to several thousand digits, has only recently been achieved for a wide
range of integrand functions, even for one-dimensional integrals [8, 9]. Thus
our examples here of 3-dimensional and 4-dimensional quadrature, which re-
quire thousands of times as much computation as one-dimensional integrals,
truly lie on the edge of currently available numerical techniques and comput-
ing technology. Indeed, we are not aware of any other instance of a successful
three-dimension quadrature of a nontrivial function to an accuracy of 500 or
more digits. In any case, our reductions to (n − 2) dimensions yield dramatic
reductions in computational cost, compared to direct quadrature of the original
n-dimensional integral, such as (1).
As we have noted, reasonably extensive—but far from conclusive—PSLQ
experiments have failed to identify any evaluations of Cn, Dn, En for n > 4,
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except for the experimental evaluation of E5 mentioned above. The profusion
of potential polylogarithmic constants of order 4 and higher, such as Li4(1/2),
is one of the problems. While the numerical values for D6 and E6 in Appendix
2 may not yet be precise enough for experimental-mathematical closed-form
capture, the values of Cn and D5 given in Appendix 1 likely are sufficiently
accurate, if one could only surmise the right set of test constants.
13 The susceptibility amplitudes
It is interesting that, via Painleve´ differential analysis B. Nickel [15], using the
differential theory in [21], has resolved numerical values for two infinite sums
relating to the susceptibility amplitudes mentioned in the introduction, namely,
recalling In := piDn/(2pi)n,∑
n=1,3,5,...
In = 1.0008152604402126471194763630472102369375 . . . (38)
and ∑
n=2,4,6,...
In = 0.02655129735925232532107227312986256362526 . . . . (39)
Our qMC values from Table 2, optionally augmented by the above higher pre-
cision D5, E5, D6, E6 values, are entirely consistent with these Nickel numbers,
in that we get about 20-decimal-place agreement when adding up Dn terms
directly. Indeed, it would be wonderful to capture closed forms for these infinite
sums.
In the same vein, for comparison we have considered Hn := piCn/(2pi)n. In





p sinh(K0(p)/pi) dp (40)






p (cosh(K0(p)/pi)− 1) dp (41)
= 0.81024856380868082565191010347800614283172529480320 . . .
with the values in Table 1 allowing one to confirm these values to about five
places. The use of numerical values from (9) and/or estimates from (22) would
allow further confirmation.
One might well ask: If the Painleve´ analysis leads to high-precision values
for the above sums, why does one need a closed form for say D5 or its relatives?
One answer, as posited by J-M. Maillard, is that new Ising theoretical avenues
involving Fuchsian ODEs might require precise knowledge of these higher Dn,
starting with n = 5 [14].
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14 Open problems
• We have in a sense solved what had been an open computational prob-
lem, which is to provide a workable quadrature approach for some higher
susceptibility integrals D(n>4). But (referring to Appendix 2) what is a
closed form for D5, and how far do we need to take D6, E6 quadrature to
perform successful detection? (E6 may well be easier that D5, D6 based
on our success with E5.)
• Can the the two-dimensional integral (28) for C5 be symbolically resolved?
The constants obtained would most likely shed light on those involved in
D5.
• Is there a way to calculate the hypergeometric Dn-kernel (35) efficiently,
say by adroit grouping of the confluent summands?
• Can the methods of the exponential-decay Theorem 3 be extended to find
the universal decay constant ∆ in Conjecture 2?
Acknowledgements. We are indebted to C. Tracy and J-M. Maillard for their
expert advice on the theoretical issues herein, P. Wellin, M. Trott, D. Lichtblau,
and E. Weisstein were kind to convey computational advice to us on these and
other multidimensional integrals while R. Girgensohn offered several helpful
observations.
Appendix 1. Numerical values for Cn
Some 500-digit calculated values of Cn are as follows, obtained via the Bessel-
kernel method (i.e., quadrature on formula (9), as in Section 9). Note that




































































































Appendix 2. Numerical values for Dn, En
The values for Dn, En below all started with the respective, dimensionally re-
duced integrands as described in Section 12. Each integral in this Appendix
is thus (n − 2)-dimensional. As intimated in the main text, we expended less
effort on D6, E6; their values below were obtained via direct application of the
NIntegrate[] function in Mathematica, with a chosen working precision. Even
so, D6, E6 each required more than one CPU day on a 1.5 GHz. G5 workstation.
This is testimony to the rapidly growing complexity of the integrand with n.
As for D5, E5, these were done by converting the relevant integrands to valid
Fortran-90 code, by means of a combination of the Mathematica FortranForm
function, together with some oﬄine processing to divide the full expression into
“chunks” that could be handled by the IBM XLFortran compiler. We then pre-
pared a special three-dimensional, high-precision Gaussian integration program,
implemented using the Message Passing Interface (MPI) parallel programming
constructs. The resulting programs was then run on the “Bassi” system at the
Lawrence Berkeley National Laboratory, which is a large cluster of IBM Power5
nodes.
Computing E5 to 240 digits in this manner required 96 minutes on 64 CPUs.
In regard to D5, we were not able to recognize this constant based on a 240-
digit value, so we extended the computation to 500 digits (although we were
still unsuccessful in recognizing it). The 500-digit run was significantly more
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