On the convergence of renormalizations of piecewise smooth
  homeomorphisms on the circle by Begmatov, Abdumajid & Cunha, Kleyber
ar
X
iv
:1
80
7.
09
15
9v
1 
 [m
ath
.D
S]
  2
3 J
ul 
20
18
ON THE CONVERGENCE OF RENORMALIZATIONS OF PIECEWISE
SMOOTH HOMEOMORPHISMS ON THE CIRCLE
ABDUMAJID BEGMATOV AND KLEYBER CUNHA
Abstract. We study renormalizations of piecewise smooth homeomorphisms on the
circle, by considering such maps as generalized interval exchange maps of genus one.
Suppose thatDf is absolutely continuous on each interval of continuity andD lnDf ∈ Lp
for some p > 1. We prove, that under certain combinatorial assumptions on f1 and f2,
corresponding renormalizations approach to each other in C1+L1 -norm.
1. Introduction
One of the most important problems of theory of dynamical systems is to study regular-
ity of conjugating map between two dynamical systems, which a priory are only topolog-
ically equivalent. In the context of circle dynamics topologically equivalence means that
for two maps with the same irrational rotation number and the same local structure of
their singular points, there exists a circle homeomorphism conjugating these maps. Notice
that statements on the regularity of conjugation can be obtained by using the convergence
of renormalizations of circle homeomorphisms. In the case of sufficiently smooth circle
diffeomorphisms, renormalizations converge exponentially fast to a family of linear maps
with slope 1. Such a convergence together with the condition on the rotation number
(of Diophantine type) imply the regularity of conjugation (see [14], [9], [10]). Renormal-
izations of circle homeomorphisms with a break point converge exponentially fast to a
family of fractional linear maps [16]. Investigation of the fractional linear maps in [11],
[15] and [17] showed, that the renormalization operator in that space possesses hyperbolic
properties. Using convergence of renormalizations of two topologically equivalent circle
homeomorphisms with a break point proved, that the conjugation between these maps is
C1- smooth (see [12], [13], [15]).
Circle homeomorphisms with several break points can be considered as generalized inter-
val exchange transformations of genus one. Marmi, Moussa and Yoccoz introduced in [20]
generalized interval exchange transformations, obtained by replacing the affine restrictions
of generalized interval exchange transformations in each subinterval with smooth diffeo-
morphisms. They showed that sufficiently smooth generalized interval exchange transfor-
mations of a certain combinatorial type, which are deformations of standard interval ex-
change transformations and tangent to them at the points of discontinuities, are smoothly
linearizable. Cunha and Smania studied in [6] Rauzy-Veech renormalizations of piecewise
C2+ν- smooth circle homeomorphisms by considering such maps as generalized interval
exchange transformations of genus one. They proved that Rauzy-Veech renormalizations
of C2+ν- smooth generalized interval exchange maps satisfying a certain combinatorial
condition are approximated by piecewise Mo¨bius transformations in C2- norm. Using
convergence of renormalizations of two generalized interval exchange maps with the same
bounded-type combinatorics and zero mean nonlinearities they proved in [7] that these
maps C1-smoothly conjugate to each other.
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We considered in [3], [5] the bottom of the scale of smoothness for a homeomorphism
f , that is, Df is absolutely continuous on each interval of continuity and D logDf ∈ Lp
for some p > 1. The latter conditions on smoothness of f , are called the Katznelson and
Ornstein’s (KO, for short) smoothness condition [10]. For this low smoothness case in [5]
it was shown, that the Rauzy-Veech renormalizations of piecewise KO-smooth maps that
satisfy certain combinatorial assumptions approach piecewise Mo¨bius maps in the C1+L1
norm. Note that KO smoothness condition is smaller than C2+ν smooth case considered
in [6], but the obtained convergence rate is slower than exponential.
The purpose of the present work is to study the convergence of renormalizations of two
topological equivalent generalized interval exchange maps. We prove that Rauzy-Veech
renormalizations of two topological equivalent generalized interval exchange maps of genus
one and of KO smoothness approach to each other in C1+L1-norm.
The structure of the paper is as follows. In Section 2 we define Rauzy-Veech renormal-
ization of interval exchange maps and define a sequence of dynamical partition associated
renormalization map. In Section 3 we formulate our main results. In Section 4 we define
Rauzy-Veech cocycle and formulate theorems on the hyperbolicity of the cocycle. Finally
in Section 5 we prove our main theorems.
2. Preliminaries and notations
Rauzy-Veech renormalization. This work concerns renormalization of general-
izad interval exchange maps. Let I be an open bounded interval and A be an alphabet
with d ≥ 2 symbols. Consider the partition of I into d subintervals indexed by A, that
is, P = {Iα, α ∈ A}. Let f : I → I be a bijection. We say that the triple (f,A,P) is a
generalized interval exchange map with d intervals (for short g.i.e.m.), if f |Iα is an
orientation-preserving homeomorphism for all α ∈ A. Here and later, all intervals will be
bounded, closed on the left and open on the right.
If f |Iα is a translation and |f(Iα)| = |Iα|, then f is called a standard interval ex-
change map (for short s.i.e.m.). When d = 2, identifying the endpoints of I, s.i.e.m.
correspond to linear rotations of the circle and g.i.e.m. correspond to circle homeomor-
phisms.
Now we formulate some conditions on the combinatorics for g.i.e.m and define the
renormalization scheme. Note that the combinatorial conditions and the renormalization
scheme are the same for generalized and standard i.e.m. cases.
The order of the subintervals Iα before and after the map, constitutes the combinatorial
data for f , which will be explicitly defined as follows.
Given two intervals J and U , we will write J < U , if their interiors are disjoint and
x < y, for every x ∈ J and y ∈ U . This defines a partial order in the set of all intervals.
Let f : I → I be a g.i.e.m. with alphabet A and π0, π1 : A → {1, ..., d}, be bijections
such that
π0(α) < π0(β), iff Iα < Iβ,
and
π1(α) < π1(β), iff f(Iα) < f(Iβ).
We call pair π = (π0, π1) the combinatorial data associated to the g.i.e.m. f . We
call p = π−11 ◦ π0 : {1, ..., d} → {1, ..., d} the monodromy invariant of the pair π =
(π0, π1). When appropriate we will also use the notation π = (π(1), π(2), ..., π(d)) for the
combinatorial data of f . We always assume that the pair π = (π0, π1) is irreducible,
that is, for all j ∈ {1, ..., d − 1} we have: π−10 (1, ..., j) 6= π
−1
1 (1, ..., j).
Let π = (π0, π1) be the combinatorial data associated to the g.i.e.m f . For each ε ∈
{0, 1}, denote by α(ε) the last symbol in the expression of πε, that is α(ε) = π
−1
ε (d).
3Let us assume that the intervals Iα(0) and f(Iα(1)) have different lengths. Then the
g.i.e.m. f is called Rauzy-Veech renormalizable(renormalizable, for short). If |Iα(0)| >
|f(Iα(1))| we say that f is renormalizable of type 0. When |Iα(0)| < |f(Iα(1))| we say that
f is renormalizable of type 1. In either case, the letter corresponding to the largest of
these intervals is called winner and the one corresponding to the shortest is called the
loser of π. Let I(1) be the subinterval of I obtained by removing the loser, that is, the
shortest of these two intervals:
I(1) =
{
I \ f(Iα(1)), if type 0,
I \ Iα(0), if type 1.
Since the loser is the last subinterval on the right of I, the intervals I and I(1) have the
same left endpoint.
The Rauzy-Veech induction of f is the first return map R(f) to the subinterval
I(1). We want to see R(f) is again g.i.e.m. with the same alphabet A. For this we
need to associate to this map an A - indexed partition of its domain. Denote by I
(1)
α the
subintervals of I(1). Let f be renormalizable of type 0. Then the domain of R(f) is the
interval I(1) = I \ f(Iα(1)) and we have
(1) I(1)α =
{
Iα, for α 6= α(0),
Iα(0) \ f(Iα(1)), for α = α(0).
These intervals form a partition of the interval I(1) and denoted by P(1) = {I
(1)
α , α ∈ A}.
Since f(Iα(1)) is the last interval on the right of f(P), we have f(I
(1)
α ) ⊂ I(1) for every
α 6= α(1). This means that, R(f) := f restricted to these I
(1)
α . On the other hand, due to
I
(1)
α(1)
= Iα(1), we have
f
(
I
(1)
α(1)
)
= f
(
Iα(1)
)
⊂ Iα(0), and so f
2
(
I
(1)
α(1)
)
⊂ f
(
Iα(0)
)
⊂ I(1).
Then R(f) := f2 restricted to I
(1)
α(1). Thus,
(2) R(f)(x) =
{
f(x), if x ∈ I
(1)
α and α 6= α(1),
f2(x), if x ∈ I
(1)
α(1).
If f is renormalizable of type 1, the domain of R(f) is the interval I(1) = I \ Iα(0) and
we have
(3) I(1)α =

Iα, for α 6= α(0), α(1),
f−1(Iα(0)), for α = α(0),
Iα(1) \ f
−1(Iα(0)), for α = α(1).
Then f
(
I
(1)
α
)
⊂ I(1) for every α 6= α(0), and so R(f) = f restricted to these I
(1)
α . On the
other hand,
f2
(
I
(1)
α(0)
)
= f(Iα(0)) ⊂ I
(1),
and, so R(f) = f2 restricted to I
(1)
α(0). Thus,
(4) R(f)(x) =
{
f(x), if x ∈ I
(1)
α and α 6= α(0),
f2(x), if x ∈ I
(1)
α(0).
It is easy to see, that R(f) is a bijection on I(1) and an orientation-preserving homeomor-
phisms on each I
(1)
α . Moreover, the alphabet A for f and R(f) remains the same.
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The triple (R(f),A,P1) is called the Rauzy-Veech renormalization of f . If f is
renormalizable of type ε ∈ {0, 1}, then the combinatorial data π1 = (π10 , π
1
1) of R(f) are
given by
π1ε := πε, and π
1
1−ε(α) =

π1−ε(α), if π1−ε(α) ≤ π1−ε(α(ε)),
π1−ε(α) + 1, if π1−ε(α(ε)) < π1−ε(α) < d,
π1−ε(α(ε)) + 1, if π1−ε(α) = d.
We say that a g.i.e.m. f is infinitely renormalizable, if Rn(f) is well defined for
every n ∈ N. Let I(n) be the domain of Rn(f). It is clear that, Rn(f) is the first return
map for f to the interval I(n). Similarly, Rn(f)−1 = Rn(f−1) is the first return map for f
to the interval I(n).
For every interval of the form J = [a, b) we put ∂J := {a}.
Definition 2.1. We say that g.i.e.m. f has no connection, if
(5) fm(∂Iα) 6= ∂Iβ , for all m ≥ 1 and α, β ∈ A with π0(β) 6= 1.
It is clear that in case π0(β) = 1 then f(∂Iα) = ∂Iβ for α = π
−1
1 (1). Condition (5)
is called the Keane condition. Keane [?] showed that the no connection condition is
a necessary and sufficient condition for f to be infinitely renormalizable. Condition (5)
means that the orbits of the left end point of the subintervals Iα, α ∈ A are disjoint when
ever they can be.
Let εn be the type of the n-th renormalization and let αn(εn) the winner and αn(1−εn)
be the loser of the n-th renormalization.
Definition 2.2. We say that g.i.e.m. f has k- bounded combinatorics, if for each
n ∈ N and β, γ ∈ A there exist n1, p ≥ 0 with |n− n1| < k and |n− n1 − p| < k such that
αn1(εn1) = β, αn1+p(1− εn1+p) = γ, and
αn1+i(1− εn1+p) = αn1+i+1(εn1+i), for every 0 ≤ i < p.
We say that g.i.e.m. f : I → I has genus one(or belongs to the rotation class), if f
has at most two discontinuities. Note that every g.i.e.m. with either two or three intervals
has genus one. The genus of g.i.e.m. is invariant under renormalization.
Dynamical partition. Using Rauzy-Veech induction we define dynamical partition
of the interval I. Let (f,A,P) be a g.i.e.m. with d intervals and P = {Iα : α ∈ A} be
the initial A- indexed partition of I. For specificity we take I = [0, 1). Suppose that
f is infinitely renormalizable. Let I(n) be the domain of Rn(f). Note that I(n) is the
nested sequence of subintervals, with the same left endpoint of I. We want to construct
the dynamical partition of I associated to the domain of Rn(f).
As mentioned above, R(f) is g.i.e.m. with d intervals and the intervals I
(1)
α generate
an A- indexed partition of I(1), denoted by P1. By induction one can check, that Rn(f)
is g.i.e.m. with d intervals. Let Pn = {I
(n)
α : α ∈ A} be the A- indexed partition of I(n),
generated by Rn(f). We call Pn the fundamental partition and I
(n)
α the fundamental
segments of rank n.
Since Rn(f) is the first return map for f to the interval I(n), each fundamental segment
I
(n)
α ∈ Pn returns to I(n) under certain iterates of the map f . Until returning, these
intervals will be in the interval I \I(n) for some time. Consequently the system of intervals
(their interiors are mutually disjoint)
ξn =
{
f i(I(n)α ), 0 ≤ i ≤ q
n
α − 1, α ∈ A
}
cover the whole interval and form a partition of I.
5The system of intervals ξn is called the n-th dynamical partition of I. The dynamical
partitions ξn are refined with increasing n, where ξn+1 ⊃ ξn means that any element of the
preceding partition is a union of a number of elements of the next partition, or belongs to
the next partition. Denote by ξprn+1 the system of preserved intervals of ξn. More precisely,
if Rnf has type 0
ξ
pr
n+1 =
{
f i(I(n)α ), 0 ≤ i ≤ q
n
α − 1, for α 6= α(0)
}
,
and if Rnf has type 1
ξ
pr
n+1 =
{
f i(I(n)α ), 0 ≤ i ≤ q
n
α − 1, for α 6= α(1)
}
.
Let ξtnn+1 := ξn+1 \ ξ
pr
n+1 be the set of elements of ξn+1 which are properly contained in
some element of ξn. Therefore if R
nf has type 0
ξtnn+1 =
{
f i(I
(n+1)
α(0) ), 0 ≤ i < q
n
α(0)
}⋃{
f i(I
(n+1)
α(1) ), 0 ≤ i < q
n
α(0)
}
=
qn
α(0)
−1⋃
i=0
{
f i
(
I
(n)
α(0) \ f
qn
α(1)I
(n)
α(1)
)}⋃ qnα(1)+qnα(0)−1⋃
i=qn
α(1)
{
f i(I
(n)
α(1))
}
,
and if Rnf has type 1
ξtnn+1 =
{
f i(I
(n+1)
α(0) ), 0 ≤ i < q
n
α(1)
}⋃{
f i(I
(n+1)
α(1) ), 0 ≤ i < q
n
α(1)
}
=
qn
α(1)
−1⋃
i=0
{
f i
(
f
−qn
α(1)(I
(n)
α(0)
)
)}⋃ qnα(1)−1⋃
i=0
{
f i
(
I
(n)
α(1)
\ f
−qn
α(1)(I
(n)
α(0)
)
)}
.
So, the partition ξn+1 consists of the preserving elements of ξn and the images of two
(new) intervals for defining Rn+1(f), that is, ξn+1 = ξ
pr
n+1 ∪ ξ
tn
n+1. Note also that for the
first return time qnα, we have:
(1) if α = αn(ε), then qn+1
αn(ε) = q
n
αn(ε);
(2) if α = αn(1− ε), then qn+1
αn(1−ε) = q
n
αn(1−ε) + q
n
αn(ε).
The following lemma will be used in the proof of our main results in Section 5.
Lemma 2.3. Let {rn} ∈ l2 be a sequence of positive numbers and λ ∈ (0, 1). Set
xn =
∞∑
j=n
λj−nrj , yn =
n−1∑
j=0
λjrn+j , zn =
n−1∑
j=0
λjrn−j .
Then the sequences {xn}, {yn} and {zn} belong to l2.
Proof. Using Ho¨lder’s inequality for sum we get
(6) x2n =
 ∞∑
j=n
λ
j−n
2 · λ
j−n
2 rj
2 ≤
 ∞∑
j=n
λj−n
 ·
 ∞∑
j=n
λj−nr2j
 = 1
1− λ
∞∑
j=n
λj−nr2j .
An elementary calculations shows that
∞∑
n=1
x2n =
1
1− λ
∞∑
n=1
∞∑
j=n
λj−nr2j =
1
1− λ
( ∞∑
n=1
λn−1
)( ∞∑
n=1
r2n
)
≤
1
(1− λ)2
∞∑
n=1
r2n.
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The last inequality and condition {rn} ∈ l2 imply that {xn} ∈ l2. It is easy to check that
yn ≤ xn. Consequently, we have {yn} ∈ l2. Using analogously simplifications as in the
inequality (6) we get: z2n ≤ (1 − λ)
−1un, where un =
n∑
j=1
λn−jr2j . In order to estimate
the series
∞∑
n=1
un we pay attention to the sequence un:
u1 = r
2
1
u2 = λr
2
1 + r
2
2
u3 = λ
2r21 + λr
2
2 + r
2
3
· · · · · · · · · · · · ·
un = λ
n−1r21 + λr
n−2
2 + · · ·+ λr
2
n−1 + r
2
n
· · · · · · · · · · · · · · ··
Summarizing the right sides of the last expressions by diagonal we get
∞∑
n=1
un ≤
1
1− λ
∞∑
n=1
r2n, and consequently
∞∑
n=1
z2n ≤
1
(1− λ)2
∞∑
n=1
r2n,
The last inequality and condition {rn} ∈ l2 imply that {zn} ∈ l2. 
3. Previous results and the statement of the main theorems
Denote by BKO the set of g.i.e.m. satisfying the following conditions:
(i) the map f has genus one (cyclic permutation);
(ii) the map f has no connection and has k- bounded combinatorics;
(iii) for each α ∈ A we can extend f to Iα as an orientation-preserving diffeomorphism
satisfying Katznelson and Ornstein’s(KO, for short) smoothness condition: f ′ is
absolutely continuous and f ′′ ∈ Lp, for some p > 1.
Denote by BKO⋆ the subset of functions f ∈ B
KO satisfying zero mean nonlinearity
condition: ∫
[0,1]
f ′′(t)
f ′(t)
dt = 0.
The main idea of the renormalization group method is to study the behaviour of the
renormalization map Rn(f) as n → ∞. For this usually rescaling of the coordinates is
used.
For any homeomorphism g : I → J define the Zoom(or renormalized coordinate)
ZH(g) = τ
−1 ◦ g ◦ τ , where τ : [0, 1] → I is orientation-preserving affine map. Define the
fractional linear transformations Fn : [0, 1]→ [0, 1] as follows:
(7) Fn(x) =
xmn
1 + x(mn − 1)
, where mn = exp{−
qαn−1∑
i=0
∫
I
(n)
α
f ′′(t)
2f ′(t)
dt}.
Whenever necessary, we will use Dmf instead of the mth derivative of f . The following
result states about the behaviour of renormalization of a g.i.e.m.
Theorem 3.1. (see [5]) (1) Let f ∈ BKO. Then for all α ∈ A the following bounds hold:
‖Z
I
(n)
α
(Rn(f))− Fn‖C1[0,1]) ≤ δn, ‖ZI(n)α
(D2Rn(f))−D2Fn‖L1([0,1],dℓ) ≤ δn.
(2) Let f ∈ BKO⋆ . Then for all α ∈ A the following bounds hold:
‖Z
I
(n)
α
(Rn(f))− Id‖C1[0,1]) ≤ δn, ‖ZI(n)α
(D2Rn(f))‖L1([0,1],dℓ) ≤ δn,
where δn = O(λ
√
n + ηn), λ ∈ (0, 1) and ηn ∈ l2.
7The reasons for the restriction ”k-bounded combinatorics” in the condition (ii) are
technical. We conjecture that the statement of Theorem 3.1 holds for all combinatorics
keeping no connection and genus one conditions.
Our main results in the present paper are the following
Theorem 3.2. Let f ∈ BKO. Then there exist a sequence of positive numbers {δn} ∈ l2
and an affine i.e.m. (fA,A, {I˜α}α∈A), that is, fA|I˜α is affine for each α ∈ A such that
(i) fA has the same combinatorics of f ;
(ii) ‖Rnf −RnfA‖C1([0,1]) ≤ δn, ‖D
2Rnf −D2RnfA‖L1([0,1],dℓ) ≤ δn.
Theorem 3.3. (Universality). Suppose that f and g satisfy the assumptions of Theorem
3.2 and they have the same combinatorics, and they are break-equivalents. Then one can
choose that fA = gA.
The next theorem is a consequence of Theorem 3.2 and 3.3.
Theorem 3.4. Let f, g ∈ BKO⋆ be such that
(i) f and g have the same combinatorics;
(ii) f and g are break equivalent.
Then there exists a sequence of positive numbers {δn} ∈ l2 such that
‖Rnf −Rng‖C1([0,1]) ≤ δn, ‖D
2Rnf −D2Rng‖L1([0,1],dℓ) ≤ δn.
Note that the KO smoothness condition is smaller than C2+ν smoothness considered in
[6]. But the rate of approximations in Theorems 3.4 is not exponential, contrary to the
C2+ν smoothness case. We believe this rate of approximations will be suffice to prove the
absolute continuity of conjugating map between f and g.
4. Rauzy–Veech cocycle
The sequence of renormalizations Rn(f) can also be considered as the action of Rauzy–
Veech cocycle Θn on the space of i.e.m. which will be defined in this section. We follow
the presentations of [7] and [21].
Consider an interval exchange map (f, A, {Iα}). Denote by λ = (λα)α∈A the lengths
of subintervals λα := |Iα|. It is well-known that any standard interval exchange maps f is
uniquely defined by combinatorial data π = (π0, π1) and by length vector λ = (λα)α∈A.
Moreover, the corresponding standard i.e.m. f is given by
f(x) = x+ ωα, x ∈ Iα,
where
ωα =
∑
π1(β)<π1(α)
λβ −
∑
π0(β)<π0(α)
λβ.
We call ω = {ωα}α∈A the translation vector of f . Note that between length vector
λ = (λα)α∈A and translation vector ω = {ωα}α∈A there is relation: ω = Ωπ(λ), where the
antisymmetric matrix (Ωα, β)α, β∈A of Ωπ is given by
Ωα,β =

+1, if π1(α) > π1(β) and π0(α) < π0(β),
−1, if π1(α) < π1(β) and π0(α) > π0(β),
0, otherwise.
Denote by Π1 the set of all possible genus one irreducible combinatorial data π =
(π0, π1). The Rauzy–Veech cocycle is the linear cocycle over the Razy-Veech renor-
malization R defined by
FR : Π
1 × RA → Π1 × RA, (π, v)→ (rε(π), Θπ, ε(v)),
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where rε(π) is the combinatorial data of R(f) and linear isomorphism Θ = Θπ, ε defined
by
Θα, β =
{
1, if either α = β or (α, β) = (α(1 − ε), α(ε)),
0, otherwise.
In other words, Θπ, ε = I + Eα(1−ε)α(ε), where I is the unit matrix and Eαβ is the
elementary matrix whose only nonzero coefficients is 1 in position (α, β). Note that
FnR(π, v) = (R
n(π), Θnπ(v)) for all n ≥ 1, where
Θn = Θnπ = Θπn−1 · · ·Θπ′Θπ, and π
′ = rε(π).
Note also that the matrixes Ωπ and Θπ connected with the relation:
(8) Θπ, εΩπ = Ωπ′Θ
−1⋆
π, ε ,
where Θ⋆ denotes the adjoint operator of Θ, that is, the operator whose matrix is trans-
ported of that of Θ.
Let g : [0, 1] 7→ [0, 1] be an affine i.e.m. without connection. Then g is uniquely
determined by the triple (π, λ, ω0), where π is the combinatorial data, λ = (λα)α∈A ∈ Rd+
is the partition vector of the domain and ω0 = (ω0α)α∈A ∈ Rd is such that
g(x) = eω
0
αx+ δα, for all x ∈ Iα.
For each n denote by ωn = (ωnα)α the vector such that R
n(g)(x) = eω
n
αx + δnα, for all
x ∈ I
(n)
α . By Rauzy–Veech algorithm we know that
ωn+1α = ω
n
α, if α 6= α
n(1− ε),
ωn+1
αn(1−ε) = ω
n
αn(ε) + ω
n
αn(1−ε), otherwise,
where αn(ε) and αn(1 − ε) are the winners and losers of Rn(f), respectively. Therefore,
Θn(ω
n) = Θπn, εn(ω
n) = ωn+1. Repeating the process inductively we have
ΘnΘn−1 · · ·Θ1Θ0(ω0) = ωn.
It is known that the Rauzy-Veech cocycle is partially hyperbolic [1,3]. To prove Theorem
3.4 we need to understand the hyperbolic properties of the Rauzy–Veech cocycle restricted
to the k–bounded combinatorics.
If π has genus one then dimKerΩπ = d − 2 and dimImΩπ = 2. Define the two-
dimensional cone Csπ := ΩπR
A
+ ⊂ ImΩπ. It follows from (8) that Θ
−1
π,εC
s
π′ ⊂ C
s
π. For each
π ∈ Π1 define the convex cone
T+π =
(τα)α∈A : ∑
π0≤k
τα > 0 and
∑
π1≤k
τα < 0, for every 1 ≤ k ≤ d− 1
 .
Define Cuπ = −ΩπT
+
π ⊂ ImΩπ. Applying T
+
π in (8) we obtain: Θπ, ε(−ΩπT
+
π ) =
−Ωπ′(Θ
t
π, ε)
−1T+π ⊂ −Ωπ′T
+
π′ . Consequently, we have Θπ, εC
u
π ⊂ C
u
π′ . It is clear that the
cones Csπ and C
u
π are invariant by the action of Θ
−1
π, ε and Θπ, ε, respectively.
The following result [7] shows that Rauzy–Veech cocycle is hyperbolic inside of ImΩπ.
Proposition 4.1. (Uniform hyperbolicity)([7]) Let (πn, εn) be a sequence of k-bounded
combinatorics with rεn(π
n) = πn+1. Then there exist µ = µ(k) > 1 and C1, C2 > 0 such
that
(a) For every n and v ∈ Cu
π0
we have ‖(Θπn, εn · · ·Θπ1, ε1Θπ0, ε0)(v)‖ ≥ C1µ
n‖v‖.
(b) For every n and v ∈ Csπn we have ‖(Θπn−1, εn−1 · · ·Θπ1, ε1Θπ0, ε0)
−1(v)‖ ≥ C2µn‖v‖.
9Next we study the behaviour of Rauzy–Veech cocycle outside of ImΩπ. According to
Proposition 4.1, we define the stable direction in the point {πj , εj} as
Esj := E
s(πj) =
⋂
n≥0
Θ−1j · · ·Θ
−1
j+n(C
s
πj+n+1).
By definition, the subspaces Esj are invariant by the Rauzy–Veech cocycle, that is,
Θj(E
s
j ) = E
s
j+1, for all j ≥ 0. Now we define the unstable direction. Let u0 ∈ C
s
π0
be such that ‖u0‖ = 1. Then we define E
u
0 as the subspace spanned by u0, that will be
denoted by 〈u0〉. For all j > 0, we define E
u
j := 〈
uj
‖uj‖〉, where uj = Θj−1(uj−1). The
subspaces Euj are forward invariant by the Rauzy–Veech cocycle.
Suppose that the combinatorics has period p, that is, there exists p ∈ N such that
{πn, εn} = {πn+p, εn+p} for all n ∈ N.
Lemma 4.2. ([7]) Define Ψp(k) = (Θ0, p−1 − Id)−1(k −Θ0, p−1). Then
(1) the subspace Ec0, p−1 := {k + Ψp(k), k ∈ Ker(Ωπ0)} is the central direction of
Θ0, p−1, that is, Θ0, p−1v = v for every v ∈ Ec0, p−1.
(2) the subspace Ec0, p−1 is invariant by Rauzy–Veech cocycle, that is, Θ(E
c
0, p−1) =
Ec1, p−1.
By Proposition 4.1 we can choose n0 > 0 and µ >> 1 such that
‖Θn, n+n0(x)‖ ≥ µ‖x‖, ∀x ∈ C
u
πn and ‖Θn, n+n0(x)‖ ≥ µ‖x‖, ∀x ∈ C
s
πn .
For ǫ > 0, define the cones Cnǫ, u and C
n
ǫ, s, where C
n
ǫ, u is the set of vectors x = xk +xi ∈
KerΩπn ⊕ ImΩπn such that
(a) ‖xk‖ ≤ ǫ‖xi‖;
(b) xi = x
s
i + x
u
i , where x
s
i ∈ Θn+n0−1, nC
s
πn+n0
⊂ Csπn , x
u
i ∈ Θn−n0, n−1C
u
πn+n0
⊂ Cuπn
and ‖xsi‖ ≤ x
u
i ;
and analogously defined Cnǫ, s by replacing the last condition by ‖x
u
i ‖ ≤ x
u
s . Define also
Cnǫ := C
n
ǫ, s
⋃
Cnǫ, u.
Proposition 4.3. ([7]) There exist ǫ0 = ǫ0(k) > 0 and 0 < γ < 1 such that if ǫ < ǫ0 then
Θn, n+n0−1C
n
ǫ, u ⊂ C
n+n0
γǫ, u , and Θn−1, n−n0C
n
ǫ, s ⊂ C
n−n0
γǫ, u .
Proposition 4.4. ([7]) Suppose that p > n0. Then sup
06=k∈KerΩ
π0
‖Ψp(k)‖
‖k‖ ≤
1
ǫ0
.
Next we consider arbitrary k-bounded combinatorics. Let f ∈ BKO and γ(f) =
{πi, εi}i∈N be its combinatorics. For each n ∈ N we define the new periodic combina-
torics, that will be denoted by γn(f) = {π˜
i, ε˜i}i∈N:
(a) For i ≤ n define (π˜i, ε˜i) = (πi, εi), and denote γ˜n = {π˜
i, ε˜i}ni=0;
(b) Let γ˜n, pn = {(π˜
n, ε˜n), ..., (π˜pn , ε˜pn)} be an admissible sequence of combinatorics,
i.e., rε˜i(π˜
i) = π˜i+1 for all n ≤ i < pn with (π˜
pn , ε˜pn) = (π0, ε0). It is possible to
get this sequence by [21].
Then define γn(f) = (γ˜n∗γ˜pn)∗(γ˜n∗γ˜pn).... Note that the combinatorics γn(f) is periodic
of period pn and that γn(f)→ γ(f) when n→∞. The Rauzy–Veech cocycle associated to
γn(f) will be denoted by Θ˜. By Lemma 4.2 we have that for all s ≥ 0 the subspace E
c
s, pn
is the graph of Ψs, pn and Θ˜(E
c
s, pn
)Ecs+1, pn . By Proposition 4.4 the sequence {Ψ0, pn}n∈N
is equicontinuous and uniformly bounded, so it admits a subsequence {Ψ0, pn}n∈N0 that
uniformly converges. The same holds for {Ψ1, pn}n∈N0 , that is, we can find an infinite
subset N1 ⊂ N0 such that {Ψ1, pn}n∈N1 is uniformly converge. Proceeding analogously for
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each j ∈ N we can find an infinite subset Nj ⊂ N such that N0 ⊃ N1 ⊃ · · · ⊃ Nj ⊃ · · · and
{Ψj, pn}n∈Nj uniformly converge. Now we define infinite set N˜ ⊂ N taking our j-th element
as j-th element of Nj. Define the subspace E
c
j,∞ as the graph of Ψj,∞ = lim
N∋n→∞
Ψj, pn .
The next proposition shows that the subspace Ecj,∞ are invariant by the Rauzy–Veech
cocycle and the cocycle is quasi-isomerty in this central direction.
Proposition 4.5. ([7])
(1) For all j ≥ 0 we have Θj(E
c
j,∞) = E
c
j+1,∞;
(2) For all vectors v ∈ Ec0,∞ and for all n ≥ 0, there is C > 1 such that
C−1‖v‖ ≤ ‖Θ0, nv‖ ≤ C‖v‖,
where Θ0, n = ΘnΘn−1 · · ·Θ0.
5. Proof of Main Results
Let f : [0, 1) 7→ [0, 1) be a g.i.e.m. For simplicity we write Rn(f)(x) = fn(x) = f
qαn (x)
for x ∈ Inα . Define L
n = (Lnα)α∈A by
Lnα =
1
|Inα |
∫
Inα
lnDfn(s)ds =
1
|Inα |
∫
Inα
lnDf q
α
n (s)ds.
Note that if f is an affine i.e.m. then Lnα = ω
n
α for all α ∈ A. The following proposition
gives a relationship between Ln and Ln+1, more precisely we prove that Ln is an asymptotic
pseudo-orbit for the Kontsevich-Zorich cocycle.
Proposition 5.1. Let f ∈ BKO⋆ . Then
Ln+1 = ΘnL
n +−→ǫ n,
where ‖−→ǫ n‖ = O(δn) with {δn} ∈ l2.
Proof. Denote by xnα ∈ I
n
α the point such that L
n
α = lnDf
qαn (xnα), for all n ≥ 0.
(*) If α 6= αn(ε), αn(1− ε) then clearly Ln+1α = L
n
α.
(**) If α = αn(ε) then qn
αn(ε) = q
n+1
αn(ε) and therefore
Ln+1α = lnDf
qnα(xn+1α ) = L
n
α + lnDf
qnα(xn+1α )− lnDf
qnα(xnα) = L
n
α +O(δn).
(***) If α = αn(1−ε) then qn
αn+1(1−ε) = q
n
αn(1−ε)+q
n
αn(ε). Note also that f
qn
α(1−ε) ∈ In
αn(ε).
Therefore
Ln+1
αn(1−ε) = lnDf
qn+1
αn+1(1−ε)(xn+1
αn(1−ε)) = lnDf
qn
αn(ε)(f
qn
αn(1−ε)(xn+1
αn(1−ε)))+
+ lnDf
qn
αn(1−ε)(xn+1
αn(1−ε)) = lnDf
qn
αn(ε)(f
qn
αn(1−ε)(xn+1
αn(1−ε)))− lnDf
qn
αn(ε)(xnαn(ε))+
+Lnαn(ε) + lnDf
qn
αn(1−ε)(xn+1
αn(1−ε))− lnDf
qn
αn(1−ε)(xnαn(1−ε)) + L
n
αn(1−ε) =
= Lnαn(ε) + L
n
αn(1−ε) +O(δn).
This completes the proof. 
Now we decompose the vector Ln = (Ln)α∈A as
Ln = L
s
n + L
c
n + L
u
n ∈ E
s
n ⊕ E
c
n,∞ ⊕ E
u
n .
Lemma 5.2. The sequence {Lsn}n∈N satisfies ‖Lsn‖ = O(δn) with {δn} ∈ l2.
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Proof. By Proposition 4.1 we have for all j, n ≥ 0 and for all v ∈ Esj that
‖Θj+n−1Θj+n−2 · · ·Θjv‖ ≤
1
C2 · µn
‖v‖.
Replacing this norm by the adapted norm, see [13, Proposition 4.2], that we still denote
it by ‖ · ‖ for simplicity, we can find µ > µ˜ > 1 such that for all n ≥ 0 and for all v ∈ Esj
we have ‖Θnv‖ ≤ µ˜
−1‖v‖. By Proposition 5.1 we have
‖Lsn‖ ≤
1
µ˜
‖Lsn−1‖+ C · δn.
Applying this estimate n times, we obtain
‖Lsn‖ ≤
1
µ˜n
‖Ls0‖+ C ·
n−1∑
i=0
1
µ˜i
δn−i−1.
Since µ˜ > 1, by the Lemma 2.3 we get the claim. 
Lemma 5.3. The sequence {Lun}n∈N satisfies ‖Lun‖ = O(δn) with {δn} ∈ l2.
Proof. The proof is similar to Lemma 5.2 and we use the adapted norm again. For all
n ≥ 0 we have that
‖Lun+1‖ ≥ µ˜‖L
u
n‖ − C · δn.
Applying this estimate k times, we obtain
‖Lun+k‖ ≥ µ˜
k‖Lun‖ − C ·
k−1∑
j=0
µ˜jδn+k−i−1,
and therefore
‖Lun‖ ≤
1
µ˜k
‖Lun+k‖+ C ·
k−1∑
j=0
µ˜j−kδn+k−j−1,
Taking n = k, we have
‖Lun‖ ≤
1
µ˜n
‖Lu2n‖+ C ·
n−1∑
j=0
µ˜j−nδ2n−j−1.
Since the sequence {Lu2n} is uniformly bounded and µ˜ > 1, by the Lemma 2.3 we get the
claim. 
Define ω˜n := Θ
−1
0 Θ
−1
1 · · · Θ
−1
n−1(L
c
n) ∈ E
c
0,∞. By Proposition 4.5 and Proposition 5.1
imply that ‖ω˜n+1 − ω˜n‖ = O(δn) with {δn} ∈ l2. Therefore {ω˜n} converges.
Lemma 5.4. Let ω = lim
n→∞ ω˜n ∈ E
c
0,∞ and ω
n ∈ Ec0,∞ be the orbit of ω by Rauzy-Veech
cocycle, that is, ωn = Θ0 · · ·Θn−1ω. Then ‖ωn − Ln‖ = O(δn) with {δn} ∈ l2.
Proof. By Lemmas 5.2 and 5.3, it is sufficient to estimate ωn − Lcn:
‖ωn − Lcn‖ = ‖Θ0 · · ·Θn−1ω − L
c
n‖ ≤
≤ ‖Θ0 · · ·Θn−1|Ec0,∞‖ · ‖ω − (Θ0 · · ·Θn−1)
−1Lcn‖ ≤ C(1 +
1
ǫ0
) · ‖ω − ω˜n‖ = O(δn).

Let fA be an affine i.e.m. Denote by ζ
n and ζ˜n the partition vectors of Rn(f) and
Rn(fA), respectively.
Lemma 5.5. Let f ∈ BKO⋆ and fA be affine model. Then |ζ
n − ζ˜n| = O(δn) with
{δn} ∈ l2.
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Lemma 5.6. (see, [19]) Let ω be a slope vector. Then there exists unique affine i.e.m.
fA with domain [0, 1], whose combinatorics is {π
i, εi}i∈N and the slope vector is ω.
Remark 5.7. For each ω that is a sum of the vector given by Lemma 5.4 and a vector in
Es0 we constructed the unique affine interval exchange map fA given by Lemma 5.6. Each
one of these affine interval exchange maps is called a weak affine model of f . Note also
that the weak affine model is not unique.
From now on we assume without loss of generality that f has only one discontinuity
which will be denoted by ∂Iα⋆ . The following Lemma states that f and fA have d − 2
identical breaks.
Lemma 5.8. Suppose that f ∈ BKO⋆ . Let fA be a week affine model of f . Then
BPf (∂Iα⋆) = BPfA(∂I˜α⋆) for all α ∈ A such that α 6= α
⋆ and π0 > 1.
The proofs of the Lemmas 5.5 and 5.8 are similar as analogues ones in [7].
Lemma 5.9. Let f ∈ BKO⋆ and fA be a week affine model of f . Then ‖R
nf(Inα) −
RnfA(I˜
n
α)‖C1+L1 = O(δn) for all α ∈ A.
Lemma 5.9 estimates the distance between the image partition vector of Rn(f) and
Rn(fA). The proof of the Lemma 5.9 follows from Lemma 5.4 and Lemma 5.5.
Proof of Theorem 3.2. Note that by Theorem 3.1 we have
‖ZInαR
nf − Z
I˜nα
RnfA‖C1+L1 = O(δn) for all n ≥ 0 and α ∈ A with {δn} ∈ l2.
The last equality together with Lemma 5.5 and Lemma 5.9 imply Theorem 3.2.
Proof of Theorem 3.3. For simplicity we assume A = {1, 2, ..., d} and denote by
j0 ∈ A the letter such that ∂Ij0 is the discontinuity of fA. Since f and g are break-
equivalent, by Lemma 5.8 we have
ω
f
i+1 − ω
f
i = ω
g
i+1 − ω
g
i , for every i ∈ A suchthati 6= j0 − 1, d,
which is equivalent to
ω
f
1 − ω
g
1 = · · · = ω
f
j0−1 − ω
g
j0−1, ω
f
j0
− ωgj0 = · · · = ω
f
d − ω
g
d,
where we choose ωf = {ωfi }i∈A ∈ E
c
0,∞ and ω
g = {ωgi }i∈A ∈ E
c
0,∞ as the slope-vector of
the week affine models fA and gA, respectively.
Denote v := ωf1 − ω
g
1 and v˜ := ω
f
j0
− ωgj0 . Then we have that
ωf − ωg = (ωfi − ω
g
i )i∈A = (v, ...v, v˜︸︷︷︸
j0 position
, ..., v˜) ∈ Ec0,∞,
that is, the vector ωf −ωg can be viewed as the slope-vector of an affine interval exchange
maps with two break intervals. So we have (v, v˜) ∈ Ec0,∞(2), where E
c
0,∞(2) is the central
space defined by renormalization of two intervals. Since dimEc0,∞(2) = 0 we have v = v˜ = 0
and then ωf = ωg. By Proposition 5.6 we get fA = gA as claimed.
Proof of Theorem 3.4. Let f and g be as in the assumptions of Theorem 3.4. Then
by Theorem 3.3, we have: fA = gA. Therefore,
‖ZInαR
nf − Z
I˜nα
Rng‖ ≤ ‖ZInαR
nf − Z
I˜nα
RnfA‖+ ‖ZInαR
ng − Z
I˜nα
RngA‖ = O(δn).
This completes the proof of Theorem 3.4.
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