The complete elliptic integral of the first kind arises in many applications. This article furnishes four different ways to compute the inverse of the elliptic integral. One motive for this study is simply that the author needed to compute the inverse integral for an application. Another is to develop a case study comparing different options for solving transcendental equations like those in the author's book [11] . A third is to develop analytical approximations, more useful to theorists than mere numbers. A fourth is to provide robust "black box" software for computing this function. The first solution strategy is "polynomialization" which replaces the elliptic integral by an exponentially convergent series of Chebyshev polynomials. The transcendental equation becomes a polynomial equation which is easily solved by finding the eigenvalues of the Chebyshev companion matrix. (The numerically ill-conditioned step of converting from the Chebyshev to monomial basis is never necessary). The second approximation is a regular perturbation series, accurate where the modulus is small. The third is a power-and-exponential series that converges over the entire range parameter range, albeit only sub-exponentially in the limit of zero modulus. Lastly, Newton's iteration is promoted from a local iteration to a global method by a Never-Failing Newton's Iteration (NFNI) in the form of the exponential of the ratio of a linear function divided by another linear polynomial. A short Matlab implementation is provided, easily translatable into other languages. The Matlab/Newton code is recommended for numerical purposes. The other methods are presented because (i) all are broadly applicable strategies useful for other rootfinding and inversion problems (ii) series and substitutions are often much more useful to theorists than numerical software and (iii) the Never-Failing Newton's Iteration was discovered only after a great deal of messing about with power series, inverse power series and so on.
Introduction
The complete elliptic integral arises in a thousand applications, and various approximations and series for it can be found in a variety of sources such as Chapter 18 of the NIST Digital Library of Functions [31] . However, no simple form for the inverse is listed in any of these references. The complete elliptic integral of the first kind can be written in multiple forms. 
= arcsn(π/2; m)
where θ 3 is the standard Jacobian theta function and arcsn is the inverse of the elliptic sine [31] The inverse problem is to compute m(λ) that solves
Unfortunately, none of these forms is much use in inverting the integral. The inverse of the Jacobian elliptic function looks promising, but this and the incomplete elliptic integral are both bivariate functions where one argument is usually a coordinate in applications and the other is the elliptic modulus m, which is typically a parameter. The elliptic sine is the inverse of the incomplete elliptic integral with respect to the coordinate. The inverse of K(m) is the inverse with respect to the parameter. Fukushima [26] catalogs some applications for K −1 (m). Our motive was two different applications: (i) nonlinear wave theory where K(m) is the period for traveling wave solutions to classical nonlinear wave equations and (ii) construction of new, more uniform grids for Chebyshev spectral methods by replacing circular functions and their inverses by elliptic functions and their inverses.
Amore [2] shows that the singularity of the deflection angle of a light ray in the Schwarzschild metric is given by the inverse of a function derived from the elliptic integral, though not the elliptic integal itself. In other articles, Amore and Fernandez [4, 3] have shown that often the best perturbation expansion for a function like K(m) is a perturbation series for the inverse. Although they never treat K −1 (m) explicitly, but only closely related functions, their work emphasizes that it is difficult to fully understand and optimally analyze a function without its inverse.
However, applications are only part of our motivation. Another goal to use this example to illustrate a quartet of rather general strategies for function inversion. The inverse elliptic integral is a good exemplar partly because it does have practical applications and partly because it has a rich history more than two centuries old. This example is also good because it is hard: the range of the argument λ of the inverse is infinite and the elliptic integral is logarithmically singular as m → 1.
Nevertheless, three of our four methods are global, converging over the entire branch. The elliptic integral is a good illustration of the strengths and drawbacks of the numerical and analytic inversion methods analyzed here.
Polynomialization is an improvement on the widely-used Chebyshev-proxy rootfinder in which real roots on an interval are calculated by (i) expanding f(x, λ) as a Chebyshev series in x on the interval and then finding the roots of this polynomial proxy by computing the eigenvalues of the Chebyshev companion matrix whose elements are trivial functions of the Chebyshev coefficients [10] . Usually the proxy must be computed anew for each λ. Here, we shall obtain a single proxy which is valid for the entire range, even though that domain in λ is unbounded.
We shall discuss each of the four inversion methods in its own section and then make some summary remarks at the end. This work is a further case study illustrating the methodologies for inversion and rootfinding discussed in the author's book [7] .
Polynomialization of the Complete Elliptic Integral of the First Kind
It is convenient to introduce a "complementary modulus" x defined by
because the integral is singular as m → 0, which is equivalent to x → 0. (In the elliptic function literature, this quantity is usually denoted m , but we have chosen x to emphasize that this parameter is the unknown in the transcendental equation solved here.) Polynomialization over the entire interval m ∈ [0, 1] is hard because for small x
To deal with this, we use a logarithmic transformation from x ∈ [0, 1] to y ∈ [0, ∞]:
We then apply the inverse map used to convert the rational Chebyshev functions for the semi-infinite interval into Chebyshev polynomials on
:
which implies
3
The elliptic integral can be written without approximation as
where P and Q have ordinary convergent power series. Inserting the map gives
K is thus unbounded as z → 1, and therefore does not have a bounded TL series. The singular term is −Q(x[z])L(1+z)/(1−z), which cannot be subtracted unless one writes a new special function routine to evaluate Q. So, we shall instead solve K(m = 1 − x) = λ by solving
We expand
as a Chebyshev polynomial series in z up to and including degree N , K N (z), and solve the polynomial equation
The mechanics of solving polynomial equations in Chebyshev form is described in the appendix. Denote the unique zero of
The elliptic modulus m(λ), the inverse of the elliptic integral, is
One might expect loss of accuracy for z ≈ 1 where x ≈ 0 and m ≈ 1. However, tests show little error is this limit.
Approximation of K(1−z) to near Matlab/IEEE double precision, 2×10 −16 , can be obtained from 50 terms in the Chebyshev series and L = 8. Using The Chebyshev series in z can also be interpreted as a series of rational Chebyshev functions TL n (y[λ]). The usual rate of convergence for rational Chebyshev series is exponential but subgeometric [6] ; Fig. 1 suggests that this expectation is true. However, multiple precision was needed here to observe that the coefficients do not asymptote to a straight line (falling as exp(−qn), a geometric rate of convergence), but rather show a slight upward curvature.
It is necessary to switch to the asymptotic expansion for |x| ≤ 10 −6 to avoid overflow errors in 16 decimal digit precision.
is the complete elliptic integral of the first kind and L = 8. The slight upward curvature on this log-linear plot shows that the rate of convergence is "subgeometric". Typically, the coefficients are O(exp(−qn r ) where q and r are positive constants. By definition, the exponent of subgeometric convergence r is less than one but greater than zero. Because the curve bends upward so gently, multiple precision arithmetic was applied.
Power Series for Small Modulus
When m is small, K(m) − λ has a rapidly convergent power series. Because K(0) = π/2, the small parameter for the approximation of the inverse,
Replacing λ by + π/2, the series for the function The inverse series is derived by substituting the formal series
into the power series for K − λ, up to and including O(m N ) and collecting powers of . To fourth order, the result is
Equating the O( ) term to zero determines b 1 , solving r 1 (b 1 , b 2 ) = 0 yields b 2 and in general r j = 0 determines b j to all orders. The first few coefficients are given in the table asb n ≡ (π/2) n b n /n 2 . The signs are strictly alternating, which is the sign of a singularity on the negative real axis [32] .
1 It is often possible to estimate to estimate the radius of convergence; if
Curve fitting of coefficients 70 to 100 yields ρ ≈ 1.5703, which differs negligibly from π/2 = 1.5708. The radius of convergence is almost certainly π/2 with the singularity at = −π/2, the point where K −1 (0) is singular. The domain of convergence in modulus is m ∈ [0, 0.9691]. -.8519
The radius of convergence can be extended by Padé approximants, Euler sum acceleration and so on. Because the series is strictly alternating, the sum is particularly well-suited for Euler acceleration [32, 29, 8, 12] . Table 2 shows that the radius of convergence of the power series ((λ − π/2) < π/2 is nearly tripled to about (λ − π/2) < 2.8(π/2), but the asymptotic series is the better way.
Asymptotic Power-and-Exponential Series for the Inverse of the Complete Elliptic Integral of the First Kind
In this section, we derive an asymptotic series for the inverse x(λ) of the function K(m) where the modulus of the elliptic function is m = 1 − x. It is convenient to work with x instead of m because the logarithmic singularity of the elliptic integral is at small x. (Note that elliptic functions are often evaluated using the alternative "modulus", k = √ m, as is true in the computer language
Maple.) The first step is to write the first terms of the expansion of the elliptic integral for small x, as can be looked up in any reference on special functions:
Inserting this in the equation K = λ gives something simple enough to be explicitly solved for the lowest order approximation:
To proceed further, we define the lowest order approximation to be the perturbation parameter = 16 exp(−2λ) (27) and expand
The next step is to write down the small-x series for K to higher order -note that x n will be O( n ) -but there is a complication. Although exp(−2λ) is very small, and is proportional to the perturbation parameter, the logarithm of this, log(exp(−2λ)) = −2λ, which is large. To get the correct order, we must help our computer algebra system by writing
= log( ) + log(1 +
= log(16) − 2λ + log(1 +
The terms are now properly ordered and a few lines of Maple does the rest (Table 3) . The first few orders are, recalling = 16 exp(−2λ), 
Note that the coefficient of n is a polynomial of degree (n − 1) in λ. Although the powers of λ cause no complications, this asymptotic expansion is a powerand-exponential series in λ (or a log-and-power series in ) and not a pure power series.
The fourth order is accurate to Matlab machine precision for λ > 6, the third order for λ > 6.5, the second order for λ > 8.0 and the lowest order for λ > 10.8 (Fig. 3) .
At the endpoint λ = π/2, the tenth, twentieth and thirtieth orders give m = 0.03579, 0.01786 and 0.01191, apparently converging slowly to the true limiting value of zero. This global convergence for a power-and-exponential series is remarkable.
The approximation at N -th order in is a polynomial of degree (N − 1). The N -th order power series for small λ − π/2 contains only N terms whereas the N -th order for the large-λ series contains roughly O(N 2 /2) terms. We could easily calculate the small (λ − π/2) series to 150 terms whereas attempting to go above N = 36 for the asymptotic series crashed our laptop. 
Never-Failing Newton Initialization
Newton's iteration is powerful if and only if it can be provided with a NeverFailing Newton Initialization (NFNI). We can generate one by using the perturbative results derived below. It is convenient to introduce
Then the perturbative constraints to low order are, using the complementary modulus x ≡ 1 − m,
Mimicking the exponentials found useful in polynomialization, write
where
Noting that x = exp(H(λ) ≈ exp(H(0)) + exp(H(0))H (0)λ, the small λ constraints require
For large λ
Matching the constraints is an exercise in linear algebra that yields
The maximum peak relative error is 0.081 at x = 0.0223, which is unimpressive in of itself. However, this is only the start of the iteration; careful numerical experiments show that is a Never-Failing Newton Initialization. The Newton iteration is Table 4 is a Matlab implementation. Only four Newton iterations are employed because further iterations produced no improvement. Fig.. 4 shows that the final Newton iteration is close to machine pecision for λ < 5, but then rises as roughly 10 −17 /(1 − m). Since the error is tiny except for extremely small x, no effort has been made to reduce it.
Summary
Although articles on computing K(m) itself are extensive [13, 14, 15, 17, 18, 19, 20, 21, 22, 23, 24, 25, 28, 33] and various highly accurate approximations are given in reference books such as [1, 31, 30, 16] , works on inverting elliptic integrals are rare [9, 24, 27] . The only other work on inverting the complete elliptic integral of the first kind is Fukushima [26] , which was published after this article was almost complete. His objective was to produce a library routine optimized for speed and reliability. His procedure splits the semi-infinite domain into eight subintervals and applies a separate Chebyshev expansion to approximate f piecewise over the entire domain.
We make no claim that any of our four inversion strategies can improve upon Fukushima's for speed. However, solving a univariate transcendental equation requires a fraction of a microsecond on a contemporary computer. For numerical purposes, we recommend Newton's iteration with the Never-Failing Initialization given in the pevious section. The Matlab, which has only seven executable statements, is easily translated to other programming languages.
We presented three other inversion methods in furtherance of two other goals. One is to provide expansions useful to theorists. The other is to use this inversion problem as a case study of equation-solving, a sort of post-publication annex to the case studies in the author's book [11] .
Polynomial approximations are usually restricted to a finite interval, but here we map this interval to the canonical z ∈ [−1, 1] using the same change of coordinate as is used to generate the rational Chebyshev functions [5, 6] . It is not necessary to compute a different polynomial in z for each different value of the parameter λ, as in the usual Chebyshev proxy algorithm [10] ; one expansion works for the entire branch.
The power series in the small parameter = λ − π/2 only converges as far as λ = π. The range can be extended to about 1.9π by applying Euler's series transformation. The asymptotic expansion for large λ is easily computed; a complete Maple program is supplied as a half-page table. The N -th order term is the product of a polynomial of degree N −1 with exp(−2N λ) and thus the Nth order power-and-exponential series contains about N 2 /2 terms. The reward for this added complexity is that the series appears to converge over the entire range λ ∈ [π/2, ∞]. The convergence rate is exponential except at the endpoint λ = π/2.
The Never-Failing Newton's Initialization (NFNI) was the fruit of the trio of expansions. In this, it is a salutary reminder of the truism: Analysis is the father and mother of numerical analysis.
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Appendix A. Computing the Roots of a Polynomial in Chebyshev Form
The zeros of a truncated Chebyshev series on an interval x ∈ [a, b] are most easily computed as the eigenvalues of a matrix as explained by the following [10] . 
