The use of a transfer matrix method to solve the 3D Ising model is straightforwardly generalized from the 2D case. We follow B.Kaufman's approach. No approximation is made, however the largest eigenvalue cannot be identified. This problem comes from the fact that we follow the choice of directions of 2-dimensional rotations in the direct product space of the 2D Ising model such that all eigenvalue equations reduce miraculously to only one equation. Other choices of directions of 2-dimensional rotations for finding the largest eigenvalue may lose this fascinating feature. Comparing the series expansion of internal energy per site at the high temperature limit with the series obtained from the computer graphic method, we find these two series have very similar structures. A possible correct via a factor Φ(x) is suggested to fit the result of the graphic method.
Introduction
Although over a half-century has passed, solving the 3D Ising model exactly is still an open problem. Anyone who claims to solve this model exactly should, at least, evaluate its partition function, internal energy per site, critical temperature and the critical exponents α and β calculated from the relevant heat capacity and magnetization per site individually.
In addition, a crucial test, similar to one L.Onsager [1] did in 1944, to check whether the results are right or wrong, is that one should compare the series expansion coefficients of the internal energy per site at the high temperature limit with the series obtained from some other methods [9] e.g., the computer graphic method, at least up to the first three or four nonvanishing terms [2] [4] [5] [6] [8] [7] .
Among the many various methods for deriving the partition function of the 2D Ising model, transfer matrix method is the oldest and original method. However, the generalization of this method to the 3D case has had relatively little discussion. In this paper, we have no ambition to solve this 3D Ising model satisfying all of the requirements mentioned above. Instead, B.Kaufman's approach [3] in the 3D Ising model is carried out step by step. Any approximation is avoided if we possibly can. In the following, it is shown that, when a transfer matrix formalism is set up, a spinor representation can work. 2-dimensional rotations in the direct product space and the feature that all of the eigenvalue equations reduce miraculously to only one equation also appear in the 3D Ising model. Even though the final high-temperature expansion series of internal energy per site is not exactly the same as the computer graphic method's, these two series do have the same structures. This discrepancy may be related to a dilemma between the choice of the directions of the 2-dimensional rotations in order to find the largest eigenvalue and losing the fascinating feature that all of the eigenvalue equations reduce to only one equation. Be it ever not so perfect, we hope this generalization may lay the foundations for further study.
Transfer Matrices
Let us consider a simple cubic lattice with l layers, each has m rows and n sites per row.
So there are N points on the lattice, N=mnl. Periodic boundary conditions are used.
To each lattice point, with integral coordinates τ , ρ, ζ, we assign a spin variable s(τ ,ρ,ζ) which takes two values ± 1. The energy of the configuration is given by
{s(τ, ρ, ζ)s(τ +1, ρ, ζ)+s(τ, ρ, ζ)s(τ, ρ+1, ζ)+s(τ, ρ, ζ)s(τ, ρ, ζ +1)}.
(1) J(>0) is the coupling of a pair of neighboring spins. The partition function
is taken over all the 2 N possible configurations. Here K ≡ J/T . Now we factor the partition function into terms each involving only two neighboring spins, giving
where the matrix elements of the transfer matrix V are
V can be put into a more convenient form by factoring it into the product of simpler matrices,
The above decomposition may be checked as follows:
In the above equation, due to periodic boundary conditions, the identity
is used. Furthermore, V 1 , V 2 , V 3 can be rewritten as a matrix in the direct product space.
Observing from (8), let us define a matrix a with matrix elements
I is a 2 × 2 unit matrix. tanhK * = e −2K , tanhK = e −2K * , sinh2K sinh2K * = 1. To simplify the matrics V 1 , V 2 , V 3 , we define
Y i,j and Z i,j are also defined similarly by replacing the Pauli matrix σ x with σ y and σ z respectively.
As for V 2 , we introduce another matrix b with matrix elements
Similarly, V 3 is obtained from a matrix c,
3 Spinor Representation
ml -space can be related to matrices in 2ml -spaces via Dirac Γ matrices.
The process of reducing the dimensions of V had been used in the 2D Ising model. Define a set of matrix Γ µ,ζ satisfying anticommutation relations
Every Γ µ,ζ is a 2 ml × 2 ml matrix. A possible representation of Γ µ,ζ is
. . .
where
The total number of the Γ matrix is 2ml. A special 2 ml × 2 ml matrix U is defined as
U and U ζ have the following relations:
By definition of Γ, we notice that
then
Simlarly,
then we have
With the identity,
V 2 can be rewritten as
Since U ζ commutes with Γ 2ρ,ζ Γ 2ρ+1,ζ , the projection operators
the situation seems more complicated.
W 2ρ+1,ζ is defined as
W 2ρ+1,ζ has the property that it anticommutes with Γ µ,α inside the region that the integral coordinates (µ, α) from (2ρ + 1, ζ) to ( 2ρ − 2, ζ + 1 ), whereas it commutes with Γ µ,α outside of that region.
= σ x
Then we have
A remarkable observation of Kaufman is that decomposing V of the 2D Ising model into the product of factors like e θ 2 ΓΓ , which is interpreted as a two-dimensional rotation with rotation angle θ in the direct product space. We follow this spirit and decompose the factors into several 2D rotations,
In the 2D Ising model the V are decomposed into 2 pieces. This is not so simple in the 3D Ising model. Due to the projection operators (I ± U),
Only one piece will produce the largest eigenvalue, which dominates the value of partition function.
Since W 2ρ+1,ζ may commute or anticommute with Γ µ,α , we have to check the commutation relations between the projection operators and the product of the factors like θΓΓ . However, fortunately, the product of all the projections in any one piece of V, e.g.
do commute with any e 
In essence, V includes the repetition l times of the same rotations as in the 2D Ising model, appearing in the second and third brackets of (79), and the new rotations in the first bracket of (79), relating to the third dimensional coupling beyond the 2D Ising model.
Eigenvalue Equations
The rotation operator in the spinor representation,
has a one-to-one correspondence to the 2D rotational matrix ω(λσ | θ) of the Γ matrix.
S λσ (θ) is a 2D rotations in the direct product space. The rotations, e The correspondence with V is
) is(
The matrix Ω is just the same matrix considered in the 2D Ising model. ω
1 is in symmetric form such that its eigenvalue equations are much more easier to handle.
Now we proceed to solve the eigenvalue equation
By imposing the constraint,
one reduces eigenvalue equation (97) to
Further, imposing the constraint,
(100) is reduced to
The free energy per site under the thermodynamic limit is 
High Temperature Limit
Let us expand u in terms of x at high temperature limit, x small, and compare the series of u obtained from the computer graphic method. [2] x ≡ tanh K , c = cosh 2K = 1 + x (1 − x 2 ) 2 sin θ 1 sin θ 2 }.
With the help of computer program Maple V Release 5.1, we get our result
Comparing the result obtained by the computer graphic method, the series expansion of u for a simple cubic lattice can be transformed from the partition function, 
