Abstract-This paper presents a robust-control-oriented system identification method aiming to minimize the normalized coprime factor uncertainty of the performance-weighted system. The nominal model and the normalized coprime factor uncertainty bound are estimated employing a filter bank approach, which approximately calculates the chordal distance between the identified model and the true system in the frequency range of interest. An iterative LMI optimization is formulated to identify the model coefficients. The optimal stability margin is also calculated and compared to the identified nominal uncertainty bound to decide if re-identification is necessary.
I. INTRODUCTION
The motivation of system identification is often to obtain a model for advanced model-based controller design. In traditional practice, the system identification is often performed separately and robust controller design.
In the early and mid-nineties, the focus started shifting to "identification for control." The general idea is to find the best nominal model for controller design, instead of the model that can minimize the open loop prediction error of the experiment data. Although control-relevant nominal models can be found through a variety of "identification for control" approaches [1] , [2] , [3] , there is no guarantee that the controller designed from the identified model will have a satisfactory performance with a set of models within an estimated model uncertainty region.
Over the recent two decades, the robust control theory has been established with very practical design method [4] , [5] . The nominal model as well as the model uncertainty information are both needed for robust controller design. One well known model uncertainty estimation method uses asymptotic theory [6] . New model error modeling (MEM) approaches are recently proposed to reconstruct the model uncertainty from the nominal model prediction error residue [7] . Theory and methods of constructing model uncertainty region for the widely used prediction error method (PEM) are also presented in [8] , [9] .
The additive and multiplicative model uncertainty bounds, or parametric uncertainty regions are the typical results of the above uncertainty estimation approaches. On the other hand, a different and more general uncertainty model is the coprime factor uncertainty [10] , [11] , which turns out to be appropriate for controller design [12] , and optimal for continuity of loop properties [13] . Normalized coprime factorizations of the nominal model is directly identified in C. Zhan is with advanced process control R & D group, Honeywell Process Solutions, Phoenix, AZ 85027 charles.zhan @honeywell.com
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State University, Tempe, AZ 85281, USA tsakalis@asu.edu [14] , [15] . A method to estimate coprime uncertainty factors directly from experimental data was also proposed in [16] , based on the uncertainty model unfalsification philosophy [17] . Inspired by this concept, a new system identification for robust control approach is proposed in this paper. In philosophy, given any nominal model, a model uncertainty description can be found to explain the experimental data. Here, system identification is viewed as the problem to find the nominal model and model uncertainty description that is best for robust control. More specifically, with loopshaping as our primary controller design tool, we seek to find (or approximate) the nominal model that leads to the minimum normalized coprime uncertainty norm. The system identification is tightly integrated with the loop shaping optimal control design method [4] . This paper is organized as follows: the system identification for robust control objective is given in Section 2. The identification algorithm is given in Section 3. Section 4 gives some theoretical results of the algorithm. A simulation example is given in Section 5.
II. SYSTEM IDENTIFICATION FOR ROBUST CONTROL
Coprime factor model uncertainty description has been proven to be an efficient and convenient way of describing the model uncertainty for robust controller design [12] , [5] . The left coprime uncertainty system G ∆ has the following expression:
where
is the left coprime factorization of model G, and (∆ N , ∆ M ) are the two uncertainty terms. A common approach to design a robust controller for G ∆ is to design the controller K for the nominal model G with a stability margin requirement quantified by the small gain theorem [18] . That is, [12] , the controller K stabilizes the uncertainty system G ∆ provided that that K stabilizes the nominal system G and
Normalized coprime factorizations (NCF) have been proven to be particularly useful in controller design [10] , [12] . Assuming (N, M ) is a NCF pair of nominal system G and (∆ N , ∆ M ) is the corresponding uncertainty pair, an optimal controller K can be calculated directly to maximize the stability margin: The optimal stability margin is given in terms of the Hankel norm of the coprime factors:
H . On the other hand, the optimal controller designed for the nominal model may not be practically useful, unless performance requirements are incorporated in the design. A loop shaping robust controller design method has been proposed in [4] . A preweighting W 1 and/or a postweighting W 2 are used to augment the nominal plant G. The control performance requirements can now be specified using W 1 and W 2 so that the weighted plant G s = W 2 GW 1 has a desired loop shape. The optimal controller K s can then be designed for the shaped plant G s . The final controller K for the original model G can be constructed as
Letting [∆ N s ∆ Ms ] ∞ denote the weighted plant uncertainty, the identification objective can be cast as the minimization of [∆ N s ∆ Ms ] ∞ . The key idea here is that the first term of the stability condition (2), or its weighted versions, can be made all-pass by the optimal controller. It is then up to the identification to minimize the uncertainty, as well as make its spectrum "flat" by a proper selection of the adjustable parameters. Then, if the product is smaller than unity, the controller provides robust stability; if not, the control objective implied by the weighting functions is not feasible.
In contrast, traditional system identification methods like prediction error method (PEM) seek a nominal model such that the norm of the prediction error residue is minimized. When the prediction error residue can be made zero (or "very small") all approaches will produce roughly similar minimizers. But when the error is large (i.e., there is significant order mismatch), different approaches will produce significant differences in the results, depending on the underlying type of approximation. Our objective is to have a method that produces optimal or near-optimal trade offs in such situations, with the sense of optimality defined by a robust stability condition of the form (2) . It should be noted that small uncertainty of the original system does not necessarily lead to small uncertainty of the weighted system. In other words, different performance objectives emphasize different parts of the uncertainty spectrum.
Referring to Fig. 1 , we have:
−1 on both sides of (4), we have:
are NCF of the original and weighted system, respectively. Thus the following relationships exist between the uncertainty of the original system and weighted system:
It should be noted that ∆ N s and ∆ Ms are guaranteed to be stable. The RHP zeros of M must appear as RHP zeros in M s .
In the proposed identification approach, the objective is to find a nominal model and the corresponding model uncertainty bounds to explain the data such that the weighted uncertainty has the smallest norm with the prescribed control performance requirement. Specifically, we would like to minimize the following identification objective:
s.t. :
where θ is the vecor of unknown model parameters to be identified. In next section a new identification algorithm is proposed to solve the system identification problem, using the time domain input output data u, y.
III. IDENTIFICATION ALGORITHM
An algorithm is proposed in this section to solve (7), only single input single output (SISO) system is considered in this paper. Coprime factorization (N, M ) of the system with state-space representation (A, B, C, D) is [16] :
where (F, q) is selected a priori to be a stable, completely observable pair. The system (8) is equivalent to the standard (A, B, C, D) representation after a similarity transformation of the following relations, provided that the choice of F, q is such that the two systems have the same observability indices. (For a Multiple Input Single Output identification approach, this means that the orders of the various subsystems must be appropriately selected.)
Thus, given the pair (F, q), θ = (θ 1 , θ 2 , θ 3 )
′ completely specifies the system. The identification problem can then WeB04.3 be formulated as the problem of finding θ resulting in the smallest weighted coprime uncertainty. Using (6), we have:
Thus, we can estimate the uncertainty as:
In practice, we can only have limited time-domain input and output data u(t), y(t). The error e(t) is constructed from u(t), y(t) and the unknown parameters θ in a linear model, as follows:
thus we have:
where Φ(t) is:
For SISO system, the identification problem (7) becomes:
s.t.
To find solution of (15), the frequency content of e(ω), u(ω), y(ω) are needed. The typical way of getting frequency contents from time domain data is to use discrete-time fourier transform (DTFT). This presents well known problems when used with limited amount of data. An alternative filter bank approach can be used to estimate the power spectrum of the time domain signal [19] . A bank of band-pass filters can be used to decompose the signal [20] , [21] . Use BF i to denote the bandpass filter i that has ideal cutoff frequencies at ω il and ω ih :
Use s(t) to denote any time domain signal and use s f i = BF i (s) to denote the signal s(t) filtered by BF i . Ideally, s f i (ω) ≈ 0 for ω < ω il and ω > ω ih . Using Parseval's theorem, it follows that
where cf i is a constant value for each filter bank BF i . Using (17) , with a bank of the bandpass filters BF i to cover the frequency range of interest, the objective of problem (15) can be approximated as:
The optimization problem (15) can be further formulated as:
An iterative approach was used to solve the problem (19) . At the (k + 1)th step, the identification results θ k at the kth step is known, M s (θ k )W 2 M (θ k ) −1 can be calculated.
The constraints are then:
The system identification problem is thus formulated as following LMI optimization problem at each step:
In the above derivation, we assumed that the system [N, M ] as in (8) is an NCF of the system. However, this assumption is not valid in general, with an arbitrarily selected (F, q) pair. Iterations on F, q are required to achieve that. (The approximate validity of this assumption will produce suboptimal but usually quite satisfactory solutions.)
To summarize, the iterative identification approach has the following steps: 1) Select W 1 , W 2 based on the control performance requirements and preliminary knowledge about the system. 2) Obtain a preliminary model G, e.g., from prior knowledge or by perform a traditional system identification method like PEM. 3) Calculate NCF (N, M ) of current model G, and NCF (N s , M s ) of weighted model G s = W 2 GW 1 . Construct (F, q) pair from the current NCF (N, M ). 4) Formulate and solve the LMI problem (23). 5) Reconstruct the identified system G from F, q, θ using the relationships in (9). 6) Compare the current objective ǫ unc to the last step, if the difference is below pre-set threshold, stop the iteration. Otherwise go to step 3. 7) Calculate the maximum achievable stability margin ǫ max of the weighted system. If ǫ max − ǫ unc < stability threshold, then re-identification is needed: Either the control performance objective needs to be adjusted by changing W 1 , W 2 , or another testing is needed to get better data.
IV. THEORETICAL ANALYSIS
In this section we give some theoretical analysis of the proposed identification approach. Without loss of generality, it is assumed that the weighting functions W 1 = 1 and W 2 = 1. Suppose the data u and y are generated through
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an unknown linear system G 0 , with NCF (N 0 , M 0 ), so we have:
Denote the identified model as G id , with NCF (N id , M id ).
The NCF prediction error with (N id , M id ) is:
Use Φ ef (w),Φ uf (w), and Φ yf (w) to denote the spectrum of the signal e f , u f , and y f respectively, we have:
With the assumption W 1 = 1 and W 2 = 1, the ith constraint of optimization problem (19) is equivalent to:
(28) Using (26) and (27), with each bandpass filter i we have:
(29) Assume w ci is the center frequency of [w li , w hi ], if w li and w hi is very close and BF i is a narrow bandpass filter, we can treat each term in (29) as piece-wise constant and get the following results:
(30) The L 2 -gap of two plants P 1 , P 2 is defined as [13] :
The ν-gap of two plants P 1 , P 2 is defined as [13] :
wno(P 1 ) = wno(P 2 ) 1 otherwise (32) Where wno means winding number. So δ L2 (G id , G 0 ) is minimized in our system identification problem for SISO system. When the winding number condition is satisfied, the ν-gap metric of the real system and the identified system is directly minimized with the proposed identification approach.
We do not address the winding number condition in this paper. A method is proposed in [22] to enforce the winding number condition when doing system identification. Alternatively, we are currently considering an approach using Hankel optimization of the system as an indirect, postidentification way to satisfy the winding number condition.
With the weighting functions W 1 and W 2 , it can be similarly proved that δ L2 (W 2 G id W 1 , W 2 G 0 W 1 ) is minimized in the system identification problem.
When the data are corrupted by an additive disturbance d(t), the problem becomes more complicated. The output data y(t) is: Assuming that d(t) is independent of u(t) and y(t), the constraint of optimization problem (19) can be reduced to:
(34) From (), we notice that:
• If the additive disturbance d is small compared to the input u, then
Φu will be small, and the identified system will minimize the L 2 -gap, approximately.
• If
Φu is large at certain frequencies, then there can be different trade-offs depending on the magnitude of |M 0 (jw)| at those frequencies and the original plant G 0 (jw).
V. SIMULATION EXAMPLE
Let us consider the following system to be identified: G 0 (s) = 300s 2 + 40s + 1 30000s 4 + 2500s 3 + 450s 2 + 15s + 1
White noise of zero mean and variance 1 is used as the excitation input signal. 1000 data points are collected at the sampling rate of 1 sample per second. We seek to identify a low (2nd) order model from the test data. The loop shaping optimal controller design method [4] is then used to obtain a controller from the identified model and pre-selected weighting. The designed controllers are not presented in the paper since they can be easily calculated. A set of 32 bandpass filters is used to cover the frequency range ω ∈ (0, 1). The filters are all designed as 2nd order Butterworth filters and their Bode plots are shown in Fig. 2 .
To start the iterative identification procedure, the output error (OE) method [23] is used to identify a 2nd order model G oe . The NCF (N, M ) of G oe is calculated and the pair (F, q) is set as the
G id1 is obtained using weighting function W = 0.1/s and clean simulation data. The estimated Table I . The corresponding results of the OE model are also included for comparison.
Remarks: 1) From Fig. 5 , it is apparent that the OE model gives the smallest output prediction error norm, which is the identification objective of OE method. However, it yields bigger NCF uncertainty for the weighted system. While the identified model G id2 is an unstable model and has biggest prediction error norm, it also has the smallest NCF uncertainty for the weighted system and best control performance. This clearly illustrates that minimizing the prediction error may not satisfy the robust control needs.
2) From Fig. 6 , the new method has a "flatter" uncertainty distribution. (It should become more uniform as the number of adjustable parameters, i.e., model order, increases.)
3) An advantage of the proposed method is that it can provide an indication whether the identified model and the resulting optimal loop shaping controller could be used with confidence. The controller design is truly integrated into system identification. An optimal controller can be directly calculated at the end of identification. The controller stability margin is compared to the coprime uncertainty to decide if re-identification or re-testing are needed.
For both weighting functions used, the new method yields models with ǫ max > ǫ unc . It indicates that the corresponding optimal controllers can handle the uncertainty system with a good stability margin. If faster controller is desired, new weighting functions can be designed and the bandwidth of the controller can be pushed. The key point is that by comparing ǫ max and ǫ unc , we can know how much the controller can be pushed at the identification stage.
4) It is of interest to calculate the ν-gap between the different identified models and the true system. From Table  I , we can see the numbers are very close to each other. However, the models do perform very differently when used for loop shaping controller design with different weightings.
The identification results with noisy input and output data are examined next. Two sequences of white noise with zero mean and standard deviation 0.3 are added to both the input and output.
G id3 is identified using W = 0.1/s: G id3 (s) = −0.0306s + 0.0116 s 2 + 0.0145s + 0.0095
The closed loop responses of the corresponding optimal controller as well as the optimal controller designed based on OE model are shown in Fig. 8 . Again, we can try to increase the closed-loop bandwidth by changing the weighting function to W = 1/s and repeat the identification. G id4 is identified as: G id4 (s) = −0.01s + 0.0049 s 2 − 0.0001s + 0.0304
In this case, ǫ max << ǫ unc , meaning that even the optimal controller cannot handle the uncertain system. Thus, this identified model cannot be used for controller design. Either the control objective must be modified, or identification data must be collected under less noisy conditions. (Of course, the latter is not always possible, either because of the typical noise level in the system, or because of perturbations caused by nonlinear components.) It should also be noticed that the estimated NCF uncertainty increases as the noise level in the data increases. In general, there is no easy way to separate the additive noise from the model dynamics mismatch in the error residue. By assuming all the errors are caused by model dynamics mismatch, the NCF uncertainty estimation result ǫ unc will be more conservative at the presence of the additive noise. In the current algorithm, the noise effect is bounded within the model uncertainty. However, if it still happens that ǫ max > ǫ unc , then such a model will produce a successful controller design.
VI. CONCLUSIONS
A new robust-control-oriented identification algorithm is presented in this paper. The objective of the identification is to minimize the NCF uncertainty of the weighted system directly. The controller design is truly integrated at the identification stage. The controller stability margin is compared to the estimated NCF uncertainty as indication of identification success.
