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Version Abre´ge´e
Le succe`s de l’IRM de diﬀusion est profonde´ment enracine´ dans le fait que durant leur
de´placement ale´atoire les mole´cules d’eau dans un e´chantillon biologique explorent sa struc-
ture. En marquant magne´tiquement les protons lie´s aux mole´cules d’eau qui se de´placent,
l’IRM de diﬀusion fournit un reﬂet de la taille et de l’orientation des divers compartiments
pre´sents dans le tissu e´tudie´. C’est par la relation causale entre d’un coˆte´ la mesure de la
mobilite´ restreinte et oriente´e des mole´cules et de l’autre coˆte´ l’orientation des axones dans
la matie`re blanche ce´re´brale, que l’IRM de diﬀusion est devenue une me´thode puissante
pour l’e´tude de la connectivite´ ce´re´brale et de l’architecture de ses ﬁbres nerveuses.
Cet travail est non seulement un voyage, qui nous emme`ne de la physique de l’IRM de
diﬀusion jusqu’a` l’e´tude de la circuiterie neuronale du cerveau, mais aussi une the`se visant a`
de´montrer la puissance de l’analyse a` grande e´chelle de la connectivite´ ce´re´brale ou` chaque
composant technologique ne´cessaire a` sa mesure est essentiel.
Suite a` une petite introduction sur la diﬀusion mole´culaire et l’IRM de diﬀusion, nous
commenc¸ons par montrer que le contraste IRM de diﬀusion est re´el et positif. Ceci est un
point cle´, qui jusqu’a` pre´sent n’avait e´te´ que postule´. En eﬀet, cette proprie´te´ du signal IRM
permet de justiﬁer que pour mesurer correctement la diﬀusion le seul module du signal est
ne´cessaire. Diverses techniques IRM e´mergentes qui mesurent une diﬀusion non gaussienne
peuvent des lors trouver une justiﬁcation fonde´e. En particulier, ce re´sultat nous permet
de calculer la distribution du de´placement des mole´cules d’eau en prenant la transforme´e
de Fourier du seul module du signal et par la` faire de l’Imagerie du Spectre de Diﬀusion.
Nous illustrons le potentiel de cette technique par diverses expe´riences, dans lesquelles l’on
voit de quelle manie`re cette distribution dans un tissu biologique aux multiples et tortueux
compartiments peut eˆtre mesure´, et comment l’he´te´roge´ne´ite´ mesure´e est un miroir de
l’architecture axonale.
La tractographie est le lien ne´cessaire qui permet, a` partir de mesures IRM, de re-
construire, in vivo, les trajectoires de ﬁbres nerveuses ainsi que des cartes de connectiv-
ite´ ce´re´brale. Dans cette the`se deux algorithmes sont propose´s, alors que le premier est
de´veloppe´ pour l’IRM du tenseur de diﬀusion, le second est fac¸onne´ pour l’IRM de diﬀusion
a` haute re´solution angulaire et est spe´ciﬁquement teste´ sur des images acquises en IRM du
Spectre de Diﬀusion. Apre`s avoir conside´re´ les avantages et les limites de ces algorithmes
de trac¸age, nous nous posons la question si la tractographie peut eˆtre formule´e comme
xi
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un proble`me de segmentation dans un espace non-euclidien de haute dimension: l’espace
position-orientation.
C’est a` l’aide de ces outils que nous formulons quelques questions neuroscientiﬁques
d’importance. En se basant sur les images ce´re´brales acquises chez 32 volontaires sains en
IRM du tenseur de diﬀusion, le re´seau neuronal du langage est e´tudie´. Il en ressort que les
hommes droitiers sont massivement interconnecte´s entre aires du langage dans l’he´misphe`re
gauche alors qu’entre les re´gions homologues a` droite cette connectivite´ est faible. Ceux-ci
ont aussi des connections interhe´misphe´riques importantes entre aires du langage et leurs
homologues contralateral. Chez les hommes gauchers ainsi que les femmes cette connectiv-
ite´ intrahe´misphe´rique semble e´gale dans les deux he´misphe`res, mais les femmes ont une
densite´ de connections interhe´misphe´rique plus importante. Apre`s cette e´tude quantitative,
nous e´tudions la organisation globale des connections ce´re´brales d’un sujet avec l’aide d’une
acquisition en IRM du Spectre de Diﬀusion et de la tractographie. Ici la cle´ est de mode´liser
cette connectivite´ a` l’e´chelle du cerveau entier par un graphe abstrait. Ceci nous permet
de de´montrer que le re´seau ainsi forme´ est de topologie ”petit monde”, ou ”small world”
en anglais. C’est un type d’architecture bien particulier qui se retrouve dans de multiples
re´seaux de communication de grande e´chelle. Ceux-ci re´sultent en ge´ne´ral d’un processus
de de´veloppement ou` l’optimalite´ de la capacite´ de communication entre composants est
module´e par des limites de ressources. D’autre part nous montrons aussi que l’architecture
de la connectivite´ axonale entre aires corticales est aussi organise´e hie´rarchiquement. Ces
re´sultats, qui conﬁrment des e´tudes bien moins directes, nous permet de mettre en perspec-
tive l’histoire de l’e´volution ce´re´brale, le de´veloppement ce´re´bral ainsi que le traitement de
l’information au niveau du cerveau tout entier.
Abstract
The success of diﬀusion MRI is deeply rooted in the fact that during their micrometric
random displacements water molecules explore tissue microstructure. Hence by labeling
magnetically spins of displaced water, diﬀusion MRI provides us with exquisite information
about the sizes and orientations on the multiple compartments present inside an imaging
voxel. Through the causal relation between on one hand the imaged restricted and oriented
water mobility and on the other hand the axonal orientations in brain white matter, diﬀusion
MRI has become a powerful method to infer ﬁber tract architecture and brain anatomic
connectivity.
This work is not only a journey that takes us from essential diﬀusion MRI physics to an
investigation of the brain neuronal circuitry, but also a thesis aiming at demonstrating the
power of large scale analysis of brain connectivity, where every technological component is
essential.
After a short introduction on molecular diﬀusion and diﬀusion NMR, we start by show-
ing that diﬀusion contrast is positive. This key issue that was only postulated up to now,
allows us to justify why diﬀusion can be computed accurately with the only signal modulus.
Accordingly, various emerging MRI techniques that map non-Gaussian diﬀusion have found
a sound justiﬁcation. In particular it is precisely the result that allows us to map distri-
bution of diﬀusion related spin displacements by Fourier transformation of the measured
signal modulus, hence to do Diﬀusion Spectrum MRI. We show through multiples MR ex-
periments how the shape of this distribution in a complicated multi-compartment biological
system can be measured and how its characteristic local heterogeneity is a mirror of ﬁber
architectures. We discuss in detail its interpretation and its relation to other diﬀusion MRI
techniques.
Tractography is the necessary link that from diﬀusion MRI provides us with nerve
ﬁber trajectories and maps of brain axonal connectivity. In this thesis two algorithms are
proposed, while the ﬁrst is designed for diﬀusion tensor MRI, the second is shaped for high
angular resolution diﬀusion MRI and speciﬁcally tested on Diﬀusion Spectrum MRI. After
having considered the potentials and the limitations of these line generation algorithms, we
investigate whether tractography can be formulated as a segmentation problem in a high
dimensional non Euclidean space, i.e. position-orientation space.
With the help of the developed tools we address some key neuro-scientiﬁc questions.
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xiv Abstract
Based on diﬀusion tensor MRI data of 32 healthy volunteers, language networks are in-
vestigated. It is shown that right-handed men are massively interconnected between the
left-hemisphere speech areas whereas the homologous in the right hemisphere are sparse;
furthermore interhemispheric connections between the speech areas and their contralat-
eral homologues are relatively strong. Women and left-handed men have equally strong
intrahemispheric connections in both hemispheres, but women have a higher density of in-
terhemispheric connections. After this quantitative study, Diﬀusion Spectrum MRI data
of a single subject is collected and tractography performed in order to analyze the global
connectivity pattern of the human brain. For this purpose we propose to model this large
scale architecture by an abstract graph. It is shown that the long-range axonal network
exhibits a ”small world” topology. This type of particular architecture is present in various
large scale communication networks. They emerge usually from a growing process where
optimal communication has to be developed under some resource constraints. Furthermore
we show also that the architecture of axonal connectivity between cortical areas exhibits
a hierarchical organization. These results, which conﬁrm more indirect studies, provide
essential material to discuss not only brain evolution and development but also information
processing at the level of the brain.
Preface 1
1.1 Context
Diﬀusion MRI has become over the last decade an important area of MRI research, boosted
by established successes in clinical neuro-diagnostics and foreseen powerful new applications
for the study of brain anatomy in-vivo. While the current clinical applications are mainly
acute stroke management [135, 136, 157] and in a smaller extent axonal ”integrity”measure-
ments [78], it is clearly the potential use of diﬀusion MRI for the study of neural ﬁber tract
anatomy and brain connectivity that is responsible for the current tremendous research
eﬀort in this domain.
While during last decade diﬀusion MRI has been dominated by the Diﬀusion Tensor
(DT) model ∗, currently more and more researchers recognize its limitations for axonal
connectivity inference and turn their interest towards techniques with better ”angular”
resolutions†. Important issues have not yet found their deﬁnite answers in the domain and
are currently discussed in the scientiﬁc community. Can water diﬀusion be precisely and
rigorously inferred from the modulus of the diﬀusion encoded signal? What is the exact
relation between water diﬀusion and axonal anatomy? What does tractography really
measure? How should brain connectivity be quantiﬁed from diﬀusion MRI? What can we
do with tractography?
1.2 Approach and Outline
With the help of various experiments and theoretical arguments, the present work investi-
gates many of those issues. Beside the answers that this thesis provides to some speciﬁc
questions, it aims also at demonstrating the power of large scale analysis of brain connec-
∗For overview see the November-December 2002 special issue of NMR in Biomedicine.
†An excellent overview of early work in that area can by found in the thesis of D. Tuch [150].
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tivity. In order to emphasize the three essential steps on the way from the MRI acquisition
to brain anatomical connectivity analysis this work is organized in three parts.
After a primer on diﬀusion and diﬀusion MRI, we address a fundamental question of
diﬀusion MRI. Indeed, in the context of emerging ”high angular resolution” diﬀusion MR
techniques, the critical positivity issue of diﬀusion contrast must be clariﬁed. With the help
of various experiments, we then go through a comprehensive analysis of diﬀusion spectrum
MRI, a six-dimensional diﬀusion imaging modality of high angular resolution. To make the
link between diﬀusion imaging and brain connectivity, we consequently propose two trac-
tography algorithms, one for the well established DT-MRI and one for the rather recent
diﬀusion spectrum MRI. While the essential aspects of Part I and II are respectively diﬀu-
sion MRI physics and algorithmic modeling, Part III addresses neuro-scientiﬁc questions.
We investigate the speciﬁc architecture of language networks, and borrow from communi-
cation science concepts on large-scale networks in order to analyze the global topology or
organization of the human brain neuronal network, essential aspect of modern integrative
neurosciences.
Although a thesis is a personal work, its scientiﬁc content is always the result of an
intense collaboration. Therefore I have chosen to write this thesis using ”we” instead of ”I”,
it is a way for me acknowledge all my great collaborators.
1.3 Main contributions
The main contributions of this dissertation can be summarized as follows.
• Demonstration that under some weak assumptions diﬀusion contrast is positive, key
issue for justifying emerging MRI techniques that map non-Gaussian diﬀusion by
measuring the only signal modulus.
• Based on multiple MR experiments, comprehensive analysis of Diﬀusion Spectrum
MRI and its relation to other diﬀusion MRI techniques.
• Development of a DT-MRI tractography method.
• Development of a tractography method designed for high angular diﬀusion MRI data
and tested on Diﬀusion Spectrum MRI data.
• Using a hidden Markov random ﬁeld model, development of a segmentation algorithm
in a ﬁve-dimensional space of position and orientation in order to identify ﬁber tracts
in brain white matter.
• Demonstration of the non trivial relationship between gender and handedness with
the intra- and inter-hemispheric anatomical architecture of language networks.
• Demonstration that long-range axonal human brain connectivity forms a small world
network.
1.3. Main contributions 3
• Demonstration that the hierarchical organization of human cortex connectivity can
be revealed by the study of the topology of the brain neuronal network.
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Part I
Diﬀusion MRI
5

Basics in Diﬀusion MRI 2
I will be brief. Not nearly as brief as Sal-
vador Dali, who gave the World’s shortest
speech. He said, ” I will be so brief I have
already ﬁnished”, and he sat down.
E. O. Wilson
2.1 Introduction
This chapter aims at reviewing the basic principles behind water molecular diﬀusion and
diﬀusion weighted MRI. We will, however, not discuss the basics of NMR or MRI, concepts
that are on one hand very widely explained in the didactic books (see for example [28, 29])
and on the other hand not really essential to understand this thesis. Hence the not-expert
reader will just have to take for granted some equations of Section 2.6 in order to be able
to follow the rest of the text.
It is probably not so wrong to say that the large majority of the literature discussing
the principles of scalar and tensor valued diﬀusion MRI shares two constant features (see
for examples [9, 97] and [7, 98, 99, 100, 102] for review). First, diﬀusion is always addressed
with the use of the macroscopic diﬀusion equation. Second, diﬀusion is considered Gaussian
and formulas are derived from this assumption. It has its reason: simplicity. But nature
is complex and therefore needs sometimes more subtle tools to keep it simple. Therefore
and in order to avoid repeating too much the literature, this chapter is an attempt to go
over the basic material, with the formalism that we use in next chapters where general
diﬀusion processes is discussed. Accordingly, we will introduce concepts that, while not
really necessary for scalar or tensor imaging, are going to be very useful later on.
7
8 Chapter 2. Basics in Diffusion MRI
2.2 One-Dimensional Description of Molecular Diﬀusion
2.2.1 Macroscopic Description
A drop of water-soluble dye placed in a glass of water will spread out and its color will
become less intense until the glass is ﬁlled with a solution of uniform color. This sentence
summarizes the idea behind the macroscopic description of diﬀusion. In 1855, Adolf Fick, a
25 year old professor at University of Zu¨rich, described this process by which a population
of particles is transported from regions of high concentration to regions of low concentra-
tion so as to decrease the concentration gradient. This phenomenological description is
currently known as Fick’s ﬁrst and second laws. In the following we will explain them in
the one-dimensional case as schematized in Figure 2.1 in order to focus on the guiding prin-
ciple and reduce the technical details. The generalization to three dimensions is however
straightforward.
Fick’s First Law
This empirical law states that the ﬂux, J(x, t)∗, is proportional to the spatial gradient of
particle concentration c(x, t)†:
J(x, t) = −D ∂
∂x
c(x, t), (2.1)
where D is a scalar called the diﬀusion coeﬃcient . In the sequel D is considered as a
constant.
Continuity Equation
As the number of particles in the system is conserved, another relation between J and c
holds. Imagine a small rectangular volume element centered in x of left and right surface
areas A and thickness  (Figure 2.1). The net inﬂux of particles into the volume element
in a small time interval [t, t + h] can be approximated by:(
J(x− /2, t)− J(x + /2, t))Ah. (2.2)
Similarly, the change in particle number in the same volume element is approximated as:(
c(x, t + h)− c(x, t))A. (2.3)
If the number of particles is conserved, then the net inﬂux must equal the increase in
the number of particles in the volume element, therefore letting  −→ 0 and h −→ 0 we get:
∂
∂x
J(x, t) = − ∂
∂t
c(x, t), (2.4)
which is the continuity equation in one dimension. It links the rate of change of particle
concentration at a point in space with the divergence of the local ﬂux.
∗Flux is the net number of particles crossing from left to right per unit time at time t a unit area located
at x perpendicular to the x-axis.
†Concentration must be understood as a number of particles per unit volume.
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Fick’s Second Law
If we diﬀerentiate Eq. (2.1) with respect to x we get:
∂
∂x
J(x, t) = −D ∂
2
∂x2
c(x, t), (2.5)
taking into account that D is constant. By combining Eq. (2.5) with Eq. (2.4) we get:
∂
∂t
c(x, t) = D
∂2
∂x2
c(x, t), (2.6)
which is Fick’s second Law, linking the time evolution to the concentration with its spatial
Laplacian.
Solutions to Fick’s Second Law
In case where the medium can be considered as homogeneous (constant D) and inﬁnite
(no boundary condition), the evolution of the concentration of a solute in this medium can
be computed easily. We set the initial condition as c(x, 0) = δ(x), where δ(·) is the Dirac
distribution, then Eq. (2.6) admits the solution:
c(x, t) =
1√
4πDt
e−
x2
4Dt . (2.7)
Eq. (2.7) tells us that with time the concentration spreads out as a Gaussian distribution
that dilates.
Another situation that is easy to understand (the analytical derivation can be found in
[126]), is the inﬁnite time limit solution of the dye drop in a glass of water. In one dimension,
if the boundaries of the glass are ﬁxed at −d and +d, the equilibrium concentration will be
the square function: c(x,∞) = 12d1[−d<x<+d], with 1[·] the indicator function, taking value
1 if the statement in brackets is satisﬁed and 0 otherwise .
Fick’s description is based on the notion of gradient, ”force” that drives the diﬀusion
process. It is well suited for describing macroscopic quantities, like concentration, during
their evolution towards equilibrium. From the discussion above we see that the system is
in motion as long as the gradient is non-zero. Once the equilibrium reached, the system
seems to ”freeze” (see glass of water). However, according to our current knowledge of
molecular physics, we know that the system is deﬁnitely not inert and that it is only at the
macroscopic level that things don’t move.
2.2.2 Microscopic Description
Molecular diﬀusion or Brownian motion was ﬁrst formally described by Einstein in 1905 [44].
It refers to the notion that any type of molecule in a ﬂuid experiences random displacements,
as, agitated by thermal energy, they collide with other particles in a chaotic way. This
erratic particle motion is best described in probabilistic terms. The simplest probabilistic
description for Brownian motion is the one-dimensional random walk model. As we will see,
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Figure 2.1: Particle diﬀusion in one dimension. The medium is virtually scattered into
small rectangular volume elements centered on xi and of side area A and thickness . The
inter-compartment particle exchange is ruled by the deﬁned ﬂux rates (q·,·).
the microscopic description has the advantage to characterize (statistically) the behavior
of each individual particle, a necessary condition for understanding diﬀusion MRI. It also
makes no diﬀerence whether we study the evolution of a particular solute (e.g. dye) in a
solution (e.g. water), or whether we look at water self-diﬀusion∗, situation where the notion
of gradient is not evident.
Let us consider the continuous time stochastic process {x(t)}t>0 with values in the set of
positions {xi}i∈Z, where xi ∈ R, as the random walk of a particle on the line (Figure 2.1).
µ(xi, t) is the probability of ﬁnding the particle in xi at time t. It can also be seen as
the particle mass in volume element of side area A and thickness  centered in xi divided
by the total particle mass in the system. The exchange rules between any two neighboring
compartments xi and xi+1 is governed by the ﬂux rates qi,i+1 and qi+1,i, coeﬃcients that can
be described as the mass ﬂux from xi → xi+1 per unit mass in xi and from xi+1 → xi per
unit mass in xi+1, respectively. The ﬁrst order expansion of mass evolution in compartment
xi is:
µ(xi, t + h) = µ(xi, t) + h
{
qi−1,iµ(xi−1, t)− qi,i−1µ(xi, t)+
+ qi+1,iµ(xi+1, t)− qi,i+1µ(xi, t)
}
+ o(h). (2.8)
It tells us that for a small time interval h, the mass in volume element xi at time t + h
only depends on the mass in xi and its direct neighbors at time t. We recall that o(h)
∗Water molecular displacements in water due to thermal energy.
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symbol represents a function deﬁned in a neighborhood of 0 for which limh→0
|o(h)|
h = 0.
It is worth to notice that in Eq. (2.8), the expression in brackets is sometimes called the
weighted graph Laplacian operator applied on µ. Reordering the terms and taking the limit
when h → 0 yields:
∂
∂t
µ(xi, t) = q
{(
µ(xi+1, t)− µ(xi, t)
)− (µ(xi, t)− µ(xi−1, t))} , (2.9)
where we have set the ﬂux rate to a constant q, as we model presently diﬀusion in a
homogenous and inﬁnite medium.
In order to link this microscopic and discrete model with the continuous model of Sec-
tion 2.2.1, we have to make the volume elements suﬃciently small such that the continuous
approximation holds. First, we redeﬁne xi  x, xi−1  x−  and xi+1  x +  and replace
it in Eq. (2.9); we get:
∂
∂t
µ(x, t) = q2
(
µ(x + , t)− µ(x, t))− (µ(x, t)− µ(x− , t))
2
. (2.10)
If we divide on both side of Eq. (2.10) by A and deﬁne D  q2 and let  be suﬃciently
small, we get a good approximation of Eq. (2.6).
We have seen here how the microscopic and the macroscopic description match. De-
pending on the context, we will choose the one or the other model. With respect to the
microscopic model, the concentration c(x, t) can up to a constant be interpreted as the
probability density function (PDF) of the particle random position after diﬀusion time t
given its initial position x = 0 at time t = 0.
2.3 Displacement of One Spin
We know from the above discussion that the three-dimensional random displacement of a
single spin in a medium can be described by a PDF. Usually it does depend not only on
the time interval ∆ during which displacement occurs, which we call mixing time, but also
on the starting position.
Given that at time t = 0 spin position is x(0), its random position x(∆) after diﬀusion
time ∆ is well characterized by a Gaussian PDF when the medium is homogeneous:
p(x(∆)|x(0)) = 1
(4πD∆)
3
2
exp
(
−||x(∆)− x(0)||
2
4D∆
)
. (2.11)
The diﬀusion coeﬃcient D only depends on the molecule mass, the temperature and the
viscosity of the medium. For example, for pure water at a temperature of 37◦C, the diﬀusion
coeﬃcient is equal to 3 × 10−9m2/s. In other words, for a typical mixing time used in
diﬀusion MRI, of ∆ = 50 ms, the characteristic length (l =
√
6D∆) equals 17µm. In 50 ms
32% of the molecules have moved at least this distance, while only 5% have reached over
34µm.
As we will see further down, it is not so much the exact spin position (x(∆) or x(0))
which is of interest in diﬀusion MRI but more the dynamic displacement over mixing time
∆: r  x(∆)− x(0), so that for emphasis, we often write Eq. (2.11) as:
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p(x(0) + r|x(0)) = 1
(4πD∆)
3
2
exp
(
− ||r||
2
4D∆
)
. (2.12)
For completeness we should add that, if this ﬂuid in addition to diﬀusion experiences a
net mean ﬂux of velocity v, the term ||r|| should be replaced by ||r− v∆|| in Eq. (2.12).
It is clear that biological tissues are through their cellular organization highly compart-
mented and that therefore their diﬀusion PDFs, for the above given time-scale, are far from
Gaussian [6]. Basically, we can expect p(x(∆)|x(0)), which is sometimes called the condi-
tional propagator, to potentially take any shape as long as it is positive and of integral one.
The conditional propagator describes the possible displacement of a spin, given the initial
spin position is x(0).
2.4 Voxel Averaged Spin Displacements
In MRI a signal is never detected from one single spin but instead via a coherent super-
position of signals from a very large number of molecules. Therefore the resulting signal
associated to an imaging voxel is the result of a signal integration over that speciﬁc voxel,
typically a box of several millimeter cube. Accordingly, we need to adopt an ”ensemble
averaged” view in order to depict the overall behavior.
This can be done by introducing the average propagator p¯∆(r) that is the probability
distribution that describes the voxel averaged spin random dynamic displacements. In the
case of absence of net translation or ﬂux, it describes the voxel averaged diﬀusion process.
We deﬁne it ﬁrst very generally as:
p¯∆(r) =
∫
1[x(∆)−x(0)=r] dp(x(∆),x(0)), (2.13)
where the Lebesgue integral is taken with respect to the joint probability measure of random
position x(∆) and x(0). This notation emphasizes the fact the average propagator captures
the pair of random positions (x(0),x(∆)) such that their vector distance is r.
Practically, Eq. (2.13) can be expressed in the continuous case by summing, for a given
dynamic displacement, the individual spin conditional propagators over an imaging voxel ⊂
R
3:
p¯∆(r) =
∫
voxel
p(x(0) + r|x(0)) µ(x(0)) d3x(0), (2.14)
where µ is the normalized spin mass density:
∫
voxel µ(x)d
3x = 1; hence also the PDF of a
spin position.
While in the case of complex diﬀusion the average propagator captures the shape of the
individual conditional propagator of various compartments; in the case of a homogenous
medium the average propagator is identical to the conditional propagator, as diﬀusivity is
the same over the voxel:
p¯∆(r) =
1
(4πD∆)
3
2
exp
(
− ||r||
2
4D∆
)
. (2.15)
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Again as in Section 2.3, if there is uniform ﬂux through the voxel, the centered Gaussian
is translated away from the origin by v∆.
2.5 Diﬀusion Anisotropy in the Brain
Biological tissues are highly heterogeneous media made of various compartments with dif-
ferent diﬀusivities. In analogy to material sciences [29] the cyto-histological architecture of
living material can be seen as a porous structure made of a set of more or less connected
compartments arranged in a network-like fashion. During their diﬀusion driven random dis-
placements, spin movements are impeded by compartment boundaries and other molecular
obstacles, such that the actual diﬀusion distance is reduced as compared to the unrestricted
case. The particularity of neuronal tissue is its ﬁbrillar structure made of tightly packed
and coherently aligned axons, often organized in bundles. As a result the micrometric water
molecular movements are hindered to a greater extent in directions perpendicular to the
axonal orientation than along its parallel direction (Figure 2.2). As the diﬀusive properties
change with direction one speaks about anisotropy.
The experimental evidence suggest that the tissular component responsible for the ob-
served orientational anisotropy in White Matter (WM) [34] is principally the spatial orga-
nization of cellular membranes, which is modulated by the degree of myelinization of the
individual axons and the density of cellular packing. On the other hand, it is unlikely that,
given its low velocity, axonal transport or neuroﬁlaments play a signiﬁcant role in the MRI
measured anisotropy [14, 16].
In such tortuous material, the conditional propagator in the voxel space is now a
PDF that is highly dependent on the initial spin position as well as the mixing time con-
sidered and accordingly its explicit description diﬃcult to guess and impossible to measure.
With respect to some simpliﬁcations, on the contrary, the global shape of the measurable
average propagator is intuitive. First, let’s consider a voxel traversed by a unique ﬁber
bundle (Figure 2.2), where all axons are more or less oriented similarly; on average, over
the voxel, diﬀusion will be more intense along the ﬁber direction than perpendicularly. If a
voxel is traversed by say two ﬁber populations, one would expect for an appropriate mixing
time to observe an average propagator with two orientational maxima, corresponding to
both ﬁber orientations.
2.6 Diﬀusion Contrast
The eﬀect of spin displacement on the NMR signal can be understood from a simple Pulsed
Gradient Spin Echo (PGSE) experiment (Figure 2.3) as described by Stejskal and Tanner
[138]. The purpose of these gradient pulses is to magnetically label the individual spins
according to their dynamic displacements.
Let us ﬁrst go through the sequence step by step. The spin system is ﬁrst transversally
exited with a π/2 RF-pulse, then exposed to a ﬁrst strong magnetic ﬁeld gradient of duration
δ. The produced dephasing is then reverted by a π RF pulse and followed, at a time ∆
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Figure 2.2: Relation between axonal tissue organization and average diﬀusion propagator.
In the case of a voxel with one single ﬁber population, the true average propagator is a
cigar shaped function, with an orientational maximum pointing in the direction of the ﬁber
tangent. Under the diﬀusion tensor model, the average propagator has a similar shape as its
real counter part. When two ﬁber population cross, the average propagator has a cross like
shape, with local maxima corresponding to ﬁber orientations. Under the diﬀusion tensor
model, however, the angular contrast is lost.
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after the start of the ﬁrst gradient, by a second rephasing gradient of identical shape as the
ﬁrst one. The echo is acquired at time TE.
As readily mentioned the eﬀect of the ﬁrst diﬀusion gradient is to induce a phase shift,
φ(0), of the spin transverse magnetization, which depends on the spin position x(t) on
labelling:
φ(0) = q · 1
δ
∫ δ
0
x(t) dt, (2.16)
where for convenience we deﬁne q as the gradient wave vector: q = γδg, with γ being the
proton gyromagnetic ratio and assume the magnetic gradient g to be constant over time δ.
After the π RF pulse, which transforms φ(0) into −φ(0), the second gradient pulse
produces a phase shift:
φ(∆) = q · 1
δ
∫ ∆+δ
∆
x(t) dt, (2.17)
which results in a net dephasing:
φ = φ(∆)− φ(0). (2.18)
At this stage it may be useful to assume for some instant that the duration δ of the
diﬀusion sensitizing gradient is negligible as compared to the mixing time ∆. Under this
narrow pulse approximation (p. 338 [29]) the relationship between dephasing and spin
displacement simpliﬁes in the following manner:
φ = q · [x(∆)− x(0)] (2.19)
= q · r, (2.20)
and we immediately observe that dephasing is proportional to the spin dynamic displace-
ment.
Finally, we remember that the MR signal is a voxel averaged measure (〈·〉) such that
we can write diﬀusion contrast in the following terms:
S∆ = S0〈eiφ〉, (2.21)
where S0 is a constant that can be computed by the spin echo experiment without diﬀusion
weighting and i 
√−1.
2.7 Signal-Propagator Fourier Relationship
In order to improve our understanding of equation Eq. (2.21), we pursue with the narrow
pulse approximation for a moment. We observe that if the voxel average is considered as an
expectation E(·), then the MR signal becomes proportional to the characteristic function (p.
33 [23]) of the dynamic spin displacement vector. If we replace the dephasing by Eq. (2.20),
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Figure 2.3: Pulsed Gradient Spin Echo (PGSE) experiment as described by Stejskal-
Tanner [138]. The gradient amplitude is g, the pulse duration δ, the gradient pulse spacing
∆. A continuous time variable (t) and a discrete time index (l) is depicted. For the narrow
pulse approximation, the gradients are represented by a pair doted arrows, symbolizing the
dirac-like function of inﬁnitesimal duration of gradient duration and of integral δg.
it yields a Fourier relationship between the MR signal and the underlying density which is
the previously deﬁned average propagator, p¯∆(r):
S∆(q) = S0E(eiφ) (2.22)
= S0
∫
R3
p¯∆(r)eiq·rd3r. (2.23)
p¯∆(r) can be regarded as the spectrum of the diﬀusion contrast. Accordingly we rename
in the sequel p¯∆(r) the diﬀusion spectrum or displacement spectrum due to diﬀusion .
2.8 δ-Averaged Displacement
As just seen, the narrow pulse approximation allows us to easily understand the intrinsic
Fourier relationship between the MR signal and the underlying water mobility. In practice,
however, the duration δ of the diﬀusion encoding gradient is no more negligible as compared
to the diﬀusion time ∆ (i.e. δ ≈ ∆), so that the formalism developed above must be
reexamined. Interestingly the description provided by Eq. (2.23) still remains valid with non
inﬁnitesimal diﬀusion encoding gradients. Nevertheless, as shown by Mitra and Halperin
[110], the interpretation of the dynamic displacement vector r, changes slightly and is
obvious from the following expression which is derived directly from Eqs. (2.16), (2.17) and
(2.20):
r =
1
δ
∫ ∆+δ
∆
x(t) dt− 1
δ
∫ δ
0
x(t) dt. (2.24)
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In this case r must be interpreted as the δ-averaged dynamic spin displacement. It
means that r describes the displacement of the spin mean position between time 0 to δ and
between time ∆ to ∆ + δ.
In practice we see that the diﬀerence in interpretation of r and its distribution p¯∆(r)
for δ 	 ∆ and δ ≈ ∆ is not very important. However we can notice from Eq. (2.24) and
from Figure 2.4 that the longer the gradient encoding δ and the shorter the mixing time ∆
the less contrasted the diﬀusion spectrum p¯∆(r) will be, with a consequent diminution of
the ﬁber separation power.
x(t=0) x(t = δ)
x(t = ∆)
x(t = ∆+δ)
x(t=0)
x(t = ∆)
Figure 2.4: Random spin displacement. The black line is random spin trajectory. Its
position x(t) is depicted for some critical times corresponding to the beginning and end of
gradient application. x¯(t = 0) is the spin average position between time t = 0 and t = δ,
whereas x¯(t = ∆) is the spin average position between time t = ∆ and t = ∆+ δ
2.9 Diﬀusion Tensor Imaging
At this stage we have suﬃcient elements in mind in order to draw, in a succinct manner, the
principles behind scalar diﬀusion MRI and Diﬀusion Tensor MRI (DTI) (for early papers
see [9, 97] and for review see [7, 98, 99, 102]). The following description is axiomatic as
the reasoning is based on a list of hypotheses, which although not necessarily true are very
useful conceptually. After having done some work, we will come back to the interpretation
of DTI in Chapter 4 in order to better understand those hypotheses.
2.9.1 Imaging the ADC
Still keeping in mind the narrow pulse approximation, let us at ﬁrst instance assume that the
medium under study is homogeneous and experiences no net ﬂux. Accordingly, the average
propagator as well as its Fourier Transform (FT) are centered Gaussians of variance 2D∆
and (2D∆)−1 respectively. And we obtain a signal of exponential decay in the square of
the gradient intensity ||q||2:
S∆(q) = S0 exp
(−D∆‖q‖2) . (2.25)
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In order to account for the ﬁnite pulsed gradient duration in the Stejskal-Tanner sequence,
the eﬀective mixing time ∆ should be replaced by ∆ − δ/3 [97, 98]. It is also common
usage in the MR community to put in one single variable the various imaging parameters.
Accordingly, a b-factor was introduced and deﬁned as b = (∆ − δ/3)‖q‖2 for the Stejskal-
Tanner sequence [98].
Eq. (2.25) provides a simple way to measure the diﬀusion coeﬃcient as:
D = −b ln
( |S(b)|
|S0|
)
. (2.26)
The careful reader will have observed that in Eq. (2.26) the signal modulus appears instead
of the full complex signal. We must remember that the diﬀusion encoding gradients are very
strong in order to capture diﬀusion related microscopic spin displacements. Accordingly the
signal is even more sensitive to more macroscopic molecular motion that can be caused by
ﬂux, i.e. perfusion, or macroscopic sample displacement, i.e. brain pulsation and subject
movements. Consequently the measured average propagator is translated away from its
origin, which dephases the signal. As we know that the diﬀusion related signal, in the
Gaussian case, is real and positive, it is suﬃcient to compute the diﬀusion coeﬃcient from
the signal modulus. We must also mention that at this stage we consider the medium
isotropic, hence the direction of the gradient wave vector q can be arbitrarily chosen.
It must be bared in mind that we recover from relation Eq. (2.26) the ”true” diﬀusion
coeﬃcient, in the sense of a marker of the viscosity of the medium, only if the medium is
homogeneous, hence the conditional propagator Gaussian. However, it was suggested from
early biological studies, that the complicated diﬀusion processes that occur in living tissues
at the voxel scale can be described by using the microscopic, free-diﬀusion model. But the
physical diﬀusion coeﬃcient D aught to be replaced by a global statistical parameter, the
Apparent Diﬀusion Coeﬃcient (ADC) [101].
2.9.2 Imaging the Diﬀusion Tensor
Along the same lines as the above ADC model, the Diﬀusion Tensor (DT) has emerged from
a simple, yet more sophisticated, Gaussian model. It refers to concepts present in physics
of liquid-crystals which is a class of materials that exhibits organizational anisotropy [18].
Proposed by Basser et al. [8], a second order symmetric and positive deﬁnite tensor is
ﬁtted to the data instead of the scalar ADC. Doing so, it is assumed that the biological
restrictions to water mobility results in Gaussian but possibly anisotropic diﬀusion. Hence
the average propagator is modiﬁed as follows:
p¯∆(r) =
1√
det |D|(4π∆)3 exp
(
−r
TD−1r
4∆
)
. (2.27)
Accordingly by FT, the signal model takes the following form:
S∆(q) = S0 exp
(−∆qTDq) , (2.28)
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when δ 	 ∆. The DT is a symmetric 3 × 3 matrix therefore has 6 unique coeﬃcients
[11]. Consequently, at least 7 image acquisitions are necessary to reconstruct the diﬀusion
tensor: N ≥ 6 diﬀusion weighted images, S(q), of various gradient orientation — ideally
uniformly distributed over a sphere of radius |q| — and one to obtain the unattenuated
reference image (S0). The tensor elements can then be estimated by linear regression as
follows:
d = (UTU)−1UT s, (2.29)
where d  [d11, d12, . . . , d33]T is the vector containing the tensor components, s the weighted
signal logarithm:
s  −b ln
⎡
⎢⎣
S(q1)/S0
...
S(qN )/S0
⎤
⎥⎦ , (2.30)
and U the gradient direction matrix:
U 
⎡
⎢⎢⎢⎢⎣
u11u
1
1 u
1
1u
2
1 . . . u
3
1u
3
1
u12u
1
2 u
1
2u
2
2 . . . u
3
2u
3
2
...
...
. . .
...
u1Nu
1
N u
1
Nu
2
N . . . u
3
Nu
3
N
⎤
⎥⎥⎥⎥⎦ , (2.31)
with [u1u2u3]T  q/‖q‖.
The reconstructed DT image can be represented as a plot of fuzz balls where each
surface corresponds to the set of points such that: uTDu, with u deﬁned on the unit
sphere (Figure 2.5).
Figure 2.5: Map of fuzz balls. Each DT in a voxel is represented as a polar plot. Regions
of isotropic diﬀusion have ball like shapes, while anisotropic regions display peanut like
shapes, oriented along the ﬁber tracts.
2.9.3 Mean Diﬀusion, Fractional Anisotropy and Diﬀusion Color Maps
Depending on the context, displaying the DT as a three-dimensional polar plot, is not always
the most informative and practical visualization. Therefore various rotationally invariant
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scalar measures have been developed for the DT. They have the advantage to be represented
as gray level images, which, in the perspective of cohort studies, allow univariate statistical
analysis. The two most commonly used are mean diﬀusion (〈D〉) and Fractional Anisotropy
(FA) [10].
Mean diﬀusion can simply be computed by taking the normalized trace of the DT:
〈D〉 = 1
3
Trace(D). (2.32)
In practice it has the same meaning as averaging the ADC that has been computed over
several gradient directions.
FA measures the deviation of D from the equivalent isotropic tensor 〈D〉I, where I is
the identiy matrix. It can be expressed in terms of the eigenvalues {λi} of D:
FA =
√
3
2
√∑
i(λi − 〈λ〉)2∑
i λ
2
i
, (2.33)
where 〈λ〉 is the average over all eigenvalues. This measure is such that in brain areas
where ﬁbers are coherently aligned, its value will be high as D will be cigar shaped, while
in regions of distributed ﬁber orientations or in the ventricles, its value will be close to zero.
Finally the FA maps can be color coded by using the orientation of the principal eigen-
vector e1 of D. The vectorial RGB channel vRGB is then expressed as: vRGB = FA e1
[120].
Figure 2.6: Visualizing DTI on an axial brain sclice. A) mean diﬀusion map, B) fractional
anisotropy, C) color map, where green codes for fronto-occipital, blue for transverse and
red for cranio-caudal main diﬀusion axis.
Why Diﬀusion Contrast is
Positive 3
Everything should be made as simple as
possible, but not simpler.
A. Einstein
3.1 Introduction
Diﬀusion MRI techniques base their reconstruction on the modulus of the MR signal, as
in practice phase is polluted by macroscopic displacements. We have seen in Chapter 2
that in the case of DT- MRI this short cut is admissible because the resulting signal of
assumed Gaussian diﬀusion is real and positive. This result is straightforward and follows
from the Fourier duality between the diﬀusion spectrum and the diﬀusion encoded MR
signal. Novel diﬀusion imaging techniques — like Diﬀusion Spectrum MRI [160] which will
be presented and discussed in Chapter 4 and others like q-ball [151] and PAS [82] — aim
at measuring general diﬀusion phenomena in biological samples, where diﬀusion is clearly
restricted. Accordingly, there is no more obvious guaranty for diﬀusion contrast (S∆(q))
to be positive. There is therefore a compelling necessity to better understand the signal
generation and the condition under which it might be possible to reconstruct the diﬀusion
spectrum (p¯∆(r)) using the only signal modulus. In the present work we want to show
how diﬀusion can be modeled by a Markov process on a network and how it exposes the
essential features of diﬀusion that allows us to understand why, even in the general case,
the diﬀusion encoded signal is real and positive.
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3.2 Positivity Under the Narrow Pulse Approximation
3.2.1 Problem Formulation
In order to draw an accurate model of spin displacement in a voxel of biological tissue, let us
ﬁrst consider several general properties of our system, which will actually serve as starting
hypothesis. First, we consider that spin motion is caused purely by diﬀusion such that there
is no net ﬂux across or within the voxel. Indeed, in a tissue that is not directly perfused, net
ﬂuxes are probably to slow to be relevant compared to the current imaging time scales that
are in the order of tens of milliseconds. Second, we look at the voxel as an isolated system.
Indeed, spin displacements are upper bounded by the free water diﬀusion case. Therefore,
the mass that can transfer from one voxel to an other during the experimental mixing time
is no more than a few percent of the total voxel mass, inﬂuencing proportionally the MR
signal. Finally, we admit that the system properties remain constant for the considered
experimental time intervals (e.g. local diﬀusion coeﬃcients and compartment sizes do not
change during the acquisition time ∆).
The narrow pulse approximation as described in Section 2.6 is a nice way to begin our
analysis, since it yields a simple Fourier relationship between signal and diﬀusion spectrum
(Eq. (2.23)). Hence we need to show that:
In a closed system, the Fourier transform of a displacement spectrum due to a homoge-
nous diﬀusion process in the stationary state is real and positive.
We decide to model water diﬀusion in a voxel by the random walk of spins on a ﬁnite
network, where the N vertices correspond to a suﬃcient number of compartments and the
edges to the connection between them. First, we assume that there exists a path from any
compartment to any other compartment (there is no isolated sub-network; we say that the
network is irreducible). Next we assume that at equilibrium there is no net ﬂow between
any two compartments as the system is only driven by diﬀusion.
We build the network with a complete directed graph of order N and associate to every
vertex i:
• a position vector xi ∈ voxel ⊂ R3,
• a spin mass or number µi(t), which we deﬁne without loss of generality to be normal-
ized:
∑
i µi(t) = 1 for all t ∈ R+.
To each edge i → j, we associate a weight qij which can be considered as the average
mass transfer from compartment i to compartment j per unit time and per unit mass in
i (or simply ﬂux rate from i to j). The matrix Q  (qij)ij is a set of numbers that fully
characterizes the system properties by incorporating all the eﬀects inﬂuencing spin transfer,
like local diﬀusion coeﬃcients, local compartment volumes and geometries.
Let the stochastic process {x(t)}t>0 with values in {x1, . . . ,xN}, be a random walk of
a particle on that network.
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3.2.2 The Diﬀusion Process as a Markov Chain
In the Markov Chain (MC) formalism (Chapter 8 in [23]), the stochastic process {x(t)}t>0
can be understood as a regular jump continuous-time homogeneous MC of ﬁnite state
space. Accordingly, the mass distribution vector, µ(t)  [µ1(t), . . . , µN (t)]T becomes the
distribution of the MC, whereas the ﬂux rate matrix Q becomes its inﬁnitesimal generator.
The diﬀusion process is guided by a system of diﬀerential equations that is expressed in the
MC context by the Kolmogorov’s diﬀerential system (p. 338, 342 [23]). Its solution shows
that the transition matrix Pt can be expressed in terms of Q:
Pt = etQ. (3.1)
{Pt}t>0 is called the transition semigroup of the chain and, in our case, it corresponds
to the family of operators that drive the diﬀusion process. In other words, Pt is responsible
for the evolution of the mass distribution vector µ(s) along the time:
µT (s + t) = µT (s)Pt, with t, s ∈ R+. (3.2)
From the problem formulation we see that this MC is irreducible and ergodic (p. 357
[23]). It admits a unique stationary distribution π (p. 360 [23]). Moreover, as we study
a pure diﬀusion process at equilibrium there must be no net ﬂow. In MC terminology,
it means that the stationary distribution must satisfy the detailed balance equations, i.e.
πiqij = πjqji. Interestingly, this relation can be expressed in matrix form by saying that Q
has a similar matrix Q˜ that is symmetric:
Q = Π−
1
2 Q˜Π
1
2 , (3.3)
where Π  diag{π1, . . . , πN}. Similar matrices have identical eigenvalues (p. 44 [77]) and
symmetric matrices have real eigenvalues (p. 170 [77]). Therefore Q and Q˜ have identical
and real eigenvalues: Λ  diag{λ1, . . . , λN}. If Q˜ admits the eigen-decomposition:
Q˜ = VΛUT , (3.4)
then Q can be written as:
Q = (Π−
1
2V)Λ(Π
1
2U)T , (3.5)
where Π−
1
2V and Π
1
2U are respectively left and right eigenvector matrices of Q. By
replacing Q by Eq. (3.5), Eq. (3.1) can be expressed as:
Pt = Π−
1
2 etQ˜Π
1
2 . (3.6)
3.2.3 The Fourier Transform of the Diﬀusion Spectrum
Lets deﬁne the displacement spectrum over the network p¯t(r) as the probability for a spin
in the network to experience a relative vector displacement r for a diﬀusion time t. If x(0)
and x(t) are the random variables that deﬁne the positions of an individual spin at time 0
and time t, respectively, then we can write:
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p¯t(rk) =
∑
i,j: xj−xi=rk
MiiPij , (3.7)
with (Mij)ij  M  diag{µ1(t), . . . , µN (t)} and (Pij)ij  Pt. In other words, the sum
over the joint distribution p(x(t) = xj ,x(0) = xi) = MiiPij is restricted to the displace-
ments such that: x(t)− x(0) = rk.
It remains to take the Fourier Transform (FT) of the diﬀusion spectrum:
Ψ(q) =
∑
k
p¯t(rk)eiq·rk (3.8)
=
∑
i,j
MiiPije
iq·(xj−xi) (3.9)
= f∗q(MPt)fq, (3.10)
where the eﬀect of the spatial Fourier encoding on the network is represented by the
N -dimensional vector fq = [eiq·x1 , . . . , eiq·xN ]T and its Hermitian f∗q. Substituting Pt in
Eq. (3.10) by Eq. (3.6) yields:
Ψ(q) = f∗q(MΠ
− 1
2 etQ˜Π
1
2 )fq. (3.11)
If we place our selves in stationary state, M = Π and therefore Eq. (3.11) simpliﬁes as
follows:
Ψ(q) = (f∗qΠ
1
2 )etQ˜(Π
1
2 fq) (3.12)
= u∗qe
tQ˜uq, (3.13)
where uq  Π
1
2 fq.
As the eigenvalues of Q˜ are real, by the spectral mapping theorem (p. 36, 300 [77] or
p. 381 [94]) those of etQ˜ are real and positive, therefore:
u∗etQ˜u > 0, for all u ∈ CN \ {0} and for all t ∈ R, (3.14)
completing the proof. 
3.3 Finite Duration Diﬀusion Encoding
As mentioned in Chapter 2, the diﬀusion gradient pulses in the Stejskal-Tanner experiment
are indeed of ﬁnite duration. Therefore we must verify that even in this case the MR
signal is guaranteed to be positive. The framework remains the same as in Section 3.2,
which means that the system is characterized by an isolated system homogenous diﬀusion
process in stationary state. We note that the MR signal can be seen as proportional to the
expected value of the dephasing due to spin motion (Eq. (2.22)). However, the phase is
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no more proportional to the dot product between the q-wave vector and the relative spin
displacement. Thus we need to consider the original expression deduced from Eqs. (2.16),
(2.17) and (2.18):
φ = q · 1
δ
[∫ ∆+δ
∆
x(t) dt−
∫ δ
0
x(t) dt
]
. (3.15)
We use the formalism developed by Caprihan et al. [31], where Eq. (3.15) is written as
a function of a multiplet of inﬁnitesimal narrow pulses. Time is discretized regularly at in-
tervals ξ = ∆+δ2L and indexed by l ∈ {−L,−L+1, . . . , L}, where −L and −1 are respectively
the times at the beginning and end of the ﬁrst diﬀusion gradient; 0 corresponds to the time
of the π RF-pulse; +1 and +L respectively to the beginning and end of the second diﬀusion
gradient (Figure 2.3). Without loss of generality, it yields a simple expression when two
identical rectangular gradient pulses are used:
φ = q ·
L∑
l=−L
alx(l) (3.16)
with al = −a−l and a0 = 0.
Mathematically, we can consider {x(l)}−L≤l≤L to be the embedded discrete MC of the
diﬀusion process {x(t)}t>0 described in Section 3.2. It has transition matrix Pξ and is
reversible as it satisﬁes the detailed balance equations (p. 362 [23]). In this context each
x(l) is a random variable deﬁned on the set of the network vertices and represents the
position of the random walk at time index l. We call
∑L
l=−L alx(l) with al = −a−l and
a0 = 0 a bipolar balanced random sum.
In order to convince ourself that the MR signal is real and positive, even with ﬁnite
duration gradient pulses. We must verify that:
For a reversible discrete homogenous MC {x(l)}−L≤l≤L of positive transition matrix Pξ
and in stationary state, the function:
Ψ(q) = E
(
eiq·
 L
l=−L alx(l)
)
, (3.17)
where al = −a−l and a0 = 0 is real and positive for all q ∈ R3.
We start with the function deﬁned in (3.17). For notational simplicity we choose al =
−a−l = 1. The MC is in stationary state and is reversible (p. 81 [23]), therefore it is
possible to express Ψ(q) as the expectation of the product of two conditional expectations
∗ by time reversal of the ﬁrst half of the MC. We have:
Ψ(q) = E
(
eiq·
 L
l=−L alx(l)
)
(3.18)
= E
(
E
(
e−iq·
 −1
l=−L x(l)
∣∣∣x(−1))E (eiq· Ll=1 x(l)∣∣∣x(1))) , (3.19)
∗ For two random variables A and B the conditional expectation E(A|B = b) is the value of the expec-
tation of A knowing that B takes the value b.
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where the outer expectation is taken with respect to the joint distribution p(x(1),x(−1)).
By analogy with Section 3.2, we redeﬁne a N -dimensional vector fq = [f1, ..., fN ]T such
that:
fj = E
(
eiq·
 L
l=1 x(l)
∣∣∣x(1) = xj) . (3.20)
fj represents the value, which the second conditional expectation of (3.19) takes knowing
that the value of the chain at time l = 1 is xj . It remains to express the Hermitian vector
f∗q = [f¯1, ..., f¯N ] in terms of the values of the ﬁrst conditional expectation of (3.19). This is
possible because the forward half chain {x(l)}1≤l≤L given x1 is equally distributed as the
backward half chain {x(−l)}−L≥−l≥−1 given x−1. Thus we have:
f¯i = E
(
e−iq·
 L
l=1 x(l)
∣∣∣x(1) = xi)
= E
(
e−iq·
 −1
l=−L x(l)
∣∣∣x(−1) = xi) . (3.21)
We can rewrite (3.19) in matrix form by using the newly deﬁned vectors fq and f∗q.
We remember that, in stationary state, the joint distribution p(x(1) = xj ,x(−1) = xi) =
ΠiiPij , where Pij  (P2ξ)ij hence:
Ψ(q) = f∗q(ΠP2ξ)fq (3.22)
= (f∗qΠ
1
2 )e2ξQ˜(Π
1
2 fq), (3.23)
by using the same substitution as in Section 3.2.3. It follows that:
Ψ(q) > 0 (3.24)
since we have seen in Section 3.2.3 that e2ξQ˜ is a positive operator. 
3.4 Conclusions
The positivity of the displacement spectrum FT of general diﬀusion processes described
above generalizes familiar facts. If diﬀusion is homogeneous and unrestricted, i.e. Gaus-
sian, its FT is positive. If diﬀusion is restricted and fully evolved, then its displacement
spectrum tends to the autocorrelation of the restriction geometry [29] — a function whose
FT again is positive. The present approach encompasses the general situation expected in
vivo in which microenvironments of distinct anisotropic diﬀusivities exchange spins across a
continuum of timescales. Accordingly, diﬀusion imaging in complex and restricted samples
can be performed safely using only the signal modulus, while keeping in mind the quite weak
assumptions mentioned. Although these constraints should be respected in most voxels of
the current in-vivo diﬀusion experiments, the preconditions of positivity may be violated.
Indeed, spin ﬂux related for example to perfusion [98] or virtual ﬂux produced by inhomo-
geneous relaxation as well as signiﬁcant asymmetric mass exchange at voxel boundaries,
possibly occurring with very high resolution imaging (e.g. sub-millimetric voxel model of
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Liu et al. [104]), could induce a phase-shift but only if such processes have suﬃcient spatial
coherence to produce signiﬁcant net orientational asymmetry at the scale of one voxel.
The developed framework provides not only useful safeguards with respect to imaging
but also a simple tool for simulation. In this sense it highlights how the positivity of
the diﬀusion encoded signal is uniquely determined by a ﬂux rate matrix Q that must
only satisfy the detailed balance equations as we want to study a pure diﬀusion process.
In order to avoid a common pitfall, it is worthwhile to notice that the stationary mass
distribution is fully determined by Q. Consequently, when performing diﬀusion simulation
it is necessary to start the system in stationary state. If this is not the case, the simulation
may measure potential phase terms due to mass ﬂux within the system as it moves toward
mass equilibrium. In other words, the equilibrium mass distribution is not achieved simply
by putting a constant mass at each unit volume in a simulation. The equilibrium mass
distribution is in fact a consequence of the diﬀusion process. Finally, modelling diﬀusion
on an abstract graph, in our view, provides greater clarity of formulation than traditional
approaches based on inﬁnitesimal calculus, where detailed assumptions about microscopic
boundary conditions may be diﬃcult to understand and justify in relation to biological
systems.
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Diﬀusion Spectrum
Magnetic Resonance
Imaging 4
There is no quality in this world that is
not what it is merely by contrast. Nothing
exists in itself.
H. Melville
4.1 Introduction
In the past decade, magnetic resonance imaging methods have been developed that by map-
ping the Diﬀusion Tensor of tissue water can nondestructively map the structural anisotropy
of ﬁbrous tissues in living systems (see Chapter 2 or for example [100]). These methods
have been used to elucidate ﬁber architecture and functional dynamics of the myocardium
[148, 149] and of skeletal muscle [159], and used in the nervous system to identify and map
the trajectories of neural white matter tracts and infer neuroanatomic connectivity (see
Chapter 5 or for example [113]).
Notwithstanding this progress, the DT paradigm has notable limitations. Because MRI
spatial resolution typically is far in excess of the diﬀusion scale, each voxel represents many
distinct diﬀusional environments, a complex signal which is in general under-speciﬁed by
the six degrees of freedom of the DT (Figure 2.2). An example of particular interest
occurs when a tissue has a composite ﬁber structure, so that each small region may contain
ﬁbers of multiple orientations corresponding to distinct diﬀusion anisotropies [163]. Here
we describe an MRI methodology ﬁrst presented by Wedeen et al. [160], called Diﬀusion
Spectrum Imaging (DSI) that aﬀords the capacity to resolve intra-voxel heterogeneity of
diﬀusion by measuring diﬀusion spectra.
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4.2 Theory
We remember from Section 2.6 that a classical Stejskal-Tanner experiment (Figure 2.3)
[138] allows the phase-encoding of spin displacements, making the MR signal proportional
to the voxel average spin dephasing. With the narrow pulse approximation, introduced in
Section 2.7, we get a simple Fourier relationship (Eq. (2.23)), that we recall here, between
signal (S∆(q)) and displacement spectrum (p¯∆(r)):
S∆(q) = S0
∫
R3
p¯∆(r)eiq·rd3r.
As we have seen in Section 2.4, p¯∆(r)d3r can be interpreted as a measure of the prob-
ability for a spin in a considered voxel to make during the experimental mixing time ∆ a
vector displacement r, which in the absence of net translation or ﬂow describes the voxel
averaged diﬀusion process.
Practically, to exclude phase shifts arising from tissue motion, diﬀusion spectra are
reconstructed by taking the Fourier Transform (FT) of the modulus of the complex MR
signal:
p¯∆(r) = |S0|−1(2π)−3
∫
R3
|S∆(q)|e−iq·rd3q. (4.1)
Signiﬁcantly, this modulus is precisely the information required to reconstruct the dif-
fusion spectra, as the FTof displacement spectra due to diﬀusion are real and positive (see
Chapter 3). This statement is not necessarily true but veriﬁed when spin motion is caused
by pure diﬀusion in an isolated system of time invariant properties, conditions that are well
suited to our problem.
The narrow pulse approximation is a useful simpliﬁcation in order to introduce the
Fourier duality between signal and spin displacement spectrum. In practice, however, we
remember from Section 2.8 that the duration δ of the diﬀusion encoding gradient is no more
negligible as compared to the diﬀusion time ∆ (i.e. δ ≈ ∆), so that rigorously r is actually
the δ-averaged relative spin displacement, detail that does not signiﬁcantly change the
interpretation of the imaging method, as the only consequence is a displacement distance
underestimation (Figure 2.4).
4.3 Methods
Data were acquired on two healthy volunteers with two diﬀerent systems. The ﬁrst data
set, centered on the brainstem only, was acquired on a 3T Allegra system from Siemens,
using a single-shot EPI MRI acquisition. The spin-echo pulse sequence was augmented by
diﬀusion encoding gradient pulses and incorporating two π RF pulses to minimize eﬀects
of eddy currents [128]. TR and TE used were respectively 3000 and 154 ms. The second
data set, a whole brain study, was acquired on a 3T Intera system from Philipps using the
standard Stejskal-Tanner pulsed gradient spin-echo sequence and a TR of 3000 and a TE
of 100 ms.
4.3. Methods 31
Figure 4.1: DSI reconstruction scheme. (A) We consider the tissue in a voxel under study.
Here the tissue is represented by two populations of ﬁbers that cross. (B) Through the MR
acquisition scheme the signal |S∆(q)| is sampled. (C) In order to reconstruct the diﬀusion
spectrum, the 3D discrete FT is taken. (D) To simplify the representation of an imaging
slice, the angular structure of diﬀusion is represented as a polar plot of the radial projection
(ODF).
32 Chapter 4. Diffusion Spectrum Magnetic Resonance Imaging
At each location, diﬀusion-weighted images were acquired for N = 515 values of q-
encoding, comprising in q-space the points of a cubic lattice within the sphere of 5 lattice
units in radius (Figure 4.1B).
q = aqx + bqy + cqz, (4.2)
with a, b, c integers and
√
a2 + b2 + c2 ≤ 5. qx,qy and qz denote the unit phase modulations
in the respective coordinate directions (keyhole ref.). For the ﬁsrt data set, with gradient
pulses of peak intensity gmax = 40 mT/m and net duration δ = 60 ms, these gradients
encode diﬀusion spectra with isotropic resolution rmin = 10µm and ﬁeld-of-view rmax =
50µm. This encoding produces a peak diﬀusion sensitivity bmax = 1.7 104 s/mm2 given an
experimental mixing time ∆ = 66 ms. The voxel spatial resolution was 4× 4× 4 mm3. For
the second data set, made of 32 axial slices of resolution 128× 128 with voxels of 2× 2× 3
mm3, was acquired with a peak intensity diﬀusion gradient of 70 mT/m and a duration of
δ = 35 ms, thus achieving with a mixing time of ∆ = 47.6 ms a bmax = 1.2 104 s/mm2.
The diﬀusion spectrum was then reconstructed by taking the discrete 3D FT of the
signal modulus (Figure 4.1C). The signal is pre-multiplied by a Hanning window before the
FT in order to ensure a smooth attenuation of the signal at high |q| values.
As we are mainly interested in the angular structure of the diﬀusion spectrum, we further
simpliﬁed the data by taking a weighted radial summation of p¯∆(r):
ODF(u) = Z−1
∫
R+
p¯∆(ρu)ρ2dρ, (4.3)
with ‖u‖ = 1 and Z a normalization constant. It deﬁnes the Orientation Density
Function (ODF) , a function that measures the quantity of diﬀusion in direction of the unit
vector u (Figure 4.1D).
4.4 Results
Diﬀusion spectrum MRI of the brain of a normal volunteer is shown in Figures 4.2 and 4.3.
Figure 4.2 compares the signal |S∆(q)| and its 3D FT, the diﬀusion spectrum p¯∆(r), for a
voxel within the brainstem. Here, the signal |S∆(q)| is clearly multi-modal and far from
Gaussian, and its spectrum has 3D directional maxima orthogonal to those of |S∆(q)|.
Figure 4.3 illustrates the DSI experiment on a coronal slice that includes elements of the
corticospinal tract and the pontine decussation of the middle cerebellar peduncles. While
Figure 4.3A shows the DT image reconstructed from the DSI data, Figures 4.3 B and C
zoom in the brainstem and centrum semi-ovale. At each voxel is shown the ODF represent-
ed as a spherical polar plot and colored according to local orientations. In Figure 4.3B-DSI,
we see that while many voxels show spectral maxima of single orientations, corresponding
to the axial corticospinal tract (blue) and medio-lateral ponto-cerebellar ﬁbers (red), voxels
within the intersection of these tracts at once show both orientational maxima. Figure
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Figure 4.2: Spectral data for one voxel within the brainstem demonstrate heterogeneous
diﬀusion anisotropy. Raw data |S∆(q)| is shown in (A) as a set of contour plots for con-
secutive 2D planes in q-space. These data show an intensity maximum with the shape of
a tilted “X”, the two lobes of which suggest contributions of two orientational ﬁber popu-
lations within this voxel. In (B), the diﬀusion spectrum p¯∆(r) is reconstructed by discrete
3D FT of the raw data and is represented by 2D and 3D contour plots, the latter a lo-
cus of points r such that p¯∆(r) = constant. This 3D displacement spectrum shows two
well-deﬁned orientational maxima (courtesy of V.J. Wedeen).
4.3C-DSI shows a portion of the centrum semi-ovale including elements of the corona ra-
diata, superior longitudinal fasciculus and corpus callosum, that are respectively of axial,
antero-posterior, and medio-lateral orientations. Diﬀusion spectra demonstrate the corre-
sponding orientational maxima, and in particular include voxels exhibiting 2- and 3-way
coincidences of these tracts. Figure 4.3B-DTI and C-DTI that show the diﬀusion tensor
image reconstructed from these same data. Note that in Figure 4.3C the diﬀusion tensor
(C-DTI) of a voxel showing a symmetric 3-way (C-DSI) crossing corresponds to a diﬀusion
tensor of low anisotropy (see yellow circle).
The orientational maxima of local cerebral diﬀusion can be used to identify in every voxel
the axonal orientation of several ﬁber populations. In Figure 4.4 we imaged a parasagittal
brain block and used sticks to represent those maxima. We can easily identify callosal ﬁbers
with the red sticks, the cortico-spinal tract in blue and the arcuate fasciculus with the green
sticks. On the coronal slice we seen in the centrum semi-ovale red-blue crosses indicating
the crossing of the cortico-spinal tract and the corpus callosum. On the axial slice, crossing
sticks indicate the intermixing of callosal ﬁbers with the arcuate fasciculus (red-green) as
well with the corona-radiata (red-blue).
Application of diﬀusion spectrum MRI to muscular tissues is illustrated by ex-vivo stud-
ies of the tongue. The intrinsic muscles of the tongue a sheath of conventional skeletal muscle
of longitudinal orientation, and a core of orthogonal interlaced ﬁber bundles of the transver-
sus and verticalis muscles whose coupled contraction enables the tongue to stiﬀen, deviate,
and protrude in opposition to the longitudinalis. This architecture is clearly delineated
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Figure 4.3: Cerebral diﬀusion spectrum MRI of normal human subjects. In (A), the
complete coronal brain slice under study is depicted. Diﬀusion is represented with a tensor
ﬁt from the DSI data. The DT data is represented as a color map (Section 2.9.3). Image (B)
and (C) are zooms on the brainstem and the centrum semi-ovale; the areas are represented
with polar plots of the ODFs that are color-coded depending on diﬀusion orientation. (B-
DTI) represents the brainstem as measured by DTI, while (B-DSI) is a representation of
the DSI measurements. Here, the corticospinal tract contributes spectral maxima of axial
orientation (blue lobes along the vertical axis) and the pontine decussation of the middle
cerebellar peduncle contributes horizontally (red lobes crossing at center). Many local
spectra show contributions of both structures. Image (C-DSI) shows the centrum semi-ovale
measured by DSI. It contains elements of the corticospinal tract (blue), corpus callosum
(red) and superior longitudinal fasciculus (green), including voxels with two- and three-way
intersections of these components (yellow circle). Orientational correspondence between
tensor and spectral data is best at locations with simple unimodal spectra while locations
with multimodal diﬀusion spectra correspond to relatively isotropic diﬀusion tensors.
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Figure 4.4: Brain map of orientational diﬀusion maxima. From the ODF map (A1 and
B1), colored sticks (A2 and B2) are used to represent the local maxima of diﬀusion in every
voxel. They are used to identify the local axonal orientation of several ﬁber populations.
We can see callosal ﬁbers in red (CC), the cortico-spinal tract in blue (CST) and the
arcuate fasciculus in green (AF). The coronal slice highlights the crossing between the
corpus callosum and the cortico-spinal tract, whereas the axial slice show the intermixing
between the callosal ﬁbers with the arcuate fasciculus (red-green) and with the corona-
radiata (red-blue).
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in diﬀusion spectrum MRI of a bovine tongue (Figure 4.5). While spectra at superﬁcial
locations show single longitudinally-oriented maxima, corresponding to the longitudinalis
muscle, core voxels usually show two approximately orthogonal maxima corresponding to
the transversus and verticalis muscles.
Figure 4.5: MRI of complex muscle. In this image we see a diﬀusion spectrum MRI of
the bovine tongue, a coronal slice with 4 mm resolution, represented as polar plots of the
ODFs. The longitudinalis muscle seen at the superior surface of the tongue shows a single
through-plane orientation (red). The core of the tongue shows the intersecting elements of
the transversus (blue) and verticalis muscles (green), which often coexist within one voxel.
On the top right, an electron micrograph that illustrates the intersecting fascicles at the
micrometric level (courtesy of V.J. Wedeen, V. Napiedow and R. Gilbert).
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4.5 Discussion
4.5.1 A General Approach for Biological Samples
Away from the simplistic homogenous and unrestricted diﬀusion model as well as far from
the fully restricted diﬀusion model, the present approach encompasses the general situation
expected in vivo in which microenvironments of distinct anisotropic diﬀusivities exchange
spins across a continuum of timescales. In other words, depending on the allowed diﬀusion
time ∆, the water molecules have more or less time to explore the tissue environment,
inﬂuencing accordingly the diﬀusion spectrum. Let us consider a simple model made of a
connected porous system, following the image given by Callaghan (p. 390 [29]). Intuitively,
when the diﬀusion time is such that the average diﬀusion distance is much smaller than
the restriction geometry, the diﬀusion spectrum is an isotropic Gaussian function. At
intermediate time scales, spins are given a chance to explore fully the local compartment
without exchanging signiﬁcantly between adjacent pores. Hence, the diﬀusion spectrum
captures the additive eﬀects of the pore shape autocorrelations. At longer time scales spin
exchange equilibrates successively with more distant compartments that generate successive
cross-correlation terms between pores. If these compartments have diﬀerent shapes and/or
orientations, then the appearance of cross terms will result in a blurrier diﬀusion spectrum.
This suggest that there must exist an optimal diﬀusion time for which the diﬀusion spectrum
is orientationally the sharpest.
4.5.2 Diﬀusion Spectrum and Fiber Orientation
The analysis of tissue ﬁber architecture with DSI is based on a familiar principle that
water diﬀusion in biological materials is least restricted in directions parallel to ﬁbers [14].
When considering voxels of single ﬁber population, the signal S(q) in 3D q-space is bright
over a 2D disc, perpendicular to the ﬁbers direction. After 3D FT, the resulting diﬀusion
spectrum concentrates along a line corresponding to the ﬁber direction. With two crossing
ﬁber populations, we move from two intersecting discs in q-space to two lines of maximum
intensity in the reciprocal space. In the context of mapping ﬁber orientation the 3D FT of
the MR signal has two obvious consequences. First it enhances the SNR by projecting
the samples in a disc into a line, concentrating the energy of the data in a smaller volume
fraction of a 3D space. It is just as in spectroscopy where the FT concentrates the (long
time) FID in a (band limited) spectral peak. Second, whereas in the multi-component case,
the minima and maxima of two crossing discs in q-space are meaningless, after 3D Fourier
transform those maxima correspond to clear ﬁber orientations (Figures 4.1 and 4.2). Like
DT imaging, DSI associates ﬁber orientations with directions of maximum diﬀusion but
now admits the possibility of multiple directions at each location. Histologically, neural
tract and muscle intersections such as the examples (Figures 4.3, 4.4 and 4.5) above consist
of interdigitating multi-cellular fascicles of tens to hundreds of microns in diameter. While
diﬀusion DT imaging of such architectures would essentially need to resolve individual fas-
cicles and therefore need micrometric resolution, DSI overcomes this limitation by deﬁning
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orientational coherence without individually resolving constituent fascicles. Such DSI re-
quires only suﬃcient spatial resolution as to limit intra-voxel dispersion of ﬁber orientations
belonging to a neural tract, produced by bend, splay and twist.
4.5.3 DSI vs Other Diﬀusion MRI Techniques
DT-MRI is a widely used imaging technique that is based on a Gaussianity hypothesis.
As we are now able to sample without any a priori the diﬀusion function, it is worthwhile
to understand the relationship between these techniques. We have mentioned above that
the MR signal S∆(q) can be seen as the characteristic function of the random variable r,
that describes the average spin displacement in a voxel [129]. The ﬁrst few terms of its 3D
Taylor expansion around zero are:
ln[S∆(q)/S0] = 0 + iqTE(r)− 12q
T [E(rrT )− E(r)E(r)T ]q+ O(|q|3), (4.4)
where E(·) means expectation and [E(rrT )− E(r)E(r)T ] is the covariance matrix. As
seen previously, we can take into account that the signal is a centered and even function
(i.e. odd terms are zero). To move to the DT model, we see from the above expression
that we need to neglect the terms of order higher than 2. This can be done if (i) either the
wave vector q is small (i.e. qTE(rrT )q	 1) or (ii) diﬀusion is Gaussian (moments of order
higher than 2 are zero). We then can rewrite (4.4) in the following form:
S∆(q)/S0 = e−
1
2
qT E(rrT )q (4.5)
= e−∆q
T Dq, (4.6)
Where the diﬀusion tensor D is deﬁned by the Einstein relation (E(rrT ) = 2∆D) and
we are back to the classical DT-MRI formula [97]. In the brain tissue, the ﬁrst condition is
probably close to be satisﬁed when b-values are less than 1000 s/mm2, and the second in
regions that exhibit single ﬁber orientation. Indeed, the Taylor expansion suggests a simple
way to measure non-Gaussianity by considering the multivariate kurtosis (β2), function
of the fourth order moment, of the diﬀusion function. Interestingly the image of −β2 of
a brain slice (Figure 4.6A) looks very similar to the DT-MRI based fractional anisotropy
(FA) map (Figure 4.6B, correlation coeﬃcient, r = 0.6). This relation provides us with
a new interpretation of the meaning of FA. High FA can be interpreted as brain areas
where the anisotropic Gaussian model is a good approximation and suggests unimodal ﬁber
orientations. Whereas low FA occurs precisely where kurtosis is high and corresponds to
regions of complex ﬁber architecture. We therefore need to interpret with care DT-MRI
images where neither of the above conditions is satisﬁed.
It is also worthwhile noticing that in Equation 4.4 the moments can be expressed in
terms of diﬀusion tensors of corresponding order, thus bringing up the generalized diﬀusion
tensor formalism developed by Liu et al. [104].
Recently methods called ”high angular resolution” have emerged. They all reside on
the same principle, which consists of acquiring a large number of diﬀusion weighted sam-
ples of constant b-values uniformly distributed over a spherical shell. The ODFs are then
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A B
Figure 4.6: In Figure A), the FA map of a brain slice computed by reconstruction of the
DT from the DSI data. Figure B) represents minus the kurtosis computed on the diﬀusion
spectrum. Noticeable correlation between both images (r = 0.6).
reconstructed by various algorithms. Optimization schemes are used like in [82, 152] or
direct reconstructions like in q-ball imaging [151]. Put in the context of q-space imaging we
notice that — in the same way as DTI and its associated Gaussian model can be seen as a
low pass approximation of the evolved diﬀusion function — sampling a sphere of constant
b-value at high angular resolution is equivalent to high pass ﬁltering the diﬀusion spectrum.
The problem then resides in recovering the exact ODF from a band limited signal, which
requires clever a priori information.
Y. Cohen et al. [6, 38] studied simple tubular tissue geometries by sampling in q-space a
line perpendicular to the main tissue axis. It allowed them to retrieve information about the
diameter of the tubular shape by studying the diﬀraction patterns or by computing the 1D
FT of the acquired 1 dimensional MR signal. Again in the context of DSI, one dimensional
q-space imaging can be understood as a projection imaging technique as the 1D FT along
a line in q-space is the projection of the 3D diﬀusion spectrum on that same line. Like all
projection imaging techniques, the mapping between the 3D shape and its 1D projection is
not necessarily one to one (e.g. bi-exponential decay could be related to two compartments
of diﬀerent diameters but also of diﬀerent orientation or permeability), reason why this type
of imaging, if easy to handle in simple geometries, might raise intractable interpretation
problems if done on tissues with intra-voxel orientational heterogeneity like the brain.
4.6 Conclusion
We have described a new diﬀusion MRI technique called DSI. It is a truly six dimensional
imaging technique that makes ﬁber orientation imaging a conventional MRI technique, in
the sense that it is faced to the standard MRI limitation like SNR and ”angular” resolution
and is based on minor assumptions. We have showed that DSI has the capacity to unravel
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structural information of tissue architecture as complex as micrometric interdigitating mus-
cle ﬁbers and crossing axonal ﬁbers in the central nervous system, this without the need
for a priori information or modeling.
Part II
Tractography: Between Contrast
Mechanism and Axonal Modeling
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Statistical Fibre Tracking
and Virtual Dissection
from DTI 5
Devenir adulte (...) C’est apprendre a`
vivre dans le doute et l’incertitude.
H. Reeves
5.1 Introduction
Recent developments in diﬀusion MRI have put this imaging modality to the forefront of
interest among the neuroscientiﬁc community. As we have seen in previous chapters, the
success of diﬀusion imaging is related to the fact that during their random, diﬀusion-driven
displacements, water molecules probe tissue structure at a microscopic scale well beyond
the usual imaging resolution [102]. It has been shown that, in the brain, ordered axonal
structure, cell membrane and myelin sheath strongly inﬂuence water diﬀusion [15, 16] and
that there is a direct link between water diﬀusion and axonal orientation and integrity
[40, 164] (see Section 2.5). In fact when DTI is performed within a compact tract with
parallel running axonal trajectories like the cortico-spinal tract, the Diﬀusion Tensor (DT)
is strongly anisotropic and its principal eigenvector corresponds to the direction of the ﬁbre
tract.
These observations were used by several researchers to develop ﬁbre tracking algorithms
that all have the same aim: inferring from a DT ﬁeld the axonal or at least bundles of ﬁbres
trajectories — the diameter of an axon being well beyond the resolution of a current MRI
scan. Impressive results have been achieved and a wide spectrum of applications is to
foresee. A better understanding of diﬀusion properties in many brain related diseases,
e.g. multiple sclerosis [50, 106], dyslexia [89], Alzheimer’s disease [21, 130], schizophrenia
[52, 103], brain tumours [49, 114], periventricular leukomalacia [76] as well as spinal cord
injury [107] should beneﬁt from those developments. The understanding of normal brain
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function needs not only the description of activated cortical areas, like provided by fMRI,
but also a detailed description of the underlying neuronal circuitry.
Most of the algorithms used to infer bundles of ﬁbres from DT imaging are based on a
discrete resolution of the integral curves of the vector ﬁeld corresponding to the reduction of
the diﬀusion tensor to its largest eigenvector (see for example [12, 39, 86, 112, 143] and [113]
for review). Motivated by the fact that those deterministic integral path approaches have
diﬃculties handling regions of low anisotropy and noise, this work investigates brain circuit-
ry with a random-walk-based algorithm that objectively takes into account the probabilistic
relation between the DT and ﬁber tract orientation.
5.2 Material and Methods
5.2.1 MRI Data Acquisition
The images used for this study were acquired with a 1.5 T clinical MRI scanner (Magne-
tom Symphony; Siemens, Erlangen, Germany). The data were produced with a diﬀusion-
weighted single-shot EPI sequence using the standard Siemens Diﬀusion Tensor Imaging
Package for Symphony. We acquired 44 axial slices in a 128 by 128 matrix size covering the
whole brain. The voxel size was 1.64 by 1.64 mm with a slice thickness of 3.00 mm without
gap. Timing parameters were a TR of 1000 s and a TE of 89 s. Diﬀusion weighting was
performed along 6 independent axes according to Basser’s polyhedral tessellation [11]. We
used a b-value of 1000 s/mm2 at a maximum gradient ﬁeld of 30 mT/m. A normalizing T2
image without diﬀusion weighting was also acquired. In order to increase the signal-to-noise
ratio the measures were averaged 4 times. An anatomical T1 magnetization prepared 3D
rapid acquisition gradient echo (MPRAGE) was also performed during the same session.
The whole examination lasted about one hour. Images were obtained from two healthy
volunteers (one male and one female, both between 25 and 30 years old). Informed consent
from both subjects was obtained in accordance with institutional guidelines.
5.2.2 Data Pre-processing
The DT was computed for each voxel by linear combination of the log-ratio images (Sec-
tion 2.9.2). The data were then linearly interpolated in order to obtain a volume with a
3D regular grid of 1.64 mm by side (matrix of 128 by 128 by 79). We computed then some
useful scalar images like the fractional anisotropy (FA) map and a color map (Section 2.9.2).
An important condition for any ﬁbre tracking algorithm to work properly is to use a
good mask on the tensor data. This mask prevents tracking in aberrant areas like the
ventricles or outside the brain. It forbids also areas where the tensor data is uncertain
for proper tracking of white matter bundles e.g. the cortex. Most authors used a binary
thresholded FA map as stopping criteria, sometimes combined with a coherence measure
of the principal eigenvector [12, 86, 112, 143]. We adopted a similar strategy but used a
combination of the normalizing T2-weighted image and the FA map to build our mask. We
used the T2 water enhancing property to delineate the ventricles. The FA map was median
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ﬁltered to eliminate the slight salt and pepper eﬀect and get homogeneous white matter
regions, and then thresholded at 0.2. Both binary thresholded images were then multiplied
in order to achieve precise white matter segmentation. The T2 contribution to the mask
was a separation of the ventricles from the white matter and the FA mask segmented the
white-grey matter border. Using a relatively low FA threshold and median ﬁltering the FA
map avoided to reject white matter voxels of low anisotropy due to ﬁbre crossing or noise.
5.2.3 Statistical Axonal Trajectories
Water particles animated by thermal heat experience random motion. This Brownian
movement can be described by a random walk model. It means that the particle trajectory
is made of a succession of jumps that are the realization of a random variable. In an
inﬁnite homogeneous medium the distribution of the random variable is an isotropic three
dimensional Gaussian function whose variance is proportional to the diﬀusion coeﬃcient
(Chapter 2). Living tissue or more speciﬁcally the human brain is far from a homogeneous
medium. It is highly structured and highly compartmented for water particles. Under
those circumstances the diﬀusion function deviates from an isotropic Gaussian and becomes
a complicated function of position and diﬀusion time [160]. Considering the limitations
inherent to a clinical scanner, limited acquisition time and resolution, the DT model is a
reasonable compromise to reﬂect reality.
In a voxel where all the axons travel in a unique direction the measured DT exhibits
strong anisotropy and the ﬁrst eigenvector is aligned with the axonal trajectory. But as it
was stressed by Pierpaoli et al. [124] and conﬁrmed by von dem Hagen and Henkelman [156]
experiments, a voxel that contains several populations of axons with diﬀerent directions
has a tensor which shape will change according to the proportion of each ﬁbre population,
moving toward a donut-like or spherical shape. In this situation the principal eigenvector
looses its signiﬁcation and tracking becomes more hazardous. The principal eigenvector is
also very sensitive to noise, especially in areas of low anisotropy [85]. The family of tracking
algorithms that we could globally describe as deterministic reduce the tensor- to a vector-
ﬁeld [12, 39, 86, 112, 143] and consequently do not take into account the uncertainty of
the ﬁbre direction. To address this issue we developed a statistical ﬁbre tracking algorithm
based on two hypotheses:
• considering a voxel, the probability of a ﬁbre to propagate in a given direction is pro-
portional to the corresponding diﬀusion coeﬃcient. This assumption can be justiﬁed
by the works of von dem Hagen and Henkelman [156] showing the positive correlation
between the diﬀusion coeﬃcient and the ﬁbre orientation probability.
• Axonal trajectories or more cautiously trajectories of axonal bundles follow regular
curves.
Based on these two ideas we constructed a random walk model of a particle diﬀusing in
a non homogeneous medium, here a DT ﬁeld, Dα, with a curve regularizing constraint
emphasizing co-linearity:
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xi+1 = xi + ηΩi, (5.1)
Ωi =
{
λdi+Ωi−1
‖λdi+Ωi−1‖
Ωi ·Ωi−1 > 0,
(5.2)
di = Dαi ri, with ri a random vector uniformly distributed over a unit sphere. (5.3)
The trajectory of a particle in a 3D Euclidean space is given by its time varying position
vector xi, where i is the discrete time step (0 < i < I). The curve that the particle
propagation generates grows along a unit vector Ωi, that is a random direction vector
modelling the statistical nature of the diﬀusion process and the curve regularizing constraint.
Ωi is a weighted sum of the random vector di, deﬁned on the unit sphere and distributed
according to the local diﬀusive properties∗ and the previous displacement vector Ωi−1,
enhancing co-linearity. Ωi · Ωi−1 > 0 is just an additional constraint to avoid backward
jumps. η is the step size (here η = 0.75) whereas α is an anisotropy enhancing exponent.
α is a power to the diﬀusion matrix D. If α is put to 1 the algorithm gives a lot of weight
to possible ﬁbre trajectories deviating from the main direction whereas if α is large the
distribution is tightened around the main eigenvector in which case the propagation rule
comes close to a classic main eigenvector-based ﬁbre tracking. We propose a value of 2
for α as a good compromise between alternative path exploration and near main diﬀusion
direction propagation. λ is a constant tuning the relative importance of the random diﬀusion
component versus the curve regularizing term. As λ approaches zero, the global regular
shape of the curve will be favoured, whereas if set to a large number more weight is given
to the local DT(here λ = 1).
In order to map the connectivity of the entire brain random curves were initiated on a
bootstrap of the white matter. This means that a given proportion of the mask voxels, e.g.
40%, were selected randomly to be an initiation point for curves. From those voxels n curves
(e.g. 10) were grown in both directions. The curve elongation stopped when a maximum
of I steps were performed (e.g. 100, depending of size of the step) or the border of the
mask was reached. The result was a statistical estimate of the entire brain connectivity,
modelled by a ”huge spaghetti plate” of about 100’000 curves. This operation, which needs
to be done only once for one DT-MRI dataset, took several hours on our machine with
unoptimized Matlab code.
5.2.4 Tract Selection or Virtual Dissection
In order to visualize anatomical connections in the form of separate identiﬁable tracts or
bundles, a virtual dissection in this modelled brain had to be performed. This was done in
∗Here di is a single contraction between the nearest neighbour DT, Dαi , and a random vector uniformly
distributed over a unit sphere, ri.
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two main steps: ﬁrst a selection by knowledge-based Region Of Interest (ROI) placement
and secondly selection by ﬁbre validity classiﬁcation.
As Mori et al. [115] in a deterministic framework, we deﬁned here a ROI as a volume
that selects ﬁbres. The manner those ROI were placed needed some attention. Because our
approach toward ﬁbre tracking was stochastic, there was a potential risk to map aberrant
connections, although those should be very few as compared with real tracts. Therefore to
avoid a possible bias in the results, we adopted the following general approach:
1. The placement of a ﬁrst ROI is chosen according to the structure that shall be inves-
tigated, guided by the knowledge coming from post-mortem anatomical studies.
2. The general structure of the tract appears, though it might be mixed up with other
pathways. Their origin, termination and trajectories can be appreciated.
3. The diﬀerent tracts selected are identiﬁed by confrontation with the post-mortem
studies.
4. If necessary a second or a third ROI is selected, in order to separate the tract of
interest from the others.
Axonal trajectories were modeled as a result of a stochastic process, thus imbeding in the
algorithm the orientational uncertainty related to the DT[124, 156]. Among the very large
number of curves generated some accurately match reality whereas others are aberrant. If
along an axonal trajectory the tangential diﬀusion can locally drop due to ﬁbre crossing or
fanning in a voxel, we expect, the tangential diﬀusion coeﬃcient averaged along the axonal
trajectory to be large. Therefore trajectories that follow directions of high diﬀusion should
be more likely than those which do not. To select a posteriori the ”good” trajectories, we
assigned to each curve a Validity Index (VI), which is the result of an integration of the
tangential diﬀusion coeﬃcient along the trajectory and normalized to the length:
V I =
∑I
i=1 ηΩ
T
i DiΩi∑I
i=1 η‖Ωi‖
=
1
I
I∑
i=1
ΩTi DiΩi, (5.4)
where ΩTi DiΩi is the double contraction of the DT, Di, with the unit displacement vector,
Ωi. This contraction is the diﬀusion coeﬃcient in the displacement direction. For tracts
that were selected by one or several ROI, the histogram of the ﬁbre population VI could
be plotted. It followed usually a bell shaped distribution. Fibres below a certain quantile
(here 20%) were then discarded so that only the most credible ﬁbres with a high VI were
retained.
In Figure 5.1 we took the example of the occipito-frontal fascicle, an important associa-
tion bundle [118] for illustrating the technique. A ﬁrst yellow ROI was placed in the caudal
part of the brain (Figure 5.1c). A large population of ﬁbres was selected among which the
occipito-frontal projections as well as ﬁbres of the superior and inferior longitudinal fasci-
cles and ﬁbres belonging to the corona radiata and posterior cortico-thalamic projections
(not visible here in those sagittal ﬁgures). Willing to visualize only the occipito-frontal
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connections, a second yellow ROI was then placed in the frontal brain (Figure 5.1d). In
some situation, instead of choosing a second ROI it was more appropriate, because less
susceptible to bias the result, to cut out ﬁbres that pass out of a region. We illustrated it
here in Figure 5.1e with a blue box. The ﬁnal step of our virtual dissection was to eliminate
unlikely ﬁbres that are deﬁned as having a VI inferior to the 20th quantile (Figure 5.1f).
We used actually in this paper three type of ROI that have been colour coded in the
following way: 1) yellow region selected ﬁbres that pass through the box, 2) ﬁbres passing
in a red box were cut out and 3) ﬁbres that passed out of a blue box were also discarded.
5.2.5 Various Connectivity Maps
The classical way of ﬁbre tract representation is a simple trajectory plot. We also adapted
Koch et al. [92] statistical density maps to our algorithm. From the computed axonal
trajectories we summed in each voxel the number of curves that passed through. This
measure gave us for each voxel a qualitative measure of the probability that a given voxel
was connected with the ROI or an empirical measure of the relative amount of ﬁbres of the
given tract that passed through that voxel (Figure 5.1g and h). We used these two ways of
representing connectivity because they are both useful and complementary.
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Figure 5.1: Virtual dissection of the occipito-frontal fascicle and various connectivity maps
as an example of the methodology. a) and b) colour maps with ROIs. c) ﬁbres passing a
posteriorly placed yellow ROI. d) ﬁbres selected in c and also passing in the second anterior
yellow ROI. e) ﬁbres selected in ROI d and that do not pass outside the blue frame. f)
ﬁbres selected in e that have a VI above the 20th quantile. g) and h) statistical density
maps of the ﬁbres selected in f.
5.3 Results
The evaluation phase of this research work was performed on two healthy volunteers. It
allowed assessing the capacity of our tracking algorithm to infer axonal connectivity by
comparing the results to post-mortem based neuroanatomical knowledge, using Nieuwen-
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huys et al. [118] atlas. We applied the above mentioned methodology in order to perform
a virtual dissection of several well known anatomical systems. This collection of connec-
tivity maps can also be considered to be the beginning of an in-vivo brain connectivity
atlas. The illustrations are always organized in a similar manner. Two colour maps are
used to present the location of the ROI. Some images present the tract of interest on three-
dimensional views whereas a few are projections on an anatomical T1-weighted slice and
some others are statistical density maps. We did systematically a bilateral investigation
using perfectly symmetric ROI so that side comparison was possible.
5.3.1 Cortico-Bulbar and Cortico-Spinal Tracts
The cortico-spinal tract is a large, well characterized and highly anisotropic tract. It has
therefore been used by several authors for evaluating their tracking algorithm [12, 65, 86,
93, 125, 140, 143]. The anatomical position of these ﬁbres as well as the position of the
cortico-bulbar tracts is in the brain stem well described in the literature, for comprehensive
summary see Nieuwenhuys et al. [118]. And at that level the diﬀerent bundles separate well.
With diﬀerent locations of the ROIs we have achieved the dissection of diﬀerent tracts. For
the whole analysis of this subsection we have excluded ﬁbres coming from the cerebellum
on their way to the brain stem.
Figure 5.2a shows ﬁbre tract selection by an axial ROI in the ventro-medial part of
the cerebral peduncles. The ﬁbres thus selected originate mainly in the frontal cortex and
are classically described as the fronto-pontine tract. If the ROI was placed more laterally
in the ventro-lateral part of the cerebral peduncle, the selected ﬁbres corresponded to the
pyramidal tract, originating mainly in the region of the central sulcus and travelling down
the brain stem (Figure 5.2b). Placing the ROI at the dorso-lateral border of the cerebral
peduncle revealed what can be regarded as the parieto-temporo-pontine tract (Figure 5.2c).
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5.3.2 Cortico-Thalamic Projections
The thalamus sends and receives axons from the diﬀerent cortical areas. The thalamo-
cortical connections can be roughly separated in three groups, the anterior, superior and
posterior projections.
For selecting the anterior projections we placed two ROIs in the frontal plane, one in
the anterior part of the thalamus and the other larger ROI in the frontal lobe white matter,
anterior to the genu of the corpus callosum (Figure 5.3a). Fibres that ran caudally beyond
the thalamus were eliminated. In Figure 5.3b we visualized the superior projections by
placing an axial ROI in the upper part of the thalamus, ﬁbres running further down were
discarded. A similar approach was adopted for the posterior projections by placing ROIs
in the frontal plane, one in the posterior part of the thalamus and an other large window
in the white matter at the level of the temporo-occipital junction (Figure 5.3c). Fibres
running rostrally beyond the thalamus were eliminated.
5.3.3 Corpus Callosum and Limbic System
In order to identify ﬁbres passing through the corpus callosum we placed a large ROI
encompassing the whole corpus callosum at the mid sagittal plane (Figure 5.3d).
Some of the major pathways constituting the limbic system are known to be the fornix
and the cingulate bundle. The horizontal portion of the fornix was isolated by placing a
ROI in a frontal plane para-sagittally beneath the body of the corpus callosum. But both
anterior and posterior columns together with the temporal extension could not be identiﬁed.
This could be due to an insuﬃcient spatial resolution of our DT acquisition technique. The
cingulum was identiﬁed by using two ROIs placed in a frontal plane, 2 cm apart within the
white matter of the cingulate gyrus (Figure 5.3e).
5.3.4 Cortical Association Bundles
Cortico-cortical connections are widespread and they form only loose association bundles
that are variable in size and shape. Using our method we visualized four of those major
association bundles.
Figure 5.4a shows the inferior occipito-frontal fascicle as it was isolated with two ROIs.
The ﬁrst was placed in the posterior parietal and the second in the frontal lobe. In order
to isolate the inferior longitudinal fascicle we used also two selection ROIs. The posterior
was, as for the inferior occipito-frontal fascicle, in the posterior parietal lobe, whereas the
second in the temporal lobe (Figure 5.4b). For identiﬁcation of the uncinate fascicle we
placed a ﬁrst ROI in the anterior part of part of the temporal lobe and a second one in
the frontal lobe (Figure 5.4c). The superior longitudinal fascicle was selected by two ROI
placed below the motor and the posterior parietal cortices in frontal planes (Figure 5.4d).
This tract shows interestingly a clear left-right asymmetry.
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Figure 5.2: Cortico-bulbar and -spinal tracts. ROIs on colour maps, 3D views and statis-
tical density maps. a) fronto-pontine tract (yellow), b) cortico-spinal tract (blue), c)parieto-
temporo-pontine tract (green).
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Figure 5.3: Cortico-thalamic, corpus callosum and limbic system projections. ROIs on
colour maps and 3D views. a) thalamic frontal projections (green), b) thalamic superior
projections (red), c) thalamic posterior projections (yellow), d) corpus callosum projections
(orange), e) cingulum (green) and fornix (red). The lower right image is a projection of the
fornix onto an axial slice.
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Figure 5.4: Cortical association bundles. ROIs on colour maps, 3D views and statistical
density maps. a) inferior occipito-frontal fascicle (violet), b) inferior longitudinal fascicle
(orange), c) uncinate fascicle (red), d) superior longitudinal fascicle (cyan).
5.3.5 Cerebellar Peduncles and Medial Lemniscus
Here we investigated the relationship between the cerebellum and the brain stem. The
three cerebellar peduncles were successively identiﬁed by appropriate placement of ROIs.
In Figure 5.5a we selected the right and left inferior cerebellar peduncles by means of two
ROIs, one in the brain stem and one in the cerebellum. The mid cerebellar peduncle was
selected by means of one ROI placed across the pons for selecting the ﬁbres that travel in
this region laterally and a second ROI was placed on the cerebellum it self (Figure 5.5b).
The upper cerebellar peduncle was more diﬃcult to isolate and we used the fact that these
ﬁbres decussates at the level of the cerebral peduncle to place a ROI in the sagittal plane.
Two other ROIs were positioned in an axial plane on each side of the mid line (Figure
5.5c). Despite cautious ROI placement this tract show an asymmetry in the amount of
ﬁbres passing either left or right.
Finally looking at a colour map at the level of the pons we could easily identify the
medial lemniscus that was then selected with another ROI. Those ﬁbres are known to
terminate in the thalamus (Figure 5.5d) and to visualize this ﬁbre population we selected
the ﬁbres that did not continue beyond it.
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Figure 5.5: Cerebellar peduncles and medial lemniscus. ROIs on colour maps, 3D views.
a) inferior cerebellar peduncle (green and yellow), b) mid cerebellar peduncle (orange), c)
superior cerebellar peduncle (cyan) d) medial lemniscus (red).
5.4 Discussion
We developed here a new approach to map brain connectivity that was statistical in nature
and based on a global approach toward ﬁbre tracking. This lead to the identiﬁcation of
several ﬁbre tracts (Figure 5.6) that all showed accurate correlation with current post-
mortem-based neuroanatomical knowledge [118]. Furthermore previous studies based on
other ﬁbre tracking methods described analogous trajectories for many of those tracts, -
the pyramidal tract by [12, 65, 86, 125, 140, 143], the thalamic projections and the cortical
association bundles by [115], the brain stem by Stieltjes et al. [140], and the corpus callosum
by Basser et al. [12], Poupon et al. [125], Tench et al. [143] -, thereby validating our results.
The presented data constitute an in-vivo brain connectivity atlas.
Both Koch et al. [92] and our results suggest that statistical ﬁbre tracking is a valuable
way for mapping brain connectivity. But it is necessary to notice the clear diﬀerences
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with the classical deterministic ﬁbre tracking algorithms. And they should be taken into
account when interpreting the results. Current deterministic tracking algorithms follow
the main eigenvector of the diﬀusion tensor [12, 39, 86, 112, 143], reducing the available
information. Thus only regions of large and homogeneous ﬁbre bundles can be reconstructed
accurately, those that have not a much smaller diameter than the size of a voxel. The
identiﬁed trajectories are smooth and accurate under the assumption that the signal to
noise ratio is suﬃciently high for limiting the deviation of the tensor ﬁeld from reality and
therefore introducing instability of the discretized diﬀerential equation. These problems
were investigated by Lazar et al. [96] as well as by Gossl et al. [65]. Whereas Lazar maps
streamlines that are deﬂected by the local diﬀusion tensor, Gossl considers ﬁbre tracking
in a noisy main eigenvector ﬁeld as an optimal ﬁltering problem. Gossl’s implementation
based on a Kalman ﬁlter generates curves that follow a corrected main eigenvector in order
to minimize the mean square error between the estimated and the underlying ideal tract.
On the other hand, the statistical approach, as presented here, makes use of the whole
diﬀusion information available in order to explore many potential connections. We see here
three advantages:
1. the probabilistic relation between diﬀusion and axonal orientation is explicitly taken
into account,
2. the sensitivity to noise is decreased in regions of low anisotropy and
3. the possibility of ﬁbre crossing and divergence is introduced.
However, an uncertainty concerning the trajectory of individual ﬁbres appears. Thus, each
curve should not be interpreted as a precise mapping of a real axonal trajectory. Selected
ﬁbres should be considered together and areas of high ﬁbre density as very likely trajectories
whereas projections of few ﬁbres may not correspond to an anatomical entity. In that sense
the statistical density mapping seem a complementary tool to the trajectory maps in the
context of statistical ﬁbre tracking in order to evaluate the validity of the ﬁbres passing by
a given region.
In the presented implementation several improvements appear also when compared with
Koch et al. [92]. Our random walk is continuous as opposed to voxel to voxel jumps. We
map individual trajectories and not only statistical density maps. The major drawback of
Koch’s algorithm which is the dependence of the intensity of the connectivity measure on the
distance of the initialization point has been solved in our method by multiple initialization
all over the brain. This appears to be a critical point for all streamline type algorithms, as
they produce diﬀerent results depending where along a given ﬁber tract the line generation
has been initiated. By the initiation all over the brain all potiential solutions are produced,
hence bias in favor to one or the other region is reduced.
Our approach, “whole brain simulation” and then virtual dissection, showed striking
similarity with known anatomy [118]. Worth to notice are also very obvious left-right
asymmetries of the superior longitudinal tract (Figure 5.4d) and the upper cerebellar pe-
duncle (Figure 5.5c). If inadvertent asymmetric ROI selection and the statistical nature of
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the algorithm might be a partial explanation, clearly, anatomical diﬀerence between both
sides is a predominant component, e.g. proportion of grey and white matter [68]. These
observations is be the starting point of asymmetry and male/female dysmorphism study
presented in Chapter 8.
Using knowledge-based ROI for tract selection is not, at least in the context of statistical
ﬁbre tracking, an ideal solution. There remains a risk of biasing the results if the windows
are not placed fairly. Therefore in the future new solution for ROI placement should be
found. Another remaining problem for deterministic as well as statistical ﬁbre tracking
is the limited resolution of the imaging scanner and the incapacity of a tensor to model
properly multiple ﬁbre tracts in one voxel. High angular resolution imaging (HARDI)
[55, 160] seems to be a promising tool for overcoming this limitation. Our algorithm can
be easily adapted to such data since the distribution of the displacement vector Ωi has just
to be shaped by this higher order function instead of the tensor.
Finally, ﬁbre tracking is a complex task and diﬀerent approaches can be valuable. Here,
based on a random walk model, we modelled in one shot the global white matter connectivity
of healthy volunteers. This model was then virtually dissected in order to identify many
diﬀerent ﬁbre tracts. This collection can be seen as far as we know as a ﬁrst realization of
an in-vivo brain connectivity atlas.
a b
c d
Figure 5.6: 3-dimensional view of several systems: a) cortico-bulbar and -spinal tracts,
cerebellar peduncles, b) cortico-thalamic projections, c) limbic system, d) association bun-
dles.
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DSI Tractography in
Complex Cerebral White
Matter 6
I think the next century will be the century
of complexity.
S. Hawking
6.1 Introduction
Until recently the study of WM axonal architecture was the neuropathologist’s private do-
main, who by using time consuming and work intensive histological coloring techniques
managed to visualize a few long range connections (e.g. [36, 37, 41]). The advent of dif-
fusion MRI and tractography algorithms has given a new breath to the ﬁeld by allowing
in-vivo and non-invasive studies of long range connectivity to take place and this with quite
simple tools. Technically speaking, various DTI based tractography techniques have been
developed over the last few year to tackle the problem (for review see [113]). However a con-
sensus has also emerged that DTI tractography produces artifactual results in critical brain
regions. Indeed as DTI measures a low pass approximation, i.e. Gaussian approximation,
of the real diﬀusion function (Section 4.5) in a given voxel, it cannot capture intra-voxel
complex architectures and their corresponding multiple diﬀusion maxima (see Section 4.4).
Accordingly the typical crossings that occur in the pons —where axons of the cerebellar
peduncles intermix quasi orthogonally with the cortico-spinal tract or posterior columns
— and in the centrum semi-ovale — where major crossings occur between callosal ﬁbers,
corona-radiata and arcuate fasciculus — cannot be resolved. Pons and centrum semi-ovale
are only the most obvious members of brain White Matter (WM) regions where complex
intra-voxel ﬁbertract-intermixing occurs.
As we have introduced in Section 4.5 DSI, a diﬀusion MRI method, that samples without
major a priori the diﬀusion function and accordingly has suﬃcient angular resolution to map
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diﬀusion of non-Gaussian behavior, hence to see intra-voxel diﬀusion heterogeneity, caused
by crossing ﬁber tracts.
The present aim is to study how tractography on DSI data resolves the nontrivial ﬁber
architecture. As such we take the brainstem and the centrum-semi ovale as ﬁrst test case
for our algorithm.
6.2 Methods
6.2.1 MR Acquisition
The diﬀusion weighted images are acquired on two healthy volunteers with a classical
DSI scheme as described in Chapter 4, using 515 diﬀusion encoding directions. For the
ﬁrst dataset, MR diﬀusion weighted images of a hemi-brain were obtained with a 3T Al-
legra scanner (Siemens, Erlangen, Germany). We used a twice-refocused spin echo EPI
sequence [128] with TR/TE/∆/δ = 3000/154/66/60 ms, b-max = 17000 mm2/s to ac-
quire 20 slices of a 64 × 64 matrix with a spatial resolution of 3 × 3 × 3 mm3. For the
second dataset, diﬀusion weighted images of the brainstem were acquired with a single
shot EPI sequence on a Intera 3T Philips scanner with the following timing parameters:
TR/TE/∆/δ = 3000/100/47.6/35 ms and b-max = 12000 mm2/s. The acquisition block
was made of 24 slices of a 128× 128 matrix with a spatial resolution of 2.4× 2.4× 2.4 mm3.
6.2.2 Tractography
For DTI tractography the standard procedure is to reduce the diﬀusion tensor data to a
single vector indicating the direction of most important diﬀusion which corresponds to the
main eigenvector of the tensor. Trajectories are then computed by an iterative procedure
that follows the ﬁeld of main diﬀusion eigenvectors (e.g. [12, 112]).
For DSI tractography, we follow a very similar scheme as in DTI tractography, but we
need to take into account the multiple diﬀusion maxima available in each voxel, so that the
matrix diagonalization procedure present in DTI is replaced by a search for local maxima.
We use the same notation as in the algorithm presented in Chapter 5, where the discrete
trajectory of a particle in 3D space is given by its time varying position vector xi ∈ R3,
where i is the discrete time step that varies from −I to +I. The particle generates its
trajectory by forward and backward propagation away from the seed point and grows in
both directions along a unit vector Ωi, which is the local maximum of the ODF in position
xi most collinear to the particle trajectory at time i. Such trajectories are computed for a
large set of seed points that are scattered uniformly over the brain WM (see Algorithm 6.1).
This procedure provides us with a set of lines that can be interpreted as an estimate of
the brain axonal trajectories. The data is analyzed, as in Chapter 5, by placing Regions of
Interest (ROI) such that all lines not running through the speciﬁed ROIs are shielded away.
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1: η := 0.5
2: x0 := WMvoxel
3: Ω0 := argmaxu:||u||=1{ODFx0(u)}
4: %backward propagation
5: x−1 := x0 − ηΩ0
6: i = −1
7: while xi in WM do
8: D(xi) := {u : ODFxi(u) = local maximum}
9: Ωi := argmaxu∈D(xi){u ·Ωi+1}
10: xi−1 := xi + ηΩi
11: i = i− 1
12: end while
13: %forward propagation
14: x1 := x0 + ηΩ0
15: while xi in WM do
16: i = i + 1
17: D(xi) := {u : ODFx0(u) = local maximum}
18: Ωi := argmaxu∈D(xi){u ·Ωi−1}
19: xi+1 := xi + ηΩi
20: i = +1
21: end while
6.1: Tractography algorithm for DSI data. η is the step size, chosen to be 0.5× voxel
width. The set of time indexed positions xi deﬁne the particle trajectory. ODFxi is the
ODF at position xi. The time indices i are negative for the backward propagation and
positive for forward propagation. u is a unit vector. D(xi) is the set of local maxima
of the ODF at position xi. Ωi is the trajectory propagation vector.
6.3 Results
We studied two brain regions: the pons and the centrum semi-ovale. They are both anatom-
ically well described in the literature [118] and famous for their known complex ﬁber archi-
tecture as both present areas of ﬁber-crossings.
6.3.1 Study of the Pons
In Figure 6.1, we study the relationship between major tracts in the brainstem: the cerebel-
lar peduncles, the medial lemnisci and the cortico-spinal tracts. In order to capture those
structures we combined criteria of inclusion and exclusion related to three ROIs. ROI C is
a box on the Cerebellum, ROI M a box placed in the Mid-brain and ROI S is a box centered
on the most cranial part of the Spinal cord. In Figure 6.1, lines running through ROI M and
S highlight the cortico-spinal tract(red) and medial lemnisci (yellow). Superior cerebellar
peduncles are identiﬁed by lines passing through ROI C and M (white). Mid-cerebellar pe-
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duncle is revealed with trajectories running only through ROI C (green), inferior cerebellar
peduncle by ROI C and S (cyan). We notice, as we readily know from postmortem anatomy
([118]) that peduncles intermix with cranio-caudal tracts like cortico-spinal tract and me-
dial lemnisci at the level of the pons and mid-brain (Figure 6.2A and B). It is particularly
striking for the mid-cerebellar peduncle that has synaptic connections at the level of the
pons, precisely in areas where the cortico-spinal tract travels cranio-caudally (Figure 6.2C).
Figure 6.1: Major axonal pathways at the level of the pons revealed by DSI tractography.
A) Medial lemnisci (yellow) and cortico-spinal tract (red). B) Superior (white), mid (green)
and inferior (cyan) cerebellar peduncles
6.3.2 Study of the Centrum Semi-Ovale
In Figure 6.3A, the cortico-spinal tract has been mapped by placing two ROIs: one along the
motor strip and one in the pons. According to known anatomy ([118]), the lines displayed in
red represent the part of the pyramidal tract that starts in the apical part of the precentral
gyrus and middle part of the paracentral lobule and correspond to the motor function of the
trunk and legs. Whereas the lines in orange, taking their origin between the superior and
inferior genu of the central sulcus (i.e. of the precentral gyrus), correspond to the motor
ﬁbers for the arm and hand. The callosal ﬁbers (Figure 6.3B in green) passing in the region
of the centrum semi-ovale are visualized by placing a ROI in the parietal cortex and one in
the mid-sagittal plane centered on the corpus callosum. One can see that the ﬁbers of the
corpus callosum are widely distributed throughout the parietal cortex from the apex down
to its lower limit at the lateral sulcus. The superior longitudinal fasciculus (Figure 6.3C
in blue) has also been rendered in order to show the complex intermixing of several ﬁber
populations that occur in the centrum semi-ovale (Figure 6.3D).
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Figure 6.2: Complex ﬁber architecture in the pons mapped by DSI tractography. A) and
B) display the global relationship of major tracts in the pons as the Medial lemnisci (yel-
low), cortico-spinal tract (red), Superior (white), mid (green) and inferior (cyan) cerebellar
peduncles. C) Zoom on the pons where cortico-spinal tract and mid cerebellar peduncle
cross.
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Figure 6.3: Complex ﬁber architecture in the centrum semi-ovale mapped by DSI trac-
tography. A) The lines corresponding to the cortico-spinal tract are in red for the motor
function of the trunk and legs and orange, for the arm and hand. B) In green, mid corpus
callosum with its apical (dark green) and lateral (light green) projections. C) Superior
longitudinal fasciculus in blue.
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6.4 Discussion
Diﬀusion MRI tractography turns out to be a more diﬃcult problem than ﬁrst expected.
Around last century change, as the ﬁrst papers on DTI tractography were published (exam-
ples: [12, 39, 86, 112, 143] and example of review [113]), there was a great and legitimate
enthusiasm about the foreseen ability of MR to map axonal trajectories in-vivo. But quickly
important artifacts, as presented in the introduction, were recognized, tempering the ini-
tial expectations. Although many elaborate variants of the basic path integral algorithms
[65, 69, 92, 96, 125] have been developed, one is forced to admit that, if the data do not
provide suﬃcient information for a precise reconstruction, the task remains very challenging
and up to now not fully solved.
The presented procedure aims at improving tractography by using better raw data than
DTI (Chapter 4.4). To show that DSI based tractography is less subject to artifacts we
have investigated with a simple algorithm critical regions. As such we used as test case the
two most prominent areas where major ﬁber bundles cross, the brainstem and the centrum
semi-ovale and showed that DSI tractography enables to reconstruct accurately the related
ﬁber bundles.
Still limitations of DTI as well DSI exist and should be well understood. As readily
mentioned in Chapter 4, in order for DTI tractography to be able to map accurately axonal
trajectories it would potentially need to resolve individual fascicles of axons and therefore
need micrometric resolution. DSI overcomes this limitation, by resolving variously oriented
fascicles in within a voxel, and therefore requires ”only” suﬃcient spatial resolution as to
limit intra-voxel dispersion of ﬁber orientations produced by bend, splay and twist. How-
ever, because neural tracts consist of multi-cellular fascicles of tens of microns in diameter
that may have very irregular trajectories and strong interdigitation, at some stage both
techniques are limited by SNR.
Consequently the user of those techniques must be aware of multiple artifacts and must
be educated to interpret the data in a critical sense with the help of its neuro-anatomical
knowledge. Maybe semantics should also be adapted to clearly state the diﬀerence between
true axonal trajectories and the measured, computer generated, ﬁbers or lines. This would
emphasis that on one hand there is biological tissue and on the other something that should
be interpreted as a new type of diﬀusion contrast (like are the ADC or the FA). Indeed
these computer generated lines capture nothing more than coherent diﬀusion, in the same
sense than streamlines capture coherent ﬂux of a ﬂuid velocity map.
When considering the results showed at the level of the brainstem one might argue
that, though being quite illustrative of the intra-voxel ﬁber-crossing problem, the practical
implications are probably limited. However this aﬃrmation can no longer hold for the
centrum semi-ovale, which is an immensely important region, not only because axonal
projections of major functional systems, like language networks (see Chapter 8), motor and
sensory pathways of the limbs, and inter-hemispheric networks, lie in that zone, but also
because precisely the centrum semi-ovale is a common location of pathology, like stroke and
neoplasm [155]. Therefore it is of major interest for neurosurgery and neuro-diagnostics to
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make precise maps of this region available.
Despite the recognized artifacts and resolution limitations, DSI tractography, as well as
other diﬀusion MRI tractography techniques, are foreseen to contribute signiﬁcantly to the
extension of our knowledge not only on normal WM axonal architecture, but also on the
global connectivity pattern of the human brain. It is a unique technique that allows us,
in one shot and in-vivo, to measure brain WM connections in a comprehensive fashion by
performing whole brain simulations. Unfortunately DSI acquisition is for the moment very
time consuming, which would limit its clinical use to only local brain studies, for example
on the cortico-spinal tract before surgery.
One can also recognize the use of DSI tractography as a validation tool of sophisticated
and well engineered DTI tractography tools as it is able to ”see” where DTI is blind and
as it is able to identify the locations where DTI data must be interpreted with care. These
regions are typically those where the diﬀusion function is multimodal and its kurtosis high
(Section 4.5).
Finally, this tractography algorithm was speciﬁcally tested on DSI data, but might also
be used on other types of high angular resolution diﬀusion MR images, like q-ball [151] or
PAS [82] as long as a ODF map is available.
6.5 Conclusion
We have investigated the reconstruction quality of a simple tractography algorithm designed
for DSI data. We used as test, the two most prominent brain regions of crossing ﬁber bun-
dles, the brainstem and the centrum semi-ovale. Whereas standard DTI tractography tools
fail in those regions we show that DSI based tractography enables accurate reconstruction
of the complex ﬁber intermixing. We discussed its potential applications for the study of the
global connectivity pattern of the brain as well as in neuro-diagnostics and neurosurgery.
Potential limitations and artifacts were also considered.
Tractography by
Segmentation in Position
Orientation Space 7
Within every man and woman a secret is
hidden, and as a photographer it is my task
to reveal it if I can.
Karsh of Ottawa
7.1 Introduction
Classically, the question of ﬁnding ﬁbers in the brain, based in diﬀusion weighted MR
images, is addressed by building lines of coherent diﬀusion that are interpreted as axonal
trajectories (see Section 6.4). It is usually achieved by solving some path integral in a
ﬁeld of principal diﬀusion vectors for various initial starting positions or seeds. If the
anatomy of a tract or bundle of ﬁbers needs to be described, it is then displayed as a set
of those lines that share some geometrical property, like having similar orientation [26] or
being closely located [83]. But, a ﬁber tract is not only a set of axons, it can also be
seen as a single object with a given shape and volume in which diﬀusion is coherent. For
example, the arcuate fasciculus is a semi-toric or crescent shaped object with a volume
that depends on gender, handedness and the hemisphere considered (Chapter 8). One
might directly be interested in quantifying such geometrical characteristics or one would
like to quantify diﬀusion anisotropy or magnetization transfert in a speciﬁc and local tract
pathology [50, 52, 89, 103, 106].
Object identiﬁcation in images is a classical and well studied subject in image processing.
Objects are usually deﬁned as connected regions deﬁned by homogeneity criteria such as
homogenous intensity. This basic idea has been applied to DTI data by Zhukov et al. [170]
in order to separate the WM from the remaining GM and CSF, however as orientational
information of the DT is not used, no speciﬁc tract can be identiﬁed with such method. More
67
68Chapter 7. Tractography by Segmentation in Position Orientation Space
recently Jonasson et al. [84] have incorporated orientational information of DTI data to sub-
segment brain WM into main cores of non-overlapping ﬁber tracts by a three-dimensional
geometric ﬂow algorithm. Consequently the brain could be segmented into separate ﬁber
regions, which is a ﬁrst step in WM region identiﬁcation. But at the same time the method
is unable to represent WM regions of crossing tracts. The typical example is the cortico-
spinal tract and corpus callosum, obviously two separate objects, that at the level of the
centrum semi-ovale, overlay in three-dimensional space. The limitations are twofold. First
DTI does not provide suﬃcient angular resolution to resolve crossing ﬁber populations and
secondly formulating the segmentation problem in 3D Euclidian space is unnatural as the
objects looked for are entangled in such a representation. In other words, 3D Euclidian
space does not posses the adequate topology to address this issue.
We have seen that the advent of high angular resolution diﬀusion MRI data enables
tractography to handle naturally ﬁber trajectories in regions of ﬁber-crossing. The rea-
son being that at every 3D-voxel on can associate several diﬀusion orientational maxima.
High angular resolution diﬀusion MRI allows also, as we are going to show, to reformulate
tractography as a segmentation problem in a ﬁve-dimensional position-orientation space.
Accordingly it can be addressed with classical image segmentation approaches, where ﬁb-
ertracts are represented as disjoint clusters. We will see how this formulation disentangles
crossing ﬁber tracts quite naturally.
In the next section, we propose to mathematically deﬁne the Position-Orientation Space
(POS) in order to give a precise deﬁnition of a neighborhood in this space. It will be used
in the segmentation task based on a Markov Random Field (MRF) model in Section 7.2.2.
7.2 Theory
7.2.1 What is Position-Orientation Space?
In high angular resolution diﬀusion MRI, as for example DSI [160], diﬀusion in every
voxel is represented with an ODF (deﬁnition in Section 4.3). The ODF is a function that
measures an intensity of diﬀusion for any direction of space. Accordingly, the image, i.e.
diﬀusion MRI data, can be seen as a function not only of the usual position vector r in 3D
Euclidean space,but also of the diﬀusion direction, which can be deﬁned by a unit vector
u representing a position on the two-dimensional sphere. Naturally, it arises a space of
position and orientation of variables (r,u), that we call POS.
It is trivial to mention that this newly deﬁned space is not Euclidian, but it is less trivial
to deﬁne its topology, which is what we have to study ﬁrst. Instead of studying POS in its
continuous formulation and then discretize at the level of the implementation, we take the
option of specifying at ﬁrst POS as a discrete space. This choice keeps the formalism closer
to the implementation and has the advantage of ﬁtting directly the segmentation paradigm
we have chosen, which is inherently discrete. Its continuous equivalent can however be
obtained with a similar construction.
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We start by considering a set S of sites s such that:
S =
{
s = (r,u) : r ∈ Z3,u ∈ {N elements uniformly distributed over the 2D unit hemi-sphere}
}
.
(7.1)
We deﬁne the function:
δ(s, s′) =
√
||r− r′||2 + γ(arccos|u · u′|)2, (7.2)
where γ is a constant that weights the angular distance as compared to the Euclidean
distance. In the sequel we choose arbitrarily γ = 18/π, which makes a unit of angular
distance equal to 10◦.
We notice that the function δ(·, ·) is a metric since it satisﬁes the three basic properties
of symmetry and identity condition and the triangle inequality [116]. Hence, the metric δ
induces a topology on the metric space S, whose closed sets over all subsets can be realized
as the intersection of closed balls deﬁned as:
Bρ(s) = {s′ : δ(s, s′) ≤ ρ}, (7.3)
with s ∈ S and ρ ∈ R+.
From now on we deﬁne a neighborhood in the metric space S that will be used in the
segmentation model presented in Section 7.2.2. The neighborhood of a site s ∈ S is chosen
as follows:
Ns = B1(s)\{s}. (7.4)
The set N = {Ns}s∈S deﬁnes a neighborhood system for S since it satisﬁes the two
properties [61, 62]:
1. s /∈ Ns, ∀s ∈ S,
2. s ∈ Ns′ ⇔ s′ ∈ Ns,∀(s, s′) ∈ S2.
In order to get some intuition on this POS, let us consider the problem in two dimensions
instead of three, hence deﬁning a 3D POS instead of the actual 5D POS. As depicted in
Figure 7.1A, we consider two ﬁbertracts (yellow and red) that cross at ≈ 30◦ in the x-y
plane. The underlying diﬀusion pattern is represented by the ODF map in the same plane.
We see that in the crossing areas the ODFs exhibit two directional maxima tangent to both
ﬁber tracts. In Figure 7.1B, where we have isolated both individual tracts, we readily see
that they overlap in the middle of the image. We now add a third dimension, which we
call θ = arccos|u · (1, 0)| that codes for the angular variable of the ODF with reference
to the x axis. Intuitively, we deﬁne this space as the 3D POS. The ODFs of Figure 7.1A
are then mapped as a scalar ﬁeld d(x, y, θ) of diﬀusion intensity on 3D POS. The green
interfaces of Figure 7.1D represent isosurfaces∗ of the scalar ﬁeld. Whereas both tracts
where overlying structures in two dimensions (Figure 7.1 A-B), we see that in 3D POS they
∗isosurface  {s ∈ S : d(s) = constant}
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nicely desentangle. At this stage we would just like to raise to the reader’s attention that
for representation purposes the 3D POS looks Euclidean, but by no means it is, as there is
periodicity along θ.
Figure 7.1: Model of crossing ﬁbertracts in two dimensions. A) ODF mapt of 2 crossing
ﬁbertracts at ≈ 30◦ in the plane. B) In two dimensions the region of ﬁber-crossing is shared
by both tracts, the two objects, are entangled. C) θ deﬁnes the orientation of the diﬀusion
by which the ODF is parameterized. The ODF is maximum for an angle that corresponds to
the ﬁber tangent. D) 3D POS, where the third dimension codes for the angular orientation
of diﬀusion. Accordingly the ODF map is mapped into a scalar ﬁeld d(x, y, θ). The tract
representation in this space is captured by a green isosurface. We readily see that as both
tracts do not have their maximal diﬀusion in the same orientation and therefore desentangle
in POS.
7.2.2 Segmentation of POS in Two Classes
In POS tracts lie in regions where the scalar ﬁeld d(r,u) takes high values, whereas areas
where no ﬁbers are present exhibit low diﬀusivity. The aim of the segmentation task is to
label every POS-pixel as ”1” if it corresponds to a position inside a tract or with ”0” if it lies
outside. Now we are able to make the link with classical image segmentation formulations.
The Markovian approach in image denoising and segmentation, ﬁrst introduced by Geman
and Geman [61, 62], is powerful and now a widely accepted paradigm. It has the immense
advantage of providing lots of ﬂexibility while keeping implementation simple. Practically,
we derive our formulation from the Markov Random Field Maximum A Posteriori (MRF-
MAP) classiﬁcation algorithm proposed by Zhang et al. [169] that was designed to segment
T1 weighted MRI images. We reformulate the neighborhood system in accordance to the
peculiar topology of POS and the energy functions in order to ﬁt our image model.
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Let us consider the discrete scalar ﬁeld reconstructed from the MRI data:
S −→ D
(r,u) −→ d(r,u),
as a realization y of some random ﬁeld Y which models the random variable generating the
MRI derived data. Y is the observed random ﬁeld, and it takes its values in the conﬁguration
space:
Y = {y = (y1, . . . , y|S|) : ys ∈ D, s ∈ S} (7.5)
Where D = {0, 1, · · · , D} is the phase space of the diﬀusion scalar ﬁeld ∗.
We furthermore consider a random ﬁeld X taking its values in the conﬁguration space:
X = {x = (x1, . . . , x|S|) : xs ∈ L, s ∈ S}, (7.6)
with L = {0, 1}. Each conﬁguration x represents an indicator map of ﬁbertracts, where
positions with ﬁbertract take value ”1” and position free of tract value ”0”. We call X the
hidden random ﬁeld as it is not directly observable, but as we will see can be guessed from
a realization of the observed ﬁeld Y.
Obviously X is not independent of Y and Xs is not independent of its neighborhood,
let us formalize these concepts. We consider that there is a local spatial correlation in
X, property that can be modelled by a Markov Random Field (MRF). Accordingly, a
neighborhood system must be deﬁned. We naturally use the system that we deﬁned in
Section 7.2.1 to generate the POS: N . It follows that the local characteristic of X can be
expressed as: p(xs|xS\s) = p(xs|xNs). Furthermore, we specify the relation between X and
Y by assuming that these random ﬁelds are related in the following fashion:
p(y|x) =
∏
s∈S
p(ys|xs), (7.7)
which states that conditionally to a given conﬁguration x ∈ X the random variables Ys are
independent.
The image classiﬁcation problem we consider involves assigning to each POS-pixel a
class label belonging to the set L. We look for the true but unknown conﬁguration x that
has generated the observation y. x can be estimated by maximizing the probability p(x|y).
According to the Maximum A Posteriori (MAP) criterion, this objective can be formalized
with the following optimization task, by supposing p(y) constant:
xˆ = argmax
x∈X
{p(y|x)p(x)} , (7.8)
where xˆ is the best estimate given the observation y.
According to the Gibbs-Markov equivalence (p. 260 [23]) and more particularly to the
Hammersley-Cliﬀord theorem [71] , the distribution of a MRF can be expressed as a Gibbs
distribution. Hence
∗we assume d(r,u) to be a discrete valued function
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p(x) =
1
Z
e−U(x), (7.9)
where the energy function U derives from a Gibbs potiential (p. 258 [23]) and Z is a
normalizing constant called the partition function.
Furthermore because of the conditional independence stated above Eq. (7.7), it is always
possible to write p(y|x) as a Gibbs distribution:
p(y|x) = 1
Z ′
e−U(y|x). (7.10)
Consequently this is equivalent to minimizing the negative log-likelihood of the Eq. (7.8):
xˆ = argmin
x∈X
{U(y|x) + U(x)} . (7.11)
Gibbsian distributions give us considerable ﬂexibility for shaping the probabilistic rela-
tionships between the individual components of random ﬁelds. As such we choose convenient
and easy to implement potentials in the deﬁnition of the energy functions.
We model the conditional energy as
U(y|x) = α
∑
s∈S
Us(ys|xs) (7.12)
= α
∑
s∈S
{
(ys − t)1[xs=0] + (t− ys)1[xs=1]
}
, (7.13)
where 0 < t < 1 is a threshold that is experimentally chosen, 1[·] is the indicator function,
taking value 1 if the statement in brackets is satisﬁed and 0 otherwise; α is a tuning
parameter that is chosen to be 1. These potentials Us(ys|xs) are made to favor the state
”ﬁbertract = 1” in regions of high diﬀusivity and reversely favor the state ”no-ﬁbertract =
0” in regions of low diﬀusivity.
For the prior energy function we chose potential functions that favor homogeneous
regions:
U(x) = β
∑
s∈S
Us(xs|xNs) (7.14)
= β
∑
s∈S
{
1
|Ns|
∑
r∈Ns
1[xr 	=xs]
}
, (7.15)
where β is a tuning parameter set to 1 and |Ns| the cardinality of the neighborhood of s,
deﬁned in Section 7.4.
Although mathematically simple this type of MAP problem can be computationally dif-
ﬁcult because of combinatorial explosion. We use the Iterative Conditional Modes (ICM),
algorithm proposed by Besag [17], that uses a ”greedy” strategy by performing local mini-
mization iteratively and is known to converge after only a few iterations.
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7.2.3 Fibertract Labelling
By deﬁnition two separate ﬁbertracts are two clusters in the optimized conﬁguration xˆ that
are disjoint with respect to the neighborhood system. Therefore to ﬁnalize the segmentation,
we use an iterative algorithm that scans xˆ and labels the separate clusters uniquely.
7.3 Material
The diﬀusion weighted images are acquired with a classical DSI scheme as described in
Chapter 4. The acquisition was performed on a 3T Philipps scanner with the following
timing parameters: TR/TE/∆/δ = 3000/154/47.6/35 ms and b-max = 12000mm2/s. We
imaged 2 healthy volunteers. On the ﬁrst we did a brainstem study where we acquired
a block of 128 × 128 × 24 voxels at a spatial resolution of 2.4 × 2.4 × 2.4 mm3. On the
second volunteer we acquired 5 coronal brain slices of 128× 128 voxel with a resolution of
2× 2× 3 mm3. In every voxel the data was reconstructed according to Chapter 4 by taking
in every voxel the FT of the modulus of the q-space signal. An ODF map is built by radial
projection of the diﬀusion spectrum.
7.4 Results
Figure 7.2 A-D displays results based on the brainstem acquisition. On Figure 7.2A we can
see the segmented corticospinal tract (CST) in red. Figure 7.2B shows the mid-cerebellar
peduncle (MCP) and Figure 7.2C both superior cerebellar peduncles (SCP). In Figure 7.2D
we see how the CST and MCP cross in the pons and how they share partly the same volume
in 3D space. Figure 7.2E-F correspond to the coronal acquisition centered on the centrum
semiovale. Figure 7.2E is an ODF map in this area on which manually we have drawn lines
around objects of interest. a) is the cingulum (green), b) the callosal ﬁbers (red), c) the
CST (blue), d) the arcuate fasciculus (green) and e) is a part of the thalamus (yellow).
Figure 7.2F is the segmentation result of the centrum semi-ovale and we can appreciate
how the diﬀerent structures have been identiﬁed. We see again how diﬀerent structures
share partly the same 3D volume as their surrounding surfaces overlap. For example, it is
clear that the arcuate fasciculus crosses the CST (i.e. blue and green surface). The same
observation is valid for the cingulum and the callosal ﬁbers (red and green surface) as well
as CST and callosal ﬁbers.
7.5 Conclusion
We have seen that ﬁbertract identiﬁcation can be formulated as a classical image segmen-
tation problem; however because of the topological structure of the objects of interest it
is necessary to perform the segmentation in a space that provides suﬃcient freedom in or-
der to separate them. At ﬁrst sight, the naturally occurring POS seems optimal for this
task and the results show how nicely on can identify crossing ﬁbertracts. However, the
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Figure 7.2: Position Orientation Space segmentation in-vivo. A-D) The brainstem stem
has been segmented in A) the cortico-spinal tract (red), B) the mid-cerebellar peduncle
(green), C) the superior cerebellar peduncle (blue). D) displays the overlap of the cortico-
spinal tract and mid-cerebellar peduncle at the level of the pons, region where precisely these
two ﬁber-tracts cross. E-F) The cingulum, the arcuate fasciculus (green), the cortico-spinal
tract (blue), the corpus callosum (red) and a part of the thalamus (yellow), schematically
drawn on a coronal slice E) have been segmented and displayed in F).
7.5. Conclusion 75
method readily raises an other diﬃculty which does not seem to be readily solved by POS;
kissing ﬁbers overlap in this space as well. Considering its limits, the proposed method
is a convenient tool for partitioning the brain WM in anatomically interpretable compo-
nents, which might prove to be useful to analyze shapes and volumes of such objects. It
will also allow to perform quantitative measurements, like fractional anisotropy (examples:
[49, 50, 89, 106, 114, 147]), magnetization transfer (example: [51]), in meaningful regions
of interest .
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F. Ansermet and P. Magistretti
8.1 Introduction
Language comprehension and production rely critically on left hemispheric networks, includ-
ing Broca’s area, which contributes to language production and is located in the opercular
part of the inferior frontal gyrus (oIFG), and Wernicke’s area, which contributes to language
comprehension and is located in the planum temporale and the posterior part of the supe-
rior temporal gyrus (pSTG) [43, 63, 108]. Activation studies suggest that left hemispheric
dominance for language processing is less strong in women than in men [81, 133] and in
left- (LH) than right-handers (RH) [127, 153].
Matching the functional asymmetry, Broca’s [47, 54] and Wernicke’s areas (e.g. [58])
were found to be larger on the left side. Sex and handedness appear to inﬂuence the degree
of anatomical asymmetry; in Wernicke’s area it was reported to be smaller in LH than in
RH [53, 111, 137] and in women than in men [64].
Relatively little is known about the organization of speech areas. They are believed to
be part of a wide-spread neural network, but only small parts of its connectivity have been
demonstrated anatomically [41]. The intrinsic organization of speech areas has been inves-
tigated histologically. The morphology of the main cortical output neurons, the pyramids
[80, 132] and the spacing of long-range intrinsic connections [60] was found to be somewhat
diﬀerent between Wernicke’s area and its right homologue. Broca’s area was found to have
a greater neuronal density than its homologue, especially in men [4]. These diﬀerences are
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likely to be accompanied by diﬀerences in long distance connectivity, which has, however,
never been systematically investigated.
We report here on the connectivity of Broca’s and Wernicke’s areas and their right
hemisphere homologues, as visualized with DT-MRI tractography [69] in RH and LH men
and women.
8.2 Methods
We investigated 32 subjects: 16 men (mean age ±SD: 34.0 ± 7.9) with 8 RH and 8 LH
and 16 women (mean age ± SD: 29.2± 6.2) with 8 RH and 8 LH. Handedness was deﬁned
according to the Edinburgh-Oldﬁeld inventory [119], ranging from -10 to +10, with positive
and negative scores representing RH and LH respectively. Mean handedness score and SD
for the respective groups were: RH women = 9.4 ± 1.2, RH men = 7.0 ± 2.1, LH women
= −6.5±3.2 and LH men = −6.4±2.6. This research was conducted in agreement with the
Code of Ethics of the World Medical Association (Declaration of Helsinki) and informed
consent was obtained from all subjects before performing the study, in accordance with
institutional guidelines. For each of the 32 subjects, we acquired at 1.5T:
1. two fMRI studies acquired with a single shot gradient-echo EPI sequence (TR = 15
s for the sentence comprehension task and 5 s for the word generation task, 16 slices,
slice thickness 5 mm, gap 1 mm, TE = 66 ms, FoV = 270x270 mm2, matrix size
128x128, ﬂip angle 90o),
2. a DT-MRI dataset based on a single-shot EPI sequence (TR/TE = 1000/89 ms, 44
contiguous slices of 3 mm of thickness, FoV = 210x210 mm2, matrix size 128x128)
acquired along 6 diﬀusion sensitizing directions with a b-value=1000 s/mm2, and
3. a sagittal T1-weighted 3D gradient-echo sequence (128 contiguous slices, slice thick-
ness 1.25 mm, FoV = 250x250 mm, matrix size 256x 256).
The two fMRI studies consisted in a sentence comprehension paradigm (subjects were asked
to detect errors while listening to a random sequence of grammatically correct or incorrect
sentences), and in a silent word generation paradigm. Both studies were organized according
to a block design. These two functional studies were used to map in each subject areas
related to speech processing, and in particular pSTG and oIFG. fMRI data analysis was
performed with SPM2 (The Wellcome Department of Cognitive Neurology, London, UK).
DT-MRI datasets were used as input for a ﬁbertracking method, described in detail in
Chapter 5. We remember that the tracking algorithm generates a set of lines or ﬁbers that
are driven by the local diﬀusion properties and a regularity constraint. Such extensively
initiated ﬁbers over all the white matter (as deﬁned by a threshold fractional anisotropy map
at 0.2) are grown until reaching the white matter mask boundary. The large set of ﬁbers
(several hundred thousands) thus generated provides an estimate of axonal trajectories
throughout the brain.
8.3. Results 81
The ﬁbertracts of interest were selected through a pair of ROIs (Figure 8.1), which
in this study were based on the fMRI activations. The four local maxima in the t-score
activation maps of the corresponding language comprehension and production fMRIs were
automatically identiﬁed and named target points. They gave us the position of the left and
right pSTG and oIFG. In a few cases, where there was no right oIFG activation, the target
point was placed according to the contra-lateral activation and placed in the homologuous
cortical location. We used these four target points as starting points for a geodesic region
growing algorithm that evolves in the white matter mask. The four regions thus deﬁned
were our ROIs. They follow local white matter conﬁguration and have equal volumes. The
ﬁber selection was done by retaining the ﬁbers that had one extremity in each chosen ROI.
White matter volume VWM was estimated by measuring the volume of the ﬁbertracking
mask, which is a fractional anisotropy map thresholded at 0.2. The mid-sagittal callosal
surface SCC is measured in the mid-sagittal plane of the same mask. The statistics were
always performed with either a one-way or two-way ANalysis Of VAriance test (ANOVA).
The signiﬁcance threshold for null hypothesis rejection was set to α = 0.05.
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Figure 8.1: Schema of the ROIs. The green crosses represent the target points which are
identiﬁed by the local maximum of the related fMRI activation. The red to yellow regions
deﬁne the ROIs that have been generated by a geodesic region-growing algorithm; all four
ROIs have the same volume.
8.3 Results
We visualized by DT-MRI tractography the axonal connectivity between Wernicke’s and
Broca’s areas and their right hemisphere homologues, i.e. between left and right pSTG and
oIFG (Figure 8.2). In each individual subject, Wernicke’s area was identiﬁed by its fMRI
activation in a sentence recognition paradigm, and its right hemisphere homologue either
as a smaller activation focus in the same task or as the homotopic location. Broca’s area
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and its homologue were identiﬁed in a similar fashion by their activation in a silent word
generation paradigm. Isovolumic Regions Of Interest (ROI) adapted to the cortical shape
were deﬁned in these four locations and axonal connectivity between pairs of ROIs was
quantiﬁed using a probabilistic whole brain ﬁbertracking method [69] (see Fig. 8.3).
Figure 8.2: 3D rendering of language network. The red surfaces mark the cortical gray
matter adjacent to the 4 ROIs located in the left and right pSTG and oIFG. These ROIs, of
identical white matter volume, have been generated by a geodesic region growing algorithm
so that they follow the brain conformation. They are initialized at the local maximum of the
fMRI activations related to language comprehension or production (see text). Yellow-red
denotes intrahemispheric connections, magenta-blue inter-hemispheric. The latter crossed
in the body of the corpus callosum when linking both oIFG, or in the isthmus for the pSTG.
8.3.1 Intra-hemispheric connectivity
The intra-hemispheric connections between pSTG and oIFG formed a loose bundle, that we
call the pSTG-oIFG bundle, which was very reminiscent of the arcuate fasciculus revealed
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Figure 8.3: Superior view of a T1-weighted horizontal MRI slice. The red surfaces
mark the cortical gray matter adjacent to the 4 fMRI identiﬁed ROIs located in the left
and right pSTG and oIFG. Yellow-red denotes intrahemispheric connections, magenta-blue
inter-hemispheric. The latter crossed in the body of the corpus callosum when linking
both oIFG, or in the isthmus for the pSTG. (A) RH men presented typically a marked
asymmetry in the pSTG-oIFG bundle, with more ﬁbers in the left hemisphere. Posteri-
or inter-hemispheric connections were numerous. (B) LH men presented typically little
asymmetry in the pSTG-oIFG bundle. The posterior inter-hemispheric connections were
sparse. (C) RH and (d) LH women had similar connectivity patterns, i.e. strong intra- and
inter-hemispheric connectivity.
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by tracing studies in non-human primates [122].
In many, but not all subjects, the pSTG-oIFG bundle tended to have more ﬁbers on the
left than on the right side. Connective Lateralization Index was deﬁned as: cLI = log[(1 +
Q)/(1 − Q)] which is the Fisher Z-transform of the quotient Q = (NL −NR)/(NL + NR),
N being the number of ﬁbers that run between pSTG and oIFG, left (L) and right (R).
A positive value for cLI means a lateralization towards the left (i.e. the pSTG-oIFG con-
nectivity is stronger left than right), negative values meaning the opposite and zero be-
ing ambilaterality. By means of this measure, we investigated the eﬀect of handedness
and gender on the lateralization of the pSTG-oIFG bundle. One way analysis of vari-
ance (ANOVA) showed that RH men were signiﬁcantly more lateralized towards the left
than LH men (F (1, 14) = 6.9504, p < 0.05). Women presented little asymmetry in the
pSTG-oIFG connection density, which was not statistically signiﬁcant between RH and
LH (F (1, 14) = 0.5545, p > 0.05). A two-way ANOVA combining the handedness and
gender showed a signiﬁcant interaction between both eﬀects (F (1, 28) = 6.5561, p < 0.05).
The size of the pSTG-oIFG bundle was compared between subjects after normalization
with respect to the total white matter volume. We deﬁne the normalized Connection
Density A as: nCDA = log[γN/VWM ], which is the log transform of the number of ﬁbers
that run between two ipsilateral ROIs (N), normalized by the White Matter volume (VWM ).
γ is a constant. The eﬀect of handedness and hemisphere was assessed with a two-way
ANOVA by computing the nCDA of left and right pSTG-oIFG bundles in RH and LH. Men
exhibit a statistically signiﬁcant handedness eﬀect (F (1, 28) = 5.3066, p < 0.05) as well as
interaction (F (1, 28) = 5.4562, p < 0.05), shown in Figure 8.4. No such eﬀect was visible in
the group of women (Figure 8.4).
8.3.2 Inter-hemispheric connectivity
Inter-hemispheric connections between the left and right pSTG formed a relatively loose
bundle and crossed the midsagittal plane at the level of the isthmus and anterior splenium;
those between the left and right oIFG crossed at the level of the body of the corpus callosum
(Fig. 8.3).
For interindividual comparison we used a log transform of the number of ﬁbers (N)
that run between left and right pSTG or left and right oIFG normalized by callosal sur-
face (nCDB = log[γN/SCC ]) to account for the putative relation between the mid-sagittal
callosal area vs. handedness and gender [105].
Figure 8.6a) displays the inter-hemispheric oIFG connections that did not present any
signiﬁcant eﬀect in terms of handedness or gender. Stronger variation was present for the
pSTG inter-hemispheric connectivity; in particular, sex (F (1, 28) = 9.3247, p < 0.005) and
handedness (F (1, 28) = 5.8583, p < 0.05) eﬀects of a two-way ANOVA were statistically
signiﬁcant. A striking diﬀerence was the sparseness of interhemispheric pSTG connections
in LH men (Fig. 8.6b).
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Figure 8.4: Lateralization of the pSTG-oIFG bundle, i.e. respective density of connections
as measured by the cLI index; box plot and interaction plot. (A) RH men are signiﬁcantly
more lateralized towards the left hemisphere than the LH men. (B) RH women can not be
diﬀerentiated from the LH women. (C) Signiﬁcant interaction between sex and handedness.
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bundle in right handers. (B) Neither handedness nor side eﬀects are signiﬁcant in women.
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Figure 8.6: Inter-hemispheric connectivity (nCDB), box plots and interaction plots (see
text). (A) Inter-oIFG connection density does not show any diﬀerence between men and
women, RH and LH. (B) Inter-pSTG connection density exhibits a signiﬁcant handedness
and sex eﬀect. The connections of the LH men are particularly sparse.
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8.4 Discussion
Direct connections between Wernicke’s and Broca’s areas as well as between Broca’s or
Wernicke’s area and their homologue have been postulated on the basis of tracing studies
in non-human primates [122], but never directly demonstrated in man. We have found, in
RH men, stronger connections between Wernicke’s and Broca’s areas than between their
homologues in the right hemisphere. This is in agreement with previous studies, which
demonstrated greater diﬀusion tensor anisotropy in the region of the left arcuate fasciculus
in populations constituted predominantly by RH men [27, 30]. This strong interconnectivity
between Wernicke’s and Broca’s areas speaks in favor of an integrated language network,
as suggested by frequent co-activation of these areas in a variety of language tasks [63].
Women and LH men tended to have equally strong intrahemispheric connections be-
tween Wernicke’s and Broca’s areas as between their homologues, suggesting an extension of
the integrated language network to the right hemisphere. Such an interpretation is support-
ed by activation studies, which showed that language tasks yielded more right hemisphere
activation in LH men [153] or groups of women and LH men [127] than in RH men. The ten-
dency towards functional similarity of Broca’s and Wernicke’s areas and their homologues
is also reﬂected in the lesser anatomical asymmetry reported in left handers [53, 111, 137].
Language networks that are conﬁned to a single (left) hemisphere or distributed over
the two hemispheres are likely to require diﬀerent amounts of interhemispheric connectivity.
The exclusively left hemisphere network needs to have access to information that is received
and processed initially in the right hemisphere, such as sensory information concerning the
left auditory and visual hemispace or the left hand. In agreement with this, Wernicke’s
and Broca’s areas have been shown to receive homotopic (this paper) and heterotopic inter-
hemispheric connections [41]. The bihemispheric network needs connections between speech
areas on either side and, possibly, connections from non-speech areas in one hemisphere to
the speech areas in the other hemisphere.
The amount of interhemispheric connectivity required by an exclusively left hemisphere
network vs. bihemispheric network has been estimated diﬀerently by diﬀerent authors.
Based on tracing experiments in male rats, Galaburda and colleagues postulated that in-
creased asymmetry of a region is accompanied by a smaller density of interhemispheric
connections [59]. In humans, such a relationship was proposed for Wernicke’s area based on
circumstantial evidence: the part of the corpus callosum in which the ﬁbers from Wernicke’s
area were believed to cross (isthmus; [2]) was smaller in subjects with greater asymmetry
and, within this callosal part, there were fewer small diameter axons (the origin and ter-
mination of which was, however, not known; [166]). Further, but controversial, support
came from studies of left-handers, who tend to have less asymmetrical speech areas; a few
studies reported a larger posterior corpus callosum in left- than in right-handers, while more
numerous studies denied it (for review see [13]). A recent, very thorough anatomical MRI
study concluded that the relationship between cerebral asymmetries and callosal size and
shape is far from clear [105].
Our results suggest that callosal connectivity of less asymmetrical speech areas is im-
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plemented diﬀerently in men than in women. Speech comprehension area-related callosal
connections tended to be less dense in left- than right-handed men. This goes against the
rat model of hemispheric asymmetry and callosal connectivity [59] and does not ﬁt the
circumstantial evidence from human studies. The latter used global measures of callosal
subparts [2] or axonal density of unknown origin [167], while we have visualized callosal
connections belonging speciﬁcally to speech areas. Thus, the more bihemispherically dis-
tributed language network in LH men appears to require less callosal connectivity. It may
rely on higher levels of language-related processing within the right hemisphere, so that
callosal connections of the speech areas convey only information concerning the highest
levels of speech processing and do not provide transfer of basic information.
In comparison to RH men, RH and LH women tend to be less lateralized for language
[81, 133]. The density of their speech-related callosal connections is, however, similar to
that of RH men, and furthermore, there is no measurable diﬀerence in this respect between
RH and LH women. Their more bihemispherically distributed language network appears to
be organized diﬀerently than in LH men, with notably more dense interhemispheric connec-
tions. These diﬀerences in callosal connectivity between less lateralized speech networks in
women and in LH men may be the result of diﬀerential axonal elimination and maturation
during development [79, 131].
90
Chapter 8. Hand Preference and Gender Shape the Architecture of
Language Networks
Does Human Brain
Axonal Connectivity
Form a Small World
Network? 9
...everything in the world must have design
or the human mind rejects it. But in ad-
dition it must have purpose or the human
conscience shies away from it.
J. Steinbeck
9.1 Introduction
Biological neuronal networks, and in particular the human brain, are remarkable natural
systems capable of complicated patterns of behavior. The great diversity and adaptabil-
ity, which characterizes evolved organisms, seems to be possible thanks to a meticulous
combination of an enormous computational capacity, given by a huge amount of neuronal
components, and a well designed communication network [95].
To understand the mechanisms behind higher level brain functions, the detailed study
of their individual components clearly seems insuﬃcient [91]. It is a necessity to consider
global properties of such complex systems [145]. The backbone of complexity in the nervous
system is composed by the large scale architectural characteristics of the neuronal network
that constraints the communicative relationship between neuronal components. Recent
works suggest that, driven by evolution, the structure of neuronal networks is governed by
basic principles of constraint minimization, in the sense that brain geometry is organized
such as to reduce wiring cost, minimize global energy consumption while keeping a maximal
communication bandwidth [90]. Such simple design rules are shared with human made
networks like electronic devices, electric power grids or even more dynamic systems like the
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World Wide Web. As a consequence one naturally needs to ask how does the architecture
of neuronal networks, and in the present study the human brain, looks like.
Classically, connection topology in a network is either considered completely regular,
which is the case when the individual components are placed on a lattice and have connec-
tions with their local neighbors, or completely random in which case the connection between
any two nodes is given by a probability independent of the geometrical distance. Howev-
er many technological, social or biological networks don’t ﬁt any of the above mentioned
network models but are represented by intermediate topologies that are characterized by
high clustering as in regular lattices, yet exhibit small average path length, a feature shared
with random graphs. With reference to the small world phenomenon described by the so-
ciologist Stanley Milgram in the 1960s (in the context of an experiment on the structure
of social networks [109]), Watts and Strogatz [158] called this type of networks small world
graphs. They also showed that short average path length and high clustering coeﬃcient
was a property shared by very diverse networks as social networks, the United States power
grid and the nervous system of C. elegans.
Because the nervous system of C. elegans is made of only 302 neurons, the exact mapping
of its neuronal network can be unraveled with classical tools available to the biologist [162].
Its topology has been studied in detail and it has been shown that it is arranged in 11
clusters called ganglia in a manner that total wiring length is minimal [35]. In mammals,
where 1 mm3 of cortex contains 105 neurons, 108 synapses and 4 km of axons [22], similar
combined detailed and exhaustive approaches is clearly not feasible.
However we have seen in previous Chapters 5 and 6 that diﬀusion MRI tractography
has the capacity to infer long-range WM axonal connectivity. Although being a kind of low
pass ”image” of the real, microscopic, neuronal network, it provides us, non-invasively, with
exquisite information of the global topology of neuronal projections in the human brain.
As readily guessed by Watts and Strogats [158], we report on the small world architecture
of the human brain long-range axonal network.
9.2 Methods
9.2.1 Constructing the Brain Connectivity Graph
We perform a brain study covering both hemispheres from the apex down to the inferior
margin of the temporal lobes on a healthy volunteer. On an Intera 3T Philips scanner, we
use a diﬀusion weighted single shot EPI sequence with the following timing parameters:
TR/TE/∆/δ = 3000/100/47.6/35 ms and b-max = 12000 mm2/s. Q-space is sampled and
the data reconstructed according to a standard DSIscheme (see Appendix). The acquisition
block was made of 32 slices of a 128×128 matrix with a spatial resolution of 2×2×3 mm3.
In order to study brain long-range axonal network we perform on the reconstructed
DSIdata whole brain ﬁber tracking as previously described in Chapter 6. This procedure
provides us with a set of lines that we consider as an estimate of the brain axonal WM tra-
jectories (Figure 9.1).
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Figure 9.1: Estimate of whole brain axonal trajectories, superior and left oblique view.
Green codes for antero-posterior, red for transverse and blue for cranio-caudal average ﬁber
orientation.
As opposed to Chapter 6 where ROIs where placed manually in order to dissect out ﬁber
tracts of interest, in the present experiment we choose the ROIs diﬀerently. We match a
Talairach atlas [141] with the acquired brain image and use as ROIs the boxes deﬁned by the
integer Talairach coordinates, or its reﬁned version where each Talairach box is subdivided
into 8. This corresponds to ROIs respectively of size 16× 19× 8 mm3 and 8× 9× 4 mm3.
For atlas coordinates E the ROIs are slightly smaller as deﬁned by Talairach. Furthermore
we identify the brain GM by using a T1w based segmentation algorithm [169] and actually
consider as ROIs only the Talairach boxes that contain GM. This construction is motivated
by the fact that Talairach boxes have well described locations and that axons can only start
and end in the GM.
We construct a graph Gbrain where the vertices represent the set of ROIs deﬁned above.
An edge between two vertices is drawn if there is at least on ﬁber that has its origin and
termination in the pair of corresponding ROIs. This graph represents brain long-range
axonal connectivity between small cortical areas and we study two version of it, Gbrain(748)
where each of the 748 vertices is a standard Talairach box (Figure 9.2A) and Gbrain(4522)
being the ﬁne grain version of it (Figure 9.2B).
Any graph can be represented by a adjacency matrix A = (aij)ij , where any matrix
entry aij is 0 if there exist no edge between vertex i and j and 1 if there is. As our model
does not take into account orientation, the adjacency matrix is symmetric.
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Figure 9.2: Deﬁnition of the ROIs. A Talairach atlas is matched with the brain image.
A) The coarse ROIsdeﬁned by integer Talairach coordinates. B) The ﬁne ROIsare deﬁned
by subdividing each coarse ROI(in ﬁgure A) into 8 sub-entities.
9.2.2 Construction of an Equivalent Random Graph
Given n and p, we deﬁne a random graph Grand(n, p) as a graph with labeled vertex set
{1, . . . , n}, where each pair of vertices has an edge independently with probability p [19, 20].
We use this deﬁnition to construct a random graph of equal number of vertices as Gbrain, the
above deﬁned long-range axonal connectivity graph. The edge probability is empirically set
as the ratio between the average vertex degree k¯brain of Gbrain and the number of vertices
minus one in Gbrain: p = k¯actualn−1 .
9.2.3 Various Graph Measures
In order to characterize the topology of the graph under study, we concentrate on 3 measures
that we describe here. The average path length L is deﬁned as the number of edges in the
shortest path between two vertices, averaged over the set of all pairs of vertices, according
to [42], we have:
L =
1
n(n− 1)/2
∑
i
∑
j:j>i
min
l
{l : (Al)ij = 0}. (9.1)
The clustering coeﬃcient C is deﬁned as follows. Suppose that a vertex i has ki neigh-
bors; then at most ki(ki − 1)/2 edges can exist between them (this occurs when every
neighbor of i is connected to every other neighbor of i). Let Ci denote the fraction of these
allowable edges that actually exist, then C is the average of Ci over all i, following [42] it
can be computed as:
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C =
1
9
∑
i(A
3)ii∑
i	=j(A2)ij
(9.2)
Watts and Strogatz [158] have a nice and intuitive way to explain these two statistics.
Consider a friendship network, then L is the average number of friendships in the shortest
chain connecting two people; Ci reﬂects the extent to which friends of i are also friends of
each other; and thus C measures the cliquishness of a typical friendship circle.
It remains to deﬁne the vertex degree distribution P (k), which is the probability for
one of its vertex to have k edges. The above deﬁned Grand(n, p) has a binomial degree
distribution Bin(n, p). Given a graph, it can be estimated by plotting the histogram of the
degree of each vertex: ki =
∑
j aij .
9.3 Results
Figure 9.3 displays a schematic plot of the spectrally reordered adjacency matrix A of graph
Gbrain(4522) ∗. First we notice that the matrix is sparse and that the reordering is eﬃcient
in the sense that most non zero entries are agglutinated around the diagonal. This suggests
that there is local clustering of vertices. However there are still a number of non-zeros
entries at some distance of the diagonals, which play the role of in-between cluster links.
As a whole, this suggests that the graph has a small world topology.
More formally we test for small world topology (according to [158]) by computing the
average path length L and the clustering coeﬃcient C for the graph of brain connections and
compare it with the mean of those statistics for several (here 3) instances of the equivalent
random graph Grand(n, p). We do it actually for n = 748 and n = 4522 as explained above.
Vertex number k¯ Lbrain Lrand Cbrain Crand
748 51.5 2.3383 1.9575 0.0308 0.0079
4522 25.3 3.3364 2.893 0.0114 0.00068
Table 9.1: Average path lengths and clustering coeﬃcients in measure brain network and
equivalent random graph. The average path length and clustering coeﬃcient are computed
in the measured brain network. These statistics are compared with instances of random
graphs of identical average vertex number and degree.
We see in Table 9.1 that for both measured graph sizes, n = 748 and n = 4522, the
average path length of brain connectivity is of the same order than the random instances,
whereas the clustering coeﬃcient is higher for the brain. More importantly it seems that
with increasing reﬁnement of the measures the small world characteristics enhance, as the
ratio Lbrain/Lrand remains stable whereas the ratio Cbrain/Crand increases signiﬁcantly. We
also notice that the average degree k¯ decreases as n increases, which in our opinion should
∗Spectral reordering is a technique that reorders the entries of a matrix such that most non zeros elements
are centered around the diagonal [72].
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Figure 9.3: Reordered adjacency matrix plot. The adjacency matrix of Gbrain(4522) is
reordered such that most non-zero entries are centered around the diagonal (see spectral
reordering algorithm in [72]). The result is displayed by a plot of approximately 1/10th
of the rows and columns. Most non-zero entries (dot) accumulate around the diagonal
building clusters of intense connectivity, whereas a few inter-cluster edges are depicted by
oﬀ diagonal elements. Together, these features are typical for small-world graphs.
not be interpreted as it might be an artifact as the number of total ﬁbers is the same in
both experiments. Hence, the average number of ﬁbers starting or ending a ROIs decreases
with its size.
Figure 9.4: Empirical vertex degree distribution on Gbrain(4522). LEFT) linear-log plot of
the degree distribution (+) and exponential ﬁt (line). RIGHT) log-log plot of the same de-
gree distribution (+) and exponential ﬁt (line). The vertex degree distribution is compatible
with an exponentially decaying function, thus suggesting a single scale topology.
We also evaluate the empirical vertex degree distribution P (k) in a linear-log and a
log-log plot. As depicted in Figure 9.4, the data seem to be compatible with a distribution
of exponential decay, suggesting a single-scale behavior [3].
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9.4 Discussion
Diﬀusion MRI tractography is classically used to identify the 3 dimensional trajectory of a
speciﬁc axonal bundle. This can be used to study the inter- or intra-individual variations
of single and readily known ﬁber tracts. This approach as certainly nice applications in
neurosurgical planning, where the knowledge of the exact position of tumor-deviated tracts,
like the cortico-spinal tract or the optical radiation, is of crucial importance. Potentialities
are also given in diagnostic neurology or in basic neuro-anatomy where for example one could
study language related brain asymmetries related to gender and handedness [70]. However
such local approaches can only be applied to readily known structures which constitute
only a tiny proportion of the huge set of signiﬁcant ﬁber bundles. Furthermore it does not
address key issues on global brain connection characteristics which seem to be essential in
order to unravel higher order functional systems like emotion and consciousness [91][145].
The current approach distinguishes itself from the above mentioned techniques as it
aims to study the global connective relationships between neuronal components and not
the precise trajectories of speciﬁc links in 3D Euclidean space. Accordingly we combine
conceptual modeling of neuronal networks with new measurement tools provided by the
fast development of diﬀusion MRI. The ﬁrst is based on not so old random graph theory
[19, 45, 46] and provides us with powerful analytical tools and a multitude of analogy with
communication sciences whereas the second is a unique technique that allows to capture
brain connectivity at large scale non invasively in the human brain.
We need however to consider that there is a discrepancy between the real brain neuronal
network, made of 1010 vertices (neurons) and several order more edges (connections), and
the graph constructed by our measurements, which is of much lower dimensionality and
should be seen as a low pass ﬁlter applied on the real neuronal network. It nevertheless
provides us with exquisite information on the ”coarse grain” topology of the network and
may asymptotically reﬂect its real microscopic organization.
By examining many alternative arrangements of macaque pre-frontal cortex, Klychako
et al. [90] showed that the layout of cortical areas is such that it minimizes the total lengths
of the axons needed to join them. The works of Zhang et al. [168] indicate that through
evolution the volume of the WM scales as the 4/3 power of the volume of the GM, which can
be explained by a need for the brain to maintain a ﬁxed bandwidth of long-distance commu-
nication. With these concepts in mind, our observation that long-range axonal connectivity
in the human brain is very sparse, strongly clustered and of small average path length
makes sense. Hence small-world topology is a good compromise between full connectivity,
which would be very costly in terms of wiring, i.e. brain volume, and power supply [5], and
regular grid topology that impairs massively long distance bandwidth. Furthermore, the
combination of high local clustering, short average path length with eﬃcient neural coding
[134] allows distributed computing where only a small fraction of local intense computation
needs to be transmitted on distant regions, which may be suﬃcient for synchronous brain
activity [66].
Based on post-mortem tracing studies in rat and macaque monkey brain regions, Hilge-
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tag et al. [73, 75] reconstructed axonal connectivity graphs and found similar small world
topologies for these brain parts, which again conﬁrm our ﬁndings.
We need also to consider the developmental aspects of neuronal networks. In the neural
tube, after intense mitotic activity the immature neurons migrate away from the prolifer-
ative zone into the cortical diﬀerentiation zone. During this process, they extend several
thin cellular processes away from their cell body, which includes an axon and multiple den-
drites. These elongations grow and navigate the central nervous system guided by chemical
attractors and repellants to form multiples connections with other neurons [33]. In network
terminology, the developing brain would be described as growing network where new ver-
tices are added (cell division and migration) and new edges thrown (axonal and dendritic
tree growth) according to a preferential attachment rule (governed by chemo attractants).
Interestingly, small world topologies frequently arise from evolving networks. Various mod-
els have been proposed and two of them seem well suited the present framework. Kaiser
et al. [87] proposed to model the development of frontal macaque cortex through a spa-
tially embedded growing graph where preferential attachment occurs as an exponentially
decaying function of spatial distance and growth limited in space, whereas Amaral et al.
[3] damps vertex degree growth through vertex aging and energy limitations. These two
models of network growth take into account some features of the developing mammal brain
and as a result exhibit topologies, in terms of average path length (low), clustering (high)
or even vertex degree distribution (exponential), similar to those encountered in mammal
[73] or as presently shown human brains, which provides interesting conclusion on the rela-
tionship between molecular (chemo attractants and repellants), cellular (migration, aging
and apoptosis), energy-related as well as anatomic and spatial constraints on one side and
their inﬂuence on large scale topology of neuronal network.
Axonal Network Topology
Reveals the Hierarchical
Organization of the
Human Brain 10
From 1.5 kilograms of ﬂaccid matter, con-
voluted folds, about 100 billion neuronal
components, hundreds of trillions of in-
terconnections, many thousand kilometers
of cabling, and a short cultural history
emerged calculus, Swan Lake, Kind of
Blue, the Macintosh, and The Master and
Margarita.
C. Koch and G. Laurent
10.1 Introduction
In 1909, Brodmann published his work on human brain cortex cytoarchitectonics [24]. By
the detailed analysis of the microscopic components he proposed to subdivide the human
cortex into 47 areas, which he believed carry out diﬀerent functional tasks. Later, Brod-
mann’s intuition was conﬁrmed by a large amount of functional studies, which demonstrated
regional specialization or local clustering of brain function [144]. For example, visual inputs
are processed in the occipital lobe, auditory stimuli in the parieto-temporal junction, while
motor tasks are concentrated in the frontal lobe. This local functional clustering is believed
to rely on a substrate of locally intense cortical-cortical connections [121]. On the other
hand more distant functional correlations between cortical and sub-cortical structures have
been established and raised the concept of hierarchical processing stream where progres-
sive sensory integration or motor decomposition occurs. For example, local connections
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within the inferior temporal cortex form relays through progressively higher visual associ-
ation areas [154, 161]. Local connections also form the basis of sensory processing streams
in other parts of cortex, including the somato-sensory areas of the parietal lobe [56, 117]
and the visual areas of the posterior parietal cortex [48]. Even further there is evidence,
that higher cognitive functions require the rapid integration of information across several
sensory and behavioral domains through reentrant interactions among widely distributed
brain regions [146]. The experiments described above indicate that the cortical areas must
be interconnected with an elaborate set of projections, made of several successive layers of
connections where most substantial connections link neighboring regions but non negligible
long distance wiring contributes to global brain synchronization.
In order to test the suggested hierarchical organization in the human brain, we rely on
the recent developments of diﬀusion MRI. We have see in previous chapters that DSI based
tractography is a powerful method for investigating WMlong-range axonal brain connec-
tivity (Chapter 6), furthermore we have shown in Chapter 9 that combined with graph
theoretic approaches, it is possible to extract useful information about neuronal network
topology. In the present work we show how in terms of axonal projections cortical brain
areas exhibit a hierarchical organization.
10.2 Methods
We perform a brain study covering both hemispheres from the apex down to the inferior
margin of the temporal lobes on a healthy volunteer. On an Intera 3T Philips scanner, we
use a diﬀusion weighted single shot EPI sequence with the following timing parameters:
TR/TE/∆/δ = 3000/100/47.6/35 ms and b-max = 12000 mm2/s. Q-space is sampled
and the data reconstructed according to the standard DSI scheme (see Chapter 4). The
acquisition block was made of 32 slices of a 128 × 128 matrix with a spatial resolution of
2× 2× 3 mm3.
In order to study brain long-range axonal network we perform on the reconstructed
DSI data whole brain ﬁber tracking as previously described in Chapter 6. This procedure
provides us with a set of lines that we consider as an estimate of the brain axonal trajectories.
Like in Chapter 9, we match a Talairach atlas [141] with the acquired brain image and use as
ROIs the boxes deﬁned by the integer Talairach coordinates. We identify the brain GMby
using a T1w based segmentation algorithm [169] and consider as ROIsonly the Talairach
boxes that contain GM. We construct a graph where the vertices are the set of ROIsdeﬁned
above and draw a link between two vertices if there is at least on ﬁber that has its origin and
termination in the pair of ROIs. This graph represents brain long-range axonal connectivity.
We use hierarchical clustering [88], which is a way to investigate grouping in a data set,
simultaneously over a variety of scales, by creating a cluster tree. The tree is not a single
set of clusters, but rather a multilevel hierarchy, where clusters at one level are joined as
clusters at the next higher level. This allows us to analyze clustering over various scales.
First a distance measure must be set between each pairs of vertices. For the current
application we simply deﬁne the distance d(i, j) as the shortest path length on the graph
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between nodes i and j. We start by combining the two single vertices that have smallest
distance into a pair. Iteratively we link the newly formed clusters to each other and to
other vertices to create bigger clusters until all the objects in the original data set are
linked together in a hierarchical tree. The between cluster distance is chosen to be the
average measure:
d(R,S) = 1|R||S|
∑
i∈R
∑
j∈S
d(i, j), (10.1)
where R and S are two disjoint sets of vertices. The created hierarchical tree can then
pruned in order to partition the data into signiﬁcant clusters.
10.3 Results
The hierarchy deﬁned by the above described algorithm can be nicely summarized in a
dendrogram (Figure 10.1). We also illustrate this decomposition by a schematic tree with
at each hierarchical subdivision a little brain image that shows the current separation
(Figure 10.2). If we read it from top to bottom, we ﬁrst notice that there are two main
clusters. They are separated by a large linkage distance and clearly correspond to the left
and right hemispheres (Figure 10.2).
Figure 10.1: Dendrogram of cortico-cortical connections. Dendrogram constructed from
the hierarchical clustering procedure. The ”x-axis”shows the diﬀerent brain areas referenced
in Brodmann coordinates [24], whereas the ”y-axis”plots the inter-cluster distance as deﬁned
in Eq. (10.1).
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Considering the right hemisphere ﬁrst, we notice next separation occurs between fronto-
temporal and parieto-occipital cortices, which means that, in terms of WMaxonal connec-
tivity, fronto-temporal as well as parieto-occipital intra-connectivity is intense as compared
to the looser fronto-parietal, fronto-occipital or temporo-parieto-occipital links.
In the next hierarchical step frontal lobe separates from temporal lobe. Further down
in the hierarchy, we see that temporal lobe is made of two clusters: the temporal tip on one
side and of the resting caudal portion of the temporal lobe combined with tiny portion of
the inferior frontal gyrus. On the other hand, frontal lobe is composed of a prefrontal and
frontal cluster.
Parieto-occipital partition splits successively in two occipital and two parietal regions
that are best described in terms of Brodmann areas. There is a cluster made of area 1,2,3,39
and 40, a cluster made of area 7 and partially 19, an other cluster localized in area 19 and
an occipital cluster gathering areas 17, 18, partially 19 and maybe 8.
The hierarchy in the left hemisphere is clearly diﬀerent and probably less intuitive at
ﬁrst sight. First, left hemisphere splits into a pre-fronto-temporal region, on one side, and
into a region composed of the occipital and parietal cortices as well as the caudal part of
the temporal cortex and frontal regions corresponding to functional motor and pre-motor
cortices.
By further successive splitting, the hierarchy ends up into a pre-frontal and temporal
subdivision on one hand and on a frontal ”motoric” , two parietal, one occipital and one
temporal (caudal part) cluster that combines as in the right hemisphere a tiny part of the
inferior frontal gyrus.
Figure 10.3 illustrates intra- and inter-cluster ﬁber pathways. We can observe among
the intra-cluster ﬁbers of Figure 10.3A, a bundle relaying inferior frontal gyrus through the
arcuate fasciculus. Figure 10.3B displays an example of inter-cluster projection between
both occipital cortices.
10.4 Discussion
The identiﬁed groupings of cortical regions that largely agree with cytoarchitectonic [24]
and, to a large extent, also with functional cortical subdivisions (Figure 10.2, [144]). At
a certain ”resolution” we segregate cortical lobes or lobes aggregates, whereas at an other
level of ﬁner ”resolution” sub-lobar entities of functional signiﬁcance appear. We can recog-
nize a segregation into visual, auditory, motoric and somato-sensory as well as associative
prefrontal and parietal areas.
Although we did not make a detailed analysis, the resulting asymmetric classiﬁcation
is not really surprising as it is well known that brains, in particular among right handed
men, are asymmetric [70]. It is also worthwhile to observe that, in both hemispheres, the
cortex in the parieto-temporal junction belongs to the same cluster as a part of the inferior
frontal gyrus, as these regions are involved in the language networks [70].
The not perfect separation of both hemispheres at the ﬁrst level of hierarchy can pos-
sibly be explained by the not perfect placement of the Talairach atlas, which might have
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Figure 10.2: Schematic hierarchical tree of cortico-cortical connectivity. At each hierar-
chical subdivision a little brain image is displayed that shows the current cluster separation.
The colors are random but chosen in order to maximize the contrast between the cortical
region that currently split. At the end of the tree, each cortical area is displayed separately
in red.
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A
B
Figure 10.3: A) Intra-cluster connections in temporal region. B) Inter-cluster connections
between left and right occipital lobes.
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associated to the right hemisphere ﬁbers that in fact lie in the left hemi-brain.
Generally speaking, these results conﬁrm experiments made on local brain regions of
macaque monkey and cat that showed a highly structured connectivity among brain areas.
Carmichael et al. [32] demonstrated that in the frontal lobe most substantial connections
are between neighboring areas, but that there are also areas of prominent connections
between distant areas, while Fellman et al. [48] as well as Young [165] suggest distributed
hierarchical organization of the primate cortex. Hilgetag et al. [73, 74, 75] conﬁrmed the
cluster-like and hierarchical organization of various sensory systems in macaque and cat
cortices.
The presently shown structural clustering of neurons is probably related to their func-
tional clustering [146] as long-range connections at the systems level may provide the struc-
tural scaﬀold for functional and eﬀective connectivity [57]. Even more, there is evidence
that higher cognitive functions and consciousness require rapid integration of information
across several sensory and behavioral domains widely distributed brain regions [145] and
are hierarchically organized [123, 139].
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Conclusion: Towards
Brain Connectomics? 11
11.1 Achievements
Along the about hundred pages of this thesis, we have traveled through various topics, from
basic diﬀusion MR physics to theoretical neuroscience. We have started, after a brief in-
troduction on diﬀusion MRI, by addressing a fundamental and critical question of diﬀusion
MRI. Indeed we showed, in Chapter 3 that under some weak assumptions diﬀusion con-
trast is positive, key issue for justifying emerging MRI techniques mapping non-Gaussian
diﬀusion by measuring the only signal modulus. We then went through a thorough and
comprehensive analysis of DSI, conducting several MR experiments, discussing its interpre-
tation and its relation to other diﬀusion MRI techniques (Chapter 4). We then presented
in Chapters 5 and 6 two tractography methods in order to infer brain connectivity from
diﬀusion measurement. The ﬁrst algorithm, designed for DTI, was an attempt to overcome
the orientational uncertainty related to the DT approximation by a stochastic approach.
These data were then used to introduce the concept of virtual dissection, method that
allowed us to build a personalized atlas of ﬁber tracts in a single subject. The second
tractography procedure was designed for high angular diﬀusion MRI data. It gave us the
possibility to discuss the necessity for a diﬀusion MRI scheme to handle intra-voxel diﬀu-
sion heterogeneity in order to map accurately important tracts. We also insisted on the
importance of distinguishing the set of computer generated ”ﬁbers” or lines, which is a type
of diﬀusion contrast and the cause of it, which is brain tissue. We have seen in Chapter 7
that the tract identiﬁcation can be formalized as a segmentation task. Having bridged
diﬀusion MRI with neuroscience thanks to tractography, we addressed various key neuro-
anatomical questions. The power of group analysis allowed us in Chapter 8 to show the non
trivial relationship between gender and handedness with the intra- and inter-hemispheric
anatomical architecture of language networks. In Chapters 9 and 10 we left the classical
hypothesis driven approach that consists of local and quantitative analysis of individual
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connections to introduce a new paradigm for the study of brain connectivity. Convinced of
the critical importance of large-scale connectivity architecture for the emergence of higher
brain function, we proposed to study the global organization of the brain neuronal network.
Combining the exquisite capacity of diﬀusion MRI tractography for mapping axonal tra-
jectories with the well developed theory of graphs and large-scale networks, we constructed
a new framework for studying the topology of human brain anatomical connectivity from
in-vivo measurements. We reported on the small world structure of the long-range axonal
network and suggested a hierarchical organization of the inter-cortical area connectivity.
11.2 Perspectives
11.2.1 Technical Improvements
From diﬀusion MRI to network topology, at each step, technical improvements are desirable.
• DSI should be faster, possibly by the use of heuristic reconstructions like q-ball [151]
or PAS [82], in order to allow its use on patients. The optimal compromise between
k-space and q-space, i.e. spatial and angular, resolution should be investigated.
• Tractography is still in its infancy. The currently available algorithms exploit very
simple signal properties and still provide solutions with obvious artifacts.
• The network models presented are very coarse and should be reﬁned. Inter-subject
deﬁnition of cortical regions with a Talairach atlas is not optimal as it can be matched
only poorly to the very variable cortical folding.
If the above enounced technoﬁx stuﬀ is certainly important for boosting our future
discoveries, we must not forget to address a key conceptual issues, which is that brain
neuronal communication must be investigated at various scales. Diﬀerent scales require
diﬀerent tools. Diﬀusion MRI tractography provides global anatomic but macroscopic data,
while detailed microscopic, but locally limited, morphology can be provided by histological
tracing stains (e.g. [142]). Functional investigation is made possible with macroscopic
fMRI, PET or EEG and with microscopic patch clamp techniques [67] for example. In this
respect, the obvious future challenge will be to integrate this heterogeneous and enormous
amount of data into a uniﬁed multi-level like description.
11.2.2 Deﬁning the Brain Connectome
Over the last decade, we have seen ﬂourish a large variety of new terms in the area of
biomedical research, that are making reference to some large scale data. For example:
• Genome, which is all of the genetic information or hereditary material possessed by
an organism [25].
• Proteome, the collection of functioning proteins synthesized by a living cell or tissue
[25].
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• Metabolome, the metabolic proﬁle of a given cell, tissue, ﬂuid, organ or organism.
These terms all have the suﬃx ”-ome” attached to some biological entity for describing
very large-scale data collection. ”-ome” coming from the Latin ”-oma”which means ”body”,
is used in this context to denote a whole set of something [1].
In the last part of this thesis we have studied brain neuronal connections as a whole.
Accordingly, it is clear that, like the genome, which is much more than just a juxtaposition
of genes, the set of all neuronal connections in the brain is much more than the sum of
their individual components. The genome is an entity it-self, as it is from the subtle gene
interaction that live emerges. In a similar manner, one could consider the brain connectome,
set of all neuronal connections, as one single entity, thus emphasizing the fact that the huge
brain neuronal communication capacity and computational power critically relies on this
subtle and incredibly complex connectivity architecture.
The graph representation and its associated adjacency matrix, induced from brain neu-
ronal connections, seems a practical representation (Figure 11.1). Ideally, the true but
clearly unreachable graph should be known and studied, where each neuron is represent-
ed by a labeled vertex and its connections with a set of weighted and oriented edges.
Fortunately, its more realistic rough estimate, measured for example by diﬀusion MRI trac-
tography, provides already an incredible amount of information that can be analyzed by
readily available mathematical tools of graph and network theory, hence oﬀering a large
variety of fascinating research topics on brain neuronal communication and architecture for
the coming years.
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Figure 11.1: Brain connectome measured by diﬀusion MRI tractography. Each small
cortex areas are labeled by a unique index equally spread along the matrix row and column.
The connection density between two cortical locations i and j is color coded at matrix
position ij.
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