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Collision Avoidance for Aircraft in Abort Landing 
J. A. Mathwig 
Abstract. We study the collision avoidance between two aircraft flying in the 
same vertical plane: a host aircraft on a glide path and an intruder aircraft on a horizontal 
trajectory below that of the host aircraft and heading in the opposite direction. Assuming 
that the intruder aircraft is uncooperative, the host aircraft executes an optimal abort 
landing maneuver: it applies maximum thrust setting and maximum angle of attack lifting 
the flight path over the original path, thereby increasing the timewise minimum distance 
between the two aircraft and, in this way, avoiding the potential collision. In the presence 
of weak constraints on the aircraft and/or the environment, the angle of attack must be 
brought to the maximum value and kept there until the maximin point is reached. On the 
other hand, in the presence of strong constraints on the aircraft and the environment, 
desaturation of the angle of attack might have to take place before the maximin point is 
reached. 
This thesis includes four parts. In the first part, after an introduction and review 
of the available literature, we reformulate and solve the one-subarc Chebyshev maximih 
problem as a two-subarc Bolza-Pontryagin problem in which the avoidance and the 
recovery maneuvers are treated simultaneously. In the second part, we develop a 
guidance scheme (gamma guidance) capable of approximating the optimal trajectory in 
real time. In the third part, we present the algorithms employed to solve the one-subarc 
and two-subarc problems. In the fourth part, we decompose the two-subarc Bolza-
Pontryagin problem into two one-subarc problems: the avoidance problem and the 
recovery problem, to be solved in sequence; remarkably, for problems where the ratio of 
total maneuver time to avoidance time is sufficiently large (> 5), this simplified procedure 
predicts accurately the location of the maximin point as well as the maximin distance. 
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1. Introduction 
The danger of collision between aircraft is particularly severe in areas of dense air 
traffic, such as the vicinity of an airport; see Refs. 1-34 for recent research on trajectory 
optimization and collision avoidance. In spite of the progresses, the possibility of 
collision still exists due to a variety of factors such as pilot error, aircraft malfunction, air 
traffic control system malfunction, bad weather, difficult environmental conditions, and 
soon. 
This thesis studies optimal collision avoidance maneuvers for an aircraft in abort 
landing under emergency conditions. Clearly, the best strategy is to maximize with 
respect to the controls the timewise minimum distance between two aircraft: a host 
aircraft and an intruder aircraft. This problem can be formulated as a maximin problem 
or Chebyshev problem of optimal control. 
A number of people have recognized that the Chebyshev problem is equivalent to 
an infinite norm problem of optimal control. In practice, it has become customary to 
replace the infinite norm with a large but finite norm, thereby reducing the Chebyshev 
problem to a Bolza problem of optimal control to be solved via some existing 
optimization algorithm. The difficulty with this procedure lies in selecting a proper value 
of the norm: a too large value might lead to stiffening of the differential system and to 
convergence difficulties; a too low value might result in poor accuracy. 
In this thesis, the conversion of the Chebyshev problem into a Bolza problem is 
based on a simple observation: at the maximin point of the encounter between the two 
aircraft, the distance between the aircraft has a minimum with respect to the time. Hence, 
its time derivative vanishes and this occurs when the relative position vector is 
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orthogonal to the relative velocity vector. In turn, the resulting geometric/kinematic 
condition is an inner boundary condition allowing the separation of the collision 
avoidance maneuver into two phases: the avoidance phase and the recovery phase 
connected via the maximin point. In this way, the one-subarc Chebyshev problem can be 
converted into a two-subarc Bolza problem, to be solved via the multiple-subarc 
sequential gradient-restoration algorithm (SGRA). For the theory and application of the 
multiple-subarc SGRA, see Refs. 35 - 63. 
The focus of the research is on the relationship between the optimal trajectory and 
the control to be applied to achieve the best collision avoidance maneuver. In turn, this 
relationship is basilar to the development of a guidance scheme capable of approximating 
the optimal trajectory in real time. Specifically, we studythe -collision avoidance 
problem under the following scenario: (i) the host aircraft and the intruder aircraft fly in 
the same vertical plane; (ii) initially, the host aircraft is in quasisteady descending flight 
on a glide path toward a runway; (iii) the intruder aircraft is on a horizontal trajectory at 
an altitude below that of the host aircraft; (iv) while the host aircraft performs the abort 
landing/collision avoidance maneuver, the intruder aircraft is uncooperative and 
continues flying along the same horizontal trajectory with the same velocity; (v) at the 
end of the maneuver, the host aircraft recovers quasisteady ascending flight within a 
specified time. 
This thesis includes four parts. In the first part (Sections 1 - 7), after an 
introduction and review of the available literature, we reformulate and solve the one-
subarc Chebyshev maximin problem as a two-subarc Bolza-Pontryagin problem in 
which the avoidance maneuver and the recovery maneuver are treated simultaneously. In 
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the second part (Sections 8 - 9), we develop a guidance scheme (gamma guidance) 
capable of approximating the optimal trajectory in real time and present the conclusions. 
In the third part (Sections 10 - 11), we present the algorithms employed to solve the one-
subarc and two-subarc problems. In the fourth part (Section 12), we decompose the two-
subarc Bolza-Pontryagin problem into two one-subarc problems: the avoidance problem 
and the recovery problem, to be solved in sequence; remarkably, for problems where the 
ratio of total maneuver time to avoidance time is sufficiently large (> 5), this simplified 
procedure predicts accurately the location of the maximin point as well as the maximin 
distance. 
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2. Literature Review 
Merz (Refs. 1-5) was the first to formulate/postulate an analytical solution for the 
optimal collision avoidance problem. He wrote several papers discussing close-
proximity coplanar conflicts between two aircraft or ships under the assumption of 
constant speeds and identical turn capabilities for two players cooperating with each other 
so as to achieve maximum miss distance. His results were presented in graphical form 
via the locus of the initial relative positions for different optimal strategies. While Merz 
provided little justification of his solution, recently Tarnopolskaya and Fulton (Ref. 6) 
made a thorough analysis and supplied a justification of Merz's solution. More early 
work was done by Vincent et al. (Ref. 7), who treated the collision avoidance maneuver 
of two aircraft as a differential game and stated the circumstances under which the 
maneuver is optimal, effective, or unneeded. 
Collision avoidance and conflict resolution for unmanned aerial vehicles (UAVs) 
is a growing research topic. Surprisingly, there is not much research in this area. In fact, 
several papers have been written about the need for this work. Zeitlin (Ref. 8) recognizes 
that the necessary sensors and algorithms required for operating UAVs in civil airspace 
have not been thoroughly evaluated. Therefore, he recommends further work on 
modeling and simulation. 
Since the collision avoidance topic is new and also quite complicated, several 
approaches and techniques have been used in order to solve the problem. Some authors 
developed their own hardware and sensors to detect the collision. Watanabe et al. (Refs. 
9, 10) use a Kalman filter to estimate the position of each obstacle relative to the aircraft 
and then use a minimum-effort guidance law for waypoint tracking as well as collision 
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avoidance with unforeseen obstacles. Fasano et al. (Ref. 11) discuss a fully autonomous 
multisensor anticollision system for unmanned aerial vehicles. This involves the 
development of the actual physical sensor and corresponding hardware along with the 
necessary software. 
Some use statistics and probability to detect a collision. Yang et al. (Ref. 12) 
developed a Montecarlo implementation for computing the probability of conflict, while 
Kochenderfer et al. (Ref. 13) developed a Bayesian statistical technique for computing 
the probability of conflict. 
Others are concerned with only the avoidance maneuver and not with the 
detection of the possibility of collision. They assume that the possibility of collision has 
been already detected and known. Some use a geometric approach to solve the collision 
avoidance problem. Ota et al. (Ref. 14) propose a geometric approach to solve the 
collision avoidance problem. They propose using the discriminant of a quadratic 
equation to calculate the inclination of a line tangent to a circle representing the risk 
space of the aircraft. Bilimoria (Ref. 15) discusses the problem of conflict detection and 
resolution in the horizontal plane; he uses a geometric optimization approach in order to 
minimize trajectory deviations for each aircraft involved in the conflict. 
Alvarez de Toledo et al. (Ref. 16) create a procedure called General Framework 
for Learning Work, which considers the landing maneuver; this is a probabilistic 
approach which uses trial and error for the program to learn which maneuver is good, but 
it takes literally thousands of trials to finally provide a reliable answer. Similarly, Durand 
et al. (Ref. 17) discuss the possibility of solving conflicts between two aircraft reliably 
and quickly using a neural network built with unsupervised learning and capable of 
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computing nearly-optimal trajectories. Zhao et al. (Ref. 18) propose resolving the 
conflict of two aircraft in level flight and use the bank angle as the control. Menon et al. 
(Ref 19) discuss three major components of conflict resolution problems, namely aircraft 
models, trajectory parameterization schemes, and conflict envelope definitions. Sigurd et 
al. (Ref. 20) discuss the avoidance of collisions for n airplanes flying in a general 
airspace, especially as n gets larger; they use a concept similar to magnetic fields applied 
to each plane in order for them to repel each other to avoid collision. Magister (Ref. 21), 
with reference to flight in a vertical plane, discusses four different avoidance procedures 
for conflict resolution between two aircraft near the top of the descent. Arrieta-Camacho 
et al. (Ref. 22) create a multistage nonlinear model predictive controller in order to 
coordinate multiple aircraft in real time and capable of considering new information as it 
becomes available. The controller integrates a real-time optimal trajectory with higher-
level logic rules in order to assist mission design for flight operations like collision 
avoidance, conflict resolution, and reaction to changes in the environment. Pannequin et 
al. (Ref. 23) create a nonlinear model predictive control based algorithm for aircraft 
motion planning with converging flows of aircraft going through convective weather. Gu 
et al. (Ref. 24) propose a new approach (curvature/velocity orientation method), which 
coordinates the vehicle motion in 3D space to avoid obstacles in its path and visit 
intended waypoints. Rahmani et al. (Ref. 25) propose a variant of a multiple UAV 
collision avoidance algorithm via appropriate navigation functions or potential functions 
by combining conflict prediction and resolution, navigation, and control of the UAV. 
Some authors have developed solutions not only implementable in real time, but 
actually overriding the pilot and taking over command of the aircraft so as to perform the 
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optimal collision avoidance maneuver. Swihart et al. (Ref. 26) developed an autonomous 
collision avoidance system which automatically takes control of the aircraft in a time 
span that does not allow for pilot reactions. Kay et al. (Ref. 27) describe the procedure 
used to develop a new automatic collision avoidance system for aircraft by modifying a 
commercial off-the-shelf PC-based simulation software. This system takes control of the 
aircraft involved automatically and performs the necessary last-moment evasive 
maneuver to avoid collision. 
Finally, since flight certification of hardware and software is a long and complex 
process, some authors propose the least revolutionary and easiest-to-implement ideas by 
adapting/slightly modifying the current existing technology and enhancing its 
effectiveness with new techniques. Shakernia et al. (Ref. 28) describe the component 
technologies which comprise the sense and avoid system on unmanned aerial systems, 
the accomplishments achieved and lessons learned from flight test activities. Portilla et 
al. (Ref. 29) show the feasibility of using data from multiple sensors to drive a robust and 
safety-critical autonomous collision avoidance algorithm that is compatible with current 
manned TCAS II-equipped aircraft (the acronym TCAS stands for traffic and collision 
avoidance system). 
Kuo and Zhao (Ref. 30) introduce the concept of an alert zone, which is a time-
based region of airspace that is used to indicate a condition where conflict avoidance 
maneuvers may be necessary. They consider conflicts involving two aircraft in both 
cooperative and uncooperative maneuvers. The aircraft involved have a single control 
(either heading, speed, or altitude). 
7 
Clements (Ref. 31) considers the resolution of pairwise conflicts in a multiple 
aircraft environment. Specifically, he determines the minimum-time safe deviation from 
a preassigned flight program for an aircraft traversing some planar intersecting 
trajectories. 
Frazzoli, et al. (Ref. 32) propose a methodology relying on a combination of 
randomized searches and convex programming. Given a set of airborne aircraft and their 
intended trajectories, each aircraft proposes its desired heading while a centralized air 
traffic control authority resolves any conflict arising between the aircraft while 
minimizing the deviation between desired heading and conflict-free heading for each 
aircraft. 
Raghunathan et al. (Ref. 33) also use a safe zone approach in their analysis of the 
problem. They differ from other authors in that their safe zone is cylindrical in shape and 
defined in continuous variables; also, they incorporate a novel line search method in their 
interior-point algorithm used to solve the finite-dimensional nonlinear program. 
Hu et al. (Ref. 34) consider both the two-aircraft case and the multiple-aircraft 
case. For the two-aircraft case, they provide a geometric construction and a numerical 
algorithm which minimizes a certain energy cost function incorporating a priority 
mechanism forcing aircraft with lower priorities to do more to resolve the conflicts and 
also penalizes vertical maneuvers for the sake of passenger comfort. For the multiple-
aircraft case, an approximation scheme is proposed to compute a suboptimal two-legged 
solution. 
Concerning the contributions of the Aero-Astronautics Group of Rice University 
to the area of safety maneuvers for ships and aircraft, see Refs. 35 - 48. For the 
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algorithms relevant to this work, see Refs. 49 -63 . For more general information, see 
two well-known books (Refs. 64 - 65). 
3. System Description 
This section deals with the kinematic and dynamic equations of motion of the host 
aircraft. We make the following assumptions: (i) the flight takes place in a vertical plane; 
(ii) the aircraft is a particle of constant mass; (iii) Newton's law is valid in an Earth-fixed 
system; (iv) the air density is assumed constant. As a consequence, the kinematic and 
dynamic equations of motion can be written as 
x' = Fcosy, (la) 
h' = Fsiny, (lb) 
V = (T/m)cos(a + 8) - Dim - g siny, (lc) 
y' = (T/mV)sin(a + 8) + LlmV- (g/V) cosy, (Id) 
where the prime denotes derivative with respect to the actual time t,0 <t <Q, with 0 the 
initial time and 0 the final time. The forces acting on the aircraft include the thrust T, 
drag £>, lift L, and weight W. These forces are represented by the functional relations 
T=T(h, F, P) = p rmax(/*, V), (2a) 
D = D(h,V,a), (2b) 
L = L(h,V,a), (2c) 
W=mg. (2d) 
The quantities appearing in Eqs. (1) - (2) are the longitudinal distance x, altitude h, 
velocity V, path inclination y, mass m, acceleration of gravity g, thrust inclination angle 8, 
angle of attack a, and thrust setting p. 
3.1 Inequality Constraints. In general, the angle of attack and the thrust setting 
are the main controls available to the pilot in order to maneuver an aircraft in a vertical 
plane. 
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For an abort landing maneuver of collision avoidance, the thrust setting must be 
switched from the initial value Po (consistent with certain quasisteady descending flight 
conditions) to the maximum value 1 at the maximum permissible rate (p'max = 0.2/s). 
Afterward, the thrust setting must be held at the maximum value until the end of the abort 
landing maneuver. Specifically, 
P(0 = Po + P'maxt, 0<t<ts, (3a) 
P(0 = 1, ' s < / < 6 , (3b) 
where 0 is the final time and ts is the thrust setting switch time given by 
ts = (1 - Po) / P'max • (3C) 
As consequence, the only remaining control is the angle of attack. In turn, the angle of 
attack a(t) and its time rate cc'(0 are subject to the two-sided inequality constraints 
amin < a < amax, (4a) 
- a'max < tt'< a'max , (4b) 
where amax, amjn, a'max are prescribed positive constants. The above inequalities can be 
converted into equalities via the following nonsingular transformation: 
a = (1/2) (amax + amin) + (1/2) (amax - amin) sinn , (5a) 
r\' = [2a'max/(amax - amin)] sinw, (5b) 
in which r\(t) denotes an auxiliary state variable and w(f) denotes an auxiliary control 
variable. Because Eqs. (49) imply 
oc'= a'max cosn sinw, (6) 
it is clear that any pair of functions r\(t), w(f) consistent with Eqs. (5) satisfies 
automatically the inequalities (4). 
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The transformation (5) has two advantages: (a) it is nonsingular; (b) the angle of 
attack boundary is reached tangentially, regardless of the value of the auxiliary control. 
These advantages are obtained at a price: as the angle of attack moves toward its upper or 
lower boundary, the available a'-range shrinks proportionally to cos 77, vanishing at the 
upper or lower boundary. 
3.2 Transformed System. In light of Eqs. (5), the system equations of the host 
aircraft can be rewritten as 
x' = Fcosy, (7a) 
ti = Fsiny, (7b) 
V = (PTmax/m) cos(ot + 8) - Dim - g siny, (7c) 
y' = ($TmJmV) sin(a + 8) + L/mV-(g/V) cosy, (7d) 
r\' = [2a'max/(amax - otmin)] sinw, (7e) 
with 
a = (112) (amax + otmin) + (112) (amax - <Xmin) sinr|. (7f) 
In the transformed system (7), the state variables are x(t), h(t), V(i), y(t), y\(t); the new 
control variable is w(t). Once r|(0 is known, the original control a(t) can be recovered 
via(7f). 
3.3 Potential Collision. Now, let us assume that both the host aircraft and the 
intruder aircraft move with constant velocity and direction. Under this scenario, the 
motion of the host aircraft is described by the linear relations 
x(t) = x0 + (V cosy)01, (8a) 
h(t) = h0+ (Vsiny)Qt, (8b) 
in which the subscript 0 denotes quantity evaluated at the initial time t = 0. Under the 
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same scenario, the motion of the intruder aircraft (subscript asterisk) is described by the 
linear relations 
x*(t) = x0 + (d cos^)0 + (V* cosx*)o t, (9a) 
h*(t) = h0 + (d sin^)0 + (V* sinx*)o t, (9b) 
in which do is the initial distance between the two aircraft, o^ is the initial angle between 
the relative position vector and the x-axis, V* is the velocity modulus of the intruder 
aircraft, and %*{t) is the angle between the velocity vector of the intruder aircraft and the 
x-axis. Given the initial values Vo, yo for the host aircraft, the initial values V*o, x*o for 
the intruder aircraft, and the initial values do, £,0 for the relative position vector, a collision 
occurs if the following relations are satisfied at some forward time tc > 0: 
x(te) = x*(tc), (10a) 
h(tc)=Mh)> (10b) 
with the implication that 
(Fcosy)0/C= (^cos^)o +(F*cosx*)o'c, (Ha) 
(V siny)0 tc = (d sin^)o + (V* sinx*)o k • (lib) 
Elimination of the collision time tc from the above relations yields the following form of 
the collision condition under the assumption that neither aircraft maneuvers: 
[(Fsiny - V* sinx*) / (Fcosy - V*cosx*)]o = (tan^)o. (lie) 
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4. Optimization Problem 
For collision avoidance under emergency conditions, the best strategy is to 
maximize with respect to the controls the timewise minimum distance between the host 
aircraft and the intruder aircraft. At the maximin point of the encounter, the distance 
between the two aircraft has a minimum with respect to the time, which occurs when the 
relative position vector is orthogonal to the relative velocity vector. In this way, we 
obtain an inner boundary condition to be satisfied at the maximin point connecting the 
two main branches of the maneuver: the avoidance branch and the recovery branch. As a 
consequence, a one-subarc Chebyshev problem can be transformed into a two-subarc 
Bolza-Pontryagin problem solvable via the multiple-subarc sequential gradient-
restoration algorithm (SGRA). 
4.1 Distance Function and Inner Boundary Condition. The distance between 
the host aircraft and the intruder aircraft can be written as 
d=^l[(x-x*f + (h-h*)2] (12a) 
and its time derivative is 
d' = (\/d)[(x-x*)(x'-x'*) + (h-h*)(h'-h'*)]. (12b) 
For convenience of computation, let 
D = (\/2)d2 = (l/2)[(x-x*)2 + (h-h*f] (13a) 
denote the distance squared function whose time derivative is 
D' = (x-x*) (x'~ x'*) + (h -h*)(h'-h'*). (13b) 
Inspection of (12b) and (13b) shows that the conditions 
d' = 0 and D ' = 0 (14a) 
are reached simultaneously when 
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(x-x») (x'-x'*) + (h- h*) (h' - h'*) = 0, (14b) 
that is, when (see the equations of motion) 
(x-x*) (Fcos y - V* cos %*)+ (h -h*) (Fsin y - V* sin x*) = 0, (14c) 
namely, when the relative position vector is orthogonal to the relative velocity vector. 
This orthogonality fact is clear if (14c) is rewritten as 
h-h. 
where T denotes transposition of vector. 
4.2 Chebyshev Formulation. In the Chebyshev approach, the optimization 
problem can be formulated as follows: 
max min D, 0 < r < 6 , (15) 
w(t), <j t 
subject to Eqs. (7) plus some appropriate boundary conditions. In (15), min, D denotes 
the timewise minimum value of the distance function (13a). Unfortunately, there does 
not exist a single algorithm capable of solving directly the Chebyshev problem (15). 
Hence, a transformation of problem (15) is in order. 
4.3 Bolza-Pontryagin Formulation. In the Bolza-Pontryagin approach, the 
optimization problem (15) is reformulated as follows: 
max (£>)„, 0 < r < a < e , (16a) 
w(t),a 
subject to Eqs. (7), appropriate boundary conditions, plus the orthogonality condition 
( D % = 0 . (16b) 
15 
Fcosy-Fcos%. 
Fs iny-Fs inx . 
= 0, (14d) 
In (16a), (Z))a denotes the distance function (13a) evaluated at the time a where the inner 
boundary condition (16b) is satisfied, rewritten explicitly as (14c). 
4.4 Remark. While there does not exist any algorithm capable of solving the 
Chebyshev problem (15) directly, there exist many algorithms capable of solving the 
Bolza-Pontryagin problem (16). One of these is the multiple-subarc sequential gradient-
restoration algorithm (SGRA) employed in this work (see Appendices A and B). Since 
SGRA is coded for minimization problems, the problem (16a) must be reformulated as 
follows: 
min -(D)a, 0<t<cs<Q, (17) 
w(t), a 
a being the time where the inner boundary condition (16b) is satisfied [see (14c)]. 
4.5 Penalized Performance Index. In the collision avoidance problem for an 
aircraft in abort landing, it is necessary to prevent the undershooting of some threshold 
altitude /?TR- This can be achieved by replacing the performance index (17) with the 
following penalized performance index: 
min [-(D)a+kP], (18a) 
w(t),a 
where k > 0 is a suitable penalty constant and P is the penalty functional 
8 
P= \E2&t. (18b) 
0 
In the above relation, E measures the violation of the altitude threshold and is defined as 
follows: 
£ = 0 , if h>hTR, (18c) 
16 
E = hTR-h, if h<hTK. (18d) 
4.6 Boundary Conditions. The boundary conditions include the initial 
conditions, the continuity condition at the interface of the subarcs, the inner boundary 
condition at the interface of the subarcs, and the final conditions. 
The initial conditions are 
x(0) = x0 = 0, (19a) 
h(0) = h0, (19b) 
V(0)=V0, (19c) 
Y(0) = yo, (19d) 
r|(0) = r|o'= sin"1 {[2a0 - (amax + amin)] / (amax - amin)}, (19e) 
with ho, Vo, Yo, rjo, hence ao specified. For details, see Section 6 containing data for the 
examples. 
The continuity conditions at the interface of the first and the second subarcs are 
x(a-)=x(o-+), (20a) 
h(a-) = h(a+), (20b) 
V(o-)=V(o+), (20c) 
y(o--) = Y(o+), (20d) 
r,(a-) = r|(a+). (20e) 
The inner boundary condition at the interface of the first and the second subarcs is 
[(x-x*)(Fcosy- F*cosx*)+(^-^*)(^siny- V* sinx*)]a = 0. (21) 
The final conditions are 
V(Q)=Ve, (22a) 
Y(e) = ye, (22b) 
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T](9) = T|e = sin'' {[2ae - (amax + amin)] / (amax - amin)}, (22c) 
with VQ, ye, r|e, hence ae specified. For details, see Section 6 containing data for the 
examples. 
4.7 Bolza-Pontryagin Problem. In sum, the Bolza-Pontryagin problem of 
aircraft collision avoidance can be formulated as follows: minimize the penalized 
performance index (18), subject to the differential constraints (7), the initial conditions 
(19), the continuity conditions (20), the inner boundary condition (21), and the final 
conditions (22). 
With the actual final time 9 given and the thrust setting at the emergency level 
(3), the unknowns are the state variables x(t), h(t), V(t), y{t), r\(t), the control variable 
w(t), and the time parameter a. With these functions known, the angle of attack a(/) can 
be recovered via (7f). 
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5. Time Transformation 
The presence in the problem of the maximin time a, where the continuity 
condition (20) must be satisfied together with the inner boundary condition (21), suggests 
that we are in the presence of a two-subarc trajectory: the avoidance subarc covering the 
time interval 0 < t < a and the recovery subarc covering the time interval a < t < 0. If 
0i = a is the time length of the first subarc and if 82 = 0 - a is the time length of the 
second subarc, it is clear that 0 = 0i + 02-
We introduce now a transformation from the actual time t to the virtual time T 
such that the normalized time length of each subarc is equal to 1. More precisely, the 
time transformation is 
subarc i=l, x = t/a, 0 < T < 1 , 0 < t < o , (23a) 
subarc/= 2, T =( f -a ) / (6 -a ) , 0 < x < l , a < t < 0 . (23b) 
Let F denote a generic function of the time. If F(t) is its one-index representation 
in the actual time domain, then F(x, i) is its two-index representation in the normalized 
time domain, with / = 1 for the first subarc and i = 2 for the second subarc. 
5.1 Differential Constraints. Let a dot superscript denote derivative with respect 
to the normalized time x. For the first subarc, the differential constraints can be rewritten 
as 
x=a[Fcosy], (24a) 
h=G[Vsiny], (24b) 
V = o[(PTmJm)cos(a + S)-D/m-gsmy], (24c) 
y = a[ (P TmJm F)sin(a+ 6) + LlmV- (g/V) cosy], (24d) 
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TJ = a [2a'max /(amax - ami„)] sinw, (24e) 
with 
a = (1/2) (am'ax + ctmin) + (1/2) (amax - amin) sin 7. (24f) 
For the second subarc, the differential constraints can be rewritten as 
x=(Q-o)[Vcosy], (25a) 
h=(Q-a)[Vsiny], (25b) 
V = (9 - a) [ (prmax/w)cos(a + 5) - Dim - g siny], (25c) 
y= (6 - a) [ (prmax/^F)sin(a+ 5) + I / m F - (g/F) cosy], (25d) 
7=(e-a)[2a'maX/(amax-amjn)] sinw, (25e) 
with 
a = (1/2) (amax + amin) + (1/2) (amax - amin) sin^. (25f) 
5.2 Boundary Conditions. The boundary conditions include the initial 
conditions, the continuity condition at the interface of the subarcs, the inner boundary 
condition at the interface of the subarcs, and the final conditions. 
The initial conditions are 
x(0,l) = x0 = 0, (26a) 
h(0,\) = hQ, (26b) 
F(0,1)=F0, (26c) 
y(0,l) = yo, (26d) 
r|(0,l) = no = sin"1{[2ao-(amax + amin)]/(amax-amin)}, (26e) 
with ho, VQ, yo, r\o, hence ao specified. For details, see Section 6.3 dealing with 
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quasisteady descending flight. 
The continuity conditions at the interface of the first and second subarcs are 
x(l,l) = x(0,2), (27a) 
A(1,1) = A(0,2), (27b) 
V(\,\)=V(0,2), (27c) 
y(l,l) = y(0,2), (27d) 
ti(l,l) = t)(0,2). (27e) 
The inner boundary condition at the interface of the first and second subarcs is 
[(x-x*) (Fcosy- V* cos x*)+(h - h*) (Vsin y - V* sinx*)]i,i =0. (28) 
The final conditions are 
V(l,2)=V6, (29a) 
Y(l,2) = ye, (29b) 
n(l,2) = ne = sin'1{[2ae-(an1aX + aIT1in)]/(amaX-amin)}, (29c) 
with VQ, ye, r)e, hence ae specified. For details, see Section 6.4 dealing with quasisteady 
ascending flight. 
5.3 Bolza-Pontryagin Formulation. In the Bolza-Pontryagin approach, the 
optimization problem (16) is reformulated as follows: 
max (£>)i,i, 0 < T < 1 , i'=!».2> (30a) 
w(x, /), a 
which is the same as 
min -(£>)i,i, 0 < T < 1 , i=l,2, (30b) 
w(x, /'), o-
with 
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DlA=(l/2)[(x-x.)2 + (h-h*)2]u, (30c) 
meaning the distance function evaluated at the end (x = 1) of the first subarc (/ =1). If a 
penalization term for undershooting some threshold altitude hjR is added, then (30b) and 
(30c) become 
min [-(D)u +kP], (31a) 
w(x, /), a 
with 
A,i = (1/2) [(* -x*f + (h- h*)\x, (31b) 
i i 
P=cJE2dT + (Q-o)JE2dT, (31c) 
0 0 
with 
£ = 0, if h>hTR, (3Id) 
£ = /ZTR - h, if h< hjR . (31e) 
With the actual final time 9 given and the thrust setting at the emergency level 
(3), the unknowns are the state variables x(x, /), h(x, i), V(x, i), y(x, i), r\(x, i) and the 
control variable w(x, i) for the first (/ = 1) and second (/ = 2) subarcs plus the time 
parameter a. With these functions known, the angle of attack a(x, i) can be recovered via 
(24f) or (25f). To sum up, we wish to determine the above functions and parameter such 
that the penalized performance index (31) is minimized. 
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6. Data for the Examples 
In this section, we present the data used in the numerical experiments (Ref. 66). 
The host aircraft under consideration is a Boeing B-727 aircraft powered by three Pratt & 
Whitney JT8D-17 turbofan engines. It is assumed that the host aircraft, attempting to 
land on a runway located at sea level altitude, is initially at the altitude of 1000ft on a 
glide path with path inclination of-3 deg. The host aircraft switches to the abort landing 
mode after detecting the potential for collision with an intruder aircraft. The intruder 
aircraft is assumed to fly horizontally at an altitude below that of the host aircraft and to 
have the same velocity as the initial velocity of the host aircraft. The intruder aircraft is 
uncooperative and the collision avoidance maneuver is performed only by the host 
aircraft. The ambient temperature is 100 deg Fahrenheit, The landing weight of the host 
aircraft is W= 150000 lb and its reference surface (wing) is S = 1560 ft2. 
6.1 Aerodynamic Forces. The aerodynamic forces include lift and drag, which 
can be controlled via the angle of attack; the maximum angle of attack is ccmax — 17.2 deg, 
the minimum angle of attack is ocmjn = 0 deg, and the maximum angle attack time rate is 
a'max = 3 deg/s; the flap setting is 30 deg. The lift and drag can be represented by the 
relations 
L = (1/2) CLpSV2, (32a) 
D = (l/2)CDpSV2, (32b) 
with p the air density, S the reference surface, V the velocity, Ci the lift coefficient, and 
CD the drag coefficient. By a least-square fit of manufacturer-supplied data for flap 
setting 30 deg, the aerodynamic coefficients can be written as (Ref. 66) 
CL = 0.7145 +6.065a, 0 < a < 0.3 rad, (33a) 
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CD = 0.1679 - 0.3135a + 7.2422a2 - 20.552a3 + 29.052a4,0 < a < 0.3 rad, (33b) 
6.2 Thrust. Neglecting the effect of altitude on thrust, we simplify the thrust 
function (2a) to 
T=PTmax(^0, (34a) 
where P is the thrust setting and Tmax is the maximum thrust. The thrust setting is 
governed by Eqs (3), with (3o = 0.286, P'max = 0.2/s, and s^ = 3.57s. The assumed ambient 
temperature is 100 deg Fahrenheit. With a least-square fit of manufacturer-supplied data 
in the velocity range 0 - 422 ft/s, the maximum thrust can be represented via the relation 
TmJTR = 44.56- 2.398 (V/VK) + 0.1442 (V/VRf, (34b) 
where V [ft/s] is the velocity, FR = 100 ft/s is a reference velocity, and 7R = 1000 lb is a 
reference thrust. The inclination of the thrust with respect to the aircraft reference line is 
assumed to be 8 = 2 deg. 
6.3 Boundary Conditions for the Host Aircraft. At the beginning of the abort 
landing collision avoidance maneuver, the host aircraft is in quasisteady descending 
flight. Specifically, the initial conditions are assumed to be (see Section 6.4) 
x0 = 0, (35a) 
^o= 1000 ft, (35b) 
V0 = 240 ft/s, (35c) 
yo = -3deg, (35d) 
with controls 
po = 0.286, (35e) 
a0 = 7.41 deg. (3'5f) 
In turn, (35f) implies the following initial value of the auxiliary state variable n: 
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TIO = -7.95 deg. (35g) 
After a transient period, at the end of the collision avoidance maneuver, the host aircraft 
recovers the quasisteady ascending flight. Specifically, the final conditions are assumed 
to be (see Section 6.4) 
xe = free, (36a) 
h& = free, (36b) 
F9 = 240ft/s, (36c) 
ye = 7.96 deg, (36d) 
with controls 
Pe= l . (36e) 
oce = 6.88 deg (36f) 
In turn, (36f) implies the following final value of the auxiliary state variable n: 
tie = -11.54 deg. (36g) 
6.4 Justification for the Boundary Conditions (35) - (36). If we neglect the 
acceleration terms in the dynamic equations (7c) - (7d) and if we disregard the 
dependence of thrust and drag on altitude, we obtain the following quasisteady flight 
equations on the tangent and normal to flight path: 
[$Tmax(V)/m] cos(oc + 8) - D(V, a)/m -g siny = 0, (37a) 
[$Tm!K(V)/mV]sm(a+8) + L(V,a)/mV-(g/V)cosy = 0. (37b) 
For the assumed model, Eqs. (37) involve the following variables: velocity V, path 
inclination y, angle of attack a, and thrust setting (3. As a consequence, there exist a 
double infinity of solutions to the quasisteady equations. (37). To obtain a unique 
solution, we need to specify two quantities in the quadruplet (V, y, a, P). 
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Initial Conditions. At the initial time t = 0, the host aircraft is in quasisteady 
descending flight with velocity VQ = 240 ft/s and path inclination yo = -3 deg,. With these 
quantities frozen, Eqs. (37) can be solved for the thrust setting and the angle of attack 
yielding the following values [see Eqs. (35)]: 
Po = 0.286 .deg, a0 = 7.41 deg. (38) 
Final Conditions. At the final time t = 0, the host aircraft is in quasisteady 
ascending flight with velocity VQ = 240 ft/s and maximum thrust setting Pe - 1. With 
these quantities frozen, Eqs. (37) can be solved for the path inclination and the angle of 
attack yielding the following values [see Eqs. (36)]: 
ye = 7.96 deg, ae = 6.88 deg. (39) 
6.5 Intruder Aircraft. The intruder aircraft is assumed to be flying at a lower 
altitude (h* = 900 ft) horizontally with the same velocity as the initial velocity of the host 
aircraft (V* = 240 ft/s) but in the opposite direction. The intruder aircraft is assumed to be 
uncooperative so that only the host aircraft performs the collision avoidance maneuver. 
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7. Numerical Results on Optimal Trajectories 
The numerical computation of the optimal trajectory for collision avoidance under 
emergency conditions was done using the multiple-subarc sequential gradient-restoration 
algorithm (SGRA). Since the thrust setting control $(t) is specified a priori [see (3)], the 
only remaining control is the angle of attack a(t). The task of the multiple-subarc SGRA 
is to maximize with respect to the control oc(/) and the time parameter a the timewise 
minimum distance between two aircraft: the host aircraft in abort landing mode and the 
intruder aircraft flying horizontally at a lower altitude in the opposite direction. The 
numerical results are shown in Tables 1-2 and Figures 1-3. 
Tables 1-2 involve three parts: the top part shows the trajectory variables at the 
initial time t = 0; the middle part shows the trajectory variables at the maximin time t = a; 
the bottom part shows the trajectory variables at the final time t = 9. 
Table 1 shows the effect of the initial distance d(0) on the maximin time a and the 
maximin distance d(c) for a total maneuver time 9 = 40 s. Clearly, as the initial distance 
varies from 3000 ft to 5000 ft, the maximin time increases from 6.3s to 10.9s; 
simultaneously, the maximin distance increases from 240 ft to 713 ft. Clearly, the larger 
the initial distance, the earlier the detection and the larger the safety margin between the 
host aircraft and the intruder aircraft. Note that, in all the computer runs of Table 1, the 
angle of attack at the maximin point is saturated at a(a) = 17.2 deg. 
Table 2 shows the effect of the final time 0 on the maximin distance d(a). 
Clearly, as the final time increases from 9 = 20 s to 9 = 40 s, the maximin distance 
increases from 407 ft reaching the asymptotic value d(<j) = 464 ft for 9 = 30s. 
Correspondingly, the angle of attack at the maximin point increases from 5.56 deg 
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reaching the nearly-asymptotic value cc(cr) = 17.1 deg for 0 = 30s; for larger values of G, 
the angle of attack is constant, oc(a) = 17.2 deg. 
For do = 4000 ft, the relation between the maximin distance, the control a(t), and 
the final time 9 is shown in Figs. 1 and 2, corresponding to 0 = 20 s and 0 = 25 s. Each 
figure includes two parts: the upper part shows the trajectory profile h(x); the lower part 
shows the corresponding control profile cc(x). The letters A, B, C, D (Roman font, host 
aircraft) and A, B, C, D (Italic font, intruder aircraft) denote the aircraft positions at 
timewise corresponding points. In particular, A denotes the initial position of the host 
aircraft; B denotes the collision position of the intruder aircraft in the absence of collision 
avoidance maneuver by the host aircraft; C denotes the maximin point of the host aircraft 
trajectory, at which the timewise minimum distance occurs; D denotes the position of the 
host aircraft at the time when the altitude has a local maximum. 
Figures 1-2 refer to an initial distance do = 4000 ft. They show that, in abort 
landing, the collision avoidance maneuver is accomplished by quickly switching the 
angle of attack to the maximum value so as to raise the host aircraft path above the 
original path to avoid the potential collision. However, if the final time is short (0 = 20s), 
the angle of attack begins to decrease from its maximum value long before the timewise 
minimum distance point is reached, due to the fact that certain boundary conditions must 
be satisfied at the specified final time. For a final time 0 = 20 s, the maximin distance is 
d(a) - 407 ft and the maximin angle of attack is a(a) = 5.56 deg, which is well below the 
maximum value (Fig. 1). For a longer final time, 0 = 25 s, the maximin distance is d(a) = 
460 ft and the maximin angle of attack is CC(CT) =13.6 deg (Fig. 2). For an even longer 
final time, 0 = 30 s, the maximin distance is t/(a) = 464 ft and the maximin angle of 
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attack is a(cr) =17.1 deg, which is close to the maximum value of 17.2 deg (Table 2). 
Therefore, an increase in the final time allows the use of higher values of the angle of 
attack before the minimum distance point is reached and in turn this results in a larger 
maximin distance. 
Figure 3 (in two parts) refers to do = 4000 ft, 9 = 30 s, and to the host aircraft. For 
the host aircraft, it shows the time histories of the horizontal distance x, altitude h, 
velocity V, path inclination y, angle of attack a, and distance d between the two aircraft. 
The time interval flown at amax is about 5 sec and the beneficial effects due to high lift 
are accompanied by the detrimental effects due to large drag, which in turn engender 
some altitude loss. While the altitude loss in Fig. 3 a is relatively modest, we should note 
that extensive flight duration at high angle of attack is to be avoided because it generates 
a large drag and in turn this might cause a subsequent velocity decrease, followed by 
altitude loss. 
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Table 1. Effect of initial distance on host aircraft trajectory, 
two-subarc approach, 9 = 40s. 
d(0) 
h(0) 
V(0) 
Y(0) 
a(0) 
a 
d(a) 
Ko) 
V(a) 
y(a) 
o(o) 
e 
d(Q) 
h(Q) 
vm 
y(9) 
a(9) 
[ft] 
[ft] 
[ft/s] 
[deg] 
[deg] 
[sec] 
[ft] 
[ft] 
[ft/s] 
[deg] 
[deg] 
[sec] 
[ft] 
[ft] 
[ft/s] 
[deg] 
[deg] 
3000 3500 4000 4500 5000 
1000 1000 1000 1000 1000 
240 240 240 240 240 
-3.0 -3.0 -3.0 -3.0 -3.0 
7.41 7.41 7.41 7.41 7.41 
6.29 737 8.50 9^ 67 109" 
240 346 464 588 713 
1158 1247 1348 1455 1565 
217 205 191 176 160 
20.8 25.1 28.6 31.0 31.8 
17.2 17.2 17.2 17.2 17.2 
4(j lb~ 4(j 4l) 40 
14391 13881 13369 12861 12358 
1807 1803 1798 1795 1794 
240 240 240 240 240 
7.96 7.96 7.96 7.96 7.96 
6.88 6.88 6.88 6.88 6.88 
Table 2. Effect of final time on host aircraft trajectory, 
two-subarc approach, d(0) = 4000ft. 
J(0) [ft] 4000 4000 4000 
h(0) [ft] 1000 1000 1000 
V(0) [ft/s] 240 240 240 
y(0) [deg] -3.0 -3.0 -3.0 
a(0) [deg] 7.41 7.41 7.41 
~o^ [sic] 8A9 8.50 8~50~ 
d(v) [ft] 407 460 464 
h(a) [ft] 1299 1346 1348 
V{o) [ft/s] 209 193 191 
y(<*) [deg] 17.2 27.0 28.6 
a(a) [deg] 5.56 13.6 17.1 
~9 [sec] 20 25 30~ 
d(Q) [ft] 5295 7156 8981 
£(6) [ft] 1436 1479 1548 
V(Q) [ft/s] 240 240 240 
y(9) [deg] 7.96 7.96 7.96 
a(9) [deg] 6.88 6.88 6.88 
4000 
1000 
240 
-3.0 
7.41 
8.50 
464 
1348 
191 
28.6 
17.2 
35 
11016 
1641 
240 
7.96 
6.88 
4000 
1000 
240 
-3.0 
7.41 
8.50 
464 
1348 
191 
28.6 
17.2 
40 
13369 
1798 
240 
7.96 
6.88 
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8. Guidance 
While the optimal trajectory provides the best maneuver for aircraft collision 
avoidance, it is not suitable for real-time execution. This is why a guidance scheme must 
be developed approximating the optimal trajectory and suitable for real-time 
implementation. To develop such guidance scheme, we recall now the properties of the 
optimal trajectory, in particular, its relationship with the corresponding control. 
8.1 Optimal Trajectory Properties. The numerical results show that the optimal 
trajectory can be partitioned into two phases: avoidance and recovery. The objective of 
the avoidance phase is to maximize with respect to the controls the timewise minimum 
distance between the host aircraft and the intruder aircraft; the objective of the recovery 
phase is to bring the host aircraft back to quasisteady ascending state. Ideally, the switch 
from the avoidance phase to the recovery phase occurs at the time when the minimum 
distance between the two aircraft is reached. 
The numerical results also show that, to maximize with respect to the controls the 
timewise minimum distance, the angle of attack should be brought to its maximum value 
and held there until the minimum distance point is past, providing the time available for 
the recovery phase is not too strict. We note that long-time application of maximum 
angle of attack to raise the altitude implies a velocity loss; should the velocity loss 
become excessive, this in turn would cause a subsequent altitude loss. This is why 
prolonged application of maximum angle of attack is to be discouraged. 
8.2 Avoidance Phase. The thrust setting and the angle of attack are the two 
controls available for the host aircraft maneuver. For abort landing, the thrust setting is 
specified as follows [see Eqs. (3)]: 
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P = po + 0-Po)f/'sR, 0 < ? < % , (40a) 
P = l, % < ^ < G , (40b) 
where a is the end time of the avoidance phase and 
% = (1 - Po) / P'max (40C) 
is the switch time at which max thrust setting p •= 1 is reached. 
Concerning the angle of attack, based on the analysis of the optimal trajectory 
results, a simple rule can be applied: after detecting the potential for collision under 
emergency conditions, the pilot must bring the angle of attack from the initial value oc0 to 
the maximum value and hold it there until the minimum distance point is past. Therefore, 
the angle of attack cc(/) is specified as follows: 
a = a0 + (amax - a0) t/tsa, 0<t<tsa, (41a) 
a = amax, tsa<t<G, (41b) 
where a is the end time of the avoidance phase and 
ha = ( a m a x " do) / Ot'max (41 c) 
is the switch time at which max angle of attack is reached. 
8.3 Recovery Phase. For the recovery phase, maximum thrust setting is assumed, 
P = l. a < r < 0 . (42) 
Because the main objective of maximizing the minimum distance between the two 
aircraft has been achieved already in the avoidance phase, it is not necessary for the 
guidance scheme of the recovery phase to mirror exactly the optimal trajectory results, as 
long as the guidance scheme can achieve approximately the goal of quasisteady 
ascending state at the end of the recovery phase. With this understanding, we consider a 
linear feedback control for the angle of attack, based on the measurement of the path 
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inclination, 
a - ae = -K [y - ye], G<t<Q, (43) 
where ae is the angle of attack for quasisteady ascending state at the end of the recovery 
phase, ye is the corresponding path inclination, and K is the gain coefficient, which can be 
obtained via linear feedback control theory or via numerical experiments. 
It must be noted that the linear feedback control law (43) assumes that the changes 
in the system variables (angle of attack and path inclination) are small. It must also be 
noted that, in the linear theory, the bounds for the angle of attack and its time rate are not 
accounted for. Therefore, the performance of the feedback control law (43) will 
deteriorate somewhat if the changes of the angle of attack and/or path inclination from 
their nominal values are large, in particular, if the angle of attack and/or its time rate 
overshoot the specified bounds. 
8.4 Numerical Results on Guidance. The numerical computation of the optimal 
trajectory for collision avoidance under emergency conditions was done using the 
multiple-subarc sequential gradient-restoration algorithm (SGRA). The optimal 
trajectory maximizes with respect to the control [the angle of attack a(t), since the thrust 
setting p(/) is prespecified] the timewise minimum distance between two aircraft: the host 
aircraft in the abort landing mode and the intruder aircraft flying uncooperatively at 
constant altitude below that of the host aircraft. 
The guidance trajectory approximates the properties of the optimal trajectory and 
can be implemented in the real time sense. Mirroring the optimal trajectory, the guidance 
trajectory has two phases: avoidance and recovery. In the avoidance phase, the guidance 
scheme switches the angle of attack to its maximum value and holds it there until the 
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minimum distance point is past. In the recovery phase, a feedback control scheme 
(gamma guidance, based on the measurement of the path inclination) is employed to 
bring the aircraft back to quasisteady ascending state with the same velocity as the initial 
velocity. For do = 4000 ft and 6 = 40 sec, the numerical results are shown in Tables 3 - 4 
and Figures 4 - 6 . 
Table 3 provides the optimal trajectory data at three critical times (initial time, 
maximin time, final time); Table 4 provides the guidance trajectory data at the same 
critical times (initial time, maximin time, final time). Comparing Table 3 and Table 4, 
we see that: (i) at the initial time t = 0, both the optimal trajectory and the guidance 
trajectory have the same state and control; (ii) at the maximin time t - o, the angle of 
attack has the same maximum value a — 17.2 deg for both the optimal trajectory and the 
guidance trajectory; (iii) as expected, the timewise minimum distance of the guidance 
trajectory (d = 462 ft) is slightly less than the timewise minimum distance of the optimal 
trajectory (d = 464 ft); (iv) at the final time t = 0, quasisteady state is achieved exactly by 
the optimal trajectory and approximately by the guidance trajectory. 
Figures 4 - 5 further show how the guidance scheme achieves the goals of the 
optimal trajectory, namely, (i) maximizing with respect to the controls the timewise 
minimum distance in the avoidance phase and (ii) approaching the quasisteady state at 
the final time of the recovery phase. Figure 4 refers to the optimal trajectory, while 
Figure 5 refers to the guidance trajectory. Both Figures 4 and 5 include two parts: the 
upper part shows the collision avoidance scenario between the host aircraft trajectory and 
the intruder aircraft trajectory; the lower part shows the corresponding control profile for 
the host aircraft. In Figures 4 - 5 , the letters A, B, C (Roman font for the host aircraft) 
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and A, B, C (Italic font for the intruder aircraft) denote the aircraft positions at 
corresponding time points. In particular, A denotes the initial point of the host aircraft, C 
denotes the point where the minimum distance is reached by the host aircraft, and B 
denotes the point of the intruder aircraft trajectory where a collision would occur should 
no collision avoidance maneuver be performed by the host aircraft. 
Figures 4 - 5 show how the potential collision is avoided by raising the altitude of 
the host aircraft, with the angle of attack being switched to its maximum value and being 
held there until the minimum distance point is past. Comparing Figure 4 with Figure 5, 
we see that, in the avoidance phase (left of point C), the trajectory profiles of the optimal 
trajectory and the guidance trajectory are almost identical due to the similarity of the 
control profiles; in the recovery phase (right of point C), the similarity between the 
optimal trajectory profile and the guidance trajectory profile disappears due to the 
different control distributions for the optimal trajectory and the guidance trajectory. 
Figure 6 refers to do = 4000 ft, 9 = 40s, and to both trajectories. It shows the time 
histories of the main variables for both the optimal trajectory and the guidance trajectory: 
horizontal distance x, altitude h, velocity V, path inclination y, angle of attack a, and 
distance d between the the two aircraft. In this figure, a vertical line separates the 
avoidance phase and the recovery phase. Figure 6 again shows the similarity between the 
optimal trajectory and the guidance trajectory in the avoidance phase. For the recovery 
phase, although the control profile of the guidance trajectory is quite different from that 
of optimal trajectory, the feedback control guides the trajectory toward asymptotically 
approaching the same quasisteady state as that of the optimal trajectory. 
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Finally, comparison of Figs. 1-3 of this thesis (abort landing) with Figs. 1-3 of Ref. 
45 (takeoff) leads to the following conclusion: e note that although the takeoff scenario 
and the abort landing scenario are quite different from one another, the same guidance 
concepts can be applied to collision avoidance for both takeoff and abort landing. 
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Table 3. Optimal trajectory data at critical times (0 = 40s, d0 = 4000ft). 
Time 
f = .0 
t = G 
r = e 
t 
[sec] 
0.0 
8.5 
40.0 
X 
[ft] 
0 
1861 
7749 
h 
[ft] 
1000 
1348 
1798 
V 
[ft/s] 
240 
191 
240 
i 
[deg] 
-3.0 
28.6 
7.96 
a 
[deg] 
7.41 
17.2 
6.88 
d 
[ft] 
4000 
464 
13369 
Table 4. Guidance trajectory data at critical times (9 = 40s, do = 4000ft). 
Time 
/ = 0 
t = c 
t = Q 
t 
[sec] 
0.0 
8.4 
40.0 
X 
[ft] 
0 
1848 
8313 
h 
[ft] 
1000 
1336 
1928 
V 
[ft/s] 
240 
193 
241 
Y 
[deg] 
-3.0 
28.3 
7.91 
a 
[deg] 
7.41 
17.2 
6.91 
d 
[ft] 
4000 
462 
13941 
2000 
1500 
h [ft] 
500 
A 
) 
</(CC) = 464ft 
1000 
R p ^ 
CB 
2000 
4— 
%™ 
xm 
Host 
Intruder 
3000 
A 
4( 
Fig. 4a. Collision avoidance maneuver for the optimal trajectory, 
do = 4000ft, 9 = 40s. 
20 
a [deg] 
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B C 
2000 A: [ft] 3000 4( 
Fig. 4b. Control profile for the optimal trajectory. 
do = 4000ft, 6 = 40s. 
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Fig. 5a. Collision avoidance maneuver for the guidance trajectory. 
do = 4000ft, 6 = 40s. 
Fig. 5b. Control profile for the guidance trajectory. 
do = 4000ft, 9 = 40s. 
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9. Conclusions 
This thesis covers both the optimal trajectory and the associated guidance trajectory 
for a host aircraft in the abort landing mode under emergency conditions. The intruder 
aircraft is assumed to be uncooperative so that the collision avoidance maneuver is 
performed only by the host aircraft. Major conclusions are as follows. 
(i) The best strategy for collision avoidance under emergency conditions is to 
maximize with respect to the controls the timewise minimum distance between the two 
aircraft. This results in a maximin or Chebyshev problem of optimal control. Key to this 
thesis is the transformation of the one-subarc Chebyshev problem into a two-subarc 
Bolza problem with an inner boundary condition, which is then solved via the multiple-
subarc sequential gradient-restoration algorithm. 
(ii) The optimal trajectory can be partitioned into two phases, avoidance and 
recovery, separated by the maximin point, where the relative position vector is orthogonal 
to the relative velocity vector. In the avoidance phase, the angle of attack must be 
brought to the maximum value and kept there until the timewise minimum distance point 
is past, providing the recovery time is not too strict. In the recovery phase, the host 
aircraft completes the transition of the angle of attack from the maximum value to the 
value corresponding to quasisteady ascending flight. 
(iii) A guidance trajectory mirroring the properties of the optimal trajectory is 
developed. In the avoidance phase, maximum angle of attack is used so as to maximize 
the timewise minimum distance between the two aircraft. In the recovery phase, a 
feedback control scheme is applied such that, at the final time, the host aircraft achieves 
approximately the same quasisteady ascending state as that of the optimal trajectory. 
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(iv) Even though the collision avoidance scenario for abort landing is quite different 
from its counterpart for takeoff (Refs. 45 - 46), the basic concepts concerning the needed 
control action are very much the same. 
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10. Appendix A: Single-Subarc Optimization Algorithm 
The single-subarc sequential gradient-restoration algorithm (SGRA) was 
developed by Miele and his students during the period 1968 to 1986. It has proven to be 
a powerful tool for solving optimal trajectory problems of atmospheric and space flight. 
Applications and extensions of this algorithm have been reported in the US, Japan, 
Germany, Spain, and other countries around the world; in particular, a version of this 
algorithm is used at NASA-JSC under the code name SEGRAM, developed by 
McDonnell Douglas Technical Service Company (Ref. 63). 
10.1 Time Normalization. Let t denote the actual time, 0 < t < 0; let x denote the 
normalized time, 0 < x < 1. The direct transformation from actual time to normalized 
time is 
x = t/Q (44a) 
and the corresponding inverse transformation from normalized time to actual time is 
t = Qx. (44b) 
10.2 Bolza-Pontryagin Problem. Having in mind the time normalization (44), 
we consider the following problem: minimize the functional 
i 
/ = J /(x, u, 7i, x)dx + [h(x, TC)]0 + [g(x, re)],, (45) 
0 
with respect to the ^-vector state x(x), the w-vector control u(x), and the p-vector 
parameter n which satisfy the ^-vector differential constraint 
x = <|>(x, u, n, x), 0 < T < 1 , (46a) 
the a-vector initial condition 
[co(x, TI)]O = 0, (46b) 
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and the 6-vector final condition 
[V|/(X,71)]!=0. (46c) 
In (46a), note that x = dx/dx. The functions f,h,g appearing in the functional (45) are 
scalar in nature, while the functions <|), co, vj/. appearing in the constraints (46) are vectorial 
in nature. Summarizing, we seek functions X(T), M(X), TC such that the constraints (46) are 
satisfied (feasibility equations), while at the same time the functional (45) is minimized. 
This problem is called Problem PI. 
10.3 Augmented Functional. The problem of minimizing the functional (45) 
subject to the constraints (46) can be recast as that of minimizing the augmented 
functional 
i "• ' ' - - - • 
J= \ [f + ^T (* ~ 4>)]dx + (h + aTco)0 + (g+ \i\)i, (47a) 
0 
subject to the same constraints. Here, ^(x) is an ^-vector Lagrange multiplier, a is an a-
vector Lagrange multiplier, and u is a 6-vector Lagrange multiplier. This new problem is 
called Problem P2. It has the property that J = / for any choice of the multipliers A,(t), o, 
u as long as the functions X(T), W(T), n satisfy the constraints (46). 
If the constraints (46) are satisfied, the fact that J = I holds true even after, upon 
integration by parts, the augmented functional (47a) is rewritten as 
i 
J= J ( / - lr§-iTx)dt + (- Xrx + h + aTco)o + (kTx + g+ uTy)i . (47b) 
o 
This opens the door to defining the multipliers in a particularly advantageous way. In 
(47b), note that X'= dX/dx. 
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10.4 First Variation. Let x(x), u(x), n denote the nominal functions; let x (T), 
u (T), n denote the varied functions; let Ax(x), Au(x), An denote the differences 
(variations) 
AX(T) = x (T) - x(x), (48a) 
Au(x) = u (T) - u(x), (48b) 
Arc = 7C - 7t. (48c) 
Let J denote the nominal augmented functional, let J denote the varied augmented 
functional, and let AJ denote the difference (total variation) 
AJ = J-J. (49) 
For small changes of the state, control, and parameter, the approximation 
AJ*5J (50) 
can be used, where bJ denotes the first variation, specifically 
i _ i 
&J = jV*-<M--l)TAxdT+ j(fu-$ul)T&udx 
0 0 
! 
+
 [j(f*~ <M-) d x + (fat + ©B<T)o + (gn + W ) l ] T A7C 
0 
+ [(- X + hx + co,a)TAx]0 + [(X + gx + y*u)TAx] i. (51) 
10.5 Optimality Conditions. The vanishing of the first variation (51) for every 
system of admissible variations Ax(t), Au(f), An occurs when the following optimality 
conditions are satisfied: 
i=fx-fch 0 < T < 1 , (52a) 
/„-<M,= 0, 0 < T < 1 , (52b) 
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I 
JC/Jt - <M0 dt + {hn + co7Ia)0 + ign + \|/„n)i = 0, (52c) 
0 
(- X + hx + mxa)o. (52d) 
•(A. + g*+-v|/*n)i=0. (52e) 
To sum up, the system composed of the feasibility equations (46) and the optimality 
conditions (52) constitutes a nonlinear two-point boundary value problem (NLTP-BVP), 
which must be solved for the following unknowns: 
functions x(x), w(x), n, (53a) 
multipliers X(x), c, \i. (53b) 
10.6 Convergence Conditions. When solving the system (46), (52) on a digital 
computer, it is necessary to define convergence in a numerical way. In this connection, 
let the norm squared of a vector v be defined by 
JV(v) = vTv. (54) 
Let P and Q denote the scalar performance indexes 
i 
P = JN(x - <|))dx + N((Oo)+ tf(\|/i), (55a) 
0 
1 1 
Q = JN(A -fx + kA.)dT + \N(fu - ( ^ d x 
0 . 0 
1 
+ Nl\ifn- <t>KA,)dx + (hK + (ona)0 + (g„ + i^u) i ] 
0 
+ N(-X + hx + (oxo)o + NCk + gx + yxii)u (55b) 
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which measure the constraint error and the optimality condition error, respectively. This 
being the case, numerical convergence can be defined as follows: an iterative algorithm is 
stopped whenever functions x(x), W(T), K and multipliers A,(x), a, \i are found such that 
P < e , , (56a) 
0 < e 2 , (56b) 
where Si and £2 are small, prescribed numbers, not necessarily the same. 
For a gradient-type algorithm, if the variables have been properly scaled, we 
might assume 
8,<l(r 1 2 , 82<10-6. (57) 
In other words, our decision is to have more precision in the satisfaction of the feasibility 
equations and less precision in the satisfaction of the optimality conditions. This is in 
keeping with the nature of most engineering problems: their minima and maxima are 
relatively flat in the neighborhood of an optimal solution. So, nothing catastrophic 
happens if an optimal solution is replaced by a near-optimal solution. 
10.7 SGRA Structure. The structure of SGRA involves a sequence of two-phase 
cycles. Each cycle is characterized by a gradient phase and a restoration phase. The 
gradient phase involves a single iteration; the restoration phase might involve several 
iterations. 
The decision toward executing a restorative iteration, or executing a gradient 
iteration, or declaring convergence depends on the values assumed by the pair (P, Q), 
where P is the constraint error (55a) and Q is the optimality condition error (55b). Three 
cases are possible: 
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(CI) If P > Si, SGRA executes a restorative iteration leading to the decrease of 
the constraint error. Hence, 
P <P, (58) 
where P and P denote the values of the constraint error (55a) at the beginning and end of 
a restorative iteration. 
(C2) If P < 81 and Q > 82, SGRA executes a gradient iteration leading to the 
decrease of the augmented functional, while preventing an excessive increase in the 
constraint error. Hence, 
J <J, while P <P*. (5.9) 
Here, J and J denote the values of the augmented functional (47) at the beginning and 
end of a gradient iteration; P and P denote the values of the constraint error (55a) at the 
beginning and end of a gradient iteration; P* is an upper bound to the constraint error 
(55a) at the end of a gradient iteration (for instance, P* =1). 
(C3) If P < 8j and Q < 82, convergence is declared and SGRA stops. 
10.8 Generic Iteration. Let x(x), u(x), n denote the nominal functions; let x (T), 
u (T), n denote the varied functions; let Ax(x), Au(x), Arc denote the variations leading 
from the nominal functions to the varied functions. Let a denote the stepsize and let 
A(x), B(T), C denote the variations per unit stepsize. With this understanding, the 
following relations can be established: 
x (T) = x(x) + Ax(x) = x(x) + aA(x), (60a) 
u (T) = W(T) + Au(x) = u(x) + aB(x), (60b) 
71 = n + An - n + aC. (60c) 
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10.9 Gradient Iteration. For a gradient iteration, the functions A(x), B{x), C and 
the multipliers X(z), a, |a are computed by solving the following linear two-point 
boundary-value problem (LTP-BVP): 
A^^A + ^jB + ^JC, 0 < T < 1 , (61a) 
(a>xTA + <anTQo = 0, (61b) 
(y?A + WQ\ = 0. (61c) 
and 
i=fx-«?X 0 < T < 1 , (62a) 
B+fu-$u\ = 0, 0 < T < 1 , (62b) 
i 
C + \{f* - 4>xX)..dx + (ft* + ©ttCOo + (g* + \|/«M-)i = .0. . . (62c) 
0 
(A + l-hx-(oxa)o = 0, (62d) 
(k + gx + \\ix[i)i = 0, (62e) 
The relations (61) - (62) arise by formulating an auxiliary minimization problem: 
Minimize the first variation of the functional (45) subject to the linearized form of the 
constraints (46) and to a quadratic isoperimetric constraint imposed on the variations of 
the control vector, parameter vector, and initial state vector. The system (61) - (62) can 
be solved with the method of particular solutions (MPS, Refs. 49 - 62). 
Properties of a Gradient Iteration. The major property of the solutions of the 
system (61) - (62) is that the first variation of the augmented functional (51) can be 
written as 
bJ = -aQ, (63) 
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where a is the stepsize and Q is the optimality condition error (45b) at the beginning of 
the gradient iteration. Equation (63) is the descent property of a gradient iteration. It 
shows that bJ < 0. Therefore, it is guaranteed that AJ < 0 , hence J < J, providing the 
stepsize a is sufficiently small. 
Concerning the constraint error P, a Taylor expansion with respect to the stepsize 
a shows that the first, second, third, and fourth variations take the values 
5P = 0, 52P = 0, 83P = 0, 84P*0. (64a) 
This implies that the constraint error at the end of a gradient iteration is of order a4, 
P.=C a4, (64b) 
where the coefficient C has a positive value. This is why it is important to limit the 
stepsize of a gradient iteration through the inequality P <P* [see (59)]. 
Gradient Stepsize. Once the LTP-BVP of the gradient iteration (61) - (62) has 
been solved, Eqs. (60) yield a one-parameter family of solutions, the parameter being the 
stepsize a. For this one-parameter family, the augmented functional and the constraint 
error take the form 
J = 7 (a ) , P = P(a). (65) 
Then, the stepsize a must be determined so that 
J (a) < J (0), while P (a) < P*. (66) 
This can be done with a bisection process starting from the reference stepsize oto. In turn, 
the reference stepsize oto must be determined via a scanning procedure followed by cubic 
interpolation and subsequent determination of the minimum of the approximating cubic 
with respect to the stepsize a. 
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Updating Technique. Once the LTP-BVP has been solved and the stepsize a has 
been determined, the updating of the solution must be done with Eqs. (60). Concerning 
the state derivative, the updating must be done with the relation 
X=x+aA = x +a (§XJA + §UTB + $nJC). (67) 
10.10 Restorative Iteration. The restoration phase is necessary to produce a 
feasible solution starting from a nonfeasible solution. It might include Several restorative 
iterations, each reducing the constraint error. In principle, restoration can be achieved in 
an infinite number of ways. In practice, the most desirable strategy is that which 
produces the least square change of the initial state vector, control vector, and parameter 
vector. 
The variations per unit stepsize A{t), B(t), C and the associated multipliers k(t), a, 
\x are computed by solving the following linear two-point boundary value problem (LTP-
BVP): 
A = <bxTA + $uTB+$nTC-(x -<)>), 0 < x < l , (68a) 
(axTA + ro/C + ©)o = 0, (68b) 
(yxTA + WC+y)i=0. (68c) 
and 
l = - ( j ) A 0 < T < 1 , (69a) 
5-<KA = 0, 0 < T < 1 , (69b) 
i 
C + j(- <M.) dx + (co,a)0 + (\|/«n)i = 0, (69c) 
o 
(A + \-axG)0 = 0, (69d) 
(X + H/*u)i = 0. (69e) 
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The relations (68) - (69) arise by formulating an auxiliary minimization problem: 
Minimize a quadratic functional measuring the changes of the control vector, parameter 
vector, and initial state vector subject to the linearized form of the constraints (46). The 
system (68) - (69) can be solved with the method of particular solutions (MPS, Refs. 49 -
62). 
Properties of a Restorative Iteration. The major property of the solutions of the 
system (68) - (69) is that the first variation of the constraint error (55a) can be written as 
5P = -2aP, (70) 
where a is the stepsize and P is the constraint error (55a) at the beginning of the 
restorative iteration. Equation (70) is the descent property of a restorative iteration. It 
shows that dP < 0. Therefore, it is guaranteed that AP < 0, hence P < P, providing the 
stepsize a is sufficiently small. 
Restoration Stepsize. Once the LTP-BVP (68) - (69) has been solved, Eqs. (60) 
yield a one-parameter family of solutions, the parameter being the stepsize a. For this 
one-parameter family, the constraint error takes the form 
P = P(a). (71) 
Then, the stepsize a must be determined so that 
P ( a ) < P ( 0 ) . (72) 
This can be achieved via a bisection procedure starting from the stepsize a = 1. Indeed, 
if the system (46) is linear, the stepsize a = 1 yields one-step convergence to a feasible 
solution. 
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Updating Technique. Once the LTP-BVP has been solved and the stepsize a has 
been determined, the updating of the solution must be done with Eqs. (60). Concerning 
the state derivative, the updating must be done with the relation 
* = x+aA = x+a(§xTA + §uTB + §JC). (73) 
10.11 Method of Particular Solutions. The method of particular solutions 
(MPS, Refs. 49 - 62) is a general technique to solve nonhomogeneous linear two-point 
boundary-value problems such as those associated with the system (61) - (62) and the 
system (68) - (69). It is based on the idea of partitioning the overall system into a 
relatively large primary system and a relatively small secondary system. The primary 
system involves the conditions to be satisfied everywhere along the interval of 
integration; the secondary system involves the remaining conditions. 
First, an appropriate bundle of I - 2n+p+l particular solutions, each satisfying the 
primary system, is generated. Then, a linear combination of the particular solutions of 
the primary system is formed; this constitutes the general solution of the primary system. 
Finally, the constants of the linear combination are determined by forcing the satisfaction 
of the secondary system. 
We omit the laborious details and refer the reader to Refs. 49 - 62. We only 
mention that, if k is the ^-vector of coefficients of the particular solutions, it must satisfy 
the normalization condition 
l?k=\, (74) 
where U is the £ -vector of ones. The implication of (74) is that the method of particular 
solutions has a baricentric property: the solution of the linear system behaves like the 
trajectory of the center of gravity of a mechanical system having total mass equal to one. 
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This statement must be taken with a grain of salt for the following reason: while the 
masses in mechanics are positive by definition, here the masses (constants) of the method 
of particular solutions can be both positive and negative. 
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11. Appendix B: Multiple-Subarc Optimization Algorithm 
The multiple-subarc sequential gradient-restoration algorithm (SGRA) was 
developed by Miele and Wang in the year 2000 (Refs. 54 - 55). It extends the range of 
problems solvable via SGRA; it has been applied already to the problem of staging a 
multistage vehicle, to ship maneuvers, and to collision avoidance for ships and aircraft 
(Refs. 36 - 39, 60). 
11.1 Time Normalization. Let t denote the actual time, 0 < t < 9, with 9 the final 
time. Assume that the time domain includes s subarcs with endpoints identified by the 
following nodal values: 
h, h,h,... ,ts (:75a) 
with 
fo = 0, ts = B, (75b) 
where 
e=j;e l . = e, + 02 + ...+ e,. (75c) 
The time length of subarc / is 
9/ = // - /,-.! , (75d) 
//.i and /,- being the initial and final times of subarc i. 
Let T denote the normalized time, 0 < x < 1, for each and all of the subarcs. The 
direct transformation from actual time to normalized time is described by 
x=(t-ti.iy/Ql, i=\,2,...,s. (75e) 
The corresponding inverse transformation from normalized time to actual time is 
t = ti.i + QiX, i=l,2,...,s. (75f) 
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In light of the time transformation (75), the subarc time lengths 9i, 02, ..., 9* can 
he treated as components of a vector parameter n to be optimized. Two cases must be 
considered: 
(i) total time 9 free, 
(ii) total time 0 given. 
In case (i), the dimension of the parameter vector n is p = s. In case (ii), the dimension of 
the parameter vector % can be reduced to p = s-1. Indeed, for 9 given, one of the subarc 
time lengths can be computed via the relation (75c) if the remaining time lengths are 
known. 
11.2 Bolza-Pontryagin Problem. In light of the time transformation (75), we 
consider the following problem (Problem P3): minimize the functional 
.v I 
with respect to the ^-vector state x(x, /), the m-vector control u(x, i), and the p-vector 
parameter TT which satisfy the rc-vector differential constraint 
x = <j)(x, u, 71, t, i), 0 < T < 1, i=l,2, ... ,s, (77a) 
and the ^-vector nodal point constraint 
N/(y,7r) = 0. (77b) 
In (77a), note that x = dx/di. The functions / g appearing in the functional (76) are 
scalar in nature, while the functions (j), y appearing in the constraints (77) are vectorial in 
nature. The 2ns-vector y is given by 
y=[xT(0,i),xT(l,i),...,i=l,2,...,s]T, (77c) 
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and hence includes the state values at the endpoints of all the subarcs. The /^-vector n is 
given by 
7r = [6„ i=\,2,..-,p = s]T, (77d) 
and hence includes the time lengths of all the subarcs,/? = s. 
11.3 Augmented Functional The problem of minimizing the functional (76) 
subject to the constraints (77) can be recast as that of minimizing the augmented 
functional 
J=tdj[f+*7(x-Wfr + g+»\, (78) 
'=1 0 
subject to the same constraints (Problem P4). In Eq. (78), the w-vector A.(T, /) is a 
variable Lagrange multiplier and the ^-vector ji is a constant Lagrange multiplier. 
11.4 Optimality Conditions. Proceeding in analogy with Section 3.5, we see that 
the optimality conditions for Problem P3 are 
i=fx-bK 0 < T < 1 , i=\,2,...,s, (79a) 
/„-<M. = 0, 0 < T < 1 , i = 1,2,. . . , J, (79b) 
.v 1 
Z { ( / , - M dx + gn + v|/„n = 0, (79c) 
i f l 0 
z + gx + Vyli = 0, (79d) 
where the 2ns-vectot z is given by 
z = [-X\0, i), X\l, i), ..., i = 1, 2, . . . , s]T , (79e) 
and clearly includes the initial and final values of the multipliers for all of the subarcs. 
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To sum up, the system composed of the feasibility equations (77) and the 
optimality conditions (79) constitutes a nonlinear multipoint boundary-value problem 
(NLMP-BVP), which must be solved for the following unknowns: 
functions X(T, i), u(x, i), n, (80a) 
multipliers X(x, /), u.. (80b) 
11.5 Convergence Conditions. The convergence conditions are represented by 
the relations 
P<eu (81a) 
0 < s 2 , (81b) 
where the constraint error P and the optimality condition error Q are given by 
".v 1 
Z! 
/=1 0 
p = i \N(* " ^dx+N^> (82a) 
Q = tsJNd -fx + Wdx + £ JNifu - <|a)dT 
(=1 0 '=' 0 
1 
+N[Z /(/* - ^ ) d T + (8*+ W ) ] + N(z + Sy + WO- (82b) 
;=i o 
11.6 Multiple-Subarc SGRA Structure. As in the single-subarc algorithm, the 
structure of SGRA for the multiple-subarc algorithm involves a sequence of two-phase 
cycles. Each cycle is characterized by a gradient phase and a restoration phase. The 
gradient phase involves a single iteration; the restoration phase might involve several 
iterations. 
The decision toward executing a restorative iteration, or executing a gradient 
iteration, or declaring convergence depends on the values assumed by the pair (P, Q), 
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where P is the constraint error (82a) and Q is the optimality condition error (82b). Three 
cases are possible: 
(CI) If P > G], SGRA executes a restorative iteration leading to the decrease of 
the constraint error, in accordance with Inequality (58). 
(C2) If P < si and Q > £2, SGRA executes a gradient iteration leading to the 
decrease of the augmented functional, while preventing an excessive increase in the 
constraint error, in accordance with Inequalities (59). 
(C3) If P < si and Q < ti, convergence is declared and SGRA stops. 
11.7 Generalized Iteration. Let x(x, /), u(x, i), n denote the nominal functions; 
let x (x, i), u (x, /), 7c denote the varied functions; let Ax(x, /'), Au(x, /), An denote the 
variations leading from the nominal functions to the varied functions. Let a denote the 
stepsize and let A(T, i), B(x, i), C denote the variations per unit stepsize. With this 
understanding, the following relations can be established: 
3c (x, /) = x(x, /) + Ax(x, i) = x(x, i) + aA(*c, i), (83a) 
u (x, 0 = u(i, i) + Au(x, i) = u(x, i) + aB(x, i), (83b) 
7r = 7i + An = 7t + aC. (83c) 
The variations per unit stepsize A(x, /), B(x, i), C and the multipliers X,(x, /), u are 
computed by solving the following linear multipoint boundary-value problem (LMP-
BVP): 
A = <bxJA + <kuTB + ^TC-(\-p)(x -40, 0 < x < l , / = l , 2 , ...,s, (84a) 
y / D + ^ T C + ( l - p ) v = 0. (84b) 
and 
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^
 =
 Pfx - tyxK 
B + pfu- $u\ = 0, 
0 < T < 1 , 
0 < T < 1 , 
i=\,2,... ,s, 
i= 1,2, ... ,s, 
'=1 0 
C +
 S J( P^ 1 ~ +«^)dT + PSn + V|/KH = 0. 
(85a) 
(85b) 
(85c) 
(85d) E+Pgy+ \\>y[l = 0, 
where y, D, E denote the following 2w$-vectors: 
y = [xT(0, 0, x\l, i), . . . , /= 1, 2, ... , s ] T , (86a) 
D = [AT(0,i),AT(l,i),...,i=l,2,...,s]T, (86b) 
£ = [^T(0, 1) - XT(0, 1), *.T(1, 1); - X\0, 2), ^T(l, 2); ..., - Xr(0, s), X\l, s)]J . (86c) 
In the linear multipoint boundary-value problem (84) - (86), the parameter p has the 
following values: 
p = 1, gradient phase, (87a) 
p = 0, restoration phase. (87b) 
After the linear multipoint boundary-value problem has been solved with the method of 
particular solutions (MPS, Refs. 49 - 62), then the stepsize a must be computed in 
accordance with Inequalities (66) for a gradient iteration and with Inequality (72) for a 
restorative iteration. 
11.8 Method of Particular Solutions. Once more, the generalized linear 
multipoint boundary-value problem (LMP-BVP) (84) - (86) must be solved with the 
method of particular solutions (MPS, Refs. 49 - 62). Once more, the system (84) - (86) 
must be partitioned into a relatively large primary system and a relatively small 
secondary system. 
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First, an appropriate bundle of I = 2ns + p + 1 particular solutions, each satisfying 
the primary system, is generated. Then, a linear combination of the particular solutions 
of the primary system is formed; this constitutes the general solution of the primary 
system. Finally, the constants of the linear combination are determined by forcing the 
satisfaction of the secondary system, augmented by the normalization condition 
lfk=\, (88) 
where now U is the ^-vector of ones. The implication of (88) is that the baricentric 
property of the method of particular solutions noted for the single-subarc case is also 
valid for the multiple-subarc case. 
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12. Appendix C: Decoupling of Avoidance and Recovery 
In Sections 5 - 7 , the avoidance phase and recovery phase of the collision 
avoidance maneuver were treated simultaneously via a two-subarc optimization problem. 
In this section, having in mind the requirements of real-time flight operations, we look at 
the possibility of decoupling the avoidance phase from the recovery phase, namely 
replacing the two-subarc problem with two one-subarc problems to be solved in 
sequence. In this view, the avoidance phase is treated as a one-subarc optimization 
problem covering the time interval from the initial point to the maximin point, while the 
recovery phase is treated as a one-subarc feasibility problem covering the time interval 
from the maximin point to the final point. 
12.1 Avoidance Phase. For the avoidance phase, we reformulate the Bolza-
Pontryagin problem as follows: > , v 
max (D)t=G, 0<t<a, (89a) 
w(t),cs 
where o is the time at which the following orthogonality condition is satisfied 
( D ' K = 0 . (89b) 
Here, the prime denotes derivative with respect to the actual time t. Explicitly, the 
problem (89) can be rewritten as follows [see (13a)]: 
max -(l/2>[(x-x*)2 +(A-/i*)?]/.=.tf »-•:• (90a); 
w{t), a ' 
where a is the time at which the orthogonality condition is satisfied [see (14c)], 
( ( X - X * ) ( F C O S Y - V*cosx*)+(k-k*)(Vsmy-V*smx*)]t = o = 0- (90b) 
Of course, the differential constraints (7) must be satisfied, rewritten here for 
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convenience as follows: 
x' = Fcosy, (91a) 
h' = Fsiny, (91b) 
V' = (P TmJm) cos(a + S)-D/m-g siny, (91 c) 
i = ($TmJmV) sin(a + 5) + LlmV- (g/V) cosy, (9Id) 
r\' = [2a'max/(amax - ocmin)] sinw, (91e) 
with 
a = (112) (amax + amin) + (1II) (amax - amin) sinrj. (91 f) 
In this problem, the initial conditions (19) must be satisfied. The only final condition is 
the orthogonality condition (90b), which introduces a mild coupling between the state 
variable x, h, V, y, r\ at the final time of the avoidance phase t = o. 
12.2 Time Normalization. Upon introducing the time normalization 
x = f /a , (92) 
problem (89) becomes 
max (D)T=I, 0 < T < 1 , (93a) 
W(T), a 
where x — 1 is the normalized time at which the orthogonality condition is satisfied, 
(£>')T=I = 0. (93b) 
Explicitly, the problem (93) can be rewritten as follows: 
max (1/2) [(x-x*)2 + (h- h*)\.,, (94a) 
w(x), a 
where x = 1 is the normalized time at which the orthogonality condition is satisfied, 
[(x-x*) (V cosy- V* cos %*)+(h-h*) (V siny- V* sinx*)]x = i =0. (94b) 
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Of course, the differential constraints (91) must be satisfied, rewritten here for 
convenience as follows: 
x=a[Fcosy], (95a) 
h=o[Vsmy], (95b) 
V = a[ (fiTmax/m)cos(a + 8) - Dim - g siny], (95c) 
y=a[ ($TmJmV)sm(a+ 5) + LlmV- (g/V) cosy], (95d) 
7] = a [2a'max /(amax - amin)] sinw, (95e) 
with 
a - (1/2) (amax + amin) + (1/2) (amax - amin) sin 77. (95f) 
In problems (93) - (95), the dot denotes derivative with respect to the normalized time x. 
In this problem, the initial conditions (19) must be satisfied. The only final condition is 
the orthogonality condition (94b), which introduces a mild coupling between the values 
of the state variables x, h, V, y, r\ at the final time of the avoidance phase x = 1. 
12.3 Numerical Results. For the avoidance phase, the problem of maximizing 
the distance function (94a) subject to the differential constraints (95), the initial 
conditions (19) and the orthogonality condition (94b) was solved with the sequential 
gradient-restoration algorithm in single-subarc format. Summary results are presented in 
Table 5 for several values of the initial distance in the range 3000 <do< 5000 ft. 
Comparison of Table 5 with Table 1 shows that the maximin distance has now 
increased for all cases, while remaining the same for an initial distance of 5000 ft. This is 
to be expected, since the one-subarc problem of this section is less constrained than the 
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two-subarc problem of Section 7. At any rate, it is remarkable that, providing the ratio of 
9/a of total maneuver time to avoidance time is sufficiently high (> 5), the one-subarc 
approach produces results quite close to those of the two-subarc approach. 
In closing, we note that, the benefits in maximin distance are not free of charge 
and are obtained at a price: the subsequent recovery phase has now become somewhat 
more difficult. 
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Table 5. Effect of initial distance on host aircraft trajectory, 
avoidance phase, one-subarc approach, 0 = 40s. 
rf(0) 
h(0) 
V(0) 
7(0) 
a(0) 
a 
d(a) 
h{a) 
V(<s) 
y(a) 
a(a) 
[ft] 
[ft] 
[ft/s] 
[deg] 
[deg] 
[sec] 
[ft] 
[ft] 
[ft/s] 
[deg] 
[deg] 
3000 
1000 
240 
-3.0 
7.41 
6.24 
255 
1153 
219 
22.0 
17.2 
3500 
1000 
240 
-3.0 
7.41 
7.32 
355 
1248 
206 
27.1 
17.2 
4000 
1000 
240 
-3.0 
7.41 
8.50 
469 
1362 
190 
31.4 
17.2 
4500 
1000 
240 
-3.0 
7.41 
9.65 
591 
1480 
172 
34.4 
17.2 
5000 
1000 
240 
-3.0 
7.41 
10.9 
713 
1602 
154 
35.5 
17.2 
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