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Re´sume´ – L’utilisation des quaternions et des biquaternions permet une formulation simple et compacte des me´langes con-
volutifs de signaux polarise´s. Une technique de se´paration a` l’ordre 2 des signaux est alors possible a` l’aide d’une e´tape de
diagonalisation d’une matrice polynoˆmiale quaternionique. Nous pre´sentons un algorithme de type Jacobi permettant cette diag-
onalisation et montrons les avantages de l’approche propose´e vis-a`-vis des techniques matricielles classiques de type long-vecteur.
Particulie`rement, l’approche quaternionique autorise une estimation des parame`tres de polarisation plus robuste au bruit que les
techniques long-vecteur.
Abstract – The use of quaternions and biquaternions allows a a simple and compact formulation of convolutive mixtures of
polarized signals. With this formulation, it is then possible to use a quaternion valued matrix polynomial diagonalization step to
perform a second order separation of polarized signals. We introduce a new Jacobi like quaternionic algorithm for this purpose
and show the advantages of the quaternionic approach over classical long-vector techniques. Polarization parameters estimation
is more robust to noise using the quaternion approach than the long-vector approach.
1 Introduction
Nous nous inte´ressons au proble`me de la se´paration a`
l’ordre 2 de me´langes convolutifs de signaux polarise´s. De
tels signaux sont classiquement rencontre´s dans de nom-
breuses applications (sismologie, sismique, te´le´com, etc).
Apre`s avoir traverse´ le milieu de propagation ces
signaux sont enregistre´s sur des capteurs vectoriels
(n-uplets de capteurs directionnels co-localise´s enregis-
trant les vibrations du champ d’ondes dans des direc-
tions diﬀe´rentes). Dans un souci d’identiﬁcation ou
d’interpre´tation, il peut eˆtre pertinent d’estimer la polari-
sation des signaux rec¸us. E´galement, la diversite´ de polar-
isation peut permettre de discriminer diﬀe´rentes sources
dans un but de se´paration des champs d’ondes rec¸us.
Aﬁn de tenir compte de cette information, d’en tirer
avantage dans la se´paration et de permettre une estima-
tion des parame`tres de polarisation apre`s se´paration, nous
proposons d’utiliser une mode´lisation quaternionique des
signaux polarise´s (e´galement appele´s vectoriels).
Dans le cas de me´langes convolutifs de tels sig-
naux, ce mode`le permet de proposer une me´thode de
se´paration a` l’ordre 2 par diagonalisation d’une matrice
polynoˆmiale quaternionique, extension directe des tech-
niques de se´paration connues dans le cas de signaux a`
e´chantillons re´els ou complexes [1, 2, 3]. Le mode`le quater-
nionique utilise´ assure la prise en compte de la polarisa-
tion dans la se´paration, ce qui a pour eﬀet d’ame´liorer
les performances. Nous proposons un algorithme de
type Jacobi pour achever la diagonalisation de matrices
polynoˆmiales quaternioniques. Nous montrons sur un ex-
emple synthe´tique l’avantage de l’utilisation du mode`le
quaternionique vis a` vis d’un traitement classique ma-
triciel (arrangement des donne´es sous forme long-vecteur).
2 Mode`le quaternionique pour les
signaux polarise´s
Apre`s une bre`ve introduction sur les quaternions et les
biquaternions (quaternions a` coeﬃcients complexes), nous
pre´sentons le mode`le de signaux a` valeurs quaternioniques
en temps et fre´quence.
2.1 Quaternions et biquaternions
Les quaternions sont une extension des complexes a`
l’espace 4D, de´couverts en 1843 par Sir W.R. Hamilton
[4]. Les quaternions forment une alge`bre sur R, note´e H,
et de base {1, i, j, k}. Un quaternion q ∈ H est compose´
d’une partie re´elle et de trois parties imaginaires :
q = q0 + q1i+ q2j+ q3k (1)
avec q0, q1, q2, q3 ∈ R et les nombres imaginaires i, j et k
ve´riﬁent les relations suivantes :
i2 = j2 = k2 = ijk = −1,
ij = −ji = k (2)
Le conjuge´ de q est q = q0 − q1i − q2j − q3k, sa norme
est |q|2 = qq. Un quaternion dont la partie re´elle est
nulle est dit pur. H est un corps non-commutatif, de sorte
que : pq = qp en ge´ne´ral pour p, q ∈ H. Un certain
nombre d’ouvrages traite des proprie´te´s e´le´mentaires des
quaternions, voir par exemple [5].
Les quaternions complexes (ou biquaternions) ont e´te´
e´galement introduits par Hamilton [6]. Un biquaternion
Q ∈ HC est de´ﬁni comme :
Q = Q0 + Q1i+ Q2j+ Q3k (3)
avec Qα = Q′α + IQ′′α ∈ CI (α = 0, 1, 2, 3) et I2 = −1.
Les nombres i, j et k suivent les meˆme re`gles que dans le
cas des quaternions a` coeﬃcients re´els (2). L’ope´rateur I
commute avec i, j et k, et n’interagit pas avec eux :
iI = Ii, jI = Ij, kI = Ik (4)
Nous ne de´taillons pas ici l’e´tude des biquaternions, leurs
proprie´te´s sont de´crites dans [5].
2.2 Signaux polarise´s a` valeurs sur H
Suivant le mode`le de´crit dans [7], un signal a` e´chantillons
vectoriels enregistre´ sur un capteur vectoriel a` trois com-
posantes (c1, c2, c3) peut eˆtre conside´re´ comme un signal
quaternionique pur, x(n) ∈ HN , donne´ comme :
x(n) = xc1(n)i+ xc2(n)j + xc3(n)k (5)
ou` les trois signaux xc1(n), xc2(n) et xc3(n) sont lie´s entre
eux par des relations de phase et d’amplitude, c.a`.d. de
polarisation. La polarisation est ici suppose´e constante en
temps et en fre´quence.
Aﬁn d’e´tudier les me´langes convolutifs de signaux po-
larise´s, nous de´ﬁnissons une repre´sentation en Z des sig-
naux donne´s en (5) base´e sur les biquaternions.
Nous de´ﬁnissons la transforme´e en Z pour les signaux
donne´s en (5) comme suit. Soit un signal x(n) a` valeurs
sur H, alors sa tranforme´e en Z, note´e x[z], est :
x[z] = xc1 [z]i+ xc2 [z]j+ xc3 [z]k (6)
ou` les xcα [z] (α = 1, 2, 3) sont les transforme´es en Z des
signaux pris se´pare´ment, avec z ∈ CI, c.a`.d. z = (z) +
I(z). La transforme´e en Z de x(n) ainsi de´ﬁnie est donc
a` valeurs quaternioniques complexes, c.a`.d. x[z] ∈ HN
C
.
Cette approche diﬀe`re de [8] ou` la TF Quaternionique est
utilise´e pour les signaux vectoriels.
Dans [8], la transforme´e F ope`re sur des fonctions a`
valeurs dans H tel que : u ∈ H F→ U ∈ H. Dans notre
cas, la transformation F ′ agit sur des signaux a` valeurs
sur H et leur associe une repre´sentation sur une alge`bre
de dimension deux fois plus grande : u ∈ H F
′
→ U ∈ HC.
3 Mode`le de me´lange convolutif
Conside´rons une antenne de capteurs vectoriels a`
trois composantes (c1,c2,c3) recevant la contribution
de plusieurs sources polarise´es. Nous conside´rons que
le me´lange rec¸u est une superposition line´aire des
e´chantillons retarde´s des sources. Dans le cas simple de
deux capteurs/deux sources et en l’absence de bruit, le
me´lange s’e´crit :{
x1(n) = h11 ∗ s1(n) + h12 ∗ s2(n)
x2(n) = h21 ∗ s1(n) + h22 ∗ s2(n) (7)
ou` xβ(n), hβγ(n) ∈ HN , sβ(n) ∈ RN (β, γ = 1, 2), et
∗ repre´sente la convolution applique´e se´pare´ment sur les
composantes :
h∗s(n) = (h ∗ sc1(n)) i+(h ∗ sc2(n)) j+(h ∗ sc3(n)) k (8)
avec h∗scα =
∑l
p=0 h(p)∗scα(n−p) et l la taille du ﬁltre h.
Les signaux sont conside´re´s causaux. Les repre´sentations
polynoˆmiales en z sont donne´es par :
H [z] =
l∑
r=0
H(r)z−r, x[z] =
∞∑
r=0
x(r)z−r , s[z] =
∞∑
r=0
s(r)z−r
(9)
ou` z ∈ CI, x[z] et H [z] sont a` valeurs biquaternioniques
tandis que s[z] est a` valeurs complexes (CI).
Ainsi, l’eﬀet du canal de propagation (retards identiques
pour toutes les composantes et termes d’atte´nuation
e´ventuellement diﬀe´rents pour chaque composante en mi-
lieu anisotrope), se formalise sous forme matricielle, apre`s
transforme´e en Z, comme :
x[z] =
[
x1[z]
x2[z]
]
=
[
H11[z] H12[z]
H21[z] H22[z]
] [
s1[z]
s2[z]
]
= H[z]s[z]
(10)
ou` H[z] est une matrice polynoˆmiale quaternionique en z,
c.a`.d. un e´le´ment de H[z]2×2. Les e´le´ments Hij [z] sont
donc des ﬁltres RIF a` coeﬃcients sur H. Les sources s1 et
s2 sont suppose´es de´corre´le´es a` tous les retards. Avant de
proposer un algorithme permettant d’estimer les sources
sα, nous pre´sentons quelques re´sultats sur les matrices
polynoˆmiales quaternioniques.
4 Matrices polynoˆmiales quater-
nioniques
Les matrices polynoˆmiales a` coeﬃcients re´els et complexes
ont e´te´ utilise´es dans l’e´tude des syste`mes MIMO, et
particulie`rement en identiﬁcation de fonctions de trans-
fert [9], se´paration de me´langes convolutifs [2, 3] et en
de´convolution [1, 10]. Le cas des matrices polynoˆmiales
quaternioniques n’a pas e´te´ traite´ dans la litte´rature. Nous
pre´sentons dans cet article quelques de´ﬁnitions concernant
ces matrices.
Une matrice polynoˆmiale quaternionique A[z] ∈
H[z]N×N de degre´ p est donne´e par :
A[z] =
p−1∑
l=0
Alzl = A0+A1z+A2z2+...+Ap−1zp−1 (11)
avec Aα ∈ HN×N . Les Aα commutent avec tout z ∈ CI,
de telle sorte que Aαzβ = zβAα, ∀α, β. Les monoˆmes de
type Aαzβ sont des e´le´ments deHN×MC . E´tant donne´e une
matrice A[z], sa para-conjugue´e, note´e A˜[z], est donne´e
par : A˜[z] = A†[1/z] ou` l’ope´rateur † repre´sente la
transposition-conjugaison quaternionique. Une matrice
polynoˆmiale quaternionique carre´e A[z] ∈ H[z]N×N est
dite para-unitaire si A[z]A˜[z] = I et para-hermitienne si
A˜[z] = A[z].
5 Diagonalisation de matrices
polynoˆmiales quaternioniques
Nous de´crivons a` pre´sent un algorithme de diagonali-
sation pour les matrices polynoˆmiales quaternioniques
para-hermitiennes. Notre algorithme est base´ sur les
transformations de Jacobi. Nous de´taillons tout d’abord
l’extension de ces transformations au cas quaternionique
avant de de´tailler l’algorithme de diagonalisation pour les
e´le´ments de H[z]N×N .
5.1 Transformations de Jacobi sur H
Conside´rons tout d’abord le cas d’une matrice quaternion-
ique hermitienne A de H2×2. La proce´dure de Jacobi con-
siste a` trouver une matrice unitaire R telle que :
R†AR =
[
c¯ s
−s¯ c
] [
a11 a12
a21 a22
] [
c −s¯
s c¯
]
=
[
t1 0
0 t2
]
(12)
avec c, s, a11, a22, a12 ∈ H, t1, t2 ∈ R et a12 = a¯21. Par cal-
cul direct et en faisant les hypothe`ses classiques (connues
dans le cas des transformations de Jacobi sur C [11]), il
vient que c = cos θ et s = sin θ a12|a12| . Les valeurs de c et s
sont alors donne´es par:
τ = (a22−a11)2|a12| µ =
sign(τ)
|τ |+√1+τ2 (13)
et :
c = 1√
1+µ2
s = cµ a12|a12| (14)
La proce´dure de Jacobi ainsi pre´sente´e s’e´tend triviale-
ment sur des matrices carre´es de dimension supe´rieure 2.
La convergence de la proce´dure se de´montre e´galement
aise´ment par extension des de´monstrations connues sur R
et C.
5.2 Algorithme de diagonalisation
Nous cherchons a` diagonaliser une matrice polynoˆmiale
quaternionique para-hermitienne A[z] ∈ H[z]N×N . Pour
cela, il est possible d’utiliser une version quaternion-
ique de l’algorithme pre´sente´ dans [3]. La matrice para-
unitaire Q[z] permettant de diagonaliser A[z] est constru-
ite comme :
Q[z] = RL∆dLRL−1∆dL−1 ...R1∆d1 (15)
avec ∆di =
[
1 0
0 zdi
]
, di ∈ Z et Ri =
[
ci −s¯i
si c¯i
]
. L
est le nombre de matrices e´le´mentaires ne´cessaires a` la
construction de la Q[z] et ou` di est choisi (pour chaque
i) aﬁn de maximiser la de´corre´lation a` tous les retards
[3]. L’algorithme est applique´ par bloc 2 × 2 sur toute
la matrice, comme classiquement dans les algorithmes de
Jacobi [11]. La diagonalisation est alors obtenue par :
Q[z]A[z]Q˜[z] = Σ[z] (16)
ou` Σ ∈ R[z]N×N (dans le cas ou` A[z] est para-
hermitienne) est diagonale. Comme pour les matrices sur
R et C, l’algorithme de type Jacobi permet une bonne es-
timation des termes diagonaux mais est tre`s couˆteux en
temps de calcul.
6 Me´thode de se´paration
Aﬁn de retrouver les sources polarise´es du me´lange donne´
en (10), nous proposons d’utiliser une technique base´e
sur l’algorithme de diagonalisation pre´sente´ en 5.2. Nous
pre´sentons le cas simple de N = 2 (2 sources/2 capteurs),
qui se ge´ne´ralise naturellement a` N > 2. Dans le cas de
deux capteurs, les signaux s1(n) et s2(n) sont suppose´s
de´corre´le´s a` tous les retards possibles. En supposant que
les espe´rances mathe´matiques sont estime´es par moyen-
nage temporel non-normalise´1, on a :
E[s1(n)s¯2(n− k)] =
N∑
n=1
s1(n)s¯2(n− k) = 0, ∀k (17)
Ceci autorise une notation vectorielle par la suite. La
de´corre´lation a` tous les retards donne´e par (17) peut
s’e´crire dans le domaine en Z comme : s1[z]s¯2[1/z] = 0.
Ainsi, si les sources s1 et s2 sont de´corre´le´es a` tous les
retards, cela revient en termes de matrice polynoˆmiale a` :
Γs[z] = s[z]s[1/z] =
[
s1[z]
s2[z]
]
[s¯1[1/z] s¯2[1/z]]
=
[
σ1[z] 0
0 σ2[z]
] (18)
Conside´rant la sortie x[z] des capteurs vectoriels du
me´lange donne´ en (10), l’e´tape de se´paration propose´e
consiste a` trouver une matrice para-unitaire Q[z] ∈
H[z]2×2 telle que w[z] = Q[z]x[z], ve´riﬁe :
w[z]w˜[z] = Q[z]x[z]x˜[z]Q˜[z] ≈
[
δ1[z] 0
0 δ2[z]
]
(19)
Estimer w[z] revient donc a` diagonaliser une matrice
polynoˆmiale quaternionique (Γx[z] = x[z]x˜[1/z]). Les ter-
mes de w[z] = Q[z]x[z] sont les estime´es des sources,
a` plusieurs inde´termine´es (classiques) pre`s : amplitude
(signe), phase, retard, mais aussi rotation de la ﬁgure de
polarisation. Cette dernie`re inde´termination est due aux
classes d’e´quivalence entre les signaux a` valeurs sur H. En
eﬀet, pour tout s(n) ∈ HN , le signal sq(n) = qs(n)q−1,
avec q ∈ H lui est e´quivalent (voir [12] pour plus de
de´tails).
7 Re´sultats
Nous nous plac¸ons dans un cas simple aﬁn d’illustrer
l’inte´reˆt de la technique propose´e vis a` vis des techniques
long-vecteur2 et composante par composante3. Nous
pre´sentons un exemple sur donne´es sismiques synthe´tiques
: une onde plane polarise´e elliptiquement enregistre´e sur
un re´seau de cinq capteurs vectoriels a` trois composantes
(c1,c2,c3) additionne´e a` du bruit (Gaussien, Blanc et non
polarise´). La polarisation elliptique engendre que les sig-
naux sur c2 et c3 sont des versions amplifie´es et de´phase´es
de celui enregistre´ sur c1. Les trois composantes du signal
1Cette hypothe`se s’ave`re utile quand une seule re´alisation des
sources est disponible, comme par exemple en sismique/sismologie.
2Le traitement est eﬀectue´ sur un grand vecteur forme´ par la
concate´nation des composantes : xlv =
ˆ
xTc1 x
T
c2
xTc3
˜T
3Le traitement est eﬀectue´ sur c1, c2 et c3 se´pare´ment
source sont pre´sente´es sur le ﬁgure 1. Nous pre´sentons les
re´sultats des trois approches : 1) Q, quaternionique (algo.
de la section 6); 2) Lv, long-vecteur xlv =
[
xTc1 x
T
c2 x
T
c3
]T ;
3) CpC, c1, c2 et c3 traite´es se´parement. Dans les cas CpC et
Lv, l’algorithme utilise´ (pour des signaux a` valeurs re´elles)
est celui donne´ dans [3]. Les re´sultats de se´paration sont
pre´sente´s pour un RSB4 de -15 dB sur la ﬁgure 2.
L’inte´reˆt de l’approche Q par rapport a` CpC se conc¸oit
aisement, car CpC n’utilise pas la redondance du signal
sur les trois composantes. Q et Lv ont des re´sultats de
se´paration a` peu pre`s e´quivalents en terme de re´sistance
au bruit, mais l’avantage de Q vient du fait qu’il per-
met une estimation de la polarisation, alors que Lv ne le
permet pas (les trois composantes sont vues comme une
seule et meˆme source dans le me´lange mis sous forme de
grande matrice et l’information polarisation ne peut eˆtre
re´cupe´re´e, ce qui n’autorise pas a` tracer une ﬁgure de Lis-
sajou). Ceci montre l’inte´reˆt d’utiliser l’approche quater-
nionique plutoˆt que long-vecteur dans l’optique d’une esti-
mation des parame`tres de polarisation apre`s la se´paration.
8 Conclusion
Nous avons propose´ de mode´liser les me´langes convolu-
tifs de signaux polarise´s a` l’aide de matrices polynoˆmiales
quaternioniques. Dans le cas de sources de´corre´le´es, un al-
gorithme de diagonalisation de telles matrices permet une
estimation des sources et permet d’envisager une estima-
tion de la polarisation. Une e´tude plus de´taille´e des perfor-
mances de la me´thode propose´e reste a` faire, entre autres
pour caracte´riser la qualite´ d’estimation de la polarisa-
tion apre`s la se´paration propose´e. E´galement, une e´tude
syste´matique des proprie´te´s des matrices polynoˆmiales sur
H reste a` eˆtre mene´e.
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Fig. 1: Signal source polarise´ et ﬁgures de Lissajou
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Fig. 2: Sources estime´es par les me´thodes Q, Lv et CpC
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