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Quantum information stored in local operators spreads over other degrees of freedom of the system
during time evolution, known as scrambling. This process is conveniently characterized by the out-
of-time-order commutators (OTOC), whose time dependence reveals salient aspects of the system’s
dynamics. Here we study the spatially local spin correlation function i.e., the expectation value
of spin commutator and the corresponding OTOC of Dirac–Weyl systems in 1, 2 and 3 spatial
dimensions. The OTOC can be written as the square of the expectation value of the commutator
and the variance of the commutator. In principle, the problem features two energy scales, the
chemical potential, and the high energy cutoff. We find that only the latter is dominant, therefore
the time evolution is separated into only two different regions. The spin correlation function grows
linearly with time initially and decays as t−2 for late times. The OTOC reveals a universal t2 initial
growth from both the commutator and the variance while its late time decay, t−2 originates from
the variance of the commutator. This late time decay is identified as a characteristic signature
or Dirac-Weyl fermions. These features remain present also at finite temperatures. Our results
indicate that Dirac–Weyl systems are slow information scramblers and are essential when additional
channels for scrambling, i.e. interaction or disorder are analyzed.
I. INTRODUCTION
In recent studies, the chaotic behavior of quantum sys-
tems has been investigated from different viewpoints1–3.
A common property of chaotic systems is that during uni-
tary time evolution, simple operators can become highly
complicated. This leads to the scrambling of information
stored in local operator4. This phenomena is investigated
in different contexts i.e., random matrix theory5, black
holes3 and quantum thermalisation6,7.
There are multiple ways to characterize chaos and in-
formation scrambling e.g. operator entanglement entropy
or out-of-time-ordered commutator (OTOC)8,9. In this
paper, we focus on the latter which was originally intro-
duced by Larkin and Ovchinnikov in 1969 in a calculation
of the non-linear correction to the conductivity of a dirty
superconductor10. The OTOC can be considered as the
second moment of the commutator, defined as
C(t) = −
〈
[W (t), V (0)]
2
〉
≥ 0, (1)
where W and V are local operators possibly separated
by finite distance and W (t) = exp(iHt)W exp(−iHt) de-
notes the Heisenberg time evolution.
The OTOC is a useful tool to measure the sensitivity of
the time evolution of the system on the initial conditions2
and to characterize information spreading processes. The
information stored in local operators are spreading over
many degrees of freedom during the time evolution and
cannot be restored by local measurements11. This pro-
cess i.e., the loss of information through delocalization
is called scrambling12,13. In systems, where the short
time exponential growth, bounded by thermal Lyapunov
exponent λL ≤ 2pikBT 2,14,15 is present are called fast
scramblers, but there are also models where this short
time growth is absent, called slow scramblers. Thus,
a possible way to understand the nature of chaos and
test capabilities of condensed matter systems for quan-
tum information processing is to investigate the tempo-
ral behavior of OTOC. It has already been analyzed in
a variety of systems, including Luttinger liquids16, ran-
dom unitary circuits17–19 in quantum Ising chain20, XY
chains21, conformal field theories22,23 and Sachdev-Ye-
Kitaev model24–26. OTOC has been investigated exper-
imentally as well in different many-body systems such
as in cold atomic systems, trapped ions or in a nuclear
magnetic resonance quantum simulator27–33.
In this paper, we consider Dirac–Weyl systems in one,
two and three dimensions, characterized by linear energy-
momentum relation. These models are popular not only
in the condensed matter physics but possess a rich his-
tory in high energy physics as well34. As already men-
tioned, the common property of these systems is the lin-
ear energy-momentum dispersion relation and the Bril-
louin zone contains monopole-like structures called Weyl
or Dirac nodes. The most famous descendants are carbon
nanotubes in one, graphene in two and Weyl-semimetals
in three dimensions35,36, respectively. The low energy
excitations are described by massless non-interacting
fermions and one of their unique features is that they
can host topologically non-trivial states which are ro-
bust against small perturbations35,37,38. This non-trivial
topology shows up in exotic electromagnetic transport
phenomena such as topologically protected edge states
in zigzag carbon nanotubes in presence of spin-orbit
interaction37, the quantum spin Hall effect in graphene39
or the chiral anomaly40,41 or the anomalous Hall conduc-
tivity in Weyl semimetals42.
To obtain the short and late time behavior of the
OTOC, we rewrite Eq. (1) in a more suggestive way
as
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2C(t) = −〈[W (t), V (0)]〉2 +K(t) (2)
where the first term is the square of the expectation
value of the spin commutator and K(t) is the vari-
ance of the commutator, i.e. K(t) = 〈[W (t), V (0)]〉2 −〈
[W (t), V (0)]
2
〉
. In other words, K(t) measures the
spreading of the probability distribution of the commu-
tator compared to its expectation value. When the com-
mutator as an operator is a c-number, the variance is
zero16 which means the distribution of the commutator
is a Dirac-delta function. A finite variance is the first in-
dicator of the broadening of the distribution around the
mean value. In our case, this indicates how the OTOC,
i.e. the expectation value of the square of the commu-
tator differs from the square of the expectation value of
the commutator. One can in principle also obtain the
full counting statistics of the commutator in general by
calculating higher moments as 〈[W (t), V (0)]n〉 similarly
to Eq. (1).
In this work, we investigate the short and late time
behavior of OTOC in Dirac–Weyl systems. In this con-
text, the OTOC was already investigated in interacting
graphene43 Weyl semimetals44 from different approaches.
We focus on the response of a single non-interacting
Dirac–Weyl cone which is diagonalizable straightfor-
wardly, thus integrable. We focus on the correlators of
the spin and density operators, and the former is also
directly proportional to the electric current operator in
Dirac–Weyl systems. These correlators are necessary to
characterize the electric and magnetic properties of these
systems45. The short time behavior of OTOC gives a
universal t2 initial rise from both the square of the ex-
pectation value of the commutator and the variance from
Eq. (2), though the contribution of the former paramet-
rically is dominant over the latter. The late time decay is
dominated only by K(t) and depends on the dimension of
the system and is independent of the chemical potential.
This paper is organized as follows: in Sec. II, the
model Hamiltonian and the operators are introduced. In
Sec. III, the time-dependent expectation value of the
spin commutator is calculated by separating the matrix
element and occupation number dependent parts. In Sec.
IV calculation procedure of OTOC is outlined and briefly
discuss the results. In Sec. V, our main results are sum-
marized.
II. LOW ENERGY EFFECTIVE HAMILTONIAN
The low energy effective Hamiltonian of Dirac–Weyl
systems in d dimension is given by
H = vFp · σ (3)
where p is the momentum operator, vF is the Fermi
velocity and σ denotes the corresponding Pauli matri-
ces. For d = 1 only σx appears in the Hamiltonian, for
d = 2, σ = [σx, σy] and for three dimensions all Pauli
matrices are present. At low energy, the energy disper-
sion relation is linear in momentum for any dimension:
ελ(k) = λ~vF|k| with λ = ± the band index35,36. The
corresponding wavefunctions are written as
φλ,k(r) =
1√
Vd
eikr |k, λ〉 , (4)
where Vd is the volume and |k, λ〉 is the normalized eigen-
spinor written in d dimension as
|k, λ〉 =

1√
2
[
1
λsgn(k)
]
for d = 1,
1√
2
[
λ
eiϕk
]
for d = 2, cos(ϑk+(λ−1)pi/22 )
sin
(
ϑk+(λ−1)pi/2
2
)
eiϕk
 for d = 3.
(5)
Here ϕk is the polar angle in two and the azimuthal angle
in three dimensions and ϑk is the polar angle in 3D. Using
Eq. (4), we construct the local field operators. Consid-
ering a Hermitian operator O, the spatial and time de-
pendent formula in second quantized formalism is given
by46
O(r, t) = 1
Vd
∑
k1,k2
ei(k1−k2)rT (k1, k2) 〈k2|O|k1〉 c†k2ck1 .
(6)
Here, ki = (ki, λi) is a combination of the momentum
state and band index, and c†k2 and ck1 are fermionic cre-
ation and annihilation operators into state k2 and k1,
respectively. The time dependence is represented by
T (k1, k2) = exp [i(ελ2(k2)− ελ1(k1))t] with ελi(ki), the
energy of the Dirac–Weyl fermions and 〈k2|O|k1〉 is the
corresponding matrix element of O operator. In the fol-
lowing sections, we focus on the time dependence of spin
and density commutators and the corresponding OTOC,
thus we set r = 0 in Eq. (6) during the calculations. We
find that for short times the commutator and the OTOC
grow with t and t2, respectively. For late times, both
quantities decay as t−2. To corroborate these results, we
also consider the spatial dependence in one dimension
analytically. We find that the initial growth and late
time decay remain intact, and based on these results, we
expect similar temporal behavior in higher dimensions.
III. CORRELATION FUNCTION
The correlation function of spin or density operators
σα(r, t) stores important information about the electric
and magnetic properties of Dirac–Weyl systems since the
3former is directly proportional to the electric current op-
erator. Within the framework of linear response it is
defined by the standard Kubo formula as47
Παβ(r, t) = i 〈[σα(r, t), σβ(0, 0)]〉Θ(t). (7)
Here, Θ(t) is the Heaviside step function and α, β =
0, x, y, z. For diagonal case, when α = β the expecta-
tion value of the commutator is
Παα(r, t) =
i
V 2d
∑
k1,k2
ei(k1−k2)rT (k1, k2)×
× |〈k2|σα|k1〉|2 [f(k2)− f(k1)] , (8)
for t > 0 and f(ki) = [exp((ελi(ki)− µ)/kBT ) + 1]−1 is
the Fermi function. First, we focus on the time depen-
dence of the correlation function, so we set r = 0. In
this case, Eq. (8) consists of two terms: the occupation
number dependent part and the absolute value square of
the matrix elements which are treated separately in the
followings.
A. Matrix elements
By rewriting the appropriate polar and azimuthal co-
ordinates of the eigenspinors in Eq. (5) to Cartesian
coordinates of momentum vector, the square of matrix
elements in Eq. (8) has a closed formula in d dimension
given by
|〈k2|σ0|k1〉|2 = 1
2
[
1 + λ1λ2
k1k2
|k1||k2|
]
(9)
|〈k2|σi|k1〉|2 = 1
2
[
1− λ1λ2k1k2 − 2k1,ik2,i|k1||k2|
]
. (10)
Rewriting the summations into spherical integrals in Eq.
(8), we evaluate the angular integrals separately since
only the square of matrix elements in Eq. (9) and (10)
depend on angular variables and are independent from
the absolute value of momentum. In two and three di-
mensions, the integrals over angular variables are
Mαd =
∫
dΩ1dΩ2
(2pi)2(d−1)
|〈k2|σα|k1〉|2 , (11)
where dΩi = dϕki in two and dΩi = dϕki sin(ϑki)dϑki in
three dimensions with i = 1, 2. In one dimension, there
is no angular integral, but we can still introduce Mα1 by
changing the boundary of the momentum integrals from
(−∞,∞) to [0,∞). Evaluating the integrals, we end up
with
Mα1 = 2, M
α
2 =
1
2
, Mα3 =
2
(2pi)2
. (12)
The angular integral of the square of matrix elements
yields a band index (λ) independent constant that we
use in the next section to derive the time dependence of
the expectation value of the commutator.
B. Explicit form of the expectation value of the
commutator
We evaluate the remaining integrals over the radial
component of momentum. Let us introduce the following
functions as
G<d (t) =
∑
λ
∫ Λ
0
dk
2pi
kd−1e−iελ(k)tf(k) (13)
G>d (t) =
∑
λ
∫ Λ
0
dk
2pi
kd−1e−iελ(k)t(1− f(k)). (14)
Here, dk denotes the integral over the radial compo-
nent of the momentum and Λ is sharp cutoff in momen-
tum which leads to a sharp energy cutoff as W = vFΛ.
This type of regularization is typical in condensed mat-
ter physics and arise in e.g. Brillouin zone integrals and
tight-binding models48. The functions defined in Eqs.
(13) and (14) are practically the greater and lesser Greens
functions46,49 with the only difference that instead of
summing over the full momentum space, only the radial
component is integrated over. We express the expecta-
tion value of the commutator in terms of these Green’s
functions as
Παα(t) = −2Mαd Im
[
G>d (t)G¯
<
d (t)
]
. (15)
We are interested in the zero temperature limit, allowing
us to substitute the Fermi function with a Heaviside step
function. In these non-interacting systems, no exponen-
tial growth with thermal Lyapunov exponent is expected,
which justifies this simplification, though the tempera-
ture dependence will be commented on later. The inte-
gral in the Green’s functions is evaluated in Appendix
A. After some straightforward algebra, the commutator
looks as
4Παα(τ) =

8Λ2
(2pi)2
1
τ2
sin(τ) [cos(ντ)− cos(τ)] for d = 1,
2Λ4
(2pi)2
1
τ4
(cos(τ) + τ sin(τ)− 1) (sin(τ)− τ cos(τ)− (sin(ντ)− ντ cos(ντ))) for d = 2,
8Λ6
(2pi)4
1
τ6
(
2τ cos(τ)− (2− τ2) sin(τ)) ((2− τ2) cos(τ) + 2τ sin(τ)−
− ((2− ν2τ2) cos(ντ) + 2τ sin(ντ)) ) for d = 3.
(16)
Here, dimensionless variables for time as τ = ΛvFt and
ν = |µ|/ΛvF for chemical potential are introduced.
The spin correlation functions feature two energy
scales the chemical potential and the high energy cut-
off. Thus, we expect three distinct regions with respect
to time: short time growth for τ  1, intermediate times
when 1 τ  1/ν and the late time decay when τ  1.
We find that only the cutoff related timescale matters
and it is enough to focus on two temporal regions. Since
the chemical potential always lies below the high energy
cutoff, we use ν  1. For short times, the expectation
value of the commutator grows linearly with time in all
considered dimensions, depicted in Fig. 1 as
Παα(t→ 0) ∼ Λdt ((ΛvF)d+1 − µd+1) . (17)
The slope of the linear growth is determined by expecta-
tion value of the energy of the states between the chem-
ical potential and the cutoff which is coming from the
first order expansion of the time evolution operator. Due
to ΛvF  µ, the cutoff dependence is dominant.
The other case, when τ  1, the asymptotic behavior
is a t−2 power-law decay in all dimension given by
Παα(t→∞) ∼ Λ
d−1 sin(ΛvFt)
t2
×
× [µd−1 cos(µt)− (ΛvF)d−1 cos(ΛvFt)] . (18)
The prefactor of the decay is determined by the density
of states, ρ(ε) since in Dirac–Weyl systems ρ(ε) ∼ εd−1.
The late time behavior is also dominated by the cutoff
and the same reasoning holds as in the short time case.
We displayed the short and and late time behaviors of the
expectation value of the spin and density commutator in
Fig. 1.
We argue that the t−2 decay for late times, indepen-
dent from the dimension d, is a characteristic signature
of Dirac-Weyl fermions. Such systems are characterized
by linear energy-momentum relation, i.e. ελ(k) ∼ |k|.
By retaining this relationship in the time dependent fac-
tor T (k1, k2) in Eq. (8) and neglecting the wavevector
dependence of all other quantities, we end up with the
very same decay as in Eq. (18) after performing the d-
dimensional momentum integral.
FIG. 1. The temporal dynamics of the spin and density com-
mutator in one (blue), two (red) and three (green) dimensions
are plotted. In any dimension, the early time growth scales
with τ (light blue dashed line). For late times, the response
decays as a power-law as τ−2 (black dashed line). Both the
early and late time growth are independent of the chemical
potential and spatial dimension.
We also compute numerically the temperature depen-
dence of the expectation value of the commutator by
keeping the general form of Fermi function. The result is
plotted in Fig. 2. The numerical calculation showed the
magnitude of the commutator decrease as a smooth func-
tion of temperature, but the short and late time behavior
remains the same. In the T →∞ limit, the Green’s func-
tions in Eqs. (13) and (14) are real, so the expectation
value of the commutator vanishes.
In one dimension, we calculate the spatial dependence
of the commutators analytically. Unlike the r = 0 case,
the shape of the correlation function depends on the spin
component. Therefore we denote the parallel direction
with Π‖(r, t) (when α = 0, x in Eq. (8)) and Π⊥(r, t) in
the perpendicular direction (α = y, z) where r denotes
the spatial coordinate. The parallel and perpendicular
5correction functions expressed by the Green’s functions
are given by
Π‖(r, t) = −2Im[G>1 (t− r/vF)G¯<1 (t− r/vF) +
+(r → −r)] (19)
Π⊥(r, t) = −2Im[G>1 (t− r/vF)G¯<1 (t+ r/vF) +
+(r → −r)] (20)
The result is plotted on Fig. 3 for parallel and perpendic-
ular case respectively. The short and late time behavior
is obtained as
Π‖(r, t→ 0) ∼ t
r3
[
Λr cos (2Λr)− sin (2Λr)− Λr cos (Λr) cos
(
µr
vF
)
+
+
µr
vF
sin (Λr) sin
(
µr
vF
)
+ 2 sin (Λr) cos
(
µr
vF
)]
(21)
Π⊥(r, t→ 0) ∼ t
r3
[
µr
vF
sin (Λr) sin
(
µr
vF
)
+ Λr cos (Λr) cos
(
µr
vF
)
− Λr
]
(22)
Π‖/⊥(r, t→∞) ∼ sin (Λ (vFt− r))
t2
[
cos
(
µ
(
t∓ r
vF
))
− cos (Λ (vFt∓ r))
]
+ (r → −r) (23)
FIG. 2. The temporal dynamics of the spin and density
commutator is plotted on different temperatures in one di-
mension. β = ΛvF/kBT denotes the inverse temperature.
Increasing the temperature (β → 0), the main characteristics
of Παα(τ) remains the same, but the amplitude decrease. At
the β = 0 limit the commutator vanishes. We set ν = 0.1 for
the numerical calculation.
We find that the short time growth is linear in time
and late time decay is t−2 similarly that we obtained
for r = 0 case, but for late times the frequency of the
oscillations is changed. This indicates that the temporal
decay of the correlation function is independent from the
spatial coordinate, and we expect this to hold in higher
dimensions as well.
IV. OUT-OF-TIME-ORDERED COMMUTATOR
The Dirac–Weyl systems are simple integrable models,
thus OTOC is expected to display a ∼ t2 initial growth
and a power-law decay for late times. Using Eq. (1),
the OTOC for spatially non-separated spin operators is
given by
Cαα(t) = − 1
V 4d
∑
k1,k2,
k3
∑
l1,l2,
l3
T (k1, k2)T (l1, l2)×
×[〈k2|σα|k1〉 〈k1|σα|k3〉 〈l2|σα|l1〉 〈l1|σα|l3〉 〈a†k2ak3a
†
l2
al3〉
− 〈k2|σα|k1〉 〈k1|σα|k3〉 〈l2|σα|l1〉 〈l3|σα|l2〉 〈a†k2ak3a
†
l3
al1〉
− 〈k2|σα|k1〉 〈k3|σα|k2〉 〈l2|σα|l1〉 〈l1|σα|l3〉 〈a†k3ak1a
†
l2
al3〉
+ 〈k2|σα|k1〉 〈k3|σα|k2〉 〈l2|σα|l1〉 〈l3|σα|l2〉 〈a†k3ak1a
†
l3
al1〉].
(24)
By using Wick’s theorem, the expectation value of four
fermionic operators is
〈
a†k1ak2a
†
k3
ak4
〉
= δk1,k2δk3,k4f(k1)f(k3)
+δk1,k4δk3,k2f(k1)[1− f(k3)]. (25)
The commutator is split into two parts, the first and sec-
ond one containing f(ki)f(lj) and f(ki)[1− f(lj)] terms,
respectively. The first part gives the square of the expec-
tation value of the commutator, defined in Eq. (8), thus
the OTOC looks as
Cαα(t) = −〈[σα(t), σα]〉2 +Kαα(t), (26)
6FIG. 3. The spatial and temporal dependence of the commu-
tator is plotted in parallel (a) and perpendicular (b) case. The
green dashed line represents the ”light cone” with vF group
velocity. The traces at fixed τ are shifted in the y direction
thus offering three-dimensional-like visualization. We set the
chemical potential ν = 0.1.
where Kαα(t) is the variance of the commutator. It is
given by
Kαα(t) = − 1
V 4
∑
k1,k2,
l1,l2
〈k2|σα|k1〉 〈k1|σα|l2〉 ×
× 〈l2|σα|l1〉 〈l1|σα|k2〉 ×
×
(
T (k1, k2)T (l1, l2)[f(k2)[1− f(l2)] + f(k1)[1− f(l1)]]
−T (k1, l1)[f(k2)(1− f(l2)) + f(l2)(1− f(k2))]
)
.
(27)
The product of the matrix elements is treated separately
from remaining terms, and the integral over the angular
variables is Nαd = (M
α
d )
2
/2 where Mαd is defined in Eq.
(12). The remaining terms depend only the radial com-
ponent of the momentum. Using Eq. (13) and Eq. (14),
we can rewrite the variance in Eq. (27) as
Kαα(t) = 2N
α
d
( ∣∣G>d (t) +G<d (t)∣∣2 (Re [G>d (0)G¯<d (0)]
−Re [G>d (t)G¯<d (t)] )− 2 (Im [G>d (t)G¯<d (t)])2 ).
(28)
Here G
</>
d (0) = limt→0G
</>
d (t). The detailed deriva-
tion is presented in Appendix A. Evaluating the integrals
yields the variance as
Kαα(τ) =

32Λ4
(2pi)4
[(
sin(τ)
τ
)2 [
1− ν2
2
− cos(τ)
τ
[cos(ντ)− cos(τ)]
]
−
[
sin τ
τ
[cos(ντ)− cos(τ)]
]2]
for d = 1,
Λ8
(2pi)4
[(
cos(τ) + τ sin(τ)− 1
τ2
)2 [1− ν4
4
− 1
τ4
[
(cos(τ) + τ sin(τ))
2 − (1 + ν2τ2)−
− (τ cos(τ)− sin(τ))2 − 2(cos(τ) + τ sin(τ)) + 2(1 + ντ(τ cos(τ)− sin(τ))) cos(ντ)+
+2(ντ − (τ cos(τ)− sin(τ))) sin(τ)]]−
− 2
τ8
[
(cos(τ) + τ sin(τ)− 1) (sin(τ)− τ cos(τ)− (sin(ντ)− ντ cos(ντ))) ]2] for d = 2,
16Λ12
(2pi)8
[(
(τ2 − 2) sin(τ) + 2τ cos(τ)
τ3
)2 [1− ν6
9
− 1
τ6
[
4τ(τ2 − 2) sin(2τ)−
−(τ4 − 8τ2 + 4) cos(2τ)− (4 + ν4τ4) + 2((τ2 − 2) cos(τ)− 2τ sin(τ))×
×((τ2ν2 − 2) cos(ντ)− 2ντ sin(ντ))]]− 2
τ12
[ (
2τ cos(τ)− (2− τ2) sin(τ))×
×
(
(2− τ2) cos(τ) + 2τ sin(τ)− ((2− ν2τ2) cos(ντ) + 2τ sin(ντ)) )]2] for d = 3.
(29)
7Here, we used again the dimensionless variables for time
(τ) and the chemical potential (ν).
Eq. (29) allows us to investigate the short and late
time behavior of the OTOC, similarly to the case of the
commutator in Eq. (16). The natural energy scales in
the problem are µ and ΛvF, translating into three sepa-
rate temporal windows for short, intermediate and late
times as τ  1, 1  τ  1/ν and 1/ν  τ , respec-
tively, but similarly to the simple commutator, only the
cutoff related timescale matters. For short times, the
OTOC grows with t2 also shown in Fig. 4. This behav-
ior follows from a Baker-Campbell-Hausdorff expansion
of σα(t) with the nested commutators
2,16
σα(t) = σα + it [H,σα] +
(it)2
2!
[H, [H,σα]] + . . . (30)
The contribution of the first term in Eq. (30) gives triv-
ially vanishing contribution to both the expectation value
of the commutator and the OTOC. The t2 growth arises
from the second term in Eq. (30) with the coefficient
〈[[H,σα] , σα]2〉. This short time growth originates from
both the square of the expectation value of the commu-
tator and the variance of the commutator in Eq. (29)
and it is given by
Cαα(t→ 0) ∼ Λ2dt2((ΛvF)d+1 − µd+1)×
×((ΛvF)d+1 −Adµd+1), (31)
where A1 = 5/13, A2 = 5/11 and A3 = 29/61, which
comes from the fact that both the square of the com-
mutator and the variance give finite contribution to the
initial growth. Similarly to the short time behavior of
the correlation function in (17) the exponent of the cut-
off and chemical potential come from the leading order
expansion of the time evolution operator. We note that
the second term in Eq. (30) is also responsible for the
linear growth of the response function for short times and
it ensures that both the linear response and the OTOC
have to be real since H and σα are Hermitian operators,
thus the expectation value of their commutator is also
real.
For intermediate and late times, the OTOC decays in
an identical power-law fashion, shown in Fig. 4. Irrespec-
tive of the value of µ, the asymptotics of the temporal
decay looks as
Cαα(t→∞) ∼ Λ
2(d−1) sin2(ΛvFt)
t2
(
(ΛvF)
2d − µ2d)
(32)
It decays as t−2, similarly to the simple commutator and
is independent of the chemical potential and the spa-
tial dimension. The coefficient is determined by the dif-
ference between the square of the number of states at
the cutoff energy and the chemical potential. This be-
havior originates from the time-independent part of Eq.
(28) i.e., Re
[
G>d (0
+)G¯<d (0
+)
]
, the remaining terms of
the OTOC only give subleading t−4 decay. Our results
agree with those in Ref.[48].
FIG. 4. Short and late time behavior of the OTOC in one
(blue), two (red) and three (green) dimensions at ν = 0.1. For
short times, OTOC exhibits τ2 growth with a chemical po-
tential dependent prefactor. For intermediate and late times
it decays as τ−2 power-law.
We again argue that the t−2 late time decay of the
OTOC represent the typical response of Dirac–Weyl
fermions. The OTOC is decomposed as the sum of two
terms in Eq. (26), namely the square of the expectation
value of the commutator and its variance. The former
gives only a subleading t−4 decay from Eq. (18). The
latter, however, gives the dominant t−2 decay for late
times. In order to see this, we again focus on the char-
acteristic linear energy-momentum relationship of Dirac-
Weyl fermions, i.e. ελ(k) ∼ |k|. By keeping the momen-
tum dependence of the time dependent factors T (k, l) in
the variance in Eq. (27) and neglecting the wavevector
dependence of the other terms, we obtain the aforemen-
tioned t−2 decay after the d-dimensional momentum in-
tegrals. This is therefore the characteristic feature of the
OTOC in Dirac–Weyl systems.
The influence of the variance on OTOC is plotted in
Fig. 5. For short times, both the square of the expec-
tation value of the commutator and the variance scales
with t2 but former parametrically is dominant over the
latter. This is seen in Fig. 5 since the Kαα(τ)/Cαα(τ)
ratio is small for τ  1. For late times, the ratio tends
to one, independently of the chemical potential, indicat-
ing that the OTOC is dominated by the variance in this
regime.
We also investigated the temperature dependence of
the OTOC similarly to the simple commutator, but un-
like the simple commutator, the OTOC remains finite at
8FIG. 5. Ratio of the variance and OTOC as a function
of time at ν = 0.1. For τ  1, the main contribution to
OTOC comes from the square of the expectation value of the
commutator, while when τ  1 the variance dominates.
infinite temperatures. This limit is expressed with the
Green’s functions as
Cαα(t) = 4 (M
α
d )
2
G2d(t)
[
G2d(0)−G2d(t)
]
, (33)
where Gd(t) = limT→∞G<d (t) = limT→∞G
>
d (t), i.e. the
two Green’s functions are identical at infinite tempera-
ture. In this case, only the variance gives non-zero con-
tribution to the OTOC but the correlation function van-
ishes. The temperature dependence of the OTOC, ob-
tained from evaluating the integrals in Green’s function
numerically, is displayed in Fig. 6. The initial growth
and late time decay retain the original t2 and t−2 be-
havior, only the amplitude decreases smoothly with in-
creasing temperature. Note that the late time behavior
of OTOC is independent of temperature in contrast to
the simple commutator. Calculating the asymptotic time
dependence we get Cαα(t) ∼ sin2(ΛvFt)/t2 which agrees
with Eq. (32) for T = 0.
In one dimension, we compute the spatial dependence
of the OTOC at zero temperature, which is taken into ac-
count by inserting exp (i(k1 − k2 + l1 − l2)r) to Eq. (24).
Similarly to the simple commutator, due to the product
of the matrix elements, we distinguish parallel and per-
pendicular cases. The obtained results are plotted in Fig.
7. For short times, it displays t2 growth while for late
times, inside the light cone, the parallel and the perpen-
dicular directions decay identically as
FIG. 6. The temporal dynamics of the spin and density
OTOC is plotted for different temperatures in one dimension
for ν = 0. β = ΛvF/kBT denotes the inverse temperature.
The main features of Cαα(τ) remain the same with increasing
temperature, but the amplitude decreases. At the β = 0 limit
the OTOC remains finite.
C‖/⊥(r, t→∞) ∼ sin
2(Λ(vFt− r))
t2
(
(ΛvF)
2 − µ2)
+ (r → −r) . (34)
Based on our results, we can assume that the OTOC
behaves similarly in higher dimensions if we take into
account the spatial dependence.
In general, the quantum butterfly effect shows up
in systems with exponential growth of the OTOC at
short times and a large late time value2,14,50. For non-
interacting Dirac-Weyl systems, the OTOC scales with
t2 initially, i.e. with the lowest possible power and no ex-
ponential growth is identified. The late time OTOC van-
ishes which agrees with the general expectations since our
models are non-interacting without any chaotic feature.
This means the information encoded in local operators is
lost slowly through time evolution51,52. The same short
time behavior was identified in different integrable mod-
els like Heisenberg XXZ chain16, quantum Ising chain20,
and XY chain21. These models also exhibit late time
power-law decay, similarly to our findings, though the
exponents depend on the actual system.
V. SUMMARY
In this work, we have investigated the dynamics of
the expectation value of the spin and density commu-
tators and the corresponding OTOC in Dirac–Weyl sys-
tems in d = 1, 2 and 3 dimensions. These operators
9FIG. 7. The spatial and time dependent OTOC is plot-
ted in parallel (a) and perpendicular (b) case. The green
dashed line represents the ”light cone” with vF group veloc-
ity. The traces at fixed τ are shifted in the y direction thus
offering three-dimensional-like visualization. The decay inside
the light cone is a characteristic feature of slow scramblers.
We set the chemical potential ν = 0.1.
contain useful information about the electric, magnetic
and transport properties since the electric current oper-
ator is proportional to the spin. We use a sharp cut-
off scheme throughout which is rather common in con-
densed matter physics in e.g. tight-binding models, such
as for graphene. The problem at hand features two en-
ergy scales the cutoff and the chemical potential, thus we
expect three different temporal regions, namely short, in-
termediate and late times. However, we found that only
the cutoff related timescale matters and only two distinct
temporal regions need to be considered.
For the correlation function, we obtained a linear ini-
tial rise in time. In the late time regime, the commutator
decays with t−2 and its prefactor is proportional to the
difference between the density of states at the cutoff en-
ergy and the chemical potential. We found that short and
late time behavior does not change with the spatial de-
pendence in one dimension, and we expect the same for
higher dimensions. For finite temperatures the expec-
tation value of the commutator has the same temporal
behavior, although the magnitude is decreasing and at
the T →∞ limit, it completely vanishes.
The OTOC of local operators displays robust behav-
ior, mostly independent of chemical potential. For short
times, the OTOC grows with t2, the lowest possible
power, while for late times, it decays with t−2 for all
spin components, but its prefactor is determined by the
square of the number of states instead of the density of
the states. The short time behavior is determined by
both the square of the expectation value of the commu-
tator and the variance while for late times the variance
gives the dominant part. The t−2 decay for late times
is identified as the characteristic signature of Dirac-Weyl
systems and follows from the linear energy-momentum
relation. The OTOC remains finite at infinite tempera-
ture since the variance of the commutator contains terms
that are independent of temperature. The short and late
time behaviors are not altered by the spatial coordinate.
These results altogether indicate that these systems are
slow information scramblers. Our findings are essential
when the effect of other sources of information scram-
bling (interaction, disorder) are analyzed on top of the
non-interacting results.
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Appendix A: Derivation of variance for the OTOC
To obtain the expectation value of the spin commuta-
tor and the OTOC, first, we evaluate the integrals de-
fined by G
</>
d (t) in Eqs. (13) and (14). We focus on
the zero temperature case in one dimension but higher-
dimensional extensions are straightforward. It looks as
G<1 (t) =
∑
λ
∫ Λ
0
dk
2pi
e−iλvFktΘ(µ− ελ(k)), (A1)
G>1 (t) =
∑
λ
∫ Λ
0
dk
2pi
e−iλvFktΘ(ελ(k)− µ). (A2)
Assuming µ > 0, the explicit form of Green’s functions
with the dimensionless variables are
G<1 (τ) =
Λ
2pi
i
τ
[
e−iντ − eiτ ] , (A3)
G>1 (τ) =
Λ
2pi
i
τ
[
e−iτ − e−iντ ] . (A4)
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The variance term of OTOC can be expressed with
G
</>
d (t) similarly to the correlation function in Eq. (15).
Rewriting the wave vector integral with spherical coor-
dinates, we can separate the angular integrals since the
matrix elements are not containing the radial part of the
integral variables. Integrating over the matrix elements
gives Nαd which is independent from the band indices.
The remaining parts are the Fermi function and the terms
containing time evolution which are depending on the
band index and the radial component of the momentum
vector through the energy. These terms of Eq. (27) can
be split into two parts as
I1 = T (k1, k2)T (l1, l2)
(
f(k2)[1− f(l2)] +
+f(k1)[1− f(l1)]
)
(A5)
I2 = T (k1, l1)[f(k2)(1− f(l2)) + f(l2)(1− f(k2))] (A6)
Since I1 contains the product of two time dependent
terms and products of Fermi functions, we rewrite it as
I1 = −T (k1, k2)T (l1, l2)[f(k2)− f(k1)][f(l2)− f(l1)] +
+T (k1, k2)T (l1, l2) [f(k2)(1− f(l1)) + f(k1)(1− f(l2))]
(A7)
If we integrate over the radial component of the momen-
tum and make the summations over the band indices the
result matches with the square of radial integrals in the
commutator in Eq. (8). The integral of second time evo-
lution containing term in Eq. (A7) is also traced back to
the product of Green’s functions. Thus the summation
over the band indices and the integrals of I1 is written
with the Green’s functions as∑
λ1,λ2,
µ1,µ2
∫ ∞
0
dk1
2pi
∫ ∞
0
dk2
2pi
∫ ∞
0
dl1
2pi
∫ ∞
0
dl2
2pi
×
×kd−11 kd−12 ld−11 ld−12 I1 =
− (2iIm [G>d (t)G¯<d (t)])2 + 2Re [G>d (t)G¯<d (t)]×
×
∑
λ1,µ2
∫ ∞
0
dk1
2pi
∫ ∞
0
dl2
2pi
kd−11 l
d−1
2 T (k1, l2).
(A8)
We swapped variables in the last term of Eq. (A7).
The remaining two integrals gives the same result as
|G>d (t) +G<d (t)|2.
The formula of I2 in Eq. (A6) resembles closely to
the second term of Eq. (A7) except it has only one
time dependent part. Thus, if we multiply it with
limt→0+ T (k2, l2) which is 1 we get the same structure
as in Eq. (A7). This implies that the result is the same
as the last term of Eq. (A8) after the integrals and sum-
mations. Taking the t→ 0 limit, we end up with the last
term of Eq. (27) expressed with Green’s functions as
∑
λ1,λ2,
µ1,µ2
∫ ∞
0
dk1
2pi
∫ ∞
0
dk2
2pi
∫ ∞
0
dl1
2pi
∫ ∞
0
dl2
2pi
×
×kd−11 kd−12 ld−11 ld−12 I2 =
2
∣∣G>d (t) +G<d (t)∣∣2 Re [G>d (0+)G¯<d (0+)] (A9)
Substituting the result of (A8) and (A9) into Eq. (27)
and multiply it with Nαd from the angular integrals, we
obtain the variance with the Green’s functions in Eq.
(28). By inserting the explicit formula of the correspond-
ing Green’s function, we obtain the complete time depen-
dence of the OTOC.
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