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Abstrat
If N ⊆ P,Q ⊆ M are type II1 fators with N ′ ∩M = Cid and
[M : N ] < ∞ we show that restritions on the standard invariants of
the elementary inlusions N ⊆ P , N ⊆ Q, P ⊆ M and Q ⊆M imply
drasti restritions on the indies and angles between the subfators. In
partiular we show that if these standard invariants are trivial and the
onditional expetations onto P and Q do not ommute, then [M : N ]
is 6 or 6 + 4
√
2. In the former ase N is the xed point algebra for
an outer ation of S3 on M and the angle is pi/3, and in the latter
ase the angle is cos−1(
√
2 − 1) and an example may be found in the
GHJ subfator family. The tehniques of proof rely heavily on planar
algebras.
1 Introdution
Let N ⊆M be II1 fators with [M : N ] <∞. There is a "standard invariant"
for N ⊆ M whih we shall desribe using the planar algebra formalism of
[18℄. The vetor spaes Pk of N−N invariant vetors in the N−N bimodule
⊗kM admit an ation of the operad of planar tangles as in [18℄ and [20℄. In
more usual notation the vetor spae Pk is the relative ommutant N
′∩Mk−1
in the tower Mk of [15℄. The onditional expetation EN from M to N is
in P2 and generates a sub-planar algebra alled the Temperley-Lieb algebra.
In [4℄, Bish and the seond author studied the planar subalgebra of the Pk
generated by the onditional expetation onto a single intermediate subfator
N ⊆ P ⊆M . The resulting planar algebra is alled the Fuss-Catalan algebra
∗
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and was generalised by Bish and the seond author to a hain of intermediate
subfators -see also [25℄. These planar algebras are universal in that they
are always planar subalgebras of the standard invariant for any subfator
possessing a hain of intermediate subfators. If Pi ⊆ Pi+1 is the hain,
there are no restriitions on the individual inlusions of Pi in Pi+1. Moreover
the existene of the Fuss Catalan planar algebra together with a theorem
of Popa in [31℄ allows one to onstrut a "free" inreasing hain where the
individual inlusions Pi ⊆ Pi+1 have "no extra struture", i.e. their own
standard invariants are just the Temperley-Lieb algebra. Thus the standard
invariants for the Pi ⊆ Pi+1 are "deoupled" from the algebrai symmetries
oming from the existene of a hain of intermediate subfators.
In [32℄, Sano and Watatani onsidered the angle between two subfators
P ⊆ M and Q ⊆ M whih we shall here dene via the square of its o-
sine, namely the spetrum of the positive self-adjoint operator EPEQEP (on
L2(M)). In [24℄, Feng Xu and the seond author proved that niteness of the
angle (as a substet of [0, 1]) is equivalent to niteness of the index of P ∩Q
in M . If we suppose that P ∩Q is an irreduible nite index subfator of M
we might expet that the angle is "quantized", i.e. only a ertain disrete
ountable family of numbers ours-at least in a range lose to 0 and π/2.
Determining these allowed angle values is beoming a signiant question in
the abstrat theory of subfators. This paper an be onsidered a rst step
in answering that question.
In [35℄, Watatani onsidered the lattie of intermediate subfators for
a nite index inlusion and showed that if the inlusion is irreduible the
lattie is nite. He gave some onstrutions whih allowed him to realise
many simple nite latties, but even for two latties with only six elements,
the question of their realisation as intermediate subfator latties remains
entirely open.
The present paper grew out of an attempt by Dietmar Bish and the se-
ond author to extend the methods of [4℄ to attak both the angle quantization
and the intermediate lattie problems. The hope was to onstrut universal
planar algebras depending only on the lattie of intermediate subfators, and
possibly the angles between them, and use Popa's theorem to onstrut sub-
fators realising the lattie and angle values. This projet is probably sound
but it is hugely more diult in the ase where the lattie is not a hain or
the angles are not all 0 or π/2. The reason is very simple-the planar alge-
bra generated by the onditional expetations an no longer be deoupled
from the standard invariants of the elementary subfator inlusions in the
lattie. This is surprisingly easy to see. The spetral subspaes of EPEQEP
are N − N-bimodules ontained in P so that as soon as the angle operator
has a signiant spetrum the subfator N ⊆ M must have elements in its
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planar algebra that are not in the Temperley-Lieb subalgebra-a situation we
shall refer to as having "extra struture" and whih we will quantify using
the notion of supertransitivity introdued in [22℄. In partiular if there is no
extra struture the spetrum of EPEQEP an onsist of at most one number
besides 0 and 1. We will all the angle whose osine is the square root of this
number "the angle between P and Q. Or "dually" if PQP is not equal to
all of M , it is a non-trivial P − P bimodule between P and M so that the
inlusion P ⊆ M must have extra struture.
Thus we are led to the question-what are the possible pairs of subfators
P and Q in M with P ∩ Q a nite index irreduible subfator of M , for
whih the four elementary subfators N ⊆ P , N ⊆ Q, P ⊆ M and Q ⊆ M
all have no extra struture? More properly, sine we are not trying to ontrol
the isomorphism type of the individual fators, one should ask what are the
standard invariants that arise. One situation is rather easy to take are of:
if the subfators form a ommuting oommuting square in the sense of [32℄,
there is no obstrution-it was essentially observed by Sano and Watatani
that in this ase EP and EQ generate a tensor produt of their individual
Temperley-Lieb algebras. And to realise any N ⊆ P and N ⊆ Q just take
the tensor produt II1 fators. However if we assume that the subfators
either do not ommute or do not oommute, we will show in this paper the
following unexpeted result.
Theorem 1.0.1. Suppose
P ⊂ M
∪ ∪
N ⊂ Q
is a quadrilateral of subfators with
N ′ ∩ M = C , [M : N ] < ∞ and no extra struture. Then either the
quadrilateral is ommuting or one of the following two ases ours:
a) [M : N ] = 6 and N is the xed point algebra for an outer ation of S3
on M with P and Q being the xed point algebras for two transpositions in
S3. In this ase the angle between P and Q is π/3 and the full intermediate
subfator lattie is
M
N
S
RP        Q
.
(Note that the dual of this quadrilateral is a ommuting square.)
b) The subfator N is of depth 3, [M : N ] = (2 +
√
2)2 and the planar
algebra of N ⊆ M is the same as that oming from the GHJ subfator (see
[12℄) onstruted from the Coxeter graph D5 with the distinguished vertex
being the trivalent one. Eah of the intermediate inlusions has index 2 +√
2 and the angle between P and Q is θ = cos−1(
√
2 − 1). The prinipal
3
graph of N ⊆ M is * and the full intermediate subfator lattie is
M
N
R
S
P          Q P~ Q
~
where the angle between P˜ and Q˜ is also θ
but P and Q both ommute with P˜ and Q˜. Moreover [M : R] = [S : N ] = 2
and M,N,R and S form a ommuting oommuting square. The planar
algebra of N ⊆M is isomorphi to its dual-the planar algebra of M ⊆M1.
Note that from Oneanu's paragroup point of view N is the xed point
algebra of an ation of the paragroup given by the planar algebra onM . Thus
if the ambient fatorM is hypernite, Popa's theorem in [30℄ guarantees that
the subators are unique up to an automorphism of M . Also note that it is
a onsequene of the theorem that any intermediate subfator lattie with
four elements and no extra struture is a ommuting square.
Our methods rely heavily on planar algebras. Of ruial importane is
the diagram disovered by Landau for the projetion onto the produt PQ.
We give a proof of Landau's result and some general onsequenes. The
uniqueness of the subfator of index 6 + 4
√
2 mentioned in the theorem is
proved using the "exhange relation" of [26℄ - the planar algebras have a very
simple skein theory in the sense of [20℄. The no extra struture hypothesis
neessary for the theorem is in fat weaker than the one we have stated above.
For a preise statement of the required supertransitivity see 4.3.5 and 5.2.5.
The authors would like to thank Dietmar Bish and Zeph Landau for
several fruitful disussions onerning this paper.
2 Bakground.
2.1 Bimodules.
We reall some basi fats about bimodules over II1 fators. The treatment
follows [3℄. For more on this, look there and in [23℄.
Denition 2.1.1. Let M be a II1 fator. A left M-module is a pair (H, π)
where H is a Hilbert spae and π is a unital normal homomorphism from M
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into the algebra of bounded operators on H. The dimension of H over M ,
denoted dimMH, is the extended positive number given by the Murray-von
Neumann oupling onstant of π(M). Let MOP be the opposite algebra of M
(i.e. the algebra with the same underlying vetor spae but with multipliation
reversed). Then a right M-module is dened as a left MOP -module. An
M−N-bimodule is a triple (H, π, φ), where H is a Hilbert spae and π and φ
are normal unital homomorphisms from, respetively, M and NOP into the
algebra of bounded operators on H, suh that π(M) and φ(NOP ) ommute.
Suh a bimodule is denoted by MHN , or sometimes simply by H, if the ation
is understood. We write mξn for π(m)φ(n)ξ, where m ∈ M , n ∈ N , and
ξ ∈ H.
There are obvious notions of submodules and diret sums. An M − N
bimodule is in partiular both a left M-module and a left NOP -module.
Denition 2.1.2. An M −N-bimodule is binite if dimMH and dimNOPH
are both nite.
All bimodules will be assumed to be binite.
Denition 2.1.3. Let MH
1
N and MH
2
N be bimodules. The intertwiner spae,
denoted HomM−N(H1, H2), is the subspae of bounded operators from H1 to
H2 onsisting of those operators whih ommute with the bimodule ation:
T ∈ HomM−N(H1, H2) i T (mξn) = m(Tξ)n for all m ∈ M , n ∈ N ,
ξ ∈ H1.
Example 2.1.4. Let M be a II1 fator. L
2(M) is the Hilbert spae omple-
tion of M with respet to the inner produt indued by the unique normalized
trae on M . Then L2(M) is an M − M bimodule, and the left and right
ations are simply the ontinuous extensions of ordinary left and right mul-
tipliation in M . If P and Q are subfators of M , then L2(M) is a P −Q-
bimodule by restrition, and it is binite i the indies [M : P ] and [M : Q]
are nite.
Denition 2.1.5. Let MHN be a bimodule. There is a dense subspae H
0
of H, alled the spae of bounded vetors, dened by the rule that ξ ∈ H0 i
the map m 7→ mξ extends to a bounded operator from L2(M) to H. To eah
pair of bounded vetors (ξ, η) there is assoiated an element of M , denoted
〈ξ, η〉M , determined by the relation 〈mξ, η〉 = tr(m〈ξ, η〉M).
Remark 2.1.6. It is in fat also true that ξ ∈ H0 i the map n 7→ nξ
extends to a bounded operator from L2(N) to H.
5
Remark 2.1.7. Let M be a II1 fator, and onsider L
2(M) as a bimodule
over a pair of nite index subfators as in Example 2.0.5. Then L2(M)0 is
simply the image of M in L2(M).
Denition 2.1.8. Let MHN and NKP be bimodules. There is an M − P
bimodule, denoted (MHN) ⊗N (NKP ), alled the relative tensor produt, or
fusion, of MHN and NKP , whih is haraterized by the following property:
there is a surjetive linear map from the algebrai tensor produt H0⊙K0 to
((MHN)⊗N (NKP ))0, ξ⊗η 7→ ξ⊗N η satisfying the following three onditions:
(i) ξn⊗N η = ξ ⊗N nη
(ii) m(ξ ⊗N η)p = (mξ)⊗N (ηp)
(iii) 〈ξ ⊗N η, ξ′ ⊗N η′〉M = 〈ξ〈η, η′〉M , ξ′〉M
(for all m ∈M , n ∈ N , and p ∈ P ).
Remark 2.1.9. Among the properties enjoyed by fusion are: it is distribu-
tive over diret sums, it is assoiative, and it is multipliative in dimension:
dimM(MHN ⊗N NKP ) = (dimM H)(dimN K).
Let N ⊂ M be an inlusion of II1 fators with nite index. L2(N) an
be identied with a subspae of L2(M). Let e1 denote the orresponding
projetion on L2(M), and let M1 be the von Neumann algebra generated by
M and e1. Then M1 is a II1 fator and [M1 : M ] = [M : N ]. This proedure
is alled the basi onstrution [15℄. Reall that the spae of bounded vetors
in L2(M) an be identied with M . e1 leaves this spae invariant, induing
a trae-preserving expetation of M onto N .
Iterating the basi onstrution we get a sequene of projetions e1, e2...,
and a tower of algebras M−1 ⊂ M0 ⊂ M1 ⊂ M2 ⊂ ..., where M−1 = N ,
M0 = M , ek is the projetion onto L
2(Mk−2) in B(L2(Mk−1)), and Mk is
the von Neumann algebra generated by Mk−1 and ek, for k ≥ 1. Restriting
the tower to those elements whih ommute with N , we get a tower of nite
dimensional algebras, alled the tower of relative ommutants N ′ ∩Mk.
Eah L2(Mk), k ≥ 0 is an N −N bimodule, and
Proposition 2.1.10. L2(Mk) ∼= L2(M) ⊗N ... ⊗N L2(M), (k + 1 fators),
as an N − N bimodule. Moreover, HomN−NL2(Mk) ∼= N ′ ∩ M2k+1. So
an N − N bimodule deomposition of L2(M) ⊗N ... ⊗N L2(M),(k + 1 fa-
tors), orresponds to a deomposition of the identity in N ′ ∩M2k+1. Under
this orrespondene projetions in N ′ ∩M2k+1 orrespond to submodules of
L2(M) ⊗N ... ⊗N L2(M),(k + 1 fators), minimal projetions orrespond to
irreduible submodules (those whih have no proper nonzero losed submod-
ules), and simple summands of N ′∩M2k+1 to equivalene lasses of irreduible
submodules.
6
2.2 Planar algebras.
In [18℄ a diagrammati alulus was introdued as an axiomatisation and
alulational tool for the standard invariant of a nite index subfator. We
will use it heavily in this paper so we reall some of the essentials The spe-
i uses of the alulus in this paper make possible a ouple of simplifying
onventions for the pitures.
In its most reent formulation in [22℄ a planar algebra P onsists of vetor
spaes P±k indexed by a non-negative integer n and a sign + or −. For the
planar algebra of a subfator N ⊆M , P+k = N ′ ∩Mk−1 and P−k = M ′ ∩Mk.
The vetor spaes P±k form an algebra over the planar operad whih means
that there are multilinear maps between the P±k indexed by planar tangles.
A planar k-tangle T onsists of
(i) The unit dis D0 with 2k distinguished boundary points, a nite num-
ber of disjoint interior diss Dj ⊂ D0 for k ≥ 0, eah with an even number
of distinguished boundary points, and smooth disjoint urves alled strings,
in D0 meeting the Dj exatly (transversally) in the distinguished boundary
points.
(ii) A blak and white shading of the regions of T whose boundaries onsist of
the strings and the boundaries of the diss between the distinguished points.
Regions of the tangle whose losures interset are shaded dierent olours.
(iii) For eah dis Dj there is a hoie of distinguished boundary interval
between two adjaent distinguished points.
An example of a k-tangle is shown below (where we have used a ∗ near a
boundary interval to indiate the hosen one).
2 D
*
5
D
D
D3
4
1
D6
*
2
 *
*
*
*
*
D
The multilinear map assoiated to the k-tangle T goes from the produt
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of the P±kj for eah internal dis where k is half the number of boundary points
for Dj to P
±
k , the signs being hosen + if the distinguised boundary region is
shaded and − if it is unshaded. The axioms of a planar algebra are that the
multilinear maps be independent of isotopies globably xing the boundary of
D0 and ompatible with the gluing of tangles in a sense made lear in [18℄.
To indiate the value of a tangle on its arguments one simply inserts the
arguments in the internal diss. This notation for an element of Pk is alled
a labelled tangle. For instane for x ∈ P+3 , y ∈ P+2 and a, b, c, d ∈ P−2 , the
labelled tangle below is the element of P+4 obtained by applying the multilin-
ear map dened by the tangle above to the elements x, y, a, b, c, d aording
to the diss in whih they are plaed.
2
*
c
*
*
*
 *
*
x
y
ba
d
*
We refer to [18℄ for details on the meaning of various tangles and the fat
that the standard invariant of a subfator is a planar algebra. Reall that
losed strings in a tangle an always be removed, eah one ounting for a
multipliative fator of the parameter δ whih is the square root of the index
for a subfator planar algebra.
To avoid both the shading and the marking of the distinguished boundary
interval we will adopt the following onvention:
All diss will be replaed by retangles alled boxes". The distinguished
boundary points will be on a pair of opposite edges of eah box, alled the top
and bottom. Labels will be well hose letters whih have a top and bottom
whih will allow us to say whih edge is top and whih is bottom. The
distinguished interval will be supposed shaded and always be between the
rst and seond strings on the top of a box. This allows us to put elements
of P+k in the boxes so we further adopt the onvention that if t is in P
−
k it will
be inserted at right angles to the top-bottom axis of its retangle, whih is
to be interpreted as an internal dis whose distinguished (unshaded) interval
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is the edge of the retangle to whih the letter points upwards.
Thus the two diagrams below, with a ∈ P−2 and b, e ∈ P+2 represent the
same thing aording to our onvention.
b
e
a *
*
e
*
b
a
*
We will also from time to time simplify the diagrams further by suppress-
ing the outside retangle. Thus both the above pitures are the same as the
one below:
b
e
a
3 Generalities.
3.1 Multipliation.
Let N ⊂ M be an irreduible inlusion of II1 fators with nite index, and
suppose that P and Q are intermediate subfators of this inlusion. Following
Sano and Watatani [32℄ , we say that N ⊂ P,Q ⊂ M is a quadrilateral if
(P ∪ Q)′′ = M and P ∩ Q = N . (There is no real loss of generality here
sine in any ase we an restrit our attention to (P ∪ Q)′′ and P ∩ Q.) If
N ⊂ P,Q ⊂ M is a quadrilateral, there is also a dual quadrilateral M ⊂
P¯ , Q¯ ⊂ M1, where M1 as usual is the extension of M by eN and P¯ and Q¯
are the extensions of M by eP and eQ respetively.
Proposition 3.1.1. The multipliation map from P ⊗N Q to M extends to
a surjetive N −N bimodule intertwiner from L2(P )⊗N L2(Q) to L2(PQ).
Proof. The extension is simply (a salar multiple of) the omposition
L2(P )⊗N L2(Q)→ L2(M)⊗N L2(M) ∼= L2(M1)→ L2(M)
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where the rst map is the tensor produt of the inlusions and the last map
is the onditional expetation eM .
Corollary 3.1.2. L2(PQ) is isomorphi as an N − N bimodule to a sub-
module of L2(P )⊗N L2(Q).
Remark 3.1.3. In a similar way we an dene a multipliation map from
⊗kN (L2(P )⊗N L2(Q)) to L2((PQ)k) for any k.
3.2 Comultipliation.
Let N ⊂ M be an irreduible inlusion of II1 fators with nite index.
(Irreduible here means that N ′ ∩M ∼= C). Consider also the dual inlusion
M ⊂M1.
Proposition 3.2.1. The rst relative ommutants N ′ ∩ M1 and M ′ ∩M2
have the same vetor spae dimension, and the map φ : N ′∩M1 →M ′∩M2,
a 7→ δ3EM ′(ae2e1), is a linear isomorphism with inverse a 7→ δ3EM1(ae1e2),
where δ = [M : N ]
1
2
and EM ′,EM1 are the onditional expetations of N
′∩M2
onto M ′ ∩M2 and N ′ ∩M1 respetively.
Remark 3.2.2. In the planar piture, φ is simply a 7→ a .
Pulling bak the multipliation in M ′ ∩M2 via φ gives a seond multi-
pliation on N ′ ∩M1. Using the inner produt given by the trae one may
identify the vetor spae N ′∩M1 with its dual and the seond multipliation
may thus be pulled bak to the dual. If the depth of the subfator is 2 this
multipliation on the dual indues a Hopf algebra struture on N ′ ∩M1, but
in general this does not work. We will abuse terminology by alling the se-
ond multipliation on N ′ ∩M1 omultipliation" and use the symbol ◦ for
it.
Denition 3.2.3. Let a and b be elements of N ′ ∩ M1. Then a ◦ b =
φ−1(φ(b)φ(a)) = δ9EM1(EM ′(be2e1)EM ′(ae2e1)e1e2). Diagrammatially, a ◦ b
is given by the piture
a b
.
Remark 3.2.4. Dually, there is a omultipliation on M ′∩M2, also denoted
by ◦, dened by pulling bak the multipiation via φ−1. Consequently, all of
the formulas involving omultipliation have dual versions.
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If V is a vetor subspae of M whih is losed under left and right mul-
tipliation by elements of N , then the losure of the image of V in L2(M)
is an N − N submodule of L2(M), denoted by L2(V ), and the orrespond-
ing projetion (neessarily in N ′ ∩M1) by eV . Conversely, any projetion
in N ′ ∩M1 is of the form eV for a strongly losed N − N submodule V of
M , whih is self-adjoint and multipliatively losed i V is an intermediate
subfator. Bish has shown that if e is an arbitrary projetion in N ′ ∩M1,
then e is of the form eP for an intermediate subfator P i e ommutes with
the modular onjugation on L2(M) and e ◦ e is a salar multiple of e([2℄). In
that ase we all e a biprojetion.
NOTATION: In the planar algebra pitures, diss will be labelled simply
by V instead of eV .
Note that the set of biprojetions inherits a partial order fron the interme-
diate subfator lattie. In partiualr, e1 = eN = eNeP for any intermediate
subfator P . We will need the following tehnial result:
Lemma 3.2.5. Suppose that eP ∈ N ′ ∩ M1 is an intermediate subfator
projetion. Let P¯ =< M, eP >⊆ M1, with orresponding projetion eP¯ in
L2(M1). Then EP¯ (e1) = δ
−2tr(eP )−1eP .
Proof. Let x and y be elements of M . Then
tr(e1xeP y) = tr(e1ePxeP y) = tr(e1EP (x)y) = δ
−2tr(EP (x)y) =
δ−2tr(eP )−1tr(ePEP (x)y) = δ−2tr(eP )−1tr(ePxeP y).
Lemma 3.2.6. With notation as above, φ(eP ) = P = δtr(eP )eP¯ .
Proof. We have φ−1(eP¯ ) = δ
3EM1(eP¯e1e2) = δ
3EM1(eP¯ e1eP¯e2) =
δ3EM1(EP¯ (e1)e2) = δ
3EP¯ (e1)EM1(e2) = δ
3δ−2tr(eP )−1eP δ−2 =
δ−1tr(eP )−1eP . Applying φ to both sides of the equation gives the result.
Let P and Q be intermediate subfators of the inlusion N ⊂M with or-
responding projetions eP and eQ. Then P¯ = 〈M, eP 〉 and Q¯ = 〈M, eQ〉 are
intermediate subfators of the dual inlusion M ⊂ M1, with orresponding
projetions eP¯ and eQ¯ in M
′ ∩M2.
The following result is due to Zeph Landau:
Theorem 3.2.7. (Landau) eP ◦ eQ = δtr(ePeQ)ePQ.
Proof. We have eP ◦ eQ = φ−1(φ(eQ)φ(eP )) = δ2tr(eQ)tr(eP )φ−1(eQ¯eP¯ ) =
δ5tr(eQ)tr(eP )EM1(eQ¯eP¯e1e2).
By a small abuse of notation, we shall identifyM with its image in L2(M).
Let x ∈M . For any a ∈ N ′∩M1, we have a(x) = δ2EM(axe1). In partiular,
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eP ◦ eQ(x) = δ5tr(eP )tr(eQ)EM1(eQ¯eP¯ e1e2)(x) =
δ7tr(eP )tr(eQ)EM(eQ¯eP¯ e1e2xe1). Let y be another element of M . Then
tr(eQ¯eP¯ e1e2xe1y) = tr(eP¯e1eP¯ e2xe2eQ¯e1eQ¯y)
= δ−4tr(eP )−1tr(eQ)−1tr(eP e2xeQy) (by 3.2.5 )
= δ−6tr(eP )−1tr(eQ)−1tr(ePxeQy).
Thus EM(eQ¯eP¯ e1e2xe1) = δ
−6tr(eP )−1tr(eQ)−1 and eP◦eQ(x) = δEM(ePxeQ).
So if x = pq, with p ∈ P and q ∈ Q, then eP ◦ eQ(x) = δEM(ePxeQ) =
δEM (ePeQ)x = δtr(ePeQ)(x).
To nish the proof, it sues to show that eP ◦eQ vanishes on the orthog-
onal omplement of L2(PQ), or equivalently, that if tr(xqp) = 0 for all p ∈
P, q ∈ Q then EM(ePxeQ) = 0. So suppose tr(xqp) = 0 for all p ∈ P, q ∈ Q.
Let {pi},{qj} be Pimsner-Popa bases over N for P and Q, respetively. Then
eP =
∑
pie1p
∗
i and eQ =
∑
qieNq
∗
i . Suppose y ∈ M . For any i, j, we have:
tr(pie1p
∗
ixqje1q
∗
j y) = δ
−2tr(p∗ixqiEN (q
∗
j ypi)) = δ
−2tr(xqiEN(q∗j ypi)p
∗
i ) = 0.
This implies that EM (ePxeQ) = 0.
Corollary 3.2.8. ePQ(M) = PQ.
Proof. From the proof we have ePQ(x) = tr(eP eQ)
−1EM(ePxeQ). Moreover
eP =
∑
pie1p
∗
i and eQ =
∑
qieNq
∗
i with the same notation as in 3.2.7. We
see that ePQ(M) ⊂ PQ.
Corollary 3.2.9. PQ is strongly losed in M .
Proof. Sine ePQ is strongly ontinuous and the identity on PQ, ePQ is the
identity on the strong losure of PQ.
Lemma 3.2.10. Let a ∈ N ′ ∩M1. Then a = a = δtr(a).
Proof. Labelled tangles with two boundary points are elements of N ′ ∩M ,
whih by irreduibility must be salars.
So
a = tr( a ) = δ−1tr( a ) = δtr(a).
One orollary of 3.2.7 is the following multipliation formula:
Proposition 3.2.11. tr(ePQ)tr(eP eQ) = tr(eP )tr(eQ).
Proof. δtr(ePQ)tr(eP eQ) = tr( P Q ) = δ−2 P Q
= δ−2( P )( Q )( ) = δtr(eP )tr(eQ).
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Corollary 3.2.12. tr(ePQ) = tr(eQP ).
And another trae formula:
Lemma 3.2.13. tr(eP eQ) =
1
dimML2(P¯ Q¯)
.
Proof.
1
dimML2(P¯ Q¯)
=
1
δ2tr(eP¯ Q¯)
=
tr(eP¯ eQ¯)
δ2tr(eP¯ )tr(eQ¯)
, by the (dual version of)
the multipliation formula. By 3.2.6 eP¯ =
1
δtr(eP )
φ(eP ), so that beomes
1
dimML2(P¯ Q¯)
=
1
δ4tr(eP¯ )tr(eQ¯)tr(eP )tr(eQ)
tr(φ(eP )φ(eQ)) = tr(φ(eP )φ(eQ))
= δ−2 P Q . On the other hand, P Q = δ3tr(e1(eP ◦ eQ)e1) =
δ4tr(ePeQ)tr(e1) = δ
2tr(eP eQ). Combining these two equations gives the
result.
We mention one more formula whih we will need later.
Lemma 3.2.14. tr(ePQeQP ) = (δtr(ePQ))
2tr((eP¯eQ¯eP¯ )
2).
Proof. By 3.2.7 , tr(ePQeQP ) =
tr((eP ◦ eQ)(eQ ◦ eP ))
(δtr(ePeQ))(δtr(eQeP ))
=
1
δ4(tr(eP eQ))2
QP
Q P
. On the other hand, by 3.2.6 , tr((eP¯ eQ¯eP¯ )
2) = tr(eP¯ eQ¯eP¯eQ¯) =
1
δ4tr(eP )2tr(eQ)2 P
P
Q
Q
=
1
δ6tr(eP )2tr(eQ)2
Q
P
Q
P
. By [2℄ the 2-box for
a biprojetion is invariant under rotation by π, so the two trae pitures are
the same. Combining these two equations then gives tr(ePQeQP )
= δ2
tr(eP )
2tr(eQ)
2
tr(eP eQ)2
tr((eP¯ eQ¯eP¯ )
2), whih by 3.2.11 equals
(δtr(ePQ))
2tr((eP¯eQ¯eP¯ )
2).
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3.3 Commuting and oommuting quadrilaterals.
Following Sano and Watatani [32℄ we onsider the ondition that a quadrilat-
eral forms a ommuting square, whih means that ePeQ = eQeP . A quadrilat-
eral is alled a oommuting square if the dual quadrilateral is a ommuting
square.
Lemma 3.3.1. Let N ⊂ P,Q ⊂ M be a quadrilateral of II1 fators, where
N ⊂ M is an irreduible nite-index inlusion. Consider the multipliation
map of 3.1.1 from L2(P )⊗N L2(Q) to L2(PQ). The quadrilateral ommutes
i this map is injetive and oommutes i the map is surjetive.
Proof. The quadrilateral ommutes i ePeQ = eQeP i eP eQ = eN . By
3.2.11 this is equivalent to
1
[M : N ]
= tr(eN ) = tr(eP eQ) =
tr(eP )tr(eQ)
tr(ePQ)
, or
dimNL
2(PQ) = [M : N ]tr(ePQ) = [M : N ]
2tr(eP )tr(eQ) =
dimNL
2(P )dimNL
2(Q). But by 3.1.2 L2(PQ) is isomorphi to a submodule
of L2(P ) ⊗N L2(Q), so the two have the same N-dimension i they are in
fat isomorphi, whih is equivalent to the injetivity of the multipliation
map.
The quadrilateral oommutes i eP¯ Q¯ = eQ¯P¯ = eM . By 3.2.13 , this
is equivalent to dimNL
2(PQ) = 1
tr(eP¯ Q¯)
= 1
tr(eM )
= dimNL
2(M), whih is
learly equivalent to L2(PQ) = L2(M), or ePQ = 1.
Corollary 3.3.2. The quadrilateral ommutes i
dimNL
2(PQ) = dimN (L
2(P )⊗N L2(Q)) = [P : N ][Q : N ]
.
Corollary 3.3.3. The quadrilateral oommutes i L2(PQ) = L2(QP ).
Proof. If the quadrilateral oommutes, then L2(PQ) = L2(M) = L2(QP ).
Conversely, if L2(PQ) = L2(QP ), then ePQ = eQP . By 3.2.7 ePQ is a salar
multiple of eP ◦ eQ, so ePQ ◦ ePQ is a salar multiple of (eP ◦ eQ) ◦ (eP ◦ eQ) =
eP ◦ (eQ ◦ eP ) ◦ eQ = eP ◦ (eP ◦ eQ) ◦ eQ = (eP ◦ eP ) ◦ (eQ ◦ eQ), whih is
a salar multiple of eP ◦ eQ. This implies that ePQ is a biprojetion. The
orresponding subfator has to ontain both P and Q so is all of M . So
L2(PQ) = L2(M) and the quadrilateral oommutes.
In fat one doesn't need the Hilbert spae ompletion for this:
Theorem 3.3.4. Let N ⊂ P,Q ⊂M be a quadrilateral of II1 fators, where
N ⊂ M is an irreduible nite-index inlusion. Consider the multiplia-
tion map from the (algebrai) bimodule tensor produt P ⊗N Q to M . The
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quadrilateral ommutes i this map is injetive and oommutes i the map
is surjetive.
Proof. (a) Injetivity. If the algebrai map from P ⊗N Q to M has a kernel
then it is obvious that the L2 map does. On the other hand the kernel K of the
L2 map µ is a losed N-N sub-bimodule of L2(M1) (under the isomorphism
of L2(M) ⊗N L2(M) with L2(M1), and by the form of elements in the rst
relative ommutant the orthogonal projetion onto K sends M1 to itself so
there are elements of M1 in kerµ. Moreover sine M1 ∼= M ⊗N M the map
EP ⊗ EQ produes an element of ker µ in PeNQ.
(b)Surjetivity. The algebrai map is surjetive i PQ = M . Clearly
PQ = M implies L2(PQ) = L2(M). Conversely if L2(PQ) = L2(M), ePQ is
the identity so M = PQ by 3.2.8.
Remark 3.3.5. Sano and Watatani have already shown that the quadrilateral
is a oommuting square i PQ = M under the additional hypothesis that
the quadrilateral is a ommuting square[32℄.
4 No extra struture
4.1 Denition
Let N ⊂M be an inlusion of II1 fators with assoiated tower M−1 ⊂M0 ⊂
M1 ⊂ ..., where M−1 = N , M0 = M , and Mk+1, k ≥ 0 is the von Neumann
algebra on L2(Mk) generated by Mk and ek+1, the projetion onto L
2(Mk−1).
Eah ek ommutes with N , so {1, e1, .., ek} generates a *-subalgebra, whih
we will all TLk+1, of the k
th
relative ommutant N ′ ∩Mk.
To motivate the following denition (whih rst ours in [22℄) onsider
the ase where N = RG,M = RH where G is a nite group of outer automor-
phisms of the II1 fator R. It is well known that, as a vetor spae, N
′ ∩Mk
is the set of G−invariant funtions on Xk+1 where X = G/H . Thus the
transivity of the ation of G on X is measured by the dimension of N ′ ∩Mk
- an ation is k + 1-transitive if its dimension is the same as that for the
full symmetri group SX . Moreover any funtion invariant under SX is ne-
essarily invariant under G so the relative ommutants for RG ⊆ RH always
ontain a opy of those oming from SX . The invariants under SX in this
ontext are sometimes alled the partition algebra so transivity (or rather
lak of it) is measured by how muh bigger N ′ ∩Mk is than the partition
algebra. Now for a general subfator N ⊆ M a similar situation ours:
N ′ ∩Mk aways ontains TLk+1. Sine this is, for k > 3, stritly smaller in
dimension than the partition algebra we see that if we think of subfators as
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"quantum" spaes G/H they might be "more transitive" than nite group
ations.
Denition 4.1.1. Call a nite-index subfator N ⊆ M k-supertransitive
(for k > 1) if N ′ ∩Mk−1 = TLk. We will say N ⊆M is supertransitive if it
is k-supertransitive for all k.
Sine dimTLk is the same as the partition algebra for k = 1, 2, 3 it is
natural to all a 1, 2 or 3-supertransitive subfator transitive, 2-transitive or
3-transitive respetively.
Remark 4.1.2. N ⊆M is transitive i it is irreduible, i.e. N ′∩M ∼= C, it
is 2-transitive i the N −N bimodule L2(M) has two irreduible omponents
and 3-transitive i dimN ′∩M2 ≤ 5. Supertransitivity of N ⊆M is the same
as saying its prinipal graph is An for some n = 2, 3, 4, ...,∞.
Lemma 4.1.3. Suppose N ⊂M is supertransitive. If [M : N ] ≥ 4 then there
is a sequene of irreduible N −N bimodules V0, V1, V2... suh that L2(N) ∼=
V0, L
2(M) ∼= V0 ⊕ V1, and Vi ⊗ Vj ∼= ⊕i+jk=|i−j|Vk. If [M : N ] = 4cos2(πn)
then the sequene terminates at Vl, where l = [
n−2
2
], and the fusion rule is:
Vi ⊗ Vj ∼= ⊕(
n−2
2
)−|(n−2
2
)−(i+j)|
k=|i−j| Vk. (see [5℄ )
In either ase, we have dimN Vk = [M : N ]
kT2k+1(
1
[M : N ]
), where {Tk(x)}
is the sequene of polynomials dened reursively by T0(x) = 0, p1(x) = 1,
and Tk+2(x) = Tk+1(x)− xTk(x).
Corollary 4.1.4. dimNV1 = [M : N ]− 1 and
dimNV2 = [M : N ]
2 − 3[M : N ] + 1.
Remark 4.1.5. If N ⊂M is 2k-supertransitive, then there is a sequene of
irreduible bimodules V0, ..., Vk for whih the above fusion rules and dimension
formula hold as long as i+ j ≤ k.
Now let N ⊆ P,Q ⊆ M be a quadrilateral of nite index subfators.
We will all the four subfators N ⊆ P ,N ⊆ Q,P ⊆ M , and Q ⊆ M the
elementary subfators.
Denition 4.1.6. A quadrilateral as above will be said to have no extra
struture if all the elementary subfators are supertransitive.
Example 4.1.7. Let G = S3 and let H and K be distint two-element sub-
groups of G. Given an outer ation of G on a II1 fator M , let N = M
G
,
and let P = MH and Q = MK . Then N ⊂ P,Q ⊂M is a quadrilateral whih
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oommutes (sineM ′∩M2 ∼= l∞(G) is Abelian) but does not ommute (sine
HK 6= KH).
This quadrilateral has no extra struture sine the permutations ations
of S2 and S3 are as transitive as possible. The dual quadrilateral also has no
extra struture.
4.2 Consequenes of supertransitivity.
Let N ⊂ P,Q ⊂ M be a quadrilateral of II1 fators, where N ⊂ M is an
irreduible inlusion with nite index. We also have the dual quadrilateral
M ⊂ P¯ , Q¯ ⊂M1. Let N ⊂ P ⊂ P1... be the tower for N ⊂ P , and similarly
for Q.
Lemma 4.2.1. If N ⊆ P and N ⊆ Q are 2-transitive and the quadrilateral
does not ommute then L2(P ) ∼= L2(Q) as N − N-bimodules, and therefore
[P : N ] = [Q : N ].
Proof. By 4.1.2 write L2(P ) = L2(N) ⊕ V , where V is an irreduible N −
N bimodule. Similarly L2(Q) = L2(N) ⊕W , for some irreduible N − N
bimodule W . Sine eP eQ is an N − N intertwiner of L2(M) whih xes
L2(N), leaves L2(N)⊥ invariant and whose range is ontained in L2(P ), it
maps W into V . Sine W is irreduible, ker(ePeQ|W ) must either be zero or
all of W . The former is impossible sine that would imply eP eQ = eN , whih
is ontrary to our assumption that the quadrilateral does not ommute. Thus
V ∼= W , and dimNV = dimNW .
Corollary 4.2.2. L2(P )⊗N L2(Q) ∼= L2(P )⊗N L2(P ) ∼= L2(P1).
Lemma 4.2.3. If P ⊆M is 2-transitive then L2(PQP ) = L2(M).
Proof. By 4.1.2 write L2(M) ∼= L2(P ) ⊕ W for some irreduible P − P
bimodule W . Sine L2(PQP ) is a P − P submodule of L2(M) whih is
stritly larger than L2(P ), it must in fat be equal to L2(M).
Remark 4.2.4. Suppose all of the elementary inlusions of the quadrilateral
are 2k-supertransitive for some k ≥ 1. Then the elementary inlusions of
the dual quadrilateral are also 2k-supertransitive. Putting together 3.1.3,
4.2.3, and 4.2.1, we nd that as an N − N bimodule, L2(M) is a quotient
of ⊗3NL2(P ). If k ≥ 3 then the irreduible submodules of L2(M) belong
to {V0, V1, V2, V3}, where the {Vi} are as in 4.1.5 for the 6-supertransitive
inlusion N ⊂ P . Similarly, as an M −M-bimodule, L2(M1) is a quotient
of ⊗3ML2(P¯ ). We will write U0, U1 et. for the irreduible M −M bimodules
ourring in the deomposition of the rst k tensor powers of L2(P¯ ).
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For onveniene we state the following rewording of a lemma in [29℄ whih
we will be using repeatedly:
Lemma 4.2.5. If the N − N-bimodule deomposition of L2(M) ontains k
opies of the N − N-bimodule R, then k ≤ dimNR. In partiular, L2(M)
ontains only one opy of L2(N).
Proof. NL
2(M)N ∼= (NL2(M)M ) ⊗M (ML2(M)N ), so if NL2(M)N ontains
k opies of R, then by Frobenius reiproity R ⊗N (NL2(M)M ) ontains k
opies of the N −M bimodule NL2(M)M , whih implies that
dimN (R⊗N NL2(M)M ) = dimN(R)[M : N ] ≥ kdimN (NL2(M)M)
= k[M : N ].
Lemma 4.2.6. If N ⊆ P and N ⊆ Q are 4-supertransitive and the quadri-
lateral does not ommute then the N − N-bimodule L2(PQ) isomorphi to
one of the following: V0 ⊕ 2V1⊕ V2, V0⊕ 3V1⊕ V2, or V0 ⊕ 3V1, where the Vi
are as in 4.1.3 (for the 4-supertransitive inlusion N ⊂ P ).
Proof. By 3.1.2, L2(PQ) is isomorphi to a submodule of L2(P1). A deom-
position of L2(P1) into N − N-submodules orresponds to a deomposition
of the identity in N ′ ∩ P3.
If dim(N ′ ∩ P3) = 14 then N ′ ∩ P3 ∼= M2(C) ⊕M3(C) ⊕ C, where the
rst summand orresponds to V0, the seond to V1, and the third to V2. So
L2(P1) ∼= 2V0⊕3V1⊕V2. By 4.2.5 , L2(PQ) ontains only one opy of L2(N).
Also, by 4.2.1 , L2(Q) ∼= L2(P ), but L2(P ) 6= L2(Q) so L2(PQ) ontains at
least two opies of V1. It is impossible that L
2(PQ) ∼= V0 ⊕ 2V1, sine that
would imply that L2(PQ) = L2(P + Q) = L2(QP ) = L2(M), whih would
imply that [M : P ] =
dimNL
2(M)
dimNL2(P )
< 2. That leaves the three possibilities
above. If dim(N ′∩P3) < 14 then the argument is essentially the same, exept
there is no V2, so only one possibility remains.
4.3 Coommuting quadrilaterals with no extra stru-
ture.
NOTATION: from now on the supertransitivity hypotheses will
guarantee that [M : P ] = [M : Q]. We introdue the following
notational onventions:
[M : P ] = β, [P : N ] = α, [M : N ] = γ = 1/τ
whih we will use without further mention.
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Lemma 4.3.1. If N ⊂ P and N ⊂ Q are 2-transitive, then eP eQeP =
eN + λ(eP − eN ), where λ =
tr(eP¯ Q¯)
−1 − 1
[P : N ]− 1 .
Proof. That eP eQeP = eN +λ(eP − eN) for some λ follows from the fat that
eP eQeP is an N − N intertwiner of L2(P ) ∼= V0 ⊕ V1 whih is the identity
on L2(N). To ompute λ , note that tr(eP eQeP ) = tr(eN) + λtr(eP − eN ) =
1
γ
+ λ
α− 1
γ
. Solving for λ and using tr(eP eQeP ) =
1
γtr(eP¯ Q¯)
(by 3.2.13)
ompletes the proof.
Corollary 4.3.2. tr((ePeQeP )
2) =
1 + λ2([P : N ]− 1)
[M : N ]
.
Lemma 4.3.3. If the quadrilateral oommutes and eP¯ Q¯eQ¯P¯ = eQ¯P¯ eP¯ Q¯ then
dimML
2(P¯ Q¯+ Q¯P¯ ) =
[M : P ]2(2− [M : P ]
[P : N ]
(1 + (
[P : N ]− [M : P ]
[M : N ]− [M : P ])
2([P : N ]− 1))).
Proof. Sine eP¯ Q¯eQ¯P¯ = eQ¯P¯ eP¯ Q¯, dimML
2(P¯ Q¯+Q¯P¯ ) = γ(2tr(eP¯ Q¯)−tr(eP¯ Q¯eQ¯P¯ )).
Sine the quadrilateral oommutes,
tr(eP¯ Q¯) =
dimML
2(P¯ Q¯)
γ
=
dimML
2(P¯ )dimML
2(Q¯)
γ
=
α2
γ
=
β
α
.
By (the dual version of) 3.2.14 , tr(eP¯ Q¯eQ¯P¯ ) = (δtr(eP¯ Q¯))
2tr((eP eQeP )
2) =
tr(eP¯ Q¯)
2(1 + λ2(α− 1)) = (β
α
)2(1 + λ2(α− 1)). Also, sine tr(eP¯ Q¯) =
β
α
, we
have λ =
α− β
γ − β . Putting all this together gives the result.
Corollary 4.3.4. In the speial ase that [M : P ] = [P : N ]−1, the formula
beomes dimML
2(P¯ Q¯ + Q¯P¯ ) = [M : P ]2 + [M : P ]− 1
Theorem 4.3.5. If the quadrilateral oommutes but does not ommute, and
N ⊆ P and N ⊆ Q are 4-supertransitive then N is the xed point algebra of
an outer S3 ation on M .
Proof. Sine the quadrilateral does not ommute, L2(P ) ∼= L2(Q) as N −N-
bimodules, by 3.3.3 . Sine the quadrilateral oommutes, L2(M) = L2(PQ),
and sine N ′ ∩ P3 ≤ 14, by 4.2.6 the isomorphism type of L2(M) is one of:
V0⊕2V1⊕V2, V0⊕3V1⊕V2, or V0⊕3V1. For eah of these ases we an expliitly
ompute β as a funtion of α using the formula β =
γ
α
=
dimNL
2(M)
α
and
the dimension formulas of 4.1.4 .
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Case 1: L2(M) ∼= V0 ⊕ 3V1 ⊕ V2
In this ase, [P¯ : M ] = β =
dimNL
2(M)
α
=
1 + 3(α− 1) + α2 − 3α+ 1
α
=
α− 1
α
. Sine the quadrilateral oommutes, by 3.3.2 dimM (L
2(P¯ Q¯)) = ([P :
N ]− 1
α
)2. But then the dimension of its orthogonal omplement (in L2(M1))
is dimML
2(M1) − dimML2(P¯ Q¯) = [P : N ]2 − 1 − (α − 1
α
)2 = 1 − 1
α2
< 1,
whih is impossible by 4.2.5 .
Case 2: L2(M) ∼= V0 ⊕ 3V1
In this ase, β =
1 + 3(α− 1)
α
= 3− 2
α
, whih neessarily equals 4cos2 π
5
.
(The only other admissible index value less than three is two, but that would
imply that the total index is four and then the quadrilateral would ommute.)
Then we have the identity β2 = 3β−1, and α = 2β. Sine L2(M) ∼= V0⊕3V1,
any intermediate subfator must have index equal to
1 + 3(α− 1)
1 + k(α− 1) for k = 1
or k = 2. So to eliminate this ase it sues to nd a proper subfator of
M with an integer valued index, for whih it sues to nd an M − M-
submodule of L2(M1) whose dimension over M is 1.
L2(P¯ + Q¯) has M-dimension 2dimML
2(P¯ )− dimML2(M) = 2β − 1. Its
orthogonal omplement in L2(P¯ Q¯), whih we shall all T , has M-dimension
dimML
2(P¯ Q¯)− dimML2(P¯ + Q¯) = β2 − (2β − 1) = β. Sine β < 3, if T is
reduible, one of its irreduible omponents must have M-dimension 1, and
we are nished. Similarly, if T ′, the orthogonal omplement of L2(P¯ + Q¯) in
L2(Q¯P¯ ), is reduible then we get a submodule of M-dimension 1.
If T and T ′ are both irreduible, then L2(P¯ Q¯) ∩ L2(Q¯P¯ ) = L2(P¯ + Q¯).
Then if S is the orthogonal omplement of L2(P¯ Q¯+ Q¯P¯ ) in L2(M1), we have
dimMS = dimML
2(M1)− (2dimML2(P¯ Q¯)− dimML2(P¯ + Q¯)) =
2β2− (2β2− (2β− 1)) = 2β− 1. Sine dim(M ′ ∩M2) = dim(N ′ ∩M1) = 10,
S must break into 3 omponents, one of whih must have M-dimension 1.
Case 3: L2(M) ∼= V0 ⊕ 2V1 ⊕ V2
In this ase β =
1 + 2(α− 1) + α2 − 3α + 1
α
= α−1. Note that dim(N ′∩
M1) = 6, and therefore also dim(M
′ ∩M2) = 6. Beause L2(M) ⊂ L2(P¯ ) ⊂
L2(P¯ + Q¯) ⊂ L2(P¯ Q¯) ⊂ L2(M1) is a stritly inreasing hain of M − M
bimodules (P¯ Q¯ annot be all of M1 beause the quadrilateral does not om-
mute), M ′ ∩M2 must be Abelian. If we let x = β (so that α = x+ 1), then
γ = x2 + x, and by 4.3.4 we have that dimML
2(P¯ Q¯+ Q¯P¯ ) = x2 + x− 1, and
so the dimension of its orthogonal omplement in L2(M1) is 1.
It is then easy to see that the dimensions of the six distint irreduible
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submodules of L2(M1) are 1, x−1, x−1, x2−2x−1, x2−2x−1, 1. But then
summing we nd that 2x2 − 2x− 2 = dimML2(M1) = x2 + x, whih implies
that x = 2. So [P¯ : M ] = [Q¯ : M ] = 2, and [M1 : M ] = 6.
So by Goldman's theorem, [11℄ M1 is the rossed produt of M by S3, or,
equivalently, N is the xed point subalgebra of an outer S3 ation on M .
5 Restritions on the prinipal graph
If the quadrilateral has no extra struture then we obtain severe restritions
on the prinipal graph. Speially, for a nonommuting, nonoommut-
ing quadrilateral with no extra struture the prinipal graph is ompletely
determined.
5.1 Strutural restritions
Lemma 5.1.1. If the quadrilateral neither ommutes nor oommutes, and
all the elementary subfators are 6-supertransitive, then N ′∩M1 and M ′∩M2
both have more than two simple summands.
Proof. First suppose that N ′ ∩ M1 and M ′ ∩ M2 both have exatly two
simple summands. Then L2(M) = V0 ⊕ kV1 for some integer k. So we have
β =
γ
α
=
dimN (V0 ⊕ kV1)
α
=
1 + k(α− 1)
α
= k − k − 1
α
< k. By 4.2.5,
k ≤ dimNV = α− 1 < α, and so [M : P ] < α. But we an perform the same
alulation in the dual quadrilateral to nd that α = [M1 : P¯ ] < [P¯ : M ] =
[M : P ], whih is a ontradition.
Now suppose that only M ′ ∩M2 has exatly two simple summands, and
write L2(M1) ∼= U0 ⊕ lU1. Note that beause of the 6-supertransitivity
hypothesis, the rst few tensor powers of U1 deompose aording to the
fusion rules of 4.1.3. By 4.2.6, L2(P¯ Q¯) ∼= U0 ⊕ 3U1, and sine the quadri-
lateral does not ommute, by 3.3.3 L2(P¯ Q¯) 6= L2(Q¯P¯ ), so l must be at
least 4. By 4.2.3 and 3.1.3, L2(M1) is a quotient of L
2(P¯ Q¯) ⊗M L2(P¯ ) ∼=
(U0 ⊕ 3U1) ⊗M (U0 ⊕ U1) ∼= 4U0 ⊕ 7U1 ⊕ 3U2, where the last isomorphism
omes from the fusion rule U1⊗M U1 ∼= U0⊕U1⊕U2 (If α < 3 then U2 = 0).
So we nd that 4 ≤ l ≤ 7.
Similarly, L2(M) is a quotient of L2(PQ)⊗N L2(P ), whih in all ases of
4.2.6 is a quotient of (V0⊕3V1⊕V2)⊗N (V0⊕V1) ∼= V0⊕8V1⊕5V2⊕V3. Thus
we may write L2(M) ∼= V0 ⊕ aV1 ⊕ bV2 ⊕ cV3, where a, b, and c are integers
suh that 2 ≤ a ≤ 8, 0 ≤ b ≤ 5, and 0 ≤ c ≤ 1, and b and c are not both 0.
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But beause we have dim(N ′ ∩ M1) = dim(M ′ ∩ M2), we neessarily
have a2 + b2 + c2 = l2. A quik examination reveals that the only possibility
is that l = 5, c = 0, and {a, b} = {3, 4}. But if l = 5 then α = γ
β
=
[M1 : M ]
[P¯ : M ]
= 5 − 4
β
< 5, whih implies that a ≤ dimNV1 < 4 (by 4.2.5), so
we may assume that a = 3 and b = 4. Then β =
dimNV0 ⊕ 3V1 ⊕ 4V2
α
=
1 + 3(α− 1) + 4(α2 − 3α+ 1)
α
= 4α2 − 9α + 2, and sine α ≥ 3, we must
have β ≥ 4, and then also α = 5− 4
β
≥ 4, so the generi fusion rules of 4.1.3
apply.
Then as an N −N bimodule, L2(M1) ∼= L2(M)⊗N L2(M) ∼=
(V0⊕3V1⊕4V2)⊗N (V0⊕3V1⊕4V2) ∼= 10V0⊕39V1⊕41V2⊕12V3⊕16(V2⊗NV2),
where the last isomorphism omes from the fusion rules V1⊗NV1 ∼= V0⊕V1⊕V2
and V1 ⊗N V2 ∼= V1 ⊕ V2 ⊕ V3. Sine the N − N winer spae of L2(M1) is
N ′ ∩M3, this implies that dim(N ′ ∩M3) ≥ 102 + 392 + 412 + 122 = 3446.
On the other hand, as an M −M bimodule,
L2(M2) ∼= L2(M1)⊗M L2(M1) ∼= L2(M)⊕ 5U1 ⊗ L2(M)⊕ 5U1 ∼=
26U0 ⊕ 35U1 ⊕ 25U2, so dim(M ′ ∩M4) = 262 + 352 + 252 = 2526. But this
ontradits the fat that dim(N ′ ∩M3) = dim(M ′ ∩M4).
Lemma 5.1.2. If the quadrilateral neither ommutes nor oommutes and
all the elementary subfators are 6-supertransitive then [N : P ] and [M : P ]
are both less than four.
Proof. Suppose on the ontrary that the hypotheses are satised and that
α ≥ 4. (There is no loss of generality here sine if only β ≥ 4 we may onsider
the dual quadrilateral instead.) Then by 5.1.1 N ′ ∩M1 has at least three
simple summands. Beause the quadrilateral is not oommuting, by 3.3.3
L2(PQ) 6= L2(QP ), but they must have the same dimension sine by 3.2.12
tr(ePQ) = tr(eQP ). We onsider three ases, orresponding to the three ases
of 4.2.6 :
Case 1: L2(PQ) ∼= V0 ⊕ 3V1. Then also L2(QP ) ∼= V0 ⊕ 3V1. Note that
these two bimodules interset in L2(P +Q) ∼= V0 ⊕ 2V1, so L2(PQ+QP ) ∼=
V0 ⊕ 4V1. Sine N ′ ∩M1 has a third summand, L2(M) must also ontain
an irreduible submodule whose dimension is at least as great as that of
V2, by 4.1.3 , so we nd that γ = dimNL
2(M) ≥ dimNV0 ⊕ 4V1 ⊕ V2 ≥
1 + 4(α− 1) + (α2 − 3α+ 1) = α2 + α− 2, and so β = γ
α
= α+ 1− 2
α
> α.
Case 2: L2(PQ) ∼= V0 ⊕ 2V1⊕ V2. Then L2(PQ+QP ) ∼= V0 ⊕ 2V1⊕ 2V2.
So γ ≥ dimNV0 ⊕ 2V1 ⊕ 2V2 = 2α2 − 4α + 1, and again we nd that β =
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2α− 4 + 1
α
> α. (Beause α ≥ 4).
Case 3: L2(PQ) ∼= V0 ⊕ 3V1 ⊕ V2. Then L2(PQ + QP ) ontains either
at least four opies of V1 or at least two opies of V2 and again we nd that
β > α.
But sine β > α ≥ 4, we an perform these same alulations in the dual
quadrilateral to dedue that α > β, whih is absurd.
Lemma 5.1.3. If the quadrilateral neither ommutes nor oommutes and
all the elementary subfators are 6-supertransitive, then [P : N ] = [M : P ].
Proof. By the previous lemma we may assume that α and β are both less
than four. Beause α < 4, dimNV1 < 3, so by 4.2.5 L
2(M) ontains at most,
and therefore exatly, two opies of V1, and so L
2(PQ) ∼= V0⊕2V1⊕V2. Now
L2(M) is a quotient of L2(PQ)⊗N L2(P ) ∼= (V0 ⊕ 2V1 ⊕ V2)⊗N (V0 ⊕ V1) ∼=
3V0 ⊕ 6V1 ⊕ 4V2 ⊕ V3, so it ontains at most four opies of V2 and at most
one opy of V3 (and nothing higher). Also, sine L
2(QP ) is isomorphi, but
not equal, to L2(PQ), L2(M) ontains at least two opies of V2.
So we may write L2(M) ∼= V0 ⊕ 2V1 ⊕ bV2 ⊕ cV3, with 2 ≤ b ≤ 4 and
0 ≤ c ≤ 1. Similarly, we may write L2(M1) ∼= U0 ⊕ 2U1 ⊕ b′U2 ⊕ c′U3, with
2 ≤ b′ ≤ 4 and 0 ≤ c′ ≤ 1. Sine 12 + 22 + b2 + c2 = dim(N ′ ∩ M1) =
dim(M ′ ∩M2) = 11 + 22 + b′2 + c′2 and c and c′ are eah either 0 or 1, we
must have b = b′ and c = c′.
Dene the funtion
fb,c(x) = [1 + 2(x− 1) + b(x2 − 3x+ 1) + c(x3 − 5x2 + 6x− 1)]/x
= cx2 + (b− 5c)x+ (2− 3b+ 6c) + (b− c− 1)
x
.
Then fb,c(α) = β and fb,c(β) = α. Dene gb,c(x) = fb,c(x)− x. Then g′b,c(x)
is either b − 1 − b− 1
x2
, or 2x + b − 6 − b− 2
x2
, depending upon whether c is
0 or 1. In either ase, g′(x) is positive when x ≥ 2 and so g(x) is then an
inreasing funtion.
Now if α > β, then gb,c(β) = fb,c(β) − β = α − β > 0, and sine α > β
and gb,c(x) is inreasing, gb,c(α) > 0 as well, so we also have β > α, whih
is a ontradition. Similarly we nd that β > α is impossible. Therfore we
must have β = α.
5.2 The prinipal graph
Lemma 5.2.1. There does not exist a nonommuting quadrilateral of sub-
fators with L2(M) ∼= V0 ⊕ 2V1 ⊕ 2V2 and with the prinipal graph of the
elementary subfators equal to A11.
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Proof. Suppose suh a quadrilateral exists.
Then L2(M1) ∼= L2(M) ⊗N L2(M) ∼= 9V0 ⊕ 20V1 ⊕ 20V2 ⊕ 12V3 ⊕ 4V4, and
L2(M2) ∼= L2(M1)⊗N L2(M1) ∼= 89V0⊕222V1⊕254V2⊕196V3⊕108V4⊕32V5,
by the A11 fusion rules. (4.1.3 with n = 12 gives Vi ⊗N Vj = ⊕5−|5−(i+j)||i−j| Vk.)
Realling the priniple that eah level of the Bratteli diagram for the
tower of relative ommutants is obtained by reeting the previous level and
adding some "new stu", with the rule that the "new stu" onnets only to
the "old new stu" (see [12℄), it is easy to dedue that the Bratteli diagram
must inlude the graph in 5.2.2 .
Fig. 5.2.2.
1
1
9
89
2 2
20 20 12 4
222 254 196 108 32
1
9 2 2
89 x y
Let m and n be the number of bonds whih onnet the two "2"s in
the fourth row with "12" in the fth row, respetively. Then we must have
2m + 2n = 12, or m + n = 6. By the reetion priniple, there must also
be m and n bonds onneting "12" with "x" and "y" respetively, as well as
"x" and "y" with "196". This implies that x ≥ 20 + 12m, y ≥ 20 + 12n,
and 196 ≥ m(20 + 12m) + n(20 + 12n) = 20(m+ n) + 12(m2 + n2) whih is
absurd sine m+ n = 6.
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Lemma 5.2.3. If the quadrilateral neither ommutes nor oommutes, and
the elementary inlusions are 6-supertransitive, then [P : N ] = [M : P ] =
2 +
√
2 and L2(M) ∼= V0 ⊕ 2V1 ⊕ 2V2 ⊕ V3.
Proof. As in the proof of 5.1.3 , there are six possible isomorphism types for
L2(M) ∼= V0 ⊕ 2V1 ⊕ bV2 ⊕ cV3, orresponding to b = 2, 3, 4 and c = 0, 1. We
will eliminate them all exept b = 2, c = 1.
Let x = α. From the proof, and the onlusion, of 5.1.3 we have
cx3 + (b− 5c− 1)x2 + (2− 3b+ 6c)x+ (b− c− 1) = 0.
Let us onsider the ases one at a time:
c = 0, b = 2
Then x = 2 +
√
3 and the only prinipal graphs possible for N ⊆ P are A11
and E6. But E6 is not 4-supertansitive and A11 was eliminated in 5.2.1.
c = 0, b = 3
Then 2x2 − 7x+ 2 = 0, neither of whose roots is an allowed index value.
c = 0, b = 4
Then 3x2 − 10x + 3 = 0 so α = 3 whih implies dimN(V2) = 1 whih is
impossible by 4.2.5.
c = 1, b = 3
Then x3−3x−x+1 = 0 or x(x2−3x+1) = 2x−1 whih implies dimN(V2) < 2.
Again by 4.2.5 this is impossible.
c = 1, b = 4
Then x3 − 2x2 − 4x+ 2 = 0. The largest root of this equation is between 3
and 4 cos2 π/7 so it is not a possible index value.
Finally, in the ase c = 1, b = 2, x(x2− 4x+2) = 0 so α = 2+√2 (whih
is 4 cos2 π/8)).
Corollary 5.2.4. With the hypotheses of the previous lemma, tr(ePQ =
1√
2
,tr(eP eQ) =
1
4+3
√
2
and the angle between P and Q is cos−1(
√
2− 1).
Proof. By 2-transitivity we know that eP eQeP = eN + t(eP − eN) for some
number t whih is the square of the osine of the angle. Moreover by 4.2.6
we know that dimN (L
2(PQ)) = 1+3(1+
√
2). Taking the trae, using 3.2.11
and solving for t we are done.
Theorem 5.2.5. Let N ⊂ P,Q ⊂ M be a nonommuting nonoommuting
quadrilateral with all elementary inlusions 6-transitive. Then [M : P ] =
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[P : N ] = [Q : N ] = 2 +
√
2 and the prinipal and dual prinipal graphs for
N ⊂M are both * .
Proof. Redution to this one ase is a onsequene of the previous results.
We need only ompute the prinipal graph. Sine there is no subfator with
prinipal graph D5, all the elementary subfators must have prinipal graph
A7. Thus there are only the 4 possible isomorphism types V0, V1, V2 and V3
for the N −N bimodules in L2(M), L2(M1), ... , i.e. the Bratteli diagram for
the tower of relative ommutants N ′ ∩MK has at most 4 simple summands
for k odd. Sine there are 4 simple summands in N ′∩M1 = EndN−NL2(M),
the subfator N ⊂ M is of depth 3. Moreover if we let Va = V0 ⊕ V3
and Vb = V1 ⊕ V2, then L2(M) ∼= Va ⊕ 2Vb, and the fusion rules are very
simple: Va ⊗ Va = 2Va, Va ⊗ Vb = 2Vb, and Vb ⊗ Vb = 2VA ⊕ 4Vb. So
L2(M1) ∼= L2(M)⊗L2(M) ∼= 10Va⊕ 24Vb ∼= 10V0⊕ 24V1⊕ 24V2⊕ 10V3, and
there is only one way to ll in the N ′ ∩M2 level of the Bratteli diagram for
the tower of relative ommutants whih will thus begin as in Fig 5.2.6.
Fig. 5.2.6.
1
1
10 24 24 10
2 2 1
1
10 4
By depth 3 we are done.
The dual prinipal graph has to be the same as the prinipal graph sine
M ⊂M1 satises the same hypotheses as N ⊂M .
6 The 6 + 4
√
2 example.
6.1 Material from Coxeter graphs and towers of alge-
bras'.
We give a general onstrution for pairs of intermediate subfators whih
seems to be of some interest. Reall two onstrutions of subfators from
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[12℄:
Let Γ be a Coxeter-Dynkin diagram of type type A,D or E with Coxeter
number k, with Γ = Γ0 ⊔ Γ1 a partiular bipartite struture. Construt a
pair A0 ⊂ A1 of nite dimensional C∗-algebras the underlying graph of whose
Bratelli diagram is Γ. Thus the minimal entral projetions in Ai are indexed
by Γi for i = 0, 1. Using the Markov trae tr on A1 iterate the basi onstru-
tion to obtain the tower Ai+1 = 〈Ai, ei〉, ei being the orthogonal projetion
onto Ai−1. There is a unitary braid group representation inside the tower
obtained by sending the usual generators σi of the braid group (see [16℄) to
the elements gi = (t + 1)ei − 1 with t = e2πi/k.
First onstrution-ommuting squares.
If we attempt to obtain a ommuting square from the tower by onju-
gating A1 inside A2 by a linear ombination of e1 and 1, we nd that there
are preisely two hoies up to salars: g1 and g
−1
1 . Then the following is a
ommuting square:
B1 = g1A1g
∗
1 ⊂ A2
∪ ∪
B0 = A0 ⊂ A1
We may then dene Bi to be the C
∗
-algebra generated by Bi−1 and ei
to obtain II1 fators B∞ ⊆ A∞ with index 4 cos2 π/k. This onstrution is
known to give all subfators of index less than 4 of the hypernite II1 fator.
The Dynkin diagram Γ is the prinipal graph of the subfator in the ases
An, D2n, E6 and E8 but not otherwise. For D2n+1 the prinipal graph is
A4n−1. See [10℄.
Seond onstrution-GHJ subfators.
The ei's in the II1 fator A∞ above generate a II1 fator TL and by a
lemma of Skau (see [12℄) TL′ ∩ A∞ = A0. Thus one may obtain irreduible
subfators N ⊆ M by hoosing a minimal projetion p in A0, i.e. a vertex of
Γ in Γ0, and setting N = pTL and M = pA∞p. These subfators are known
as "GHJ" subfators as they rst appeared in [12℄. We will all the subfator
TL ⊆ A∞ the "full GHJ subfator". The indies of the GHJ subfators are
all nite and were alulated in [12℄ (but note the error there: for Dn using
the two univalent verties onneted to the trivalent one-it should be divided
by 2).
Remark 6.1.1. The ut-down Temperley-Lieb projetions pe1, pe2, ... satisfy
the same relations in the ut-down algebra pA∞p that the projetions e1, e2, ...
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do in A∞. Therefore when disussing pA∞p we will denote the ut-down
Temperley-Lieb projetions simply by ei.
Using Skau's lemma Okamoto in [28℄ alulated the prinipal graphs
for the GHJ subfators as follows: if TLn is the C
∗
algebra generated by
e1, e2, ..., en−1 then the inlusions:
pTLn+1 ⊂ pAn+1p
∪ ∪
pTLn ⊂ pAnp
are ommuting squares for whih the Bratteli diagram of the unital inlusion
pTLn ⊆ pAnp may be alulated expliitly indutively using one simple rule
whih follows from the basi onstrution.
Rule: If q is a minimal projetion in pTLn and r is a minimal proje-
tion in pAnp then en+1q and en+1r are minimal projetions in pTLn+2 and
pAn+2p respetively, and the number of edges onneting q to r is equal to
the number onneting en+1q to en+1r.
Thus one obtains two Bratteli diagrams depending on the parity of n.
For suiently large n the inulsion matries for these Bratteli diagrams do
not hange and the prinipal graph for the GHJ subfator is the underlying
bipartite graph of the stable Bratteli diagram for the inlusion pTLn ⊆ pAnp,
with distinguished vertex ∗ being the ∗ vertex in the Temperley-Lieb type
A graph. This speies the parity of n needed. Note that the dual prinipal
graph is not in general the inlusion graph with the other parity!
Example 6.1.2. We take Γ to be the Coxeter graph D5 with the mini-
mal projetion p being that orresponding to the trivalent vertex. The two
vertial Bratteli diagrams are those for pA∞p and pTL, and the inlusions
pTLn ⊂ pAnp are given by approximately horizontal dashed lines, exept
the one whih is the GHJ subfator prinipal graph whih is made up of the
heavy lines at the top of the gure. We have suppressed the dashed lines for
pTL5 ⊂ pA5p to avoid onfusion and beause this inlusion graph is not the
prinipal graph. The gure has been onstruted from the bottom up using
the basi onstrution and the above Rule.
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Making the prinipal graph more visible we obtain:
*
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6.2 GHJ Subfator Pairs.
Looking again at the ommuting square onstrution from the original Coxeter-
Dynkin diagram we see that we may in fat onstrut two subfators of A∞
by onjugating initially by g and g−1! This onstrution works in great gen-
erality and gives a pair of subfators whenever a subfator is onstruted
using the endomorphism method of [12℄,[21℄. In fat there is a way to obtain
the quadrilateral with no extra struture by a simpler method, with simpler
angle alulation and using only the real numbers. It seems to be a bit less
general than the method using the braid group so we present it seond.
Denition 6.2.1. The full GHJ subfator pair is the pair P and Q of sub-
fators of the (hypernite) II1 fator A∞ dened as the von Neumann algebras
generated by the Pn and Qn in the following towers:
Fig. 6.2.2.
∪ ∪ ∪
Pn+1 ⊂ An+1 ⊃ Qn+1
∪ ∪ ∪
Pn ⊂ An ⊃ Qn
∪ ∪ ∪
Where An is as above, P1 = Q1 = A0, P2 = g1A1g
∗
1, Q2 = g
∗
1A1g1 and
Pn+1 = {Pn, en}′′, Qn+1 = {Qn, en}′′.
Note that in 6.2.2, all squares involving just A's and P 's or just A's and
Q's are ommuting but squares involving P 's and Q's may not be.
Denition 6.2.3. Let TL2 be the subfator of A∞ generated by all the ei
with i ≥ 2.
Proposition 6.2.4. [A∞ : P ∩Q] <∞.
Proof. By onstrution ei ∈ P ∩Q for all i ≥ 2. Moreover TL2 is of index
4 cos2 π/k in the full GHJ subfator TL whih is in turn of nite index in A
by [12℄.
Note that A0 is in TL
′
2 ∩ A∞ and A0 ⊆ P ∩Q. We suspet that P ∩Q
is the von Neumann algebra TL2⊗ A0 generated by TL2 and A0. We hope
to answer this question in a future systemati study of the GHJ subfator
pairs.
Our interest in this paper has been in pairs of subfators P,Q ⊆ M with
(P ∩Q)′ ∩M = Cid.
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Denition 6.2.5. Let p be a projetion in A0 that is minimal in A1. Then
the GHJ subfator pair orresponding to p is the pair of subfators
P = pPp,Q = pQp ⊆ M = pA∞p
.
Proposition 6.2.6. If P,Q ⊆M is a GHJ subfator pair then (P∩Q)′∩M =
Cid.
Proof. By Skau's lemma we know that the ommutant of TL2 inM is A1.
A projetion in A0 whih is minimal in A1 is the same thing as a univalent
vertex in Γ0. Note that the subfator TL2 ⊆ A∞ is then the full GHJ
subfator for the other bipartite struture on Γ, and the subfator pTL2 ⊆
pA∞p is the GHJ subfator obtained by hoosing the unique neighbour of
the original univalent vertex. (This is beause the inlusion A1 ⊆ A2 an be
used as the initial inlusion to onstrut the full GHJ subfator for the other
bipartite struture and p is a minimal projetion in A1 sine we started with
a univalent vertex.)
There are not too many hoies of univalent vertex, espeially up to sym-
metry. We enumerate them below, the hosen univalent vertex being indi-
ated with a * :
An *    
o o       ................ o              o
Dn,1 *
o                 o        .........       o
o
o
Dn,2
o                 o        .........       o
o
*
o
E6,1 *
o            o           o           o
o
E6,2
o            o           o           oo
*
E7,1 *
o            o           o           o o
o
E7,2
o            o           o           o oo
* E7,3
o            o           o           o
o
*o
E8,1
o            o           o           o o o*
o
E8,2
o            o           o           oo o o
* E8,3
o            o           o           o o
o
o
*
Proposition 6.2.7. The subfator pTL2 ⊆ M in the ase D5,2 has index
(2 +
√
2)2 and prinipal graph
*
.
Proof. This is just the alulation done in example 6.1.2.
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At this stage it looks very likely that the D5,2 pair realises the ase 5.2.5
of a no extra struture quadrilateral. In order to be sure of this we need
to know that P and Q in this ase do not ommute. To do this we shall
ompute the angle between them. At this stage we do not even know if P
and Q are distint.
6.3 Angle Computation
Our strategy for alulating the angle between P and Q will work whenever
the subfators TL2 ⊆ P and TL2 ⊆ Q are 2-transitive so in this subsetion
we only assume that of the Coxeter graph with hosen univalent vertex.
Denition 6.3.1. Let Γ be a pointed Coxeter graph of type Dn for n > 4 or
E on the list above. Then d = d(Γ) will denote the distane from * to the
trivalent vertex.
Thus d(E6,1) = 2 and d(D5,2) = 1.
Theorem 6.3.2. Suppose Γ be a pointed Coxeter graph of type Dn for n > 4
or E, with Coxeter number ℓ, and that the GHJ subfator with the starred
vertex is 2-transitive. Then the angle between the two intermediate subfators
is
{0, π/2, cos−1(|cos (2d+ 3)π/ℓ
cosπ/ℓ
|)}
Proof. The idea is as follows: by 2-transitivity EPEQEP is a multiple of the
indentity on the orthogonal omplement of TL2 in P so it sues to nd
an element x of this orthogonal omplement and alulate ||EQ(x)||2. We
will nd our element x in pPd+2p whih is the smallest pPkp whih is stritly
bigger than pTL2k. It will be onvenient to pull bak the alulations to
pAnp so in the next lemma we give the unitaries whih onjugate An to Pn+1
and Qn+1. These unitaries may be dedued from [12℄ but we give a proof
here for the onveniene of the reader.
Lemma 6.3.3. Let vn = g1g2...gn and w = g
−1
1 g
−1
2 ...g
−1
n . Then
(a) Pn+1 = vnAnv
∗
n and Qn+1 = wnAnw
∗
n.
(b) TL2n = vnTLnv
∗
n = wnTLnw
∗
n
Proof. Braid group relations give vngiv
∗
n = gi+1 and wng
−1
i w
∗
n = g
−1
i+1 hene
vneiv
∗
n = ei+1 and wneiw
∗
n = ei+1 for 1 ≤ i ≤ n−1. This proves the assertion
(b) about the Temperley-Lieb algebras. Sine [ei, A1] = 0 for i ≥ 2 we get
vnA1v
∗
n = g1A1g
∗
1 = P1 and wnA1w
∗
n = Q1. By the denition of Pn and Qn
we are done.
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As in gure 6.1.2 the Bratelli diagram for pA∞p is given by taking the
full Bratelli diagram for A∞ and onsidering only edges emanating from the
starred vertex. Thus by the denition of d(Γ) there is an element y of pAd+1p
whih is orthogonal to TLd, and is unique up to a salar multiple. We may
assume ||y||2 = 1 and y = y∗. Dene x ∈ Pd+2 by x = vd+1yv∗d+1. By 6.3.3 we
know that x is orthogonal to e2, e3, ...ed+1. Moreover sine tr(x) = 0 (sine
x ⊥ 1), EPd+1(x) = 0 so ed+2xed+2 = 0 and taking the trae, x ⊥ ed+2. By
the usual properties of the Markov trae in a tower, x ⊥ en for n > d + 2.
Thus x ⊥ TL2.
Sine the inlusions of pQnp in pAnp are ommuting squares we may
alulate EQ(x) by EpQd+2p(x) (inside pAd+2p ). But this element of pQd+2p
is orthogonal to TL2 so is a multiple of wd+1yw
∗
d+1. So the osine of the angle
between P and Q is the absolute value of the inner produt
tr(xwd+1yw
∗
d+1) = tr(vd+1yv
∗
d+1wd+1yw
∗
d+1).
The algebras pAnp are all inluded in the planar algebra for the bipartite
graph Γ as dened in [19℄ so we may use the diagrams therefrom. In partiu-
lar the inner produt we need to alulate is given by the following partition
funtion (up to a power of δ = 2 cosπ/ℓ).
Fig. 6.3.4.
y
y
The rossings in the piture are the braid elements gi with some onven-
tion as to whih is positive and whih is negative, read from bottom to top.
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We have illustrated with d = 2 for onreteness. They may be evaluated
using the Kauman piture:
= s −
where s = eπi/ℓ.
The orthogonality of y to TL is equivalent to the fat that, if any tangle
ontains a y box with two neighbouring boundary points onneted by a
planar urve(in whih ase we say the box is "apped o"), the answer is
zero. Thus one may evaluate 6.3.4 as follows.
Using the Kauman relation in 6.3.4 inside the dotted irle below one
obtains
Fig. 6.3.5.
y
y
= s
y
y
−
y
y
.
Consider the rst diagram on the right hand side of the equation 6.3.5.
Following the urve in the diretion indiated by the arrow, observe that
one hoie of the two possibilities in applying the Kauman relation at eah
rossing always results in one of the y boxes being apped o. The rst d suh
rossings thus ontribute a fator of s eah. Then one meets the situation
whih is easily seen to be the same as s2 times . One then meets
d more rossings eah of whih whih ontributes s. After this (the rossings
below the bottom y box in 6.3.4) the only terms in the Kauman relation
ontributing just give the sign −1. Sine there are an even number of them
we dedue that the diagram of the rst term on the right hand side of 6.3.5 is
s2d+2 times a tangle whih is tr(y2) up to a power of δ. A similar analysis of
the diagram of the seond term gives −s−(2d+3) times tr(y2). A little thought
onerning the powers of δ gives the nal result that
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tr(vd+1yv
∗
d+1wd+1yw
∗
d+1) =
s2d+3 + s−2d−3
s+ s−1
This ends the proof of theorem 6.3.2
Corollary 6.3.6. For the GHJ subfator pair given by D5,2, there is no extra
struture, the angle between P and Q is cos−1(
√
2− 1), and P ∩Q = TL2.
Proof. We have [M : P ] = 4 cos2 π/8 from the D5 ommuting square. Also
pTL2 ⊆ P has the same index from a GHJ alulation, or from the one
already done for D5. So there annot be subfators between pTL2 and P or
Q, and pTL2 ⊆ P is 2-transitive. So we an apply the previous theorem to
get the angle. The only possible prinipal graph with index 4 cos2 π/8 is A7
so there is no extra struture.
6.4 A simpler quadrilateral with no extra struture.
Note that the denition of the GHJ pair will require the use of ertain roots
of unity. But at least in the Dn,2 ase it is possible to nd another pair P˜
and Q˜ between pTL2 and M , whih is dened over R! We will see that both
P˜ and Q˜ form ommuting oommuting squares with both P and Q. One
of these two intermediate subfators is quite anonial and exists whenever
P ∩Q = TL2.
Denition 6.4.1. Let Γ et. be as above. Let P˜ be the GHJ subfator for
p, i.e. the subfator generated by pTL2 and pe1.
Proposition 6.4.2. The quadrilaterals N ⊂ P˜ , P ⊂ M and N ⊂ P˜ , Q ⊂M
are ommuting squares.
Proof. Reduing by p is irrelevant so we an do the omputation in the full
GHJ fator. As in the proof of 6.3.2 it sues to nd a non-zero element
of P˜ orthogonal to TL2 and show that its projetion onto P is zero. Let
x = e1−τid where τ = (4 cos2 π/ell)−1. Then sine the Pn's form ommuting
squares with the An's and e1 ∈ A2 we need only projet onto P2 = Adg1(A1).
But EP2 = Adg1EA1Adg
−1
1 and Adg1(x) = x. But EA1(x) = 0 is just the
Markov property for the trae on A2. The same argument applies to Q˜.
Lemma 6.4.3. Let Γ be Dn,2 for n ≥ 5 or E6,2. Then there is a projetion
f in pA2 with the following properties.
(a)tr(f) = τ .
(b)fpe1 = 0.
()pe2fpe2 = τe2 and fpe2f = τf .
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Proof. From the Bratteli diagram for pA2, it has three minimal projetions,
whih are entral. One is learly pe1 and one of the other two has the same
trae by symmetry. Let f be that other one. Then (a) and (b) are obvious.
The rst part of () follows from dim(pA1) = 1 and the seond part follows
sine, from the Bratteli diagram, f is a minimal projetion in pA3.
Denition 6.4.4. Let Γ be Dn,2 for n ≥ 5 or E6,2. Let Q˜ be the von Neumann
algebra generated by pTL2 and the f of 6.4.3.
Theorem 6.4.5. Let Γ be Dn,2 for n ≥ 5 or E6,2. Then Q˜ is a II1 fator
with [Q˜ : pTL2] = 4 cos
2 π/ℓ, and the angle between P˜ and Q˜ is cos−1(
τ
1− τ ).
Proof. Lemma 6.4.3 and the properties of the basi onstrution show that
f has exatly the same ommutation relations and trae properties with pei
for i ≥ 2 as does pe1. Thus by [15℄ Q˜ is a II1 fator with the given index.
Moreover the subfator pTL2 ⊂ Q˜ is 2-transitive so we an speak of the angle
between P˜ and Q˜.
The angle alulation is not hard. As in 6.3.2 it sues to ompute the
length of the projetion onto P˜1 of a unit vetor in Q˜ orthogonal to pTL2. By
6.4.3, the element x = f − τid is orthogonal to the two-dimensional algebra
pTL2 and tr(x
∗x) = τ(1 − τ). Sine the pTLn's form ommuting squares
with the pAn's, EP˜ (x) is just the projetion E(x) of x onto pTL2. By the
bimodule property of E, E(x)pe1 = −τpe1 so E(x) = τpe1 + λ(p − pe1).
Using tr(x) = 0 we nd λ = − τ
2
1− τ . So
||E(x)||2 = τ 3 + ( τ
2
1− τ )
2(1− τ) = τ
3
1− τ .
And nally
||E(x)||2
||x||22
=
τ 2
(1− τ)2 .
Observe that for τ−1 = 4 cos2 π/ℓ,
τ
1− τ =
√
2 − 1 so the angle between
P˜ and Q˜ is indeed the same as that between P and Q, and the quadrilateral
formed by P˜ and Q˜ has no extra struture for the same reasons as the
one formed by P and Q. As a last detail observe that the quadrilaterals
N ⊂ Q˜, P ⊂ M and N ⊂ Q˜, Q ⊂ M are ommuting squares. We leave the
argument to the reader.
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7 Uniqueness.
Outer ations of nite groups are extremely well understood so we need say
nothing more in the ase [M : N ] = 6. Uniqueness up to onjugay in the
hypernite ase follows from [14℄.
So from now on we assume that [M : N ] = 6+4
√
2 and that there are two
intermediate subfators P andQ whih neither ommute nor oommute. We
will eventually show that all the onstants in a planar algebra presentation
of the standard invariant of N ⊆M are determined by this data.
From the struture of the prinipal graph we see that there is exatly one
projetion in N ′∩M1 dierent from e1 but with the same trae as e1. By [29℄
this means that there is a self adjoint unitary in the normaliser of M in M1
(and in the normaliser of M1 in M2). We reord some useful diagrammati
fats about normalisers below. It is onvenient to work with the normaliser
of M1 in M2 but any subfator is dual so the result an be modied for the
normaliser of M .
7.1 Diagrammati relations for the normaliser.
IfN ⊆M is an irreduible nite index subfator we will onsider an element u
in the normaliser ofM1 insideM
′∩M2, that is to say a unitary inM ′∩M2 with
uM1u
∗ = M1. First observe that suh a unitary denes an automorphism α
of M1 by α(x) = uxu
∗
.
Proposition 7.1.1. α(x) = x for all x ∈M .
Proof. Follows immediately from u ∈ M ′.
The automorphism α in turn denes a unitary on L2(M1) whih is in
M ′∩M2 and by irreduibility diers from u by a salar. Thus we may alter u
so that u = α as maps on L2(M1). The element u is inN
′∩M2 so in the planar
algebra piture it may be represented by a diagram:
u
and the
relation uxu∗ = α(x) for x ∈ N ′ ∩M1 is the equality
Fig. 7.1.2.
x
u*
u
= α(x)
.
We will make onsiderable use of the following result:
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Lemma 7.1.3. If u = u∗ is in the normaliser as above then
u
u
u= 
Proof. We rst establish that for any u in the normaliser with
u = α as above, and x ∈ N ′ ∩M1,
Fig. 7.1.4. α(x) = x u .
For this observe that if a = xe2y for x, y ∈ M1 and b ∈ M1 ⊆ L2(M1),
EM1(abe2) = δ
−2xEM (yb) = a(b). Sine linear ombinations of elements of
the form xe2y span M2 we have
EM1(abe2) = δ
−2a(b)
for all a ∈ M2 and b ∈ M1. Drawing this relation diagramatially for a = u
and b = x in N ′ ∩M1 we obtain the diagram for α(x). Finally apply 7.1.2
with x = e1, and the above diagram to obtain the lemma.
Corollary 7.1.5. With notation as above, u is a oprojetion.
Proof. Use the property that α is a ∗-automorphism in the previous lemma.
7.2 The struture of N ′ ∩M1.
We need to adopt some onventions for the position of ertain operators in
N ′ ∩M1. Sine the angle between P and Q onsists of one value (dierent
from 0, π/2), we know that eP and eQ generate a 2×2 matrix algebra modulo
eN . We also know from the dual prinipal graph that there is an intermediate
subfator S with [S : N ] = 2. If eS is the projetion onto S then the trae of
eS is
2
6+4
√
2
and it is eN plus a minimal projetion in N
′ ∩M1. This means
that eS must be orthogonal to both of the 2× 2 matrix algebras in N ′ ∩M1
sine the traes of minimal projetions therein do not math.
Denition 7.2.1. We write N ′ ∩M1 = eNC⊕A⊕B⊕ (eS − eN)C where A
and B are 2× 2 matrix algebras with ePA 6= 0.
This denition speies A uniquely sine tr(eP ) = (2 +
√
2)−1, tr(EN) =
(2 +
√
2)−2 and the trae of a minimal projetion in A is 1+
√
2
(2+
√
2)2
. Thus
ePB = 0.
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7.3 Relations between elements in N ′ ∩M1
From 5.2.5 we know that the prinipal and dual prinipal graphs are the
same and that there is a single projetion of trae equal to that of eN in
all the (seond) relative ommutants. This means by [29℄ that eah for eah
inlusionMi ⊂Mi+1 there is an intermediate inlusion Ri with [Ri : Mi] = 2.
By duality there are thus Si with Mi ⊂ Si ⊂Mi+1 so that Si ⊂Mi+1 ⊂ Ri+1
is a xed point/rossed produt pair for an outer ation of Z/2Z. In parti-
ular there are unitaries ui satisfying the onditions of the previous setion at
every step in the towwer. So let α be the period two automorphism of M
(whih is the identity on N) dening an element u of N ′ ∩M1. Then u+12 is
the projetion onto an intermediate subfator of index 2 for N ⊂ M whih
we shall all R. Thus
[M : R] = 2 or tr(eR) =
1
2
, and u = 2eR − 1.
Lemma 7.3.1. The subfators P and R oommute but do not ommute,
eP eReP = eN + (1− 1√2)(eP − eN) and eRB 6= 0.
Proof. Sine L2(M1) ∼= U0 ⊕ 2U1 ⊕ 2U2 ⊕ U3 as M −M bimodules, where
L2(P¯ ) ∼= U0⊕U1 and L2(R¯) ∼= U0⊕U3, the dual subfators P¯ and R¯ ommute.
However, [P¯ : M ][R¯ : M ] < [M1 : M ] so by 3.3.1 P¯ and R¯ do not oom-
mute. Thus P and R oommute but do not ommute. Then L2(R) must be
of the form V0 ⊕ V1 ⊕ V2, so eRB 6= 0. Sine N ⊂ P is 2-supertransitive, by
5.3.1 we have eP eReP = eN +
tr(eP¯ R¯)
−1 − 1
[P : N ]− 1 (eP −eN). Sine the dual quadri-
lateral ommutes, by 4.1.1 we have tr(eP¯ R¯) =
[P¯ : M ][R¯ : M ]
[M : N ]
=
2
2 +
√
2
.
Combining these equations gives the result.
We want to investigate the algebrai and diagrammati relations between
eP , eQ and u. First a simple but ruial omputation:
Lemma 7.3.2. tr(ueP ) = tr(ueq) = 0.
Proof. Sine P and R oommute, by 3.2.11 tr(ePeR) = tr(eP )tr(eR) =
1/2tr(eP ), and u = 2eR − 1.
We will use on several oasions the following result whih is no doubt
extremely well known. We inlude a proof for the onveniene of the reader.
Lemma 7.3.3. Let P,Q,R, S be distint projetions onto four one-dimensional
subspaes of C2 all making the same angle with respet to one another. Then
that angle is cos−1 1√
3
.
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Proof. If we hoose a basis so that P =
(
1 0
0 0
)
then any other projetion
at cos−1(
√
a) to P is of the form P =
(
a ω
√
a(1− a)
ω−1
√
a(1− a) 1− a
)
where |ω| = 1. Equating a to the traes of QR, RS and QS we see that ω
must be a proper ube root of unity and that 3a2 − 4a+ 1 = 0.
Corollary 7.3.4. uePu = eQ and uePQu = eQP .
Proof. These are equivalent to α(P ) = Q. By 7.3.1 uePu 6= P . If α(P )
were not equal to Q then P,Q, α(P ) and α(Q) are four distint intermediate
subfators. But uePu = eα(P ) and ueQu = eα(Q) so the N − N bimodules
dened by these four intermediate subfators are all isomorphi to L2(P )
and none of them ommutes with any other. By 7.3.1 whih guarantees that
α(P ) and P do not ommute, the angles between all four subfators are the
same and, by 5.2.4, equal to cos−1(
√
2− 1). By 7.3.3 this is impossible.
Corollary 7.3.5. ueP = eN +
1
1−√2(eQeP − eN) and
ueQ = eN +
1
1−√2(eP eQ − eN ).
Proof. u(eP − eN ) and eQ(eP − eN ) are in A and both multiples of a partial
isometry with intial domain eP −eN and nal domain eQ−eN . They are thus
proportional. Taking the trae we get the result using 7.3.2 and 5.2.4.
This yields a dierent derivation of the angle between P and Q. We see
that modulo the ideal CeN we have ueP =
1
1−√2eQeP so that mod this ideal
eP = ePuueP = (
1
1−√2)
2eP eQeP whih determines the onstant in the angle
formula eP eQeP − eN = constant(eQ − eN).
Corollary 7.3.6. The identity 1A of the 2× 2 matrix algebra A ⊆ N ′ ∩M1
is
√
2+1
2
(eP + eQ) + 1/2(ueP + ueQ)− (2 +
√
2)eN
Proof. From 5.2.4, (eP − eN)(eQ − eN)(eP − eN ) = (
√
2 − 1)2(eP − eN ) so
1A =
√
2+1
2
(eP − eQ)2. 7.3.5 gives eP eQ =
√
2eN + (1 −
√
2)ueQ hene the
result.
Lemma 7.3.7. tr(uePQ) = 0
Proof. Sine u = 2eR − 1, tr(uePQ) = 2tr(eRePQ) − 1/
√
2 by 5.2.4. But
tr(eRePQ) is given by
1
δ3tr(eP eQ)
times the following diagram:
P Q
R
.
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This is essentially the otrae of eR ◦ eP ◦ eQ, and we know that eR ◦ eP is
(2 +
√
2)tr(eR)tr(eP )id by 3.2.7 sine P and R oommute. Using this in
the gure we obtain tr(eRePQ) =
1
δ3tr(eP eQ)
(2+
√
2)tr(eR)tr(eP )δ
2tr(eQ) =
1
2
√
2
.
Lemma 7.3.8. tr(ePQeQP ) =
5
√
2−6
2
Proof. As in 3.2.14 we reognise tr(ePQeQP ) as being
1
2[M :N ]
times the otrae
of eP ◦ eQ ◦ eP ◦ eQ. But sine [M : P ] = [P : N ], eP and eQ are oprojetions
and the angles between them as oprojetions are the same as the angles
between them as projetions. So tr(ePQeQP ) =
1
2
tr((eP eQeP )
2). However
from 5.2.4 eP eQeP = eN +
√
2−1√
2+1
(eP − eN ). Squaring and taking the trae
gives the answer.
Corollary 7.3.9. uePQ = eN + u1A − (
√
2 + 1)(eQPePQ − (eN + 1A)).
Proof. As in 7.3.5, u(ePQ − eN − 1A) and eQPePQ − eN − 1A are both in B
(ertainly ePQ > eQ and the trae of ePQ is the trae of eN plus 3 times the
trae of a minimal projetion in A so that ePQeS = 0) and are multiples of
a the same partial isometry. Taking the trae using the last two lemmas we
get u(ePQ − eN − 1A) = 3+2
√
2√
2−1 (eQP ePQ − eN − 1A) and the result follows.
Corollary 7.3.10. ePQeQPePQ − 1A − eN = (
√
2− 1)2(ePQ − 1A − eN )
Proof. Modulo the ideal spanned by eN and A, uePQ = −(
√
2 + 1)eQPePQ.
So mod this ideal ePQuuePQ = (
√
2+1)2ePQeQPePQ. The left and right hand
sides are proportional and this determines the onstant.
Taking the trae of this equality provides a useful hek on our alu-
lations. It is urious that ePQ and eQP make the same angles as eP and
eQ.
7.4 A basis and its struture onstants.
Denition 7.4.1. Let C = {eN , 1}∪A ∪B where A= {eP , eQ, ueP , ueQ} and
B= {ePQ, eQP , uePQ, ueQP}.
Theorem 7.4.2. C is a basis for N ′ ∩M1 and all multipliation and omul-
tipliation struture onstants for this basis are determined.
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Proof. That C is a basis follows easily from the previous results- {eN}∪A is
a basis for CeN ⊕A by 7.3.5 and 2×2-matrix alulations. Similarly B forms
a basis for B modulo CeN ⊕A by 7.3.10. The identity spans N ′∩M1 modulo
CcP ⊕ A⊕ B.
With the results so far, it is easy to see that all the struture onstants
for multipliation are determined: Multipliation of any basis element by
eN produes eN . Multipliation within A is determined by 7.3.5 and 5.2.4.
Similarly multipliation within B is determined by 7.3.9, 7.3.10 and the ex-
pliit form of 1A in 7.3.6. This leaves only multipliation between A and B.
But ePQeP = eP (and other versions with P and Q interhanged) takes are
of this. Note also that C=C
∗
so that the ∗-algebra struture of N ′ ∩M is
expliitly determined on the basis C.
We now turn to omultipliation. The ∗ struture for omultipliation
is rotation by π and insertion of ∗'s of elements. Inspetion shows that
the basis C is stable under this operation sine u = u∗ is a projetion for
omultipliation by 7.1.5. The subsets A and B no longer orrespond to
the algebrai struture but it will be onvenient to organise the alulation
aording to them. Determination of all the struture onstants will just be
a long sequene of ases, the most diult of whih will be diagrammati
and make frequent use of 7.1.3. Note that the shading of the piture will be
the opposite of that in 7.1.3 sine u is in M1 and not in M2. Oasionally
the diagrammati redutions will produe the element u itself. It is easy to
express u as a linear ombination of basis elements sine u(1−eN−1A−1B) =
1− eN −1A−1B and u times any element of A∪B is another element of A∪B.
We will also use the exhange relation for biprojetions from [2℄:
P
P
=
P
P
.
We have no need for the exat values of the struture onstants, we only
need to know that they ould be alulated expliitly. Thus we introdue the
notation x ≈ y to mean that the elements x and y of N ′ ∩M1 are equal up
to multipliation by a onstant that ould be alulated expliitly.
Thus for instane eN ≈ 1˜ when 1˜ is the identity for omultipliation. So
all struture onstants for omultipliation by eN are determined. Comulti-
pliation by 1 is easy by the formula x ◦ 1 ≈ tr(x)1 for x ∈ N ′ ∩M1 and the
only trae that requires any work at all is that of uePQ whih is determined
from 7.3.9 and 7.3.10.
Case 1. Comultipliation within A. We may replae ueP by eQeP whih
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is ≈ the projetion onto L2(PQ) for omultipliation. It is thus greater than
eP and eQ so eP ◦ (eP eQ) ≈ eP . The rst ase where any work is required is
(ueP ) ◦ (ueQ) and up to simple modiations of the argument this handles
all omultipliations within A. The labelled tangle dening (ueP ) ◦ (ueQ) is:
u u
P Q
.
Applying 7.1.3 to the region inside the dotted retangle we obtain:
P Q
u
.
But this is ≈ ePQu whih is a basis element.
Case 2. Comultipliation within B.
Comultiplying ePQ with itself or with eQP is easy sine under omultipli-
ation eP and eQ generate a 2× 2 matrix algebra mod 1 and eP ◦ eQ ≈ ePQ.
Comultiplying ePQ or eQP with uePQ or uePQ an, after applying 7.3.4 if
neessary, a labelled tangle like:
P Q Q P
u
.
The point of using 7.3.4 is to ensure that in the dotted retangle we see
either two P 's or two Q's. The u may thus end up below the P 's and Q's
but that does not aet the rest of the argument. In the dotted retangle we
may thus apply the exhange relation for Q to obtain, after a little isotopy:
P Q P
Q u
. Notie that inside the dotted retangle we see
the omultipliation of eQ and u. Replaing u by 2eR − 1 gives 2 tangles,
the one with the identity being ≈ eP ◦ eQ ◦ eP . The tangle with eR an be
handled easily sine eQ ◦ eR = 1 whih also yields eP ◦ eQ ◦ eP .
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Finally we need to be able to omultiply uePQ with itself and ueQP . This
goes very muh like omultiplying ueP and ueQ exept that after applying
7.1.3 we nd a oprodut of more than two terms on eP and eQ. These words
may be redued to eP , eQ, ePQ or eQP modulo eN . The term with eN will
produe a u by itself but as observed above we know how to write u as an
expliit linear ombination of basis elements.
Case 3. Comultipliation between A and B. Terms without u like eP ◦ePQ
are simple. The most diult ase is of the form eP ◦ ueQP but as above
we may rearrange it so that there are two like terms in the dashed retangle
below:
P P Q
u
.
Applying the exhange relation as before we obtain:
P Q
P u
.
Note the omultipliation of u and eP whih an be redued to an expliit
linear ombination of basis elements using u = 2eR − 1 and eR ◦ eP ≈ 1.
The oprodut of ueP with ePQ works similarly exept that applying
the exhange relation immediately produes an expliit multiple of a basis
element. Finally terms like ueP ◦ uePQ an be redued to expliit linear
ombinations of basis elements using 7.1.3 and omulitpliation of words on
eP and eQ. One again u terms may be produed.
Lemma 7.4.3. Let v ∈M ′∩M2 be the self-adjoint unitary in the normaliser
of M1 guaranteed by the form of the dual prinipal graph in 5.2.5. Then
vAv = B.
Proof. By 7.1.4 we have vePv = P v . So eP vePv =
P
P
v
.
Applying the exhange relation to this we obtain P P v . Inside
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the dotted irle we reognise a multiple of the trae in M2 of the produt
in M ′ ∩M2 of the projetion eP dened by eP and v. But v bears the same
relation to this oprojetion as u does to eP so by 7.3.2 we obtain zero. Thus
ePV ePV = 0. We may apply 7.3.4 to eP and v to dedue in the same way
that eQV ePV = 0. This is enough to onlude that vAv = B from the
struture of N ′ ∩M1 whih is normalised by v.
Corollary 7.4.4. If eM is the projetion onto L
2(M) in the basi onstru-
tion of M2 fromM1 then D =CeMC ∪ A ∪ vA ∪ B ∪vB is a basis for N ′∩M2.
Proof. From the prinipal graph, N ′ ∩M2 is the diret sum of the ideal I
generated by eM , whih is isomorphi to a basi onstrution oming from
the pair N ′ ∩ M ⊆ N ′ ∩ M1, and a 4 × 4 matrix algebra. Sine N ⊆ M
is irreduible the map x ⊗ y 7→ xeMy is a vetor spae isomorphism from
N ′ ∩M1 ⊗N ′ ∩M1 to I. Thus CeMC is a basis for I.
Sine v is in the normaliser of M1, it is orthogonal to M1 by irreduibility
and N ′∩M2 ontains a opy of the rossed produt of N ′∩M1 by the period 2
autormorphism given by Ad v. By the previous lemma the algebra generated
by A, B, and v is a 4 × 4 matrix algebra-all it E. It is spanned modulo
I by A ∪ vA ∪ B ∪vB sine A and B are spanned modulo eN by A and
B respetively (see the proof of 7.4.2). Sine a matrix algebra is simple, to
hek that E spans N ′∩M2 mod I we need only show that it is not ontained
in I. But from the prinipal graph we see that A itself is non-zero mod I.
7.5 The uniqueness proof and some orollaries.
We an now give the main argument for the uniqueness of a subfator of
index (2+
√
2)2 with nonommuting intermediate subfators. It relies on the
"exhange relation" developed by Landau in [26℄. We begin with a planar
algebra result from whih our uniqueness will follow.
NOTE: We will assume that all planar algebras P satisfy dimP1 = 1.
Denition 7.5.1. Let P = Pn be a planar algebra and R a self-adjoint sub-
set of P2. Let Y be the set of planar 3-tangles labelled with elements of R,
with at most one internal dis. We say that R satises an exhange relation
if there are onstants bQ,R,Y , cQ,R,S,T and dQ,R,S,T suh that
R
Q
=
∑
S,T∈R
cQ,R,S,T
S
T
+
∑
S,T∈R
dQ,R,S,T
S
T
+
∑
Y ∈Y
bQ,R,Y Y.
The onstants will be alled the exhange onstants for R.
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Theorem 7.5.2. (Landau,[26℄) A subfator planar algebra P generated by
R = R∗ ⊆ P2 is determined up to isomorphism by the exhange onstants
for R and the traes and otraes of elements in R.
The idea of the proof is that one may alulate the partition funtion of
any labelled tangle in P0 by applying the exhange relation. The strategy
is to take any fae and redue it to a bigon, whih is either a multipliation
or omultipliation of elements in R. But multipliation and omultiplia-
tion are also determined by the exhange relation by suitably apping o the
pitures in the above denition. As soon as the planar algebras in question
are non-degenerate in the sense that they are determined by the partition
funtions of labelled planar tangles in P0, the theorem will hold. The iso-
morphism between two planar algebras with the same subset R is dened
by extending the identity map from R to itself to all labelled tangles on R.
Then any relation for one planar algebra is neessarily a relation for the other
by nondegeneratess of the partition funtion as a bilinear/sesquilinear form
on the Pn. This strategy for proving uniqueness was already used for a proof
of the uniqueness of the E6 and E8 subfators in [20℄.
Lemma 7.5.3. Let P be a subfator planar algebra with R a self-adjoint sub-
set of P2 whih satises an exhange relation. Then the exhange onstants
for R are determined by the traes and otraes of elements of R together with
the struture onstants for multipliation and omultipliation of elements of
R.
Proof. Using positive deniteness of the inner produt given by the trae on
P3, it sues to prove that the partition funtion of any planar diagram with
at most 4 internal diss, all labelled with elements of R, is determined by
the given struture onstants.
For this, we may suppose the labelled diagrams are onneted and by
our hypothesis on dimP1, we may suppose that no 2 − box is onneted to
itself. If there are 4 internal diss one must be onneted to another with a
multipliation or a omultipliation. This redues us to the ase of 3 internal
boxes where it is even learer. To see these assertions it is helpful to view
the labelled tangles as the generi planar projetions of links in R3 whih are
obtained by shrinking the internal 2-boxes to points.
Putting the previous results together we have:
Theorem 7.5.4. Let N1 ⊆ M1 and N2 ⊆ M2 be two irreduible II1 sub-
fators of index (2 +
√
2)2 with pairs P1, Q1 and P2, Q2 of non-ommuting
intermediate subfators of index 2+
√
2. Then there is a unique isomorphism
from the planar algebra for N1 ⊆ M1 to the planar algebra of N2 ⊆M2 whih
extends the map sending eP1 and eQ1 to eP2 and eQ2 respetively.
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Proof. The only allowed prinipal graph for the elementary subfators is A7
so there is no extra struture and we know the prinipal graph and dual
prinipal graph. The normalising unitaries ui, i = 1, 2 an be written as an
expliit linear ombination of eN , 1 and produts and oproduts of ePi and
eQi . Then form the sets Ai and Bi, i = 1, 2 in the obvious way. The planar
algebra for Ni ⊆Mi is generated by Ai and Bi by 7.4.4. By 7.4.2 and 7.5.3 we
may apply 7.5.2 to the sets Ri =Ai∪Bi to dedue the result. (The traes and
otraes of the basis elements of C were determined in the ourse of proving
7.4.2.)
Corollary 7.5.5. Given a quadrilateral N ⊂ P,Q ⊂ M with [M : N ] =
6+4
√
2 and suh that P and Q do not ommute, there are further subfators
P˜ and Q˜ with [M : P˜ ] and [M : Q˜] equal to 2 +
√
2, whih ommute with
both P and Q and are at an angle cos−1(
√
2− 1) to eah other.
Proof. This is the ase for the example so by uniqueness it is always true.
It is obvious that the projetions onto P˜ and Q˜ are in B mod eN .
Corollary 7.5.6. The only subfators between N and M are P,Q, P˜ , Q˜, R
and S so the intermediate subfator lattie is
M
N
R
S
P          Q P~ Q
~
.
Proof. Let T be a seventh intermediate subfator. From the prinipal graph
and obvious index restritions the possible values of (6 + 4
√
2)tr(eT ) are
2 +
√
2, 3 + 2
√
2 and 2. The ases 3 + 2
√
2 and 2 orrespond to index 2
subfators and would show up as extra verties on either the dual or dual
prinipal graphs, so we must have tr(eT ) =
1
2 +
√
2
. This fores eT−eN to be
a minimal projetion in either A or B, so by the previous orollary and the
observation after it we may suppose wolog that eT − eN ∈ A. If ePeT = eN
then by a 2×2 matrix alulation T makes a forbidden angle with Q. So the
angle between all three of P , Q and T is cos−1(
√
2− 1). But by lemma 7.3.1
applied to T , T and R do not ommute so there must be a fourth subfator
α(T ) whih makes the same angle with all of P,Q, and T . By lemma 7.3.3
this is not allowed. This ontradits the existene of T .
Corollary 7.5.7. IfM is hypernite there is an automorphism ofM sending
P to P˜ and Q to Q˜.
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Proof. This follows from theorem 7.5.4 and Popa's lassiation theorem [30℄
whih states that in nite depth one may onstrut the subfator diretly as
the ompletion of the indutive limit of the tower of relative ommutants.
It is not obvious what the automorphism of the previous orollary looks
like in the GHJ realisation of setion 6. It will ertainly require the omplex
numbers to write it down as guaranteed by the next result. Observe rst
that the D5-based GHJ example of 6.4 is dened over the real numbers so
the intermediate subfators exist in the setting of real II1 fators. That the
GHJ pair for D5,2 needs the omplex numbers is the next result.
Corollary 7.5.8. If N ⊂ P,Q ⊂M is a nonommuting quadrilateral of real
II1 fators with [M : N ] = 6 + 4
√
2, then P and Q are the only intermediate
subfators of index 2 +
√
2.
Proof. Let N ⊂ M be the subfator for the D5,2 Coxeter graph. Sine this
subfator may be dened over the reals (as the GHJ subfator for the trivalent
vertex) omplex onjugation denes a onjugate linear *-automorphism σ of
N ⊂ M with σ(P˜ ) = P˜ and σ(Q˜) = Q˜ but with σ(gi) = g∗i so σ(P ) = Q.
Thus σ will at on the planar algebra of N ⊂ M exhanging eP and eQ.
However the xed points for σ ating on the planar algebra is again a planar
algebra so there is a real subfatorNR ⊂MR with [MR : NR] = 6+4
√
2 having
a pair (P˜ σ and Q˜σ) of nonommuting intermediate subfators of index 2+
√
2
and no other intermediate subfators of the same index sine σ(eP ) = eQ 6=
eP . Our uniqueness result never used the omplex numbers (all the struture
onstants were real) so that no other suh real subfator an have more than
two intermediate subfators of index 2 +
√
2.
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