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Abstract 
This paper proposes a strategy to improve the control performance of robust MPC by using a sequence of free control 
inputs. For a given feedback gain which asymptotically stabilizes the closed-loop system, a sequence of free control 
inputs is calculated by minimizing the nominal performance cost over the perturbation horizon N. The nominal model 
of the process is included in the controller design in order to improve control performance. The optimization problem 
at each time step is formulated as the convex optimization problem involving linear matrix inequalities (LMI). The 
proposed strategy can be applied to the feedback gains derived from both a single Lyapunov function and parameter-
dependent Lyapunov function. For both cases, robust stability is proved to be guaranteed. The controller design is 
illustrated with an example in chemical process. The results show that the proposed strategy can significantly 
improve control performance of the conventional robust MPC.  
 
© 2012 Published by Elsevier Ltd. Selection under responsibility of the Congress Scientific Committee 
(Petr Kluson) 
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1. Introduction 
Model predictive control (MPC) is an effective multivariable control algorithm widely used in 
chemical processes. At each sampling time, MPC uses an explicit process model to solve an open-loop 
constrained optimization problem. Although an optimal control profile is calculated, only the first 
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computed input is implemented to the process. Traditionally, MPC uses a linear deterministic model in 
the prediction of dynamic behaviours of the process in the future. Unfortunately, a real process is usually 
nonlinear and uncertain. The performance of MPC will deteriorate as the discrepancy between the real 
plant and the process model used in the prediction increases. Moreover, modelling and handling the 
uncertainty explicitly in the control algorithm could significantly improve the control performance of 
MPC. This approach leads to the concept of robust MPC. Recently, the syntheses of robust MPC have 
been widely investigated.  
In Kothare et al. [1], robust MPC synthesis that allows an explicit incorporation of plant uncertainty in 
the problem formulation was proposed. The goal is to design the state feedback gain that minimizes the 
worst-case performance cost. The optimization problem at each time step is formulated as the convex 
optimization problem involving linear matrix inequalities (LMI). Since the control input is only 
proportional to the state of the plant ),,...,1 ,( f  iKxui the algorithm turns out to be very 
conservative.  
In order to reduce the conservativeness, the idea to increase the degree of freedom in the optimization 
problem by using a sequence of free control inputs Nici ,...,1 ,    was developed. The resulting input 
sequence is 1,...,1 ,   NicKxu ii  and NiKxui t  , . In [2], Robust MPC for uncertain 
polytopic discrete-time systems with ellipsoidal target sets was presented. The future states are predicted 
by using a sequence of ellipsoidal sets. The terminal ellipsoidal set is restricted to lie in an ellipsoidal 
invariant set in order to guarantee robust stability. The perturbation on control input strategy is developed 
in the controller design in order to ensure feasibility and robust stability. However, the conditions 
developed to guarantee feasibility and robust stability are only sufficient and thus incur a certain degree 
of conservativeness. The perturbation on control input strategy for linear parameter varying (LPV) 
systems was developed by Casavola et al. [3]. A sequence of free control inputs is used in the controller 
design in order to improve control performance. However, the feedback gain K  is computed based on the 
construction of terminal invariant set after the N-step state prediction and hence it cannot guarantee input 
constraint satisfaction before switching horizon N [4].  
In [5], the perturbation on control input strategy based on parameter-dependent Lyapunov function was 
presented. The control law derived by parameter-dependent Lyapunov function is perturbed by a 
sequence of free control inputs over the perturbation horizon N in order to improve the control 
performance. At each sampling time k, the terminal invariant set containing the terminal state is 
constructed in order to guarantee robust stability. The algorithm can reduce the conservativeness because 
both the feedback gain and the free control inputs are derived from parameter-dependent Lyapunov 
function. However, the effect of plant uncertainty is still overestimated because both the control law and 
the free control inputs are derived by minimizing the worst-case performance cost.  
The control performance of robust MPC can also be improved by using the state feedback gain K  that 
is calculated from minimizing the nominal performance cost instead of the worst-case performance cost. 
In [6], an ellipsoidal off-line robust MPC algorithm based on nominal performance cost was proposed. 
The algorithm directly extends the algorithm in [7] by computing the state feedback gain that minimizes 
the nominal performance cost instead of the worst-case performance cost. However, the conservativeness 
is still obtained because the algorithm is derived from a single Lyapunov function. Moreover, the control 
input still only depends on the evolution of state. In [8], an ellipsoidal off-line MPC algorithm for LPV 
systems was proposed. The sequences of state feedback gains corresponding to the sequences of nested 
ellipsoids are computed off-line. At each sampling instant, the smallest ellipsoid containing the currently 
measured state is determined in each sequence of ellipsoids and the scheduling parameter is measured. 
The real-time state feedback gain is then calculated by linear interpolation between the corresponding 
state feedback gains. 
From the preceding review, we can see that one of the main approaches to guarantee robust stability is 
to impose the state feedback control law on the control input. However, by doing so, the conservative 
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result is obtained because the control input only depends on the evolution of state. In this paper, a strategy 
to improve the control performance of robust MPC using a sequence of free control inputs is proposed. 
The nominal model of the plant is included in the controller synthesis. At each sampling instant, a 
sequence of free control inputs is calculated by minimizing the nominal performance cost over the 
perturbation horizon N. 
The paper is organized as follows. In section 2, the problem description is presented. In section 3, we 
present the perturbation on control input strategy which can be applied to state feedback gains derived 
from both a single Lyapunov function and parameter-dependent Lyapunov function. In section 4, we 
present an example to illustrate the implementation of the proposed strategy. Finally, in section 5, we 
conclude the paper. 
 
Nomenclature 
TA                 The transpose of A                                                       
1A                  The inverse of A  
I                 The identity matrix 
)/( kkx                    The state measured at real time k  
)/( kikx                 The state at prediction time ik   predicted at real time k  
)/(
^
kikx                The nominal state at prediction time ik   predicted at real time k  
],[
^^
BA                     The nominal model of the plant 
),( kiV                     The Lyapunov function )/(),()/( kikxkiPkikx T  where ,0 , t ik 0),( !kiP  
                           The corresponding transpose of the lower block part of symmetric matrices 
))(( kxikK
F            The closed convex hull of all i -steps state trajectories from x  at time k   
))}(({ kxvert ikK
F   All vertices of ))(( kxikKF  
2. Problem Description 
The model considered here is the following linear time varying (LTV) system with polytopic 
uncertainty: 
                                 
)()(
)())(()())(()1(
kCxky
kukpBkxkpAkx
 
                                                      (1) 
where, )(kx  is the state of the plant, )(ku  is the control input, )(ky  is the plant output and 
)](),...,(),([)( 21 kpkpkpkp L  is the time-varying uncertain parameter vector which cannot be 
measured on-line. Moreover, we assume that 
                                  ],[],...,,[],,{[ ,))](()),(([ 2211 LL BABABACoΩΩkpBkpA   ,                      (2) 
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where, Ω  is the polytope, Co denotes convex hull,  ],[ jj BA  are vertices of the convex hull. Any 
)](),([ kBkA  within the polytope Ω  is a linear combination of the vertices such that 
                                 1)(0 ,1)( ],,[)())](()),(([
11
dd  ¦¦
  
kpkpBAkpkpBkpA j
L
j
jjj
L
j
j               (3) 
Given the state feedback gain K that asymptotically stabilizes the closed-loop system and satisfies the 
following input and output constraints,  
                                                    uhh nhukikKx ,...,3,2,1 ,))/(( max,  d                                                  (4) 
                                                    yrr nrykiky ,...,3,2,1)/(  ,max,  d                                                     (5) 
The aim of this research is to find a sequence of free control inputs ^ ` 10)/(   Nikikc  such that the 
following control input asymptotically stabilizes the system (1). 
                                     
¿¾
½®¯­ t
  
NikikKx
NikikckikKx
kiku
h
h
h ,))/((
1,...,1,0,))/()/((
)/(                           (6) 
In order to improve control performance, a sequence of free control inputs ^ ` 10)/(   Nikikc  calculated 
has to achieve the following nominal performance cost 
                                      
¦
 
4
1
0
^^
)/()/()/()/(    min
N
i
TT kikRckikckikxkikx                          (7) 
where, 0!4 and 0!R are symmetric weighting matrices, subject to 
                                           uhh nhukikckikKx ,...,3,2,1,))/()/(( max,  d                               (8) 
                                                yrr nrykikCx ,...,3,2,1,))/(( max,  d                                                  (9) 
3. The proposed perturbation on control input strategy based on nominal performance cost 
In this section, a strategy to improve the control performance of robust MPC using a sequence of free 
control inputs ^ ` 10)/(   Nikikc  is proposed. The nominal model is used in the controller synthesis in order 
to improve control performance. For the given state feedback gain K that asymptotically stabilizes the 
closed-loop system, a sequence of free control inputs is calculated by minimizing an additional nominal 
performance cost over the perturbation horizon N. The optimization problem at each time step is 
formulated as the convex optimization problem involving linear matrix inequalities (LMI).  
 
Algorithm 3.1 
 
At each sampling time k , given a state feedback gain K which robustly stabilizes the closed-loop 
system within an invariant ellipsoid ^ 1`/ 1 d  xQxx TH  and satisfies (4) and (5), a sequence of free 
control inputs ^ ` 10)/(   Niopt kikcC  which minimizes the upper bound on the nominal performance 
cost (7) can be obtained by solving the following problem 
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                       J
N
i
in
Copt
¦
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0
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               ^  `(x(k))χvertk)Nz(k,
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Nk
K
t»¼
º«¬
ª

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1
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

N,...,i ,
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I
u
x
nin
nin                                  (13) 
Feed the plant by )()()( kckKxku   
(10) is for guaranteeing robust stability. (11) is for guaranteeing input constraint satisfaction. (12) is 
for guaranteeing output constraint satisfaction. (13) is the perturbation cost function based on nominal 
performance cost. 
An algorithm is proved to guarantee robust stability in Theorem 3.1. 
 
Theorem 3.1: The control law provided by algorithm 3.1 assures robust stability and robust constraint 
satisfaction to the closed-loop system. 
Proof. First of all, we will prove that ¦
 
1
0
,
N
i
inJ  is the upper bound on the nominal performance cost (7). 
By applying Schur complement to (13), we obtain )/()/()/()/(
^^
, kikRckikckikxkikxJ
TT
in 4t  
^ 1`,10,  N,...,i . Thus, ¦
 
1
0
,
N
i
inJ  is the upper bound on the nominal performance cost (7). 
Then we will prove that the closed-loop system is robustly stabilized by the perturbation of free control 
inputs ^ ` 10)/(   Nikikc . The satisfaction of (10) ensures that ,)/( H kNkx ))(()/( kxkNkx NkK F . 
If H )/( kNkx , the state feedback gain K is able to steer the state from )/( kNkx   to the origin. 
Thus, the closed-loop system is robustly stabilized.    
Let us consider input constraint (11) and output constraint (12), the satisfaction of (11) ensures 
that , xh,mah ui/k))c(ki/k)(Kx(k d (x(k))χk)ix(k ikK / . Thus, input constraint satisfaction is 
guaranteed. The satisfaction of (12) ensures that ,yi/k))(Cx(k r,r maxd (x(k))χk)ix(k ikK / . Thus, 
output constraint satisfaction is guaranteed.□ 
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The perturbation on control input strategy developed in algorithm 3.1 can only be applied to the state 
feedback gain derived by using a single Lyapunov function. In the following algorithm, we will present 
the perturbation on control input strategy which can be applied to the state feedback gain derived by using 
parameter-dependent Lyapunov function [9].  
 
Algorithm 3.2 
 
At each sampling time k , given a state feedback gain K which robustly stabilizes the closed-loop 
system within an invariant ellipsoid 
°¿
°¾
½
°¯
°®
­
 d ¦
 
 L
j
jj
T QkpQxQxx
1
1 )( ,1/H  and satisfies (8) and (9), a 
sequence of free control inputs ^ ` 10)/(   Niopt kikcC  which minimizes the upper bound on the nominal 
performance cost (7) can be obtained by solving the following problem 
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Feed the plant by )()()( kckKxku   
 
An algorithm is proved to guarantee robust stability in Theorem 3.2. 
 
Theorem 3.2: The control law provided by algorithm 3.2 assures robust stability and robust constraint 
satisfaction to the closed-loop system. 
 
Proof. By multiplying the corresponding L...,j ,,21  inequalities in (14) by )(kp j and sum them from 
L...,j ,,21 , we obtain 
                             0
/
1
 t»¼
º«¬
ª


Qk)Nz(k
, ^ `(x(k))χvertk)Nz(k NkK /                                         (18) 
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The satisfaction of (18) ensures that  ,)/( H kNkx ))(()/( kxkNkx NkK F . If H )/( kNkx , the 
state feedback gain K  is able to steer the state from )/( kNkx   to the origin. Thus, the closed-loop 
system is robustly stabilized. □ 
4. Example 
In this section, we present an example that illustrate the implementation of the proposed robust MPC 
algorithm. The numerical simulations have been performed in Intel Core i-5 (2.4GHz), 2 GB RAM, using 
SeDuMi [10] and YALMIP [11] within Matlab R2008a environment. We will consider the application of 
our approach to an uncertain non-isothermal CSTR where the exothermic reaction BA o  takes place. 
The reaction is irreversible and the rate of reaction is first order with respect to component A . A cooling 
coil is used to remove heat that is released in the exothermic reaction. The reaction rate constant ok  and 
the heat of reaction rxnH' are considered to be the uncertain parameters. The linearized model based on 
the component balance and the energy balance is given as follows 
»¼
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º
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T
Cy A
10
01                                                                (19) 
Where AC is the concentration of A  in the reactor, FAC ,  is the feed concentration of A , T is the 
reactor temperature, and cF  is the coolant flow. The operating parameters are shown in table 1.  
Table 1. The operating parameters of non-isothermal CSTR 
Parameter Value Unit 
F  1  m
3/min 
V  1  m
3 
U  106  g/m3 
pC  1  cal/g.K 
rxnH'  107-108  cal/kmol 
RE /  8330.1  K 
ok  109-1010  min
-1 
UA  5.34x106  cal/K.min 
 
Let ,,eqAAA CCC  ,eqTTT  eqFAFAFA CCC ,,,,   and eqccc FFF , , where the subscript eq  is 
used to denote the corresponding variable at equilibrium condition. The discrete-time model (20) is 
obtained by discretizing (19) using Euler first-order approximation with a sampling time of 0.15 min. 
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Where 1010/)(1 9 d d okkD  and 1010/)(1 7 d' d rxnHkE . Because two uncertain parameters 
)(kD and )(kE are independent of each other, we have to consider the polytopic uncertain model with its 
four vertices representing all the possible combinations of the two uncertain parameters. The polytopic 
uncertain set is given as follows 
         
}
451.1644.98
014.0136.0
,
189.0864.9
014.0136.0
,
189.0864.9
0014.0751.0
,
063.0986.0
0014.0751.0
{ »¼
º«¬
ª »¼
º«¬
ª »¼
º«¬
ª »¼
º«¬
ª  : Co  (21) 
The objective is to regulate AC and T by manipulating FAC ,  and cF , respectively. The input 
constraints are 3, kmol/m 5.0dFAC  and min/m 3 3dcF . Here )(, kJn f  is given by (7) with I 4  and 
.1.0 IR   The nominal model is given by »¼
º«¬
ª  
3990.066.24
007.0357.0^
A  and »¼
º«¬
ª
 912.00
015.0^
B . 
The proposed strategy will be compared with the perturbation on control input strategy developed by 
Brooms et al. [2]. The state feedback gain derived by using a single Lyapunov function as proposed by 
Kothare et al. [1] is used in algorithm 3.1 and the state feedback gain derived by using parameter-
dependent Lyapunov function as proposed by Mao [9] is used in algorithm 3.2.  
Figure 1 shows the closed-loop responses of the system when )(kD  and )(kE  are randomly time-
varying between 109 10)(10 d d okkD  and 87 10)(10 d' d rxnHkE . It can be observed from the 
figure that the proposed algorithms 3.1 and 3.2 can achieve less conservative result as compared to the 
perturbation on control input strategy of Brooms et al. [2].  
 
 
a) Regulated Output 
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b) Control Input 
Fig . 1. The closed-loop responses of the system when )(kD  and )(kE  are randomly time-varying between  109 10)(10 d d okkD   
and  87 10)(10 d' d rxnHkE  (a) Regulated Output (b) Control Input 
 
In the perturbation on control input strategy developed by Brooms et al. [2], the state feedback gain K 
calculated from linear quadratic regulator is perturbed by a sequence of free control inputs 
^ ` 10)/(   Nikikc  in order to ensure feasibility and robust stability. The optimization problem at each time 
step is formulated as the minimization of the norm of free control inputs. Robust stability of the closed-
loop system is proved to be guaranteed. However, the conditions developed to guarantee feasibility and 
robust stability are only sufficient and thus incur a certain degree of conservativeness. In comparison, the 
proposed algorithm uses a sequence of free control inputs ^ ` 10)/(   Nikikc in order to improve the 
control performance. At each sampling time k, a sequence of free control inputs is calculated by 
minimizing the nominal performance cost over the perturbation horizon N. Thus, the proposed algorithm 
can achieve better control performance as compared to the algorithm of Brooms et al. [2]. 
We then study the effects of the perturbation horizon on control performance and computational time 
required. Figure 2 shows the closed-loop responses of the system when the perturbation horizon N  is 
varied. It can be observed that for algorithm 3.1, the control performance is improved as the perturbation 
horizon N is increased from N=1, 2, 3. However, the closed-loop responses are nearly similar as the 
perturbation horizon is increased beyond N=3. In this case, increasing the perturbation horizon beyond 
N=3 leads to more computational complexity as shown in table 2 while the control performance is not 
improved. Thus, choosing the perturbation horizon N=3 is appropriate. For algorithm 3.2, the control 
performance is improved as the perturbation horizon N is increased from N=1 to N=2. However, the 
control performance is nearly the same as the perturbation horizon is increased beyond  N=2. Thus, the 
perturbation horizon N=2 is appropriate in this case. From the simulation results, we can see that by 
choosing a small perturbation horizon, the control performance is improved while only a slight increase in 
computational time is required. 
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(a) Algorithm 3.1 
   
 
(b) Algorithm 3.2 
 
Fig. 2. The closed-loop responses of the system in example 4.1 when the perturbation horizon N  is varied  (a) Algorithm 3.1  
(b) Algorithm 3.2 
 
Table 2. The average computational time per prediction in example 4.1 
 
 Algorithm 3.1 Algorithm 3.2 
N=1 0.135 s 0.157 s 
N=2 0.245 s 0.297 s 
N=3 0.478 s 0.542 s 
N=4 0.891 s 0.991 s 
5. Conclusions 
In this paper, we have presented a strategy to improve control performance of robust MPC using a 
sequence of free control inputs. The nominal model of the plant is used in the controller design in order to 
improve control performance. At each sampling time, a sequence of free control inputs is calculated by 
minimizing the nominal performance cost over the perturbation horizon N. The proposed algorithm is 
proved to guarantee robust stability. The controller design is illustrated with an example of CSTR. The 
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results show that the proposed strategy can significantly improve the control performance of the 
conventional robust MPC algorithm.  
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