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QUALITY, RETRIEVAL AND ANALYSIS OF PROVENANCE IN
LARGE-SCALE DATA
Provenance is metadata that describes the lineage of a data product. Lineage is invaluable in
advancing the reuse and reproducibility of scientific results in e-Science. Through the availability
of provenance, future researchers can make valid assessments of data quality or consider the
trustworthiness of the data. The shift towards ’Big Data’ has presented challenges in provenance
driven by data volume and variety, and the need for making data more valuable and veracious.
This dissertation examines provenance quality, capture, and representation particularly for highly
voluminous provenance that occurs with growing frequency in large-scale science.
This work has at its core a framework and methodology that identify three dimensions of
provenance quality: correctness, completeness, and relevance. Based on the proposed quality
dimensions, the framework supports provenance quality analysis at the node/edge, graph, and
multi-graph levels, which includes analysis of annotations, timestamps and the structure of
provenance traces.
A supporting contribution is the design and generation of a pseudo-realistic provenance
workload that consists of 48,000 provenance traces, forming a provenance database 10 Gigabytes
in size. This workload is composed of provenance from 6 varied realistic workflows and includes
a failure model that introduces several types of failures into provenance data including workflow
executions that experienced failures and workflow executions that experienced faults in message
passing communication between application and provenance system, the latter resulting in
dropped provenance.
Provenance in High Performance Computing is directly addressed with the design of a cache
storage solution that supports multi-level provenance capture with minimum collection overhead.
vi
A distributed NoSQL database stores the collected provenance. Evaluation is carried out through
experiments performed on two production systems at the National Energy Research Scientific
Computing Center.
The final contribution is in the experimental evaluation of two storage approaches for provenance,
graph and relational databases, and the impact on retrieval for provenance specific realistic
queries. Results carried out at scale and using real-world provenance traces show that graph
databases are better suited for the retrieval of large provenance graphs by ID and relational
databases provide a better option for provenance graphs that are of great depth in evaluated
scenarios.
Beth Plale, Ph.D.
(Principal Advisor)
David Leake, Ph.D.
Yuqing Wu, Ph.D.
Michael Trosset, Ph.D.
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1Introduction
Science has evolved from using empirical and theoretical methods for discovery to include
computational science encompassing simulations and modeling [11]. In 2007, the late Jim Gray
proposed a vision for a fourth research paradigm: data-intensive science [39]. Data intensive sci-
ence investigates datasets for underlying phenomena. We now see data volume and complexity in
data growing rapidly in scientific investigations. For instance, the Large Hadron Collider (LHC) at
CERN generates 16PB/year and the Large Synoptic Survey Telescope (LSST) projects 6PB/year of
raw data and 3PB/year of catalog data. Climate scientists project to capture hundreds of exabytes
by 2020 [1].
Data-driven discovery extends beyond science. One of the most important technologies iden-
tified for the 21st century are wireless microsensor networks [25]. Advances in sensor network
technologies, coupled with shrinking sensor sizes and increasingly cheaper sensors, has seen mul-
tiple sensors embedded ubiquitously in everyday consumer products such as cellular phones and
cameras. The advancement of the mobile web and the widespread use of social networks have
also enhanced this trend. The amount of data that is being generated through social media such as
tweets and blogs has swelled to levels never seen before.
The commoditization of data through Cloud storage and the decreasing cost of storage have
1
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only encouraged data collection. This has led to data being collected globally at an unprecedented
scale. A recent IDC published study [34] estimates that 2.8 zettabytes (ZB) of data will have been
created and replicated worldwide by 2012. By 2020, the size of the digital universe is projected to
reach a staggering 40ZB. This global phenomenon has led to the coining of the term “Big Data”.
With increasingly rich and voluminous data being generated, the need for storing, preserving,
and enhancing data for use and reuse increases concurrently. This is where data provenance con-
tributes. Data provenance, a key piece of metadata, provides the lineage or history of how data
is generated. Data provenance has been shown to facilitate the reproducibility of computational
experiments [60], particularly those run as scientific workflows. Provenance aids in the auditing of
data; through lineage information, data can be verified and the origin of data errors pinpointed.
The development of provenance research has its roots in workflow management systems [85].
Workflows have long been used to model business processes. More recently, scientific work-
flows were explored for executing arbitrarily complex task graphs of scientific computations in
autonomous or semi-autonomous fashion. Through a workflow, a scientist links multiple small
tasks or experiments together to form complex workflows, such as weather research and fore-
casting workflows that may take up considerable time during execution. Workflow systems are
cyberinfrastructure that allows the design and execution of workflows. These systems are largely
distributed in nature and provide a platform for workflows to run. Examples of these systems are
those like Kepler [63] and Taverna [98]. These systems have been found to be deployed on High
Performance Computing systems, clusters in organizations that may consist of a group of worksta-
tions, and increasingly hosted in the Cloud.
Provenance capture has been carried out in a number of ways. One of the major approaches
is through the instrumention of existing infrastructures. This may involve capturing provenance
at different layers of infrastructure such as at the middleware level, the network level, and the
application level. Alternatives to this approach include the capture of provenance through existing
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reporting mechanisms such as is done through provenance collection from log files [37] or audit
files.
Provenance remains an active area of research and multiple issues remain unresolved. In large-
scale data settings, the sheer volume and velocity of data demand more efficient collection, rep-
resentation and retrieval techniques for provenance. In addition, large amounts of data introduce
more variety that requires provenance to account for the diversity of data. Moreover, as the amount
of data increases, techniques for ensuring the quality and veracity of provenance are crucial so that
provenance can aid in the reproducibility, auditing, and preservation of data, as well as in areas
that rely on provenance for access-control and security of data.
This dissertation advances understanding in three areas: quality in provenance; capture, query
and analysis of provenance in High Performance Computing systems; and query performance of
provenance-specific queries in the context of large-scale data. This dissertation specifically con-
tributes to large-scale data and computing through new mechanisms for capturing and querying
provenance from High Performance Computing that consumes or generates large volumes of data.
Moreover, we constructed the largest known semi-synthetic provenance dataset in the form of a 10
GB provenance dataset that enabled study of large-scale provenance and also addresses the lack
of real provenance data in provenance research. This dissertation contributes to reproducibility of
science by providing a technique for identifying faults in the capture of provenance, thus reducing
the use of errorneous provenance for reproducibility.
1.1 Research foci
The foci of this dissertation is on provenance capture, representation, and quality in scientific
discovery. We focus on four aspects of provenance: The first is on building a representative large-
scale e-Science provenance dataset with faults that models cases of failures in provenance collection
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in the real-world and failures captured through provenance collection. The second is a methdology
and framework for determining the quality of provenance. The third investigates the collection
and query of provenance in High Performance Computing systems, where provenance can be ex-
tremely voluminous. Lastly, we evaluate different approaches to storing provenance.
1.1.1 Large-scale provenance dataset
Provenance representation and capture is beset by a shortage of realistic provenance data. As of
this writing, the only provenance datasets that we have found on the Web are our own NASA
AMSR-E provenance archive dataset [67] and the El Viajero’s tourism dataset [31] that incorporates
provenance. As a result, there remains a need for provenance datasets particularly to study prove-
nance representation and access at scale. Moreover, realistic data has faults, and provenance is no
exception. Provenance data that incorporates faults that occur during capture or reflect application
failures is critical to understanding. Several requirements are outlined for such a dataset, namely
that it be large-scale, diverse, and realistic.
1.1.2 Provenance Quality
The quality of provenance gives assurance that the record can be believed and so can the data it
describes. Even though provenance is generated by automated systems, a number of things can
go wrong because messages drop and systems fail. Although having tempered or low-quality
provenance is better than no provenance [80], nevertheless, it is helpful to evaluate the quality
of provenance as part of an effort towards quality assurance. Provenance quality has not been
conceptualized previously, so our research on provenance quality is motivated by the following
questions:
What constitutes provenance quality? Are there methodologies and tools that can help with the evaluation
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of provenance quality?
1.1.3 Provenance Collection and Query in High Performance Computing Sys-
tems
High Performance Computing (HPC) systems have been extensively used for scientific research.
HPCs generate considerable data but often lack recording mechanisms that result in scientists re-
verting back to using traditional log books for keeping track of their experiments [18]. With petas-
cale computer systems in existence and attention towards emerging exascale systems, provenance
at scale becomes a critical issue lest we risk losing the gains made in capturing provenance of com-
putations. What are the key issues for provenance collection and query in HPC systems? Can provenance
capture leverage existing software infrastructure and be non-intrusive?
1.1.4 Provenance Graphs: Optimizing Access
Since provenance describes the lineage of data, it is often described in the form of a graph. Prove-
nance graphs are unique with respect to other graphs and as such present different retrieval chal-
lenges particularly as the provenance record grows over time. In e-Science, these graphs initially
take on the appearance of an initial workflow. As time progresses, these provenance graphs be-
come dominated by their temporal aspect and acquire greater depth. The research questions that
we ask of these problems are:
How well do provenance queries perform at scale under different representations? Does the performance
of retrieving provenance graphs fare better using traditional database backends or do newer graph-dedicated
offerings tailor better?
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1.2 Contributions
This dissertation addresses the research questions and challenges posed in Section 1.1 and
makes the following contributions:
1. We designed and built a 10GB dataset of pseudo-realistic provenance. The dataset is modeled
from several types of real-world scientific workflows. Failures are modeled using a failure
model we developed. When combined with a workflow emulator, this results in provenance
graphs either completing successfully, containing provenance of workflow executions that
experienced faults in communication between application and provenance system, or prove-
nance that is the result of dropped provenance messages. The constructed dataset consists of
approximately 48,000 provenance traces modeled from 6 workflows from computer science,
biology, meteorology, and climate.
2. We propose three quality dimensions that are relevant to provenance quality. In addition,
we develop a framework that assesses each proposed dimension of quality. Through our
prototype suite of analysis tools, we assess the quality of provenance traces at the node/edge
level, graph level and multi-graph level for several applications.
3. We architect a prototype framework for collecting provenance in large-scale HPC systems; the
system supports multi-level provenance capture with minimum collection overhead using
NoSQL data stores for the backend storage. The performance of provenance capture and
retrieval using this framework shows minimal overheads even for large jobs that use more
than 4000 cores.
4. We experimentally evaluate provenance query performance under two data store technolo-
gies: a relational database and a graph database. Our results indicate that graph databases are
better suited to the retrieval of provenance graphs with a given ID. For provenance graphs
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that are of great depth/width, our results show that relational databases provide a better
option.
1.3 Thesis Outline
The remainder of this dissertation is organized as follows. We present related research in Chap-
ter 2. Next, we discuss background information of Karma, a provenance system that is heavily used
in this dissertation and also the Open Provenance Model (OPM) in Chapter 3. In Chapter 4, we dis-
cuss the design and process behind creating a well-controlled, pseudo-realistic 10 Gigabyte prove-
nance dataset. Chapter 5 discusses and formulates our work in provenance quality. We present our
work of provenance capture and retrieval in High Performance Computing systems in Chapter 6.
Evaluations on the performances of provenance retrieval are discussed in Chapter 7. Finally, we
conclude and discuss future directions in Chapter 8.
2Related Work
In this chapter, we discuss related research in a number of areas. The first section examines
synthetic workloads that have been modeled or developed. The subsequent section discusses re-
lated research in information quality and related applications and uses of provenance with respect
to provenance quality. Over the years, a number of provenance tools have also been developed.
The final section examines a number of these provenance tools that perform provenance collection,
retrieval and analysis.
2.1 Synthetic Workloads
Synthetic workloads have been used over the years for performance evaluation and system
benchmarking. TPC [38] for instance is heavily used to evaluate databases. We look at synthetic
workloads in the areas of distributed systems and networks research since they are most relevant
to our work of generating a synthetic provenance dataset in Chapter 4.
In the area of distributed systems, a number of synthetic workloads or models for generating
workloads exist. Bodnarchuck et al. [12] models the workload of a distributed system file server
in a UNIX/NFS environment. Mehra et al. [53] and Sreenivasan et al. [89] present models for
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generating synthetic workloads. Mehra et al. presents a Dynamic Workload Generator (DWG) that
is able to generate realistic and reproducible synthetic workloads for load-balancing experiments
and Sreenivasan et al. construct a workload model for a centralized environment.
Similarly, a number of models for generating workloads exist in network research [4, 71]. An-
tonatos et al. [4] generates realistic workloads for network intrusion detection systems for per-
formance evaluation. In mobile network research, Noble et al. [71] propose trace-based mobile
network emulation that is capable of reproducing observed end-to-end characteristics of a real
wireless network in a controlled fashion. Since packet loss is a big part of network research, the
models discussed above account for the loss of packets.
Recently, Chebotko et al [22] released a benchmark for evaluating provenance systems through
five performance metrics, which are data load times, repository size, query response time, query
soundness and completeness. This extensible benchmark also features workload generation through
templates. Benchmarks are similar in that they are equally capable of generating the workloads that
have the same characteristics. However, these benchmarks are often contrived for performance
evaluation reasons. Our work differs in that we emphasize creating a sufficiently large-scale, di-
verse and yet realistic provenance database. As a result, we opt for a pseudo-realistic instead of a
purely realistic or synthetic workload approach.
Even though we have listed a number of workloads or benchmarks, few workloads have been
developed specifically for the purpose of provenance research. With the creation of a synthetic
provenance dataset in Chapter 4, we model failures of provenance notifications and present a siz-
able synthetic database that reflects the needs of provenance research.
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2.2 Provenance Quality
Quality of provenance is to our knowledge an area that has seen very little investigation. Pre-
vious research has occurred in Information Quality (IQ) or Data Quality (DQ). Our work draws on
IQ and DQ research in proposing a formulation for addressing the problem of provenance quality.
IQ and DQ research considered as part of our investigation is discussed below. Related work that
involves provenance for data quality and data trustworthiness as well as the prediction of missing
provenance are included as part of the discussion.
2.2.1 Information Quality and Data Quality
Data quality (DQ) assessment is typically recognized as a difficult and multidimensional con-
cept [69] that can be assessed both subjectively and objectively [74]. Over the years, the field known
as information quality (IQ) (analogous to DQ) has proposed multiple approaches to thoroughly un-
derstand the problem. The literature in IQ deals with data quality in organizations.
An early study by Wang [95] proposed a Total Data Quality Management (TQDM) methodology.
In his methodology, he classifies four IQ categories: Intrinsic IQ, Accesibility IQ, Contextual IQ, and
Representational IQ that encompasses 15 IQ dimensions. Some of these IQ dimensions are accuracy,
objectivity, believability, security, completeness, relevancy, ease of understanding, etc.
Later, Lee et al. [51] developed a methodology called AIMQ to assess IQ based on questionnaires
and analysis techniques to interpret IQ measures. Their methodology considered approaches be-
tween academic and practitioners’ views towards IQ. In their methodology, they propose an In-
formation Quality Product and Service Performance (PSP/IQ) model that consolidates different
IQ dimensions into four quadrants: sound, dependable, useful and usable information. In another
study, Lee et al. [50] looked into IQ from the perspective of quality during data collection, data
custodianship, and data consumerism.
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Many traditional IQ approaches rely on a questionnaire approach, which is based on subjective
user inputs. A more recent study by Stvilia et al. [90] implemented a general IQ assessment frame-
work. Their framework is based on typologies of IQ problems and a comprehensive IQ taxonomy
based on 22 dimensions. The framework was then validated using simple Dublin Core records and
Wikipedia articles.
The metadata community has also studied the use of provenance in measuring data quality.
Bruce et al. [14] suggest that provenance is one of the seven most commonly recognized charac-
teristics of quality metadata. They propose the concept of tiered quality indicators, containing a
set of indicators that are considered basic indicators. Beyond the basic sets of indicators, quality is
improved by more detailed information.
2.2.2 Provenance for the Evaluation of Data Quality and Trustworthiness
Previous research has proposed provenance as a means to evaluate data quality and also data
trustworthiness. Simmhan et al. [84] developed a data quality assessment model that incorporates
provenance as part of the evaluation criteria. Provenance is included alongside social perception,
data accessibility and intrinsic metadata for data quality assessment. In our work, we assume that
provenance may contain failures. Dedicated quality assessment is required for provenance since it
is a unique metadata type that has its own characteristics.
Dai et al. [27] propose a provenance trust model that defines the trustworthiness of data and
data providers by taking into account four aspects: data similarity, data conflict, path similarity, and
data deduction. Through the evaluation of data provenance, the trustworthiness of data and their
providers are determined. In addition, they also develop algorithms to compute trust scores. Based
on studies in IQ, this related work seems to address quality issues of provenance that are related
to the believability and credibility IQ dimensions. Naturally, the focus of their work is targeted
towards the source of data and data providers. Although the differences are subtle and overlaps
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may exist, our work focuses on the IQ dimensions of correctness, completeness and relevancy.
Therefore, we see our work as complementary to what Dai et al. proposed.
In another study, Hartig et al. [41] used Web data provenance to assess the trustworthiness and
quality of the Web’s data through the use of annotating provenance graphs with impact values.
They propose a quality model that also takes into account incomplete provenance information
through the use of alternative impact values and the representation of uncertainty.
The importance of provenance and how provenance contributes as an evaluation criteria for
data is addressed by the works above. However, the quality of data provenance itself is important
in its own right.
2.2.3 Prediction of Missing Provenance
The ability to predict and repair missing provenance from provenance traces adds value to incom-
plete provenance traces and allows these traces to be useful despite their incompleteness. Zhao et
al. [97] propose an approach that uses semantic associations for predicting missing provenance in
reservoir engineering. In our study, we assume 100% confidence for the prediction of provenance
and focus on what should be filled in for an incomplete provenance trace.
2.3 Provenance Collection, Retrieval and Analysis
Substantial effort has gone into the area of provenance collection in the past few years, resulting
in multiple provenance collection systems. Since provenance in e-Science traces its roots to work-
flow management systems, a large number of early provenance capture systems are tightly tied to
workflow management systems.
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Some of the newer systems approach the problem of provenance capture through other meth-
ods [32], resulting in systems that are operating system-based, system process-based, or more
loosely coupled systems. Almost all of these systems that capture provenance provide some mech-
anisms for the retrieval of provenance. These provenance systems are discussed in the subsections
below.
2.3.1 VisTrails
VisTrails is a scientific workflow and provenance management system designed for simulation,
data exploration and visualization [94]. It is now released both as an open-source offering as well
as a commercial offering [93]. It is now in its second generation. VisTrails is written in Python and
uses the multi-platform Qt library for its user interface. Users are able to create workflows as well
as query and reuse provenance information from workflow executions.
VisTrails uses a provenance query language designed to take advantage of VisTrails’s own lay-
ered provenance structure [60] that consists of three layers: workflow execution layer, workflow
layer and execution layer. The workflow execution layer captures relationships between series of
workflows edited by users. The workflow layer captures specifications of workflows, and the exe-
cution layer keeps track of run-time information of workflow executions.
Four types of provenance are supported in VisTrails which are: data provenance, process prove-
nance, workflow provenance and system provenance. The captured provenance are stored as XML
files or in a relational database, and VisTrails’s own provenance browser allows users to browse
the provenance. A noteworthy feature that VisTrails features is the capability to allow users to add
links in documents for including reproducible results.
The VisTrails native schema maps to the PROV data model in some cases. VisTrails supports
interoperability through the W3C PROV [75] standard and provides serialization of the VisTrails
schema to XML in the PROV format of PROV-XML [24].
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2.3.2 Kepler
Kepler is an open-source scientific workflow system that allows its users to design scientific work-
flows. Kepler’s support for provenance is made available through the Kepler Provenance Recorder
(KPR) module. The KPR captures provenance of workflow structure, workflow evolution, and
workflow execution [63]. Provenance are stored in a SQL database. Based on the Kepler tuto-
rial [36], current query support is limited to the use of SQL queries.
2.3.3 Taverna
Taverna [91] is an open-source and domain independent workflow management system developed
as part of the myGrid project. It is a suite of tools that is used primarily to design and execute
scientific workflows. Taverna has been redesigned from the ground up and is now in version 2.
Taverna does not capture provenance of the development of workflows, but supports the prove-
nance capture of workflow runs. The captured provenance traces can then be viewed within the
Taverna Workbench or exported through the Taverna-PROV plugin as a provenance graph in the
PROV-O RDF graph format, a format that is part of the W3C PROV [75] standard proposed to re-
place the Open Provenance Model (OPM) standard. Version 2 of Taverna no longer supports the
exporting of provenance traces through as OPM graphs or Janus, a data model developed as part
of myGrid.
2.3.4 Pegasus
The Pegasus project [47, 73] is a workflow management system that consists of four major com-
ponents: mapper, execution engine, task manager, and a monitoring component. The mapper
is primarily responsible for generating an executable workflow, and it maps software, data, and
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computational resources for the execution of a workflow. In addition to optimizing workflow per-
formance, transformations for data management and provenance information generation are also
done by the mapper.
2.3.5 PASS
PASS (Provenance-Aware Storage System) is a storage system that collects, stores, manages and
provides search for provenance in an automatic fashion. It is considered an Operating System-
based provenance system [32].
The first generation PASS uses a set of Linux kernel modules as its capture mechanism for
recording provenance transparently. Provenance graphs are constructed by PASS and stored in an
in-kernel port of the Berkeley DB engine. The fine granularity of PASS’s provenance capture leads
to large volumes of provenance information.
PASS is now in its second generation. The second version of PASS permits the integration of
multiple layers of provenance systems and also supports network-attached storage [64].
2.3.6 PANDA
PANDA (short for Provenance and Data) [43] is a fairly new provenance system that supports data-
oriented workflows. PANDA supports debugging of workflows and drill-down, a provision for a
deeper understanding of a data output record [42]. This is done using logical provenance, which is
provenance stored at the service level.
PANDA is developed with the goal of being a general-purposed system that tries to overcome
some of the limitations of the previous provenance capture systems and unifies ideas and concepts
from these systems. Some of the notable features of PANDA are its optimization towards prove-
nance including data caching decisions, eager versus lazy provenance capture, and provenance
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tracing.
PANDA stores provenance using relational tables through an SQLite server. Provenance can be
queried through PANDA’s GUI using forward and backward tracing queries. This is analogous to
the getProvenanceHistory and getDataForwardFlow queries in Karma’s query API (see Chapter 3.1 for
more details).
2.3.7 RAMP
RAMP (Reduce and Map Provenance) [72] is a system targeted towards the capture of provenance
in MapReduce jobs. RAMP is developed as an extension to Hadoop and requires little user inter-
vention to capture provenance from MapReduce jobs. The system consists of three main compo-
nents, which are a wrapper for provenance capture, pluggable schemes for the storing of prove-
nance along with the assigning of element IDs to data outputs, and a stand-alone program for
tracing the captured provenance. Provenance is stored as mappings between input and output
element IDs.
RAMP has been tested to be compatible with Hadoop’s 0.20 API. Performance experiments
have been tested on Terasort and Wordcount MapReduce jobs. The time overhead from RAMPs
provenance capture is fairly high and ranges from 20-76%.
2.3.8 SPADE
SPADE (Support for Provenance Auditing in Distributed Environments) is a cross-platform open
source software infrastructure for provenance collection and management out of SRI International [35].
SPADE uses an underlying graph-based data model and supports OPM [61].
The first version of SPADE was designed to address a number of fundamental challenges and
had the need for supporting legacy environments. In this version, provenance was stored in a
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relational database. This version of SPADE has been evaluated and tested in the NIGHTINGALE
project. However, the original design of SPADE resulted in provenance being collected at too fine
a level than required for the majority of situations.
Now in its second generation, SPADE has been redesigned to decouple the production, storage
and utilization of provenance metadata. The core of SPADE is a Provenance Kernel that handles the
collection and retrieval of provenance. Capture of provenance is done at the operating system level
and also the application level. SPADE version 2 now allows arbitrary types of persistent storage to
be used as a backend, such as Neo4j, MySQL and Graphviz.
2.3.9 Swift
The Swift parallel scripting system is a successor of the GriPhyN Virtual Data System (VDS) [99].
The system supports specification management and execution of large-scale scientific worklows in
both parallel and distributed environments. Swift is implemented in Java and contains a scripting
language (SwiftScript) that is used for high-level computation specifications and gets translated by
the runtime system into executable workflows.
Swift captures provenance about computations and stores them in a relational database. The
data model [33] that Swift uses corresponds closly to OPM with minor differences. Interoperability
with other provenance systems is enabled in Swift through the use of OPM.
2.3.10 Summary
We have discussed a number of provenance systems in this section. We now classify them into a
number of types, such as workflow-centric systems, systems based on Operating or Storage sys-
tems, systems in distributed environments, and hybrid systems. Several of the discussed prove-
nance systems adhere to a workflow-centric perspective, such as VisTrails, Kepler, Taverna, and
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Pegasus. Systems such as Karma (discussed in Chapter 3.1) is workflow-based but support semi-
structure e-Science environments. There are also systems such as PASS that collect and store prove-
nance from Operating and Storage systems. Other provenance systems target provenance in the
distributed environments. PANDA, RAMP, Spade, and Swift are geared towards collecting prove-
nance in distributed or parallel environments.
Even though there exist multiple provenance systems, there are still challenges and problems
in provenance collection and retrieval. Provenance in High Performance Computing (HPC) envi-
ronments are interesting in that useful provenance has to be captured across a mix of workflows,
scripts and also system information. Our work seeks to address provenance in this gap through a
minimally intrusive, light-weight provenance collection and storage system for HPC applications
(Chapter 6).
Our work is also novel in the area of provenance capture for HPC in that it captures and repre-
sents provenance from multiple layers of an application including the resources and environment
on which an application is executed. It also captures traces for data provenance and provides the
user with the ability to determine the level of fidelity of provenance that they want captured. The
novelty of our work lies in our lightweight and minimally intrusive provenance capture that also
allows user fidelity. In addition, our architecture design allows captured provenance to be stream-
lined for specific use cases.
In addition, we have noticed little research in the evaluation aspects of provenance retrieval.
Anand et al. [3] have provided a thorough evaluation of techniques for querying scientific work-
flow provenance graphs stored in relational databases using QLP, a high-level query language for
provenance. Karvounarakis et al. [45] have also experimentally evaluated the performance of the
path traversal component of a provenance query language, ProQL. We seek to contribute knowl-
edge by experimentally evaluating the retrieval of provenance graphs in relational databases and
graph databases. We will go into greater detail about this in Chapter 7.
3Background Information
We present background information on the Karma provenance system and on the Open Prove-
nance Model (OPM) in this chapter. Since both Karma and OPM are used extensively in the re-
search of this thesis, this chapter aims to provide the reader with a high-level overview to better
understand research in latter chapters.
3.1 Karma
Karma is an open-source provenance tool that has entered its third generation. It is licensed
under the Apache License, Version 2.0. In our investigations on provenance for this thesis, we have
relied heavily on the use of Karma version 3 [15]. Over the years, Karma has evolved and matured
and has been extended to include components for the collection of provenance by different means,
components for provenance query, and components for the visualization of provenance graphs.
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3.1.1 Information Model
    
       
        
      
      
      
       



       
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Figure 3.1: Karma version 3 information model [15]. The information model is divided into a higher level
registry layer and a lower level execution instance layer.
The Karma information model (Figure 3.1) has three principle components: method, service, and data
product. The information model is formed by two levels, namely an abstract layer and an execution
instance layer.
The abstract layer contains metadata about services and data that is abstracted from a particular
instance of an execution. This is done so that provenance can be stored uniformly and redundancy
can be minimized. Relationships between services are captured by the “has next service” relation-
ship in the upper right corner of Figure 3.1. Services can also be grouped by means of the “com-
posite” service entity (purple box in upper right corner). Data products are aggregated through
the “contains” relation that is depicted in the left of the figure. For instance, a collection is used to
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represent an aggregate of input to a service including files, configuration parameters, etc. Single
component input/output artifacts are represented as a data granule.
The execution layer is responsible for the capture of instance invocation and execution details of
a particular sequence of actions. The service, method invocation and data product represent instances,
invocations or use of services, methods, or data products. The client represents entities that initiate
workflows or services, for instance, a workflow engine or a human user.
The design of the Karma information model allows for the capture of streaming provenance
data when a workflow is not known in advance. When a workflow is known in advance, repeated
workflow executions benefit because structure information can be stored at the abstract level while
instance data for run-time provenance is done at the execution level. Karma’s information model
has a one-to-one mapping to the underlying MySQL database schema.
3.1.2 Provenance Collection
Karma is deployed as an Apache Axis2 [6] web service. Provenance notifications are collected either
through the web service ingest interface or through a RabbitMQ [76] messaging publish/subscribe
interface that runs on top of the underlying web service. Systems may be instrumented to send
event notifications to Karma. Alternatively, adapters [37] may be deployed to scavenge provenance
information from other sources, such as log files generated by applications or middleware.
The ingested notifications are stored in their raw form in a relational database, then parsed and
stored to database tables that implement the Karma information model.
3.1.3 Provenance Query
Karma provides a rich provenance query application programming interface (API) that can be di-
vided into four categories of queries: graph query, get detail query, find query and aggregate query.
3. Background Information 22
These queries are summarized in Table 3.1 and discussed in sections below.
Table 3.1: Summary of Karma provenance query API.
Query Type Query Name
Graph
getWorkflowGraph
getProvenanceHistory
getDataForwardFlow
Get Detail
getAbstractServiceDetail
getAbstractMethodDetail
getAbstractDataProductDetail
getAnnotationDetail
getServiceDetail
getDataProductDetail
getClientDetail
getMethodInvocationDetail
Find
findAbstractService
findAbstractMethod
findAbstractDataProduct
findService
findDataProduct
findMethodInvocation
Aggregate getNodeCount
Graph Queries
The graph queries in Karma return provenance results in the form of a graph. These queries allow
filters to be specified in order to retrieve provenance in varying levels of details, such as returning
results without annotations or querying for provenance graphs within a user-defined time range.
The resulting provenance is output in the form of an OPM [61] XML graph.
getWorkflowGraph returns the provenance graph based on a given ID. For instance, a provenance
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graph for a given workflow execution instance will have an associated workflow ID. Querying
based on this workflow ID will return the corresponding provenance graph.
getProvenanceHistory returns a graph with nodes and edges that were involved in the process of
generating the specified root data object directly or indirectly.
getDataForwardFlow is similar to getProvenanceHistory, but this query returns all associated nodes
and edges that consumed the root data object directly or indirectly.
Get Detail Queries
The get detail queries in Karma return more detailed provenance for an ID or a list of IDs for a
given client(s), service(s), method invocation(s), data product(s) and also annotation(s). The get
detail queries can be used to query objects at both the execution layer and the registry layer.
getClientDetail returns the detailed information associated with a client or a list of clients. Karma
represents a client in OPM as an Agent node.
getServiceDetail is used for getting more detailed information about a service or a list of services
at the execution layer. The list of details that are returned by this query include the workflowID of
which the service(s) belong to, the start and end time of the service(s), the status of the service(s),
etc. getAbstractServiceDetail performs the same function but is targeted towards services at the
registry layer.
getDataProductDetail returns the detailed information of a data product at the execution layer.
Karma represents data products as files, data blocks, or collections, and they are represented as
Artifacts in an OPM graph. Examples of the detailed information returned by this API) call are the
md5 checksum and the size of the data product. Similarly, getAbstractDataProductDetail is used
for retrieving details of data products at the registry layer.
getMethodInvocationDetail is analogous to the other get detail calls. This API call is used for
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returning detailed information of method invocation(s). getAbstractMethodDetail is used for get-
ting details of registry layer methods.
getAnnotationDetail returns detailed information of an annotation given an annotation ID or a list
of annotation IDs.
Find Queries
Find queries allow users to locate IDs for services, data products or methods using a list of at-
tributes. Like the get detail queries, the API calls are also divided into those that query the registry
layer and execution layer.
findService returns ID(s) or URI(s) of execution layer services. Users can locate services based
on the service name, host of where the service was located, start/end time of the service, list of
annotations, etc. A total of 10 parameters are made available to the user. findAbstractService
is similar to findService but allows finding services at the registry layer. The registry layer find
queries have an option of returning all services at the registry layer.
findDataProduct allows users to find ID(s) of data block(s) or URI(s) of file(s) at the execution
layer. Users can find data products based on the names, checksums, sizes, dates, etc. In the case
of findAbstractDataProduct, ID(s) or name(s) of data product(s) at the registry layer are returned.
Users can search for whether a data product is an input/output of a particular service/method or
if it is an instance of another data product. In addition, users can also find an abstract data product
based on the name or type.
findMethodInvocation returns the ID(s) or name(s) for method(s) at the execution layer that matches
the parameters a user searches. Similarly, findAbstractMethod is used for finding methods at the
registry layer.
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Aggregate Queries
getNodeCount returns the number of nodes for a provenance graph given an ID. This query is
similar to getWorkflowGraph, but only returns the node count for the corresponding graph.
3.1.4 Visualization
Karma includes a visualization component that allows users to visualize the resulting provenance.
Visualization of provenance is enabled through a custom visualization plugin for Cytoscape. The
plugin interfaces with the underlying Karma query interface, allowing the results from the graph
queries to be presented in a visual manner. Through the use of the visualization plugin, Karma‘s
users are able to conduct exploratory or explanatory data visualizations [23].
3.2 Open Provenance Model
The Open Provenance Model (OPM) [61] is a data model for provenance interoperability that
evolved as a result of two community Provenance Challenges [62]. Since then, OPM has been a
prominent interoperability model amongst different provenance systems, in use by a number of
systems such as SPADE [35] and Karma [86]. As of the writing of this dissertation, OPM remains
the de-facto standard, although the World Wide Web Consortium (W3C) has proposed a successor
to the OPM standard by the name of PROV [75].
OPM has been adopted extensively within the Karma provenance system (see Section 3.1) for
interoperability. It is also discussed repeatedly throughout the writing of this dissertation. For the
benefit of the reader, we will provide an overview of OPM in this section.
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3.2.1 Nodes
OPM defines three entities, all represented as nodes in an OPM graph:
Artifacts represents a piece of state that is immutable,
Processes are actions or series of actions that are performed on or caused by artifacts; and
Agents are contextual entities acting as a catalyst of a process and influence the execution of
that process.
3.2.2 Relationships
Five kinds of relationships or edges are defined in OPM. This causal relationships are defined in
the past tense to signify that events have been completed. The relationships are defined as follows:
used: A process used an artifact.
wasGeneratedBy: An artifact was generated by a process.
wasTriggeredBy: A process was triggered by another process.
wasDerivedFrom: An artifact was derived from another artifact.
wasControlledBy: A process was controlled by an agent.
Relationships are directed and have a specific source (effect) and destination (cause). For in-
stance, in the case of a wasGeneratedBy relationship, the effect is an Artifact and the cause is a Process.
Depending on the type of relationship, some relationships have a role (e.g. wasControlledBy) and
time information (e.g. wasGeneratedBy) associated with them.
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3.2.3 Accounts
Although not used in Karma, the OPM also allows the specification of Accounts. Nodes, edges and
annotations can belong to Account(s). The enumeration of accounts, nodes, edges, and annotations
are performed at the OPM graph level.
3.2.4 Annotations
Annotations are allowed in OPM. The annotable entities are nodes, edges, accounts, OPM graphs,
and annotations themselves. Annotations are used for representing data that cannot be represented
using the OPM schema.
4Synthetic Provenance Dataset
Provenance is often not complete. The protocol between application and the provenance stor-
age can be unreliable [32, 40]. Additionally, the entire category of semi-structured workflows as-
sumes there are gaps in the provenance record. Semi-structured workflows in e-Science encompass
automated and non-automated components where the specification is not known in advance. Cur-
rently, most provenance systems capture through instrumenting workflow engines or mining logs.
Even though these systems capture provenance on the fly, the protocol between application and
the provenance is not always reliable. Hence, noise or errors in provenance data are inevitable.
In addition, few provenance datasets are made available to the community. The only prove-
nance datasets that we have found on the Web are our own NASA AMSR-E provenance archive
dataset [52, 67] and the El Viajero’s tourism dataset [31] which incorporates provenance using the
Open Provenance Model. As a result, there remains a need for provenance datasets particularly to
study provenance representation and access at scale.
In order to study scalable analysis techniques that are resilient to errors in provenance data, we
built a 10GB database of provenance data with known failure patterns. In this chapter, we define
the methodology behind the database’s construction. The database is populated from a workload
of workflows that are modeled based on real workflows. The workflows making up the workload
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originate in a number of scientific domains. We emulate different workflow execution scenarios by
controlled injection of failures and message drops during workflow execution. We also examine
the resulting distribution and include performance evaluations for the generation process of the
database.
The remainder of this chapter is structured as follows. We identify the requirements that are
necessary for generating the provenance dataset in Section 4.1. Section 4.2 discusses the system
components used to generate the database; Section 4.3 details the workflow workload. In Sec-
tion 4.4, we discuss our methodology and in Section 4.5 we provide an evaluation of the database
distribution. Section 4.6 evaluates the performance and lastly, we conclude and summarize in Sec-
tion 4.7.
4.1 Requirements
By creating a workload gigabyte provenance database, we hope to provide an experiment vehi-
cle where provenance researchers can bypass efforts in instrumenting and collecting provenance.
Instead, researchers will be able to concentrate on the analysis of provenance. With that in mind, we
incorporate the following three requirements in the creation of our workload gigabyte provenance
database:
Large-scale. The database should consist of a significant number of provenance records to allow
research to be done at scale.
Diversity. The provenance in the database should be drawn from workflows that are varied, such
as those originating from different scientific domains and which have different characteristics in
terms of size, breadth, and length.
Realism. The composition of workflows used to generate the provenance should have different
availability and failure characteristics that are reflective of workflows that occur in the real world.
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Using the WORKEM [77] workflow emulator to generate provenance, the six major workflows
developed as part of the emulator, and the failure model built into WORKEM, we have achieved
scale, diversity, and realism in the 10GB provenance database.
4.2 System Components
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Figure 4.1: Workload Gigabyte Provenance Database generation framework.
The two components used in the creation of the provenance database are WORKEM and Karma
version 3.0. Figure 4.1 gives an overview of the system framework used to populate the workload
gigabyte provenance database.
WORKEM is an emulation framework that emulates workflow execution [77]. It consists of an
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application service emulation layer that is built on top of a workflow engine, Apache ODE [10],
and a task state model. Workflows are coded as Business Process Execution Language (BPEL)
workflow scripts, and workflow notifications are generated through a generic service that models
task execution as a finite state machine. An availability and failure model is built into WORKEM
enabling the modeling of different workflow scenarios. This model allows the user to configure the
probability of dropping messages or failure for any node in WORKEM’s task state model.
The current implementation of WORKEM is deployed with a suite of workflows based on a
workflows survey [78]. The workflows are modeled using Xbaya [82]. We use the existing suite
of workflows in the population of the database. These workflows will be further described in
Section 4.3.
In Figure 4.1, workflow scripts are loaded into the Apache ODE workflow engine. The work-
flow is orchestrated by ODE, which instead of calling out to a real task, calls an emulated task that
has been configured to have the black-box behavior of a real workflow node. Prior to the work-
flows execution, it passes through a failure model to see if the node should be executed at all, or if
it should send erroneous information. The workflow task sends provenance notifications to Karma
through Axis 2. Upon receipt the provenance notifications are integrated into the database.
Karma version 3.0 [86] is a provenance collection and management system. In this study, it is
used to consolidate and store notifications generated by WORKEM. Karma is a versatile prove-
nance system in that it accepts provenance in a number of ways. Karma is able to listen on a
message bus or receive messages directly through a Web service interface. Asynchronous threads
process provenance notifications to extract provenance information and store the information to a
relational Karma database that is OPM compatible. We have instrumented WORKEM with an Axis
2.0 [6] handler to facilitate a direct transfer of notifications from WORKEM to Karma.
For each state in the WORKEM task state model, a message containing activity information is
passed to Karma and translated into Karma‘s information model. Karma in turn populates the
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workload gigabyte provenance database using translated raw workflow notifications. Messages
are represented using service invocations, data transfers, response status messages and computa-
tional messages.
The access layer shown in Figure 4.1, is an access interface to the provenance store. It pro-
vides an abstraction to the raw database details and provides query calls that enable a user to
extract needed provenance information from the database. Currently, Karma supports a number of
query application programming interface (API) calls to ease the retrieval of provenance informa-
tion. However, multiple access layers may be implemented to serve different purposes.
4.3 Workflow Workload
The provenance database is generated from the following six workflows, namely:
i. LEAD North American Mesoscale (NAM) initialized forecast workflow
ii. SCOOP ADCIRC Workflow
iii. NCFS Workflow
iv. Gene2Life Workflow
v. Animation Workflow
vi. MotifNetwork Workflow
These workflows are pseudo-realistic, in the sense that they are modeled after real-life work-
flows [78] using WORKEM’s task state model. The LEAD NAM, SCOOP and NCFS are weather
and ocean modeling workflows, Gene2Life and MOTIF are bioinformatics and biomedical work-
flows, and the Animation workflow carries out computer animation rendering. Some of the work-
flows are small, having few nodes and edges, while others like Motif have a few hundred nodes
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and edges. The characteristics are summarized in Table 4.1.
Table 4.1: Overview of Workflow Structure
Workflow Name Number of Nodes (Tasks) Number of Edges Maximum Width
LEAD NAM 6 11 3
NCFS 7 19 2
SCOOP 6 10 5
Gene2Life 8 15 2
Animation 22 42 20
Motif 138 275 135
4.4 Methodology
We model failures in two specific ways: a) task failures where a node in a workflow does not
complete successfully, and b) a task completes but the notification is not successfully transmitted.
These failure rates are modeled using uniform distributions in the emulator to determine if a partic-
ular invocation must fail or drop a notification. To generate the database, each of the six workflow
types is run 2000 times per failure mode, with the failure modes as follows:
i. No failures and dropped notifications (success case)
ii. 1% failure rate
iii. 1% dropped notification rate
iv. 1% failure rate and 1% dropped notification rate
Specifically, WORKEM generates notifications based on a task state model using workflows coded
as BPEL workflow scripts. A total of 9 states are present within the task state model. These states
represent different workflow execution states and can be categorized into status notifications, com-
putation notifications and data transfer notifications. The failure and dropped notification rates
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were configured for all states in WORKEM’s task state model. These 4 population cases were deter-
mined based on preliminary testing, which displayed a good number of workflows with different
characteristics. Using these configurations, we were able to achieve a wide variety of workflow
execution traces by using the above configurations.
For each population case, we configured WORKEM to generate workflows using 10 threads in
parallel, with each thread responsible for generating 200 workflows for a total of 2000 workflows.
This process was repeated across a total of 6 workflow types with a goal of generating a total of
48,000 workflows.
4.5 Distribution
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Figure 4.2: Distribution of workflows by population cases.
WORKEM generated roughly 48,000 workflows with various failures and dropped messages.
The total number of workflows differs slightly from the intended number for a few reasons. For
the SCOOP workflow, we encountered a single failure in Apache ODE during generation through
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WORKEM. For the Animation workflows, 50 workflows were removed from the database due to
an error during configuration. The causes of the 36 missing Motif workflows remain unknown.
As shown in Figure 4.2, the distribution is surprisingly dissimilar. Even though the genera-
tion settings for WORKEM were identical across workflows, we observe that WORKEM’s failure
model does not result in the same uniform distribution across different workflows since the con-
figuration for failure rates are per task in the workflow. This is evident through the Animation and
Motif workflows. As seen in the success category of Figure 4.2, only 2000 Motif workflows result
without any failures. All of these workflows originate from the workflow run that was configured
without any failures. Comparatively, for the failed case, we observe a total of 2430 workflows. Sim-
ilarly, Animation workflows only have 2197 workflows without failures, but 2907 workflows with
dropped and failed characteristics. Both Animation and Motif workflows that do not have failures
or dropped messages are approximately half of what the smaller workflows exhibit; this confirms
that the larger a workflow, the higher the failure rate and dropped messages rate.
The smaller workflows appear to have the same distribution amongst each other. As seen in Fig-
ure 4.3, about 55–60% of these workflows have no failures and dropped messages, while workflows
with dropped messages are approximately 20% and workflows with failures or dropped messages
account for the remaining 20–25%. The larger Motif (Figure 4.3f) and Animation (Figure 4.3e) work-
flows have a different distribution. Approximately 50% of these workflows generated appear to be
failed workflows, while the other half is split between workflows that have dropped messages and
successful workflows.
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Figure 4.3: Distribution of workflows by workflow types.
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4.6 Performance Evaluation
We examined performance of the provenance database generation process to better comprehend
the complexities involved in generation. We use as our testbed a Dell PowerEdge 6950, quad dual-
core AMD Opteron 2.4GHz with 16GB of RAM running Red Hat Enterprise Linux version 2.6.9-
89.29.1.ELsmp. Both WORKEM and Karma were run on this machine. MySQL server v5.0.41 is the
database system, and it uses the machine’s local disk. As populating the database took considerable
time, it was carried out while other work was going on the server.
Analysis. The average population time per workflow for the different population cases discussed
in Section 4.4 is presented in Table 4.2. We note a number of interesting observations. For all
workflows, the average population time per workflow is the largest for the population case with
dropped notifications. The LEAD NAM workflow is the sole workflow that does not exhibit this,
but even then the average population time per workflow is fairly close to that of the case with-
out failures or dropped messages. We also observe that the population case without failures or
dropped notifications is significantly faster when compared to the population case with dropped
notifications.
The larger the workflows, the longer the average population time per workflow for all popula-
tion cases. This is evident in larger workflows such as Motif and Animation. In these workflows,
population cases that involve failures have the lowest average population time, indicating that
most of these failures occur earlier in the workflow. This is especially evident in the Motif work-
flows. For Gene2Life and NCFS workflows, we observe that the population case with no failures or
dropped notifications has a substantially lower average time than the population cases with failure
rates or dropped notification rates.
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Table 4.2: Average population time per workflow organized based on population cases
Workflow Type
Workflow Runs Success case
(sec.)
1% failure rate
(sec.)
1% dropped
notification rate
(sec.)
1% failure rate &
1% dropped
notification rate
(sec.)
Animation 28.2 17.3 35.3 21.3
Gene2Life 7.4 21.8 26.9 20.8
LEAD NAM 8.6 6.5 8.5 6.3
Motif 198.9 29.8 216.4 41.4
NCFS 7.2 21.7 23.1 16.8
SCOOP 19.1 21.4 24.0 23.2
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Figure 4.4: Plot of workflows with uniform distributions in population timings.
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Figure 4.5: Partitioning in population timings for Motif workflows that involve failures.
Workflow Population Characteristics. We further examine characteristics of population time for
the various workloads. We plot population times of each workflow run (y-axis) based on the start
time for each workflow (x-axis). Figure 4.4 shows the database being populated with workflow
provenance in a well-behaved manner. A couple of the workflows (NCFS and Gene2Life) showed
a sudden decrease in population time by 75% around halfway through the population cycle. We do
not show this graph as it is likely due to background activity on the machine. The largest workflow,
Motif, shows a partitioning in population time for the failure cases that reflects completion times
shown in Table 4.2 for Motif (Figure 4.5). The 1% dropped notification rate averages 216 seconds
while the 1% failure rate combined with the failure+dropped case (rightmost column of Table 4.2),
averages 35 seconds.
Size of Database. The total size of the workload gigabyte provenance database dump using Karma
version 3.0 is 10.64 Gigabytes. This is a sizable database that takes approximately an hour and 5
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minutes on average to import into MySQL on our experimental quad dual-core server.
4.7 Summary
In this chapter, we discuss our methodology behind building a noisy provenance database and
note the reasons its existence is important. This sizable database consists of a varied distribution of
realistic workflows. We also provide details of our methodology for populating the database and
provide evaluations of this workload database in terms of its distribution and performance.
Our final workload results in a 10GB database that is large-scale, diverse, and realistic. This work
addresses the lack of data for provenance research and has been released to the community [21]. It
has also been used in a number of studies [2, 48, 96].
5Provenance Quality
The issue of provenance quality is an important one. Provenance can often be incomplete with
resulting gaps and errors in the provenance record. This may be a result of the unreliable proto-
cols between application and provenance storage [20] or the act of stitching together provenance
traces through time [55]. Semi-structured workflows, such as human-centric workflows are likely
to introduce uncertainty, leading to incomplete or noisy provenance traces.
Provenance is used, but not limited to the purposes of data preservation, data reproduction [83],
data auditing [54], data quality assessment [41], and the assessment of data trustworthiness [27].
Since provenance is used to assess the quality of data [27, 41, 84], it is important to evaluate the
quality of provenance to ensure that captured provenance traces can be used as intended. Drawing
from Lee et al.’s work on data quality [50], we posit that the quality dimensions of 1.) correctness,
2.) completeness, and 3.) relevancy are especially critical for the evaluation of provenance quality.
In our work, we assume the data creation process to be an automated one, and we focus our
attention on assessing correctness and completeness of the provenance that is captured about the
created data objects. The issue of provenance relevancy is a difficult one due to the multidimen-
sionality [13] of the relevancy dimension. Although we do not focus our efforts on relevancy, we
discuss potential Information Retrieval techniques that can be applied to evaluating the relevancy
41
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quality dimension.
We propose a methodology for evaluating the quality of provenance graphs. While other stud-
ies [27, 41, 84] have used provenance as a means of assessing data quality, none has taken the
approach of evaluating the quality of provenance itself. We draw on previous research in informa-
tion and data quality (IQ/DQ), and through the analysis of provenance graphs both structurally
and contextually, we examine quality issues that are associated with the correctness and complete-
ness of provenance graphs. We also identify quality issues that we have observed in both synthetic
and real-world provenance and discuss approaches to addressing some of the issues that we have
discovered. As our larger research goals are related to issues in provenance quality, we character-
ize our contribution to provenance quality. We test our analysis methodologies on synthetic and
real-world provenance. In this chapter we study errors in provenance that are introduced during
the capture, storage, query, or stitching phases of provenance processing. We assume that a correct
provenance trace may still contain errors that are reflected in the original data.
The remainder of this chapter is structured as follows. We present and detail our proposed
provenance quality dimensions in Section 5.1. In Section 5.2, we discuss our problem motivation.
Our application datasets are presented in Section 5.3. In Section 5.4 and Section 5.5, we discuss the
aspects of contextual analysis and structural analysis respectively. We propose in Section 5.6 a way
for scoring quality of provenance graphs. We then apply our proposed techniques and present
them in Section 5.7. In Section 5.8, we discuss evaluation with respect to the relevancy quality
dimension. Finally, we conclude and summarize in Section 5.9.
5.1 Provenance Quality Dimensions
Based on our knowledge of provenance, we posit that the quality of dimensions of 1.) correct-
ness, 2.) completeness, and 3.) relevancy are especially critical for the evaluation of provenance
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quality. The use of the word “dimensions” is derived from the information quality (IQ) literature.
Although many other IQ dimensions have been defined in the literature, many are applicable
when data collection is being done manually. As an example, some of these IQ dimensions are
timeliness, uniqueness, validity, and readability. Since provenance is largely an automated data
collection process, these additional IQ dimensions are less relevant. Other IQ dimensions such as
believability and credibility involve evaluating the sources of data creation.
We define the dimensions in clearer detail below:
Correctness. The correctness dimension denotes the extent to which provenance are correct and free-
of-error. This dimension encompasses attributes such as the accuracy, unambiguity, consistency
and homogeneity of the provenance.
Completeness. We denote completeness as the extent to which provenance is missing or which
provenance is more than the actual amount of collectible provenance or “over complete”.
Relevancy. The relevancy dimension points to the extent the provenance is relevant and helpful to
the provenance consumers needs.
5.2 Problem Motivation
Our research has the assumption that provenance traces are not perfect and may have missing
data or erroneous data. In this section, we discuss potential quality issues that a provenance trace
may contain. We assume provenance traces follow the Open Provenance Model (OPM) v1.1 [61]
standard. Provenance traces in OPM are directed acyclic graphs of causal dependencies. OPM
nodes can be one of three types, namely Processes, Artifacts or Agents. OPM edges can be one of five
types: wasDerivedFrom, used, wasTriggeredBy, wasControlledBy, and wasGeneratedBy. In this version
of OPM, annotations can be added to any node or edge and are used to add extra information to
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OPM entities. These annotations are essentially name-value pairs, with the name being a subject
under the OPM specification and the value being a typed value with an associating namespace.
Provenance traces can be incomplete at a structural level and contain missing nodes or edges.
This may be the result of dropped messages during provenance capture, or it could be a result of
failed workflow executions. The identification of a failed workflow execution can be complicated.
For simplicity, we define a failed provenance trace as a trace that does not contain the final process
or data object of a workflow execution. Incomplete provenance, on the other hand, at the contextual
level is a result of incomplete instrumentation during provenance capture. Contextually incomplete
provenance reduces the richness of provenance but does not affect the overall lineage trace.
A provenance trace may contain errors related to the accuracy of provenance capture. These
errors may be as simple as numerical rounding errors, or it may be a complex problem with
the provenance capture mechanism introducing errors in a random fashion which may require
domain-specific knowledge for fixing. Inaccurate provenance may also arise when duplicate and
conflicting provenance records are captured. Since provenance typically passes through a capture,
store and query phase before being returned to a user, the inaccuracy of provenance could stem
from errors in the system at any one of these phases. Provenance traces that are stitched together
have an additional phase, and errors may also be introduced here.
Consistency issues can also be another source of problems in provenance traces. The problem of
consistency falls under the data quality dimension of correctness. When two different provenance
traces are stitched together to form a single provenance trace, the combined provenance trace may
be inconsistent since provenance may have been captured differently according to different stan-
dards. A good example of this is inconsistencies in timestamps. Timestamps are represented in
many ways internationally. Two of the usual formats are MM-DD-YYYY versus DD-MM-YYYY,
and it is apparent how inconsistencies in a trace may lead to confusion for a date such as 02-01-2012.
Timestamps can also become inconsistent with the causal dependencies in a provenance graph due
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to a variety of reasons. One reason for this could be because of time drifts in the provenance capture
system.
Traditional data cleaning techniques may be able to solve some of the issues in accuracy and
consistency. However, some of the problems require stitching provenance traces together, and this
can involve multiple provenance databases having different standards and schemas.
Our model of analysis is shown in Figure 5.1. Correctness is assessed primarily through con-
textual analysis while completeness is assessed through structural analysis. Both types of anal-
ysis are done at graph level (G), while multi-graph analysis (M-G) is used for completeness and
node/edge analysis (N-E) for correctness approach. Contextual analysis includes annotation anal-
ysis and timestamp analysis. Annotation analysis is used to evaluate conflict and duplicate de-
tection as well as the distribution consistency of metadata. For timestamp analysis, we categorize
two types of analyses: consistency analysis and validity analysis. We also categorize two types of
analyses under structural analysis: completion analysis and structural anomaly analysis.
Our goal is to detect ambiguities and conflicts in real and synthetic provenance traces. More-
over, we hope to complete portions of missing provenance for workflow traces that have success-
fully executed but have dropped messages. The severity of dropped messages in a workflow ex-
ecution may impair our ability for us to complete the missing picture of provenance traces. Since
we are dealing with a homogenous set of workflows, we assume a priori provenance of a complete
workflow and attempt to repair provenance traces based on this knowledge. We also propose a
provenance quality evaluation mechanism that scores and validates provenance traces. This scor-
ing mechanism will serve the purpose of providing a useful comparison between provenance traces
before and after the repair of provenance traces.
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5.3 Application Datasets
We apply our methodology to both synthetic provenance and provenance from a NASA pro-
duction satellite ingest processing pipeline. The synthetic dataset consists of provenance graphs for
six types of workflows. We sampled 500 provenance graphs for each type from a 10GB provenance
database with known error characteristics (see Chapter 4), for a total of 3000 provenance traces,
a total that amounts to approximately 630MB of provenance data. For each type of provenance
graph, the distribution of the number of provenance graphs with successful workflow runs, failure
runs, runs with dropped messages, and runs with both failure and dropped messages is main-
tained. The original distribution of these provenance graphs consists of 55–60% of graphs without
failures and without dropped messages. Provenance of workflows with dropped messages con-
sists of approximately 20%, and the remainder consists of provenance that involves failures, with
and without dropped messages. The exception to this distribution is the larger provenance graphs
of Motif and Animation workflows, where the provenance of failed workflows constitutes 50% of
the total. The other 50% is split between provenance of successful workflow runs with or without
dropped messages.
The synthetic provenance data was further manipulated by introducing additional errors that
we have observed in actual applications, these errors include:
i. Duplicate and conflicting annotations
ii. Manipulation of timestamps (altering of timestamps, swapping of begin and end times)
iii. Reordering of timestamps between edges
iv. Duplicate edges
The real-world application dataset that we use comes from NASA’s Advanced Microwave Scan-
ning Radiometer for Earth Observing System (AMSR-E) [66] ingest processing workflows. AMSR-E
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is a passive microwave radiometer aboard a polar orbiting Aqua satellite that generates data about
the poles. Provenance was captured for approximately 1 month of data for different scientific data
products including sea-ice (L3), rain (L2B), snow (L3), land (L2B, L3), ocean (L2B, L3), drift (L3),
where L2B and L3 refer to the data processing levels defined by NASA [68]. The daily L2B data
consists of 905 provenance traces for each data product, while the L3 data consists of about 33 traces
for each data product. Six 5-day traces were available for snow (L3), 5 for weekly ocean (L3) and
a single monthly trace for each of ocean (L3), snow (L3), and rain (L3) constitute the rest of our
sample. This total of 2890 provenance graphs amounted to approximately 160MB of provenance
data.
5.4 Contextual Analysis
Contextual analysis addresses the correctness of provenance. Errors are a result of a failed
or incomplete workflow execution or can be a result of the unreliability of provenance capture
mechanisms. We employ a number of methods of analysis that are explained in this section.
5.4.1 Methodology
The execution of workflows may contain anomalies. An anomaly is a deviation from the norm,
where the norm is established within the context of a single provenance graph. We assume that
the provenance capture process is sufficiently reliable and regular. Provenance captures of the
workflow execution can reflect these anomalies in a number of ways. We check for anomalies in
provenance by analyzing different properties of nodes and edges in a provenance graph.
One such method examines provenance through analysis of annotations in a provenance graph.
Our analysis is performed through algorithms that look for duplicate and conflicting annotations.
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We also use a simple grouping algorithm that groups annotations based on the count of annotations
for each parent type to identify anomalies in the annotation of provenance graphs.
The goal of our methodology is to expose correctness and consistency issues that affect the qual-
ity of a provenance graph. Our contextual analysis techniques focus on two aspects in a provenance
graph: annotation analysis and timestamp analysis.
Annotation Analysis
We assume provenance contains duplicate events. Duplicates are more likely to occur in the an-
notations than in the structural aspect of provenance graphs. Duplicate detection is used to detect
exact replicas of annotations and also potential conflicting annotations within a single provenance
graph. To the latter, we identify annotations under the same node or edge that have the same name
but different values to be ones that may be potentially conflicting.
Grouping annotations based on the number of annotations for each node or edge is useful for
observing whether a particular node or edge has richer or poorer annotations than the norm. This
is first done by grouping nodes or edges by type, where the type of the node refers to the kinds
of nodes in OPM: Process, Artifact, and Agent. The type of edges refers to the 5 different causal
dependencies under the OPM specification: wasDerivedFrom, used, wasTriggeredBy, wasControlledBy,
and wasGeneratedBy. For each type group, we do a second grouping based on the number of anno-
tations for each group. Finally, we use a relative threshold to determine whether a particular group
of nodes or edges have richer or poorer annotations than usual. For each type group, we select the
number group with the highest occurrence and then compare the ratio of each number group with
the number group with the highest occurrence. A preset threshold is used to determine whether a
certain group is considered an anomalous group. For example, nodes of the OPM Artifact type are
grouped into a single group, and nodes of the OPM Process type are grouped into a single group.
For the OPM Artifact group, we will then group OPM Artifacts with 4 annotations into a single
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group, while OPM Artifacts with 6 annotations will be grouped into another group and so forth.
If the OPM Artifacts group with 6 annotations has 126 occurrences while the group with 4 anno-
tations only has 3 occurrences, we will select 126 as the denominator for the comparison. Using a
preset threshold of 5%, we will find that the OPM Artifacts group with 4 annotations yields only a
composition of 2.38%, hence rendering this group as an anomalous group.
Timestamp Analysis
Even though timestamps are optional in the OPM v1.1 format, they provide extra context and
information about the transformation of data when present. When provenance graphs contain
timestamps, we analyze them to ensure that consistency for timestamps is preserved throughout
the provenance graph, i.e. that the timestamps for events are such that they are not in conflict
with the causal order of events. For example, a certain process P1 was triggered by P2 and P2 was
triggered by P3. If the timestamps of P2 was triggered by P3 were such that the relationship occurs
before P1 was triggered by P2, then we will have inconsistent timestamps.
In addition, we examine timestamps to ensure that they are valid or well-formed. The OPM
definition does not restrict an event to possess an exact timestamp but rather allows for a time
range for an event. We take this into consideration and also check to see if the time range is a valid
time range, i.e. that the begin time of the time range comes before the end time of the time range.
As proof of concept, we apply our analysis techniques on a number of provenance datasets. These
datasets are discussed in more depth in the following subsection.
5.4.2 Evaluation
In application of the proposed methodologies, we have been successful in detecting duplicates in
annotations for synthetic provenance and AMSR-E workflows.
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AMSR-E provenance was collected using a scavenging approach, where provenance is aggres-
sively mined from log files. Duplicate annotations occur in the AMSR-E provenance as a result of
log files not being preprocessed and cleaned beforehand, resulting in the possibility of logs con-
taining multiple entries of a certain event. As a result, duplicates are easily picked up. Our results
indicate that the magnitude of duplicates can be large so we implemented a cleanup tool that can
scour the Karma provenance systems database for exact duplicates; this can improve the perfor-
mance of provenance graph queries. In addition to hindering scalability, duplicate annotations
could suggest other problems, for example, a leakage of data from an unintended source.
An example of duplicate annotations is provided through an AMSR-E monthly ocean prove-
nance graph. For this graph, we observe a high number of duplicate annotations as depicted in
Figure 5.2. The provenance graph itself contains 875 artifacts, which are all files. Approximately
90% of these files contain duplicate annotations that make up half of the total annotations for each
file. Only about 35 files (or 4% of the total files) have no duplicate annotations. 29 files have 27.27%
of annotations consisting of duplicates and another 29 files have 33.33% of their total annotations
containing duplicates. Based on our observations, duplicate annotations could possibly double the
amount of storage required if not handled properly. These duplicate annotations are a result of the
processing of provenance from log files and this once again confirms that log files are noisy. Solv-
ing this problem requires either pre-processing to cleanup log files or post-processing to eliminate
duplicates from provenance traces.
We are also able to identify nodes and edges in a provenance graph that has an unusually
high or low number of annotations through grouping. Our grouping results performed against
an AMSR-E monthly ocean provenance graph is provided in Table 5.1 below. Based on our preset
threshold of 5%, we observe two anomalous types in Table 5.1, namely the wasDerivedFrom edges
with 2 annotations, and the Artifacts that have 16 and 22 annotations.
For our timestamp analysis, we observe that the start and end timestamps in a time range may
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Fig. 2.  Distribution of duplicate annotations in Artifacts of AMSR-E 
Monthly Ocean Provenance Graph. The composition of duplicate annotations 
for each Artifact node is shown in the pie chart in terms of percentages. 
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a. Annotations considered here have been stripped of duplicates 
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analysis assumes that provenance graphs are directed acyclic 
graphs, and adhere to an execution template as stated earlier. 
A. Methodology 
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Table 5.1: Grouping Results of Annotations in AMSR-E Monthly Ocean Provenance Graph
Type Number of
Annotations Occurrences
Percentage of
Occurrence for
Type
wasGeneratedBy
1 1 50%
3 1 50%
wasTriggeredBy
1 2 50%
2 1 25%
3 1 25%
used 1 874 100%
wasDerivedFrom
2 4 0.46%
4 869 99.54%
Process 5 4 100%
Artifact
16 29 3.31%
4 63 7.2%
22 1 0.11%
12 782 89.37%
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5. Provenance Quality 54
5.5 Structural Analysis
The completeness of a provenance graph is determined through structural analysis by com-
paring nodes and edges of a graph to a template of generation, such as a workflow. Provenance
graphs may not carry a generation template, in which case completeness would need to be ap-
proximated such as through machine learning, a subject of further investigation. Structural flaws
occur in provenance graphs due to errors in the execution of a workflow or the dropping of event
recordings during a workflow execution. Completeness analysis assumes that provenance graphs
are directed acyclic graphs and adhere to an execution template as stated earlier.
5.5.1 Methodology
Our structural analysis methodology consists of two kinds of analyses, which are a.) completion
analysis and b.) structural anomaly analysis.
Completeness analysis is the evaluation of structural errors for each node. For our evaluation,
we consider the number of errors associated with each node like the discrepancies between the
supposed number of input and output edges of each node. In the process of evaluating complete-
ness, we also assign a quality score to nodes and edges. The scoring accounts for errors in both the
completeness dimension and the correctness dimension. Details for the quality score evaluation
are discussed in the subsequent Section 5.6.
We use a 2-pass algorithm that evaluates the structure of provenance graphs and structurally
repairs them. The first-pass uses a depth-first traversal to identify disconnects within a provenance
graph. This algorithm begins with a list of initial nodes or nodes that have no parents. The initial
quality of each node and edge is evaluated based on the number of errors associated with each node
or edge. A second pass is done to repair the provenance graph and reevaluate the quality score of
the entire graph after reparation. For the repair of the graph structure, we assume knowledge of the
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execution of a complete workflow graph. Through direct comparison we are able to infer perfectly
missing nodes and edges in the provenance graph.
We now discuss the methodology used in structural anomaly analysis. This analysis is devel-
oped for identifying graphs with anomalous number of nodes or edges. Statistical analyses for
these graphs are enabled through the use of R [92] scripts that take as inputs CSV files that are
generated from the framework.
For the identification of these structural anomalies, we first determine if there are variances
within our sample. If variances are present, we proceed to fit statistical models to our sample
and classify 2.5% of the sample data at both ends of our model as outliers. Since our sample data
is count data, we fit using either the Poisson model or the Negative Binomial model to our data.
Maximum Likelihood Estimation (MLE) is used to find the parameters that yield the best fit. We use
the Akaike Information Criterion (AIC) to determine the best fit for our sample. The AIC measures
the quality of a statistical model and provides a way of selecting between statistical models. When
comparing AICs between models, the smaller the AIC, the better the fit.
In special cases, the zero-inflated models of Poisson or negative binomial may offer a better al-
ternative to the other two statistical models. When using the zero-inflated models, we only consider
5% at the upper tail of the model since the lower tail will never yield an outlier.
5.5.2 Completion Analysis
The completion of a provenance graph is essential to help improve the quality of provenance
graphs. Structural completion of provenance graphs addresses the completeness aspect of quality.
It is important to note that the determination of a complete provenance graph requires a complete
graph template or sample to be compared to. For provenance graphs of scientific workflows, this
is easy to obtain. Since scientific workflows are often generated from a workflow template and ex-
ecuted through a workflow engine, a complete or ideal workflow template is available. Moreover,
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if the provenance graphs are homogeneous, a machine learning algorithm can be applied to a large
sample of provenance graphs to obtain a complete provenance template. There are cases where
provenance graphs are unique and do not possess a similar provenance graph or template that can
be used for comparison. For these cases, the structural completeness of a provenance graph will be
difficult to determine.
Figure 5.5: Visualization of a NAM-WRF provenance trace through the Cytoscape Karma visualization plugin
with inferred node marked in yellow.
Through the use of configuration files that contain the number of input edges, the number of
output edges, and also the connectivity between nodes, we are able to make inferences to recon-
nect missing nodes and edges in a provenance graph. Although we have managed to complete
provenance graphs to perfection, this does not always yield the actual provenance of events. The
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restoration of a provenance graph should only correct provenance graphs to the extent that it accu-
rately reflects provenance events. For instance, the restoration of a failed provenance graph should
not proceed beyond the node that fails, but any disconnects in the graph before the failure point
should be restored. The identification of a failure point in a workflow or a process is not an easy task
and is ongoing research [79]. For simplicity, we simply dropped all of the inferred nodes/edges if
they do not connect to an existing terminating node in a provenance graph. A terminating node
or nodes are used to signal the end of a workflow execution and can be read into the framework
through the use of a configuration file.
5.5.3 Structural Anomaly Analysis
Structural anomaly analysis identifies graphs that are incomplete or over-complete relative to other
graphs of the same kind. It does so by highlighting graphs with nodes or edges that are more or
less than the norm. Figure 5.6 gives an example for how to identify outliers for both nodes and
edges. We sampled 450 SCOOP workflows from our synthetic dataset and analyzed the number of
edges and nodes for the provenance graphs of these workflows.
In Figure 5.6a, we plot the density histogram for the number of nodes for our SCOOP prove-
nance graphs sample. The number of nodes in this plot have been transformed so that zero-inflated
models can be fitted. Due to the nature of the data, the mode of this sample also has the highest
values. In this case, the zero-inflated negative binomial model appears to be the best fit when com-
pared with the zero-inflated Poisson model. Both models offer a better fit than the original Poisson
or negative binomial models. Based on the transformed data, our fit using the Poisson model yields
a 5% cutoff point for nodes that are greater than 3. The negative binomial model yields a 5% cut-
off point for nodes greater than 5. This maps to 46 nodes and 15 nodes being labeled as outliers
respectively.
We also plot the density histogram for the number of edges for our sample in Figure 5.6b. In this
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Figure 5.6: Identification of outliers for node count and edge count in SCOOP provenance graph.
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figure, we show both the fitted Poisson model and negative binomial model. We use the negative
binomial model for outlier detection as it has a lower AIC than the Poisson model. Based on the
fitted negative binomial model, graphs that have number of edges greater than 59 or below 11 are
classified as graphs with anomalous number of edges. This results in 17 edges labeled as outliers.
5.6 Evaluation of Quality
We propose a scoring mechanism for assessing the overall quality of a graph along the dimen-
sions of correctness and completeness. Scoring is done through the evaluation at both graph and
node/edge levels. Evaluation at the node level has both structural and contextual aspects. Specif-
ically, the structural errors include the missing number of input/output edges and the contextual
errors include duplicate or conflicting annotations. For edges, the evaluation of quality is focused
on the contextual aspect of when an event happened between two nodes. The evaluation of times-
tamps and their consistencies are the primary aspect here.
We record the number of errors that are associated with each node/edge and calculate the qual-
ity for a node/edge using the following:
Quality = U − (nerrors / C)
where U and C are constants. U gives the maximum score for a node/edge without any detected
errors. We assign U = 1 for simplicity, so that all nodes/edges without errors have a score of 1. C
refers to a cutoff, where the number of errors that exceeds this cutoff would yield a negative score. If
the cutoff value is used as an indicator for the number of acceptable errors for a node/edge, one can
easily identify nodes/edges that have the number of errors that fall outside the cutoff threshold.
We propose this equation based on two criterion. In most cases, we are able to identify where a
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node has no errors. However, the lower bound for the number of errors is not usually known.
The graph level information quality assessment takes into consideration the completeness of
nodes and edges and also examines the detection of cycles and the consistency of timestamps
throughout the provenance trace. Errors at the graph level are errors that belong to a graph ”node”
so they are scored using the same equation. The overall quality of a provenance graph is obtained
by averaging the total quality score for edges and nodes over the sum of the expected number of
nodes and edges.
GraphQuality =
ΣNodeScore + ΣEdgeScore + GraphNodeScore
ΣExpectedEdges + ΣExpectedNodes + 1
5.7 Provenance Quality Application
We apply the analysis techniques of Sections 5.4 and 5.5 to the real-world NASA AMSR-E
dataset and summarize our findings. We do not carry out completion analysis since the applica-
tion lacked a template for comparison at this time. Our analysis is applied to the daily provenance
traces (both L2B and L3) data since they are sufficiently large (for L2B) and moderate (L3) in size.
We discuss our high-level findings below.
1) We observed inconsistencies between the temporal data and the causal dependencies for ev-
ery NASA AMSR-E provenance trace. Further investigation has uncovered that all times-
tamps do not have their hour field in their timestamps set. As a result, all timestamps fall
within the range of 00:00:00 to 00:59:59. Invalid time ranges between edges were also ob-
served in 183 of the provenance traces. Another interesting finding that we observed is for
one of the drift (L3) provenance traces. For this particular trace, the time range between its
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edges appears to be greater than a week. This seems to be an obvious error since the prove-
nance trace in question is a daily provenance trace.
2) No structural anomalies were detected for the provenance traces of ocean (L2B), drift (L3)
and rain (L2B). We did, however, find a single anomaly for snow (L3), sea-ice (L3), and land
(L3). In reality, the rain (L2B) sample has 2 anomalies. Through our plots, we observed two
populations in our sample data. This is shown in Figure 5.7 for both edges and nodes. This
is a shortcoming in our methodology since it is designed to predict anomalies from a single
population. On the other hand, our methodology accurately assesses the number of outliers
for the other sample data.
3) For all our test provenance traces, the majority of duplicate annotations occur in Artifacts. Out
of the total 4919 Artifacts, 3677 of them contain duplicate annotations. There are also cases
where wasTriggeredBy edges contain duplicate annotations (414 of a total of 3641 edges). All
of the potentially conflicting annotations that we observed are annotated under the wasTrig-
geredBy edges.
Our results demonstrate the usefulness of our proposed techniques. We see these techniques as
part of an auditing and validation suite that aids the user in isolating and identifying problems in
provenance traces. Since the task of correction often requires domain knowledge, we leave this to
the user.
5.8 Relevancy Dimension of Provenance Quality
The third provenance quality dimension we propose is the relevancy dimension. In this section,
we discuss potential approaches to the evaluation of provenance relevancy. As the reader may
recall, the relevancy dimension is denoted by the extent that provenance is relevant and helpful to
the needs of provenance users.
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(a) Density histogram for number of edges from rain (L2B) graphs with Poisson fitted model.
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(b) Density histogram for number of nodes from rain (L2B) graphs with Poisson fitted model.
Figure 5.7: Analysis for rain (L2B) graphs where fitted model fails to detect anomalies.
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The concept of relevance is a fundamental problem that has been investigated in Information
Retrieval (IR) and traces its roots back to problems in scientific communication. At a fundamen-
tal level, relevance measures whether communication happens effectively between a source and a
destination. Multiple techniques have been proposed throughout the past few decades [46], and
yet the assessment of relevance remains an active area of research. The relevance dimension itself
is multidimensional [13], and some have argued that no consensus has been reached on the rele-
vance concept [56]. Relevance is also known to be dynamic [13]. Dynamic relevance refers to how
perception can change over time for the same user and is not a new concept to the field of relevance.
Relevance can be divided into two main classes: objective, or system-based relevance; and sub-
jective, or human-based relevance. Saracevic [81] identifies relevance as a relation, where different
instances of relevance refer to different relations. Five types of relevance, as summarized by Sarace-
vic, are algorithmic relevance, falling into the objective relevance class, and topical-like relevance,
pertinence or cognitive relevance, situational relevance, and motivational or affective relevance,
which falls into the subjective relevance class. This systems of relevances is proposed to be interde-
pendent amongst relevances. We discuss each in more detail.
Algorithmic relevance is in the class of objective relevance. It describes the relation between a
query and the information objects retrieved by a query. An assumption of this relevance is that
given a query, a result set is inferred by the system and returned. This result set is seen to have
high relevance to the query that generated it. Since queries are often declarative, the relevance of
the result set can be called into question.
Topical-like relevance, a subjective relevance, is associated with aboutness, that is, it is an assess-
ment of how an information object (result) corresponds to the user’s interest in a topic. Pertinence
or cognitive relevance refers to the perception a user has about an information need. That is, how
a user’s state of knowledge maps with the retrieved results from a system. The usefulness of the
retrieved information object for the task at hand is denoted by situational relevance. Borlund [13]
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argues that situational relevance is highly context-dependent, potentially dynamic, and hard to dif-
ferentiate between pertinence relevance. And lastly, motivational or affective relevance refers to the
relationship between the user’s intent or goals and the information object. Motivational relevance
is inferred through the user’s satisfaction and success. Borlund [13] argues against motivational rel-
evance being an independent type of relevance and insteads considers it an inherent characteristic
of the relevance behavior. A similar argument has also been made by Cosijn and Ingwersen [26].
In addition objective or human-based relevance has also been studied in Artificial Intelligence
(AI). A thorough treatment of human-based relevance in AI is beyond the scope of this dissertation.
However, viewing provenance traces as a form of explanation of the derivation of a result and
studies of criteria for the relevance of explanations may suggest potential goal-based evaluation
criteria (for example, [49, 88]).
Evaluation of relevance is performed by measuring the degrees of relevance. Degrees of rele-
vance is a rating of the value of relevance for a given information object that is returned as a result.
The relevancy of a particular information object can be measured as a whole or in part. Assess-
ments can be binary or nonbinary relevance. In the case of binary relevance, information objects
are simply classified as being relevant or irrelevant. For nonbinary relevance, assessment is more
fine-grained allowing for partial relevance. Many techniques have been purposed to evaluate non-
binary relevance, such as the use of category rating, where categories are evaluated to the extent
of their relevance and may be combined or merged to form scales. The issue of the number of
relevance categories to be applied has also been investigated to determine the optimum number
of relevance categories to be applied. As discussed by Borlund [13], many techniques have been
proposed, but no single optimal scale is appropriate under all conditions.
We propose that, at least to start, relevance evaluation in provenance be objective system-based
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algorithmic relevance. This is because algorithmic relevance is the most commonly evaluated rel-
evance type and has the most unambiguous definitions amongst the system of relevances as dis-
cussed previously. Moreover, algorithmic relevance is context-free and can be evaluated objectively.
In evaluating relevance, an underlying assumption is that a set of user queries or preferences for
provenance exists. Based on our experience with data provenance, users of provenance typically
retrieve provenance in the form of a graph. Provenance users may also query for details of data
objects or services. Examples of the types of provenance queries a user of provenance may ask is
as follows:
1. Return the provenance of experiments executed between January 1st–2nd, 2013 with maxi-
mum detail.
2. Return all files that were generated from the execution of a particular service.
3. Return all provenance traces related to NAM-WRF.
4. Return provenance traces generated by anonymous users.
The algorithmic relevancy criteria determines how correctly the system addresses the query.
However, for this kind of request, one can also question how well the resulting graph of provenance
satisfies the intent. For instance, there is an implied database in example request 1 that a user may
not understand, but limits the amount of information that is returned. As the reader may recall,
relevance is the measure of the effectiveness of communication between a source and a destination.
In the case of provenance relevancy, communication occurs between users and the captured prove-
nance. Data consumers or users seek to query for provenance, and the relevance of provenance is
shaped by how well the provenance is able to satisfy the needs of the users. Since relevance is very
much related to the queries that will be issued by data consumers, we offer a categorization of user
preferences and categorical attributes that are reflective of the relationship between user queries
and attributes of an information object, in this case a provenance graph. A straightforward way to
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accomplish this is by comparing a user’s preference attributes against provenance attributes. This
can be done through similarity functions such as the Jaccard Index or Sorensen-Dice Index. Other
basic similarity measures to be used are the cosine measure and overlap measure.
Table 5.2: Example categorization of attributes for provenance graphs
Provenance graph Owner Type Duration Level ofDetail
p1 John Doe NAM-WRF 10 seconds normal
p2 Foo Bar NASA AMSR-E 30 days fine
p3 anonymous Motif 3 minutes coarse
p4 anonymous Motif 30 seconds very fine
Table 5.3: Examples of user preferences
User Preference
u1 {coarse or normal, Motif}
u2 {coarse, anonymous}
u3 {fine, less than 1 minute, John Doe}
An example of how provenance can be categorized and user preferences stated is shown in
Tables 5.2 and 5.3. We list four provenance graphs, each with key attributes including owner, type,
duration, and level of detail of a provenance graph, see Table 5.2. These attributes are for discussion
purposes only and are not restrictive. Other key attributes that may be applicable to provenance
graphs are the depth of the provenance graph, the number of nodes, the timestamps of the graphs,
etc. Table 5.3 gives an example of user preferences. These user preferences contain fine-grained
attributes that in our case map exactly to the attributes in a provenance graph. For example, user
u3 has a preference for provenance graphs that have a fine level of detail, have a duration of less
than a minute, and has the owner John Doe.
Through the evaluation of similarities between user preference attributes and the categoriza-
tion of attributes for provenance graphs, we can evaluate the relevancy of provenance for queries
of users. The evaluation of similarities can be measured through the use of similarity functions.
As an example, we illustrate how the similarity measure can be calculated using the Jaccard sim-
ilarity index. The use of the Jaccard similarity index utilizing the user preference attributes and
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categorization of provenance graph attributes is described below.
Jaccard =
|pi.Ak ∩ uj.Ak|
|pi.Ak ∪ uj.Ak|
The Jaccard index measures the similarity between two sets. In our example above, the first set
is described by the dot product of a provenance graph and key attributes of a provenance graph.
The second set is denoted by the dot product of a user and the preference attributes of a user.
Ak are references to attributes of the provenance graph or user preference attributes, pi refers to
a provenance graph in a set of provenance graphs P, and uj denotes a user in a set of users U.
Using example data in Tables 5.2 and 5.3, we give an example using the Jaccard similarity index.
The matching degree of provenance graph p1 to user u1 with respect to the “level of detail” aspect
will be |“normal”∩{“coarse”∪ “normal”}||“normal”∪{“coarse”∪ “normal”}| =
|{“normal”}|
|{“normal”,“coarse”}| =
1
2 . Similarly, we can do this for the
attributes of owner, type and duration. Since these do not match with what user u1 specified, they
get assigned a value of 0. Hence, the resulting matching vector for this user will be <0,0,0,0,1/2>.
In the same manner, the matching degree between each provenance graph and each user can be
obtained. Based on the calculated matching vectors, we are able to identify provenance traces that
are most relevant to queries of users.
This section serves to provide early thinking on how relevancy can be implemented for prove-
nance. We give an example using the Jaccard similarity index to demonstrate how an established
simlarity measure works for provenance. The large space of non-algorithmic relevancy and syn-
tactic matching presents an interesting future research direction.
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5.9 Summary
In this chapter, we establish quality dimensions of correctness, completeness and relevancy as
measures of provenance quality. Our motivation for evaluating the quality of provenance is directly
tied to the quality of the data itself, which provenance describes.
Our work has at its core a framework and methodology that support provenance quality anal-
ysis at the node/edge, graph and multi-graph levels. For the correctness and completeness dimen-
sions, we set out to evaluate the quality of provenance traces through partitioning the problem
into a contextual one and a structural one. We propose analysis techniques that include analysis
of annotations, timestamps, and the structure of provenance traces for evaluating the correctness
and completeness dimension. In addition, we discuss related work from the Information Retrieval
(IR) literature that applies to the relevancy dimension. We identify the difficulties of evaluating
this quality dimension and propose possible approaches to evaluating the relevancy in an objective
manner.
As proof of concept, we apply our methodology on a real-world provenance dataset and demon-
strate the usefulness of our proposed techniques. The evaluation of provenance quality will help
foster techniques that help validate the goodness of provenance captures and also help identify
potential problems with provenance.
6Provenance Collection and Query in High
Performance Computing Systems
High Performance Computing (HPC) systems have traditionally been used for large monolithic
scientific simulations running on thousands of nodes. More recently, HPC systems are being used
to process large volumes of data through analysis workflows. Although used heavily by scientists
and generate considerable amount of data, HPC systems lack mechanisms for helping users record
and manage data about scientific experiments. Users of HPC systems currently maintain prove-
nance indirectly via ad-hoc approaches that do not scale well and are error prone. As HPC systems
approach exascale, the need for provenance becomes critical. In this chapter, we examine key issues
for provenance collection and query in HPC systems. We also investigate if we are able to capture
provenance non-intrusively leveraging existing tools and software on current HPC infrastructure.
We present Milieu, a provenance collection and storage framework in this chapter. Milieu,
as the name suggests, is designed to operate in the background being minimally-intrusive and
light-weight. Provenance collection and query systems have been closely tied in the provenance
systems so far. Thus, provenance collection and storage systems are designed and optimized for
a range of queries anticipated and/or provenance queries are limited by what is available in the
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storage. However, as we scale up to large systems and data volumes, it is necessary to support
semi-structured provenance collection and more complex provenance analysis. Milieu achieves
this by operating in an envisioned tiered architecture where storage for collection and storage for
analysis might be different.
The rest of this chapter discusses Milieu in more depth and also the research contributions of
this work. We present an overview in Section 6.1. We then discuss the design and architecture of
Milieu in Section 6.2 and in Section 6.3, we discuss the implementation details of Milieu. This is
follow by our experiments section in Section 6.4. Finally, we discuss a number of decisions in our
approach in Section 6.5 and summarize our findings and conclude in Section 6.6.
6.1 Overview
Scientists execute many different scientific workflows and computations on HPC systems. The
number of simulations and data volumes consumed and produced are continuously increasing. In
such an environment, users need to keep track of their experiments and the results and data that
they have generated. In addition, users have to keep track of the resources and environments that
they have used to successfully execute their experiments.
Figure 6.1 shows the envisioned architecture for provenance collection and querying for scien-
tific applications. We propose a tiered architecture for provenance collection and analysis where the
storage for provenance collection is separated from the storage model for querying and analysis.
6.1.1 Tiered Provenance System
Milieu, the focus of this chapter, centers on the provenance collection aspects of this architecture.
Our design of the provenance collection component has multiple levels that allows the user to
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capture different granularities of provenance. Provenance is collected from HPC systems through
a collection mechanism that is minimally intrusive. A mixture of provenance about data products
and provenance of resources and system environment are also collected. The user is presented with
the choice of collecting provenance from multiple levels (described in more detail in Section 6.2).
MapReduce
Analysis
Provenance Analysis Framework
Query
Graph 
Database
Relational 
Database
Data Model Conversion
Provenance Collection
Unstructured Database
MILIEU
File 
System
Figure 6.1: Overview of two tier Provenance Collection and Analysis Framework.
The amount of provenance data may vary according to the application and also the instru-
mentation done by the user. Since provenance is captured in all forms and sizes, Milieu does not
store provenance in a well-structured manner, prioritizing instead the ability to write the captured
provenance in a fast and efficient manner. Milieu provides a way to collect all raw provenance data
from systems. Provenance stored in the provenance buffer can then be queried directly or further
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processed and transformed into different formats and more structured provenance. Associating
structure with the data is left to downstream provenance systems (e.g., Karma [86] or other data
analysis tools (e.g., graph analysis or MapReduce/Apache Hadoop [8]). By separating provenance
collection storage and query storage, optimizations will be possible at both levels.
6.1.2 Use Cases
We consider two use cases for our provenance collection system. The first use case is for user job
submissions. In the first case, provenance needs to be tracked for data processed in job scripts that
are submitted to the HPC’s batch queue systems. We need to track job submissions, executions and
completions so system administrators and users can track every step of the execution. Additionally,
users often perform a myriad of data tasks on the command prompt. Tasks might include data
preparation for the run and moving data to archival systems.
6.1.3 Design Goals
We design Milieu with the following principles in mind:
Support for various provenance data models. Provenance systems have so far relied on struc-
tured data models that are mirrored by a relational database in the backend. Provenance collection
systems capture a set of records at known points in the execution cycle (e.g., workflow started).
However, job scripts on HPC systems vary widely and hence it is hard to develop a strong-schema
based data model. Thus, it is important that we support semi-structured provenance data models
for different users, systems and applications.
Low overhead. As we process large volumes of data, high performance is critical. Hence it is very
important that provenance collection has minimal impact on application’s performance.
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Semi-transparent collection. Provenance collection needs to be minimally intrusive to the user’s
workflows. It is important that provenance collection be easily initiated by the user but mostly
transparent during execution. Automated instrumentation of user’s scripts are necessary at the
scales of the workflows we aim to address.
Support user annotations. In addition to automated instrumentation, it is often necessary to cap-
ture user’s notes or metadata. Thus, we need an interface that allows users to add their notes about
the experiments and data either before, during or after a run is over.
Staged provenance levels. HPC applications tend to vary significantly in their needs and use. For
example, routine simulation runs might need just a base level of provenance to know job’s start
and finish times, and other basic characteristics of the data. However, some applications or use
scenarios may require a higher granularity of data collected during execution.
Scalability. Simulation sizes and data collections on HPC systems are rapidly growing. In turn,
provenance data is also rapidly growing making it necessary to scale up provenance collection and
storage mechanisms. This is going to be especially true as we lead into the exascale era.
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Figure 6.2: Architecture of provenance framework.
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6.2 Milieu
Figure 6.2 shows the design of Milieu to capture and query provenance. The user submits a job
to a batch queue system, which is then executed when resources become available. The provenance
instrumentation module in Milieu first captures the original job script and stores information of the
script in our data store. Next, it instruments the job script with provenance calls and the modified
job script is then submitted to the queue. During execution, the instrumented provenance calls load
provenance data into the provenance store. The captured provenance is made accessible through a
command-line query or Web interface.
With provenance capabilities built into HPC systems, the user can rely on captured provenance
to track their jobs and data. Moreover, scientists can use the provenance system as their scientific
‘notebook’ for keeping notes of their applications. Users can also perform searches and identify
similarities or differences between their experiments. In addition, system administrators of HPC
systems can also benefit from the use of provenance by leveraging the collected provenance to help
with the debugging of scientific applications.
6.2.1 Collection
The collection component that we design is responsible for the provenance capture of job script
executions and those of user sessions. The provenance capture of a user session is collected in its
entirety by our framework. For the provenance collection, we devised three levels of provenance
capture:
Level 1 - First level provenance consists of basic provenance. These includes information about the
script, the outputs of the job run, basic environment about where the job was submitted and user
annotations. This is essentially provenance that a scientific user would be interested in.
Level 2 - The second level includes all of the provenance from level 1 and additionally provides
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more detailed resource information of the resources involved for the computation. Provenance at
this level are more of interests to system administrators and/or for detailed analysis of resource
usage for a particular class of problems.
Level 3 - In level three, we capture everything captured at level 2 with the addition of provenance
in the form of detailed traces of I/O calls for commands in the job script. We anticipate this level to
be used rarely to collect detailed I/O information for datasets and/or debugging.
The collection levels in our framework are designed based on current user requirements. These
requirements were gathered based on discussions with our users, where they are generally sci-
entists or system administrators. However, we anticipate that the exact implementation of these
levels might vary by deployment and resource types, and Milieu is extensible to accommodate
these changes.
6.2.2 Storage
The captured provenance is diverse and varied. Thus, the data store must be capable of sup-
porting the storage of semi-structured provenance documents. In our current implementation,
we use MongoDB [57], a NoSQL data store for our storage needs. MongoDB is a scalable, high-
performance data store that is open-source and developed in C++. MongoDB is ideal for our needs
due to its native support for semi-structured data, its support for sharding. MongoDB also has
the capability for performing complex aggregate analysis using MapReduce through both its na-
tive MapReduce framework as well as the MongoDB-Hadoop [58] connector that will allow rich
provenance analysis tools to be developed leveraging Milieu.
In our system, captured provenance is grouped around job IDs (unique identifiers assigned by
the batch queue system) or file identifiers (location based). However, each entry in the data store is
not constrained by a specific format and may vary among different jobs or files. This enables us to
use a single store across possibly multiple systems and user sessions (e.g., job vs shell).
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6.2.3 Query
In Milieu, the resulting provenance can be accessed through query interfaces that support a sim-
ple query language centered around the notion of job IDs and file names. The query language is
designed to abstract the underlying language used at the data store level and allows the user to
query the provenance in an intuitive manner without knowing too much about how the underly-
ing data is stored. In our framework, both command-line and a graphical Web interface is designed
for different users. The command-line interface is meant to be used by users who are comfortable
with the command-line. The Web interface, on the other hand, is meant to be akin to “Google” of
provenance collection, supporting fairly open-ended provenance queries on the collection.
6.3 Implementation
Our initial implementation of Milieu was built for NERSC HPC systems and we detail our
implementation in this section.
6.3.1 Collection
The Milieu collection module is available to the user by loading the module for provenance. Mod-
ules is a simple environment management tool used on HPC systems that allows setting up of the
environment through a simple set of commands (e.g., module load, module unload).
For the provenance capture from job executions, the user needs to submit their job scripts via
a command, qsub-prov, which is a wrapper command around the original qsub command (part of
the Portable Batch System). We use a different name for the job submission so that the early users
of our system are aware of their participation in the provenance. Our eventual goal is to make this
completely transparent to the end-users.
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#!/bin/csh
#PBS -j oe
#PBS -q regular
#PBS -N GTCcloud
#PBS -l walltime=00:20:00
#PBS -l nodes=8:ppn=8
#PBS -S /bin/csh
module load python
python $USER/provenance/source/python_scripts/timestamp.py $USER/provenance/
source/python_scripts/dbconfig.py run.pbs ’begin script’ yocheah $PBS_JOBID
qstat -f $PBS_JOBID > $USER/GSCRATCH/GTC/qstat.$PBS_JOBID
set verbose
cd $PBS_O_WORKDIR
cp ./gtc.input.64MPItasks.cloud gtc.input
record_provenance ‘‘Edit date’’ ‘‘2012-01-01’’
strace -tt -o $USER/GSCRATCH/GTC/strace.out.1.31543.20120927185010 mpirun -n 64
./gtcmpi
rm gtc.input
cp $PBS_JOBID.OU ‘pwd’/output.31543.20120927185010
echo ‘$USER/provenance/source/bin/qsub_file_insert hopper12 yocheah $PBS_JOBID 3
$USER/provenance/source/python_scripts/file_insert.py $USER/provenance/
source/python_scripts/dbconfig.py $USER/GSCRATCH/GTC/qstat.$PBS_JOBID $USER/
GSCRATCH/GTC/strace.out.0.31543.20120927185010 $USER/GSCRATCH/GTC/strace.out
.1.31543.20120927185010 $USER/GSCRATCH/GTC/strace.out.2.31543.20120927185010
$USER/GSCRATCH/GTC/output.31543.20120927185010’
python $USER/provenance/source/python_scripts/timestamp.py $USER/provenance/
source/python_scripts/dbconfig.py run.pbs ‘end script’ yocheah $PBS_JOBID
Listing 6.1: Example of an instrumented PBS script. Highlighted texts are instrumentation added or modified
by the provenance framework or user.
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$ cmdline_pc
# begin user session
...
# end user session
$ exit
Listing 6.2: Provenance capture for a user session.
The qsub-prov command also takes an optional integer parameter that corresponds to the level
of provenance capture (akin to the levels that are specified in a logger). When a job script passes
through this wrapper, the original copy of the script is kept as provenance along with other static
information about the system, such as the host name, IP addresses, user credentials, and a host of
other information. The PBS headers of the script are also extracted, parsed and stored as well. An
instrumented copy of the script is then forwarded to the PBS queue (Listing 6.1). Depending on
the level of provenance capture selected by the user, the script is instrumented at different gran-
ularities. The instrumentation enables a range of things to be captured including the output of a
job, information in the PBS queue during execution, to more detailed provenance such as straces of
individual calls and also outputs from the Integrated Performance Monitoring (IPM) [87] used at
NERSC. IPM is an application profiling framework that provides details such as the time spent by
the application computing and communicating using MPI.
The more detailed level of provenance provides information about the nodes that were involved
in a distributed MPI job and also more detailed information about system calls if necessary. The
design decision to enable provenance in various levels is driven by the provenance demands that
we foresee for different users and also the flexibility that allows us to conserve storage and reduce
instrumentation overheads when possible.
In order to specify the calls that the user wants to strace, the tag record trace provenance has to be
added in front of the intended call. Additional user provenance can also be captured in the form
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of name value pairs by adding a line with record provenance name value in the users job scripts, as
shown in Listing 6.1.
Provenance is pushed off to storage in three stages, namely pre-execution, the start of execution,
and end of execution. Once a job is submitted, initial provenance about the node where the submis-
sion happens and the provenance of the PBS headers are stored. Once the job is executed, runtime
provenance such as execution variables, nodes on which the job was distributed to and fields such
as timestamps are captured. Finally, straces (if enabled) and outputs are put into files and stored
right before the job is terminated. This is done in stages to minimize the number of database I/O
operations and also to minimize the performance impact to the actual job.
Provenance about a users session is collected through a wrapper cmdline pc that uses the shell
command script. Basic information about the system on which the session is initiated and the times-
tamps of the start and end of the session are also recorded. When a user is done with their session,
the captured provenance is stored in a file, which is then put into storage on our provenance Mongo
database (MongoDB).
We implement our collection tools using a mixture of Python and Shell scripts. In all cases, the
Shell scripts were used to interact at the front end, since this is native in a HPC environment.
6.3.2 Storage
We group all provenance documents under a single provenance collection. For a single job ID,
multiple provenance documents may exist in MongoDB. Mandatory fields (“columns” in the tra-
ditional sense) for each document include an associated job ID, user ID, and timestamp. Most
documents contain two fields with one acting as a description and a second field containing the
value associated with that description. The provenance store also has information about the sys-
tems. The system information is more structured and will contain more fields, such as the host
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name, IP address, user environment variables, etc. Thus, we are able to use a single collection for
different types of data.
For file management, we use the MongoDB GridFS specification [59] for storing the actual file
contents due to its ease of use, metadata and large file support. GridFS uses two collections for
storing data. Large data objects are split into small chunks, which are then stored in the chunks
collection, while metadata that describes the data object is stored in the files collection.
Provenance documents in MongoDB that contain references to files have an ID pointing to the
corresponding document in GridFS. These MongoDB documents also capture metadata such as
the host name of where the physical file was stored and also a file path. This file path does not
point to the actual physical file, but points to a replica of the file in GridFS. In the case of standard
output generated on the command-line, the file path points to a GridFS file that contains the printed
output. Additional metadata is managed by GridFS that includes the checksum and file size.
6.3.3 Query and Access
Milieu provides two query interfaces a) command-line and, b) Web interface, that allows the user
to query and make simple edits to the MongoDB provenance storage. The Web query interface
uses Django [30] (version 1.3). An example of the Web query interface is depicted in Figure 6.3.
Our query components support basic queries such as querying for the name of a file, the name of
a job, and any other attribute that is associated with a job or data file. In both interfaces, we also
provide the capability for users to add annotations to the captured provenance. These annotations
are added to the existing provenance in the form of name value pairs.
[Provenance Query$] jobid . (field,walltime) (value,00:10:00)
Listing 6.3: Example of a query to return all job IDs that have walltime 00:10:00 in the command line.
[Provenance Query$] file MILC
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Figure 6.3: Provenance module Web query interface
Listing 6.4: Example of a query to return all filenames that contain MILC.
The implemented query language is mainly focused on the retrieval of provenance centered
around job IDs and file names. Regular expression queries are also supported. A sample of a
query to return job IDs with a specific matching criteria is given in Listing 6.3 and an example for
querying all files in the provenance store that has file name of the MILC application is given in
Listing 6.4. We anticipate that for more complex queries and analysis, some of the specialized tools
such as graph query languages and MapReduce will be used.
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6.4 Experiments
We evaluate our provenance collection and query mechanisms through examining the perfor-
mance of our provenance framework. We use three applications from the NERSC-6 application
benchmark suite [5]. A range of problem sizes and core counts are used to capture mid-range to
large-scale codes. Our experiments were evaluated on two NERSC systems, namely Carver and
Hopper, a petascale system.
6.4.1 Testbed Setup
Carver is an IBM iDataPlex system with 1202 compute nodes. The compute nodes are a mix of
2.67GHz Intel Quad-core Nehalem processors with 24GB and 48GB of memory, two six-core West-
mere 2.67GHz processors with 48GB of memory and, four eight-core Nehalem-EX 2.00GHz proces-
sors with 1TB of memory. All nodes are connected using 4X QDR InfiniBand technology.
Hopper is a Cray XE6 peta-flop system consisting of 6384 nodes. Each node consists of 2 twelve-
core AMD ‘MagnyCours’, with 2.1GHz processors per node for a total of 24 cores with 64GB of
memory. The compute nodes are connected via a custom high-bandwidth, low latency network
provided by Cray in a 3D torus topology.
In all experimental cases, we use the regular queue of the system for evaluation, which is uti-
lized by the users of these systems. The storage and query mechanisms were hosted on a single
Carver node. A single MongoDB instance (version 2.0.6) was deployed for storing the collected
provenance along with the Django based web query interface.
In addition, we also investigate the performance impact that is provided by a sharded setup.
Sharding is the process of distributing the storing of data across multiple machines and is designed
to support demands of data growth. More machines can be added on demand to address data
growth and the scaling of data operations.
6. Provenance Collection and Query in High Performance Computing Systems 83
Our sharding experiments were performed using three Apple iMacs. Each machine runs a
single Intel Core2 Duo CPU running 2 cores at 2.66GHz with 2GB of 1067MHz DDR3 RAM in a
dual channel configuration for a total of 4GB. The machines were connected via Gigabit Ethernet.
The operating system used was Mac OS X 10.6.8 (build version: 10K549). Our sharding tests were
performed on a setup that consists of 3 Mongo shards and 3 Mongo configuration servers hosted on
each machine. One of the machines also hosted a router (mongos). For the single server test case,
we turned off the router and configuration servers on each machine and performed evaluations.
We used identical versions of MongoDB (version 2.4.3) on all three machines.
Over the course of our experiments, one of our iMac machines was reformatted and the operat-
ing system updated to Mac OS X 10.9 (13A603). As a result of the system upgrade, a newer version
of MongoDB (version 2.4.7) was also installed on this machine. The only experiments involved
with using this newer setup are the ones that involve the comparison of sharding distributions.
Workload. For the evaluation of provenance collection, we perform experiments using three ap-
plications from the NERSC-6 applications benchmark suite [5]: GTC, MILC, and PARATEC. Based
upon previous research [5], these applications represent a significant portion of NERSC workloads.
GTC short for 3D Gyrokinetic Toroidal Code, is a 3-dimensional particle-in-cell (PIC) code used
to study microturbulence in magnetically confined toroidal fusion plasmas. We use version 2 of
the GTC code with a large problem size that involves 66,455,552 number of grid points as input on
Hopper and 2 million grid points on Carver.
MILC or MIMD Lattice Computation is used in part to study quantum chromodynamics (QCD),
the theory of the subatomic “strong” interactions responsible for binding quarks into protons and
neutrons and holding them together in the nucleus. We use version 7 of the MILC code in our
experiments using the extra large input lattice size of 64x64x64x144 on Hopper. A smaller ver-
sion using a lattice size of 32x32x16x18 with 2 quark flavors, four trajectories and eight steps per
trajectory was used for our evaluations on Carver.
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The PARAllel Total Energy Code (PARATEC) benchmark code performs ab-initio quantum-
mechanical total energy calculations using pseudopotentials, a plane wave basis set and uses an
all-band (unconstrained) conjugate gradient (CG) approach for solving Density Functional The-
ory’s (DFT) Kohn-Sham equations. It is also used to obtain ground-state electron wave functions.
DFT codes similar to PARATEC account for nearly 80% of all HPC cycles used by the Materials
science community. The version we use is based off the NERSC-6 input that contains 6 conjugate
gradient iterations and only 250 atoms in a diamond lattice configuration. This input does not
allow any aggregate over the transposed data.
The applications were executed on Carver using 8 nodes with 8 processes per node. On Hop-
per, GTC was executed using 2048 cores and MILC was executed using 4096 cores. We conduct our
experiments by comparing the different levels of provenance capture along with the base case of
just running the application without any provenance capture. For each application, we perform 15
measurements without any provenance capture and also 15 measurements for each level of prove-
nance capture (levels 1–3) for a total of 60 measurements on Carver. We only performed 7 Hopper
measurements for each scenario since jobs are more expensive than their Carver counterparts both
resource-wise and time-wise. All results were generated from job runs during normal production
time on the NERSC machines discussed above.
6.4.2 Evaluation of Provenance Collection
In this subsection, we discuss our results from the evaluation of three applications on two of NERSC
HPC systems: Hopper and Carver. Each box plot shows the timings of the three levels of prove-
nance in comparison to the base case with the timings without any provenance capture. The box
plots capture the median (dark bold lines in the middle of boxes), and also the quartile values
(lower and upper boundary of boxes). The median is a more robust indicator over the mean and is
less affected by outliers than the average.
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Figure 6.4: Timings for base run and 3 different levels of provenance capture on Carver.
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Carver. For our experiments on Carver, we conclude that the overhead associated with GTC, MILC
and PARATEC to be insignificant compared to the base case with no provenance capture. Based on
the box plot for GTC (Figure 6.4a), we observe that the medians for all levels of provenance capture
to be around 141–143 seconds. For MILC (Figure 6.4b), we observe the same trend with the median
for no provenance capture being around 210 seconds and those with provenance capture ranging
from 211–214 seconds. In the case of PARATEC (Figure 6.4c), the median without provenance
capture is around 267 seconds and the ones with provenance capture having medians of 269–271
seconds. This shows us that the provenance capture overhead is within the normal variability (well
within 2%) that these application already experience on these systems.
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Figure 6.5: Timings for base run and 3 different levels of provenance capture on Hopper.
Hopper. The experiments on Hopper were much larger and took approximately 10x the duration
to test. Level 3 provenance capture has medians that are slightly less than both Levels 1 and 2 but
have a greater spread. For GTC (Figure 6.5a), we note that the provenance capture accounts for
about 22–28 seconds (overhead of slightly over 2%). Figure 6.5b shows the performance of MILC
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on Hopper with different provenance levels. The same trend occurs for MILC on Hopper with an
overhead of about 46–104 seconds (2–5% overhead).
This falls within the variability that applications experience in these environments. This shows
that the provenance capture mechanism minimally impacts timings of the original job runs.
Analysis of Overhead. We time the execution of each individual script in our provenance cap-
ture module for a single job submission. A total of five scripts were timed. The qsub-prov shell
script handles the pre-processing of the job script and invokes a qsub pc.py python script. This
python script handles the ingestion of provenance captured at this stage into MongoDB. Similarly,
qsub file insert is a shell script that searches and inserts files into our provenance storage via a
python script: file insert.py. The other script that we timed was timestamp.py, which is respon-
sible for capturing the begin and end timestamp entries. Table 6.1 details the breakdown of our
timings for these scripts on Hopper and Carver respectively. The timings reflect the average taken
from three instrumented runs on both systems. The provenance capture on Hopper uses level 2
while on Carver, the provenance capture used is level 3. From the results of both tables, we observe
that our provenance module contributes very little to the overhead of the end-to-end execution of
these applications. The Hopper overhead is a little higher than Carver since Carver is more directly
connected to the file system server than Hopper.
Table 6.1: Duration taken for individual scripts for provenance capture of
a GTC job on Hopper (level 2) and Carver (level 3).
Script Name Duration (s)
Hopper Carver
qsub-prov 6.05 3.00
– qsub pc.py1 (0.08) (0.07)
timestamp.py (begin) 0.25 0.05
qsub file insert 7.77 0.30
– file insert.py2 (0.43) (0.03)
timestamp.py (end) 0.16 0.11
1,2 Duration of qsub prov.py and file insert.py accounted within qsub-prov and
qsub file insert respectively.
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6.4.3 Evaluation of Provenance Query
We also evaluate the performance of querying the stored provenance through a few queries.
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Figure 6.6: Plot of query duration vs number of MongoDB documents returned.
Regular Expression. In the first case, we evaluate the amount of time required to query for a regular
expression job ID query by iterating through all available documents in MongoDB and returning
all documents. We observe that the query performance generally increases linearly as the number
of documents stored in the database increases. This is depicted in Figure 6.6. We do notice that as
the database scales up to approximately 10 million records, the time needed to iterate through the
entire database is already 200 seconds, and for 25 million records it is 595 seconds. Thus, if there are
queries that need to query all data in a database, they will benefit from a MapReduce framework
that will allow scalability.
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Figure 6.7: Plot of query duration for a regular expression query of a single job ID vs number of documents in
MongoDB.
Limited set queries. The second case we look at is the evaluation for a regular expression query
of a single job ID for a MongoDB database of different sizes. Figure 6.7 depicts the results of our
evaluation. The outliers in this figure are the first queries issued against MongoDB. These first
queries are retrieved and cached in memory, resulting in subsequent identical queries having less
significant response times, approximately half the response times of the first queries. The amount
of documents returned in each case was 16 documents.
Exact indexed queries. As a comparison, we also look at exact queries for the same job ID. For these
queries, the performance of the query is very fast with response times within 600–800 microseconds
even for a large database with 24 million documents (Figure 6.8). As mentioned previously, the total
amount of documents that were part of the result amounts to 16 documents.
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Figure 6.9: Plot that compares the query duration vs number of MongoDB documents returned between a
single Mongo instance and a sharding setup with 3 Mongo shards.
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Figure 6.10: Plot that compares the query duration vs number of MongoDB documents returned between a
sharding setup with 3 Mongo shards using 3 runs.
Regular expression using sharding. In addition to our performance evaluations using a single
MongoDB setup, we also compare the performance of a single setup against a sharded setup. We
used a shard key that shards based on the jobID and also the user. As depicted in Figure 6.9, we
observe that the retrieval time lessens by approximately 50% using a setup that consists of 3 iMacs
with identical versions of MongoDB. The rate of increase also appears to be slightly less when
compared with that of the single instance.
Figure 6.9 also depicts a sudden increase in duration between the querying of 20 million and
21 million documents, which prompted further investigation. Our investigations used a slightly
different setup with one of our machines updated to OS X 10.9 (see Section 6.4.1). Figure 6.10
shows that the increase in duration does not have a fixed pattern and depends on how the shards
are distributed. In these experiments, we shard using a shard key that is based on the jobID and
the user fields. All of the runs used identical shard keys.
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Figure 6.11: Sharding distributions on 3 Mongo shards for 3 runs with identical shard keys.
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Figure 6.12: Plot that compares query duration for a regular expression query of a single job ID vs number
of documents in the data store. Comparison is between a single Mongo instance and a sharding setup with 3
Mongo shards.
Figure 6.11 shows the distribution for each run across the 3 shards that we used. We use the
command db.stats() and obtain the data sizes based on the field dataSize. We observe that when
sharding is unevenly distributed (Figure 6.11b), the initial duration for querying is fast. However,
as the amount of documents increases, the query duration increases in a more abrupt fashion and at
a faster rate. When sharding is distributed more evenly across shards (Figure 6.11a and 6.11c), the
rate of increase in duration is smaller and more gradual. We also observe that some redistribution
of data occurs or is even duplicated as the amount of documents increases in all three runs. For
instance, this is evident by the increase in data sizes on all three shards when there are a total of 26
million documents. This is in contrast to when only data increases on a single shard at the 19–20
million mark.
From our investigations, we think it is likely that the increase in duration (between 19–21 million
documents) is a result of the shards initially being unevenly distributed. Eventually, the shards
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become evenly distributed and the increase in duration becomes more stable and gradual. NoSQL
technologies such as MongoDB are evolving and will eventually mature and improve.
Limited set queries using sharding. We also examine the benefits of sharding with limited set
queries. In this case, we observe the sharding setup to provide benefits that are much more pro-
nounced. As observed in Figure 6.12, 60 million records require about 183 seconds on the single
instance, but only 39 seconds on the sharded setup. The rate of increase in query duration on our
sharding setup is also much lesser than the single instance.
6.5 Discussion
We have described and evaluated the design and implementation of Milieu for semi-structured
provenance collection and storage on HPC systems in the previous sections. We discuss issues of
Milieu that are related to provenance quality, operational challenges, usability, future storage and
query scalability in this section.
Uses of Provenance. Provenance captured in Milieu is a mixture of data and process provenance
and can be used for a number of use cases. Our approach is useful in some cases and falls short in
others. We discuss the pros and cons of our captured provenance in this section.
Data Management. The captured provenance helps the user identify with ease where data objects
are stored. Through the use of Milieu, users can query the underlying NoSQL data store using
regular expressions to search previous job runs for a variety of information including data objects,
status, etc.
Faults. The provenance can be used to determine if the job script terminated properly. The prove-
nance of a job script that terminates successfully contains a timestamp of when the job script termi-
nates. Faults that affect single jobs or a group of jobs can be easily identified with queries and/or
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analyses. Issues with the underlying hardware or environment can be identified by examining the
straces or the ipm log files.
Our current approach does not account for automatic identification of input data sources. Dif-
ferent scientific applications take input sources in different formats (e.g., fixed file names, on the
command-line). This makes it difficult to automatically identify input sources. In future work, we
plan to address this by prompting the scientists to indicate input data sources for the framework.
Additionally, the captured provenance is not compatible with the OPM (Open Provenance Model)
specification [61] since our goal is on efficient capture in close to raw format.
In future work, it will be important to assess the quality of provenance to ensure that the cap-
tured provenance can be used as intended [19]. The completeness and correctness of the prove-
nance trace needs to be assessed such that captured provenance reflects unambiguous and factual
events.
Flexibility. Milieu provides support for multiple levels of provenance. This allows the scientist or
system administrator to select the level that is most suitable for their use case. The support for user
annotations allows users to capture notes and metadata that are often lost. It should be noted that
Milieu does not require users to make any changes to their job scripts. Provenance initiation is user
controlled but instrumentation is automated.
Operational considerations. In our current implementation, all users are stored in a single collec-
tion. This optimizes the queries by system administrators performed across users. In future work,
we plan to provide a start-time configuration to control per user collection if it is required in cases
where the usage model might differ.
Additionally, we operate MongoDB in a single-server mode. MongoDB allows sharding that
allows us to easily scale up as data grows. MongoDB sharding is easily configurable and is well-
documented and evaluated [29]. As shown in the previous section, we have also evaluated and
demonstrated the benefits of sharding with respect to our current setup
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Scalable Storage. The “Big Data” movement has seen a number of NoSQL data stores for hori-
zontal scalability distributed over many servers [16]. Some well known examples of NoSQL data
stores are Amazon’s Dynamo [28], Google’s BigTable [17], Apache’s HBASE [9] and Cassandra [7].
In this chapter, we used Mongo database (MongoDB) [57], a document-oriented data store, since it
is well suited for semi-structured provenance documents. MongoDB is typically suitable for write-
once, read-many times pattern data access, as is the case with Milieu. NoSQL systems are evolving
rapidly and it is possible that some other data store may provide additional features and/or better
performance. Our architecture and methodology is not tied to the use of MongoDB and thus it will
be possible to use other data stores with Milieu in the future.
Provenance Query and Analysis. Today, provenance data is used mainly through query inter-
faces. However, with increasing data volumes and number of simulations, more scalable analysis
methods will be needed. Our two-tiered architecture supports the range of analyses from queries
on the data stores and complex analyses through frameworks such as Hadoop [8], an open source
implementation of MapReduce.
MongoDB provides a Hadoop connector [58]. Previous work [?] has evaluated the performance
of using MongoDB and MapReduce for semi-structured data analysis in various usage scenarios.
Their work shows that when performing MapReduce analyses on data in MongoDB, performance
can be improved by minimizing the writes to Hadoop Distributed File System (HDFS).
In case of specialized queries, such as relations or graph-based, moving the data to the second
tier may provide superior performance. An important consideration will be the volume of data
and the frequency of the queries to justify the cost of managing multiple stores.
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6.6 Summary
In this chapter, we present the design, implementation and evaluation of Milieu, a minimally-
intrusive, light-weight, multi-level provenance collection, storage and query framework. Milieu
supports the collection of semi-structured provenance data from jobs and user commands on HPC
systems. Our evaluation on NERSC production systems, including a petascale machine shows
that the collection overhead is minimal. We also demonstrate that query performance for large
amounts of data can be optimized using sharding techniques. Milieu makes it possible to build a
multi-tiered provenance architecture where storage for collection and storage for optimized queries
can be separated. A multi-tiered architecture will enable support for a wider range of provenance
queries and analyses that is difficult if not impossible today.
With respect to the broader underlying research questions, we conclude that provenance col-
lection and query for HPC systems require support for various provenance data models with low
overhead. In addition, the need to scale and support different user bases are critical in these sys-
tems. Through our approach with Milieu, we show that provenance capture can leverage existing
software infrastructure and yet be non-intrusive.
7Provenance Graphs: Optimizing Access
In this chapter, we investigate how provenance queries perform at scale under different database
representations. Specifically, we compare provenance access through a relational database com-
pared to a newer graph database. We conduct the study using Karma, a production provenance
system that uses a relational database, and a Neo4j prototype system that uses a graph database.
We compare the performance of querying over two types of provenance graph queries commonly
used in Karma.
The rest of this chapter is organized as follows. We present an overview in Section 7.1. We then
discuss the information models of Karma and the graph database in Section 7.2. Our comparison
framework is discussed in Section 7.3 and experimental datasets in Section 7.4. The experimental,
study and results appear in Section 7.5. Finally, we summarize our findings in Section 7.6.
7.1 Overview
A wide variety of graphs or networks can be found in the real-world, such as random graphs,
multi-graphs, B-trees, social networks, biological networks, citation networks, etc. Provenance
graphs are distinct from these graphs or networks in their shape and growth pattern over time.
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Figure 7.1: Evolution of a NASA AMSR-E provenance graph from the first day until the end of a month. The
depth of the provenance graph increases as time goes by.
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Initially, provenance graphs take the shape of the initial workflow. Ramakrishnan et al. [78]
surveyed a number of workflow patterns and found that although the width of workflows can be
in the range of thousands, their depth (or longest chain) often lies well within 10 steps. Provenance
graphs at their inception are likely to reflect the structure of early workflow executions, but appear
denser due to annotations of nodes/edges. As time progresses, provenance graphs evolve to reflect
the concatenation of multiple sub-graphs, where each sub-graph is a workflow graph execution.
Eventually, provenance graphs become dominated by their temporal aspect and their structures
are likely to refer greater depth as a dataset is heavily used.
In Figure 7.1, we illustrate the evolution of the structure of a provenance graph through a
monthly NASA AMSR-E provenance graph at multiple snapshots in time. Figure 7.1a depicts
the provenance captured for the execution of the workflow during the first day. The output of
each day’s execution feeds into the next execution. Hence, after a weeks workflow execution (Fig-
ure 7.1b), this will amount to a provenance graph that reflects a chain of 7 workflows, where each
workflow is similar to the initial workflow depicted in Figure 7.1a. Eventually, the provenance
graph attains a fairly deep graph after a months execution (Figure 7.1c). The tail end of the prove-
nance graph in this example is slightly different because it reflects some execution that handles a
failure in one of the workflows.
As presented in Chapter 3.1, we developed a rich query API for Karma that supports three kinds
of graph queries: getProvenanceHistory, getDataForwardFlow, and getWorkflowGraph. With the
recent interests in NoSQL databases and popularity of graph specific databases, we investigate
and compare the performance of querying provenance from two different data store technologies.
Through using a variety of provenance graphs, both synthetic and real-world, we study the query
performance for provenance stored in Karma that uses a MySQL data store and a comparable test
system that uses Neo4j as its backend data store.
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7.2 Information Model
Karma’s information model [15] (see Chapter 3 for more details) is divided into two levels,
an abstract registry layer and an instance execution layer. The abstract registry captures abstract
descriptions of services, artifacts and actors. The abstract model is devoid of instance execution
time information. The instance execution layer, on the other hand, does capture execution instance
information. The Karma information model has a one-to-one mapping of entities and relationships
to an underlying MySQL database schema.
The Neo4j data model stores data as nodes and relationships, where both nodes and relation-
ships can hold properties using key and value pairs. Nodes in OPM: Agents, Artifacts and Processes,
are stored as nodes in Neo4j. Similarly, the OPM edges of wasControlledBy, wasDerivedFrom, wasTrig-
geredBy, wasGeneratedBy, and used are stored as Neo4j relationships. Any annotations associated
with OPM are stored as properties of their nodes/relationships respectively.
We provide brief examples to illustrate the difference between how nodes and relationships are
represented in Karma versus Neo4j. In Table 7.1, we have an entity, gush-process-1, that is a Process in
OPM. The entity table contains more detailed provenance such as the entity type and subtype; this
information is represented as annotations in OPM. In addition, the entity table has an annotation
table containing one annotation. In our example, the annotation contents are shown in Listing 7.1.
Table 7.2 contains a single data object. In Karma, data objects represent files, blocks, or col-
lections. In our particular example, the data object represents a block. A corresponding table
(Table 7.3) describes the block in more detail. This table contains information such as the md5
checksum, the size and the block content, which we list in Listing 7.2. This block data object is
represented as an Artifact in OPM.
A separate table is used to represent the relationship between the data block and entity. Table 7.4
describes the entity that produces the data block. This relationship is the OPM wasGeneratedBy
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Table 7.1: Example of MySQL execution entity table and associated entity annotation for GUSH
entity
id entity uri
entity
type
entity
subtype
context
workflow uri
context wf
node id
token
instance of
1 gush-process-1 SERVICE REGULAR urn:tool:gush NULL NULL
annotation
id entity id
annotation
name annotation value annotation type
1 1 hostname content(see Listing 7.1) EXTERNAL SOURCE
relationship.
Switching databases, we give examples of how the same entity, data block and relationship are
represented in Neo4j. In Listing 7.3, we have an example of a node that represents an OPM Artifact.
The data block is represented using a Node object and contains key value pairs that describe the
attributes of this data block. We include a type to distinguish between different kinds of OPM
nodes.
In Listing 7.4, we provide an example of the same entity represented in Karma. This listing,
also shows a Node object that is of the Process type. The Process contains similar attributes to what
is described in Table 7.1.
Finally, Listing 7.5 provides an example of a relationship. The relationship is a GENERATED
relationship that maps to an OPM wasGeneratedBy relationship. For this particular example, the
relationship contains a time range where the start and end times are identical. In certain cases, the
time range will have different start and end times. Information of nodes are not displayed in rela-
tionships because the user must always specify a reference node(s) when querying for relationships.
Hence, when querying for this particular relationship information, we query it by referencing the
two node objects discussed earlier.
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Table 7.2: Example of MySQL execution data object table for GUSH
object id object type instance of quality quality source
100 BLOCK NULL 50 UNKNOWN
Table 7.3: Example of MySQL execution block table for GUSH
block id md5 checksum size block content
100 3d0a4bb740c2ea265f1ed37b360e9657 335 content (see Listing 7.2)
<value xmlns:ns=’’http://www.dataandsearch.org/karma/2010/08/’’>planetlab05.cs.washington.edu</
value>
Listing 7.1: Example annotation content
<dataBlocks xmlns:ns=’’http://www.dataandsearch.org/karma/2010/08/’’>
<block>
<objectID>urn:output:stdout</objectID>
<objectName>stdout</objectName>
<objectValue>[309546 [pool−1−thread−6] DEBUG cgl.imr.worker.Reducer − Reduce Task :3
terminating.]</objectValue>
<objectType>BLOCK</objectType>
</block>
</dataBlocks>
Listing 7.2: Example block content
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Table 7.4: Example of MySQL execution data lifecycle table for GUSH
event id actorid
data
id instance of event action role event time certainty certainty source
151 1 100 NULL PRODUCE NULL 2011-01-2905:35:19 50 NOTIFICATION
Node[6749]{artifact−size:’’335’’,artifact−md5−checksum:’’3d0a4bb740c2ea265f1ed37b360e9657’’,
artifact−content:’’<dataBlocks xmlns:ns=’’http://www.dataandsearch.org/karma/2010/08/’’>
<block>
<objectID>urn:output:stdout</objectID>
<objectName>stdout</objectName>
<objectValue>[309546 [pool−1−thread−6] DEBUG cgl.imr.worker.Reducer − Reduce Task :3
terminating.]</objectValue>
<objectType>BLOCK</objectType>
</block>
</dataBlocks>’’,type:’’artifact’’,artifact id:’’Block 100’’}
Listing 7.3: Example artifact in Neo4j
Node[19572]{hostname:’’planetlab05.cs.washington.edu’’,process−workflowNodeID:’’null’’,process−type:’’
SERVICE’’,process−workflowID:’’urn:tool:gush’’,process−serviceID:’’gush−process−1’’,type:’’
process’’,process id:’’Process 1’’}
Listing 7.4: Example process in Neo4j
:GENERATED[6143] {noEarlierThan:’’2011−01−29 05:35:19’’,noLaterThan:’’2011−01−29 05:35:19’’}
Listing 7.5: Example relationship in Neo4j
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7.3 Evaluation Framework
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Figure 7.2: Framework used for comparison of provenance query performance.
Figure 7.2 gives an overview of the framework that we used for the comparison of provenance
queries. Our evaluation framework consists of five major components: a client that interfaces with
the Karma service, the Karma provenance service, a prototype Neo4j query and ingest client, and
their respective backend databases: MySQL and Neo4j.
The raw provenance notifications are captured from a variety of sources via a mining approach,
through the instrumentation of applications or via adapters. These notifications represent events
that happen during the execution of these applications. For example, a process that generates a data
object would generate a single event and this is represented as a notification and gets consumed by
Karma.
Karma is an open-source provenance collection and management system (details of Karma are
discussed in Chapter 3). In our study, Karma (version 3.2) consumes both synthetic and real-world
notifications from different sources, such as the synthetic provenance dataset discussed in Chap-
ter 4 and notifications generated from NASA AMSR-E workflows, GUSH and Twister experiments.
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MySQL is one of the world’s most popular open source databases [65]. MySQL is a relational
database that supports the full ACID properties (Atomicity, Consistency, Isolation and Durabil-
ity). Karma uses MySQL as a database backend to store raw provenance notifications and also to
store the processed provenance using Karma’s information model. The underlying provenance is
retrievable via the Karma query API.
The Karma Client is used to query the Karma provenance service. In this comparison, we used
an Axis2 based client that issues queries to Karma using the Karma query API. And as a result, the
provenance is queried and returned as OPM graphs. These OPM graphs are also XML graphs and
are stored as files.
The graphs that are retrieved through the Karma client and stored as XML files are again con-
sumed by the Neo4j client. This is done to ensure that the original graph structure is preserved. In-
gesting provenance from graphs are also easier since Neo4j uses a graph-based information model
that allows us to map directly from the OPM provenance graph.
Neo4j Client is used to ingest and retrieve provenance from the Neo4j database backend. This
client only consumes provenance in the form of OPM graphs. In our setup, provenance graphs are
initially generated via Karma and then stored as XML files. These XML files are then reingested to
be stored as graphs in the underlying Neo4j database. The client is also implemented with query
calls that mirror the graph query APIs in Karma. The client is implemented in Java. Queries to
Neo4j are implemented using a mixture of Core Java query calls and Cypher, a Neo4j supported
graph query language.
Neo4j is an open source graph database implemented in Java. In our setup, we used it as a data
store that compares against MySQL in Karma. Our setup uses version 1.8.2 of the Neo4j community
edition. Provenance is stored in Neo4j using the database’s native graph model. All ingests and
retrievals are processed via the Neo4j client.
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7.4 Experimental Datasets
We use a variety of real and synthetic provenance to compare the performance of Karma and
our prototype provenance system that uses Neo4j. The characteristics of these graphs are detailed
in Table 7.5 and Table 7.6.
Synthetic Provenance. We selected three complete provenance graphs from a noisy provenance
database [20]. These three provenance graphs are from the NAM-WRF, Animation, and Motif
workflows and provide samples of small, and medium-sized provenance graphs modeled after
real applications. The NAM-WRF workflow is a LEAD North American Mesoscale initialized fore-
cast workflow, producing weather forecasts through terrain and observation data. The Animation
workflow is a modeled computer science workflow that is based on distributed rendering for frame
generation. The Motif workflow is a computationally intensive workflow that is used for motif/-
domain analysis of genome sized collections of input sequences.
Real Provenance. Actual provenance from three different projects are also used for evaluation. The
first application comes from the NASA Advanced Microwave Scanning radiometer - Earth Observ-
ing System (AMSR-E) ingest processing workflows [44, 52]. Data about the poles were generated
from the AMSR-E, a passive microwave radiometer aboard a polar orbiting Aqua satellite. The
Data to Insight Center collected provenance from the ingest process of images from the instrument.
For our evaluation purposes, we use a single monthly sea-ice (L3) provenance trace. The second
application comes from GUSH, a shell-based job deployment tool for deploying jobs to PlanetLab.
We use the capture of provenance of GUSH in our testing [37]. The captured provenance informa-
tion details data and process provenance about the environment and data provenance about the
deployment and execution of a job. The last application that we use is from a study of denial of
service (DoS) attacks in WiMAX networks [23].
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Table 7.5: Graph sizes for getWorkflowGraph query
Name of
Provenance Graph
Number of
Nodes
Number of
Edges
Number of
annota-
tions
Maximum
number of
annota-
tions/node
Maximum
number of
annota-
tions/edge
GUSH 19679 61772 39807 5 1
WiMAX 2225 6223 101555 5 23
Motif 552 1631 1932 5 0
Animation 87 204 306 5 0
NAM-WRF 22 35 80 5 0
Table 7.6: Graph sizes for getProvenanceHistory query
Name of
Provenance Graph
Number of
Nodes
Number of
Edges
Number of
Annota-
tions
Maximum
number of
annota-
tions/node
Maximum
number of
annota-
tions/edge
NASA AMSR-E
Monthly Sea-Ice 1039 2186 4774 5 1
Motif 549 1359 1926 5 0
Animation 86 204 304 5 0
7.5 Experiments
7.5.1 Methodology
We examine the performance for querying of provenance traces from systems using two different
data stores. On one hand, we evaluate the querying of provenance traces from a Karma prove-
nance system that stores provenance in a MySQL database. Similarly, we create a prototype system
that uses the Neo4j graph data store backend. Experiments are conducted for two kinds of graph
queries, namely getWorkflowGraph and getProvenanceHistory. These queries emphasize different
aspects of provenance graph queries.
getWorkflowGraph searches for processes with a matching id and then queries for all other artifact-
s/agents and their relationships. Essentially, it looks up one kind of node based on a matching ID
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and then does a one-hop query to get interconnecting nodes of different types and their respective
relationships.
getProvenanceHistory is a retrieval of a provenance graph given the graph’s root node. In essence,
this is a graph traversal that uses either a breadth or depth-first approach. Karma implements a
depth-first traversal for querying. In our system that uses Neo4j, we implement two approaches.
The first leverages the traversal of the Cypher query language. Queries for the entire graph are
retrieved using just a single query given the root of the graph. The order of traversal for this query
is not guaranteed. Our second approach mirrors the approach used in Karma and uses a depth-first
traversal that queries each level via a series of Cypher queries, it also uses the Neo4j core Java API.
For each provenance graph, we trace from the root in a way that yields the maximum depth.
Neo4j supports multiple query choices. Since the Cypher language is publicized heavily with
Neo4j, we chose Cypher as the main query language to be used for evaluation. In cases of getting
direct properties, nodes or relationships, we elected to use the core Java API since it is more intuitive
for these simple cases. From a technical standpoint, version 1.8 of Neo4j does not have Cypher
performance optimized yet. Karma uses MySQL for storage and hence queries are done through
the MySQL JDBC.
The databases were set up to contain the same amount of provenance traces. We populate the
Neo4j database with provenance traces that were generated from the Karma system. All nodes,
edges and their respective properties are then indexed in Neo4j. We use a total of 4 databases
for both systems. The list of database and sizes are detailed in Table 7.7. The size of the MySQL
databases are measured through their dumps. Since Neo4j does not provide database dumps, we
measure the Neo4j database sizes using the Linux disk usage command: du -sh for their respective
database folders.
Notice the difference in sizes of the MySQL and Neo4j databases in Table 7.7. Neo4j is uniformly
smaller than the MySQL representation and there are several reasons for this phenomenon. For
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instance, there are some discrepancies in the way annotations are stored between the two databases.
The annotations in MySQL are surrounded by XML tags (as described in Listing 7.1), whereas the
annotations in Neo4j are eliminated of those tags. Timestamp information that are associated with
the edges were also not captured in the Neo4j edges during the conversion process.
Table 7.7: Summary of database and their sizes
Database Size ofMySQL
Size of
Neo4j
Noisy Provenance Database 9.6GB 5.9GB
NASA AMSR-E Provenance Database 77MB 66MB
Database containing WiMAX provenance trace 140MB 105MB
Database containing single GUSH provenance trace 252MB 114MB
In both systems, the structure of the resulting provenance are identical and output is in the
Open Provenance Model (OPM) [61] format. The translation from raw database results to OPM
was done in an optimized manner to the best of our knowledge. The queries were evaluated on
a mixture of synthetic and real-world provenance with a variety of characteristics. For each test
query, a total of 200 queries were issued and timed. The duration for getting the graphs from their
respective databases and then generating the respective OPM outputs were timed. In certain test
cases, some of these graphs were queried without annotations for further investigative purposes.
We also evaluated the query performance of Cypher for different graph depths.
7.5.2 Testbed Setup
We use as our testbed a Dell PowerEdge 6950, quad dual-core 2.4GHz AMD Opteron 8216 with
16GB of RAM running Red Hat Enterprise Linux version 2.6.9-103.ELsmp. The Java runtime en-
vironment used was 1.6.0 31.MySQL 4.1.22 release version 14.7 and Neo4j Community Edition
version 1.8.2 was installed as databases on this machine. We used version 5.1.7 of the MySQL JDBC
connector with Karma.
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The initial amount of memory allocated to Java for both the Karma system and the Neo4j sys-
tem was 128MB of memory with a maximum of 1GB. Since our tests with Neo4j involve many
traversals, we set the memory mapping settings of Neo4j to 10x the default. This allows us to fit
entire graphs from our data set in memory. We evaluated the performance of querying provenance
traces that was stored in a Karma [15] version 3.2 provenance system. As a comparison, we had
provenance stored on Neo4j [70], a graph database. Provenance was generated through Karma and
reingested into Neo4j from OPM. This is done to ensure that the structure of the provenance graph
is maintained.
We used an Axis2 Karma client to query the provenance from the Karma provenance service
through the Karma Axis2 query API. For Neo4j, a Java client was written to store the provenance
from XML files generated from Karma. This same client is also used to query the provenance that
Neo4j stores and have the provenance traces built from the resulting database queries.
7.5.3 Evaluation of Query Results
We detail our evaluations in this subsection. We first discuss our evaluations for the getWorkflow-
Graph and then discuss our evaluations for getProvenanceHistory.
For the sake of discussion, we define the size of a provenance graph to consist of two aspects
<|E|, |(N+E)A|>, where |E| denotes the number of edges and |(N+E)A| denotes the total number
of annotations in the graph at both the nodes and edges. In mathematical graph theory, the size of
the graph is denoted by |E| which is the number of edges. Since, the provenance graphs that we
deal with can increase in size structurally, as well as in terms of the amount of annotations that is
associated with each node/edge, we define the size of a provenance graph to account for this as
well.
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Figure 7.3: Boxplots of durations for provenance graph generation using getWorkflowGraph for NAM-WRF,
Animation, and Motif with annotations.
We observe that for smaller provenance graphs such as NAM-WRF, Animation and Motif (Fig-
ure 7.3, we observe that Karma is able to outdo our Neo4j based client by about 2 seconds but
decreases as the size of the graph increases. The generation time from the Neo4j client yields many
outliers, suggesting that query performance for Neo4j is fairly volatile for small data compared to
MySQL.
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Figure 7.4: Boxplots of durations for provenance graph generation using getWorkflowGraph for WiMAX, with
and without annotations.
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Figure 7.5: Boxplots of durations for provenance graph generation using getWorkflowGraph for GUSH, with
and without annotations.
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For the WiMAX provenance graphs, we observe that the gap narrows to approximately 1.3
seconds. Since this particular provenance graph contains many annotations, we also consider the
performance of the retrieval and generation of the provenance graph without annotations (Fig-
ure 7.4b). In our implementation, the query to Neo4j retrieves all associated annotations regard-
less. Hence, the difference in graph generation time is a result of the system not annotating the
OPM graph. We observe the difference in duration for graph generation between the two systems
to be only about 2 seconds.
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Figure 7.6: Boxplots of durations for provenance graph generation using getProvenanceHistory for Animation
and Motif with annotations.
We also performed one final evaluation on a provenance graph consisting of almost 20,000
nodes and slightly over 60,000 edges from the GUSH application. In this case, our Neo4j-based
client outperformed Karma by a wide margin. In the case with annotations, Karma is slower by
61 seconds (Figure 7.5a) and in the case without annotations, Karma is slower by 12 seconds (Fig-
ure 7.5b). Although the number of annotations per node/edge is not substantial, the impact to
query performance quickly adds up for Karma when the number of nodes/edges are in the tens of
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thousands, since additional queries are involved. In comparison, the use of Neo4j allows annota-
tions to be queried directly with each node/relationship lookup.
From our evaluations, we conclude that as the size of the graph structure increases, the duration
needed to query for a provenance graph via an ID requires lesser time in the Neo4j implementation
than querying for a provenance graph from Karma. A second observation that we note from our
queries with getWorkflowGraph is that Neo4j handles large amounts of annotations better. Since
the retrieval of annotations in Neo4j is by default retrieved together with the node/edge, there
is no overhead associated with retrieving extra volumes of annotations. On the other hand, the
provenance queries for Karma involve more calls to the database for extracting annotations. As the
number of annotations grows, more calls are made to MySQL to query for the annotations. This is
especially evident in our evaluations using the GUSH provenance graph.
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Figure 7.7: Boxplots of durations for provenance graph generation using getProvenanceHistory for NASA
monthly sea-ice graph with annotations.
Our second evaluation is done using the getProvenanceHistory API. From our observations,
Karma performs well and better than both the manual traversal and also the Cypher traversal that
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queries Neo4j. In Figure 7.6a, we observe that Karma only needs 1.12 seconds (median time) to
do a query for an Animation graph. This performance is about 3x faster than the Cypher traversal
(3.92 seconds) and about 7x faster than the implemented manual traversal (7.52 seconds). For the
Motif graph (Figure 7.6b, we observe similar trends, with Karma needing only 3.69 seconds versus
8.40 seconds for the Cypher traversal and 25.40 seconds for the manual traversal.
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Figure 7.8: Plot of durations for provenance graph generation using getProvenanceHistory for NASA AMSR-
E monthly sea-ice against depth of graph on Neo4j based system.
We also evaluated getProvenanceHistory on a NASA AMSR-E monthly sea-ice graph that is
about 30 levels deep. In this case, the Cypher traversal failed to return even after 12 hours. The
Karma query resulted in median timings of 12.04 seconds and the manual recursive traversal re-
sulted in median timings of 42.44 seconds (Figure 7.7), which is in line with what we observe
from the Animation and Motif test cases. However, the performance observed from Neo4j using
the manual traversal is only 3.5x slower than the Karma implementation. Seeing that the Cypher
traversal failed to return any results even after long durations, we investigated further by querying
over the same NASA AMSR-E graph for different depths using the Cypher traversal. As depicted
in Figure 7.8, our investigations show that the time needed to retrieve the graph increases at an
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exponential rate from approximately a depth of 12.
From our observations, we conclude that Neo4j again performs better as the size of the graph in-
creases when using a manual traversal. On the other hand, we have mixed results with the Cypher
traversal. For small cases, it appears that Cypher performs much faster than the manual traversal.
However, when evaluating with the NASA provenance graph, we observe an exponential increase
in query time as we increase the depth of the graph.
7.6 Summary
In this chapter, we looked at the performance of provenance queries using different represen-
tations. We examined the performance for querying provenance from Karma that uses a relational
MySQL database and a prototype that uses a graph database, Neo4j. We demonstrate our approach
to evaluating this and show storage models used by both systems.
We performed evaluations using two queries: getWorkflowGraph and getProvenanceHistory.
GetWorkflowGraph queries for a graph using an associated ID of a graph, and getProvenance-
History queries provenance graphs by starting from a root data object and then traversing and
querying for the graph depth-wise.
From our observations using the getWorkflowGraph query, we conclude that Karma performs
adequately well for provenance graphs of smaller sizes. However, as the scale of the graph size
grows, Neo4j provides more efficient query performance.
We also evaluated getProvenanceHistory using two approaches on Neo4j. The first method
is a manual recursive traversal that builds the provenance graph. The second method we used is
Neo4j’s Cypher query language traversal. We compared these methods against the Karma’s version
of the query.
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Our results indicate that as the graph sizes increases, the manual recursive traversal in Neo4j
performs better when compared with Karma. However, Neo4j’s own Cypher traversal has some
issues and seems to perform worse as the size of the graph increases. We investigated further and
noticed that the Cypher traversal query increases at an exponential rate. We note however, when
using Cypher for smaller graph queries, the performances of the Cypher traversal are much faster
than the manual Neo4j traversal by about 2–3x.
We conclude that Neo4j performs better than MySQL for querying provenance graphs using an
ID especially for larger size graphs. The edge now goes to MySQL for handling traversal queries,
but we foresee that as Neo4j matures in their implementation and perfection of the Cypher query
language, Neo4j will gain an edge with respect to queries like getProvenanceHistory for large size
graphs. Future work can be done in teasing out the bottlenecks in both technologies such as the
evaluation of the drivers for network performance.
8Conclusion and Future Work
In this dissertation, we address multiple research questions in provenance. Specifically, we
address issues of quality in provenance, the capture, query, and analysis of provenance in High Per-
formance Computing (HPC) systems, and also the query performance of provenance specific queries.
We also address the lack of real provenance data for provenance research.
As part of our efforts to solve these problems, we establish provenance quality dimensions. In
addition, we develop a framework and methodology to evaluate the quality of provenance traces
based on our proposed quality dimensions. To address our research questions in HPC systems, we
architect a prototype framework for capturing and querying provenance and evaluate its perfor-
mance on large-scale production systems. We also looked into optimizing access for provenance
graphs by investigating and comparing data store technologies. Finally, we modeled a dataset with
realism, diversity and scale in mind to address the lack of real provenance data.
8.1 Contributions
Specific contributions of this dissertation may be summarized as follows:
1. Provenance quality: This dissertation proposes three quality dimensions for provenance,
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namely, correctness, completeness, and relevancy. We develop a prototype framework with a
suite of analysis tools that assesses the quality of provenance. The framework is based on the
proposed quality dimensions and supports provenance quality analysis at the node/edge,
graph, and multi-graph levels that includes analysis of annotations, timestamps and the
structure of provenance traces. As proof of concept, we apply our methodology on a real-
world provenance dataset and demonstrate the usefulness of our proposed techniques. The
evaluation of provenance quality will help foster techniques that help validate the goodness
of provenance captures and help identify potential provenance with problems.
2. Large-scale provenance dataset: We designed and built a pseudo-realistic provenance dataset.
The ensuing 10GB dataset is modeled using several types of real-world workflows from dif-
ferent scientific domains. Failures are modeled through the use of a failure model that results
in provenance graphs that reflect those that completed successfully, provenance of workflow
executions with faults in communication between application and the provenance capturing
system, or provenance that is the result of dropped provenance messages. The constructed
dataset consists of approximately 48,000 provenance traces modeled from 6 workflows. This
dataset addresses the lack of data for provenance research and has been released to the com-
munity [21]. It has also been used in a number of studies [2, 48, 96].
3. Provenance collection and query in High Performance Computing systems: A prototype
framework, Milieu for collecting provenance in large-scale HPC systems is architected and
implemented. Milieu features minimum collection overhead and supports multi-level prove-
nance capture. We evaluated the framework’s performance for both provenance capture and
query on two production large-scale systems at the National Energy Research and Scientific
Computing Center and show that provenance capture incurs minimum overhead even for
large jobs that utilize 4000 cores. We also evaluated the query performance and demonstrate
that queries for large amounts of data can be optimized using sharding techniques.
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4. Optimizing access for provenance graphs: We examined the performance of provenance
queries using different representations. In particular, we evaluated the provenance query
performance from Karma that uses a relational MySQL database and a prototype that uses a
graph Neo4j database. Evaluations involved two queries: getWorkflowGraph and getProve-
nanceHistory. GetWorkflowGraph queries for a graph using an associated ID of a graph,
while getProvenanceHistory queries provenance graphs starting from a root data object and
traversing the graph depth-wise. Our observations indicate that graph databases are better
suited to the retrieval of provenance graphs using the getWorkflowGraph query. For prove-
nance graphs that are of great depth/width, our results show that relational databases pro-
vide a better option.
8.2 Future Work
During the course of research, we also identify several possibilities for expanding on this piece
of work during. We list several future research opportunities below.
1. In this dissertation, we posit that correctness, completeness and relevancy as provenance
quality dimensions. As discussed in Chapter 5.8, similarity techniques from Information Re-
trieval (IR) can be used to evaluate the relevance of provenance. Further research is needed to
apply these techniques on provenance and evaluate its effectiveness in determining if prove-
nance captured is relevant to the needs of users. Secondly, the categorization of provenance
attributes and user’s query preferences are also an area that can be further studied. In ad-
dition, our methodology currently assumes that all nodes and edges contributes towards
provenance quality. In reality, nodes and edges tend to weigh with different biases and their
provenance quality should also reflect that. Lastly, the proposed methodology needs to be
applied to broader kinds of application provenance.
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2. Provenance capture in Milieu is designed to be minimally-intrusive and light-weight. The
diverse and semi-structured provenance data model is useful for supporting different users,
systems and applications. There are however benefits in structured provenance data models
such as the Open Provenance Model or the W3C PROV model. Supporting this provenance
models will allow interoperability and enable other community tools to be used on the cap-
tured provenance. Translation between these two representations is a challenge and provides
opportunities for future research.
3. Our research assumes that provenance collection is a largely automated process. In reality,
provenance collection in certain domains still present unique challenges and are still not au-
tomated. Relaxing this assumption will open up interesting questions for both provenance
capture and also the evaluation of provenance quality. It is expected that there will be less
structure. Provenance will also contain more faults and ambiguities in provenance from non-
automated sources.
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