This paper presents the MEDIQA 2019 shared task organized at the ACL-BioNLP workshop. The shared task is motivated by a need to develop relevant methods, techniques and gold standards for inference and entailment in the medical domain, and their application to improve domain specific information retrieval and question answering systems. MEDIQA 2019 includes three tasks: Natural Language Inference (NLI), Recognizing Question Entailment (RQE), and Question Answering (QA) in the medical domain. 72 teams participated in the challenge, achieving an accuracy of 98% in the NLI task, 74.9% in the RQE task, and 78.3% in the QA task. In this paper, we describe the tasks, the datasets, and the participants' approaches and results. We hope that this shared task will attract further research efforts in textual inference, question entailment, and question answering in the medical domain.
Introduction
The first open-domain challenge in Recognizing Textual Entailment (RTE) was launched in 2005 (Dagan et al., 2005) and has prompted the development of a wide range of approaches (BarHaim et al., 2014) . Recently, large-scale datasets such as SNLI (Bowman et al., 2015) and MultiNLI (Williams et al., 2018) were introduced for the task of Natural Language Inference (NLI) targeting three relations between sentences: Entailment, Neutral, and Contradiction. Few efforts have studied the benefits of RTE and NLI in other NLP tasks such as text exploration (Adler et al., 2012) , identifying evidence for eligibility criteria satisfaction in clinical trials (Shivade et al., 2015) , and the summarization of PMC articles (Chachra et al., 2016) .
NLI can also be beneficial for Question Answering (QA). Harabagiu and Hickl (2006) presented entailment-based methods to filter and rank answers and showed that RTE can enhance the performance of open-domain QA systems and provide the inferential information needed to validate the answers. Ç elikyilmaz et al. (2009) presented a graph-based semi-supervised method for QA exploiting entailment relations between questions and candidate answers and demonstrated that the use of unlabeled entailment data can improve answer ranking. Ben Abacha and DemnerFushman (2016) noted that the requirements of question entailment in QA are different from general question similarity, and introduced the task of Recognizing Question Entailment (RQE) in order to answer new questions by retrieving entailed questions with pre-existing answers. Ben Abacha and Demner-Fushman (2019) proposed a novel QA approach based on RQE, with the introduction of the MedQuAD medical question-answer collection, and showed empirical evidence supporting question entailment for QA.
Although the idea of using entailment in QA has been introduced, research investigating methods to incorporate textual inference and question entailment into QA systems is still limited in the literature. Moreover, despite a few recent efforts to design RTE methods and datasets from MEDLINE abstracts (Ben Abacha et al., 2015) and to create the MedNLI dataset from clinical data (Romanov and Shivade, 2018) , the entailment and inference tasks remain less studied in the medical domain.
MEDIQA 2019 1 aims to highlight further the NLI and RQE tasks in the medical domain, and their applications in QA and NLP. Figure 2 presents the MEDIQA tasks in the AIcrowd platform 2 . For the QA task, participants were tasked to filter and re-rank the provided answers. Reuse of the systems developed in the first and second tasks was highly encouraged. The first task focuses on Natural Language Inference (NLI) in the medical domain. We use three labels for the relation between two sentences: Entailment, Neutral and Contradiction.
Recognizing Question entailment (RQE)
The second task tackles Recognizing Question entailment (RQE) in the medical domain. We use the following definition tailored to QA: "a question A entails a question B if every answer to B is also a complete or partial answer to A" (Ben Abacha and Demner-Fushman, 2016).
Question Answering (QA)
The objective of this task is to filter and improve the ranking of automatically retrieved answers. The input ranks are generated by the medical QA system CHiQA 3 . We highly recommended the reuse of the RQE and NLI systems (first tasks). For instance (i) the RQE system could be used to retrieve answered questions (e.g. from the MedQuAD dataset 4 ) that are entailed from the original questions and use their answers to validate the system's answers and re-rank them; and (ii) the NLI system could be used to identify the relations (i.e. entailment, contradiction, neutral) between the answers of the same question, as well as the answers of the questions related by the entailment relation. We encouraged all other ideas and approaches for using textual inference and question entailment to filter and re-rank the retrieved answers. (Ely et al., 2000) for the training set and pairs of CHQs and FAQs pairs for the validation set. All the RQE training, validation and test sets are publicly available 6 .
QA Datasets
The MEDIQA-QA training, validation and test sets were created by submitting medical questions to the consumer health QA system CHiQA , and then rating and re-ranking the retrieved answers manually by medical experts to provide reference ranks (1 to 11) and scores (4: Excellent Answer, 3: Correct but Incomplete, 2: Related, 1: Incorrect).
We provided two training sets for the QA task:
• 104 consumer health questions from the TREC-2017-LiveQA medical data (Ben Abacha et al., 2017) covering different topics such as diseases and drugs, and 839 associated answers retrieved by CHiQA and manually rated and re-ranked.
• 104 simple questions about the most frequent diseases (dataset named Alexa), and 862 associated answers. The MEDIQA-QA validation set consists of 25 consumer health questions and 234 associated answers returned by CHiQA and judged manually.
The MEDIQA-QA test set consists of 150 consumer health questions and 1,107 associated answers.
All the QA training, validation and test sets are publicly available 7 .
In addition, the MedQuAD dataset of 47K medical question-answer pairs (Ben Abacha and Demner-Fushman, 2019) can be used to retrieve answered questions that are entailed from the original questions.
The validation sets of the RQE and QA tasks were used for the first (validation) round on AIcrowd. The test sets were used for the official and final challenge evaluation.
Evaluation 4.1 Evaluation Metrics
The evaluation of the NLI and RQE tasks was based on accuracy. In the QA task, participants 7 https://github.com/abachaa/ MEDIQA2019/tree/master/MEDIQA_Task3_QA were tasked to filter and re-rank the provided answers. The QA evaluation was based on accuracy, Mean Reciprocal Rank (MRR), Precision, and Spearmans Rank Correlation Coefficient (Spearman's rho).
Baseline Systems
• The NLI baseline is the InferSent system (Conneau et al., 2017 ) based on fasttext (Bojanowski et al., 2017) word embeddings trained on the MIMIC-III data Romanov and Shivade (2018) .
• The RQE baseline is a feature-based SVM classifier relying on similarity measures and semantic features (Ben Abacha and DemnerFushman, 2016).
• The QA baseline is the CHiQA questionanswering system . The system was used to provide the answers for the QA task. 
Official Results
Seventy two teams participated in the challenge on the AIcrowd platform. Figure 2 presents the original top-10 scores for each task. The official scores include only the teams who sent a working notes paper describing their approach. The accepted teams are presented in table 2. The official scores for the MEDIQA NLI, RQE, and QA tasks are presented respectively in tables 3, 4, and 5.
NLI Approaches & Results
Seventeen official teams submitted runs along with a paper describing their approaches among 43 participating teams on NLI@AIcrowd 8 . Most systems build up on the BERT model (Devlin et al., 2019) . This model is pretrained on a large opendomain corpus. However, since MedNLI is from the clinical domain following variations of BERT were used. BioBERT (Lee et al., 2019a ) is initialized with the original BERT model and then pretrained on biomedical articles from PMC full text articles and PubMed abstracts. BioBERT can be fine-tuned for specific tasks like named entity recognition, relation extraction, and question answering. The data used for pretraining BioBERT is much larger (4.5B words from abstracts and 13.5B words from full text articles) than that used for SciBERT (3.1B words).
ClinicalBERT ) is initialized with the original BERT model and then pretrained on clinical notes from the MIMIC-III dataset. Alsentzer et al. (2019) also released another resource with the same name. These are BERT and BioBERT models further pretrained on the full set of MIMIC-III notes and a subset of discharge summaries. 
Team
Task(s) ANU-CSIRO (Nguyen et al., 2019) NLI, RQE, QA ARS NITK (Agrawal et al., 2019) NLI, RQE, QA DoubleTransfer (Xu et al., 2019) NLI, RQE, QA Dr.Quad (Bannihatti Kumar et al., 2019) NLI, RQE, QA DUT-BIM (Zhou et al., 2019a) QA DUT-NLP (Zhou et al., 2019b) RQE, QA IITP (Bandyopadhyay et al., 2019) NLI, RQE, QA IIT-KGP (Sharma and Roychowdhury, 2019) RQE KU ai (Cengiz et al., 2019) NLI lasigeBioTM (Lamurias and Couto, 2019) NLI, RQE, QA MSIT SRIB (Chopra et al., 2019) NLI NCUEE (Lee et al., 2019b) NLI PANLP (Zhu et al., 2019) NLI, RQE, QA Pentagon (Pugaliya et al., 2019) NLI, RQE, QA Saama Research (Kanakarajan, 2019) NLI Sieg (Bhaskar et al., 2019) NLI, RQE Surf (Nam et al., 2019) NLI UU TAILS (Tawfik and Spruit, 2019) NLI, RQE UW-BHI (Kearns et al., 2019) NLI WTMED (Wu et al., 2019) NLI Another common model used by participating systems was the Multi-Task Deep Neural Network MT-DNN which builds up on BERT to perform multi-task learning and is evaluated on the GLUE benchmark (Wang et al., 2018) .
A common theme across all the papers was training of multiple models and then using an ensemble as the final system which performed better than the individual models. Tawfik and Spruit (2019) trained 30 different models as candidates to the ensemble and experimented with various aggregation techniques. Some teams also leveraged dataset-specific properties to enhance the performance. The WTMED team (Wu et al., 2019) modeled parameters specific to the index of the texthypothesis pair in the dataset which shows a significant boost in performance.
RQE Approaches & Results
Twelve official teams participated in MEDIQA-RQE among 53 participating teams in the second round on RQE@AIcrowd 9 . The results of the RQE task were surprisingly good knowing the challenges of the test set. For instance, positive question pairs can use different synonyms of the same medical entities (e.g. Pair#1 in table 1) and/or express differently the same information needs (e.g. Pair#4), while negative pairs can use similar language (e.g. Pair#8). Also, the test set is a realistic dataset consisting of actual consumer health questions including one or multiple subquestions, when the training set consisted of automatically generated question pairs created from doctors' questions. This highlights the fact that 9 www.aicrowd.com/challenges/mediqa-2019-recognizing-question-entailment-rqe/leaderboards several of the proposed deep networks reached relevant generalizations and abstractions of the questions.
The best results on the RQE task were obtained by the PANLP team (Zhu et al., 2019) with an approach based on multi-task learning. More specifically, their approach relied on a language model learned by the recent MT-DNN . In a post-processing step, they applied re-ranking heuristics based on grouping observations from the NLI and RQE datasets. E.g., for NLI the text pairs came in groups of three, where a given premise text had three counter-parts for the three relation types: entailment, neutral, and contradiction. Their heuristic re-ranking approach eliminated potential conflicts in the resuls accorcing to the group observation, and led to an increase of 5.1% in accuracy.
More generally, approaches combining ensemble methods and transfer learning of multi-task language models were the clear winners of the competition for RQE with the first and second scores (Zhu et al., 2019; Bhaskar et al., 2019) . Approaches that used ensemble methods without multi-task language models (Sharma and Roychowdhury, 2019) or multi-task learning without ensemble methods (Pugaliya et al., 2019) performed worse than the first category but made it to the top 4. Domain knowledge was also used in several participating approaches with a clear positive impact. For instance, several systems used the UMLS (Bodenreider, 2004) to expand acronyms or to replace mentions of medical entities (Bhaskar et al., 2019; Bannihatti Kumar et al., 2019) . Data augmentation also played a key role for several systems that used external data to extend batches of in-domain data (Xu et al., 2019) , created synthetic data (Bannihatti Kumar et al., 2019) , or used models trained on external datasets (e.g. MultiNLI) in ensemble methods (Bhaskar et al., 2019; Sharma and Roychowdhury, 2019) .
QA Approaches & Results
Ten official teams participated in the QA task among 23 participating teams in the second round on QA@AIcrowd 10 . The relevant answer classification problem was relatively challenging with a best accuracy of 78%, however most systems did well on the first answer ranking with a best MRR of 96.22%. Precision also ranged from 79.3% to 81.9% for the six first systems. Many teams used their RQE and/or NLI models in the QA task (Bannihatti Kumar et al., 2019; Pugaliya et al., 2019; Zhu et al., 2019; Nguyen et al., 2019) . The DUT-NLP team (Zhou et al., 2019b) used an adversarial multi-task network to jointly model RQE and QA.
The approach that had the best accuracy and precision in the QA task (Xu et al., 2019 ) relied on multi-task language models (MT-DNN) and ensemble methods. To avoid overfitting, the DoubleTransfer team proposed a method, called MultiSource, that enriches the data batches during training from external datasets by a 50% ratio and random selection. The final ensemble method further combines the Multi-Source method with pretrained MT-DNN and SciBERT models by taking the majority vote from their predictions and resolving ties by summing the prediction probabilities for each label. The PANLP team's best run (Zhu et al., 2019) ranked second in the QA task despite the fact that the QA data do not have a group structure that could be used in re-ranking heuristics. This shows that their core model is a strong approach, and highlights further the outstanding performance of ensemble methods and multi-task language models for transfer learning for natural language understanding tasks.
Interestingly, the runs that did best on accuracy and precision did not have the best performance in terms of MRR and Spearman's rank correlation coefficient. The best team on these two metrics, Pentagon (Pugaliya et al., 2019) , used the MedQuAD and the iCliniq datasets to retrieve entailed answers and used them to build more gen-10 www.aicrowd.com/challenges/mediqa-2019-questionanswering-qa/leaderboards eral embeddings of the considered answer. They also integrated the top-3 RQE candidates from these datasets for the considered question to build joint embeddings. The final answer embeddings were enriched with metadata such as the candidate answer source, answer length, and the original system rank. The same joint embeddings are then used in a filtering classifier for answer relevance and in a binary answer-to-answer classifier that decides if an answer is better than another. These generalized joint answer embeddings and the focus on the answer-to-answer relationship are likely to be the key elements that led to the best performance in MRR and Spearman's rho, despite the fact that the approach did not rely on the state-of-the-art ensemble models from the NLI and RQE tasks.
Multi-Tasking & External Resources
One of the aims of the MEDIQA 2019 shared task was to investigate ideas that can be reused across the three tasks. Of the twenty working notes papers, ten papers describe systems attempting more than one task. Eight papers describe systems attempting all three tasks. The multi-task nature of MEDIQA 2019 was leveraged by teams to train models such as MT-DNN (e.g. (Bannihatti Kumar et al., 2019; Xu et al., 2019; Zhu et al., 2019) ). The Sieg team (Bhaskar et al., 2019 ) trained a model with shared layers being trained for the NLI and RQE tasks. Some teams also reused models across the three tasks. Pugaliya et al. (2019) used models developed for NLI and RQE as feature extractors in the QA task, which led to the best performance in MRR and Spearman's rho.
The shared task also encouraged the use of external resources other than the training data provided for the three tasks. Below is a nonexhaustive list resources used by various teams.
• Abbreviation expansion Many teams preprocessed the training data with UMLS for abbreviation expansion. While Nguyen et al. (2019) used the ADAM database (Zhou et al., 2006) for this task, Bannihatti Kumar et al.
(2019) used a CAMC 11 gazzeteer.
• External datasets Bannihatti Kumar et al. • Word Embeddings While many teams used BERT (Lamurias and Couto, 2019; Zhou et al., 2019a; Bandyopadhyay et al., 2019; Nguyen et al., 2019; Sharma and Roychowdhury, 2019) 14 , some teams also used word embeddings as the input to their models. 
Conclusions
We presented the MEDIQA 2019 shared task on Natural Language Inference (NLI), Recognizing Question Entailment (RQE), and Question answering (QA) in the medical domain. The runs submitted to the challenge by 20 official teams among 72 participating teams achieved promising results and highlighted the strength of multi-task language models, transfer learning, and ensemble methods. Integrating domain knowledge and targeted data augmentation were also key factors for best performing systems. We hope that further research works and insights will be developed in the future from the MEDIQA tasks and their publicly available datasets.
