Submitted to J. Comp. & Appl. Math., ISSN: 0377-0427, June 24, 2018; Revised: Sept 20, 2018; Febr 07, 2019 sults. The numerical results obtained with the FD-method are compared with the numerical test results obtained with other existing numerical techniques.
Introduction
There is a great number of numerical methods for Sturm-Liouville problems for the second-and higher-order ordinary differential equations. The analytical methods based on perturbation and homotopy ideas [1, 2] are widely used for solving the eigenvalue problems. The numerical-analytical (functional-discrete) methods refer to these methods (see, for example, [3, 4, 5, 6, 7, 8, 9, 10] and compare with Adomian decomposition method [11, 12] ). Using these analytical methods the solutions can be found as fast convergent functional series. The properties of the solution of the original problem can be investigated with the help of approximation solution. Moreover, these approaches allow in a natural way to use computer algebra systems for developing and implementation of symbolic-numerical algorithms.
The functional-discrete (FD-) method was suggested by V. Makarov [3] in 1991. In subsequent years, FD-method was developed for the solution of many different problems. This method enables us to overcome many disadvantages of the discrete methods such as:
-the accuracy degradation with the increasing of the eigenvalue index; -usage of the mesh generated at the start of the numerical process; -saturation of accuracy; -the number of reliable numerical eigenvalues is limited and depends on a mesh step (see [13, 14] ).
The main advantages of FD-method are its features, which differ from many other methods:
1. the approach can be applied to operator equations in general form; 2. the approach can be applied also to eigenvalue problems with multiple eigenvalues (see, for example, [10] ); 3. all eigenpairs can be computed in parallel; 4 . the convergence rate increases as the index of the eigenpair increases; 5 . it was proved that in many cases the FD-method converges exponentially or super-exponentially.
Presented modification of the traditional algorithm of the functional-discrete (FD-) method was proposed in [4] . The general idea of the symbolic algorithms for FD-method is the representation of the eigenfunction corrections in some basis. Then we obtain recurrence relations for the decomposition coefficients. Finally, our algorithm operates with these decomposition coefficients.
The modified FD-method does not require solving any boundary value problems and computations of any integrals. In certain cases, the algorithm uses only the algebraic operations. Moreover, the corrections to eigenpairs are computed exactly as analytical expressions, and there are no rounding errors. But if computational difficulties or memory overflow arise then we can avoid combinatorial explosion. In proposed approach instead of using rational arithmetic we can easily transit to floating-point arithmetic which "represents an alternative idea: round the computation at every step, not just at the end" (see [15] ).
Briefly described general idea was used for developing and justification of new symbolic algorithms for FD-method for the Sturm-Liouville problems on a finite interval for the Schrödinger equation with a polynomial potential in [6, 8] . Using the described idea for the fourth order Sturm-Liouville problem, in this article we modify the traditional method from [5, 10] and develop a new symbolic algorithm of the FD-method. The proposed algorithm of our method is developed when the potential coefficients are approximated by zero function.
For this case, FD-method is purely analytical method and may be considered one of the variants of the homotopy method [1, 2] . Note that some of the results of this article were announced in [7] . Unlike the symbolic algorithm in [7] , the presented approach produces explicit recursive formulas for the decomposition coefficients of the representation for the eigenfunctions corrections.
The article is organized as follows. Section 2 deals with the problem statement. Section 3 contains the traditional algorithm of the simplest variant of the FD-method. In Section 4 a new structural representation of the eigenfunctions corrections is obtained. This representation is used in Section 6 to develop a new symbolic algorithm of the FD-method. The sufficient conditions of an exponential convergence rate and the absolute errors estimates of the proposed approach are received in Section 5. The obtained absolute errors estimates of the FD-method significantly improve the accuracy of the estimates obtained earlier in [5] . Derivation of the basic formulas for the proposed new symbolic algorithmic implementation of our method is given in Section 6 and in Appendices A, B, C. The numerical algorithm is given in Section 7. Section 8 illustrates the theoretical results by numerical examples. In Examples 1 and 2 the numerical results obtained with the FD-method are compared with the numerical test results obtained with other existing numerical techniques [16, 17, 18, 19, 20, 21] .
A review of the obtained results with implementation features and advantages of our developed numerical method are given in the final Section 9.
Problem statement
Let us consider the regular Sturm-Liouville problem in a Hilbert space for the fourth order ordinary differential equation
with the boundary conditions
where X is the real constant. The real-valued polynomial coefficients are
where the constants r i , i = 0, 1, 2 are positive integers, and
In [5] it was shown that the fourth order ordinary differential equation with all derivatives of the eigenfunction could be reduced to the form (1) using the variable transformation. That is why we consider the eigenvalue problem with equation (1).
Traditional algorithm of the simplest variant of the FD-method
In this article, the simplest variant of the FD-method is applied to the Sturm-Liouville problem (1)- (3) . It means that we consider the simplest case of the approximation of potential coefficients (3) by zero function
This section contains the traditional algorithm of the FD-method which in this case is the purely analytical method. In this case, FD-method can be considered as one of the variants of the homotopy method (see [1, 2] ), and its idea is closely related to the ideas of the Adomian decomposition method [11, 12] . Below the symbolic algorithm for the simplest variant of the FD-method is developed.
Note that in the case when the simplest variant of the FD-method (with q s (x) ≡ 0, s = 0, 1, 2) is divergent for the smallest eigenvalues of the problem (1)-(3), the general scheme of the FD-method (usually) with piecewise-constant approximations to potential coefficients is used. Developing and justification of a symbolic algorithmic implementation of the general scheme of the FD-method for the problem (1)-(3) are slated for the near future.
The exact solution of the eigenvalue problem (1)- (3) is then represented by the series
provided that these series converge. The sufficient conditions for the convergence of the series (4) will be presented later in Section 5. The approximate solution to the problem (1)- (3) is represented by a pair of corresponding truncated series, namely,
which is called an approximation of rank m to eigenpair (eigenfunction u n (x) and eigenvalue λ n ) with index number n. The summands of series (5) 
n are called the corrections to eigenpairs at the j-th step of the FD-method. The corrections u
are the solutions of the following recursive sequence of problems (see [5] )
where
Using the solvability condition
of problems (6)- (8) for a fixed j (j = 0, 1, ...), we obtain the following formula for the eigenvalue corrections:
Solutions to the problems (6)-(8) satisfy the orthogonality condition
n is the solution of the so-called base problem, that is,
The solution of (12)- (13) is the following
4. Representation of the corrections to eigenfunctions u
Let us introduce the generalized Green's function for a linear differential operator, corresponding to the problems by (6)- (14), in the following form
The function (15) can be expressed as
where H(x) is the Heaviside function, and H(0) = 1.
Lemma 1. The generalized Green's function (15) , (16) has the following properties:
For a fixed j the solution of a problem (6)-(9), (3), which satisfies the orthogonality condition (11), can be expressed by a formula
The following assertion is proved by a method of complete induction. To accomplish this we use the integral representation (17) and the solution of the base problem (14) , as well as the properties of the problems (6)- (9), (3) Lemma 2. The solution of problem (6)- (9), (3) can be represented by
where M (j) = j(r+1), r = max {r 0 , r 1 , r 2 } , a
In Lemma 2 the coefficients
are the decomposition coefficients of the eigenfunction corrections u
the basis
Unlike (17) , the representation (18) is used below to develop a new symbolic algorithmic implementation of the FD-method, numerical algorithm for which is fully given in Section 7. Exact explicit recursive formulas for these coefficients are found in Section 6 (see (55), (56), (57) and (58)).
Convergence of the FD-method
To investigate the convergence of the FD-method we substitute the expressions (10) and (17) into formulas
and
The formulas (20) and (21) were obtained using the integration by parts as well as the representation for the generalized Green's function g n (x, ξ) by a series (15) . Note that obtained in this Section absolute errors estimates of the FDmethod significantly improve the accuracy of the estimates obtained earlier in [5] .
One can deduce from (20) the next estimate for the eigenvalue corrections
It is easy to establish that the following inequalities are correct:
which are used to obtain from (22) the estimate for the eigenfunction corrections (21):
Substituting in (23)
and replacing the new variables by the majorant variables subject to
we come to the majorant equation
This equation is the nonlinear recurrence relation and the so-called convolutiontype equation. The solution of the equation (26) is (see, e.g., [22, p. 159-161 ,210], [23] )
Returning to the old variables (see substitution of variables (25)), we obtain from (27) the following estimate for the solution of (23):
and then, from (22), the next estimate for the eigenvalue corrections
The last parts of inequalities (28) and (29) were obtained using the judgements like those from the proof of the Wallis formula (see, e.g., [24, p. 344] ). From
estimates (28) and (29) follows the next theorem which contains the sufficient conditions of an exponential convergence rate of the FD-method and estimates of its absolute errors.
and let the following condition hold true:
Then the FD-method for the Sturm-Liouville problem (1)-(3) converges exponentially and the following estimates of the absolute errors are valid:
6. Derivation of basic formulas for the symbolic algorithm of the FDmethod Further, in this section, we describe and develop a new symbolic algorithm of the FD-method for the problem (1)-(3). In this section, basic formulas of the symbolic algorithm are given and also additional formulas are given in Appendices A, B, C. Unlike the symbolic algorithm from [7] , the presented approach produces explicit recursive formulas for the coefficients in (18) at the (j + 1)-th step of the FD-method. Then the computer algebra system Maple was used for a software implementation.
Let us substitute (18) into (8), (3) and group together the summands as follows
changing the order of summation in analytical expressions for F
n,sinh (x) (see Appendix A). Then we group together the summands as follows
n,cos,p cos
To extract the coefficients of
n,sinh (x) (see Appendix A) noted above, we can use the function coeff with corresponding arguments in Maple. These coefficients are included in the main formulas of the proposed algorithm in Section 7. The expressions for these coefficients involve only the algebraic operations and are represented through the corresponding quantities computed at previous steps of FD-method.
We require the polynomials at corresponding trigonometric functions and hyperbolic trigonometric functions to be equal on the both sides of equation (6), (34). This requirement leads to the two recurrence systems (35), (36) (with the initial conditions (37), (38)) and (39), (40) (with the initial conditions (41), (42)) for the unknown coefficients of representation (18) .
The first system is the following:
with the initial conditions The second system is the following:
with the initial conditions
Let us introduce the column vectors:
and denote the matrices:
.., and
for j = 1, 2, .... Here by T we denote the transpose of a row vector. For some fixed j the systems of equations (35)- (38) and (39)- (42) can be expressed in vector form as linear inhomogeneous third-order difference equations with variable matrix coefficients
with the initial value vectors (see (37), (38) and (41), (42))
Let us define the column vectors
and the block matrix
with
Here E and O are respectively the unit and zero (2 × 2)-matrices, 0 = [0, 0] T is the null column vector. We can rewrite (47), (48) as
The solution of (52) can then be given in matrix form by
Hence the solution of (47) is 
In (54) and below in (55), (56) the notation
denotes the following expression .
Returning to the substitution (43), (44), from (54) we obtain the following column vectors:
Namely, we obtain the explicit recursive formulas for the coefficients in (18) Substituting the representation (18) in the boundary conditions (7), we obtain the nonhomogeneous system of linear algebraic equations for the coefficients
n,0 , j = 0, 1, 2, .... The solution of this system is:
The constant a
is calculated by the formula
obtained from the orthogonality condition (11) and the formulas (57). Here the notations α n,t , β n,t , η n,t , µ n,t are used which are exactly calculated in the case t = 0, 1, .... The analytical expressions for these notations are given in Appendix B (see also [25] ).
Using Lemma 2, from (10) we obtain the formula for the corrections of the eigenvalues λ (j+1) n which is given in Appendix C. 1) set input parameters for a recurrence procedure r = max {r 0 , r 1 , r 2 },
n (x) = a 
n,0 using (57), (58) with j = 0; 9) compute the correction u The exact solution of the problem (1), (2), (59) is expressed in terms of confluent hypergeometric Kummer's functions M (a, b, z) and U (a, b, z) (see [26, Chapter 13])
(60)
The constants C k , k = 1, 2, 3, 4 and the eigenvalues λ n of the problem (1), (2), (59) can be found from the system of equations obtained by substituting (60)
into the boundary conditions (2) with X = 5. Setting the determinant of this system equal to zero, we obtain a transcendental equation with respect to λ n
Using the command fsolve in Maple, from (61) we find the first eight smallest exact eigenvalues λ n , n = 1, 2, ..., 8 of the problem under consideration, which are given in Table 1 .
Moreover, the eigenvalues λ n of the given problem (1), (2) 
The exact solution of (62) is (1), (2), (59) from Example 1.
The constants C 1 , C 2 and the eigenvalues L n of the problem (62) can be found from the system of equations obtained by substituting (63) into the boundary conditions y(0) = y(5) = 0. Setting the determinant of this system equal to zero, we obtain a transcendental equation with respect to L n
Exact eigenvalues L n can be found from (64) using the command fsolve in
Maple. The squares of the eigenvalues L n , i.e. the values λ n = (L n ) 2 , are given in Table 1 .
Proposed in this paper symbolic algorithm of the FD-method was applied to compute the approximate solution of the problem (1), (2) i.e., we had no rounding errors (see Remark 2). Below we give the eigenvalue corrections λ (j+1) n for some first iteration steps j of FD-method: Here the command combine(,trig) in Maple was used to rewrite the eigenvalue corrections λ (j+1) n in a compact form. We give the coefficients of (18) only for first two steps of the FD-method with j = −1, 0 because they are too large
n,5 = b
n,4 = a 
n,2 = a
Here in parentheses the step of the numerical algorithm from Section 7 is given on which these coefficients are calculated. λ n with the number n. Figure 1 illustrates the exponential convergence of the proposed approach for the problem (1), (2), (59). The sufficient convergence condition (30) (with ω = 0.2) is fulfilled for n ≥ 3, but, as we can see in Fig- ure 1, the method converges for n = 1, 2 too, i.e., the conditions of Theorem 1 are rough and can be improved.
This test example (1), (2), (59) was considered in [16, 17, 18, 19, 20] in which the following methods were applied: Adomian decomposition method (ADM) [16] , variational iteration method (VIM) [17] , homotopy perturbation method (HPM) [18] homotopy analysis method (HAM) [19] , extended sampling method (ESM) [20] . Let us compare the behavior of the absolute errors [16, 17, 18, 19, 20] as the index number n of eigenvalue increases.
In Table 2 these absolute errors are given. They were calculated using the exact Table 2 : Absolute errors for the first eight eigenvalues λn, n = 1, 2, ..., 8 using the following methods for Example 1 : columns (2), (3), (4) eigenvalues from Table 1 and the approximations from [16, 17, 18, 19, 20] .
One can observe that the convergence rate of each method ADM, VIM, HPM, HAM and ESM rapidly decreases when the eigenvalue index n increases (see columns (5)-(9) in Table 2 ). The absolute errors ∆ ADM n of the method ADM (variant from [16] ) for the 7th and 8th eigenvalues λ n with n = 7, 8 are respectively equal to 12.7 and 215.5. Moreover the convergence of the FD-method increases together with the index n (see columns (2)- (4) in Table 2 ) and FD- for some first iteration steps j of FD-method: Here the command combine(,trig) in Maple was used to rewrite the eigenvalue corrections λ (j+1) n in a compact form. The expressions for the eigenfunctions corrections are too cumbersome. Therefore we give the coefficients of (18) only for first two iteration steps of the FD-method with j = −1, 0:
It should be noted that in this case, the following properties are satisfied for eigenfunction corrections:
-if the eigenpair index number n is even, then u
-if the eigenpair index number n is odd, then u
These properties together with (10), (11) and Lemma 1 imply that at the oddnumbered iteration steps j of the FD-method the corrections to the eigenvalues are zero, i. e., λ
In Table 3 
They are calculated according to the proposed FD-method of rank m = 10 with the help of the computer algebra system Maple (Digits=300). Figure 2 shows graphs of the approximations 10 u n (x) to eigenfunctions u n (x) with n = 1, 2, 3, 4, 5.
According to Theorem 1 the sufficient convergence condition (30) is fulfilled for the eigenpairs with the index n ≥ 2. For n = 1 the FD-method can be divergent. However, as can be seen in Table 4 and in Figure 3 , the FD-method converges for n = 1 too. This means that the conditions of Theorem 1 can be improved. Figure 3 shows the broken line graphs which were created connecting the data points (m; ln (δ n (m))) by lines (see notation (66)). Figure 3 and Table 4 illustrate the behaviour of the norms of the corresponding residuals δ n (m) with respect to the rank of FD-method m (m = 1, 2, ..., 10) for the indices n = 1, 2, 3, 4, 5, 10, 20, 50, i.e., they illustrate the exponential convergence of the proposed approach for the problem (1), (2), (65). One can observe that the con- [21] ). In Table 5 we illustrate the absolute differences of numerical eigenvalues from [21, Table 5 ] compared with approximation to the eigenvalues 10 λ n , n = 1, 2, 3, 4, 5, 10, 20, 50 which are calculated according to the FD-method of rank m = 10 and listed in Table 3 . One can observe that the convergence rate of each method FDM, MNM, BVMs of order p = 6, 8, 10, ADM and code SLEUTH decreases when the eigenvalue index n increases (see Table 5 ), and the convergence rate of each method FDM*, MNM* and BVMs* of order p = 6, 8, 10
does not increase, unlike rapid increase of the accuracy of the FD-method with the increasing of the eigenvalue index n (see Table 4 and Figure 3 ). Method n = 1 n = 2 n = 3 n = 4 n = 5 n = 10 n = 20 n = 50 n, a n,t−l+2 C l (t − l + 2) (t − l + 1) ,
