Abstract In this paper we investigate a technique for fusing approximate knowledge obtained from distributed, heterogeneous information sources. We use a generalization of rough sets and relations [14] , which depends on allowing arbitrary similarity relations. The starting point of this research is [2] , where a framework for knowledge fusion in multi-agent systems is introduced. Agent's individual perceptual capabilities are represented by similarity relations, further aggregated to express joint capabilities of teams. This aggregation, allowing a shift from individual to social level, has been formalized by means of dynamic logic. The approach of [2] uses the full propositional dynamic logic, not guaranteeing the tractability of reasoning. Therefore the results of [11, 12, 13] are adapted to provide a technical engine for tractable approximate database querying restricted to a Horn fragment of serial PDL. We also show that the obtained formalism is quite powerful in applications.
Similarities and Approximate Reasoning
In this paper we investigate a technique for fusing approximate knowledge obtained from distributed information sources. This issue is substantial in modeling multiagent systems, where a group of loosely coupled heterogeneous agents cooperate in achieving a common goal. Information exchange, leading ultimately to knowledge fusion, is a natural and vital ingredient of this process. We use a generalization of rough sets and relations [14] , which depends on allowing arbitrary similarity relations, while in [14] only equivalence relations are considered. In order to approximate relations one uses here a covering of the underlying domain by similaritybased neighborhoods. Such approximate relations have been shown to be useful in many application areas requiring the use of approximate knowledge structures [3] .
There are many choices as to possible constraints to be placed on the similarity relation used to define approximations. For example, one might not want the relation be transitive since similar objects do not naturally chain in a transitive manner (see, e.g., [1, 6, 3, 10] ).
The basic requirement as to approximations is that the lower approximation is included in the upper one of any set/relation. This is equivalent to the seriality of similarity relations (see [5] ), which we set as the only requirement.
The focus of this paper is approximate knowledge fusion based on the idea of approximations. Our starting point is [2] , where a framework for knowledge fusion in multi-agent systems is introduced. Agent's individual perceptual capabilities are represented by similarity relations, further aggregated to express joint capabilities of teams. The aggregation expressing a shift from individual to social level of agents' activity has been formalized by means of dynamic logic. The approach of [2] , as using the full propositional dynamic logic, does not guarantee tractability of reasoning [9] . Our idea is to adapt the techniques of [11, 12, 13] to provide an engine for tractable approximate database querying restricted to a Horn fragment of serial PDL, denoted by SPDL.
To distinguish between extensional and intensional database, we use the terminology of description logics:
• ABox (assertion box) stands for the extensional database (containing facts) • TBox (terminological box) stands for the intensional database (containing rules).
In this paper we present an algorithm that, given a Horn query P expressed in SPDL, and an ABox A , constructs a least SPDL model M of P and A . This model has the property that for every positive formula ϕ and for every individual a, ϕ(a) is a logical consequence of P, A in SPDL (denoted by P, A |= s ϕ(a)) iff it is true in M (i.e. a M ∈ ϕ M ). The least model M is constructed in polynomial time in the size of A (and has a polynomial size in the size of A ). As a consequence, the problem of checking whether P, A |= s ϕ(a) has PTIME data complexity (measured in the size of A ).
The paper is structured as follows. In Section 2 we recall Propositional Dynamic Logic, show its relationship to approximate reasoning and approximate databases, and justify the requirement as to seriality. Section 3 is devoted to showing the PTIME data complexity of the selected Horn fragment of SPDL. Section 4 shows an example illustrating the potential of the introduced machinery in real-world applications.
Serial Propositional Dynamic Logic

Language and Semantics of SPDL
Let us now define serial propositional dynamic logic (SPDL). The key idea is to provide calculus on similarity relations rather than on programs. This somehow unusual move allows us to reason about similarities using the whole apparatus of dynamic logic, where "programs" are replaced by similarity relations.
Let M OD denote the set of similarity relation symbols, and PROP denote the set of propositions. We use letters like σ to indicate elements of M OD, and letters like p, q to indicate elements of PROP. Definition 1. Formulas and similarity expressions are respectively defined by the two following BNF grammar rules:
We use letters like α, β to denote similarity expressions; ϕ, ψ to denote formulas; and a, b, c to denote individuals. Intuitively,
• α 1 ; α 2 stands for a sequential composition of relations α 1 and α 2 • α 1 ∪ α 2 stands for set-theoretical union of relations α 1 and α 2 • α * stands for the transitive closure of α • ϕ? stands for the test operator. • α ϕ: there is an object similar w.r.t. α to a given object and satisfying formula ϕ • [α]ϕ: all objects similar w.r.t. α to a given object satisfy ϕ.
The following definitions naturally capture these intuitions. Observe, however, that rather than the set of worlds, the sets of objects are domains of Kripke structures. Definition 2. A Kripke structure is a pair M = ∆ M , · M , where ∆ M is a set of objects, and · M is an interpretation function that maps each individual a to an element a M of ∆ M , each proposition p to a subset p M of ∆ M , and each similarity relation symbol σ to a binary relation σ M on ∆ M .
The interpretation function is extended for all formulas and similarity expressions:
We sometimes write M , x |= ϕ to denote x ∈ ϕ M . For a set Γ of formulas, we
When dealing with the data complexity of the instance checking problem, without loss of generality we can assume that both the sets M OD and PROP are finite and fixed. Under this assumption, the size of a Kripke structure M is defined to be the number of elements of the set ∆ M .
For every σ ∈ M OD, we adopt the seriality axioms [σ ]ϕ → σ ϕ. It is well known (see, e.g., [5] ) that seriality axioms correspond to the seriality property ∀x∃y [σ M (x, y)]. By an admissible interpretation for SPDL we understand any Kripke structure M with all σ ∈ M OD satisfying the seriality property. We call such Kripke structures serial.
SPDL as a Query Language in Approximate Databases
Let us now explain how SPDL is used as a query language. First observe that interpretations assign sets of objects to formulas. Thus it is natural to consider each formula as the query selecting all objects satisfying the formula.
Let us now recall the notion of approximations.
Definition 3. Let ∆ be a set of objects and α be a similarity expression representing a serial binary relation on ∆ . For a ∈ ∆ , by the neighborhood of a w.r.t. α, we understand the set of elements similar to a, n α (a) The meaning of those approximations is illustrated in Figure 1 . Intuitively, assuming that the perception of an agent is modeled by similarity expression α,
• a ∈ A + α means that, from the point of view of the agent, a surely is in A, since all objects indiscernible from a are in A • a ∈ A ⊕ α means that, from the point of view of the agent, a possibly is in A, since there are objects indiscernible from a which are in A.
Now observe that:
[α]A expresses the lower approximation of A w.r.t. α, i.e., A
α A expresses the upper approximation of A w.r.t. α, i.e., A ⊕ α .
Remark 1. In the view of (1) and (2), the seriality axiom expresses the property that the lower approximation of a set w.r.t. any similarity expression is included in its upper approximation. This justifies seriality as the basic requirement on approximations.
Example 2. Let M be the interpretation considered in Example 1. Let σ be the reflexive closure of relation
The Horn Fragment of SPDL
In order to express tractable queries we restrict the query language to the Horn fragment. Program clauses ϕ prog are defined by the following BNF grammar: 2 Example 3. Observe that the Horn fragment of SPDL is quite expressive. For example, it allows one to express a variant of default rules (discussed, e.g., in [3] ). Namely, a typical default rule can be expressed as A Let us now formally link SPDL with databases. 2 Notice the two occurrences of ϕ pos in the grammar. We do not allow formulas of the form α ∪ β ϕ or α * ϕ to be program clauses because they cause non-determinism.
Definition 5. An individual assertion is an expression of the form p(a), where p is a proposition and a is an individual. A similarity assertion is an expression of the form σ (a, b), where σ is a similarity relation symbol and a, b are individuals. An ABox is a finite set of individual assertions and similarity assertions.
Comparing to description logics, individual assertions play a role of concept assertions, while similarity assertions play a role of assertions.
Definition 6.
• Given a Kripke structure M and an ABox A , we say that M is a model of A , denoted by M |= A , if a M ∈ p M for every individual assertion p(a) ∈ A and (a M , b M ) ∈ σ M for every similarity assertion σ (a, b) ∈ A .
• Given a positive logic program P, an ABox A , a positive formula ϕ and an individual a, we say that a has the property ϕ w.r.t. P and A in SPDL (or ϕ(a) is a logical consequence of P, A in SPDL), denoted by P, A |= s ϕ(a), if for every serial Kripke structure M , if M is a model of P and A then a M ∈ ϕ M .
• By the instance checking problem of the Horn fragment of SPDL we mean the problem of checking P, A |= s ϕ(a). The data complexity of this problem is measured when P, ϕ and a are fixed (and compose a query), while A varies as input data.
Computational Aspects
A Kripke structure M is less than or equal to M , M ≤ M , if for every positive formula ϕ and every individual a, a M ∈ ϕ M implies a M ∈ ϕ M . Let P be a positive logic program and A be an ABox. We say that a Kripke structure M is a least SPDL model of P and A if M is an SPDL model of P and A and is less than or equal to any other SPDL model of P and A .
Let us now present an algorithm that, given a positive logic program P and an ABox A , constructs a finite least SPDL model of P and A . The algorithm constructs the following data structures:
• ∆ is a set of objects. We distinguish the subset ∆ 0 of ∆ that consists of all the individuals occurring in the ABox A . In the case A is empty, let ∆ 0 = {τ} for some element τ.
• H is a mapping that maps every x ∈ ∆ to a set of formulas, which are the properties that should hold for x. When the elements of ∆ are treated as states, H(x) denotes the content of the state x.
• Next is a mapping such that, for x ∈ ∆ and σ ϕ ∈ H(x), we have Next(x, σ ϕ) ∈ ∆ . The meaning of Next(x, σ ϕ) = y is that:
-σ ϕ ∈ H(x) and ϕ ∈ H(y), -the "requirement" σ ϕ is realized for x by going to y via a σ -transition.
Using the above data structures, we define a Kripke structure M such that:
ϕ) = y for some ϕ} for every σ ∈ M OD. The saturation of a set Γ of formulas, denoted by Sat(Γ ), is defined to be the smallest superset of Γ such that:
The transfer of Γ through σ is defined by Trans(Γ , σ )
We use procedure Find(Γ ) defined as:
if there exists x ∈ ∆ \ ∆ 0 with H(x) = Γ then return x, else add a new object x to ∆ with H(x) = Γ and return x.
The algorithm shown in Figure 2 constructs a least SPDL model for a positive logic program P and an ABox A . Theorem 1.
1. Let P be a positive logic program and A be an ABox. The Kripke structure M constructed by the algorithm shown in Figure 2 for P and A is a least SPDL model of P and A . 2. Let P be a positive logic program, A an ABox, ϕ a positive formula, and a an individual. Then checking (P, A ) |= s ϕ(a) can be done in polynomial time in the size of A (by constructing a least SPDL model M of P and A using our algorithm, and then checking whether a M ∈ ϕ M ). That is, the data complexity of the Horn fragment of SPDL is in PTIME.
An Exemplary Scenario
Consider the following scenario:
Two robots, R 1 and R 2 , have the goal to move objects from one place to another. Each robot is able to move objects of a specific signature, 3 and together they might be able to move objects of a combined signature. Some objects, when attempted to be moved, may cause some damages for robots. Robots are working independently, but sometimes have to cooperate to achieve their goals.
To design such robots one has to make a number of decisions as described below.
Input: A positive logic program P and an ABox A . Output: A least SPDL model M of P and A .
1. let ∆ 0 be the set of all individuals occurring in A ; if ∆ 0 = / 0 then ∆ 0 := {τ}; set ∆ := ∆ 0 , P := Sat(P); for x ∈ ∆ , set H(x) := P ∪ {p | p(x) ∈ A }; 2. for every x ∈ ∆ reachable from ∆ 0 and for every formula ϕ ∈ H(x) a. case ϕ = σ ψ : if Next(x, σ ψ) is not defined then
i. for every y ∈ ∆ 0 such that σ M (x, y) holds and ψ / ∈ H(y) H(y) := H(y) ∪ Sat({ψ}); ii. for every y ∈ ∆ \ ∆ 0 such that σ M (x, y) holds and ψ / ∈ H(y) A. y * := Find(H(y) ∪ Sat({ψ})); B. for every ξ such that Next(x, σ ξ ) = y Next(x, σ ξ ) := y * ; c. case ϕ = (ψ → ξ ) : if x ∈ ψ M and Next(y, σ ) is defined for every y reachable from x and every σ ∈ M OD then i. if
3. if some change occurred, go to Step 2; 4. delete from ∆ every x unreachable from ∆ 0 and delete from H and Next all elements related with such an x. 
Formalizing Movability of Objects
We assume that the signature of movable objects for each robot is given by its specification together with a similarity relation defining the range of these objects as follows:
Movable objects are then specified by
where i ∈ {1, 2} and movable i is true for objects that can be moved by R i . The idea is that all objects similar to movable ones are movable too. 4 Let σ 1 and σ 2 be similarity relations reflecting perceptual capabilities of R 1 and R 2 , respectively 9 (for a discussion of such similarity relations based on various sensor models see [4] ). Now, in addition to (5), movable objects are characterized by
Remark 2. Note that rather than (6) one could assume [σ i ]spec i → movable i . This would mean that, in addition to (5), we would consider objects which are similar only to movable objects. In some applications this choice would indeed be reasonable and perhaps less risky.
Observe that in general it is impossible to automatically derive combined signatures that specify what robots can move together. Therefore, we introduce spec 3 and α 3 as a specification of such joint capabilities. An example of spec 3 can be given by
Objects movable by robots working together are then defined by
Observe that α 3 is usually computed on the basis of σ 1 and σ 2 , since we do not assume any observer other than R 1 , R 2 , and σ 1 , σ 2 reflects their perceptual capabilities. We shall assume that
The meaning of this expression is that an object o is similar w.r.t. α 3 to o whenever Let us emphasize that one can use much more complex expressions, reflecting particular algorithms for computing α 3 , since our operators are those accepted in PDL. Of course, there are some restrictions, if one wants to stay in a tractable framework. Recall that we have accepted Definition 4 to guarantee tractability.
The Database
Let A be the ABox consisting of the assertions about objects o 1 , . . . , o 5 that are illustrated in Figure 3 . It contains, for example,
, etc. Let P be the positive logic program consisting of the clauses (5) and (6) for i ∈ {1, 2}, and (8). We consider here the database consisting of P and A in SPDL (which adopts the axioms σ 1 and σ 2 for all the objects of the domain).
In Figure 4 we present the least SPDL model M of P and A constructed by the algorithm. The object o 6 is the only additional object, not satisfying any proposition. Fig. 3 An ABox for the example considered in Section 4.2. 
Some Queries
Recall that, having a least SPDL model M of P and A , to check whether an individual a has a positive property ϕ w.r.t. P and A in SPDL, it suffices to check whether a ∈ ϕ M . We have that movable 
Conclusions
In this paper we have presented a powerful formalism for approximate knowledge fusion, based on adaptation of Propositional Dynamic Logic. We have shown that restricting this logic to its suitably chosen Horn fragment results in tractable querying mechanism which can be applied in application, where approximate knowledge from various sources is to be fused, e.g., in robotics and multi-agent systems.
Importantly, serial PDL, denoted by SPDL, is also useful as a description logic for domains where seriality condition appears naturally. 5 For example, in reasoning about properties of web pages one can assume that every considered web page has a link to another page (or to itself).
We plan to extend the framework to deal with other operations on similarity relations, which would allow expressing even more subtle approximations and fused knowledge structures applicable in different stages of teamwork in multi-agent systems as discussed in [7, 8] .
