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Introduction
Mixture models are a commonly employed tool in statistical modeling, in particular the mixture of multivariate Gaussian distributions that forms the basis of the model-based clustering package mclust Raftery, 1998, 1999) in R (R Development Core Team, 2012) . The Gaussian mixture model implies that the data, within each group, have an elliptical scatter. Hence non-elliptical groups are often modeled by more than one component, resulting in over-tting. This may render the clustering rule ambiguous, meaning the correct (lower) number of groups is not identied. Ultimately this can result in higher misclassication rates. Also, the Gaussian mixture model can struggle to accommodate clusters with heavy tails or outliers.
One solution to this problem is to apply mixtures of t distributions, whose heavier tails can guard against the inuence of outliers (McLachlan and Peel, 2000; Andrews and McNicholas, 2011) . However this approach still implies that the data are elliptically contoured within each group (Baneld and Raftery, 1993) . To address this issue, mixtures of skew-normal or skew-t distributions can be used (Lin et al., 2007b,a; Cabral et al., 2012; Prates et al., 2013a; Vrbik and McNicholas, 2014) . However, these distributions can prove numerically unstable in high-dimensional settings (Fruhwirth-Schnatter and Pyne, 2009 ).
Alternatively, data transformations prior to modeling can be used to reduce skew as much as possible (MacLean et al., 1976) . Gottardo and Lo (2011) use the Box-Cox transformation as a precursor to tting a mixture of t distributions to ow cytometry data. Unfortunately such a process is data and variable dependent, making automatic model tting and selection dicult or impossible. Interpretability of results also suers, since the data are no longer modeled in their original units.
A potential antidote to tting a more complex model is to retain the Gaussian mixture model but merge mixture components from the initial model t to produce an updated clustering solution (Hennig, 2010) . This exploits the Gaussian mixture model's ability to provide a robust density estimate for the data while addressing its propensity for over-tting.
The multivariate normal inverse Gaussian (MNIG) is a mean-variance mixture of multivariate Gaussians and is a special case of the generalised hyperbolic mixture (McNicholas et al., 2013) . This yields a more exible family of mixture distributions, which may be skewed and have fatter tails than a Gaussian distribution (Karlis and Santourian, 2008) . The MNIG based approach is extended to the full range of eigenvalue decomposed covariance structures, as considered in mclust. Furthermore, the family of MNIG models where distributional parameters are constrained, is considered. This can improve model parsimony in cases where clusters have similar shape properties. The Bayesian Information Criterion (BIC) (Schwarz, 1978) is used to identify the optimal model and number of components. Disparities in clustering solutions under the mixture of MNIG and mixture of Gaussian (mclust) approaches are highlighted. Section 2 presents the data sets used as motivating examples: the Old Faithful eruptions data, the FLAME ow cytometry data and the Iris data. Section 3 gives an account of the EM algorithm for tting the mixture of MNIG distributions by maximum likelihood. Section 4 details a range of model diagnostics used to compare the competing clustering methods. BIC is used for model selection, metrics are used to compare clustering solutions and a goodness-of-t test based on the Kolmogorov-Smirnov statistic is also detailed. Section 5 presents the results obtained for the motivating data sets, highlighting improvements in the clustering capability of a mixture of MNIG distributions over other mixture distributions. Section 6 summarizes the main ndings and explores further avenues of investigation.
Illustrative data sets
Three data sets are used as motivating examples; these are described below.
Old Faithful data
The data are comprised of bivariate observations for 272 eruptions of the Old Faithful geyser in Yellowstone National Park (Azzalini and Bowman, 1990) . Each observation records the eruption duration and the waiting duration until the next eruption, both measured in minutes. This is a classic test case for any clustering methodology because the data are multimodal. However, there are no true group labels available -dierent numbers of groups can be identied depending on the clustering rule applied (Hunter et al., 2007) ; see Figure 1 .
Flow cytometry FLAME data
The FLAME ow cytometry data is the 090806A0minLymphocytes sample from the T cell phosphorylation data set as analyzed in Pyne et al. (2009) . The data comprise 4669 observations and 4 cell surface marker variables: SLP76, ZAP70, CD4 and CD45RA. The goal of collecting and analyzing these data is to identify sub-populations denoting contrasting cell surface regions in terms of response to uorophore-conjugated reagents, since well-separated regions may have potential to act as distinct disease indicators. Figure 2 presents the pairs plots for the data across all variables. True group labels are not known, but the clustering labels identied by Pyne et al. (2009) using a mixture of multivariate skew distributions are available for comparative purposes. 
Iris data
Fisher's Iris data (Fisher, 1936) contains the measurements of the variables sepal length, sepal width, petal length and petal width in centimeters for each of 50 Setosa, Versicolor and Virginica irises. Figure 3 provides the pairs plot for the data. In general the Setosa irises are strongly separated from the other species, but there is scope for misclassication error among the Versicolor and Virginica irises. A mixture of normal distributions is generally deemed a good choice for this data set. Hence it permits investigation of the behavior of the more complex mixture of MNIGs model when a simpler model is sucient.
Model-based clustering
Model-based clustering, based on nite mixture models, provides a principled, statistical approach to determining the number of clusters present and how obser-vations should be allocated to the available clusters (Fraley and Raftery, 2002) . In
EM Algorithm for a mixture of MNIG distributions: the M-step
The maximum likelihood estimators (MLEs) for the parameters τ g ,γ g ,μ g and β g , are available in closed form, where
Isolating the terms in the complete-data log-likelihood function (3) relevant to the scale matrixΣ g , denoted lΣ g c , the function to be maximized can be expressed as:
This allows E(lΣ g c ) to be interpreted as a standard function that can be maximized using a xed form for the scale matrixΣ g :
The p×p symmetric matrix C minimizing f (C) = tr(BC −1 )+α log |C|, where B is a symmetric positive denite matrix and α is a positive real number, is C = B/α. (Celeux and Govaert, 1995) .
The rst and second terms of the expression above for M ig are clearly symmetric, and the remaining terms combine to make a further symmetric contribution. In addition, w ig is guaranteed to be a positive real number. Hence, the regularity conditions are met. Dening f * (C) = −tr(BC −1 ) + α log |C −1 |, then C is the matrix that maximizes f * (C). Recognizing that f * (C) has identical structure to (5), with
Further details of the derivation of the result are provided in Celeux and Govaert (1995) . Since the structural form of (5) does not depend on the specic scale matrix structure used, the result can be readily extended. Hence the MLE ofΣ g for a mixture of MNIG distributions under any of these scale matrix structures is available.
The parameter initialization procedure used follows Karlis and Santourian (2008) i.e. the parametersβ g andγ g are set equal to 0 and 1 respectively for all g. A mixture of G multivariate Gaussian distributions is tted with the covariance structure Σ g matching the scale matrix structureΣ g , using mclust. The parametersμ g ,Σ g are initialised to the mclust MLEs of µ g and Σ g , as are the τ g parameters.
Mixtures of MNIG distributions with parameter constraints
Two types of parameter constraint on the mixture of MNIGs are available. The parameter controlling skew,β g can be set equal across groups (β g =β ∀ g) or set to 0 across groups (β g = 0 ∀ g) if skew is largely absent among the tted clusters. The parameterγ g can also be set equal across groups (γ g =γ ∀ g). This leads to six possible formulations of MNIG distributions. All six variants are operable across the ten available scale matrix structures. The adapted M-step updates required by each constraint are detailed below. β g =β: The M-step update forβ depends on whether the scale matrix structure used varies or does not vary across groups, respectively denoted byΣ g andΣ:
In both cases, the M-step update forμ g is calculated as:
β g = 0: This constraint simplies the M-step updates required forμ g andΣ g :
γ g =γ: This constraint simplies the M-step to:
Model diagnostics
A range of model diagnostics are applied in order to perform model selection and to assess goodness of t of the tted models. If a hard clustering is required, observations are clustered into the group for which they have the maximum a posteriori membership probability.
The Bayesian information criterion (BIC)
The BIC is a long-established tool for model selection (Schwarz, 1978) . Kass and Raftery (1995) and Wasserman (1995) document the relationship between Bayes factors and the BIC in model selection. Dasgupta and Raftery (1998) illustrate the use of BIC in mixture model selection specically.
Information metrics
Since group information is unknown for the Old Faithful and FLAME data sets, none of the clustering methods considered can be assessed relative to the true data groupings. However a range of information metrics may still be used to assess the level of agreement between the clustering solutions. The metrics utilized are: the adjusted Rand index (Hubert and Arabie, 1985) ; the Mirkin metric (Mirkin and Cherny, 1970) ; the Van Dongen criterion (Van Dongen, 2000) ; and the variation of information (VI) (Meila, 2007) .
The VI metric utilizes a hard mapping of group membership probabilities to labels. It is adapted to a soft version, VI sof t for use with the Old Faithful and FLAME data sets, where the group membership probabilities are used. This bestows greater reward on agreement between clusterings when both have high posterior probabilities of membership for the observations and groups in question. For instance, envisage two separate observations whose probabilities of belonging to a particular group under two competing clustering methods are (0.51, 0.91) and (0.9, 0.91). Under VI, both observations would undergo hard classication to the group in question under both clustering rules, and contribute the same value to the metric. Under VI sof t ,
the second observation would contribute signicantly less to the metric. For two competing clustering solutions C 1 and C 2 , V I sof t (C 1 , C 2 ) is calculated as:
The entropy of clustering solution C j is denoted H(C j ), I(C 1 , C 2 ) denotes the mutual information between clustering solutions C 1 and C 2 with corresponding group membership probability matrices Z 1 and Z 2 , z j ig denotes the probability of observation i belonging to group g in clustering solution j and: (Massey, 1951) .
Results
Results are presented for the motivating data sets. In all cases a mixture of MNIG distributions with parameter constraints produces the optimum value of BIC among all competing models.
Old Faithful data
In the mixture of Gaussians setting, the optimal model has G = 3 components and a common covariance structure across groups, Σ g = λDAD , with BIC = −2314.4.
The mixsmsn package in R (Cabral et al., 2014; Prates et al., 2013b) considers mixtures of Gaussian, t, skew-t, skew normal, skew contaminated normal and skew slash contaminated normal models. The optimal candidate among the mixsmsn models, as determined by BIC, is a G = 2 mixture of skew-t distributions with unequal covariance structure across groups and BIC = −2313.0.
Using a mixture of MNIG distributions yields an optimum BIC of −2302.5. The results are attained for a G = 2 model with scale matrixΣ g = λA g under the constraints thatβ g =β g (variable levels of skew across groups) andγ g =γ. and varies across groups, so the potential constraints thatβ g = 0 orβ g =β are not appropriate for the mixture of MNIGs model. Table 1 compares the classications resulting from the optimal mclust and mixture of MNIGs models. There is complete classication agreement between the optimal mixture of MNIGs and mixsmsn models. Table 2 contains the values of the information metrics that can be used to compare the two models. Since no true labels are available for the data, the metrics simply reect the level of harmony between the competing clustering solutions, which is moderate. However the Van Dongen criterion value shows that imposing an optimal matching where the solutions are constrained to have the same number of groups largely eliminates disagreement.
The high value of V I sof t between the MNIGs and mixsmsn solutions corresponds to the exact match in their hard classications of observations. Figure 4(d) . In contrast, mclust ts an additional cluster to cope with the asymmetry of the data (Figure 4(a) ). The overall mixture densities produced by the competing clustering methodologies are depicted in Figures 4(e) and 4(f ). The corresponding plots for the mixture of skew-t distributions tted by the mixsmsn package closely resemble those for the mixture of MNIGs. Figure 5(a) illustrates that the optimal mixture of MNIGs provides a fairly good t to the data, with a slight tendency to place too much probability mass in the regions of the data with medium log density. Figure 5(b) presents the equivalent plot for the optimal mclust solution, which provides marginally better t than the optimal mixture of MNIGs model, but only at the expense of incorporating an additional cluster.
An alternative to tting skewed and/or heavy tailed distributions for the purpose of model-based clustering is to consider approaches based on merging mixture components. The function clustCombi in mclust combines mixture components hierarchically, based on an entropy criterion (Baudry et al., 2010) . The starting number of clusters is rst established using BIC. Two mixture components, among all possible pairs of components, are then sequentially merged at each step, based on minimizing the entropy of the resulting solution. Judgment as to the optimal overall number of clusters is made by applying an elbow rule to the graph plotting entropy variation versus number of clusters.
On this basis it suggests that merging the upper two components of the Old Faithful data is appropriate, producing the same clustering solution as provided by the mixture of MNIGs and mixsmsn approaches. However it is worth noting that, although the clustering solutions match, the single Gaussian component tted to the lower left portion of Figure 4 remains unaected, and is not able to capture the skew and asymmetry present in that subset of the data. 
Flow cytometry FLAME data
The optimal mixture of Gaussians comprises G = 7 components and covariance structure Σ g = λ g D g AD g with BIC = −38146.7. The optimal model tted by the FLAME software ) comprises G = 5 components. The model is a mixture of multivariate skew distributions with heavy tails to handle outliers. The BIC is not reported in the online version of the software. The optimal candidate among the mixsmsn models, as determined by BIC, is a mixture of G = 6 skew normal distributions with unequal covariance structure across groups and BIC = −37783.1. Employing the clustCombi procedure in mclust suggests that a model with G = 5 components is appropriate. This produces a clustering solution broadly similar to that of the FLAME software.
Using a mixture of MNIG distributions an optimum BIC of −34531.0 is obtained for a G = 6 model with scale matrixΣ g = λA g and constraintsβ g =β (equal level of skew across groups) andγ g =γ. The greater exibility in component shape aorded by the mixture of MNIG distributions means the model separates two clusters that, visually, are clearly distinct from one another in the pairs plots for the data. These observations are not separated by the FLAME software. The fact that the groups are not symmetric results in additional components being tted by the mixture of Gaussians model. In the case of the FLAME data there is similar skew across all components. Hence the result that the constraint thatβ g =β is chosen by the mixture of MNIGs model is to be expected. Table 3 there is a moderate level of disparity among the competing methodologies. The Van Dongen criterion again indicates that this is largely attributable to the diering number of groups between solutions. Figure 6 presents the pairs plots for the FLAME data. Observations are distinguished by classication under the optimal (a) mclust, (b) FLAME and (c) mixture of MNIGs models. Separation of components is masked for several of the pairs plots, perhaps explaining why the FLAME software identies only 5 groups. However Fig- ure 6(c) highlights a clear separation between two of the clusters (magenta and gray) that are grouped together by the FLAME software (red).
As shown in
Figure 7(a) shows that the optimal mixture of MNIGs ts the data well, but has a slight tendency to overestimate the density in the middle of the distribution. The somewhat unusual shape exhibited at the top of this plot is attributable to the fact that there is a small set of observations with a near-linear trend at the extremes of the marginal distributions. Hence they have high values of log density and the ECDF approaches 1 slowly as it accounts for their appearance in the data. Figure  7(b) presents the equivalent plot for the optimal mixsmsn solution, which is clearly a poorer t than the optimal mixture of MNIGs model. 
Iris data
The optimal mixture of Gaussians has G = 2 and Σ g = λ g D g AD g , with BIC = −561.7. The optimal candidate under mixsmsn, as determined by BIC, is a mixture of G = 2 t distributions with unequal covariance structure across groups and BIC = −573.8. Using a mixture of G = 2 MNIG distributions, the optimum BIC of −515.3 is greater than its mclust and mixsmsn counterparts. The results are attained for a model withΣ g = λA g under the constraints thatβ g = 0 and γ g =γ. All three models produce identical clusterings of the data.
In the case of the Iris data clustered using a mixture of two Gaussian or two t distributions, neither of the components exhibit skew. Hence the result thatβ g = 0 is chosen veries that in the case where a simpler model suces, the mixture of MNIG distributions is suciently exible and responsive. If a mixture of G = 3 components is tted, in keeping with the number of distinct ower types, all three clustering methodologies produce identical results. (c) Figure 6 : Pairs plot of the FLAME ow cytometry data under (a) optimal mclust model: G = 7, Σ g = Σ = λDAD (b) optimal FLAME model: G = 5 (c) optimal mixture of MNIGs model: G = 6,Σ g = λA g ,β g =β andγ g =γ. The distinct group colorings present in the plot are: red, green, blue, magenta, gray, mustard, maroon. There appears to be a notable synergy between the λA g scale matrix structure and the use of the multivariate normal inverse Gaussian distribution. Theβ parameter that governs skew in the MNIG case provides the o-diagonal elements in the covariance matrix that would otherwise be missing in the multivariate Gaussian case. Simultaneously it captures the skew and heavy tails in the original data. This two for the price of one eect is a powerful one in the context of model parsimony.
The set of information metrics presented have widespread applicability in modeltting beyond their use in this paper. While goodness of t in a regression setting is commonly monitored using statistics such as the coecient of determination, many authors have been critical of their use (King, 1986) . The goodness of t test developed, based on the Kolmogorov-Smirnov approach, provides a useful diagnostic tool for investigating whether a model focuses density on regions in a manner consistent with the underlying data.
In terms of further work, it would be extremely useful to automate the tting of mixtures of MNIG distributions via a package similar to mclust. It is envisaged that such a facility (tentatively titled MNIGclust) would allow the number of components, covariance structure and any desired parameter constraints to be specied by the user or, alternatively, in the absence of user-input, to automatically assess all candidate models using BIC in a manner similar to mclust. However this presents a signicant increase in scale.By default mclust assesses 83 models (3 covariance structures when G = 1 and 10 covariance structures when G = 2-9). However, MNIGclust would have to handle the extra constraints onβ g andγ g , giving rise to a far greater number of models. While any individual combination can be run in R in reasonable time for a data set of moderate size and dimensionality, the computational burden from evaluating all models necessitates that the package be coded in a compiled language. This is certainly feasible, given that all E-step and M-step updates are available in closed form.
Clearly there are additional applications of the MNIG clustering methodology.
For example, nancial returns data are known to generally exhibit both skew and heavy tails and failure to adequately model these features has precipitated several nancial crises (Chen et al., 2001) . Longitudinal data is another application where model-based clustering could be extended beyond the standard mixture of Gaussians approach (McNicholas and Murphy, 2010) . Both examples present compelling areas for further exploration within the MNIG clustering framework. The approach could further be extended to accommodate asymmetric missing values, as has already been carried out for mixtures of other skew distributions, such as mixtures of skewnormals, mixtures of skew-t ; and for mixtures of common factor analyzers; with incomplete and missing data respectively Lin and Lin, 2011; Wang, 2013) .
