The dynamic modulus of hot mix asphalt (HMA) is a fundamental material property that defines the stressstrain relationship based on viscoelastic principles and is a function of HMA properties, loading rate, and temperature. Because of the large number of efficacious predictors (factors) and their nonlinear interrelationships, developing predictive models for dynamic modulus can be a challenging task. In this research, results obtained from a series of laboratory tests including mixture dynamic modulus, aggregate gradation, dynamic shear rheometer (on asphalt binder), and mixture volumetric are used to create a database. The created database is used to develop a model for estimating the dynamic modulus. First, the highly correlated predictor variables are detected, then Principal Component Analysis (PCA) is used to first reduce the problem dimensionality, then to produce a set of orthogonal pseudo-inputs from which two separate predictive models were developed using linear regression analysis and Artificial Neural Networks (ANN). These models are compared to existing predictive models using both statistical analysis and Receiver Operating Characteristic (ROC) Analysis. Empirically-based predictive models can behave differently outside of the convex hull of their input variables space, and it is very risky to use them outside of their input space, so this is not common practice of design engineers. To prevent extrapolation, an input hyper-space is added as a constraint to the model. To demonstrate an application of the proposed framework, it was used to solve design-based optimization problems, in two of which optimal and inverse design are presented and solved using a mean-variance mapping optimization algorithm. The design parameters satisfy the current design specifications of asphalt pavement and can be used as a first step in solving real-life design problems. Abstract: The dynamic modulus of hot mix asphalt (HMA) is a fundamental material property that defines the stress-strain relationship based on viscoelastic principles and is a function of HMA properties, loading rate, and temperature. Because of the large number of efficacious predictors (factors) and their nonlinear interrelationships, developing predictive models for dynamic modulus can be a challenging task. In this research, results obtained from a series of laboratory tests including mixture dynamic modulus, aggregate gradation, dynamic shear rheometer (on asphalt binder), and mixture volumetric are used to create a database. The created database is used to develop a model for estimating the dynamic modulus. First, the highly correlated predictor variables are detected, then Principal Component Analysis (PCA) is used to first reduce the problem dimensionality, then to produce a set of orthogonal pseudo-inputs from which two separate predictive models were developed using linear regression analysis and Artificial Neural Networks (ANN). These models are compared to existing predictive models using both statistical analysis and Receiver Operating Characteristic (ROC) Analysis. Empirically-based predictive models can behave differently outside of the convex hull of their input variables space, and it is very risky to use them outside of their input space, so this is not common practice of design engineers. To prevent extrapolation, an input hyper-space is added as a constraint to the model. To demonstrate an application of the proposed framework, it was used to solve design-based optimization problems, in two of which optimal and inverse design are presented and solved using a mean-variance mapping optimization algorithm. The design parameters satisfy the current design specifications of asphalt pavement and can be used as a first step in solving real-life design problems.
Introduction
The stress-strain relationship for asphalt mixtures under sinusoidal loading can be described by the dynamic modulus, |E * |, a function of material's components properties, loading rate, and temperature [1, 2] . The dynamic modulus is one of the primary design inputs in Pavement Mechanistic-Empirical (M-E) Design to describe the fundamental linear viscoelastic material properties [3] [4] [5] , and is one of the key parameters used to evaluate rutting and fatigue cracking distress predictions in Mechanistic-Empirical Pavement Design Guide (MEPDG) [5, 6] . Although |E * | has a significant role in pavement design, the associated test procedure is time-consuming and requires expensive equipments, so extensive effort has been extended to predict |E * | from hot mix asphalt (HMA) material properties [7] [8] [9] .
Predictive modeling is a process of estimating outcomes from several predictor variables using data mining tools and probability theory. An initial model can be formulated using either a simple linear equation or a more sophisticated structure obtained through a complex optimization algorithm [10] .
There are several well-known predictive models for dynamic modulus, some of them are regression models, and some more recent ones have used techniques that include Artificial Neural Networks (ANN) and genetic programming [11] . Andrei et al. [12] , used 205 mixtures with 2750 data points and revised the original Witczak model, and the developed model has subsequently been reformulated to use binder shear modulus rather than binder viscosity [13] . Christensen et al. [14] , developed a new |E * | predictive model based on the law of mixtures. The data base used for training the model contained 206 |E * | measurements from 18 different HMA mixtures. Jamrah et al. [15] , attempted to develop improved |E * | predictive models for HMA used in the State of Michigan. They observed a significant difference between measured and fitted |E * | values, especially at high temperatures and low frequencies. Alkhateeb et al. [16] , developed a new predictive model from the law of mixtures to be used over broader ranges of temperature and loading frequencies, including higher temperatures/lower frequencies. The predictor variables used in that model were Voids in Mineral Aggregate (VMA) and binder shear modulus (G * ).
Sakhaeifar et al. [17] , developed individual temperature-based models for predicting dynamic modulus over a wide range of temperatures. The predictor variables used in their model were aggregate gradation, VMA, Voids Filled with Asphalt (VFA), air void (V a ), effective binder content (V be f f ), G * , and binder phase angel (δ).
The existing dynamic modulus predictive models in the literature typically use two or more predictors from the following list: aggregate gradation, volumetric properties, and binder shear properties. These predictor variables are not necessarily an independent set of variables and thus it may not be appropriate for use in developing models. Since cross-correlated inputs in a dataset can unfavorably affect the accuracy of a predictive model by unduly affecting the estimation of their causative effects on the response variable, a pre-processing step of data evaluation would be useful for studying the quality of the input variables and their pair-wise correlations [18] . Principal Component Analysis (PCA) is a multivariate statistical approach that not only reduces the dimensionality of the problem but also converts a set of correlated inputs to a set of orthogonal (pseudo-)inputs using an orthogonal transformation [19] . During such a transformation, PCA maximizes the amount of information of the original dataset X by using a smaller set of pseudo-variables [20, 21] . Another issue in all of the predictive models is extrapolation that can be risky because a model might behave differently outside of the convex hull that contains all of the data points used for its training. To avoid using points outside of this convex hull, a hyper-space containing all data points can be found and added as a constraint on the desired modeling problem.
Ghasemi et al. [22] , developed a methodology for eliminating correlated inputs and extrapolation in modeling; they created a laboratory database of accumulated strain values of several asphalt mixtures and used the resulting framework to estimate the amount of permanent deformation (rutting) in asphalt pavement. Following their new PCA-based approach, this study focuses on developing a machine-learning based framework for predicting the dynamic modulus of HMA using orthogonal pseudo-inputs obtained from principal component analysis. Unlike most of the existing |E * | predictive models, the proposed framework uses different data sets for model training and performance testing. To avoid extrapolation, an n-dimensional hyperspace is developed and added as a constraint to the modeling problem. This study also claims to determine the optimal HMA design and design variables for a pre-specified |E * | by applying framework using an evolutionary-based optimization algorithm. It is worth pointing out that, unlike other predictive models, the proposed framework is not site-specific and also not limited to the materials used in the American Association of State Highway and Transportation Officials (AASHTO) road test, i.e., this framework can adjust itself based on the dataset presented to the framework. The need for a more robust and general framework for performance prediction in asphalt pavement also stems from the availability of the vast amount of experimental data in this field. In this work, the developed framework operates in such a spirit and improves the accuracy of available models via machine learning-based approaches.
The remainder of the document is organized as follows: Section 2 presents material and methodology, followed by Section 3 that covers results and discussion. Two examples of the proposed framework's applications are discussed in Section 4, followed by conclusions presented in Section 5.
Material and Methodology
Twenty-seven specimens from nine different asphalt mixtures (three replicates for each mixture group) were used in this study. Using AASHTO TP 79-13 the dynamic modulus test was performed at three temperatures (0.4, 17.1, and 33.8 • C) and nine loading frequencies (25, 20, 10, 5, 2, 1, 0.5, 0.2, 0.1 Hz). The maximum theoretical specific gravity (G mm ), the bulk specific gravity (G mb ), and the effective binder content (V be f f ) were determined and used to calculate other volumetric properties of the asphalt mixtures.Asphalt binder shear properties were obtained from a dynamic shear rheometer (DSR) test. Using ASTM D7552-09(2014) the test was performed over a wide range of temperatures (−10 to 54 • C) and frequencies (0.1 Hz to 25 Hz), the same test temperatures and loading frequencies used in the mixture dynamic modulus test. It is important to note that this study uses a consistent definition of frequency, and that in order to predict the dynamic modulus value of an asphalt mixture for example at 4 • C and 25 Hz, for example, one should use as a model input the complex shear modulus of asphalt binder, |G * |, at 4 • C and 25 Hz. A summary of the nine different mixture properties is given in Table 1 . Using the laboratory test results on 27 specimens, a database of 243 data points was created for use in further modeling. 
Preliminary Processing Step: Input Variable Selection
A parsimonious set of input variables is required to develop a model [20] . For a common model structure, one can represent the expectation function of the response as y i = f i (x i , θ), where y i is the expected response variable at the ith measurement, i = 1, . . . , n, x i is the input vector at the ith measurement, and θ is the vector of unknown model parameters with θ = θ 1 . . . θ q T . It is assumed that the element in the ith row and jth column of the Jacobian matrix , J, is
. Note that the jth column represents θ j and its column vector reflects the variation in the response space as θ j varies over a specific set of experimental conditions. If j and k are two orthogonal columns, their correlation coefficient (r) must be zero, meaning that the information used to estimate θ j is independent from the information used to estimate θ k and vice versa. The benefit of using orthogonal input variables is that not only does it result in consolidation of causative effects of inputs on the output but it also maximizes parameter accuracy and therefore estimation accuracy of the predicted output. According to the literature [11] [12] [13] [14] 16, 17, 23, 24] , the stiffness characteristic of an asphalt mixture presented by a dynamic modulus can be estimated by its component properties. In this study, the input variables vector (x) defines the asphalt mixture's component properties. A summary of the selected input variables and their ranges in the dataset is presented in Table 2 with the x i 's and y being the input and output variables, respectively. Cross-correlation analysis is performed on the 14 selected predictor variables and the obtained pairwise correlation matrix is given in Table 3 Table 3 , the absolute values of the 130 correlation coefficients are greater than 0.1, with 50 of them greater than 0.5, indicating that several of the input variables give an impression of being highly correlated. The correlation heat map also clearly indicates that a high level of correlation (dark blue and dark red cells) exists within the input variables. If the correlated input variables are detected, to enable accurate mapping of the inputs to the response variable, it would be useful to produce a smaller set of orthogonal pseudo-variables using the PCA method and use them in model development [20] . 
Orthogonal Transformation Using PCA
In multivariate statistics, PCA is an orthogonal transformation of a set of (possibly) correlated variables into a set of linearly uncorrelated ones, and the uncorrelated (pseudo-) variables, called principal components (PCs), are linear combinations of the original input variables. This orthogonal transformation is performed such that the first principal component has the greatest possible variance (variation within the dataset). This procedure is then followed for the second component, then the third component, etc. This means that each succeeding component in turn has the highest variance when it is orthogonal to the preceding components [25] [26] [27] [28] . To help visualize the PCA transformation, a schematic dataset with three input variables is presented in Figure 2 PCA can be performed either by eigenvalue decomposition of a data covariance (or correlation) matrix or by singular value decomposition. The process usually begins with mean centering the data matrix (and normalizing or using Z-scores) for each attribute as follows:
. .
where for k = 1 to n and j = 1 to p, x kj is the kth measurement for the jth variable, x k is the sample mean for the kth variable, and s k is sample standard deviation for the kth variable. As discussed in the previous section, highly correlated input variables lead to inflation of the standard error of estimate, negatively affecting the accuracy of the estimation. PCA will help us not only reduce the dimensionality of the modeling problem, but will also produce orthogonal pseudo-variables to be used in solving the problem. To perform PCA in this study we used eigenvalue decomposition of the correlation matrix of the data. The eigenvalues of the data correlation matrix are calculated, ranked, and sorted in descending order (representing their quota of the total variation within the dataset), as presented in Table 4 . According to the eigenvalues, the first five PCs represent 95.8% of the existing variation within the dataset.
Recalling the fact that the PCs are linear combinations of the original input variables, the PCs can be defined as in Equation (2):
where i = 1 to 14 , the α ij is the corresponding coefficients, the β i are constants, and the x j are the original input variables. Equation (2) can be stated in matrix notation as in Equation (3):
where Further modeling efforts will be performed using the first five PCs.
Holdout Cross Validation
In prediction problems, cross validation will be used to estimate model accuracy. Cross validation is a model validation technique that can be used to prevent overfitting as well as to assess how the results of a statistical analysis can be generalized to an independent dataset. In this study, a holdout cross validation technique is used in which the given dataset is randomly assigned to two subsets, d 0 and d 1 , the training set and the test set, respectively. Since the training set contains 80% of the data points and the test set contains 20% of the data points, 80% of the data points are used to train the model and the remainder are used to evaluate the trained model's performance.
Principal Component Regression (PCR)
Linear regression attempts to model the relationship between response variables and explanatory variables by fitting a linear equation to observed data. In regression analysis, the least-squares method is used to calculate the best fitting line for the observed data by minimizing the sum of the squares of the residuals (differences between the measured responses and the fitted values by a linear function of parameters).
All possible regression structures were considered for representing the relationship between the response variable, log|E * |, and predictor variables (pc 1 , pc 2 , pc 3 , pc 4 , and pc 5 ). To estimate the values of the unknown coefficients in the model, the least-squares criterion of minimizing the sum of squared residuals (SSE) is used. Finally, after eliminating redundant terms, the reduced third order cubic and interaction terms were developed and selected as the best-fitted model. The developed model is called "Principal Component Regression (PCR)".
Principal Component Neural Network (PCNN)
A predictive model called "Principal Component Neural Network (PCNN)" is developed as briefly described in this section. ANNs are brain-inspired systems intended to replicate the way humans learn. Neural network structures consist of several layers, including input layers, output layers, and hidden layer(s), with nodes (neurons) in each layer [29] [30] [31] . A three-layer feed-forward neural network is developed for this study. It consists of an input layer of five neurons (five input variables), a hidden layer of 10 neurons, and an output layer of one neuron (one response variable). A trial-and-error procedure of optimizing the computational time and cost function is used to choose the number of hidden neurons. In this study supervised learning is used in which a training dataset, including inputs and outputs, is presented to the network. The network adjusted its weights in such a way that the adjusted set of weights produces an input/output mapping resulting in the smallest error. This iterative process is carried on until the sum of square residuals (SSE) increases. After the learning or training phase, the performance of the trained network must be measured against an independent (unseen) testing data [29, 32] . Let the input of each processing node be pc i , the adjustable connection weight be w ij , and let the bias at output layer be b 0 , so that the network transfer (activation) function is f (.). The jth output of the first layer can be obtained using Equation (5) ν j = f 1 (pc i , w ij ), i = 1, ..., 5 and j = 1, ..., 10
and the response will beŷ = f 2 f 1 (pc i , w ij ) .
If we assume that
and for each j,
then a feed-forward neural network can be formulated as follows:
where pc i is pseudo input parameter i, w ij is the weight of connection between input variable i (for i = 1 to 5) and neuron j of the hidden layer, b 0 is a bias at the output layer, w H j is the weight of connection between neuron j of the hidden layer and output layer neuron, b H j is a bias at neuron j of the hidden layer (for j = 1 to 10), and f 1 (t) and f 2 (t) are transfer functions of the hidden layer and output layer, respectively. It should be pointed out that iteration proceeds until the convergence criterion is met. Thus, similar to the linear regression model, the validation set is not used. The Bayesian Regularization algorithm is used to achieve network training efficiency.
Effective Variable Space
It is widely known that the use of an empirical predictive model outside the convex hull containing the data points is prohibited. In this context, effective variable space is referred to the space where the uncertainty of the developed models is bound to their already calculated thresholds. In other words, outside of this region, the extrapolated behavior of the models may not be predictable. To guard against extrapolation, Ghasemi et al. [22] concluded that the space containing input data could be interpreted as a symmetrical convex space, then demonstrated how this space can be used in the design procedure.
Following the approach in [22] , a normal distribution is assumed for each input variable (x i ), resulting in their joint distribution being bi-variate normal, and such distributions are usually represented in form of a contour diagram. Since a contour curve on such a diagram contains the points on a surface with the same distance from the x i x j plane, these points have a constant density function [33] (see Figure 3 for an example of such distribution). The cross section is obtained by slicing a bi-variate normal surface at a constant distance from the x i x j plane. As indicated in Figure 3 , the n-dimensional hyperspace is a hyper-ellipsoid with minimum volume (to avoid any gaps in the edges). Khachiyan's work [34] formulates the problem of finding an approximate minimum volume enclosing ellipsoid (E ) given p data points in n-dimensions as an optimization problem. In Ghasemi et al. [22] , the authors detailed the derivation of a procedure for solving this problem and obtaining its effective variable space. For brevity, the flowchart in Figure 4 summarizes this iterative method for finding the minimum volume enclosing ellipsoid. This algorithm was used to find two enclosing ellipsoids in the primary space (14-dimensional) and the pseudo space (5-dimensional) of the dataset. It should be pointed out that this space is independent of the predictive models and is used only to solve the optimal (and inverse) design problems. 
Guideline for Implementation
A summary of the methodologies used to develop the framework is presented in Figure 5 . The procedure begins with collecting experimental data from the laboratory, followed by the pre-processing step of input variable evaluation. The flowchart continues with the model development and the addition of a constraint on the n-dimensional input variable hyperspace to the modeling problem. The developed models can then be used to predict pavement performance, solve design-based optimization problems, etc. There are a number of aspects of the proposed framework that can be achieved using free and commercially available software like MATLAB R , Python, and R packages, and one may implement many parts of the framework in the language of their interest. For example, the algorithm to find the n-dimensional hyper-ellipsoid is very straightforward using the flowchart in Figure 4 . 
Final Model
Pair-wise Correlation Analysis Figure 5 . A summary of the methodologies used to develop the machine learning-based framework for predicting dynamic modulus (as an example of performance related property of asphalt mixture).
Developed Model Results, Performance, and Validation
The results produced by the developed models are presented in this section, and their capability to use empirical data to estimate the dynamic modulus of asphalt mixtures is evaluated.
Model Performance
The performance is first compared with the existing predictive models; modified Witczak, Hirsch, and Alkhateeb models selected from the literature are presented in Equations (10) 
where (12) and |E * | m is dynamic modulus of HMA in psi; P c is the 
where |E * m |, |G * b |, and |G * g | (the complex shear modulus of binder in the glassy state, assumed to be 10 9 Pa.) are in Pa. Equation (14) shows the best reduced third-order (linear) regression model (PCR) fitting the measured response: (14) where, c 0 = 6.59; (9) contains the following connection weights and biases: Comparisons of PCR and PCNN performance to that of the existing predictive models are conducted based on three statistics: average difference (AD), average absolute difference (AAD), and correlation between measured and fitted values of response (r f it ). A summary of the definitions of these statistical components and their formulas is presented in Table 5 . In the formulas presented in Table 5 , y i is the ith measured response,ŷ i is the ith fitted response, and n is the number of data points.
The results of the comparison are presented in Table 6 . According to the values of r f it in Table 6 , the estimated dynamic modulus values obtained form PCR and PCNN models are highly correlated with measured values according to the values, showing that the both PCR and PCNN performed well in terms of modeling the response variable. Table 5 . Statistics which are used to compare model performance.
Statistical Component Formula Definition
Average difference (AD) AD = 
Correlation of the measured and fitted values of response Coefficient of determination (R 2 )
Portion of the response variation elucidated by regressors in the fitted model in linear models
Although the corresponding values of r f it for modified Witczak, Hirsch, and Alkhateeb models are 0.93, 0.95, and 0.95, respectively, the average difference and average absolute difference with respect to the measured response are significantly higher than those of PCR and PCNN. This means that the fitted values by the modified Witczak, Hirsch, and Alkhateeb models are not close as those fitted by PCR and PCNN to the response value. In other words, r f it , which reflects the correlation between response and estimated response (if one goes up the other one goes up), could be biased, and in this situations other statistics (AD, and AAD) could be used to evaluate the goodness of fit. The dynamic modulus measured and predicted values are presented in Figure 7 for four asphalt mixtures. According to the presented master curves the current study (PCNN model) provides the closest values of E * to the measurements for all of three test temperatures, while, the conventional models either overestimate or underestimate the response variable. A graphical comparison of the PCR and PCNN performance and that of the existing models is presented in the following section.
Receiver Operating Characteristic Analysis (ROC)
A receiver operating characteristic (ROC) graph is a technique for visualizing, organizing, and selecting classifiers based on their performance. ROC graphs are widely used in medical decision-making as well as in machine learning and data-mining research [35] . True ROC curves plot the false positive rate (probability of false alarm) on the x-axis and the true positive rate (probability of detection) on the y-axis. A classifier is said to perform well if the ROC curve climbs rapidly towards the upper left-hand corner. The more the curve deviates from y = x behavior, the more accurate the prediction is [36] . We can borrow from the concept of ROC curve to obtain a measurement of fit for the competing models and a ROC graph for this study is presented in Figure 8 for this study. As described in Equation (15) , the x-axis indicates the standardized residuals ordered from the lowest to the highest (e * * i ). Residuals are sorted in ascending order and divided by the largest one that belongs to the Hirsch model. Figure 8 . ROC curves for the developed and the existing predictive models for the dynamic modulus.
The curves indicate the goodness of the fit provided by the models with regard to a pre-specified residual. The PCNN model showed the highest performance (farthest from the y = x line), and the Hirsch model showed the lowest (closest to the y = x line).
The y-axis indicates the fraction of points whose standardized residuals are less than e * * i [37] . Although the curves obtained for all of the models are monotonically non-decreasing and climb towards the upper left-hand corner (the desired situation shows that the predictive models perform well), PCNN and PCR curves were the highest, proving their better performance to be better than that of existing predictive models.
A convenient global measure of the goodness-of-the-fit is the Area Under the Curve (AUC). To compare classifiers, it is more desirable to reduce ROC performance, to a single scalar value representing expected performance. Since the AUC is a portion of the area of the unit square, its value will always lie between 0 and 1. The AUC values for the PCNN, PCR, Alkhateeb, modified Witczak, and Hirsch models are 0.9864, 0.9717, 0.8746, 0.7609, and 0.6320, respectively. One can use the ROC and AUC analysis results and rank the predictive models according to their performances. In this study, the PCNN model reflected the highest performance in predicting the dynamic modulus value, while the Hirsch model ranked the lowest among all the models.
Model Validation
The current regression model is presented in the following general form as
In the above equation f i is the ith expectation function, θ is the vector of parameters, and e * i is a random deviation of y i from f i . This term is assumed to be independent and normally distributed with a mean of zero and unknown variance σ 2 for i = 1, · · ·, n, where n is the number of input vectors. If the above assumptions are violated, the results of the analysis could be misleading or erroneous. These assumptions can be testified by examining residuals as defined by
The assumption of independency holds when the residuals plot does not reflect a trivial pattern. The normality assumption is assessed by creating a normal probability plot of the residuals. When the error has a normal distribution, this plot will appear as a straight line [10] . These assumptions were checked for PCR and PCNN, as presented in Figure 9 . The assumption of equal variances does not appear to be violated because there are no trivial pattern in this plot. Figure 9 presents the normal probability of the residuals in which it can be seen that the data points are close to the straight line and the normality assumption is validated. Checking the assumptions of independency using residual plot for PCR (left) and PCNN (right) models and the normality using normal probability plot of the residuals for PCR (left) and PCNN (right) models.
Application of the Framework: Flexible Pavement Design and Optimization
The above framework is used along with an optimization algorithm to answer the following two central questions:
• what design parameters result in the maximum |E * |? • what design parameters result in a pre-specified |E * 0 |?
One can see that the first item corresponds to the optimal design problem while the second one corresponds to the so-called inverse design.
Since it was shown through multiple statistical measurements that PCNN had the best prediction capability, this model is used in the following section to solve the optimization problems. The ANN used in PCNN is essentially an interconnected nonlinear function, and this necessitates the application of a global optimizer. Moreover, the effective variable space enters the problem as a series of constraints and further restricts the available algorithms. The optimal design problem is formulated as follows:
with respect to x = (x 1 , ..., x 14 )
where the vector of fourteen variables is x, and (x − v) T A(x − v) ≤ 1 are the enclosing ellipsoid constraint equations for the original and PCA-based variables. A penalty function approach is used to convert the above constrained problem to an unconstrained one [38] . In this case, when the penalty function is active, it decreases (increases) the objective function when the problem is one of maximization (minimization), and the degree of penalty is based on the closeness of the solution to the corresponding constraint. Since the inverse design problem aims at finding the specification of a predefined goal, it is defined as a minimization problem as follows: minimize error = ||E * |−|E * 0 || with respect to x = (x 1 , ..., x 14 )
where |E * 0 | is the desired (goal) dynamic modulus. Although a similar penalization method can also be used to address the constraints in this case, for the above problem the constraints will penalize the objective function when they are active.
Reliable solution of the above problems requires the application of a gradient-free optimization algorithm. Gradient-based optimization algorithms are not applicable in this case because of the network-based nature of the ANNs. Evolutionary-based algorithms are potentially easy-to-use algorithms in the above problems. Novel algorithms have been used to solve complex optimization problems in recent years [39, 40] , and in this case, Mean-Variance Mapping Optimization (MVMO), an in-house optimization algorithm based on the work by Elrich et al. [41, 42] , is used. The constraints are handled using the approach described in Aslani et al. [43] , in which, the convergence rate of a constrained MVMO was compared to the already-developed methodologies using benchmark structural problems. Authors in [22] indicated that a constrained MVMO is capable accurately identifying an optimal value with a minimum number of simulations. It should be noted that the choice of optimization algorithm is not the principal focus of this study. Figure 10 (left) depicts the convergence achieved for the first design problem by the constrained MVMO algorithm. The initial data points are random making it heavily penalized, and then the objective function increases as the algorithms evolves. Exploration-exploitation behavior is achieved using adaptive strategies in the course of optimization for MVMO. δ = 0.05 is used as the threshold in Figure 4 . Solving the maximization problem resulted in |E * max |= 53,703 MPa. The optimal design parameters are presented in the first column of Table 7 .
To find the maximum amount of dynamic modulus one could design for without low temperature failure in the asphalt binder, the maximization problem was solved one more time with an additional constraint of G * sinδ ≤ 5000, resulting in |E * max |= 36,307 MPa. Corresponding design parameters are presented in the second column of Table 7 as the optimal design 2.
Figure 10 (right) shows the convergence of the algorithm for the inverse design problem after starting randomly from three different initial points, with the algorithm is terminated when the error reaches about 10 −9 . A pre-specified |E * 0 | of 20,417 MPa is considered and the inverse problem of finding the corresponding design parameters is solved. Because of non-linearity of the function, the problem has no unique solution. Three of the possible solutions are presented as designs 1 to 3 in Table 7 .
Finally, the five sets of design parameters are compared with current design specification, with the results shown in Table 7 . The percentage of aggregate passing by each sieve size is within the acceptable range of the gradation specification. Gradation charts are presented in Figure 11 . The obtained percentages of air voids are 4%, which is the target value in the design specification. The obtained values for VMA are slightly less than 14% for a nominal maximum aggregate size (NMAS) of 12.5 mm because the VMA values of the nine mixtures used to train the PCNN are slightly less that 14% (see Table 1 ). The acceptable range for VFA varies with the amount of traffic load measured in million Equivalent Single Axle Loads (ESALs) as follows:
• traffic loading < 0.3 → 70 < VFA < 80 • 0.3 < traffic loading < 3.0 → 65 < VFA < 78 • traffic loading > 3.0 → 65 < VFA < 75
The VFAs obtained for all of the five sets of design are satisfied for all of the traffic categories. Figure 11 . Aggregate gradation graphs with 12.5 mm NMAS particle size distribution obtained from PCNN.
Conclusions
This study used the HMA dynamic modulus data and focused to evaluate the quality of predictor variables to be used in a procedure of model development. Correlation analysis is performed to identify cross-correlated input variables, and correlated inputs are replaced by orthogonal pseudo-inputs (PCs) obtained using PCA. Two separate models are developed using multivariate regression and ANN (called PCR and PCNN, respectively). Extrapolation in empirical modeling is addressed by adding the constraint of an n-dimensional enclosing ellipsoid to the modeling problem. Performances of the proposed models were compared to existing predictive models using both statistical analysis and ROC analysis. The models developed satisfactorily estimated the dynamic modulus value, with PCNN indicating remarkably better performance when fitted to the test data than the existing predictive models from the literature. These PCA-based approaches are thus highly recommended as precise modeling strategies in this application. Moreover, these methodologies appear to be capable of modeling other material properties and future investigation in this regard is recommended. To determine this framework's application in pavement design, two optimization problems including optimal design and inverse design have been presented and solved using a mean-variance mapping optimization algorithm. The results for the two problems are in a good agreement with the HMA mix design specification and thus could be a reasonable starting point in solving real-life design problems. Although, the developed models as well as obtained optimal design parameters are based on the empirical database created in this study, the suggested framework has the capability of being re-trained and adjusted to fit new data. For obtaining more reliable and applicable results, a larger empirical database would be required. Funding: This research received no external funding.
