The theory of idempotent measures belongs to idempotent mathematics, i. e. the field of the mathematics based on replacement of usual arithmetic operations with idempotent (as, for example, x ⊕ y = max{x, y}). The idempotent mathematics intensively develops at this time (see, for example, [1] , survey article [2] and the bibliography in it). Its communication with traditional mathematics is described by the informal principle [2] according to which there is a heuristic compliance between important, interesting and useful designs the last and similar results of idempotent mathematics.
In the present article we investigate a subfunctor I f of a functor of idempotent probability measures in category compact Hausdorff spaces. In traditional mathematics to it there corresponds the functor P f of probability measures. The concept of an idempotent measure (Maslov's measure) finds numerous applications in various field of mathematics, mathematical physics and economy. In particular, such measures arise in problems of dynamic optimization [3] ; the analogy between Maslov's integration and optimization is noted also in [4] . In [5] it is claimed that use of measures of Maslov for modeling of uncertainty in mathematical economy can be so relevant as far as also use of classical probability theory.
Unlike a case of probability measures to which consideration extensive literature is devoted (see [6] ) geometrical and topological properties of the spaces of idempotent measures were practically not investigated.
Consider set R + = R {−∞} with two algebraic operations: addition ⊕ and multiplication ⊙ determined as follows: u ⊕ v = max{u, v} and u ⊙ v = u + v, u, v ∈ R + , where R is the set of real numbers.
Let X be a compact Hausdorff space (≡ a compact), C(X) be the algebra of continuous functions on X with usual algebraic operations. On C(X) operations ⊕ and ⊙ we will determine by rules ϕ ⊕ ψ = max{ϕ, ψ} and ϕ ⊙ ψ = ϕ + ψ where ϕ, ψ ∈ C(X).
Remind a functional µ : C(X) → R is called [7] to be an idempotent probability measure on X if it satisfies the following properties:
(1) µ(λ X ) = λ for all λ ∈ R, where λ X -constant function;
For a compact X we denote by I(X) the set of all idempotent probability measures on X. We consider I(X) as subspace of R C(X) .
For given compacts X, Y and continuous map f : X → Y it is possible to check that determined by a formula I(f )(µ)(ψ) = µ(ψ • f ) naturally way arised map I(f ) : I(X) → I(Y ) continuous. The construction I is a normal functor. Therefore for each idempotent probability measure µ ∈ I(X) one may determine its support:
For a positive integer n and compact X define the following set
Set I ω (X) everywhere dense [7] in I(X). Idempotent probability measure µ ∈ I ω (X) is called an idempotent probability measure with finite support.
We determine a subfunctor I f of the functor I of idempotent probability measures. For a given compact X a set I f (X) consists of measures with finite support such that if support of a measure µ consists from n points x 1 , x 2 , ..., x n , that only a unique of these points max-plus-barycenter mass is equal to zero, all other masses are not big −ln(n + 1). By definition
: equality λ i 0 = 0 holds for only unique index i 0 and λ i ≤ −ln(n + 1) for all i ∈ {1, ..., n} \ {i 0 }} This functor is interesting that it is a functor with the finite support, and has not finite degree. Functor I f : Comp → Comp is a normal subfunctor of a functor I idempotent probability measures.
From definition of elements of the space I f (X) follows that a set δ(X) Dirac's measures lies in I f (X).
Let X и Y be two compacts lying in spaces M and N respectively, where M, N ∈ AR. A sequence of maps
for all x ∈ U . We will denote this fundamental sequence through {f k , X, Y } or shortly through f , also we will write
for all x ∈ X and for all k = 1, 2, .... Spaces X and Y are fundamentally equivalent if there are such two fundamental sequences f : X → Y and g : Y → X that gf = id X and f g = id Y .
The relation of fundamental equivalence is the equivalence relation therefore the class of all spaces decomposes to in pairwise disjoint classes of spaces which are called shape. So two spaces belong to the same shape if and only if when they are fundamentally equivalent. A shape containing a space X is called [10] a shape of the space X and denote by Sh(X). It is known that for two neighbourhood retract of A and B fairly Sh(A) = Sh(B) if and only if when they are homotopically equivalent.
Let's remind that maps f : X → Y is called cellular and similar (briefly -CE) [11] , if any compact A ⊂ Y prototype f −1 (A) is a compact and for each point y ∈ Y prototype f −1 (y) has sheyp points (i.e. a prototype f −1 (y) homotopically it is equivalent to a point).
If r : X → F is a retraction and there also exists such a homotopy h : X × [0, 1] → F that h(x, 0) = x, h(x, 1) = r(x) for all x ∈ X then r is deformation retraction, and F is deformation retract of the space X. Deformation retraction r : X → F is strongly deformation retraction if for a homotopy h :
Proof. By construction the map r
e. every point of the space δ(X) is fixed-point according to the map r
lies in the fibre r
Fix a fibre r
It is easy to see that h is a homotopy, connecting identity mapping,
and stationary map h 0 = r
So each pre-image has shape of a point, i. e. a retraction r I(X) δ(X) is cellularity-similar. Moreover, these pre-images subtend to a point.
By virtue of
we obtain that each fibre r
It is remain to show the map r
where U i are open neighbourhoods of points x i , i = 1, ..., n, respectively. It is clear, that set µ; U 1 , ..., U n ; ε is open in I ω (X). Let's show that sets of a type µ; U 1 , ..., U n ; ε form base of weak topology in I ω (X). Let µ; ϕ; ε be an element of the prebase where ϕ ∈ C(X), ε > 0
So, a < ε for two cases, i. e. |µ(ϕ) − ν(ϕ)| < ε. From here ν ∈ µ; ϕ; ε , in other words, µ; U 1 , ..., U n ; ε 2 ⊂ µ; ϕ; ε .
δ(X) (µ) = δ x i 0 , and U i be neighbourhoods of points x i in X, respectively, µ; U 1 , ..., U n ; ε be a neighbourhood of an idempotent probability measure µ in I f (X). Denote V = U i 0 . It is easy to check that at 0 < ε < ln3 relations V ∩ U i = ∅, i = 1, ..., n, i = i 0 take place. Therefore r I(X) δ(X) (ν) ∈ δ(V ) for any ν ∈ µ; U 1 , ..., U n ; ε , where δ(V ) = {δ x : x ∈ V } is open in δ(X) set. From here r I(X) δ(X) ( µ; U 1 , ..., U n ; ε ) ⊂ δ(V ). Now for each point y ∈ V we construct an idempotent probability measure
Then, as it is easy to see, µ y ∈ µ; U 1 , ..., U n ; ε and r I(X) δ(X) (µ y ) = δ y . Thus, for each point y ∈ V we have r I(X) δ(X) −1 (δ y ) ∈ µ; U 1 , ..., U n ; ε , i. e. r I(X) δ(X) ( µ; U 1 , ..., U n ; ε ) = δ(V ). Openness of the map r I(X) δ(X) is established. Theorem 1 is proved. Proposition 1. For any compact X the space δ(X) is a strong deformation retract of the compact I f (X).
Proof. Consider a map h :
It is easy to check that the map h is defined correctly. Moreover, h 0 = id I f (X) and h 1 = r I(X) δ(X) , i. e. h is the homotopy connecting maps id I f (X) and r I(X) δ(X) . Further, we have
i. e. h t (δ x ) = δ x for all δ x ∈ δ(X) and t ∈ [0, 1]. Thus, δ(X) is a strong deformation retract of a compact I f (X). Proposition 1 is proved.
Proposition 2. For any finite compact X the set I f (X) is an neighbourhood retract of the compact I(X).
Proof. For each measure of Dirac δ x , x ∈ X, we build an open set 
It is clear, that
.., n. Then λ i 0 = 0 for some (only unique) i 0 and, therefore r
The map r is defined correctly. It is continuous. Besides r(µ) = µ for any measure µ ∈ I f (X). It means the map r is a retraction. Proposition 2 is proved.
Remind [13] that a set A ⊂ X is called to be collapsible by space X to a set B ⊂ X if embedding map i A : A → X is homotopic to some map f : A → X such that f (A) ⊂ B. If B consists of one point, they say that A is collapsible by X.
It is clear, if there is a homotype h : A×I → A, such that h(y, 0) = i A , and h(y, 1) = {a point} then A collapsible by X.
A space X is called to be locally collapsible to a point x 0 ∈ X if any neighbourhood U of the point x 0 contains a neighbourhood U 0 such, that collapsible to by U to a point. A space X is called to be locally collapsible if it is locally collapsible to each point.
Theorem 2. The functor I f preserves a collapsibility of compacts i. e. if X is collapsible compact, then I f (X) is also collapsible compact.
Proof. We will show more: the functor I f preserves a homotopy of maps. Let h 0 , h 1 : X → Y be homotopic maps, h : X × [0, 1] → Y is the homotopy connecting the maps h 0 , h 1 , i. e. h(x, 0) = h 0 (x), h(x, 1) = h 1 (x). The identity map i t 0 : X × {t 0 } → X × I, determined by equality i t 0 (x, t 0 ) = (x, t 0 ), x ∈ X, defines an identity map I f (i t 0 ) : I f (X × {t 0 }) → I f (X × I). But, for every t 0 ∈ [0, 1] the space I f (X × {t 0 }) is naturally homeomorphic to I f (X) × {t 0 }. This homeomorphism can be carried out, as it is easy to see, by means of correspondence µ t 0 ↔ (µ, t 0 ),
i. e. I f (h)(µ, 0) = I f (h 0 )(µ) and I f (h)(µ, 1) = I f (h 1 )(µ) for any µ ∈ I f (X). In other words, I f (h) is the homotopy connecting the maps I f (h 0 ) and I f (h 1 ). Thus, functor I f preserves a homotopyness of maps. Theorem 2 is proved.
Lemma 1. For a compact X the set I f (X) is the neighbourhood retract of the space I ω (X).
Proof. Consider the following set
We will show that
For points x 1 , ..., x k we choose disjoint open neighbourhoods
.., U n ; ε . Then suppµ∩U i = ∅, and suppµ ⊂ k i=1 U i and
for every i and for all j, y j ∈ U i , we have
It is easy to see, the map r is a retraction. Lemma 1 is proved. On construction we have R r Y U (ν) ∈ I f (X). The map R :
x∈U Oδ x → I f (X) is defined correctly.
As retraction r : U → X is continuous, the map R is also continuous. It is easy to check that R r Y U (ν) = ν for any measure ν ∈ I f (X). Thus, R•r Y U :
x∈U Oδ x → I f (X) is required retraction.
So, the set I f (X) is neighbourhood retract of the compact I f (Y ). Now application of a Lemma 1 and theorem (3.1) from work [13] finishes the proof of Theorem 3.
In funktorial mean Theorem 3 looks as so: Corollary 1. Functor I f preserves AN R-compacts. Theorem 3 and Proposition 1 imply the following important result. Corollary 2. Let X be a compact. I f (X) ∈ AN R if and only if X ∈ AN R. Further, Theorem 3 implies the following statements.
