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Abstract
Data-driven surrogate models are widely used for applications such as design optimiza-
tion and uncertainty quantification, where repeated evaluations of an expensive simu-
lator are required. For most partial differential equation (PDE) simulators, the outputs
of interest are often spatial or spatial-temporal fields, leading to very high-dimensional
outputs. Despite the success of existing data-driven surrogates for high-dimensional
outputs, most methods require a significant number of samples to cover the response
surface in order to achieve a reasonable degree of accuracy. This demand makes the
idea of surrogate models less attractive considering the high computational cost to gen-
erate the data. To address this issue, we exploit the multi-fidelity nature of a PDE
simulator and introduce deep coregionalization, a Bayesian non-parametric autoregres-
sive framework for efficient emulation of spatial-temporal fields. To effectively extract
the output correlations in the context of multi-fidelity data, we develop a novel dimen-
sion reduction technique, residual principal component analysis. Our model can simul-
taneously capture the rich output correlations and the fidelity correlations and make
high-fidelity predictions with only a few expensive, high-fidelity simulation samples.
We show the advantages of our model in three canonical PDE models and a fluid dy-
namics problem. The results show that the proposed method cannot only approximate
a simulator with significantly less cost (at bout 10%-25%) but also further improve
model accuracy.
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1. Introduction
Applications such as uncertainty quantification, design optimization, and inverse
parameter estimation demand repeated simulations of partial differential equations (PDEs)
in an input parameter space [1, 2]. Due to the high computational cost of a simulation,
a data-driven surrogate model, also known as an emulator, is often employed in place
of the simulator [3, 4]. In practice, simulations of PDEs generally produce large spa-
tial or spatial-temporal fields (e.g., velocity, temperature, or electric fields). Due to the
large size, modeling the field results directly poses a huge challenge in terms of model
capacity and scalability for the surrogate model [5, 6, 7].
Gaussian process (GP) modeling is one of the most commonly used data-driven
surrogates due to its capability to (1) quantify model uncertainty, (2) adopt prior knowl-
edge, and (3) avoid overfitting for small datasets [3, 8, 9, 10, 11, 12]. Unfortunately,
GPs do not naturally extend to multiple output scenarios, especially the high-dimensional
simulator spatial-temporal fields. Modeling the high-dimensional outputs entails effi-
ciently learning the output correlations. A naive approach is to simply treat the out-
put indexes (indicating the output value at a particular location of the spatial-temporal
domain) as additional input parameters [13]. This approach is infeasible for high-
dimensional outputs since the computational complexity for a general GP isO(N3d3),
where N is the number of training samples and d is the output dimensionality [14]. If
we assume a separable structure between the input correlations and the output correla-
tions, the high computational issues could be efficiently circumvented. Such a relax-
ation gives rise to the linear model of coregionalization (LMC), the classical framework
for multi-output regression [15, 16]. LMC linearly combines base functions with latent
processes to model the high-dimensional output. Many modern multi-output GP mod-
els can be considered special instances or variants of LMC [17, 18, 19, 20]. Conti
and O’Hagan [21] proposed a simplified LMC model, namely, the intrinsic coregion-
alization model (ICM) [22], which assumes a single latent process with a correlation
2
matrix to govern the output correlations. To enhance the flexibility of ICM, Higdon
et al. [5] found a set of bases from singular value decomposition (SVD) on the training
outputs to encode the complicated spatial-temporal correlations for PDE simulation
problems. This approach is further extended by using nonlinear dimension reduction
techniques, such as Kernel PCA [7] and Isomap [6] for nonlinear correlations. Recent
developments of GP further introduce latent coordinate features and tensor algebra to
improve the model flexibility and scalability [20, 23]. Other methods that relax the
separable assumption include process convolution [24, 25, 26, 27] and deep learning
hybrid GPs [28, 29]. These methods, however, either are non-scalable to very high-
dimensional outputs or require massive tuning. They are thus not suitable for emula-
tions of spatial-temporal simulator fields.
Despite the success of LMC-based methods for emulations of spatial-temporal
fields, in order to achieve a reasonable degree of accuracy, they require a large num-
ber of samples (corresponding to different inputs) that adequately cover the response
surface. We will further show that the LMC model expressiveness is indeed limited
by the number of training samples. As the number of required training samples grows
drastically for a highly non-linear response surface, the idea of data-driven surrogate
modeling becomes less practical.
From the data-driven surrogate perspective, an efficient way to relax the high de-
mand of training data is to inject prior knowledge of the PDE models into surro-
gate models, e.g., physical informed neural networks [30], conservation kernels [31],
and hybrid physics-based data-driven surrogates [32]. Despite their success, these ap-
proaches cannot generalize effectively to the emulation of spatial-temporal fields. Neu-
ral networks based method require massive model tunning and are prone to overfitting;
conservation kernels only apply to specific types of PDEs; hybrid physics methods re-
quire modification of original simulation codes as an intrusive method. Another more
common solution for the emulation is to take the advantage of the multi-fidelity nature
of a simulator [33, 34, 35, 36] and fuse information from different fidelities. More
specifically, when generating training data for the data-driven surrogate models, we
can easily reduce the computational cost by using a low-fidelity simulator (e.g., a sim-
ulator with a sparse discretization mesh) at the price of getting less accurate samples.
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The low-fidelity samples, despite being noisy and biased, normally show a strong cor-
relation with the high-fidelity samples. Thus, the low-fidelity samples can be used in
numerous ways to accelerate many science and engineering processes [33] In this pa-
per, we focus on how to harness the fidelity correlations such that we can approximate
the simulator with many affordable low-fidelity samples and transfer the knowledge to
predict highly accurate results without full reliance on expensive high-fidelity data. To
this end, we propose deep coregionalization, an efficient data-driven surrogate for em-
ulations of very high-dimensional spatial-temporal fields. Our model simultaneously
captures the correlation in the spatial-temporal fields and the correlations between dif-
ferent fidelity observations to provide accurate high-fidelity predictions. Our contribu-
tions are as follows:
• We prove that under a mild assumption of the kernel structure, the propagation
of fidelity knowledge of spatial-temporal fields could be done efficiently though
a univariate GP autoregressive model of latent processes.
• To improve the model capacity for complex problems, we introduce deep core-
gionalization, which generalizes the GP auto-regressivemodel for spatial-temporal
fields by integrating into the classic linear model of coregionalization (LMC).
• To efficiently capture the output correlations of different fidelities without intro-
ducing an over-complicated model with excessive parameters, we propose resid-
ual principal component analysis (ResPCA), a dimension reduction technique
that can effectively encode the rich correlations of high-dimensional fields, ef-
ficiently preserve a compact representation for multi-fidelity fields, and easily
scale to high-dimensional field outputs (e.g., 1 million).
• We validate the proposed method on three canonical PDEs (Poisson’s equation,
Burger’s equation, and the heat equation) and a fluid dynamics problem. The re-
sults show a significant improvement not only on reducing the simulation budget
(for generating the training data) but also on improving the predictive accuracy
for the high-fidelity results, compared with models based on single fidelity data.
The rest of this paper is organized as follows: Section 2 makes clear the problem
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of the emulation of spatial-temporal fields . Section 3 discusses the background, in-
cluding univariate GP, LMC, and GP autoregression for emulation problems. It then
combines the LMC and the GP autoregression to derive the proposed deep coregion-
alization model. After some discussions on the model training, ResPCA algorithm
is introduced to extract compact representations of the multi-fidelity data. Section
4 demonstrates the superiority of the proposed method compared with the state-of-
the-art high-dimensional GP emulators on three canonical PDEs—Poisson’s equation,
Burger’s equation, and the heat equation—and a fluid dynamics problem, the lid-driven
cavity. Section 5 concludes this paper with discussions on deep coregionalization’s con-
nections to the existing models and further improvements.
2. Statement of the Problem
Consider a parameterized nonlinear system of steady-state or transient PDEs of
arbitrary order for dependent variables (scalar fields) u(x, s, t), where x ∈ Rl is a
vector that parameterizes the PDEs, s is the spatial index, and t denote the temporal
index. The PDEs can be fully nonlinear and parameterized in an arbitrary fashion
(including the initial and boundary conditions); they are also assumed to be well-posed
(i.e., solutions always exist and are unique) for the range of values of x considered.
The quantity of interest is the function u(x, s, t) in the given range of x. Direct ap-
proximation of this function is difficult due to the amount of samples we need to cover
the response surface for such a high-dimensional space [5]. Instead, we can record val-
ues at specified (fixed) spatial locations, si, i = 1, . . . , ds, and temporal locations, ti,
i = 1, . . . , dt. For different input parameters xi ∈ Rl, the outputs of the simulator are
represented as vectors: y
(F )
i = y
(F )(xi) = (u(xi, s1, t1), ..., u(xi, sds , tdt))
T ∈ Rd,
where d = ds× dt. Here, we use the superscript (F ) to denote that the resulting vector
is from an accurate, high-fidelity simulation. The value at different spatial-temporal lo-
cations can be achieved easily through interpolation provided that the spatial-temporal
fixed points are dense enough; interpolation in this case comes with ignorable extra
computational effort [5]. With the preceding process, the simulation is now treated
as a mapping from Rl to Rd, where d is extremely large. The goal of a data-driven
surrogate is to approximate the mapping given training set D = {X,Y(F )}, where
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X = [x1, . . . ,xN ]
T and Y(F ) = [y
(F )
1 , . . . ,y
(F )
N ]
T . Provided that we have adequate
number of samples to cover the response surface, we can approximate the mapping
accurately.
As discussed in the introduction, we intend to avoid relying on only high-fidelity
data. The low-fidelity data can be cheaply obtained by reducing the fidelity setting
(e.g., the number of nodes of a discretization mesh and the order of basis functions of
the finite element method) of a simulator. In general, we can run a simulation at dif-
ferent fidelity settings to obtain a multi-fidelity dataset {X(f),Y(f)}Ff=1, where Y
(f)
is a Nf × d matrix for observations at fidelity-f with X(f) being an Nf × l matrix
for the corresponding inputs. We use f = F to denote the highest fidelity and f = 1
the lowest. Following the common setting for multi-fidelity data in [35, 36], we also
require that the training inputs of fidelity f is a subset of the previous fidelity f−1, .i.e,
X(f) ⊂ X(f−1). For convenience, we introduce the index notation e to extract rows
form a standard matrix such thatX(f) = Xef ,:, where ef indicates the subset indexes
for fidelity data f and X contains all candidates. Our goal of surrogate model be-
comes: given multi-fidelity data {X(f),Y(f)}Ff=1, how do we efficiently approximate
the mapping between x and y(F ).
3. Model Formulation
3.1. Univariate Gaussian Process
We first review the GP regression for learning a univariate function using a high-
fidelity dataset D = {X,Y(F )}. The quantity of interest is assumed univariate, i.e.,
d = 1. We use y
(F )
i to distinguish a univariate observation from amultivariate one y
(F )
i .
A GP assumes that the finite set of function values on X = [x1, . . . ,xN ]
⊤, namely
y(F ) = [y
(F )
1 , . . . , y
(F )
N ]
⊤, follows a multivariate Gaussian distribution, p(y(F )|X) =
N (y(F )|m,K + τ−1I). Here m = [m(x1), . . . ,m(xn)]⊤ is the mean function that
is usually set to 0 after centering Y(F ), and τ is the inverse noise variance, which
accounts for model inadequacies and numerical error [13, 37]. K is the covariance
matrix with elements [K]ij = k(xi,xj), where k(xi,xj) is a kernel function for the
corresponding inputs. Choosing the right kernel function for a specific application
is nontrivial. When there is no prior knowledge to guide the choice, the automatic
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relevance deterrence (ARD) kernel [37],
k(xi,xj) = θ0 exp
(
−(xi − xj)diag(θ1, . . . , θl)(xi − xj)
T
)
, (1)
is often utilized. The ARD kernel can freely capture the individual influence of each
input parameter on the output results. The hyperparameters {τ, θ0, . . . , θl} can be esti-
mated by maximizing the marginal likelihood of the GP regression,
L =
1
2
ln|K+ τ−1I|−
1
2
y(F )
T
(K+ τ−1I)−1y(F ) −
N
2
ln(2π). (2)
The main computational cost is the inversion of K, which is O(N3) and O(N2) for
time and space complexity, respectively. Given a new input x∗, we can derive its
posterior using a conditional Gaussian distribution,
p(y
(F )
∗ |x∗,X,y) = N
(
y
(F )
∗ |µ(x∗), v(x∗)
)
µ(x∗) = k
⊤
∗ (K+ τ
−1I)−1y(F )
v(x∗) = k(x∗,x∗)− k
⊤
∗ (K+ τ
−1I)−1k∗,
(3)
where, k∗ = [k(x∗,x1), . . . , k(x∗,xNF )]
⊤ is the vector of covariance between x∗ and
X.
3.2. Linear Model of Coregionalization
In order to model the high-dimensional output correlations within limited compu-
tational resources, the linear model of coregionalization [15] assumes a separable de-
composition structure,
y(F )(x) =
RF∑
r=1
b(F )r z
(F )
r (x) = B
(F )z(F )(x). (4)
In this formulation, B(F ) = [b
(F )
1 , . . . ,b
(F )
Rf
] is the collection of bases b
(F )
r ∈ Rd;
z(F )(x) = [z
(F )
1 (x), . . . , z
(F )
RF
(x)]T is the collection of corresponding latent processes,
i.e., GPs. It is assumed that the latent processes are independent (i.e.,Cov(z
(F )
r (x), z
(F )
r′ (x
′)) =
0 for r 6= r′) and the bases are orthogonal (B(F )
T
B(F ) = I). The LMC model essen-
tially assumes several independent latent processes to fully characterize the data vari-
ability. The model has been shown particularly effective for the emulations of fields
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problems [5]. The formulation implicitly places the following GP prior:
y(F )(x) = N (0,
RF∑
r=1
brb
T
r kr(x,x
′)). (5)
Given the high-fidelity observations {X,Y(F )}, we can derive the posterior
p(y
(F )
∗ |x∗,X,y) = N
(
y
(F )
∗ |µ(x∗),v(x∗)
)
µ(x∗) =
RF∑
r=1
b(f)r k
⊤
r∗(Kr + τ
−1
r I)
−1Y(F )b(f)r
v(x∗) =
RF∑
r=1
b(f)r
(
kr(x∗,x∗)− k
⊤
r∗(Kr + τ
−1
r I)
−1kr∗
)
b(f)r
T
,
(6)
where kr∗ = [kr(x∗,x1), . . . , kr(x∗,xNF )]
⊤ is the vector of covariance between x∗
andX. We can see that flexibility of the posterior of y
(F )
∗ is heavily determined by the
size ofKr, which is the number of high-fidelity samplesNf .
3.3. Deep Gaussian Process Autoregression
Before we move to our model, we make a brief review of deep GP auto-regression,
which is used later to derive our model. Let us consider the multi-fidelity, univariate
data, i.e., {X(f),Y(f)}Ff=1 whereY
(f) = [y
(f)
1 , . . . , y
(f)
Nf
]T is a collection of samples
at fidelity f . The general auto-regressive formulation for multi-fidelity data is
y(f)(x) = g(f)
(
y(f−1)(x)
)
+ ǫ(f), (7)
where g(f)(y(f−1)(x)) is an arbitrary function that maps the low-fidelity results to the
high-fidelity ones and ǫ(f) captures the model inadequacies and numerical errors. If
we assume a simple linear form for the mapping, i.e., g(f)(y(f−1)(x)) = c · y(f−1)(x),
we recover the classic auto-regressive model [34]. This method is further improved
by Le Gratiet [38], who used a deterministic parametric form of g(f) and an efficient
numerical scheme to reduce the computational cost. Despite successfully dealing with
some demonstrated problems, this parametric approach does not generalize well due
to the difficulty of model selection and the demand for large training datasets [35]. To
resolve this issue, a Bayesian non-parametric treatment can be implemented by placing
a GP prior over the function g(f). This is also known as the deep GP [39]. Although
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being capable of modeling complex problem, deep GP is infamous for its intractabil-
ity. It requires computationally expensive variational approximation for model training
and thus quickly becomes infeasible for multi-fidelity simulation problems. Perdikaris
et al. [35] put forward a GP-based nonlinear autoregressive scheme with an additive
structure,
y(f)(x) = g(f)
(
x, y
(f−1)
∗ (x)
)
, (8)
where the error term is absorbed into g(f)(x), and y
(f−1)
∗ (x) is the posterior for x at
fidelity (f − 1). This formulation specifies that y(f)(x) is a GP given the previous
fidelity observations and the model inputs. To better reflect the autoregressive nature,
Perdikaris et al. [35] suggested a covariance function that decomposes as
k(f)
(
[x, y
(f−1)
∗ (x)], [x
′, y
(f−1)
∗ (x
′)]
)
= k(f)x (x,x
′; θfx) · k
(f)
y (y
(f−1)
∗ (x), y
(f−1)
∗ (x
′); θfy),
(9)
where k
(f)
x and k
(f)
y are valid covariance functions with {θfx , θfy} denoting the cor-
responding hyperparameters. These hyperparameters could be learned via maximum-
likelihood estimation as in Eq. (2) using input data {X(f),Y(f−1)} and output data
Y(f). Thus, unlike the standard deep GP [39], this autoregressive model does not have
the intractable issues for estimating the unknown latent variables and hyperparameters.
This method requires estimation of (l + 3) hyperparameters with an ARD kernel for
each fidelity model.
3.4. Deep Coregionalization
Despite being much more efficient than single-fidelity models, the GP autoregres-
sive model does not naturally extend to multivariate cases, especially the high-dimensional
ones. First, when using a common anisotropic kernel such as the ARD kernel, the deep
kernel function k
(f)
y in Eq. (9) requires d hyperparameters to be optimized, which is
practically impossible for our problem where d can scale up to 1 million. Second, it is
unclear how to harness the strong output correlations. If we simply treat each output
independently (given the inputs), we risk severe overfitting when learning with a small
set of training examples, a common situation for the high-fidelity data. To model
the output correlations, we can directly modify the model of Perdikaris et al. [35] by
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equipping Eq. (9) with an output correlation kernel as
Cov
(
y
(f)
i (x), y
(f)
j (x
′)
)
= k
(f)
d (i, j)·k
(f)
x (x,x
′)·k(f)y (y
(f−1)
∗ (x),y
(f−1)
∗ (x
′)), (10)
Where k
(f)
d (i, j) is an arbitrary valid kernel function encoding the output correlation
between i-th output y
(f)
i and j-th output y
(f)
j . Directly working with Eq. (10) is difficult
as the output correlation can have maximum d(d+1)/2 hyperparameters. Fortunately,
it has a much compact form.
Lemma 1. If a multivariate GP’s covariance function can be decomposed as Eq. (10),
it must have an equivalent form of
y(f)(x) = b(f)z(f)
(
x,y
(f−1)
∗ (x)
)
, (11)
where z(f)
(
x,y
(f−1)
∗ (x)
)
is a GP with covariance function k
(f)
x (x,x′) ·
k
(f)
y (y
(f−1)
∗ (x),y
(f−1)
∗ (x
′)) and b(f) ∈ Rd×1 is a base vector corresponding to the
sum of eigenvectors times square roots of eigenvalues of kernel matrix Kd, where
[K]ij = k
(f)
d (i, j).
We leave the proof in Appendix ?? for the sake of clarity. The advantage of Eq. (11)
is that the number of (unknown) hyperparameters we need to consider reduces from
d(d+ 1)/2 to d for f = 1, · · · , F . Substituting Eq. (11) into Eq. (10), we have
Cov
(
y
(f)
i (x), y
(f)
j (x
′)
)
= k
(f)
d (i, j) · k
(f)
x (x,x
′) · k(f)y (b
(f−1)z
(f−1)
∗ (x),b
(f−1)z
(f−1)
∗ (x
′)).
(12)
This model is difficult to work with because b(f−1)z
(f−1)
∗ (x) ∈ Rd and most prac-
tical kernels, e.g., the ARD kernel, requires more than d hyperparameters to be opti-
mized. However, note that b(f−1)z
(f−1)
∗ (x) is readily embedded in the subspace where
z
(f−1)
∗ (x) lives. This particular structure allows us to find a compact representation of
the kernel function k
(f)
y (b(f−1)z
(f−1)
∗ (x),b
(f−1)z
(f−1)
∗ (x
′)).
Lemma 2. If a kernel function k
(f)
y (b(f−1)z
(f−1)
∗ (x),b
(f−1)z
(f−1)
∗ (x
′)) is stationary,
e.g., the ARD kernel, it must have a compact representation k
(f)
z (z
(f−1)
∗ (x), z
(f−1)
∗ (x
′)),
which is also a stationary kernel absorbing the base vector b(f−1).
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Lemma 2, whose proof is given in Appendix ??, suggests that the model complexity
can be significantly reduced by absorbing the base vector b(f) into the kernel function.
This simplification makes modeling of very high-dimensional fields feasible. Applying
this conclusion to Eq. (12) gives a compact representation for the full kernel function:
Cov
(
y
(f)
i (x), y
(f)
j (x
′)
)
= k
(f)
d (i, j) · kˆ
(f)
z
(
[x, z
(f−1)
∗ (x)], [x
′, z
(f−1)
∗ (x
′)]
)
, (13)
where kˆ
(f)
z
(
[x, z
(f−1)
∗ (x)], [x
′, z
(f−1)
∗ (x
′)]
)
= k
(f)
x (x,x′)·k
(f)
z
(
z
(f−1)
∗ (x), z
(f−1)
∗ (x
′)
)
is a composite kernel of k
(f)
x and k
(f)
z . Rewriting Eq. (13) based on Lemma 1, we get
y(f)(x) = b(f)zˆ(f)(x, z
(f−1)
∗ (x)), (14)
where zˆ
(f−1)
∗ (x) is a GP with kernel function kˆ
(f)
z
(
[x, z
(f−1)
∗ (x)], [x
′, z
(f−1)
∗ (x
′)]
)
.
Recursively using Eq. (14) and Lemma 2 for f = 1, · · · , F , we can see clearly that
the lower-fidelity knowledge propagates to the higher-fidelity model only through the
univariate latent process zˆ
(f−1)
∗ (x), which can be solved efficiently using univariate
autoregression model of Perdikaris et al. [35].
Remark 1. If each multi-fidelity high-dimensional autoregressive model has a covari-
ance structure of Eq. (10), the high-fidelity function y(F )(x) dependents only on an
univariate autoregressive model and a base vector.
Remark 1 implies that the propagation of the fidelity correlations in a high-dimensional
model can be achieved equivalently thought the propagation of latent processes, which
are independent from the output correlations. However, the model suggested by Re-
mark 1 is restrictive and can not generalize well to a wide variety of problems. First,
the kernel function is assumed to be stationary, which greatly limits the capacity of a
GP model. Second, Eq. (10) assumes an over simplified kernel structure. Comparing
Lemma 1 with the LMC of Eqs. (4) and (5), we immediately note that Lemma 1 cor-
responds to a special case of LMC, where only one latent process and one base vector
composed via eigen analysis of a simple output correlation matrix is considered. As
suggested in Higdon et al. [5], a complicated stochastic process, even a non-separable
one, can be well approximated using a sum of simple latent processes. Thus, we place
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a prior of GP sum for the spatial-temporal field of each fidelity,
y(f)(x) =
Rf∑
r=1
b(f)r z
(f)
r (x) = B
(f)z(f)(x), (15)
where Rf is the number of latent processes, {b
(f)
r } are orthogonal base vectors, i.e.,
B(f)
T
B(f) = I, and {z(f)}
Rf
r=1 are independent latent processes (GPs). This formula-
tion is consistent with the LMC of Eq. (4), which has shown to be general and appli-
cable for decomposing spatial-temporal fields y(f)(x) from a simulator [5, 20]. The
formulation of Eq. (15) represents a generalization of covariance structure suggested
by Eq. (10) using a additive structure
Cov
(
y
(f)
i (x), y
(f)
j (x
′)
)
=
Rf∑
r=1
k
(f)
dr (i, j) · k
(f)
xr (x,x
′) · k(f)yr (y
(f−1)
∗ (x),y
(f−1)
∗ (x
′)),
(16)
where k
(f)
dr , k
(f)
xr and k
(f)
yr correspond to the r-th latent processes of between-output cor-
relations, between-input correlations, and cross-fidelity correlation, respectively. k
(f)
dr
is simplified to have maximum d hyperparameters. To relax the stationary assump-
tion made by Lemma 2, we construct the deep coregionalization model on the general
autoregressive model of Eq. (8). Substituting Eq. (15) into Eq. (8), we have
B(f)z(f)(x) = g(f)
(
x,B(f−1)z
(f−1)
∗ (x)
)
z(f)(x) = B(f)
T
g(f)
(
x,B(f−1)z
(f−1)
∗ (x)
)
z(f)(x) = gˆ(f)
(
x, z
(f−1)
∗ (x)
)
,
(17)
where gˆ(f) is the composite function absorbingB(f) and B(f−1) into the multivariate
mapping g(f).
Theorem 3.1. If each fidelity output admit an LMC formulation (as Eq. (15)), gˆ
(f)
r must
exist and can be decomposed into several independent univariate GPs, {gˆ
(f)
r (x, z
(f−1)
∗ (x))}
Rf
r=1.
We provide the proof in Appendix ??. With this conclusion, we can see that the
high-fidelity field depends only on the latent process of its previous fidelity and the
inputs once the bases are found. The output correlations are captured independently
for each fidelity, whereas the fidelity correlations are propagated through independent
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univariate GPs. We thus call the model deep coregionalization. The joint likelihood
given the multi-fidelity data is
L ∝
F∑
f=1
Rf∑
r=1
1
2
ln|Σfr|−
1
2
tr
(
z(f)r
T
Σ−1fr z
(f)
r
)
, (18)
where z
(f)
r = Y(f)b
(f)
r is the projection of Y
(f) onto base b
(f)
r , Σfr = Kfr +
τ−1fr I is the covariance matrix with the noise term for r-th latent process of f-fidelity
observations, and [Kfr]ij = kfr
(
xi, z
(f−1)(xi),xj , z
(f−1)(xj)
)
is the covariance
matrix for the latent process gˆ
(f)
r (x, z
(f−1)
∗ (x)) based on its own kernel function kfr
and inputsX(f) and Z
(f−1)
ef ,:
3.5. Residual Principal Component Analysis
The challenge for deep coregionalization is the optimization of the bases B(f) and
the low-rank Rf for each fidelity. If we set Rf = 1 for each fidelity data, we re-
cover the intrinsic coregionalization model (ICM) [40] where an efficient Kronecker
structure could be utilized to speed up the computation. However, the model capacity
can be quite limited due to the oversimplified latent process. A largerRf enables us to
model outputs with different characteristics [41] with the cost of more hyperparameters
to infer. The output correlation can be indirectly modeled using a full-rank or low-rank
Cholesky decomposition to allow flexible output correlations [27]. The number of pa-
rameters to infer for the aforementioned methods is proportional to d × Rf , resulting
into a impractical approach for high-dimensional outputs. Since the simulation outputs
are always complete and can be efficiently represented via principal components [42],
Higdon et al. [5] suggested using the principal components as the bases. More specif-
ically, after standardizing the data, singular value decomposition (SVD) is applied to
Y(f), and the first Rf left singular vectors are then used as the bases B
(f). Another
benefit of this approach is a heuristic method to choose the number of bases by choos-
ing Rf such that at least 90% of the variance of the output is covered by the bases. It
is reported that the components that explain minor trend of the variation do not add to
the predictive ability of the GP model [5].
This approach works well for many single-fidelity applications [5, 20], but a direct
implementation to our model here is inappropriate. First, the principal components (the
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bases) are essentially based on the empirical covariance matrix given dataY(f). Since
we can afford to have only a limited number of high-fidelity samples, the empirical
covariance matrix is a very rough approximation to the real one, and the resulting
principal components are consequently inaccurate. Second, even provided that we are
always given enough samples to explore the output correlation at each fidelity, direct
implementation of Higdon et al. [5] is of low efficiency. According to our experiments,
when directly implementing SVD, the dominant components and their corresponding
coefficients for each fidelity are always similar. The similarity implies that a using a
complicated nonlinear model, e.g., GP, to propagate such a simple correlation in a deep
structure is of low efficiency and may lead to inferior model accuracy. Instead, we
can limit the information passing down the model and only model the updated (added)
information. Specifically, we specify

y(f)(x) = B(f)z(f)(x) for f = 1
y(f)(x) = B(f)z(f)(x) + y(f−1)(x) for f ≥ 2.
(19)
In this formulation, each fidelity layer learns the residual (additional) information com-
pared with the previous fidelity layer rather than the whole output information, and
thus we call this a residual deep structure similar to the work of He et al. [43]. Except
for efficiency, another advantages of this approach is that the predictive posterior for
high-fidelity results naturally decompose into an additive structure. The additive struc-
ture can help us identify the main sources of uncertainty and adjust our model at each
fidelity accordingly to reduce model uncertainty and improve model accuracy.
Inspired by the practical approach of [5] to extract the bases, we introduce the
residual principal component analysis (ResPCA) for our model. The method is a mod-
ification of PCA applied to the residual information instead of the original data. We use
SVD, which is more numerical stable than direct eigendecomposition on the empirical
covariancematrix, to extract the eigenvectors. The detailed steps of this method are pre-
sented in Algorithm 1. We can now substitute the projections of residual information
Z(f) into Eq. 18 for model training.
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Algorithm 1 ResPCA
Input: multi-fidelity multivariate data {X(f),Y(f)}Ff=1 and index {ef}
F
f=1;
Output: Residual bases {B(f)}Ff=1; Residual coefficients {Z
(f)}Ff=1;
1: B(1) = SVD(Y(1)); Z(1) = Y(1)B(1)
T
2: for each f ∈ [2, F ] do
3: Achieve residual information Y˜(f) = Y(f) −Y
(f−1)
ef ,:
4: Achieve residual base,B(f) = SVD(Y˜(f))
5: Achieve residual coefficients, Z(f) = B(f)
T
Y˜(f)
6: end for
3.6. Prediction and Uncertainty Propagation
Due to the intractability of a deep GP structure, except for the latent posterior
z(1)(x) corresponding to the lowest fidelity y(1)(x), the predictive latent posterior for
each fidelity is
z
(f)
∗ (x) =
∫
g(f)
(
x, z
(f−1)
∗ (x)
)
p
(
z
(f−1)
∗ (x)
)
dz
(f−1)
∗ (x). (20)
This integral is intractable and the posterior is no longer a Gaussian, but we can ap-
proximate it numerically using sampling-based methods. We can further reduce the
complexity due to the independent assumption of the LMC; Eq. (20) naturally decom-
poses as
z
(f)
∗ (x) =
Rf∏
k=1
∫
g
(f)
k
(
x, z
(f−1)
∗ (x)
) Rf−1∏
r=1
p(z
(f−1)
∗r (x))dz
(f−1)
∗r (x). (21)
We can now easily implement a Monte Carlo sampling method to calculate the latent
process posteriors. Another way to solve the intractable integral is to apply a Gaus-
sian approximation of each latent posterior as in Perdikaris et al. [35] and Girard et al.
[44]. Once we obtain the approximated posterior, the first two order statistic admits
a tractable solution due to the summation structure. Given the posterior of the latent
processes z(f)(x) and the bases B(f), the mean and variance of the finest fidelity field
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y(F )(x) can be calculated as
E[y(F )(x)] =
F∑
f=1
B(f)E[z
(f)
∗ (x)],
Var[y(F )(x)] =
F∑
f=1
(
B(f)Var[z
(f)
∗ (x)]B
(f)T
)
− 2
∑
f 6=f ′
(
B(f)Cov[z
(f)
∗ (x), z
(f ′)
∗ (x)]B
(f ′)T
)
,
(22)
where Var[z(f)(x)] is the diagonal covariance matrix of the fidelity-f latent posterior,
and Cov[z(f)(x), z(f
′)(x) is the covariance matrix of z(f)(x) and z(f
′)(x). This co-
variance matrix does not have an analytical form and can be calculated empirically
using sampling methods.
3.7. Implementation and Model Complexity
Before we describe our experiments, we review our model and the its implemen-
tation details for the emulation of spatial-temporal fields. 1). To build a surrogate
model, We need to firstly collect different fidelity data from a simulator at design
inputs X. To better explore the response surface, we use a Sobol sequence [45] to
generate the design points. For fidelity-f , we choose the first Nf design points of
X to generate the corresponding outputs Y(f). The computational cost at this stage
depends on the simulator and the fidelity setting. 2). We then apply Algorithm 1 to
get the residual bases {B(f)}Ff=1 and corresponding projections {Z
(f)}Ff=1. The com-
putational cost for fidelity-f data is O(min(N2f d,Nfd
2)) using SVD. For the choice
of low-rank Rf , we can set a variance ratio as in Higdon et al. [5]. Specifically, the
minimum number of bases to capture the variance ratio (calculated by the eigenvalues
of the covariance matrix) is used. 3). We maximize the joint likelihood function of
Eq. (18) w.r.t. the hyperparameters using gradient-based optimization method, e.g., L-
BFGS-B. This optimization consists of
∑F
f=2(Rf (Rf−1 + 3)) hyperparameters and
the computational complexity is O(RfN3f ) per iteration. In cases where we have very
limited training data, we can instead place a conditional independent assumption [46]
for gˆ
(f)
r (x, z
(f−1)
∗ (x)), which reduces the hyperparameters to
∑F
f=2(Rf−1 + 3) and
complexityO(N3f ) compared to the fully independent approach. For large numbers of
16
observations, sparse GPs [47] can be placed on the latent process to reduce the compu-
tational cost. 4). Given a new x∗, we calculate each latent posterior using Eq. (20) and
then compute the mean and variance of the highest fidelity outputs using Eq. (22).
4. Experiments
In this section, we first examine our model with three canonical PDEs and compare
it with other methods in terms of model capacity and accuracy. We then apply our
model to a fluid dynamic problem to demonstrate the advantages of our model in more
complicated real-world applications.
Competing methods. We compared deep coregionalization (DC) with four low-rank
GP models for emulations of spatial-temporal fields: (1) PCA-GP [5], the popular
LMC-based GP model for high-dimensional simulation data via principal component
analysis (PCA), (2) IsoMap-GP [6], an extension of PCA-GP based on IsoMap [48],
a classic nonlinear dimension reduction method, (3) KPCA-GP [7], another exten-
sion of PCA-GP based on implicit nonlinear bases through kernel PCA [49], and (4)
HOGP [20], a very recent approach that tensorizes the outputs and introduces latent
coordinate features (in tensor space) to model the output correlations.
Parameter settings. All models were implemented in Matlab using L-BFGS-B with
a maximum of 100 iterations for model training and using ARD for all kernel func-
tions. For deep coregionalization, a single low-rank R is equally applied to each fi-
delity. IsoMap-GP and KPCA-GP used 10% of the training data to solve the additional
pre-image problems, as is suggested in Xing et al. [6, 7]. For each dataset, deep core-
gionalization integrates the examples of all the fidelities for training. Since the other
methods work only on single-fidelity data, we conducted their training based on the ex-
amples of each fidelity separately. For instance, PCA-GP-F1 denotes PCA-GP trained
with samples of fidelity-1, whereas PCA-GP-F2 with fidelity-2.
Evaluation. We varied the number of bases and the number of training samples to com-
pare the performance of each method. The performance was measured using the root-
mean-square error (RMSE), defined as RMSE =
√∑
i,j(yˆij − yij)
2/Nd, where
here yˆij is the j-th dimension of prediction yˆi, yi is the ground truth, and i = 1, . . . , N
is the index of the total N test points. We also used the mean absolute error (MAE)
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field, defined as
∑
i(|yˆi−yi|)/N , to demonstrate the local error. Data was normalized
beforehand to provide a fair comparison between all competing methods.
4.1. Modeling Fundamental PDEs
We consider three canonical PDEs: Poisson’s equation, the heat equations, and
Burger’s equation. These PDEs play important roles in scientific and engineering appli-
cations [50, 51, 52]. They provide some common scenarios in simulations, such as high-
dimensional spatial-temporal field outputs, nonlinearities, and discontinuities, and are
often used as benchmark problems for surrogate models [53, 54, 55, 56]. For our ex-
periments, Poisson’s equation,∆u = 0 considered a spatial domain x ∈ [0, 1]× [0, 1]
with Dirichlet boundary conditions. The simulator was parameterized by the initial
condition of the four boundaries and the center of the rectangle domain from 0.1 to 0.9
and was solved using finite difference. The 1D viscous Burger’s equation, ∂u
∂t
+u∂u
∂x
=
v ∂
2u
∂x2
, where u represents the volume, x indicates a spatial location, t denotes the time,
and v represents the viscosity, considered solutions for x ∈ [0, 1], t ∈ [0, 3] with a
initial condition of u(x, t0) = sin(xπ/2) and homogeneous Dirichlet boundary condi-
tions. The simulator was parameterized by the viscosities v ∈ [0.001, 0.1] and solved
using the finite elements method. The 1D heat equation, ∂u
∂t
+ α∆u = 0, where u
represents the heat, α the thermal conductivity, and∆ the Laplace operator, considered
the solutions for x ∈ [0, 1] and t ∈ [0, 5]with Neumann boundary conditions and initial
conditions of u(x, 0) = H(x− 0.25)−H(x− 0.75), whereH(·) is the Heaviside step
function. The simulator is parameterized by the flux rate of the left boundary at x = 0
(ranging from 0 to 1), the flux rate of the right boundary at x = 1 (ranging from -1 to
0), and the thermal conductivity (ranging from 0.01 to 0.1); it was solved using finite
difference in space and backward Euler in time.
Simulation and data generation. The number of node/steps used in the solver deter-
mines the data fidelity: the more nodes/steps in the solver, the higher the fidelity of the
results. For each PDE, we first generated 256 design inputs using Sobol sequence [45]
and 128 test inputs using uniform sampling. For each input, three fidelity field out-
puts are generated by running the simulation with three meshes, i.e., 16× 16, 32× 32,
and 64 × 64 regular rectangular meshes. The simulation results are recorded using a
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100× 100 spatial-temporal (or just spatial) grid. Since random shuffling can invalidate
the Sobol sequence for a better response surface coverage, we did not test each method
using cross-validation.
We first conducted a two-fidelity test. We provided each model with 256 fidelity-
1 samples and varied the number of fidelity-2 samples from {8, 16, 32, 64, 128, 256}
and the model low-rank R from {4, 8, 16}. The fidelity-2 test points were used as
ground truths for validating the predictive results. The RMSE as a function of fidelity-
2 training samples is shown in Fig. 1. As we can see, deep coregionalization obtains
the smallest prediction error in most cases except for the heat equation with R = 16
and 16 fidelity-2 training samples. This exception may be caused by using too many
latent processes (high R) in the deep structure, which makes model training difficult
with limited data. As we have more fidelity-2 samples, this fault disappears. We should
emphasize that with only 16 fidelity-2 samples, deep coregionalization can outperform
most other methods with 6 times more, i.e., 256, fidelity-2 samples.
To demonstrate the detailed error, we show the MAE fields using 256 fidelity-1
samples and 64 fidelity-2 samples with model low-rank R = 8 in Fig. 2. Six actual
predictions compared with the ground truth fields for all methods are also included in
Appendix ??. Note that methods solely relying on fidelity-1 data often produce signif-
icant errors. The performances of the Fidelity-2-based methods are overall better than
fidelity-1-based methods, but there are exceptions, such as HOGP-F2 and ISOMAP-
GP-F2 for Poisson’s equation. In contrast, deep coregionalization shows consistent
minimal MAE fields among all competing methods.
Predicting the fidelity-2 can be easy considering how simple the fidelity-2 simu-
lations are. Thus, we extend the experiment to include three fidelities and to predict
the 128 fidelity-3 fields. Since it is difficult to show all the combinations of different
training number settings for three fidelities, we introduced the fidelity ratio, defined
by the ratio of training points at different fidelities. We can change the fidelity ratio
freely here to explore the influence of the training setting to the model performance. In
practice, this fidelity ratio should be adjusted to reflect the ratio of simulation costs to
maximize the efficiency. The RMSEs of fidelity ratios of 4 : 2 : 1 and 16 : 4 : 1 are
shown in Figs. 3 and 4, respectively. The x-axis denotes the number of training sam-
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Figure 1: RMSE for Poisson’s equation (top row), the heat equation (middle row) and Burger’s equation
(bottom row) using training data from 2 fidelities. The number of fidelity-2 samples varies from 8 to 256;
the number of fidelity-1 samples is fixed to 256; the low-rank R varies from {4, 8, 16}.
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Figure 2: MAE field for Poisson’s equation (top row), the heat equation (middle row) and Burger’s equation
(bottom row) using 256 fidelity-1 samples and 64 fidelity-2 samples with row-rank R = 8
ples at fidelity-1 (and consequently samples at fidelity-2 and fidelity-3). Overall, the
fidelity-1 and fidelity-2 based methods show limited improvements given more training
data since the low fidelity data do not contain high-fidelity information for the models
to learn. The fidelity ratio has a huge impact on the fidelity-3-based methods because
these method rely merely on the fidelity-3 samples; with only a few fidelity-3 samples,
they naturally perform badly. In contrast, the fidelity ratio has a lower influence on
the performance of deep coregionalization; as the training samples increase, the perfor-
mance converge to a similar level, which is also better than other methods with even
256 fidelity-3 samples. Except for being stable, deep coregionalization outperforms
other methods with a large margin at the same setting in most cases, especially with
the fidelity ratio of 4 : 2 : 1.
Similar to the previous experiments, the MAE fields of models using 64, 16, and 4
training samples (for fidelity-1, -2, and -3) with low-rank R = 8 are shown in Fig. 5;
six actual predictions along with the corresponding ground truth fields are included in
Appendix ??. At this setting, the fidelity-3 based methods are no better than the fidelity-
2 based method due to the lack of training samples. Despite lacking the high-fidelity
information, the fidelity-1 based methods can sometimes outperform their counterparts
based on higher fidelity data, such as PCA-GP-F1 and KPCA-GP-F1 for Poisson’s
equation. Overall, the performance of each model varies from problem to problem
except for deep coregionalization, which consistently shows the best performance for
all cases here.
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Figure 3: RMSE for Poisson’s equation (top row), the heat equation (middle row) and Burger’s equation
(bottom row) with data of 3 fidelity, low-rank R = {4, 8, 16}, and fidelity ratio of 4 : 2 : 1.
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Figure 4: RMSE for Poisson’s equation (top row), the heat equation (middle row) and Burger’s equation
(bottom row) with data of 3 fidelity, low-rank R = {4, 8, 16}, and fidelity ratio of 16 : 4 : 1.
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Figure 5: MAE field for Poisson’s equation (top row), the heat equation (middle row) and Burger’s equation
(bottom row) using 64 fidelity-1 samples, 16 fidelity-2 samples, and 4 fidelity-3 samples with row-rank
R = 8.
4.2. Applications to Real Simulation Problems
Next, we applied deep coregionalization in a more difficult and large-scale physical
simulation problem of fluid dynamics. Specifically, we emulated the spatial-temporal
pressure field generated in a square 2-d cavity [0, 1]× [0, 1] filled with liquid water that
is driven by the top boundary representing a sliding lid. The problem is governed by
the incompressible dimensionless Navier-Stokes equations [57]:
∂u
∂t
(u · ∇)u−Re−1∇2u+∇p = 0, ∇ · u = 0, (23)
where u = (u1, u2)
T is the liquid velocity, p is the liquid pressure and Re is the
Reynolds number. The Navier-Stokes (NS) equation is known computationally chal-
lenging and has been a frequent benchmark problem for surrogate models [35, 7].
Simulation setting. The Reynold’s number and lid velocity were used as input param-
eters: x = (Re, ulid)
T ∈ [10, 1000] × [0, 1]. All other parameters were kept at the
default values. We used the Sobol sequence to generate 256 design inputs for training
and uniform sampling to generate 64 inputs for testing. For each input xi, we computed
five fidelity pressure fields based on five spatial solver grids, which are 8× 8, 16× 16,
32 × 32,64 × 64, and 128 × 128. We used finite difference on a staggered grid with
implicit diffusion, a Chorin projection for the pressure [58], and 5000 fixed time steps
to solve the PDEs. Each pressure field was recorded using a 100× 100 × 100 regular
spatial-temporal grid, leading to a 1 million dimension vector. According to our ex-
periments, the average computational costs for generating a result of different fidelity
were 0.3519s, 0.5615s, 1.4449s, 5.7714s and 32.2289s for the fidelity-1 to fidelity-5
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results respectively. As mentioned previously, in real applications, the low-rank R is
normally determined by the preserved variance of the data. To reflect this choice, R,
form here on, denotes the ratio of preserved variance, which implicitly decides the num-
ber of bases being used. HOGP requires significantly greater computational cost for
very high dimensional-output and thus was not included in the following experiments.
We first conducted the similar two- and three-fidelity experiments as before to ex-
amine the model capacities. The two-fidelity test was done with fixed 256 fidelity-1
samples; the resulting RMSEs are shown in Fig. 6. Results of the three-fidelity test
with a fidelity ratio of 16 : 4 : 1 are shown in Fig. 7. It is obvious that deep coregional-
ization outperforms others methods in most cases except for the second case in Fig. 7
with 256 fidelity-1 samples.
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Figure 6: RMSE for lid-driven cavity using training data from two fidelities. The number of fidelity-2
samples varies from {64, 128, 256}, whereas the number of fidelity-1 samples is fixed at 256. The low-rank
R varies from {0.8, 0.9, 0.99}
.
Finally, we included samples from five fidelities to demonstrate our model perfor-
mance when dealing with a more realistic application. Low-fidelity-data-based meth-
ods, i.e., the competing methods using fidelity-1 to fidelity-4 data, are not demon-
strated since they all show high errors even with 256 training samples. All methods
use a low-rank variance ratio of R = 0.99. For deep coregionalization, we used two
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Figure 7: RMSE for lid-driven cavity using three fidelity data. Fidelity ratio is 16 : 4 : 1, and the low-rank
R varies from {0.8, 0.9, 0.99}.
strategies to supply the training samples at each fidelity. DC(1) uses a fidelity ratio of
16 : 8 : 4 : 2 : 1 whereas DC(2) 256 : 64 : 16 : 4 : 1. We increased the training sam-
ples at fidelity-5 (and consequently the number of training samples at other fidelities).
The maximum number of training point for each fidelity was restricted to 256 due to
the size of our dataset.
Fig. 8 demonstrates the RMSE as a function of simulation cost (in hours), which is
the computational cost to generate the training data. It is clear that deep coregionaliza-
tion can achieve better performance with much less computational cost compared with
other methods. At the simulation cost of about 0.5 hours, deep coregionalization can
achieve performance that other methods cannot beat even with about five times more
simulation cost. Note that fidelity ratio has only small influence at low simulation cost
in terms of model accuracy. PCA-GP is overall a stable method, but it requires many
expensive high fidelity data to slowly improve. ISOMAP-GP and KPCA-GP do not
perform well even compared with PCA-GP. According to Xing et al. [6, 7], these two
methods have a slow improvement after the low-rank exceeds a certain value, which
is clearly the case here as we are preserving 99% of output variance. Another inter-
esting discovery is that deep coregionalization does not just converge quicker but also
converges to a much lower error bound. According to Perdikaris et al. [35], due to the
Markov properties, the high-fidelity predictions can benefit from the low-fidelity pre-
dictions only with the same input. When using 256 samples for all fidelities, we should
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see no improvement compared to directly using an LMC on 256 fidelity-5 samples,
i.e., the PCA-GP-F5. We believe this is due to the residual additive structure, which
not only learns correlations between fidelities but also improves model capacity via the
deep structure. The MAE as a function of time at the cost of around 0.7 hour is shown
in Fig. 9. KPCA-GP-F5 and ISOMAP-GP-F5’s error accumulates as time increased
and propagates from the top (the driven lid) to the bottom. PCA-GP-F5 shows much
better performance in reducing the error; the error is significant at the beginning first
second as due to the drastic changing of the pressure field. In contrast, deep coregion-
alization show more than an order of magnitude lower error compared to PCA-GP-F5
before t = 4s, after which the error increases possibly due to the lack of high-fidelity
samples to capture the evolving dynamics.
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Figure 8: RMSE as a function of computational cost of generating training data.
5. Discussion and Conclusion
We have presented a novel framework for efficient emulations of spatial-temporal
fields of an expensive simulator by utilizing its multi-fidelity setting. Our model can
be seen as a fundamental generalization of the classic autoregressive model for high-
dimensional problems based on the general assumption of LMC. To focus on the model
framework itself, our implementation is based on a simple yet successful two-stage
method [5]. Nevertheless, deep coregionalization is also a natural extension of LMC
for multi-fidelity data; thus, it is readily implemented with the state-of-the-art meth-
ods based on LMC. For instance, joint learning of the bases can be implemented as
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Figure 9: MAE as a function time (left) and the MAE fields (right) at t = 4 using a simulation cost of
approximately 0.7 hour and low-rank R = 0.99.
suggested in Goovaerts et al. [40], Bonilla et al. [27], and Alvarez et al. [41] to po-
tentially improve the model performance. Tensor decomposition can be applied to the
high-dimensional outputs to improve the model scalability when conducting a joint
learning [20]. To improve model flexibility, the bases can be assumed functions of the
inputs x [29]. The process convolution [24, 25] can be implemented for non-stationary
output correlations. Manifold learning [6, 7] can be used to derive implicit bases to
capture the nonliner output correlations. Sparse GPs can be implemented for the latent
process to reduce computational cost when dealing with large datesets [47, 59].
The other contributions of this work include the proposed ResPCA algorithm, which
presents a new dimension reduction treatment for multi-fidelity data based on an addic-
tive structure across different fidelity. This method can be potentially used for efficient
base extractions for applications such as reduced order models [55, 60, 61] and sensi-
tivity analysis [62, 63] when multi-fidelity data is available.
The proposed method, deep coregionalization, consistently shows superior perfor-
mance compared to the state-of-the-art GP based high-dimensional emulators. Con-
sidering the extremely high computational cost for high-fidelity simulations in real-life
applications, we believe the proposed method should serve as a baseline for emulations
of spatial-temporal fields.
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