Let g be a Borcherds superalgebra and let ω be a finite order automorphism of g satisfying certain conditions. We prove that the fixed point subalgebra g ω is equal to a Borcherds superalgebra. We also compute the trace of ω on g from the twisted denominator identity of g, and derive closed form formula for root multiplicities of g ω .
Introduction
Borcherds superalgebras (or generalized Kac-Moody superalgebras) are the generalization of Kac-Moody superalgebras by adding imaginary simple roots to Kac-Moody superalgebras [1, 2] . They share many important properties of Kac-Moody superalgebras (for example, the Weyl-Kac-Borcherds character formula for integrable highest weight modules [2, 20, 23] ).
In [2] , Borcherds showed that a graded Lie algebra with an almost positive definite contravariant bilinear form is a Borcherds algebra (or generalized Kac-Moody algebra). With this characterization, he constructed many interesting examples: the fixed point subalgebra of a Kac-Moody algebra under a diagram automorphism and Lie algebras associated to certain Lorentzian lattices, which are constructed by using vertex algebras.
Let g be a Borcherds superalgebra. Let ξ be an automorphism of g which is induced from a family of invertible linear maps on negative simple root spaces whose dimensions are greater than or equal to 1 in our setting. Let σ be a diagram automorphism. Suppose that the automorphism ω = σ ξ has a finite order. We denote by g ω the fixed point subalgebra of g with respect to ω. This paper consists of two main results on g ω . We first show that g ω is equal to a Borcherds superalgebra G except Cartan subalgebra if σ acts trivially on each principal submatrix of type C (2) (2) and if ξ acts trivially on each principal submatrix of type A (4) (0, 2m) (m 1) (cf. [24] ). More precisely, we prove that [g ω , g ω ] is isomorphic to [G, G]/a, the quotient of [G, G] by an ideal a consisting of central elements (Theorem 4.5). Unlike Borcherds algebras, a standard invariant form of g does not always yield a positive definite contravariant form, and hence we cannot use the Borcherds' characterization directly in our problem. But, in [3] , Borcherds gave another characterization, which says roughly that any Lie algebra with a nondegenerate invariant bilinear form and a root system similar to that of a Borcherds algebra is a Borcherds algebra under certain conditions. With this characterization, he removed the difficulty of checking the positive definite condition of the contravariant bilinear forms in the first characterization and made it easier to construct many examples of Borcherds algebras (see [21, 22] for other examples of this kind). We follow this approach to show that g ω is a Borcherds superalgebra. In other words, we construct a Borcherds superalgebra by folding the Dynkin diagram of g and embed it into g ω . Then we find all the additional simple root vectors of g ω using the standard invariant form induced from g, and check that they satisfy the defining relations by using the properties of the root system of g ω .
Next, we derive the closed form formula for the root multiplicities of g ω (Theorem 7.4) which are the analogue of Kang's root multiplicity formula for g [14, 15] . In general, the Borcherds-Cartan data of g ω are not known. But g ω has a root space decomposition with respect to its Cartan subalgebra h σ and we compute the multiplicities of these root spaces without knowing the explicit Borcherds-Cartan data of g ω . One way to obtain the root multiplicities of g ω is to compute the trace of ω k (k 1) on each symmetric root space of g and then take their averages. In order to compute the trace of ω, we prove a more general fact that there exists a similar character formula for the twisted characters of integrable highest weight modules with symmetric highest weights (cf. [6, 7, 16] ). In the same way as we derive the usual denominator identity of g, we can derive the twisted denominator identity of g for ω and obtain the closed form trace formula for ω on g.
Borcherds superalgebra
In this section, we give a brief review of general properties of Borcherds superalgebras. We assume that the base field is C throughout this paper. Let L = L0 ⊕ L1 be a Z 2 -graded vector space. We say that L is a Lie superalgebra if it has a bilinear operation for all x ∈ L a , y ∈ L b , z ∈ L, and a, b ∈ Z 2 . For each homogeneous element x ∈ L, we define deg(x) = a if x ∈ L a and call it the degree of x. Let I be an index set which is countable. We usually take I to be N if I is infinite and {1, . . ., n} if I is a finite set having n elements. A real square matrix A indexed by I is called a Borcherds-Cartan matrix if it satisfies (i) a ii = 2 or a ii 0, (ii) a ij 0 for i = j , and a ij ∈ Z if a ii = 2, (iii) a ij = 0 if a ji = 0.
Set I re = {i ∈ I | a ii = 2} and I im = {i ∈ I | a ii 0}. The index i ∈ I is called real if i ∈ I re and imaginary if i ∈ I im . A sequence m = (m i | i ∈ I ) of nonzero integers is called a charge of A if |m i | = 1 for each real index i. Set I even = {i ∈ I | m i > 0} and I odd = {i ∈ I | m i < 0}.
We say that A is colored by m if a ij ∈ 2Z 0 for each i ∈ I re ∩ I odd . We call (A, m) Borcherds-Cartan data if A is a Borcherds-Cartan matrix, m is a charge of A, and A is colored by m. We also assume that A is symmetrizable throughout this paper, that is, there exists a diagonal matrix D = diag(s i | i ∈ I ) with s i > 0 such that DA is symmetric. Definition 2.1. A Borcherds superalgebra g(A, m) = g associated with Borcherds-Cartan data (A, m) is the Lie superalgebra generated by the elements h i , d i (i ∈ I ), e ik , f ik (i ∈ I, k = 1, 2, . . . , |m i |) with the defining relations: 
For convenience, we write e i1 = e i and f i1 = f i for each real index i.
The abelian subalgebra h spanned by h i and d i (i ∈ I ) is called the Cartan subalgebra of g. For each i ∈ I , a simple root α i of g is a linear functional on h defined by
Let Π = {α i | i ∈ I } ⊂ h * be the set of simple roots. Let Q = i∈I Zα i , which is called the root lattice. Set Q + = i∈I Z 0 α i and Q − = −Q + . We give a partial ordering on h * by λ µ if and only if λ − µ ∈ Q + . For α = i∈I k i α i ∈ Q ± , we define the height of α to be the sum of its coefficients, and denote it by ht(α) = i∈I k i . We define the support of α to be supp(α) = {i ∈ I | k i = 0}. We say that supp(α) is connected if the corresponding subdiagram of supp(α) in A is connected.
For each α ∈ Q × , we define
Then we have g = α∈Q g α . We call α a root of g if g α = 0 and call g α a root space. We denote by Φ the set of all roots of g. Set Φ ± = Φ ∩ Q ± . We call Φ + and Φ − the set of positive and negative roots, respectively. Since every root is in either Q + or Q − (see [11] ),
The subalgebra g of g generated by e ik and f ik (i
The defining relations in the above definition is maximal in the sense that there is no nontrivial ideal of g which has a trivial intersection with h [8] .
Since A is symmetrizable, there exists a symmetric bilinear form on h * defined by
where B is a basis of h * extending Π , and B = B \ Π . A root α is called real if (α|α) > 0 and imaginary if (α|α) 0. The set of real roots and imaginary roots are denoted by Φ re and Φ im , respectively. We set
We define a homomorphism of abelian groups p : Q → Z 2 , which is called the parity map, by p(α i ) =0 if i ∈ I even , and1 if i ∈ I odd and we call α even if p(α) =0 and odd if p(α) =1.
We denote the set of even roots and odd roots by Φ0 and Φ1, respectively. Note that g is a Lie superalgebra and g = g0 ⊕ g1 where g0 = h ⊕ ( α∈Φ0 g α ) and g1 = α∈Φ1 g α .
We can define a nondegenerate symmetric bilinear form on h by
for all h ∈ h and i, j ∈ I . The symmetric bilinear form ( | ) on h defined above can be extended to a nondegenerate, supersymmetric and invariant bilinear form on g, which we call a standard invariant form.
Proposition 2.2 [8, 11] . Let g = g(A, m) be a Borcherds superalgebra. Then there exists a unique nondegenerate bilinear form ( | ) on g satisfying the following conditions:
The Weyl group W is the subgroup of GL(h * ) generated by the simple reflections w i 's for i ∈ I re , which is given by w i (λ) = λ − λ(h i )α i , for λ ∈ h * . We denote the length of w ∈ W by l(w). W preserves the symmetric bilinear form on h * defined in (2.11).
For each i ∈ I re , define e i , f i , and h i by
Since ad e i and ad f i are locally nilpotent on g, we can define w ad i = exp(ad e i ) exp(− ad f i ) exp(ad e i ) ∈ End(g). Then we have w ad i ∈ Aut(g) and w ad i g α = g w i α for α ∈ Φ (see [11] ). Set K = K \ K where 
If V µ = 0, then µ is called a weight of V and V µ is called the µ-weight space. We denote by P (V ) the set of all weights of V .
An h-diagonalizable g-module V is called a highest weight module with highest weight λ ∈ h * if there is a nonzero vector v λ ∈ V such that
The vector v λ is called a highest weight vector. 
14)
The elements of P + are called the dominant integral weights. For Λ ∈ P + , let
Then the character of the irreducible highest weight module V (Λ) with highest weight Λ ∈ P + is determined by the Weyl-Kac-Borcherds character formula:
Theorem 2.5 [16, 20, 23] .
For each α ∈ Q, we define the superdimension of g α by
Also if τ is an automorphism of g α , then we define the supertrace of g α for τ by
If we put Λ = 0 in (2.17) and E α = (−1) p(α) e α , then we obtain the denominator identity of g: Also we define the Witt partition function for α to be Naturally σ induces automorphisms of g and U(g), respectively (we still write these automorphisms as σ ) which permute the generators of g as follows:
Also, σ induces an automorphism σ * of h * :
For example, we have σ
If σ is of finite order N , then σ * also has order N , and we have an eigenspace decomposition h * = Proof. For i ∈ I , set ξ i = (ξ t i ) −1 . Letg be the free Lie superalgebra generated by e ik , f ik , h i , and d i for i ∈ I and k = 1, . . . , |m i |. We define ξ ∈ End(g) by
for i ∈ I and k = 1, . . . , |m i |. Then we can check that ξ preserves all the defining relations of g = g(A, m). For example, let
Other relations in Definition 2.1 can be checked easily.
Then ω is an automorphism of g such that ω| h = σ and ω(g α ) = g σ * (α) for all α ∈ Φ.
Remark 3.2. For a Kac-Moody algebra g, Aut C (g) is explicitly given in [13] . Furthermore, if ω is a semisimple automorphism of the first kind, then ω is conjugate to σ ξ where σ is a diagram automorphism and ξ is an automorphism defined as in Lemma 3.1 (see [13] ).
In Sections 3 and 4, we impose some conditions on ω = σ ξ as follows:
(1) ω has a finite order M.
(2) σ acts trivially on each principal submatrix of type C (2) (2) in A. (1) implies that σ is also of finite order, say N . Note that the order of σ divides the order of ω, and that our assumption is not necessarily equivalent to saying that ξ is of finite order. Let τ be an arbitrary automorphism of g. For a subalgebra s of g which is invariant under τ , let s τ be the subalgebra consisting of elements in s fixed by τ , which we call the fixed point subalgebra of s with respect to τ . For example, we have g ω , (g ± ) ω = g ω ± , and
In order to describe the root system of g ω with respect to h σ , we will first introduce a Borcherds superalgebra corresponding to the diagram automorphism σ .
Since I can be divided into a disjoint union of σ -orbits, we can write I = [i] where
. We also denote byī the smallest element of the σ -orbit of i and byĪ the set of such representatives. First, we define a real square matrix A = (â¯ij ) indexed byĪ whereâ¯ij
and 
Proof. (a)
It is straightforward to show that A is a Borcherds-Cartan matrix. But, we should observe thatâ¯i¯i = 2 if ε i 2 for i ∈ I re andâ¯i¯i 0 otherwise, becauseâ¯i¯i = ε i (a ii + 1 − ε i ). Hence, we haveĪ re = {ī | i ∈ I re , ε i 2} andĪ im =Ī \Ī re . Since we assume that A is symmetrizable, there is a diagonal matrix D = diag(s i | i ∈ I ) such that s i > 0 and DA is symmetric. We can check that s i = s i if i = σ k (i) for some k (see [6] and Chapter 2 in [11] ). If we define
Hence, D A is symmetric (or A is symmetrizable). The proof of (b) is obvious. ✷
Corollary 3.4. ω preserves the standard invariant form ( | ). That is, (ω(x)|ω(y)) = (x|y)
for x, y ∈ g.
Proof.
In the proof of the previous lemma, we have seen that
such that DA is symmetric. By using this fact and the definition of (
Hence, we obtain (ω(x)|ω(y)) = (x|y). This completes the proof. ✷ Note that |C| 2 since ε i = 3. If |C| = 2, then the principal submatrix of A corresponding to C is of type A (1) 1 or C (2) (2) . If |C| > 2, then the principal submatrix of A corresponding to C is of type A (1) N−1 where N = |C|.
Consider a Borcherds superalgebraĝ = g( A, m).
Note that the definition ofĝ depends on σ . We denote byê¯i k ,fj l ,ĥ¯i , andd¯i , the generators ofĝ (ī,j ∈Ī and k = 1, . . ., |m¯i|, l = 1, . . . , |mj | ). Let Q = ī ∈Ī Zα¯i be the root lattice ofĝ whereα¯i is the positive simple root, and Φ be the set of roots ofĝ. Letĥ = ī ∈Ī (Cĥ¯i ⊕ Cd¯i) be the Cartan subalgebra ofĝ.
We define π : Q → Q by assigning α i toα¯i , which is a well-defined Z-module homomorphism. Then we have the following lemma which will be useful for our later arguments.
Lemma 3.6. For α, β ∈ Q + , let N α and N β be the number of elements in σ * -orbit of α and β, respectively. Then
Proof. Forī,j ∈Ī , we have
Combining the above equations, we obtain the desired result. ✷ Next, we define a linear isomorphism ϕ : h σ →ĥ by ϕ(H¯i) =ĥ¯i and ϕ(D¯i ) =d¯i where
Then, we get a dual analogue of the previous lemma.
Lemma 3.7. For H, H ∈ h σ , we have
Proof. By definition of ϕ, it is easy to check that forī,j ∈Ī , (H¯i|Hj ) = (ĥ¯i|ĥj ) and (3.11) where N α is the number of elements in σ * -orbit of α. Note that g (α) = g (σ * (α)) and ω acts as an automorphism of g (α) which is diagonalizable. Therefore, g (α) has an eigenspace decomposition
where g
Then, we have g
and g ω becomes a Q-graded Lie superalgebra. The following lemma implies that Q-grading of g ω gives a root space decomposition with respect to h σ . 
Proof. It suffices to prove the nondegeneracy of (
be the Weyl group of g and let W = w¯i |ī ∈Ī re be the Weyl group ofĝ. We define a subgroup W of W generated by w¯i forī ∈Ī re , where
(for the well-definedness of w¯i , see [6] ).
Proposition 3.10 [6, 7] .
The action of W on the root lattice of g can be used to describe the W -action on the root lattice of g ω . (3.15) and if ε i = 2, then 
Proposition 3.12. Ifα ∈ Φ ω , thenα = nβ for some n ∈ N andβ ∈ Φ. That is, we have
Proof. Letα ∈ Φ ω + . Thenα = π(α) for some α ∈ Φ + . It is easy to check that supp(α) is connected since supp(α) is connected. Also by Lemma 3.11, supp( wα) is connected and wα ∈ Q ± for all w ∈ W . Letβ be an element in { wα | w ∈ W } ∩ Q + such that ht(β) is minimal. If supp(β) contains at least two vertices, thenβ(ĥ¯i ) 0 for allī ∈Ī re , which implies thatβ ∈ Φ im ∩ Φ + . If supp(β) contains a single vertex, thenβ = nα¯i for someī ∈Ī and n ∈ N. In either case, we haveβ ∈ n Φ + for some n ∈ N, and thereforê α ∈ n Φ + . ✷ Lemma 3.13.
(c) Letα,β ∈ n∈N n Φ be such that (α|α) > 0 and they are not proportional. Then there exists an integer
Proof. (a) We may assume thatβ ∈ Q + . Choose the largest m such thatβ ∈ m Φ and writê
Suppose thatβ 0 ∈ Φ re . Ifβ 0 = w(2α¯i) for some w ∈ W andī ∈Ī re , then it contradicts the maximality of m.
and thereforeβ ∈ md Φ, which also contradicts the maximality of m. Therefore, gcd(a¯i/m |ī ∈Ī ) = 1.
(b) We assume thatβ ∈ Q + . By (a), there exists an m such that dβ = mβ 0 witĥ
(c) Since (α|α) > 0, we can say thatα = mα 0 for some m andα 0 ∈ Φ re . By (a), we may assume that m is maximal. Let w ∈ W be such that w(α 0 ) =αj for somej ∈Ī re . By (a), we can write w(β) = m β 0 = m ī ∈Ī a¯iα¯i whereβ 0 ∈ Φ and gcd(a¯i |ī ∈Ī ) = 1. Note that there exists anī =j such that a¯i = 0 sinceα andβ are not proportional. By local nilpotency of the root system Φ ofĝ, there exists a k 1 such thatβ 0 + kmαj / ∈ Φ, and furthermore by choosing a suitable k, we may also assume that d β 0 + kmαj for all d 2 (for example, take k to be a sufficiently large multiple of gcd(a¯i |ī =j)). Thereforê β 0 + kmαj / ∈ n∈N n Φ, and by (b) w −1 (m β 0 + km mαj ) =β + α / ∈ n∈N n Φ where = km . ✷
The following property of the root system of g ω will be used in proving our main result of the next section. n and e δ is a root vector for δ ( 1) . By our hypothesis, δ is an even root and therefore by Proposition 2.4, we have [x, y] = 0. Finally, suppose that supp(α) consists of a single vertex. By Example 3.5 and our hypothesis on ω, we may assume that x, y belong to an affine Lie algebra of A (1) n type for some n 2. In this case, by direct calculation, we have [x, y] = 0. ✷
Characterization of g ω
In this section, we will prove that g ω is isomorphic to a Borcherds superalgebra. We start with the construction of a subalgebraĝ • of g. We define a map . Since (α¯i |αj ) = 0, we haveα¯i +αj / ∈ Φ ω by Proposition 3.14(b), and this implies that [E¯i m , Ej n ] = 0. Ifī =j , then we also have [E¯i m , E¯i n ] = 0 by Example 3.5. Therefore, (2.7) holds. Therefore, Θ 1 is a well-defined homomorphism. Since Θ 1 |ĥ • = ϕ −1 |ĥ • is one-to-one (ĥ • is the Cartan subalgebra ofĝ • ), Ker Θ 1 is a graded ideal inĝ • which intersectsĥ • trivially. Therefore, Ker Θ 1 is trivial and Θ 1 is one-to-one. This completes the proof. ✷ Remark 4.4. Note thatĪ • =Ī if ω = σ . When g is a Borcherds algebra (or generalized Kac-Moody algebra) and ω = σ , the above proposition was proved by Naito andĝ =ĝ • was called a folding subalgebra [22] . Now we are in a position to state and prove the main theorem of this section. Theorem 4.5 (cf. [2, 24] ). Let g be a Borcherds superalgebra, ω the finite order automorphism given in (3.6) and g ω the fixed point subalgebra of g. Then there exists a Borcherds superalgebra G containingĝ • such that
where a is an ideal of G lying in its center.
Proof. We will prove in a similar way as in [3] . For each n ∈ N, we set
and define g ω (n) to be the subalgebra of g ω generated by g ω k (|k| n). We will show by induction that (F) there exists a Borcherds superalgebra G n and a surjective homomorphism
satisfying (F1) Θ n preserves the triangular decomposition, (F2) Θ n preserves the standard invariant form, (F3) Ker Θ n ⊂ Z(G n ) ⊂ H n where H n is the Cartan subalgebra of G n .
Note that (F2) implies that the standard invariant form on g ω is nondegenerate when it is restricted to g ω (n) ∩ (g ω + ⊕ g ω − ). For n = 1, take G 1 =ĝ • (see Proposition 4.3). Then Θ 1 satisfies (F1)-(F3). Suppose that (F) holds for n − 1 for n 2. First, we denote by ( A(n − 1), m(n − 1)), the corresponding Borcherds-Cartan data of G n−1 , where the index set isĪ (n−1) and −1) ) be the generators of G n−1 and put E t = Θ n−1 (ê t ), F t = Θ n−1 (f t ), and H t = Θ n−1 (ĥ t ) (t ∈Ī (n−1) ). For convenience, we omit the second subscript for charges in positive and negative generators but it does not affect our arguments in this proof.
Set V n = g ω n ⊕ g ω −n and W n = g ω (n − 1) ∩ V n . By Proposition 3.9, ( | )| V n is nondegenerate and by our induction hypothesis, ( | )| W n is also nondegenerate. Let W ⊥ n be the orthogonal complement of W n in V n . Then, we have
is nondegenerate (see [17, Chapter 15] ). Choose dual bases {E t | t ∈Ī n } and {F t | t ∈Ī n } of W ⊥ n ∩ g + and W ⊥ n ∩ g − , respectively, for some index setĪ n , so that (E t |F t ) > 0 and (E t |F s ) = 0 for s = t. For such E t and F t , we can write
where e α ∈ g α and f α ∈ g −α for some α ∈ Q + with ht(α) = n. Note that E t ∈ g ω α and F t ∈ g ω −α whereα = π(α). Since ω preserves ( | ), (E t |F t ) = N α (e α |f α ) and we have
where ψ is defined in Proposition 2. 
Lemma 4.6. A(n) is a symmetrizable Borcherds-Cartan matrix.

Proof. Note that for each s, t ∈Ī (n) , a st (E t |F t ) = [H s , E t ] F t = (H s |H t ) =â ts (E s |F s ).
(4.9)
(β) ⊂ g ω π(β) for some α, β ∈ Q + , then by Lemma 3.6, we have 
. By (4.10), we havê
. By our hypothesis on ω and Proposition 3.14(b), we have [8, 11] ), we can say that Θ n preserves standard invariant form. Therefore, Θ n satisfies (F1) and (F2).
Suppose that Ker Θ n ∩(G + n ⊕G − n ) = 0 and x ∈ Ker Θ n ∩(G + n ⊕G − n )\{0}. Since Ker Θ n is a graded ideal, we may assume that x is a root vector in G + n . By Proposition 2.2, there exists y ∈ G − n such that (x|y) > 0. Then (Θ n (x)|Θ n (y)) = (x|y) = 0 and this implies that Θ n (x) = 0. This is a contradiction. Therefore, Ker n . This implies that Ker Θ n ⊂ Z(G n ), which proves (F3). Our induction completes.
Let G = lim −→ G n be the direct limit of the direct system {G n | n 1}. Then G is also a Borcherds superalgebra and
is the subalgebra generated by g ω ± , and we have a surjective homomorphism
where a = Ker Θ ⊂ Z(G ). ✷ g(A, m) . Let ω be a finite order automorphism of L induced from an element in GL(V0) × GL(V1). Then the fixed point subalgebra L ω is also free since there is no relation on the generators of L ω as we have seen in the proof of the previous theorem. Furthermore, it is also known that the rank of L ω is infinite if dim V > 2 (see [5, 19] ).
Finally, let us close this section with some remarks on the case ω = σ . In this case, 
Orbit Lie superalgebras
Now, we will construct a Borcherds superalgebrag = g(σ ) associated with the diagram automorphism σ of g(A, m). Let σ be a diagram automorphism of the Borcherds-Cartan data (A, m).
LetǍ =Ǎ(σ ) = (ǎ¯i ,j )¯i ,j ∈Ī be the square matrix indexed byĪ whose entries are defined byǎ¯ij
, the condition onȊ is equivalent toǎ¯i¯i = a ii for allī ∈Ī .
One can easily verify thatǍ is a symmetrizable Borcherds-Cartan matrix. For instance, letš¯i = N i ε i s i (ī ∈Ī ) and letĎ = diag(š¯i |ī ∈Ī ). ThenĎǍ is symmetric. We define a chargem = (m¯i |ī ∈Ī ) bym¯i = m i . By using the similar arguments in Lemma 3.3, we can check that (Ǎ,m) are also Borcherds-Cartan data.
Consider the Borcherds superalgebraǧ = g(Ǎ,m) associated with the BorcherdsCartan data (Ǎ,m). We denote byě¯i k ,f¯i k ,ȟ¯i ,ď¯i (ī ∈Ī , 1 k |m i |), the generators ofǧ, and byȟ = ( ī ∈Ī Cȟ¯i ) ⊕ ( ī ∈Ī Cď¯i), the Cartan subalgebra ofǧ.
Definition 5.1. The orbit Lie superalgebrag = g(σ ) is the subalgebra ofǧ generated by
Remark 5.2. The notion of orbit Lie algebras were introduced by Fuchs, Schellekens, and Schweigert in [6] in solving the problem of fixed point resolution in conformal field theory. They used orbit Lie algebras to compute twisted characters of integrable highest weight modules over symmetrizable Kac-Moody algebras for diagram automorphisms. Their results were generalized to the case of Borcherds algebras in [7] and to the case of Borcherds superalgebras in [16] .
We denote byΠ = {α¯i |ī ∈Ȋ }, the set of simple roots ofg and denote byΦ, the set of roots ofg. Note thatȊ re =Ȋ ∩ I re ,Ȋ im =Ȋ ∩ I im ,Ȋ even =Ȋ ∩ I even , andȊ odd =Ȋ ∩ I odd .
As in the case of g, there is a symmetric bilinear form onȟ * satisfying (λ|α¯i ) = λ(š¯iȟ¯i ) for λ ∈ȟ * ,ī ∈Ī (see (2.12)). Define a C-linear isomorphism φ : (h * ) (0) →ȟ * by
Then we obtain the following lemma similar to Lemma 3.6.
Equivalently, forλ,μ ∈ȟ * , we have
LetW be the Weyl group ofg and letw¯i be a simple reflection (ī ∈Ȋ re ). Note that I re =Ȋ re . Then we have the following proposotion. 
for allī,j ∈Ī re . This implies that two Coxeter groups W andW are isomorphic. By Proposition 3.10(a), we get the desired result. ✷ From the above identification of W withW , we define the sign functionε :
where ε denotes the sign function ofW . Note that, even though W is a subgroup of W , we use the sign function ofW , not the sign function of W .
Let ξ be the automorphism of g induced from {ξ i ∈ GL(g −α i ) | i ∈ I } (see Lemma 3.1). For each i ∈ I , the mapξ
is a C-linear automorphism of g −α i . If σ ξ is of finite order, thenξ i is also a finite order automorphism and it is easy to check that for k 1,
Note thatξ¯i is not uniquely determined. For example, if λ i1 , . . . , λ i|m i | are eigenvalues ofξ i , we may takeξ¯i = diag(λ i1 , . . . , λ i|m i | ). By Lemma 3.1, there exists a unique automorphismξ ofg such thatξ
Twisted characters
From now on, we fix an automorphism ω = σ ξ where σ is a diagram automorphism and ξ is induced from {ξ i ∈ GL(g −α i ) | i ∈ I }. We assume that the order of ω is M and the order of σ is N .
For Λ ∈ P + , let M(Λ) be the Verma module, and V (Λ) the irreducible highest weight module with highest weight Λ. Denote by Z(Λ) either M(Λ) or V (Λ). Then we can check that ω induces a C-linear isomorphism
, then ω induces C-linear automorphisms on Z(Λ) and we can consider the twisted characters for ω:
where the sums are taken over the weights λ with σ * (λ) = λ. For a symmetric weight λ such that λ Λ, we have Λ − λ = ī ∈Ī k¯i(α i ) for some k¯i 0. Let ξ be an automorphism of g induced from {ξ i | i ∈ I } such that ξ i = id for i ∈ I re and ξ i = ξ i for i ∈ I im . Then we have
Therefore, it suffices to compute traces for σ ξ , and we assume from now on that
. Thus Φ ± is a disjoint union of σ * -orbits of the elements in Φ ± . Let S ± denote the set of representatives of σ * -orbits in Φ ± and set
Then, by the PBW Theorem, we have
where Sym(g
Sym (g (α) ), and Λ(g
Λ(g (β) ) as C-vector spaces. Hence the twisted character of the Verma module M(0) for ω is given by
Then we have the following proposition. Proof. It suffices to prove our assertion for w¯i ∈ W (ī ∈Ȋ re ). Since we assume that ξ i = id for i ∈ I re , we haveȊ re =Ī re ∩Ī • =Ī re . We first consider the case when ε i = Suppose α = α i and i ∈ I even . Since
we have 9) and w¯i(e ρ (1
and
Next, we consider the case when ε i = 2. In this case, we have a 
and w¯i(e ρ (1
, which completes the proof of our assertion. ✷ Proposition 6.2. For Λ ∈ P + and w ∈ W , we have
Proof. The proof is similar to the one given in [16] . ✷ Let φ : (h * ) (0) →ȟ * be the C-linear isomorphism given by (5.3), and extend it to a C-linear map φ : (0) . Now, we can show that the twisted character ch ω V (Λ) satisfies a certain character formula, which is a main result of this section. Theorem 6.3 (cf. [6, 7, 16] ).
13) whereV (φ(Λ)) is the irreducible highest weightg-module with highest weight φ(Λ)
and ξ is the automorphism ofg induced from ξ given in (5.8).
Proof. To prove the theorem, we need several lemmas. The main idea is to follow the original proof of Weyl-Kac-Borcherds character formula (Theorem 2.5), modifying it to the twisted case.
By following the arguments in [11, Sections 9.6, 9.7] , we obtain the following lemma.
Lemma 6.4. Under the above hypothesis, we have
(6.14)
Since ch ω M(λ) = e λ ch ω M(0), by (6.14), we have
We may assume that the sum in the right-hand side of (6.15) is taken over the symmetric weights λ. Let Φ + (Λ) be the set defined in (2.15) and let (0) . Then it is easy to check that Φ + (Λ) σ is the set of elements 
is a free Lie superalgebra generated by g −α i and
where the last equation comes from the twisted denominator identity of ∞ n=1 g −nα i forξ i (see [16] ). Note that 1 − tr(ξ i |g −α i )e −(α¯i ) is the only factor of R ω , which contains the term e −(nα i ) (n 1).
Case 2. n¯i = 0 and (α i |α
Then, the only factor of R ω , which contains the term e −(nα i ) (n 1) is as follows: 16) where the second equation comes from simple combinatorial identities on symmetric functions (see [18] ).
Hence we obtain
Note that by definition ofξ we have
In particular, we have ε(φ(β), id) = ε(φ(β)) (see (2.16)). When Λ = 0, we get 
Also, if we apply the arguments in the proof to the case of σ = id, we observe that the last equation is a twisted character ofV (φ(Λ)) forξ . Therefore, we have φ(ch ω V (Λ)) = chξV (φ(Λ)). This completes the proof. ✷ Corollary 6.6. For Λ ∈ P + , we have 
whereM(φ(Λ)) is the Verma module overg with highest weight φ(Λ).
Proof. By (6.20), we have
Also by following the same argument in the proof of the above theorem, we can say that
Therefore, we get
Now, let ξ be an automorphism not necessarily satisfying the condition (6.4). Let ξ be the automorphism of g induced by {ξ i | i ∈ I } such that ξ i = id for i ∈ I re and ξ i = ξ i for i ∈ I im . By (6.3), we have
Therefore, Theorem 6.3 and Corollary 6.7 hold without the condition (6.4) on ξ . Let ξ(d) be the automorphism of g such that
for all i ∈ I . Then it is easy to check that
As in the case ofg = g(σ ), we can define the following objects corresponding to σ d :
the set of representatives of σ d -orbits in I .
•
For each d 1, we define the extended root lattice of g(σ d ),
,
We define a map
0) = φ and π 1 = π where φ was defined in (5.3) and π was defined in Section 3. For convenience, we write ι = ι 1 , φ = φ 1 , and π = π 1 .
Then we have the following commutative diagram: 
is defined in (6.19). Then we define the twisted Witt partition function of α for ω d to be
Note that (7.5) where N α (d) is the number of elements in the (σ * ) d -orbit of α and
Then we have
where
Taking logarithm on both sides of the above equation, we get
Again by taking φ d on both sides of the above equation,
Comparing the coefficients of E −β in both sides, we obtain k>0 β=kτ 
Note that (7.9) implies the following two corollaries which were obtained in [16] . Then we obtain (7.10). ✷ Corollary 7.3 (cf. [4, 12] ). Let g = g(A, m) be a Borcherds superalgebra such that a ij < 0 for all i, j ∈ I . Then g ± are free Lie superalgebras graded by Q ± , respectively. Let ξ be an automorphism of g such that ξ | g −α i = ξ i ∈ GL(g −α i ) for i ∈ I . Then for each α = i∈I k i α i ∈ Q + , we have Combining with Theorem 7.1, we obtain the following root multiplicity formula for g where g [n] = ht(α)=n g α (n 1). Since (α1|α1) < 0, it follows that g σ ± is a free Lie superalgebra. Since (α1|α1) = 0, we can choose x ± k ∈ g σ ±(2k−1) up to scalar multiplication for each k 1 such that g σ ± = k∈N Cx ± k and 24) which implies that [g σ , g σ ] = g σ − ⊕ C(h 1 + h 2 ) ⊕ g σ + is an infinite-dimensional Heisenberg algebra.
Case 3 (a = 2, m 1 = m 2 = −1). g(A, m) is the affine Lie superalgebra of type C (2) (2) . And ε 1 = 3 andȊ = ∅.g = Ch1 ⊕ Cd1 and Q = Zα1 = Z. By considering the root system of C (2) ( 2) (see [10] For affine Lie superalgebras, our formula often yields the traces for diagram automorphisms more efficiently than direct calculations on root vectors. Example 7.7. Let g be the affine Lie algebra of type C (1) 2m (m 2) and let σ be the unique diagram automorphism of order 2. Thenĝ is the affine Lie algebra of type C (1) m andg is the affine Lie algebra of type A (2) 2m . Denote by δ,δ, andδ the corresponding imaginary roots. Following the notations in this section, we have ι(δ) = g nδ+β k ⊕ g nδ+σ * (β k ) , (7.26) which implies that dim g nδ = dim g [ (2) (0, 2n − 1) A (4) (0, 2n − 2) −1 −1 1 , 3 n n+ 1 2 n − 1 n − 1 0 C (2) (2n + 1) B (1) (0, n) n n C (2) (2n + 2) A (4) Since dimĝ nδ = m for all n 1, we deduce that g σ ĝ.
Example 7.8. Let g be an affine Lie superalgebra with a unique order-2 diagram automorphism σ as follows: A (2) (0, 3), A (2) (0, 2n − 1) (n 3), C (2) (2n + 1) (n 1), C (2) (2n + 2) (n 1). Letĝ be the corresponding folding subalgebra with the imaginary rootδ. As we have done in the previous examples, we obtain Table 1 .
Note that g σ ĝ only if g = C (2) (2n + 1). We observe that all additional imaginary simple root vectors have even degrees and they are mutually orthogonal, hence they form an infinite-dimensional Heisenberg algebra.
