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Introduction: When	 listening	 to	 a	 narrative,	 the	 verbal	 expressions	 translate	 into	
meanings	and	 flow	of	mental	 imagery.	However,	 the	 same	narrative	can	be	heard	
quite	differently	based	on	differences	in	listeners’	previous	experiences	and	knowl‐
edge. We capitalized on such differences to disclose brain regions that support trans‐
formation of narrative into individualized propositional meanings and associated 
mental imagery by analyzing brain activity associated with behaviorally assessed in‐
dividual meanings elicited by a narrative.




semantic	 analysis	 (LSA)	 enhanced	with	Wordnet	 knowledge	 to	measure	 semantic	
similarity	of	the	produced	words	between	subjects.	Finally,	we	predicted	the	ISC	with	
the semantic similarity using representational similarity analysis.
Results: We	found	that	semantic	similarity	in	these	word	listings	between	subjects,	
estimated	using	LSA	combined	with	WordNet	knowledge,	predicting	similarities	 in	







tion of individual meanings and flow of mental imagery.
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1  | INTRODUC TION




story. The intriguing question of how the human brain codes the 
semantics of language has been under investigation for decades 
(Binder,	 Desai,	 Graves,	 &	 Conant,	 2009).	 Brain	 areas	 sensitive	
to	word	meanings	have	been	observed	 in	 the	 temporal,	parietal,	
and	 frontal	 cortices	 (Binder	&	Desai,	 2011;	 Binder	 et	 al.,	 2009).	
It has been suggested that inferior parietal regions act as conver‐
gence	 zones	 for	 concept	 and	 event	 knowledge,	 receiving	 input	
from	sensory,	 action,	 and	emotion	 systems	 (Binder	et	 al.,	2009).	
Recently,	in	a	study	where	word‐meaning	categories	occurring	in	
a	narrative	were	mapped	onto	human	cerebral	cortex	using	func‐




mantic categories tile the cortical surface. The semantic represen‐
tations	were	not	confined	to	left	hemisphere,	but	were	observed	
predominantly	 bilaterally	 (Huth	 et	 al.,	 2016).	 However,	 informa‐







areas	 to	 receive	 real	 visual	 signal	 from	 the	eyes	 (Kosslyn,	Ganis,	
Thompson,	&	Hall,	2001;	Pearson	&	Kosslyn,	2015),	though	there	
are differences between individuals in the strength of visual imag‐
ery	(Bergmann,	Genç,	Kohler,	Singer,	&	Pearson,	2016).
What previous studies have not yet addressed is that stories 
can	be	experienced	quite	differently	(Jääskeläinen,	Pajula,	Tohka,	
Lee,	&	Kuo,	2016)	 based	on	differences	 in	previous	 experiences	
(Cabeza	 &	 Jacques,	 2007),	 for	 example,	 upon	 hearing	 the	 word	
“dog”	one	person	can	come	to	think	of	a	happy	Collie,	another	an	
angry	 Rottweiler.	 Given	 such	 interindividual	 differences,	we	 hy‐
pothesized that by analyzing brain activity based on behaviorally 
assessed	 individual	 semantics	 (Bar,	 2007)	 elicited	 by	 a	 narrative	
we can disclose brain regions supporting the elicitation of individ‐
ual semantics and mental imagery during story listening.	For	a	re‐
cent	similar	type	of	approach,	see	(Nguyen,	Vanderwal,	&	Hasson,	
2019).	 We	 presented	 an	 eight‐minute	 narrative	 describing	 daily	
events	in	a	woman's	life	to	16	healthy	females	during	3T‐fMRI,	and	
afterwards	asked	subjects	to	report,	by	listing	descriptive	words,	
what had come to their minds while listening to the narrative during 
fMRI.	We	then	utilized	latent	semantic	analysis	(LSA;	Landauer	&	
Dutnais,	 1997)	 combined	 with	WordNet	 (Liu,	Wang,	 Buckley,	 &	
Zhou,	 2011;	 Miller,	 1995)	 to	 quantify	 similarities/differences	 in	
these	word	listings	between	each	pair	of	subjects	and	tested,	and	
using	representational	similarity	analysis	(RSA;	Kriegeskorte,	Mur,	
&	Bandettini,	2008),	whether	 similarities/differences	 in	 the	 indi‐




brain areas such as the inferior parietal lobe and visual cortical 
areas identified in previous studies as core semantic processing 
areas	 (Binder	et	al.,	2009)	and	areas	activated	during	mental	 im‐
agery	(Pearson	&	Kosslyn,	2015).	Furthermore,	by	demonstrating	
how interindividual differences in semantic representations can 
be	measured	and	utilized	to	map	the	semantic	areas	in	the	brain,	
our	findings	also	provide	an	important	methodological	extension	
for studying the human semantic system.
2  | MATERIAL S AND METHODS
2.1 | Participants
Sixteen	 healthy,	 right‐handed	 (Edinburgh	 handedness	 inventory	
(Oldfield,	1971))	female	volunteers	(ages	20–42)	participated	in	the	






and	 it	was	conducted	 in	accordance	with	 the	Helsinki	Declaration	
for	Human	studies.
2.2 | Stimuli and experimental design
The	behavioral	and	fMRI	data	for	the	current	experiment	were	ob‐
tained	 in	 parallel	 with	 a	 broader‐scope	 fMRI	 experiment	 (N	=	29)	
investigating	brain	mechanisms	during	 listening	 (audio‐only),	 read‐
ing	 (time‐locked	text‐only),	and	 lipreading	 (silent	video)	a	narrative	
(Saalasti	et	al.,	2018),	as	well	as	an	unintelligible,	gibberish	version	of	








the	 original	 narrative,	 but	 no	 content	 (semantics).	 Results	 related	




narrative.	 In	 the	 broader‐scope	 experiment,	 presentation	 order	 of	
the	conditions	(gibberish	and	intact	lipread,	read,	and	listened)	was	
counterbalanced to avoid order effects. Because comprehension of 
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the	 lipread	 narrative	 was	 limited,	 the	word–list	 associations	 were	
obtained only from a subset of subjects who listened or read the 
narrative	first,	resulting	in	16	subjects	reported	in	the	current	study.	
Eleven	of	the	subjects	heard	the	narrative	as	naïve	 in	the	scanner,	
while five of them heard the narrative after the reading condition.
Presentation	 software	 (Neurobehavioral	 Systems	 Inc.,	 Albany,	
California,	USA)	was	used	for	presenting	the	stimuli.	The	audio	stim‐
uli	were	played	with	an	MRI‐compatible	in‐ear	earbuds	(Sensimetrics	
S14	 insert	 earphones).	 In	 addition,	 MRI‐safe	 protecting	 earmuffs	









During	 narrative	 presentation,	 the	 subjects’	 brain	 hemody‐
namic	 activity	 was	 recorded	 with	 fMRI	 (Siemens	 3‐Tesla	 Skyra,	
Erlangen,	Germany;	standard	20‐channel	 receiving	head/neck	coil;	
T2‐weighted	 EPI	sequence	 with	 1700	ms	 repetition	 time,	 24	ms	
echo	 time,	 flip	 angle	 70°,	 each	 volume	 33	×	4	mm	 slices,	 matrix	
size	202	×	202	mm,	 in	plane	resolution	3	×	3	mm)	at	 the	Advanced	








when	they	first	heard	 it	 in	the	scanner	and	to	 list,	within	20–30	s,	
words best describing what had come to their minds. There were 
no	limitations	as	to	the	type	of	words	(e.g.,	verbs,	substantives,	and	












context	 have	 similar	meanings).	We	 used	 European	 Parliamentary	
corpus	 database	 (Koehn,	 2005)	 to	 produce	 a	word	 co‐occurrence	
statistic	which	was	turned	into	a	300‐dimensional	(Bradford,	2008)	
semantic	 space	 through	 singular	 value	 decomposition	 (SVD).	 Each	
word list produced by the subjects was represented as a vector in 
this semantic space and the similarity between word lists was com‐
puted	as	the	cosine	similarity	of	the	vectors.	This	LSA‐derived	simi‐
larity	was	 increased	using	WordNet	 knowledge.	More	 specifically,	
the similarity between words was increased if any of the following 
relations held.
1.	 The	 words	 were	 synonyms	 (e.g.,	 car	 and	 automobile).
















where D(x,y) is the path distance between x and y. The parameter α 
was	set	to	0.25	following	previous	recommendations	(Han,	Kashyap,	
Finin,	 Mayfield,	 &	 Weese,	 2013).	 In	 case	 sim(x,y)	 exceeded	 one,	
the	excess	was	simply	cut	and	the	value	set	 to	one.	The	similarity	
measure between subjects was obtained by first calculating the 






ox.ac.uk/fsl)	 using	 the	 BRAMILA	 parallel	 preprocessing	 pipeline	
(https://version.aalto.fi/gitlab/BML/bramila).	 First,	 after	 correcting	
for	 slice‐timing	 during	 acquisition,	 the	 EPI	 volumes	were	 spatially	
realigned to the middle scan by rigid body transformations to cor‐
rect	 for	 head	movements	 using	 FSL	MCFLIRT.	 EPI	 and	 structural	
images were coregistered and normalized to each individual's ana‐
tomical	scan	(linear	transformation	with	9	degrees	of	freedom	with	






























similarity between two subjects in the listening condition was com‐
pared	 to	 a	 pairwise	 semantic	 similarity	 score	 based	 on	 the	 LSA	
boosted WordNet using Spearman correlation. Since the pairwise 
similarity	 values	 are	 not	 independent,	 a	 nonparametric	 approach	
was	used.	Surrogate	null	distribution	was	approximated	with	permu‐
tations	of	subject	labels	for	a	subset	of	101	voxels	spanning	across	
the range of the correlation values using kernel density estimation. 
For	each	of	the	101	voxels,	100,000	permutations	were	performed.	














robust differences across many subject pairs. Note that the values plotted here mark mean subject pairwise similarities/differences across 
the whole narrative
F I G U R E  2  Subjects’	pairwise	LSA‐Wordnet	similarity	values	
(ascending)
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F I G U R E  3   Intersubject	correlation	(ISC)	of	BOLD	signals	(FRD‐corrected	q	<	0.05)




F I G U R E  5   Brain areas where 
similarities in perceived semantics of 
the other half predicted ISC of brain 
activity from the other half. TOP: the first 




calculate the ISC and the second half to 
calculate the similarity of associations 
(LSA	combined	with	WordNet)





tically	 significant	 (FDR‐corrected	 q	<	0.05;	 across‐all‐voxels	 mean	
ISC	=	0.0021)	in	an	extensive	set	of	brain	areas:	bilateral	frontal	(su‐
perior,	middle,	and	 inferior	 frontal	gyri),	 temporoparietal	 (superior,	
middle,	 and	 inferior	 temporal	 gyri)	 brain	 areas,	 extending	 also	 to	
midline	regions	such	as	precuneus	and	cuneus,	and	right	cerebellum.	
Unthresholded	statistical	parametric	maps	of	 the	 ISC	are	available	
at	 Neurovault.org//collections/KCKVHDCV/	 (Gorgolewski	 et	 al.,	
2015).
Representational	 similarity	 analysis	 (Kriegeskorte	 et	 al.,	 2008)	
showed	that	between‐subject	similarities	in	perceived	semantics	of	
the	 story	 predicted	 between‐subject	 similarities	 in	 local	 brain	 he‐
modynamic activity. Subject pairs whose individual semantics were 
similar	also	exhibited	similar	brain	activity	in	bilateral	supramarginal	
and	angular	gyrus	 (SMG	and	AG)	of	 the	 inferior	parietal	 lobe,	 and	
in	 the	occipital	 pole	 (Figure	4).	Unthresholded	 statistical	 paramet‐






half	 to	 calculate	 the	 similarity	 of	 associations	 (LSA	 combined	with	
WordNet)	(below	in	Figure	5).	Subject	pairs	whose	individual	seman‐
tics	were	similar	 in	 the	 first	half	of	 the	story,	also	exhibited	similar	
brain	activity	in	the	second	half	of	the	story	in	the	AG.	Subject	pairs	







unique human ability made possible by the brain seamlessly calling 
upon	one's	own	past	experiences	and	acquired	generic	knowledge	
to give rise to the vivid mental contents in the form of associations 
(Bar,	2007)	and	associated	mental	imagery	(Sadoski	et	al.,	1990).	In	
the	present	study,	we	estimated	this	by	asking	subjects	to	list	words	





gesting also the presence of individual differences in the proposi‐
tional meanings and mental imagery elicited by the narrative. While 
previous	studies	have	shown	 interindividual	differences	 in,	 for	ex‐
ample,	associations	elicited	during	viewing	of	pictures	 (Bar,	2007),	
we	present	here,	to	our	knowledge	novel,	methodology	to	measure	





beyond the classical linguistic areas to bilateral frontal and temporo‐
parietal	brain	areas,	extending	to	midline	regions	such	as	precuneus	
and cuneus and right cerebellum. Our results are highly similar to 
those	in	previous	studies	using	naturalistic	linguistic	stimuli	(Regev,	
Honey,	 Simony,	 &	 Hasson,	 2013;	 Rowland,	 Hartley,	 &	 Wiggins,	
2018;	Wilson,	Molnar‐Szakacs,	&	 Iacoboni,	 2008;	Yeshurun	et	 al.,	
2017).	However,	significant	ISC	does	not	per	se	reveal	brain	regions	
supporting semantics and associated mental imagery elicited by 
the narrative as significant ISC can be due to similarity in a variety 
of other cognitive and processes that take place during narrative 
listening.






observations about semantic representations in both left and right 
hemispheres	 (Huth	et	al.,	2016),	 semantic‐related	 similarity	was	bi‐
lateral. It has been suggested that areas in the inferior parietal lobe 
function	as	convergence	zones	 for	concepts	and	event	knowledge,	
and	that	 they	receive	 input	 from	sensory,	action,	and	emotion	sys‐
tems	 (Binder	 &	 Desai,	 2011).	 However,	 the	 SMG	 is	 also	 activated	
by	 complex	 motor	 sequences	 such	 as	 articulation	 (Oberhuber	 et	
al.,	2016),	and	phonological	processing	(Hartwigsen,	Baumgaertner,	
Price,	Koehnke,	&	Ulmer,	2010),	 and	 the	activity	of	SMG	has	been	
identified in conditions that pose specific challenge for semantic 




has been found to serve as a hub in integrating semantic informa‐
tion	into	coherent	representations	(Buuren	et	al.,	2015;	Price,	Peelle,	
Bonner,	Grossman,	&	Hamilton,	2016),	and	structural	differences	in	







Similarity of associations predicted similarity of brain activity also 
in	early	visual	areas	(Figure	3),	a	finding	that	is	in	line	with	previous	
research suggesting that visual imagery is supported by same areas 
as	visual	perception.	Results	of	the	current	study,	therefore,	suggest	
that the narrative may have elicited similar mental imagery for indi‐
viduals using semantically more similar words to describe what came 




engaged in generation of the mental imagery during listening to a 
story.	Thus,	one	can	speculate	whether	individuals	with	more	similar	
activity in early visual areas drew upon visual information stored in 
the	brain	related	to	objects,	scenes,	and	events	 in	the	narrative	 in	
similar	accuracy	or	strength	(Bergmann	et	al.,	2016).
The practical limitation of our method is that it is highly laborious 
for	experimental	subjects	to	report	associations	once	every	3–5	s	for	
narratives longer than the eight minute one used in the present study. 
Given	this,	it	is	also	possible	that	we	might	have	been	able	to	observe	
significant activity in some other areas of the semantic network in the 
present	study	had	we	been	able	to	collect	more	data.	Thus,	while	it	can	
be safely concluded that the inferior parietal and visual cortical areas 










film without spoken dialogue and an audio description of the anima‐
tion.	By	using	LSA,	they	compared	across	subjects	semantic	similarity	
of	free	recalls	of	the	animation	and	of	the	audio	description,	and	ob‐





ferences of semantic representations and mental imagery during nar‐
rative listening in the human brain. Our control analysis also suggests 
that a subject pair's tendency to elicit similar associations to segments 

















the test subjects afterwards and they are asked to produce word 
lists describing what was on their minds during the testing. Clinical 
research	might	also	benefit	 from	the	method,	as	 it	 is	possible	 to	
assess the thought patterns of patients compared to healthy vol‐
unteers	 while	 they,	 for	 example,	 watch	 a	 movie	 containing	 so‐
cial	 interactions	 during	 neuroimaging,	 as	 significant	 differences	
in	 brain	 activity	 have	 been	 observed	 between,	 for	 example,	
high‐functioning	 autistic	 and	 neurotypical	 subjects,	 yet	 specific	 





mental associations that were semantically more similar. During lis‐
tening	to	a	captivating	narrative,	the	inferior	parietal	lobe	and	early	
visual	cortical	areas	seem,	thus,	to	support	elicitation	of	 individual	
meanings and flow of mental imagery.
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