Beam-hunching is the most important process of the heam-wave interaction mechanism in klystron devices, and it is usually characterised by the hunching current which is described by the following linear and ballistic expression [7]:
we assume that the electron transit time is negligible compared to the field oscillation period, the hunching parameter may he given as (4) where v, is the initial velocity of the electrons, x j s the distance from the ridge centre into the drift section and V cos mt, is the voltage drop across the ridged gap in the cavity measured at t = to. For a negligible-electron transit time and a very small hole opening of cavity, V = E&' with Eo the peak amplitude of the electric field at the hole opening. Consequently the hunching current may be analytically calculated and compared with those calculated from our TLM computation. a a'
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Results and discussion: The geometrical parameters of the klystron cavity studied are listed in Table 1 together with electron beam parameters. A mesh size of AI = 0.05cm is chosen and this corresponds to a time step of At = Al/d2cu = 1.1793~s. A normalised AC hunching current, (IllO -I), is calculated both numerically and analytically for a variety of x values near the condition of coswtii = 1 and the results are plotted in Fig. 2a where reasonable agreement is observed. Both the TLM computation and the ballistic theory demonstrate a big surge of hunching current occurring when the drift distance is such that x = I . However the surge locations differ visibly from each other. This is because, in the analytical model both the finite beam transit time and the fringe field near the hole opening are neglected. With these two effects taken into the analytical model, excellent agreement is reached as shown in Fig. 26 . An implementation of a fractional delay filter in combination with an integer delay-line that delivers both wide bandwidth and high resolution is presented. Another advantage of the proposed implementation is that it can have its delay adaptively changed at every sampling instant.
The arbitrary valued delay implementation described in this Letter is based around the use of the Lagrangian interpolation filter [I], a delay line and sampling rate conversion [2]. The technique involves producing a two times oversampled input signal which is then half-band limited and passed through a fractional delay filter. The resulting signal is finally decimated by two, hack down to the baseband frequency. The hasic scheme is as shown in Fig. 1 . The oversampled input signal can he obtained in one of two ways. First, the delay process can be incorporated into a sigmadelta analogue-to-digital converter, before the final stage of decimation. Alternatively, the input signal can he resampled using zero-insertion interpolation on alternate samples. In either case the input signal should not contain frequencies within the transition bandwidth of the decimation filter used. Through oversampling the input signal by a factor of 2 the spectrum is replicated within the higher-rate sampling scheme's normalised bandwidth. Thus, it is enough to convolve the oversampled input signal with a fractional delay filter which only meets a desired specification up to half the Nyquist frequency. In several experiments it has been found that a 35 tap fractional delay filter of the type proposed in [l] provides 20 bit magnitude resolution (i.e. pdB passband ripples) with delay resolution amounting to one 33000th of a sample. To maintain the flat group delay characteristic over the majority of the base-bandwidth after decimation, a linear-phase lowpass bandlimiting filter was required.
To achieve the necessary 20 bit resolution, a 51 1 tap halfband FIR filter, weighted by a 120dB Dolph-Chebyshev window was used. This resulted in a baseband width of 0.481 normalised frequency with approximately k2.5pdB passband ripples. The passband magnitude and group delay responses of the example filter are shown in Fig. 2 . The performance of the overall structure is dependent on the quality of the lowpass filter: the higher the stopband attenuation, the higher the group delay resolution. However, this is countered by increasing the transition bandwidth for the same number of filter taps. Because the interpolation process performs zero insertion between input samples, at each higher-rate sampling instance only half of the FIR coefficients are required to generate a valid output. At the first sampling instant, input samples are processed by even-indexed coefficients and at the next one by odd-indexed coefficients of the cascaded FIR filters [2] . This fact leads to the decomposition of filters into parallel odd and even coefficient branches which operate at the input sampling rate. To keep the delay variable in real time, the lowpass and arbitrary delay branch filters are not combined, but are cascaded with the even part of one filter being used in the same branch as the odd part of the other. This form of connection removes the need for a unit delay which would be required if the odd parts of both filters were combined together. As the arbitrary group delay filter (AGDF) is in effect working at twice the input sampling rate, the required delay must he scaled by a factor of 2. The overall scheme also removes the need for a sampling rate increaser (SRI) at the input and sampling rate decreaser (SRD) at the output. The output signal is formed by summing the output signals from the branches and a scaling applied to restore the signal power. This results in the structure presented in Fig. 3 .
By placing the lowpass filter before the variable delay element the system can be adaptively changed at every input sample instant. If the filters were in reversed order and the delay requirement were to he changed, a valid output would only become available after the mid-array delay of the lowpass filter had been passed. . . The AGDF is composed of an integer delay line and a fractional delay filter which is designed to have constant group delay and unity gain to a specified tolerance within the bandwidth of the lowpass filter. The integer delay is implemented using a shift register. If the newest sample is placed at the end of the register then the record of samples fed to the fractional delay filter is taken starting at the kth sample from the end of it, where k is the required integer group delay at the current sampling instant. If we specify the maximum allowable integer delay, then the total length of the register is equal to this plus the number of taps of the branch fractional delay filter.
The motivation for devising this improved structure was to increase the signal bandwidth, while maintaining real time variability of the delay, beyond bandwidths achievable using least integral square or unmodified Lagrangian interpolation methods [3]. It was very difficult to cross the limit of -0.45 bandwidth using these existing techniques owing to the unavoidable escalation of error right at the Nyquist frequency [3]. Moreover the new structure produces much smaller magnitude response ripples than seen in alternative approaches.
As only FIR filters are used both for lowpass filtering and fractional group delay tuning, the structure is very useful for adaptive fractional delay filtering where phase linearity is of paramount importance.
Although the structure uses interpolation/decimation methods, all calculations are performed at the original input sampling frequency. The multi-branch (multirate) approach decreases the overall group delay resulting from using a long FIR lowpass filter by the number of branches of the structure, It also allows enhanced speed of the filtering by the use of parallel processing which is especially useful when very long filters are used for high bandwidth and high resolution applications.
