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INTRODUCCIÓN 
  
Dentro de las metodologías más empleadas para la detección de fraudes en tarjetas que 
comprometen la banda magnética, se encuentran todas aquellas que permiten detectar 
patrones o anomalías, tomando la acción fraudulenta como un evento no consecuente 
con los demás; de esta forma todo se limita a utilizar herramientas de minería de datos, 
las cuales fusionan herramientas estadísticas, de optimización y de manejo de grandes 
volúmenes de información. 
Al realizar la búsqueda de información y de casos similares al que se desea analizar, se han 
encontrado cantidad de antecedentes que pueden ser útiles a la hora de elegir la 
metodología a emplear. 
La implementación de redes neuronales es la metodología más común en este ámbito, 
(Quah & Sriganesh, 2008) describen una arquitectura a usar para determinar si se están 
realizando comportamientos atípicos; este artículo se centra en la detección y creación de 
criterios que permiten definir comportamientos fraudulentos; esto basado en las 
tendencias y características de los clientes. Utilizan un mapa auto-organizado para el 
análisis de cada cliente. Es decir, utilizan una red neuronal no supervisada para configurar 
las neuronas de acuerdo a las características de las entradas.  La entrada que utilizan para 
esta red es multivariada; contemplando información histórica de clientes en variables 
como montos de transacciones, tiempo de transacciones, número de canales usados, etc.; 
para con ello realizar ajustes en los pesos de las funciones. Básicamente entrenan la red 
para que clasifique y cree clústeres de los datos de entrada, detecten y propaguen los 
patrones y así filtren la información que se desea analizar. Finalmente se obtiene un 
vector de salidas con los clústeres y patrones por cliente. 
 
Por su parte, (Aleskerov, Freisleben, & Rao) en su artículo, proponen una red con 
aprendizaje supervisado, utilizando 3 capas ocultas y el algoritmo back-propagation para 
determinar los patrones. 
 
A través de la revisión bibliográfica fue evidente la preferencia de los autores por las redes 
neuronales sobre cualquier otra metodología; no obstante, (Kirkos, Spathis, & 
Manolopoulos, 2007), realizan un comparativo entre RNA, árboles de decisión y redes 
bayesianas. A través de los árboles de decisión, hallaron en las ramas los movimientos 
anormales que podían depurarse a través de implicaciones que afinaran el modelo; sin 
embargo, este tipo de modelos exige un análisis inicial de las variables con el fin de 
determinar si son o no independientes. Por otro lado se usó una red con el algoritmo 
perceptrón multicapa; las RNA no necesitan ese tipo de análisis y basta con ingresar las 
entradas, entrenar la red con los patrones y realizar la validación final. Por último, las 
redes bayesianas se utilizan también para detectar outliers a través de las clasificaciones 
que se pueden obtener con su uso; esto siguiendo la conocida estructura de árboles en las 
que cada nodo es un atributo mientras que las flechas representa las probabilidades. De 
los tres métodos el que mejor dio resultado fue la RNA, seguido por el árbol de decisión, 
dejando por último la red bayesiana. 
 
(Whitrow, Hand, Juszczak, Weston, & Adams, 2009) proponen un paper bastante 
detallado en la forma de elección de variables y metodología; como variables sugieren 
utilizar monto, tipo (pago, consulta, etc.), tipo de mercado en el que se usó, canal y modo 
de verificación (chip o PIN o banda magnética). En cuanto a la metodología, proponen usar 
agregación de información de cada cliente con el fin de tener toda la historia disponible, y 
así realizar predicciones del comportamiento de la persona; en el momento en el que una 
transacción se salga de los patrones entonces se considerará como alerta para analizar si 
es un posible fraude. 
 
En muchos casos, ser un experto en el tema minimiza el trabajo en la elección de la 
metodología y conlleva a la creación de implicaciones que, no determinarían todos los 
movimientos anormales, pero sí su gran mayoría; en (Sánchez, Vila, & Serrano, 2009), son 
aplicadas diferentes reglas para obtener conocimiento de los patrones de las 
transacciones de los clientes. Sin embargo; como se mencionó, este tipo de metodología 
implica tener un conocimiento profundo del cliente y del sistema ya que se deben crear 
reglas basadas en la historia con el fin de formar implicaciones que se usarán como 
criterio para determinar si un comportamiento es sospechoso o no (lógica difusa). 
 
Tomar una perspectiva diferente y asimilar la detección de fraudes con la localización de 
outliers es válido y en la mayoría de casos útil al momento de elegir la metodología.  En 
(Sun, Bao, Yu, & Wang, 2004), utilizan el análisis de particiones de los datos de forma que 
se logre obtener algunos definidos como outliers; luego, se mide el grado de “torcedura” 
de estos datos con respecto a las particiones o celdas. 
 
MARCO TEÓRICO 
 
PRUEBAS DE ALEATORIEDAD DE LOS DATOS 
“La prueba de rachas sirve para determinar si una muestra de observaciones es o no 
aleatoria; es decir, si las observaciones de una determinada secuencia son independientes 
entre sí” (-------, 2010). De acuerdo con esto, el test está evaluando que una transacción 
de determinado cliente no dependa de la transacción anterior. 
“Una racha se define como una secuencia de valores muestrales con una característica 
común precedida y seguida por valores que no presentan esa característica. Así, se 
considera una racha la secuencia de k valores consecutivos superiores o iguales a la media 
muestral (o a la mediana o a la moda, o a cualquier otro valor de corte) siempre que estén 
precedidos y seguidos por valores inferiores al estadístico con el que se está comparando 
(la media o a la mediana o a la moda, o a cualquier otro valor de corte).” (SPSS;). De 
acuerdo al número de rachas, se determina si la muestra es efectivamente independiente 
o no; un número reducido o excesivo de rachas es indicio de que las observaciones no se 
han extraído de forma aleatoria. En conclusión, esta prueba permite determinar si el 
número de rachas observado en una determinada muestra, es lo suficientemente grande 
o pequeño. 
Para obtener el número de rachas es necesario que las observaciones estén clasificadas en 
dos grupos exhaustivos y mutuamente exclusivos. Si esto no es así, se debe utilizar algún 
criterio con el fin de que estos estén divididos (se puede utilizar la mediana, media, moda, 
etc). Luego de tener la clasificación se debe realizar una tipificación de las rachas para 
realizar la prueba de hipótesis y de este modo verificar la independencia: 
𝑍 =
𝑅 − 𝐸(𝑅)
𝜎𝑅
 
Donde: 
𝐸(𝑅) =
2𝑛1𝑛2
𝑛 + 1
 
𝜎𝑅 = √
2𝑛1𝑛2(2𝑛1𝑛2 − 𝑛)
𝑛2(𝑛 − 1)
 
𝑛 es el número de datos, 𝑛1 es el grupo de los valores que son menores al punto de corte 
(media, mediana, moda, etc) mientras que 𝑛2 es el grupo de los valores restantes. 
La prueba de hipótesis será rechazada siempre que el nivel crítico esté por debajo de 5%, 
y así concluir que la secuencia de observaciones estudiada no es aleatoria. 
 
CORRELACIÓN ENTRE VARIABLES 
“El concepto de correlación se refiere al grado de variación conjunta existente entre dos o 
más variables. Una relación positiva entre dos variables indica que los valores de las dos 
variables varían de forma parecida, mientras que una relación negativa significa que los 
valores de las dos variables varían justamente al revés.” (-------------) 
 
 
 
La forma más directa e intuitiva de analizar una correlación es a través de un diagrama de 
dispersión; el cual es un gráfico en el que una de las variables se coloca en el eje de 
abscisas y la otra variable en el eje de las ordenadas; cada punto genera una nube de 
puntos y es justamente la forma de esta nube la que informa sobre el tipo de relación 
existente entre las variables. 
El siguiente diagrama resume el análisis del coeficiente de correlación entre dos variable: 
 
Coeficientes de correlación 
- Pearson, se considera como uno de los mejores y más utilizado para el estudio del 
grado de relación lineal entre dos variables. “Se calcula tipificando el promedio de 
los productos de las puntuaciones diferenciales de cada caso en las dos variables 
correlacionadas.” (-------------). 
𝑟𝑥𝑦 =
∑ 𝑥𝑖𝑦𝑖
𝑛𝑆𝑥𝑆𝑦
 
 
Este coeficiente de correlación toma valores entre -1 y 1, un valor de 1 indica una 
relación lineal perfecta positiva; un valor de -1 indica relación lineal perfecta 
negativa, mientras que un valor de 0 indica una relación nula. No sobra resaltar 
que el coeficiente de Pearson es una medida simétrica. 
 
Es importante tener presente que un coeficiente de correlación alto no implica 
causalidad, ya que dos variables pueden estar linealmente relacionas sin que una 
sea causa de la otra. 
 
- Tau-b de Kendall, es un coeficiente de correlación utilizado para estudiar la 
relación entre variables ordinales. Toma valores entre -1 y 1 y se interpreta igual 
que el coeficiente de Pearson. 
 
- Spearman, este coeficiente es el mismo de Pearson, pero aplicado después de 
transformar las puntuaciones originales en rangos. 
 
Como una prueba adicional a la de correlación, se puede realizar la prueba de 
significancia, la cual es una prueba que contrasta la hipótesis nula de que el valor 
poblacional del coeficiente es cero. La hipótesis se contrasta mediante un valor tipificado 
que, en el caso del coeficiente de correlación de Pearson, adopta la siguiente forma: (------
-------) 
𝑇 =
𝑟𝑥𝑦√𝑛 − 2
√1 − 𝑟𝑥𝑦2
 
 
Algoritmos de clasificación: Selección de características 
Aprovechando la herramienta de minería de datos Clementine y algunos de los algoritmos 
que ésta ofrece para el tratamiento de grandes volúmenes de información y de modelado, 
en el cual se pueden incluir tanto variables cuantitativas como cualitativas, se realizó un 
análisis adicional para determinar aquellas variables de mayor importancia, utilizando el 
nodo Selección de Características; el cual básicamente realiza tres funciones vitales: 
- Filtrado: Elimina las entradas y registros, o casos problemáticos y no importantes, 
como los campos de entrada con demasiados valores que faltan o con una 
variación demasiado grande o pequeña para ser útiles. 
- Asignación de rangos: Ordena las entradas restantes y les asigna un rango en 
función de la importancia. 
- Selección: Identifica el subconjunto de características que se utilizará en modelos 
posteriores, por ejemplo, conservando solo las entradas más importantes y 
filtrando o excluyendo el resto. 
Dentro de la criba (o filtrado) de datos, se tienen criterios como: 
 Porcentaje máximo de valores perdidos: Criba campos con demasiados valores 
perdidos, expresados como un porcentaje del número total de registros. Los 
campos con un alto porcentaje de valores perdidos proporcionan poca información 
predictiva. 
 Porcentaje máximo de registros en una categoría única: Criba campos con 
demasiados registros dentro de la misma categoría en relación con el número total 
de registros. 
 Número máximo de categorías como un porcentaje de registros: Criba campos con 
demasiadas categorías en relación con el número total de registros. 
 Coeficiente mínimo de variación: Criba campos con un coeficiente de varianza 
menor o igual que el mínimo especifica. Esta medición es el índice de la desviación 
típica del campo de entrada a la media del campo de entrada. 
 Desviación típica mínima: Criba campos con desviación típica menor o igual que el 
mínimo especificado. 
El algoritmo de clasificación trabaja dándole cierta importancia a cada variable; esto 
calculado a través de la probabilidad de obtener un resultado tan extremo a más que el 
resultado observado sólo por azar. La medida utilizada para ordenar por rangos de 
importancia depende de si los datos son cualitativos o cuantitativos.  
Todos categóricos: Cuando todas las entradas y el objetivo son categóricos, la importancia 
se puede ordenar por rangos en función de cualquiera de las cuatro medidas siguientes: 
  Chi-cuadrado de Pearson: Comprueba la independencia del objetivo y la entrada 
sin indicar la fuerza o la dirección de cualquier relación existente. 
 Chi-cuadrado del cociente de verosimilitudes: Parecida al chi-cuadrado de Pearson, 
pero también comprueba la independencia del objetivo y de la entrada entre sí. 
 V de Cramer: Medida de asociación basada en el estadístico chi-cuadrado de 
Pearson. Los valores oscilan entre 0 (que indica que no hay asociación) y 1 (que 
señala una asociación perfecta).  
 Lambda: Una medida de asociación que refleja la reducción proporcional de error 
cuando se utiliza la variable para predecir el valor objetivo. Un valor de 1 indica 
que el campo de entrada pronostica perfectamente el objetivo, mientras que un 
valor de 0 denota que la entrada no proporciona información útil sobre el objetivo. 
Algunos categóricos: Cuando algunas entradas (si bien no todos) son categóricos y el 
objetivo también lo es, la importancia se puede ordenar por rangos según los chi-
cuadrado de Pearson o del cociente de verosimilitudes.  
 
METODOLOGÍAS EMPLEADAS PARA LA DETECCIÓN DE FRAUDE 
REDES NEURONALES 
Las redes de neuronas artificiales son un paradigma de aprendizaje y procesamiento 
automático inspirado en la forma en que funciona el sistema nervioso de los animales. Se 
trata de un sistema de interconexión de neuronas en una red que colabora para producir 
un estímulo de salida. (Wikipedia) 
Básicamente, una red, recibe varias entradas, las suma, les aplica una función de 
transferencia y saca un resultado sea como modelo de predicción o de caracterización. Las 
neuronas (elemento básico de la RNA) se encuentran en capas que se encargan del 
procesamiento; como mínimo hay dos capas: entrada y salida. Por su parte, las conexiones 
entre neuronas tienen pesos asociados con las neuronas, que determinan la magnitud de 
la influencia de una neurona hacia otra. La información fluye desde la capa de entrada 
hacia las capas intermedias hasta la capa de salida para generar las predicciones. Para 
ajustar la conexión de los pesos durante el entrenamiento, la red “aprende” a generar 
cada vez mejores predicciones. 
De acuerdo con la teoría, “una red neuronal es un modelo computacional que pretende 
simular el funcionamiento del cerebro a partir del desarrollo de una arquitectura que 
toma rasgos del funcionamiento de este órgano sin llegar a desarrollar una réplica del 
mismo.” (-------------, Redes Neuronales Artificiales). En pocas palabras, se crea un conjunto 
de elementos computacionales que constituyen neuronas artificiales (unidas por arcos). 
Cada arco tiene asociado un peso numérico que indica la significación de la información 
que llega a través del arco.  
Topologías para las redes neuronales 
- Neurona simple: 
Solo tiene una neurona, funciona como unidad de procesamiento que recibe las 
entradas y calcula un nivel de activación que define la respuesta. 
 
 
 
- Red simple: se encuentra formada por un conjunto de perceptrones a los que 
entra un patrón de entradas. Básicamente está formada por una capa de entrada y 
una de salida.  
 
 
- Red Multicapa: Están formadas por conjuntos de redes simples unidas por pesos 
donde la salida de una capa corresponde a la entrada de la siguiente capa. En este 
tipo de redes existe una función de activación entre las capas con el fin de tener 
una red con una alta capacidad de aprendizaje. 
 
 
- Red Recurrente: Este tipo de red no tiene ninguna conexión entre los pesos de la 
salida capa de salida y la de la entrada entre redes. Estas redes no tienen memoria, 
por ende las salidas se determinan por las entradas y pesos. 
Por otro lado, las redes han sido clasificadas a su vez por el tipo de aprendizaje: 
- Aprendizaje supervisado: Necesitan un conjunto de datos identificado desde el 
inicio. 
- Aprendizaje no supervisado: No es necesario conocer datos clasificados o con la 
respuesta objetivo conocida. 
- Redes híbridas: Tienen un enfoque mixto en el que se utiliza una función de mejora 
para facilitar la convergencia. 
- Aprendizaje reforzado: Tiene partes del supervisado y el autoorganizado. 
 
Modelos de neuronas: 
Los modelos definidos para las neuronas, hacen referencia al comportamiento de ésta al 
recibir una entrada y genera un impulso; este tipo de respuesta se conoce como nivel de 
activación. 
 
Función de activación 
Debido a que las neuronas emiten impulsos de actividad eléctrica de una forma frecuente, 
y a que tienen una actividad hasta en reposo, se propusieron como funciones de 
activación, funciones lineales (sigmoidea). 
La función sigmoidea es una función continua no lineal, se encuentra en un rango entre 0 
y 1. 
 La salida de una unidad vale 0.5 cuando la entrada es nula, esto significa que la unidad 
tiene cierta actividad aún en ausencia de estimulación. Al aumentar la estimulación la 
unidad aumenta su activación, y la disminuye si la estimulación es inhibitoria, de forma 
parecida a como se comportan las neuronas reales. 
La principal limitación de esta función es que no sirve para expresar polaridades, da 
siempre valores positivos. Una función alternativa con cualidades parecidas pero con un 
rango entre -1 y 1 es la función tangente hiperbólica. Desde un punto de vista fisiológico, 
el signo negativo se puede interpretar como una disminución de la tasa de disparo de una 
neurona por debajo de la tasa de disparo en reposo (------------). 
 
Función de propagación: 
Esta función se utiliza para calcular la entrada en conjunto de la neurona como una 
combinación de todas las entradas (------------).  
- Función lineal de base (LBF): 
Consiste en el sumatorio de las entradas ponderadas. Se trata de una función de 
tipo hiperplano, esto es, de primer orden. 
Dado una unidad j, y n unidades conectadas a ésta, si llamamos X al vector de 
entradas (que coincide con las salidas de las unidades de la capa anterior) y Wj al 
vector de pesos de las conexiones correspondientes, esta función quedaría así  
 -  Función radial de base (RBF): 
Función de tipo hiperesférico, de segundo orden, no lineal. El valor de red 
representa la distancia a un determinado patrón de referencia.  
 
 
Algoritmos de entrenamiento- Perceptrón multicapa 
El entrenamiento de este tipo de red, usa por lo general, el algoritmo back propagation, 
basado en la regla generalizada del delta. Para cada registro presentado durante el 
entrenamiento, la información alimenta la red para generar la predicción. Estas 
predicciones se comparar con los registros y se calcula la diferencia entre ellos; de esta 
forma la salida actual se lleva hacia atrás con el fin de ajustar la conexión de los pesos y 
que así la red genere patrones similares. 
Métodos para el ajuste de la topología de la red (SPSS, 2008): 
- Rápido: Entrena una red con una sola capa oculta usando el algoritmo de back 
propagation. 
- Poda: Este método comienza con un gran número de neuronas y empieza a 
retirarlas usando como criterio el desempeño de la red.  
- Poda exhaustiva: Es un caso especial del método de poda, con ciertos parámetros 
establecidos. 
 
 
  
MODELOS DE REGRESIÓN LOGÍSTICA MIXTOS 
Modelos logísticos 
Este tipo de modelo permite determinar de una forma directa la probabilidad de 
pertenecer a un grupo; de esta forma la variable de respuesta debe ser de tal forma que 
se garantice que la respuesta prevista esté entre cero y uno. 
Las funciones no decrecientes, acotadas entre cero y uno, son conocidas como funciones 
de distribución; de esta forma para los modelos logísticos se toma la función:  
𝑝𝑖 =
1
1 + 𝑒−(𝛽0+𝛽𝑖𝑥𝑖)
 
Probabilidad que coincide con su recíproca (1-p); de esta forma se tiene un modelo 
conocido como modelo logit: 
𝑔𝑖 = 𝑙𝑜𝑔
𝑝𝑖
1 − 𝑝𝑖
= 𝑙𝑜𝑔 (
1
𝑒−(𝜷𝟎+𝜷𝒊𝒙𝒊)
) = 𝛽0 + 𝛽𝑖𝑥𝑖  
Donde 𝑔  representa la diferencia entre las probabilidades de pertenecer a dos 
poblaciones, ésta al ser una función lineal facilita la estimación e interpretación del 
modelo. (--------, 2010). No obstante, se puede trabajar con la función sin la 
transformación logarítmica. 
La capacidad predictiva del modelo de regresión logística se valora mediante la 
comparación entre el grupo de pertenencia observado y el pronosticado por el modelo, 
que clasifica a los individuos en cada grupo definido por la variable dependiente en 
función de un punto de corte establecido para las probabilidades predichas a partir de los 
coeficientes estimados y del valor que toman las variables explicativas para cada 
individuo. (Mures Quintana, García Gallego, & Vallego Pascual, 2005) 
 
A este tipo de modelos se le han adicionado modificaciones con el fin de modelar 
variabilidad y otra serie de efectos que proporcionan modelos más ajustados a las 
necesidades del modelador; dentro de los efectos se encuentran: 
- Efecto aleatorio: Este se relaciona con situaciones donde una unidad es tomada al 
azar de una población caracterizada por varios niveles; se utiliza en momentos en 
los que no se está interesado en estimar un efecto localizado sino su componente 
de varianza o cuando se desea marginalizar de manera que las unidades 
compartan este efecto. 
- Efecto fijo: En muchas ocasiones la función de la respuesta media involucra efectos 
de factores que son tratados como constantes conocidas o controladas y que 
presentan los efectos fijos, razón por la cual el efecto queda completamente 
determinado. 
En términos generales, el modelo de regresión logística, al igual que otras técnicas 
estadísticas multivariadas, da la posibilidad de evaluar la influencia de cada una de las 
variables independientes sobre la variable dependiente o de respuesta y controlar el 
efecto del resto.  De esta forma se tiene una variable dependiente que por lo general es 
dicotómica. 
 
Los modelos de regresión logística son modelos de regresión que permiten estudiar si una 
variable categórica depende, o no, de otra u otras variables. La distribución condicional de 
la variable dependiente, al ser categórica, no puede distribuirse normalmente, toma la 
forma de una distribución binomial y, en consecuencia la varianza no es constante, 
encontrándose situaciones de heterocedasticidad.  
 
Estimación del modelo 
 
La distribución condicional de la variable dependiente, al ser categórica, no puede 
distribuirse normalmente, toma la forma de una distribución binomial. El modelo logístico 
tiene una forma de curva; para estimar el modelo se busca la curva que mejor se ajusta a 
los datos reales. 
 
Por lo general, para la estimación del modelo se emplea el método de estimación por 
máxima verosimilitud que no establece restricción alguna respecto de las características 
de las variables predictivas. En el procedimiento de máxima verosimilitud se seleccionan 
las estimaciones de los parámetros que hagan posible que los resultados observados sean 
lo más verosímiles posibles (a la probabilidad de los resultados observados, dadas las 
estimaciones de los parámetros, se la denomina verosimilitud); como la verosimilitud es 
un valor pequeño se utiliza como medida de ajuste del modelo a los datos “-2 veces el 
logaritmo de la verosimilitud” o –2LL; de esta forma, un buen modelo es aquel que da 
lugar a una verosimilitud grande por lo cual el valor de –2LL será pequeño. 
 
Valor teórico e interpretación de los coeficientes 
 
La forma del valor teórico de la regresión logística es similar al de la regresión múltiple, y 
representa una única relación multivariante con coeficientes que indican el peso relativo 
que tiene cada variable predictiva.  
El procedimiento de cálculo del coeficiente logístico compara la probabilidad de 
ocurrencia de un suceso con la probabilidad de que no ocurra. Los coeficientes β son las 
medidas de los cambios en la razón de probabilidad. (Alderete, 2006). En algunos casos, 
los coeficientes se encuentran en términos logarítmicos, y deben ser transformados para 
realizar una interpretación correcta, teniendo en cuenta que un coeficiente positivo 
aumenta la probabilidad de ocurrencia mientras que uno negativo tiene un efecto 
opuesto. 
 
Evaluación del modelo 
 
Los modelos logísticos con intercepto aleatorio, a diferencia de los modelos lineales, no 
suelen evaluarse con criterios que involucren el R2 o a través del coeficiente AIC; esto 
debido a que los métodos para el cálculo de estos coeficientes, requieren una alta 
complejidad, tiempo de cómputo y quizás en muchos casos se encuentre con que los 
métodos para su cálculo no logren converger; por esta razón se trabajan con tasas e 
indicadores que permiten tener una idea del comportamiento del modelo. 
 
Tasa de mala clasificación: Hace referencia a la probabilidad de clasificar un 0 como 1 o 
viceversa. 
Tasa de buena clasificación: Hace referencia a la probabilidad de clasificar un 1 como 1 o 
viceversa. 
Especificidad: Hace referencia a la probabilidad de clasificar un 1 como 1 dado que sí es 1. 
 
𝑃(1|1) 
Sensibilidad: Hace referencia a la probabilidad de clasificar un 0 como 0 dado que sí es 0. 
 
𝑃(0|0) 
 
  
TRATAMIENTO DE LOS DATOS 
 
- Transformaciones de los datos: Básicamente se  hicieron algunas transformaciones 
a algunas de las variables con el fin de tenerlas todas en una misma escala y así 
mejorar el ajuste de los modelos. Las transformaciones realizadas fueron: 
o  CANAL_NUM: Esta variable representa de forma cuantitativa la variable 
CANAL 
Nombre canal Canal Canal_num 
Cajeros propios ABB 1 
POS POS 0 
 
o HORA_D: Esta variable agrupa rangos de horas con el fin de tener la hora 
de la transacción de una forma discreta. 
 
Rango Valor 
[210000-240000] v [0-30000) 0 
[30000-90000) 1 
[90000-150000) 2 
[150000-210000) 3 
 
o VAL_T: Básicamente lo que se hace es transformar la variable VLRTRAN 
(valor de la transacción) con el fin de tenerla en una escala más pequeña. 
Por ello se calcula el logaritmo en base 10 del valor del monto 
o DIA_D: Al igual que HORA_D busca categorizar las variables, usando los 
siguiente rangos: 
  
Rango Valor 
[1-5) 1 
[5-10) 2 
[10-15) 3 
[15-20) 4 
[20-25) 5 
[25-31] 6 
 
 
PRUEBAS ESTADÍSTICAS 
DATOS 
De acuerdo a la revisión bibliográfica y el criterio de personas expertas en el tema de 
fraudes, se decidió trabajar con variables que incluyeran información personal y 
transaccional del cliente. 
VARIABLES CATEGORÍAS 
Tipo de cliente Natural/jurídico 
Documento  
Tipo de documento C.C/Cédula de extranjería 
Fecha de vinculación  
Actividad económica  
Valor ingresos  
Valor egresos mensuales  
Monto de la transacción  
Canal  
Fecha y hora  
Dispositivo ATM propio/POS Nacional 
Nombre dispositivo  
Código de la transacción Retiro/ Traslado/ Pagos 
Código de respuesta Indica si la transacción fue exitosa 
Tipo de cuenta Débito 
 
Inicialmente, se trabajará con cuentas de ahorro y los modelos serán montados para este 
tipo de cuentas. 
 
PRUEBAS DE INDEPENDECIA ENTRE LAS TRANSACCIONES DE CLIENTES 
Para realizar el análisis de independencia se tomó una muestra de clientes y a cada uno se 
le analizó las transacciones realizadas durante el 1 y 31 de enero de 2010. 
Inicialmente se realizó una prueba de muestras independientes, con el fin de determinar 
si las muestras que se tomaron de las transacciones de cada cliente son independientes; 
es decir, que una transacción realizada por un cliente no depende de la anterior. 
La primera prueba realizada se hizo teniendo en cuenta la mediana del valor de la 
transacción de cada grupo de transacciones del cliente; obteniendo como salida la Fig.1 
 
Fig. 1. Prueba de aleatoriedad valor de la transacción por cliente utilizando la mediana 
 
Cliente 1 
Tomando el cliente 1 que en un mes tuvo un total de 13 transacciones, la prueba de 
aleatoriedad arrojó resultados positivos para aleatoriedad entre transacciones. Esto se 
puede ver claramente en la Fig2., en la que el número de rachas calculado no es un valor 
extremo (8 rachas); es decir, no son muchas ni muy pocas rachas. Además de acuerdo con 
el criterio de contraste, 0.022 claramente es menor que 0.5 
 
Fig. 3. Prueba de aleatoriedad y gráfico para el cliente 1 
 
Cliente 148 
Tomando el cliente 148 que en un mes tuvo un total de 14 transacciones, la prueba de 
aleatoriedad arrojó resultados positivos para aleatoriedad entre transacciones. Esto se 
puede ver claramente en la Fig4., en la que el número de rachas calculado no es un valor 
extremo (3 rachas); es decir, no son muchas ni muy pocas rachas. Sin embargo, este 
cliente tiene una concentración entre las transacciones; es decir, los montos de dinero 
que retira o paga están en un rango pequeño y es por esta razón que 3 rachas se pueden 
considerar un valor no extremo. 
 Fig. 4. Prueba de aleatoriedad y gráfico para el cliente 148 
Para el cliente 7 y 27 no se pudo realizar la prueba utilizando la mediana como medida 
para determinar las rachas 
Cliente 7 
 
Fig. 5 Prueba de rachas para el cliente 7 
 
Cliente 27 
 
Fig. 6 Prueba de rachas para el cliente 27 
Debido a que la mediana no arrojó resultados para algunos clientes, se optó por realizar la 
misma prueba utilizando la media como medida para el cálculo de rachas, obteniendo: 
 
Fig. 7 Prueba de aleatoriedad valor de la transacción por cliente utilizando la media 
Utilizando la media como medida para el cálculo de las rachas, no se obtuvo un solo 
cliente al que no se le pudiera efectuar la prueba; y la mayoría de los montos de las 
transacciones por cliente fueron categorizados como independientes  (aleatorios). 
Cliente 1 
Para el cliente uno, al igual que con la prueba realizada utilizando la mediana, con la 
media se obtuvieron 8 rachas 
 
Fig. 8. Prueba de aleatoriedad y gráfico para el cliente 1 
 
Cliente 148 
Para el cliente 148, al igual que con la prueba realizada utilizando la mediana, con la media 
se obtuvieron 3 rachas con las 14 transacciones realizadas por el cliente. 
 
 Fig. 9. Prueba de aleatoriedad y gráfico para el cliente 1 
Cliente 7 
Para el cliente 7, al contrario de lo que sucedió con la hipótesis al utilizar la mediana, con 
la media se pudo realizar el test y se obtuvo que las 8 transacciones son efectivamente 
aleatorias. 
 
Fig. 10. Prueba de aleatoriedad para el cliente 7 
  
Fig. 11. Prueba de aleatoriedad y gráfico para el cliente 7 
 
Análisis de correlación entre las variables 
Hasta este punto se tienen dos grupos de clientes: aquellos que tuvieron fraude durante el 
periodo de tiempo, y aquellos quienes no tienen detectada ninguna transacción 
fraudulenta. De esta forma, tomando cada grupo de clientes se realizará un análisis de 
correlación entre las variables: 
- Documento: Identifica el cliente 
- Año de la transacción: Año en que el cliente efectuó la transacción 
- Mes de la transacción: Mes en que se hizo la transacción 
- Día de la transacción: Días en que se hizo la transacción  
- Hora de la transacción: Hora en que se realizó la transacción 
- Canal: Dispositivo con el que se hizo la transacción 
- Dispositivo: Medio con el que se hizo la transacción (ATM propio y POS) 
- Nombre del dispositivo: Nombre y ubicación del dispositivo 
- Tipo de Nit: Tipo de documento del cliente 
- Código de transacción: Indica si la transacción es un retiro, pago o transferencia 
- Código de respuesta: Indica si la transacción fue exitosa 
- Valor de la transacción: Monto de la transacción 
- Tipo de cliente: Indica si el cliente es natural o jurídico 
- Fecha vinculación: Fecha en la que el cliente se vinculó al banco 
- Valor ingresos: Valor de ingresos mensuales del cliente 
- Valor egresos: Valor de egresos mensuales del cliente 
De acuerdo con los resultados obtenidos, se observa una correlación importante entre el 
NIT, tipo de documento y  fecha de vinculación, esto es de esperarse debido a que hay 
cédulas de personas de todas las edades y que por ende se vincularon al banco luego de 
haber obtenido su mayoría de edad; también es posible encontrar personas naturales, 
jurídicas o extranjeros, lo que conlleva a diferentes tipos de NIT y por ende de 
documentos. 
El mes de la transacción se encuentra relacionado con el valor de la transacción y con la 
existencia de fraude; esto se puede explicar desde el punto en el que existen meses en los 
que las personas deben realizar más pagos que en otros (inicio de año, finales de año). 
Para este caso hay una correlación obvia, debido a que los fraudes conocidos son solo de 
un mes. 
Pasando a analizar el día y la hora de la transacción, estos se encuentran correlacionados 
con todas las variables, sin embargo no en gran proporción. La relación es de esperarse ya 
que hay ciertos días del mes más propensos a tener transacciones; evidentemente hay 
clientes que manejan sumas de dinero mucho más elevadas que el promedio (o 
viceversa). 
Por su parte, el monto de la transacción se encuentra relacionado con la existencia de 
fraude, esto se entiende debido a que claramente solo hay fraude si se retira dinero, es 
decir, si se realiza una transacción con monto superior a 0. De igual forma, éste depende 
del código de la transacción (el cual va ligado directamente al dispositivo, de esta forma la 
existencia de fraude se relaciona con el dispositivo, claro que esto puede ser debido a que 
la gran mayoría de fraudes con los que se trabajaron fueron hechos a través de cajeros). 
El valor de los ingresos y egresos, notablemente se relacionan con los montos de las 
transacciones (los clientes no gastan más de lo que tienen en cuentas de ahorro), con el 
día (hay días en los que se operan más transacciones). 
Si nos detenemos en la variable MARCA, se nota una gran relación entre ésta y el mes de 
la transacción. En general tiene correlación significativa con variables como: día de la 
transacción, hora de la transacción, código de la transacción y valor de la transacción.   
Por otro lado, utilizando el algoritmo de Selección de características: De acuerdo con la 
salida obtenida, las variables con mayor grado de importancia con respecto a si hay o no 
fraude en la transacción, son: 
- Canal 
- Dispositivo 
- Valor de la transacción 
- Mes de la transacción 
- Hora de la transacción 
- Días de la transacción 
- NIT 
No obstante, teniendo en cuenta que se desea realizar un análisis posterior al modelado, y 
que de acuerdo con la información de expertos, el fraude se puede categorizar y 
generalizar utilizando variables como el tipo de dispositivo y por ende del tipo de 
transacción, se mantendrán esas dos variables (representadas por código de la 
transacción). Mientras que variables como: Total_Obligaciones, Tipo_NIT, Valor_Ingresos, 
Egresos_mes y Tipo_Doc son desechadas para el análisis. 
 
 
 
 
  
RESULTADOS 
 
Para la creación de los modelos, se hicieron algunas transformaciones a las variables con 
el fin de tenerlas en la misma escala y así mejorar el ajuste y facilitar el análisis de los 
parámetros; sin embargo se corrieron modelos teniendo en cuenta las variables 
transformadas y las variables originales. 
 
REDES NEURONALES 
 
Red Neuronal 1 
Variables: Díatrn, Horatrn, Vlrtran 
Número de capas y neuronas: Capa 1 con 3 neuronas 
Método: Rápido  
 
 0 1 
0 1165 531 
1 256 1416 
 
𝑡𝑚𝑐 = 0.2362 
𝑡𝑏𝑐 = 0.7741 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.6912 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.8469 
 
Red Neuronal 2 
Variables: Díatrn, Horatrn, Vlrtran 
Número de capas y neuronas: Capa 1 con 3 neuronas 
Método: Poda 
 
 0 1 
0 1172 524 
1 187 1485 
 
𝑡𝑚𝑐 = 0.2132 
𝑡𝑏𝑐 = 0.7969 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.6910 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.8882 
 
Red Neuronal 3 
Variables: Díatrn, Horatrn, Vlrtran 
Número de capas y neuronas: Capa 1 con 19 neuronas, capa 2 con 11 neuronas 
Método: Poda exhaustiva 
 
 0 1 
0 1365 331 
1 174 1498 
 
𝑡𝑚𝑐 = 0.1515 
𝑡𝑏𝑐 = 0.8587 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.8048 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.8959 
 
Respuesta a valores extremos y promedios: 
 
Día Promedio  0 1 
16 0 1418 278 
 1 667 1005 
    
Día máximo  0 1 
31 0 1232 464 
 1 415 1257 
    
Día mínimo  0 1 
1 0 1606 90 
 1 1302 370 
 
Hora Promedio  0 1 
135829 0 1283 430 
 1 666 1006 
    
Hora máximo  0 1 
244854 0 602 1094 
 1 165 1507 
    
Hora mínimo  0 1 
33 0 1026 670 
 1 239 1433 
 
Valor Promedio  0 1 
275398 0 1329 367 
 1 837 835 
    
Valor máximo  0 1 
3642010 0 353 1343 
 1 288 1384 
    
Valor mínimo  0 1 
1000 0 1630 66 
 1 1489 183 
 
Este análisis de sensibilidad se realizó solo con la red que arrojó mejores 
resultados. De acuerdo a los resultados obtenidos, la variable Hora añade 
sensibilidad al modelo, puesto que éste reacciona bruscamente al realizar cambios 
extremos en esta variable. 
 
Por su parte, la variable monto, también reacciona de manera repentina al 
experimentar variaciones considerables. De este modo se puede concluir que 
variables como Valor de la transacción y Hora de la transacción son altamente 
sensibles y pueden presentar resultados importantes cuando experimentan 
valores extremos; indicando de esta forma el grado de importancia del par de 
variables. 
 
Red Neuronal 4 
Variables: Canal_num, Hora_D, Val_T, Diatrn, Cdgtrn 
Número de capas y neuronas: Capa 1 con 9 neuronas, capa 2 con 4 neuronas 
Método: Poda exhaustiva 
  0 1 
0 1288 408 
1 215 1457 
 
𝑡𝑚𝑐 = 0.1868 
𝑡𝑏𝑐 = 0.8233 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.7594 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.8714 
 
De las redes neuronales, se puede apreciar que, aunque se tienen buenas 
aproximaciones, la red que logra ajustar mejor los 1 como 1, lo hace en un 89.59% 
(Red 3); esta red pronostica 331 transacciones como posibles fraudes. 
 
Análisis de resultados con redes neuronales 
De acuerdo con la tasa de buena clasificación, la red 3 es la que menos se equivoca al 
clasificar los 1 como 1. Por otro lado, no solo nos interesa esa clasificación (que permite 
tener confianza en la red), sino también los 0 clasificados como 1, ya que estos son las 
transacciones que no se han reportado como fraude pero que la red clasifica como 
posibles fraudes. 
 
Con una base de datos de 3005 registros, donde 1424 son fraudes confirmados y el 
número sobrante son transacciones que no se saben si son o no fraudes; 148 (10.39%) de 
los fraudes no lograron ser detectados, dentro de ellos se encuentran toda clase de 
fraudes (avance fraudulento, transacción abierta, cajero gemelo, autoría tarjeta allegado) 
por lo que se puede concluir que no  se debe a que no reconozca algún tipo de patrón 
determinado dentro de la modalidad de fraude. 
 
De los 3005 registros, 1581 son transacciones que se desconocen si son fraude, de estos 
registros, 314 son determinados como posibles fraudes, lo cual significa que posiblemente 
allí hay transacciones de clientes, con características (montos, horas, días) diferentes a las 
normales para ese cliente; sin embargo, esto no significa que todas son fraude, 
simplemente son registros candidatos a analizar de una forma más detallada. Por otro 
lado, aquellos registros con marca 0 y que la red clasificó como 0, tienen un pequeño 
margen de error, esto significa que posiblemente la red no haya logrado detectar 
transacciones fraudulentas no confirmadas, debido a las características que presentaron. 
En su mayoría los posibles fraudes pertenecen a clientes que solo hicieron una o muy 
pocas transacciones durante ese periodo de tiempo y quizás la red simplemente no 
encontró comportamientos del cliente y por ende los clasificó como posibles fraudes; por 
ende se corrió la red para clientes que realizaron 3 o más transacciones en ese tiempo 
para así determinar cuáles transacciones son posibles fraudes: 
 
Resultados Red Neuronal 
Posibles fraudes 
 
- El primer registro, corresponde a un cliente con 3 transacciones (9 feb por 400000 
a las 8:59:40, 20 feb por 150000 a las 10:07:10 y 3 ene por 100000 a las 15:21:05) 
todas en el mismo lugar. La primera fue reportada, posiblemente por el monto. 
- El segundo registro, corresponde a un cliente con 3 transacciones (22 feb por 
200000 a las 15:42:41, 24 feb por 400000 a las 20:35:38 y 27 feb por 150000 a las 
12:25:48) las dos  últimas en el mismo lugar. La segunda fue reportada 
posiblemente por el monto y la hora. 
- El tercer registro, corresponde a un cliente con 3 transacciones (3 mar por 100000 
a las 13:56:35, 14 ene por 400000 a las 12:04:10 y 18 feb por 100000 a las 
14:58:46) todas en el mismo lugar. La segunda fue reportada posiblemente por el 
monto. 
- El quinto registro, hace referencia a un cliente con 4 transacciones (9 feb por 
1334000 a las 18:16:04, 1 mar por 50000 a las 10:26:46, 14 feb por 50000 a las 
8:08:13 y 25 feb por 50000 a las 6:38:54), siendo la primera la única hecha en POS 
y es justo esta transacción la que puede ser un posible fraude, esto debe ser 
causado por el canal en que se hizo y por el monto. 
ANOTRN MESTRN DIATRN HORATRN CANAL CDGTRN MARCA REDONDEA 
2010 2 9 85940 ABB 520 0 1 
2010 2 24 203538 ABB 520 0 1 
2010 1 14 120410 ABB 520 0 1 
2010 2 17 143041 ABB 520 0 1 
2010 2 9 181604 PRD 525 0 1 
2010 1 19 85032 ABB 520 0 1 
2010 1 21 170132 ABB 520 0 1 
2010 2 15 232224 ABB 520 0 1 
2010 1 20 115144 PRD 525 0 1 
2010 1 31 211056 ABB 520 0 1 
MODELOS DE REGRESIÓN LOGÍSTICA MIXTOS 
 
Los modelos propuestos tienen intercepto aleatorio con el fin de considerar la variabilidad 
de cada cliente. Este intercepto es una variable que distribuye N(0, σ2). 
 
En este modelo, el valor del coeficiente indica qué tanto peso aporta la variable 
correspondiente; por esta razón, las clasificaciones realizadas se obtendrán gracias al peso 
que aporta cada variable (sobre todo aquellas que influyen más); un valor negativo en el 
coeficiente disminuye la probabilidad de que sea 1, mientras que un valor positivo hace 
que la probabilidad aumente. 
 
Modelo 1 
 
Variable Valor Desviación estándar p-value 
Mestrn -93.72397 433416.9 1676 0.9998 
Diatrn 0.01592 0.0 0.0727 
Horatrn -0.00001 0.0 0.0000 
Vlrtran 0.00001 0.0 0.0000 
Cdgtrn -0.38223 0.0 0.0000 
Canal_num 8.15748 0.5 0.0000 
Intercepto (prom) 282.86343 433416.9 0.9995 
 
 
 0 1 
0 1682 14 
1 3 1669 
 
𝑡𝑚𝑐 = 0.005048 
𝑡𝑏𝑐 = 0.9950 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.9917 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9982 
 
 
 
 
Modelo 2 
 
Variable Valor Desviación estándar p-value 
Diatrn 0.01102651 0.0068 0.1075 
Horatrn -1.995236e-06 0.0068 0.0000 
Vlrtran 4.439605e-07 0.0068 0.0931 
Cdgtrn 0.06143346 0.0212 0.0038 
Canal_num 1.987457 0.3109 0.0000 
Intercepto (prom) -846.8477 811.5108 0.2968 
 
 0 1 
0 1645 51 
1 7 1665 
 
𝑡𝑚𝑐 = 0.01722 
𝑡𝑏𝑐 = 0.9828 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.97 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9958 
Modelo 3 
 
Variable Valor Desviación estándar p-value 
Horatrn -2.063019e-06 0.0000 0.0000 
Vlrtran 4.415152e-07 0.0000 0.1030 
Cdgtrn 0.06658769 0.0218 0.0023 
Canal_num 1.956246 0.3204 0.0000 
Intercepto (prom) -901.0729 863.1209 0.2966 
 
 0 1 
0 1645 51 
1 7 1665 
 
𝑡𝑚𝑐 = 0.01722 
𝑡𝑏𝑐 = 0.9828 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.97 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9958 
Modelo 4 
 
Variable Valor Desviación estándar p-value 
Mestrn -115.4140 605104.6 0.9998 
Diatrn 0.01130039 0.0 0.2584 
Horatrn -1.76609e-05 0.0 0.0000 
Vlrtran 7.920929e-06 0.0 0.0000 
Cdgtrn -0.5919986 0.0 0.0000 
Intercepto (prom) 422.2977 605104.6 0.9994 
 
 0 1 
0 1681 15 
1 3 1669 
 
𝑡𝑚𝑐 = 0.005344 
𝑡𝑏𝑐 = 0.9946 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.9912 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9982 
 
 
Modelo 5 
 
Variable Valor Desviación estándar p-value 
Diatrn 0.0175970 7.219 0.9981 
Horatrn -3.621714e-06 0.001 0.9975 
Vlrtran 7.289304e-06 0.000 0.9875 
Cdgtrn -0.3616081 41.424 0.9930 
Intercepto (prom) 186.39032 21509.451 0.9931 
 
 0 1 
0 1182 514 
1 249 1423 
 
𝑡𝑚𝑐 = 0.2265 
𝑡𝑏𝑐 = 0.7734 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.6969 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.8511 
 
Modelo 6 
 
Variable Valor Desviación estándar p-value 
Mestrn -29.44177 3142.7050 0.9925 
Dia_D 0.2160205 0.0447 0.0000 
HoraD -1.783115 0.0931 0.0000 
Val_T 2.735365 0.1957 0.0000 
Cdgtrn -0.07049427 0.0266 0.0081 
Canal_num 11.18902 1.1935 0.0000 
Intercepto (prom) 41.86259 3142.7355 0.9894 
 
 0 1 
0 1685 11 
1 4 1668 
 
𝑡𝑚𝑐 = 0.0044 
𝑡𝑏𝑐 = 0.9955 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.9935 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9976 
 
Modelo 7 
 
Variable Valor Desviación estándar p-value 
Dia_D 0.3742327 0.0559018 0 
HoraD -1.559474 0.1040970 0 
Val_T 2.809606 0.2117200 0 
Canal_num 7.953676 1.3741472 0 
Intercepto (prom) -23.613419 1.7849233 0 
 
 0 1 
0 1678 18 
1 21 1651 
 𝑡𝑚𝑐 = 0.01158 
𝑡𝑏𝑐 = 0.9884 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.9894 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9874 
 
De los resultados obtenidos, es evidente que la variable Mes de la transacción no es 
significativa en el modelo; esto puede ser causado porque la información que se tiene con 
fraudes detectados es solo de un mes. No obstante, por asesorías de expertos, se sabe 
que esta variable es una de las más importantes; mantener la variable dentro del modelo 
puede causar multicolinealidad (fuerte correlación entre las variables explicativas; el 
problema radica en que la variable Mes presenta una alta desviación estándar, afectando 
de esta manera las otras variables); sin embargo, se puede continuar teniendo en cuenta 
la variable pero bajo supervisión, otra solución es simplemente eliminar la variable y 
proponer otro modelo. 
De los modelos logísticos, los dos que se van analizar son: el 1 (con las variables originales) 
y el 6 (que tiene las variables transformadas), si se desea trabajar con un modelo que 
contenga solo variables significativas, el 3 o el 7 pueden ser útiles. El 2, el 4 y el 5 se 
descartan. 
- Con el modelo 1, usando una base de datos de 3368 registros, donde 1696 son 
transacciones que no se conocen si son fraudulentas y 1672 son reportados como 
fraudes, se obtuvieron 3 transacciones fraudulentas mal clasificadas y 14 
transacciones detectadas como posibles fraudes. 
En algunos casos, el modelo clasifica como posibles fraudes, aquellas transacciones 
hechas por clientes en las que su gran mayoría son fraudes. 
El tercer registro hace referencia a un cliente que tiene 3 transacciones, una de ella 
un fraude detectado (3 de ene a las 21:37:07 por 5); la transacción detectada como 
posible fraude es una hecha el 4 de enero a las 7:42:44 por 40. 
Los resultados obtenidos son un poco imprecisos, debido a que existen registros 
duplicados con el fin de mantener un mismo número de registros en ambos grupos 
(fraudes y no fraudes); no obstante, si se procede a realizar comparaciones entre 
estos resultados y la red no se haya ninguna coincidencia. 
- Por su parte, el modelo 6, que clasifica 11 0’s como posibles 1’s,  saca el mismo 
registro relevante del modelo anterior. 
Otro de los registros, el 10, el registro detectado como posible fraude hace 
referencia a una transacción hecha el 18 de enero a las 22:03:21 por un valor de  
Mientras que el fraude comprobado fue el 26 de enero a las 16:16:43 por 36. 
ANOTRN MESTRN DIATRN HORATRN CANAL CDGTRN MARCA
0,71933637 2010 1 29 134927 ABB       520 0
0,71413168 2010 1 14 211037 ABB       520 0
0,88971973 2010 1 4 74244 ABB       520 0
0,69696709 2010 1 15 191448 ABB       520 0
0,80977993 2010 1 2 153945 ABB       520 0
0,54061136 2010 1 24 172314 ABB       520 0
0,51721676 2010 1 4 174949 ABB       520 0
0,69875388 2010 1 30 95124 ABB       520 0
0,66512492 2010 1 28 174932 ABB       520 0
0,67879064 2010 1 27 200140 ABB       520 0
0,59473229 2010 1 31 144615 ABB       520 0
0,95610836 2010 1 10 105811 ABB       520 0
0,65057547 2010 1 12 162939 ABB       538 0
0,98002335 2010 1 23 134018 ABB       520 0
 
Como pruebas adicionales, se corrieron otros modelos utilizando otras bases de datos, en 
donde no existieran registros duplicados y además hubiera clientes con más de 4 
transacciones en ese periodo de tiempo. Se trabajó con una base de datos que contiene 
799 fraudes detectado y 4854 transacciones que no se saben si son o no fraudulentas. El 
modelo propuesto es el siguiente: 
 
Variable Valor Desviación estándar p-value 
Mestrn -7.00950 0.206120 0.0000 
Dia_D -0.00741 0.013986 0.5961 
HoraD -0.41930 0.024377 0.0000 
Val_T 1.51019 0.050050 0.0000 
Cdgtrn -0.08461 0.007220 0.0000 
Intercepto (prom) 41.98481 3.821098 0.0000 
 
 
 0 1 
0 4819 38 
1 15 784 
 
𝑡𝑚𝑐 = 0.009371 
𝑡𝑏𝑐 = 0.9906 
𝑠𝑒𝑛𝑠𝑖𝑏𝑖𝑙𝑖𝑑𝑎𝑑 = 0.9922 
𝑒𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑑𝑎𝑑 = 0.9812 
En este modelo, se utilizaron las variables transformadas con el fin de tener consistencia 
entre los pesos de cada una (coeficientes); por su parte, la variable relacionada con el día 
aparece como no significativa, aunque visto de una forma intuitiva parece no presentar 
multicolinealidad ya que las desviaciones estándar no son muy grandes. No obstante, se 
ha decidido mantener estas variables bajo supervisión, ya que son importantes para el 
análisis del modelo. 
A su vez, se puede ver que el mes y el valor de la transacción son las variables que más 
aportan en la ponderación, no obstante el mes disminuye la probabilidad mientras que el 
monto la aumenta. El día y el código de la transacción son quienes menos peso y por ende 
aportan menos (de una forma negativa).  
MESTRNDIATRNHORATRNMARCACANAL CDGTRN
0,5936961 1 2 23934 0 PRD       525
0,85138748 1 3 164913 0 PRD       525
0,66521063 1 4 165410 0 PRD       525
0,67332187 1 5 195758 0 PRD       525
0,6774658 1 7 160542 0 PRD       529
0,51608989 1 11 104725 0 PRD       525
0,57872459 1 14 101034 0 PRD       525
0,61513321 1 14 164743 0 PRD       529
0,82122423 1 30 182312 0 PRD       525
0,55975206 1 1 213759 0 ABB       520
0,53942216 1 2 113243 0 ABB       520
0,74418965 1 4 223531 0 ABB       520
0,87789953 1 4 93502 0 ABB       520
0,51868203 1 4 152140 0 ABB       520
0,59504907 1 5 203846 0 ABB       520
0,51950639 1 7 170102 0 ABB       520
0,65492126 1 8 71702 0 ABB       520
0,84159247 1 8 94034 0 ABB       520
0,66403851 1 8 174116 0 ABB       520
0,62651503 1 9 94140 0 ABB       520
0,83270116 1 9 111546 0 ABB       520
0,58612497 1 9 185459 0 ABB       520
0,69183007 1 10 160100 0 ABB       520
0,69694069 1 15 171626 0 ABB       520
 
 
 
 
 
0.76490661 1 17 104840 0 ABB       520
0.72805883 1 20 113528 0 ABB       520
0.68527509 1 21 182552 0 ABB       520
0.88849786 1 22 61633 0 ABB       520
0.84619441 1 22 93624 0 ABB       520
0.72414177 1 23 95323 0 ABB       520
0.55741335 1 25 93506 0 ABB       520
0.61954952 1 25 135349 0 ABB       520
0.701926 1 27 155937 0 ABB       520
0.59191148 1 28 95427 0 ABB       520
0.90279609 1 28 113512 0 ABB       520
0.73810678 1 29 211716 0 ABB       520
0.779341 1 29 140602 0 ABB       520
0.82829556 1 30 145617 0 ABB       520
 
Este modelo arroja muy buenos resultados; sin embargo, está claro que son posibles 
fraudes sujetos a verificación. En algunos casos, debido a que el cliente presenta muchos 
registros como fraude, aquel que no se ha detectado como tal, puede quedar clasificado. 
El primer registro corresponde a un cliente que tuvo 3 transacciones comprobadas el 2 de 
enero entre la media noche y la 1 de la mañana, cada una por 40 (categorizadas como 
avance fraudulento). El registro detectado es el 2 de enero a las 2:39:34 por 35 en POS.  
El segundo registro, tuvo 4 fraudes entre las 15:23 y 15:26 cada una por 30 en cajero 
(categorizadas como avance fraudulento). El fraude detectado es del 3 de enero a las 
16:49:13 por POS con un monto de 128. 
El registro 9, tuvo 3 fraudes confirmandos entre 18:37 y 18:38 el 30 de enero por ATM 
(categorizado como avance fraudulento) cada uno por 40. El fraude detectado es del 30 
de enero a las 18:23:12 por 19 en POS. 
El registro 28, tuvo 6 fraudes el 20 entre las 6 y 7 de la noche y 21 de enero a la 1, cada 
uno por 40 en ATM. El fraude detectado es del 22 de enero a las 6:16:33 por 40 en ATM. 
 
 
CONCLUSIONES 
 
 
Debido a que los fraudes detectados eran solo de enero, los modelos propuestos (tanto la 
red neuronal como el modelo logístico) se vieron limitados. La red neuronal no se 
construyó con la variable mes, ya que solo quedaría entrenada para detectar fraudes en 
enero, mientras que en el modelo logístico el mes influía notoriamente en la generación 
de multicolinealidad haciendo de esta manera, que algunas variables que se sabían que 
eran significativas, resultaran con un p-value alto y un valor alto para la desviación 
estándar.  
La mejor red neuronal obtenida fue realizada con el algoritmo back propagation, usando 
el método de poda exhaustiva; este fue el que mejor respondió ante la detección de 
transacciones fraudulentas, debido a que generó la red neuronal con menor valor para la 
tasa de mala clasificación; es decir, fue la que clasificó menos 1’s como 0’s, llegando 
aproximadamente a equivocarse en un 10%. No obstante, sería bueno poder implementar 
una red con un mayor número de capas ocultas. 
A pesar de que la RNA exige tener la muestra equilibrada (con el fin de determinar 
claramente las características de los grupos), una de las grandes ventajas es que es de fácil 
interpretación y además permite tener una sola red para cualquier tipo de transacción, 
ésta después de ser entrenada funciona para cualquier transacción de cualquier cliente. 
Esta metodología dio buenos resultados para los datos sin transformar; no obstante, si se 
desea tener todo bajo una misma escala y así generar una manera forma sencilla para 
comparar las variables, se puede trabajar con las variables categóricas, en una misma 
escala (ej: logarítmica) o normalizadas. 
Se obtuvo una red que se encarga de identificar los fraudes solo con la información de la 
transacción, sin tener en cuenta la persona que la realizó (NIT); de esta forma, no es 
necesario construir una red para cliente o para un conjunto determinado, sino que ésta se 
puede entrenar y validar con la información transaccional en general. 
Por su parte, el modelo logístico arrojó resultados un poco mejores a los de la red; sin 
embargo, es necesario correr el modelo para cada cliente ya que éste se construye con 
interceptos aleatorios “únicos” para cada persona. Esto, aunque computacionalmente 
puede ser una desventaja, en cuestión de modelos se considera una ventaja, ya que se 
tendrá un modelo individual capaz de describir la variabilidad de los clientes. 
No obstante, es necesario tener información sobre los fraudes ocurridos en POS y en otros 
meses con el fin de mejorar el modelo logístico y determinar la verdadera incidencia de la 
variable mes dentro de estos modelos. 
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