Abstract-The growing penetration of solar power technology at low voltage (LV) level introduces new challenges in the distribution grid operation. Across the world, Distribution System Operators (DSO) are implementing the Smart Grid concept and one key function, in this new paradigm, is solar power forecasting. This paper presents a new forecasting framework, based on vector autoregression theory, that combines spatial-temporal data collected by smart meters and distribution transformer controllers to produce six-hour-ahead forecasts at the residential solar photovoltaic (PV) and secondary substation (i.e., MV/LV substation) levels. This framework has been tested for 44 micro-generation units and 10 secondary substations from the Smart Grid pilot in Évora, Portugal (one demonstration site of the EU Project SuSTAINABLE). A comparison was made with the well-known Autoregressive forecasting Model (ARunivariate model) leading to an improvement between 8% and 12% for the first 3 lead-times.
INTRODUCTION
Several countries are achieving remarkable levels of installed solar power. By the end of 2012, the installed solar power in Germany and Italy was around 32.6 GW and 16.7 GW respectively. In terms of cost, solar photovoltaic (PV) is reaching grid parity in many countries, meaning that it can generate electricity at a levelized cost less than or equal to the electricity retailing tariffs [1] . In this context, the deployment of solar PV will likely continue even if subsidies are withdrawn (e.g., feed-in tariffs).
The majority of this installed capacity is connected to the medium and low voltage (MV and LV) distribution grids. The roll-out of the Smart Grid concept [2] , strongly supported by Information and Communication Technologies (ICT), provides additional capabilities for monitoring and controlling the distribution grid and its assets. This creates conditions to develop new management tools (or improve existing ones) that maximize the integration of distributed generation at the MV and LV levels [3] , such as voltage control [4] , state-estimation [5] and congestion management [6] .
Furthermore, a massive deployment of local storage (such as batteries) at the residential level might occur if governments create incentives for such goal [7] . For instance, Germany has created financial incentives for owners of solar systems with batteries [8] .
The abovementioned management tools and the joint coordination of PV panels and local storage require the use of solar power forecasts for several hours ahead. The timehorizon of interest for power system operations can be divided into two classes [9] : (a) very short-term (up to six hours ahead); (b) short-term (up to three days ahead).
In recent publications, several works combine statistical algorithms with numerical weather predictions (NWP) to produce solar power forecasts for the short-term horizon. Bacher et al. [10] describe a two-stage forecasting approach. First, a clear sky model, based on weighted quantile regression, is proposed to remove the diurnal component of solar generation and global irradiance. Then, an autoregressive model with exogenous inputs (ARX) is used to combine past observations of solar power with NWP. According to the authors, up to two hours ahead the most important inputs are the past observations, while for a horizon up to 36 hours ahead the NWP prevail. Fernandez-Jimenez et al. [11] also used NWP as input in several machine learning algorithms (i.e., Auto-Regressive Integrated Moving Average -ARIMA, knearest neighbors -kNNs, neural networks -NN, and adaptive neuro-fuzzy models) to produce solar power forecasts for the next 39 hours. The best performance was obtained with a Neural Network (NN).
For the very short term horizon, two different classes of models can be found. The first class is based on satellite images. Hammer et al. [12] describe an algorithm based on cloud-index images that are predicted with motion vector fields derived from two consecutive images.
The second class consists of univariate time-series models. Pedro and Coimbra [13] compared the performance of different machine learning algorithms (i.e., ARIMA, kNNs, NN and NN optimized by genetic algorithms), which only use past observations of the time-series as inputs. The NN, combined with genetic algorithms, obtained the best performance.
An extended overview for the solar power forecast literature can be found in [14] .
The forecasting framework presented in this paper addresses the very short-term horizon and is included in the second class of models. The main difference is that the new proposed method is spatial-temporal, since it combines the past observations of time series distributed in space. To our knowledge, only two works combined information from neighboring sites to improve solar power forecast. Berdugo et al. [15] described a method based on searching similar local and global current states (e.g. kNNs), considering neighbor sites, whose goal is not to produce the "optimal" forecast (i.e., with minimum error); instead, it handles distributed data streams and maintains power measurements' privacy. Yang et al. [16] proposed an ARX model for each solar site where the exogenous variables are measurements from neighbor sites. This paper proposes three main contributions: a) new forecasting method, constructed on the top of a Smart Grid infrastructure, based on vector autoregression theory (VAR), combining information from the distributed PV panels; b) improved accuracy by introducing exogenous variables to the model, i.e. observations from micro-generation smart meters; c) an online fitting method, based on recursive least squares, for the VAR model.
This forecasting framework will be applied to produce sixhour-ahead forecasts for each residential PV and secondary substation (i.e., MV/LV). The proposed method can operate as a centralized forecasting system to be used by a Distribution System Operator (DSO) for managing distributed energy resources or by a solar power aggregator for participating in intra-day electricity markets.
The paper is organized as follows: section II presents the Smart Grid infrastructure in Portugal; section III describes the solar power forecasting algorithms; the test case results are presented in section IV; section V presents the conclusions and future work.
II. SMART GRID INFRASTRUCTURE
During the recent years, several DSO have conducted different Smart Grid pilot tests and a deployment of these technological solutions is expected for the following years. An example is the InovGrid Project in Portugal [17] , promoted by EDP Distribution, aiming to develop new ICT technology and computational tools for automating network management and to create a complete smart distribution grid. This project resulted in a large-scale demonstration pilot in the city of Évora in Portugal, named InovCity [18] , which is also one demonstration site of the EU Project SuSTAINABLE.
The main components of this infrastructure are the EDP Box (EB) and the Distribution Transformer Controller (DTC). The EB is a smart meter with load and generation management functions, located at each delivery point. Load and generation are metered separately. It can interact with other devices through a home area network. The DTC is located at the secondary substation level, comprising modules for measurement, remote control and communication actions. It collects data from the EB and the secondary substation. Both the EB and the DTC are part of a hierarchical control and communication architecture. Each EB has a bi-directional communication with the corresponding DTC through GPRS (General Packet Radio Service) or PLC (Power Line Communications), and the DTC communicates with the SCADA/DMS through a wide area network based on GPRS [18] . Other communication technologies, such as radio frequency mesh modules, can be explored in this framework.
At the primary substation level (HV/MV), a Smart Substation Controller (SSC) is installed. The SSC is responsible for aggregating and managing the operational data from EB and DTC, and for applying demand-side management, self-healing and generation management strategies. Therefore, the MV grid is managed by the SSC. On the top of these technologies, there are services capable of handling large volumes of data and, at the same time, providing an overview of all existing devices.
Section III presents the forecasting framework that follows the Smart Grid infrastructure of the InovCity pilot. The forecasting system is installed at the central management level (i.e., in the DMS). Although installed in the DMS, the forecasting system can be virtually distributed by HV/MV substation, but using information from DTC connected to different primary substations.
The outputs are forecasts for each DTC and EB. For the forecast at the DTC level, the EB measurements can be used as distributed sensors to better capture the effect of clouds in solar generation and consequently improve the forecasts, which in turn increase the amount of transmitted data. Section IV evaluates the improvement that is obtained with this additional information.
Finally, it is important to stress that the forecasting system is also valid for a non-hierarchical architecture, such as one where each device communicates directly with the DSO control center via TCP/IP [19] . One has to pose a centralized data flow topology as a requirement. A forecasting approach for peer-to-peer data flow is presented in [14] .
III. FORECASTING FRAMEWORK

A. Seasonal De-Trending of the Time-Series
The solar power time series present a seasonal pattern dependent on the time of the day and day of the year, which results in a trend component during the day. In the literature, different physical and statistical approaches are proposed to estimate the deterministic variation of the solar irradiance (i.e., excluding the influence of clouds and other factors) [14] .
One of these statistical approaches is the clear-sky model described in [10] that, based on weighted quantile regression, is directly applied to solar power time-series. The method is described as a statistical normalization, capable of generating a stationary time-series with normalized solar power. Note that most classical models, such as AR and VAR, assume stationarity of the time-series.
Following the results in [10] and [20] , the predictors of the clear-sky model are the time of the day (h) and day of the year (doy). The clear-sky generation ( cs t p ) is estimated as a local constant model and the weighted quantile regression for quantile τ can be expressed as: 
]
is the kernel product of the two predictors which locally weights each observation, and is the loss function of the quantile regression problem [21] . Since both variables are circular, a circular kernel is used:
where σ is the smoothing parameter and d is the period of variable x (e.g., equal to 24 in the time of the day).
The output of the model from Eq. 1 is used to normalize the measured solar power (P t ) as follows:
The model's parameters are the kernel bandwidths σ h and σ doy , as well as the quantile τ. These parameters are determined by trial-error experiences, inducing a value equal to 1 for the variable p t norm during clear-sky days.
B. Vector Autoregressive (VAR)Model
The ARIMA process is a well-known class for univariate time-series models [22] . A special model of this class is the autoregressive (AR), in which the value of the response variable for time interval t can be interpreted as a regression on past observations (or lags) of the time-series. For one hourahead forecast, the AR model is: (6) where β are the model's coefficients, α a constant term, l the order of the AR model and e t+1|t is a white noise process with zero mean and constant variance σ e 2 .
The main limitation of this model is that it only uses, as predictors, the past observations from the dependent variable. This model can be extended with exogenous variables (such as NWP), forming an ARX model. Nevertheless, as mentioned in the literature [10] and [14] , NWP can only improve the forecast error for time horizons greater than four hours-ahead, while for shorter time horizons the relevant information consists in timeseries observations.
In order to improve the forecasts for the very short-term horizon, a VAR model [23] 
In matrix form, for one step-ahead forecast, it is given by: Note that each regression equation takes the same matrix of predictors (P t-l ) and a vector of coefficients (a row from matrix B) is estimated from data. However, this model is capable of modeling the dynamic relation among spatially distributed time-series. In fact, Eq. 7 and 8 have the form of a Seemingly Unrelated Regression (SUR) model [23] .
Estimating the coefficients of the VAR model is straightforward, that is, the Ordinary Least Squares (OLS) can be applied if the same predictors appear in every equation. In such a case, OLS gives the same solution of Generalized Least Squares (GLS) and can be applied independently to each regression equation.
C. Recursive Least Squares
The ICT infrastructure of a Smart Grid generates a continuous stream of data that must be handled in quasi realtime and with low data storage requirements. The AR and VAR models described in the previous section can be fitted in quasi real-time using the recursive least squares (RLS) method with a forgetting factor [24] . This method overcomes the problem of handling "big data" since it is not necessary to store historical data for fitting (or re-fitting) the model. Furthermore, the RLS method, with a forgetting factor λ, tracks changes in the dynamics of the data generating structure, such as loss of performance due to dust in PV panels or changes in the surrounding environment (e.g., shadows).
Since both VAR and AR can be fitted with OLS, the RLS method can also be applied to this model and it is of great importance since the spatial-temporal relation between PV sites is very dynamic and requires time-varying coefficients.
The update of the parameters of the VAR model (using notation from Eq. 7) is performed with the RLS method as follows for time step t:
where K t is given by,
and Q t by
B t-1 is the coefficient matrix from time step t and B t is the matrix with updated coefficients (i.e., after receiving the observation P t ).
A forgetting factor equal to 1 leads to a recursive estimation of the coefficients, while a smaller value discounts old data with an exponential decay.
This fitting method perfectly copes with streaming data since at time step t only B t , K t and Q t have to be stored in memory, and the remaining data is dropped.
This algorithm requires some initial values for B 0 and Q 0 . A simple and robust approach is to initialize B 0 with zeros and Q 0 as a diagonal matrix with a large constant value.
D. VAR Model for Solar Power Forecast
In order to apply the forecasting techniques from Eq. 6 and 7, in a first phase, it is necessary to normalize the solar power time-series with the clear-sky model from section III.A. In [20] , it is recommended to remove the small cs t p values, since for these values p t norm increases considerably and reaches infinity in the night time.
In this paper, a different approach that enables the use of the VAR model was followed: the normalized solar power values outside the period between 7h00 and 19h00 (i.e., the average period with almost no solar generation during the whole year in Portugal) are removed from all sites.
In a second phase, the normalized solar power values are used to fit the AR and VAR models with RLS. Both models are applied to forecast the solar power for each DTC and EB.
Furthermore, when specifying an AR or VAR model, it is important to determine how many lagged terms need to be included. This can be achieved with the following method: first, the autocorrelation plot of the normalized time series is analyzed to make a coarse estimation of the necessary lags; then, the autocorrelation plot of the residuals is analyzed to check if the residuals are i.i.d. (i.e., white noise). Note that, by increasing the order of the model (i.e., including more lagged terms), it is possible to remove the serial dependency of the residuals [25] .
For instance, Fig. 1 depicts the autocorrelation plot of the residuals obtained with an AR model (that includes lags t-1, t-2 and t-24) for one DTC. As depicted, the residuals are almost uncorrelated (i.e., in the sense that the autocorrelation values are inside the 95% confidence interval), which validates the choice of the lagged terms. This is the reason why the second lag was included in the model. Since the goal is to produce six hours-ahead forecasts, a different AR and VAR model is fitted for each lead-time. For instance, for lead-times 2 and 6, the VAR model has the following form:
where the terms P t and P t-1 remain the same, and the seasonal effect associated to the previous day changes with the lead-time.
The RLS algorithm (Eq. 9-11) is used to update the coefficients of each lead-time (e.g., coefficients B of Eq. 12 and 13).
Finally, in addition to the AR and VAR models described in the previous sections, a VAR with exogenous variables (VARX) is also proposed and tested. The model consists in adding exogenous variables to Eq. 7: the solar power values observed in each EB.
The goal is to assess if the EB measurements (P t EB ) can improve the solar power forecast at the DTC level. The VARX for lead-time t+1 has the structure depicted in Fig. 2 . Note that, for the EB observations, only the past observations t and t-1 are included in the model since the goal is to use the EB as distributed sensors that characterize the current atmospheric conditions (in terms of solar power) across the region. 
IV. TEST CASE RESULTS
A. Description
The solar power dataset used as test case is from the city of Évora, with about 54,000 residents and an area of 1307 km 2 . The distribution network in Évora municipality is supplied by two 60 kV substations with 15 kV and 30 kV feeders. 25 of these feeders supply a total of 655 secondary substations.
In what concerns distributed generation, in August 2013, there were 218 micro-generation producers, mainly solar PV, with an installed capacity of 761 kW. During 2 years, more than 30,000 EB and 300 DTC were installed in Évora, including all customers and substations, in order to have the entire municipality covered.
In order to test the proposed forecasting framework, timeseries from 44 EB were used. These were the time-series with better quality, or in other words, the ones with the lowest number of missing values and hours with zero generation due to maintenance operation or communication problems. The EB data comprise domestic PV, with installed capacity ranging between 1.1 kWp and 3.7 kWp. These EB measurements were related to 10 different DTC, and the total values of each DTC are also forecasted.
The "optimal" parameters of the clear-sky model are σ h =0.01, σ doy =0.01, τ=85%. From trial-error tests, the forgetting factor λ for both AR and VAR was found to be 0.999.
The original data was sampled in 15 minutes, but it was resampled to hourly values (i.e., the same length of the electricity market). The period between 1 February 2011 and 31 January 2012 was used to fit the models, and the period between 1 February 2012 and 6 March 2013 was used to calculate the forecast errors.
The forecasting results are evaluated with the root mean square error (RMSE) calculated for the k th horizon [10] :
The RMSE is normalized with the solar peak power.
The RMSE is calculated separately for each EB or DTC, but it is also calculated using the full dataset of errors as a summary performance metric for all DTC or EB. The performance of two models (AR and VAR) is compared by computing the improvement in terms of RMSE:
B. Results
The improvement of the VAR and VARX over the AR model for each lead-time is plotted in Fig. 3 for two DTC and for the RMSE k calculated with the full dataset of DTC forecast errors. Fig. 3 . Impk of the VAR and VARX models for two DTC and for the RMSE calculated using the entire set of forecast errors.
These three plots clearly show that the VARX model achieves the highest improvement. From the full set of DTC, number 4 is the one with the highest overall improvement, reaching a value around 11% for the first lead-time and around 6% for the sixth lead-time. Number 10 is the one with the lowest improvement, ranging between 4% and 3%.
The VAR model also achieves a positive improvement in all lead-times, but lower than VARX. This means that the EB measurements, used as distributed sensors, can improve the forecast at the DTC (or MV) level.
The global improvement of the VARX varies between 10% and 5.5%, which shows the benefit from using spatial-temporal models for very short-term solar power forecasting. Another interesting conclusion is that the improvement decays with the lead-time, meaning that the spatial-temporal information is more relevant for the first three hours. This makes sense since the forecasting model in this test case only includes information from a small municipality. If solar power data from neighboring municipalities and regions is included in the model, a higher improvement for lead-times between 4 and 6 is expected. Fig. 4 shows the improvement obtained with the VAR model for two EB and for the RMSE calculated with the full dataset of EB forecast errors. The VAR model attained the highest improvement for EB number 16, with a value around 25% for lead-time 1 and around 11% for lead-time 6. The lowest improvement was attained for EB number 39, with 6.5% for lead-time 1 and a negative value of around -1% for lead-time 6. The global improvement for the EB dataset varies between 12.5% and 0.1%. Compared to the DTC results, the improvement obtained for the EB dataset is higher for the first two lead-times. The average RMSE k of the EB and DTC is similar for the first two lead-times, but the difference increases for the other lead-times. The main difference is in the minimum and maximum values, with a higher amplitude for the EB. For instance, there are EB with an RMSE below 10% (even for lead-time 6), but also EB with an RMSE close to 20%. This is an expected result, since the variability in solar power due to the clouds is smoothed by the aggregation of EB in one DTC. Nevertheless, this also shows that the forecasts for some EB are significantly improved with the spatial-temporal information (e.g., EB number 16 in Fig. 4 ). Fig. 6 depicts the improvement of the VAR over the AR model, calculated using the entire set of EB forecast errors and for three seasons (winter, spring and summer). The highest improvement for the first three lead-times occurs in the winter season, which frequently exhibits overcast days ("stable" clouds). The summer season frequently has clear-sky days, thus the improvement of the VAR model is lower. Nevertheless, for the last three lead-times, the results are contrasting and the improvement is higher in the summer season. This might be explained by the presence of small and rapid clouds ("unstable" clouds) during summer, which are captured by the six hours time-window. However, additional weather data (e.g., from weather stations) that would enable a more detailed analysis are needed to explain these differences. Finally, it is important to emphasize that the VAR model only showed negative improvement in lead-time 6 of the spring season. 
V. CONCLUSIONS
A new forecasting approach for very short-term solar power forecast, based on a vector autoregressive model fitted with recursive least squares, is proposed in this paper. It takes advantage of a Smart Grid infrastructure with smart meters and advanced control functions installed at the MV/LV substation level.
The results for data from a Smart Grid pilot, in the city of Évora, Portugal, indicate that information from distributed PV generation can improve the forecast error, compared to an autoregressive model, between 8% and 12% on average for the first 3 lead-times. Furthermore, the inclusion of the EB observations in the forecast at the DTC level also decreases the error. Therefore, the adoption of multivariate models such as VAR with an online tracking of its coefficients is recommended to improve the solar power forecasting in a Smart Grid environment. This forecasting framework can be explored either by the DSO or by a solar PV aggregator.
These results open new lines for future research and improvement, such as: development of a feature selection algorithm that reduces the amount of information used and consequently the communication requirements; inclusion of data from weather stations and numerical weather prediction models; increasing the spatial coverage of the PV data.
