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研究成果の概要（和文）：音声認識において、言語モデルの貢献を度外視した場合には、音素単
位では認識率が悪くなる可能性は観測されたが、特定の音素系列において統計的に有意なレベ
ルで認識率が悪化することはないことがわかった。一方で、話者認識・話者識別においては、
言語モデルを利用しないのが一般的であるため、単語認識と同様の問題が生じることがわかっ
た。さらに、話者識別のほとんどの応用では、学習データを十分に得ることが期待できない。
さらに認識対象の音素系列を事前に想定できないことも多く、音声認識より高性能化が難しい
問題であることが明らかになった。 
 
 
研究成果の概要（英文）：For speech recognition, in a large vocabulary task, any phone 
sequence didn’t induce statistically significant deficient performance without contribution 
of language models. For speaker recognition/verification, on the other hand, it seems to be 
difficult other than increasing of training data. Most applications of speaker recognition, it 
cannot be expected sufficient training data. Moreover, it is difficult to assume a target 
phone sequence in advance. Therefore, a new method is required for speaker recognition, 
because many previous methods for improving speech recognition cannot be efficient for 
speaker recognition.  
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１．研究開始当初の背景 
(1) コンピュータの高速化と大容量化
にともない、多くの学習データを利用するこ
とができる確率モデルに基づく音声認識の
枠組みが発展してきた。この枠組みで、音響
モデルに関しては、学習データを増やすこと
ができる不特定話者のタスクの性能が飛躍
的に向上した。また、言語モデルに関しては、
言語モデルが有効であるディクテーション
などのタスクにおいて性能向上が見られた。 
 
 
(2) 音声認識の有力な応用の一つにイ
ンタフェースでの利用があげられる。院 tフ
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ェースの利用としては、いわゆる自然な対話
を行うような応用が主として対象とされて
いる。しかし、実用的には、ポータブルプレ
イヤーのように小型の端末において、沢山の
楽曲を選択するシステムやカーナビのよう
にハンズフリー、アイズフリーの環境で、目
的地を選択するような多数の選択肢から選
択する、というタスクが重要である。これら
は GUI で多用されるボタンやメニューが
有効ではないタスクであるため、音声認識が
期待されるタスクである。 
 
 
(3) これまでの音声認識の枠組みは、音
声の伝達を雑音あり通信路をモデルとして
とらえるものだった。認識誤りを通信路の雑
音としてとらえ、言語モデルを利用したベイ
ズ推定により雑音による誤りを修正しよう
とするものであった。 
 
 
２．研究の目的 
(1) 10 万語以上の固有名詞の高精度な
音声認識手法を情報源符号化手法に基づき
構築する。これまでの音声認識手法は、音声
の伝達時に生じる誤りを修正するモデル化
であった。本研究では、それとは異なり、情
報源のエントロピーを下げることで問題を
疑似的に簡単にして性能向上を図る。 
 
 
(2) 具体的には、語彙が定まったときに
生じる利用される音素系列の偏りを確率的
構造としてとらえ、その構造を効率的に表現
する符号化を検討する。 
 
 
(3) 音声認識で標準となっている確率
モデルを用いた認識は、話者認識・話者識別
などにも応用されている。しかし、それらの
応用では、音声認識ほどの成功を収めていな
い。それらに対しても、本研究の問題意識が
適用可能であるかどうかを検証する。 
 
 
３．研究の方法 
(1) タスクの評価のためのコーパスを
整備する。具体的には、以下の 4タスクにつ
いて整備する。 
一つ目は、多選択肢タスクである。これにつ
いては、ポータブル音楽プレイヤーの楽曲選
択タスクを想定し、楽曲のタイトルを読み上
げた発話を収録したコーパスを構築する。発
話環境が認識性能におよぼす影響を考慮す
るために、収音デバイスや発話環境について
もそれぞれいくつかのバリエーションを試
す。さらに有用な応用があれば、それらにつ
いても評価できるようにする。 
二つ目はセキュリティ用途の話者識別・話者
認識である。このタスクについては、評価デ
ータと学習データの収録時期の違いが性能
に与える影響が大きいことが知られている
ため、収録時期が異なるデータを収集し、学
習・評価に利用できるようにする。 
三つ目は、映像コンテンツへの話者ラベリン
グのための話者識別・話者認識である。この
タスクについては、一人当たりの学習データ
が少ないこと、量に偏りがあることが性能に
与える影響が多いと想定される。したがって、
音声データ以外に利用できる周辺データで
ある、字幕データや映像データもあわせて整
備することで、性能向上を可能にする周辺情
報があるかについても検証する。100 種類の
コンテンツのデータを整備することを目標
とする。 
四つ目は、音響ライフログ中の音声区間検出
である。このタスクについては、タスク設定
や収録方法についても、ほとんど先行研究が
なされていないため、まずは、収録デバイス
や収録方法を検討するために、合計 70 時間
程度のデータを収録する。 
 
 
(2) 整備したコーパスを用いて、典型的
な応用の性能評価を行う。その際には、音響
モデルの構築単位や、モデルパラメータの数、
モデルの形状などを評価できるような実験
をおこなう。 
 
 
４．研究成果 
(1) 多選択肢タスクの具体的な例とし
て、携帯音楽プレーヤ用の音声インタフェー
スを取り上げ、一人の話者が同一単語を多数
発話したコーパスのプロトタイプを構築した。
具体的には、25 語を 10 発話ずつ発話したも
のを、のべ 10 名分収録した。このコーパスを
評価した結果、次のような知見が得られた。
この程度のコーパスの規模の場合に、話者に
関わらず特定の語の認識性能が悪い、つまり
認識が困難な語がある、という統計的に有意
な結果は得られなかったが、一部の子音は認
識率の悪化に関与していることがわかった。
また、その要因としては、音響モデル構築時
にあることがわかった。 
また、携帯音楽プレーヤの曲目選択というタ
スクでは、5000 語程度で、現状のニーズには
十分であることがわかり、実際の使用状況に
あわせて 10 万語を超える評価を行うのは現
実的ではないことがわかった。 
 
 
(2) 多選択肢タスクの具体的な例とし
て携帯音楽プレーヤ用の音声インタフェース
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を評価するために、収録環境による認識精度
への影響を考慮するために複数のマイク、複
数の発話環境での収録も行った。具体的には、
USB スピーカーホン、bluetooth ヘッドセッ
トで収録した。発話環境としては、高騒音下
の環境として、交通量の激しい路上、自動車
内、テレビ視聴時の居室などで収録した。さ
らに、日常生活における音声インタフェース
の利用可能性を検証するため、実際の日常生
活下でのデータ収録も行った。 
その結果、音響モデルの性能が悪化するよう
な環境では、タスクの規模が小さくても、本
研究で想定したような状況が生じることがわ
かった。 
 
 
(3) 音声認識以外にも、確率的な音響モ
デルを利用する応用はいくつかある。その例
として、ボトムアップな音響信号の分類問題
や、話者識別・話者認識があげられる。それ
らの問題にも、どのような単位でモデル化を
行うか、どのようなモデル形状をとるかとい
うことについては、本研究の枠組で対応でき
ることを見出した。 
特に、テキスト独立型話者識別を対象として
検証に取組んだ。テキスト独立型話者識別で
は、学習用の音声データが、音素の種類・出
現回数ともに非常に偏りがある。したがって、
識別性能を高精度化するためには、音素ごと
に、モデル形状やパラメータ数を適切に選択
することが望ましい。従来は、それらの点に
ついての検証が余り行われていなかった。本
研究では、まず、モデル形状や、モデル化の
単位を検討した。インタフェースでのセキュ
リティ応用という、収録音の特性はある程度
制御でき、初期学習データは、数分程度とい
う環境下では、話者ごとに音素などを区別せ
ず単一のモデルを用意して、モデル形状も最
も単純な一状態が最もよい性能であることが
明らかになった。 
また、その条件下では、15%程度の誤り率を達
成できた。しかし、この性能では、単独デバ
イスとしては、セキュリティへの応用には不
十分な性能である。 
そこで、音響ライフログと映像コンテンツの
話者ラベルアノテーションを新たな応用とし
て検証することにした。 
 
 
(4) 映像コンテンツの発話データを用
いた話者ラベリングについては、まず、タス
クの検証をおこなった。従来研究では、ニュ
ース番組へのラベリングが主であった。この
ようなタスクでは、主たる話者の発話量が非
常に多く、また、コンテンツ内に出現して識
別しなければならない話者の数が数名と非常
に少ない。これらの条件下で従来研究におい
ては、70%程度の話者ラベル付与率を得られて
いる。 
映像コンテンツで主流たるテレビ番組におい
ては、ニュース以外のバラエティ、ドラマ、
アニメーションなどのコンテンツの方が数は
多い。したがって、本研究では、それらのコ
ンテンツでも話者ラベリングが可能かどうか
を検討した。上記コンテンツの多くでは、10
名以上と、発話者が多いため、従来手法では、
識別率が 20%程度と極めて低かった。 
ディジタルテレビでは、字幕情報が半数以上
のコンテンツで整備されている。字幕情報に
は、ドラマなどでは、主登場人物(1 名)につ
いては、ほとんどの発話に対して話者ラベル
が付与されているものの、その他の人物につ
いては、最初の発話で話者ラベルが付いてい
る他は、話者ラベルが付与されていない。そ
の結果、全体の発話の 50%は話者ラベルが付
与されている。したがって、話者ラベルが付
与されている発話で話者モデルを構築し、残
りの発話に話者ラベルを付与するという問題
設定が可能となる。 
話者ラベルが付与されている発話を学習デー
タとし、字幕情報を元に音素単位の話者モデ
ルを構築した。このモデルでは、識別率 40%
がえられた。 
音素単位のモデル化であるため、音素モデル
ごとの信頼性に偏りがある。したがって、本
応用では、モデル選択が効果的な情報源の符
号化として位置づけられるかもしれない。ま
た、特徴量選択も情報源の符号化として位置
づけられる可能性があろう。 
 
 
(5) 音響ライフログとは利用者が体験
全体を収録して活用するライフログの中でも
特に音響データによるログをさす。音響デー
タでもっとも役に立つ側面の一つが発話デー
タである。何を話しているか、誰と話してい
るかなどが、重要な情報である。そこで、音
響ライフログの情報から、人間が発話してい
る部分を検出する問題を設定した。従来から、
発話区間検出は様々なアプローチで取り組ま
れている問題であるが、ライフログの場合、
非常に雑多な音響環境下でログが収録される
ため、環境全体をモデル化することは困難で
あり、音声を統計モデルでモデル化すること
で検出を試みた。いわば、話者認識手法を用
いた音声区間検出である。 
その結果、ログをとっているユーザ自身が数
名の相手と会話するような環境では、70%以上
の発話が正しく検出できた。一方で、ユーザ
自身以外の発話では、30%程度しか検出できな
かった。 
検出結果を検証したところ、SN 比が検出性能
に大きく影響することがわかった。 
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(6) 背景雑音や収録デバイスがばらつ
く実環境の音声認識においては、頑健な認識
を行うために、雑音抑制や音声強調を前処理
として用いることが多い。 
そこで、それらがモデル化に対してどのよう
な影響を与えるかを検証した。雑音抑圧・音
声強調手法としては、スペクトル減算法およ
び変調スペクトルフィルタリング手法を検証
した。 
音響ライフログにおいては、スペクトル減算
法が有効であった。 
一方、放送コンテンツでは、変調スペクトル
フィルタリング法が有効であった。 
この違いは、放送コンテンツにおいては、音
声を伝達することが前提となっているため、
仮に BGM や効果音が重畳している場合であ
っても、ある程度の SN 比が担保されている
こと、また、重畳される音は、音声と区別し
やすいものに統制されていることが理由であ
ろう。 
一方で、音響ライフログにおいては、必ずし
も音声が主たる音量で収録されるとは限らな
い。また、音量のダイナミックレンジも大き
く変化する。変調スペクトルフィルタリング
は、フィルタ係数のしきい値の調整で性能が
左右されるため、音響ライフログでは、放送
コンテンツほどの性能が得られなかった。 
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