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1Introduc¸a˜o
O objetivo principal deste trabalho e´ definir e exemplificar a´lgebras e a´lgebras com
identidades polinomiais. Uma a´lgebra consiste em um conjunto na˜o vazio munido de treˆs
operac¸o˜es: soma, produto e produto por escalar, em que estas operac¸o˜es esta˜o sujeitas
a algumas regras. Se uma a´lgebra tem a propriedade de que existem polinoˆmios, em
um conjunto de varia´veis, que se anulam quando avaliados em quaisquer elementos da
a´lgebra, enta˜o estes polinoˆmios sa˜o denominados identidades polinomiais para a a´lgebra
em questa˜o.
Apresentamos uma disposic¸a˜o geral de nosso trabalho. No primeiro cap´ıtulo, apre-
sentamos um estudo preliminar para o entendimento das a´lgebras e das a´lgebras com
identidades polinomiais. Nesse cap´ıtulo estudamos os principais conceitos, propriedades
e resultados das estruturas e das subestruturas de: grupos, ane´is e espac¸os vetoriais,
afim de usa´-los no cap´ıtulo 2. Entre os conceitos comentados esta˜o os de grupos, ane´is
e espac¸os vetoriais quocientes, conceitos esses importantes para o entendimento do, na˜o
menos importante, teorema do homomorfismo, que apresentamos em cada estrutura uma
versa˜o do mesmo.
No segundo e u´ltimo cap´ıtulo, definimos formalmente a estrutura de a´lgebra e estu-
damos algumas de suas subestruturas, como suba´lgebras e ideais de a´lgebras. Veremos
que uma a´lgebra e´ uma estrutura que, com relac¸a˜o a`s operac¸o˜es de soma e produto, se
comporta como um anel e com relac¸a˜o a`s operac¸o˜es de soma e produto por escalar, se com-
porta como um espac¸o vetorial. Um dos exemplos de a´lgebras e´ o conjunto dos polinoˆmios
em um conjunto de varia´veis, com as operac¸o˜es usuais de polinoˆmios que denotaremos
por K〈X〉. Veremos tambe´m o teorema do homomorfismo para a´lgebras.
Tambe´m estudamos nesse u´ltimo cap´ıtulo, as a´lgebras com identidades polinomiais
que, como ja´ dito, sa˜o polinoˆmios que quando avaliados em quaisquer elementos da a´lgebra
se anulam. Um dos exemplos de a´lgebras com identidades polinomais e´ a chamada a´lgebras
de Grassmann. No conjunto dos polinoˆmios iremos definir um polinoˆmio chamado de
comutador que sera´ uma identidade polinomial para a a´lgebra de Grassmann. A partir
do chamado polinoˆmio standard, veremos que todas as a´lgebras finitas sa˜o a´lgebras com
identidades polinomiais.
2Mostraremos ainda, que o conjunto de todas as identidades polinomiais de uma a´lgebra
A, denotado por T(A), e´ um ideal da a´lgebra dos polinoˆmios K〈X〉, que chamaremos de
T-ideal de A. Apresentamos um resultado que mostra que o T-ideal T(A) e´ finitamente
gerado. Para finalizar apresentamos algumas perguntas a respeito dos T-ideais e veremos
que existem perguntas que ainda na˜o foram respondidas sobre os mesmos.
31 Estruturas Alge´bricas
Uma estrutura alge´brica e´ formada por um conjunto na˜o vazio, munido de uma ou
mais operac¸o˜es, em que estas operac¸o˜es esta˜o sujeitas a algumas regras. Dependendo
da estrutura alge´brica, algumas operac¸o˜es sa˜o entre elementos do conjunto principal e
elementos de um conjunto externo, denominado conjunto de escalares. Nesse cap´ıtulo,
estudaremos um pouco das estruturas alge´bricas como: Grupos, Ane´is e Espac¸os Ve-
toriais, que sa˜o fundamentais para o entendimento das A´lgebras e das A´lgebras com
Identidades Polinomiais, estruturas que definiremos no pro´ximo cap´ıtulo.
1.1 Grupos
Em 1824 o matema´tico noruegueˆs Niels Henrik Abel (1802-1829) provou que na˜o ha´
uma fo´rmula geral por radicais para resolver as equac¸o˜es polinomiais de graus maiores
ou iguais a 5. Dessa maneira, surge uma questa˜o: “Por que algumas equac¸o˜es alge´bricas
com graus maiores ou iguais a 5 sa˜o solu´veis por radicais e outras na˜o?”. A resposta
para essa pergunta foi dada pelo matema´tico franceˆs Evariste Galois (1811-1832). Galois
associou a cada equac¸a˜o um grupo formado por permutac¸o˜es de suas ra´ızes e condicionou
a resolubilidade por radicais a uma propriedade desse grupo. Surge assim, a teoria de
Galois que, grosso modo, procura descrever as simetrias das equac¸o˜es satisfeitas pelas
soluc¸o˜es de uma equac¸a˜o polinomial; e essa e´ a origem histo´rica do conceito de grupos.
Com o tempo, a ideia de grupos se mostrou um instrumento muito importante para a
organizac¸a˜o e o estudo de va´rias partes da matema´tica.
Definic¸a˜o 1.1. Um grupo e´ um par ordenado (G, ∗); em que G e´ um conjunto na˜o vazio,
munido de uma operac¸a˜o denotada por ∗, tal que para todo x, y, z ∈ G, as seguintes
condic¸o˜es sa˜o satisfeitas:
G1: (x ∗ y) ∗ z = x ∗ (y ∗ z) (associatividade);
G2: Existe um elemento e ∈ G, tal que e ∗x = x ∗ e = x (existeˆncia do elemento neutro);
4G3: Para cada elemento x ∈ G, existe x′ ∈ G, tal que x ∗ x′ = x′ ∗ x = e (existeˆncia do
elemento sime´trico).
Observac¸a˜o: A operac¸a˜o ∗ e´ uma func¸a˜o do tipo:
∗ : G×G → G
(x, y) 7→ x ∗ y.
Quando a operac¸a˜o do grupo e´ uma soma conhecida, dizemos que (G,+) e´ um grupo
aditivo. O mesmo acontece quando a operac¸a˜o e´ uma multiplicac¸a˜o conhecida, neste caso
dizemos que (G, ·) e´ um grupo multiplicativo. Quando ficar subentendida a existeˆncia da
operac¸a˜o, vamos nos referir ao grupo (G, ∗) simplesmente por grupo G.
Exemplo 1.2. (M2(R),+) e´ um grupo, em que a operac¸a˜o + e´ a soma usual de matrizes.
Obviamente, a operac¸a˜o + e´ fechada em M2(R).
Sejam A =
(
a11 a12
a21 a22
)
, B =
(
b11 b12
b21 b22
)
e C =
(
c11 a12
c21 c22
)
∈M2(R) quaisquer.
Associatividade:
A+ (B + C) =
(
a11 a12
a21 a22
)
+
[(
b11 b12
b21 b22
)
+
(
c11 a12
c21 c22
)]
=
(
a11 a12
a21 a22
)
+
(
b11 + c11 b12 + c12
b21 + c21 b22 + c22
)
=
(
a11 + (b11 + c11) a12 + (b12 + c12)
a21 + (b21 + c21) a22 + (b22 + c22)
)
=
(
(a11 + b11) + c11 (a12 + b12) + c12
(a21 + b21) + c21 (a22 + b22) + c22
)
=
(
a11 + b11 a12 + b12
a21 + b21 a22 + b22
)
+
(
c11 a12
c21 c22
)
=
[(
a11 a12
a21 a22
)
+
(
b11 b12
b21 b22
)]
+
(
c11 c12
c21 c22
)
= (A+B) + C.
Observe que nesta demonstrac¸a˜o foi usada a associatividade da soma dos nu´meros
reais.
5Existeˆncia do elemento neutro: Considere a matriz nula E =
(
0 0
0 0
)
∈M2(R).
Assim temos:
A+ E =
(
a11 a12
a21 a22
)
+
(
0 0
0 0
)
=
(
a11 + 0 a12 + 0
a21 + 0 a22 + 0
)
=
=
(
a11 a12
a21 a22
)
= A =
(
0 + a11 0 + a12
0 + a21 0 + a22
)
=
(
0 0
0 0
)
+
(
a11 a12
a21 a22
)
= E + A.
Logo, E e´ o elemento neutro.
Existeˆncia do elemento sime´trico: Seja A =
(
a11 a12
a21 a22
)
∈ M2(R) qualquer e tome
A′ =
(
−a11 −a12
−a21 −a22
)
. Assim, temos
A+ A′ =
(
a11 a12
a21 a22
)
+
(
−a11 −a12
−a21 −a22
)
=
(
a11 − a11 a12 − a12
a21 − a21 a22 − a22
)
=
(
0 0
0 0
)
= E e
A′ + A =
(
−a11 −a12
−a21 −a22
)
+
(
a11 a12
a21 a22
)
=
(
−a11 + a11 −a12 + a12
−a21 + a21 −a22 + a22
)
=
(
0 0
0 0
)
= E.
.
Portanto, A′ e´ o sime´trico de A.
Mostramos assim que (M2(R),+) e´ um grupo.
Definic¸a˜o 1.3. Seja (G, ∗) um grupo. Dizemos que (G, ∗) e´ um grupo abeliano quando
a operac¸a˜o ∗ e´ comutativa, ou seja, para quaisquer x, y ∈ G temos:
G4: x ∗ y = y ∗ x (comutatividade).
Exemplo 1.4. (M2(R),+) e´ um grupo abeliano.
De fato, ja´ mostramos no exemplo anterior que (M2(R),+) e´ um grupo. Resta mos-
trarmos que vale a comutatividade. Para tanto, sejam A =
(
a11 a12
a21 a22
)
, B =
(
b11 b12
b21 b22
)
∈M2(R) quaisquer.
6Comutatividade:
A+B =
(
a11 a12
a21 a22
)
+
(
b11 b12
b21 b22
)
=
(
a11 + b11 a12 + b12
a21 + b21 a22 + b22
)
=
(
b11 + a11 b12 + a12
b21 + a21 b22 + a22
)
=
(
b11 b12
b21 b22
)
+
(
a11 a12
a21 a22
)
= B + A.
Observe que nesta demonstrac¸a˜o foi usada a comutatividade da soma dos nu´meros
reais.
Portanto, (M2(R),+) e´ um grupo abeliano.
A seguir, mostraremos um exemplo de grupo que sera´ importante para o nosso u´ltimo
cap´ıtulo, mas antes, precisamos entender um conceito necessa´rio para o nosso exemplo.
Seja X um conjunto na˜o vazio. Uma func¸a˜o bijetora f : X −→ X e´ denominada
permutac¸a˜o de X. Sejam k ∈ N∗ e Xk um conjunto qualquer com k elementos, por
exemplo, Xk = {1, 2, . . . , k}. Denote por Sk o conjunto de todas as permutac¸o˜es de Xk.
Seja σ ∈ Sk qualquer. Denotaremos essa permutac¸a˜o por σ =
(
a1 a2 . . . ak
b1 b2 . . . bk
)
tal
que para todo i ∈ {1, 2, . . . , k}, ai = i e σ(ai) = bi.
Para melhor entendermos, considereX3 = {1, 2, 3}. Como exemplo, considere tambe´m
uma permutac¸a˜o σ ∈ S3 tal que, σ(1) = 3; σ(2) = 1 e σ(3) = 2. Portanto, pela notac¸a˜o
que usaremos temos σ =
(
1 2 3
3 1 2
)
. Perceba que na˜o se trata de uma matriz, mas sim,
de uma notac¸a˜o que representa a permutac¸a˜o σ ∈ S3.
Exemplo 1.5. (Sk, ◦) e´ um grupo, em que ◦ e´ a operac¸a˜o composic¸a˜o de func¸o˜es, definida
por
◦ : Sk × Sk −→ Sk
(f, g) 7−→ f ◦ g,
em que, para todo x ∈ Xk, (f ◦ g)(x) = f(g(x)).
Note que se f, g ∈ Sk, enta˜o f ◦ g ∈ Sk, pois a composic¸a˜o de duas bijec¸o˜es e´ uma
bijec¸a˜o.
Para mostrarmos que duas func¸o˜es sa˜o iguais, devemos mostrar que a lei de formac¸a˜o
e´ a mesma e, ale´m disso, devemos mostrar que seus domı´nios e contradomı´nios sa˜o iguais.
No nosso caso, todas as func¸o˜es possuem o mesmo domı´nio e contradomı´nio, logo basta
mostrarmos que elas teˆm a mesma lei de formac¸a˜o. Para tanto, sejam f, g, h ∈ Sk e
7x ∈ Xk quaisquer.
Associatividade:
[f ◦ (g ◦ h)] (x) = f ((g ◦ h) (x)) = f (g (h (x))) = (f ◦ g) (h (x)) = [(f ◦ g) ◦ h] (x).
Logo,
f ◦ (g ◦ h) = (f ◦ g) ◦ h.
Existeˆncia do elemento neutro: Para todo g ∈ Sk e x ∈ Xk, tome fe ∈ Sk tal que
fe (x) = x. Assim,
(g ◦ fe) (x) = g (fe (x)) = g (x) e
(fe ◦ g) (x) = fe (g (x)) = g (x) .
Logo, fe e´ o elemento neutro.
Existeˆncia do elemento sime´trico:
Seja f ∈ Sk qualquer. Como f e´ bijetora, existe a func¸a˜o inversa f−1 ∈ Sk tal que para
todo x ∈ Xk, (
f ◦ f−1) (x) = fe (x) = (f−1 ◦ f) (x) .
Assim,
f ◦ f−1 = f−1 ◦ f = fe
e, portanto, f−1 e´ o sime´trico de f .
Mostramos assim que (Sk, ◦) e´ um grupo.
Observac¸a˜o: O grupo Sk e´ chamado de grupo de permutac¸o˜es ou de grupo sime´trico
do conjunto Xk.
Definic¸a˜o 1.6. Seja σ =
(
a1 a2 . . . ak
b1 b2 . . . bk
)
∈ Sk qualquer. O sinal de σ e´ o nu´mero
real, denotado por (−1)σ e definido por:
(−1)σ =
∏ ai − aj
bi − bj ,
em que o produto e´ estendido a todos os pares (i, j) de ı´ndices tais que i > j.
8Exemplo 1.7. O sinal de σ =
(
1 2 3
2 3 1
)
∈ S3 e´
(−1)σ = 2− 1
3− 2 ·
3− 1
1− 2 ·
3− 2
1− 3 = 1 · (−2) ·
1
−2 = 1
Observac¸a˜o: Na˜o iremos provar aqui, mas o sinal de uma permutac¸a˜o e´ sempre 1 ou
−1.
1.1.1 Subgrupos
Definic¸a˜o 1.8. Sejam (G, ∗) grupo e H ⊆ G na˜o vazio. Dizemos que H e´ um subgrupo
de G se:
(i) H e´ fechado com relac¸a˜o a` operac¸a˜o ∗, ou seja, se x, y ∈ H tem-se x ∗ y ∈ H;
(ii) (H, ∗) e´ um grupo.
Lema 1.9. Sejam (G, ∗) um grupo, (H, ∗) um subgrupo de (G, ∗) e y ∈ H qualquer.
Enta˜o o inverso de y em H e´ o mesmo inverso de y em G e o elemento neutro de H e´ o
mesmo elemento neutro de G.
Demonstrac¸a˜o. Seja y ∈ H qualquer e denote por y′′ o inverso de y em H e por y′ o
inverso de y em G. Vamos mostrar que y′′ = y′. Denote eH o elemento neutro de H e eG
o elemento neutro de G. Enta˜o,
y ∗ y′′ = eH = eH ∗ eG = eH ∗ (y ∗ y′)
= (eH ∗ y) ∗ y′ = y ∗ y′
⇒ y′ ∗ (y ∗ y′′) = y′ ∗ (y ∗ y′)
⇒ (y′ ∗ y) ∗ y′′ = (y′y)y′
⇒ eG ∗ y′′ = eG ∗ y′ ⇒ y′′ = y′. (1.1)
Tambe´m,
eH = y ∗ y′′ = y ∗ y′ = eG ⇒ eH = eG,
ja´ que y′′ = y′. Conclu´ımos assim a demonstrac¸a˜o.

Proposic¸a˜o 1.10. Sejam (G, ∗) grupo e H ⊆ G na˜o vazio. H e´ subgrupo de G se, e
somente se, para quaisquer x, y ∈ H tem-se x ∗ y′ ∈ H, em que y′ e´ o sime´trico de y.
9Demonstrac¸a˜o.
(=⇒) Sejam x, y ∈ H quaisquer. Como H e´ subgrupo de G, pelo lema 1.9 na pa´gina 8,
temos: y′ ∈ H e como H e´ fechado com relac¸a˜o a ∗, temos que x ∗ y′ ∈ H.
(⇐=) Temos agora como hipo´tese que para quaisquer x, y ∈ H tem-se x∗y′ ∈ H, devemos
mostrar que (H, ∗) e´ um subgrupo de (G, ∗). Para tanto, mostremos primeiro que H e´
fechado com relac¸a˜o a` operac¸a˜o ∗. Note primeiro que se x ∈ H temos que x ∗x′ = e ∈ H,
em que e e´ o elemento neutro de G, ou seja, mostramos assim que o elemento neutro de
G esta´ em H. Agora sejam x, y ∈ H quaisquer. Sabendo que e ∈ H e usando a nossa
hipo´tese, temos que: e ∗ y′ = y′ ∈ H e assim temos: x ∗ (y′)′ = x ∗ y ∈ H. Logo, H e´
fechado com relac¸a˜o a operac¸a˜o ∗.
Mostremos agora que (H, ∗) e´ um grupo.
Associatividade: Note que, H ⊆ G e como ∗ e´ associativa em G, em particular ∗ e´
associativa em H (propriedade heredita´ria).
Existeˆncia do elemento neutro: Ja´ mostramos que o elemento neutro de G esta´ em H, ou
seja, o elemento neutro de H e´ o mesmo de G.
Existeˆncia do elemento sime´trico: Seja x ∈ H qualquer, ja´ mostramos que x′ ∈ H,
portanto, todo elemento de H tem sime´trico.

Exemplo 1.11. Considere o grupo aditivo M2(R). Vamos mostrar que o conjunto sl2(R) ={(
x y
z −x
)
;x, y, z ∈ R
}
e´ um subgrupo de M2(R).
Primeiro note que sl2(R) na˜o e´ vazio, pois
(
0 0
0 0
)
∈ sl2(R) e ainda sl2(R) ⊂M2(R).
Sejam A =
(
a11 a12
a21 −a11
)
, B =
(
b11 b12
b21 −b11
)
∈ sl2(R) quaisquer. Assim temos,
A+ (−B) =
(
a11 − b11 a12 − b12
a21 − b21 −a11 + b11
)
=
(
a11 − b11 a12 − b12
a21 − b21 −(a11 − b11)
)
∈ sl2(R).
Portanto, pela proposic¸a˜o anterior, temos que sl2(R) e´ subgrupo de M2(R).
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Na nossa pro´xima subsec¸a˜o, falaremos sobre homomorfismos de grupos, que nada
mais e´ do que uma correspondeˆncia entre dois grupos, sujeita a algumas regras. De-
vido a` importaˆncia de algumas correspondeˆncias espec´ıficas, que trataremos no decorrer
desse trabalho, achamos necessa´rio e u´til uma visa˜o geral sobre correspondeˆncias entre
conjuntos.
Definic¸a˜o 1.12. Sejam V e W conjuntos na˜o vazios. Uma aplicac¸a˜o de V em W e´ uma
func¸a˜o, ou seja, e´ uma relac¸a˜o pela qual a cada elemento de V esta´ associado a um u´nico
elemento de W. Se F indica essa relac¸a˜o e v ∈ V qualquer, enta˜o F (v) indica o elemento
associado a v e se denomina a imagem de v por F . Assim, definimos o conjunto imagem
de F como
Im(F ) = {F (v); v ∈ V} .
E ainda indicamos esta aplicac¸a˜o por
F : V −→ W .
Definic¸a˜o 1.13. Uma aplicac¸a˜o F : V −→ W e´ denominada injetiva, se para todos
v1, v2 ∈ V, tais que F (v1) = F (v2) tem-se v1 = v2.
Definic¸a˜o 1.14. Uma aplicac¸a˜o F : V −→ W e´ denominada sobrejetiva, se para todo
w ∈ W, existe v ∈ V tal que F (v) = w. Nesse caso, Im(F ) =W.
Definic¸a˜o 1.15. Uma aplicac¸a˜o F : V −→ W e´ denominada bijetiva se F e´ injetiva e
sobrejetiva.
Exemplo 1.16. A aplicac¸a˜o F : R2 −→ R2, definida para todo (x, y) ∈ R2 por F (x, y) =
(x,−y) e´ bijetiva.
De fato, mostremos que F e´ injetiva. Para tanto, sejam (x1, y1), (x2, y2) ∈ R2 tais
que, F (x1, y1) = F (x2, y2). Enta˜o temos,
(x1,−y1) = (x2,−y2) =⇒ x1 = x2 e y1 = y2.
Logo, (x1, y1) = (x2, y2).
Agora dado (x, y) ∈ R2 qualquer, tome (x,−y) ∈ R2. Assim temos,
F (x,−y) = (x,−(−y)) = (x, y).
Logo, F e´ sobrejetiva.
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Conclu´ımos assim que F e´ bijetiva.
1.1.2 Homomorfismos de Grupos
Nessa subsec¸a˜o, estudaremos func¸o˜es entre grupos. As func¸o˜es de interesse aqui,
sa˜o aquelas que preservam as operac¸o˜es dos grupos. Essas func¸o˜es sa˜o chamadas de
homomorfismos de grupos.
Definic¸a˜o 1.17. Sejam (G, ∗) e (H, ·) grupos. Um homomorfismo de G em H e´ uma
func¸a˜o f : G→ H que satisfaz, para quaisquer x, y ∈ G,
f(x ∗ y) = f(x) · f(y).
Exemplo 1.18. Seja (G, ∗) e (H, ·) grupos. Considere a func¸a˜o f : G→ H, tal que, para
todo x ∈ G tem-se f(x) = eH em que, eH e´ o elemento neutro de H. Vamos mostrar que
f e´ um homomorfismo.
De fato, sejam x, y ∈ G quaisquer. Enta˜o temos:
f (x ∗ y) = eh = eh · eh = f(x) · f(y).
Observac¸a˜o: Esse homomorfismo e´ chamado de homomorfismo nulo.
Definic¸a˜o 1.19. Um homomorfismo injetor e´ chamado de monomorfismo. Um homo-
morfismo sobrejetor e´ chamado de epimorfismo. Um homomorfismo bijetor e´ chamado
de isomorfismo. Um homomorfismo f : G → G e´ chamado de endomorfismo. Um iso-
morfismo f : G→ G e´ chamado de automorfismo.
Definic¸a˜o 1.20. Sejam G, J grupos. Se existe f : G −→ J um isomorfismo de grupos,
dizemos que G e´ isomorfo a J e denotamos por G ' J .
Proposic¸a˜o 1.21. Sejam G e J grupos, eG e eJ seus respectivos elementos neutros e
seja f : G −→ J homomorfismo. Enta˜o f(eG) = eJ e para qualquer x ∈ G tem-se
f(x−1) = f(x)−1.
Demonstrac¸a˜o. Primeiro note que,
eJf(eG) = f(eG) = f(eGeG) = f(eG)f(eG)
=⇒ eJf(eG) = f(eG)f(eG)
=⇒ eJf(eG)f(eG)−1 = f(eG)f(eG)f(eG)−1
=⇒ eJ = f(eG).
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Agora seja x ∈ G qualquer. Assim temos,
f(x)f(x−1) = f(xx−1) = f(eG) = eJ = f(x)f(x)−1
=⇒ f(x)f(x−1) = f(x)f(x)−1
=⇒ −f(x)f(x)f(x−1) = f(x)−1f(x)f(x)−1
=⇒ f(x−1) = f(x)−1.
Portanto, conclu´ımos que f(eG) = eJ e f(x
−1) = f(x)−1.

De agora em diante, denotaremos o elemento neutro de um grupo G por eG, de um
grupo J por eJ , ou seja, o ı´ndice do elemento neutro indica de qual grupo ele e´.
Definic¸a˜o 1.22. Seja f : G −→ J um homomorfismo de grupos. O nu´cleo de f , denotado
por N(f) ou ker(f), e´ o seguinte conjunto:
N(f) = {x ∈ G; f(x) = ej} .
Proposic¸a˜o 1.23. Sejam G, J grupos quaisquer, H subgrupo de G e f : G −→ J
homomorfismo. Enta˜o f(H) = {f(x);x ∈ H} e´ um subgrupo de J .
Demonstrac¸a˜o. Note que 0G ∈ H pois H e´ subgrupo de G, enta˜o f(0G) = 0J ∈ f(H) e
assim f(H) na˜o e´ vazio.
Sejam x, y ∈ f(H). Enta˜o existem a, b ∈ H tais que f(a) = x e f(b) = y. Assim
xy−1 = f(a)f(b)−1 = f(a)f(b−1) = f(ab−1).
Como ab−1 ∈ H temos que f(ab−1) ∈ f(H). Desta forma, xy−1 ∈ f(H) e pela
proposic¸a˜o 1.10, temos que f(H) e´ subgrupo de J .

Proposic¸a˜o 1.24. Sejam G, J grupos quaisquer e f : G −→ J homomorfismo. Enta˜o:
(i) N(f) e´ um subgrupo de G;
(ii) Im(f) e´ um subgrupo de J .
13
Demonstrac¸a˜o. (i) N(f) e´ na˜o vazio, pois como visto na proposic¸a˜o 1.21, eG ∈ N(f).
Agora sejam x, y ∈ N(f) quaisquer. Vamos mostrar que xy−1 ∈ N(f). Note que,
f(xy−1) = f(x)f(y−1) = f(x)f(y)−1 = eJeJ = eJ .
Logo, xy−1 ∈ N(f) e pela proposic¸a˜o 1.10, temos que N(f) e´ subgrupo de G.
(ii) Segue da proposic¸a˜o 1.23, pois Im(f) = f(G).

Proposic¸a˜o 1.25. Sejam G, J grupos e f : G −→ J um homomorfismo. Enta˜o
N(f) = {eG} se, e somente se, f e´ injetiva.
Demonstrac¸a˜o.
(=⇒) Sejam x, y ∈ J , tais que, f(x) = f(y). Enta˜o,
f(x)(f(y))−1 = eJ =⇒ f(x)f(y−1) = f(xy−1) = eJ .
Logo, xy−1 ∈ N(f) e como N(f) = {eG}, temos
xy−1 = eG =⇒ x = y,
o que prova a injetividade de f .
(⇐=) Seja x ∈ N(f) qualquer. Enta˜o,
f(x) = eJ = f(eG).
Como f e´ injetiva, temos que x = eG. Assim,
N(f) ⊆ {eg}.
Note que, {eg} ⊆ N(f), pois f(eg) = ej.
Conclu´ımos assim que N(f) = {eg}.

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1.1.3 Classes Laterais, Subgrupos Normais e Grupos Quocientes
Considere (G, ∗) um grupo qualquer e H um subgrupo qualquer de G. Para a demons-
trac¸a˜o das proposic¸o˜es dessa sec¸a˜o, usaremos a notac¸a˜o multiplicativa, por simplicidade.
Enta˜o quando nos referirmos a G como grupo, usaremos xy ao inve´s de x ∗ y, ou seja, fica
subentendido que x ∗ y = xy e ainda o sime´trico de x em G notaremos como x−1.
Proposic¸a˜o 1.26. Sejam G um grupo, H um subgrupo de G e x, y ∈ G quaisquer. A
relac¸a˜o
yRx⇐⇒ x−1y ∈ H
e´ uma relac¸a˜o de equivaleˆncia em G.
Demonstrac¸a˜o.
(i) (Reflexiva) Seja x ∈ G qualquer. Temos, x−1x = e ∈ H, logo xRx.
(ii) (Sime´trica) Sejam x, y ∈ G quaisquer. Temos que,
yRx =⇒ x−1y ∈ H =⇒ (x−1y)−1 = y−1x ∈ H =⇒ xRy.
(iii) (Transitiva) Sejam x, y e z ∈ G quaisquer, tais que, yRx e xRz. Enta˜o, x−1y ∈ H
e z−1x ∈ H. Assim,
(z−1x)(x−1y) ∈ H =⇒ z−1y ∈ H =⇒ yRz.

De maneira ana´loga, se G e´ um grupo e H um subgrupo de G, a relac¸a˜o
xR∗y ⇐⇒ yx−1 ∈ H
e´ tambe´m uma relac¸a˜o de equivaleˆncia.
Perceba agora que,
yRx⇐⇒ x−1y ∈ H ⇐⇒ ∃h ∈ H, tal que
x−1y = h⇐⇒ y = xh⇐⇒ y ∈ xH = {xh;h ∈ H} .
A classe de equivaleˆncia de x ∈ G, definida pela relac¸a˜o R, e´
{y ∈ G; yRx} = xH.
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No caso em que a relac¸a˜o e´ yR∗x⇐⇒ yx−1 ∈ H, a classe de equivaleˆncia de y ∈ G e´
{y ∈ G; yR∗x} = Hx.
Isso motiva as seguintes definic¸o˜es:
Definic¸a˜o 1.27. A classe de equivaleˆncia xH = {xh;h ∈ H} e´ chamada classe lateral de
x a` esquerda de H em G.
Definic¸a˜o 1.28. A classe de equivaleˆncia Hx = {hx;h ∈ H} e´ chamada classe lateral de
x a` direita de H em G.
Definic¸a˜o 1.29. Um subgrupo H de um grupo G e´ chamado de subgrupo normal se, para
todo x ∈ G, se verifica a igualdade
xH = Hx.
Exemplo 1.30. Seja f : G −→ J homomorfismo de grupos. Vamos mostrar que N(f) e´
um subgrupo normal de G.
Ja´ mostramos na proposic¸a˜o 1.24 na pa´gina 12 que N(f) e´ um subgrupo de G, resta
mostrarmos enta˜o, que para todo x ∈ G tem-se xH = Hx, vamos mostrar por dupla
inclusa˜o.
Primeira inclusa˜o xN(f) ⊆ N(f)x. Seja y ∈ xN(f) qualquer. Enta˜o, existe n ∈ N(f)
tal que y = xn. Note que
y = xn = xnx−1x.
Assim, temos
f(xnx−1) = f(x)f(n)f(x−1) = f(x)eJf(x)−1 = f(x)f(x)−1 = eJ .
Portanto, xnx−1 ∈ N(f), logo existe n1 ∈ N(f) tal que, xnx−1 = n1. Assim, temos
y = xnx−1x = n1x ∈ N(f)x.
ou seja, Conclu´ımos assim que xN(f) ⊆ N(f)x.
De maneira ana´loga, demonstra-se que N(f)x ⊆ xN(f).
Portanto, xN(f) = N(f)x.
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Sejam G um grupo e H ⊆ G um subgrupo normal de G. Sabemos que para x, y ∈ G
yRx⇐⇒ x−1y ∈ H
e´ uma relac¸a˜o de equivaleˆncia em G. O conjunto
G/H = {xH;x ∈ G} = {Hx;x ∈ G}
e´ o conjunto das classes de equivaleˆncia mo´dulo H.
Lema 1.31. Sejam G um grupo, H um subgrupo de G e x, y ∈ G quaisquer. Enta˜o:
(i) y ∈ xH ⇐⇒ xH = yH;
(ii) y ∈ Hx⇐⇒ Hx = Hy.
Demonstrac¸a˜o.
(i) (=⇒) Como y ∈ xH, temos yRx, por simetria temos que xRy. Vamos mostrar
que xH ⊆ yH. Se z ∈ xH, enta˜o zRx. Mas xRy logo, pela transitividade, temos zRy.
Portanto, z ∈ yH.
yH ⊆ xH e´ ana´logo.
(⇐=) Como y ∈ yH e yH = xH, enta˜o y ∈ xH.
(ii) E´ semelhante ao item (i), basta trocar a lateralidade.

Proposic¸a˜o 1.32. Sejam G um grupo e H um subgrupo normal de G. Defina a seguinte
operac¸a˜o
· : G/H ×G/H → G/H
(xH, yH) 7→ xyH.
Enta˜o (G/H, ·) e´ um grupo.
Demonstrac¸a˜o. Primeiramente, vamos mostrar que a operac¸a˜o esta´ bem definida. Para
tanto, sejam xH, yH, x1H e y1H ∈ G/H tais que, xH = x1H e yH = y1H. Vamos
mostrar que xyH = x1y1H.
Como xH = x1H e yH = y1H, pelo lema 1.31 temos que, x1 ∈ xH e y1 ∈ yH, ou
seja, existem h1, h2 ∈ H tais que, x1 = xh1 e y1 = yh2. Assim,
x1y1 = (xh1)(yh2) = x(h1y)h2.
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Note que, h1y ∈ Hy e como H e´ normal, temos que Hy = yH. Portanto, existe
h3 ∈ H tal que, h1y = yh3. Assim,
x1y1 = x(h1y)h2 = x(yh3)h2 = xy(h3h2).
Como h3, h2 ∈ H temos que h3h2 ∈ H, ou seja, existe h ∈ H tal que, h3h2 = h.
Portanto,
x1y1 = xy(h3h2) = xyh ∈ xyH.
Logo, pelo lema 1.31 na pa´gina 16, temos que xyH = x1y1H. Conclu´ımos assim, que
a operac¸a˜o esta´ bem definida.
Provaremos agora os axiomas de grupos.
Associatividade: Sejam xH, yH e zH ∈ G/H quaisquer. Assim,
(xH · yH) · zH = xyH · zH = (xy)zH = x(yz)H = xH · yzH = xH · (yH · zH) .
Existeˆncia do elemento neutro: Considere eH = H ∈ G/H e dado xH ∈ G/H qualquer,
temos:
eH · xH = exH = xH e
xH · eH = xeH = xH.
Logo, eH e´ o elemento neutro de G/H.
Existeˆncia do elemento sime´trico: Seja xH ∈ G/H qualquer. Note que x−1H ∈ G/H e
que
xH · x−1H = xx−1H = eH e
x−1H · xH = x−1xH = eH.
Portanto, o sime´trico de xH e´ x−1H. Conclu´ımos enta˜o, que (G/H, ·) e´ um grupo.

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1.1.4 Teorema do Homomorfismo para Grupos
SejamG e J grupos. Dado f : G −→ J um homomorfismo, podemos colocar a seguinte
questa˜o: como podemos construir um isomorfismo, apartir de f? Bom, sabemos que
um isomorfismo e´ um homomorfismo injetor e sobrejetor. Podemos, tentar resolver essa
questa˜o por partes. Se pensarmos em construir um homomorfismo sobrejetor, podemos
mudar o contradomı´nio de f , para Im(f), o que resolve a sobrejetividade. Mas, e a
injetividade? Uma motivac¸a˜o para a resposta seria o seguinte: Se, x, y ∈ G sa˜o tais que
f(x) = f(y) enta˜o,
f(x) = f(y) =⇒ f(x)f(y)−1 = eJ =⇒ f(x)f(y−1) = f(xy−1) = eJ .
Isso significa que xy−1 ∈ N(f), ou seja, x e y esta˜o relacionados pela relac¸a˜o de equi-
valeˆncia mo´dulo N(f). Quando quocientamos G por N(f), fazemos com que o elemento
neutro de G/N(f) seja a classe do egN(f) = N(f). Isso nos da´, uma pista de que pode-
mos trocar o domı´nio G de f por G/N(f). Para ficar claro, vamos para o teorema que
da´ nome a essa subsec¸a˜o.
Teorema 1.33 (Teorema do homomorfismo para grupos). Sejam G, J grupos e ainda
f : G −→ J um homomorfismo. Enta˜o, a func¸a˜o
ϕ : G/N(f) −→ Im(f)
xN(f) 7−→ f(x)
e´ um isomorfismo.
Demonstrac¸a˜o.
Vamos primeiro mostrar que ϕ esta´ bem definida. Para tanto, sejam xN(f),
yN(f) ∈ G/N(f) quaisquer, tais que xN(f) = yN(f). Assim, yRx, ou seja, x−1y ∈ N(f).
Note que, ϕ(xN(f)) = f(x) e ϕ(yN(f)) = f(y), enta˜o
ϕ(xN(f)) (ϕ(yN(f)))−1 = f(x) (f(y))−1
= f(x)f(y−1)
= f(xy−1) = eJ
=⇒ ϕ(xN(f)) = ϕ(yN(f)).
Portanto, ϕ esta´ bem definida.
Mostremos agora que ϕ e´ um homomorfismo. Sejam xN(f) e yN(f) ∈ G/N(f)
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quaisquer, assim
ϕ(xN(f) · yN(f)) = ϕ(xyN(f)) = f(xy) = f(x)f(y) = ϕ(xN(f))ϕ(yN(f)).
Logo ϕ e´ um homomorfismo.
Mostremos que ϕ e´ injetiva. Seja xN(f) ∈ N(ϕ) qualquer. Enta˜o
ϕ(xN(f)) = eJ =⇒ f(x) = eJ .
Logo, x ∈ N(f), assim
N(ϕ) = {xN(f);x ∈ N(f)} = {N(f)} .
Vimos na proposic¸a˜o 1.32 na pa´gina 16, que a classe egN(f) = N(f) e´ o elemento
neutro do grupo quociente G/N(f). Logo, pela proposic¸a˜o 1.25 na pa´gina 16, temos que
ϕ e´ injetiva.
Mostremos que ϕ e´ sobrejetiva. Seja y ∈ Im(f) qualquer. Enta˜o existe x ∈ G tal
que, f(x) = y, logo existe xN(f) ∈ G/N(f) tal que,
ϕ(xN(f)) = f(x) = y.
Portanto, ϕ e´ sobrejetiva.
Como ϕ e´ homomorfismo injetor e sobrejetor, temos que ϕ e´ um isomorfismo, ou seja,
G/N(f) e´ isomorfo a Im(f), em notac¸a˜o fica, G/N(f) ' Im(f). Conclu´ımos assim, a
demonstrac¸a˜o.

Exemplo 1.34. Seja G um grupo. Considere H = {eg}, em que eg e´ o elemento neutro
de G. Enta˜o G/ {eg} ' G.
Primeiro, note que H e´ um subgrupo normal de G, pois para cada g ∈ G temos
gH = geg = egg = Hg. Agora considere f : G −→ G tal que, para todo x ∈ G temos,
f(x) = x, assim, para x, y ∈ G quaisquer temos, f(xy) = xy = f(x)f(y), ou seja, f e´
homomorfismo. Note agora que, N(f) = {eg} e Im(f) = G, segue enta˜o, do teorema do
homomorfismo que G/ {eg} ' G.
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1.2 Ane´is
A definic¸a˜o formal de anel foi elaborada em 1914 pelo matema´tico alema˜o A. Fraenkel
(1891-1965) . O conceito de anel foi fundamental para axiomatizac¸a˜o da a´lgebra. Surgiu
como consequeˆncia da sistematizac¸a˜o de conjuntos nume´ricos, principalmente do conjunto
dos nu´meros inteiros. O conceito de anel esta´ intimamente relacionado com as seguintes
questo˜es: qual o conjunto mı´nimo das propriedades de adic¸a˜o e da multiplicac¸a˜o em Z
e´ necessa´rio para demonstrar as outras propriedades de Z? Ou seja, quais propriedades
as operac¸o˜es de um determinado conjunto tem que ter, para que possamos operar nesse
conjunto de forma semelhante que operamos em Z? As respostas para estas perguntas
levaram aos seis axiomas de anel.
Definic¸a˜o 1.35. Um anel e´ uma tripla ordenada (R,+, ∗), em que R e´ um conjunto na˜o
vazio, munido de uma operac¸a˜o denotada por + (chamada de soma) e de uma operac¸a˜o
denotada por ∗ (chamada de multiplicac¸a˜o), tais que para quaisquer x, y, z ∈ R, as se-
guintes condic¸o˜es sa˜o satisfeitas:
S: (R,+) e´ um grupo abelino;
P1: (x ∗ y) ∗ z = x ∗ (y ∗ z) (associatividade do produto);
P2: x ∗ (y + z) = x ∗ y + x ∗ z e (x+ y) ∗ z = x ∗ z + y ∗ z (distributividade da soma
com respeito ao produto).
Definic¸a˜o 1.36. Seja (R,+, ∗) um anel. Dizemos que:
(i) (R,+, ∗) e´ um anel comutativo se ∗ for comutativa, ou seja, para quaisquer x, y ∈ R
temos x ∗ y = y ∗ x;
(ii) (R,+, ∗) e´ um anel com unidade se existe 1R ∈ R tal que, para todo x ∈ R temos
1R ∗ x = x ∗ 1R = x;
(iii) a ∈ R e a 6= 0 e´ um divisor de zero, quando existe b ∈ R e b 6= 0, tal que, a ∗ b = 0;
(iv) a ∈ R (um anel com unidade) e a 6= 0 e´ um elemento invers´ıvel, se existe b ∈ R e
b 6= 0, tal que, a ∗ b = b ∗ a = 1R.
Definic¸a˜o 1.37. Um anel (R,+, ∗) comutativo, com unidade e sem divisores de zero e´
chamado de anel de integridade ou domı´nio de integridade.
Definic¸a˜o 1.38. Um anel de integridade (R,+, ∗) em que todo elemento na˜o nulo e´
invers´ıvel e´ chamado de corpo.
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Definic¸a˜o 1.39. Seja K um corpo, dizemos que a caracter´ıstica de K e´ igual a n e
denotamos por char K = n, se n e´ o menor inteiro positivo, de forma que
1 + 1 + . . .+ 1︸ ︷︷ ︸
n−vezes
= 0.
Quando na˜o existe inteiro positivo tal que isso ocorra, dizemos que char K = 0.
E´ poss´ıvel mostrar que a caracter´ıstica de um corpo e´ sempre zero ou um nu´mero
primo. Trabalharemos apenas com corpos de caracter´ıstica zero.
Exemplo 1.40. (Q,+, ·), (R,+, ·) e (C,+, ·) sa˜o corpos de caracter´ıstica zero com as
operac¸o˜es usuais.
Observac¸a˜o: Quando ficar subentendida a existeˆncia das operac¸o˜es, vamos nos referir
ao anel (R,+, ∗) simplesmente por anel R.
Exemplo 1.41. (M2(R),+, ·) com as operac¸o˜es usuais de soma e multiplicac¸a˜o de ma-
trizes e´ um anel.
Ja´ vimos no exemplo 1.2 na pa´gina 4 que (M2(R),+) e´ um grupo abeliano. Resta
mostrarmos enta˜o que P1 e P2 sa˜o satisfeitas. Para tanto, sejam A =
(
a1 a2
a3 a4
)
,
B =
(
b1 b2
b3 b4
)
, C =
(
c1 c2
c3 c4
)
∈M2(R) quaisquer.
P1 (associatividade do produto)
Temos que
A · (B · C) =
(
a1 a2
a3 a4
)
·
[(
b1 b2
b3 b4
)
·
(
c1 c2
c3 c4
)]
=
(
a1 a2
a3 a4
)
·
[(
b1c1 + b2c3 b1c2 + b2c4
b3c1 + b4c3 b3c2 + b4c4
)]
=
(
a1(b1c1 + b2c3) + a2(b3c1 + b4c3) a1(b1c2 + b2c4) + a2(b3c2 + b4c4)
a3(b1c1 + b2c3) + a4(b3c1 + b4c3) a3(b1c2 + b2c4) + a4(b3c2 + b4c4)
)
=
(
a1b1c1 + a1b2c3 + a2b3c1 + a2b4c3 a1b1c2 + a1b2c4 + a2b3c2 + a2b4c4
a3b1c1 + a3b2c3 + a4b3c1 + a4b4c3 a3b1c2 + a3b2c4 + a4b3c2 + a4b4c4
)
. (1.2)
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Por outro lado,
(A ·B) · C =
[(
a1 a2
a3 a4
)
·
(
b1 b2
b3 b4
)]
·
(
c1 c2
c3 c4
)
=
[(
a1b1 + a2b3 a1b2 + a2b4
a3b1 + a4b3 a3b2 + a4b4
)]
·
(
c1 c2
c3 c4
)
=
(
(a1b1 + a2b3)c1 + (a1b2 + a2b4)c3 (a1b1 + a2b3)c2 + (a1b2 + a2b4)c4
(a3b1 + a4b3)c1 + (a3b2 + a4b4)c3 (a3b1 + a4b3)c2 + (a3b2 + a4b4)c4
)
=
(
a1b1c1 + a2b3c1 + a1b2c3 + a2b4c3 a1b1c2 + a2b3c2 + a1b2c4 + a2b4c4
a3b1c1 + a4b3c1 + a3b2c3 + a4b4c3 a3b1c2 + a4b3c2 + a3b2c4 + a4b4c4
)
=
(
a1b1c1 + a1b2c3 + a2b3c1 + a2b4c3 a1b1c2 + a1b2c4 + a2b3c2 + a2b4c4
a3b1c1 + a3b2c3 + a4b3c1 + a4b4c3 a3b1c2 + a3b2c4 + a4b3c2 + a4b4c4
)
. (1.3)
Note que (1.3)=(1.2).
Logo, (A ·B) · C = A · (B · C) e portanto, a associatividade do produto e´ va´lida.
P2(distributividade do produto com respeito a soma):
A · (B + C) =
(
a1 a2
a3 a4
)
·
[(
b1 b2
b3 b4
)
+
(
c1 c2
c3 c4
)]
=
(
a1 a2
a3 a4
)
·
(
b1 + c1 b2 + c2
b3 + c3 b4 + c4
)
=
(
a1(b1 + c1) + a2(b3 + c3) a1(b2 + c2) + a2(b4 + c4)
a3(b1 + c1) + a4(b3 + c3) a3(b2 + c2) + a4(b4 + c4)
)
=
(
a1b1 + a1c1 + a2b3 + a2c3 a1b2 + a1c2 + a2b4 + a2c4
a3b1 + a3c1 + a4b3 + a4c3 a3b2 + a3c2 + a4b4 + a4c4
)
. (1.4)
Por outro lado,
A ·B + A · C =
(
a1 a2
a3 a4
)
·
(
b1 b2
b3 b4
)
+
(
a1 a2
a3 a4
)
·
(
c1 c2
c3 c4
)
=
(
a1b1 + a2b3 a1b2 + a2b4
a3b1 + a4b3 a3b2 + a4b4
)
+
(
a1c1 + a2c3 a1c2 + a2c4
a3c1 + a4c3 a3c2 + a4c4
)
.
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=
(
a1b1 + a2b3 + a1c1 + a2c3 a1b2 + a2b4 + a1c2 + a2c4
a3b1 + a4b3 + a3c1 + a4c3 a3b2 + a4b4 + a3c2 + a4c4
)
=
(
a1b1 + a1c1 + a2b3 + a2c3 a1b2 + a1c2 + a2b4 + a2c4
a3b1 + a3c1 + a4b3 + a4c3 a3b2 + a3c2 + a4b4 + a4c4
)
(1.5)
Note que (1.5)=(1.4). Logo, A · (B + C) = A ·B + A · C.
Agora,
(A+B) · C =
[(
a1 a2
a3 a4
)
+
(
b1 b2
b3 b4
)]
·
(
c1 c2
c3 c4
)
=
(
a1 + b1 a2 + b2
a3 + b3 a4 + b4
)
·
(
c1 c2
c3 c4
)
=
(
(a1 + b1)c1 + (a2 + b2)c3 (a1 + b1)c2 + (a2 + b2)c4
(a3 + b3)c1 + (a4 + b4)c3 (a3 + b3)c2 + (a4 + b4)c4
)
=
(
a1c1 + b1c1 + a2c3 + b2c3 a1c2 + b1c2 + a2c4 + b2c4
a3c1 + b3c1 + a4c3 + b4c3 a3c2 + b3c2 + a4c4 + b4c4
)
. (1.6)
Por outro lado,
(A · C +B · C) =
(
a1 a2
a3 a4
)
·
(
c1 c2
c3 c4
)
+
(
b1 b2
b3 b4
)
·
(
c1 c2
c3 c4
)
=
(
a1c1 + a2c3 a1c2 + a2c4
a3c1 + a4c3 a3c2 + a4c4
)
+
(
b1c1 + b2c3 b1c2 + b2c4
b3c1 + b4c3 b3c2 + b4c4
)
=
(
a1c1 + a2c3 + b1c1 + b2c3 a1c2 + a2c4 + b1c2 + b2c4
a3c1 + a4c3 + b3c1 + b4c3 a3c2 + a4c4 + b3c2 + b4c4
)
=
(
a1c1 + b1c1 + a2c3 + b2c3 a1c2 + b1c2 + a2c4 + b2c4
a3c1 + b3c1 + a4c3 + b4c3 a3c2 + b3c2 + a4c4 + b4c4
)
. (1.7)
Note que (1.6)=(1.7). Logo, (A+B) · C = A · C +B · C.
Portanto, (M2(R),+, ·) e´ um anel.
Exemplo 1.42. Seja F(R) = {f : R −→ R; f e´ func¸a˜o}. Defina as seguintes operac¸o˜es:
+ : F(R)×F(R) −→ F(R)
(f, g) 7−→ f + g,
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em que para todo x ∈ R, (f + g)(x) = f(x) + g(x) e
· : F(R)×F(R) −→ F(R)
(f, g) 7−→ f · g,
em que para todo x ∈ R, (f · g)(x) = f(x) · g(x).
(F(R),+, ·) e´ um anel comutativo com unidade.
Associatividade da soma: Sejam f, g e h ∈ F(R) quaisquer. Enta˜o para todo x ∈ R
temos,
((f + g) + h)(x) = (f + g)(x) + h(x) = f(x) + g(x) + h(x)
= f(x) + (g + h)(x) = (f + (g + h))(x),
ja´ que a associatividade da soma em R e´ va´lida.
Logo, (f + g) + h = f + (g + h).
Comutatividade da soma: Sejam f, g ∈ F(R) quaisquer. Enta˜o para todo x ∈ R
temos:
(f + g)(x) = f(x) + g(x).
Devido a` comutatividade da soma nos reais, temos
f(x) + g(x) = g(x) + f(x) = (g + f)(x).
Logo, f + g = g + f .
Existeˆncia do elemento neutro para soma: Seja f ∈ F(R) qualquer e considere
e0 : R −→ R tal que, para todo x ∈ R temos e0(x) = 0. Assim,
(e0 + f)(x) = e0(x) + f(x) = 0 + f(x) = f(x) e
(f + e0)(x) = f(x) + e0(x) = f(x) + 0 = f(x).
Portanto, e0 e´ o elemento neutro da soma em F(R).
Existeˆncia do lemento sime´trico para soma: Seja f ∈ F(R) qualquer. Considere
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−f ∈ F(R) tal que, para todo x ∈ R tem-se (−f)(x) = −f(x), assim temos,
(f + (−f))(x) = f(x) + (−f)(x) = f(x)− f(x) = 0 = e0(x) e
(−f + f)(x) = (−f)(x) + f(x) = −f(x) + f(x) = 0 = e0(x).
Portanto, −f e´ o sime´trico de f . Mostramos enta˜o que (F(R),+) e´ um grupo abeliano.
Associatividade do produto: Sejam f, g e h ∈ F(R) quaisquer. Enta˜o para todo x ∈ R,
temos
((f · g) · h)(x) = (f · g)(x) · h(x) = [f(x) · g(x)] · h(x)
= f(x) · [g(x) · h(x)] = f(x) · (g · h)(x) = (f · (g · h))(x).
Logo, (f · g) · h = f · (g · h).
Comutatividade do produto: Sejam f, g ∈ F(R) quaisquer. Enta˜o para todo x ∈ R
temos,
(f · g)(x) = f(x) · g(x).
Pela comutatividade do produto em R temos
f(x) · g(x) = g(x) · f(x) = (g · f)(x).
Logo, f · g = g · f .
Distributividade(produto com respeito a soma): Sejam f, g e h ∈ F(R) quaisquer. Enta˜o
para todo x ∈ R temos:
((f + g) · h)(x) = (f + g)(x) · h(x) = (f(x) + g(x)) · h(x)
e pela distributividade nos reais temos,
(f(x) + g(x)) · h(x) = f(x) · h(x) + g(x) · h(x) = (f · h)(x) + (g · h)(x) = (f · h+ g · h)(x).
Por outro lado, pelo primeiro caso e pela comutatividade do produto, temos
(f + g) · h = f · h+ g · h e
h · (f + g) = h · f + h · g.
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Existeˆncia do elemento neutro para o produto: Seja f ∈ F(R) qualquer e considere
e : R −→ R tal que, para todo x ∈ R temos e(x) = 1. Assim, temos
(e · f)(x) = e(x) · f(x) = 1 · f(x) = f(x) e
(f · e)(x) = f(x) · e(x) = f(x) · 1 = f(x).
Logo, e e´ o elemento neutro do produto em F(R). Portanto, (F(R),+, ·) e´ um anel
comutativo com unidade.
Considere
f(x) =
0, se x > 01, se x 6 0 e g(x) =
1, se x > 00, se x 6 0 .
Note que f, g ∈ F(R) e f, g 6= e0, no entanto f(x) · g(x) = 0 = e0(x), ou seja,
f · g = e0. Portanto, F(R) tem divisores de zero. Assim, F(R) na˜o e´ um anel de
integridade e conseguentemente tambe´m na˜o e´ um corpo.
1.2.1 Subane´is, Ideais e Ane´is Quocientes
Definic¸a˜o 1.43. Sejam (R,+, ·) um anel e B ⊆ R na˜o vazio. B e´ denominado subanel
de R quando:
(i) as operac¸o˜es + e · sa˜o fechadas em B, ou seja, para todo x, y ∈ B tem-se x + y ∈ B
e x · y ∈ B;
(ii) (B,+, ·) e´ um anel.
Proposic¸a˜o 1.44. Sejam (R,+, ·) um anel e B ⊆ R na˜o vazio. B e´ subanel de R se, e
somente se, (B,+) e´ subgrupo de (R,+) e dados quaisquer x, y ∈ B tem-se x · y ∈ B.
Demonstrac¸a˜o.
(=⇒) Como B e´ subanel, por definic¸a˜o B e´ anel, assim (B,+) e´ grupo e como B ⊆ R,
temos que (B,+) e´ subgrupo de (R,+) e pelo fato de que B e´ anel, temos x · y ∈ B.
(⇐=) Por hipo´tese, para quaisquer x, y ∈ B temos x · y ∈ B, logo a operac¸a˜o multi-
plicac¸a˜o e´ fechada em B. Como (B,+) e´ subgrupo de (R,+) temos que (B,+) e´ grupo e
portanto a operac¸a˜o soma tambe´m e´ fechada em B.
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Resta mostrarmos enta˜o, que P1 e P2 sa˜o satisfeitas. Para tanto, sejam x, y e z ∈ B
quaisquer, como B ⊆ R enta˜o x, y e z ∈ R logo, pela associatividade do produto em R,
temos que
x · (y · z) = (x · y) · z,
o que mostra a associatividade do produto em B. O mesmo ocorre com a distributividade.
Portanto (B,+, ·) e´ anel. Conclu´ımos assim que B e´ subanel de R.

Exemplo 1.45. Considere F(R) definido no exemplo 1.42, na pa´gina 23. Seja
B = {f ∈ F(R); f(1) = 0}, enta˜o B e´ subanel de F(R).
De fato, note que B na˜o e´ vazio, pois a func¸a˜o g : R −→ R, definida como g(x) = x−1
pertence a B.
Agora sejam f, g ∈ B quaisquer. Enta˜o temos,
(f − g)(1) = f(1)− g(1) = 0− 0 = 0,
ou seja, f−g ∈ B logo, pela proposic¸a˜o 1.10 na pa´gina 8, (B,+) e´ subgrupo de (F(R),+).
Tambe´m,
(f · g)(1) = f(1) · g(1) = 0 · 0 = 0
assim, f · g ∈ B. Enta˜o, pela proposic¸a˜o anterior, temos que B e´ subanel de F(R).
Definic¸a˜o 1.46. Seja (R,+, ·) um anel e I ⊆ R na˜o vazio. I e´ denominado um ideal a`
esquerda de R quando:
(i) Para quaisquer x, y ∈ I tem-se x− y ∈ I;
(ii) Para todo x ∈ I e para todo y ∈ R tem-se y · x ∈ I.
Definic¸a˜o 1.47. Seja (R,+, ·) um anel e I ⊆ R na˜o vazio. I e´ denominado um ideal a`
direita de R quando:
(i) Para todo x, y ∈ I tem-se x− y ∈ I;
(ii) Para todo x ∈ I e para todo y ∈ R tem-se x · y ∈ I.
Definic¸a˜o 1.48. Seja (R,+, ·) um anel e I ⊆ R na˜o vazio. I e´ denominado um ideal
de R ou um ideal bilateral de R quando I e´ um ideal a` direita e a` esquerda de R.
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Proposic¸a˜o 1.49. I e´ um subanel de R.
Demonstrac¸a˜o. De fato, a condic¸a˜o (i) garante que (I,+) e´ um subgrupo de (R,+) e
a condic¸a˜o (ii) garante o fechamento da multiplicac¸a˜o. Assim pela proposic¸a˜o 1.44 na
pa´gina 26, temos que I e´ um subanel de R.

Exemplo 1.50. Sejam R anel e a ∈ R fixo, qualquer. Enta˜o,
I = {x ∈ R;xa = 0R}
e´ um ideal a` esquerda de R.
De fato, note que I na˜o e´ vazio pois 0R ∈ I.
(i) Sejam x, y ∈ I quaisquer, enta˜o xa = 0R e ya = 0R. Assim,
(x− y)a = xa− ya = 0R − 0R = 0R.
Portanto, x− y ∈ I.
(ii) Sejam x ∈ I e y ∈ R quaisquer. Assim,
(yx)a = y(xa) = y0R = 0R.
Portano, yx ∈ I. Logo, I e´ um ideal a` esquerda de R.
De maneira ana´loga mostra-se que I∗ = {x ∈ R; ax = 0R} e´ um ideal a` direira de R.
Exemplo 1.51. Sejam R = {f : [a, b] −→ R; f e´ func¸a˜o} e S ⊆ [a, b]. Vamos mostrar
que o conjunto
I = {f ∈ R;∀x ∈ S, f(x) = 0}
e´ um ideal de R.
De fato, note que I na˜o e´ vazio, pois para todo x ∈ R considere e(x) = 0 em que e(x)
e´ o elemento neutro (soma) de R, em particular, temos que, para todo x ∈ S e(x) = 0,
assim e(x) ∈ I.
(i) Sejam f, g ∈ I quaisquer. Enta˜o para todo x ∈ S temos f(x) = 0 e g(x) = 0.
Assim, para todo x ∈ S temos,
(f − g)(x) = f(x)− g(x) = 0− 0 = 0.
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Portanto, f − g ∈ I.
(ii) Sejam f ∈ I e g ∈ R quaisquer. Enta˜o, para todo x ∈ S temos,
(g · f)(x) = g(x) · f(x) = g(x) · 0 = 0.
Portanto, g · f ∈ I e, assim, I e´ um ideal a` esquerda de R.
Agora, para todo x ∈ S temos,
(f · g)(x) = f(x) · g(x) = 0 · g(x) = 0.
Portanto, g · f ∈ I e assim I e´ um ideal a` direita de R.
Logo, I e´ um ideal de R.
Vimos na sec¸a˜o de grupos que para G um grupo e H ⊆ G um subgrupo de G as
relac¸o˜es
yRx⇐⇒ x−1y ∈ H e
yR∗x⇐⇒ yx−1 ∈ H
sa˜o relac¸o˜es de equivaleˆncia. Vimos tambe´m, que essas relac¸o˜es, determinam classes de
equivaleˆncias e as chamamos de classes de equivaleˆncia mo´dulo H. Agora, novamente de
maneira natural, vamos definir uma relac¸a˜o de equivaleˆncia determinada por um ideal de
um anel. Seja R um anel qualquer e I um ideal de R. Assim, o ideal I define no anel R
a relac¸a˜o
y ≡ x (mod I)⇐⇒ y − x ∈ I.
Quando y − x ∈ I, dizemos que y e´ congruente a x mo´dulo I ou y esta´ relacionado
com x mo´dulo I. Vale salientar que a relac¸a˜o
y ≡ x (mod I)⇐⇒ y − x ∈ I
e´ uma relac¸a˜o de equivaleˆncia, pois (I,+) e´ subgrupo de (R,+).
Considere R um anel e I um ideal de R. Ja´ mostramos na proposic¸a˜o 1.49 na pa´gina
28 que I e´ um subanel de R. Portanto (I,+) e´ um subgrupo de (R,+). Na˜o e´ dif´ıcil
mostrar que se (R,+) e´ abeliano, todos os seus subgrupos sa˜o normais. Assim temos que
I e´ subgrupo normal de (R,+).
Com essas informac¸o˜es, faz sentido considerarmos o grupo quociente R/I em que,
sua operac¸a˜o e´ a operac¸a˜o de classes, definida na sec¸a˜o de grupos. Para lembramos, se
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x+ I, y + I ∈ R/I, operamos os elementos da seguinte forma:
(x+ I) + (y + I) = (x+ y) + I.
Tambe´m, o elemento neutro de R/I e´ a classe 0 + I e o oposto da classe x + I e´ a
classe (−x) + I. A seguir, mostraremos que o grupo (R/I,+) torna-se um anel, com a
escolha apropriada de uma operac¸a˜o de multiplicac¸a˜o.
Proposic¸a˜o 1.52. Seja I um ideal de um anel R. Considere (I,+) como subgrupo
normal de (R,+), enta˜o o grupo quociente R/I e´ um anel, com a seguinte operac¸a˜o de
multiplicac¸a˜o:
· : R/I ×R/I −→ R/I
(x+ I, y + I) 7−→ (x+ I) · (y + I),
em que para quaisquer x+ I, y + I ∈ R/I tem-se (x+ I) · (y + I) = xy + I.
Demonstrac¸a˜o. Primeiramente, vamos mostrar que a operac¸a˜o multiplicac¸a˜o esta´ bem
definida. Para tanto, sejam x+ I, y + I, z + I e h+ I ∈ R/I tais que x+ I = y + I e
z + I = h+ I, mostremos que xz + I = yh+ I.
Como x+ I = y+ I, temos que x− y ∈ I, de maneira ana´loga, temos que z− h ∈ I.
Como I e´ um ideal de R temos que, (x− y)z ∈ I e y(z − h) ∈ I. Assim,
[(x− y)z + y(z − h)] = xz − yz + yz − yh = xz − yz ∈ I,
ou seja, xz e yh esta˜o relacionados e portanto, esta˜o na mesma classe de equivaleˆncia.
Assim, xz + I = yh+ I e a operac¸a˜o multiplicac¸a˜o esta´ bem definida.
Vamos mostrar agora as propriedades da multiplicac¸a˜o, necessa´rias para que R/I seja
um anel.
(Associatividade): Sejam x+ I, y + I e z + I ∈ R/I quaisquer. Assim, temos
(x+ I) · [(y + I) · (z + I)] = (x+ I) · [yz + I] = x(yz) + I.
Por outro lado, pela associatividade em R temos,
x(yz) + I = (xy)z + I = [(xy) + I] · (z + I) = [(x+ I) · (y + I)] · (z + I).
Portanto,
(x+ I) · [(y + I) · (z + I)] = [(x+ I) · (y + I)] · (z + I).
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(Distributividade): Sejam x+ I, y + I e z + I ∈ R/I quaisquer. Assim temos,
(x+ I) · [(y + I) + (z + I)] = (x+ I) · [(y + z) + I] = (x(y + z)) + I
= (xy + xz) + I = (xy + I) + (xz + I)
= (x+ I) · (y + I) + (x+ I) · (z + I).
Por outro lado,
[(x+ I) + (y + I)] · (z + I) = [(x+ y) + I] · (z + I) = (x+ y)z + I
= (xz + yz) + I = (xz + I) + (yz + I)
= (x+ I) · (z + I) + (y + I) · (z + I).
Portanto, (R/I,+, ·) e´ um anel.

Definic¸a˜o 1.53. Sejam R um anel e I ⊆ R um ideal. O anel (R/I,+, ·) e´ denominado
anel quociente de R por I.
1.2.2 Homomorfirmos de Ane´is
Assim como em grupos, agora vamos estudar func¸o˜es entre ane´is. Da mesma forma,
as func¸o˜es de interesse aqui sa˜o aquelas que preservam as operac¸o˜es de ane´is, essas func¸o˜es
sa˜o chamadas de homomorfismos de ane´is.
Definic¸a˜o 1.54. Sejam (R,+, ·) e (B,4, ∗) ane´is. Uma func¸a˜o f : R −→ B e´ denomi-
nado um homomorfismo de ane´is quando, para todos x, y ∈ R tem-se:
(i) f(x+ y) = f(x)4f(y);
(ii) f(x · y) = f(x) ∗ f(y).
Observac¸a˜o: Quando estamos estudando homomorfismos entre ane´is e´ comum de-
notarnos as operac¸o˜es dos ane´is pelos mesmos s´ımbolos. Assim (R,+, ·) e (B,+, ·) teˆm
s´ımbolos iguais, mas apesar disso, designam operac¸o˜es diferentes em R e B.
Definic¸a˜o 1.55. Um homomorfismo injetor e´ chamado de monomorfismo. Um homo-
morfismo sobrejetor e´ chamado de epimorfismo. Um homomorfismo bijetor e´ chamado
32
de isomorfismo. Um homomorfismo f : R → R e´ chamado de endomorfismo. Um
isomorfismo f : R → R e´ chamado de automorfismo.
Definic¸a˜o 1.56. Sejam R e B ane´is. Se existe f : R −→ B um isomorfismo, dizemos
que R e B sa˜o isomorfos e denotamos por R ' B.
Exemplo 1.57. Seja I um ideal de R. A func¸a˜o f : R −→ R/I, tal que, para todo
x ∈ R tem-se f(x) = x+ I e´ um homomorfismo, chamado de homomorfismo canoˆnico.
De fato, sejam x, y ∈ R quaisquer. Assim:
f(x+ y) = (x+ y) + I = (x+ I) + (y + I) = f(x) + f(y) e
f(x · y) = (x · y) + I = (x+ I) · (y + I) = f(x) · f(y).
Exemplo 1.58. Considere R e M2(R) como ane´is com suas operac¸o˜es usuais. Seja
f : R −→ M2(R) uma func¸a˜o, tal que, para todo x ∈ R tem-se f(x) =
(
x 0
0 x
)
vamos
mostrar que f e´ um homomorfismo de ane´is.
Sejam x, y ∈ R quaisquer. Assim temos:
(i) f(x+ y) =
(
x+ y 0
0 x+ y
)
=
(
x 0
0 x
)
+
(
y 0
0 y
)
= f(x) + f(y).
(ii) f(xy) =
(
xy 0
0 xy
)
=
(
x 0
0 x
)
·
(
y 0
0 y
)
= f(x) · f(y).
Portanto, f e´ um homomorfismo.
Proposic¸a˜o 1.59. Sejam (R,+, ·) e (B,+, ·) ane´is e f : R −→ B um epimorfismo, enta˜o:
(i) Se R tem unidade, enta˜o B tem unidade e f(1R) = 1B;
(ii) Se R tem unidade e x ∈ R e´ invers´ıvel em R, enta˜o f(x) e´ invers´ıvel em B e
f(x)−1 = f(x−1).
Demonstrac¸a˜o.
(i) Seja y ∈ B qualquer. Como f e´ sobrejetiva, existe x ∈ R tal que f(x) = y. Assim,
y · f(1R) = f(x) · f(1R) = f(x · 1R) = f(x) = y e
33
f(1R) · y = f(1R) · f(x) = f(1R · x) = f(x) = y.
Portanto, f(1R) = 1B.
(ii) Seja x ∈ R tal que x e´ invers´ıvel. Assim temos,
f(x−1) · f(x) = f(x−1 · x) = f(1R) = 1B e
f(x) · f(x−1) = f(x · x−1) = f(1R) = 1B.
Logo, f(x−1) e´ o inverso de f(x), ou seja, f(x−1) = f(x)−1.

Definic¸a˜o 1.60. Seja f : R −→ B um homomorfismo de ane´is. O nu´cleo de f , denotado
por N(f) ou ker(f), e´ o conjunto:
N(f) = {x ∈ R; f(x) = 0B} .
Proposic¸a˜o 1.61. Sejam (R,+, ·) e (B,+, ·) ane´is e f : R −→ B um homomorfismo.
Enta˜o, Im(f) e´ um subanel de B.
Demonstrac¸a˜o. Primeiro, note que (R,+) e (B,+) sa˜o grupos e que f tambe´m e´ um
homomorfismo de grupos, enta˜o pela proposic¸a˜o 1.23(ii) na pa´gina 12, (Im(f),+) e´ sub-
grupo de (B,+). Agora sejam y1, y2 ∈ Im(f) quaisquer. Enta˜o, existem x1, x2 ∈ R, tais
que f(x1) = y1 e f(x2) = y2. Assim,
y1 · y2 = f(x1) · f(x2) = f(x1 · x2).
Logo, y1 · y2 ∈ Im(f), ja´ que x1 · x2 ∈ R. Portanto, pela proposic¸a˜o 1.44 na pa´gina
26, temos que Im(f) e´ subanel de B.

Proposic¸a˜o 1.62. Sejam (R,+, ·) e (B,+, ·) ane´is e f : R −→ B um homomorfismo.
Enta˜o N(f) e´ um ideal de R.
Demonstrac¸a˜o. Note que pelo que ja´ argumentamos na proposic¸a˜o anterior, temos que
(R,+) e (B,+) sa˜o grupos e que f e´ um homomorfismo de grupos, enta˜o novamente pela
proposic¸a˜o 1.23(i), temos que (N(f),+) e´ subgrupo de (R,+). Agora sejam x, y ∈ N(f)
quaisquer. Assim,
f(x · y) = f(x) · f(y) = 0B · 0B = 0B.
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Logo, x · y ∈ N(f). Portanto, pela proposic¸a˜o 1.44 que N(f) e´ subanel de R.
Agora, sejam x ∈ N(f) e y ∈ R quaisquer. Assim,
f(y · x) = f(y) · f(x) = f(y)0B = 0B,
ja´ que, x ∈ N(f). Logo, y · x ∈ N(f) e, assim, N(f) e´ ideal a` esquerda de R
Da mesma forma, temos
f(x · y) = f(x) · f(y) = 0B · f(y) = 0B.
Logo, x · y ∈ N(f) e, assim, N(f) e´ um ideal a` direta de R.
Portanto, N(f) e´ um ideal de R.

1.2.3 Teorema do Homomorfismo para Ane´is
Na sec¸a˜o de Grupos, demonstramos um teorema de fundamental importaˆncia para
A´lgebra, que e´ o teorema do homomorfismo para grupos. Esse teorema e´ uma ferramenta
matema´tica muito importante, pois e´ usada para a produc¸a˜o de isomorfismos, tanto entre
grupos, quanto entre ane´is, como vamos ver agora.
Teorema 1.63 (Teorema do homomorfismo para ane´is). Sejam R,B ane´is, e
f : R −→ B um homomorfismo. Enta˜o a func¸a˜o
ϕ : R/N(f) −→ Im(f)
x+N(f) 7−→ f(x)
e´ um isomorfismo.
Demonstrac¸a˜o. Ja´ mostramos no teorema 1.33 na pa´gina 18, que ϕ esta´ bem definida,
que ϕ e´ injetiva e sobrejetiva e que ainda preserva a primeira operac¸a˜o. Desta forma,
resta apenas mostrar que ϕ preserva a segunda operac¸a˜o, ou seja, preserva a operac¸a˜o
multiplicac¸a˜o de classes. Sejam x+N(f), y +N(f) ∈ R/N(f) quaisquer. Assim,
ϕ((x+N(f)) · (y +N(f))) = ϕ(xy +N(f))
= f(xy) = f(x)f(y)
= ϕ(x+N(f))ϕ(y +N(f)).
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Portanto, conclu´ımos que ϕ e´ um isomorfismo. 
Exemplo 1.64. Considere o conjunto F(R) = {f : R −→ R; f e´ func¸a˜o}. Esse conjunto
com as operac¸o˜es
(f + g)(x) = f(x) + g(x) e
(fg)(x) = f(x)g(x)
e´ um anel (ver exemplo 1.42 na pa´gina 23).
Seja f ∈ F(R) qualquer. Defina ψ : F(R) −→ R por ψ(f) = f(0). Vamos mostrar
que ψ e´ um epimorfismo.
Primeiro note que, para quaisquer f, g ∈ F(R) temos
ψ(f + g) = (f + g)(0) = f(0) + g(0) = ψ(f) + ψ(g) e
ψ(fg) = f(0)g(0) = ψ(f)ψ(g).
Portanto, ψ e´ um homomorfismo de ane´is. Vamos mostrar agora que ψ e´ sobrejetiva,
para tanto, tome c ∈ R qualquer e escolha em F(R) a func¸a˜o constante c, ou seja, para
todo x ∈ R tem-se f(x) = c. Assim, ψ(f) = f(0) = c, logo ψ e´ sobrejetiva.
Vamos calcular N(ψ). Seja f ∈ N(ψ) qualquer. Enta˜o, ψ(f) = f(0) = 0.
Logo, N(ψ) = {f : R −→ R; f(0) = 0}, ou seja, o nu´cleo de ψ e´ formado pelas func¸o˜es
que se anulam em 0. Assim, pelo teorema do homomorfismo, temos que
F(R)/N(ψ) ' R
uma vez que Im(ψ) = R.
1.3 Espac¸os Vetoriais
Quando estudamos a estrutura de ane´is, verificamos que na definic¸a˜o esta´ presente
a estrutura de grupos. Agora, iremos estudar mais uma estrutura, em que esta´ presente
a estrutura de grupos. Isso reforc¸a a importaˆncia dos grupos. Na sec¸a˜o de ane´is demos
a definic¸a˜o de corpo (ver definic¸a˜o 1.38 na pa´gina 20). Agora, vamos ver que podemos
definir uma operac¸a˜o entre os elementos do conjunto e os elementos de um corpo, estes
u´ltimos chamados de escalares.
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Definic¸a˜o 1.65. Seja K um corpo. Um espac¸o vetorial (V ,+, ·) sobre K e´ um conjunto
na˜o vazio V, munido de uma operac¸a˜o denotada por + (chamada de soma), e de uma
operac¸a˜o entre os elementos de K e os elementos de V, denotada por · (chamada de pro-
duto por escalar), tais que para todo x, y ∈ V e α, β ∈ K, as seguintes condic¸o˜es sa˜o
satisfeitas:
S: (V ,+) e´ um grupo abeliano;
PE1: α · (β · x) = (αβ) · x;
PE2: 1 · x = x, em que 1 e´ a unidade de K;
PE3: (α + β) · x = α · x+ β · x;
PE4: α · (x+ y) = α · x+ α · y.
Mais uma vez por simplicidade diremos que V e´ um espac¸o vetorial sobre K, em vez
de (V ,+, ·), ou seja, fica subentendida a existeˆncia das operac¸o˜es.
Definic¸a˜o 1.66. Seja V um espac¸o vetorial sobre K. Denominamos os elementos de V
de vetores e o elemento neutro da soma em V, denominamos de vetor nulo e o denotamos
por ~0.
Exemplo 1.67. Considere o conjunto M2(R) com a soma usual de matrizes. (M2(R),+, ·)
e´ um espac¸o vetorial sobre R, em que a multiplicac¸a˜o por escalar para quaisquer α ∈ R e
A =
(
a11 a12
a21 a22
)
∈M2(R) e´ definida abaixo:
α · A = α ·
(
a11 a12
a21 a22
)
=
(
αa11 αa12
αa21 αa22
)
,
onde o produto αaij e´ o produto em R, em que, i, j ∈ {1, 2}.
De fato, ja´ mostramos no exemplo 1.2 na pa´gina 4, que (M2(R),+) e´ um grupo abe-
liano. Resta mostrarmos as propriedades PE1,PE2,PE3 e PE4. Para tanto, considere
A =
(
a11 a12
a21 a22
)
, B =
(
b11 b12
b21 b22
)
∈M2(R) e α, β ∈ R quaisquer.
PE1 α · (β · A) = α ·
(
β ·
(
a11 a12
a21 a22
))
= α ·
(
βa11 βa12
βa21 βa22
)
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=
(
α(βa11) α(βa12)
α(βa21) α(βa22)
)
=
(
(αβ)a11 (αβ)a12
(αβ)a21 (αβ)a22
)
= (αβ) ·
(
a11 a12
a21 a22
)
= (αβ) · A.
PE2 1 · A = 1 ·
(
a11 a12
a21 a22
)
=
(
1a11 1a12
1a21 1a22
)
=
(
a11 a12
a21 a22
)
= A.
PE3 (α + β) · A = (α + β) ·
(
a11 a12
a21 a22
)
=
(
(α + β)a11 (α + β)a12
(α + β)a21 (α + β)a22
)
=
(
αa11 + βa11 αa12 + βa12
αa21 + βa21 αa22 + βa22
)
=
(
αa11 αa12
αa21 αa22
)
+
(
βa11 βa12
βa21 βa22
)
= α ·
(
a11 a12
a21 a22
)
+ β ·
(
a11 a12
a21 a22
)
= α · A+ β · A.
PE4 α · (A+B) = α ·
((
a11 a12
a21 a22
)
+
(
b11 b12
b21 b22
))
= α ·
(
a11 + b11 a12 + b12
a21 + b21 a22 + b22
)
=
(
α(a11 + b11) α(a12 + b12)
α(a21 + b21) α(a22 + b22)
)
=
(
αa11 + αb11 αa12 + αb12
αa21 + αb21 αa22 + αb22
)
=
(
αa11 αa12
αa21 αa22
)
+
(
αb11 αb12
αb21 αb22
)
= α ·
(
a11 a12
a21 a22
)
+ α ·
(
b11 b12
b21 b22
)
= α · A+ α ·B.
Portanto, (M2(R),+, ·) e´ um espac¸o vetorial sobre R.
Na verdade, de forma ana´loga, mostra-se que (Mn(R),+, ·) e´ um espac¸o vetorial sobre
R, para n ∈ N, n ≥ 2. Mais ainda, mostra-se que (Mn×m(R),+, ·) e´ um espac¸o vetorial
sobre R, para m,n ∈ N, m, n ≥ 2.
Exemplo 1.68. Seja Kn = {(x1, x2, . . . , xn);x1, . . . , xn ∈ K}. Sejam X = (x1, x2, . . . , xn)
e Y = (y1, y2, . . . , yn) elementos de Kn. Chamamos x1, x2, . . . , xn de coordenadas de X.
Definimos
X + Y = (x1 + y1, x2 + y2, . . . , xn + yn).
Se α ∈ K, definimos
αX = (αx1, . . . , αxn).
Pode-se mostrar, que Kn com as operac¸o˜es definidas anteriormente, e´ um espac¸o vetorial
sobre K.
Exemplo 1.69. Considere o conjunto F(R) = {f : R −→ R; f e´ func¸a˜o}. Mostramos no
exemplo 1.42 na pa´gina 23, que (F(R),+) e´ um grupo abeliano. Mostremos agora que
(F(R),+, ·) e´ um espac¸o vetorial sobre R, em que o produto por escalar · e´ definido, para
todo α, x ∈ R e f ∈ F(R), como (α · f)(x) = αf(x).
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De fato, sejam α, β, x ∈ R e f, g ∈ F(R) quaisquer. Assim temos:
PE1 α · (β · f)(x) = α · (βf(x)) = (αβ)f(x) = ((αβ) · f)(x).
Logo, α · (β · f) = (αβ) · f .
PE2 (1 · f)(x) = 1f(x) = f(x). Logo, (1 · f) = f .
PE3 ((α + β) · f) (x) = (α + β)f(x) = αf(x) + βf(x) = (α · f)(x) + (β · f)(x).
Logo, (α + β) · f = α · f + β · f .
PE4 (α · (f + g))(x) = α(f + g)(x) = α(f(x) + g(x))
= αf(x) + αg(x) = (α · f)(x) + (α · g)(x).
Logo, α · (f + g) = α · f + α · g.
Mostramos assim, que (F(R),+, ·) e´ um espac¸o vetorial sobre R.
1.3.1 Subespac¸os Vetoriais, Base e Dimensa˜o
Definic¸a˜o 1.70. Seja V um espac¸o vetorial sobre K. Um subespac¸o vetorial de V e´ um
subconjunto na˜o vazio W ⊆ V, tal que para todo x, y ∈ W e α ∈ K tem-se:
(i) x+ y ∈ W;
(ii) α · x ∈ W.
Proposic¸a˜o 1.71. Seja (V ,+, ·) um espac¸o vetorial sobre K. Se W ⊆ V e´ um subespac¸o
vetorial de V, enta˜o (W ,+, ·) e´ um espac¸o vetorial sobre K.
Demonstrac¸a˜o. Primeiramente, por definic¸a˜o W e´ na˜o vazio. Agora, pelo item (ii) da
definic¸a˜o acima, tomando α = −1, em que −1 e´ o oposto de 1(unidade em K). Temos
0y = (1− 1)y = 1y − 1y = y − 1y = ~0 = y − y,
em que −y e´ o oposto de y. Assim,
y − 1y = y − y =⇒ −1y = −y.
Portanto, para todo y ∈ W temos que −1y = −y ∈ W , assim pelo item (i) temos
x−y ∈ W . Portanto, pela proposic¸a˜o 1.10 na pa´gina 8, temos que (W ,+) e´ um subgrupo
abeliano de (V ,+), uma vez que (V ,+) e´ abeliano.
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Sejam x, y ∈ W e α, β ∈ K quaisquer. Assim temos:
PE1 e´ va´lida por (iii) e pelo fato de que W e´ um subconjunto de V .
PE2 e´ va´lida pelo fato de que W e´ um subconjunto de V .
PE3 e´ va´lida por (iii) e pelo fato de que W e´ um subconjunto de V .
PE4 e´ va´lida por (ii) e por (iii) e pelo fato de que W e´ um subconjunto de V .
Portanto, (W ,+, ·) e´ um espac¸o vetorial sobre K.

Exemplo 1.72. O conjunto sl2(R) =
{(
x y
z −x
)
;x, y, z ∈ R
}
, e´ um subespac¸o vetorial
de M2(R).
De fato, ja´ mostramos no exemplo 1.11 na pa´gina 9 que sl2(R) ⊂M2(R) e que a soma
e´ fechada em sl2(R). Agora sejam A =
(
a11 a12
a21 −a11
)
∈ sl2(R) e α ∈ R quaisquer. Assim,
α · A = α ·
(
a11 a12
a21 −a11
)
=
(
αa11 αa12
αa21 α(−a11)
)
=
(
αa11 αa12
αa21 −αa11
)
∈ sl2(R).
Logo, sl2(R) e´ subespac¸o vetorial de M2(R) e, portanto, e´ tambe´m um espac¸o vetorial
sobre R.
Definic¸a˜o 1.73. Sejam V um espac¸o vetorial qualquer sobre K e b1, b2, . . . , bn elementos
de V. Sejam α1, α2, . . . , αn elementos de K. Uma expressa˜o do tipo:
α1b1 + · · ·+ αnbn
e´ denominada uma combinac¸a˜o linear de b1, · · · , bn.
Definic¸a˜o 1.74. Sejam V um espac¸o vetorial sobre K e b1, b2, . . . , bn elementos de V. O
conjunto
W = {α1b1 + · · ·+ αnbn; α1, . . . , αn ∈ K}
e´ denominado conjunto gerado por b1, · · · , bn e o conjunto
S = {b1, b2, . . . , bn}
e´ denominado conjunto gerador. Nesse caso, dizemos que S gera o conjunto W ou que
W e´ gerado por S.
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Na˜o e´ dif´ıcil mostrar que W e´ um subespac¸o vetorial de V .
Definic¸a˜o 1.75. Sejam V um espac¸o vetorial qualquer sobre K e b1, b2, . . . , bn elemen-
tos de V. Diremos que b1, b2, . . . , bn sa˜o linearmente dependentes sobre K, se existem
α1, α2, . . . , αn em K, nem todos nulos, tais que:
α1b1 + · · ·+ αnbn = ~0.
Se na˜o existem tais nu´meros, dizemos que b1, b2, . . . , bn sa˜o linearmente independen-
tes, ou seja, se α1, α2, . . . , αn sa˜o tais que
α1b1 + · · ·+ αnbn = ~0
enta˜o, para todo i = {1, 2, . . . , n}, tem-se αi = 0.
Ja´ mostramos no exemplo 1.69 na pa´gina 37, que F(R) e´ um espac¸o vetorial sobre R.
Na˜o provaremos isso aqui, mas o subconjunto V de F(R) formado por todas as func¸o˜es
cont´ınuas de R em R e´ um subespac¸o vetorial de F(R). Assim como o subconjunto W
de V formado por todas as func¸o˜es diferencia´veis e´ um subespac¸o vetorial de V , uma vez
que toda func¸a˜o diferencia´vel e´ cont´ınua.
Exemplo 1.76. Considere as func¸o˜es f(x) = ex e g(x) = e2x ambas sa˜o elementos
de W, ou seja, sa˜o diferencia´veis. Vamos mostrar que estas func¸o˜es sa˜o linearmente
independentes.
De fato, suponha que existam α, β ∈ R tais que:
αex + βe2x = 0
Derivando com relac¸a˜o a x temos:
αex + 2βe2x = 0
Subtraindo a primeira da segunda temos βe2x = 0, assim, β = 0 e da primeira relac¸a˜o
segue que αex = 0, logo α = 0 e portanto, ex e e2x sa˜o linearmente independentes.
Definic¸a˜o 1.77. Uma base de um espac¸o vetorial V sobre K e´ um conjunto B ⊆ V
linearmente independente que gera V.
Na˜o iremos provar aqui, mas todo espac¸o vetorial admite uma base, na˜o necessaria-
mente finita. E´ poss´ıvel mostrar que duas bases quaisquer de um espac¸o vetorial teˆm a
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mesma quantidade de elementos. Estes fatos motivam nossas pro´ximas definic¸o˜es.
Definic¸a˜o 1.78. Sejam V um espac¸o vetorial sobre K e B ⊆ V uma base para V. Deno-
minamos dimensa˜o de V a quantidade de elementos que formam a base B.
Definic¸a˜o 1.79. Diz-se que o espac¸o vetorial V tem dimesa˜o finita se admite uma base
B = {b1, . . . , bn} com um nu´mero finito n de elementos. Nesse caso, denotamos a di-
mensa˜o do espac¸o vetorial V por dimV = n.
Definic¸a˜o 1.80. Diz-se que o espac¸o vetorial V tem dimesa˜o infinita e denotamos por
dimV = ∞ quando ele na˜o tem dimensa˜o finita, ou seja, quando nenhum subconjunto
finito de V e´ uma base.
Exemplo 1.81. Vamos determinar uma base e a dimensa˜o do espac¸o vetorial M2(R).
Seja A =
(
a11 a12
a21 a22
)
∈M2(R) qualquer. Temos
(
a11 a12
a21 a22
)
= a11
(
1 0
0 0
)
+ a12
(
0 1
0 0
)
+ a21
(
0 0
1 0
)
+ a22
(
0 0
0 1
)
,
ou seja, os vetores: (
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
e
(
0 0
0 1
)
geram os elementos de M2(R). Ale´m disso, se
α
(
1 0
0 0
)
+ β
(
0 1
0 0
)
+ γ
(
0 0
1 0
)
+ λ
(
0 0
0 1
)
=
(
0 0
0 0
)
,
enta˜o α = β = γ = λ = 0 e logo os vetores sa˜o linearmente independentes, portanto, o
conjunto {(
1 0
0 0
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)
,
(
0 0
0 1
)}
e´ uma base para M2(R) e dimM2(R) = 4.
A base determinada deM2(R) a cima e´ a chamada base canoˆnica. Para representarmos
os elementos da base canoˆnica, usamos a seguinte notac¸a˜o:
e12 =
(
0 1
0 0
)
ou seja, e12 indica que o nu´mero 1 se encontra na primeira linha e segunda coluna, os
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outros elementos da matriz sa˜o nulos. De maneira gene´rica, o conjunto {eij} tal que,
i, j ∈ {1, 2, . . . , n} constitui uma base para Mn(R) e ainda dimMn(R) = n2.
Exemplo 1.82. Consideremos o subespac¸o vetorial sl2(R) de M2(R). Vamos encontrar
uma base para sl2(R) e calcular a dimensa˜o desse espac¸o vetorial.
Note que se A ∈ sl2(R) e´ qualquer, enta˜o A e´ da forma
A =
(
a11 a12
a21 −a11
)
e perceba que (
a11 a12
a21 −a11
)
= a11
(
1 0
0 −1
)
+ a12
(
0 1
0 0
)
+ a21
(
0 0
1 0
)
,
ou seja, os vetores (
1 0
0 −1
)
,
(
0 1
0 0
)
e
(
0 0
1 0
)
geram os elementos de sl2(R).
Resta mostrarmos que esses vetores sa˜o linearmente independentes. Para tanto, con-
sidere α, β, γ ∈ R tais que,
α
(
1 0
0 −1
)
+ β
(
0 1
0 0
)
+ γ
(
0 0
1 0
)
=
(
0 0
0 0
)
.
Assim,
α
(
1 0
0 −1
)
+ β
(
0 1
0 0
)
+ γ
(
0 0
1 0
)
=
(
α β
γ −α
)
=
(
0 0
0 0
)
logo α = β = γ = 0. Portanto, o conjunto{(
1 0
0 −1
)
,
(
0 1
0 0
)
,
(
0 0
1 0
)}
e´ uma base para sl2(R) e sua dimensa˜o e´ exatamente o nu´mero de vetores que forma a
base, ou seja, dim sl2(R) = 3.
Definic¸a˜o 1.83. Sejam V um espac¸o vetorial sobre K e W1,W2, . . . ,Wk subespac¸os ve-
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toriais de V. Definimos a soma dos subespac¸os vetoriais W1,W2, . . . ,Wk por
k∑
i=1
Wi =W1 +W2 + . . .+Wk = {x1 + . . .+ xk; xi ∈ Wi}.
Definic¸a˜o 1.84. Sejam V um espac¸o vetorial sobre K e W1,W2 dois subespac¸os de V,
tais que V = W1 +W2. Dizemos que V = W1 +W2 e´ a soma direta dos subespac¸os
W1,W2 se W1 ∩W2 = {~0}. Nesse caso, denotamos
V =W1 ⊕W2.
E´ poss´ıvel mostrar que se V =W1 ⊕W2, enta˜o todo x ∈ V se escreve de forma u´nica
como x = w1 + w2, em que w1 ∈ W1 e w2 ∈ W2.
Na˜o provaremos, aqui, a nossa pro´xima proposic¸a˜o a prova pode ser encontrada em
[6], pa´gina 36.
Proposic¸a˜o 1.85. Sejam V um espac¸o vetorial de dimensa˜o finita sobre K eW1,W2 dois
subespac¸os de V, tais que V =W1 ⊕W2. Enta˜o,
dim(V) = dim(W1) + dim(W2).
1.3.2 Transformac¸o˜es Lineares
Nessa subsec¸a˜o, estudaremos um pouco sobre aplicac¸o˜es entre espac¸os vetoriais. Mais
especificamente, estamos interessados em aplicac¸o˜es que teˆm algumas propriedades impor-
tantes. Estamos falando, das transformac¸o˜es lineares, um caso particular de aplicac¸o˜es.
Na definic¸a˜o abaixo, por simplicidade, vamos usar os mesmos s´ımbolos denotando as
operac¸o˜es de + (soma) e · (produto por escalar), tanto em V , quanto em W . O leitor
deve estar atento que apesar da notac¸a˜o estes s´ımbolos denotam operac¸o˜es em espac¸os
diferentes.
Definic¸a˜o 1.86. Sejam V e W espac¸os vetoriais sobre K. Uma transformac¸a˜o linear
F : V −→ W
e´ uma aplicac¸a˜o que satisfaz as seguintes propriedades:
(i) Para quaisquer x, y ∈ V tem-se F (x+ y) = F (x) + F (y);
(ii) Para quaisquer x ∈ V e α ∈ K tem-se F (α · x) = α · F (x).
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Exemplo 1.87. Seja P uma matriz invers´ıvel em Mn(R). Para todo A ∈ Mn(R) defina
F : Mn(R) −→Mn(R) por F (A) = P−1AP . Vamos mostrar que F e´ uma transformac¸a˜o
linear.
De fato, sejam A,B ∈Mn(R) e α ∈ R quaisquer. Assim
F (A+B) = P−1(A+B)P = P−1AP + P−1BP = F (A) + F (B) e
F (αA) = P−1(αA)P = α(P−1AP ) = αF (A).
Nesse exemplo, e´ usado o produto usual de matrizes que e´ associativo e o produto por
escalar usual de matrizes.
Vimos um exemplo na˜o trivial de transformac¸o˜es lineares, mas sera´ que, dados quais-
quer dois espac¸os vetoriais, sempre existe uma transformac¸a˜o linear entre eles? O nosso
pro´ximo exemplo mostrara´ que sim.
Exemplo 1.88 (Transformac¸a˜o linear nula). Sejam V e W espac¸os vetoriais sobre K.
Considere F : V −→ W, tal que para todo x ∈ V tem-se F (x) = ~0w em que, ~0w e´ o
elemento neutro da soma em W. Enta˜o F e´ uma transformac¸a˜o linear.
De fato, sejam x, y ∈ V e α ∈ K quaisquer. Como V e´ espac¸o vetorial, enta˜o x+y ∈ V
e αx ∈ V . Assim,
F (x+ y) = ~0w = ~0w +~0w = F (x) + F (y) e
F (αx) = ~0w = α~0w = αF (x).
Logo, F e´ uma transformac¸a˜o linear.
Exemplo 1.89 (Transformac¸a˜o linear identidade). Seja V um espac¸o vetorial sobre K.
Considere F : V −→ V, tal que para todo x ∈ V tem-se F (x) = x. Enta˜o F e´ uma
transformac¸a˜o linear.
De fato, sejam x, y ∈ V e α ∈ K quaisquer. Como V e´ espac¸o vetorial, enta˜o x+y ∈ V
e αx ∈ V . Assim,
F (x+ y) = x+ y = F (x) + F (y) e
F (αx) = αx = αF (x).
Logo, F e´ uma transformac¸a˜o linear.
Definic¸a˜o 1.90. Sejam V, W espac¸os vetoriais e F : V −→ W uma transformac¸a˜o
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linear. O nu´cleo de F , denotado por N(F ) ou ker(F ), e´ o conjunto:
N(F ) =
{
x ∈ V ; f(x) = ~0w
}
.
Proposic¸a˜o 1.91. Sejam V, W espac¸os vetoriais e F : V −→ W uma transformac¸a˜o
linear. Considere ~0v, ~0w os vetores nulos, respectivamente de V e W, e −x o sime´trico
de x ∈ V. Enta˜o:
(i) F (~0v) = ~0w;
(ii) F (−x) = −F (x), em que −F (x) e´ o sime´trico de F (x) em W.
Demonstrac¸a˜o. (i) De fato, temos,
F (~0v) +~0w = F (~0v) = F (~0v +~0v) = F (~0v) + F (~0v),
operando com o sime´trico de F (~0v) temos,
−F (~0v) + F (~0v) +~0w = −F (~0v) + F (~0v) + F (~0v).
Assim, F (~0v) = ~0w.
(ii) Por (i) temos que, ~0w = F (~0v). Assim,
F (x)− F (x) = ~0w = F (~0v) = F (x− x) = F (x) + F (−x),
ou seja,
F (x)− F (x) = F (x) + F (−x),
operando com o sime´trico de F (x) em ambos os lados, temos
−F (x) + F (x)− F (x) = −F (x) + F (x) + F (−x).
Portanto, −F (x) = F (−x).
Conclu´ımos assim nossa demonstrac¸a˜o.

Proposic¸a˜o 1.92. Sejam V e W espac¸os vetoriais sobre K. Seja F : V −→ W uma
transformac¸a˜o linear. Enta˜o N(F ) e´ um subespac¸o vetorial de V.
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Demonstrac¸a˜o. De fato, sejam x, y ∈ N(F ) e α ∈ K quaisquer. Ja´ mostramos na
proposic¸a˜o anterior, que F (~0v) = ~0w, assim, ~0v ∈ N(F ). Agora,
F (x+ y) = F (x) + F (y) = ~0w +~0w = ~0w.
Logo, x+ y ∈ N(F ). Tambe´m,
F (αx) = αF (x) = α~0w = ~0w.
Logo, αx ∈ N(F ). Portanto, pela definic¸a˜o 1.70 na pa´gina 38, temos que N(F ) e´ um
subespac¸o vetorial de V .

Proposic¸a˜o 1.93. Sejam V e W espac¸os vetoriais sobre K. Seja F : V −→ W uma
transformac¸a˜o linear. Enta˜o Im(F ) e´ um subespac¸o vetorial de W.
Demonstrac¸a˜o. Primeiro note que, pela proposic¸a˜o 1.91 na pa´gina 45, temos F (~0v) = ~0w
ou seja, ~0w ∈ Im(F ). Agora sejam y1, y2 ∈ Im(F ) e α ∈ K quaisquer, enta˜o existem
x1, x2 ∈ V tais que, F (x1) = y1 e F (x2) = y2. Assim, temos
y1 + y2 = F (x1) + F (x2) = F (x1 + x2).
Logo, y1 + y2 ∈ Im(F ).
Agora, temos
αy1 = αF (x1) = F (αx1).
Logo, αy1 ∈ Im(F ).
Portanto, pela definic¸a˜o 1.70 na pa´gina 38, temos que Im(F ) e´ um subespac¸o vetorial
de W .

Proposic¸a˜o 1.94. Sejam V eW espac¸os vetoriais sobre K e F, T transformac¸o˜es lineares
de V em W. Defina, para todo x ∈ V e α ∈ K a soma:
(F + T )(x) = F (x) + T (x).
E o produto por escalar:
(α · F )(x) = αF (x).
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Enta˜o, F + T e α · F sa˜o transformac¸o˜es lineares de V em W.
Demonstrac¸a˜o. Sejam x, y ∈ V e α, β ∈ K quaisquer. Assim,
(F + T )(x+ y) = F (x+ y) + T (x+ y) = F (x) + F (y) + T (x) + T (y).
Como (W ,+) e´ um grupo abeliano, temos que
F (x) + F (y) + T (x) + T (y) = F (x) + T (x) + F (y) + T (y) = (F + T )(x) + (F + T )(y),
ou seja,
(F + T )(x+ y) = (F + T )(x) + (F + T )(y).
Agora temos,
(F + T )(αx) = F (αx) + T (αx) = αF (x) + αT (x),
pois F e T sa˜o lineares. Assim,
αF (x) + αT (x) = α(F (x) + T (x)) = α(F + T )(x),
ou seja,
(F + T )(αx) = α(F + T )(x).
Portanto, F + T e´ transformac¸a˜o linear.
Agora,
(α · F )(x+ y) = αF (x+ y) = α(F (x) + F (y))
= αF (x) + αF (y) = (α · F )(x) + (α · F )(y) e
(α · F )(βx) = αF (βx) = αβF (x),
pois F e´ linear. Assim,
αβF (x) = β(αF (x)) = β(α · F )(x).
Portanto, α · F e´ transformac¸a˜o linear.
Conclu´ımos assim, a demonstrac¸a˜o.

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Exemplo 1.95. Sejam V e W espac¸os vetoriais sobre K. Consideremos o conjunto de
todas as transformac¸o˜es lineares de V em W e denotemos esse conjunto por L(V ,W).
Defina, para quaisquer F, T ∈ L(V ,W) e α ∈ K as seguintes operac¸o˜es:
+ : L(V ,W)× L(V ,W) −→ L(V ,W)
(F, T ) 7−→ F + T,
em que (F + T )(x) = F (x) + T (x) e
· : K× L(V ,W) −→ L(V ,W)
(α, F ) 7−→ α · F,
em que (α ·F )(x) = αF (x). Enta˜o (L(V ,W),+, ·) e´ um espac¸o vetorial sobre K. Note que
a soma em F + T e´ a soma definida em L(V ,W) e a soma em F (x) + T (x) e´ a soma em
W, tambe´m o produto por escalar em α · F e´ o produto definido em L(V ,W) e o produto
por escalar em αF (x) e´ o produto em W.
Demonstrac¸a˜o. Primeiramente, L(V ,W) na˜o e´ vazio, pois a transformac¸a˜o nula (ver exem-
plo 1.88 na pa´gina 44) pertence a L(V ,W). Note que as operac¸o˜es acima sa˜o fechadas,
devido a` proposic¸a˜o anterior.
Vamos mostrar que L(V ,W) e´ um grupo abeliano. Para tanto, sejam F, T, S ∈
L(V ,W) e x ∈ V quaisquer. Assim temos:
Associatividade: (F + (T + S))(x) = F (x) + (T + S)(x) = F (x) + (T (x) + S(x)). Pela
associatividade em W temos
F (x) + (T (x) + S(x)) = (F (x) + T (x)) + S(x) = (F + T )(x) + S(x) = ((F + T ) + S)(x).
Logo, F + (T + S) = (F + T ) + S.
Comutatividade: (F + T )(x) = F (x) + T (x). Pela comutatividade em W temos,
F (x) + T (x) = T (x) + F (x) = (T + F )(x).
Logo, F + T = T + F .
Existeˆncia do elemento neutro: Considere, para todo x ∈ V , Te(x) = ~0w. Assim,
(F + Te)(x) = F (x) + Te(x) = Te(x) + F (x) = ~0w + F (x) = F (x).
Portanto, F + Te = Te + F = F .
49
Existeˆncia do elemento sime´trico: Considere −F (x) o sime´trico de F (x) em W e de-
fina
−F : V −→ W
x 7−→ −F (x).
Assim,
(F + (−F ))(x) = F (x) + (−F (x)) = F (x)− F (x) = ~0w = Te(x) e
((−F ) + F )(x) = (−F (x)) + F (x) = −F (x) + F (x) = ~0w = Te(x).
Logo, F + (−F ) = Te e (−F ) + F = Te, portanto −F e´ o sime´trico de F .
Mostramos assim que (L(V ,W),+) e´ um grupo abeliano. Resta mostrarmos enta˜o
as propriedades PE1, PE2, PE3 e PE4 de espac¸o vetorial. Para tanto, sejam F,
T ∈ L(V ,W), x ∈ V e α, β ∈ K quaisquer. Assim,
PE1: (α · (β · F ))(x) = α(β · F )(x) = α(βF (x)). Como F (x) ∈ W que, por sua vez
e´ um espac¸o vetorial, temos
α(βF (x)) = (αβ)F (x) = ((αβ) · F )(x).
Logo, α · (β · F ) = (αβ) · F .
PE2: (1 · F )(x) = 1F (x). Novamente, como F (x) ∈ W que, por sua vez, e´ um espac¸o
vetorial, temos 1F (x) = F (x), em que 1 e´ a unidade de K.
Logo, 1 · F = F .
PE3: ((α + β) · F )(x) = (α + β)F (x) = αF (x) + βF (x) = (α · F )(x) + (β · F )(x).
Logo, (α + β) · F = α · F + β · F .
PE4: (α · (F + T ))(x) = α((F + T )(x)) = α(F (x) + T (x)) = αF (x) + αT (x)
=(α · F )(x) + (α · T )(x).
Logo, α · (F + T ) = α · F + α · T .
Portanto, mostramos que (L(V ,W),+, ·) e´ um espac¸o vetorial sobre K.
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Exemplo 1.96. Sejam V e W espac¸os vetoriais sobre K. Vimos no exemplo anterior
que L(V ,W) e´ um espac¸o vetorial sobre K, em partircular, se tomarmos V = W temos
tambe´m que L(V ,V) e´ um espac¸o vetorial sobre K. Neste caso, denotamos L(V ,V) por
End (V).
1.3.3 Teorema do Homomorfismo para Espac¸os Vetorias
Seja V um espac¸o vetorial sobre K eW ⊆ V um subespac¸o vetorial de V . Assim, como
em grupos e ane´is, podemos agora, em espac¸os vetoriais, definir de maneira natural, uma
relac¸a˜o de equivaleˆncia que determinara´ classes de equivaleˆncia apartir de W . A ideia e´
definir espac¸os vetoriais quocientes e mostrar assim, que o teorema do homomorfismo e´
va´lido tambe´m para espac¸os vetoriais.
Definic¸a˜o 1.97. Sejam V um espac¸o vetorial qualquer sobre K eW um subespac¸o vetorial
de V. Dados x, y ∈ V, dizemos que y e´ congruente a x mo´dulo W ou y esta´ relacionado
com x mo´dulo W, quando y − x ∈ W e denotamos por
y ≡ x (mod W)⇐⇒ y − x ∈ W .
Vale salientar que esta e´ uma relac¸a˜o de equivaleˆncia. De maneira natural e seme-
lhante, como em grupos e ane´is, denotaremos a classe de x ∈ V por
x+W = {x+ w;w ∈ W}.
Seja (V ,+, ·) um espac¸o vetorial qualquer sobre K e W um subespac¸o vetorial de V .
Por definic¸a˜o, (V ,+) e´ um grupo abeliano e como W ⊆ V temos que, (W ,+) e´ subgrupo
de (V ,+). Como (V ,+) e´ abeliano, temos que (W ,+) e´ subgrupo normal de V . Com essas
informac¸o˜es podemos considerar o grupo quociente V/W , lembrando que, os elementos
desse grupo sa˜o as classes de equivaleˆncia denotadas por
x+W = {x+ w;w ∈ W}.
Dessa forma,
V/W = {x+W ;x ∈ V}.
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Sejam x+W , y +W ∈ V/W , operamos duas classes da seguinte forma
(x+W) + (y +W) = (x+ y) +W .
Note que o elemento neutro de V/W e´ a classe ~0v +W = W e o sime´trico da classe
x+W e´ a classe (−x) +W .
Iremos mostrar a seguir, que o grupo (V/W ,+) torna-se um espac¸o vetorial com uma
multiplicac¸a˜o por escalar apropriada.
Proposic¸a˜o 1.98. Seja (V ,+, ·) um espac¸o vetorial qualquer sobre K e W um subespac¸o
vetorial de V. Considere (W ,+) como subgrupo normal de (V ,+), enta˜o (V/W ,+, ·) e´
um espac¸o vetorial sobre K, com a seguinte multiplicac¸a˜o por escalar
· : K× V/W −→ V/W
(α, x+W) 7−→ α · (x+W),
em que α · (x+W) = αx+W .
Demonstrac¸a˜o. Primeiro, vamos mostrar que a multiplicac¸a˜o por escalar, definida acima,
esta´ bem definida. Para tanto, sejam x+W , y+W ∈ V/W e α ∈ K tal que x+W = y+W .
Vamos mostrar que αx +W = αy +W . Como x +W = y +W temos que x − y ∈ W ,
assim
α(x− y) = αx− αy ∈ W ,
pois as operac¸o˜es de soma e produto por escalar sa˜o fechadas em W .
Portanto, αx e αy esta˜o relacionados pela relac¸a˜o de equivaleˆncia mo´dulo W , logo
eles esta˜o na mesma classe, ou seja, αx+W = αy +W .
Vamos mostrar agora, as propriedades de produto por escalar, necessa´rias para que
(V/W ,+, ·) seja um espac¸o vetorial sobre K. Para tanto, sejam x+W , y +W ∈ V/W e
α, β ∈ K quaisquer. Assim temos,
PE1: α · [β · (x+W)] = α · (βx+W) = α(βx) +W = (αβ)x+W = (αβ) · (x+W);
PE2: Considere 1 ∈ K a unidade de K, assim 1 · (x+W) = 1x+W = x+W ;
PE3:
(α + β) · (x+W) = (α + β)x+W = (αx+ βx) +W
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= (αx+W) + (βx+W)
= α · (x+W) + β · (x+W);
PE4: α · [(x+W) + (y +W)] = α · [(x+ y) +W ] = α(x+ y) +W
= (αx+ αy) +W = (αx+W) + (αy +W)
= α · (x+W) + α · (y +W).
Conclu´ımos assim, que (V/W ,+, ·) e´ um espac¸o vetorial sobre K.

Definic¸a˜o 1.99. O espac¸o vetorial (V/W ,+, ·) e´ denominado espac¸o vetorial quociente.
Na˜o iremos provar aqui, mas se dois espac¸os vetoriais V e W sa˜o isomorfos, ou seja,
se existe F : V −→ W um isomorfismo, enta˜o dimV = dimW .
Proposic¸a˜o 1.100. Sejam V um espac¸o vetorial de dimensa˜o finita sobre K e W ,S dois
subespac¸os de V, tais que V =W ⊕S (ver definic¸a˜o 1.84 na pa´gina 43). A aplicac¸a˜o
F : S −→ V/W
x 7−→ x+W .
e´ uma transformac¸a˜o linear bijetiva, ou seja, e´ um isomorfismo. Ale´m disso, se V tem
dimensa˜o finita, enta˜o V/W tem dimensa˜o finita e
dimV/W = dimV − dimW .
Demonstrac¸a˜o. Primeiramente, vamos mostrar que F e´ uma transformac¸a˜o linear. Para
tanto, sejam x, y ∈ S e α ∈ K quaisquer. Assim temos,
F (x+ y) = (x+ y) +W = (x+W) + (y +W) = F (x) + F (y).
Tambe´m,
F (αx) = αx+W = α · (x+W) = α · F (x).
Portanto, F e´ transformac¸a˜o linear.
Vamos mostrar agora, que F e´ injetiva. Para tanto, seja x ∈ N(F ) qualquer, assim
temos
F (x) = x+W = ~0v +W =W ,
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ja´ que, W e´ o elemento neutro de V/W . Assim, por definic¸a˜o de relac¸a˜o de congrueˆncia
mo´dulo W , temos que, x−~0v = x ∈ W . Assim, x ∈ W ∩ S e como
V =W ⊕S,
temos que W ∩ S = {~0v}, logo x = ~0v.
Portanto, pela proposic¸a˜o 1.25 na pa´gina 13, temos que, F e´ injetiva. Mostremos
agora, que F e´ sobrejetiva. Seja x+W ∈ V/W qualquer, assim x ∈ V como V =W ⊕S,
existem w ∈ W e s ∈ S tais que, x = w + s, assim x− s ∈ W , ou seja, x e´ congruente a
s mo´dulo W , logo
x+W = s+W = F (s).
Portanto, F e´ sobrejetiva.
Conclu´ımos assim, que F e´ isomorfismo, ou seja, S e´ isomorfo a V/W . Como S e´
isomorfo a V/W e V =W ⊕S, temos
dimV/W = dimS.
Portanto, pela proposic¸a˜o 1.85 na pa´gina 43, temos que,
dimV = dimW + dimV/W ,
ou seja,
dimV/W = dimV − dimW .
Donde segue a u´ltima afirmac¸a˜o.

Sejam V um espac¸o vetorial de dimensa˜o finita n e B∗ = {b1, . . . , bk} ⊂ V um sub-
conjunto linearmente independente de V , com k < n ( logo, B∗ na˜o e´ uma base para
V). E´ poss´ıvel mostrar que o subespac¸o gerado por B∗ tem dimensa˜o finita k. Um fato
importante em espac¸os vetoriais e´ que e´ poss´ıvel completarmos o subconjunto B∗ a fim
obter uma base para V . Ou seja, podemos completar B∗ com os vetores bk+1, . . . , bn que
sera˜o linearmente independentes entre si e entre os vetores de B∗, formando assim uma
base B = {b1, . . . , bk, bk+1, . . . , bn} para V . Tambe´m, se W1 e´ o subespac¸o gerado por B∗
e W2 e´ o subespac¸o gerado por bk+1, . . . , bn, teremos que V =W1 ⊕W2.
Exemplo 1.101. Sejam V, W espac¸os vetoriais e F : V −→ W uma transformac¸a˜o
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linear. Vimos na proposic¸a˜o 1.92 na pa´gina 45, que N(F ) e´ um subespac¸o vetorial de V.
Seja B = {b1, . . . , bk} uma base para N(F ). Como vimos podemos completar B a obter
uma base para V. Sejam bk+1, . . . , bn os vetores que faltam para completarmos a base de
V. Assim, se S e´ o subespac¸o gerado por bk+1, . . . , bn, temos que V = N(F )⊕ S.
Teorema 1.102 (Teorema do homomorfismo para espac¸os vetoriais). Sejam V ,W espac¸os
vetoriais sobre K e F : V −→ W uma transformac¸a˜o linear. Enta˜o, a aplicac¸a˜o
ϕ : V/N(F ) −→ Im(F )
x+N(F ) 7−→ F (x)
e´ um isomorfismo.
Demonstrac¸a˜o. Pelo teorema do homomorfismo para grupos temos que ϕ e´ uma bijec¸a˜o
e que ϕ preserva a operac¸a˜o soma. Resta mostrar que ϕ preserva a operac¸a˜o produto por
escalar. Para tanto, sejam x+N(F ) ∈ V/N(F ) e α ∈ K quaisquer. Assim, temos
ϕ[α · (x+N(F ))] = ϕ(αx+N(F )) = F (αx) = αF (x) = αϕ(x+N(F )).
Logo, ϕ e´ transformac¸a˜o linear bijetiva. Portanto, temos que ϕ e´ um isomorfismo,
ou seja, V/N(F ) e´ isomorfo a` Im(F ), em notac¸a˜o fica, V/N(F ) ' Im(F ). Conclu´ımos
assim, a demonstrac¸a˜o.

Corola´rio 1.103 (Teorema da dimensa˜o). Sejam V ,W espac¸os vetoriais de dimensa˜o
finita sobre K e F : V −→ W uma transformac¸a˜o linear. Enta˜o,
dimV = dimN(F ) + dimIm(F )
Demonstrac¸a˜o. De fato, pelo teorema anterior, temos que, V/N(F ) e Im(F ) sa˜o isomorfos
e portanto,
dimV/N(F ) = dim Im(F ).
Por outro lado, pela proposic¸a˜o 1.100 na pa´gina 52 e pelo exemplo 1.101 na pa´gina
53, temos
dimV/N(F ) = dimV − dimN(F ).
Assim temos,
dim Im(F ) = dimV/N(F ) = dimV − dimN(F ).
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Portanto,
dimV = dimN(F ) + dimIm(F ).

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2 A´lgebras
2.1 Definic¸a˜o e Exemplos
Neste cap´ıtulo, vamos definir a estrutura alge´brica mais importante desse trabalho. A
ideia e´ capturar informac¸o˜es obtidas no cap´ıtulo 1 e usa´-las agora para definir a estrutura
alge´brica que sera´ chamada de A´lgebra. Como veremos a seguir na definic¸a˜o formal,
uma a´lgebra e´ um conjunto na˜o vazio munido de treˆs operac¸o˜es, soma, produto e produto
por escalar, que se comporta bem com relac¸a˜o a estas operac¸o˜es. Ainda neste cap´ıtulo,
estudaremos a´lgebras com identidades polinomiais, que como veremos no decorrer do
cap´ıtulo, essas identidades sa˜o polinoˆmios, que se anulam quando avaliados em quaisquer
elementos da a´lgebra.
Definic¸a˜o 2.1. Seja K um corpo. Uma a´lgebra sobre K e´ uma qua´drupla ordenada
(A,+, ∗, ·), em que A e´ um conjunto na˜o vazio, munido de uma operac¸a˜o denotada por
+ (chamada de soma), de uma operac¸a˜o denotada por ∗ (chamada de produto) e de uma
operac¸a˜o entre os elementos de K e os elementos de A, denotada por · (chamada de
produtos por escalar), tais que para todo x, y ∈ A, α ∈ K, as seguintes condic¸o˜es sa˜o
satisfeitas:
A1: (A,+, ∗) e´ um anel;
A2: (A,+, ·) e´ um espac¸o vetorial sobre K;
A3: (α · x) ∗ y = x ∗ (α · y) = α · (x ∗ y).
Seja (A,+, ∗, ·) uma a´lgebra sobre K. Quando na˜o houver possibilidade de du´vidas,
diremos apenas que A e´ uma K-a´lgebra, ou seja, ficam sobentendidas as operac¸o˜es.
Tambe´m, quando na˜o houver du´vidas com relac¸a˜o ao corpo que estamos trabalhando,
diremos apenas que A e´ uma a´lgebra.
57
Exemplo 2.2. O conjunto M2(R) com as operac¸o˜es de soma, produto e produto por
escalar usuais e´ uma R-a´lgebra.
De fato, ja´ mostramos no exemplo 1.41 na pa´gina 21 que M2(R) e´ um anel, com
as operac¸o˜es usuais de matrizes. Tambe´m, mostramos no exemplo 1.67 na pa´gina 36
que M2(R) e´ um espac¸o vetorial. Resta enta˜o, mostrarmos que vale a condic¸a˜o A3 da
definic¸a˜o de a´lgebra. Para tanto, sejam A =
(
a11 a12
a21 a22
)
, B =
(
b11 b12
b21 b22
)
∈ M2(R) e
α ∈ R quaisquer. Assim, temos
(αA) ·B = α
(
a11 a12
a21 a22
)
·
(
b11 b12
b21 b22
)
=
(
αa11 αa12
αa21 αa22
)
·
(
b11 b12
b21 b22
)
=
(
αa11b11 + αa12b21 αa11b12 + αa12b22
αa21b11 + αa22b21 αa21b12 + αa22b22
)
= α
(
a11b11 + a12b21 a11b12 + a12b22
a21b11 + a22b21 a21b12 + a22b22
)
= α
((
a11 a12
a21 a22
)
·
(
b11 b12
b21 b22
))
= α(A ·B).
Logo, (αA) ·B = α(A ·B). Note agora que
A · (αB) =
(
a11 a12
a21 a22
)(
·α
(
b11 b12
b21 b22
))
=
(
a11 a12
a21 a22
)
·
(
αb11 αb12
αb21 αb22
)
=
(
a11αb11 + a12αb21 a11αb12 + a12αb22
a21αb11 + a22αb21 a21αb12 + a22αb22
)
=
(
α(a11b11) + α(a12b21) α(a11b12) + α(a12b22)
α(a12b11) + α(a22b21) α(a21b12) + α(a22b22)
)
= α
(
a11b11 + a12b21 a11b12 + a12b22
a12b11 + a22b21 a21b12 + a22b22
)
= α
((
a11 a12
a21 a22
)
·
(
b11 b12
b21 b22
))
= α(A ·B).
Logo, temos (αA) · B = α(A · B) = A · (αB). Conclu´ımos assim, que a condic¸a˜o A3
e´ satisfeita.
Portanto, M2(R) e´ uma a´lgebra.
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Exemplo 2.3. Considere o conjunto sl2(R) =
{(
x y
z −x
)
;x, y, z ∈ R
}
. Dadas duas
matrizes A, B ∈ sl2(R) quaisquer, defina o produto
[·, ·] : sl2(R)× sl2(R) −→ sl2(R)
(A,B) 7−→ [A,B],
em que [A,B] = AB − BA e AB e´ o produto usual de matrizes. Considerando + (soma
usual de matrizes), · (produto escalar usual) e [·, ·] (produto definido acima). Vamos
verificar se (sl2(R),+, [·, ·], ·) e´ uma a´lgebra.
Ja´ mostramos no exemplo 1.72 na pa´gina 39 que sl2(R) e´ um espac¸o vetorial sobre
R. Portanto, basta mostrarmos que (sl2(R),+, [·, ·]) e´ um anel e que vale A3. Vamos
primeiro, mostrar que a operac¸a˜o [·, ·] e´ fechada em sl2(R). Para tanto, sejam
A =
(
a1 a2
a3 −a1
)
, B =
(
b1 b2
b3 −b1
)
∈ sl2(R) quaisquer. Assim, temos
[A,B] = AB −BA =
(
a1 a2
a3 −a1
)(
b1 b2
b3 −b1
)
−
(
b1 b2
b3 −b1
)(
a1 a2
a3 −a1
)
=
(
a1b1 + a2b3 a1b2 − a2b1
a3b1 − a1b3 a3b2 + a1b1
)
−
(
b1a1 + b2a3 b1a2 − b2a1
b3a1 − b1a3 b3a2 + b1a1
)
=
(
a1b1 + a2b3 − b1a1 − b2a3 a1b2 − a2b1 − b1a2 + b2a1
a3b1 − a1b3 − b3a1 + b1a3 a3b2 + a1b1 − b3a2 − b1a1
)
=
(
a2b3 − b2a3 2a1b2 − 2a2b1
2a3b1 − 2a1b3 −a2b3 + a3b2
)
=
(
a2b3 − b2a3 2a1b2 − 2a2b1
2a3b1 − 2a1b3 −(a2b3 − b2a3)
)
∈ sl2(R).
Logo, a operac¸a˜o [·, ·] e´ fechada em sl2(R).
Vamos mostrar agora que vale A3. Para tanto, sejam A =
(
a1 a2
a3 −a1
)
,
B =
(
b1 b2
b3 −b1
)
∈ sl2(R) e α ∈ R quaisquer. Assim, temos
[αA,B] = (αA)B −B(αA) = A(αB)− (αB)A = [A,αB] e
[A,αB] = A(αB)− (αB)A = α(AB)− α(BA) = α(AB −BA) = α[A,B].
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Logo, [αA,B] = [A,αB] = α[A,B] e assim A3 e´ satisfeita.
Vamos verificar agora se (sl2(R),+, [·, ·]) e´ um anel.
Ja´ sabemos que (sl2(R),+, ·) e´ um espac¸o vetorial, logo (sl2(R),+) e´ um grupo abe-
liano. Resta mostrarmos a associatividade do produto e a distributividade do produto
com respeito a soma. Vamos mostrar primeiro a distributividade. Para tanto, sejam
A,B e C ∈ sl2(R) quaisquer. Assim, temos
[A, (B + C)] = A(B + C)− (B + C)A
= AB + AC − (BA+ CA)
= AB + AC −BA− CA
= AB −BA+ AC − CA
= [A,B] + [A,C].
Tambe´m temos
[(A+B), C] = (A+B)C − C(A+B)
= AC +BC − CA− CB
= AC − CA+BC − CB
= [A,C] + [B,C].
Portanto, a distributividade e´ satisfeita. Resta enta˜o, a associatividade do produto.
Considere as seguintes matrizes:
A =
(
0 1
1 0
)
, B =
(
0 1
2 0
)
e C =
(
0 1
3 0
)
∈ sl2(R).
Assim, temos
[[A,B], C] = [A,B]C − C[A,B] = (AB −BA)C − C(AB −BA)
= ABC −BAC − CAB + CBA
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=
(
0 1
1 0
)(
0 1
2 0
)(
0 1
3 0
)
−
(
0 1
2 0
)(
0 1
1 0
)(
0 1
3 0
)
−
(
0 1
3 0
)(
0 1
1 0
)(
0 1
2 0
)
+
(
0 1
3 0
)(
0 1
2 0
)(
0 1
1 0
)
=
(
2 0
0 1
)(
0 1
3 0
)
−
(
1 0
0 2
)(
0 1
3 0
)
−
(
1 0
0 3
)(
0 1
2 0
)
+
(
2 0
0 3
)(
0 1
1 0
)
=
(
0 2
3 0
)
−
(
0 1
6 0
)
−
(
0 1
6 0
)
+
(
0 2
3 0
)
=
(
0 4
6 0
)
−
(
0 2
12 0
)
=
(
0 2
−6 0
)
. (2.1)
Por outro lado,
[A, [B,C]] = A[B,C]− [B,C]A
= A(BC − CB)− (BC − CB)A
= ABC − ACB −BCA+ CBA
=
(
0 1
1 0
)(
0 1
2 0
)(
0 1
3 0
)
−
(
0 1
1 0
)(
0 1
3 0
)(
0 1
2 0
)
−
(
0 1
2 0
)(
0 1
3 0
)(
0 1
1 0
)
+
(
0 1
3 0
)(
0 1
2 0
)(
0 1
1 0
)
=
(
2 0
0 1
)(
0 1
3 0
)
−
(
3 0
0 1
)(
0 1
2 0
)
−
(
3 0
0 2
)(
0 1
1 0
)
+
(
2 0
0 3
)(
0 1
1 0
)
=
(
0 2
3 0
)
−
(
0 3
2 0
)
−
(
0 3
2 0
)
+
(
0 2
3 0
)
=
(
0 4
6 0
)
−
(
0 6
4 0
)
=
(
0 −2
2 0
)
. (2.2)
Note que (2.1)6= (2.2). Logo, [[A,B], C] 6= [A, [B,C]].
Portanto, a associatividade do produto na˜o e´ satisfeita. Como na˜o temos a associati-
vidade do produto, por definic¸a˜o
(sl2(R),+, [·, ·])
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na˜o e´ um anel. Isso mostra que
(sl2(R),+, [·, ·], ·)
na˜o e´ uma a´lgebra. Pore´m, quando na˜o temos a associatividade do produto, mas todas
as outras condic¸o˜es necessa´rias para que um conjunto seja uma a´lgebra, sa˜o satisfeitas,
dizemos enta˜o que esse conjunto com suas operac¸o˜es definidas e´ uma a´lgebra na˜o associ-
ativa.
Portanto, conclu´ımos que (sl2(R),+, [·, ·], ·) e´ uma a´lgebra na˜o associativa.
Definic¸a˜o 2.4. Uma a´lgebra A e´ dita ser comutativa, se A e´ um anel comutativo, ou
seja, se para todo x, y ∈ A tem-se:
x ∗ y = y ∗ x.
Definic¸a˜o 2.5. Uma a´lgebra A e´ dita a´lgebra com unidade, se A e´ um anel com unidade,
ou seja, se existe 1 ∈ A, tal que, para todo x ∈ A tem-se:
x ∗ 1 = 1 ∗ x = x.
Exemplo 2.6. O conjunto F(R) visto nos exemplos 1.42 e 1.69 nas pa´ginas 23 e 37
respectivamente, com suas operac¸o˜es definidas, para todo f, g ∈ F(R) e α, x ∈ R como:
(f + g)(x) = f(x) + g(x);
(f · g)(x) = f(x)g(x) e
(αf)(x) = αf(x),
e´ uma a´lgebra comutativa com unidade.
De fato, ja´ mostramos no exemplo 1.42 na pa´gina 23 que (F(R),+, ·) e´ um anel
comutativo com unidade. Mostramos tambe´m, no exemplo 1.69 na pa´gina 37 que F(R)
e´ um espac¸o vetorial sobre R. Resta enta˜o, mostrarmos a condic¸a˜o A3 da definic¸a˜o de
a´lgebra. Para tanto, sejam f, g ∈ F(R) e α, x ∈ R quaisquer. Assim temos
((αf) · g)(x) = (αf)(x)g(x) = (αf(x))g(x) = α(f(x)g(x)) = α(f · g)(x).
Logo, (αf) · g = α(f · g).
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Agora, como α, f(x) e g(x) ∈ R, temos que
α(f(x)g(x)) = (αf(x))g(x) = (f(x)α)g(x)
= f(x)(αg(x)) = (f · (αg))(x).
Logo, (αf) · g = f · (αg). Assim temos,
(αf) · g = α(f · g) = f · (αg).
Portanto, F(R) e´ uma a´lgebra comutativa com unidade.
Exemplo 2.7. Ja´ mostramos no exemplo 1.95 na pa´gina 47, que o conjunto L(V ,W) das
transformac¸o˜es lineares com as operac¸o˜es:
(F + T )(x) = F (x) + T (x) e
(α · T )(x) = αT (x),
e´ um espac¸o vetorial sobre K. Vimos tambe´m no exemplo 1.96 na pa´gina 50, que End (V)
e´ tambe´m um espac¸o vetorial sobre K. Defina agora, para todo F, T ∈ End (V) e x ∈ V
a operac¸a˜o produto
◦ : End (V)× End (V) −→ End (V)
(F, T ) 7−→ F ◦ T,
em que (F ◦ T )(x) = F (T (x)). Vamos mostrar que (End (V),+, ◦, ·) e´ uma a´lgebra
associativa com unidade.
De fato, ja´ mostramos no exemplo 1.96 que (End (V),+, ·) e´ um espac¸o vetorial sobre
K. Resta enta˜o, mostrarmos que (End (V),+, ◦) e´ um anel com unidade e que vale A3.
Vamos mostrar primeiro que (End (V),+, ◦) e´ um anel com unidade. Para tanto, sejam
F, T, S ∈ End (V), x, y ∈ V e α ∈ K quaisquer. Como (End (V),+, ·) e´ um espac¸o
vetorial, temos que (End (V),+) e´ um grupo abeliano, assim so´ precisamos mostrar que
a associatividade do produto e a distributividade do produto com respeito a soma sa˜o
va´lidas. Mas antes, vamos mostrar que a operac¸a˜o ◦ e´ fechada em End (V). De fato,
temos que
(F ◦ T )(x+ y) = F (T (x+ y)),
como T e´ linear, temos
F (T (x+ y)) = F (T (x) + T (y))
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e como F e´ linear, temos
F (T (x) + T (y)) = F (T (x)) + F (T (x)) = (F ◦ T )(x) + (F ◦ T )(x).
Portanto, (F ◦ T )(x+ y) = (F ◦ T )(x) + (F ◦ T )(x).
Agora, temos tambe´m
(F ◦ T )(αx) = F (T (αx)),
como T e´ linear, temos
F (T (αx)) = F (αT (x)),
como F e´ linear, temos
F (αT (x)) = αF (T (x)) = α(F ◦ T )(x).
Logo, F ◦ T e´ linear. Portanto, F ◦ T ∈ End (V) e a operac¸a˜o e´ fechada.
Mostremos agora, as propriedades necessa´rias de pruduto para que (End (V),+, ◦)
seja um anel.
Associatividade do produto:
(F ◦ (T ◦ S))(x) = F ((T ◦ S)(x)) = F (T (S(x))). (2.3)
Por outro lado, temos
((F ◦ T ) ◦ S)(x) = (F ◦ T )(S(x)) = F (T (S(x))). (2.4)
De (2.3) e (2.4) temos que,
(F ◦ (T ◦ S))(x) = ((F ◦ T ) ◦ S)(x).
Portanto, F ◦ (T ◦ S) = (F ◦ T ) ◦ S.
Distributividade da soma com respeito ao produto:
(F ◦ (T + S))(x) = F ((T + S)(x)) = F (T (x) + S(x)).
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Como F e´ transformac¸a˜o linear, temos
F (T (x) + S(x)) = F (T (x)) + F (S(x)) = (F ◦ T )(x) + (F ◦ S)(x).
Logo, F ◦ (T + S) = F ◦ T + F ◦ S.
Tambe´m temos
((F + T ) ◦ S)(x) = (F + T )(S(x)) = F (S(x)) + T (S(x)) = (F ◦ S)(x) + (T ◦ S)(x).
Logo, (F + T ) ◦ S = F ◦ S + T ◦ S.
Assim temos
F ◦ (T + S) = F ◦ T + F ◦ S e
(F + T ) ◦ S = F ◦ S + T ◦ S.
Conclu´ımos assim, que a distributividade e´ va´lida.
Existeˆncia do elemento neutro do produto: Considere para todo x ∈ V , T1(x) = x. Note
que, pelo exemplo 1.89 na pa´gina 44, T1 ∈ End (V). Assim, temos
(F ◦ T1)(x) = F (T1(x)) = F (x);
(T1 ◦ F )(x) = T1(F (x)) = F (x).
Segue que,
F ◦ T1 = T1 ◦ F = F.
Portanto, T1 e´ o elemento neutro do produto ◦.
Conclu´ımos assim, que (End (V),+, ◦) e´ um anel com unidade.
Mostremos agora que vale A3.
((α · F ) ◦ T )(x) = (α · F )(T (x)) = αF (T (x))
= α((F ◦ T )(x)) = (α · (F ◦ T ))(x).
Logo, (α · F ) ◦ T = α · (F ◦ T ).
Por outro lado, temos
αF (T (x)) = F (αT (x)) = F ((α · T )(x)) = (F ◦ (α · T ))(x).
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Logo, (α · F ) ◦ T = α · (F ◦ T ) = F ◦ (α · T ).
Conclu´ımos assim, que (End (V),+, ◦, ·) e´ uma a´lgebra associativa com unidade.
Exemplo 2.8. Considere R com as operac¸o˜es usuais e A = {a} um conjunto unita´rio
qualquer. Considere o conjunto F = {f : A −→ R; f e´ func¸a˜o }. Defina, Para quaisquer
f, g ∈ F e α ∈ R, as seguintes operac¸o˜es em F :
+ : F × F −→ F
(f, g) 7−→ f + g,
em que (f + g)(a) = f(a) + g(a),
∗ : F × F −→ F
(f, g) 7−→ f ∗ g,
em que (f ∗ g)(a) = f(a)g(a) e
· : K×F −→ F
(α, g) 7−→ α · g,
em que (α · f)(a) = αf(a). Note que, as operac¸o˜es no membro direito da igualdade
anterior, sa˜o as operac¸o˜es em R e as operac¸o˜es no membro esquerdo, sa˜o as operac¸o˜es
em F . Vamos mostrar que (F ,+, ∗, ·) e´ uma R-a´lgebra com unidade.
Primeiro, vamos mostrar que as operac¸o˜es sa˜o fechadas. De fato, sejam f, g ∈ F e
α ∈ R quaisquer. Assim, temos
(f + g)(a) = f(a) + g(a) ∈ R,
pois f(a), g(a) ∈ R. Logo, f + g ∈ F .
Tambe´m temos,
(f ∗ g)(a) = f(a)g(a) ∈ R,
pois f(a), g(a) ∈ R. Logo, f ∗ g ∈ F .
E ainda,
(α · f)(a) = αf(a) ∈ R,
pois α, f(a) ∈ R. Logo, α · f ∈ F .
Conclu´ımos assim que as operac¸o˜es sa˜o fechadas. Vamos mostrar agora que F e´ uma
R-a´lgebra associativa com unidade. Primeiro, vamos verificar que (F ,+, ∗) e´ um anel
com unidade. De fato, vamos mostrar que os axiomas de ane´is sa˜o va´lidos. Para tanto,
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sejam f, g ∈ F e α ∈ R quaisquer.
Associatividade da soma:
(f + (g + h))(a) = f(a) + (g + h)(a)
= f(a) + (g(a) + h(a))
= (f(a) + g(a)) + h(a)
= (f + g)(a) + h(a)
= ((f + g) + h)(a).
Observe que usamos nessa demonstrac¸a˜o a associatividade da soma em R.
Logo, f + (g + h) = (f + g) + h.
Comutatividade da soma:
(f + g)(a) = f(a) + g(a) = g(a) + f(a) = (g + f)(a).
Observe que usamos nessa demonstrac¸a˜o a comutatividade da soma em R.
Logo, f + g = g + f .
Existeˆncia do elemento neutro da soma: Considere a func¸a˜o f0 : A −→ R, tal que,
f0(a) = 0. Assim temos,
(f0 + g)(a) = f0(a) + g(a) = 0 + g(a) = g(a);
(g + f0)(a) = g(a) + f0(a) = g(a) + 0 = g(a).
Logo, f0 + g = g + f0 = g. Portanto, f0 e´ elemento neutro da soma.
Existeˆncia do elemento sime´trico para soma: Considere −f ∈ F tal que,
(−f)(a) = −f(a). Assim temos,
(f + (−f))(a) = f(a) + (−f)(a) = f(a)− f(a) = 0 = f0(a);
((−f) + f)(a) = (−f)(a) + f(a) = −f(a) + f(a) = 0 = f0(a).
Logo, f + (−f) = (−f) + f = f0. Portanto, −f e´ o sime´trico de f .
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Mostramos assim que (F ,+) e´ um grupo abeliano. Falta mostrarmos a associativi-
dade do produto e a distributividade. Vamos a elas:
Associatividade do produto:
[f ∗ (g ∗ h)](a) = f(a)(g ∗ h)(a)
= f(a)[g(a)h(a)]
= [f(a)g(a)]h(a)
= (f ∗ g)(a)h(a)
= [(f ∗ g) ∗ h](a).
Observe que usamos nessa demonstrac¸a˜o a associatividade do produto em R.
Logo, f ∗ (g ∗ h) = (f ∗ g) ∗ h.
Distributividade da soma com respeito ao produto:
(f ∗ (g + h))(a) = f(a)(g + h)(a)
= f(a)[g(a) + h(a)]
= f(a)g(a) + f(a)h(a)
= (f ∗ g)(a) + (f ∗ h)(a)
= (f ∗ g + f ∗ h)(a).
E ainda,
((f + g) ∗ h)(a) = (f + g)(a)h(a)
= [f(a) + g(a)]h(a)
= f(a)h(a) + g(a)h(a)
= (f ∗ h)(a) + (g ∗ h)(a)
= (f ∗ h+ g ∗ h)(a).
Observe que usamos nessa demonstrac¸a˜o a distributividade da soma com respeito ao
produto em R.
Logo,
f ∗ (g + h) = f ∗ g + f ∗ h e
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(f + g) ∗ h = f ∗ h+ g ∗ h.
Existeˆncia do elemento neutro do produto: Considere f1 ∈ F ; f1(a) = 1. Assim, temos
(f ∗ f1)(a) = f(a)f1(a) = f(a)1 = f(a);
(f1 ∗ f)(a) = f1(a)f(a) = 1f(a) = f(a).
Logo, f ∗ f1 = f1 ∗ f = f . Portanto, f1 e´ o elemento neutro do produto.
Conclu´ımos assim que (F ,+, ∗) e´ um anel com unidade.
Vamos mostrar agora que (F ,+, ·) e´ um espac¸o vetorial. Ja´ mostramos que (F ,+)
e´ um grupo abeliano. Resta mostrarmos as propriedades PE1, PE2, PE3 e PE4 de
espac¸os vetoriais, ver definic¸a˜o 1.65 na pa´gina 35. Para tanto, sejam f, g ∈ F e α, β ∈ R
quaisquer. Assim temos,
PE1: (α · (β · f))(a) = α(β · f)(a) = α(βf(a)) = (αβ)f(a) = ((αβ) · f)(a).
Logo, α · (β · f) = (αβ) · f .
PE2: (1 · f)(a) = 1f(a) = f(a). Logo, (1 · f) = f .
PE3: ((α + β) · f) (a) = (α + β)f(a) = αf(a) + βf(a) = (α · f)(a) + (β · f)(a).
Logo, (α + β) · f = α · f + β · f .
PE4: (α · (f + g))(a) = α(f + g)(a)
= α(f(a) + g(a))
= αf(a) + αg(a)
= (α · f)(a) + (α · g)(a)
= (α · f + α · g)(a).
Logo, α · (f + g) = α · f + α · g.
Conclu´ımos assim que (F ,+, ·) e´ um espac¸o vetorial sobre R. Resta ainda, mostrarmos
que vale a propriedade A3 da definic¸a˜o de a´lgebras. Para tanto, sejam f, g ∈ F e α ∈ R
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quaisquer. Assim, temos
((α · f) ∗ g)(a) = (α · f)(a)g(a) = (αf(a))g(a) = α(f(a)g(a))
= α(f ∗ g)(a) = (α · (f ∗ g))(a).
Logo, (α · f) ∗ g = α · (f ∗ g).
E ainda, como α, f(a) e g(a) ∈ R temos que,
α(f(a)g(a)) = (αf(a))g(a) = (f(a)α)g(a) = f(a)(αg(a)) = (f ∗ (α · g))(a).
Logo,
α · (f ∗ g) = f ∗ (α · g).
Assim temos,
α · (f ∗ g) = (α · f) ∗ g = f ∗ (α · g).
Conclu´ımos assim que (F ,+, ∗, ·) e´ uma a´lgebra com unidade.
2.2 Suba´lgebras
Definic¸a˜o 2.9. Uma suba´lgebra de uma a´lgebra A e´ um subconjunto na˜o vazio S de A
que e´ fechado em relac¸a˜o as treˆs operac¸o˜es de A, soma, produto e produto por escalar, ou
seja, este subconjunto e´ ao mesmo tempo um subespac¸o vetorial e um subanel de A.
Exemplo 2.10. O conjunto U2(R) =
{(
a b
0 c
)
; a, b, c ∈ R
}
das matrizes triangulares
superiores de ordem 2 com entradas em R e´ uma R-suba´lgebra de M2(R).
De fato, primeiro note que U2(R) na˜o e´ vazio, pois
(
0 0
0 0
)
∈ U2(R). Vamos mostrar
agora que U2(R) e´ um subespac¸o vetorial de M2(R). Para tanto, sejam A =
(
a11 a12
0 a22
)
,
B =
(
b11 b12
0 b22
)
∈ U2(R) e α ∈ K quaisquer. Assim temos,
A+B =
(
a11 a12
0 a22
)
+
(
b11 b12
0 b22
)
=
(
a11 + b11 a12 + b12
0 a22 + b22
)
∈ U2(R) e
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αA = α
(
a11 a12
0 a22
)
=
(
αa11 αa12
0 αa22
)
∈ U2(R).
Portanto, pela definic¸a˜o 1.70 na pa´gina 38, temos que U2(R) e´ um subespac¸o vetorial
de M2(R). Com isso, U2(R) e´ tambe´m um espac¸o vetorial, logo (U2(R),+) e´ um grupo
abeliano. Vamos mostrar agora que U2(R) e´ um subanel de M2(R). De fato, temos
A ·B =
(
a11 a12
0 a22
)
·
(
b11 b12
0 b22
)
=
(
a11b11 a11b12 + a12b22
0 a22b22
)
∈ U2(R).
Portanto, pela proposic¸a˜o 1.44 na pa´gina 26 temos que U2(R) e´ um subanel de M2(R).
Conclu´ımos assim que U2(R) e´ uma R-suba´lgebra de M2(R).
Exemplo 2.11. O conjunto R[x] dos polinoˆmios
f(x) = c0 + c1x+ . . .+ ckx
k,
em que ci ∈ R para todo i ∈ {1, 2, . . . , k} e k e´ um inteiro na˜o negativo e´ uma R-suba´lgebra
de F(R).
De fato, primeiro note que R[x] ⊂ F(R), pois todo polinoˆmio e´ uma func¸a˜o. Tambe´m
R[x] na˜o e´ vazio, pois para todo x ∈ R se tomarmos f(x) = 0, ou seja, o polinoˆmio nulo
tem-se que f ∈ R[x]. Vamos mostrar agora que R[x] e´ um subespac¸o vetorial de F(R).
Para tanto, sejam f, g ∈ R[x] e α ∈ R quaisquer. Assim, temos
f(x) = c0 + c1x+ . . .+ ckx
k; ci ∈ R, i ∈ {1, 2, . . . , k} e
g(x) = d0 + d1x+ . . .+ dlx
l; dj ∈ R, j ∈ {1, 2, . . . , l} ,
em que k e l sa˜o inteiros na˜o negativos. Suponha, sem perda de generalidade, que l ≤ k.
Assim temos,
(f + g)(x) = f(x) + g(x) = c0 + c1x+ . . .+ ckx
k + (d0 + d1x+ . . .+ dlx
l)
= (c0 + d0) + (c1 + d1)x+ . . .+ (cl + dl)x
l + . . .+ ckx
k ∈ R[x].
Tambe´m temos,
(αf)(x) = αf(x) = α(c0 + c1x+ . . .+ ckx
k) = αc0 + αc1x+ . . .+ αckx
k ∈ R[x].
Logo, pela definic¸a˜o 1.70 na pa´gina 38 temos que R[x] e´ um subespac¸o vetorial de
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F(R). Assim, R[x] tambe´m e´ um espac¸o vetorial e (R[x],+) e´ um subgrupo abeliano de
(F(R),+). Agora temos,
(f · g)(x) = f(x) · g(x)
= (c0 + c1x+ . . .+ ckx
k) · (d0 + d1x+ . . .+ dlxl)
= (c0d0 + c0d1x+ . . .+ c0dlx
l) + (c1d0x+ c1d1x
2 + . . .+ c1dlx
l+1)+
+ . . .+ (ckd0x
k + ckd1x
k+1 + . . .+ ckdlx
l+k)
=
k∑
i=0
l∑
j=0
cidjx
i+j ∈ R[x].
Portanto, pela proposic¸a˜o 1.44 na pa´gina 26 temos que R[x] e´ um subanel de F(R).
Portanto, conclu´ımos que R[x] e´ uma suba´lgebra de F(R).
Pelo fato de R[x] ser uma suba´lgebra de F(R), temos que R[x] e´ tambe´m uma a´lgebra.
Podemos generalizar o exemplo anterior e mostrar que o conjunto K[x] dos polinoˆmios
e´ uma K-a´lgebra com a soma, produto e o produto por escalar usuais de polinoˆmios em
uma varia´vel.
Exemplo 2.12. K[x, y] e´ o conjunto dos polinoˆmios comutativos nas varia´veis x e y com
coeficientes em K. Um polinoˆmio desse conjunto e´ da forma
f(x, y) = c00 + c10x+ c01y + . . .+ cklx
kyl
com cij ∈ K, para todo i ∈ {1, 2, . . . , k} e para todo j ∈ {1, 2, . . . , l}, em que k e l sa˜o
inteiros na˜o negativos. Da mesma forma que K[x] e´ uma K-a´lgebra, temos que K[x, y]
tambe´m e´ uma K-a´lgebra.
Exemplo 2.13. Tambe´m e´ poss´ıvel mostrar que o conjunto
F(R× R) = {f : R× R −→ R; f e´ func¸a˜o} ,
com as operac¸o˜es de soma, produto e produto por escalar, definidas abaixo respectivamente
para todo f, g ∈ F(R× R), x, y e α ∈ R e´ uma R-a´lgebra.
+ : F(R× R)×F(R× R) −→ F(R× R)
(f, g) 7−→ f + g,
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em que (f + g)(x, y) = f(x, y) + g(x, y),
∗ : F(R× R)×F(R× R) −→ F(R× R)
(f, g) 7−→ f ∗ g,
em que (f ∗ g)(x, y) = f(x, y)g(x, y) e
· : F(R× R)×F(R× R) −→ F(R× R)
(f, g) 7−→ f · g,
em que (α·f)(x, y) = αf(x, y). Tambe´m, na˜o e´ dif`ıcil mostrar que R[x, y] e´ uma suba´lgebra
de F(R× R).
Se considerarmos o conjunto dos polinoˆmios sobre K nas varia´veis x e y, de forma
que xy 6= yx, ou seja, as varia´veis sa˜o na˜o comutativas e denotarmos esse conjunto por
K〈x, y〉, ainda assim, K〈x, y〉 e´ umaK-a´lgebra. Podemos ainda, definir de maneira ana´loga
K〈x1, x2 . . . , xk〉 o conjunto dos polinoˆmios na˜o comutativos sobre K em um nu´mero finito
de varia´veis x1, x2 . . . , xk e mostrar que K〈x1, x2 . . . , xk〉 e´ uma K-a´lgebra.
Exemplo 2.14. Seja X = {x1, x2, . . .} um conjunto infinito enumera´vel. O conjunto
K〈X〉 e´ uma generalizac¸a˜o do conjunto K〈x1, x2 . . . , xk〉, considerando dessa vez um con-
junto infinito de varia´veis. Esse conjunto com as operac¸o˜es usuais e´ uma K-a´lgebra,
chamada a´lgebra associativa livre, livremente gerada por X. Note que, apesar de X ser
um conjunto infinito, os elementos de K〈X〉 sa˜o polinoˆmios finitos.
Definic¸a˜o 2.15. Uma suba´lgebra I de A e´ chamada um ideal a` esquerda de A se para
quaisquer a ∈ A e i ∈ I, tem-se a ∗ i ∈ I. E´ chamada um ideal a` direita de A se para
quaisquer a ∈ A e i ∈ I, tem-se i ∗ a ∈ I. Se I e´ simultaneamente um ideal a` esquerda e
a` direita, dizemos que I e´ um ideal bilateral de A ou simplesmente ideal de A.
Na˜o e´ dif´ıcil mostrar que em uma a´lgebra comutativa todos os seus ideais sa˜o ideais
bilaterais.
Sejam A uma a´lgebra com unidade e S = {s1, . . . , sm} ⊆ A, em que m ∈ N∗. Como
construir um ideal que contenha S? O ideal que estamos interessados aqui e´ o menor
ideal de A que conte´m S. Considere o conjunto
I = {I ⊆ A; I e´ ideal e S ⊆ I}.
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Note que I na˜o e´ vazio, pois A ∈ I e S ⊆ A. Na˜o iremos provar aqui, mas⋂
I∈ I
I
e´ um ideal de A. Sera´ que S ⊆ ⋂
I∈ I
I ? A resposta e´ sim, pois para todo I ∈ I, temos
S ⊆ I. Claramente ⋂
I∈ I
I
e´ o menor ideal que conte´m S.
Denotamos este ideal por 〈S〉. E´ poss´ıvel mostrar que 〈S〉 e´ o conjunto de todas as
somas finitas da forma
a1s1c1 + a2s2c2 + . . .+ amsmcm,
para todo ai, ci ∈ A e si ∈ S, em que i ∈ {1, 2, . . . ,m}.
Definic¸a˜o 2.16. Sejam A uma a´lgebra com unidade, I ⊆ A um ideal de A e S ⊆ I um
subconjunto de I. Dizemos que I e´ um ideal gerado por S se
I = 〈S〉.
Se existe S finito tal que isso ocorra, dizemos que I e´ finitamente gerado.
2.3 Homomorfismos de A´lgebras
Como vimos em grupos, um homomorfismo de grupos e´ uma func¸a˜o que preserva a
operac¸a˜o do grupo em questa˜o. Em ane´is, um homomorfismo preserva as duas operac¸o˜es
do anel. Em espac¸os vetoriais, uma transformac¸a˜o linear preserva as operac¸o˜es de soma
e produto por escalar, embora na˜o as chamamos de homomorfismos. Um homomorfismo
de a´lgebras se comporta, com relac¸a˜o a`s operac¸o˜es de soma e produto, como um homo-
morfismo de ane´is. Com relac¸a˜o a`s operac¸o˜es de soma e produto por escalar, como uma
transformac¸a˜o linear. Ou seja, um homomorfismo de a´lgebras preserva as treˆs operac¸o˜es:
soma, produto e produto por escalar.
Na definic¸a˜o abaixo, por simplicidade, vamos usar os mesmos s´ımbolos, denotando as
operac¸o˜es de + (soma), ∗ (produto) e · (produto por escalar), tanto em A1, quanto em
A2. O leitor deve estar atento que apesar da notac¸a˜o estes s´ımbolos denotam operac¸o˜es
diferentes.
Definic¸a˜o 2.17. Sejam A1 e A2 duas K-a´lgebras. Dizemos que a func¸a˜o ϕ : A1 −→ A2
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e´ um homomorfismo de a´lgebras se, para todo x, y ∈ A1 e α ∈ K, temos:
(i) ϕ(x+ y) = ϕ(x) + ϕ(y);
(ii) ϕ(x ∗ y) = ϕ(x) ∗ ϕ(y);
(iii) ϕ(α · x) = α · ϕ(x).
Definic¸a˜o 2.18. Um homomorfismo injetor e´ chamado de monomorfismo. Um homo-
morfismo sobrejetor e´ chamado de epimorfismo. Um homomorfismo bijetor e´ chamado
de isomorfismo. Um homomorfismo f : A → A e´ chamado de endomorfismo. Um iso-
morfismo f : A → A e´ chamado de automorfismo.
Definic¸a˜o 2.19. Sejam A1,A2 a´lgebras. Se existe ϕ : A1 −→ A2 um isomorfismo de
a´lgebras, dizemos que A1 e´ isomorfa a A2 e denotamos por A1 ' A2.
Definic¸a˜o 2.20. Sejam A1,A2 a´lgebras, 02 o elemento neutro da soma em A2 e
ϕ : A1 −→ A2 um homomorfismo de a´lgebras. O nu´cleo de ϕ e´ o conjunto
N(ϕ) = {x ∈ A1;ϕ(x) = 02} .
Exemplo 2.21. Sabemos que (F ,+, ∗, ·) e´ uma a´lgebra associativa com unidade, ver
exemplo 2.8 na pa´gina 65. Defina,
ϕ : F −→ R
f 7−→ f(a).
Vamos mostrar que ϕ e´ um isomorfismo, ou seja, que F e´ isomorfo a R.
De fato, sejam f, g ∈ F e α ∈ R quaisquer. Assim temos,
ϕ(f + g) = (f + g)(a) = f(a) + g(a) = ϕ(f) + ϕ(g);
ϕ(f ∗ g) = (f ∗ g)(a) = f(a)g(a) = ϕ(f)ϕ(g);
ϕ(α · f) = (α · f)(a) = αf(a) = αϕ(f).
Logo, ϕ e´ um homomorfismo de a´lgebras. Agora sejam f, g ∈ F tais que
ϕ(f) = ϕ(g).
Assim, temos que
ϕ(f) = ϕ(g) =⇒ f(a) = g(a) =⇒ f = g,
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pois o domı´nio e´ unita´rio. Portanto, ϕ e´ injetiva, logo pela proposic¸a˜o 1.25 na pa´gina 13,
temos que N(ϕ) = {f0}, em que, f0 e´ o elemento neutro da soma em F .
Note tambe´m, que ϕ e´ sobrejetiva, pois se x ∈ R basta tomarmos h : A −→ R tal
que, h(a) = x, ou seja, h ∈ F , assim temos
ϕ(h) = h(a) = x.
Logo, ϕ e´ sobrejetiva. Portanto, ϕ e´ um homomorfismo injetor e sobrejetor.
Conclu´ımos assim que ϕ e´ um isomorfismo, ou seja, F ' R.
Definimos no primeiro cap´ıtulo nas classes de grupos, ane´is e espac¸os vetoriais, os
conceitos de nu´cleo e imagem de um homomorfismo. Tais conceitos sa˜o de extrema
importaˆncia, pois por exemplo os usamos no teorema do homomorfismo. Agora, na classe
de a´lgebra esses conceitos aparecem novamente de maneira natural.
Proposic¸a˜o 2.22. Sejam A1,A2 a´lgebras e ϕ : A1 −→ A2 um homomorfismo de a´lgebras.
O conjunto Im(ϕ) e´ uma suba´lgebra de A2.
Demonstrac¸a˜o. De fato, considerando ϕ como uma transformac¸a˜o linear e a proposic¸a˜o
1.93 na pa´gina 46, temos que Im(ϕ) e´ um subespac¸o vetorial de A2. Tambe´m, conside-
rando ϕ como um homomorfismo de ane´is, temos pela proposic¸a˜o 1.61 na pa´gina 33, que
Im(ϕ) e´ um subanel de A2.
Portanto, pela definic¸a˜o de suba´lgebra, conclu´ımos que Im(ϕ) e´ suba´lgebra de A2.

Proposic¸a˜o 2.23. Sejam A1,A2 a´lgebras e ϕ : A1 −→ A2 um homomorfismo de a´lgebras.
O conjunto N(ϕ) e´ um ideal de A2.
Demonstrac¸a˜o. De fato, considerando ϕ como uma transformac¸a˜o linear e a proposic¸a˜o
1.92 na pa´gina 45, temos que N(ϕ) e´ um subespac¸o vetorial de A1. Agora, considerando
ϕ como um homomorfismo de ane´is, temos pela proposic¸a˜o 1.62 na pa´gina 33, que N(ϕ) e´
um ideal de ane´is em A1. Pela definic¸a˜o de ideal de ane´is, temos que N(ϕ) e´ um subanel
de A1.
Portanto, pela definic¸a˜o de suba´lgebra, conclu´ımos que N(ϕ) e´ suba´lgebra de A1.
Como N(ϕ) e´ suba´lgebra de A1 e pelo fato de N(ϕ) ser um ideal bilateral de ane´is, temos
que N(ϕ) tambe´m e´ um ideal bilateral de a´lgebras.
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
2.4 Teorema do Homomorfismo para A´lgebras
Sejam A uma a´lgebra sobre K e I ⊆ A um ideal de A. Assim como em grupos, ane´is
e espac¸os vetoriais, podemos agora em a´lgebras definir de maneira natural uma relac¸a˜o
de equivaleˆncia que determinara´ classes de equivaleˆncia apartir de I. A ideia e´ definir
a´lgebras quocientes e mostrar assim que o teorema do homomorfismo e´ va´lido tambe´m
para a´lgebras.
Definic¸a˜o 2.24. Sejam A uma a´lgebra sobre K e I um ideal de A. Assim, dados x, y ∈ A
dizemos que y e´ congruente a x mo´dulo I ou y esta´ relacionado com x mo´dulo I, quando
y − x ∈ I e denotamos por
y ≡ x (mod I)⇐⇒ y − x ∈ I.
Vale salientar que a relac¸a˜o
y ≡ x (mod I)⇐⇒ y − x ∈ I,
e´ uma relac¸a˜o de equivaleˆncia. Tambe´m, ja´ mostramos que a classe de x ∈ A e´ dada por
x+ I = {x+ i; i ∈ I}.
Sejam A uma a´lgebra sobre K e I um ideal de A. Por definic¸a˜o de ideal, temos que
I e´ uma suba´lgebra. Por definic¸a˜o de suba´lgebra, temos que I e´ um subespac¸o vetorial e
um subanel de A, mas I e´ mais que subanel de A, e´ tambe´m um ideal de anel.
Com essas informac¸o˜es, podemos considerar o anel quociente (A/I,+, ∗), com a
soma e o produto de classes. Tambe´m, podemos considerar o espac¸o vetorial quociente
(A/I,+, ·), com soma e produto por escalar de classes.
Note que o elemento neutro da soma em A/I e´ a classe 0A + I = I e o sime´trico da
classe x+I e´ a classe (−x)+I. Ja´ mostramos que as operac¸o˜es de soma, produto e produto
por escalar de classes esta˜o bem definidas, ver as verso˜es do teorema do homomorfismo
para grupos, ane´is e espac¸os vetoriais. Vamos mostrar agora, que A/I com as operac¸o˜es
de soma, produto e produto por escalar e´ tambe´m uma a´lgebra.
Proposic¸a˜o 2.25. Sejam (A,+, ∗, ·) uma a´lgebra sobre K e I um ideal de A. Considere
(I,+, ∗) como ideal de (A,+, ∗) e (I,+, ·) como subespac¸o vetorial de (A,+, ·). Enta˜o
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A/I e´ uma a´lgebra, com as operac¸o˜es de soma, produto e produto por escalar de classes,
dadas por
(x+ I) + (y + I) = (x+ y) + I,
(x+ I) ∗ (y + I) = xy + I e
α · (x+ I) = αx+ I.
Demonstrac¸a˜o. De fato, pelo que ja´ comentamos acima, temos que (A/I,+, ∗) e´ um anel
e (A/I,+, ·) e´ um espac¸o vetorial sobre K. Resta mostrarmos que vale a condic¸a˜o A3 da
definic¸a˜o de a´lgebras. Para tanto, sejam x+ I, y + I ∈ A/I quaisquer. Assim, temos
[α · (x+ I)] ∗ (y + I) = (αx+ I) ∗ (y + I)
= (αx)y + I = x(αy) + I
= (x+ I) ∗ ((αy) + I)
= (x+ I) ∗ (α · (y + I)).
Logo, [α · (x+ I)] ∗ (y + I) = (x+ I) ∗ (α · (y + I)).
Tambe´m temos,
[α · (x+ I)] ∗ (y + I) = (αx+ I) ∗ (y + I)
= (αx)y + I = α(xy) + I
= α · [(xy) + I]
= α · [(x+ I) ∗ (y + I)].
Logo, [α · (x+ I)] ∗ (y + I) = (x+ I) ∗ (α · (y + I)) = α · [(x+ I) ∗ (y + I)].
Portanto, a condic¸a˜o A3 da definic¸a˜o de a´lgebra e´ satisfeita.
Conclu´ımos assim que (A/I,+, ∗, ·) e´ uma a´lgebra.

Definic¸a˜o 2.26. A a´lgebra (A/I,+, ∗, ·) e´ denominada a´lgebra quociente.
Teorema 2.27 (Teorema do homomorfismo para a´lgebras). Sejam A1,A2 a´lgebras sobre
o corpo K, e f : A1 −→ A2 homomorfismo de a´lgebras. Enta˜o a func¸a˜o
ϕ : A1/N(f) −→ Im(f)
(x+N(f)) 7−→ f(x)
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e´ um isomorfismo.
Demonstrac¸a˜o. Ja´ mostramos no teorema 1.63 na pa´gina 34 que ϕ esta´ bem definida, que
ϕ e´ injetiva, sobrejetiva e que ainda preserva a primeira e segunda operac¸o˜es de A1/N(f).
Tambe´m ja´ mostramos no teorema 1.102 na pa´gina 54 que ϕ preserva a terceira operac¸a˜o
de A1/N(f). Segue da definic¸a˜o de homomorfismo de a´lgebras que ϕ e´ um homomorfismo
de a´lgebras injetor e sobrejetor. Conclu´ımos assim, que ϕ e´ um isomorfismo.

2.5 A´lgebras com Identidades Polinomiais
Vamos estudar agora algumas a´lgebras com propriedades interessantes. Estamos fa-
lando de a´lgebras que quando avaliados seus elementos em um determinado polinoˆmio
especial, o mesmo se anula. Quando isto acontece, dizemos que esse polinoˆmio e´ uma
identidade polinomial para a a´lgebra em questa˜o.
Definic¸a˜o 2.28. Seja A uma K-a´lgebra, dizemos que f(x1, . . . , xr) ∈ K〈X〉 e´ uma iden-
tidade polinomial para A, se para quaisquer a1, . . . , ar ∈ A,
f(a1, . . . , ar) = 0.
Lembrando que X = {x1, x2, . . .} e´ um conjunto infinito enumera´vel e K〈X〉 e´ a
a´lgebra de polinoˆmios na˜o comutativos.
Um exemplo trivial de identidade polinomial e´ o polinoˆmio nulo, ou seja, f(x) ∈ K〈X〉,
tal que, para todo x ∈ X tem-se f(x) = 0. Neste caso, f(x) e´ identidade polinomial para
qualquer a´lgebra.
Definic¸a˜o 2.29. Uma K-a´lgebra A e´ denominada uma a´lgebra com identidade polino-
mial, ou uma PI-a´lgebra, se A satisfaz alguma identidade polinomial na˜o trivial.
Exemplo 2.30. Seja A uma a´lgebra comutativa, enta˜o f(x1, x2) = x1x2 − x2x1 e´ uma
identidade polinomial de A.
Definic¸a˜o 2.31. Seja A uma a´lgebra, a aplicac¸a˜o [·, ·] : A × A −→ A, definida para
quaisquer a, b ∈ A por
[a, b] = ab− ba,
e´ denominada comutador.
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Note que se A e´ uma a´lgebra comutativa, enta˜o o comutador de quaisquer dois ele-
mentos de A e´ igual a zero.
Proposic¸a˜o 2.32. Seja A uma a´lgebra. Enta˜o o comutador [·, ·] : A × A −→ A e´ uma
aplicac¸a˜o bilinear, ou seja, para quaisquer a, b, c ∈ A e α, β ∈ K, temos que:
(i) [αa+ βb, c] = α[a, c] + β[b, c];
(ii) [a, αb+ βc] = α[a, b] + β[a, c].
Demonstrac¸a˜o. Sejam a, b, c ∈ A e α, β ∈ K quaisquer. Assim, temos
[αa+ βb, c] = (αa+ βb)c− c(αa+ βb) = αac+ βbc− cαa− cβb
= αac+ βbc− αca− βcb = (αac− αca) + (βbc− βcb)
= α(ac− ca) + β(bc− cb) = α[a, c] + β[b, c].
Tambe´m,
[a, αb+ βc] = a(αb+ βc)− (αb+ βc)a = aαb+ aβc− αba− βca
= αab+ βac− αba− βca = (αab− αba) + (βac− βca)
= α(ab− ba) + β(ac− ca) = α[a, b] + β[a, c].
Portanto,
[αa+ βb, c] = α[a, c] + β[b, c] e
[a, αb+ βc] = α[a, b] + β[a, c].

Ja´ estamos mais preparados para entendermos nosso pro´ximo exemplo. A ideia e´
construir uma a´lgebra apartir de uma lista de s´ımbolos, chamados de geradores, sujeitos a
algumas relac¸o˜es. Por exemplo, considere o conjunto de s´ımbolos X = {x1, x2, . . . , xn}, em
que n ∈ N∗. Os elementos de X sera˜o considerados como letras de um alfabeto e com este
alfabeto, constru´ıremos uma lista com todas as palavras finitas formadas com estas letras.
Deste modo, temos um novo conjunto que denotaremos por A˜. Note que, os elementos
de A˜ sa˜o palavras finitas, formadas apartir dos s´ımbolos x1, x2, . . . , xn. Consideramos
tambe´m como um elemento de A˜ a palavra vazia, ou seja, aquela em que na˜o figura
nenhum dos s´ımbolos x1, x2, . . . , xn.
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Podemos agora, definir um produto em A˜, este produto e´ dado pela concatenac¸a˜o
entre quaisquer dois elementos de A˜, ou seja, o produto e´ definido simplesmente colocando
um elemento ao lado do outro. Claramente, tal procedimento e´ associativo. Feito isso,
construimos o espac¸o vetorial gerado por A˜ sobre um corpo K e o denotamos por A,
dessa forma, impondo a condic¸a˜o de que vale a distributividade da soma com respeito
ao produto, teremos assim uma a´lgebra. Essa a´lgebra e´ chamada de a´lgebra dada por
geradores e relac¸o˜es. No nosso pro´ximo exemplo, iremos estudar o caso particular em
que o conjunto de geradores possui apenas treˆs elementos e e´ imposta uma relac¸a˜o na
construc¸a˜o da a´lgebra.
Exemplo 2.33. Seja V3 um espac¸o vetorial de dimensa˜o 3, com base {e1, e2, e3}. A
a´lgebra de Grassmann denotada por E(V3), e´ a a´lgebra gerada por {e1, e2, e3}, satisfazendo
para todo i, j ∈ {1, 2, 3} a relac¸a˜o
eiej = −ejei. (2.5)
Vamos mostrar que E(V3) satisfaz a seguinte identidade:
[[x1, x2], x3]. (2.6)
Primeiramente, vamos encontrar um conjunto de geradores que gere E(V3) como um
espac¸o vetorial. Primeiro, vamos mostrar que os produtos poss´ıveis tera˜o, no ma´ximo,
comprimento igual a treˆs. Note que, para qualquer i ∈ {1, 2, 3} tem-se
eiei = −eiei =⇒ eiei + eiei = 0 =⇒ 2e2i = 0 =⇒ e2i = 0.
Agora sejam i, j, k e l ∈ {1, 2, 3} quaisquer. Assim, existem pelo menos dois ı´ndices
iguais. Suponha, sem perda de generalidade, que i = j, desta forma temos
eiejekel = eieiekel = e
2
i ekel = 0,
se i = k temos
eiejekel = eiejeiel = −eieiejel = −e2i ejel = 0,
se i = l temos
eiejekel = eiejekei = −eiejeiek = eieiejek = e2i ejek = 0,
pois e2i = 0. Logo, os produtos poss´ıveis teˆm comprimento no ma´ximo 3. Isso quer dizer
que, se tivermos um produto com 4 ou mais elementos, esse produto sera´ igual a zero.
81
Agora, vamos listar todos os produtos poss´ıveis de comprimento menor ou igual a 3.
Produtos com 2 elementos:
e1e2, e1e3, e2e1, e2e3, e3e1 e e3e2.
De (2.5) temos que:
e1e2 = −e2e1, e1e3 = −e3e1, e2e3 = −e3e2.
Assim, os geradores formados por 2 elementos sa˜o: e1e2, e1e3 e e2e3.
Produtos com 3 elementos:
e1e2e3, e1e3e2, e2e1e3, e2e3e1, e3e1e2 e e3e2e1.
De (2.5) temos que:
e1e2e3 = −e2e1e3 = e2e3e1 = −e3e2e1 = e3e1e2 = −e1e3e2.
Neste caso, temos como gerador formado por treˆs elementos apenas e1e2e3.
Assim, o conjunto dos geradores de E(V3), como espac¸o vetorial, e´ o conjunto
{e1, e2, e3, e1e2, e1e3, e2e3, e1e2e3}. (2.7)
Vamos mostrar agora, que [[x1, x2], x3] e´ uma identidade polinomial para E(V3). Para
isso, precisamos mostrar que [[x1, x2], x3] se anula para quaisquer elementos de E(V3). Um
elemento arbitra´rio de E(V3) e´ uma combinac¸a˜o linear dos elementos do conjunto (2.7).
Como todo elemento e´ uma combinac¸a˜o linear dos elementos do conjunto (2.7) e pelo
fato do comutador ser bilinear, pois ja´ provamos isso na proposic¸a˜o 2.32 na pa´gina 79,
precisamos apenas verificar que [[x1, x2], x3] se anula para quaisquer treˆs elementos do
conjunto (2.7). Note que, pelo fato de e2i = 0 e pela condic¸a˜o (2.5), podemos reduzir
nosso trabalho, veja
e1(e1e2) = e
2
1e2 = 0
e1(e1e3) = e
2
1e3 = 0
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e2(e1e2) = e2e1e2 = −e2e2e1 = −e22e1 = 0
e2(e2e3) = e
2
2e3 = 0
e3(e2e3) = e3e2e3 = −e3e3e2 = −e23e2 = 0.
Sabemos tambe´m, que um produto com comprimento maior que 3 e´ zero. Enta˜o, se
algum elemento do conjunto (2.7) aparecer no comutador com outro elemento de compri-
mento 3, temos que algum ei tera´ que se repetir e dessa forma o comutador e´ zero.
Dessa forma, so´ resta verificar que [[x1, x2], x3] se anulara´ para os elementos e1, e2 e
e3. Para tanto, sejam i, j e k ∈ {1, 2, 3} quaisquer. Assim temos,
[[ei, ej], ek] = [ei, ej]ek − ek[ei, ej]
= (eiej − ejei)ek − ek(eiej − ejei)
= eiejek − ejeiek − ekeiej + ekejei
= eiejek + eiejek + eiekej − ejekei
= 2eiejek − eiejek + ejeiek
= eiejek + ejeiek = eiejek − eiejek = 0.
Logo, [[x1, x2], x3] se anulara´ para os elementos e1, e2 e e3.
Portanto, conclu´ımos assim que [[x1, x2], x3] e´ uma identidade polinomial para E(V3).
Logo, a a´lgebra de Grassmann E(V3) e´ uma PI-a´lgebra.
Definic¸a˜o 2.34. Seja V um espac¸o vetorial de dimensa˜o infinita enumera´vel, com base
denotada por {e1, e2, e3, . . .}. A a´lgebra de Grassmann E(V) de V, e´ a a´lgebra gerada por
{ei; i ∈ N∗}, satisfazendo para todo i, j ∈ N∗ a seguinte relac¸a˜o:
eiej = −ejei.
Observac¸a˜o: E´ poss´ıvel mostrar que [[x1, x2], x3] e´ uma identidade polinomial para
E(V).
Vamos definir agora, um importante polinoˆmio, e, em seguida, vamos ver que ele e´
identidade polinomial para uma classe de a´lgebras. Mas, para isso, temos que lembrar
do grupo de permutac¸o˜es Sk visto no exemplo 1.5 na pa´gina 6, e da definic¸a˜o do sinal de
uma permutac¸a˜o, denotado por (−1)σ, visto na definic¸a˜o 1.6 na pa´gina 7. Observamos
tambe´m que o sinal de uma permutac¸a˜o e´ sempre 1 ou −1.
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Definic¸a˜o 2.35. Seja k ∈ N∗. O polinoˆmio
sk(x1, . . . , xk) =
∑
σ∈Sk
(−1)σxσ(1), . . . , xσ(k),
em que (−1)σ e´ o sinal de σ, e´ denominado polinoˆmio standard de grau k.
Proposic¸a˜o 2.36. Seja A uma a´lgebra. Enta˜o
s3 : A×A×A −→ A
(a1, a2, a3) 7−→ s3(a1, a2, a3),
em que para quaisquer a1, a2 e a3 ∈ A tem-se
s3(a1, a2, a3) = a1a2a3 − a1a3a2 − a2a1a3 + a2a3a1 + a3a1a2 − a3a2a1,
e´ uma aplicac¸a˜o trilinear, ou seja, para quaisquer a1, a2, a3 e a4 ∈ A e α, β ∈ K temos
que:
(i) s3(αa1 + βa2, a3, a4) = αs3(a1, a3, a4) + βs3(a2, a3, a4);
(ii) s3(a1, αa2 + βa3, a4) = αs3(a1, a2, a4) + βs3(a1, a3, a4);
(iii) s3(a1, a2, αa3 + βa4) = αs3(a1, a2, a3) + βs3(a1, a2, a4).
Demonstrac¸a˜o. Sejam a1, a2, a3 e a4 ∈ A e α, β ∈ K, quaisquer.
(i) s3(αa1 + βa2, a3, a4) = (αa1 + βa2)a3a4 − (αa1 + βa2)a4a3 − a3(αa1 + βa2)a4
+ a3a4(αa1 + βa2) + a4(αa1 + βa2)a3 − a4a3(αa1 + βa2)
= αa1a3a4 + βa2a3a4 − αa1a4a3 − βa2a4a3 − a3αa1a4
− a3βa2a4 + a3a4αa1 + a3a4βa2 + a4αa1a3 + a4βa2a3
− a4a3αa1 − a4a3βa2
= αa1a3a4 − αa1a4a3 − αa3a1a4 + αa3a4a1 + αa4a1a3
− αa4a3a1 + βa2a3a4 − βa2a4a3 − βa3a2a4 + βa3a4a2
+ βa4a2a3 − βa4a3a2
= α(a1a3a4 − a1a4a3 − a3a1a4 + a3a4a1 + a4a1a3 − a4a3a1)
+ β(a2a3a4 − a2a4a3 − a3a2a4 + a3a4a2 + a4a2a3 − a4a3a2)
= αs3(a1, a3, a4) + βs3(a2, a3, a4).
Os casos (ii) e (iii) sa˜o ana´logos.
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Portanto, s3(a1, a2, a3) e´ uma aplicac¸a˜o trilinear, ou seja, e´ linear em cada entrada.

Teorema 2.37. Seja A uma a´lgebra de dimensa˜o r, enta˜o sr+1 e´ uma identidade polino-
mial de A.
Demonstrac¸a˜o.(parcial) Vamos verificar o caso particular em que r = 2. Sejam A uma
a´lgebra de dimensa˜o dois e {r1, r2} uma base de A. Note que, um elemento arbitra´rio
a ∈ A pode ser expresso de maneira u´nica como
a = αr1 + βr2,
onde, α, β ∈ K. Ja´ mostramos na proposic¸a˜o 2.36 na pa´gina 83, que s3 e´ linear em cada
entrada, ou seja, so´ precisamos verificar se s3 se anula para os elementos da base. Note
que, precisamos de treˆs elementos para aplicar em s3, e, so´ temos dois elementos distintos
na base, ou seja, algum deles teremos que repetir. Sem perda de generalidade, considere
r1 o elemento que aparecera´ repetido quando calcularmos s3. Logo,
s3(r1, r2, r1) = r1r2r1 − r1r1r2 − r2r1r1 + r2r1r1 + r1r1r2 − r1r2r1
= (r1r2r1 − r1r2r1) + (r2r1r1 − r2r1r1) + (r1r1r2 − r1r1r2) = 0.
Tambe´m na˜o e´ dif´ıcil mostrar que a ordem em que os elementos aparecem em s3 na˜o
e´ relevante. Assim, conclu´ımos que s3 e´ uma identidade polinomial para A.

Sabemos que a a´lgebra de matrizes Mn(K) tem dimensa˜o n2. Como consequeˆncia do
teorema anterior temos o seguinte resultado.
Corola´rio 2.38. A a´lgebra de matrizes Mn(K) satisfaz a identidade standard de grau
n2 + 1.
Demonstrac¸a˜o. De fato, como Mn(K) tem dimensa˜o n2, pelo teorema anterior, temos que
Mn(K) satisfaz a identidade standard de grau n2 + 1.

Em particular, s5 e´ uma identidade polinomial para M2(K), pois dim M2(K) = 4.
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Podemos concluir assim do teorema 2.37 que toda a´lgebra de dimensa˜o finita e´ uma
PI-a´lgebra.
Vimos que na˜o e´ ta˜o fa´cil mostrar que determinado polinoˆmio e´ uma identidade po-
linomial para alguma a´lgebra. Nos nossos dois u´ltimos exemplos, tivemos um pouco de
trabalho, pois para que um polinoˆmio seja uma identidade de uma a´lgebra ele tem que
se anular para todos os elementos da a´lgebra. Para mostrar que um polinoˆmio na˜o e´
uma identidade polinomial para uma a´lgebra, basta encontrar elementos dessa a´lgebra,
de modo que este polinoˆmio na˜o se anule neles.
Exemplo 2.39. O polinoˆmio standard de grau 3 na˜o e´ uma identidade polinomial para
M2(K).
De fato, ja´ comentamos no exemplo 1.81 na pa´gina 41, que os elementos da base
canoˆnica de M2(K), sa˜o as matrizes eij, em que i, j ∈ {1, 2} e tais que, eij e´ a matriz
em que o nu´mero 1 se encontra na i-e´sima linha e na j-e´sima coluna e o restante dos
elementos sa˜o todos iguais a zero. Na˜o e´ dif´ıcil mostrar que se eij e ekl sa˜o matrizes da
base canoˆnica de M2(K), enta˜o
eijekl =
eil, se j = k0, se j 6= k.
Agora considere as matrizes,
e11 =
(
1 0
0 0
)
, e12 =
(
0 1
0 0
)
, e21 =
(
0 0
1 0
)
.
Como
s3(x1, x2, x3) = x1x2x3 − x1x3x2 − x2x1x3 + x2x3x1 + x3x1x2 − x3x2x1,
enta˜o
s3(e11, e12, e21) = e11e12e21 − e11e21e12 − e12e11e21
+ e12e21e11 + e21e11e12 − e21e12e11
= e12e21 + e11e11 + e21e12
= e11 + e11 + e22 = 2e11 + e22
=
(
2 0
0 0
)
+
(
0 0
0 1
)
=
(
2 0
0 1
)
6=
(
0 0
0 0
)
.
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Portanto, s3 na˜o e´ uma identidade polinomial para M2(K).
Ja´ sabemos a definic¸a˜o de uma identidade polinomial e de uma PI-a´lgebra. Natu-
ralmente, podemos perguntar: O conjunto de todas as identidades polinomiais de uma
a´lgebra, possui alguma propriedade interessante? Veremos a seguir que a resposta e´ afir-
mativa. Mas antes, vamos definir e denotar este conjunto.
Definic¸a˜o 2.40. Seja A uma a´lgebra, denotamos por T(A) o conjunto de todas as iden-
tidades polinomiais de A, em que T(A) ⊂ K〈X〉.
Note que T(A) na˜o e´ vazio, pois o polinoˆmio nulo e´ identidade polinomial para qual-
quer a´lgebra.
Exemplo 2.41. [[x1, x2], x3] ∈ T(E(V)) e s5 ∈ T(M2(K)).
Perceba que T(A) ⊂ K〈X〉. Enta˜o, faz sentido perguntarmos se T(A) possui alguma
estrutura, ja´ que K〈X〉 e´ uma a´lgebra. Vamos ver isso na pro´xima proposic¸a˜o.
Proposic¸a˜o 2.42. Seja A uma a´lgebra, enta˜o T(A) e´ um ideal de K〈X〉.
Demonstrac¸a˜o. Primeiramente, vamos mostrar que T(A) e´ uma suba´lgebra de K〈X〉.
Para tanto, sejam f, g ∈ T(A), a1, . . . , ar ∈ A e α ∈ K quaisquer. Note que sem perda
de generalidade, podemos considerar f e g nas mesmas varia´veis, xi1 , xi2 , . . . , xir tais que
i1 < i2 < . . . < ir. Assim, temos
(f + g)(a1, . . . , ar) = f(a1, . . . , ar) + g(a1, . . . , ar) = 0 + 0 = 0,
pois f, g sa˜o identidades polinomiais para A. Logo, f + g e´ uma identidade polinomial
para A, ou seja, f + g ∈ T(A). Tambe´m temos
(αf)(a1, . . . , ar) = αf(a1, . . . , ar) = α0 = 0.
Logo, αf ∈ T(A).
Portanto, pela definic¸a˜o 1.70 na pa´gina 38, temos que T(A) e´ um subespac¸o vetorial
de K〈X〉. Assim, T(A) tambe´m e´ um espac¸o vetorial e (T(A),+) e´ um grupo abeliano e
portanto, (T(A),+) e´ subgrupo de (K〈X〉,+). Agora temos
(f · g)(a1, . . . , ar) = f(a1, . . . , ar) · g(a1, . . . , ar) = 0 · 0 = 0.
Logo, f · g ∈ T(A).
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Portanto, pela proposic¸a˜o 1.44 na pa´gina 26, temos que T(A) e´ subanel de K〈X〉.
Conclu´ımos assim, que T(A) e´ uma suba´lgebra de K〈X〉.
Vamos mostrar agora, que T(A) e´ um ideal de K〈X〉. Para tanto, sejam f ∈ T(A),
g ∈ K〈X〉 e a1, . . . , ar ∈ A quaisquer. Novamente, sem perda de generalidade, podemos
considerar f e g nas mesmas varia´veis, xi1 , xi2 , . . . , xir tais que i1 < i2 < . . . < ir. Assim,
temos
(f · g)(a1, . . . , ar) = f(a1, . . . , ar) · g(a1, . . . , ar) = 0 · g(a1, . . . , ar) = 0;
(g · f)(a1, . . . , ar) = g(a1, . . . , ar) · f(a1, . . . , ar) = g(a1, . . . , ar) · 0 = 0.
Logo, f · g e g · f ∈ T(A).
Portanto, T(A) e´ um ideal de K〈X〉.

Definic¸a˜o 2.43. Seja A uma a´lgebra, T(A) e´ denominado T-ideal de A.
Ale´m de T(A) ser um ideal de A, ele tem a propriedade de ser invariante por endo-
morfismos, ou seja, se ϕ : K〈X〉 −→ K〈X〉 e´ um endomorfismo de a´lgebras, enta˜o
ϕ(T(A)) ⊂ T(A).
Isso quer dizer que, dada uma identidade polinomial na˜o importa o “nome das varia´veis”.
Por exemplo, se A e´ uma a´lgebra comutativa, sabemos que
f(x1, x2) = [x1, x2] = x1x2 − x2x1
e´ uma identidade polinomial para A. Note que, se trocarmos x1, x2 por x21, x15 o po-
linoˆmio
f(x21, x15) = [x21, x15] = x21x15 − x21x15
continua sendo uma identidade polinomial de A. Mas ser invariante por endomorfismos e´
mais do que trocar varia´veis, podemos tambe´m trocar uma varia´vel por qualquer elemento
de K〈X〉. Exemplificaremos mais uma vez com uma a´lgebra comutativa A. Considere o
polinoˆmio
g(x4, x7, x13, x21) = [7x
3
4 + x
2
7x13, x21] = f(7x
3
4 + x
2
7x13, x21).
Vamos mostrar que g e´ uma identidade polinomial para A. Para tanto, sejam a, b, c
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e d ∈ A quaisquer. Assim temos
g(a, b, c, d) = [7a3 + b2c, d] = (7a3 + b2c)d− d(7a3 + b2c)
= (7a3 + b2c)d− (7a3 + b2c)d = 0,
pois A e´ comutativa. Logo, g e´ tambe´m uma identidade polinomial de A.
Concluindo, T(A) ser invariante por endomorfismos de K〈X〉 significa que para todo
f(x1, . . . , xr) ∈ T(A), podemos trocar qualquer xi, i ∈ {1, . . . , r}, por qualquer elemento
de K〈X〉, e f , depois dessa alterac¸a˜o, continuara´ sendo uma identidade polinomial de A.
Vimos na definic¸a˜o 2.16 na pa´gina 73, o conceito de ideal gerado por um conjunto
de elementos, sera´ que e´ poss´ıvel encontrar geradores para os T-ideais? Mais ainda, sera´
poss´ıvel encontrar um conjunto finito de geradores? Este problema e´ conhecido como
Problema de Specht. O mesmo foi resolvido por Kemer, quando a caracter´ıstica do
corpo K e´ zero.
Definic¸a˜o 2.44. Seja S um subconjunto de K〈X〉. Definimos o T -ideal gerado por S,
denotado por 〈S〉T , como sendo a intersecc¸a˜o de todos os T -ideais de K〈X〉 que conteˆm
S, ou seja,
〈S〉T =
⋂
I e´ T -ideal, S⊆I
I.
Teorema 2.45 (Kemer). Seja A uma a´lgebra sobre K. Se char(K) = 0, enta˜o o T-ideal
T(A) e´ finitamente gerado.
A prova do teorema 2.45 pode ser encontrada em [10].
Vamos ver agora, alguns exemplos de problemas na teoria de PI-a´lgebras.
Perguntas naturais:
• Dada uma a´lgebra, determinar se ela satisfaz alguma identidade polinomial.
• Sabendo que uma a´lgebra satisfaz uma identidade polinomial, determinar se seu
T-ideal e´ finitamente gerado ou na˜o.
• Sabendo que o T-ideal de uma a´lgebra e´ finitamente gerado, determinar seus gera-
dores.
• Determinar um conjunto minimal de geradores, denominado base.
Veja dois resultados que determinam uma base para dois T-ideais.
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Teorema 2.46. Seja E(V) a a´lgebra de Grassmann, enta˜o o T-ideal T(E(V)) e´ gerado
como T-ideal por [x1, x2, x3].
Teorema 2.47. Se char(K) 6= 2, enta˜o o T-ideal T(M2(K)) e´ gerado como T-ideal por
[[x1, x2]
2, x3] e s4.
As provas para os teoremas 2.46 e 2.47, podem ser encontradas em [11] e [12], respec-
tivamente.
Apesar do resultado anterior, ainda na˜o sabemos uma base, nem mesmo uma lista de
geradores, para o T-ideal T(Mn(K)) em que n ≥ 3.
Essa e´ uma das belezas da Matema´tica: problemas nem ta˜o dif´ıceis de entender, pore´m
complicad´ıssimos de se resolver.
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Considerac¸o˜es Finais
Antes de partirmos efetivamente para as considerac¸o˜es finais, gostaria de dizer que
este trabalho possibilitou com que eu me aprofundasse um pouco mais nos conteu´dos
das disciplinas de A´lgebra I e II, disciplinas que eu particularmente, penso ser umas das
mais importantes do curso, pela generalidade que permite. Ale´m disso, pude interligar
conteu´dos que sa˜o, aparentemente separados, como grupos, ane´is e espac¸os vetoriais.
Entre os resultados apresentados neste trabalho, destaco a a´lgebra de Grassmann como
uma PI-a´lgebra, tendo [[x1, x2], x3] como uma identidade polinomial e o teorema 2.37 na
pa´gina 84, que surpreende pela generalidade, pois com ele conclu´ımos que qualquer a´lgebra
de dimensa˜o finita e´ na verdade uma PI-a´lgebra, tendo o polinoˆmio standard de grau k
como identidade polinomial para qualquer a´lgebra de dimensa˜o igual a k− 1. Vimos que
s5 e´ uma identidade polinomial para M2(K), mas que s3 na˜o e´ identidade polinomial para
M2(K), entre s3 e s5 passou, de certa forma despercebido, o s4, uma pergunta natural
seria: s4 e´ identidade polinomial para M2(K)? A resposta para essa pergunta e´ afirmativa
e faz uso de um teorema conhecido como O teorema de Amitsur-Levitzki. Provado na
de´cada de 50, este teorema nos garante que s2n e´ identidade polinomial para Mn(K) e
sua prova faz uso de propriedades do polinoˆmio standard e da teoria de grafos, o que na˜o
compete a esse trabalho de cara´ter introduto´rio.
Pode-se dizer que ainda ha´ um grande caminho a percorrer na teoria de a´lgebras com
identidades polinomiais. Sabemos que T(M2(K)) e´ gerado como T-ideal por [[x1, x2]2, x3]
e s4, mas quais identidades polinomiais de Mn(K) nos permitem reconstruir todas as
outras? A resposta para essa pergunta ainda na˜o se sabe. Dessa forma, fica evidenciado
neste trabalho, uma das mais belas caracter´ısticas da Matema´tica, que e´ a de fornecer
problemas de fa´cil compreensa˜o, mas de uma complexidade enorme para se provar.
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