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a b s t r a c t
We deal with the time-dependent Navier–Stokes equations (NSE) with Dirichlet boundary
conditions on the whole domain or, on a part of the domain and open boundary conditions
on the other part. It is shown numerically that combining the penalty-projection method
with spatial discretization by the Marker And Cell scheme (MAC) yields reasonably good
results for solving the above-mentioned problem. The scheme which has been introduced
combines the backward difference formula of second-order (BDF2, namely Gear’s scheme)
for the temporal approximation, the second-order Richardson extrapolation for the
nonlinear term, and the penalty-projection to split the velocity and pressure unknowns.
Similarly to the results obtained for other projection methods, we estimate the errors for
the velocity and pressure in adequate norms via the energy method.
© 2008 Elsevier B.V. All rights reserved.
0. Introduction
Solving the time-dependent NSE for the incompressible fluid flow is still a major problem. The most important difficulty
for solving such a problem in many physical applications is that the numerical simulation is CPU-time consuming. In fact,
at each time step the velocity and pressure are coupled by the incompressibility constraint. There are various ways to
discretize the time-dependent NSE; however, the most popular one is using projection methods, like pressure-correction
methods. This family of methods has been introduced by Chorin and Temam [2,24] in the late sixties. These time-marching
techniques are based on a splitting method that may be viewed as a predictor–corrector strategy aimed at uncoupling the
viscous diffusion and incompressibility effects. Indeed, the interest in pressure-correction projection methods is due to the
fact that the velocity and the pressure are computed separately. First, we solve the momentum balance equation to obtain
an intermediate velocity and then, this predicted velocity is projected onto a space of solenoïdal vector fields. However,
these prediction-correction methods introduce an additional numerical error, named the splitting error, which must be at
worst of the same order as the time discretization error.
A recent overview of several fractional techniques including pressure-correction and incremental projection methods
can be found in [7].
Moreover, Shen in [20] has introduced a modified approach which consists of constraining the divergence of the
intermediate velocity field by adding in the first step of the scheme an augmentation term built from the divergence
constraint, i.e. of the same form as in Augmented Lagrangian methods [4]. The divergence constraint is now treated both as
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a penalty in the prediction step and by the projection step, which gives the name of the method. One can consider that the
introduction of these penalty-projection schemes is an improvement of both pressure-correction and penalty methods (see
[22] for an analysis of the penalty method).
Recently some authors like Jobelin et al. proposed such a penalty-projection method by generalizing the prediction step
with an augmentation parameter no longer dependent on the time step (as is the case in [20]) and modifying consistently
the projection step [16]. Moreover, they obtained nice results with finite element approximation. To our knowledge, in
the literature, the previous work is the only implementation of the penalty-projection method and it uses a finite element
approximation. Let us mention also that the penalty-projection method can be generalized for the computation of dilatable
or low Mach number flows [15].
Some connected works must bementioned. For more than 20 years, second-order accurate pressure-correction schemes
using staggered mesh have been already introduced to compute solutions of the incompressible NSE [27]. Rannacher
suggested another interpretation of the projection in [8]. In the same way, Prohl obtained sharp error estimates for the
semi-discrete in time projection method [9]. Research on this subject remains very active, particularly the analysis of finite
element projection method which does not satisfy the inf-sup stability condition [10].
The aimof this study is to verify the good behavior of the penalty-projectionmethodusing a spatial discretization by finite
volumes on staggered grids to solve unsteady Navier–Stokes problems including Dirichlet and/or open boundary conditions.
Actually, we show that the results obtained with the finite volume penalty-projection method (see [3] for the first results)
are similar to those obtained with a finite element discretization [16]. In particular, we observe in the numerical results that
the artificial pressure boundary layers, which typically appear for Dirichlet conditions, are significantly reduced for small
values of the augmentation parameter and they can be suppressed by increasing it. Besides, the penalty-projection method
does not spoil the second-order accuracy of the scheme in the case of outflow boundary conditions.
By performing an analysis in energy norm we prove the convergence of our scheme in the case of Dirichlet boundary
conditions and we derive the relationship between the augmentation parameter and the discretization error. Particularly,
we prove that the order of convergence for the velocity in l2(L2(Ω)2) is two if the augmentation parameter r equals 1/(δt)2.
We also prove that the order of convergence for the velocity in l∞(L2(Ω)2) is two butwhen r equals 1/(δt)4. For the pressure,
we found that the order of convergence of our scheme is three halves in l2(L2(Ω)2)when r equals 1/(δt)2. Our results agree
with these of other authors for other projection methods [20,21,11,5] and are in agreement with the results found by Angot
et al. in [1]. For leading the analysis in energy norm of pressure-correction schemes in the case of open boundary conditions,
an interested reader should consider the recent additional work of Guermond et al. [6].
This paper is organized as follows:
First, we present the penalty pressure-correction schemes with time discretization in Section 1. Section 2 is devoted
to giving the error estimate of our schemes. In Section 3, after the description of our fully discrete scheme, the numerical
results are presented as well as a comparative study between the penalty-projection scheme to reference algorithms with
prescribed velocity Dirichlet boundary and open boundary conditions. Finally, in the last section we report concluding
remarks.
1. Formulation of the problem
1.1. The continuous unsteady Navier–Stokes problem
In this paper, we study numerical approximations of the time-dependent NSE, which read as follows:{
∂u
∂t
− 1
Re
∆u+ (u · ∇)u+∇p = f inΩ × [0, T ]
∇ · u = 0 inΩ × [0, T ],
(1.1)
with the following boundary and initial conditions:{
u = uD on ΓD × [0, T ],
1
Re
∇u · n− pn = fN on ΓN × [0, T ] and u |t=0 = u0 inΩ. (1.2)
The domainΩ is a connected, bounded open set of R2. Its boundary Γ , regular enough is partitioning in two sets ΓN and ΓD
such that:
Γ = ΓN ∪ ΓD, ΓD ∩ ΓN = ∅, with meas(ΓD) 6= ∅. (1.3)
We denote by n the external normal vector on Γ . On ΓD the velocity is set to the given value uD whereas the force per unit
area exerted at each point of the boundaryΓN is given and equal to fN. In (1.1) and (1.2), the source term f , the initial velocity
field u0, uD and fN are defined with a regularity which will be precised later.
In order to describe projection methods, we need to introduce the following orthogonal decomposition that will be
developed in the case where ΓN = ∅:
[L2(Ω)]2 = H ⊕ H⊥, (1.4)
230 C. Févrière et al. / Journal of Computational and Applied Mathematics 226 (2009) 228–245
where, H = {v ∈ [L2(Ω)]2, ∇ · v = 0, v · n |Γ = 0}, and H⊥ is the orthogonal complement of H in [L2(Ω)]2. As we know
that for Dirichlet boundary conditions on the whole domain, there exists an extension, i.e. if uD belongs to H1/2(Γ ) there
exists u˜D ∈ H1(Ω) such that u˜D |Γ = uD, we mention the case uD = 0. Classical results show that functions of H⊥ can be
characterized by functions of [L2(Ω)]2 which can be written like the gradient of a function of H1(Ω) [25].
1.2. The penalty pressure-correction schemes
To introduce projection methods let us set notations to develop semi-discrete formulations with respect to the time
variable. Let δt > 0 be a time step and for 0 ≤ k ≤ K = [T/δt], set tk = kδt such that 0 = t0 < t1 < · · · < tK is a uniform
partition of the time interval of computation.
As all the pressure-correction schemes, the penalty-projection method consists of computing, in a first step, an
intermediate velocity which is modified in a second step and then, the pressure is obtained.
Here, we use the Backward Difference Formula of second order (BDF2) for the approximation of the time derivative.
Hence, the time semi-discrete scheme can be described as follows. For u0, u1, p1 given, k ≥ 1 such that (k+ 1)δt ≤ T ,
3u˜k+1 − 4uk + uk−1
2δt
− ν∆u˜k+1 + ((2uk − uk−1) · ∇)u˜k+1 +∇pk − r1∇(∇ · u˜k+1) = f (tk+1), (1.5)
u˜k+1 |ΓD = uk+1D , (1.6)
(ν∇u˜k+1 · n− pn) |ΓN = f k+1N , (1.7)
where the parameter r1 > 0 appears as theweight of a constraint term, based on the divergence of the intermediate velocity
field.
Then, the second step consists of projecting the intermediate velocity onto H orthogonally with respect to L2. This
projection step takes the following form:
3uk+1 − 3u˜k+1
2δt
+∇φ = 0, (1.8)
∇ · uk+1 = 0, (1.9)
uk+1 · n |ΓD = uk+1D · n, (1.10)
φ |ΓN = 0. (1.11)
Note that the last boundary condition (1.11) comes from the L2-orthogonality condition for the projection onto H [16]. Due
to the relation (1.8) we obtain the end-of-step velocity which reads as follows:
uk+1 = u˜k+1 − 2δt
3
∇φ. (1.12)
To recover an expression for the approximation of the pressure at time tk+1, we add (1.5) to (1.8) andwe obtain an expression
of the discrete momentum balance equation at time tk+1:
3uk+1 − 4uk + uk−1
2δt
− ν∆u˜k+1 + ((2uk − uk−1) · ∇)u˜k+1 +∇(pk − r1∇ · u˜k+1 + φ) = f (tk+1). (1.13)
Then, the previous equation suggests the following expression of pk+1:
pk+1 = pk + φ − r2∇ · u˜k+1. (1.14)
Although it derives from (1.13) that r2 = r1, we named this parameter differently to encompass several other methods.
Setting r1 = r2 = 0 leads to the standard incremental method, whereas r1 = 0 and r2 = ν lead to the so-called rotational
incremental method proposed in [26].
The choice r1 = r2 = r ≥ 0 leads to the standard penalty-projection method and the rotational penalty-projection
method is obtained by the choice r1 = r and r2 = r + ν as proposed in [16].
In fact, in order to solve the projection step, we take the divergence of (1.8) and using (1.10) into (1.8), we obtain the
following Poisson problem for φ:
∆φ = 3
2∆t
∇ · u˜k+1,
(∇φ · n) |ΓD = 0, (1.15)
φ |ΓN = 0. (1.16)
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2. Error estimates
The proof of themain theorem involves two steps. The first one consists in establishing an error estimate for the velocity,
and an error estimate for the pressure in adequate norms. In the second step, we re-use the previous results to improve the
error estimates.
The difference between our scheme and that introduced by Shen in [20] is the Gear scheme for the temporal
derivative combined with a Richardson extrapolation for the nonlinear term, whereas his scheme used a Crank–Nicholson
approximation. The projection step is also different in our case.
2.1. Notations and assumptions
Let | · |, ‖ · ‖ denote, respectively, the usual norms in L2(Ω) and H10(Ω), i.e.
|u|2 =
∫
Ω
|u(x)|2dx and ‖u‖2 =
∫
Ω
|∇u(x)|2dx. (2.1)
The norm in Hm(Ω)will be denoted by ‖ · ‖m(m ∈ R). We will use, respectively, (., .) to denote the inner product in l2(Ω)
and 〈., .〉 to denote the duality between H−m(Ω) and Hm0 (Ω).
We denote
H = {v ∈ [l2(Ω)]2; ∇ · v = 0; v · n |Γ = 0}, (2.2)
V = {v ∈ [H1(Ω)]2; ∇ · v = 0; v |Γ = 0}, (2.3)
and PH to be the orthogonal projector in [L2(Ω)]2 onto H , i.e.
(u− PHu, v) = 0 ∀u ∈ [l2(Ω)]2, ∀v ∈ H. (2.4)
We define also the inverse of the Stokes operator as follows. For all v in [H−1(Ω)]2, S(v) ∈ [H10(Ω)]2 is the solution of the
dual problem
∫
Ω
ν∇S(v)∇wdx− (p,∇.w) = 〈v,w〉 ∀w ∈ [H10(Ω)]2,
(q,∇.S(v)) = 0 ∀q ∈ l2(Ω).
(2.5)
Moreover, if we consider (v,w) ∈ [H−1(Ω)]2, the bilinear form (v,w) 7→ 〈S(v),w〉 = ∫
Ω
ν∇S(v)∇S(w)dx induces
a semi-norm on [H−1(Ω)]2 which will be denoted by | · |?. Particularly, by using the Poincaré inequality, we derive the
following result:
there exists a constant C for which ∀v ∈ [H−1(Ω)]2, ‖S(v)‖1 ≤ C |v|?.
Also, we define the trilinear form b(., ., .) by:
b(u, v,w) =
∫
Ω
(u.∇)v.wdx+ 1
2
∫
Ω
(∇.u)v.wdx.
Hence, this trilinear form b(., ., .) is skew-symmetric with respect to its last two arguments:
∀u ∈ [H1(Ω)]2, v,w ∈ [H10(Ω)]2 b(u, v,w) = −b(u,w, v) and b(u, v, v) = 0.
Thus, we define B(u, v) such that 〈B(u, v),w〉 = b(u, v,w), ∀w ∈ [H10(Ω)]2.
We can also note that b(., ., .) is continuous ∈ Hm1(Ω)× Hm2+1(Ω)× Hm3(Ω) and, we have :
b(u, v,w) ≤

c(Ω)‖u‖‖v‖‖w‖
c(Ω)|u|‖v‖2‖w‖
c(Ω)‖u‖‖v‖2|w|
c(Ω)|u|‖v‖‖w‖2
c(Ω)‖u‖2‖v‖|w|
where c(Ω) is a generic positive constant which depends only onΩ and the constants from various Sobolev inequalities.
We will use the same hypothesis as Shen in [20] or [23], and we assume that u0 and f are such that:
u0 ∈ [H2(Ω)]2 ∩ V , f ∈ l∞(0, T ; [L2(Ω)]2) ∩ l2(0, T ; [H1(Ω)]2). (2.6)
Then, as we consider a problem in a two dimensional domain, the following assumption is automatically valid (see [25]):
sup
t∈[0,T ]
‖u(t)‖ ≤ M1. (2.7)
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Under the assumptions (2.6) and (2.7), we can show that (following Heywood and Rannacher [14]):
sup
t∈[0,T ]
(‖u(t)‖2 + |ut(t)| + |∇p|) ≤ M2. (2.8)
And we have∫ T
0
(‖uttt(t)‖2−1 + ‖utt(t)‖2 + |ptt(t)|2)dt ≤ M3. (2.9)
Also, we consider the assumptions, for X can be either L2(Ω) or H−1(Ω):∫ T
0
t‖utt(t)‖2Xdt ≤ Mδt, (2.10)
and, ∫ T
0
‖pt(t)‖2dt ≤ M. (2.11)
We will useM as a generic positive constant which depends on u0, f ,Ω, T , ν and the solution u through the constantsMi,
i = 1, 2, 3.
2.2. First error estimates
In order to derive the estimates, we will consider the standard version of the penalty-projectionmethod (with r1 = r2 =
r). Let us denote
ek+1 = u(tk+1)− uk+1, e˜k+1 = u(tk+1)− u˜k+1,
tk = kδt, δtak = ak − ak−1, δttak = δt(δta)k,
φk+1 = pk+1 − 2νδt
3
∆(pk+1 − pk − r∇.u˜k+1) = pk+1 − ν∇.u˜k+1.
Moreover, we need also to assume that the initial errors are sufficiently controlled, i.e. there exists a constant c > 0:
|e1|2? + |2e1 − e0|2? ≤ cδt4, |e1|2 + |2e1 − e0|2 ≤ cδt4, (2.12)
and that the initial velocities u0, u1 are given in V whereas the pressure p1 in L2(Ω)/R ∩ H1(Ω).
Lemma 2.1. With the assumptions in Section 2.1, there exists a positive constant M which depends only on u0, f ,Ω, ν, T , e0, e1
and the constants Mi introduced at the end of Section 2.1, such that:
∀N ∈ N, (N + 1)δt ≤ T ,
|eN+1|2 + |2eN+1 − eN |2 +
N∑
k=1
(
νδt‖e˜k+1‖2 + |e˜k+1 − ek+1|2 + rδt|∇.e˜k+1|2 + |δttek+1|2
) ≤ Mδt2 (2.13)
N∑
k=1
δt
(|p(tk+1)− pk+1|2 + |p(tk+1)− φk+1|2) ≤ Mδt2. (2.14)
Proof. (i) Error estimate for the velocity.
We have for the NSE at time tk+1,
1
2δt
(
3u(tk+1)− 4u(tk)+ u(tk−1))− ν∆u(tk+1)+ (u(tk+1).∇) u(tk+1)+∇p(tk+1) = f (tk+1)+ Rk+1 (2.15)
with
Rk+1 = 1
2δt
(
3u(tk+1)− 4u(tk)+ u(tk−1))− ∂u(tk+1)
∂t
. (2.16)
We can formulate Rk+1 as the integral residual of the Taylor series:
Rk+1 = 4
2δt
∫ tk+1
tk
(tk − t)2
2
uttt(t)dt − 12δt
∫ tk+1
tk−1
(tk−1 − t)2
2
uttt(t)dt.
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By subtracting the semi-discrete viscous step equation (1.5) from (2.15), we get the error equation for the velocity:
1
2δt
(3e˜k+1 − 4ek + ek−1)− ν∆e˜k+1 + r∇(∇.u˜k+1) = ∇(pk − p(tk+1))
+ ((2uk − uk−1).∇)u˜k+1 − (u(tk+1).∇)u(tk+1)+ Rk+1. (2.17)
Adding and subtracting u(tk+1) from Eq. (1.8), we get with φ equal to pk+1 − pk + r∇.u˜k+1,
1
2δt
(3ek+1 − 3e˜k+1) = ∇(pk+1 − pk)+ r∇(∇.u˜k+1) (2.18)
∇ · ek+1 = 0, (2.19)
ek+1 · n |Γ = 0. (2.20)
The nonlinear terms on the right-hand side of (2.17) are as follows:
Sk+1 = B(2uk − uk−1, u˜k+1)− B(u(tk+1), u(tk+1))
= −B(2ek − ek−1, u˜k+1)+ B(2u(tk)− u(tk+1)− u(tk−1), u˜k+1)− B(u(tk+1), e˜k+1). (2.21)
Taking the inner product of (2.17) with 4δt e˜k+1 and using the following identities which are valid for any sequences
(ak), (a˜k),
2(ak+1, 3ak+1 − 4ak + ak−1) = |ak+1|2 + |2ak+1 − ak|2 + |δttak+1|2 − |ak|2 − |2ak − ak−1|2
2(a˜k+1, a˜k+1 − ak+1) = |a˜k+1|2 − |ak+1|2 + |a˜k+1 − ak+1|2.
We obtain for k ≥ 1, (k+ 1)δt ≤ T
3|e˜k+1|2 − 2|ek+1|2 + |2ek+1 − ek|2 − |2ek − ek−1|2 + 3|e˜k+1 − ek+1|2
+ |δttek+1|2 + 4νδt ‖e˜k+1‖2 − |ek|2 + 4rδt |∇.e˜k+1|2
= (∇(pk − p(tk+1)), 4δt e˜k+1)− 4δt b(2ek − ek−1, u˜k+1, e˜k+1)
+ 4δt b(2u(tk)− u(tk+1)− u(tk−1), u˜k+1, e˜k+1)
− 4δt b(u(tk+1), e˜k+1, e˜k+1)+ 〈Rk+1, 4δt e˜k+1〉. (2.22)
To derive an upper bound of the last equality, we start by the term linked to the residual of the temporal approximation.
Then, we treat the term concerning the nonlinear approximation. Following that, we deal with the term relative to the
pressure approximation.
Now, using the Young inequality: 2ab ≤ γ |a|2 + 1
γ
|b|2, the right side of (2.22) can be estimated as follows:
4δt〈Rk+1, e˜k+1〉 ≤ 4δt‖Rk+1‖−1‖e˜k+1‖
≤ νδt‖e˜k+1‖2 +Mδt‖Rk+1‖2−1
≤ νδt‖e˜k+1‖2 +Mδt4
∫ tk+1
tk−1
‖uttt‖2−1dt.
Also, as b(u(tk+1), e˜k+1, e˜k+1) = 0, and with the continuity hypothesis of the trilinear form b(., ., .), we obtain that,
−4δt b(2ek − ek−1, u˜k+1, e˜k+1) = 4δt b(2ek − ek−1, e˜k+1, u˜k+1)
= 4δt b(2ek − ek−1, e˜k+1, u(tk+1))
≤ 4cδt |2ek − ek−1|‖e˜k+1‖‖u(tk+1)‖2
≤ 4Mδt |2ek − ek−1|‖e˜k+1‖
≤ νδt‖e˜k+1‖2 +Mδt|2ek − ek−1|2.
As before, we have also that,
|4δt b(2u(tk)− u(tk+1)− u(tk−1)), u˜k+1, e˜k+1| ≤ 4cδt|2u(tk)− u(tk+1)− u(tk−1)|‖e˜k+1‖‖u(tk+1)‖2
≤ 4Mδt‖e˜k+1‖|2u(tk)− u(tk+1)− u(tk−1)|
≤ νδt‖e˜k+1‖2 +Mδt |2u(tk)− u(tk+1)− u(tk−1)|2
≤ νδt‖e˜k+1‖2 +Mδt4
∫ tk+1
tk−1
‖uttt‖2−1dt.
Taking the inner product of (2.18) with 2δt (e˜k+1 + ek+1), we obtain:
3(|ek+1|2 − |e˜k+1|2) = 2δt(∇(pk+1 − pk), e˜k+1)+ 2δtr (∇.u˜k+1,∇.e˜k+1). (2.23)
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Combining the above estimates with (2.22) and (2.23), we get:
|ek+1|2 + |2ek+1 − ek|2 + |δttek+1|2 − |ek|2 − |2ek − ek−1|2 + 3|e˜k+1 − ek+1|2 + νδt‖e˜k+1‖2 + 6rδt|∇.e˜k+1|2
≤ Mδt|2ek − ek−1|2 +Mδt4
∫ tk
tk−1
‖uttt‖2−1dt +Mδt4
∫ tk+1
tk
‖uttt‖2−1 dt +Mδt4
∫ tk
tk−1
‖utt‖2dt
+Mδt4
∫ tk+1
tk
‖utt‖2 dt + 2δt(∇(pk+1 + pk − 2p(tk+1)), e˜k+1). (2.24)
Now, to treat the term relative to the pressure, by setting ξ k = p(tk)− pk, we can write
2δt(∇(pk+1 + pk − 2p(tk+1)), e˜k+1) = −2δt(∇(ξ k+1 + ξ k + p(tk+1)− p(tk)), e˜k+1). (2.25)
But, we can also derive from (2.18) that
e˜k+1 = ek+1 − 2
3
δt∇(pk+1 − pk)− 2
3
δt∇(∇.u˜k+1)
= ek+1 − 2
3
δt∇(ξ k − ξ k+1 − p(tk)+ p(tk+1))+ 2
3
δt∇(∇.e˜k+1)
= ek+1 + 2
3
δt∇(ξ k+1 − ξ k − p(tk+1)+ p(tk))+ 2
3
δt∇(∇.e˜k+1)
= ek+1 + 2
3
δt(∇(ξ k+1 − ξ k)−∇(p(tk+1)− p(tk)))+ 2
3
δt∇(∇.e˜k+1).
Otherwise, using the Cauchy–Schwarz inequality, one has:
|∇(p(tk+1)− p(tk))|2 =
∣∣∣∣∣
∫ tk+1
tk
∇pt(t)dt
∣∣∣∣∣
2
≤ δt
∫ tk+1
tk
|∇pt(t)|2dt, (2.26)
and using the inequality (2.26) with (2.25), we obtain this following inequality:
2δt(∇(pk+1 + pk − 2p(tk+1)), e˜k+1) = −4
3
δt2(|∇ξ k+1|2 − |∇ξ k|2)
+ 8
3
δt2(∇ξ k,∇(p(tk+1)− p(tk)))+ 4
3
δt2|∇(p(tk+1)− p(tk))|2
≤ 4
3
δt2(|∇ξ k|2 − |∇ξ k+1|2)+ 4δt
3
3
|∇ξ k|2 + 4
3
δt2
∫ tk+1
tk
|∇pt(t)|2dt.
Using the previous inequality and taking the sum of (2.24) for k = 1 to N , one obtains the following result:
|eN+1|2 + |2eN+1 − eN |2 + 4δt
2
3
|∇ξN+1|2 +
N∑
k=1
(
3|e˜k+1 − ek+1|2 + νδt‖e˜k+1‖2 + 6rδt|∇.e˜k+1|2 + |δttek+1|2
)
≤
N∑
k=1
δt
(
M|2ek − ek−1|2 + 4δt
2
3
|∇ξ k|2
)
+ |e1|2 + |2e1 − e0|2 + 4
3
δt2|∇ξ 1|2.
Then, by applying a discrete Gronwall lemma, we derive the following result with the assumption (2.12):
|eN+1|2 + |2eN+1 − eN |2 +
N∑
k=1
(|e˜k+1 − ek+1|2 + νδt‖e˜k+1‖2 + 6rδt|∇.e˜k+1|2 + |δttek+1|2) ≤ Mδt2,
which gives the proof of inequality (2.13). We refer to [19] for the discrete Gronwall lemma that we used.
(ii) Error estimate for the pressure.
Summing the equalities (1.5) and (1.8) gives:
1
2δt
(3uk+1 − 4uk + uk−1)+ ((2uk − uk−1).∇)u˜k+1 − ν∆u˜k+1 +∇pk+1 = f (tk+1), (2.27)
∇ · uk+1 = 0,
uk+1 · n |Γ = 0.
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Let us denote qk+11 = p(tk+1)− pk+1, qk+12 = p(tk+1)− φk+1, and recall that:
Sk+1 = B(2uk − uk−1, u˜k+1)− B(u(tk+1), u(tk+1)).
By subtracting (2.27) from (2.15), we obtain
1
2δt
(3ek+1 − 4ek + ek−1)− ν∆e˜k+1 +∇qk+11 = Sk+1 + Rk+1, (2.28)
∇ · ek+1 = 0, (2.29)
ek+1 · n |ΓD = 0. (2.30)
If we denote by {ek+1? , qk+1? } = {e˜k+1,−qk+11 } (also equal to {ek+1,−qk+12 }), one can write:
∇qk+1? =
1
2δt
(3ek+1 − 4ek + ek−1)− ν∆ek+1? − Rk+1 − Sk+1.
Thus, according to (2.21), we have:
|qk+1? |L2(Ω)/R ≤ c(Ω) sup
v∈[H10 (Ω)]2
〈∇qk+1? , v〉
‖v‖
≤ M
(
1
2δt
‖3ek+1 − 4ek + ek−1‖−1 + ν‖ek+1? ‖ + ‖Rk+1‖−1 + ‖2ek − ek−1‖
+ ‖e˜k+1‖ + ‖2u(tk)− u(tk+1)− u(tk−1)‖
)
. (2.31)
Let us state the following useful result that will be proved at the end of the proof of Lemma 2.1.
Lemma 2.2. Under the hypothesis of Lemma 2.1, there exists a positive constant M which depends only on u0, f ,Ω, T , ν, e0, e1
and the constants Mi introduced at Section 2.1, such that : ∀ 1 ≤ N ≤ Tδt ,
|δteN+1|2 + |2δteN+1 − δteN |2 +
N∑
k=1
(
νδt‖δt e˜k+1‖2 + |δt e˜k+1 − δtek+1|2 + rδt|∇.δt e˜k+1|2 + |δtttek+1|2
) ≤ Mδt2.
Owing to the injection of L2(Ω) in H−1(Ω), and from Lemma 2.2,
N∑
k=1
‖3ek+1 − 4ek + ek−1‖2−1 ≤
N∑
k=1
|3ek+1 − 4ek + ek−1|2
≤ 3
N∑
k=1
|δtek+1|2 +
N∑
k=1
|δtek|2
≤ M δt3.
Hence, from inequality (2.31), we took the square and the sum for k equal to 1 up to N . Then we derived an upper bound of
the right-hand side as follows:
δt
N∑
k=1
|qk+1? |2L2(Ω)/R ≤ M
N∑
k=1
δt
(
1
(2δt)2
‖3ek+1 − 4ek + ek−1‖2−1 + ν2‖ek+1? ‖2
+‖Rk+1‖2−1 + ‖2ek − ek−1‖2 + ‖e˜k+1‖2
+ ‖2u(tk)− u(tk+1)− u(tk−1)‖2
)
≤ M δt2 with δt < 1.
The proof of Lemma 2.1 is complete. 
Sketch of the Proof of Lemma 2.2. First, we form the equation which governs the error increments δt e˜k by subtracting the
error equation for the velocity at two consecutive discrete times.
Secondly, we take the scalar product of the equation which has been obtained by δt e˜k+1 and we proceed as for the first
part (i) of the proof of Lemma 2.1. Then, with the regularity assumptions, we derive a bound of the right-hand side. Finally,
we use a discrete Gronwall inequality to get the desired estimate. 
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2.3. Improvement of the basic error estimates
Next, let us state the result of the second step which can be viewed as an improvement of Lemma 2.1.
Lemma 2.3. Under the hypothesis of Lemma 2.1, the following estimates hold:
|eN+1|2 +
N∑
k=1
(
νδt‖e˜k+1‖2 + νδt‖ek+1‖2) ≤ Mδt4 +Mδt2 r−1/2 (2.32)
δt
N∑
k=1
(|p(tk+1)− pk+1|2 + |p(tk+1)− φk+1|2) ≤ Mδt3 +Mδt2 r−1/2. (2.33)
Proof. As the proof to establish the estimate for the pressure (2.33) is similar to that which has been done for the estimate
(2.14) in Lemma 2.1, we give only the proof of (2.32), the error estimate for the velocity.
Taking the scalar product of (2.17) with 4δt e˜k+1 and (2.18) with 2δt(e˜k+1 + ek+1) (i.e. proceeding like to get inequality
(2.24)), we derive an upper bound of each term as follows:
|ek+1|2 + |2ek+1 − ek|2 + |δttek+1|2 − |ek|2 − |2ek − ek−1|2 + 3|e˜k+1 − ek+1|2
+ νδt‖e˜k+1‖2 ≤ Mδt|2ek − ek−1|2 +Mδt4
∫ tk
tk−1
‖uttt‖2−1dt
+Mδt4
∫ tk+1
tk
‖uttt‖2−1dt + 2δt
(∇(pk+1 − pk + r∇.u˜k+1), e˜k+1)
+ 4δt (∇(pk − p(tk+1)+ r∇.u˜k+1), e˜k+1)+Mδt4 ∫ tk
tk−1
‖utt‖2dt +Mδt4
∫ tk+1
tk
‖utt‖2dt,
then, adding and subtracting pk+1 in the next term, Eq. (2.18) and the Cauchy–Schwarz inequality followed by the Young
one,
4δt
(∇(pk − p(tk+1)+ r∇.u˜k+1), e˜k+1)+ 2δt (∇(pk+1 − pk + r∇.u˜k+1), e˜k+1)
= 4δt (∇(pk+1 − p(tk+1)), e˜k+1)− 6rδt|∇.e˜k+1|2 − 2δt (∇(pk+1 − pk), e˜k+1)
= 4δt (∇(pk+1 − p(tk+1)), e˜k+1)− 8rδt|∇.e˜k+1|2 + 3|e˜k+1 − ek+1|2
≤ 2δt r−1/2 (|p(tk+1)− pk+1|2 + r|∇.e˜k+1|2)+ 3|e˜k+1 − ek+1|2.
So, we obtain an inequality where the term 3|e˜k+1 − ek+1|2 can be dropped as it has appeared at both sides of the resulting
inequality. Therefore, taking the sum of the last inequalities for k = 1 to N and using the result of Lemma 2.1, we obtain
|eN+1|2 + |2eN+1 − eN |2 + νδt
N∑
k=1
‖e˜k+1‖2 +
N∑
k=1
|δttek+1|2
≤ Mδt
N∑
k=1
(|ek|2 + |2ek − ek−1|2)+Mδt2r−1/2 +Mδt4 + |e1|2 + |2e1 − e0|2
≤ Mδt
N∑
k=1
(|ek|2 + |2ek − ek−1|2)+Mδt4 +Mδt2r−1/2.
By applying the discrete Gronwall lemma to the last inequality, and assuming that the initial errors are sufficiently controlled
(2.12), we obtain first:
∀1 ≤ N ≤ T
δt
|eN+1|2 + |2eN+1 − eN |2 ≤ M(Mδt4 +Mδt2r−1/2), (2.34)
and re-using the previous inequality in (2.33), we obtain this upper bound:
|eN+1|2 + ν
N∑
k=1
δt‖e˜k+1‖2 ≤ Mδt4 +Mδt2r−1/2. (2.35)
Thanks to (2.35) and the following inequality (see [25]),
‖PHu‖H1(Ω) ≤ c(Ω)‖u‖H1(Ω)∀u ∈ H1(Ω), (2.36)
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we obtain the following result, which proves equality (2.32).
|eN+1|2 + νδt
N∑
k=1
(‖e˜k+1‖2 + ‖ek+1‖2) ≤ Mδt4 +Mδt2r−1/2. 
Theorem 2.4. There exists a positive constant M which depends only on u0, f , and the constants Mi introduced at the end of
Section 2.1, such that:
|eN+1|2 +
N∑
k=1
(
νδt‖e˜k+1‖2 + νδt‖ek+1‖2) ≤ Mδt4 +Mδt2r−1/2,
δt
N∑
k=1
(|p(tk+1)− pk+1|2 + |p(tk+1)− φk+1|2) ≤ Mδt3 +Mδt2r−1/2,
N∑
k=1
δt
(|ek+1|2 + |e˜k+1|2) ≤ Mδt4 +Mδt2 r−1.
Proof. According to Lemma 2.3, we need to prove the last inequality.We proceed as Guermond did in [5]. By taking the dual
product of (2.17) with 4δt S(ek+1), where S(ek+1) is the solution of the dual Stokes problem (2.5), we obtain:
|ek+1|2? + |2ek+1 − ek|2? + |δttek+1|2? − |2ek − ek−1|2? − |ek|2? +
3νδt
2
|ek+1|2
≤ Mδt|∇.e˜k+1|2 +Mδt‖Rk+1‖2−1 +Mδt3‖e˜k+1‖2
+Mδt|ek+1|2? +Mδt3|ek+1|2 +
νδt
2
|2ek − ek−1|2 +Mδt4‖e˜k+1‖2 +Mδt|2u(tk)− u(tk+1)− u(tk−1)|2.
By summing the above inequality for k = 1 to N , we obtain
|eN+1|2? + |2eN+1 − eN |2? +
N∑
k=1
(|δttek+1|2? + νδt|ek+1|2)
≤
N∑
k=1
(
Mδt|∇.e˜k+1|2 +Mδt‖Rk+1‖2−1 +Mδt3‖e˜k+1‖2
+ Mδt|ek+1|2? +Mδt|2u(tk)− u(tk+1)− u(tk−1)|2
)+ |e1|2? + |2e1 − e0|2?.
Applying the discrete Gronwall lemma to the last inequality, and with the assumption (2.12) onto the initial errors, we
obtain:
|eN+1|2? +
N∑
k=1
(|δttek+1|2? + νδt|ek+1|2) ≤ Mδt4 +Mδt2r−1,
which implies that ν
∑N
k=1 δt|ek+1|2 ≤ Mδt4 +Mδt2r−1. Also we have, with Eq. (2.23),
|e˜k+1|2 = |ek+1|2 + |e˜k+1 − ek+1|2 ≤ |ek+1|2 + 2δt(∇(pk − pk+1), e˜k+1)
≤ |ek+1|2 +Mδt2 +Mδt2|∇.e˜k+1|2.
Consequently,
ν
N∑
k=1
δt
(|ek+1|2 + |e˜k+1|2) ≤ Mδt4 +Mδt2r−1. 
3. Numerical results
We illustrate in that section the convergence properties of the pressure-correction algorithmusing BDF2 tomarch in time
andMACmethod (introduced in [13]) for the spatial discretization of the problem. Also, we do a comparative and qualitative
study between the projection method presented here and some pressure-correction schemes often used in the literature
for the solution of nonstationary incompressible flow problems [7]. In that section, we denote by (uh, ph) the approximate
solution computed by the scheme where the components of uh are written (u, v).
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3.1. The fully discrete scheme
Let us choose Ω equal to a rectangle of respective length and width equal to L, l. Setting δx, δy the mesh size in each
direction, respectively equal to L/N , l/M where N andM are two integer constants, we define:
T 1h =
{(
iδx,
(
j+ 1
2
)
δy
)
, 0 ≤ i ≤ N, 0 ≤ j ≤ M − 1
}
,
T 2h =
{((
i+ 1
2
)
δx, jδy
)
, 0 ≤ i ≤ N − 1, 0 ≤ j ≤ M
}
,
T 3h =
{((
i+ 1
2
)
δx,
(
j+ 1
2
)
δy
)
, 0 ≤ i ≤ N − 1, 0 ≤ j ≤ M − 1
}
,
three sets of points, the first two are the location points for the velocity components and the third one is for the pressure.
The gradient and Laplacian operators are discretized as follows where the superscript for an operator is set for the
direction whereas for an unknown, the superscript n stands for the approximate value at t = tn.
(∇xhpn)i,j+ 12 =
pn
i+ 12 ,j+ 12
− pn
i− 12 ,j+ 12
δx
, (∇yhpn)i+ 12 ,j =
pn
i+ 12 ,j+ 12
− pn
i+ 12 ,j− 12
δy
,
(∇xhun)i+ 12 ,j+ 12 =
un
i+1,j+ 12
− un
i,j+ 12
δx
, (∇yhun)i,j =
un
i,j+ 12
− un
i,j− 12
δy
.
(∆hun)i,j+ 12 = ∇
x
h((∇xhun)i,j+ 12 )+∇
y
h((∇yhun)i,j+ 12 )
where,∇xh
(
(∇xhun)i,j+ 12
)
= ∇xh
(
1
δx
(un
i+ 12 ,j+ 12
− un
i− 12 ,j+ 12
)
)
= 1
δx2
(
un
i−1,j+ 12
− 2un
i,j+ 12
+ un
i+1,j+ 12
)
,
and ∇yh
(
(∇yhun)i,j+ 12
)
= ∇yh
(
1
δy
(uni,j+1 − uni,j)
)
= 1
δy2
(
un
i,j+ 32
− 2un
i,j+ 12
+ un
i,j− 12
)
.
For example, we set, ΓN , the domain where the open boundary condition is imposed, ΓN = {(0, y), 0 ≤ y ≤ 1} and ΓD, the
domain where the Dirichlet boundary condition, equals ∂Ω \ ΓN . The fully discrete penalty pressure-correction scheme for
the Stokes flow in the case of, Dirichlet boundary conditions on the ΓD part of the domain, and open boundary conditions
on the other part ΓN reads as follows:(
3
2δt
Id− ν∆h
)
u˜
n+ 12
i,j+ 12
− r1
(
∇xh((∇xh u˜n+
1
2 )i,j+ 12 )+∇
x
h((∇yh v˜n+
1
2 )i,j+ 12 )
)
= gn+ 121
i,j+ 12(
3
2δt
Id− ν∆h
)
v˜
n+ 12
i+ 12 ,j
− r1
(
∇yh
((
∇xh u˜n+
1
2
)
i+ 12 ,j
)
+∇yh
((
∇yh v˜n+
1
2
)
i+ 12 ,j
))
= gn+ 122
i+ 12 ,j
for all points ((i+ 12 )δx, jδy) and (iδx, (j+ 12 )δy) located outside from ΓD.
Usually, near the boundary ΓD, by centered approximation, one needs to make extrapolation of the following terms :
∇yh
((
∇yh u˜n+
1
2
)
i,j+ 12
)
, ∇xh
((
∇xh v˜n+
1
2
)
i,j+ 12
)
.
We did it with a second-order accuracy, as has been advised in [17,18].
Otherwise, as the open boundary condition on ΓN reads as follows:
ν∇xhu˜n+
1
2 = −pn,
to enforce strongly this condition, we substitute ∇xhu˜n+
1
2 in the first component of the approximate momentum equation.
Therefore, as the pressure is not defined on the boundary, we replace it by extrapolation of second order.
3.2. A Stokes flow with Dirichlet boundary conditions
We consider a square domainΩ = ]0, 1[2 with Dirichlet boundary conditions on the velocity. We assume that the exact
solution (u, p) of the Stokes problem (1.1) and (1.2) is:
u(x, y, t) = (sin(x+ t) sin(y+ t), cos(x+ t) cos(y+ t)),
p(x, y, t) = cos(x− y+ t),
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Fig. 1. Pressure error at T = 1 in ]0, 1[2 for the standard form of the incremental pressure-correction method.
Fig. 2. Pressure error at T = 1 in ]0, 1[2 for the rotational form of the incremental pressure-correction method.
which define the right-hand side of the balance momentum equation.
First, to check if the accuracy in time caught by our schemes is acceptable, we fix the magnitude of mesh size h such
that the spatial accuracy does not interfere with the temporal one. For example, to check the pressure error at T = 1, we
set h = 1/80 whereas ∆t = 0.00625. With the standard form of the incremental pressure-correction method, we obtain
‖p(., 1)− ph‖∞ = 1.26 10−2 (cf. Fig. 1).
However, with this method, one observes two large spikes at two corners of the domain, and on the boundaries, some
great variations of the pressure error. With the rotational form of the incremental pressure-correction method as well as
the size of the corner spikes on the error, the error in general is reduced. Indeed, at T = 1, as shown at Fig. 2, we found that
‖p(., 1) − ph‖∞ = 3.73 10−3. Moreover, except the two corners where one spike still exists, there is no variation of the
pressure error at the boundary, and the results are more accurate. This test suggests that the divergence correction of the
rotational form has successfully cured the sharp variation of the error of pressure near the boundary.
With the penalty-projection, the same test exhibits that the error of pressure for the penalty-projection form with r
ranging between 1 and 10 is approximately equivalent to the error of pressure for the rotational form (the same shape but
the error with r = 10 in Fig. 4 is 2 times smaller than that obtained with the rotational form in Fig. 2). But, for higher values
of the parameter r , like r = 100 (cf. Fig. 3), the error is well reduced (the vertical range is approximately divided by 10).
As has been shown in [3], the rotational form of the penalty-projection scheme gives slightly more accurate results than
the standard one.
In Figs. 5 and 6, we plot the `∞-norm of the error of the pressure and the velocity as a function of the time step∆t . The
error is measured at T = 2, after we made one series of computation on the unit square domain with the mesh size h equal
to 1/160.
The results of the error of the computed pressure prove that 3/2 is the convergence rate for the approximate pressure in
rotational form. This result conforms with that which has been reported in [12,7]. Also, the error of pressure for the penalty
form with r ranging between 1 and 10 seems to be almost the same compared to that computed from the rotational form.
Moreover, we notice that the convergence rate for the penalty-projection scheme is smaller than that computed by the
rotational form. In fact, the higher the parameter of the penalty-projection method, the smaller the error of the pressure.
But this is not the case for the rate of convergence which has the opposite behavior.
240 C. Févrière et al. / Journal of Computational and Applied Mathematics 226 (2009) 228–245
Fig. 3. Pressure error at T = 1 in ]0, 1[2 for the standard form of the penalty pressure-correction method, with r = 100.
Fig. 4. Pressure error at T = 1 in ]0, 1[2 for the rotational form of the penalty pressure-correction method, with r = 10.
Fig. 5. Convergence rates on pressure in `∞-norm at T = 2.
3.3. A Stokes flow with open boundary conditions
We still consider the unit square as our computation domain Ω = ]0, 1[2 but with open boundary conditions on the
velocity. We take the exact solution (u, p) of (1.1) and (1.2) to be:
u(x, y, t) = (sin(x) sin(y+ t), cos(x) cos(y+ t)),
p(x, y, t) = cos(x) sin(y+ t),
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Fig. 6. Convergence rates on velocity in `∞-norm at T = 2.
Fig. 7. Convergence rates on pressure in `2-norm at T = 1, for h = 1/160.
which satisfy the following open boundary conditions: (pn− ν∇u · n) |ΓN = 0.
In Figs. 7 and 8, we compare the `2-norm of respectively the pressure error, and the velocity error as a function of ∆t
for different pressure-correction methods. The error is measured at T = 1 after we performed computations on a square
domain with the mesh size h equal to 1/160.
At each time step, we obtain that the penalty methods are more accurate than the incremental methods. Particularly, for
r = 10 one obtains a scheme which gives better results than the rotational form of the incremental projection method.
A convergence order of 0.6 and an order of 1.2 are observed respectively for the incremental and the rotational projection
method, whereas an optimal convergence rate is obtained for the other schemes. A similar phenomenon to using finite
element approximation is obtained: the loss of spatial convergence of the incremental projection scheme does not occur
anymore.
Now if we compare the standard and the rotational penalty forms we can observe in Fig. 9 that the rotational form is
better than the standard one.
3.4. Taylor–Green vortices
We consider a square domainΩ = ]1/8, 5/8[2 with Dirichlet boundary conditions on the velocity. For the tests we use
the following exact solution (u, p) of the Navier–Stokes problem
u1(x, y, t) = − cos(2pix) sin(2piy) exp(−8νpi2t)
u2(x, y, t) = sin(2pix) cos(2piy) exp(−8νpi2t)
p(x, y, t) = −1
4
(cos(4pix)+ cos(4piy)) exp(−16νpi2t).
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Fig. 8. Convergence rates on velocity in `2-norm at T = 1, for h = 1/160.
Fig. 9. Convergence rates on pressure in `2-norm at T = 1, for h = 1/160.
To estimate the temporal order of convergence, we compute the error norm of the unknowns as the time step varies for
different sizes of the augmentation parameter with the mesh size being h = 1/80 and ν = 1/100. On the left we can see
the l2-norm of the error of velocity field and on the right we can see the l2-norm of the error of pressure field as a function
of the time step for all methods. At each time step we can observe that the penalty methods are more accurate than the
incremental methods. We also observe in Figs. 11 and 12 that all the curves show an error decrease with the time step for
large values of this latter, also a plateau is observed. The plateau is obtained because the time discretization error is quite
smaller than the spatial discretization error.
3.5. Remarks on the condition number of the matrix of the viscous step
Theoretically, we proved that the optimal rate of accuracy is obtained for r = 1/(δt2), a result whichmatches with other
similar studies [20,1]. But, in practice, one knows that the use of penalty methods as well as the penalty-projection method
has the drawback of leading to a stiff linear system to solve. To illustrate this point, we first underline that the behavior
of the condition number of the matrix of the viscous step, regarding the r parameter, varies linearly for a relatively small
value of r (see Fig. 10). Moreover, the penalty term couples the equations of the components of the velocity which leads
to a larger linear system with a huge bandwidth. To overcome this difficulty, a preconditioner is needed. One of the most
popular preconditioners is based on incomplete factorization, but due to the implicit character of our temporal scheme, it
must be cheap in CPU time. We chose the ILUT algorithm, the Incomplete LU with Threshold and level of filling (Fill), and
especially the IKJ-implementation which is up until now the most efficient version [28].
To estimate the cost of our viscous solver, we compare the CPU time and the number of iterations as a function of r
parameter and the threshold size (Table 1). As we mentioned above, without the penalty term (r = 0), the factorization is
particularly fast. In the cases listed in the table, the cost of ILUT seems to depend only slightly on the threshold parameter.
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Fig. 10. Condition number of the matrix of the viscous step for NSE with Dirichlet boundary conditions.
Fig. 11. Convergence rates on velocity in l2-norm at T = 1, for h = 1/80.
Table 1
Estimated cost of our viscous solver for one temporal iteration
r Threshold= 0.0001 Threshold= 0.001
ILUT GMRES ILUT GMRES
CPU Fill CPU Iter CPU Fill CPU Iter
0 0.05 13 0.8 43 0.03 4 0.7 43
100 15.00 310 3.7 44 14.10 141 15.8 150
1000 15.30 310 16.7 169 14.30 142 16.2 169
10000 15.00 310 18.0 181 14.20 143 18.7 180
N = 128, δt = 0.01, Re =103 , ‘CPU’ time (s) has been measured from the HP GS1280 Alphaserver of the C3I, ‘Fill’ is the average per line of nonzero
diagonals of the incomplete factorization.
But we may point out that for a more restrictive threshold value, the problem is so stiff that our solver fails (the GMRES
residual stagnates). At a given threshold value, for small r values, the GMRES solver has a behavior similar to the r = 0
case. For larger values of r the number of GMRES iterations increases but stays reasonable. In particular, the CPU cost of
the factorization and the linear solver are almost the same. The cost without preconditioning is huge (more than 500000
iterations for an experiment as for those mentioned in the table for r = 1000 without convergence). Let us note that our
study should be improved by using an algorithm for reducing the profile of sparse matrices like the minimal degree or the
reverse Cuthill–McKee procedure [29]. Another strategywhich could certainly enhance our study is to keep our factorization
unchanged during several time iterations.
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Fig. 12. Convergence rates on pressure in l2-norm at T = 1, for h = 1/80.
4. Conclusion
The first concluding remark concerns the capability of our scheme to compute solutions of the NSE efficiently, in the case
of open boundary conditions. Combining the penalty-projectionmethodwith a spatial discretization by staggeredmesh, one
can obtain better results than the rotational projectionmethodwith only amoderate value of r; typically r = 10 is sufficient.
Moreover, even if the error analysis of themethod tends tomotivate the choice of the augmentation parameter r = 1/(δt2),
our numerical results show that amuch smaller value is sufficient for practical computations (with r1 = r2 = r). Our results
are in agreement with the ones obtained in [1].
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