The introduction of negation in rule bodies of logic programs may lead to semantic ambiguities: Normal programs can have more than one stable model and the three-valued well-founded model may leave the truth status of some ground atoms undetermined. We show that this kind of ambiguity can be naturally combined with ambiguities caused by incomplete information. We define generalized notions of stable and well-founded models which allow to combine recursion, negation and incomplete information within a uniform framework. The well-founded approximation is composed of two not necessarily identical anti-monotonic operators. A general characterization of the best wellfounded approximation is given. Programs with disjunctions, maybe tuples and null values are studied as examples of logic programs with incomplete information. What concerns null values, our approach can also be seen as a generalization of Biskup's proposal for relational databases.
Introduction
Definite logic programs without function symbols (Datalog) have proved to provide a powerful and adequate representation formalism for many applications. The equivalence of the smallest model of a definite program with the least fixpoint of the corresponding immediate consequence operator has been established two decades ago [21] . Semantic issues become more complicated when negations are allowed in rule bodies. One of the most elegant approaches for normal logic programs is stable model semantics as proposed by Gelfond and Lifschitz [5] . It generalizes the perfect model semantics [16] and is closely related with Autoepistemic Logic [15] as a major formalization of nonmonotonic reasoning.
Unfortunately, stable models do not necessarily exist, and even when they exist they are hard to compute (cf. [13] ). In contrast, every normal program has a three-valued well-founded model which in the propositional case can be computed in quadratic time (see [22] ). Van Gelder's alternating fixpoint definition [23] as well as Baral and Subrahmanian's studies (see [1] and [2] ) have shown that the well-founded model can be understood as an efficient approximation of stable models: It can be denoted by a pair of interpretations hI 1 ; I 2 i, such that I 1 is a (sound) subset and I 2 a (complete) superset of every stable model. An implementation is described in [20] .
The well-founded model can be expressed as hI 1 ; I 2 i = h lfp(S 2 P ); gfp(S 2 P ) i where S P is an anti-monotonic operator. Furthermore, S P oscillates between I 1 and I 2 such that S P (I 1 ) = I 2 and S P (I 2 ) = I 1 . Whereas stable model semantics can quite directly be extended to disjunctive programs [18] , the generalization is not obvious for the well-founded semantics and numerous different semantics have been proposed (see [11] ).
The major issues of this paper are the following:
Stable models are redefined in a generalized setting. They are based on the concept of assumption functions which assign a set of intended models to every program, after negative literals have been removed by a hypothetical pre-interpretation. The stable model semantics ascribes a logic program its set of stable models. Unfortunately, stable models are hard to compute. For normal programs the three-valued well-founded semantics is computationally more attractive [22] .
The reader is assumed to be familiar with van Emden and Kowalski's immediate consequence operator T P (see [21] ). Then for normal program P S P (I) := lfp(T P=I )
determines which atoms can be inferred from P=I. Proposition 2.1 (Van Gelder [23] , Baral/Subrahmanian [1] ) Let P be a normal program.
The operator S P is anti-monotonic. 2. The operator S 2
P is monotonic.
3. lfp(S 2 P ) I gfp(S 2 P ) for every stable model I of P.
4. lfp(S 2 P ) = S P (gfp(S 2 P )) and gfp(S 2 P ) = S P (lfp(S 2 P ))
The pair hlfp(S 2 P ); gfp(S 2 P )i corresponds to the well-founded model of P, where every atom of lfp(S 2 P ) is true and every atom not in gfp(S 2 P ) is false. In a straightforward adoption of the approach which turned out to be so successful for normal programs we might define S _ P (I) := lfp(T _ P=I ) \ HB But, interestingly, in spite of its anti-monotonicity, this operator fails to "catch" stable models.
Example 2.3 For P 1 we get lfp (S _   P1 2 ) = gfp (S _   P1 2 ) = fpg, such that the greatest fixpoint does not subsume the stable model fqg.
Stable Models and Their Operator Pairs

Notions of Stability
Gelfond-Lifschitz transformation uses a single Herbrand interpretation as a hypothesis for the evaluation of negative literals. A stable model I stands out by the fact that it is a hypothesis which 'justifies itself': I is a minimal model of P=I. But it is not strictly necessary to confine the basic concepts to single Herbrand interpretations. In fact, Baral and Subrahmanian introduced the concept of stable classes for normal programs (cf. [1] and [2] ). They start from a whole set I of hypothetical assumptions yielding a set of program transformations and, correspondingly, a smallest model for each of them. Once again, I is called 'stable', if it justifies itself, i.e. if it is a set which is identical with the collection of smallest models of P=I for every I 2 I: I = f J j J HB and there is I 2 I such that J is the smallest model of P=I g
The general scenario we are aiming at now consists of the following constituents:
We are given a complete lattice (M; v) of interpretations, where v is to be thought as an information order. Every positive program is assigned a (possibly empty) set M(P) of intended models. Usually, we will prefer models that are v-minimal.
Programs with negation require a hypothetical pre-interpretation of negative literals. The intended models of P under hypothesis I will be denoted by A P (I). In most cases A P will be based on a Gelfond-Lifschitz-like transformation P=I such that A P (I) = M(P=I). The superset relation in }(M) can be understood as an information order in the following sense: Every set I of interpretations represents a certain amount of true statements -namely those which are true in every element of I -and a number of false statements -namely those which are false in every element of I. In this respect M is the smallest (i.e. least informative) set of interpretations. We note that A P is monotonic in the complete lattice (}(M); ). Different notions of stability can now be defined within these general terms. The proposition states that lfp(A P ) is sound with respect to stable model semantics: Whatever is true in (every member of) the least fixpoint, will be true in every stable model, and whatever is false in lfp(A P ), must be false in every stable model.
Alternating Operator Pairs
Introducing Alternating Operator Pairs
We will now define a generalized notion of well-founded semantics. Proof Monotonicity of (Op P;1 Op P;2 ) and (Op P;2 Op P;1 ) is obvious.
Suppose that (Op P;1 Op P;2 ) n (;) v glb(A 2n P (M)) has already been shown, i.e. (Op P;1 Op P;2 ) n (;) v I for all I 2 A 2n P (M). As Op P;2 is anti-monotonic we obtain: Op P;2 ? (Op P;1 Op P;2 ) n (;) w Op P;2 (I) 8I 2 A 2n P (M) By definition Op P;2 (I) w J for every J 2 A P (I). So: Op P;2 ? (Op P;1 Op P;2 ) n (;) w J 8I 2 A 2n P (M) 8J 2 A P (I) Op P;2 ? (Op P;1 Op P;2 ) n (;) w J 8J 2 A 2n+1
Op P;2 ? (Op P;1 Op P;2 ) n (;) w lub(A 2n+1
One more application of this argument yields (Op P;1 Op P;2 ) n+1 (;) v glb(A 2n+2
The proof for the second claim is analogous. which completes the proof.
3
As a consequence of Propositions 3.1 and 3.2 every stable model is "caught" in between lfp(Op P;1 Op P;2 ) and gfp(Op P;2 Op P;1 ).
Comparing Alternating Operator Pairs
Often an assumption function satisfies the additional constraint that A P yields anti-chains, i.e. that for every I 2 M: 
Proposition 3.3 If A P is an assumption function that satisfies (AC) and one of (AMS) or (AMH), then the stable models of P form an anti-chain.
Proof Assume that I 1 v I 2 are stable models.
By definition of stable models I 1 2 A P (I 1 ). By (AMS) there is some J 2 2 A P (I 2 ) with J 2 v I 1 . Hence: J 2 v I 2 . But I 2 is also a stable model, i.e. I 2 2 A P (I 2 ). By (AC) we obtain J 2 = I 2 . And this now implies I 1 = I 2 .
If (AMH) is assumed, then I 2 2 A P (I 2 ) implies 9J 1 2 A P (I 1 ) : I 2 v J 1 . Now (AC) leads to I 1 = I 2 again. 3 We are going to compare different approximations. We say that hOp P;1 ; Op P;2 i is better than hOp 0 P;1 ; Op 0 P;2 i, if Op 0 P;1 (I) v Op P;1 (I) and Op P;2 (I) v Op 0 P;2 (I) for every interpretation I. 
Proof
We have: So, the better an alternating operator pair, the closer it approximates stable models. It will now be shown that there is a best alternating operator pair and how it can be characterized. Let us first define: We recognize two three-valued stable models, namely tf and ut. The first corresponds to the two-valued stable model fpg. The second, however, states that p may be undefined and q true.
Program P 0 furthermore illustrates that two-valued stable pairs are different from three-valued stable models.
Finally, our framework allows to introduce the concept of three-valued stable pairs and classes. In the current example f ft; tf g and f ft; tf; ut g are three-valued stable classes of P 0 . The smallest fixpoint of the assumption function is f ft; tf; ut g.
Normal and Disjunctive Programs
In this section the previously introduced concepts will be illustrated by means of two-valued Herbrand interpretations.
In the context of disjunctive logic programs (AC) is satisfied, because A _ P always yields minimal models. For I 1 I 2 we have P=I 1 P=I 2 . So, every model of P=I 1 is also a model of P=I 2 . As a consequence, (AMS) will hold. But (AMH) need not be true, as P 1 demonstrates:
A _ P1 (;) = ffpgg but A _ P1 (fqg) = ffpg; fqgg For normal programs, however, (AMH) also holds, because then every P=I has a unique smallest model. In analogy to the strong normalization P N+ which specifies an upper bound for what can be derived from P, a lower bound P N? can also be given in terms of normal programs, essentially by removing all non-normal rules from P. It has been shown in [8] that the application of so-called knowledge compilation techniques then allows to improve hS P N?; S P N+i.
Two-Valued and Three-Valued Models II
Let us return to P 0 in the context of two-valued interpretations. The fixpoints lfp(S _ P0 S P N+ 0 ) = ; and gfp(S P N+ 0 S _ P0 ) = fp; qg state that every world between ; and fp; qg is a possible one. Note that this is quite more liberal than the smallest fixpoint of A _ P0 .
In the three-valued context the smallest and greatest model are ff and tt. Interestingly, after the three-valued Gelfond-Lifschitz transformation we end up with a set of rules where the u-symbol does not occur. The lower and upper bound computed by hS _ P ; S P N+i will be classical models again and will remain classical through all iterations.
In other words: Alternating operator pairs yield the same result as they did in the two-valued case with the additional effect that 
Relations with Maybe Tuples
Assumption functions express that there are many ways to pre-interpret negative literals in rules of logic programs. Every hypothetical pre-interpretation comes with a set of intended models. It is by the concept of stable models or by iterative applications of an alternating operator pair that we get to know which hypotheses are "reasonable". We will show that this framework can be naturally combined with representations of incomplete information which are different from disjunctions. In deductive databases one often distinguishes extensional relations, which are explicitly given by a collection of tuples, from intensional relations, which are implicitly defined by rules. In our notation: We have a set of ground atoms p(c 1 ; : : : ; c n ) for every extensional relation symbol p, and for every intensional relation symbol q there are some range-restricted rules with q in the rule head. Once again, for semantic studies it is convenient to identify rules with all their ground instantiations.
Let us now assume that our knowledge about extensional relation p is incomplete in the following sense: For some tuples we know that they are certainly true or certainly false, but there are some tuples whose truth status we do not know.
Example 7.1 In the EP relation in Figure 3 tuples below the horizontal line are maybe tuples. So, John is assigned to the HumGen project, Jim is definitely not involved in HumGen, and George may be working for XenoTrans or GenTec or both.
A logic program with maybe tuples P consists of two disjoint sets of ground atoms denoted by SURE(P ) (those which are certainly true) and MAYBE(P ) (those which are possibly true) and a set of normal rules.
Definition 7.1 Let P be a program with maybe tuples. Program P c is called a completion of P, if it consists of the rules of P together with a set of ground atoms F HB such that SURE(P ) F SURE(P ) MAYBE(P ).
As in Section 5 an interpretation is a subset of the Herbrand base. Intended interpretations can be obtained by selecting some of the possibly true ground atoms. The intended models of P pre-interpreted with respect to I are the smallest models of P c =I for every completion P c . The assumption function is defined as follows:
A maybe P (I) = f J j there is a completion P c of P such that J is the smallest model of P c =I g
An interpretation I is a stable model of P, if it is the smallest model of P c =I for some completion P c . It is not difficult to see that the assumption function does not satisfy (AC), but (AMS) and (AMH). Obviously, every program has a smallest and a largest completion P c? and P c+ . 
Motivation
Null values are a popular means of representing missing information in databases. Zaniolo [24] reports that 14 different types of nulls have been distinguished in an ANSI/SPARC interim report. In what follows we assume that a null is to represent an existing but unknown value in a database tuple. Figure 4 
Example 8.1 Consider the EP relation in
It will return the answer "GenTec". The reason is that the comparison t.Project=s.ProjectName fails, whenever t.Project is null. So there is no join partner for GenTec Project. But the answer is a rather optimistic one in the light of the actual database instance: It may well be that George is involved in GenTec.
A normal program with null values P consists of a set F of ground atoms together with a set of normal rules. In F a term may be a constant or the null value symbol. 
Interpretations
Of course, in the process of query evaluation we cannot generate every completion of P. While completions will be the formal basis for stable models, alternating operator pairs will not be defined in terms of null value replacements. They will treat nulls as distinguished constants. The example shows that null values have to be treated in different ways in the computation of lower and upper bounds of stable models. We will refer to two new symbols for this purpose: '?' which is less than any constant c and cannot be matched with c, and '>' which stands for and can be unified with arbitrary constants. 
Related Work
Several semantics have been proposed for disjunctive logic programs (see [11] ). In [19] A static expansions of T is a belief theoryT such that T = Con (T fB jT j = min g)
If P be a disjunctive program and T(P) its translation, the smallest static expansion can be obtained by the following iterative procedure [19] :
T n+1 = Con (T (P ) fB j T n j = min g) There is a close relationship between A _ P and STATIC, and hS _ P ; S P N+i is sound with respect to STATIC, but this theme cannot be discussed here.
Brass and Dix [3] propose to characterize logic program semantics by abstract properties. D-WFS is the weakest semantics which satisfies natural and elementary program transformations like unfolding. They also develop a bottomup evaluation algorithm and conjecture that D-WFS equals STATIC.
In [9] we presented some more assumption functions and operator pairs for disjunctive programs and also discussed the case where M stands for states (closed sets of disjunctions) instead of models. The different notions of stability as self-justifiable models or pairs of models or sets of models, however, generalize the concepts presented in [9] . We also believe that the current approach is more intuitive. [4] study a generalization of partial tuples for complex objects and Libkin [10] gives a general account of approximations in databases. As mentioned in the introduction, we regard the enhancement of logic programs with more sophisticated representation mechanisms as highly important. The combination of ideas presented in this paper with complex objects seems to be promising.
Conclusions
Stable models have been defined in a generalized setting, where every hypothetical pre-interpretation of a negative literals is assigned a set of intended models. Well-founded approximations have then been defined by a pair of antimonotonic operators. We have been able to characterize the best alternating operator pair and to simplify its definition in the presence of anti-monotonicity restrictions.
The framework has first been applied in the context of disjunctive logic programs based on two-valed as well as three-valued logic. It has then been illustrated that programs with incomplete information can be given hypothetical pre-interpretations in an analogous way. In the context of maybe tuples the hypothesis describes which maybe tuples should be included in the database. In the context of null values it specifies substitutions of nulls by constants. Our approach then yields a uniform framework where on the semantic side stable models can be defined and on the operational side sound query evaluation can be based on standard operators.
