This paper considers visual feature selection to implement position estimation using an omnidirectional camera. The localization is based on a maximum likelihood estimation (MLE) with a map from optimally selected visual features using Gaussian process (GP) regression. In particular, the collection of selected features over a surveillance region is modeled by a multivariate GP with unknown hyperparameters. The hyperparameters are identified through the learning process by an MLE, which are used for prediction in an empirical Bayes fashion. To select features, we apply a backward sequential elimination technique in order to improve the quality of the position estimation with compressed features for efficient localization. The excellent results of the proposed algorithm are illustrated by the experimental studies with different visual features under both indoor and outdoor real-world scenarios.
Introduction
Minimizing levels of location uncertainties in sensor networks or robotic sensors is important for regression problems, e.g., prediction of environmental fields [1, 2] . Localization of a robot relative to its environment using vision information (i.e., appearance-based localization) has received extensive attention over the past few decades from the robotic and computer vision communities [3] [4] [5] . Vision-based robot positioning may involve two steps. The first step involves learning some properties of vision data (features) with respect to the spatial position where observation is made, so-called mapping. The second step is to find the best match for the new spatial position corresponding to the newly observed features, so-called matching. The mapping from these visual features to the domain of the associated spatial position is highly nonlinear and sensitive to the type of selected features. In most cases, it is very difficult to derive the map analytically. The features shall vary as much as possible over the spatial domain while varying as small as possible for a given position over the disturbance.
For example, they should be insensitive to changes in illumination and partial obstruction.
Motivated by the aforementioned situations, we consider the problem of selecting features from the original feature set in order to improve the localization performance of a robot. The central assumption when using a feature selection technique is that the original feature set contains many redundant or irrelevant features.
To facilitate further discussion, let us consider a configuration where the input vector X is the robot position and the output feature vector Y is the collection of extracted features from the vision data. We first build a feature map F at a robot location X such that F(X) = Y.
In order to reduce position estimation error, the ideal subset is defined as follows:
where Ŷ is a vector that consists of the selected entries of the original vector Y. However with a high cardinality of the original feature set, the optimal solution relies on the combinatorial optimization which is not feasible.
On the other hand, using the mutual information criterion, F and F is obtained by maximizing the log-likelihood function. Peng et al. [6] show that by using mutual information, one can achieve a recognition rate higher than 90% while just using 0.61% of feature space for a classification problem. However, the approach based on mutual information could suffer from its computational complexity [7] . In order to make a fast and precise estimation, most of the existing localization algorithms extract a small set of important features from the robotic sensor measurements. The features used in different approaches for robotic localization range from C.1: artificial markers such as color tags [8] and barcodes (that need to be installed) [9] , C.2: geometric features such as straight wall segments and corners [10] , and to C.3: natural features such as light and color histograms [11] . Most of the landmark-based localization algorithms are classified in C.1 and C.2. It is shown in [12] that autonomous navigation is possible for outdoor environments with the use of a single camera and natural landmarks. In a similar attempt, [13] addressed the challenging problem of indoor place recognition from wearable video recording devices.
The localization methods which rely on artificial markers (or static landmarks) have disadvantages such as lack of flexibility and lack of autonomy. A method is described in [14] that enables robots to learn landmarks for localization. Artificial neural networks are used for extracting landmarks. However, the localization methods which rely on dynamic landmarks [14] have disadvantages such as lack of stability. Furthermore, there are reasons to avoid the geometric model as well, even when a geometric model does exist. Such cases may include: 1) the difficulty of reliably extracting sparse, stable features using geometrical models, 2) the ability to use all sensory data directly rather than a relatively small amount of abstracted discrete information obtained from feature extraction algorithms, and 3) the high computational and storage costs of dealing with dense geometric features.
In contrast to the localization problem with artificial markers or popular geometrical models, there are a growing number of practical scenarios in which global statistical information is used instead. Some works illustrate localization using various spatially distributed (continuous) signals such as distributed wireless Ethernet signal strength [15] , or multi-dimensional magnetic fields [16] . In [17] , a neural network is used to learn the implicit relationship between the pose displacements of a 6-DOF robot and the observed variations in global descriptors of the image such as geometric moments and Fourier descriptors. In similar studies, gradient orientation histograms [18] and low dimensional representation of the vision data [19] are used to localize mobile robots. In [5] , an algorithm is developed for navigating a mobile robot using a visual potential. The visual potential is computed from the image appearance sequence captured by a camera mounted on the robot. A method for recognizing scene categories by comparing the histograms of local features is presented in [20] . Without explicit object models, by using global cues as indirect evidence about the presence of an object, they consistently achieve an improvement over an orderless image representation [20] .
The recent research efforts that are closely related to our problem are summarized as follows. The location for a set of image features from new observations is inferred by comparing new features with the calculated map [21] [22] [23] . In [24] , a neural network is used to learn the mapping between image features and robot movements.
Similarly, there exists effort on automatically finding the transformation that maximizes the mutual information between two random variables [25] .
Using Gaussian process (GP) regression, the authors of [21, 26] present effective approaches to build a map from a sparse set of noisy observations taken from known locations using an omnidirectional camera. While the selection of visual features for such applications determines the ultimate performance of the algorithms, such a topic has not been investigated to date. Therefore, building on Brook's approach [21] our work expands it more on the feature extraction and selection in order to improve the quality of localization. A Bayesian point of view is taken to make the map using a GP framework.
The contributions of the paper are as follows. This paper provides a position estimation method using an omnidirectional camera. We present an approach to build a map from optimally selected visual features using GP regression. First, we describe how we extract some robust properties from vision data captured by an omnidirectional camera (Section 2). In particular, we describe how different transformations are applied to the panoramic image to calculate a set of image properties. We then transform the high dimensional vision data to a set of uncorrelated feature candidates. A multivariate GP regression with unknown hyperparameters is formulated to connect the set of selected features to their corresponding sampling positions (Section 3). An empirical Bayes method using a point estimate is used to predict the feature map. Next, a feature reduction approach is developed using the backward sequential elimination method such that an optimal subset of the features is selected to minimize the root mean square error (RMSE) and compress the feature size (Section 4). The effectiveness of the proposed algorithms is illustrated by experimental results under indoor and outdoor conditions. Additionally, we compare our results with another appearance-based localization method utilizing the bag of words (BOW) algorithm [27] (Section 5).
Image features
Conventional video cameras with projective lens have restricted fields of view. With different mirrors, 360°panoramic views can be achieved in a single image [28] . In this paper, to make localization insensitive to the heading angle, an omni-directional camera is used to capture a 360°view from the environment of a robot.
Before an omnidirectional image is processed, it is first unwrapped. When it comes from the camera, the image is a nonlinear mapping of a 360°panoramic view onto a donut shape. Recovering the panoramic view from the wrapped view requires the reverse mapping of pixels from the wrapped view onto a panoramic view [22, 29] . Fig. 1 -(a) and (b) shows the wrapped omnidirectional image and the unwrapped panoramic image, respectively.
We will use the notation y [i] generally for all types of image properties that will be extracted from image i. In particular, we will use the FFT coefficients, the histogram, and the Steerable Pyramid (SP) decomposition [30] as image properties [20] . These feature types and their properties (indicated by y [i] ) are briefly explained as follows:
FFT (128) The fast Fourier transform (FFT) is applied to the panoramic image to calculate a set of image properties y. For a square image of size N × N, the two-dimensional FFT is given by
where f [i] is the i-th two-dimensional realized image, and j is the imaginary unit. To use FFT, we convert panoramic color images to gray scale 128 × 128 pixel images, i.e., [f(a, b)]. Figs. 1(c) and (d) show the reduced size gray scale image and its two-dimensional FFT magnitude plot, respectively. Often in image processing, only the magnitude of the Fourier transformed image is utilized, as it contains most of the information of the geometric structure of the spatial domain image [31] . Additionally, the magnitude of the Fourier transformed panoramic image is not affected by the rotation in yaw angle.
In [22] , it was shown that the first 15 components of FFT carry enough information to correctly match a pair of images. We specify the first 64 FFT components of each axis, e.g., [30] is a multi-scale wavelet decomposition in which the image is linearly decomposed into scale and orientation subbands, and then the band-pass filters are applied to each subband individually. Using the method from [21] , an image is decomposed by 4 scale and 6 orientations, which yields 24 subbands. Each subband is represented by three values, viz., the average filter responses from the top, middle, and bottom of the image such that we have 72 image properties for the SP decomposition. The multi-scale wavelet decomposition is also used widely by appearance-based place recognition methods [19, 21] . SURF (64) The Speeded-Up Robust Features (SURF) [33] is a powerful scale-and rotation-invariant that utilizes Haar wavelet responses to produce a 64 dimensional descriptor vector for points of interest in an image. Furthermore, the SURF of each point of interest is calculated locally based on the neighborhood region around it.
In general, specific image processing to generate original features will affect the overall performance of the localization. These features are robust to changes in the yaw angle of the vehicle, which results in horizontal shifts of the pixels of the panoramic images. Additionally, images are converted into gray-scale for all types of features since the gray-scale images are less likely to be affected by illumination [34] . The presence of moving objects and occlusions is treated by modeling image features as Gaussian processes via vertical variability and measurement noise, respectively.
Gaussian process (GP) model
We propose a multivariate GP as a model for the collection of image features. A GP defines a distribution over a space of functions and it is completely specified by its mean function and covariance function. We denote that y ρ
[i] := y ρ (s [i] ) ∈ ℝ is the i-th realization of the ρ-th image property and s i ½ ∈S is the associated position where the realization occurs. Here S denotes the surveillance region, which is a compact set. Then, the accumulative image properties y is a random vector defined by y = (y 1
, and y ρ = (y ρ [1] , ⋯, y ρ
) ∈ ℝ n contains n realizations of the ρ-th image property. We assume that the accumulative image properties can be modeled by a multivariate GP, i.e. y∼GP Γ; Λ ð Þ, where Γ : S n →ℝ mn and Λ : S n →ℝ mnÂmn are the mean function and the covariance function, respectively. However, the size and multivariate nature of the data lead to computational challenges in implementing the framework.
For models with multivariate output, a common practice is to specify a separable covariance structure for the GP for efficient computation. For example, Higdon [35] calibrated a GP simulator with the high dimensional multivariate output, using principal components to reduce the dimensionality. Following such model reduction techniques, we transform the vector y to a vector z such that its elements {z ρ |ρ ∈ Ω m }, where
The statistics of y can be computed from the learning data set.
The singular value decomposition (SVD) of Σ y is a factorization of the form ∑ y = USU T , where U is a real unitary matrix and S is a rectangular diagonal matrix with nonnegative real numbers on the diagonal. In summary, the transformation will be performed by the following formula.
From now on, we assume that we applied the transformation given by Eq. (1) to the visual data. Hence, we have the zero-mean multivariate 
The ρ-th random field
In this subsection, we only consider the ρ-th random field (visual feature). Other scalar random fields can be treated in the same way. A random vector x, which has a multivariate normal distribution of mean vector μ and covariance matrix Σ, is denoted by x∼N μ; Σ ð Þ. The collection of n realized values of the ρ-th random field is denoted by z ρ := (z ρ [1] , ⋯, z ρ
)
). In this paper, we consider the squared exponential covariance function [36] defined as
In general, the mean and the covariance functions of a GP can be estimated a priori by maximizing the likelihood function [37] .
The prior distribution of z ρ is given by N 0; Σ ρ À Á .
A noise corrupted measurementz i ½ ρ at its corresponding location s
is defined as follows:
where the measurement errors {ϵ ρ 
where R ρ = (∑ ρ + σ ϵ,ρ 2 I). The log-likelihood function is defined by
where n is the size ofz ρ . The hyperparameter vector of the ρ-th random field is defined as θ ρ = (σ f,ρ , σ ϵ,ρ , σ 1,ρ , σ 2,ρ ) ∈ ℝ N0 4 . Using the likelihood function in Eq. (4) the hyperparameter vector can be computed by the ML estimator
which will be plugged in prediction as in an empirical Bayes way. All parameters are learned simultaneously. If no prior information is given, then the maximum a posteriori probability (MAP) estimator is equal to the ML estimator [37] .
In a GP, every finite collection of random variables has a multivariate normal distribution. Consider a realized value of the ρ-th random field z ρ ⋆ being taken from the associated location s ⋆ . The probability
is a normal distribution with the following mean and variance.
Localization and feature selection
Let Ω be the collection of indices that are associated to the multiple scalar random fields (of the multivariate GP). Provided that all scalar random fields (of the multivariate GP) are independent of each other, we then obtain a computationally efficient ML estimate of the location given the observations of all scalar random fieldsz ρ ρ∈Ω È É as follows:
where L ρ (s ⋆ ) is the ρ-th log-likelihood function as given in Eq. (10).
In this paper, a backward sequential elimination technique [38] is used for the model selection. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice. To this end, we divide the data set into two segments: one used to learn or train the GP model and the other used to validate the model.
The RMSE is used to measure the performance of GP models. It is defined by the following equation:
where ‖ ⋅ ‖ is the Euclidean norm of a vector. In the case that Ω = ∅, we define the following:
where median (⋅) is the median of a random vector. Assume that Ω m = {1, ⋯, m} is the set of all features. Dupuis et al. [39] reported that the backward sequential elimination outperforms the forward sequential selection. Thus, we use a backward sequential elimination algorithm as follows:
where
Finally a subset of features is selected as follows:
The optimum subset Ω opt has the minimum RMSE among {Ω 1 , ⋯, Ω m }. The mapping and matching steps of the proposed approaches in this paper are summarized in Algorithms 1 and 2, respectively. Algorithm 1. Learning maps from a sparse set of panoramic images observed in known locations.
Input:
#1. Training data set includes a set of panoramic images captured from known spatial sites, Output: #1. A linear transformation from image properties to uncorrelated visual features, #2. The estimated hyperparameter, the estimated mean and the estimated variance function of each independent visual feature, 1: extract image properties y [i] in the available learning data set.
2: use SVD to make a set of uncorrelated visual features z [i] using Eq. (1) 3: for each independent visual feature estimate hyperparameters using Eq. (5) 4: compute the mean function and variance function for each of independent features using Eq. (6) 5: choose optimal subset of visual features using Eq. (14) to eliminate some of the visual features that are worthless for the localization goal. 
Indoor and outdoor experiments
In this section, we demonstrate the effectiveness of the proposed localization algorithms with experiments using different image features we discussed. We report results on two different data sets collected indoors (Case 1) and outdoors (Case 2).
Experimental setups
In Case 1, the Kogeto panorama lens was used to capture 360-degree images on an indoor corridor as illustrated in Fig. 2 . In total, 207 pairs of the exact sampling positions on a regular lattice (7 × 2.7 m 2 ) were recorded manually and the corresponding panoramic images were collected.
In Case 2, we use a vision and GPS data acquisition circuit which consists of an Arduino microcontroller (Arduino MEGA board, Open Source Hardware platform, Italy), a Xsens GPS unit (MTi-G-700, Xsens Technologies B.V., Netherlands), a Raspberry Pi microcontroller (Raspberry Pi model B +, Raspberry Pi Foundation, United Kingdom) and a webcam (Logitech HD webcam C310, Logitech, Newark, CA, U.S.A.) glued to a 360 degree lens (Kogeto Panoramic Dot Optic Lens, Kogeto, U.S.A.). The data acquisition circuit was secured inside the vehicle while the omni-directional camera was fixed on the roof of the vehicle. The vehicle was driven through the surveillance area (Fig. 3) . The surrounding scenes were recorded by the Raspberry Pi unit while the truth locations measured by the Xsens GPS unit were stored on the Arduino microcontroller. We collected 378 data points, on a 61 × 86 meter area on the campus of Michigan State University, East Lansing, MI, U.S.A. (see Fig. 3 ). Figs. 2 and 4 show the setups for Case 1 and Case 2, respectively.
The data sets are divided into 50% learning, 25% backward sequential elimination (or validation) and 25% testing data subsets. The learning data set is used to estimate the mean functions and the hyperparameters for the covariance functions to build GP models. The validation data set is used to select the best features in order to minimize the localization estimation RMSE and compress the feature. After the training and feature selection, we evaluate the performance of the selected model using the testing data set, which was not used for training or feature selection.
To analyze our results in a statistically meaningful way, we calculate the Bayesian Information Criteria (BIC) index for the model with all features and the one with the only selected features in addition to the RMSE. The BIC is a criterion for model selection based on the log likelihood with a penalty on the number of parameters to penalize over-fitting. The model with a smaller BIC index is less likely to be over-fitted [40] .
Learning of GP models in an empirical Bayes approach
As illustrative examples for the case of utilizing FFT features of length 128, we apply the proposed algorithm to both data sets.
The variance of the random field σ f 2 , the spatial bandwidth σ ℓ,ρ 2 , and the noise variance σ ϵ 2 are estimated for each feature independently. Thus, for the FFT case, 128 × 4 = 512 hyperparameters need to be estimated in total for each experimental setup. The hyperparameters for Case 2 are estimated in the same manner. The 3D plots of the means and variances of the first three GP models for the case of 128 FFT features are shown in Fig. 5 .
To study the effect of the turning angle of the vehicle (or the yaw angle) on the features, we run the algorithm with another data set in which the collected panoramic images are pre-processed so that the heading of the panoramic image is kept constant using the yaw angles from the GPS unit, denoted as (fixed angle) in Table 1 .
All inferential algorithms are implemented using Matlab R2013a (The MathWorks Inc., Natick, MA, U.S.A.) on a PC (3.2 GHz Intel i7 Processor).
Localization utilizing the bag of words (BOW)
We also compare the GP-based approach with a localization scheme based on the BOW. To have a fair comparison, we feed an identical data set to both of the methods. We utilize the SURF as the image descriptor for our BOW. We define the notation y
[i] as a set of SURF points extracted from image i. Notice that the number of SURF points varies for different images. The region around each SURF point is represented by a descriptor vector of 64 lengths. The SURF points from the whole data set are accumulated and put into the k-means clustering [41] . Each centroid is defined as a codeword and the collection of centroids is defined as the codebook. Each SURF point is mapped into the index of the nearest centroid in the codebook. Therefore, we obtain a histogram of codewords for each image that indicates the appearance frequency of all codewords in the image. Lastly, the test set is classified by applying the k-nearestneighbor classifier [42] based on the histogram of codewords. We subsample 25% of the data to be the test set (the same test subset used in Table 1 ), which is associated with a newly defined label set, i.e., ℐ T := {1, ⋯, n T }. The label of each test data point s ⋆ is assigned to the non-test data points within a 5 meter radius with respect to s ⋆ (see Fig. 6 ). Such relabeled non-test data points are used for training the BOW. Since the BOW is mostly used for classification such as identical scene recognition [27] , we define the localization error to compute the RMSE as follows. Let s t i ð Þ∈S be the location of the test point i for all i ∈ ℐ T . Let h ⋆ (i) be the predicted label for the test data point i. Then we define the error at test point i as follows:
for all i ∈ ℐ T .
Experimental results

Our method over different features
The indoor and outdoor performances under different image features are summarized in Tables 1 and 2 , respectively. We consider three different types of appearance-based features such as the FFT [17] , the histogram [32] , and the SP decomposition [30] . We calculate the RMSE of our localization estimation from the model on the same validation set and on a separated test set, denoted by "V" and "T" in the tables, respectively. To compare the reduction in the number of features, we use the compression ratio [43] . The compression ratio is defined as:
Compression ratio :¼ number of original features number of selected features : Tables 1 and 2 show the appearance-based feature type (column 1), the total number of features (column 2), the optimum number of features along with the compression ratio on the validation set (column 3), the localization RMSE obtained using the total number of features (column 4), the localization RMSE from the optimum number of features selected by the backward sequential elimination (denoted as "BE") implemented on the test set (column 5), and the localization RMSE from validation set (column 6), the maximum localization error, i.e., e max taken over the test set (column 7), the BIC indexes of the model using the total number of features (column 8), and the BIC indexes from the optimum number of features (column 9). For Case 2, the FFT and SP features are tested with the data in two situations when the yaw angles are varying and when they are fixed (denoted as (fixed) in Table 2 ) to gauge the effect of yaw angles. 
Performance among features
For Case 1, the SP shows the lowest localization RMSE with 4.8 compression ratio. For Case 2, the histogram shows the lowest localization RMSE with 2.7 compression ratio. The predicted trajectory that utilizes the histogram for Case 2 is shown in Fig. 7 . For all experiments, BIC indexes before and after the feature selection show the significant improvement that makes the selected model less likely susceptible to over-fitting.
From the RMSE on the test data set, all feature types seem to be robust to the varying yaw angles.
Effect of localization noise
To investigate the effect of noisy sampling positions on the method, we added fictitious localization noise generated by a Gaussian white noise process with standard deviation of 0.3048 m (i.e., 1 ft) to the sampled locations of Case 1, which is denoted by (noisy) in Table. 1. As expected, the results show degradation when noisy sampling positions are used due to the sampling uncertainty in the GP learning and prediction processes.
Comparison of Cases 1 and 2
Note that sampling positions of Case 1 (non-noisy data) were recorded exactly while those of Case 2 were noisy due to the uncertainty in the GPS unit. On the other hand, it is clear that Case 2 has the larger RMSE due to the larger scale of the surveillance site compared to Case 1. Together, the results of Case 1 are shown to outperform those of Case 2.
Comparison with the BOW
We compare the performance between our proposed GP-based approach and the BOW in Table 3 . Table 3 shows the feature types (column 1), the total number of features (column 2), the optimum selected number of features from the angle-varying data set (column 3) and the fixed angle data set (column 4), the localization RMSE of the GP-based method from the angle-varying data set (column 5) and the fixed angle data set (column 6), the localization RMSE of the BOW from the angle-varying (column 7) and the fixed angle (column 8) data sets. Since the performance of the BOW highly depends on the clustering results, we run the BOW with different sizes of clusters, and the one that yields the highest classification percentage (80-90%) is chosen to calculate the RMSE using the error defined in Eq. (15) . As discussed, the change in yaw angle does not show significant effect on the SURF. Table 3 shows that our approach outperforms the BOW.
In summary, we achieve significant reduction in the number of features while improving the RMSE when applied to the validation set. Furthermore, we maintain approximately the same RMSE levels when applied to a new test data set.
Conclusion and future works
This paper has presented a novel approach to use vision data for the robot localization. The predictive statistics of vision data is learned in advance and used in order to estimate the position of a vehicle, equipped just with an omnidirectional camera in both indoor and outdoor environments. The multivariate GP model is used to model a collection of selected visual features.
The locations are estimated by maximizing the likelihood function without fusing combining vehicle dynamics with measured features in order to evaluate the proposed scheme alone. Hence, we believe that the localization performance will be further improved when vehicle dynamics are fused together via Kalman filtering or particle filtering.
A limitation of the current approach arises from the fact that, after the initial training phase, learning is discontinued. If the environment changes, it is desirable that the localization routines adapt to the changes in the environment. Thus, a future research direction is to develop a localization scheme that is adaptive to changes in the environment. 
