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With the current digitisation of our world, we have witnessed a surge in the
presence and use of mobile devices. Consequently, there has been a natural
increase in the use of mobile applications (apps). A category of app that has
been growing in popularity is e-Health apps. However, even though popular,
e-Health apps have many shortcomings that need to be addressed. Most notably,
the rules and mechanisms employed by current day e-Health apps do not use
the full potential of context and features they have access to. Leading to apps
that are too rigid and not well tailored to the users’ needs and goals.
In this thesis we look at overcoming this rigidity and sub-optimal tailoring
of e-Health apps. To reach this goal, we propose combining AI-based person-
alisation and software self-adaptation. For personalisation, we choose to use
reinforcement learning (RL) as it is a good fit in providing personalisation in
the e-Health domain. We explore the current state of the art by conducting a
systematic literature review. With this review we identify two main weaknesses
of RL: it requires a lot of data to reach an optimal policy and exploration can
lead to user disengagement. To tackle the former, we propose cluster-based
RL. We then further improve our proposed solution by developing an online
clustering algorithm designed for e-Health. For the latter, we explore how
machine learning can be used to predict user engagement. To better under-
stand software self-adaptation in the domain of apps, we conduct a systematic
literature review. In the review, we classify the current approaches and identify
several shortcomings relevant to e-Health apps. Lastly, to tackle the identified
shortcomings and combine personalisation and self-adaptation, we introduce
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a reference architecture for personalised and self-adaptive e-Health apps. We
explore the benefits that said architecture can have on social sustainability
and empirically evaluate an app implemented following this architecture. For
the empirical evaluation two experiments were performed: a user study and a
measurement-based experiment. With the user study, we better understand the
effects of the implemented app on the end users’ perception and usability. With
the measurement-based experiment, we investigate the effects that the app has
on performance and energy consumption. Our results are promising, as the user
study shows improved end users’ usability and no significant drawback in end




Met de huidige digitalisering van onze wereld zijn we getuige geweest van een
toename van de aanwezigheid en het gebruik van mobiele apparaten. Hierdoor
is er een natuurlijke stijging van het gebruik van mobiele applicaties (apps). Een
categorie apps die steeds populairder wordt, zijn e-Health-apps. Hoewel popu-
laire e-Health-apps veel tekortkomingen hebben die moeten worden aangepakt.
Het meest opvallende is dat de regels en mechanismen die worden gebruikt door
hedendaagse e-gezondheidsapps niet het volledige potentieel van context en
functies gebruiken waartoe ze toegang hebben. Dit leidt tot apps die te rigide
zijn en niet goed zijn afgestemd op de behoeften en doelen van de gebruikers.
In dit proefschrift kijken we naar manieren om deze rigiditeit te overwinnen
en suboptimale afstemming van e-Health-apps te verebeteren. Om dit doel
te bereiken, stellen we voor om de combinatie AI-gebaseerde personalisatie en
software-zelfaanpassing te gebruiken.
Voor personalisatie kiezen we voor Reinforcement Learning (RL) omdat
dit goed past bij het bieden van personalisatie in het e-Health domein. We
verkennen de huidige stand van deze techniek door een systematische literatu-
urstudie uit te voeren. Met deze studie identificeren we twee belangrijke zwakke
punten van RL: het vereist veel gegevens om tot een optimaal beleid te komen
en verkenning kan leiden tot terugtrekking van gebruikers. Om het eerste punt
aan te pakken, stellen we cluster-gebaseerde RL voor. Vervolgens verbeteren we
onze voorgestelde oplossing door een online clusteringalgoritme te ontwikkelen
dat is ontworpen voor e-Health. Voor dat laatste onderzoeken we hoe Machine
Learning kan worden gebruikt om gebruikersbetrokkenheid te voorspellen. Om
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de zelfaanpassing van software in het domein van apps beter te begrijpen, voeren
we een systematisch literatuuronderzoek uit. In de review classificeren we de
huidige benaderingen en identificeren we een aantal tekortkomingen die relevant
zijn voor e-Health apps. Om de geïdentificeerde tekortkomingen aan te pakken
en personalisatie en zelfaanpassing te combineren, introduceren we ten slotte een
referentiearchitectuur voor gepersonaliseerde en zelf-adaptieve e-Health-apps.
We onderzoeken de voordelen die deze architectuur kan hebben op sociale du-
urzaamheid en evalueren empirisch een app die is geïmplementeerd volgens deze
architectuur. Voor de empirische evaluatie zijn twee experimenten uitgevoerd:
een gebruikersonderzoek en een meetexperiment. Met het gebruikersonderzoek
begrijpen we beter wat de effecten zijn van de geïmplementeerde app op de
beleving en bruikbaarheid van de eindgebruikers. Met het meetexperiment
onderzoeken we welke effecten de app heeft op prestaties en energieverbruik.
Onze resultaten zijn veelbelovend, aangezien het in het gebruikersonderzoek
een verbeterde bruikbaarheid van eindgebruikers laat zien en geen significant
nadeel in de perceptie van eindgebruikers, evenals geen waarneembare toename




Preamble. We live in a world with more data and technology than ever. Most
of us these days, have an incredibly compact and powerful computer in their
pockets in the form of a smartphone. By being almost always on our person,
it has the possibility of collecting very precise data about our behaviours and
context. This kind of information, when used in the best interest of the user,
can have greatly positive consequences. E-Health mobile applications, have that
potential. If we can use the full extent of the collected data to personalise
and adapt e-Health mobile applications and their interventions, we could help
improve the well being of any person who owns a mobile device. This thesis
aims at contributing to the creation of personalised and adaptive e-Health mobile




With the digitisation of our world the use of mobile devices is becoming ubiqui-
tous. Consequently comes an increase of collected and stored electronic data.
No exception to this trend is the Health domain, where the use of mobile devices
and software systems is becoming widespread. This new form of electronic
Healthcare is called e-Health. Silber et al. define e-Health as “... the application
of information and communications technologies (ICT) across the whole range
of functions that affect health” [320].
A thriving area of e-Health is the domain of e-Health mobile applications, oth-
erwise referred to as e-Health apps. In the past years the expansion of e-Health
apps has been increasing with a projected market growth of US$102.3Billion
by 2023 [134]. E-Health apps offer a wide range of medical services for their
users, e.g., lifestyle improvement, fitness, and mental health [269]. E-Health
apps differ from other e-Health systems by being able to collect user data with
the onboard sensors present on the smartphone on which the app is installed
on. Furthermore, e-Health apps have a wide potential user base with a low
infrastructure investment as many potential users already own a smartphone
or another form of smart mobile device. Lastly, in contrast to other e-Health
systems, apps are able to leverage all of the intrinsic characteristics of a mobile
medium (such as, being always on, always carried by the user, and personal)
to provide timely and in-context services [119]. Although e-Health apps have
the potential to use context and their other inherent features to the user’s
advantage, the rules and mechanisms employed by current day e-Health apps
are too rigid and not fully tailored to the individual. In this context, we propose
personalisation together with software self-adaptation as effective tools to
better the level of engagement and tailoring that e-Health apps can offer to
the user.
We start by explaining the work done in the field of personalisation.
For this thesis we built on the definition given by Fan and Poole and define
personalisation as: “a process that changes a system to increase its personal
relevance to an individual or a category of individuals”. Researchers working in
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e-Health have been developing ways to help health workers deliver personalised
health care, as it is shown to improve the effectiveness of the health interventions
given [11; 29; 153; 253; 371; 294; 157]. When working in e-Health, especially
with e-Health apps, reinforcement learning (RL) has been shown to be a good
fit [160]. This is because RL is the algorithm of choice for solving sequential
decision-making problems. To be able to improve a user’s well-being, a e-Health
app has to periodically give health interventions with the goal of changing the
user’s behaviour. The nature of this scenario makes it a sequential decision-
making process as many interventions are sequentially given to a user over
time. This and the difficulty that comes with observing the outcomes of the
interventions only later in the future, play perfectly to RL’s strengths. However,
RL does have two major downsides: 1) it takes a lot of data to reach a good
policy and 2) exploring user undesired or ineffective interventions can lead to
their disengagement.
A possible solution to the first difficulty can be the use of clustering. By using
clustering, the data of like minded people is grouped together. This provides
us with a larger dataset from which we can create better personalisation
strategies, effective for the entire cluster. However, a large amount of these
clustering techniques are done in an off-line fashion (i.e., the clusters are done
on a fixed dataset and once created they can not be changed in real time).
Whilst there are some clustering algorithms created for online clustering, they
have limitations that make them a bad fit for the health domain.
To help tackle the second shortcoming of RL, i.e., disengagement, machine
learning can be used to predict the engagement of a user and when they are
going to disengage from an app. There is, however, still work that must be done
in understanding which models are most effective and which set of features have
the highest predictive value.
Whilst personalisation will help in tackling the poor tailoring techniques
in e-Health apps, it cannot tackle their current rigidity and minimal use of
users’ context. In order to adapt to the context of the user as they are utilising
the app, developers can apply various software strategies. A common and
well researched technique is the use of software self-adaptation [277]. Self-
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adaptation techniques allow the software system to “...modify their behavior
at run-time due to changes in the system, its requirements, or the environment
in which it is deployed.” [9]. This type of adaptation can allow apps to
maintain or achieve certain set quality goals, such as adapting to minimise
energy consumption or improving performance when required. There is, however,
room for improvement in this field, particularly for achieving goals pertinent
to the e-Health domain. Only a minimal amount of the current state of the
art performs self-adaptation with the aim of achieving non-technical goals, like
promoting user behavioural change and lifestyle improvements. Furthermore,
whilst self-adaptation is ideal for adapting to the user context, only a minimal
number of the current state of the art adapt due to changes detected from
third-party apps and smart-objects (e.g., a user’s smart watch). The latter, in
particular, can capture important information about the user context and has
become more prevalent in sub-domains of e-Health, such as fitness.
Whilst some of the techniques described, both in AI and software engineering,
have been separately used within the domain of e-Health, little work has been
done to combine them together. Their combination, under one architecture
designed for e-Health apps, could lead to the solving of many of the challenges
and shortcomings identified within this field.
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1.2 Thesis Research Questions
The goal of this thesis is to understand how AI-based personalisation and
self-adaptation can be used together for designing and developing e-Health
mobile apps. We propose RL and clustering techniques to improve the data
efficiency and efficacy of e-Health interventions and machine learning models to
predict user engagement. We also propose to combine these AI techniques with
state of the art software self-adaptation methodologies to explore how e-Health
apps can dynamically adapt to the user and their context. For the purpose of
this thesis we define dynamic adaptation as the result of the combination of
AI-based personalisation and software self-adaptation. As a result, we formulate
the following thesis research questions noted as T.RQs, so to not be confused
with chapter research questions (identified simply as RQs):
T.RQ1 How can RL-based personalisation for e-Health be improved?
T.RQ2 How can online-clustering be used to efficiently and effectively cluster
e-Health data?
T.RQ3 How can we predict user engagement in apps?
T.RQ4 How can AI-based personalisation and self-adaptation be used to create
e-Health apps that dynamically adapt to the user and their context?
T.RQ5 How do dynamically adaptive e-Health apps affect users and their mobile
devices?
1.3 Scope
This thesis was created by collecting all of the papers written over the four years
of my doctorate degree. Each paper is presented in a separate chapter. The
included papers might have had minor changes done to them to better suit the
layout of this document (e.g., table or figure resizing). We also define three main
parts that collectively create the scope of this thesis, these are: 1) reinforcement
learning and machine learning for personalisation and engagement in e-Health,
15
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2) self-adaptation in mobile applications, and 3) creating self-adaptive and
personalised e-Health mobile applications. In this section we elaborate on each
part and list each paper’s contribution to their respective part. Lastly, an
overview of this thesis is presented with Figure 1.1.
Part one answers T.RQ1, T.RQ2, T.RQ3, part two gives important back-
ground to part three which answers T.RQ4 and T.RQ5.
1.3.1 Reinforcement learning and machine learning for
personalisation and engagement in e-Health
This part answers T.RQ1, T.RQ2, and T.RQ3 and aims to understand how
RL and machine learning techniques can be used to better personalisation and
engagement in the domain of e-Health. In paper [V] we perform a systematic
literature review study. Within this review we explore the various settings,
including e-Health, in which RL has been used for personalisation. We do so by
proposing a framework of evaluation settings, as well as reviewing the solutions
and evaluation strategies adopted. During our investigation, we observed that
the majority of the RL models found were either used by applying one model
to all of the data (i.e., one-size-fits-all) or by using one model per user (i.e., on
an individual level). Little work was found on the idea of pooling data together
of similar users (i.e., clustering) and training RL models on that data, so that
each pooled group has their own policy.
In paper [I] we bring forth a contribution to RL for personalisation by sys-
tematically exploring how different clustering techniques and distance metrics
can improve conventional RL. Within this work we use a simulation environ-
ment to empirically study how cluster-based RL differs from RL used on an
individual level or a one-size-fits-all approach. Our results show that clustering
configurations using high-level features significantly outperform the other two
non cluster-based RL techniques. An example of a high-level feature, would be
the average number of times a user works out in a week. To further improve
cluster-based RL approaches, in paper [IV], we address limitations within the do-
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Figure 1.1: The overview of the thesis, including the parts,
chapters, research questions, and methods.
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Standing for CluStream for Growing Time-series, we designed CluStream-GT
to overcome found limitations with the state of the art in online clustering
and making an algorithm better suited for the e-Health domain. We do so by
1) allowing CluStream-GT to continuously cluster even when the number of
total users changes and 2) when the length of the time-series of the existing
patients changes. Whilst the second challenge is tackled by some state of the
art approaches, none were found that could cope with the former. Our empir-
ical results show that CluStream-GT is able to cluster time-series data more
efficiently than other online clustering methods, whilst being comparatively
effective.
An important target of personalisation is user engagement. Within the
domain of e-Health apps the longer the user is engaged the more effective the
health intervention will be. It then becomes a crucial aspect of app develop-
ment to be able to predict user engagement and consequently their potential
disengagement. In paper [III] we propose, apply, and evaluate a framework
composed of several machine learning techniques used to predict user engage-
ment. The framework is empirically evaluated using a year long observational
dataset collected by the real world deployment of a waste-recycling app. We
show that the non-domain specific features used in these models are successful
in predicting user engagement. Whilst the app was not within the e-Health
domain, the features used are generic enough that any app is able to collect
them, including an e-Health app.
1.3.2 Self-adaptation in mobile applications
This part is related to T.RQ4 and T.RQ5. It provides important background
knowledge on the state of the art of self-adaption in the context of apps. In
paper [II] we perform a systematic literature review study. In this review
we examine the use of self-adaptation in the context of mobile applications,
including e-Health apps. We propose a customised classification framework
used to classify and compare self-adaptive approaches that were found by the
review. From this review we also identified a number of shortcomings within the
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field. A notable finding was the lack of work done on self-adaptation with the
objective of achieving non-technical goals. Examples of non-technical goals are
promoting user behavioural change and lifestyle improvements. Furthermore,
we identified a lack of self-adaptation techniques that adapted due to changes
in smart-objects and third-party applications.
1.3.3 Creating self-adaptive and personalised e-Health mo-
bile applications
This part focuses on answering T.RQ4 and T.RQ5. Its aim is to find a solution
to how to dynamically adapt e-Health apps and overcome the shortcomings
identified in paper [II]. In paper [VI] we propose a reference architecture (RA) for
enabling AI-based personalisation and self-adaptation of e-Health apps. The RA
combines the previously described techniques into one software architecture. It
does so by introducing multiple self-adaptive components across the architecture
and having these work together with our cluster based RL approach and user
engagement models. As a result of this combination of techniques, the RA is
able to have these main characteristics: 1) guaranteeing the correct functioning
of the given features with the use of runtime adaptation strategies and connected
IoT devices, 2) personalising the given health interventions and provided services
and adapting such services to the user’s context (e.g., environment, weather
forecast), 3) allowing the RA to be applied to a singular e-Health app and by
integrating the services of existing third-party e-Health apps, and 4) supporting
the participation of domain experts into the system.
We then expand on this work with paper [VII]. Here we provide documen-
tation of the methodology and viewpoint definition used to develop the RA,
report on a scenario-based evaluation of it, include a goal model to be used with
it, and overall report the RA within the broader context of social sustainability.
Lastly, in paper [VIII], we conduct two experiments to empirically evaluate
our described RA. The first experiment is a user study, whilst the second
experiment is a measurement-based experiment. We implement an e-Health app
by using our RA as guide and use the app to empirically test end user usability
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and perception in the first experiment, and energy and performance impact in
the second experiment. These experiments were conducted to explore how an
app complying to our RA behaves in real world scenarios and how successful
our proposed RA can be in guiding the development of dynamically adapting
e-Health apps.
1.4 Contributions
The main contributions present in this thesis to the fields of AI and Software
Engineering, applied to e-Health mobile applications are:
1. A rigorous map into the current state of the art use of RL for
personalisation: An overview and categorisation of RL applications
used for personalisation across application domains, including e-Health.
This is presented together with a framework for classifying personalisation
settings. This contribution relates to the part of reinforcement learning
and machine learning for personalisation and engagement in e-Health and
helps answer T.RQ1.
2. Data-efficient and effective techniques for personalisation: A
systematic exploration of which clustering techniques and distance metrics
perform best in aiding RL in delivering better policies for personalisation
whilst increasing the initial learning speed and overcoming the cold start
problem. Design, implementation and evaluation of a state of the art
algorithm for online clustering of time series data for the e-Health domain.
This contribution relates to reinforcement learning and machine learning
for personalisation and engagement in e-Health and helps answer T.RQ1
and T.RQ2.
3. Machine Learning models to predict user engagement in mobile
apps: Design and implementation of a reusable framework for predicting
user engagement in mobile apps. An empirical evaluation of various
machine learning models used to characterise user engagement in mobile
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apps. This contribution relates to reinforcement learning and machine
learning for personalisation and engagement in e-Health and answers
T.RQ3.
4. A rigorous map into the current state of the art use of self-
adaptation for mobile apps: An up to date systematic review of the
literature on self-adaptation in the context of mobile apps. Furthermore,
a customised classification framework used for understanding, classifying
and comparing self-adaptive approaches used in the context of mobile apps.
Lastly, a discussion of the findings, research challenges, and the main
application domains found in the literature. This contribution relates to
part self-adaptation in mobile applications and helps answer T.RQ4.
5. An RA for personalised self-adaptive e-Health apps: Design and
evaluation of a unique RA created for personalised self-adaptive e-Health
apps. Frame the created RA in the context of social sustainability and how
it can be used within the domain of e-Health to address this dimension
of sustainability. Utilise the RA to guide the implementation of an app.
Design and execution of a measurement-based experiment to test the
performance and energy impact of the app on the end users’ smartphone.
Design and execution of a user study to research usability and end users’
perception of the app. This contribution relates to all of the parts and




This thesis is the result of four years of research, and is constructed using the
content of four conference papers, two journal papers and one book chapter.
These papers are listed below, along with details of my contribution to each
one.
part 2018 2019 2020
AI for personalisation and
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[I] [III, IV] [V]




[I] Grua, E. M., & Hoogendoorn, M. (2018, November). Exploring clustering
techniques for effective reinforcement learning based personalization for health
and wellbeing. In 2018 IEEE Symposium Series on Computational Intelligence
(SSCI) (pp. 813-820). IEEE.
I helped create an open-source simulation environment for e-Health. I
developed the idea of using clustering with RL. I used the created environment
to implement and execute experiments using clustering and RL techniques.
Lastly, I conducted the analysis and wrote a significant amount of the paper.
[II] Grua, E. M., Malavolta, I., & Lago, P. (2019, May). Self-adaptation in
mobile apps: a systematic literature study. In 2019 IEEE/ACM 14th
International Symposium on Software Engineering for Adaptive and
Self-Managing Systems (SEAMS) (pp. 51-62). IEEE.
I identified the lack of an up-to-date systematic review on self-adaptation
on the context of mobile apps. I equally contributed to the study design and
creation of the customised classification framework presented. I conducted all
of the paper gathering and most of the selection and analysis. Lastly, I wrote
most of the paper.
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[III] Barbaro, E., Grua, E. M., Malavolta, I., Stercevic, M., Weusthof, E., &
van den Hoven, J. (2020). Modelling and predicting User Engagement in
mobile applications. Data Science, (Preprint), 1-17.
The idea of using machine learning models to predict user engagement was
of the first author. A few of the machine learning models were implemented
by other authors. I replicated and validated these models. I then selected,
implemented and ran all other machine learning models present in the paper.
I conducted the data analysis and extracted the results. I contributed in the
writing and revision of the whole paper.
[IV] Grua, E. M., Hoogendoorn, M., Malavolta, I., Lago, P., & Eiben, A. E.
(2019, October). Clustream-GT: online clustering for personalization in the
health domain. In IEEE/WIC/ACM International Conference on Web
Intelligence (pp. 270-275).
I identified the lack of an online clustering algorithm fit for the health
domain. I created and implemented a novel algorithm for online clustering for
the health domain. I then designed and implemented the evaluation approach.
Lastly, I conducted the analysis of the results and wrote most of the paper.
[V] den Hengst, F., Grua, E. M., el Hassouni, A., & Hoogendoorn, M. (2020).
Reinforcement learning for personalization: A systematic literature review.
Data Science (pp. 1-41).
The idea of conducting this systematic literature review (SLR) was of the
first author. I, however, guided the first author in the process of conducting the
SLR and helped him with understanding the PRISMA standard for reporting
on the SLR and its components. I contributed equally to the other authors
to the screening phases. I then contributed equally to the first author in the
data collection phase. I helped with the data analysis and equally contributed
in examining results and extrapolating the identified shortcomings. Lastly, I
helped with writing and reviewing several sections of the paper.
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[VI] Grua, E. M., De Sanctis, M., & Lago, P. (2020, September). A Reference
Architecture for Personalized and Self-adaptive e-Health Apps. In European
Conference on Software Architecture (pp. 195-209). Springer, Cham.
I proposed the idea of a RA for personalised and self-adaptive e-Health apps.
I performed most of the design of the RA. Lastly, I wrote most of the paper.
[VII] Grua, E. M., De Sanctis, M., Malavolta, I., Hoogendoorn, M., & Lago, P.
(2021). Social Sustainability in the e-Health Domain via Personalized and
Self-adaptive Mobile Apps. Software Sustainability. Springer, Cham. To
appear (book chapter).
As an extension to paper [VI], I proposed and conducted the scenario based
evaluation as well as defining our RA in the scope of social sustainability. I
contributed to the viewpoint definition and wrote most of the paper.
[VIII] Grua, E. M., De Sanctis, M., Malavolta, I., Hoogendoorn, M., & Lago, P.
(2021). An Evaluation of the Effectiveness of Personalization and
Self-Adaptation for e-Health Apps. Elsevier. Under review (journal).
As an extension to papers [VI, VII], I used our RA to guide the implementa-
tion of an app. I mostly designed two experiments to evaluate the implemented
app. I conducted both experiments and performed the analyses on the collected
results. Lastly, I wrote most of the paper.
1.5 Extra Publications
Schneider, A. F., Matinfar, S., Grua, E. M., Casado-Mansilla, D., &
Cordewener, L. (2018, May). Towards a sustainable business model for
smartphones: Combining product-service systems with modularity. In ICT4S
(pp. 82-99).
I contributed equally to the forming of the idea proposed, as well as the
writing of the paper.
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Chan-Jong-Chu, K., Islam, T., Exposito, M. M., Sheombar, S., Valladares, C.,
Philippot, O., Grua, E.M., & Malavolta, I. (2020). Investigating the correlation
between performance scores and energy consumption of mobile web apps. In
Proceedings of the International Conference on Evaluation and Assessment on
Software Engineering (EASE), pp. 190–199.
I contributed in the idea forming phase. Furthermore, I helped with operating
the tool used for the experiments and with the methodology of the analysis.
Malavolta, I., Grua, E. M., Lam, C. Y., De Vries, R., Tan, F., Zielinski, E.,
Peters, & Kaandorp, L. (2020, September). A framework for the automatic
execution of measurement-based experiments on android devices. In
Proceedings of the 35th IEEE/ACM International Conference on Automated
Software Engineering Workshops (pp. 61-66).
I implemented parts of the framework. I helped with the design of other
parts of the framework. Lastly, I tested and revised a significant amount
of the framework. Furthermore, it is this framework that was used in the
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Abstract - This chapter provides important background knowledge which
will be used to answer T.RQ1. The major application areas of reinforcement
learning (RL) have traditionally been game playing and continuous control. In
recent years, however, RL has been increasingly applied in systems that interact
with humans. RL can personalise digital systems to make them more relevant
to individual users. Challenges in personalisation settings may be different from
challenges found in traditional application areas of RL. An overview of work
that uses RL for personalisation, however, is lacking. In this work, we introduce
a framework of personalisation settings and use it in a systematic literature
review. Besides setting, we review solutions and evaluation strategies. Results
show that RL has been increasingly applied to personalisation problems and
realistic evaluations have become more prevalent. RL has become sufficiently
robust to apply in contexts that involve humans and the field as a whole is
growing. However, it seems not to be maturing: the ratios of studies that
include a comparison or a realistic evaluation are not showing upward trends
and the vast majority of algorithms are used only once. This review can be
used to find related work across domains, provides insights into the state of the
field and identifies opportunities for future work.
2.1 Introduction
For several decades, both academia and commerce have sought to develop
tailored products and services at low cost in various application domains. These
reach far and wide, including medicine [132; 16], human-computer interaction
[218; 118], product, news, music and video recommendations [293; 295; 368]
and even manufacturing [278; 85]. When products and services are adapted
to individual tastes, they become more appealing, desirable, informative, e.g.
relevant to the intended user than one-size-fits all alternatives. Such adaptation
is referred to as personalisation [109].
Digital systems enable personalisation on a grand scale. The key enabler is
data. While the software on these systems is identical for all users, the behaviour
of these systems can be tailored based on experiences with individual users. For
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example, Netflix’s1 digital video delivery mechanism includes tracking of views
and ratings. These ease the gratification of diverse entertainment needs as they
enable Netflix to offer instantaneous personalised content recommendations. The
ability to adapt system behaviour to individual tastes is becoming increasingly
valuable as digital systems permeate our society.
Recently, reinforcement learning (RL) has been attracting substantial at-
tention as an elegant paradigm for personalisation based on data. For any
particular environment or user state, this technique strives to determine the
sequence of actions to maximise a reward. These actions are not necessarily
selected to yield the highest reward now, but are typically selected to achieve a
high reward in the long term. Returning to the Netflix example, the company
may not be interested in having a user watch a single recommended video
instantly, but rather aim for users to prolong their subscription after having
enjoyed many recommended videos. Besides the focus on long-term goals in
RL, rewards can be formulated in terms of user feedback so that no explicit
definition of desired behaviour is required [26; 149].
RL has seen successful applications to personalisation in a wide variety of
domains. Some of the earliest work, such as [314], [312] and [394] focused on web
services. More recently, [198] showed that adding personalisation to an existing
online news recommendation engine increased click-through rates by 12.5%.
Applications are not limited to web services, however. As an example from the
health domain, [398] achieve optimal per-patient treatment plans to address
advanced metastatic stage IIIB/IV non-small cell lung cancer in simulation.
They state that ‘there is significant potential of the proposed methodology for
developing personalised treatment strategies in other cancers, in cystic fibrosis,
and in other life-threatening diseases’. An early example of tailoring intelligent
tutor behaviour using RL can be found in [227]. A more recent example in
this domain, [137], compared the effect of personalised and non-personalised
affective feedback in language learning with a social robot for children and
found that personalisation significantly impacts psychological valence.
Although the aforementioned applications span various domains, they are
1 https://www.netflix.com
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similar in solution: they all use traits of users to achieve personalisation, and
all rely on implicit feedback from users. Furthermore, the use of RL in contexts
that involve humans poses challenges unique to this setting. In traditional
RL subfields such as game-playing and robotics, for example, simulators can
be used for rapid prototyping and in-silico benchmarks are well established
[181; 103; 32; 44]. Contexts with humans, however, may be much harder to
simulate and the deployment of autonomous agents in these contexts may come
with different concerns regarding for example safety. When using RL for a
personalisation problem, similar issues may arise across different application
domains. An overview of RL for personalisation across domains, however, is
lacking. We believe this is not to be attributed to fundamental differences in
setting, solution or methodology, but stems from application domains working
in isolation for cultural and historical reasons.
This chapter provides an overview and categorisation of RL applications for
personalisation across a variety of application domains. It thus aids researchers
and practitioners in identifying related work relevant to a specific personalisation
setting, promotes the understanding of how RL is used for personalisation and
identifies challenges across domains. We first provide a brief introduction of the
RL framework and formally introduce how it can be used for personalisation.
We then present a framework to classify personalisation settings by. The purpose
of this framework is for researchers with a specific setting to identify relevant
related work across domains. We then use this framework in a systematic
literature review (SLR). We investigate in which settings RL is used, which
solutions are common and how they are evaluated: Section 2.5 details the SLR
protocol, results and analysis are described in Section 8.3. All data collected
has been made available digitally [96]. Finally, we conclude with current trends
challenges in Section 4.5.
2.2 Reinforcement learning for personalisation
RL considers problems in the framework of Markov decision processes or MDPs.
In this framework, an agent collects rewards over time by performing actions in
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Figure 2.1: The agent-environment in RL for personalisa-
tion from [334].
an environment as depicted in Figure 2.1. The goal of the agent is to maximise
the total amount of collected rewards over time. In this section, we formally
introduce the core concepts of MDPs and RL and include some strategies to
personalisation without aiming to provide an in depth introduction to RL.
Following [334], we consider the related multi-armed and contextual bandit
problems as special cases of the full RL problem where actions do not affect the
environment and where observations of the environment are absent or present
respectively. We refer the reader to [334], [376] and [336] for a full introduction.
An MDP is defined as a tuple 〈S,A, T,R, γ〉 where S ∈ {s1, . . . , sn}
is a finite set of states, A ∈ {a1, . . . , am} a finite set of system actions,
T : S ×A× S → [0, 1] a probabilistic transition function, R : S ×A→ R
a reward function and γ ∈ [0, 1] a factor to discount future rewards. At
each time step t, the system is confronted with some state st, performs some
action at which yields a reward rt+1 : R(st, at) and some state st+1 follow-
ing the probability distribution T (st, at). A series of these states, actions
and rewards from the onset to some terminal state T is called a trajectory
tr : 〈st0 , at0 , rt1 , st1 , . . . , sT−1, aT−1, rT , sT 〉. These trajectories typically
contain the interaction histories for users with the system. A single trajectory
can describe a single session of the user interacting with the system or can
contain many different separate sessions. Multiple trajectories may be available
in a data set D ∈ {tr1, . . . , tr`}. The goal is to find a policy π∗ out of all
Π : S ×A→ [0, 1] that maximises the sum of future rewards at any t, given
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If some expectation Eπ over the future reward for some policy π can be
formulated, a value can be assigned to some state s given that policy:
Vπ(s) = Eπ[Gt|st = s] (2.2)
Similarly, a value can be assigned to an action a in a state s:
Qπ(s, a) = Eπ[Gt|st = s, at = a] (2.3)
Now the optimal policy π∗ should satisfy ∀s ∈ S, ∀π ∈ Π : Vπ∗(s) ≥ Vπ(s)
and ∀s ∈ S, a ∈ A, ∀π ∈ Π : Qπ∗(s, a) ≥ Qπ(s, a). Assuming a suitable
Eπ∗ [G], π∗ consists of selecting the action that is expected to yield the highest
sum of rewards:
π∗(s) = arg max
a
Qπ∗(s, a), ∀s ∈ S, a ∈ A (2.4)
With these definitions in place, we now turn to methods of finding π∗. Such
methods can be categorised by considering which elements of the MDP are
known. Generally, S, A and γ are determined upfront and known. T and R,
on the other hand, may or may not be known. If they are both known, the
expectation Eπ[G] is directly available and a corresponding π∗ can be found
analytically. In some settings, however, T and R may be unknown and π∗
must be found empirically. This can be done by estimating T , R, V , Q and
finally π∗ or a combination thereof using data set D. Thus, if we include
approximations in Eq. (2.4), we get:
π̂∗(s)|D = arg max
a
Q̂π̂∗(s, a)|D, ∀s ∈ S, a ∈ A (2.5)
As D may lack the required trajectories for a reasonable Eπ̂∗ [G] and may even
be empty initially, exploratory actions can be selected to enrich D. Such actions
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need not follow π̂∗ as in Eq. (2.5) but may be selected through some other
mechanism such as sampling from the full action set A randomly.
Having introduced RL briefly, we continue by exploring some strategies in
applying this framework to the problem of personalising systems. We return
to our earlier example of a video recommendation task and consider a set
of n users U ∈ {u1, . . . , un}. A first way to adapt software systems to
an individual users’ needs is to define a separate environment, corresponding
MDP and RL agent for each user. The overall goal becomes to find a set of
optimal policies {π∗1, . . . , π∗n} for a set of environments formalised as MDPs
M : {M1 : 〈S1, A1, T1, R1, γ1〉, . . . ,Mn : 〈Sn, An, Tn, Rn, γn〉}. In
the case of approximations as in Eq. (2.5), these are made per MDP based
on data set Di with trajectories only involving that environment. In the
running example, videos would be recommended to a user based on previous
video recommendations and selections of that particular user. The benefit
of isolated MDPs is that differences between Ti and Tj or between Ri and
Rj for MDPs Mi 6= Mj are handled naturally, e.g. such differences do not
make Eπi [G] incorrect. On the other hand, similarities between Ti, Tj and
Ri, Rj cannot be used. For example, consider a video recommendation task
with Sij = {morning, afternoon, night}. If two users ui 6= uj are both
using a video service in the morning state, they may both like to watch a
breakfast news broadcast whereas in the night state they may both prefer
a talk show. Learning such patterns for each environment individually may
require a substantial number of trajectories and may be infeasible in some
settings, such as those where users cannot be identified across trajectories or
those where each user is expected to contribute only one trajectory to Di.
An alternative approach is to define is a single agent and MDP with user-
specific information in the state space S and learn a single π∗ for all users
[97]. In some settings, users can be described using a function that returns
a vector representation of the l features that characterise a user φ : U →
〈φ1(U), . . . , φl(U)〉. Such a vector could for example contain age, favourite
genre and viewing history. If two users uj 6= ui have both enjoyed the first
“Lord of the Rings” movie and viewer uj has followed up on a recommendation of
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its sequel by the system then this sequel may be a suitable recommendation for
the other viewer ui as well. Generally, this approach can be valuable when it is
unclear which elements of trajectories of users uj should be used in determining
π∗i . Conceptually, finding π
∗ now includes determining ui’s preference for
actions given a state and determining the relationship between user preferences.
This approach should therefore be able to overcome the negative transfer problem
described below when enough trajectories are available. The growth in state
space size, on the other hand, may require an exorbitant number of trajectories
in D due to the curse of dimensionality [34]. Thus, φ is to be carefully designed
or dimensionality reduction techniques are to be used in approaches following
this strategy. As a closing remark on this approach to personalisation, we
note that the distinction between task-related and user-specific information is
somewhat artificial as S may already contain φ(U) in many practical settings
and we stress that the distinction is made for illustrative purposes here.
A third category of approaches can be considered as a middle ground between
learning a single π∗ and learning a π∗i per user. It is motivated by the idea
that users and corresponding environments may be similar. If this is the case,
then trajectories Dj from some similar environment Mj 6= Mi may prove
useful in estimating Eπi [G]. One such an approach is based on clustering
[227; 337; 145; 107]. Formally, it requires q ≤ n groups G ∈ {g1, . . . , gq} and
a mapping function Φ : M → G. In practice, this mapping function is typically
defined on the level of users U or the feature representation φ(U). An RL agent
is defined for every gp and interacts with all environments Mi,Mj,Φ(Mi) =
Φ(Mj) = gp. Trajectories in Di and Dj are concatenated or pooled to form a
single Dp which is used to approximate Eπ̂p [G] for all Mi,Mj . A combined
Dp may be orders of magnitude bigger than an isolated Di, which may result
in a much better approximation Eπ̂p [G]|Dp and a resulting π̂∗p(s)|Dp that
yields a higher reward in all environments. For example, users of the video
recommendation service may be clustered by age and users in the ‘infant’ cluster
may generally prefer children’s movies over history documentaries. A related
approach similarly uses trajectories Dj of other environments Mj 6= Mi but
still aims to find environment-specific π∗i . Trajectories in Dj are weighted during
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estimation of Eπi [G] using some weighting scheme. This can be understood as
a generalisation of the pooling approach. First, recall that Φ : M → G for the
pooling approach and note that it can be rewritten to Φ : M ×M → {0, 1}.
The weighting scheme, now, is a generalisation where Φ : M ×M → R.
Finding a suitable Φ can be challenging in itself and depends on the availability
of user features, trajectories and the task at hand. Typical strategies are to define
Φ in terms of similarity of feature representations of users [φ(ui), φ(uj)] or
similarity of Di, Dj . The two previous approaches work under the assumption
that Ti, Tj and Ri, Rj are similar and that Φ is suitable. If either of these
assumptions is not met, pooling data may result in a policy that is suboptimal
for both Mi and Mj . This phenomenon is typically referred to as the negative
transfer problem [267].
2.3 Algorithms
In this section we provide an overview of specific RL techniques and algorithms
used for personalisation. This overview is the result of our systematic literature
review as can be seen in Table 2.4. Figure 2.2 contains a diagram of the discussed
techniques. We start with a subset of the full RL problem known as k-armed
bandits. We bridge the gap towards the full RL setting with contextual bandits
approaches. Then, value-based and policy-gradient RL methods are discussed.
2.3.1 Multi-armed bandits
Multi-armed bandits is a simplified setting of RL. As a result, it is often used
to introduce basic learning methods that can be extended to full RL algorithms
[334]. In the non-associative setting, the objective is to learn how to act
optimally in a single situation. Formally, this setting is equivalent to an MDP
with a single state. In the associative or contextual version of this setting,
actions are taken in more than one situation. This setting is closer to the full
RL problem yet it lacks an important trait of full RL, namely that the selected
action affects the situation. Both associative and non-associative multi-armed
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Figure 2.2: Overview of types of RL algorithms discussed in
this section and the number of uses in publications included
in this survey. See Table 2.4 for a list of all (families of)
algorithms used by more than one publication.
bandit approaches do not take into account temporal separation of actions and
related rewards.
In general, multi-armed bandit solutions are not suitable when success is
achieved by sequences of actions. Non-associative k-armed bandits solutions
are only applicable when context is not important. This makes them generally
unsuitable for personalisation as it typically utilises different personal contexts
for different users by offering a different functionality. In some niche areas,
however, k-armed bandits are applicable and can be very attractive due to formal
guarantees on their performance. If context is of importance, contextual bandit
approaches provide a good starting point for personalising an application. These
approaches hold a middle ground between non-associative multi-armed bandits
and full RL solutions in terms of modelling power and ease of implementation.
Their theoretical guarantees on optimality are less strong than their k-armed
counterparts but they are easier to implement, evaluate and maintain than full
RL solutions.
2.3.1.1 k-Armed bandits
In a k-armed bandit setting, one is constantly faced with the choice between
k different actions [334]. Depending on the selected action, a scalar reward is
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obtained. This reward is drawn from a stationary probability distribution. It is
assumed that an independent probability distribution exists for every action.
The goal is to maximise the expected total reward over a certain period of time.
Still considering the k-armed bandit setting, we assign a value Q(a) to each of
the k actions and define this value as the expected reward given that the action
was selected. The expected reward given that an action a is selected is defined
as follows:
Q(a) = E[rt|at = a]. (2.6)
In a trivial problem setting, one knows the exact value of each action and
selecting the action with the highest value would constitute the optimal policy.
In more realistic problems, it is fair to assume that one cannot know the values
of the actions exactly. In this case, one can estimate the value of an action. We
denote this estimated value with Q̂(a) and our goal is to have estimate Q̂(a)
as close to the true Q(a) as possible.
At each time step t, estimates of the values of actions are obtained. Always
selecting the actions with the highest estimated value is called greedy action
selection. In this case we are exploiting the knowledge we have built about the
values of the actions. When we select actions with a lower expected value, we
say we are exploring. In this case we are improving the estimates of values for
these actions. In the balancing act of exploration and exploitation, we opt for
exploitation to maximise the expected total reward for the next step, while
opting for exploration could results in higher expected total reward in the long
run.
2.3.1.2 Action-value methods for multi-armed bandits
Action-value methods [334] denote a collections of methods used for estimating
the values of actions. The most natural way of estimating the action-values is
to average the rewards that were observed. This method is called the sample-
39
Chapter 2. Reinforcement Learning for Personalisation
average method. The value estimate Q̂π(a) is then defined as:
Q̂(a) =
∑t−1
i=1 ri · 1ai=a∑t−1
i=1 1ai=a
(2.7)
where 1ai=a is 1 when ai = a is true and 0 otherwise. A default value is
assigned to Q̂(a) when the denominator is zero. As the denominator approaches
infinity, the estimate Q̂(a) converges to the true Q(a). Again, the most basic
way of selecting actions is the greedy action selection method. Here the action
with the highest value is selected. In the case of a tie, one action is selected
using tie-breaking methods such as random selection. Greedy action selection
is defined as follows for any time point t:
at = arg max
a
Q̂(a). (2.8)
Greedy action selection only exploits knowledge built up using the action-
value method and only maximises the immediate reward. This can lead to
incorrect action-value approximations because actions with e.g. low estimated
but high actual values are not sampled. An improvement over this greedy action
selection is to randomly explore with a small probability ε. This method is
named the ε-greedy action selection. A benefit of this method is that, while it is
relatively simple, in the limit Q̂(a) will converge to Q(a) [334]. This indicates
that the probability of selecting the optimal action is then greater than 1− ε
which is near certainty.
2.3.1.3 Incremental Implementation
In Section 2.3.1.2 we discussed a method to estimate action-values using sample-
averaging. To ensure the usability of these method in real-world applications,
we need to be able to compute these values in an efficient way. Assume a setting
with one action. At each iteration j a reward rtj is obtained after selecting an
action. Let Q̂n(a) denote the estimate value of the action after n−1 iterations.
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We can then define:
Q̂n(a) =
rt1 + rt2 + rt3 + ... + rtn−1
n− 1
. (2.9)
Using this approach would mean storing the values of all the rewards to
recalculate Q̂n(a) from scratch at every iteration. There is however a more
efficient way for calculating Q̂n(a) that is constant in memory and computation
time. Rewriting it yields the following update rule:
Q̂n+1(a) = Q̂n(a) +
1
n
[rtn − Q̂n(a)], (2.10)
where the term Q̂n(a) represents the old estimate, [rn − Q̂n(a)] the error in
the estimate we made of the reward and 1
n
the learning rate.
2.3.1.4 UCB: Upper-Confidence Bound
The greedy and ε-greedy action selection methods were discussed in Sec-
tion 2.3.1.2 and it was introduced that exploration is required to establish
good action-value estimates. Although ε-greedy explores all actions eventually,
it does so randomly. A better way of exploration would take into account the
action-value’s proximity to the optimal value and the uncertainty in the value
estimations. Intuitively, we want a selected action a to either provide a good
immediate reward or else some very useful information in updating Q̂(a). An
approach that uses this idea is the upper confidence bound action selection
(UCB) method [334; 19; 125]. UCB is defined as follows at time step t:
at = arg max
a
[






where Nt(a) is how often action a was chosen up to time t and c > 0 is a
parameter to control the rate of exploration. The square root term denotes the
level of uncertainty in the approximation of the value of action a. Hence, UCB
provides an upper bound for the true value of the action a. Here, c is used to
define the confidence level. When the action a is selected often, Nt(a) will
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become larger which leads the uncertainty term to decrease. On the other hand,
if the action a is not selected very often, t increases and so does the uncertainty
term.
k-Armed bandit approaches address the trade-off between exploitation and
exploration directly. It has been shown that the difference between the obtained
rewards and optimal rewards, or the regret, is at best logarithmic in the number
of iterations n in the absence of prior knowledge of the action value distributions
and in the absence of context [190]. UCB algorithms with a regret logarithmic in
and uniformly distributed over n exist [19]. This makes them a very interesting
choice when strong theoretical guarantees on performance are required.
Whether these algorithms are suitable, however, depends on the setting
at hand. If there is a large number of actions to choose from or when the
task is not stationary k-armed bandits are typically too simplistic. In a news
recommendation task, for example, exploration may take longer than an item
stays relevant. Additionally, k-armed bandits are not suitable when action values
are conditioned on the situation at hand, that is: when a single action results
in a different reward based on e.g. time-of-day or user-specific information such
as in Section 2.2. In these scenarios, the problem formalisation of contextual
bandits and the use of function approximation are of interest.
2.3.1.5 Contextual bandits
In the previous sections, action-values where not associated with different
situations. In this section we extend the non-associative bandit setting to
the associative setting of contextual bandits. Assume a setting with n k-
armed bandits problems. At each time step t one encounters a situation with a
randomly selected k-armed bandits problem. We can use some of the approaches
that were discussed to estimate the action values. However, this is only possible
if the true action-values change slowly between the different n problems [334].
Add to this setting the fact that now at each time t a distinctive piece of
information is provided about the underlying k-armed bandit which is not the
actual action value. Using this information we can now learn a policy that uses
the distinctive information to associate the k-armed bandit with the best action
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to take. This approach is called contextual bandits and uses trial-and-error to
search for the optimal actions and associates these actions with situation in
which they perform optimally. This type of algorithm is positioned between
k-armed bandits and full RL. The similarity with RL lies in the fact that a
policy is learned while the association with k-armed bandits stems from the
fact that actions only affect immediate rewards. When actions are allowed to
affect the next situation as well then we are dealing with RL.
2.3.1.6 Function approximation: LinUCB and CLUB
Despite the good theoretical characteristics of the UCB algorithm, it is not
often used in the contextual setting in practice. The reason is that in practice,
state and action spaces may be very large and although UCB is optimal in
the uninformed case, we may do better if we use obtained information across
actions and situations. Instead of maintaining isolated sample-average estimates
per action or per state-action pair such as in Sections 2.3.1.2 and 2.3.1.5,
we can estimate a parametric payoff function approximated from data. The
parametric function takes some feature description of actions for k-armed bandit
settings and state-action pairs for the contextual bandit setting and output
some estimated ˆQθ(a). Here, we focus on the contextual-bandit algorithms
LinUCB and CLUB.
LinUCB (Linear Upper-Confidence Bound) uses linear function approxima-
tion to calculate the confidence interval efficiently in closed form [198]. Define
the expected payoff for action a with the d-dimensional featurised state st,a




Using ridge regression, an estimate of Θ̂a can be obtained [198]. Consequently,





reasonably tight estimate for the expected payoff of arm a can be obtained as
follows:
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where A−1a = D
T
aDa + Id and Da a design matrix of dimension m x d
whose rows are the m contexts that are observed, ba ∈ Rm the corresponding
response vector and Id the d x d identity matrix [198].
Similar to LinUCB, CLUB (Clustering of bandits) utilises the linear bandit
algorithm for payoff estimation [129]. In contrast to LinUCB, CLUB uses
adaptive clustering in order to speed up the learning process. The main idea
is to use confidence balls of user models estimate user similarity and share
feedback across similar users. CLUB can thus be understood as a cluster-based
alternative (see Section 2.2) to LinUCB algorithm.
2.3.2 Value-based RL
In value based RL, we learn an estimate V of the optimal value function Vπ∗ for
a given policy π. We do this with the aim of finding π∗. Temporal-difference
(TD) prediction is a method that learns from raw experiences without having
to build a model of the environment the policy is interacting with [334]. In this
section, we discuss various RL algorithms based on TD prediction.
2.3.2.1 Sarsa: on-policy temporal-difference RL
Sarsa is an on-policy temporal-difference method that learns an action-value
function [334; 325]. Given the current behaviour policy π, we estimate Q̂π(a)
∀ s, and a. This is done using transitions from state-action pair to state-action
pair. Events of the form 〈st, at, rt+1, st+1, at+1〉 are used in the following
update rule to estimate the state-action values:
Q̂π(st, at) = Q̂π(st, at) + α
[




This update rule is applied after every transition from st to st+1. In case
st+1 is a terminal state, a value of zero is assigned. By doing this we are ensuring
that the estimate Q̂π for a behaviour policy π while resulting in changes in π
given Qπ. Sarsa will converge to an optimal action-value function Qπ∗ and
hence an optimal policy π∗ in the limit given that all possible state-action pairs
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Algorithm 1 Sarsa - An on-policy temporal-difference RL algorithm
Parameters: learning rate α ∈ (0, 1] and ε > 0.0;
Initialise Q̂π ∀ s ∈ S, a ∈ A. For terminal states initialise the value with 0.
for each episode do
Initialise s
Choose action a in s using π derived from Q̂π (e.g. ε− greedy)
for each step in episode do
Select action a and obtain reward r and next state s′
Take next action a′ from s′ following π derived from Q̂π (e.g. ε −
greedy)
Q̂π(s, a) = Q̂π(s, a) + α
[
r + γQ̂π(s
′, a′)− Q̂π(s, a)
]
Set s = s′ and a = a′
Stop loop if s is terminal
end
end
are visited an infinite amount of time [334]. Consequently, Sarsa converges to
the greedy policy in the limit. Algorithm 1 shows Sarsa in more detail.
2.3.2.2 Q-learning: off-policy temporal-difference RL
Q-learning was one of the breakthroughs in the field of RL [334; 370]. Q-learning
is classified as an off-policy temporal-difference algorithm for control. Similar
to Sarsa, Q-learning approximates the optimal action-value function Qπ∗ by
learning Q̂π∗ . Differently from Sarsa, Q-learning learns Q̂π∗ independently of
the policy being followed. The policy being followed still has an effect on the
learning process, but only by determining which state-action pairs are visited
and consequently updated. Algorithm 2 shows Q-learning in more detail. The
update rule for Q-learning is defined as follows:
Q̂π(st, at) = Q̂π(st, at) + α
[
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Algorithm 2 Q-Learning - An off-policy Temporal-Difference RL algorithm
Parameters: learning rate α ∈ (0, 1] and ε > 0.
Initialise Q̂π ∀ s ∈ S, a ∈ A. For terminal states initialise the value with 0.
for each episode do
Initialise s
for each step in episode do
Choose action a in s using π derived from Q̂π (e.g. ε− greedy)
Take action a and obtain reward r and next state s′
Q̂π(s, a) = Q̂π(s, a) + α
[
r + γ · arg max
a
Q̂π(s
′, a)− Q̂π(s, a)
]
Set s = s′




In sections 2.3.2.2 and 2.3.2.1 we discussed tabular algorithms for value-based
RL. In this section we discuss function approximation in RL for estimating
state-value functions from a known policy π (i.e. on-policy RL). The difference
with the tabular approach is that we represent vπ as a parameterised function
with a weight vector w ∈ Rd where v̂(s, w) ≈ vπ(s) is the approximated
value of state s given the learned weights w. Different function approximators
can be used to estimate v̂. For instance, v̂ can be a deep neural network
with w representing the weights of the network. In the tabular version of
value-based RL, states and their estimated values are isolated from each other
while in function approximation adjusting one weight in the network can lead
to changes in the estimated values of many states. This form of learning is
powerful due its ability to generalise across different states, but at the same
time may lead to more complex models that are harder to understand and
to tune. An example of value-function approximation is the deep Q-network
(DQN) algorithm [241]. This algorithm combines deep (convolutional) neural
network and Q-learning. Using DQN, it was shown that RL agents can achieve
state-of-the-art performances on many problems without relying on engineered
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features. DNQ learns directly from raw (pixel) data instead. The following
update rule is an alteration of the Q-learning (semi-gradient of Q-learning [334])
update rule for estimating the weights of the network:
wt+1 = wt + α
[





In value-based RL values of actions are approximated and then a policy is
derived by selecting actions using a certain selection strategy. In policy-gradient
RL we learn a parameterised policy directly [334; 335]. Consequently, we can
select actions without the need for an explicit value function. Let Θ ∈ Rd where
d is the dimension of the parameter vector Θ. For policy-based methods that
also rely on a value function, we denote the function’s weight vector denoted by
w ∈ Rd′ as v̂(s, w). Define the probability of selecting action a at time step t
given state s with policy parameters Θ as:
π(a|s,Θ) = P [at = a|st = s,Θt = Θ] (2.17)
Consider a function J(Θ) that quantifies the performance of the policy π
with respect to parameter vector Θ. The goal is to optimise Θ such that J(Θ)
is maximised. We use the following update rule to approximate gradient ascent
in J where the term ∇̂J(Θt) ∈ Rd approximates the gradient of J(Θ) at t:
Θt+1 = Θt + α∇̂J(Θt). (2.18)
2.3.4 Actor-critic
In actor-critic methods [334; 182] both the value and policy functions are
approximated. The actor in actor-critic is the learned policy while the critic
approximates the value function. Algorithm 3 shows the one-step episodic
actor-critic algorithm in more detail. The update rule for the parameter vector
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Algorithm 3 One-step episodic actor-critic
Input: a differentiable policy π(a|s,Θ)
Input: a differentiable state-value function v̂(s, w)
Parameters: α(Θ) > 0 and α(w) > 0 Initialise Θ ∈ Rd and w ∈ Rd′
for each episode do
Initialise S
I = 1
for each step in episode do
Choose action a in s using π: a π(.|s,Θ)
Take action a and obtain reward r and next state s′
δ = r + γv̂(s′, w)− v̂(s, w)
w = w + α(w)δ∇v̂(s, w)





Θ is defined as follows:




where δt is defined as follows:
δt = rt+1 + γv̂(st+1, w)− v̂(st, w). (2.20)
2.4 A classification of personalisation settings
Penalisation has many different definitions [296; 65; 109]. We adopt the definition
proposed in [109] as it is based on 21 existing definitions found in literature and
suits a variety of application domains: “personalization is a process that changes
the functionality, interface, information access and content, or distinctiveness
of a system to increase its personal relevance to an individual or a category of
individuals”. This definition identifies personalisation as a process and mentions
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an existing system subject to that process. We include aspects of both the
desired process of change and existing system in our framework. Section 2.5.4
further details how this framework was used in a SLR.
Table 2.1 provides an overview of the framework. On a high level, we
distinguish three categories. The first category contains aspects of suitability
of system behaviour. We differentiate settings in which suitability of system
behaviour is determined explicitly by users and settings in which it is inferred
by the system after observing user behaviour [309]. For example, a user can
explicitly rate suitability of a video recommendation; a system can also infer
suitability by observing whether the user decides to watch the video. Whether
implicit or explicit feedback is preferable depends on availability and quality
of feedback signals [309; 168]. Besides suitability, we consider safety of system
behaviour. Unaltered RL algorithms use trial-and-error style exploration to
optimise their behaviour yet this may not suit a particular domain. For example,
tailoring the insulin delivery policy of an artificial pancreas to the metabolism
of an individual requires trial insulin delivery action but these should only be
sampled when their outcome is within safe certainty bounds [93]. If safety is
a significant concern in the systems’ application domain, specifically designed
safety-aware RL techniques may be required, see [271] and [124] for overviews
of such techniques.
Aspects in the second category deal with the availability of upfront knowledge.
Firstly, knowledge of how users respond to system actions may be captured
in user models. Such models open up a range of RL solutions that require
less or no sampling of new interactions with users [154]. As an example, user
pain models are used to predict suitability of exercises in an adaptive physical
rehabilitation curriculum manager a priori[354]. Models can also be used to
interact with the RL agent in simulation. For example, dialogue agent modules
may be trained by interacting with a simulated chatbot user [97]. Secondly,
upfront knowledge may be available in the form of data on human responses
to system behaviour. This data can be used to derive user models and can be
used to optimise policies directly and provide high-confidence evaluations of
such policies [204; 349].
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Table 2.1: Framework to categorise personalisation settings
by.
Category A# Aspect Description Range
Suitability
outcome
A1 Control The extent to which the user de-
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The third category details new experiences. Empirical RL approaches have
proven capable of modelling extremely complex dynamics, however, this typically
requires complex estimators that in turn need substantial amounts of training
data. The availability of users to interact with is therefore a major consideration
when designing an RL solution. A second aspect that relates to the use of
new experiences is privacy sensitivity of the setting. Privacy sensitivity is of
importance as it may restrict sharing, pooling or any other specific usage of data
[21]. Finally, we identify the state observability as a relevant aspect. In some
settings, the true environment state cannot be observed directly but must be
estimated using available observations. This may be common as personalisation
exploits differences in mental [46; 368; 175] and physical state [128; 228]. For
example, recommending appropriate music during running involves matching
songs to the user emotional state and e.g. running pace. Both mental and
physical state may be hard to measure accurately [37; 4; 274].
Although aspects in Table 2.1 are presented separately, we explicitly note
that they are not mutually independent. Settings where privacy is a major
concern, for example, are expected to typically have less existing and new
interactions available. Similarly, safety requirements will impact new interaction
availability. Presence of upfront knowledge is mostly of interest in settings
where control lies with the system as it may ease the control task. In contrast,
user models may be marginally important if desired behaviour is specified by
the user in full. Finally, a lack of upfront knowledge and partial observability
complicates adhering to safety requirements.
2.5 A systematic literature review
A SLR is ‘a form of secondary study that uses a well-defined methodology
to identify, analyse and interpret all available evidence related to a specific
research question in a way that is unbiased and (to a degree) repeatable’ [48].
PRISMA is a standard for reporting on SLRs and details eligibility criteria,
article collection, screening process, data extraction and data synthesis [246].
This section contains a report on this SLR according to the PRISMA statement.
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This SLR was a collaborative work to which all authors contributed. We denote
authors by abbreviation of their names, e.g. FDH, EG, AEH and MH.
2.5.1 Inclusion criteria
Studies in this SLR were included on the basis of three eligibility criteria. To be
included, articles had to be published in a peer-reviewed journal or conference
proceedings in English. Secondly, the study had to address a problem fitting to
our definition of personalisation as described in Section 2.4. Finally, the study
had to use a RL algorithm to address such a personalisation problem. Here,
we view contextual bandit algorithms as a subset of RL algorithms and thus
included them in our analysis. Additionally, we excluded studies in which a RL
algorithm was used for purposes other than personalisation.
2.5.2 Search strategy
Figure 2.3 contains an overview of the SLR process. The first step is to run a
query on a set of databases. For this SLR, a query was run on Scopus, IEEE
Xplore, ACM’s full-text collection, DBLP and Google Scholar on June 6, 2018.
These databases were selected as their combined index spans a wide range,
and their combined result set was sufficiently large for this study. Scopus and
IEEE Xplore support queries on title, keywords and abstract. ACM’s full-
text collection, DBLP and Google scholar do not support queries on keywords
and abstract content. We therefore ran two kinds of queries: we queried
on title only for ACM’s full-text collection, DBLP and Google Scholar and
we extended this query to keywords and abstract content for Scopus and
IEEE Xplore. The query was constructed by combining techniques of interest
and keywords for the personalisation problem. For techniques of interest the
terms ‘reinforcement learning’ and ‘contextual bandits’ were used. For the
personalisation problem, variations on the words ‘personalized’, ‘customized’,
‘individualized’ and ‘tailored’ were included in British and American spelling.
All queries are listed in Appendix 2.8. Query results were de-duplicated and
stored in a spreadsheet.
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Figure 2.3: Overview of the SLR process.
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2.5.3 Screening process
In the screening process, all query results are tested against the inclusion criteria
from Section 2.5.1 in two phases. We used all criteria in both phases. In the first
phase, we assessed eligibility based on keywords, abstract and title whereas we
used full text of the article in the second phase. In the first phase, a spreadsheet
with de-duplicated results was shared with all authors via Google Drive. Studies
were assigned randomly to authors who scored each study by the eligibility
criteria. The results of this screening were verified by one of the other authors,
assigned randomly. Disagreements were settled in meetings involving those in
disagreement and FDH if necessary. In addition to eligibility results, author
preferences for full-text screening were recorded on a three-point scale. Studies
that were not considered eligible were not taken into account beyond this point,
all other studies were included in the second phase.
In the second phase, data on eligible studies was copied to a new spreadsheet.
This sheet was again shared via Google Drive. Full texts were retrieved and
evenly divided amongst authors according to preference. For each study, the
assigned author then assessed eligibility based on full text and extracted the
data items detailed below.
2.5.4 Data items
Data on setting, solution and methodology were collected. Table 2.2 contains all
data items for this SLR. For data on setting, we operationalised our framework
from Table 2.1 in Section 2.4. To assess trends in solution, algorithms used,
number of MDP models (see Section 2.2) and training regime were recorded.
Specifically, we noted whether training was performed by interacting with actual
users (‘live’), using existing data and a simulator of user behaviour. For the
algorithms, we recorded the name as used by the authors. To gauge maturity of
the proposed solutions and the field as a whole, data on the evaluation strategy
and baselines used were extracted. Again, we listed whether evaluation included
‘live’ interaction with users, existing interactions between systems and users
or using a simulator. Finally, publication year and application domain were
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registered to enable identification of trends over time and across domains. The
list of domains was composed as follows: during phase one of the screening
process, all authors recorded a domain for each included paper, yielding a highly
inconsistent initial set of domains. This set was simplified into a more consistent
set of domains which was used during full-text screening. For papers that
did not fall into this consistent set of domains, two categories were added: a
‘Domain Independent’ and an ‘Other’ category. The actual domain was recorded
for the five papers in the ‘Other’ category. These domains were not further
consolidated as all five papers were assigned to unique domains not encountered
before.
2.5.5 Synthesis and analysis
To facilitate analysis, reported algorithms were normalised using simple text
normalisation and key-collision methods. The resulting mappings are available
in the dataset release [96]. Data was summarised using descriptive statistics
and figures with an accompanying narrative to gain insight into trends with
respect to settings, solutions and evaluation over time and across domains.
2.6 Results
The quantitative synthesis and analyses introduced in Section 2.5.5 were applied
to the collected data. In this section, we present insights obtained. We focus
on the major insights and encourage the reader to explore the tabular view in
Appendix 2.9 or the collected data for further analysis [96].
Before diving into the details of the study in light of the classification scheme
we have proposed, let us first study some general trends. Figure 2.4 shows the
number of publications addressing personalisation using RL techniques over
time. A clear increase can be seen. With over forty entries, the health domain
contains by far the most articles, followed by entertainment, education and
commerce with all approximately just over twenty five entries. Other domains
contain less than twelve papers in total. Figure 2.5a shows the popularity of
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Table 2.2: Data items in SLR. The last column relates data
items to aspects of setting from Table 2.1 where applicable.
Category # Data item Values A#
Setting
1 User defines suitability of system be-
haviour explicitly
Yes, No A1
2 Suitability of system behaviour is de-
rived
Yes, No A1
3 Safety is mentioned as a concern in the
article
Yes, No A2
4 Privacy is mentioned as a concern in
the article
Yes, No A6
5 Models of user responses to system
behaviour are available
Yes, No A3
6 Data on user responses to system be-
haviour are available
Yes. No A4
7 New interactions with users can be
sampled with ease
Yes, No A5
8 All information to base personalisation
on can be measured
Yes, No A7
Solution
9 Algorithms N/A –
10 Number of learners 1, 1/user, 1/group,
multiple
–
11 Usage of traits of the user state, other, not
used
–
12 Training mode online, batch,
other, unknown
–
13 Training in simulation Yes, No A3
14 Training on a real-life dataset Yes, No A4
15 Training in ‘live’ setting Yes, No A5
Evaluation
16 Evaluation in simulation Yes, No A3
17 Evaluation on a real-life dataset Yes, No A4
18 Evaluation in ‘live’ setting Yes, No A5
19 Comparison with ‘no personalisation’ Yes, No –








































































































Figure 2.4: Distribution of included papers over time and
over domains. Note that only studies published prior to
the query date of June 6, 2018 were included.
domains for the five most recent years and seems to indicate that the number
of articles in the health domain is steadily growing, in contrast with the other
domains. Of course, these graphs are based on a limited number of publications,
so drawing strong conclusions from these results is difficult. We do need to
take into account that the popularity of RL for personalisation is increasing in
general. Therefore Figure 2.5b shows the relative distribution of studies over
domains for the five most recent years. Now we see that the health domain
is just following the overall trend, and is not becoming more popular within
studies that use RL for personalisation. We fail to identify clear trends for other
domains from these figures.
2.6.1 Setting
Table 2.3 provides an overview of the data related to setting in which the studies
were conducted. The table shows that user responses to system behaviour are
present in a minority of cases (66/166). Additionally, models of user behaviour
are only used in around one quarter of all publications. The suitability of system
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Figure 2.5: Popularity of domains for the five most recent
years.
behaviour is much more frequently derived from data (130/166) rather than
explicitly collected by users (39/166). Privacy is clearly not within the scope of
most articles, only in 9 out of 166 cases do we see this issue explicitly mentioned.
Safety concerns, however, are mentioned in a reasonable proportion of studies
(30/166). Interactions can generally be sampled with ease and the resulting
information is frequently sufficient to base personalisation of the system at hand
on.
Table 2.3: Number of Publications by aspects of setting.
Aspect #
User defines suitability of system behaviour explicitly 39
Suitability of system behaviour is derived 130
Safety is mentioned as a concern in the article 30
Privacy is mentioned as a concern in the article 9
Models of user responses to system behaviour are available 41
Data on user responses to system behaviour are available 66
New interactions with users can be sampled with ease 97




















































































































yes, relative yes, absolute all, absolute
Figure 2.6: Availability of user responses over time (a),
and mentions of safety as a concern over domains (b).
Let us dive into some aspects in a bit more detail. A first trend we anticipate
is an increase of the fraction of studies working with real data on human
responses over the years, considering the digitisation trend and associated data
collection. Figure 2.6a shows the fraction of papers for which data on user
responses to system behaviour is available over time. Surprisingly, we see that
this fraction does not show any clear trend over time. Another aspect of interest
relates to safety issues in particular domains. We hypothesise that in certain
domains, such as health, safety is more frequently mentioned as a concern.
Figure 2.6b shows the fraction of papers of the different domains in which safety
is mentioned. Indeed, we clearly see that certain domains mention safety much
more frequently than other domains. Third, we explore the ease with which
interactions with users can be sampled. Again, we expect to see substantial
differences between domains. Figure 2.7 confirms our intuition. Interactions can
be sampled with ease more frequently in studies in the commerce, entertainment,
energy, and smart homes domains when compared to communication and health
domains.
Finally, we investigate whether upfront knowledge is available. In our
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analysis, we explore both real data as as well user models being available
upfront. One would expect papers to have at least one of these two prior to
starting experiments. User models and not real data were reported in 41 studies,
while 53 articles used real data but no user model and 12 use both. We see
that for 71 studies neither is available. In roughly half of these, simulators were
used for both training (38/71) and evaluation (37/71). In a minority, training
(15/71) and evaluation (17/71) were performed in a live setting, e.g. while
collecting data.
2.6.2 Solution
In our investigation into solutions, we first explore the algorithms that were
used. Figure 2.8 shows the distribution of usage frequency. A vast majority
of the algorithms are used only once, some techniques are used a couple of
times and one algorithm is used 60 times. Note again that we use the name
of the algorithms used by the authors as a basis for this analysis. Table 2.4
lists the algorithms that were used more than once. A significant number of
studies (60/166) use the Q-learning algorithm. At the same time, a substantial
number of articles (18/166) reports the use of RL as the underlying algorithmic
framework without specifying an actual algorithm. The contextual bandits,
Sarsa, actor-critic and inverse RL (IRL) algorithms are used in respectively
(18/166), (12/166), (8/166), (8/166) and (7/166) papers. We also observe some
additional algorithms from the contextual bandits family, such as UCB and
LinUCB. Furthermore, we find various mentions that indicate the usage of deep
neural networks: deep reinforcement learning, DQN and DDQN. In general, we
find that some publications refer to a specific algorithm whereas others only
report generic techniques or families thereof.
Figure 2.9a lists the number of models used in the included publications.
The majority of solutions relies on a single-model architecture. On the other
end of the spectrum lies the architecture of using one model per person. This
architecture comes second in usage frequency. The architecture that uses one
















































































































































































































Figure 2.9: Occurrence of different solution architectures
(a) and usage of simulators in training (b). For (a), publi-
cations that compare architectures are represented in the
‘multiple’ category.
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Table 2.4: Algorithm usage for all algorithms that were used
in more than one publication.
Algorithm # of uses
Q-learning [370] 60








Deep reinforcement learning 4
Fitted Q-iteration [297] 3
DQN [241] 3








In this architecture, only experiences with relevant individuals can be shared.
Comparisons between architectures are rare. We continue by investigating
whether and where traits of the individual were used in relation to these
architectures. Table 2.5 provides an overview. Out of all papers that use one
model, 52.7% did not use the traits of the individuals and 41.7 % included traits
in the state space. 47.5% of the papers include the traits of the individuals
in the state representation while in 37.3% of the papers the traits were not
included. In 15.3% of the cases this was not known.
Figure 2.9b shows the popularity of using a simulator for training per
domain. We see that a substantial percentage of publications use a simulator
and that simulators are used in all domains. Simulators are used in the majority
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Table 2.5: Number of models and the inclusion of user
traits.
Number of models
Traits of users were used 1 1/group 1/person multiple
In state representation 38 8 28 2
Other 5 0 9 3
Not used 48 3 22 0
Total 91 11 59 5
of publications for the energy, transport, communication and entertainment
domains. In publications in the first three out of these domains, we typically
find applications that require large-scale implementation and have a big impact
on infrastructure, e.g. control of the entire energy grid or a fleet of taxis in a
large city. This complicates the collection of useful realistic dataset and training
in a live setting. This is not the case for the entertainment domain with 17
works using a simulator for training. Further investigation shows that nine out
of these 17 also include training on real data or in a ‘live’ setting. It seems that
training on a simulator is part of the validation of the algorithm rather than
the prime contribution of the paper in the entertainment domain.
2.6.3 Evaluation
In investigating evaluation rigour, we first turn to the data on which evaluations
are based. Figure 2.10 shows how many studies include an evaluation in a
‘live’ setting or using existing interactions with users. In the years up to 2007
few studies were done and most of these included realistic evaluations. In
more recent years, the absolute number of studies shows a marked upward
trend to which the relative number of articles that include a realistic evaluation
fails to keep pace. Figure 2.10 also shows the number of realistic evaluations
per domain. Disregarding the smart home domain, as it contains only four
studies, the highest ratio of real evaluations can be found in the commerce and
entertainment domains, followed by the health domain.
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Figure 2.10: Number of papers with a ‘live’ evaluation
or evaluation using data on user responses to system be-
haviour.
We look at possible reasons for a lack of realistic evaluation using our
categorisation of settings from Section 2.4. Indeed, there are 63 studies with
no realistic evaluation versus 104 with a realistic evaluation. Because these
group sizes differ, we include ratios with respect to these totals in Table 2.6.
The biggest difference between ratios of studies with and without a realistic
evaluation is in the upfront availability of data on interactions with users. This
is not surprising, as it is natural to use existing interactions for evaluation when
they are available already. The second biggest difference between the groups
is whether safety is mentioned as a concern. Relatively, studies that refrain
from a realistic evaluation mention safety concerns almost twice as often as
studies that do a realistic evaluation. The third biggest difference can be found
in availability of user models. If a model is available, user responses can be
simulated more easily. Privacy concerns are not mentioned frequently, so little
can be said on its contribution to a lacking realistic evaluation. Finally and
surprisingly, the ease of sampling interactions is comparable between studies
with a realistic and without realistic evaluation.
Figure 2.11 describes how many studies include any of the comparisons in
scope in this survey, that is: comparisons between solutions with and without
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Table 2.6: Comparison of settings with realistic and other
evaluation.
Real-world evaluation Other evaluation
Count % of column total Count % of column total
Total 104 100.0% 63 100.0%
Data on user responses to system behaviour are available 57 54.8% 9 14.5%
Safety is mentioned as a concern in the article 14 13.5% 16 25.8%
Models of user responses to system behaviour are available 21 20.2% 20 32.3%
Privacy is mentioned as a concern in the article 7 6.7% 2 3.2%





















































































Figure 2.11: Number of papers that include any comparison
between solutions over time.
personalisation, comparisons between RL approaches and other approaches to
personalisation and comparisons between different RL algorithms. In the first
years, no papers includes such a comparison. The period 2000-2010 contains
relatively little studies in general and the absolute and relative numbers of
studies with a comparison vary. From 2011 to 2018, the absolute number
maintains it upward trend. The relative number follows this trend but flattens
after 2016.
2.7 Discussion
The goal of this study was to give an overview and categorisation of RL appli-
cations for personalisation in different application domains which we addressed
using a SLR on settings, solution architectures and evaluation strategies. The
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main result is the marked increase in studies that use RL for personalisation
problems over time. Additionally, techniques are increasingly evaluated on
real-life data. RL has proven a suitable paradigm for adaptation of systems to
individual preferences using data.
Results further indicate that this development is driven by various techniques,
which we list in no particular order. Firstly, techniques have been developed to
estimate the performance of deploying a particular RL model prior to deployment.
This helps in communicating risks and benefits of RL solutions with stakeholders
and moves RL further into the realm of feasible technologies for high-impact
application domains [348]. For single-step decision making problems, contextual
bandit algorithms with theoretical bounds on decision-theoretic regret have
become available. For multi-step decision making problems, methods that can
estimate the performance of some policy based on data generated by another
policy have been developed [77; 349; 169]. Secondly, advances in the field of deep
learning have wholly or partly removed the need for feature engineering [106].
This may be especially challenging for sequential decision-making problems as
different features may be of importance in different states encountered over
time. Finally, research on safe exploration in RL has developed means to avoid
harmful actions during exploratory phases of learning [124]. How any these
techniques are best applied depends on setting. The collected data can be used
to find suitable related work for any particular setting [96].
Since the field of RL for personalisation is growing in size, we investigated
whether methodological maturity is keeping pace. Results show that the growth
in the number of studies with a real-life evaluation is not mirrored by growth
of the ratio of studies with such an evaluation. Similarly, results show no
increase in the relative number of studies with a comparison of approaches
over time. These may be signs that the maturity of the field fails to keep
pace with its growth. This is worrisome, since the advantages of RL over
other approaches or between RL algorithms cannot be understood properly
without such comparisons. Such comparisons benefit from standardised tasks.
Developing standardised personalisation datasets and simulation environments
is an excellent opportunity for future research [206; 164].
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We found that algorithms presented in literature are reused infrequently.
Although this phenomenon may be driven by various different underlying
dynamics that cannot be untangled using our data, we propose some possible
explanations here without particular order. Firstly, it might be the case that
separate applications require tailored algorithms to the extend that these can
only be used once. This raises the question on the scientific contribution of such
a tailored algorithm and does not fit with the reuse of some well-established
algorithms. Another explanation is that top-ranked venues prefer contributions
that are theoretical or technical in nature, resulting in minor variations to
well-known algorithms being presented as novel. Whether this is the case is
out of scope for this research and forms an excellent avenue for future work.
A final explanation for us to propose, is the myriad axes along which any RL
algorithm can be identified, such as whether and where estimation is involved,
which estimation technique is used and how domain knowledge is encoded in
the algorithm. This may yield a large number of unique algorithms, constructed
out of a relatively small set of core ideas in RL. An overview of these core ideas
would be useful in understanding how individual algorithms relate to each other.
On top of algorithm reuse, we analysed which RL algorithms were used
most frequently. Generic and well-established (families of) algorithms such
as Q-learning are the most popular. A notable entry in the top six most-
used techniques is inverse reinforcement learning (IRL). Its frequent usage is
surprising, as the only viable application area of IRL under a decade ago was
robotics [181]. Personalisation may be one of the other useful application areas
of this branch of RL and many existing personalisation challenges may still
benefit from an IRL approach. Finally, we investigated how many RL models
were included in the proposed solutions and found that the majority of studies
resorts to using either one RL model in total or one RL model per user. Inspired
by common practice of clustering in the related fields such as e.g. recommender
systems, we believe that there exists opportunities in pooling data of similar
users and training RL models on the pooled data. We are going to be exploring
this idea further in the next chapter of this thesis, where we answer T.RQ1.
Besides these findings, we contribute a categorisation of personalisation
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settings in RL. This framework can be used to find related work based on the
setting of a problem at hand. In designing such a framework, one has to balance
specificity and usefulness of aspects in the framework. We take the aspect
of ‘safety’ as an example: any application of RL will imply safety concerns
at some level, but they are more prominent in some application areas. The
framework intentionally includes a single ambiguous aspect to describe a broad
range ‘safety sensitivity levels’ in order for it to suit its purpose of navigating
literature. A possibility for future work is to extend the framework with other,
more formal, aspects of problem setting such as those identified in [304].
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2.8 Appendix A. Queries
Listing 2.1: Query for Scopus Database
TITLE-ABS-KEY(
(" re in fo r c ement l e a rn i ng " OR " contextua l bandit ") AND
(" p e r s on a l i z a t i o n " OR " pe r s ona l i z ed " OR " per sona l " OR "
p e r s o n a l i s a t i o n " OR " pe r s ona l i s e d " OR
" customizat ion " OR "customized " OR " customised " OR "
customised " OR
" i nd i v i d u a l i z e d " OR " i nd i v i d u a l i s e d " OR " t a i l o r e d ") )
Listing 2.2: Query for IEEE Xplore Database Command
Search
( ( ( r e in fo r cement l e a rn i ng ) OR contextua l bandit ) AND
( p e r s on a l i z a t i o n OR pe r s ona l i z ed OR per sona l OR
pe r s o n a l i s a t i o n OR pe r s ona l i s e d OR
customizat ion OR customized OR customised OR customised
OR
ind i v i d u a l i z e d OR i nd i v i d u a l i s e d OR t a i l o r e d ) )
Listing 2.3: Query for ACM DL Database
(" r e in fo r c ement l e a rn i ng " OR " contextua l bandit ") AND
( p e r s on a l i z a t i o n OR pe r s ona l i z ed OR per sona l OR
pe r s o n a l i s a t i o n OR pe r s ona l i s e d OR
customizat ion OR customized OR customised OR customised
OR
ind i v i d u a l i z e d OR i nd i v i d u a l i s e d OR t a i l o r e d )
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Listing 2.4: First Query for DBLP Database
r e in fo r cement l e a rn i ng
( p e r s o n a l i z a t i o n | p e r s ona l i z ed | pe r sona l | p e r s o n a l i s a t i o n |
p e r s ona l i s e d |
cus tomizat ion | customized | customised | customised |
i n d i v i d u a l i z e d | i n d i v i d u a l i s e d | t a i l o r e d )
Listing 2.5: Second Query for DBLP Database
contextua l bandit
( p e r s o n a l i z a t i o n | p e r s ona l i z ed | pe r sona l | p e r s o n a l i s a t i o n |
p e r s ona l i s e d |
cus tomizat ion | customized | customised | customised |
i n d i v i d u a l i z e d | i n d i v i d u a l i s e d | t a i l o r e d )
Listing 2.6: First Query for Google Scholar Database
a l l i n t i t l e : " r e in fo r cement l e a rn i n g "
p e r s on a l i z a t i o n OR pe r s ona l i z ed OR per sona l OR
pe r s o n a l i s a t i o n OR pe r s ona l i s e d OR
customizat ion OR customized OR customised OR customised
OR
ind i v i d u a l i z e d OR i nd i v i d u a l i s e d OR t a i l o r e d
Listing 2.7: Second Query for Google Scholar Database
a l l i n t i t l e : " contextua l bandit "
p e r s o n a l i z a t i o n OR pe r s ona l i z ed OR per sona l OR
pe r s o n a l i s a t i o n OR pe r s ona l i s e d OR
customizat ion OR customized OR customised OR customised
OR
ind i v i d u a l i z e d OR i nd i v i d u a l i s e d OR t a i l o r e d
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2.9 Appendix B. Tabular view of data
Table 2.7: Table containing all included publications. The
first column refers to the data items in Table 2.2.
# Value Publications
1 n [3; 10; 22; 24; 31; 36; 39; 41; 42; 49; 58; 60; 61; 62; 63; 66; 69; 74;
75; 78; 87; 90; 89; 88; 93; 94; 98; 99; 105; 112; 123; 126; 127; 130;
137; 155; 161; 162; 167; 171; 172; 173; 183; 184; 193; 197; 199; 200;
203; 207; 212; 213; 217; 221; 225; 226; 227; 229; 230; 231; 232; 233;
235; 236; 238; 242; 247; 248; 256; 258; 259; 264; 265; 268; 270; 279;
280; 282; 283; 285; 287; 292; 298; 303; 305; 310; 313; 314; 317; 326;
327; 330; 329; 338; 339; 341; 342; 343; 344; 346; 348; 347; 351; 352;
353; 357; 366; 365; 369; 382; 383; 384; 385; 386; 389; 392; 395; 396;
401; 399; 398; 400; 402; 403; 404; 405; 407]
y [6; 17; 20; 72; 73; 104; 113; 116; 114; 117; 115; 121; 135; 136; 151;
156; 191; 202; 209; 220; 260; 272; 273; 289; 299; 316; 324; 327; 354;
355; 356; 360; 364; 367; 388; 390; 391; 397]
2 n [6; 17; 22; 31; 49; 62; 75; 78; 87; 94; 99; 104; 113; 115; 135; 136;
191; 202; 209; 230; 233; 236; 260; 268; 270; 272; 285; 292; 327; 360;
364; 367; 388; 389; 390; 397]
y [3; 10; 20; 24; 36; 39; 41; 42; 58; 60; 61; 63; 66; 69; 72; 73; 74; 90;
89; 88; 93; 98; 105; 112; 116; 114; 117; 121; 123; 126; 127; 130; 137;
151; 155; 156; 161; 162; 167; 171; 172; 173; 183; 184; 193; 197; 199;
200; 203; 207; 212; 213; 217; 220; 221; 225; 226; 227; 229; 231; 232;
235; 238; 242; 247; 248; 256; 258; 259; 264; 265; 273; 279; 280; 282;
283; 287; 289; 298; 299; 303; 305; 310; 313; 314; 316; 317; 324; 326;
327; 330; 329; 338; 339; 341; 342; 343; 344; 346; 348; 347; 351; 352;
353; 354; 355; 356; 357; 366; 365; 369; 382; 383; 384; 385; 386; 391;
392; 395; 396; 401; 399; 398; 400; 402; 403; 404; 405; 407]
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# Value Publications
3 n [3; 6; 10; 17; 20; 22; 24; 31; 36; 39; 41; 58; 60; 61; 62; 63; 66; 72;
73; 74; 75; 78; 87; 88; 98; 99; 104; 105; 112; 113; 116; 114; 117;
115; 123; 127; 130; 135; 136; 137; 155; 156; 162; 167; 171; 172; 173;
183; 191; 193; 199; 200; 202; 203; 209; 212; 217; 221; 225; 226; 227;
229; 231; 232; 233; 235; 236; 242; 247; 248; 256; 259; 260; 264; 265;
268; 272; 273; 279; 282; 283; 285; 287; 289; 292; 298; 305; 310; 313;
314; 316; 317; 324; 326; 327; 330; 329; 338; 339; 341; 342; 343; 344;
346; 347; 351; 353; 357; 364; 366; 365; 367; 369; 382; 383; 384; 385;
386; 388; 389; 390; 391; 392; 395; 397; 401; 399; 398; 400; 402; 403;
404; 405; 407]
y [42; 49; 69; 90; 89; 93; 94; 121; 126; 151; 161; 184; 197; 207; 213; 220;
230; 238; 258; 270; 280; 299; 303; 348; 352; 354; 355; 356; 360; 396]
4 n [6; 10; 17; 22; 24; 31; 36; 39; 41; 42; 49; 58; 60; 61; 62; 63; 66; 69;
72; 73; 74; 75; 78; 87; 90; 89; 88; 93; 94; 98; 99; 104; 105; 112; 113;
116; 114; 117; 115; 121; 123; 126; 127; 130; 135; 137; 151; 155; 156;
161; 162; 171; 172; 173; 183; 184; 191; 193; 197; 200; 202; 203; 207;
209; 212; 213; 217; 220; 221; 225; 226; 227; 229; 230; 231; 232; 233;
235; 236; 238; 242; 247; 248; 256; 258; 259; 260; 264; 265; 268; 270;
272; 273; 279; 280; 282; 283; 285; 287; 289; 292; 298; 299; 303; 310;
313; 314; 316; 317; 324; 326; 327; 330; 329; 338; 339; 341; 342; 343;
344; 346; 348; 347; 351; 352; 353; 354; 356; 357; 360; 364; 366; 365;
369; 382; 383; 384; 385; 386; 388; 389; 390; 391; 392; 395; 396; 397;
401; 399; 398; 400; 402; 403; 405; 407; 20]
y [3; 136; 167; 199; 305; 327; 355; 367; 404]
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# Value Publications
5 n [3; 6; 17; 22; 24; 31; 41; 49; 58; 60; 61; 62; 63; 66; 72; 73; 74; 78;
87; 88; 99; 104; 105; 112; 113; 121; 123; 130; 135; 137; 151; 155;
161; 162; 167; 171; 172; 173; 183; 191; 193; 197; 199; 200; 202; 203;
207; 209; 212; 213; 217; 220; 225; 226; 231; 232; 233; 236; 238; 242;
247; 248; 256; 260; 264; 265; 268; 270; 273; 279; 280; 283; 285; 287;
289; 292; 298; 299; 303; 305; 310; 313; 314; 317; 324; 326; 327; 329;
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Chapter 3. Cluster-based Reinforcement Learning
Abstract - In this chapter we answer T.RQ1, namely: How can RL-
based personalisation for e-Health be improved? For the domain of health and
wellbeing personalisation can contribute to better interventions and improved
health states of users. In order for personalisation to be effective in this
domain, it needs to be performed quickly and with minimal impact on the users.
Reinforcement learning is one of the techniques that can be used to establish
such personalisation, but it is not known to be very fast at learning. Cluster-
based reinforcement learning has been proposed to improve the learning speed.
Here, users who show similar behaviour are clustered and one policy is learned
for each individual cluster. An important factor in this effort is the method
used for clustering, which has the potential to influence the benefit of such
an approach. In this chapter, we propose three distance metrics based on the
state of the users (Euclidean distance, Dynamic Time Warping, and high-level
features) and apply different clustering techniques given these distance metrics
to study their impact on the overall performance. We evaluate the different
methods in a simulator with users spawned from very distinct user profiles as
well as overlapping user profiles. The results show that clustering configurations
using high-level features significantly outperform regular reinforcement learning
without clustering (which either learn one policy for all or one policy per
individual).
3.1 Introduction
Personalisation is defined by [109] as “a process that changes the functionality,
interface, information access and content, or distinctiveness of a system to
increase its personal relevance to an individual or a category of individuals".
Personalisation has become omnipresent in our society (e.g. [361; 95; 76; 160]).
While applications were historically limited to web shops and alike, a whole
range of applications can nowadays be seen.
What technique is best suited to obtain personalisation depends greatly on
the task at hand. Take personalisation for health and wellbeing. In such a
setting one aims to perform actions to influence the behaviour and physical
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state of the user to improve the overall health state. The health setting is
challenging: consequences and appropriateness of actions cannot be observed
immediately. Some actions might have a negative impact at first, only showing
benefit in the distant future. In addition, the appropriateness of actions is
likely very dependent on the user context. One technique which can be used for
personalisation fits this setting very well is reinforcement learning (cf. [160]).
Unfortunately it does have its downsides: the learning process can be very slow
(requiring a lot of experiences) and exploring undesired or ineffective parts of
the action space can lead to user disengagement.
Several approaches have been proposed to overcome these problems. One
set of approaches includes the usage of transfer learning, i.e. reusing previously
generated policies (cf. [345]). Alternatively, [406] have proposed to cluster users
to make the reinforcement learning process more effective while still enabling
a level of personalisation. In the case of [108], users are assigned to a cluster
after some initial period, and a policy is learned per cluster. While the initial
results are promising, the results highly depend on the quality of the clustering
(cf. [108]), i.e. whether the users in a cluster are sufficiently alike in terms of
the policy that works best for them.
In this chapter, we explore cluster-based reinforcement learning more in
depth, focusing on the approach to cluster users. We define different distance
metrics based on the states of the users (based on the Euclidean distance, Dy-
namic Time Warping cf. [35], and by deriving high-level features), and combine
them with two well-known clustering techniques (Agglomerative Clustering
and K-Medoids). Next, we study the influence of the choice upon the overall
performance in terms of personalisation. In addition, we investigate how the
presence or absence of very distinct groups of users impacts the benefit of using
cluster-based reinforcement learning. We make use of an existing simulation
environment [108] which allows the simulation of users in a health context
(focused on getting people to perform sufficient daily physical exercise). Using
such a simulator allows us to easily manipulate users, their behaviour and the
existence of distinct profiles, hence, it allows us to purely focus on the clustering
techniques themselves.
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This chapter is organised as follows. First, we will describe related work in
Section 3.2. Section 3.3 details our proposed clustering approach, while Section
3.4 briefly describes the simulator we use for our experiments. The experimental
setup is described in Section 3.5 and the results in Section 3.6.
3.2 Related Work
As discussed in the introduction we use reinforcement learning as a mean to
learn when to give the intervention to the user (in our case the generated agent).
Reinforcement learning has not been applied frequently in health intervention
settings while it is well suited for these types of problems (see e.g. [377; 333]).
There are however some papers that have already explored its suitability.
[158] proposed the use of reinforcement learning to help decide on the correct
type of message needed to be sent to users of a mobile application affected with
diabetes type 2 to encourage physical activity. The role of the reinforcement
learner was to correctly choose the type of message that would most effectively
encourage the patient to increase his/her physical activity (which is beneficial
for patients with diabetes type 2). This case is an example of a one-size fits all
model.
[406] addresses the problem with using either a one-size fits all policy and
using individual learning. They suggest the use of clustering to achieve a
balance between the amount of data available to the learner and the individual
personalisation. They show that with the cluster-based reinforcement learning,
they manage to achieve higher values of reward compared to both other methods,
though they assumed a fixed clustering approach and the action space was
limited.
Whilst the previous studies have commonalities with our work, the most
similar study is [108]. Here the authors expand on the work of [406] and built a
dedicated simulator to evaluate the approach for more difficult scenarios. That
same simulator is used in our study. Furthermore, we wish to employ the setting
used by [108] whilst expanding the clustering analysis component.
Lastly, our work also contains similarities to transfer learning [345] where a
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learned policy from one task can be transferred to another, which in our case
could apply to the use of the learned policy from one user (or group of users)
to a new user. This is not done in our particular study due to the assumption
of a universal timeline for all agents generated.
3.3 Approach
As explained before, we exploit cluster-based reinforcement learning to improve
the learning speed of reinforcement learning algorithms in a health and well-
being context. Here, we focus on learning how to provide the most effective
interventions to improve the future health state of the user. Our precise case
study will be explained in the next section. In this section, we focus on the
reinforcement learning component first. As a starting point, we formulate the
problem. We will use a model-free reinforcement learning formulation. After
we have defined this formally, we will focus on learning reinforcement learning
policies for users. Then we will go to the main contribution of this chapter,
namely the introduction of different clustering approaches to cluster users and
learn policies over such clusters to improve the learning speed and quality.
3.3.1 Reinforcement Learning Problem Formulation
The problem we are facing is a control problem, which we model using a Markov
Decision Process (MDP) [377]. This formulation follows (cf. [108]). In our
formulation, we identify a user with the subscript u (with u ∈ U). The MDP
for our problem can be specified as Mu = 〈Su, I, Tu, Ru〉. Here, Su specifies
the user states, and I represents the interventions that can be selected (i.e.
actions in reinforcement learning terms). Tu specifies the probabilistic transition
function of a user u and is defined as follows Tu :: Su× I×Su → [0, 1]. This
function expresses the probability of moving from one user state to another,
provided that we have selected an intervention from I. Ru is the reward function,
which assigns a reward based on the observed state su and the intervention
i ∈ I provided to user u. Since we are dealing with human subjects in our
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setting, we cannot assume complete knowledge. Tu cannot be directly accessed
(i.e. we assume it to be unknown). Furthermore, we cannot observe the full state,
but only a vector of features φ derived from the state su ∈ Su. Considering
p features we specify this vector as follows: φ(su) = 〈φ1(su), . . . , φp(su)〉.
While we cannot know up front whether the process in fact satisfies the Markov
property, we assume the process to be sufficiently close such that we can employ
standard reinforcement learning algorithms.
Given this problem formulation, we want to learn a policy πu per user, that
expresses what intervention should be selected in which state π :: Su → I. Ap-
plying such a policy results in experiences for each time point t: 〈φ(stu), rtu, it〉.
Here, we use t to identify the specific time point. These experiences together
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We define the value of doing intervention i in state s as:
Qπ(s, i) = Eπ{
∞∑
k=0
γkrt+k+1|st = s, it = i} (3.2)
γ is a discount factor for future rewards. Then, the policy we strive to find
maximizes this value (i.e. selects the best interventions in each state):
π′(s) = argmax
i
Qπ(s, i), ∀s ∈ S (3.3)
To find such a policy, we deploy an off-policy reinforcement learning algo-
rithm, namely Least Square Policy Iteration (LSPI) [189]. This uses the feature
vector of the state (φ(s)) and finds a linear approximation of the Q function
by means of a weight vector 〈w1, . . . , wp〉 containing a weight for each of our
p features from a batch of experiences. Different alternatives are possible, but
this is outside the scope of this chapter. The techniques explained below are





One of the problems when dealing with human users is that there is hardly
room for an exploratory phase in which a lot of different actions can be tried.
Furthermore, the state space (even when using our feature vector φ) is potentially
very large. When we learn our policy, we can make a choice how user specific
we want to learning such a policy. We can:
− learn one policy over all users (Pooled approach)
− learn one policy per user (Separate approach)
− learn one policy per group of similar users (Clustering approach)
The first two options are simple. For learning, we can simply vary what
experiences we feed to our reinforcement learning algorithm. For learning one
policy over all users, we provide Σ = {Σu|u ∈ U} and generate a single
policy across all users. For learning a policy for a single user, we only provide
the experience for that user: Σ = {Σu}. Both options come with downsides.
Learning one policy across all users will highly likely result in insufficiently
tailored interventions, while learning per individual will suffer from a lack of
experiences to learn a reasonable policy in a short time frame. We therefore study
learning across groups of users that seem to be relatively alike (following [108]).
We define these groups using clustering techniques, and want to learn policies
per cluster. We provide the learning algorithm with the following experiences:
Σ = {Σu|u ∈ C}. While learning across such clusters has already shown to
be beneficial (cf. [108]), the impact of the clustering approach itself has not
been studied in depth.
3.3.3 Clustering
In order to define clusters, we need to have (1) a clustering technique, and (2)
a distance metric. Let us consider the distance metric first. We will refer to
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the distance between a user u1 and user u2 as d(u1, u2). What can we base
this distance metric on? Initially, we assume to have no knowledge about the
specific users (and hence, we cannot determine a distance between users). We
therefore start with a so-called warm-up phase where we gather experiences of
users with a random policy. Once collected, we can define a distance between
the experiences we have gathered for the users. These experiences are in fact
temporal sequences of the information we have available about the user at each
time point (the features describing the state of the user, the intervention, and
reward information). We define three distance metrics between experiences
of users: (1) using the Euclidean distance, (2) using Dynamic Time Warping
(cf. [108]), and (3) using derived features.
For the Euclidean distance, we measure the distance between the states of
the user, and do not consider the actions and rewards. The rational behind
our decision on only including the states is because the states are a closer
representation of the behaviour of the agent as defined by the profile settings.
We did not want to include information that is more dependant on the setup
of the learner in the clustering of the agents. We assume that the feature
vector φ (representing what we observe about the state f the user) only contains
numerical features. If there are categorical features, we can encode categorical
features using one hot encoding. To calculate the distance we simply compare










In this calculation, we assume that the sequences of both users are of equal
length and their start times have been synchronized. The second approach
considers Dynamic Time Warping (DTW) [35]. This allows for a more flexible
matching between the experiences of users, where the speed of the sequences
might be different. As a basic building block, a distance function between two
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Again, we only consider distances between the features of the states. DTW
tries to match time points in order to minimize the sum of the distances
over time points provided that: (1) the first and last time points of both
sequences are matched, and (2) a monotonicity condition is satisfied. See [35]
for more details. For the DTW, we split the sets of experiences into a number
of intervals of k discrete time points within which we perform the DTW (i.e.
[t, . . . , (t+k)), . . . [(T−k), T )). For example, think of splitting the sequences
of experiences into days, and comparing how equal the states within a day are.
This is done for computational reasons, but also because we do not want to
match outside of these boundaries to avoid overly optimistic matches over days.
The overall user distance is defined as:
dDTW (u1, u2) =
T/k∑
i=0









The final distance metric we consider is derived features from the sequences
of experiences and comparing on that higher level. An example is to derive the
average values per feature over the entire series of experiences and compute the
distance between those averages:















|{0, . . . , T}|
)2
(3.7)
Given these distance metrics, we can apply standard clustering techniques
(which we deliberately leave open in this approach). These are commonly
parameterized algorithms, which require a selection of the number of cluster
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(e.g. k in K-Medoids clustering) or a threshold to be set which in fact determines
the number of clusters (e.g. in Hierarchical Clustering). To select the best
value for a parameter, we use an evaluation metric commonly used in clustering
to evaluate the quality of the clusters: the silhouette (cf. [302]). We run the
clustering algorithms for various parameter settings and select the setting which
results in the highest quality clustering with this metric.
3.4 Simulator
To test our approach, we utilize a simulation environment1 which is able to
generate realistic behaviour of human-like agents for a health and wellbeing
setting. The simulator we use is described more extensively in [108]. It focuses
on trying to coach people towards a healthier lifestyle by engaging them more
in sports, a common goal among health apps available in the iTunes or Google
Play store [321]. The simulator emulates the behavior of human beings by
generating their activities throughout the day (e.g. working, eating, working
out) as well as their responses to interventions they receive in the form of
messages that encourage them to work out. How schedules and responses are
generated is based on certain generic profiles (e.g. think of an average working
person). States are observed once per hour. The features of the state (φ) are
the current day of the week, the current hour of the day, if the agent has worked
out within the current day, the fatigue level and which of the possible activities
he performed in the captured hour.
As said, the acceptance of the intervention depends on the schedule of the
agent, their fatigue level, as well as their profile. The reward is given based on
a few conditions. If the agent accepts the intervention given, a reward of +1 is
recorded, whilst if the intervention is rejected then a negative reward of -0.5 is
returned. If the intervention was accepted an extra reward of +10 is given when
the workout is completed. The duration of the workout can also be considered
but for our setup we have decided not to do so. The final condition that can




recorded increases with the amount of fatigue. For our case fatigue is defined
as an incremental integer that starts from 0 and increases for every consecutive
workout. The moment the agent skips, rejects or is not told to workout the
fatigue level is reset to 0. As an example, if an agent works out three days in
a row (each day working out once) its current fatigue level is equal to three.
When the fourth day the agent does not workout the fatigue level gets reset.
For our investigation, we use sets of three profiles from which agents are
spawned. The technicalities of each profile used are explained in subsection
3.5.3. The simulator has been implemented in Python3.
3.5 Experimental Setup
In order to evaluate our approach, we perform a number of experiments. In
this section, we explain the different experimental conditions, the performance
evaluation, and the parameters and simulator settings.
3.5.1 Experimental Conditions
We are interested in studying the performance of our cluster based learning
approach compared to the two alternative variations we mentioned in Section
3.3.2 (pooled and separate). In addition, we want to understand how the
distance metric and the selected clustering algorithm impacts performance. We
use our three distance functions and combine these with two commonly known
clustering algorithms, namely K-Medoids clustering [170] and Hierarchical
Clustering (Agglomerative Clustering, using the complete linkage criterion)
[393]. While more advanced clustering algorithms are available, we want to start
with relatively simple approaches which can also easily be combined with the
various distance functions chosen. Overall, this results in 2× 3 = 6 variations
for the clustering. Thus we have 8 variations of the reinforcement learning
algorithm in total.
How easily groups of users can be distinguished (and whether they are
present or not) is likely to have a severe impact on the advantage of using a
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cluster-based approach. To study this influence, we try two different setups
of our simulation environment. One setup features three highly distinctive
profiles (both in terms of their daily schedules and responses to the received
interventions) while the second setup will again be three profiles but with two
being very difficult to distinguish. Subsection 3.5.3 shows the specification of
the profiles used in both settings.
3.5.2 Performance Evaluation
To evaluate the performance of the algorithms, we focus on two aspects.
To study the performance of the clustering itself, we apply clustering to
the traces of experiences we collect during the warm-up phase in which we
apply a random policy. We study the users residing in the resulting clusters
and consider the original profiles they were spawned from. A desirable outcome
would be to see low diversity of profiles within a single cluster. We perform
five runs per clustering algorithm as the results are highly dependent on the
random initialization of the centres (certainly for K-Medoids).
The second evaluation is the performance of the reinforcement learning
algorithm and the resulting reward. Hereto, we consider the average reward we
obtain. Next to the aforementioned warm-up period, we apply a learning period
during which we measure the reward. For all variants, after the warm-up days
we create a policy using LSPI and train each LSPI instance over the traces of
the associated agents. Each policy is then updated on a daily basis over the
remaining learning period and used to select the interventions. We compute
the average daily rewards over all runs, agents and time points per day (called
the average daily reward).
The best performing clustering configurations will be selected and compared
to both the separate and the pooled cases. To determine whether the difference
between trends is statistically significant we used the Wilcoxon signed-rank test.
We define various levels of significance: one star (?: P ≤ 0.05); 2 stars (??: P
≤ 0.01), and three stars (? ? ?: P ≤ 0.001).
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3.5.3 Parameter and Simulator Settings
For each experiment the simulation was ran with a constant set of parameters.
These parameters were chosen based on preliminary experiments and feasibility
of the run times. The parameters chosen were:
− Number of agents: the number of agents for all runs was set to 100, with
the agent profiles being equally distributed among them, so we always
expect a profile distribution of 33-33-34.
− Warm-up phase: the ‘warm-up phase’ was set for all runs to 7 days.
− Learning phase: the ‘learning phase’ was set to 60 days (which is enough
to obtain a stable policy).
The simulation parameters that were changed according to the executed ex-
periment were the profile types. Below we list the two sets used (distinct and
overlapping) as well as the key differences between each type of profile. The
distinct profiles are:
− Worker : works 5 days a week plus he has a 80% of working on the sixth
day (Saturday). The Worker starts anywhere from 8 a.m. to 9 a.m. and
works for 10 to 11 hours. Gets fatigued after 2 consecutive workouts and
has a 10% chance of accepting a second workout in the same day.
− Athlete: works 3 days a week (Monday, Tuesday and Thursday) starting
from around 9 a.m. for 8 hours. The athlete gets fatigued after 4
consecutive workouts and has a 50% chance of accepting a second workout
in the same day.
− Retired : never works. The retiree gets fatigued after one workout and will
never accept a second workout on the same day.
The overlapping profiles are:
− newWorker : identical to Worker but does not have a chance of working
a sixth day. The newWorker is also identical in the way it behaves with
working out and fatigue pattern.
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− newAthlete: identical to the athlete but has a 60% chance of working on
Wednesday and a equal chance of working on Friday. NewAthlete is also
identical to Athlete in the fatigue and workout settings.
− Athlete: identical to the previously described athlete.
It is important to remember that apart from these differences all of the
profiles include routine actions, such as eating (breakfast, lunch, dinner) and
sleeping.
3.6 Results
In this section, we present the results we obtained using the experimental setup
we have just described. We start with the analysis of the clusters, followed by
the performance of the reinforcement learning techniques2.
3.6.1 Clustering Analysis
Let us analyse the clusters found for the two different profile setups.
3.6.1.1 Distinct Profiles
Let us first consider the distinct profile case. Table 3.1 provides an overview
of the results we obtained. Each row represents one of these variations whilst
the first 5 columns show the number of clusters found per run. The following
columns show the mode value/s of the number of clusters for the set of runs
and the median. In order to keep the following tables and graphs clear and
compact we have abbreviated the various experimental cases as follows:
k : is used when the clustering technique used was K-medoids.
h : is used for when Hierarchical Clustering was utilised
eu : stands for the Euclidean distance metric
2 The data can be found here:‘http://doi.org/10.5281/zenodo.1215905’
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Table 3.1: Number of clusters returned by each experimental
case (for the Distinct Profile case)
run1 run2 run3 run4 run5 Mode Median
keu 2 2 3 3 4 2,3 3
heu 6 4 6 2 3 6 4
kdtw 3 3 3 4 3 3 3
hdtw 2 4 4 3 5 4 4
kdf 3 3 4 3 3 3 3
hdf 3 3 3 3 3 3 3
dtw : signifies the use of Dynamic Time Warping
df : indicates the use of the derived features
An example abbreviation is ‘keu’. This abbreviation stands for the experimental
setup that used K-Medoids as clustering algorithm with the use of the Euclidean
distance metric on features directly related to the state. In contrast ‘kdf’ is the
same but with the use of the derived features.
Important to note that in the ‘kdf’ and the ‘hdf’ median cases the resulting
clustering of the agents corresponded to the perfect distribution of the profiles
to the agents. Furthermore the ‘kdtw’ median case resulted in near perfect
clustering; cluster A contained 31 out of 33 athlete agents and one retiree agent,
cluster B contained the remaining 2 athlete agents and the rest of the retiree
agents with the last cluster only containing all of the Worker type agents. In the
case of ‘keu’ even though three clusters are found, one of the clusters contains
most of the agents, with the second cluster containing 3 athlete agents and 7
retiree agents and the last cluster containing only one athelete agent. Similar
happened with the ‘heu’ case, where one cluster contains most agents and the
others only have a few.
3.6.1.2 Overlapping Profiles
For the overlapping profiles the results are shown in Table 3.2. The major
outcomes that can be taken away from the table are that in hardly any run
three clusters were found. Furthermore, it is interesting to note that in the
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Table 3.2: Number of clusters returned by each experimental
case (for the Overlapping Profile case)
run1 run2 run3 run4 run5 Mode Median
keu 3 5 5 2 2 2,5 3
heu 2 2 2 2 2 2 2
kdtw 2 6 6 2 3 2,6 3
hdtw 2 2 2 2 2 2 2
kdf 2 2 2 2 2 2 2
hdf 2 2 2 6 2 2 2
methods using the derived features, one of the clusters contained most, if not
all, of the ‘newWorker’ type agent. Finally, a similar behaviour can be seen in
the case of the Hierarchical Clustering using DTW, but instead of dividing the
‘newWorker’ agents from the rest, it divided the ‘Athlete’ type agents from the
‘newWorker’ and ‘newAthlete’ agents.
3.6.2 Reinforcement Learning Results
Given the clusters that have been found, we will study the impact on the RL
performances now.
3.6.2.1 Distinct Profiles
Within this subsection we will be describing the results found by the reinforce-
ment learning analysis in terms of reward over time for the case of the distinct
profiles. The first table presented, Table 3.3, shows a comprehensive overview
of all of the experiments run. This overview clearly shows that several of the
cluster-based approaches obtain higher cumulative rewards compared to the
pooled and separate cases. It seems that the derived features perform best, the
Euclidean distance approaches perform worst, and the DTW approaches reside
in the middle (while still performing better than the separate and pooled cases).
The clustering technique does not seem to have a severe impact on the overall
rewards that are obtained.
Let us look into the rewards collected over time. To ease comparison we have
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Table 3.3: Cumulative Average Daily Reward for all experi-
mental cases (Distinct)
KEU HEU KDTW HDTW
340.1 419.4 740.2 778.7
KDF HDF POOLED SEPARATE
878.3 889.5 310.0 681.9
selected only four of the six clustering methods used. To make the selection
we have excluded the two worst performing methods in terms of cumulative
average daily reward (both of the Euclidean distance cases). Note that the
performances during the warm up period are identical as a random policy is
followed. Analysing Fig. 3.1 we can notice a recurring pattern that holds for
all plots that will be presented, all of the reward trends have the same kind of
‘rhythm’ to them. This is causes by the fatigue concept. What is important to
note in this particular figure is how K-Medoids with DTW has consistently the
lowest average reward. This suggests that this method (in this particular case)
was the least effective (out of the four selected ones) in aiding the reinforcement
learners in producing effective policies.

























Figure 3.1: Plot of the Average Daily Reward over time for
the four better performing clustering methods
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Figure 3.2: Plot of the Average Daily Reward over time
comparing the two selected clustering methods and the two
non-clustering methods (Separate and Pooled)
Figure 3.2 illustrates the final two selected clustering methods and compares
it to the pooled and separate approaches. To have a comprehensive comparison,
we chose the best clustering technique for the non-derived features and the best
one for the derived features. In this figure we can easily notice how poorly the
pooled aided at the creation of a good policy. Furthermore, the daily average
reward resulting from separate appears to always be below our selected methods.
In order to draw critical conclusions from the comparison we used the
Wilcoxon signed-rank test on all possible combinations of the selected methods
to find potential statistical differences (as reported in Table 3.4).
Table 3.4: Table of returned Wilcoxon p-values for all of
the selected experimental methods (Distinct)
hdtw vs kdf pvalue=3.0675e-06???
hdtw vs separate pvalue=8.2819e-07???
hdf vs separate pvalue=3.0421e-10???
separate vs pooled pvalue=5.1079e-12???
hdtw vs pooled pvalue=4.8880e-12???
kdf vs pooled pvalue=5.8275e-12???
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The table shows that all of the Fig. 3.2 plotted lines are indeed statistically
different from each-other (with the highest rating).
3.6.2.2 Overlapping Profiles
In this subsection we repeat the analysis in the same mode as previously
described, but on the results obtained by the overlapping profiles.
Table 3.5: Cumulative Average Daily Reward for all experi-
mental cases (Overlapping)
KEU HEU KDTW HDTW
1327.7 1281.7 1380.5 1248.9
KDF HDF POOLED SEPARATE
1586.9 1662.1 1312.4 1322.5
Similarly to Table 3.3, Table 3.5 shows a comprehensive overview of all
of the experiments done within the overlapping profiles case by illustrating
the cumulative average daily rewards. We see that again the derived features
perform best, also better than the pooled and separate approaches. This is
positive, since the clustering is less obvious for this case.
By selecting the best four clustering methods, with the same criteria as
before, we have therefore discarded the two Hierarchical Clustering cases not
utilising the derived features. Fig. 3.3 shows the results. Here we observe that
the K-Medoids Euclidean method is consistently scoring the lowest average
reward, and close to it is the K-Medoids DTW. This once again illustrates the
enhanced difficulty in clustering that the ‘overlapping profiles’ have, compared
to the ‘distinct’ case.
As of last, Fig. 3.4 shows the two chosen clustering methods compared to
the case of pooled and separate. For clarity, the selection criterion of the final
two clustering methods is the same as the one used in the choice of the final
two clustering methods in the ‘distinct profile’ case. Furthermore, the pooled
case is once again the lowest of all cases, but is not reaching negative values as
it was happening in the other profile case. This, plus the overall rise in average
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Figure 3.3: Plot of the Average Daily Reward over time for
the four better performing clustering methods




























Figure 3.4: Plot of the Average Daily Reward over time
comparing the two selected clustering methods and the two
non-clustering methods (Separate and Pooled)
reward across all methods can be attributed by the lack of the ‘Retired’ agent
profile combined with the profile’s low maximum fatigue threshold.
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Table 3.6: Table of returned Wilcoxon p-values for all of
the selected experimental methods (Overlapping)
kdtw vs hdf pvalue=8.6357e-12???
kdtw vs separate pvalue=0.0005???
hdf vs separate pvalue=1.0275e-11???
separate vs pooled pvalue=0.7477
kdtw vs pooled pvalue=0.0456?
hdf vs pooled pvalue=2.1030e-12???
Table 3.6 presents the significance results. We want to bring to the attention
the now non-statistically significant difference between the separate and the
pooled methods and how our selected DTW method, whilst remaining statis-
tically significant, has now a one-star p-value when compared to the pooled
method in contrast to the three-star significance when the same comparison
was made in the ‘distinct profiles’ scenario. Nonetheless, even though the ‘over-
lapping profiles’ case caused the clustering methods to produce what seemed
like worst clusters, we still outperformed both the separate and pooled case in a
statistically significant manner. Therefore showing the benefit of using cluster
based reinforcement learning.
3.7 Discussion and Future Work
With this chapter we answer T.RQ1, namely: How can RL-based personalisation
for e-Health be improved?. We explored in depth the benefits that cluster-based
reinforcement learning can have on personalisation in e-Health. We set up our
study in-line with the related work we have found in this field, and expanded
the analysis on the different cluster methodologies that can be used in this
setting.
Our results show that with distinct profiles the clustering methods utilising
DTW and the derived features produced good clusters that were either perfectly
matching the profile assignments or extremely close to it. For overlapping
profiles, we see that a logical division of the agents was made but it still remains
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one that does not match the original assignment of the profiles to the agents.
For both cases we outperform the separate and the pooled reinforcement learning
approaches. Here, the derived features approach performs best, but the dynamic
time warping also performs reasonably well. This seems even more remarkable
given the somewhat poor clustering that resulted in the case of the overlapping
agent profiles. This finding supports our initial intuition and the findings
brought forth by [406; 108].
As future work it would be good to expand on our study and test other
types of clustering techniques to see how the reinforcement learner reacts to
potentially different patterns in the clusters. Another interesting variation
to study would be to dynamically change the clusters over the course of the
simulation, similarly as the reinforcement learner is continuously updating its
policy over time. To do this we would need to use an online-clustering algorithm.
To the best of our knowledge, there is currently a lack of online clustering
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Abstract - The goal of this chapter is to answer our T.RQ2, namely: How
can online-clustering be used to efficiently and effectively cluster e-Health data?
Clustering of users underlies many of the personalisation algorithms that are in
use nowadays. Such clustering is mostly performed in an offline fashion. For a
health and wellbeing setting, offline clustering might however not be suitable,
as limited data is often available and patient states can also quickly evolve
over time. Existing online clustering algorithms are not suitable for the health
domain due to the type of data that involves multiple time series evolving
over time. In this chapter we propose a new online clustering algorithm called
CluStream-GT that is suitable for health applications. By using both artificial
and real datasets, we show that the approach is far more efficient compared to
regular clustering, with an average speedup of 93%, while only losing 12% in
the accuracy of the clustering with artificial data and 3% with real data.
4.1 Introduction
Personalisation in the health domain can contribute greatly to an improved
wellbeing among patients [371; 294; 157]. For example, personalisation entails
selecting a dedicated intervention for a patient that is most likely to improve the
patients health state. Applications vary from more medical cases in hospitals [7]
to mobile health apps such as sport trackers [239] or apps to battle depression
[281] . Performing personalisation in the health domain is challenging: bad
suggestions are highly undesirable, data can be limited for specific types of
health-related domains, and doing real life experiments to collect more data is
not trivial at all.
Clustering is often considered a valuable step in providing personalised
support or recommendations to users (see e.g. [177; 81]) in order to have enough
data to base recommendations on. Using clustering, like-minded users are
grouped, and recommendations (or the aforementioned interventions) are found
that are relevant for the users in the group. Mostly, this clustering is done in
an offline fashion, i.e., once the clusters are determined they do not change in
real-time and are only updated in a batch mode over possibly long intervals.
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While this is fine for companies such as Netflix and Amazon with a user base of
millions and without rapid changes of user preferences, for the health domain
this might come with severe disadvantages: (1) the number of users could be
very limited and one would want to exploit the most recent data of all patients,
and (2) the health state of users can vary greatly and change rapidly over time.
Hence, clustering in a real-time fashion is much more desirable.
In the literature, there are various algorithms that allow for the online
updating of clusters. Well-known examples include CluStream [5], ODAC [301],
and others [57; 70]. They do however not fit the health domain well.
In the health domain, we mostly consider measurements over time per
patient, and intend to cluster on a patient level. This means that online
clustering approaches need to cope with: (1) new patients arriving, and (2)
new data of known patients coming in. Both situations potentially require an
update of clusters, while in existing approaches only the second case is tackled,
assuming the number of data points (in our case patients) do not change as
time progresses. In this chapter, we present an online clustering approach for
the health care domain that is called CluStream-GT (standing for: CluStream
for Growing Timeseries). It is able to online cluster patients with evolving time
series (i.e. an increasing amount of data per patient over time). This approach
is an extension of the popular CluStream approach. CluStream-GT online
clusters inputted time-series by first checking if the data is meant as an update
of an already clustered patient or is categorising a new one. In the former
case it then decides if the newly updated time-series has to be re-clustered or
can be kept in the already assigned cluster. Whilst in the latter case it will
always decide which cluster is better suited to include the new patient data.
In order to evaluate the CluStream-GT, we use both real medical EEG data
and artificial data. We compare the quality of the clusters found by CluStream-
GT to k-means (cf. [216]) and ODAC (as it is the closest existing method to
CluStream-GT) by having both algorithms re-cluster at each timepoint and
storing the average silhouette score [302]. We also compare the total execution
time of the approaches. We therefore analysed the two metrics and found a
beneficial trade-off in the use of CluStream-GT.
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4.2 Approach
In this section, we formally define the problem we are addressing, followed by
an explanation of the proposed algorithm.
4.2.1 Problem Description
We assume that we have a set of users U : u1, . . . , uk (patients in our case)
which can generate health related data. The health data contains a number of
features that are measured around the users at each time point: {f1, . . . , fn}.
The domain of each feature fi is denoted by Fi. The values of these features are
measured over time, we assume that at each time point when a measurement is
performed, all feature values are measured. For a measurement at time point t
for user ui, the value of the feature fj is noted as v(ui, fj, t). We use St1t0 (ui)
to denote the time series of a user ui, containing vectors of values of all features
over all time point between t0 and t1. Furthermore, tstart(ui) is used to specify
the time when the time series started for user ui and tend(ui) when it ended.
Our task is to cluster the series of values over all features for the users.
Here, the start, end, and length of the series of the users can vary freely across
the users. In order to specify our algorithm, we assume that some aggregation
function a is available that summarises the the entire time series into a single
number that can be compared to other time series (i.e. this is our distance
metric). We require the following property of the function (to simplify, we
assume one feature fj here):






This property allows updating the aggregate of the time series without




To solve the clustering problem, we deploy an approach similar to CluStream.
CluStream works based on microclusters. These are used as intermediate step
before the clustering of the entire dataset is used. They are initialised offline
with a small sub-sample of the dataset. Microclusters are specified by means of
five components that summarise the data within the microcluster:
− the sum of all values of the datapoints
− the sum of all squared values of the datapoints
− the sum of all time points associated with the datapoints
− the sum of the squared values of all time points associated with the
datapoints
− the number of datapoints contained in the microcluster
Given our formal notation before, we slightly adjust the microcluster defini-
tion to make it suitable for our setting:














− the sum of the last time points for all users:∑
∀u∈Ui tend(u)
− the sum of the squared values of the last time points for all users:∑
∀u∈Ui (tend(u))
2
− the set of users contained in the microcluster (Ui ⊂ U)
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As a second step, these microclusters are used as datapoints in a standard
clustering approach resulting in macroclusters. Having the microclusters as an
intermediate step saves valuable storage space, but also computational effort
in the clustering. Of course, it is essential to have appropriate microclusters
that group users in a suitable way. CluStream therefore, when new data arrives,
assigns the new data point to an existing microcluster if it is sufficiently alike,
or its own microcluster in case it is too different. In the latter case, two existing
microclusters are merged. Microclusters containing too many old datapoints
can also be removed. In our setting, life becomes slightly more complicated
as data points are now time series. Hence, we can have two cases: (1) a new
datapoint arrives in a time series of an existing user/patient, or (2) a datapoint
arrives of a new patient. We need to accommodate for both cases. Algorithm 4
shows our adjusted version of CluStream to accommodate for this setting.
In our extension, we consider the update when a new patient arrives the
same as with CluStream (of course, using our aggregation function again).
In case a new datapoint for an existing patient arrives we only update the
properties of the microcluster that patient had already been assigned to in case
it results in a minor adjustment of the aggregate value. Otherwise, we go to
a full blown re-clustering. This process can be seen in line 7 of Algorithm 4
where the adjustment is judged against a threshold value δ.
In the pseudocode, the additions that were made to CluStream are seen
from line 1 to 9 in Algorithm 4. We also assume that within the health domain
we want to retain the information of all the clustered time-series, no matter how
old they are. If they would ever have to be deleted, the user of the algorithm
can do so manually, but we do not want to give permission to the algorithm to
automatically remove information. Therefore we have removed the possibility
of the algorithm deleting micro-clusters.
For the offline cluster creation (or macro-clustering process) CluStream-GT
works similarly to CluStream. It uses k-means but uses the micro-clusters as
the input data. Furthermore, the centroids are chosen as the k most populated
micro-clusters. This can be easily achieved by analysing the last element of
each micro-cluster tuple and choosing the k highest ones. This macro-clustering
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Algorithm 4 CluStream-GT pseudocode
Require: new_data, id
1: t← current_time
// We have seen the patient already
2: if id is known then
3: m_c← get_micro_cluster(id)
4: prev_t← get_last_t(id)
5: prev_aggr ← get_prev_aggregate_value(id)
6: new_aggr ← calculate_aggregate(get_prev_data(id),
new_data)
// We see only a small change, just update the microcluster properties
7: if |new_aggr − pre_aggr| < δ then
8: m_c← update_microcluster(m_c, id, t, prev_t,
new_aggr, prev_aggr)
// Major change, remove from microcluster, find the best fitting
cluster and update
9: else






14: new_aggr ← calculate_aggregate(null, new_data)
15: find :
16: m_c← find_best_microcluster(id, t, new_aggr)
17: if distance(new_aggr, t,m_c) < max_boundary then
18: m_c← update_microcluster(m_c, id, t, null, new_aggr,
null)
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process has the clear advantage of not requiring storage of the whole time-series
dataset as we use only use the micro-clusters, making our approach better suited
for cases with limited resources.
4.3 Experimental Setup
In this section we explain the experimental conditions and evaluations we have
used to test CluStream-GT’s performance. We compare CluStream-GT against
two alternatives: (1) k-means clustering in each iteration, and (2) ODAC
(cf. [301]).
4.3.0.0.1 Scenarios To assess the difference in performance we performed
tests for three scenarios: two were done with generated synthetic data and one
with the use of a real world dataset. For the generated data conditions we
utilised sine functions to generate our time-series. In the first test (henceforth
referred to as: the base case) we had each time-series associated to a specific
set of parameters inputted in the sine function. This includes the function itself
and noise surrounding the curve. In the second test (henceforth referred to as:
the advanced case) each time-series started with an associated set of parameters,
analogous to the base case. However, at each timestep the considered time-
series had a 10% chance of changing its parameters and therefore have its data
generated by a different sine function. This extra factor was introduced as a
method of representing the potential change in behaviour that can be observed
in time series associated with human behaviour, especially within the health
domain (e.g. vital signs getting better, mood improving, more frequent physical
activity, etc.). To add a more practical test scenario we have also used of a real
dataset. This dataset is a collection of EEG recordings that were published by
Andrzejak et al. in 2001 [13].
4.3.0.0.2 Performance metrics The two aspects investigated across all
of our tests were accuracy of the clustering and speed of execution. To asses
clustering accuracy, we decided to utilise the silhouette score [302]. For the
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execution time, we kept track of the total length of the execution of the
algorithms thereby performing the experiments on the same machine with no
other processes open in order to minimise potential variance.
4.3.0.0.3 Algorithm setup All of the tests are set up to represent a re-
alistic scenario for all techniques (CluStream-GT, k-means and ODAC). We
therefore update at every single timestep as in the health care domain data
can be scarce and therefore all available data should be exploited as much as
possible to create the most up-to-date clusters. This means that we re-cluster
every time any form of new data is given to the algorithm. That includes both
a new time-series and any amount of new data related to an already clustered
one.
The k-means used as benchmark clustered using the means of each time-
series present in the dataset. The mean was used since it was also utilised as
our selected aggregate function (described in Section 4.2) for distance compu-
tation during the online phase of CluStream-GT. Both ClusStream-GT and
k-means clustering require the number of clusters to be set. To make the results
comparable we fixed this value to k = 3 for both cases as initial experiments
have shown this to be the best value for all scenarios. Our replication package
contains the full experimental setup implemented in Python as used to perform
these experiments1.
4.3.0.0.4 Experimental Conditions For both generated cases, we had a
starting population of 120 time-series uniformly distributed over three clusters.
The experiments were performed over the course of 30, 60 and 90 simulated
days, with each case repeated 30 times. At each day there was a 50% chance of
adding new time-series to the dataset (simulating the addition of a new patient).
The amount added ranged from one to five chosen with the use of a uniform
distribution. It is important to note that this feature of our experiment was not
used whilst testing ODAC. This is because ODAC cannot work on datasets with
changing numbers of timeseries. Per day, each generated time-series consisted
1 https://github.com/EMGrua/CluStream-GT
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of 24 points. This was selected to simulate pooling done once at each hour of
the day.
For the real dataset, we ran tests on three cases: 100, 200 and 300 total
patients. Each patient had a time-series containing 4097 individual datapoints.
Each one of these scenarios was repeated five times. ODAC was run only a
single time as it lacks stochasticity and therefore would always return the same
results.
4.4 Results
Section 4.4.1 illustrates the results we gathered from the two generated data
test cases, whilst Section 4.4.2 does so with the EEG dataset results. As we
could never compute the silhouette score for ODAC we illustrate those results
separately (see Section 4.4.3).
4.4.1 Results from the generated data
We will first discuss the results for the base case. Figure 4.1 illustrates the
distribution of the average silhouette scores obtained for each of the test scenarios.
The CluStream-GT mean averages at 0.86 and the median to 0.9, whilst the
k-means mean and median average at 0.93. Secondly, it is interesting to note
the skewed distribution occurring for all cases of CluStream-GT. Furthermore,
we can observe some runs that result in differences deviant enough from the
mean to be classified as outliers. The potential cause of this behaviour could be
attributed to poor initialisation of the micro-clusters within those runs, which
then followed with worse overall clustering and therefore a lower silhouette score.
Nevertheless, the distributions favour a smaller difference with the IQR ranging
from the smallest Q1 equal to 0.84 to the highest Q3 equal to 0.92. Differently
is the execution time trends of the two techniques (shown in Figure 4.2). We
clearly observe that with the growing amount of data the saved execution time
also grows. This can be certainly attributed to the use of the micro-cluster tuples
for the generation of the macro-clusters, which caps the amount of data used to
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cluster. Therefore, the time increase is only due to the higher number of runs
of the online component needed by CluStream-GT to update the micro-clusters.
No matter the amount of data, CluStream-GT provides at least a 90% speedup.
Examining now the silhouette score for the advanced case, we observe
a bigger difference between CluStream-GT and k-means, and a less skewed
distribution for all the scenarios of CluStream-GT (as shown in Figure 4.3)
as compared to the base case. In this case we observe a number of outliers,
although smaller than with the base case. The overall higher difference between
the two approaches is to be expected as CluStream-GT is trying to cluster a
now far more complex time-series with only the use of the meta-data contained
in the micro-cluster tuples. This provides somewhat of an advantage to our
benchmark k-means which has access to the mean of each time-series present in
the generated dataset.
Finally, we examine the execution times recorded for each scenario of the
advanced case (shown in Figure 4.4). Similar to the execution times of the base
case, CluStream-GT minimally grows as the data does, whilst the execution time
of k-means continues to grow. This indicates that the more data is clustered
and the higher is the speed gain achieved by using CluStream-GT. In fact in
the 90 days test case we achieve an average 94.7% speed-up.
4.4.2 Results from the real dataset
We start by analysing the results collected from the silhouette scores (shown
in Figure 4.5). The mean values recorded from both algorithms are extremely
similar, with only a small loss in the silhouette score by CluStream-GT compared
to k-means. Furthermore, the standard deviation for each case was minimal.
This suggests reliable clustering over repetitions and therefore reliable clustering
overall. This is somewhat in contrast with the generated data, where both
CluStream-GT and k-means showed wider standard deviations, reinforcing our
assumption that the deviation in the generated data is due to the noisier nature
of said data. Moving to execution times we observe the huge advantage that
using CluStream-GT gives over k-means. In Figure 4.6 we see that whilst
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Base Case - Silhouette scores
CluStream-GT
K-Means
Figure 4.1: Decrease of the the average silhouette score
using CluStream-GT compared to k-means (Base Case)
k-means drastically increases its execution time with the increase of data,
CluStream-GT barely increases. This leads to a difference in execution time
that becomes more substantial the bigger the dataset is. Taking the case of 300
patients the average execution time for k-means is of 20000 seconds (5 hours
and 33 minutes) whilst CluStream-GT’s average execution time is only 1036
seconds (17 minutes and 20 seconds). This effectively is a 95% improvement.
4.4.3 Results obtained by the use of ODAC
Over all tests, ODAC consistently maintained only one node of its tree structure,
hence clustering all data under one cluster. As a result, it was impossible for
us to measure the silhouette score. In order to make such measure, ODAC
would have had to result in at least two separate clusters. The reason for this
behaviour seems to stem from the algorithm stalling on the first node, splitting
and aggregating consecutively. This type of behaviour has also been reported
by the authors of ODAC as well [300]. A cause could be that updates are
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Base Case - Execution time
Figure 4.2: Decrease of the the average execution time using

















Advanced Case - Silhouette scores
CluStream-GT
K-Means
Figure 4.3: Decrease of the the average silhouette score
using CluStream-GT compared to k-means (Advanced Case)
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Advanced Case - Execution time 
Figure 4.4: Decrease of the average execution time using
CluStream-GT compared to k-means (Advanced Case)
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Real Case - Silhouette scores
Figure 4.5: Decrease of the average silhouette score using
CluStream-GT compared to k-means (Real Case)
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Real Case - Execution time
Figure 4.6: Decrease of the average execution time using
CluStream-GT compared to k-means (Real Case)
performed at each time step, while in experiments using ODAC often batches
of time points are used. ODAC was also consistent in the registered execution
times. For all cases tested, CluStream-GT was, on average, 98% faster than
ODAC (as reported in Table 4.1). This is an expected consequence, given that
ODAC increases in speed with an increasing number of leaves, otherwise needing
to recompute all dissimilarities each time new data is clustered (a calculation
that has a quadratic complexity on the number of data streams) [301].
4.5 Discussion and Future Work
In this chapter we address T.RQ2, namely: How can online-clustering be used
to efficiently and effectively cluster e-Health data?
We have answered this research question by developing an online clustering
algorithm, tailored for e-Health, that can cluster growing timeseries.
We have developed this algorithm by modifying the already existing data
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Clustream-GT ODAC
Base Case 30 Days 2.4 197.8
Base Case 60 Days 4.6 398.2
Base Case 90 Days 6.9 605.8
Advanced Case 30 Days 2.7 197.8
Advanced Case 60 Days 5.7 402.7
Advanced Case 90 Days 8.8 610.1
Real Dataset 100 patients 327.4 19368
Real Dataset 200 patients 697.9 79965.7
Table 4.1: Execution times (in seconds) for Clustream-GT
and ODAC on all executed tests
stream clustering algorithm CluStream and so named ours CluStream-GT. We
formalised CluStream-GT’s function in Section 4.2 where we present pseudocode
and explain the input and global variables used by the algorithm to perform the
micro-cluster updates. We then evaluated our approach by the use of three test
scenarios: two of them were executed using generated data, whilst the third
one was performed using a real EEG dataset [13].
As described in Section 4.3, for all test cases we recorded the total execution
time and the average silhouette score obtained by re-clustering at each timestep.
We compared Clustream-GT against k-means and ODAC for three scenarios.
ODAC clustered all data under one cluster for all experimental conditions, it
was impossible to compute, and therefore compare, the silhouette score with
that of CluStream-GT. CluStream-GT was 98% faster than ODAC on all cases.
We explain this as ODAC, remaining on a structure of one node, had to execute
under its worst case scenario. Therefore, having to recompute all dissimilarities
at each new time step (an operation with quadratic complexity).
When comparing k-means with CluSteam-GT for the base case, CluStream-
GT provides a good trade-off between accuracy and execution time by speeding
up the performance by 92% whilst only loosing an average of 0.06 on the
silhouette score. For the advanced case, the trade-off is similar as we lose an
average of 0.1 on the silhouette score but still achieve significant speedup with
CluStream-GT performing 94.5% faster. The bigger divide in silhouette score,
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as compared to the base case, can be explained by the increase in noise that
the advanced case brings to the data due to the chance of timeseries suddenly
switching behaviour and therefore making the clustering a more challenging
task. This is especially apparent for CluStream-GT since it only uses the
descriptive data contained in the micro-clusters for the formation of the final
macro-clusters.
Lastly, in the test case performed with the EEG dataset CluStream-GT
performed excellently. The speed-up was of at least 91% with it improving
to 95% with the 300 patients run. This meant that on the machine used for
testing k-means it took a total of 5 and a half hours whilst CluStream-GT only
took a little more than 17 minutes. This was achieved with an extremely small
trade-off on the silhouette score, with the worst case being the 300 patients run
in which CluStream-GT had on average 0.028 less on the silhouette score.
For future work we would like to augment CluStream-GT with a mechanism
to detect poor micro-cluster initialisation at an early stage. Whilst it was not a
problem for the less noisy EEG data, we did record a few outlier cases in some
of the runs in the generated data. We therefore aim to create such a mechanism
in order to reduce or remove the possibility of such outliers appearing and
therefore increasing the average silhouette score obtained.
Furthermore, as mentioned in Section 4.3 we measure execution time by
measuring the time difference with the python module Time. Whilst we min-
imised the risk of variance with repeated runs and assuring that the machine
had no other processes open apart from our experiment, it would be desirable
to repeat the experiments on other machines in order to further validate our
findings.
Lastly, we have mentioned throughout our work that the execution time
gap increases with the size of the data and have explained this phenomenon
by CluStream-GT’s use of the micro-clusters and lack of needing to store the
entire dataset. However, we have not investigated how much more efficient
CluStream-GT can be on storage space. This would be an interesting fact to
investigate especially for CluStream-GT’s therefore potential use on lower spec
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Abstract - The mobile ecosystem is dramatically growing towards an
unprecedented scale, with an extremely crowded market and fierce competition
among app developers. Today, keeping users engaged with a mobile app is
key for its success since users can remain active consumers of services and/or
producers of new contents. However, users may abandon a mobile app at
any time due to various reasons, e.g., the success of competing apps, decrease
of interest in the provided services, etc. In this context, predicting when a
user may get disengaged from an app is an invaluable resource for developers,
creating the opportunity to apply intervention strategies aiming at recovering
from disengagement (e.g., sending push notifications with new contents).
The goal of this chapter is to answer T.RQ3, namely: How can we predict
user engagement in apps? To achieve our answer we propose, apply, and evaluate
a framework to model and predict User Engagement (UE) in mobile applications
via different numerical models. The proposed framework is composed of an
optimised agglomerative hierarchical clustering model coupled to (i) a Cox
proportional hazards, (ii) a negative binomial, (iii) a random forest, and (iv) a
boosted-tree model.
The proposed framework is empirically validated by means of a year-long
observational dataset collected from a real deployment of a waste recycling app.
Our results show that in this context the optimised clustering model classifies
users adequately and improves UE predictability for all numerical models. Also,
the highest levels of prediction accuracy and robustness are obtained by applying
either the random forest classifier or the boosted-tree algorithm.
5.1 Introduction
Mobile applications (hereinafter “apps”) dominate the digital world today, reach-
ing incredible numbers and showing no signs of slowing down its market growth
anytime soon [195]. For example, as of March 2018, there are more than 3.3
million Android applications available [328], with more than one thousand apps
being published everyday [195]. Mobile apps are not only being published in
large numbers, but are also being consumed by users in large numbers, with
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more than 1.5 billion downloads from Google Play Store every month [12]. A
medium of such a large scale leads to a crowded market with strong competition.
Under this perspective, mobile app developers must keep their users active over
a sufficiently long period of time to be considered successful. Recognising and
understanding user motivations are key to leading to a greater app usage [178].
To date, despite significant efforts, over 95% of smartphone owners stop using
an app by the end of the third month of download [288]. In other words, the ma-
jority of mobile solutions fail to achieve long-term usage. This can be explained
by a variety of reasons, such as lack of personalisation, user context, and finally
failure to seamlessly integrate with other apps or technologies [363; 340; 323].
A high disengagement rate is obviously non desirable to app developers,
whose success depends on the usage of their app. Furthermore, it is also a
problem for researchers and other professionals who use apps to provide services
aimed at improving the user’s quality of life. For example, waste recycling has
been shown to be a positive practice for improving sustainability and diminishing
carbon emissions [237; 186]. Waste recycling apps can be used as an effective
tool to help users engage in recycling [40]. They can achieve this with game-like
features that remind and reward the user for consistently recycling. However,
for the app to succeed, it must be regularly utilised by the user. Hence, as a
crucial quality, it must be engaging. Crafting personal “smart interactions” is
an effective way to ensure that users remain active, on-line, and motivated [53].
Furthermore, tailored interactions aim to maintain, encourage and ultimately
increase app usage over time. Take people tracking as an example: mobile
location tracking has to be used on a opt-in basis, due to privacy issues [322].
However, once a device is being tracked, apps may send out alerts when the
tracking is turned off aiming to prevent the user to go off-line. The nature
of these interactions may vary wildly, since it is likely that users react very
differently to such interventions [18].
In the context of this study, UE can be intuitively defined as the assessment
of the response of the user to some type of activity or service provided by
the mobile app. For example, in social networking apps (e.g., Facebook or
Twitter) UE is about user’s posts, comments, and interaction with other users;
123
Chapter 5. Predicting User Engagement
differently, in shopping apps (e.g., Amazon or Wish) UE is about the products
being purchased, being listed, saved for later purchases, and so on.
Despite there being a good understanding of what is UE in different domains
and which factors contribute to it, there seems to be a lack of literature on
whether it is possible to predict UE in mobile apps and how different methods
perform.
In this study, we provide evidence that it is possible to predict the
engagement of mobile app users with good levels of accuracy. We
achieve this result by characterising and evaluating a framework for predicting
user engagement of mobile apps. The framework is based on the application
of different types of numerical models, i.e., survival, counts, and classification.
The numerical models take as input a minimal set of information about the
user, which are relatively straightforward to collect at run-time, e.g., the
current point balance of the user (assuming the app is employing a potentially
implicit gamification mechanism), the time of the last interaction with the
app, geographic position, etc. In this study, we explore four different types of
numerical models, namely: (i) survival analysis, (ii) negative binomial regression,
(iii) random forest, and (iv) gradient-boosted trees. In order to complete our
approach, one of the most important steps to achieve better predictions is to
group users based on their past behaviour [208]. In that way, it is possible to
separate - or “cluster” - users based on how (often) they interact with the mobile
app. Therefore, we also incorporate a clustering algorithm to our proposed
framework, aiming at targeting user interactions more accurately by means of
drawing similarities between users [208].
We empirically evaluate the performance of our proposed numerical frame-
work in predicting UE on an industrial dataset, which has been built in the
context of a real mobile app in the area of waste recycling. The dataset is
composed of approximately 27,000 entries distributed over 1,500 unique users.
Summarising, the main contributions of this study are:
− a reusable framework for modelling and predicting UE in mobile apps;
− a characterisation of UE by means of 4 different types of numerical models;
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− the empirical evaluation of the prediction accuracy of the 4 different types
of numerical models in the context of a waste recycling mobile app.
The contributions above benefit both mobile apps developers and researchers.
Developers can re-use the proposed framework for accurately predicting the
engagement of their users at run-time and counteract it in a timely fashion
(e.g., by sending a push notification for triggering new conversions) - see [319],
and (ii) learn from the evaluated numerical models which one is better suited
for their own mobile app. We support researchers since we (i) provide evidence
about how various numerical models can accurately estimate UE in mobile apps
and (ii) provide a framework for modelling and predicting UE, which can be
further extended or used in other scientific studies.
It is important to note that the the aim of this study is not to provide
a general solution for predicting UE for all mobile apps, instead we aim at
providing (i) evidence that it is possible to predict UE with good levels of
accuracy and (ii) a flexible framework for modelling and predicting UE in
mobile apps which can be re-used by both researchers and practitioners in
other projects, provided that it will be customised according to the app under
consideration, its usage scenarios, and the available data.
The remainder of this chapter is organised as follows. Section 5.2 presents
the fundamental background needed throughout this research. Section 5.3
presents the modelling framework, whereas the results of the evaluation of the
prediction accuracy of the modelling framework are reported in Section 5.4.
Finally, Section 5.5 discusses and puts into context the obtained results and
Section 5.6 closes the chapter.
5.2 Background
In this section we provide background information about the definition of user
engagement in the context of mobile apps (Section 5.2.1) and present the waste
recycling app dataset (Section 5.2.2).
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5.2.1 Defining User Engagement
User engagement is not a trivial concept to define, especially in the mobile
segment. As a first attempt, UE can be described as a proxy for quantifying
an outcome or, more generically, interpreting an action. In [263] the authors
summarised and combined several prior definitions of engagement. They argue
that UE consists of users’ activities and mental models, manifested as attention,
curiosity and motivation. As shown in Figure 5.1, UE can be seen as a process
composed of four main steps, namely: users (i) start engaging with a mobile
application, (ii) remain engaged, (iii) disengage, and finally (iv) potentially
re-engage. Building on that argument, in a later study, the same authors argued
that engagement is not only a product of experience, but also a cycle-process
that depends on the interaction with technology [262]. Closely related to [262]
and [257], [194] defined UE as the quality of the experiences that emphasise the
positive aspects of the user interactions.
Figure 5.1: Overview of UE life cycle. The arrows indicate
the possible places of interaction with technology. Figure
inspired in the four-step engagement process proposed by
[263] and [262]
More recently, on-line behaviour was analysed to better understand the
temporal evolution of UE in massive open on-line courses [291] . Their findings
suggest the use of diverse features - such as last lecture watched, last quiz
taken, and current/total number of posts - as good quantitative indicators
for modelling UE at different points in time. In their study, they used these
parameters to accurately predict student survival rates already at the beginning
of the course [291].
In the remaining of this section we introduce the fundamental concepts
associated with the numerical tools used to model UE in mobile apps. Naturally,
126
5.2. Background
the first point to address here is to properly classify if a customer is engaged or
not at the present time. Different definitions can be used - or combined - to
address that. Here, we discuss:
− The application is still installed on their phone after a certain number of
days;
− The number of user activities is bigger than a given threshold;
− The frequency of user activities is higher than a given threshold.
One of the simplest definitions available is called User Engagement Index
(UEI). The UEI compares the time of inactivity with the time the customer





where all the terms on the right-hand side are dates. We see in Equation 5.1
the ratio of the time difference between both last event and present time to the
time of the first interaction. If UEI > 0.5 (where 0.5 is a threshold defined a
priori) the user is considered engaged today.
Another possible way to determine UE is by defining a threshold on the
recency (R). This threshold has to be calculated to determine if the time
between actions is (long)short enough for the user to be considered (dis)engaged.
Recency is trivially defined in Equation 5.2:
R = ∆t, (5.2)
where ∆t is the time past between one action and its subsequent action. In
doing so, user engagement based on recency (UER) can be calculated for every
interaction, and not only for the last one as in UEI .
We base the choice of threshold to determine UER on the statistical distri-
bution of R. The threshold is set as being at the edge of one standard deviation
from the average recency. By doing so, we ensure that to be considered disen-
gaged the user’s recency has to be less than around 32% of our entire sample
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recency. That is a compromise between allowing for later re-engagement (by
not tackling only users at the very end of the distribution, i.e. almost totally
disengaged) and not sending too re-engagement messages to still engaged users
(users close to the centre of the distribution). Similarly to UER, we explore the
fact that user engagement can also be defined by setting a threshold on the






where t0 and tN are respectively the initial and final times of the counting.
Every user surpassing a given threshold can be considered engaged.
5.2.2 The Waste Recycling App Dataset
In this study, we use a dataset from a mobile app that promotes waste recycling.
The app grants points every time an event is performed by the user, e.g.,
disposing trash in their selected bins, reading educational material, or inviting
friends to join the app. These points can then be redeemed for rewards at
selected partners, such as savings on local shops or discounts on sustainable
goods. Extending the framework described in [252] for tablets, we argue that
the app needs to be designed and optimised having in mind that the user is
most likely on their mobile phone either redeeming points at a shop or collecting
points at the recycle bin. That is fundamental to create an intuitive interface
that facilitates these activities and promotes engagement.
The dataset contains approximately 27,000 entries distributed over 1500
unique users and 122 variables. The data was collected between April 2015 and
January 2016. Each entry of the dataset contains the following 6 features:
1. the current point balance of the user,
2. the time of the user’s last event within the app,
3. the number of days since the last event,
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4. the current weekday,
5. the current ZIP code,
6. the current geographical position of the user in terms of latitude and
longitude.
We expand each of the 27,000 entries of the dataset to contain 122 unique
variables in total. We achieve that by first generating combinations of these
variables, e.g. number of days since the first event during weekdays or time of
the user’s last event within the app during a weekday/weekend. We then proceed
to calculate the following statistics (max/min/mean/med/sum/sd) for all of the
variables. That allows for more feature creation, e.g. standard deviation of the
number of days since the first event during weekdays. We calculate the most
simple statistics such as mean of the current point balance or minimum number
of days since last event, but also combinations of variables with statistics - such
as median of the minutes since last event per user in a certain zip code, or the
standard deviation of the number of days since the first event during weekdays.
Note that geographical position provides more detailed information than just
zip-code, given that there may be more than one recycle bin in a given area.
Figure 5.2 shows the strategy that we follow for splitting the dataset into
four main subsets, namely: training, test, cross-validation, and validation sets
[102].
Specifically, a fraction of the dataset (60%) is used to train our models and
the remaining data to test (20%) and cross-validate (20%) their performance.
The last three parts (observation 1,2,3) are the validation sets. They also start
at the beginning of the dataset (April, 24) and continue after the end of the
training period - as shown in Figure 5.21. It is important to mention that
the validation sets only contain users that remained active, or started new
interactions after the training period. Those are depicted in red in Figure 5.2.
We highlight that this setup is general/flexible enough to be used by all our
numerical models.
1 For simplicity, we extrapolate the use of the term training period to indicate the period
between April 24 and Dec 1, 2015.
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Figure 5.2: Sketch of users lifespan over time. The red lines
indicate customers engaged after the end of the training
period.
Concerning the definitions of UE, in this study, we rely on the definitions
based on recency (see Equation 5.2) and total actions (see Equation 5.3). The
user engagement index (see Equation 5.1) does not fit the purpose of this
study since it is a too coarse-grained definition and it does not provide any
information concerning the daily evolution of UE. In our case, the threshold
for recency is set constant and equal to 9 days. For the counting model, we
choose a threshold of 5 interactions per 2 weeks. These thresholds have been
defined based on (i) a number of informal interviews we had with professionals
working in the company developing the waste recycling app and (ii) the need to
simulate the quick reaction of the app as soon as the users start to be disengaged.
We extensively experimented with a series of other levels of the recency and
interaction thresholds around the ones used in this study, and the results of the
re-applied models did not significantly vary in all the cases (< 5%). For the
sake of brevity, we do not report the whole set of the performed replications in
this study. Finally, it is important to note that the values of the thresholds used
in this study strongly depend on the application domain (i.e., waste recycling, in
our case); we suggest researchers and developers willing to re-use our framework
in other domains/organisations to fine tune the selected thresholds according to
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the specific characteristics of the app under consideration and its typical usage
scenarios (e.g., social media users may be considered disengaged much earlier
than after 9 days of total inactivity). In addition to that, note the modelling
results - especially the quantitative component - discussed here remain specific
for this dataset. Hence, it should not be directly transferred to other application
domains. Instead, the main contribution of this chapter lies on the fact that we
show, by means of different types of algorithms, that it is possible to accurately
predict user engagement as well as a reusable framework that can be used to
better understand UE in mobile apps.
5.3 Modelling User Engagement of Mobile Apps
In this Section, we detail our modelling strategy and explain the multiple steps
and assumptions we make to predict UE or counts (actions) until disengagement.
Here, despite the numerical model we choose, the first step is to describe the
process of assigning our users to different groups, the so-called clustering process.
In doing so, we are firstly grouping similar users together in order to reduce
uncertainties and improve the predictability of our numerical models [208].
5.3.1 The clustering model
In this study, we use a modified Agglomerative Hierarchical Clustering (AHC)
model [91]. That means, we assign each data point to one exclusive cluster, and
then combine the two clusters that are closest to each other. This process is
repeated until there is only one cluster left - containing all the observations.
We utilise average linkage to perform the clustering, i.e., the average distance
between each point in one cluster to every point in the other cluster. We use the
so-called Pearson-γ correlation as our criterion to select an appropriate number
of clusters [8; 152]. This metric looks at the correlation of all the distances
between data points and a binary matrix, that is equal to zero for every pair of
observations in the same cluster and equal to 1 in case points are in different
clusters.
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Hierarchical clustering methods require a distance metric to define similarity
between two observations. Here, we implement the so-called Gower’s metric [139]
with optimal weights, as proposed in [358]. This metric allows for the calculation
of the dissimilarity between rows of our dataset for nominal, binary, and ordinal
variables. The optimization is done with the intent to maximise the cophenetic
correlation coefficient (CPCC), see [308]. The CPCC is the correlation between
the distance matrix used for the clustering and the cophenetic distance matrix
of the resulting hierarchical clustering. This cophenetic distance matrix is
calculated as the distance at which two observations are combined into one
cluster.
The optimisation of the CPCC is done through the use of the L-BFGS-B
method (Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm with
Bounds), a Quasi-Newton algorithm which uses the first order derivative of a
given function and an approximation of its second-order derivative to obtain the
extrema of the given function (non-linear optimisation) - see [261]. We apply
this method to iteratively search for an optimal set of weights to Gower’s metric
to optimise the CPCC of the resulting agglomerative hierarchical clustering.
The bounds of the L-BGFS-B method are set to [0,1] to ensure no weight is
negative. Next to that, we also use an approximation of the analytical derivative
of the CPCC with respect to the weights to ensure we do not have to use finite
differences for the L-BFGS-B method, hence significantly reducing computation
time [358].
As the last part for the configuration of our clustering, we choose which
variables we consider to be used for clustering. The variables we pick determine
what our clusters represent. As an initial set of variables for our clustering
algorithm, we choose all 122 variables mentioned above. In this context, our
clusters represent different characteristics of the users and their behaviour,
ranging from regional data to frequency of use and point collection. Users in
the same cluster are thus expected to be more similar when it comes to app
behaviour and geographical location compared to those in other clusters. Hence,
these clusters capture useful information for our different user engagement
models to use in their predictions.
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With our users set to a particular cluster, we use these results as a predictor
of UE improving modelling results [358]. In the next subsections, we explain
the numerical models we use to predict UE for every user. We detail the three
different model types - survival, counts, and classification - to evaluate the
potential of each approach and the validity of their assumptions.
5.3.2 The Cox proportional hazards model
In this subsection, we explore the Cox Proportional Hazards model [82]. The
Cox Proportional Hazards (CPH) model is a very popular regression model that
calculates survival times based on the effect of selected predictors. It becomes
especially useful here since our predictors are (highly) non-linearly related and
we may not know their distributions beforehand. Another advantage of the
CPH model is the fact that it is able to handle missing observations, i.e. sparse
user interactions. The CPH model only requires as independent parameters
(i) the time of the analysis and (ii) the engagement status. In our case, the
status indicates if disengagement happened or not at any particular time. With
these two parameters, we estimate two functions called conditional survival
and baseline hazard. The former provides the probability of not experiencing
disengagement while the latter gives the probability that disengagement will
occur up to a given time - see [83]. In our context, the term proportional
hazard indicates that the hazard ratio comparing two observations is constant in
between events. Furthermore, the impact of the different factors on the hazard
remains constant over time [33]. We use a threshold equal to 0.5 to determine
engagement/disengagement and follow [150] to ensure monotonic Receiver
Operating Characteristic (ROC) curves by means of the nearest neighbour
method.
5.3.3 The negative binomial model
Here, we describe a regression model with count data (negative binomial model).
This approach is interesting because, in contrast to the CPH model, it allows
us to model re-engagement. Here, rather than the time of disengagement, we
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aim to predict the total number of actions before disengagement. The idea
is to target smart interactions aiming to keep the user engaged if the actual
counts fall too close from the prediction of disengagement. Briefly, the negative
binomial (NB) distribution is the distribution of the number of trials (actions)
needed to get a fixed number of failures (in our case disengagement) - see
[205]. This distribution describes the probabilities of the occurrence of integers
greater than or equal to 0. By analysing the distribution function, we can set
a threshold on the probability of disengagement and extract the number of
counts before disengagement. NB is specially suitable to model over-dispersed
count variables. This specific regression method is implemented by fitting a
generalised linear model using a boosting algorithm based on component-wise
univariate linear models - see [52; 50], and [51]. In each boosting iteration, a
simple linear model is fitted (without intercept) to the negative gradient vector
and in the update step only the best-fitting linear model is used. This machine
learning method optimises prediction accuracy and carries out variable selection.
In our case, we perform 500 non-centered boosting iterations with a step length
equal to 0.05.
5.3.4 The random forest model
The RF model [43] basically creates many random independent subsets of the
dataset containing features and a training class. In our case, the features are the
information about the user, e.g. number of interactions and type of interaction,
and the class is simply a flag indicating engaged or disengaged at that particular
moment. These subsets are used to create a ranking of classifiers. It is important
to state that RF models are typically accurate and computationally efficient.
The randomness component ensures the RF model to generalise well, and to be
less likely to overfit [201].
In contrast to the other approaches, the RF model is not predicting days
(CPH) or counting actions to disengagement (NB). Here, based on past be-
haviour, we use the RF algorithm as a classifier (engaged/disengaged) at the
moment. That means, we obtain as outcome a probability value ranging between
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0 and 1. With that in hand, we define a cutoff threshold to determine if the
user is engaged or disengaged. For our dataset, the cutoff threshold is chosen
as equal to 0.42 as it maximises the F1 score [138].
Interestingly, the RF classification has a predictive component. This is
because the RF model simulates UER. As shown in Section 5.2.2, this metric is
defined as the difference in days between an action now and in the next 9 days.
Due to that, we assume that our results are “valid” not only at the moment but
within the recency threshold as well. Note that this links the validity of the RF
model to the recency threshold. This further motivates the choice of a short
recency time, just enough to allow the app developer to send re-engagement
notifications and monitor their effectiveness.
To build this random forest model, we use 1000 non-stratified trees with
replacement (to decrease variance without increasing bias). The number of
variables randomly sampled as candidates at each split equal to 10. We use
a 10-fold cross validation with 5 repeats to augment model accuracy without
increasing bias. The cross validation involves splitting our dataset into 10
subsets. Each subset is then put apart and the model is trained on the leftover
subsets. The overall accuracy of our model is then determined after averaging
the results obtained with the 5 individual repeats.
5.3.5 The XGBoost Model
The last approach used to predict UE takes advantage of boosted-trees al-
gorithms. XGBoost is a very popular and scalable end-to-end tree-boosting
system [67] currently applied to several different fields of knowledge, such as
Physics, stock market prediction, biology and language networks, among others
[68; 100; 350; 64]. In a nutshell, this classifier constructs trees to make the
predictions, but unlike RF, where every tree provides a definite answer and
the final result is obtained by a voting process (i.e., bagging), every tree in
XGBoost contains a continuous score, which are combined to provide an answer
(i.e., boosting). Despite differences with the RF algorithm, the implementation
and the use of XGBoost, however, is done very similarly. We utilise the same
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features to train the model and the output is also a probability percentage
indicating whether the user is disengaged at the moment. We use a small
learning rate equal to 0.001 to ensure convergence and error minimisation. The
maximum depth of each tree is capped at 15 and the maximum number of trees
is fixed at 1000 (similar to RF).
5.4 Evaluation of Predicting User Engagement
of Mobile Apps
In this section we report on the empirical evaluation of the proposed modelling
framework in the context of a waste recycling mobile app. Specifically, we aim
at answering the following research questions:
− RQ1 – To what extent using a clustering algorithm impacts the accuracy
of UE prediction?
− RQ2 – Which types of numerical models provide the most accurate UE
prediction?
· RQ2.1 – What is the prediction accuracy of the Cox proportional
hazards model?
· RQ2.2 – What is the prediction accuracy of the negative binomial
model?
· RQ2.3 – What is the prediction accuracy of the random forest model?
· RQ2.4 – What is the prediction accuracy of the XGBoost model?
We begin by showing the performance of our AHC algorithm followed by
the predictions of UE for our other numerical models. We highlight that a
direct comparison between numerical models is not always possible due to their
different natures - classification and regression. Thus, we aim to characterise and
evaluate them mostly individually. When possible, we try to place our results
in a broader perspective. To keep to the brief character of this manuscript we
summarise our model results in terms of ROC curves [110]. These are plots
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that illustrate the performance of a binary classifier, outlining their overall
performance. The true positives are defined as the engaged users who were
correctly classified as engaged by our model. False negatives represent the
engaged users incorrectly classified as disengaged. The area under the ROC
curve (AUC) represents the model accuracy, where unity means a perfect model
and 0.5 indicates a random result. We use the ROC curve as our performance
indicator - similarly to [257] - because it evaluates the performance of the models
across all possible thresholds. In addition, AUC delivers a result comparable
across all our model approaches and is threshold independent. This is important
in our case since the impact of a false positive vs false negative is comparable.
5.4.1 Impact of the clustering model (RQ1)
Implementing the weight-optimised Gower’s metric - as described by [358] -
augments the CPCC by around 15% (from 0.84 to 0.97) if compared with the
case where all weights are set to unity. We calculate the Pearson-γ correlation
for our dataset to further investigate the benefits of our optimised clustering
methodology. The results are shown in Figure 5.3.
Implementing the optimised weights for Gower’s metric increases the Pearson-
γ correlation by around 11%. That, together with the 15% improvement in the
CPCC, indicates that our methodology to optimise weight works significantly
better than the standard procedure. We note a slight decrease in the Pearson-γ
correlation for the AHC optimised results at 4 clusters followed by a sharp
decrease at 13 clusters. From the 13 clusters with a high Pearson-γ correlation,
4 main clusters contain around 98% of the total amount of unique users.
Nevertheless, we include all 13 clusters in our analysis to ensure that these
outliers do not influence these main 4 clusters.
5.4.2 Prediction accuracy of the Cox proportional haz-
ards model (RQ2.1)
In Figure 5.4 we show our results for the CPH model. We do so, by means of a
ROC plot for four different time spans within the testing set.
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Figure 5.3: Pearson-γ correlation for the AHC - optimised
(blue) and standard (red) - against the number of clusters.
Figure 5.4: ROC curves for the CPH model based on the
testing set. TP and FP indicate true positive and false
positive, respectively. The legend indicates the different
time spans.
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We observe in Figure 5.4 the predictions for increasing time spans. As
expected, the ROC curves approach the diagonal line (random prediction) as
we move forward in time. Note that these predictions are based on the testing
set, and not yet on the validation sets. That is because, at this stage, we are
interested in the generalisation capabilities of this model. We explain: these
ROC curves are derived from the survival chance as a function of time. This
means 100% survival chance for day 0, decaying eventually to 0% as time
progresses (Kaplan-Meier curve). Based on the these probabilities, the ROC
curves are generated within the testing set as an universal discrete prediction
for the CPH model from 9 to 39 days. We see that both short- and long term
predictions are accurate. The AUC ranges from 0.8 to 0.91 for 39 and 9 days,
respectively.
5.4.3 Prediction accuracy of the negative binomial model
(RQ2.2)
Figure 5.5 presents the ROC curves for the NB model. Contrarily to the CPH
model, the NB model predicts actions until disengagement. That means it
would be fairly impossible to create a binary classifier able to estimate the exact
number of actions before disengagement. Instead, we use 5 counts per 14 days
as a threshold to determine if a user is engaged or not. In this case, a user is
considered engaged if exceeding the threshold. Nevertheless, we note that the
outcome is inferior compared to the results obtained by the CPH model. Due
to the unexpected results for the testing set, we also analyse the performance of
the NB model for the validation sets. The results, shown in Figure 5.5, remain
reasonably similar to the ones obtained for the testing set. The AUC is fairly
constant and equal to 0.67 for all the sets.
Figure 5.6 presents the number of events observed and predicted by the
model to further understand the performance of the NB model.
Besides the fact that some of the predictions coincide with the observations,
a very significant part of the observed values is crudely underestimated by the
model. That means the model is able to reasonably predict the so-called “true
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Figure 5.5: ROC curves for the NB model. The legend
indicates the datasets. The timespan is fixed to 14 days.




























































































Figure 5.6: Comparison between the number of events pre-
dicted (black) and observed (red) for the different sets, as
indicated in the headers. The time span is fixed to 14 days.
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positive” values but fails to predict the “true negative” ones. These results
suggest that this model is, to a certain extend, accurately predicting the right
counts to disengagement, albeit with many inaccurate predictions included as
well.
5.4.4 Prediction accuracy of the random forest model
(RQ2.3)
In Figure 5.7, we visualise the ROC curves for the RF model applied to the
different sets. We find that the AUC ranges from 0.93 to 0.83 for the testing
and validation 3 sets, respectively. The high AUC values mean that the RF
model is generic enough to classify our user as engaged or disengaged for all
our dataset.




























Figure 5.7: ROC curves for the RF model. The test set
curve is shown in red, followed by the Validation 1,2, and
3 sets in green, blue, and cyan, respectively.
To further understand which processes/features determine the behaviour
of this model, in Table 5.1 we show the mean decrease in accuracy (MDA) for
some of the predictors. The MDA is calculated by permuting the values of each
predictor and then measuring by how much the predictive accuracy decreases.
In our case, removing groups, number of actions, longitude, or weekday,
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Table 5.1: Selection of predictors and their respective mean
decrease in accuracy (MDA)
Predictor MDA (%)
Groups 36.5





from the predictors list would decrease the accuracy of this model by over
30%. We point out to the reader that the MDA is computed after the RF is
trained. Therefore, training the model without these predictors will not drop the
performance by the amounts shown in Table 5.1. Instead, the new model may
find new correlated features unknown to the current model. We also notice in
Table 5.1 the importance of adequately clustering users since groups, calculated
with the optimised AHC algorithm, is responsible for the highest MDA value.
5.4.5 Prediction accuracy of the XGBoost model (RQ2.4)
Figure 5.8 presents the XGBoost curves for the different sets. The AUC range
is virtually the same as the one for the RF, with the values from 0.93 to 0.82
for the testing and validation 3 sets, respectively.
To keep our comparison similar to that of the RF we have selected the same
predictors and seen if there was any difference in their relative importance
distribution. To calculate their importance we examined the “Gain” value.
Interestingly, we see that the order of the importance remains the same as per
the RF with “groups” being the predictor with the highest Gain value (0.06) and
“obs time” with the lowest (0.0001). That reinforces the importance of having
well-defined and accurate groups as output from the clustering algorithm.
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Figure 5.8: ROC curves for the XGBoost model. The test
set curve is shown in red, followed by the Validation 1,2,
and 3 sets in green, blue, and cyan, respectively.
5.5 Discussion
Concerning RQ1, the modified clustering algorithm containing optimised
weights for Gower’s metric performed adequately. The results showed an
improvement of ≈ 11% on the Pearson-γ correlation, and ≈ 15% on the
cophenetic correlation, if compared to a standard clustering methodology. The
clustering outcome proved to be the most important predictor for both RF and
XGBoost algorithms. That provides further motivation to optimise the cluster-
ing process aiming at sharpening the groups definition and as a consequence
improve the machine learning results.
Concerning RQ2, we applied the four models on the dataset and analysed
the results obtained, mainly via the use of ROC curves. All models performed
well, in their own right, with Cox proportional hazards, random forest and the
boosted-tree models resulting in similar performance when predicting UE. The
performance of the negative binomial model was not comparable to the other
three algorithms. Most importantly, we concluded that under this framework
we were able to better understand our observations.
As shown in Section 5.4, CPH, RF and XGBoost models result in similar
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values of accuracy. Their AUC values are similar, ranging roughly from 0.8
to 0.9. Our fourth model, the NB model, resulted in an AUC of 0.67. It is
important to re-iterate that this AUC values should be taken as individual
measures of performance and not used to compare models, as the manner of
predicting and even the element of prediction is different according to the
algorithm used.
Even with a high AUC score, there are still, however, a number of caveats
concerning the generalisation of the CPH model. More specifically, the results
obtained with this model vary significantly for different sets of predictors.
Interestingly, the good results found by the RF and XGBoost models can be
partially explained by their generality. We will take advantage of this feature
and use these models to “classify” UE in the future as well.
We are also interested to model re-engagement. Given the fact that the
CPH model is unable to do so (since it predicts survival times), a Markov-like
stochastic model becomes then a plausible replacement. The reason is that these
models are able to provide the transition paths between engaged-disengaged and
to obtain the rate parameter of these transitions. We emphasise that the RF
and XGBoost models are also able to model re-engagement. In the near future,
we aim to compare in detail the results obtained by the RF and XGBoost, with
the transition model.
Finally, it is important to note that the accuracy we obtained in our evalua-
tion is specific to the dataset related to the waste recycling app and cannot be
directly transferred to other mobile apps or application domains. Indeed, the
aim of this study is not to provide a general solution for all mobile apps in all
domains, but rather, we focus on (i) providing evidence that it is possible to pre-
dict when app users are getting disengaged with good levels of accuracy and (ii)
providing a reusable modelling framework for UE in mobile apps. Researchers
and practitioners in application domains other than waste recycling can re-use
our proposed framework and its underlying techniques, provided that they will
be customised according to (i) the characteristics of their specific app domain
(e.g., a user of a social media app may be considered as disengaged after 1 day
of inactivity, instead of 9 days) and (ii) the performance of the trained models
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(e.g., in a different domain the negative binomial model may perform the best.)
5.6 Summary and Future Work
In this chapter we answer T.RQ3, specifically: How can we predict user
engagement in apps? We achieve this result by proposing and evaluating a
framework to model and predict user engagement in mobile applications. The
framework consists of a modified clustering model that serves as baseline for
other four numerical models: (i) a Cox proportional hazards, (ii) a negative
binomial, (iii) a random forest, and (iv) a boosted-tree algorithm. These models
were trained and validated against an observational dataset obtained from a
real waste recycling mobile application. Our results show that in our case both
machine learning approaches (RF and XGBoost) are adequate to model user
engagement for the considered app. In this study, we tested our framework
on data obtained from a waste recycling app. Hence, our findings would likely
remain valid only for applications with usage dynamics and features similar to
those within the waste recycling domain. Specifically, geographical information
plays a crucial role to determine different user behaviours (as seen in our study)
and hence a successful application of this methodology to a different domain
would most likely be dependent of a strong tie to location. As an example,
domains such as fitness or language learning [15; 311], tend to have daily
activities presented to the user in a game-like manner and have a strong tie
to the user’s location. Given these were key features used to train our models,
it is plausible that this framework could be applied to these and other similar
domains.
Analysing user behaviour to predict and prevent disengagement certainly
poses a significant challenge, both from the methodological and analytical
points of view. Due to the complexity of this task, we limited this study
to characterising and evaluating our methodology to predict UE. In a follow-
up study, we will investigate how to ultimately influence user behaviour by
increasing re-engagement rates and decreasing disengagement. Moreover, further
research will touch upon studying the re-engagement process. We then intend to
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use push notification information - extending on the work of [319] - to ultimately
determine the most appropriate interaction for each user at any given time,
aiming to augment usage (maintain engagement) and prevent disengagement.
Understanding the role gamification plays in mobile apps is also crucial. It can
be done by further investigating how people redeem their points earned (e.g.
immediately after achieving a minimum threshold or after some accumulation).
That information helps in determining the type of notification that can be sent
to each user.
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Abstract - With their increase, smartphones have become more integral
components of our lives but due to their mobile nature it is not possible to
develop a mobile application the same way another software system would be
built. In order to always provide the full service, a mobile application needs to
be able to detect and deal with changes of context it may be presented with. A
suitable method to achieve this goal is self-adaptation. However, as of today
it is difficult to have a clear view of existing research on self-adaptation in the
context of mobile applications.
In this chapter, we apply the systematic literature review methodology on
selected peer-reviewed papers focusing on self-adaptability in the context of
mobile applications. Out of 607 potentially relevant studies, we select 44 primary
studies via carefully-defined exclusion and inclusion criteria. We use known
modelling dimensions for self-adaptive software systems as our classification
framework, which we apply to all selected primary studies. From the synthesised
data we obtained, we produce an overview of the state of the art. The results
of this chapter give important background information, which is used to answer
T.RQ4. Furthermore, these results also give researchers and developers a solid
foundation to plan for future research and practice on engineering self-adaptive
mobile applications.
6.1 Introduction
Since the announcement of the iPhone in 2007 and the sale of Android based
smartphones, the number of mobile applications has been increasing and so is
the number of mobile users [195; 328].
With their increase, smartphones have become more integral components of
our lives but do to their mobile nature it is not possible to develop a mobile
application the same way another software system would be built. In order to
always provide the full service, a mobile application needs to be able to detect
and deal with changes of context it may be presented with. A suitable method
to achieve this goal is self-adaptation [277].
While there is a lot of work that has been done in the field of self-adaptation
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[387], to the best of our knowledge there is no published literature review
that explores self-adaptation in the specific context of mobile applications.
Within this context we can identify several questions related to the most
common goals that the self-adaptive systems are aiming to achieve, what kind
of changes can trigger adaptation processes, how is it achieved in current
published work and what would be the outcomes and effects of the adaptation
to the mobile application. Unveiling the above mentioned aspects will give
a better understanding of the current landscape of self-adaptation for mobile
applications.
In this study we aim to fill the knowledge gap present with self-adaptive
systems in the context of mobile applications. To do so, we apply the systematic
literature review methodology [180] and target peer-reviewed papers focusing
on self-adaptability in the context of mobile applications. Out of 607 potentially
relevant studies, we select 44 primary studies via carefully-defined selection
criteria. We then utilise and customise known modelling dimensions for self-
adaptive software systems [9] and use them as our classification framework,
which we apply to all selected primary studies.
Obtained results reveal that the most common sources of change are
hardware (which includes the battery of the device) and the internet connectivity.
Most analysed approaches perform the self-adaptation in an autonomous manner
and adaptation happens within the application itself, with sometimes the use
of the backend (e.g., cloud offloading systems). Furthermore, in all primary
studies adaptation is event triggered and performed in a best-effort manner,
without a strict guarantee on the duration of the self-adaptation process. Most
of the approaches are not specific to any application domain, with a lack of case
study evaluation.
The main contributions of this study are:
− an up-to-date systematic review of the literature on self-adaptation in the
context of mobile applications;
− a customised classification framework for understanding, classifying, and
comparing approaches for self-adaptation in the context of mobile apps;
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− a discussion of the main implications of this study, the application domains
covered by the literature so far, and future research challenges;
− a replication package including the research protocol, raw data, and
analysis scripts for independent replication and verification of this study.
The target audience of this chapter includes: researchers working in the
field of self-adaptation and want to have better insight of the literature when
specifically dealing with mobile applications, researchers and mobile application
developers looking to implement self-adaptation in their system but do not have
prior experience in the field and need a guide to understand what has been
done so far.
The rest of the chapter is organised as follows. In Section 6.2 we give
background information on self-adaptation in mobile applications. Section 6.3
explains the study design, whereas its results are reported in Section 8.3. In
section 6.5 we provide a discussion of the emerging results, followed by section
8.5 in which we present threats to validity. Section 6.7 presents related work
and lastly we close the chapter in section 6.8.
6.2 Self-Adaptation in Mobile Applications
Figure 6.1 shows an overview of a mobile-enabled system. We use the entities
shown in the figure to settle with the terminology used throughout the paper.
Mobile apps consist of binary executable files that are downloaded directly into
the user’s device and stored locally [222]. Mobile apps are developed directly
atop the services provided by their underlying mobile platform [224]. Platform
services are exposed via a dedicated Application Programming Interface (API)
and provide functionalities related to communication and messaging, graphics,
location, security, etc. [119]. Moreover, the platform API abstracts and provides
access to the hardware components of the device such as its proximity sensor,
GPS, accelerometer, battery, networking devices, and so on. Apps can also
communicate with other apps installed on the device via a dedicated event-
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based communication system (e.g., Android intents and broadcast receivers1).
Smart objects such as fitness trackers, smart headphones, external sensors, and
smartwatches can be connected to the mobile device either via short-range
communication protocols (e.g., Bluetooth) or by passing through the Internet.
Mobile device
Hardware (including sensors,
battery, display, etc.) 































Figure 6.1: Overview of a mobile-enabled system
The vast majority of mobile apps send and receive data to their remote
backends in order to persist data across usage sessions, share data across apps
instances, etc. The communication between the app and its backend is usually
performed in a RESTful fashion via the HTTP protocol [1; 214]. Similarly, apps
can also communicate with 3rd-party services, for example for authentication
via Facebook, accessing the mapping services of Google Maps, sharing data to
social networks. Mobile apps are distributed via dedicated app stores, such as
the Google Play Store for Android apps and the Apple app store for iOS apps.
App stores are managed by platform vendors like Google and Apple [119].
Self-adaptation can happen in any part of a mobile-based system (e.g., in
the app itself, in the backend, in a smart object) and can be applied to different
1 https://developer.android.com/guide/components/broadcasts
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levels of the technology stack of computing systems (e.g.,, at the hardware level,
at the platform level, in the business logic of the app). In the context of this
study, a self-adaptive system is defined as a system that can autonomously
handle changes and uncertainties in its environment, the system itself and its
goals [373]. A self-adaptive system is internally composed of two parts: one
has the responsibility of performing the business capabilities of the system (i.e.,
the operations for which the system is built), whereas the second part interacts
with the first one and is responsible for the adaptation process [373]. As an
example of a self-adaptive mobile application we take the one described by
Moghaddam et al. [243]. The work describes a framework built to enhance
energy efficiency in mobile apps. The framework was built with the MAPE
model functionalities and consists of a scheduler that is in charge of allocating
resources in real-time. In this particular implementation case the authors focus
on the network scheduling strategies.
6.3 Study Design
In this section we present the design of this study. We firstly present the research
questions (Section 6.3.1) and then we explain our search and selection process in
Section 6.3.2. We report on the data extraction process and the framework used
to classify the information extracted from our primary studies in Section 6.3.3.
Lastly, we explain how we synthesised the main findings from the extracted
data in Section 6.3.4.
The replication package is publicly available to researchers interested in
replicating and independently verifying the study [142]. The replication package
includes the raw data of the search and selection phases of the study, the raw
data extracted from each primary study, and the full list of all primary studies.
6.3.1 Goal and Research Questions




Purpose Identify, classify, and evaluate
Issue the characteristics
Object of existing approaches for self-adaptation in
mobile apps
Viewpoint from the researcher’s and practitioner’s point
of view.
By building on the modelling dimensions for self-adaptive software systems
proposed by Andersson et al. [9], we can elicit the following research questions
targeted by our study.
RQ1 What are the goals of self-adaptation in the context of mobile apps?
Answering this question we aim to identify the characteristics of the goals
that self-adaptation should achieve in the context of mobile apps. As
an example, the the self-adaptation mechanism proposed in the primary
study by Moghaddam et al. [243] has the main goal of reducing the energy
consumption of the application in order to prolong the smartphone’s
battery life.
RQ2 What are the changes triggering the self-adaptation in the context of
mobile apps?
By answering this question we want to gain insight on the characteristics
of the changes triggering self-adaptation in mobile apps. For example,
referring back to the previously mentioned study by Moghaddam et al., one
of the possible sources of a change is the event in which a new application
requests to transfer data since it requires adaptation on resource scheduling
within the whole mobile device.
RQ3 What are the mechanisms used for self-adaptation in the context of
mobile apps?
Answering this question will allow us to better understand the character-
istics of the mechanisms for self-adaptation within the context of mobile
applications. For example, in the case of Moghaddam et al., the mechanism
for adaptation is structural since adaptation involves the reconfiguration
of the overall architecture of the whole system.
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RQ4 What are the effects of self-adaptation in the context of mobile apps?
By answering this question we will gain better understanding of what are
the effects of self-adaptation upon mobile-enabled systems. In this context,
a dimension for judging the effect of self-adaptation is by understanding
its criticality, i.e., the impact that the self-adaptation process would have
on the mobile application in case said adaptation fails. For example,
returning to the primary study by Moghaddam et al. the criticality of the
self-adaptation process is harmless since the mobile app is able to function
even if the adaptation fails (the only downfall would be the continuation
of the current use of energy, instead of reducing it).
The research questions shape the whole study, with a special influence on
(i) search and selection of primary studies, (ii) data extraction, and (iii) data
synthesis.
6.3.2 Search and Selection
As shown in Figure 6.2, the search and selection process of this study has been
designed as a multi-stage process, so to have full control over the studies being





















Figure 6.2: The search and selection process of this study
Initial search. In this stage we perform an automated search on Google
Scholar, which at the time of writing is one of the largest and most complete
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databases and indexing systems for scientific literature. We use such a data
source for the following main reasons: (i) it provides the highest number of
potentially relevant studies compared to other four relevant libraries (Scopus,
ACM Digital Library, IEEE Explore, and Web of Science), (ii) as reported in
[379], the adoption of this indexer has proved to be a sound choice to identify
the initial set of literature studies for the snowballing process, (iii) the query
results can be automatically extracted from the indexer. The query we use to
perform the initial search is provided in Listing 1
( adap t i v e OR " s e l f - adap t a t i on " OR " s e l f - a dap t i v e ")
AND ( andro id OR i o s OR mobi l e )
AND ( apps OR a p p l i c a t i o n s OR a p p l i c a t i o n ) )
Listing 6.1: Search string used for the automatic search
In order to cover as much potentially relevant studies as possible, we kept our
search string as generic as possible and considered exclusively the object of our
research. Indeed, the search string can be divided into three main components,
one for each line of the listing, where the first component captures self-adaptive
systems, the second captures the mobile nature of the targeted approaches, and
the third one is about apps and applications. The search string has been tested
by executing pilot searches on Google Scholar. In order to keep the results of
this initial search as focused as possible, the query has been applied to the title
of the targeted studies. The considered timeframe ranges from 20072 and ends
at the time in which the query has been executed (i.e., November 2018).
Application of selection criteria. In this stage we consider all the 607
studies resulting from the initial search and filtered them according to a set of
well-defined inclusion and exclusion criteria. In this stage it is crucial to select
studies objectively and in a cost-effective manner, so we apply the adaptive
reading technique [275], as the full-text reading of clearly excluded studies is
not necessary. In the following we report the inclusion and exclusion criteria of
this study.
2 The first announcement about the existence of mobile apps as defined in Section 6.2 has
been done in the well-known keynote where Steve jobs firstly launched the iPhone in 2007
[38].
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Inclusion criteria:
1. The study focuses on self-adaptability, as defined in [9].
2. The study focuses on mobile applications, as defined in Section 6.2.
Exclusion criteria:
1. Secondary or tertiary studies (e.g., systematic literature reviews, surveys,
etc.).
2. Studies in the form of editorials, tutorial, poster papers, because they do
not provide enough information.
3. Studies that have not been published in English language.
4. Duplicate papers or extensions of already included papers.
5. Studies that have not been peer reviewed.
6. Papers that are not available, as we cannot inspect them.
Each paper is included as primary study if it satisfies all inclusion criteria,
and it is discarded if it meets any exclusion criterion. The definition of the
above mentioned criteria has been incrementally refined and tested by two
researchers by considering a set of pilot studies. It is important to note that
we excluded secondary studies because of the first exclusion criterion, but we
discuss them in our related work section (see Section 6.7).
Exclusion during data extraction. When going through each primary study
in detail for extracting information, we agreed that 6 analysed studies were
semantically out of the scope of this research and we excluded them, leading to
a set of 36 potentially relevant studies.
Snowballing. To reduce potential bias introduced with the use of our selected
search string we also carry out a snowballing process[141]. The main goal of
this stage is to enlarge the set of potentially relevant studies by considering each
study selected in the previous stages, and focusing on those papers either citing
and cited by it. More technically, we perform a closed recursive backward and
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Attribute Possible values Definition
Goals - goals are objectives the system under consideration should achieve
Quality re-
quirement
functional suitability (FUN), performance effi-
ciency (PERF),
compatibility (COMP), usability (US), reliability
(REL),
security (SEC), maintainability (MAINT), porta-
bility (PORT),
energy (EN), any or all of the possibilities (?)
The system/software quality the goal is aiming to
achieve
Evolution static (S), dynamic (D) Whether the goals can change within the lifetime
of the system
Flexibility rigid (R), constrained (C), unconstrained (D) Whether the goals are flexible in the way they are
expressed
Duration temporary (T), persistent (P) Validity of a goal thoroughout the system lifetime
Multiplicity single (S), multiple (M) How many goals are there?
Change - Change is the cause of the adaptation
Source
APP, 3rd party app (3A), mobile platform
(PLAT),
hardware (HW), smart objects (SMARTO), end
user (USER),
backend (BACK), 3rd party services (3S), devel-
oper (DEV),
app store (STORE), platform vendor (VENDOR),
INTERNET
Where is the source of the change?
Frequency rare (R), frequent (F) How often a particular change occurs?
Anticipation foreseen (FN), foreseeable (FE), unforeseen (UN) Whether the change can be predicted
Mechanisms - what is the reaction of the system towards change
Type parametric (P), structural (S)
whether adaptation is related to the parameters
of
The system components or to the structure of the
system
Autonomy autonomous (AU), human assisted (H) What is the degree of the outside intervention
during adaptation
Organization centralized (C), decentralized (D)
whether the adaptation is done by a single
Component or distributed amongst several com-
ponents
Scope
APP, 3rd party app (3A), mobile platform
(PLAT),
hardware (HW), smart objects (SMARTO), end
user (USER),
backend (BACK), 3rd party services (3S), devel-
oper (DEV),
app store (STORE), platform vendor (VENDOR),
INTERNET
Where in the system is the adaptation localized
Duration short (S), medium (M), long (L) How long the adaptation lasts
Timeliness best effort (B), guaranteed (G)
Whether the time period for performing self-
adaptation
can be guaranteed
Triggering event-triggered (E), time-trigger (T) Whether the change that triggers adaptation isassociated with an event or a time slot
Effects - What is the impact of adaptation upon the system
Criticality harmless (H), mission-critical (M), safety-critical
(S)
Impact upon the system in case the self-adaptation
fails
Predictability non-deterministic (N), deterministic (D) Whether the consequences of the adaptation can
be predictable
Overhead insignificant (I), reasonable (R), failure (F)
The impact of system adaptation upon the quality
of services
of the system
Resilience resilient (R), semi-resilient (S), vulnerable (V)
The persistence of service delivery that can justi-
fiably be trusted,
when facing changes
Table 6.1: Classification framework utilised for the data
extraction
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forward snowballing activity [380]. In both backward and forward snowballing
the initial screening of additional studies is based on their title only, whereas
the final decision about their inclusion into the set of primary studies is based
on their full text and on the selection criteria discussed above. Duplicates have
been removed at each iteration of the snowballing activity.
Exclusion during 2nd data extraction. In this phase we extract data from
the 12 additional papers resulting from the snowballing activity and agree that
6 of them are semantically out of the scope of this research and we exclude
them. This final check leads to the final set of 42 primary studies, which are
then analysed in details for answering our research questions.
6.3.3 Data Extraction
In this section we present how we perform the data extraction on the selected
primary studies. The main goal of this phase is to collect data from each primary
study, so to be able to suitably compare them in the subsequent data synthesis
phase. The data extraction phase is executed collaboratively by two of the
authors of this study. In order to have a rigorous data extraction process and
to ease the management of the extracted data, a well-structured classification
framework has been designed upfront.
As anticipated, we build our classification framework on the modelling
dimensions for self-adaptive software systems presented by Andersson et al. [9].
In order to better fit the framework to the characteristics of mobile applications,
we customise the modelling dimensions for self-adaptive systems presented in
[9]. The customisation of the classification framework has been performed as
follows: (i) firstly we selected a subset of 10 pilot studies from the 42 primary
studies, (ii) then two researchers independently extracted the data from the
10 pilot studies by using the original version of the self-adaptation modelling
dimensions proposed in [9], (iii) the two researchers then discussed the results
of the data extraction, with a special focus on too generic/abstract attributes,
those attributes which did not fully fit with the characteristics of the primary
studies, attributes whose values were redundant, (iv) based on the discussion,
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the self-adaptive modelling dimensions have been customised into the final
version of the classification framework, and lastly (iv) the final version of the
classification framework has been applied to all 42 primary studies.
The customised classification framework is presented in Table 6.1. Specif-
ically, as part of the Goals dimension, we add an attribute called quality
requirement so to keep track of the system/software quality requirement that
self-adaptation aims to achieve [166] (e.g., security, usability, functional suit-
ability, etc.). Here we are not considering how the (potentially multiple) goals
of self-adaptation are related to each other, i.e., the dependency attribute, as
this attribute resulted to be too fine grained for the objective of our study.
For the Changes dimension, we extend the attribute source so to directly map
it to the main elements of mobile-enabled systems as they are depicted in
Figure 6.1. Also, we are not considering the attribute type, which originally was
distinguishing between functional or non-functional changes, since we notice
that in our primary studies it was strictly contained by the quality requirement
attribute. For the Mechanisms dimension, the only change we made is related
to the extension of the attribute scope, which we are also mapping to the main
elements of Figure 6.1. Lastly, we reuse the Effects dimension just as defined in
the original framework presented by Andersson et al.
6.3.4 Data Synthesis
The data synthesis activity involves collating and summarising the data extracted
from the primary studies [180] with the main goal of understanding, analysing,
and classifying current research on self-adaptation in the context of mobile
applications. Specifically, we performed a combination of content analysis
(for categorising and coding the studies under broad thematic categories) and
narrative synthesis (for explaining in details and interpreting the findings coming
from the content analysis). This phase is performed by all of the authors of this
study.
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6.4 Results
In this section we report the results in the context of all the research questions
of our study. On a technical note, some of the plots (e.g., subfigure 6.3a) contain
the ‘?’ bin. The meaning of the symbol is that the examined primary studies
in that bin are configurable by developers/users so to fit a variable number of
the bins of that category, hence we have classified it as a separate category.
6.4.1 Goals of Self-Adaptation (RQ1)
Figure 6.3 shows the distributions of the goals characteristics across the primary
studies. As shown in Figure 6.3a, the most common quality attributes are
performance efficiency and energy. This is an expected result since both
performance and energy are fundamental aspects of the user experience in
mobile applications, potentially impacting the app user ratings and reviews
which, unless properly addressed, can negatively contribute to the app’s success
[266; 174]. Furthermore, it is interesting to note that self-adaptation for either
compatibility or security is never mentioned in our primary studies, thus unveiling
two potentially fruitful research gaps to be filled by researchers in the future.
For what concerns evolution (see Figure 6.3b), we observe that the vast
majority of primary studies presents a system with statically-defined goals,
whereas only 3 primary studies present an approach in which goals can evolve
during the execution of the system. For example, in MAsCOT [255] developers
can configure at any time the self-adaptation objectives and trade-offs (e.g.,
acceptable latency vs available CPU power) via an XML-based dynamic decision
network, which is then used at run-time by the system for deciding whether
computation should be executed on the mobile device or in the cloud.
The flexibility dimension is quite fragmented (see Figure 6.3c), where we can
see that primary studies are pretty evenly distributed among rigid, constrained,
and unconstrained goals, with a slight tendency towards unconstrained goals.
If we examine the duration attribute in Figure 6.3d, we observe that most
of the primary studies support goals with a persistent validity, as opposed to
only 5 studies supporting temporary goals. The approach presented in [84] is an
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(a) Quality requirements (b) Evolution
(c) Flexibility (d) Duration
(e) Multiplicity
Figure 6.3: Characteristics of the goals of self-adaptation
example of study dealing with temporary goals; the purpose of the approach is
to allow developers to develop mobile applications in a declarative manner; then
it will be the responsibility of the system to adapt the application to the device
on which it is deployed. Since the adaptation goal is limited to the deployment
163
Chapter 6. Self-adaptation in Mobile Applications
phase, we can consider it as temporary.
Lastly, if we focus on goals multiplicity, in figure 6.3e we can observe that
the majority of primary studies have multiple goals. This result has to do with
most systems employing self-adaptation not only to optimize the system in
terms of a single dimension (e.g., to reduce battery consumption), but they
focus on the trade-off among different dimensions and types of resources, such
as Internet connectivity, CPU usage, user experience, etc.
6.4.2 Changes Triggering Self-Adaptation (RQ2)
In Figure 6.4a we can notice that the most common source of changes is the
hardware of the device, with close second being Internet connectivity. This
result can be due to the vary nature of mobile applications being deployed
on smartphones; as such, a common concern for developers is to optimize the
utilization of the hardware the application is installed on and to provide the
best service at all times (e.g., to do not consume too much battery at runtime
or to react to sensors faults). Furthermore, we can explain the fact that Internet
is the second most common source of changes in the primary studies because of
a significant number of studies dealing with cloud offloading. In those cases, the
system decides to offload computation to the cloud depending on the available
bandwidth (among other parameters) and adapts its behaviour accordingly. As
a last remark on this attribute, we can observe that none of the primary studies
consider as a source of change the following entities of mobile-enabled systems:
third-party services, developers, app store, and platform vendor. Among them,
it comes as a surprise that no primary study considers third-party services as a
source of changes. Indeed, it is quite common that third-party services change
their provided APIs (e.g., Facebook changing the signature of its GraphAPI3
endpoint for sharing a link) and it may be interesting to investigate on how
self-adaptation techniques can help in automatically keeping the calling apps as
reliable as possible, despite those (potentially unforeseen) changes.




(a) Source (b) Frequency
(c) Anticipation
Figure 6.4: Characteristics of the changes triggering the
self-adaptation process
most common type of changes are frequent (see Figure 6.4a). This result was
expected, especially after having observed that the two most common sources
of changes are hardware and Internet availability and that by their own nature
their status can drastically change in a matter of nanoseconds.
For what concerns the anticipation of changes, as shown in Figure 6.4c,
changes are mostly foreseen, followed by fewer occurrences of approaches sup-
porting foreseeable changes. It is important to note that in self-adaptive systems
foreseen changes are known at design time and considered as expected to oc-
cur during the normal operation of the system [192]; examples of foreseeable
changes we encountered in the primary studies include: a drop of available
bandwidth [120], the user reaching its home address [240], the mobile device
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getting in proximity of a smart object [80], the user starting to drive a car
[306]. Differently, changes are foreseeable when they are not known at design
time, but they can be resolved at runtime and there is a plan for managing
them during the execution of the system [192]. Examples of foreseeable changes
include: the backend of the app has a failure [59], the GPS sensors of the
mobile device produces incorrect data [84], etc. Finally, it is interesting to note
that no primary study considers unforeseen changes, i.e., drastic changes that
have been not planned for and that are unknown until their first occurrence
[192]. Unforeseen changes are extremely challenging to be managed due to their
intrinsic level of uncertainty, both at design time and runtime. We speculate
that investigating on how to incorporate them into self-adaptive mobile-enabled
systems will be a scientifically challenging research area of the future.
6.4.3 RQ3 – Mechanisms for Self-Adaptation (RQ3)
The type of self-adaptation supported in more than half of the primary studies
is structural (see Figure 6.5a), i.e., the adaptation involves structural changes
in software architecture of the system [9]. This result can be explained by
the high number of primary studies focussing on communication middleware,
generic frameworks and meta-approaches which allow the self-adaptation process
to reconfigure the architecture of the system at run-time and are, therefore,
structural in nature. In 13 primary studies the self-adaptation is parametric,
i.e., the adaptation process involves only the policy files and configuration of
specific components of the system, without changing its overall organization
[9]. Examples of primary studies supporting structural self-adaptation include
approaches for autonomously adapting the bitrate of the video streaming to the
app [244], approaches for sending personalized notifications to the user which
automatically adapt to his/her stress levels [210], etc.
For what concerns autonomy, we can observe that nearly all approaches
are autonomous (see Figure 6.5b). This result is most likely influenced by the
definition of self-adaptation that we have used throughout this study, in which
the system has to be able to self-adapt and therefore can only have minimal
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(a) Type (b) Autonomy
(c) Organization (d) Scope
(e) Duration (f) Timeliness
(g) Triggering
Figure 6.5: Characteristics of the mechanisms for self-
adaptation
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human assistance in the process. Nonetheless, we have found 3 primary studies
presenting human assisted approaches. For example, the approach presented
in [290] aims at improving the user experience of the app with the use of an
adaptive user interface. This approach is human aided because it needs the
user to participate in a brief test in order to determine where the elements of
the user interface should be positioned and their dimensions in the graphical
layout of the app. This is obviously in contrast with a fully automated system
that would monitor user actions in background and adapt accordingly, without
requiring the initial test performed explicitly by the user.
The organization attribute is almost evenly split among our primary studies
(see Figure 6.5c). This implies that we have nearly just as many primary studies
where the adaptation is centralized into a single component as systems where
adaptation is distributed among several components. An example of centralized
self-adaptation is [372], where there is a single software component which is in
charge of adapting the user interface of the app to the preferences, knowledge,
and skills of the user. An example of distributed self-adaptation is presented in
[120], where both the app and its backend are involved in the code offloading
process.
Considering our mobile-enabled system in Figure 6.1 and examining the
scope of self-adaptation, we notice that the vast majority of the self-adaptation
mechanisms are executed in the application itself (see Figure 6.5d). Quite a
few approaches also have mechanisms executing in the back-end of the app,
where a significant part is due to the fact that the primary studies deal with
cloud offloading (such as the previously given example). Furthermore, we have
observed that some studies have self-adaptation mechanisms executing in the
hardware and the platform of the mobile device. This result is a confirmation
that in a mobile-enabled system the intelligent entities are either the app, its
backend, or the software stack on which the app is running on the client side.
Regarding the duration of the mechanism (see Figure 6.5e), we notice
that the vast majority of the mechanisms have a short duration, followed by 6
approaches having a medium duration, and only 2 approaches having a long
duration. As an example of a long duration mechanism, the authors of [133]
168
6.4. Results
monitor user actions and apply a set of algorithms to perform self-adaptation
for adapting the items in the graphical menus of the app according to the
usage patterns exhibited by the user. In this way, the app is enhanced with
a transformable and movable menu component with adaptable and adaptive
features, which improves the overall efficiency of the user when using the app.
Due to the fact that the app is constantly learning the usage patterns of the
user, the mechanism presented in [133] can be considered as having a long
adaptation duration.
As shown in Figure 6.5f, the timeliness attribute falls fully in the best-effort
bin (i.e., the time for executing the adaptation is not guaranteed) and there are
no primary studies proposing a guaranteed time for the self-adaptation process.
This result is extremely interesting since in some application domains (e.g.,
emergency-related, post-disaster apps) it may be a strict requirement to know
and respect upper bounds on the execution time of the self-adaptation process,
thus guaranteeing the timeliness associated with self-adaptation.
For what concerns self-adaptation triggering (see figure 6.5g), all the
primary studies are based on event triggered mechanisms. This result is quite
expected, given that mobile apps are mostly front-end software reacting either
to user- or system-generated events.
6.4.4 RQ4 – Effects of Self-Adaptation (RQ4)
Starting with criticality (see Figure 6.6a), we observe that the majority of
primary studies describe a self-adaptation process that has a harmless impact
on the system in the case such adaptation were to fail. Fourteen and seven
studies can have mission-critical and safety-critical consequences, respectively.
Furthermore, we can also observe that safety-critical consequences are highly
dependent on the domain in which the approach is being applied. This is logical,
as, for example, a video-streaming adaptation process would most likely not
run the risk of hurting its users in case of a failed adaptation.
In terms of predictability, the majority of the self-adaptation approaches
are deterministic (see Figure 6.6b), followed by twelve approaches with non-
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(a) Criticality (b) Predictability
(c) Overhead (d) Resilience
Figure 6.6: Characteristics of the effects of the self-
adaptation process
deterministic effects. This means that in the majority of the cases the users of
self-adaptive approaches know the possible states of the mobile app (and of the
overall system) after adaptation.
Examining the overhead attribute (see Figure 6.6c), we observe a nearly
even distribution among all possible values, ranging from insignificant, to
reasonable, and finally to system failure overhead. The relatively high number
of primary studies whose approaches may lead to system failures is mainly
due to the relatively high number of approaches cloud offloading (or other
network-related mechanisms), in which the apps’ functionalities have to stop
being provided whilst the work is being offloaded and in some cases until its
results have been obtained from the cloud.
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Finally, under resilience there is a nearly even number of resilient and
semi-resilient approaches, with hardly any being vulnerable (see Figure 6.6d).
Resilience is defined as the persistence of service delivery that can justifiably
be trusted, when facing changes [192]. As examples of approaches falling
under the vulnerable category, four cases of faults and failures of context-aware
adaptive applications are presented in [306]. One of those cases is related to an
app supporting a so-called “meeting profile”, which was autonomously applied
whenever the app infers that the user is in a meeting with a colleague (based on
the device’s calendar, the current time, and on Bluetooth discovering another
person in the room); however, the approach was falling into an adaptation cycle
between the office and the meeting profiles since both of their conditions were
triggered whenever a meeting was held in the office, leading to inconsistencies
in the behaviour of the app.
6.5 Discussion
In this section we present the research implications that we derived from our
results (Section 6.5.1), followed by an overview at the application domains we
encountered in our primary studies (Section 6.5.2) and the main challenges
reported in the examined literature (Section 6.5.3).
6.5.1 Research Implications
We conducted this systematic literature study to gain insight on self-adaptation
in the context of mobile apps. To analyse our data we formulated four research
questions (see section 6.3.1). Here we report on the main findings related to
our answers.
In our findings related to the goals of self-adaptation (RQ1 ) we observed
that the vast majority of approaches have persistent and static goals. This
implies that the majority of the identified self-adaptive approaches are relatively
rigid in their objectives, unveiling a certain research gap involving approaches
where goals can change at runtime depending on the ever-evolving context in
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which mobile apps are used today. Furthermore, the most frequently pursued
goals are related to technical quality properties of mobile-enabled systems, such
as performance and energy consumption. Interestingly, there are few approaches
targeting non-technical goals, such as promoting user behavioural change and
lifestyle improvement. Researchers in the field can direct their future studies
towards filling this identified gap in the state of the art of self-adaptive mobile-
enabled systems. For developers working on self-adaptive apps with static goals,
the set of primary studies could represent a valuable source of knowledge.
In analysing the changes that trigger self-adaptation (RQ2 ), we observe
that the majority of approaches adapt due to changes within the hardware
of the mobile device or its Internet connectivity. This result unveils a very
interesting research gap related to potential self-adaptive approaches which
can adapt their behaviour or structural configuration to changes occurring in
third-party applications running on the mobile device, in third-party services
running in the cloud, or in smart objects surrounding the user of the app. The
above gap points to a potential unexplored market: developers looking for
innovative self-adaptive apps could consider developing apps that adapt due to
their third-party services, e.g., to provide a better user experience, as opposed
to competing apps that use these services without self-adaptation.
When discussing the adaptation mechanisms (RQ3 ), we observe some
interesting findings as well. Firstly, the majority of approaches perform the
adaptation in an autonomous manner, and therefore do not need a human in
the loop or any other forms of human assistance to accomplish their adaptation.
Moreover, in most cases the adaptation is performed by the application itself,
with only sometimes requiring the help of the backend (such as in the case of
cloud offloading applications). Secondly, all of the analysed adaptations are
event-triggered and perform in a best-effort manner; therefore they do not have
a guarantee on the duration of the self-adaptation process. This can be justified
by the overwhelming short and medium duration of the adaptation processes we
have studied, which by their nature are nearly impossible to guarantee in their
timeliness. Nevertheless, an interesting research direction is about self-adaptive
approaches where formal and rigorous reasoning plays a central role into making
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self-adaptation feasible also for apps belonging to critical domains (e.g., energy,
defence, transportation). Some works into this direction are starting to emerge
in other fields, such as for the Internet of Things [374; 251], but the application
of formal reasoning in the context of self-adaptive mobile applications still seems
to be an under-explored research area.
Lastly, we need to discuss the effects of the self-adaptation process (answer-
ing RQ4 ). However, before doing so we must note that the reported information
on effects was challenging to collect as it was rarely explicitly stated within the
primary studies and, most of the time, had to be deduced by the description
of the self-adaptation process and the analysed software system. We advice
researchers working on self-adaptive software systems to pay special attention
to the effects dimension of self-adaptation, so to provide a clear and complete
overview of their proposed solutions. Having disclosed this, we nonetheless have
a few noticeable results with the most prominent finding being that most of
the analysed approaches had predictable consequences to their self-adaptation
approach. Furthermore, the majority of analysed adaptation mechanisms had a
harmless effect on the app in case the adaptation failed. However, we also found
cases in which this effect was mission-critical or even safety-critical, and have
noticed that there seems to be a strong link between a system being mission-
or safety-critical and its application domain. This seems reasonable as e.g.,
failed adaptation in the health domain is more likely to be safety-critical as
opposed to a video streaming application, which poses no threat to the safety
of the user in case of failed adaptation. This emerging link between domain and
level of criticality, should be considered carefully by any developer working on
self-adapting apps in mission/safety-critical domains.
6.5.2 Application Domains
When analysing the primary studies we also traced the application domains in
which the self-adaptive mobile apps have been applied. Of the cited application
domains, health is the most popular with 7 primary studies. Other application
domains in which self-adaptive mobile apps have been applied include: tourism,
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e-learning, mapping, education, science, conferencing, e-commerce, social net-
works, smart city, art, video streaming, image manipulation, and emergency
management. Overall, such a high number of application domains hints to the
general applicability of self-adaptive mechanisms, provided that the context
and specifics of the application domain are taken into consideration (e.g., apps
should respect the intrinsic privacy-related concerns of domains like health and
e-learning).
On the other hand, 22 primary studies do not mention any particular
application domain. This indicates that a substantial amount of research has
focused on self-adaptation mechanisms regardless of their application domain.
This could be due to such mechanisms being broad enough to be applied in
general. In the future, it might be interesting for researchers to investigate if
there exist categories of self-adaptation techniques that are application-specific
and others that are general-purpose.
6.5.3 Emerging Challenges
By extracting meaningful paragraphs from ‘future work’ and ‘challenges’ sections
of our primary studies and then analysing them, we have managed to find some
common points of interest both for researchers and practitioners. Specifically:
− 12 primary studies mention the need or to further improve the implemen-
tation of their approach in order to reduce bias or eliminate potentially
wrongful assumptions and of these studies 4 specifically mention only
having implemented a research prototype;
− 9 of our primary studies mention the need of performing a more robust
evaluation of their proposed approach;
− 4 primary studies mention the need to test their proposed approach on
case studies as it was only tried in simulation or just theoretically;
− 3 primary studies mention the need for performing an in-depth comparison
between their approach and the ones proposed by other researchers.
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The information we have extracted seems to be reinforcing our previously
given observation in subsection 6.5.2. It would seem as a significant number
of primary studies are working on a more theoretical level, therefore in a state
of still needing further improvement and testing on practical scenarios and
real-world applications. From this, we would therefore suggest that future
research effort should be devoted not only to the improvement of the existing
theoretical underpinnings of self-adaptation for mobile apps, but also to its
application in real-world, realistic scenarios, at best by applying empirical case
studies in industrial settings [381].
6.6 Threats To Validity
The following reports on the potential threats to validity of this study according
to [381].
Internal Validity. We mitigated internal threats to validity by using already
established modelling dimensions [9] as our classification framework. For the
validity of the synthesis of the collected data, we utilised well assessed descriptive
statistics in order to minimise potential threats.
External Validity. In our study the main external threat to validity may
come from our primary studies not being representative of the whole research on
self-adaptation in the context of mobile applications. In order to mitigate such
risk, we employed a search strategy including of both automatic search as well
as backward-forward snowballing of the selected primary studies found with
the automatic search. Furthermore, we chose to consider only peer-reviewed
papers and excluded any work that could be defined as grey literature. We do
not foresee this criterion to have impacted our study as the considered papers
need to have undergone a rigorous peer-review process, which is an established
requirement for quality publications. Lastly, we applied well defined inclusion
and exclusion criteria, which we have rigorously followed during our manual
selection phase.
Construct Validity. To be sure that the found primary studies would be able
to competently answer the chosen research questions we manually carried out
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the selection process using the chosen inclusion and exclusion criteria, reported
in subsection 6.3.2. Such results were then further expanded by also conducting
forward and backwards snowballing on those same selected studies.
Conclusion Validity. In order to reduce potential bias our classification
framework is based on established modelling dimensions found in [9]. This
way we can confidently guarantee that the data extraction process was aligned
with our chosen research questions. Furthermore we reduced potential threats
to conclusion by following well-known systematic literature review guidelines
[179; 276; 381].
6.7 Related Work
Works related to ours are secondary studies on self-adaptation.
Yang et al. [387] focused on requirements modelling and analysis for self-
adaptive systems. They carried out a systematic literature review of 101 primary
studies, from which they elicited 16 modelling methods and 10 requirement
quality attributes. They observed that some of the modelling methods need
further study, and most qualitative studies need better evaluation.
Krupitzer et al. [185] survey the engineering approaches found for self-
adaptive systems. To this aim, they use a taxonomy for self-adaptation extended
with the “context perspective”, i.e., the ability of systems to adapt their context.
The survey identifies and classifies several approaches used to build self-adaptive
systems.
Macias-Escriva et al. [215] analyse self-adaptability from the perspective
of computer science and cybernetics, and examine the approaches found in
the literature, to gain an overview of the state-of-the-art techniques used for
self-adaptation. As one of the main conclusions, they identify feedback control
and artificial intelligence as enabling fields to help further develop self-adaptive
systems.
Both Krupitzer et al. and Macias-Escriva et al. do not report on the number
of studies used in the data extraction for the surveys.
Mahdavi-Hezavehi et al. [219] conducted a systematic literature review
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of 54 primary studies, with the goal of understanding ‘the state-of-the-art of
architecture-based methods for handling multiple quality attributes (QAs) in
self-adaptive systems’. They found that the most frequently addressed QAs
are performance and cost, and the most common domains are robotics and
web-based system.
Muccini et al. [250] focused on self-adaptation in the context of cyber-
physical systems, and analysed 42 primary studies. As part of their main results
the authors found MAPE (Monitor-Analyze-Plan-Execute) as the most common
mechanism used to perform adaptation in this context, and energy as that the
most common application domain.
Lastly, Weyns et al. [375] examine the claims that are associated with
self-adaptation. They analysed 96 primary studies identified from the SEAMS
conference series between 2006 and 2011, and the papers published in 2008 in
[71]. They observe that (i) the main focus is on architecture and models, (ii) the
most common application domain is service-based systems, and (iii) at the time
of publishing only a few empirical studies were performed with no industrial
evidence.
In spite of the relatively large number of secondary studies on self-adaptation
and self-adaptive systems, none explored the state of the art of self-adaptation
in the context of mobile applications. Our study certainly fills this gap, which
with the increasing pervasiveness of mobile software in all application domains
is turning into a necessity.
6.8 Conclusions and Future Work
This paper presents a systematic literature review on self-adaptation in the
context of mobile applications as defined in section 6.2. Starting from 607
possibly relevant studies, we found 44 primary studies which we analysed via
the presented classification framework, in order to answer our chosen research
questions. By answering these questions, we give an in-depth look at the field of
self-adaptation in the mobile application context, and therefore provide valuable
information for researchers and developers who wish to work in the future within
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this area.
As future work, we will perform a longitudinal analysis across the various
dimensions of our classification framework as it would help discover more
complex (and hidden) patterns among the analysed approaches. Furthermore,
a more in-depth analysis of the contents of the primary studies could contribute
in better understanding the current research gaps about self-adaptation in the
context of mobile applications. Finally, in our next chapter we present our
work on the use of cluster-based reinforcement learning and self-adaptation
to automatically adapt and personalise e-Health mobile apps. Allowing these
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Abstract - Within software engineering, social sustainability is the di-
mension of sustainability that focuses on the ‘support of current and future
generations to have the same or greater access to social resources by pursuing
social equity’. An important domain that strives to achieve social sustainability
is e-Health, and more recently e-Health mobile apps.
A wealth of e-Health mobile apps are available for many purposes, such as
life style improvement, mental coaching, etc. The interventions, prompts, and
encouragements of e-Health apps sometimes take context into account (e.g.,
previous interactions or geographical location of the user), but they still tend
to be rigid, e.g., apps use fixed sets of rules or they are not sufficiently tailored
towards individuals’ needs.
Personalisation to the different users’ characteristics and run-time adaptation
to their changing needs and context provide a great opportunity for getting
users continuously engaged and active, eventually leading to better physical
and mental conditions.
The overall goal of this chapter and it’s contents is to answer T.RQ4, namely:
How can AI-based personalisation and self-adaptation be used to create e-Health
apps that dynamically adapt to the user and their context? To this goal, we
present a reference architecture for enabling AI-based personalisation and self-
adaptation of mobile apps for e-Health. The reference architecture makes use of
a dedicated goal model and multiple MAPE loops operating at different levels
of granularity and for different purposes.
The proposed reference architecture is instantiated in the context of a fitness-
based mobile application and exemplified through a series of typical usage
scenarios extracted from our industrial collaborations.
7.1 Introduction
E-Health mobile apps are designed for assisting end users in tracking and
improving their own health-related activities [378]. With a projected market
growth to US$102.3 Billion by 2023, e-Health apps represent a significant
market [134] providing a wide spectrum of services, i.e., life style improvement,
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mental coaching, sport tracking, recording of medical data [269]. The unique
characteristics of e-Health apps w.r.t. other health-related software systems
are that e-Health apps (i) can take advantage of smartphone sensors, (ii) can
reach an extremely wide audience with low infrastructural investments, and
(iii) can leverage the intrinsic characteristics of the mobile medium (i.e., being
always-on, personal, and always-carried by the user) for providing timely and
in-context services [119].
However, even if the interventions, prompts, and encouragements of cur-
rent e-Health apps take context into account (e.g., previous interactions or
geographical location of the user), they still tend to be rigid and not fully
tailored to individual users, e.g., by using fixed rule sets or by not considering
the unique traits and behavioural characteristics of the user. In this context,
we see personalisation [109] and self-adaptation [147; 373; 387] as effective in-
struments for getting users continuously engaged and active, eventually leading
to better physical and mental conditions. The addition of intervention tailoring
(via personalisation and self-adaptation) is a crucial step in addressing the
main sustainability concern that e-Health mobile apps want to achieve: social
sustainability. By providing better interventions, we are not only more likely
to have the user interested in maintaining engagement with the app but also
help the user achieve better physical and mental conditions; allowing the app
to better address the personal needs and by extension the social ones too.
In this work, we combine personalisation and software self-adaptation to
provide users of mobile e-Health apps with a better, more engaging and effective
experience. To this aim, we propose a reference architecture that combines
data-driven personalisation with self-adaptation. The main design drivers that
make the proposed reference architecture unique are:
− the combination of multiple Monitor - Analyze - Plan - Execute
(MAPE) loops [163] operating at different levels of granularity and for
different purposes, e.g., to suggest users the most suitable and timely
activities according to their (evolving) health-related characteristics (e.g.,
active vs. less active), but also to cope with technical aspects (e.g.,
connectivity hiccups, availability of IoT devices and third-party apps on
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the user’s device) and the characteristics of the physical environment
(e.g., indoor vs. outdoor, weather);
− a dedicated goal model for representing health-related goals via a
descriptive concise language accessible by healthcare professionals (e.g.,
fitness coaches, psychologists);
− the exploitation of our online clustering algorithm for efficiently man-
aging the evolution of the behaviour of users as multiple time series
evolving over time. This online clustering algorithm has been already ex-
tensively tested in a previously published article [146], showing promising
results by doing better than the current state-of-the-art.
The main characteristics of the proposed reference architecture are the
following: (i) it caters the personalisation of provided services to the specific
user preferences (e.g., preferred sport activities); (ii) it guarantees the correct
functioning of the provided features via the use of connected IoT devices (e.g.,
a smart-bracelet) and runtime adaptation strategies; (iii) it adapts the provided
services depending on contextual factors such as environmental conditions
and weather; (iv) it supports a smooth participation of domain experts (e.g.,
psychologists) in the personalisation and self-adaptation processes; and (v) it
can be applied in the context of a single e-Health app and by integrating the
services of third-party e-Health apps (e.g., already installed sport trackers). All
of the above mentioned characteristics are shown in this work by evaluating the
reference architecture and the goal model with fitness coaching scenarios. We
want to emphasise how most characteristics have been engineered with the main
goal of achieving social sustainability. A possible exception are characteristics
(ii) and (v) which more specifically addresses technical sustainability of the
reference architecture. Our emphasis on social sustainability will be further
explained and explored throughout the paper.
Lastly, in a previous study [143] we reported a preliminary version of our
Reference Architecture. Here we extend the work by: (i) framing the work in
the overall context of social sustainability, (ii) document the methodology used
to design our Reference Architecture, (iii) report a scenario-based evaluation
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of our Reference Architecture, (iv) provide a goal model to be used with the
Reference Architecture, (v) a viewpoint definition used to create the view of
our Reference Architecture.
7.2 Background
The notion of reference architecture (RA) is borrowed from Volpato et al.
[362], who define it as “a special type of software architectures that provide
a characterisation of software systems functionalities in specific application
domains”, e.g., SOA for service orientation and AUTOSAR for automotive. In
the context of this study, a self-adaptive software system is defined as a system
that can autonomously handle changes and uncertainties in its environment,
the system itself and its goals [373].
For the definition of personalisation we build on that by Fan and Poole
[109] and define it as “a process that changes a system to increase its personal
relevance to an individual or a category of individuals”. Furthermore, to enhance
personalisation, we use CluStream-GT (standing for: CluStream for Growing
Time-series). CluStream-GT was chosen for this RA as it is the state-of-the-art
clustering algorithm for time-series data (especially within the Health domain).
CluStream-GT works in two phases: offline and online. First, the offline phase
initialises the algorithm with a small initial dataset; this is done either at design
time or at the start of runtime. After, during the online phase the algorithm
clusters the data that is being collected at runtime. Clustering allows the RA to
group similar users together; where similarity is determined by the data gathered
from the apps. This gives the RA a more sustainable and scalable method of
personalisation, without requiring to create individual personalisation strategies
but maintaining a suitable degree of personalisation [146; 177]. For a more in
depth explanation of the algorithm and how clustering can aid personalisation
we refer the reader back to Chapters 3 and 4.
The methodology used for the design of our RA is the one presented by
Angelov et al. [14] (see Fig. 7.1), where the authors present their RA Framework
to facilitate software architects in the design of congruent RAs, i.e., RAs where
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Figure 7.1: Methodology for the design of our RA[14]
The RA Framework (or framework for short) consists of two elements: a
multi-dimensional classification space, and a set of predefined RA types (and
variants of these types). The former, through the use of strict questions and
answers, supports software architects in classifying RAs according to their
context (Where?, Who? and When? questions in Fig. 7.1), goals (Why? in
Fig. 7.1), and design (How? and What? in Fig. 7.1) dimensions. The latter
consists of specific combinations of values from the multi-dimensional space.
These types, and variants of, are used to evaluate the congruence of the RA
being designed. If a RA is congruent (i.e. matches a type or variant) it has
a greater chance of becoming a success, where by success the authors mean
“. . . the acceptance of the architecture by its stakeholders and its usage in multiple
projects”[14]. For each dimension, the authors have defined sub-dimensions with
respective questions and answers. During the design of our RA we have worked
with each dimension and, with the use of the framework, classified our RA
according to the possible values available for each sub-dimension. As knowledge
of our RA and its components is necessary to understand the design process,
we further explain the use of the framework in Sec. 7.7.
In recent years a larger body of software engineering and software architecture
works address sustainability. Sustainability can be divided into four dimensions:
technical, economical, environmental, and social [188]. Within this work we
present an RA for the e-Health domain with the main goal of better addressing
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the social dimension of sustainability, whilst the technical contributions of this
work include the combination of AI and self-adaptation. In this work we build
on the following definition of social sustainability: “focusing on supporting
current and future generations to have the same or greater access to social
resources by pursuing generational equity. For software-intensive systems, this
dimension encompasses the direct support of social communities, as well as
the support of activities or processes that indirectly create benefits for such
communities”[188].
7.3 Related Work
Several RAs for IoT can be found in the literature [30; 28; 2; 122]. In particular,
Bauer et al. [30] present several abstract architectural views and perspectives,
which can be differently instantiated. The adaptation of the system’s config-
uration is also envisioned, at an abstract level. IoT-A [28] aims to be easily
customised to different needs, and it makes use of axioms and relationships
to define connections among IoT entities. IIRA [2] is particularly tailored for
industrial IoT systems. WSO2 [122] presents a layered structure and targets
scalability and security aspects too. All of the above RAs are abstract and
domain independent. As such, they do not address required features specific
to the IoT-based e-Health domain. Moreover, they lack the needed integration
with AI for personalisation used to tailor interventions to the user’s health-
related characteristics; an important technique used by the RA to address social
sustainability.
Other works providing service oriented architectures (SOAs) focused on
adaptation but neglected user-based personalisation. E.g., Feljan et al. [111]
defined a SOA for planning and execution (SOA-PE) in Cyber Physical Systems
(CPS), and Mohalik et al. [245] proposed a MAPE-K autonomic computing
framework to manage adaptivity in service-based CPS. Morais et al. [92] present
RAH, a RA for IoT-based e-Health apps. RAH has a layered structure, and
it provides components for the prevention, monitoring and detection of faults.
Differently from RAH, our RA explicitly manages the self-adaptation of the
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e-Health mobile app, both at users- and architectural levels. Mizouni et al.
[240] propose a framework for designing and developing context-aware adaptive
mobile apps. Their framework lacks other types of adaptation, i.e., adaptation
for user personalisation and adaptation with other IoT devices – which is
possible with our RA.
Lopez and Condori-Fernandez [210] propose an architectural design for an
adaptive persuasive mobile app with the goal of improving medication adherence.
Accordingly, the adaptation is here focused only on the messages given to the user
and lacks the other levels of adaptation (environment adaptation, etc.) that our
RA covers. Kim [176] proposes a general RA that can be used when developing
adaptive apps and implements a e-Health app as an example. However, being
it general, the RA lacks the level of detail present in our work, the integration
of AI for personalisation, and a way for involving domain experts in the app
design and operation, which is essential in adaptive e-Health.
In summary, to the best of our knowledge, ours is the first RA for e-Health
mobile apps that simultaneously supports (i) personalisation for the different
users, by exploiting the users’ smart objects and preferences to dynamically get
data about e.g., their mood and daily activities, and (ii) runtime adaptation to
the user-needs and context in order to keep them engaged and active, so that
we can better address social sustainability.
7.4 Reference Architecture
Fig. 7.2 shows our RA with the following stakeholders and components. Section
7.8 defines the corresponding viewpoint.
Users provide and generate the Data gathered by the e-Health app. At the
first installation, the users are asked to input information to better understand
their aptitudes. After an initial usage phase and data collection, the system
has enough information to assign them to a cluster.
Smartphone is the host where the self-adaptive e-Health app is installed.
In the mobile app, four components, namely User Driven Adaptation Manager,





























































































Figure 7.2: Reference architecture for Personalised and
Self-adaptive e-Health Apps
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net Connectivity Manager implement a MAPE loop to dynamically perform
adaptation. The Third-party Applications Manager, in turn, is responsible for
the communication with third-party apps supported by the RA that can be
exploited by the e-Health app both during its nominal execution and when
adaptation is performed. It is also responsible for storing the user’s preferences.
Further details on these components are given in Sec. 7.5.
Smart Objects are devices, other than the smartphone, that the app can
communicate with. They are used to gather additional data about the users as
well as augmenting the data collected by the smartphone sensors. For instance,
a smart-watch would be used by the app to track the user’s heart-rate, therefore
adding extra information on the real-time performance of the user.
Environment is the physical location of the user, and its measurable
properties. It is used by the e-Health app to make runtime adaptations according
to its current operational context and to the user’s scheduled activities, as
described in Sec. 7.5.5.
The back-end of our RA (right-hand side of Fig. 7.2) is Managed by a
Development team. It additionally exposes an interface to the Domain Expert
that is also involved in the e-Health app design and operation. The back-end
contains the components needed to store the collected user data and to manage
the user clusters. It also hosts components supporting the general functioning
of the app.
User Process Handler is in charge of sending User Processes to the
users, by taking care of sending the same User Process to all users of the
same cluster. A User Process is composed of one or more Abstract Activities.
These activities are inspired by the ones introduced in [47], although they differ
both in the structure and in the way they are refined, as later explained. An
Abstract Activity is defined by a vector of one or more Activity categories and an
associated goal, with each vector entry representing a day of the week. Examples
of Abstract Activities are discussed later in section 7.9.
Each Abstract Activity is defined by the Domain Expert via the Editor of
Abstract Activities & Goals and later stored in the Catalog of Abstract Activities
& Goals. Each Activity category identifies the kind of activity the user should
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perform. As an example, the user can receive either a Cardio or Strength Activity
category and so should perform an activity of that kind. More precisely, for each
user, the Activity categories are converted to Concrete Activities at run-time
via the use of the User Driven Adaptation Manager and based on the user’s
preferences. For instance, a cardio Activity category can be instantiated into
different Concrete Activities such as running, swimming and walking. Moreover,
if an Abstract Activity is composed of multiple Activity categories, all or some
of type Cardio, they can be converted into different Concrete Activities. This
implies that users who receive the same User Process will still be likely to
have different Concrete Activities, therefore personalising the experience to the
individual user (this is further discussed in Sec. 7.5.2).
The goals associated with an Abstract Activity are also important for distin-
guishing between Abstract Activities, besides for converting them into Concrete
Activities. Two Abstract Activities containing the same vector of Activity
categories can be different solely based on their associated goal. More details
on the goal model are given in Sec. 7.6.
The User Process Handler receives Updates from (i) the AI Personalization
and (ii) the Editor of Abstract Activities & Goals in order to send User Processes
to their associated users. The AI Personalization Updates the User Process
Handler every time a user moves from one cluster to another, while the Editor
of Abstract Activities & Goals Updates it every time new clusters are analyzed
by the Domain Expert (along with the new associated User Process). These
updates guarantee that the User Process Handler remains up to date about
the User Processes and their associated users.
AI Personalization sends an Update to the Clustering History component
whenever a change occurs in the clusters. The AI Personalization component
uses the CluStream-GT algorithm to cluster users into clusters in a real-time
and online fashion [146]. It receives the input data from the e-Health app (see
Collected Data in Fig. 7.2). More than one instance of CluStream-GT can be
running at the same time. In fact, there is one instance per category of data.
E.g., if the e-Health app is recording both ecological momentary assessment
[318] and biometric data, one for the purpose of monitoring mood and the
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other for fitness, there will be two running instances of the algorithm.
AI Personalization Adaptation is in charge of monitoring the evolution
of clusters and detecting if any change occurs. Examples include the merging
of two clusters or the generation of a new one. To do so, it periodically Queries
the Clustering History database. If one or more new clusters are detected, this
component will Notify both the Development Team and the Domain Expert.
The Domain Expert will examine the new information and add the appropriate
User Process to the Catalog of Abstract Activities & Goals via the dedicated
editor. In turn, the Development Team is notified just as a precaution so
that it can verify if the new cluster is not an anomaly. The specifics of the
corresponding MAPE loop are described in Sec. 7.5.1.
The role played by AI via the CluStream-GT algorithm is relevant in our
RA as it strongly supports both personalisation and self-adaptation, thus
guaranteeing a continuous user engagement that is crucial in e-Health apps.
Specifically, personalisation is achieved by clustering the users based on their
preferences and their physical and mental condition. This supports the RA in
assigning appropriate User Processes to each user, and further adapt them to
continuously cope with the current status of the user and by doing so better
addressing social sustainability concerns.
Clustering History is a database of all the clusters created by the AI
Personalization component. For each cluster it keeps all of the composing
micro-clusters with all of their contained information.
Editor of Abstract Activities & Goals allows the Domain Expert to
create and modify Abstract Activities (and their associated goals) and to combine
them as User Processes. This is achieved via a web-based interactive UI and
the editor’s ability to Query the Catalog of Abstract Activities & Goals. It is
also the editor’s responsibility to update the User Process Handler if any new
User Process has been created and is currently in use.
Catalog of Abstract Activities & Goals is a database of all User Pro-
cesses that the Domain Expert has created for each unique current and past
cluster. When a new cluster is defined, the Domain Expert can assign to it an
existing User Process from this catalog, or create a new one and store it.
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Catalog of Supported Mobile Applications is a database containing
the metadata needed for interacting with supported third-party mobile apps
installed on users’ devices. This database stores information such as the specific
types of Android intents (and their related extra data) needed for launching
each third-party app, the data it produces after a tracking session, etc. Indeed,
our e-Health app does not provide any specific functionality for executing the
activities suggested to the user (e.g., running, swimming); rather, it brings
up third-party apps (e.g., Strava1 for running and cycling, Swim.com2 for
swimming) and collects the data produced by the apps after the user performs
the physical activities. The main reasons for this design decision are: (i) we
do not want to disrupt the users’ habits and preferences in terms of apps used
for tracking their activities, (ii) we want to build on existing large user bases,
(iii) we do not want to reinvent the wheel by re-implementing functionalities
already supported by development teams with years-long experience.
Whenever the e-Health app evolves by supporting new applications (or
no longer supporting certain applications), the Catalog of Supported Mobile
Applications Updates, through the Datastore, the Third-party Applications
Manager. The Third-party Applications Manager responsibility is to keep
the list of supported mobile apps up to date and provide the corresponding
metadata to the User Driven Adaptation Manager and the Environment Driven
Adaptation Manager, when needed.
The e-Health app and back-end communicate via the Internet. Specifically,
the communication from the e-Health app to the back-end is REST-based and
it is performed by the Internet Connectivity Manager, which is responsible
for sending the Collected Data to the AI Personalization component in the
back-end. Communication from the back-end to the e-Health app is performed
by the User Process Handler which is in charge of sending the User Process to
the e-Health app via push notifications.
1 http://strava.com 2 http://swim.com
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7.5 Components supporting Self-adaptation
The RA has five components used for self-adaptation. To accomplish its
responsibilities, each of these components implements a MAPE loop.
7.5.1 AI Personalization Adaptation
The main goal of the AI Personalization Adaptation is to keep track of the
clusters evolution and to enable the creation of new User Processes. It does it
through its MAPE loop depicted in Fig. 7.3.
Monitor Plan





Send notifications to 
the Development Team 
and the Domain Expert
Analyze Execute
Figure 7.3: AI Personalization Adaptation MAPE loop.
During its Monitor phase, the AI Personalization Adaptation monitors the
macro-clusters. In its Analyze phase it determines if there are changes in
the monitored macro-clusters. To do so, the AI Personalisation Adaptation
periodically queries the Clustering History database. It compares the current
clusters with the previously saved ones. If any of the current ones are significantly
different, then the AI Personalization Adaptation enters its Plan phase. The
Plan phase gathers the IDs of the users and macro-clusters involved in these
significant changes. Since this change involves the need of the creation of new
User Processes for all of the users belonging to the new clusters the Domain
Expert must be involved in this adaptation. To achieve this we have exploited the
type of adaptation described in [131] which considers the involvement of humans
in MAPE loops. In particular, in [131] the authors describe various cases in
which a human can be part of a MAPE loop. AI Personalization Adaptation falls
under what the authors refer to as: ‘System Feedback (Proactive/foreground)’.
This type of adaptation is initiated by the system which may send information to
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the human. The human (i.e. Domain Expert) uses this information to execute
the adaptation (by creating the new User Processes necessary). To send the
needed information to the Domain Expert, AI Personalization Adaptation takes
the gathered knowledge from the Plan phase and gives it to Execute. Execute
notifies (Fig. 7.2) both the Development Team and the Domain Expert about
the detected cluster change(s) and relays the gathered information.
To determine if a cluster is significantly different from another we use a
parameter delta. This parameter is set by the Development Team at design
time and determines how different the stored information of one cluster has to
be from another one to identify them as unique. The Development Team is
notified as a precaution, to double check the change and verify that no errors
occurred.
7.5.2 User Driven Adaptation Manager
The main responsibility of the User Driven Adaptation Manager is to receive the
User Process from the back-end and convert the contained Abstract Activities
into Concrete Activities. A Concrete Activity represents a specific activity
that the user can perform, also with the support of smart objects and/or
corresponding mobile apps. As an example, running is a concrete activity
during which the user can exploit a smart-bracelet to monitor their cardio rate
as well as a dedicated mobile app to measure the run distance and the estimated
burned calories. A Concrete Activity is designed as a class containing multiple
attributes that is stored on the smartphone. The attributes are:
• Selectable: is True if the User Driven Adaptation Manager or the Envi-
ronment Driven Adaptation Manager can choose this Concrete Activity, when
dynamically refining Abstract Activities; False otherwise. It is set by the user
via the user preferences.
• Location: it specifies if the activity is performed indoors or outdoors. This
attribute is used by the Environment Driven Adaptation Manager to choose the
appropriate Concrete Activity according to weather conditions (see Sect. 7.5.5).
• Activity category: it defines what type of category does the Concrete
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Activity fall under. E.g., for a fitness activity, it specifies a cardio or strength
training.
• Recurrence: it tracks how many times the user has performed the Concrete
Activity in the past. It allows the User Driven Adaptation Manager to have a
preference ranking system within all the selectable Concrete Activities.
For each user, the Concrete Activities are derived from their preferences
stored in the Third-party Applications Manager. During its nominal execution,
the User Driven Adaptation Manager is in charge of refining the Abstract
Activities in the User Process into Concrete ones. To do this, it queries the
Third-party Applications Manager and exploits its knowledge of the Concrete
Activities and their attributes. After completing the task, the User Driven
Adaptation Manager presents the personalised User Process to the user as a
schedule, where each slot in the vector of Activity categories corresponds to a
day. Therefore creating the personalised user schedule of Concrete Activities.
Monitor Plan




Store the personalised 
user process and notify 
the user of the new 
activities
Analyze Execute
Figure 7.4: User Driven Adaptation Manager MAPE loop.
Refining a User Process is required every time that the user is assigned with
a new process, to keep up with its improvements and/or cluster change. To
this aim, a dynamic User Process adaptation is needed to adapt at run-time
the personalised user schedule, in a transparent way and without a direct user
involvement. Fig. 7.4 depicts the MAPE loop of the User Driven Adaptation
Manager.
Once it accomplishes its main task of refining the User Process, the User
Driven Adaptation Manager enters the Monitor phase of its MAPE loop, by
monitoring the User Process. The Analyze phase receives the monitored User
Process from Monitor. Analyze is now responsible to determine if the user has
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been assigned a new User Process. If so, the User Driven Adaptation Manager
converts the Abstract Activities in this new User Process into Concrete ones,
taking into account the user preferences. It makes this conversion by finding
suitable Concrete activities during the Plan phase. As all of the Abstract
Activities have been matched with a corresponding Concrete activity, the
Execute phase makes the conversion, storing this newly created personalised
User Process and notifying the user about the new activity schedule.
7.5.3 Smart Objects Manager
This component aims to maintain the connection with the user’s smart objects
and, if not possible, find alternative sensors to make the e-Health app able
to continuously collect user’s data, thus to perform optimally. To this aim, it
implements a MAPE loop, shown in Fig. 7.5, supporting the dynamic adaptation







Execute the plan in a
sequential manner
Analyze Execute
Create a plan of
action(s) to solve the
connection problem
Figure 7.5: Smart Objects Manager MAPE loop.
The Monitor phase is devoted to the run-time monitoring of the connection
status with the smart objects. Connection problems can be due to either the
smart objects themselves, which can be out of battery, or to missing internet,
Bluetooth or Bluetooth low energy connectivity. The Analyze phase is in charge
of verifying the current connection status (received by Monitor) and see if
the connection status with any of the smart objects has changed. During the
Plan phase the MAPE will create a sequential plan of actions that the Execute
will have to perform. All of the actions are aimed at re-establishing the lost
connection or at finding a new source of data (e.g. reconnect, notify the user,
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find a new source of data). For instance, if the smart-watch connected to the
smartphone runs out of battery and the attempts to reconnect to it fail, the
Smart Objects Manager will switch to sensors inbuilt in the smartphone (such
as the accelerometer).
7.5.4 Internet Connectivity Manager
The main purposes of the Internet Connectivity Manager are to (i) send the
Collected Data to the back-end and store them locally when the connection is
missing, and (ii) provide resilience to the e-Health app’s internet connectivity.
As shown in the MAPE loop in Fig. 7.6, during the Monitor phase the















Figure 7.6: Internet Connectivity Manager MAPE loop.
Analyze is then in charge of detecting whether a significant connection
quality alteration is taking place. If so, the Internet Connectivity Manager
enters the Plan phase and it plans for an alternative. The alternative can include
switching the connection type or storing the currently collected data locally on
the smartphone. As a new connection can be established, the component sends
the data to the back-end to be used by the AI Personalization.
7.5.5 Environment Driven Adaptation Manager
One of the objectives of the e-Health app is keeping the users constantly engaged,
to ensure that they execute their planned schedule of activities. To this aim,
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the Environment Driven Adaptation Manager plays an important role, which is







Change the Concrete 
Activity and notify the 
user of such change
Analyze Execute




Figure 7.7: Environment Driven Adaptation Manager
MAPE loop.
The purpose of this component is to constantly check whether the currently
scheduled Concrete Activity best matches the runtime environment (i.e., weather
conditions) the user is located in. To do so, the Environment Driven Adaptation
Manager monitors in run-time the user’s environment. The Monitor phase
periodically updates the Analyze phase by sending the environment data. This
phase establishes if the environment significantly changed. If so, it triggers
the Plan phase that verifies whether the currently planned Concrete Activity
is appropriate for the user’s environment. If it is not, it finds an appropriate
alternative and sends the information to Execute. Execute swaps the planned
Concrete Activity with the newly found one and notifies the user of this change.
7.6 Goal Model
Goals have been used in many areas of computer science for a long time.
For instance, in AI planning they are used to describe desirable states of the
world (e.g., [86]) whereas in goal-oriented requirements engineering (GORE [254])
they are used to model non-functional requirements (e.g., [307]). Goals have
been also used in self-adaptive systems to express the desired runtime behaviour
of systems execution [249; 47]. More recently, goals are used to model personal
objectives at users level [286], as done in our work.
As stated before, a User Process is composed of one or more Abstract
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Activities, each defined as a vector of Activity categories with an associated goal.
For each cluster, the Domain Expert defines its User Process and corresponding
goals, through the Editor of Abstract Activities & Goals.
Table 7.1: Goal model syntax.
Ga::= mg |fg
mg::= one_of STRING_SET ?(FREQ) |<or ≤ or >or ≥ or
= value in [1, . . . , n] ?(FREQ)
fg::= INTENSITYtime ?(FREQ) |INTENSITYvalue ?(FREQ)
|<or ≤ or >or ≥ or = fg |
fg and fg |fg or fg |one_of seq fg |> |⊥
INTENSITYtime ::= seconds |minutes |hours
INTENSITYvalue ::= Kcal |Km |step_count
FREQ ::= TIMES per day |TIMES per week |TIMES per month
TIMES ::= [1, . . . , n] ∀n ∈ N
The syntax of our goal model is presented in Table 7.1. A goal of an Abstract
Activity, namely Ga, refers to the type of feature that the Abstract Activity
represents (e.g., mood, fitness). At the current stage of our work, we have
mood-based goals – mg and fitness-based goals – fg.
A mood-based goal defines as objective a desirable mood that the user
should reach, considering their specific pathology. A mood-based goal can
be specified in two different ways: as a numerical value belonging to a given
discrete range, such as [1, . . . , n], or as a string value belonging to a specific
string set, such as [very sad, sad, neutral, happy, very happy]. This goal type
establishes the target mood that users are expected to reach when performing
mood-related activities. Specifically, we use the one_of STRING_SET
construct to allow the Domain Expert to define as goal one of the mood among
the ones listed in the set STRING_SET , as for instance in (7.1):
Ga := mg one_of [neutral, happy, very happy] (7.1)
When a numerical range is used to describe the user mood, we use relational
operators to specify a goal as a value in a subset of the given discrete range.
Moreover, for both mood-based goals, the expert can optionally specify the
frequency with which the user is asked to register their mood, through the
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?(FREQ) construct. The frequency can be expressed in terms of TIMES
per day, per week or per month, where TIMES belongs to a discrete range of
values, as given in (7.2):
Ga := mg ≥ 7 in [1, . . . , 10] 3 per day (7.2)
A mood-based goal mg succeeds if it satisfies the relation expressed by the goal.
In the presence of a frequency, instead, the user enters more than one mood.
In this case, the mood-based goal succeeds if the average computed among
the registered mood satisfies the relation expressed by the goal mg. It fails
otherwise.
A fitness-based goal specifies the required intensity and frequency with which
users should perform fitness-related activities. In particular, the goal model
provides two constructs to indicate the intensity, namely INTENSITYtime
and
INTENSITYvalue. The former is used to express the intensity in terms of du-
ration of the activity (e.g., seconds, minutes and hours). The latter is used
to express the intensity in non time-based terms. Our goal model foresees the use
of values such as Kcal, Km and step_count. As for mood-based goals, the
Domain Expert can optionally specify the frequency with witch the user is asked
to perform the suggested activities, via the ?(FREQ) construct. Relational
operators can be used to specify thresholds values over intensity-based goals.
Moreover, control-flow constructs, namely and, or and one_of, can also be
specified to combine fitness-based goals. These constructs allow us to recursively
combine elementary goals, of INTENSITYtime, INTENSITYvalue and
threshold types, thus to create goals of different complexity. An example is
given in (7.3):
Ga := fg ≥ 1000Kcal 1 per day orfg > 5Km (7.3)
A fitness-based goal fg of type intensity or threshold succeeds if the user
performs the suggested activities with the required time-based or value-based
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intensity. It fails otherwise. Goals of type and and or represent combination of
goals and they succeed, respectively fail, as per the rule defined by the involved
logical operators. A goal one_of seq fg specifies the need of achieving one
of the goals in the given sequence. The choice of the goal to target among the
available ones can depend on a utility function or a user’s choice.
The presented goal model is open and easy to extend. If a new feature
different from mood and fitness is envisaged, it is sufficient to extend the rule
related to Ga with a further non-terminal term on the right-hand side of the
rule, referring to the new feature, along with one or more associated rules. The
ease of use of the goal model, as well as the Editor of Abstract Activities &
Goals are designed as tools that allow Domain Experts to make changes in
the tailoring of the app to better meet the interests and needs of the users.
This is an important feature of the RA that allows it to better address social
sustainability.
7.7 Methodology
As introduced in Sect. 7.2, to design our RA we used the framework and the
methodology of Angelov et al. [14]. In Table 7.2 we illustrate all questions for
each dimension (i.e., context, goals, and design), the answers we gave whilst
designing our RA and the rationale for each answer.
In the goal dimension, the aim of our RA is providing guidelines for the
design of personalised and self-adaptive e-Health apps, as to the best of our
knowledge no RA of this type exists in this domain (G1).
In the context dimension, our RA is devoted to any organisation in the
e-Health domain who can benefit from it (C1). Particularly, during the design
of our RA we have used our collected experience from multiple collaborations
with psychologists and e-Health app providers to formulate the requirements
needed to be addressed. In the design of the RA, we were the sole designers of
the RA (C2). The main objective of the RA is to be designed so that it can
utilise, in the same architecture, relevant techniques needed to achieve both
personalisation and self-adaptation within this domain (C3).
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Table 7.2: RA according to the three dimensions: context,
goals, design
Dimension Values Rationale
G1: Why is it defined? Facilitation Our aim with this RA is to provide guidelines
for the design of personalised and self-adaptive
e-Health apps.
↓ ↓ ↓
C1: Where will it be used? Multiple organisations Multiple organisations within the e-Health
domain.
C2: Who defines it? Research centres (D), The RA was designed by the authors
who are all researchers.
User organisations (R),
Software organisations (R)
Requirements for this RA were derived by
collaborations with domain experts
and e-Health app providers.
C3: When is it defined? Preliminary The algorithms, goal model and MAPE-loops
do not exist in practice yet.
↓ ↓ ↓
D1: What is described? Components, algorithms, protocols, etc Components, CluStream-GT, MAPE-loops,
domain model.
D2: How detailed is it described? Semi-detailed architecture,
detailed algorithms and aggregated protocols
The goal model and the software components
are semi-detailed, CluStream-GT is detailed,
and the MAPE-loops are aggregated.
D3: How concrete is it described? Abstract elements At the time of design, our RA mainly
abstracts from concrete technologies.
D4: How is it represented? Semi-formal architecture representation and
a formal algorithm
The RA is described according to 42010,
CluStream-GT is implemented.
In the domain dimension, the main ingredients of our RA are: software
components and their connectors, the CluStream-GT algorithm, the MAPE-
loops, and the goal model (D1). Specifically, the software components and goal
model are semi-detailed as they demonstrate implementation-feasibility and a
clear objective but are not yet implemented. CluStream-GT is detailed as it is
previously published and tested work. The MAPE-loops only demonstrate the
general communication and are specified at an aggregated level (D2). As our
RA is described, we mainly abstract from concrete technologies (D3); in fact,
the majority of the RA is currently presented in a semi-formal manner with the
exception of CluStream-GT (D4).
In Table 7.3 we present our final match of the RA with respect to the
types/variants (T/V) presented by Angelov et al. [14]. In particular, X denotes
a match of the architecture values with those in the T/V. As shown, our RA
fits one of the architecture variants identified and described by Angelov et al.
(specifically variant 5.1); this demonstrates its congruence w.r.t. its context,
goals, and design. As stated in [14], if a RA can be classified into one of their
identified types it has a better chance of being successful (i.e., “accepted by its
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stakeholders and used in multiple projects”[14]).
Table 7.3: Final match of our RA to one of the five types
identified in [14].
T/V G1 C1 C2 C3 D1 D2 D3 D4
RA 5.1 X X X X X X X X
7.8 Viewpoint Definition
This Section describes the essential elements of the viewpoint defined to represent
Mobile-enabled Self-adaptive Personalised Systems (or MSaPS Viewpoint for
short).





This viewpoint captures the essential architectural and con-
textual elements supporting the design of mobile-enabled self-




Domain Experts, Software Architects, Members Development
Teams, User.
Continued on next page
204
7.8. Viewpoint Definition
Table 7.4 – Continued from previous page
Element Description
Concerns
C1: How to extend a mobile app with personalisation and
self-adaptation?
C2: How to integrate external smart objects and environmental
information flows?
C3: How to integrate Domain Expert knowledge into the mo-
bile app’s personalisation?
C4: How to integrate third-party apps as part of the mobile
app’s personalisation?
C5: What are the components with MAPE loops and how do
they interact?
C6: Where is the user data stored?
Continued on next page
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Continued on next page
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We have used it to create the view of our RA for personalised and self-
adaptive e-Health Apps as described in Fig. 7.2. It must be noted, however, that
the MSaPS Viewpoint is not limited to reference architecture use: one could
use it to design specific e-Health mobile-enabled systems, as well as to describe
mobile-enabled systems not targeted at e-Health but involving personalisation
and self-adaptation.
The MSaPS Viewpoint relies on the guidelines provided in the ISO/IEC/IEEE
42010 Standard [165]. Accordingly, after a short description it frames (cf. Ta-
ble 7.4) the typical stakeholders, their concerns, the meta-model and the related
conforming visual notation. The indication of which stakeholders may have
which concerns is further shown in Table 7.5.
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C1:Extend App w/ Pers/Adapt X X
C2:Integrate External Elements X X
C3:Integrate Domain Knowledge X X X
C4:Integrate Apps X X
C5:MAPE Interactions X
C6:User Data X
Table 7.5: Stakeholders and Related Concerns
7.9 Scenario-based Evaluation
To evaluate how our RA would cover typical usage scenarios, we used the domain
expertise learnt from our industrial collaborations and have defined the example
case and associated scenarios described in this Section (see Figs. 7.8 and 7.9).
For each scenario, we challenged how the RA can be used. Throughout the
example we use a hypothetical user named Connor and focus on fitness-based
goals.
Scenario 1 (Fig. 7.8a). Connor downloads a fitness app that uses our
proposed RA. As a first step, he has to input some preferences about the kind
of activities he likes the most, complete a questionnaire used to understand his
fitness level and give consent for his data to be tracked and used by the app.
The fitness app decides on his first weekly schedule of activities. This is a default
schedule created by the Domain Expert, in accordance with the information
provided by Connor. The default schedule, represented as an Abstract Activity,
is adapted by the User Driven Adaptation Manager in accordance with Connor’s
preferences and supported third-party applications. This scenario highlights
how our RA supports both user level adaptation (where the Abstract Activities
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assigned to Connor are adapted by the User Driven Adaptation Manager),
and architecture level adaptation (where the Third-party Applications Manager
realises the Concrete Activities by dynamically integrating the specific apps
Connor uses on his mobile device).
Scenario 2 (Fig. 7.8b). During the first week Connor performs the
Concrete Activities assigned to him. This first week is needed by the app to
gather enough data from Connor so that the AI Personalization can determine
to which macro-cluster Connor belongs. After successfully clustering Connor,
the AI Personalization sends an update to the User Process Handler, which is
now able to send the appropriate User Process to Connor. By querying the
Third-party Applications Manager the Abstract Activity is adapted by the User
Driven Adaptation Manager into appropriate Concrete Activities. Like with the
default schedule, the two Cardio entries are converted into running, whilst the
newly given Strength one is converted into weight lifting. Furthermore, the new
goal he receives is more challenging. This scenario illustrates the same levels of
adaptation as scenario 1, completed by the same components. Additionally, the
user level adaptation is further personalised by clustering Connor and the User
Process Handler sending him his cluster-related User Process.
Scenario 3 (Fig. 7.8c). On Monday Connor goes running as suggested
by the app. Whilst he is running outdoors, both the WiFi and 4G have no
connection. The Internet Connectivity Manager detects this and so decides
to store the data locally. As Connor gets back home after completing his run,
the WiFi connection is re-established. Aware of this, the Internet Connectivity
Manager sends the locally stored Collected Data to the back-end. This scenario
illustrates an architectural level adaptation – performed by the Internet Connec-
tivity Manager by storing the data locally and sending it to the back-end when
the internet connection is re-established.
Scenario 4 (Fig. 7.9a). On Wednesday as Connor is in the gym doing the
assigned weight training, the connection with the smart-watch is interrupted.
The disconnection is detected by the Smart Objects Manager that at run-time
reconnects to the smart-watch allowing the app to resume collecting the data
about Connor via the smart object. This scenario describes an example of
209
Chapter 7. A Reference Architecture for e-Health mobile applications











Cardio None None None Cardio None None
Ga = fg >=  1000 Kcal 
Running None None None Running None None
Ga = fg >=  1000 Kcal
User Driven Adaptation Manager
Scenario 1 steps:
1. Connor downloads and installs the e-Health app on
his smartphone. He then sets his preferred types of
exercise, which the phone stores as selectable Concrete
Activities.
2. From the inputted preferences the app selects the ap-
propriate Abstract Activity.
3. The User Driven Adaptation Manager converts the
Abstract Activity into Concrete Activities and notifies
Connor.

























































































Cardio None Strength None Cardio None None
Ga = fg >=  1500 Kcal and fg > 10 km
Running None Weights None Running None None
Ga = fg >=  1500 Kcal and fg > 10 km
User Driven Adaptation Manager
Scenario 2 steps:
1. Connor completed the default Abstract Activity. With
the resulting collected data, he gets assigned to a
macro-cluster.
2. The User Process Handler sends to Connor his as-
signed macro-cluster User Process.
3. The User Process is received and processed by the
User Driven Adaptation Manager, which then notifies
Connor of the new Concrete Activities.
(c) Scenario 3: Connor has no WiFi or 4G connection so the Internet Connectivity Manager saves































































































1. Connor is starting to run so to complete his first given
Concrete Activity.
2. The Internet Connectivity Manager detects that the
WiFi and 4G is not connecting to the Internet.
3. The Internet Connectivity Manager saves the
Collected Data locally during the run. It then sends
the Collected Data as Connor gets back home and
has WiFi connection.
Figure 7.8: Scenarios 1-3
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(a) Scenario 4: The e-Health app loses connection to Connor’s smart-watch. The Smart Objects





























































































1. The e-Health app looses connection to Connor’s
smart-watch.
2. The Smart Objects Manager detects the changed state
of the connection to the smart-watch.
3. The Smart Objects Manager autonomously re-
establishes connection to Connor’s smart-watch, al-
lowing the e-Health app to resume collecting the data
via that smart object.
(b) Scenario 5: The Environment Driven Adaptation Manager detects a change of weather forecast





















































































ify Running None Weights None Swimming None None
Ga = fg >=  1500 Kcal and True
Environment Driven Adaptation Manager
Running None Weights None Running None None
Ga = fg >=  1500 Kcal and True
Friday
Scenario 5 steps:
1. The Environment Driven Adaptation Manager detects
that the weather forecast predicts rain.
2. During the time in which it is forecasted to rain Connor
has scheduled Running, an outdoors Concrete Activ-
ity.
3. Given this clash the Environment Driven Adaptation
Manager adapts Running to Swimming, since it is an
indoor activity and doesn’t clash with the rain forecast.
























































































Cardio None Strength None Cardio None None
Ga = fg >=  1500 Kcal and fg > 10 km
Cardio None Strength None Cardio None Cardio
Ga = fg >=  2000 Kcal and fg > 15 km
AI Personalisation AdaptationConnor Connor
Scenario 6 steps:
1. A new macro-cluster is formed prompting the AI Per-
sonalization Adaptation to Notify the Domain Expert.
2. One of the users moving to the new macro-cluster is
Connor.
3. Connor therefore gets assigned a new User Process,
that the Domain Expert has created for this new macro-
cluster.
Figure 7.9: Scenarios 4-6
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architectural level adaptation - performed by the Smart Objects Manager when
Connor’s smart-watch is no longer detected by the app.
Scenario 5 (Fig. 7.9b). On Friday, the Environment Driven Adaptation
Manager detects that the weather forecast predicts rain for the day. As Connor’s
scheduled Concrete Activity is running, an outdoor activity, the Environment
Driven Adaptation Manager needs to make a run-time adaptation. It queries
the Third-party Applications Manager for Cardio activities suitable for indoors.
As swimming is the best alternative, it switches running with swimming and
notifies Connor of the change, saying that the activity will be carried out via the
swim.com app. This scenario focuses on both user level adaptation (when the
Concrete Activity is adapted by the Environment Driven Adaptation Manager),
and architectural level adaptation (when the Third-party Applications Manager
accesses the third-party app).
Scenario 6 (Fig. 7.9c). Connor has now finished his second week and has
successfully reached his assigned goal. In order to maintain the goal engaging
and challenging, Connor’s success, along with the success of other users, causes
the AI Personalization to create a new macro-cluster for them. As the new
macro-cluster is one that has never occurred in the system’s history, the AI
Personalization Adaptation deems this change significant and so notifies the
Domain Expert to analyse the new macro-cluster and associate to it a new
User Process. The notified Domain Expert makes the new User Process via
the web-based Editor of Abstract Activities and Goals. Given the users of the
new macro-cluster’s success (including Connor), the Domain Expert makes the
User Process goal more challenging increasing the amount of Kcal to 2000
and the Km to fifteen (as shown in the figure). This new User Process is sent
to the members of the new macro-cluster via the User Process Handler. This
scenario illustrates all three levels of adaptation: the cluster level adaptation
to the new macro-cluster done by the AI Personalization Adaptation, the user
level adaptation done by the User Driven Adaptation Manager when adapting
a new User Process, and the architectural level adaptation done by associating





It is important to note that our RA is extensible so to support other domains
beyond fitness and mood. Specifically, the goal model has been designed such
that supporting an additional domain can be achieved by adding (i) a new
non-terminal term in the root rule Ga and (ii) one or more rules describing the
goal within the new domain. Also, many of the existing rules (e.g., FREQ) are
generic enough to be reused by newly-added rules. On the client side no changes
are required, whereas the only components which may need to be customised to
a new application domain are: (i) the Editor of Abstract Activities & Goals, so
that it is tailored to the different domain experts and the extended goal model;
and (ii) the Catalog of Supported Mobile Applications, so that it now describes
the interaction points with different third-party apps.
Abstract Activities allow Domain Experts to define incremental goals span-
ning over the duration of the whole User Process. In addition, User Processes
are defined at the cluster level (potentially including thousands of users) and
can cover large time spans (e.g., weeks or months). Those features make the
operation of the RA sustainable from the perspective of Domain Experts, who
are not required to frequently intervene for defining new goals or User Processes.
Furthermore, these features make the apps adopting our RA socially sustainable
on multiple levels. The cluster level defined User Processes allow for tailoring
to a ‘community’ of similar users, empowering them to achieve a better life. On
an individual level, the app fine tunes the User Processes to better suite the
user’s needs and interests; this allows the individual user to better achieve their
goals both in the immediate and in the systemic (as defined in [187]). Lastly,
these features allow for the larger group of users utilising this RA to all reach
the same level of health benefits, as the interventions have been specifically
tailored for them for this goal.
Through the conversion from Activity Categories to Concrete Activities,
which takes place during the dynamic Abstract Activities refinement, we accom-
modate both Type-to-Type adaptation (e.g., from the Cardio Activity Category
to the Running Concrete Activity) and the most common Type-to-Instance
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adaptation (e.g., by using the Strava mobile app as an instance of the Running
Concrete Activity). Similarly, a Type-to-Type adaptation is reported by Cali-
nescu et al. [55] presenting an approach where elements are replaced with other
elements providing the same functionality but showing a superior quality to
deal with changing conditions (e.g., dynamic replacement of service instances
in service-based systems). However, we go beyond, by replacing activities with
others providing different functionality to deal with changing conditions. To
the best of our knowledge, this adaptation type is uncommon in self-adaptive
architectures, despite quite helpful.
The components of the RA running on the smartphone can be deployed
in two different ways, each leading to a different business case. Firstly, those
components can be integrated into an existing e-Health app (e.g., Endomondo3)
so to provide personalisation and self-adaptation capabilities to its services. In
this case the development team of the app just needs to deploy the client-side
components of the RA as a third-party library, suitably integrate the original
app with the added library, and launch the server-side components. The second
business case regards the creation of a new meta-app integrating the services
of third-party apps, similarly to what apps like IFTTT4 do. In this case, the
meta-app makes an extensive usage of the Third-party Applications Manager
component and orchestrates the execution of the other apps already installed
on the user device.
Finally, we are aware that our RA is responsible for managing highly-sensitive
user data, which may raise severe privacy concerns. In order to mitigate potential
privacy threats, the communication between the mobile app and the back-end
is TLS-encrypted and the payload of push notifications is encrypted as well,
e.g., by using the Capillary Project [159] for Android apps, which supports
state-of-the-art encryption algorithms, such as RSA and Web Push encryption.
Eventually, according to the privacy level required, the components running
in the back-end can be deployed either on premises or in the Cloud, e.g., by
building on public Cloud services like Amazon AWS and execute them behind
additional authentication and authorisation layers.
3 http://endomondo.com 4 http://ifttt.com
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7.11 Conclusions and Future Work
The aim of this chapter was to answer T.RQ4, namely: How can AI-based
personalisation and self-adaptation be used to create e-Health apps that dy-
namically adapt to the user and their context? We do so by proposing a RA
for personalised and self-adaptive e-Health mobile apps. The RA achieves
self-adaptation on three levels: (i) adaptation to the users and their environ-
ment, (ii) adaptation to smart objects and third-party applications, and (iii)
adaptation according to the data of the AI-based personalisation, ensuring that
users receive personalised activities that evolve with the users’ run-time changes
in behaviour. This work emphasises how personalisation and self-adaptation
within the e-Health domain can be beneficial in addressing social sustainability.
By tailoring user interventions we empower mobile app developers to better
help their users in achieving better physical and mental health; this leads to
increased support for the community of people who suffer from mental and
physical illness and are working on increasing their health. The RA therefore
achieves what is defined as the core principal of social sustainability in the realm
of software-intensive systems. In the next chapter we implement a prototype
app using the RA as guidance. We then design and execute two controlled
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Abstract - Context. There are many e-Health mobile apps on the apps
store, from apps to improve a user’s lifestyle to mental coaching. Whilst these
apps might consider user context when they give their interventions, prompts,
and encouragements, they still tend to be rigid e.g., not using user context and
experience to tailor themselves to the user.
Objective. To better engage and tailor to the user, in the previous chapter
we proposed a Reference Architecture for enabling self-adaptation and AI-
based personalisation in e-Health apps. In this chapter we will answer T.RQ5,
specifically: How do dynamically adaptive e-Health apps affect users and their
mobile devices? To answer this research question, we evaluate the end users’
perception, usability, performance impact, and energy consumption contributed
by this Reference Architecture.
Method. We do so by implementing a Reference Architecture compliant
app and conducting two experiments: a user study and a measurement-based
experiment.
Results. Although limited in the number of participants, the results of our
user study show that usability of the Reference Architecture compliant app
is similar to the control app. Users’ perception was found to be positively
influenced by the compliant app when compared to the control group. Results
of our measurement-based experiment showed some differences in performance
and energy consumption measurements between the two apps. The differences
are, however, deemed minimal.
Conclusions. Our experiments show promising results for an app imple-
mented following our proposed Reference Architecture. This is preliminary
evidence that the use of personalization and self-adaptation techniques can be
beneficial within the domain of e-Health apps.
8.1 Introduction
E-health apps have some components that make them unique compared to other
health-related systems i.e., (i) can take advantage of smartphone sensors, (ii)
can reach an extremely wide audience with low infrastructural investments, and
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(iii) can leverage the intrinsic characteristics of the mobile medium (i.e., being
always-on, personal, and always-carried by the user) for providing timely and
in-context services [119]. However, even with all of these tools available to them,
e-Health apps still tend to be rigid and not tailored in their interventions and
prompts to the user, e.g., the apps are using a fixed rule set to construct their
interventions and not considering unique traits and behaviours of the individual
user. To solve this problem, we previously proposed a reference architecture
(RA) that combines data-driven personalisation with self-adaptation [143; 144].
In this paper we extend on this research line by:
− utilising our RA to guide the implementation of an app.
− designing and conducting a user study to investigate end users’ concerns
related to both usability and perception of an app complying to our RA.
− designing and conducting a measurement-based experiment to investigate
the impact on performance and energy consumption that an app complying
to our RA has.
− discussing the newly found results and frame them in the broader context of
e-Health mobile apps and the usage of personalisation and self-adaptation
techniques in this domain.
We conduct two experiments that investigate some concerns that developers
and end users of our implemented app would have. To this end, we have
formulated four main research questions to empirically assess the impact of
personalisation and self-adaptation from (i) the users’ perspective and (ii) the
system perspective. Our experiment results show that for the user perspective
personalisation and self-adaptation techniques have an overall positive impact on
the end users’ perception of e-Health mobile apps. We saw no apparent impact
of these techniques on usability of e-Health mobile apps. From the system
perspective our results have found some statistically significant differences in
app performance. These differences are too small to realistically impact the user
experience of an Android app. Furthermore, our experiments provide evidence
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that the impact of personalisation and self-adaptation on energy consumption
of e-Health mobile apps is negligible.
The chapter is structured as follows.
Section 8.2 describes our study design, with Section 8.2.1 showing how an
app was implemented following the guidelines of our RA, and Sections 8.2.2
and 8.2.3 describing the design of our experiments. Section 8.3 explains the
results for both experiments. In Section 8.4 we discuss the results. Section 8.5
explains the threats to validity. Section 8.6 describes the related work. Lastly,
Section 8.7 concludes the chapter.
8.2 Study Design
As shown in Figure 8.1, our study is composed of three main phases, namely: the
instantiation of the RA, the user study (Experiment 1), and the measurement-
based experiment (Experiment 2). We describe each step of all phases, its
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Figure 8.1: Study Design
The goal of the RA instantiation phase is to design and develop an instance
of the RA, which is used in the two experiments. This phase is composed of
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three main steps: the identification of the features of the app (step 1.1), its
implementation for the Android platform (step 1.2), and its piloting (step 1.3).
– Features identification (step 1.1). This step is conducted by all five researchers
and has the goal of identifying the features that need to be present in the app
implementation. This activity is carried out by taking into consideration our
need of keeping the app reasonably simple (so to be used by multiple participants
without requiring extensive training), while still having room for personalisation
and self-adaptation at runtime. The main output of this step is the list of the
app features:
− F1. The app needs to provide a list of weekly physical activities to the
user.
− F2. The user is able to selected their preferred physical activities from a
list of available ones.
− F3. The app has to be able to determine the environment of the user.
− F4. The app needs to change recommended physical activities in accor-
dance to the user environment.
– App implementation (step 1.2). The implementation is named RELATE,
standing for peRsonalized sELf-AdapTive E-health. RELATE is implemented
in Android and its back-end is implemented in Python. The details of the
implementation process are discussed in Section 8.2.1.
– Piloting (step 1.3). We pilot the implemented app in order to ensure that it
can be successfully used in the two experiments. Two researchers different from
the one implementing RELATE are involved in this step and they carry out the
piloting activities independently from each other. Each researcher installs the
app on their mobile device and simulates typical usage scenarios according to
the features identified in step 1.1. During usage, they note down apparent bugs
and problems and discuss them with the researchers implementing the app. The
app would then go back to implementation, to correct the found issues. This
cycle continues until the app is deemed ready to be used for the experiments.
This step took a total of 14 days.
221
Chapter 8. Empirical Evaluation
Once the implementation of the RELATE app is completed and piloted,
we can proceed with the design and execution of the two experiments. The
complementary nature of the two experiments allows us to carry them out in
parallel.
We organise the user study into four main phases: the design of the
user study, subjects selection, the execution, and the data analysis. Below we
describe how the four phases fit together, whereas their detailed description is
given in Section 8.2.2.
– Design of user study (step 2.1). The goal of this phase is to design a user
study that would allow us to understand the impact of personalisation and self-
adaptation techniques on the usability and end users’ perception of our e-Health
mobile app. The design is carried out collaboratively by all five researchers. In
addition to the formulation of the goal, research questions and other details,
the main observable output of this phase is the Participants guide. We hand
out the Participants guide to each participant. The Participants guide contains
instructions on how to install RELATE on their own personal smartphones,
links and instructions on how to fill in the participant surveys, where RELATE
can be downloaded from, contact e-mail for participants in need of help.
– Subjects selection (step 2.2). After completing the study design we conduct
our subjects selection. This step is further detailed in Section 8.2.2.2.
– Execution of user study (step 2.3). As we are interested in understanding the
influence of the introduction of self-adaptation and personalisation techniques
in our e-Health mobile app, we split the set of participants into two groups. One
group uses a baseline version of our RELATE app, whilst the other group uses
a version containing the aforementioned techniques. We ask both groups to use
their app for four consecutive weeks. During this user study, each participant
completes three different types of surveys, namely: (i) an initial one-time survey
for the demographics, (ii) a daily survey reporting their activities and their
perception with respect to their app during the whole four-weeks period, and
(iii) a final one-time survey about the overall usability and perception of the
two versions of the RELATE app. The details about the structure and contents
of the surveys are reported in Section 8.2.2.3 and Section 8.2.2.5, respectively.
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– Data Analysis (step 2.4). The data analysis is carried out once the user study
is complete. This phase entails (i) cleaning and organisation of all the raw
data produced in the previous step and (ii) its qualitative analysis in order
to properly answer the research questions. The analysis of the data is further
explained in Section 8.2.2.4.
We organise the measurement-based experiment into three main phases:
the design of the experiment, its execution, and the data analysis. Below we
describe how the three phases fit together and their details are provided in
Section 8.2.3.
– Design of Experiment (step 2.5). The goal of this step is to precisely define
the details of the measurement-based experiment, such as its goal, research
questions, dependent and independent variables, hypotheses, statistical tests,
etc. The experiment is designed as a one-factor-two-treatments experiment,
where the main factor is the presence of personalisation and self-adaptation
techniques. The dependent variables are: the energy consumption, the CPU
usage, and the memory consumption of the RELATE app. Similarly to step
2.1, this step is carried out collaboratively by all five researchers.
– Execution of Experiment (step 2.6). In this phase we execute the experiment
according to its design. All runs of the experiment are orchestrated automatically
and are carried out in a controlled setting. This allows us to isolate the potential
effect of the treatments of the main factor of the experiment on the values of
the dependent variables, while having minimal bias from external confounding
factors. Further details of the experiment execution are reported in Section
8.2.3.4.
– Data Analysis (step 2.7). In this phase we firstly explore the collected measures
by graphically visualising them and by performing descriptive analyses. Then,
we proceed to check for normality and test for statistical significance, so to
answer the statistical hypotheses of the experiment. The detailed explanation
of the data analysis is given in Section 8.2.3.3.
A complete replication package is publicly available1 for allowing inde-
pendent replication and verification of both the experiments presented above.
1 https://github.com/S2-group/self-adaptive-ehealth-apps-replication-package
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Figure 8.2: Figures describing the components of the RA
used and the RELATE architecture
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In this section we describe the implementation of the RA compliant e-Health app,
named RELATE, that we used for our experiments. RELATE is implemented
in Android, as Android mobile devices cover the majority of the mobile device
sector and the majority of scientific research on mobile software engineering is
done on Android [25; 223]. For an explanation of the app’s flow the reader is
directed to the online material in the replication package.
Figure 8.2b shows RELATE’s architecture, whose mapping with the RA
components is shown in Figure 8.2a. There are three activities in RELATE that
together form the UI: the MainActivity, the SettingsActivity and the FirstScreen
activity.
– FirstScreen. This is the first activity displayed to the user. The sole responsi-
bility of this activity is to present the user with the list of available physical
activities and have them choose their preferred ones. After they have made
their preference they are redirected to the Main Screen, which is managed by
the MainActivity.
– MainActivity. This activity is in charge of displaying the Main Screen to the
user, as well as instantiating and communicating to most other components
present in RELATE. It is also from here that the user can choose to access the
settings.
– SettingsActivity. This activity is in charge of displaying the app’s settings to
the user and redirecting them to either adjust their preferred physical activities,
read the about page or go back to the Main Screen. Whenever the user makes
a change to their preferred activities, the SettingsActivity stores the preferences
locally, so that they are available even after the application has been closed by
the user.
RELATE contains two services on the user side: the User Driven Adaptation
Manager and the Internet Connectivity Manager.
– User Driven Adaptation Manager. This service has two main responsibilities:
it creates a unique identifier token at installation which it sends to the Back-end
and it converts each User Process received from the Back-end. The unique
token is used by the Back-end to send the User Process to the correctly paired
user. The conversion of the User Process is done by the User Driven Adaptation
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Manager in accordance to the self-adaptive loop described in Section 7.2.
The responsibility of sending the token to the Back-end is a deviation from
the RA. In the RA the only component to send information to the Back-end
is the Internet Connectivity Manager. This change was made to optimize the
information flow of RELATE. As with the current implementation of RELATE
we don’t have the AI Personalization in the Back-end, we decided to use the
already created information flow from the User Process Handler to the User
Driven Adaptation Manager and add the task of receiving the user token.
– Internet Connectivity Manager. This service is started by the MainActivity
whenever the app is opened in the foreground. Its main purpose is to monitor
and manage the connection to the internet via its self-adaptive loop as described
in Section 7.2.
RELATE contains four classes: Smart-Objects Manager, Environment
Driven Adaptation Manager, ThirdPartyAppData, and WeatherFetch.
– Smart Objects Manager. This class is initialized by the MainActivity whenever
the app is launched and has two main purposes: ask the user for the runtime
permission for the Bluetooth usage and, monitor and manage the connection to
external devices via the self-adaptive loop, in accordance to the RA’s description.
– Environment Driven Adaptation Manager. This class is also initialized by
the MainActivity whenever the app is launched by the user. It has two main
purposes: to check what the weather forecast is for the current day and to
convert the daily suggested activity if the current user environment calls for it.
The class determines the daily weather forecast with the help of WeatherFetch.
The Environment Driven Adaptation Manager can also perform a change in
suggested activity, as described in the RA, which it then displays to the user
via a push-notification.
– WeatherFetch. The main resposibility of this class is to determine the weather
forecast and deliver that information to the Environment Driven Adaptation
Manager. To determine the forecast, it uses the OpenWeather API2 to retrieve
a .json file containing information on the weather forecast for that day. It




Adaptation Manager (e.g., Sunny, Rain, Windy, Storm, etc.).
– ThirdPartyAppData. This class is a helper class to the User Driven Adaptation
Manager and the Environment Driven Adaptation Manager in the conversion of
the received UserProcess from the Back-end to a schedule of concrete activities
displayed to the user. In this version of RELATE, this class did not interact
with other third party apps as described in the RA.
Lastly, the Back-end User Process Handler was implemented using Flask
in Python. The Flask server would receive the initial unique identifier token
sent by the User Driven Adaptation Manager and store it in the User Tokens
database. The User Process Handler then sends the weekly user process to the
app via the use of Google’s Firebase Cloud Messaging3. As we did not have
a Domain Expert involved in these Experiments, the User Process was fixed
and saved in the same class file as the User Process Handler. Furthermore,
the other components of the Back-end were not implemented in this version of
RELATE. Whilst in the future we would want to include all components to our
Experiments, for these Experiments we focused our efforts on the application
side of the RA, as it is most relevant to our current research questions.
For both Experiments we also used a BaseApp as a comparison to RELATE.
It is identical to RELATE apart from not including: the Environment Driven
Adaptation Manager, the Internet Connectivity Manager, and the Smart Objects
Manager. The BaseApp is therefore not able to provide the functionalities
offered by those components. By not having the Environment Driven Adaptation
Manager the BaseApp can’t adapt the daily physical activity to better suit
the user’s current environment and will not show the related push notification.
Without the Internet Connectivity Manager, the BaseApp is unable to detect
and automatically resolve a failure to connect to the internet, as well as notify
the user of such failure. By excluding the Smart Object Manager, the BaseApp
is unable to verify the current status of the Bluetooth connection or amend
problems that may occur with said connection. As most of the excluded
functionalities work without the user’s direct involvement, the two applications
are aesthetically identical as they contain all of the same screens.
3 https://firebase.google.com/docs/cloud-messaging
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8.2.2 Design and execution of Experiment 1 (User study)
8.2.2.1 Goal and Research Questions
We formulate the goal of this experiment by using the goal template provided
by Basili et al. [27].
Analyse personalisation and self-adaptation techniques for the purpose
of assessing their impact with respect to end users’ perception from the
viewpoint of users, developers, and researchers in the context of our Android
implementation of RA.
The goal of this experiment is to study our RA from the end users’ perception.
In order to gain a better understanding of the combination of AI and self-
adaptation, we identified the types of usability concerns that users have whilst
using a system complying to our RA, as opposed to an identical, non dynamically
tailored, system. As described in Section 8.2.1, RELATE is implemented by
following our RA and so, in our experiments, is our RA compliant system. As our
comparison, non dynamically tailored, system we use the implemented BaseApp
(described in Section 8.2.1). Specifically, for the scope of these experiments
we define dynamic tailoring to be the utilisation of the Environment Driven
Adaptation Manager, the Smart Objects Manager and the Internet Connectivity
Manager. As the two systems are identical, a part from one factor, using them
in our experiments allows us to make a fair comparison of systems, that isolates
our one investigated factor: dynamic tailoring.
In the following we present and discuss the research questions we translated
from the above mentioned overall goal.
RQ1.1 – What is the impact of personalisation and self-adaptation tech-
niques on end users’ perception of an e-Health mobile app?
The main objective of RQ1.1 is to investigate how the inclusion of the
aforementioned techniques (personalisation and self-adaptation) can influence
the perception that a user has on such an app as compared to their perception
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Table 8.1: Table showing the initial subject selection, num-
ber of participants whom dropped-out and final group num-









First user study 20 11 5 4
Second user study 9 3 4 2
Total Participants 29 9 6
of apps who are not personalised and self-adaptive. The knowledge gained by
answering this question can be of important use to developers as they design
and introduce these techniques in their own applications.
RQ1.2 – What is the impact of personalisation and self-adaptation tech-
niques on the usability of an e-Health mobile app?
The main objective of RQ1.2 is to investigate whether the use of person-
alisation and self-adaptation techniques can influence the usability of an app,
as compared to one that does not use such techniques. By studying how users
perceive RELATE, we can better understand the usability concerns specifically
related to dynamically tailored systems. These findings will allow researchers
and developers in this field to have increased awareness on what usability
concerns a user of a dynamically tailored system has.
8.2.2.2 Subjects Selection
As shown in Table 8.1 we recruited 20 participants in the first user study and
9 in the second one. Participants were split into two groups: Group R used
RELATE, group B utilised the BaseApp. During the course of the first user
study 11 participants dropped out, whilst 3 participants left in the second user
study. The first user study was conducted with weekly reminders to complete
the given daily survey. For the second study, as a way to try and diminish
participant drop out, the reminders were sent out daily. Another factor that
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might have played an important role in participant drop out was the ongoing
lock-down imposed by the government due to the Covid-19 pandemic. During
the first user study, the lockdown was a lot stricter and was, in some cases, the
main factor in participants dropping out. This was discovered as we contacted
the inactive participants after the trail to inquire on the reasons why they did
not complete the study. The Covid-19 restrictions were partially lifted during
the run of the second user study. We believe that the combination of less
restrictive Covid-19 related policies and the daily reminders, aided to diminish
the participants’ drop out numbers.
8.2.2.3 Design of the Surveys
The initial survey was given to the participants in order to collect general
information about them and is formed as shown in Figure 8.3a.
The daily survey is presented on Figure 8.3b. The goal of the daily survey
is to understand the level of engagement of the participants and what their
opinion on their daily suggested activity was.
The final questionnaire focuses on usability concerns (Figure 8.3c). This
questionnaire uses the System Usability Scale (SUS) [45] together with tailored
made questions for our particular experiment. All of the questions/state-ments
in the daily and final survey, apart from Q13, Q14, Q16 and Q17, are evaluated
on a likert scale ranging from 1-5 (1 being strongly disagree and 5 being strongly
agree).
8.2.2.4 Data Analysis
For both studies we will be focusing our analysis on the data collected from
the final survey, as that most directly addresses RQ1.1 and RQ1.2. For each
of the statements we will count and classify each of the categorical responses
given on the likert scale. We will then present this analysis in the form of tables.
Thereafter, we will analyse if a difference was recorded between the users of the
BaseApp and those of RELATE.
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Evaluation Goal Question ID Question text RQ




Demographic information Q5 Mother-tongue N/A
Q6 What job do you do? N/A
Q7 How many hours a week do you work-out? N/A
Q8 Gender N/A
Q9 Android software Version N/A
Q10 Phone model/brand N/A
(a) Initial survey given to the participants
Evaluation Goal Question ID Question text RQ
Daily activity Q11 e-mail address N/A
Q12 I am happy with the daily activity suggested to me today 1.1
Q13 I performed the daily activity suggested to me today 1.1
Q14 Provide here if you have performed any other physical activity today N/A
(b) The daily survey given to the participants
Evaluation Goal Question ID Question text RQ
Usability S1 Whilst using it, the app changed to better fit my needs and preferences 1.1
S2 The changes that the app performed influenced my perception of it for the better 1.1
S3-12 As defined in the System Usability Scale 1.2
Q15 I am happy with the daily activity suggested to me today 1.1
Q16 I performed the daily activity suggested to me today 1.1
Q17 Do you have any further comments or suggestions? N/A
(c) The end survey given to the participants
Figure 8.3: Tables listing all of the surveys used in our
user study and each question’s relationship to the specified
research questions
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8.2.2.5 Experiment Execution
Following the initial stage of recruitment, we had the interested participants fill
in the initial survey. After, we randomly divided the participants into two groups.
Group R used RELATE and Group B used the BaseApp. The participants
were then sent an e-mail with attached the .apk file for their system, as well
as instructions on how to install it on their own Android devices. Once all
participants informed us of the successful installation of the app, we sent them
access to the daily survey and sent them their first weekly activity schedule.
During the course of the study, we sent e-mail remainders to the participants to
fill in their daily surveys. After one month the study was ended. At the end of
the study the participants completed the final survey. This designed experiment
was executed twice. Once over the month of December 2020 and the second
from mid January to mid February 2021. Both executions of the experiment
lasted 4 weeks and in both cases the participants were selected via convenience
sampling. Due to the Covid-19 pandemic, both studies were conducted with no
physical interaction between us and the participants. All correspondence was
done via e-mail.
8.2.3 Design and execution of Experiment 2 (Measurement-
Based Experiment)
8.2.3.1 Goal and Research Questions
Similarly to the previous experiment, we formulate the goal of this experiment
by using the goal template provided by Basili et al. [27].
Analyse personalisation and self-adaptation techniques for the purpose of
assessing their impact with respect to resource consumption at runtime from
the viewpoint of users, developers, and researchers in the context of our
Android implementation of RA.
In the following we present and discuss the research questions we translated
from the above mentioned overall goal.
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RQ2.1 – What is the impact of personalisation and self-adaptation tech-
niques on the performance of an e-Health mobile app?
The main objective of RQ2.1 is to investigate how the use of personalisation
and self-adaptation could impact the performance of a e-Health mobile app
as opposed to one that does not include such techniques. For the purpose of
our experiment, we measure performance impact by measuring the CPU usage
and memory consumed by the mobile device whilst operating one of the tested
systems (either RELATE or the BaseApp). This knowledge can help developers
and users of personalised and self-adaptive e-Health mobile apps as performance
problems are easily noticed by a user and impact to their experience. These
performance problems can be perceived by the user as app sluggishness and
non-responsiveness which can lead to user abandonment as they uninstall the
app due to frustration and dissatisfaction.
RQ2.2 – What is the impact of personalisation and self-adaptation tech-
niques on the energy consumption of an e-Health mobile app?
The main objective of RQ2.2 is to investigate if the use of personalisation
and self-adaptation can have a significant impact on the energy consumption
that a e-Health mobile app draws as compared to an identical e-Health app
that does not use these techniques. Answering this research question gives
important insight to the developer and the user of such apps. The amount of
energy consumed by a single app can have great impact on the users’ experience,
as it could potentially hinder the users’ ability of utilising their mobile device
all together. If the introduction of these techniques would lead to a high
enough energy consumption, it could potentially discourage users from choosing
e-Health mobile apps containing personalisation and self-adaptation, something
that would be undesirable to a developer.
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8.2.3.2 Variables and Hypotheses
This section explains both the independent and dependent variables present in
our experiment.
The independent variables in this experiment are two: the type of
smartphone used and the type of system installed on it. The type of smartphone
used has two treatments: low-end and middle-end. For our low-end device we
used a LG Nexus 5X and for the middle-end device we used a Samsung Galaxy
J7 Duo (further details on the two smartphones are reported in Section 8.2.2.5).
The type of system installed on the smartphone has also two treatments: the
system with no dynamic tailoring (the BaseApp) and the system with dynamic
tailoring (RELATE). For each execution of one of these systems we measure
the below reported dependent variables.
The dependent variables in this experiment are the energy consumed
(reported in Joules), the cpu usage (reported as the percentage amount used over
the total amount available) and the memory consumed (reported in kilobytes)
by either the BaseApp or RELATE.
For each of the above listed dependent variables we formulate the following
hypotheses:
− H1: We define CPUB to be the measured CPU usage of the BaseApp
and CPUR to be the measured CPU usage of RELATE. The null and
the alternative hypotheses are formulated as follows:
H10 : CPUB = CPUR
H11 : CPUB 6= CPUR
− H2: We define MEMB to be the measured memory consumption of
the BaseApp and MEMR to be the measured consumption of RELATE.
The null and alternative hypotheses are formulated as follows:
H20 : MEMB = MEMR
H21 : MEMB 6= MEMR
− H3: We define ECB to be the measured energy consumption of the
BaseApp and ECR to be the measured energy consumption of RELATE.
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The null and alternative hypotheses are formulated as follows:
H30 : ECB = ECR
H31 : ECB 6= ECR
H1 and H2 investigate the dependent variables for answering RQ2.1, while
H3 aims at answering RQ2.2. All three hypotheses are separately assessed for
each of the two smartphones used.
8.2.3.3 Data Analysis
In this experiment we are going to answer each of our research questions in four
phases: exploration, normality checks, hypotheses testing, effect size estimation.
Exploration. In this first phase we get an indication of the data collected
via the use of descriptive statistics (i.e., mean, median and standard deviation)
and boxplots.
Normality checks. We measure the distribution of each data type collected
to understand whether we can apply parametric or non-parametric statistical
tests. We check whether the data is normally distributed by first visually
analysing it with a Q-Q plot and the applying a Shapiro-Wilks statistical test
[315] with an α = 0.05. As we report in Section 8.3.2, the collected data is
not normally distributed.
Hypotheses testing. Given the non normal distribution of the data
collected we test our hypotheses by the use of the Mann Whitney U test (with
an α = 0.05). The Mann Whitney U (also known as the Wilcoxon rank-sum
test) is a non-parametric statistical test used to check whether the population
of two distributions are statistically equal [234].
Effect size estimation. To statistically test the effect size of the difference
found between samples we use the Cliff’s Delta statistical test [79]. Cliff’s Delta
is a non-parametric statistical tool used to calculate the effect size without
making assumptions on the distributions compared.
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8.2.3.4 Experiment Execution
In this subsection we explain how we conducted our experiments to measure CPU,







3. Send token identifier
5. Send user process
ADB, BatteryStatsADB,BatteryStats 2. Start collecting
6. Save collected data
7. Disconnect
8. Uninstall
Figure 8.4: Execution of one repetition of the experiment
of our experiments we used: a laptop, one of the two chosen smartphones, a
smartwatch, and an internet connection.
– The Laptop. It is running Ubuntu 16.04LTS and had the following hardware
specifications: RAM 16GB, CPU i7-6700HQ @ 2.60GHz * 8, Intel HD Graphics
530. In order to automate our repetitions we installed Android Runner (AR)
on the laptop [223]. AR is a framework that allows users to automatically
execute measurement-based experiments on both native and web apps running
on Android devices.
– The Smartphones. The Android devices used are two: a LG Nexus 5X
smartphone and a Samsung Galaxy J7 Duo. The LG smartphone has a 1.8
Ghz hexacore ARM Cortex A53 & Cortex A57 cpu with 2 GB of RAM running
Android 6.0.1. This model is chosen to represent the possible performance
impact that these systems can have on an older android smartphone. The
Samsung smartphone has a 1.6 Ghz octacore ARM Cortex A73 & Cortex A53
cpu with 4 GB of RAM running Android 8.0.0. This smartphone is chosen to
represent a mid level android smartphone.
Each repetition starts with installing either the BaseApp or RELATE on
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the smartphone (step 1). Once installed, AR starts measuring the system’s
consumption of CPU, memory and energy (step 2). For measuring the CPU and
memory consumption AR uses Android Debug Bridge4 (adb). For measuring
the energy consumption it instead uses the Android Batterystats profiler [101].
AR then follows a series of screen taps and gestures that are engineered to be
indicative of a worst case scenario. Within the profiling session, the scenario goes
through the completion of the initial screen, giving of the necessary run-time
permissions, the re-connection to the paired smartwatch (step 4), the receiving
of the weekly user activities (step 5). When the scenario is terminated, AR stops
profiling the Android device (step 6). After profiling, AR makes the necessary
steps to set the device back to how it was before the installation of the system
(step 7 and 8). Lastly, AR waits 2 minutes before running another repetition of
the experiment. This wait is introduced to allow the device to ’cool-off’ and go
back to an idle state; this break minimises inconsistencies between repetitions.
We ran 50 repetitions for each combination of system and smartphone, leading
to a total of 200 repetitions.
8.3 Results
In this section we report on the results for both Experiments 1 and 2.
8.3.1 Results of Experiment 1 (User study)
We will now discuss the results of our user studies, organised by research
question and following the method and tools described in Section 8.2.2.4. The
results of the final survey for the first user study are shown in Figure 8.5a.
The participants answering the final survey could rate each statement from
agreement (by rating it a 5) to disagreement (by rating it a 1). It is important
to note that the scoring can mean something different per statement. For some
statements disagreement is desired and for other statements we are looking
for user agreement. Participants in Group R used RELATE and Group B
4 https://developer.android.com/studio/command-line/adb
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participants used the BaseApp. Figure 8.5b illustrates the final survey results
for the second user study.
8.3.1.1 Investigating end users’ perception (RQ1.1)
The statements related to RQ1.1 are S1 and S2 shown in Figure 8.5, and Q12,
Q15, Q13, and Q16 defined in Figures 8.3c and 8.3b.
– Whilst using it, the app changed to better fit my needs and preferences (S1).
In both user studies participants in Group R tended to agree more with this
statement. Participants in Group B did instead agree less. This means that
generally participants in Group B did not find the app to change for the better,
implying that they either did not think the app changed or that it changed for
the worse.
– The changes that the app performed influenced my perception of it for the better
(S2). In the first user study participants in Group R rated this statement with
either disagreement or neutrality. Whilst members of Group B showed more
agreement to the statement. In the second user study members of both groups
showed their opinion to be either neutral or in agreement. These findings imply
that in the first user study participants using RELATE did not believe that the
changes performed by the app influenced their opinion of it for the better. This
could mean that either the changes they perceived didn’t impact their opinion
of RELATE or shifted their opinion for the worse. On the contrary, members
of Group B as well as all participants in the second user study seemed to have
received the perceived changes positively. This indicates that, especially for
users of RELATE in the second study, the changes offered and perceived by the
users are considered a positive aspect of the app.
– I am happy with the daily activity suggested to me today (Q12 and Q15). We
have grouped Q12 and Q15 as they are the same question but posed in two
different surveys (i.e., the daily and the final surveys). For the first user study,
we gathered the following average (median) and standard deviation for Group
B: 4.290 (5) and 1.062. Whilst, for Group R we gathered the following average
(median) and standard deviation of 3.9256 (4) and 1.039. In the second user
study, we gathered the following results of average (median) and standard
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Final Survey, First User Study (9 participants in total)
BaseApp (B) RELATE (R)
1 2 3 4 5 1 2 3 4 5
S1 Whilst using it, the app changed to better fit my needs and preferences 1 2 2 0 0 1 0 2 1 0
S2 The changes that the app performed influenced my perception of it for the better 1 0 1 2 0 2 1 2 0 0
S3 I think that I would like to use this app frequently. 1 0 2 1 0 3 2 0 0 0
S4 I found the app unnecessarily complex. 4 0 0 0 0 4 1 0 0 0
S5 I found the app easy to use. 0 0 0 3 1 0 0 0 2 3
S6 I think that I would need the support of a technical person to be able to use this app. 4 0 0 0 0 5 0 0 0 0
S7 I found the various functions in this system were well integrated. 1 0 2 1 0 1 2 1 0 1
S8 I thought there was too much inconsistency in this app. 4 0 0 0 0 0 2 3 0 0
S9 I would imagine that most people would learn to use this app very quickly. 0 0 0 1 3 0 0 1 1 3
S10 I found the app very cumbersome to use. 4 0 0 0 0 2 0 2 1 0
S11 I felt very confident using the app 0 0 1 1 2 0 0 1 2 2
S12 I needed to learn a lot of things before I could get going with this app. 3 1 0 0 0 4 1 0 0 0
(a) The final survey answers entered by the participants of the first user study (1 - disagree-
ment, 5 - agreement).
Final Survey, Second User Study (6 participants in total)
BaseApp (B) RELATE (R)
1 2 3 4 5 1 2 3 4 5
S1 Whilst using it, the app changed to better fit my needs and preferences 0 0 1 1 0 0 0 1 3 0
S2 The changes that the app performed influenced my perception of it for the better 0 0 1 1 0 0 0 2 2 0
S3 I think that I would like to use this app frequently. 0 0 2 0 0 1 1 0 2 0
S4 I found the app unnecessarily complex. 2 0 0 0 0 3 1 0 0 0
S5 I found the app easy to use. 0 0 0 1 1 0 0 0 2 2
S6 I think that I would need the support of a technical person to be able to use this app. 0 2 0 0 0 4 0 0 0 0
S7 I found the various functions in this system were well integrated. 0 0 1 1 0 0 0 2 2 0
S8 I thought there was too much inconsistency in this app. 0 2 0 0 0 0 2 2 0 0
S9 I would imagine that most people would learn to use this app very quickly. 0 0 0 1 1 0 0 0 2 2
S10 I found the app very cumbersome to use. 1 1 0 0 0 2 1 1 0 0
S11 I felt very confident using the app 0 0 1 1 0 0 1 1 2 0
S12 I needed to learn a lot of things before I could get going with this app. 1 1 0 0 0 4 0 0 0 0
(b) The final survey answers entered by the participants of the second user study (1 -
disagreement, 5 - agreement).
Figure 8.5: Recorded ratings for the final survey for both
user studies.
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deviation from Group B: 3.706 (4) and 0.47. For Group R we got an average
(median) and standard deviation of 3.655 (4) and 0.971. In both user studies the
results gathered indicate a minimal difference in happiness with the suggested
daily activities, with the participants in Group B seemingly happier.
– I performed the daily activity suggested to me today (Q13 and Q16). For
these questions we calculated the percentage of times that participants of a
group reported performing their suggested physical activity of the day. In the
first user study participants of Group B reported following the suggested daily
activity 82.26% of the time. Participants of Group R reported performing their
suggested activity 73.4% of the time. In the second study, the participants of
Group B reported performing their daily suggested activity 58.82% of the time,
whilst participants of Group R agreed with the suggested activity 66.37% of
the time. These findings show that in the first user study, participants using
RELATE recorded performing their suggested activities less often than those
not using this app. The opposite can be seen from the results of the second
user study.
8.3.1.2 Investigating usability (RQ1.2)
In this section we report on the data obtained to answer RQ1.2. The statements
related to this research question are S3 to S12 shown in Figure 8.5. We have
grouped the statements together per overarching topic: ease of use of the app,
app cohesiveness, and likely hood of using the app in the future. – Ease of use
of the app. This topic groups the following statements:
− I found the app unnecessarily complex. (S4)
− I found the app easy to use. (S5)
− I think that I would need the support of a technical person to be able to
use this app. (S6)




− I felt very confident using the app. (S11)
− I needed to learn a lot of things before I could get going with this app.
(S12)
For this group of statements, we find that the participants rated their utilised
apps easy to use (S5, S6, S9, S11) and understand (S4, S6, S12). This is true
no matter if the participants are from Group R or Group B. Furthermore, there
is no significant difference in opinion between the participants of the first user
study as compared to those of the second user study. As participants from both
groups had no significant difference in scoring their version of the app, we also
understand that dynamic tailoring did not make it harder for the user to use
and understand the app.
– App cohesiveness. This group is comprised of the following statements:
− I found the various functions in this system were well integrated. (S7)
− I thought there was too much inconsistency in this app. (S8)
The findings for S7 in the first user study show that, no matter which group
the participants belonged to, they were split across the scale. The opposite is
seen for the results of the second user study, here the opinion on the integration
of system functionalities was more focused and seen more positively. More
cohesive are the results of S8. For both user studies the participants found their
apps to not have too much inconsistency. In particular users of RELATE were
more neutral towards this statement than the users of the BaseApp, which all
rated the statement with disagreement.
– Likelihood of using the app in the future. Lastly, in this topic we group the
following statements:
− I think that I would like to use this app frequently. (S3)
− I found the app very cumbersome to use. (S10)
The findings for S3 are non homogeneous and inconsistent across the two user
studies. In the first one, most participants either disagreed with the statement
241
Chapter 8. Empirical Evaluation
of were neutral about it. In the second one, half of Group R disagreed with
the statement, whilst the other half agreed; the members of Group B all rated
the statement neutrally. These findings show a non homogeneous consent in
the opinions of the participants. We, instead, find cohesion in the results given
for S10, as in both user studies the majority of participants did not find their
version of the app to be cumbersome to use. We further elaborate on these
results in Section 8.5.4.
8.3.2 Results of Experiment 2 (Measurement-Based Ex-
periment)
In this section we report on the results obtained for the measurement-based
experiment. We will be discussing the results per research question answered,
following the procedure reported in Section 8.2.3.3.
8.3.2.1 Impact on performance (RQ2.1)
Exploration. The performance data measured for the LG smartphone are
shown on Figure 8.6. For the CPU measurements, we see no clear difference
between the two apps. The mean (median) and standard deviation for the
BaseApp are: 14.24 % (10.55 %) and 7.90 %, whilst for RELATE they are:
13.69 % (11.00 %) and 7.15 % respectively.
We can observe a difference between the distribution of the memory usage of
the two apps, with RELATE consuming more memory. The mean (median) and
standard deviation of the BaseApp are 65266.40 kB (64675.35 kB) and 1140.62
kB, respectively, and the descriptive statistics of RELATE are: 67912.26 kB
(67859.79 kB) and 519.67 kB, respectively.
The performance measured for the Samsung smartphone are shown in Figure
8.7. As shown in subfigure 8.7a, we have found no difference in CPU usage by
the two systems. The mean (median) and standard deviation of the BaseApp
are: 13.90 % (11.96 %) and 9.34 %. Similarly, the descriptive statistics for the
CPU consumption of RELATE are: 12.61 % (11.00 %) and 7.93 %. Similar to
the LG smartphone, in this case RELATE tends to use more memory than the
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BaseApp (seen in subfigure 8.7b). The mean (median) and standard deviation
for the BaseApp are: 47963.58 kB (44531.24 kB) and 6363.78 kB, respectively.
Differently, RELATE reported a mean (median) and standard deviation of:
55492.90 kB (54478.22 kB) and 2898.77 kB, respectively.
Check for normality. Figure 8.6 shows the Q-Q plot against the normal
distribution for both the CPU and the memory consumption data measured
on the LG smartphone. Several measures fall far away from the reference
line, indicating that the collected measures are not normally distributed. To
further confirm our observation we carried out the Shapiro-Wilks test on all
four datasets. For RELATE CPU measurements the test returned a p-value
of 3.545e-08 and, for the BaseApp we achieved a p-value of 4.72e-09. For the
memory measurements of RELATE we obtained a p-value = 0.03345 and for
the BaseApp the p-value is 1.89e-05. Therefore, in all cases, we can reject the
null hypothesis stating that these samples come from a normal distribution.
With Figure 8.7 we illustrate the Q-Q plots for the performance measure-
ments taken on the Samsung smartphone.
Our Shapiro-Wilks tests confirm the Q-Q plots. With a returned p-value of
6.262e-10 for the CPU measurements of RELATE and a p-value of 4.161e-09
for the BaseApp. For the memory usage RELATE had a p-value = 1.285e-11
and the BaseApp returned a p-value of 4.661e-07. We can therefore reject the
null hypothesis stating that the Samsung smartphone CPU usage data comes
from a normal distribution.
Hypothesis testing. As stated in subsection 8.2.3.3, we utilise the non-
parametric Mann–Whitney U test to determine whether we can reject our
stated null hypotheses (formulated in subsection 8.2.3.2). Starting by examining
the measurements collected for the LG smartphone; the p-value returned for the
comparison between BaseApp and AdaptiveSystem on the CPU consumption is
equal to 0.48. As this p-value is above the significance threshold (α=0.05), we
cannot reject the null hypothesis H10. When applying the statistical test to
the memory consumption values of the two apps we obtain a returned p-value
of 2.54814e-17. As this value is smaller than our chosen α, we can reject
our null hypothesis H20. The above findings are similar for the Samsung
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(b) Memory usage for the LG smartphone






















(c) Q-Q plot for the CPU usage on the
LG smartphone for RELATE





















(d) Q-Q plot for the CPU usage on the
LG smartphone for the BaseApp





























(e) Q-Q plot for the memory usage on the
LG smartphone for RELATE

























(f) Q-Q plot for the memory usage on the
LG smartphone for the BaseApp
Figure 8.6: All plots related to performance measurements





































(b) Memory usage for the Samsung smart-
phone






















(c) Q-Q plot for the CPU usage on the
Samsung smartphone for RELATE






















(d) Q-Q plot for the CPU usage on the
Samsung smartphone for the BaseApp




























(e) Q-Q plot for the CPU usage on the
Samsung smartphone for RELATE


























(f) Q-Q plot for the memory usage on the
Samsung smartphone for the BaseApp
Figure 8.7: All plots related to performance measurements
for the Samsung smartphone
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smartphone, where the returned p-values for the comparison of the two apps on
CPU consumption and memory usage are 0.36 and 9.67143e-13, respectively.
This means that we cannot reject the null hypothesis H10, but we can reject
the null hypothesis H20.
Effect size estimation. As a follow up to the use of the Mann-Whitney
U test, we determine the effect size of the differences found. As stated in
subsection 8.2.3.3, we use Cliff’s Delta to do so. A large effect size is found
when investigating the difference in memory consumption between the BaseApp
and AdaptiveSystem for both the Lg smartphone (0.98) and the Samsung
smartphone (0.83).
8.3.2.2 Impact on energy consumption (RQ2.2)
Exploration. Figure 8.8b shows the distribution of the energy consumption of
the two apps running on the LG smartphone. We see no apparent difference in
the energy consumption between the two apps. Indeed the mean (median) and
standard deviation for the BaseApp are: 139.54 J (133.53 J) and 15.34 J. For
RELATE the mean (median) and standard deviation are: 139.32 J (132.95 J)
and 18.78 J.
For the Samsung smartphone we observe a slight difference in energy con-
sumption between the two systems (shown in Figure 8.8a). We can observe that
RELATE consumes less energy than the BaseApp; we will be further discussing
this finding in Section 8.4. The mean (median) and standard deviation of the
energy consumption for the baseline app are: 137.51 J (134.83 J) and 9.99 J;
whilst the descriptive statistic for RELATE are: 133.96 J (131.85 J) and 8.28 J
respectively.
Check for normality. Figures 8.8d and 8.8f show the Q-Q plots against the
normal distribution for the energy consumption measured on the LG smartphone.
Both plots show that the data collected is not normally distributed. To further
corroborate our finding, the Shapiro-Wilks test done on RELATE’s dataset
returns a p-value of 6.115e-12 and the BaseApp case gives a p-value of 5.904e-09.






































(b) Energy usage for the LG smartphone


























(c) Q-Q plot for the energy usage on the
Samsung smartphone for RELATE


























(d) Q-Q plot for the energy usage on the
LG smartphone for RELATE


























(e) Q-Q plot for the energy usage on the
Samsung smartphone for the BaseApp




























(f) Q-Q plot for the energy usage on the
LG smartphone for the BaseApp
Figure 8.8: All plots for the energy usage measured
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Figures 8.8c and 8.8e illustrate the Q-Q plots against the normal distribution
for the energy consumption measured on the Samsung smartphone. As the
plots indicates, the data is not normally distributed. This is confirmed by
the Shapiro-Wilks test, as RELATE returned a p-value of 1.258e-05 and the
BaseApp returned a p-value equal to 3.329e-08. We can therefore reject the
null hypothesis that the energy consumption measured from the Samsung
smartphone comes from a normal distribution.
Hypothesis testing. We start by using the Mann–Whitney U test on
the energy consumption data collected on the Lg smartphone. The p-value
returned by the test is 0.73, as this value is above our chosen α, we cannot reject
the null hypothesis H30 and therefore we find that the difference in energy
consumption between the BaseApp and RELATE on the Lg smartphone is not
statistically significant. When running the test on the energy consumption data
for the Samsung smartphone we obtain a p-value of 0.009. As the p-value is
below our α threshold, we can reject the null hypothesis H30 and find that
the difference in energy consumption between the BaseApp and RELATE is
statistically significant.
Effect size estimation. Here we use Cliff’s Delta to follow up on the
findings gathered in our hypothesis testing. The difference found on the Samsung
smartphone can be classified as small (i.e., -0.30).
8.4 Discussion
8.4.1 Discussion on Experiment 1 (User study)
We start by discussing the results on the end users’ perception (RQ1.1). Partic-
ipants using RELATE tend to agree more than those using the BaseApp that
the app changed to better fit their needs and preference (S1). This result is
interesting, as it suggests that users of RELATE (i) noticed the adaptation of
the app and (ii) found those changes to be useful.
Most participants rated the statement “the changes that the app performed
influenced my perception of it for the better” neutrally or approvingly (S2).
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Only the users of RELATE in the first user study also stated disagreement
with the statement. The disagreement with the statement can either mean
that the participants found the changes to modify their perception of RELATE
for the worse or that they did not make a difference in their perception of
the app. Given the agreement recorded for the previous statement (S1), we
find it unlikely for the disagreement on this statement, S2, to have a negative
connotation: as this would contradict the positive implications found with S1.
Therefore, we can conclude that the changes performed by the app were overall
seen as either non impactful to the users’ perception of the app or as a positive
influence.
Regarding how happy the users were with their daily activities,
our results found little difference between users using the BaseApp
and those using RELATE in both user studies. The only difference seems
to be the fact that participants in Group B appeared to be somewhat happier.
This, however, is not reflected in the adherence to performing the suggested
activities. Here, the two user studies show opposite results with the first one
showing participants in Group B performing their suggested activities more often,
whereas the second user study showed Group R more often performing their daily
activities. Therefore, these last results seem to be inconclusive. This could be
due to the simplicity of the suggested daily activities and the minimal dynamic
tailoring that is done with them in this current version of the implemented apps.
As future work, it would be important to include all of the Back-end components
in the RA in order to be able to better personalize the daily suggested activities
to the participants using RELATE. This further implementation of dynamic
tailoring could lead to a wider observed difference between the two groups of
participants as the two apps will be further distinguished from each other.
In summary, the results we have obtained indicate that personalisation
and self-adaptation techniques have an overall positive impact on the
end users’ perception of e-Health mobile apps. Therefore, developers
and researchers whom are interested in end users’ perception, can successfully
adopt these techniques in their own e-Health apps.
Lastly, privacy was a relevant concern during our experiments. We addressed
249
Chapter 8. Empirical Evaluation
privacy concerns by having all of our participants give us their personal informa-
tion willingly and understand that it would be saved and used for the purposes
of this work. To respect privacy regulations, the data presented to the public,
via the replication package, has been anonymised.
We will discuss now the results related to our investigation on the usability
of our e-Health mobile app (RQ1.2). Across all of the statements analysed, we
see a pattern of agreement between all of the participants, no matter the group
they were assigned to. This is interesting, as it points to dynamic tailoring not
being a determining factor to how the participants responded to the survey.
We observed only with statements S3 (i.e., “I think that I would like to use
this app frequently”) and S7 (i.e., “I found the various functions in this system
were well integrated”) that the participants did not show a clear trend or
consensus, and were instead more distributed along the Likert scale. Given
these results, we can conclude that there seems to be no apparent impact
caused by personalisation and self-adaptation techniques on usability
of e-Health mobile apps. As discussed previously, a future implementation
of RELATE containing the complete Back-end components from our RA might
help surface differences that were not recorded in this study, as this new version
of RELATE would include the full range of dynamic tailoring advocated by our
RA and would therefore increase the difference between our two tested systems
(RELATE and our BaseApp).
8.4.2 Discussion on Experiment 2 (Measurement-Based
Experiment)
We start the discussion by elaborating on our results for RQ2.1, namely: “What is
the impact of personalisation and self-adaptation techniques on the performance
of e-Health mobile apps?”. For both devices, RELATE tends to use more memory
than the BaseApp. This is understandable, as RELATE contains the adaptive
components that the BaseApp does not (i.e., Environment Driven Adaptation
Manger, Smart Objects Manager, and Internet Connectivity Manager). These
components require the utilisation of the smartphone’s memory in order to carry
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out their business logic. As an example, the Environment Driven Adaptation
Manager needs to assess what current day of the week it is, what the weather
forecast for that day is and if it needs to change the currently recommended
daily activity. Having said so, the difference of the amounts of used memory is
negligible when put into the context of the total amount of memory that these
devices have. The difference between the averages for the LG smartphone is
2645.9 kB (over a total of 2 GB available) and for the Samsung smartphone is
7529.3 kB (over a total of 4 GB available). This difference, whilst shown to be
statistically significant, has no practical implication over the user experience of
the apps. We can therefore conclude that the ’price’ paid in terms of memory
consumption for the benefits of adding dynamic tailoring is worthwhile.
Our results also show a difference in the CPU usage levels between the
two examined apps on the Samsung smartphone. However, RELATE seems
to be the one consuming the least amount of CPU. If we take the difference
between RELATE CPU usage average and the one of the BaseApp we get
a difference of -1.288 (the CPU measurement is quantified as a percentage
of the total amount of CPU). Whilst our analysis has shown this difference
to be statistically significant, we argue that such a small difference in CPU
usage would have no impact on the user experience. In conclusion, whilst our
results have found some statistically significant differences in app
performance, these differences are too small to realistically impact
the user experience of an Android app.
Regarding RQ2.2, namely: “What is the impact of personalisation and
self-adaptation techniques on the energy consumption of e-Health mobile apps?”.
Only for the Samsung smartphone we found a statistically significant difference
in energy consumption between the two apps. This difference is, however,
not expected as it shows RELATE to be consuming less energy than the
BaseApp. Upon closer inspection, we notice that the difference in average
energy consumption between the BaseApp and RELATE is equal to 3.6 J. Just
like with the differences found for the memory and the CPU, this discovered
difference is so small that it will not impact the user experience in a practical
sense. In conclusion, our experiments provide evidence that the im-
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pact of personalisation and self-adaptation techniques on the energy
consumption of e-Health mobile apps is negligible.
Overall, our findings for RQ2.1 and RQ2.2 show that using personalisation
and self-adaptation techniques in e-Health mobile apps has no adverse effect
on both performance an energy consumption. This should encourage app
developers and researchers working in this field to adopt these techniques in
their own e-Health apps as they provide a great range of extra functionalities
with little to no impact on the resources of the user’s smartphone.
8.5 Threats to Validity
8.5.1 External Validity
– Experiment 1 (User study). There is a threat to generalisability as the sample
of participants for our experiment was limited. Because of this, the presented
results are not meant to be final but rather as an exploration of these topics.
Further work with a larger sample of participants would be needed to draw
more conclusive results.
– Experiment 2 (Measurement-Base Experiment). To minimise the threat to
external validity we ran our experiment on two different types of smartphone.
The smartphones chosen are intended to be a representation of a low-end and
a middle-end device. This diversification of devices should better capture the
real world scenario. Having said so, the use of a newer smartphone could
possibly lead to different results and conclusions. We therefore encourage
further experiments to further minimise this threat to validity.
8.5.2 Internal Validity
– Experiment 1 (User study). To mitigate the threat to internal validity we
implemented the two applications to be as close as possible, leaving dynamic
tailoring as the sole difference. Furthermore, the participants for both groups
R and B were recruited in the same manner and are all of a comparable
demographic (therefore mitigating possible selection bias).
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– Experiment 2 (Measurement-Base Experiment). There are a number of factors
that can influence the measurements we have collected in our experiments
i.e., brightness of the screen, distance to the internet router, distance to the
Bluetooth smartwatch and background processes. We designed our experiments
so to minimise as much as possible these factors. We maintained the brightness
of the screen, the distance to the internet router and the distance to the
Bluetooth smartwatch fixed across all repetitions. To mitigate the impact
of uncontrollable background processes we performed 50 repetitions for each
experiment case, mitigating the bias that one spike in background processes
can have over our overall readings. Lastly, maturation can influence the data
collected in the experiments. In our case maturation is the changes that occur
in the smartphone as the experiment is running (e.g., memory usage, CPU heat
generation and impact on its performance). In order to mitigate it, we imposed
a waiting time of 2 minutes between each repetition. We also cleared any data
that was gathered during the course of a repetition, to maintain the status of
the smartphone identical across experiments.
8.5.3 Construct Validity
– Experiment 1 (User study). To minimise the threat to construct validity, we
defined all of the details regarding our experiment design a priori (e.g., research
questions, data analysis methodology, variables).
– Experiment 2 (Measurement-Base Experiment). Here we also defined everything
regarding our experiment design and methodology a priori.
8.5.4 Conclusion Validity
– Experiment 1 (User study). To mitigate the threat to conclusion validity, we
had all 5 researchers involved in the data analysis of the results obtained for
this experiment. This mitigates an individual bias and interpretation of the
results. Furthermore, we offer a complete replication package to the public.
Allowing for independent replication of our experiment.
– Experiment 2 (Measurement-Base Experiment). To minimise the threat to
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conclusion validity we have used statistical analysis to more objectively draw our
conclusions on the experiment. Lastly, we offer a complete replication package
to the public. Allowing for independent replication of our experiment.
8.6 Related Work
The literature does not provide studies like ours about the empirical evaluation
of self-adaptive (e-Health) mobile apps. However, we could identify several
works close to our research area, namely self-adaptive mobile apps in eHealth.
Self-adaptation represents a suitable method to detect and deal with (poten-
tially impactful) unexpected context changes. In the field of mobile apps, it is
even more challenging due to, i.e., mobile phones resource constraints (e.g., bat-
tery level, network traffic). Grua et al. [148] give an overview of self-adaptability
for mobile apps by providing a classification framework for understanding, classi-
fying, and comparing approaches. In the same field, Grassi and Mirandola [140]
proposed a new perspective for looking at known approaches, to make mobile
apps resilient and anti-fragile to changes. They suggest to look at distinct and
complementary approaches (e.g., self-adaptation and cyber foraging [196]), often
considered separately, from the Tao perspective (e.g., Yin and Yang strategies),
to fully exploit their respective potential.
The need for runtime adaptation is exacerbated in the eHealth domain
where adapting to the user-needs and context may be of crucial importance,
i.e., to properly and promptly react to monitored patients activities. Ballesteros
et al. [23] present a wearable patient-monitoring system for tele-rehabilitation,
supporting traditional rehabilitation therapies by providing valuable information
for the evaluation, monitoring, and treatment of patients. The system follows
a goal-oriented self-adaptation approach based on dynamic software product
lines (DSPL) and it makes use of a set of self-adaptation policies enabling it
to dynamically self-configure its internal behaviour to the current context of
the patient, while maintaining the system efficiency (e.g., optimising battery
consumption). Differently than our RELATE app, the used adaptation policies
do not influence the usability or end users’ perception, since end users do not
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directly interact with the system. They only make use of the system’s devices
and wearable (e.g., knee motion sensor), used to monitor and recognise the
activity the user is performing and to collect data to trigger re-configuration.
Mizouni et al. [240] focus on the design and development of self-adaptive
applications that sense and react to contextual changes (e.g., environment,
device status) to provide a value-added user experience. The authors present
a framework defining a systematic approach to model dynamic adaptation of
mobile apps behaviour at runtime by using SPL concepts and offering feature
priority based dynamic adaptability. The framework is evaluated through
an application supporting doctors on the move to have access to patients’
files, report medical conditions, prepare for intervention and advise hospital
about patient needs and arrival. A similar application targeting doctors on
the move is proposed by Preuveneers et al. [284]. In this study, the authors
focus on how to deliver the right patient’s information at the right time under
variable connectivity and limited resource availability. Probabilistic models
and dynamic decision networks are used to improve the user experience and
on-device resource utilisation. Differently than [240], we have defined a reference
architecture for personalised and self-adaptive e-health apps, by leaving a certain
degree of freedom to developers about design decisions and adaptation strategies.
Moreover, in contrast to both [240] and [284], our RELATE app is not intended
for healthcare professionals and caregivers, but for end-users. For this reason,
usability and users’ perception concerns are quite relevant, since they might
impact the constant and active commitment of end users.
Lopez et al. [211] make use of non-obtrusive monitoring technology in
their context-aware mobile app delivering self-adaptive persuasive messages
that stimulate the medication adherence, by exploiting real-time physiological
data (e.g., heart rate). In our e-Health app, in contrast, runtime adaptation
and personalisation are used to create the best possible conditions for users
to keep active in their activities, by considering their current context and
preferences (e.g., by suggesting their preferred indoor activities if it is raining),
by guaranteeing a good level of usability.
Usability of e-Health mobile apps is also a matter of the user experience
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provided by the apps’ user interface. In this context, Raheel [290] proposes a
set of adaptive mechanisms able to monitoring the user’s behaviour w.r.t. a
mobile phone (e.g., determining the distance between the user and the screen)
and adapting the interface accordingly. For evaluation purposes, the author
presents a medical adaptive mobile app aiming to help the elderly remember
taking their medicine at specific times. Experiments show the effectiveness of
adaptive user interface in improving usability and acceptance of the mobile
app. Improving usability is also one of the aim of our RELATE app. However,
our RA brings other instruments in support of usability that go beyond the
usability of the user interface (e.g., the goal model, user process adaptation,
architectural adaptation) and, simultaneously, it aims to guarantee that the
personalisation and self-adaptation techniques we use do not degrade the app
usability.
All the above reviewed studies share with our work the exploitation of
self-adaptation techniques in eHealth mobile apps. Similarly to us, some of
them especially focus on the usability of the apps, from the perspectives of
the end users (e.g., [211; 290]) and the experts (e.g., [240; 284]). However,
in the context of mobile apps, adaptation engines must satisfy the energy
efficiency requirement. According to Cañete et al. [56], energy consumption also
depends on the execution context (environment, devices status) and how the
user interacts with the application. Indeed, despite the hardware consumes the
energy, the software (e.g., adaptation mechanisms) is responsible for managing
hardware resources and its functionality, thus affecting the energy consumption.
This demands for energy-efficient adaptation. Although some of the reviewed
work (e.g., [23; 284]) aim to maintain the system efficiency, differently from
them, our study investigates the impact of the used personalisation and self-
adaptation techniques on the performance and energy consumption of an e-
Health app. This is made through an empirical evaluation and by comparing
two instances of our RELATE app, with and without personalisation and self-
adaptation, respectively. Results clearly show that applications built on top
of our RA, exploiting several MAPE loops and dynamic, personalised user




The goal of this chapter was to answer T.RQ5, namely: How do dynamically
adaptive e-Health apps affect users and their mobile devices? We do so by
building upon the RA and test an implemented prototype app that complies to
it. We call this prototype RELATE, standing for peRsonalized sELf-AdapTive
E-health. We designed and executed two experiments: a user study, to test
user concerns regarding usability and app perception, and a measurement-based
experiment to test concerns related to performance and energy consumption.
Both experiments focused on studying the impact of self-adaptation and person-
alisation on their respective independent variables. To be able to isolate these
variables, RELATE was tested again an identical app, lacking dynamic tailoring,
which we named BaseApp. In our user study, our results show that end users’
usability and perception is not harmed by the introduction of dynamic tailoring
and is instead made better for the case of usability whilst for user perception we
couldn’t find any significant difference. In our measurement-based experiment,
we concluded that for both performance and energy consumption the differences





The research presented in this thesis aimed at investigating how we can help
overcome the rigidity and partial tailoring currently seen in e-Health mobile
applications (e-Health apps). We proposed that AI-based personalisation and
software self-adaptation can be used together to achieve this research goal.
We started by analysing the current state of the art in reinforcement learning
(RL) for personalisation and classified the used techniques, their properties
and their shortcomings. We identified two shortcomings relevant to e-Health:
the need to obtain large amounts of data to reach an optimal policy and the
possibility of user disengagement during the exploration phase. We addressed
the first limitation by proposing that RL is used together with clustering. To
solve the current lack of online clustering algorithms for e-Health data, we
created and evaluated our own state of the art algorithm (i.e., CluStream-
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GT). To tackle the second limitation of RL, we investigated which machine
learning models are better suited in predicting user engagement. We then
explored and categorised the current state of the art of software self-adaptation
techniques. After choosing to use the MAPE (Monitor-Analyze-Plan-Execute)
loop technique we propose a reference architecture (RA) for personalised and
self-adaptive e-Health apps. This RA utilises several self-adaptive components,
in combination with the previously reported AI techniques, to provide state of
the art dynamic adaptation. We lastly explore the social sustainability impact
of our proposed RA, as well as empirically evaluating the effectiveness of an
app implemented following the guidance of our RA.
9.1 Discussion
In this section we are going to discuss and reflect on the work done throughout
this thesis. We divide our discussion to reflect the contributions brought forth.
A rigorous map into the current state of the art use of RL for
personalisation: We started by conducting a systematic literature review
(SLR) of RL applications for personalisation used in different applications
domains. The goal of the SLR was to present an overview and categorisation of
the state of the art in RL for personalisation, the settings, solution architectures
and evaluation strategies used. Overall, our results found an increase in the use
of RL for personalisation over time. Furthermore, we found RL to be a suitable
paradigm for personalisation of systems on an individual level, using collected
user data. These findings are valid across domains, including e-Health. Our
findings also shed a light on some of the existing short-comings in the use of RL
for personalisation. Relevant to this thesis, was the discovery that the majority
of RL models can be classified as one of two ways: 1) one RL model used on all
of the users and their data (i.e., one-size-fits-all) or 2) using one model per user
(i.e., on an individual level). The one-size-fits-all model is faster at finding a
suitable policy, as it has more data to use, however it does it by trading the level
of personalisation that it can deliver to each user. This can be problematic in
e-Health as a high level of individual personalisation is desired in order to better
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help the user achieve their health goals. The opposite method found (i.e., one
model per user) could achieve a long term higher level of personalisation, which
is desired in e-Health. However, as the model is trained only on the information
of the individual user, it could then take too long to collect enough data to
reach the desired policy: possibly disengaging the user before it can reach the
desired level of personalisation. To tackle this shortcoming, we propose to use
clustering together with RL creating a cluster-based RL model.
Data-efficient and effective techniques for personalisation: We de-
signed a study to compare various clustering algorithms and distance metrics
for the use of cluster-based RL for personalisation in e-Health. The goal of
this study was to find which combination resulted in the most effective and
efficient way of performing cluster-based RL. We then compared the best found
combinations with the one-size-fits-all method and the per individual RL model.
We compared these techniques on data created with the use of a simulation
environment, generating data imitating the daily schedule of an individual.
The goal of the RL personalisation was to send interventions at the correct
moment in the schedule of the individuals, so that they would accept and per-
form them. The results of our study found that derived features as a distance
metric normally gave us the best results, with some times the use of dynamic
time warping performing equally if not better. This result was consisted, no
matter the clustering algorithm that was used. Furthermore, in our study we
demonstrate how the best found cluster-based RL methods can outperform the
level of personalisation offered by the current state of the art. This result is
achieved by also tackling the user disengagement that could occur with the use
of a RL model per individual as we are able to reach an optimal personalisation
policy faster. More testing would be needed to understand if, over longer periods
of time, cluster-based RL would still perform better. It is possible, as time
progresses, that using on RL model per individual could surpass the level of
personalisation offered by cluster-based RL. If that were to be the case, it would
be interesting to explore the use of cluster-based RL as a first step to a later
switch to one RL model per individual.
To expand on our cluster-based RL findings, we decided to address the
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discovered lack of clustering algorithms tailored for e-Health. We did so by
creating an online clustering algorithm capable of clustering growing timeseries
and so suited for the e-Health domain. The algorithm was created by modifying
the already existing data stream clustering algorithm CluStream and so named
ours CluStream-GT (CluStream for Growing T imeseries). We empirically eval-
uated CluStream-GT against other state of the art online clustering algorithms,
by using them on both artificially generated and real-life datasets. Our results
found CluStream-GT capable of addressing the shortcomings of the current
state of the art, but also able to cluster data more efficiently whilst remaining
comparatively effective. With the creation of CluStream-GT, we now have a
better suited clustering method for the domain of e-Health and one that could
help further improve cluster-based RL for personalisation in e-Health. In order
to further validate our findings it will be important to expand our testing on
other datasets and analyse what any potential differences in performance may
arise. Furthermore, whilst we have evidence that CluStream-GT will be a good
fit in combination with RL for personalisation in e-Health, empirical experiments
are needed in order to validate this claim. These types of experiments would
also allow us to test how well CluStream-GT aided cluster-based RL performs
compared to other state of the art methods (e.g., deep reinforcement learning)
Machine Learning models to predict user engagement in mobile
apps: To combat the potential user disengagement that can occur when using
RL based personalisation, we studied how to predict user engagement. We
explored if and which machine learning techniques are most effective at predicting
user engagement, as we can use user engagement as a method to understand
if the given personalisation is liked by the user. The understanding is that,
with better liked personalisation the user will remain engaged with the app. If
the personalisation is not performing as intended, the user will consequently
disengage from the app. In our investigation we used collected data from a real
world app. We tested and evaluated four different machine learning approaches
whom were all aided by the use of clustering. Our results showed that the
random forest and boosted-tree algorithms were the best in predicting user
engagement. We also observed that we achieve a desirable level of accuracy
262
9.1. Discussion
utilising usage dynamics and features that can be obtained by apps from various
domains. A significant feature for the models, was location. We are therefore
confident that our findings could apply also to apps from domains where location
plays an important role, such as e-Health (e.g., fitness). This however, will
have to be tested as feature importance may shift according to the domain.
Furthermore, the best performing models in our tested setting might not remain
such in other domains.
A rigorous map into the current state of the art use of self-
adaptation for mobile apps: As the goal of this thesis is to investigate
the use of AI for personalisation and software self-adaptation, we conducted a
SLR on self-adaptation in the context of mobile applications. The purpose of
this SLR was to identify the state of the art techniques used for self-adaptation
in apps. We did so by creating a classification framework that allowed us to
categorise the state of the art algorithms and methods found. From this SLR we
identified a few important shortcoming in the current state of the art. We found
few approaches of self-adaptation that, as a goal, targeted non-technical goals
(e.g., promoting user behavioural change and lifestyle improvements). This type
of adaptation would be crucial to develop for e-Health apps, as their main goal
is the betterment of the users’ health and well being. We also identified a lack
of adaptation techniques adapting because of changes occurring in third-party
apps and smart-objects surrounding the user. Being able to trigger adaptation
from changes coming from these devices would be an important step in further
adapting to the users’ context, as these devices are part of, and capture, the
current state of the users’ context. Lastly, we found a lack of empirical testing
done within the field of self-adaptation for apps.
An RA for personalised self-adaptive e-Health apps: In order to
overcome the identified shortcomings in the the state of the art self-adaptation for
apps and combine these solutions with the personalisation techniques developed,
we propose a Reference Architecture (RA). The goal of this RA is to combine AI
personalisation and self-adaptation under one architecture that can be used to
guide the development of dynamically adapting e-Health apps. Within our RA
we achieve self-adaptation on three levels: adapting to connected smart object
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and third-party applications, adapting to the users and their environments,
and adapting to the output of the AI achieved personalisation. With this
work we show how the combination of self-adaptation and personalisation can
be beneficial to users in the e-Health domain and how it can address social
sustainability. By providing smarter and more well-rounded tailoring, e-Health
apps can help users achieve better mental and physical health. We are therefore
increasing the support offered to the community of people whom suffer from
physical and mental illness.
In order to empirically evaluate some of the benefits that our RA could
achieve, we implemented and then tested a prototype app using the RA as a
guide for the implementation. For the evaluation we designed and performed
two experiments: a user study and a measurement-based experiment. In both
experiments, our prototype app (which we refer to as RELATE), was compared
to an almost identical app (called BaseApp) lacking of adaptation techniques.
For the user study we recruited human participants which we randomly assigned
into one of two groups. Group R used RELATE, the app with adaptation
techniques, and group B used the BaseApp. We asked the participants to
completed a number of questionnaires, over the course of a month of use. As a
result of our study we found no difference in the rated end users’ perception
between the two groups and also recorded a better end users’ usability for
RELATE. In our second experiment, the measurement-based one, we concluded
that the differences in performance impact (i.e., CPU and memory consumption)
and energy consumption between the two apps were so small that the user
wouldn’t be able to perceive a difference. Whilst further work is needed to
validate our results on other aspects affected by the use of RELATE, our results
encourage the use of AI-base personalisation with self-adaptation in e-Health
apps.
9.2 Thesis Research Questions Answered
The goal of this thesis is to understand how AI-based personalisation and self-
adaptation can be used together for designing and developing e-Health mobile
264
9.2. Thesis Research Questions Answered
apps. To achieve this goal we defined a number of research questions. In this
section we answer each one of them.
T.RQ1 How can RL-based personalisation for e-Health be improved?
We propose the use of cluster-based RL to improve the efficiency and
efficacy of current state of the art RL. We compare a number of clustering
algorithms and distance metrics to find which variation of cluster-based
RL performed best. Our results find the use of derived features from
a user’s timeseries data lead to the best RL policy, regardless of the
clustering algorithm used. This finding also applied when comparing this
cluster-based RL approach to the current state of the art. Our results
therefore show that the use of cluster-based RL can lead to improvements
to RL based personalisation for e-Health.
T.RQ2 How can online-clustering be used to efficiently and effectively
cluster e-Health data? We propose a novel online clustering algorithm
(i.e., CluStream-GT) tailor made for e-Health data. We test CluStream-
GT against the state of the art, by using both artificial and real life
e-Health timeseries datasets. Our results show that CluStream-GT can
cluster up to 95% faster, whilst being comparably effective in the clusters
generated. Furthermore, CluStream-GT can cope with specific difficulties
of clustering e-Health data, that no other state of the art algorithm can
do.
T.RQ3 How can we predict user engagement in apps? We compare mul-
tiple machine learning models aided by clustering. We show how, on our
collected dataset, two of the models (i.e., random forest and boosted tree)
can predict user engagement with good accuracy using usage dynamics
and features relate to apps (e.g., user location).
T.RQ4 How can AI-based personalisation and self-adaptation be used
to create e-Health apps that dynamically adapt to the user and
their context? We propose a unique RA for personalised and self-
adaptive e-Health apps. With this RA we show how AI-based personalisa-
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tion and self-adaptation can be used together to create e-Health apps that
are capable of adapting to the user and their context whilst personalising
to their needs and end goals. To achieve this, the RA is comprised of
several components that address the shortcomings identified in both the
fields of AI-based personalisation as well as software self-adaptation, in
the context of e-Health.
T.RQ5 How do dynamically adaptive e-Health apps affect users and
their mobile devices? We conduct two experiments to empirically test
how the use of dynamic adaptation on an e-Health app effects users and
their mobile devices. For the first experiment we conduct a user study and
analyse the effects that dynamic adaptation has on end users’ usability and
perception. For our second experiment we conduct a measurement-based
experiment to empirically evaluate how dynamic adaptation impacts en-
ergy consumption and performance. In both experiments, the dynamically
adaptive e-Health app was compared to an identical non dynamically
adaptive e-Health app. Our results show how the use of dynamic adap-
tation on an e-Health app does not negatively impact it in terms of end
users’ perception, energy consumption and performance. Furthermore, we
find that dynamic adaptation can improve end users’ usability.
9.3 Future Work
Whilst we found promising results in the combination of AI-based personalisation
and self-adaptation in tackling the current shortcomings of e-Health apps, we
believe there is still room for improvement and future testing. We hereby list
some points for future work:
1. Test the identified machine learning models for user engage-
ment on datasets from other app domains, including e-Health
apps. In this work we concluded that our findings will likely remain valid
across domains were user location plays an important role. For future
work, it will be important to test our conclusions and better understand
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how our models perform to these types of domains, especially e-Health.
2. Expand our testing done on cluster-based RL by including real
world e-Health datasets. In our original experiments we tested cluster-
based RL with the use of data generated from a simulation environment.
For future work, it is important to expand our testing by using real world
e-Health datasets to better understand how cluster-based RL will perform
in a real world scenario when compared to other state of the art RL
models.
3. Investigate how our proposed RA can be expanded to other e-
Health sub-domains. Our proposed RA is currently designed for the
e-Health sub-domains of fitness and mental health. We have, however,
designed the most critical components of the RA (such as the Goal Model)
to be easily expanded to other e-Health sub-domains. For future work, it is
important to test our design and how our RA can guide the implementation
of dynamically adaptive apps across the whole domain of e-Health.
4. Replicate our empirical experiments with a dynamically adap-
tive app that uses all of our RA’s components. In the future, it
will be important to replicate our empirical experiments on an app that
uses all of the components present in our RA. This will allow researchers
and developers working in the field of e-Health apps to get a better un-
derstanding of the advantages and potential drawbacks of using an RA
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