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Abstract: A high-accuracy Global Ionosphere Model (GIM) is significant for precise positioning and
navigating with the Global Navigation Satellite System (GNSS), as well as space weather applications.
To obtain a precise GIM, it is critical to take both the ionospheric observable and mathematical
model into consideration. In this contribution, the undifferenced ambiguity-fixed carrier-phase
ionospheric observable is first determined from a global distribution of permanent receivers. Accuracy
assessment with a co-located station experiment shows that the observational errors affecting the
ambiguity-fixed carrier-phase ionospheric observables range from 0.10 to 0.35 Total Electron Content
Units (TECUs, where 1 TECU = 1016e−/m2 and corresponds to 0.162 m on the Global Positioning
System, GPS L1 frequency), indicating that the ambiguity-fixed carrier-phase ionospheric observable
is over one order of magnitude more accurate than the carrier-phase leveled-code one (from 1.21
to 3.77 TECUs). Second, to better model the structure of the ionosphere, a two-layer GIM has
been built based on the above carrier-phase observable. Preliminary global accuracy evaluation
demonstrates that the accuracy of the two-layer GIM is below 1 TECU and about 2 TECUs during
low and high solar activity periods. Third, the single-frequency point positioning experiment is
adopted to test the ionosphere mitigation effects of the GIMs. Positioning results demonstrate that the
single-frequency positioning accuracy can be improved by more than 30% using the undifferenced
ambiguity-fixed ionospheric observable-derived two-layer GIM, compared with that using the
carrier-phase leveled-code ionospheric observable-based single-layer GIM.
Keywords: ionospheric observable; mathematical model; undifferenced ambiguity-fixed mode;
two-layer
1. Introduction
The ionosphere can be defined as the part of the upper atmosphere, between 60 and 2000 km in
height, where the density of free electrons and ions is high enough to influence the propagation of
electromagnetic radio frequency waves [1]. When electromagnetic signals pass through the ionosphere,
the signal path will undergo bending and the propagation velocity will be changed (mainly affected
by free electrons). This ionospheric delay is still one of the main error sources when positioning and
navigating with Global Navigation Satellite System (GNSS). Reliable modeling of the propagation
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errors in the ionosphere is essential to accelerate the integer Ambiguity Resolution (AR) in Precise Point
Positioning (PPP) [2–8] and even enable the GLONASS (GLObal NAvigation Satellite System; Russian
Federal Space Agency, Moscow, Russia) PPP-AR, where ionosphere corrections are required to fix
ambiguities across inhomogeneous stations. Besides, the ionospheric information is also important in
the network Real Time Kinematic (RTK) positioning technique, and also static positioning over longer
baselines [9,10]. Furthermore, related scientific studies of the ionosphere (e.g., ionospheric storms,
ionospheric scintillation, and anomalous variations of geomagnetic storms, earthquakes and tsunamis)
also require permanent and continuous monitoring of the ionospheric state [11–17]. Therefore, how to
obtain a precise Global Ionospheric Model (GIM) is an important issue for precise positioning and
space weather applications.
The first essential task to build a precise ionosphere model is to extract the ionospheric observable
from the GNSS code and carrier-phase observations [18]. The carrier-phase to code-leveling process [19–21]
is widely used to extract the ionospheric observable in the GNSS ionosphere research community,
for example in the routine calculations of the Ionosphere Associate Analysis Centers (IAACs) in
the context of IGS (International GNSS service) Ionosphere Working Group (IIWG), such as ESOC
(European Space Operations Center of European Space Agency, ESA, Darmstadt, Germany), JPL (Jet
Propulsion Laboratory, Pasadena, CA, USA) and NRCan (National Resources Canada, Canada,
resumed since April 2015) [22,23]. The carrier-phase leveled to code-delay ionospheric observable
(or so-called smoothed pseudo-range geometry-free combination, “SP4” for short hereafter) takes
advantage of the unambiguous pseudo-range and precise carrier-phase measurement. By averaging
the difference between the carrier phase and code delay per continuous arc (i.e., the continuous epochs
between a cycle slip or a loss of lock), the unknown ambiguity term can be estimated. Its simplicity
and effectiveness make it preferred by most of the IAACs. However, as reported in [24], the accuracy
of SP4 observable is affected by leveling errors, which mainly are the code multipath effect, ranging
from 1.4 to 5.3 TECUs (Total Electron Content Units). This motivated us to improve the accuracy of the
ionospheric observable further.
Recently, geodetic processing, mainly based on a network solution [25] or precise point
positioning technique [26], has gained the interest of many researchers for deriving the ionospheric
observable [25–31]. In fact, the carrier-phase measurement is two orders of magnitude more accurate
than the code-delay one [32,33]. Unfortunately, it is affected by the ambiguity term. To deal with
that, the network-based geodetic processing maps the fixed double-differenced ambiguities to the
undifferenced integer ambiguities while in the case of PPP, the ambiguity term is estimated through
accurate modeling, using precise orbit and clock products from IGS [34–37]. Substituting the fixed
undifferenced ambiguity term into the carrier-phase geometry-free combination, the Slant Total
Electron Content (STEC) can then be retrieved from the undifferenced ambiguity-fixed carrier-phase
ionospheric observable (or called “FL4” hereafter).
After the retrieval of the STEC, the STEC is modeled to the Vertical TEC (VTEC), especially for
the use of the single-frequency users. The accuracy of the ionospheric models depends on how well
the mathematical model can fit the structure of the ionosphere on a global or regional scale during
some period of time. Among others, Spherical Harmonic (SH), POLYnomial (POLY) and Generalized
Trigonometric Series Function (GTSF) models are commonly used in regional and global ionosphere
modeling [23,38]. For example, the SH model with 15 degrees plus 15 orders is employed by IAACs,
such as CODE (Center for Orbit Determination in Europe, Bern, Switzerland), and the aforementioned
ESOC and NRCan. The model error of the SH model is typically 2 to 8 TECUs [23]. One of the factors
limiting the accuracy of the GIMs is the use of the single-layer model. In fact, the ionosphere can be
separated into two main components: the ionosphere and plasmasphere. The two components have
different height distributions and dynamic evolutions [30]. Therefore, a two-layer GIM has been built
and then evaluated in this paper.
The paper is organized as follows. Section 2 summarizes the methodology of STEC retrieval from
different ionospheric observables and VTEC modeling. Besides, the methods to assess the accuracy
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of the ionospheric observable and ionosphere model are described. Section 3 presents the numerical
results of the accuracy evaluation of the ionospheric observable and GIMs, additionally with the
single-frequency positioning experiment test. Section 4 discusses the positioning results in relation to
the accuracy of the ionospheric observable and ionosphere model. Finally, Section 5 summarizes the
results and gathers the conclusions.
2. Methodology
2.1. Slant Total Electron Content Retrieval
The raw code and carrier-phase ionospheric observable are shown as below. Note the change in
the order of terms in code ionospheric observable PI and carrier-phase ionospheric observable LI (i.e.,
the ionospheric range delay for code observations has opposite sign than for carrier-phase).
PI = P2 − P1 = I + K21 + εPI (1)
LI = Φ1 −Φ2 = I + K21 + (b1 − b2) + (λ1N1 − λ2N2) + εΦI (2)
where Pf ,Φ f are the pseudo-range and carrier-phase measurements (m) at frequency f (Hz), K21 is
the sum of the satellite and receiver code instrumental delays (or called DCB, in meters), λ f is the
wavelength (m) and N f the integer ambiguity (cycle) at frequency f , b f is a frequency-dependent bias
(m), ε (m) is the combination of the measurements noise and multipath distinguishing the pseudo-range
εP from the carrier-phase εΦ.
Besides, I is defined as the ionospheric delay in the geometry-free combination as
I = (α2 − α1)STEC = 40.28(f
2
1 − f22)
f21f
2
2
1016STEC (3)
with α f = 40.28f2 10
16m/TECU, where f is the frequency in Hz (for more details in [39]).
Taking bI = b1 − b2, the ionospheric bias can be expressed as
BI = bI − λ1N1 − λ2N2 (4)
For carrier-phase leveled to code ionospheric observable, the ionospheric bias is computed by
aligning LI with PI , i.e., averaging the difference between the carrier-phase and code ionospheric
observable. For the undifferenced ambiguity-fixed carrier-phase ionospheric observable in this paper,
the ionospheric bias is built from the undifferenced wide-lane and ionosphere-free ambiguities,
which have been fixed in double difference mode [31].
2.2. Vertical Total Electron Content Modelling
To model the temporal and spatial distribution of TEC, an ionospheric model with two layers
at heights of 270 and 1600 km [30,40], a first layer to represent the ionosphere and a second layer
representing the plasmasphere (or upper ionosphere), is used in this paper.
LI − BI =
N
∑
k=1
Nk
∑
ck=1
nk,ck (t)∆x
j
i(k, ck)+K21 + ε (5)
where N is the number of layers, and each layer k is divided in Nk cells; ∆x
j
i(k, ck) is the length of
the ray included in the cell ck; ε is the noise term, mainly due to the discretization error. Because the
number of cells crossed by a particular ray is relatively small, the matrix representation of Equation (5)
will be sparse. The radial total electron content (TEC) Tk,ck of the cell ck could be obtained
Tk,ck = nk,ck · hk (6)
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where nk,ck is the electronic density of the cell ck and hk is the thickness of the layer k.
2.3. Accuracy Assessment of the Ionospheric Observable
The accuracy of the ionospheric observable can be assessed by the so-called co-located station
experiment. In the experiment, the co-located receivers are separated by zero or up to few hundreds of
meters, so that the STEC measured by each pair of receivers is assumed to be the same. As shown below,
the ionospheric observable, i.e., Equations (1) and (2), can be single differenced for two co-located
stations denoted “A” and “B” and one observed satellite denoted as “S”:
For code ionospheric observable:
∆PI = PsI,A − PsI,B = K21,rcv,A − K21,rcv,B + εPI,AB (7)
For carrier-phase ionospheric observable:
∆LI = LsI,A − LsI,B − (BsI,A − BsI,B) = K21,rcv,A − K21,rcv,B + εLI,AB (8)
where ∆ corresponds to the “single difference” operator.
Therefore, the single differences of ionospheric observable should be free from satellite DCB and
that ideally be equal to the combination of the measurement noise, multipath and inter-receiver DCB.
The peak-to-peak spread of the time series corresponding to different satellites thus can be treated as a
metric for inferring the observation error, as
Error = Stdev/
√
2 (9)
where
√
2 stands for the single difference operator under the assumption that the Standard deviation
(Stdev) of the observation error on both co-located receivers is uncorrelated and can be treated as the
same [24,41].
2.4. Accuracy Assessment of the Global Ionosphere Model
After assessing the accuracy of the ionospheric observable, the most accurate ionospheric
observable can be used to assess the accuracy of the global ionosphere model with a similar test
as in [31]. Assuming that the FL4 observable has the best accuracy, the RMS value for each epoch at
every station can be calculated for the GIM
RMSmodel =
√√√√ 1
nsat
·
nsat
∑
i=1
(STECi − STECmodel)2 (10)
where RMSmodel is RMS for the ionospheric model (TECU); STECi is the STEC derived from FL4
observable for satellite i (TECU); STECmodel is the STEC computed from the GIM; nsat is the number
of the satellite in the epoch.
The overall RMS value for each day is calculated by taking the square root of the accumulated
squared deviations divided by the total number of satellites [42].
3. Numerical Results
3.1. Experimental Data and Preprocess Strategy
For the accuracy assessment of the ionospheric observable, the experiment collects GPS data from
13 stations located in six different areas for the whole year 2014. The formed eight pairs of co-located
stations are HERT-HERS, DGAR-DGAV, THTI-FAA1, SUTH-SUTV, SUTH-SUTM, SUTV-SUTM,
CONT-CONZ and OUS2-OUSD. All the GPS observations are obtained from the IGS Global Data
Center at CDDIS (Crustal Dynamics Data Information System, ftp://cddis.gsfc.nasa.gov) at an interval
Remote Sens. 2018, 10, 169 5 of 13
of 30 s. Table 1 presents an overview of the experimental data sets ranked according to the latitude,
including the four-character station name, receiver and antenna type, and the location of the receivers
(in latitude and longitude).
Table 1. An overview of the experimental data sets collected from 13 IGS stations for accuracy
assessment of ionospheric observable.
Station Receiver Type Antenna and Radome Type Location Baseline Length
HERT LEICA GRX1200GGPRO LEIAT504GG NONE 50.7◦ N
0.3◦ E 136 mHERS SEPT POLARX3ETR LEIAR25.R3 NONE
DGAR ASHTECH UZ-12 ASH701945E_M NONE 7.2◦ S
72.4◦ E 0 mDGAV JAVAD TRE_G3TH ASH701945E_M NONE
THTI TRIMBLE NETR8 ASH701945E_M NONE 17.5◦ S
30.4◦ W 2548 mFAA1 SEPT POLARX4 LEIAR25.R4 NONE
SUTH ASHTECH UZ-12 ASH701945G_M NONE
32.2◦ S
20.8◦ E 0–142 m
SUTV JPS EGGDT ASH701945G_M NONE
SUTM JAVAD TRE_G3TH JAV_RINGANT_G3T NONE
CONZ LEICA GRX1200+GNSS LEIAR25.R3 LEIT 36.7◦ S
107.0◦ W 101 mCONT SEPT POLARX2 ASH700936E SNOW
OUSD TRIMBLE NETRS TRM55971.00 NONE 45.9◦ S
170.5◦ E 3 mOUS2 JAVAD TRE_G3TH JAV_RINGANT_G3T NONE
For the accuracy assessment of the ionosphere model, four different GIMs are compared in
IONosphere map EXchange format (IONEX) format. The details of the GIMs are presented in Table 2.
The ESAG (European Space Agency GIM) and EHRG (European Space Agency Hourly Rapid GIM)
are the GIMs provided by the IGS [38] and selected as background reference models for comparisons
with the self-generated GIMs, specifically, the dual-layer Fast Precise Point Positioning (FPPP) [30,31]
and a single-layer GIM named GAG1 (One-layer GIM based on the research group of Astronomy and
Geomatics, gAGE products) that we created for the present study.
Table 2. The details of the global ionosphere models used for comparison.
GIM Math Model Observable Temporal Resolution Spatial Resolution Layers Stations Satellite System
ESAG SH(15 × 15) SP4 2 h 2.5 × 5.0 1 300 G + R
EHRG SH(15 × 15) SP4 1 h 2.5 × 5.0 1 225 G + R
GAG1 SH(15 × 15) FL4 1 h 2.5 × 5.0 1 170 G
FPPP IST FL4 15 min 2.5 × 2.5 2 170 G
Note: SH represents the spherical harmonic model, and G stands for GPS, R for GLONASS; IST represents the
ionospheric stochastic tomography developed by (gAGE)/UPC [40] that has been improved in [6,30]. The spatial
resolution is DLat × DLon, in degree unit.
Because the ionospheric activity is mainly affected by solar radiation and the Earth’s magnetic
field, two experimental cases (Case 1 to 2) have been carried out, as shown in Table 3. The solar radio
flux index F10.7 in flux units, acquired from the Space Physics Interactive Data Resource of NOAA’s
National Geophysical Data Center [43], is used as an indicator for solar activity level [44]. Besides,
our study aimed the study in the ionosphere in equatorial and polar regions, i.e., the low-latitude
and high-latitude regions [45]. Therefore, we select four IGS stations distributed at different latitudes
(YELL, BJFS, CONT, CAS1 in Table 4) during different solar activity periods, to make an overall
assessment of the different ionospheric models.
Table 3. The information of the two cases in the experiment.
Number of Case Solar Activity Level DOY F10.7 Index (Flux Units)
1 relatively low 173 to 175, 2014 97.3, 95.6 and 96.6
2 high 004 to 006, 2014 253.3, 210.3 and 197.2
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Table 4. Location and the IGS08 coordinates of the experimental data sets collected from 6 IGS stations
at GPS Week 1773 for single-frequency standard point positioning.
Station Lat (Degree) Lon (Degree) X (m) Y (m) Z (m)
YELL 62.48 −114.48 −1,224,452.848 −2,689,216.183 5,633,638.285
BJFS 39.61 115.89 −2,148,744.372 4,426,641.216 4,044,655.859
BOGT 4.64 −74.08 1,744,398.920 −6,116,037.147 512,731.834
DGAV −7.27 72.37 1,916,269.030 6,029,977.619 −801,719.611
CONT −36.84 −73.03 1,492,029.566 −4,887,961.719 −3,803,554.052
CAS1 −66.28 110.52 −901,776.138 2,409,383.271 −5,816,748.494
For the single-frequency point positioning, six reference stations from the IGS network located
in different latitudes are selected. In the experiment, the broadcast orbit and clock corrections are
used. The IGS08 precise coordinates from IGS weekly final coordinate solution (GPS Week of 1773 and
1798 for Case 1 and 2) are used as the “truth”. The location, as well as the precise coordinates at GPS
Week 1773, is presented in Table 4. Note that the station BOGT and DGAV are not used to generate the
FL4-based ionosphere model (FPPP and GAG1).
In our experiment, the FL4 observable has been computed by the research group of Astronomy
and Geomatics (gAGE), from Technical University of Catalonia (UPC), using actual dual-frequency
GNSS code and carrier-phase measurements from 150 receivers distributed worldwide [31]. The data
calculated for the year 2014 is available to the public for research and comparison purposes at the
server www.gage.upc.edu/products.
Additionally, the preprocessing strategy is summarized as follows: (1) an elevation cut-off angle of
10◦ is applied to filter the measurements with an elevated level of noise; (2) the carrier-phase cycle-slip
detection is based on the geometry-free combination and the Hatch–Melbourne–Wubbena (HMW)
combination [46–48], more details see [36]; (3) to reduce the leveling errors [24,41], only those arcs
containing at least 120 epochs (i.e., 1 h) are retained for the retrieval of the STEC.
3.2. Accuracy Assessment of the Ionospheric Observable
The following analysis is illustrated using one co-located station pair, HERT-HERS during DOY
173–175, 2014. The results are representative of all of the other experimental pairs, summarized in
what follows.
Figure 1a shows the single difference FL4, SP4 and raw pseudo-range geometry-free combination
observables (designated as “RP4” hereafter) between co-located station HERT-HERS from DOY 173 to
175, 2014. Generally, a good agreement of the data from different satellites, represented with different
colors, can be seen.
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Figure 1. Single difference ionospheric observable retrieved from co-located station HERT-HERS from
DOY 173 to 175, 2014, using (A) FL4 (B) SP4 (C) RP4 observable (a) and the cumulative distribution
function (CDF) of single difference FL4, SP4 and RP4 observable (after removing the mean value,
see Table 5) from the co-located station HERT-HERS (b).
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Table 5. Summary results of the mean, standard deviation and observation error of the single difference
ionospheric observable between the co-located receivers for all the satellites arcs for DOY 173 to
175, 2014.
Baseline Single Difference Ionospheric Observable (TECU)
Station Pairs FL4 SP4 RP4
Name Mean Stdev Error Mean Stdev Error Mean Stdev Error
HERT-HERS −5.22 0.14 0.10 0.07 2.01 1.42 0.07 9.04 6.39
DGAR-DGAV 23.69 0.32 0.23 27.20 2.49 1.76 27.20 18.41 13.02
THTI-FAA1 73.30 0.47 0.33 77.90 5.33 3.77 77.84 11.81 8.35
SUTH-SUTM 34.66 0.17 0.12 34.18 4.00 2.83 34.19 22.99 16.26
SUTH-SUTV 5.36 0.17 0.12 4.02 1.78 1.26 4.01 8.75 6.19
SUTM-SUTV 29.30 0.27 0.19 30.17 4.07 2.88 30.17 21.18 14.98
CONZ-CONT −42.12 0.50 0.35 −32.88 1.71 1.21 −32.90 9.72 6.87
OUS2-OUSD 65.17 0.18 0.13 61.51 4.21 2.98 61.49 22.13 15.65
From the top panel of Figure 1a, a peak-to-peak value of the single difference FL4 observable
for HERT-HERS configuration, ranging of about 0.28 TECU, is shown. According to Equation (8),
this single difference is dominated by the observation error, including the instabilities of the receiver
DCB, as well as the combination of the noise and multipath effects. Assuming the variations of both
receivers are uncorrelated, the observation error of about 0.28/
√
2
2 ≈ 0.10 TECUs can be found in the
HERT-HERS configuration (the
√
2 stems from the assumption that the error of a single-difference
observation is roughly
√
2 greater than the error of un-difference ones; the denominator 2 indicates a
95% significance is used to evaluate the observational error).
The middle panel of Figure 1a shows the single difference SP4 observable using a y-scale ten
times greater than in the top panel. It is apparent that the peak-to-peak value of the middle panel is
larger than that of the top panel and the middle panel shows an arc-to-arc dependence. Numerically,
a peak-to-peak value of almost 4.02 TECUs is observed, indicating the observation error of the
SP4 observable is about 4.02/
√
2
2 ≈ 1.42 TECUs, more than one order of magnitude larger than the
FL4 observable.
Complementarily, an analogous result can be achieved from the bottom panel of Figure 1a, where
the single difference STEC from the RP4 observable is presented. The single-difference STEC from the
RP4 observable is noisier, with a peak-to-peak value of almost 18.08 TECUs, indicating the observation
error of the RP4 observable is about 18.08/
√
2
2 ≈ 6.39 TECUs. Thus, the RP4 observable has the lowest
accuracy, which is one to two orders of magnitude worse than the FL4 observable.
To quantify the reduction of the observation error, the Cumulative Distribution Function (CDF) of
single difference FL4, SP4 and RP4 ionospheric observable for HERS-HERT station pair (after removing
the mean value, see Table 5) are shown in Figure 1b. The plot intersects with the horizontal dash line
marks the 95% significance of each single difference ionospheric observable.
According to Figure 1b, we can see that the standard deviation of the single difference FL4
observable is 0.14 TECUs while that of the single difference SP4 and RP4 observable are 2.01 and
9.04 TECUs, respectively.
The above results are based on the HERT-HERS configuration. Furthermore, Table 5 presents
the Mean, Stdev and Error of the single difference FL4, SP4 and RP4 observable for the eight pairs of
co-located stations according to their corresponding CDF information.
From Table 5, we can conclude that the FL4 observable is more accurate, followed in order by the
SP4 and RP4 observables. Numerically, the observation errors affecting the FL4 observable range from
0.10 to 0.35 TECUs whereas errors for the SP4 (RP4) observable are from 1.21 to 3.77 TECUs (6.19 to
16.26 TECUs), indicating that the FL4 observable is over one order of magnitude more accurate than
the SP4 and RP4 observables.
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3.3. Accuracy Assessment of the Global Ionosphere Model
Tables 6 and 7 present the RMS value (see Equation (10)) of the ionosphere model for Case 1
and Case 2, respectively. For a better comparison, we also present the results of the uncorrected
(representing the amount of the ionosphere delay, UCOR) and Klobuchar (KLOB) model. The results
are also plotted in Figure 2 to gain a better visibility.
Table 6. The RMS of individual station for Case 1 (TECU).
Stations UCOR KLOB ESAG EHRG GAG1 FPPP
yell 25.21 6.67 2.15 1.87 1.73 0.46
bjfs 34.42 9.73 4.29 3.68 2.74 0.95
cont 14.54 7.72 2.73 2.55 2.80 0.95
cas1 9.30 13.80 2.72 2.35 1.96 0.56
Table 7. The RMS of individual station for Case 2 (TECU).
Stations UCOR KLOB ESAG EHRG GAG1 FPPP
yell 23.73 23.87 4.39 3.75 3.18 1.12
bjfs 34.09 22.34 7.76 7.57 5.88 2.91
cont 61.43 16.57 8.55 6.43 5.18 3.06
cas1 40.68 22.21 5.65 4.56 4.55 1.40
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From Tables 6 and 7, we can find that (1) in both cases, the FPPP model has the smallest RMS
value, followed in order by GAG1, EHRG and ESAG; (2) when solar activity is high, the accuracy of
the ionosphere model decreases; (3) the accuracy of the ionosphere model improves when the interval
of the model gets small, as in the case of ESAG and EHRG; (4) the accuracy comparison of EHRG
and GAG1 shows the advantage of the FL4 observable with regard to the SP4 observable; (5) FPPP,
a two-layer ionosphere model with 15 min interval, shows great improvement, comparing with the
GAG1 model.
Table 8 summarizes the RMS value based on all the four stations for Case 1 and Case 2. As can be
seen, the accuracy of the FPPP model is better than 1 TECU when solar activity is low. On the other
hand, the RMS of the FPPP model is about 2 TECU when solar activity is high. An interesting finding
is that the accuracy of the GAG1 are 2.31 TECUs for Case 1 while the accuracy of the input of the GAG1
model, i.e., the FL4 observable, is below 0.35 TECUs. Therefore, the difference between the accuracy of
the GAG1 and FL4 observable may contribute to the model error of GAG1 when using the SH model
to represent structure of the ionosphere. Note that these accuracies may be a bit optimistic because
the selected four stations are almost all used to generate the four GIM (except station BJFS in model
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EHRG). However, it is not critical that a particular station is (or not) used by a GIM, as once the GIMs
are smoothed the accuracy is maintained up to few hundreds of kilometers from the stations used to
derive the ionospheric model [6,30]. This is confirmed by comparing the results in Tables 6 and 7 for
station BJFS and model EHRG and ESAG.
Table 8. The overall RMS based on all the stations for Case 1 and Case 2 (TECU).
Cases UCOR KLOB ESAG EHRG GAG1 FPPP
Case 1 20.87 9.48 2.97 2.61 2.31 0.73
Case 2 39.98 21.25 6.59 5.58 4.69 2.12
3.4. Single-Frequency Standard Point Positioning Experiment Test
In order to test and compare the different methods for the mitigation of the ionospheric error,
single-frequency standard point positioning experiments are employed during the above two cases
(Case 1 and Case 2). The following seven strategies are employed as follows:
• UCOR. Single-frequency observable (C1), no ionospheric model, and DCB from Navigation Message.
• KLOB. Single-frequency observable (C1), Klobuchar model, and DCB from Navigation Message.
• DFRE. Dual-frequency observable (P3).
• ESAG/EHRG/GAG1/FPPP. Single-frequency observable (C1), corresponding ionospheric model,
and DCB from Navigation Message
The mean 3D positioning error of the individual stations are presented in Figure 3, standing for
Case 1 and Case 2, respectively.
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From Figure 3, we can conclude that (1) during the high solar activity, the quality of the
single-frequency point positioning degrades when using the GIMs to mitigate the effects of the
ionosphere. (2) when solar activity is low, the positioning accuracy of using GIMs is better than the
dual-frequency ionosphere-free combination (DFRE); (3) In both cases, FPPP performs the best among
the other GIMs, followed in increasing order of error by GAG1, EHRG and ESAG. In detail, with regard
to the EHRG model, the improvement of the positioning accuracy using the FPPP can reach to as much
as 32% and 38% for the station BJFS in Case 1 and Case 2.
4. Discussion
In this contribution, the accuracy of the undifferenced ambiguity-fixed ionospheric observable
and carrier-phase leveled-code ionospheric observable are assessed firstly by the co-located experiment.
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The assessment proves that the accuracy of the FL4 observable is more than one order of magnitude
better than the SP4 observable. Taking the FL4 observable as reference, the accuracy of the
ESAG/EHRG/GAG1/FPPP global ionosphere models are assessed then. The comparison between
EHRG and GAG1 shows that the impact of the ionospheric observable on the ionosphere model
because EHRG and GAG1 both use the SH model with an interval of 1 h while the input of EHRG
is SP4 observable and that of GAG1 is FL4 observable. Results show that the use of FL4 observable
as the input of GIM improves the accuracy of the ionosphere model. The reason is discussed below.
In addition, the comparison of the GAG1 and FPPP presents the impact of the mathematical model
on the ionosphere model because GAG1 and FPPP both use the FL4 observable as the input of the
ionosphere model while the mathematical model of GAG1 is a single-layer-based SH model and that
of FPPP is a two-layer grid model. Therefore, the use of a two-layer model improves the accuracy of
the ionosphere model further.
The single-frequency point positioning experiment has been adopted to test the above different
ionosphere models to see their mitigation effects on the ionosphere delay. We show that the positioning
errors reflect the accuracy of the different ionosphere models. By comparing Figure 2a,b, we can see
that the positioning accuracy of the FPPP during the two cases is the best, followed by the GAG1,
EHRG and ESGA. This phenomenon agrees with the conclusion from Table 8 that the RMS value of
FPPP is the lowest (0.73 and 2.12 TECUs) in the two cases. Besides, the positioning accuracy degrades
using GIMs during the high solar activity period, which can also be reflected from Table 8, that the
RMS value of the GIMs becomes larger (2.12 to 6.59 TECUs) in Case 2 (high solar activity) than that
(0.73 to 2.97 TECUs) in Case 1. As is known that during the high solar activity period, the structure of
ionosphere TEC is more complex than that during the low solar activity period.
Another important phenomenon is that the accuracy of the GAG1 model seems to be only a
little better than the EHRG, as shown in Table 8 and reflected from Figure 3. However, the FL4
observable used in GAG1 has been demonstrated to be over one order of magnitude better than
the SP4 observable used in EHRG. This may be explained by the mathematical model error of SH.
As introduced, the accuracy of the GIM depends on both the ionospheric observable and mathematical
model. From the accuracy of the GAG1 model, we can deduce that the accuracy of the SH mathematical
model is about 2–5 TECUs in our experiment. Thus, the accuracy of the FL4 observable (0.10 to
0.35 TECUs) used in the GAG1 model cannot be revealed due to magnitude of the mathematical error
(2–5 TECUs). Again, the comparison of GAG1 and FPPP depicts the importance of the mathematical
model. As presented in Table 8, the accuracy of FPPP is over a factor of 2 better than the GAG1.
According to Table 2, this improvement can be attributed to the two-layer model with a 15-min interval.
Other factors, such as the amount of the stations used to establish the GIM and the use of multi-GNSS
data are deserved to do more research.
5. Conclusions
By the co-located station experiment, the accuracy of the undifferenced ambiguity-fixed
ionospheric observable, which ranges from 0.10 to 0.35 TECUs, is demonstrated to be more than
one order of magnitude better than the carrier-phase leveled-code ionospheric observable (1.21 to
3.77 TECUs). In addition, to model the global ionosphere structure, a two-layer ionosphere model has
been used to generate the GIM.
Taking the undifferenced ambiguity-fixed ionospheric observable as reference, the accuracies of
four different GIMs, namely ESAG, EHRG, GAG1 and FPPP, are assessed. Among the four different
GIMs, EHRG and GAG1 differs in the ionospheric observable while both use the SH mathematical
model. On the other hand, GAG1 and FPPP differ in the mathematical model while both use the
FL4 observable. Results demonstrate that the accuracy of FL4-based GAG1 is only a little better than
SP4-based EHRG due to the accuracy loss of the SH mathematical model. Additionally, the accuracy
of the two-layer-based FPPP, which is two times better than the SH-based GAG1, demonstrates the
significance of the mathematical model. Finally, the single-frequency point positioning experiment is
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adopted to test the GIMs. Positioning results show that, with regard to the EHRG, the improvement of
the positioning accuracy using the FPPP can reach to as much as 32% in the low solar activity period
and 38% in the high solar activity period in the research.
Therefore, both the ionospheric observable and the mathematical model should be taken into
consideration during the generation of the GIM. Particularly, the undifferenced ambiguity-fixed
ionospheric observable and two-layer ionosphere models are recommended.
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