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Abstract
We consider a quasi-linear Hamiltonian system with one and a half degrees of
freedom. The Hamiltonian of this system differs by a small, ∼ ε, perturbing term
from the Hamiltonian of a linear oscillatory system. We consider passage through a
resonance: the frequency of the latter system slowly changes with time and passes
through 0. The speed of this passage is of order of ε. We provide asymptotic formulas
that describe effects of passage through a resonance with an accuracy O(ε
3
2 ). This is an
improvement of known results by Chirikov (1959), Kevorkian (1971, 1974) and Bosley
(1996). The problem under consideration is a model problem that describes passage
through an isolated resonance in multi-frequency quasi-linear Hamiltonian systems.
1 Introduction
Study of passage through an isolated resonance in a multi-frequency quasi-linear Hamiltonian
system can be reduced to the case of one-frequency system (see, e.g., [1]). The corresponding
Hamiltonian has the form
H(I, ϕ, τ) = ω(τ)I + εH1(I, ϕ, τ). (1.1)
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Here I, ϕ mod 2pi are conjugate canonical variables, τ is a slow time, τ˙ = ε, and ε is a small
parameter, 0 < ε≪ 1. Equations of motion are
I˙ = −ε∂H1(I, ϕ, τ)
∂ϕ
, ϕ˙ = ω(τ) + ε
∂H1(I, ϕ, τ)
∂I
. (1.2)
For ε = 0 we get an unperturbed system with the Hamiltonian H0(I, τ) = ω(τ)I and action-
angle variables I, ϕ. The function ω is the frequency of the unperturbed motion. For some
value of the slow time τ∗, where there is a resonance, ω vanishes: ω(τ∗) = 0. We assume that
the resonance is non-degenerate: ω′∗ = ω
′(τ∗) 6= 0. Here “prime” denotes the derivative with
respect to τ . Let, for definiteness, ω′∗ > 0. We assume that τ∗ is the only resonant moment
of the slow time: ω(τ) is different from 0 at τ 6= τ∗.
Action I is an adiabatic invariant: its changes along trajectory of (1.2) are small over long
time intervals. For motion far from the resonance value I oscillates with an amplitude ∼ ε.
Passage through a narrow neighbourhood of the resonance leads to a change in I of order√
ε (so called jump of the adiabatic invariant). There is an asymptotic formula for this jump
([1], [2]). Let I− and I+ be values of I along a trajectory of (1.2) at moments of slow time
τ− and τ+, where τ− < τ∗ < τ+. Then
I+ − I− = −
√
ε
+∞∫
−∞
∂H1(I−, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε). (1.3)
Here ϕ∗ is the value of ϕ on the considered trajectory at τ = τ∗. There are formulas for
change of the angle (phase) ϕ due to passage through the resonance as well [1].
One can replace in the left hand side of (1.3) I± with values of the improved adiabatic
invariant J±, but the error estimate in (1.3) still will be O(ε). It was suggested in [3] to
eliminate an asymmetry in (1.3) by replacing in the right hand side I− with I∗, where I∗ is
the value of I on the considered trajectory at τ = τ∗. A numerical simulation in [3] shows
that this symmetrization indeed improves the accuracy of formula (1.3) for I± replaced with
J± considerably. It is conjectured in [3] on the basis of the numerical simulation that the
error term in the modified formula is O(ε
3
2 ).
In the current paper we prove this conjecture by means of a Hamiltonian adiabatic per-
turbation theory. We show that this improvement of accuracy occurs due to cancellations
of many terms in formulas of the perturbation theory considered up to terms of 4th order
in ε. We obtain also formulas which describe change of phase ϕ due to passage through
resonance with the same accuracy O(ε
3
2 ). As a result, we obtain formulas which allow to
predict motion in post-resonance region with accuracy O(ε
3
2 ), provided that the motion in
the pre-resonance region is known. In the last section we provide a numerical verification of
these formulas.
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2 Main theorems
We consider Hamiltonian system (1.2) with Hamilton’s function (1.1). We assume that the
function H is of class C4 for (I, ϕ, τ) ∈ D = DI ×R×Dτ , where DI and Dτ are some open
intervals in R. We assume that H1 is 2pi–periodic in ϕ and that the frequency ω does not
vanish in Dτ other than at τ = τ∗. At the resonance state, ω(τ∗) = 0, but ω′(τ∗) = ω′∗ 6= 0.
Let I(t), ϕ(t) be a solution of (1.2) on a time interval [t−, t+], where t± = τ±/ε, and τ± are
some constants. Let τ− < τ∗ < τ+. We denote I± = I(t±), ϕ± = ϕ(t±), and I∗ = I(t∗),
ϕ∗ = ϕ(t∗). Here t∗ = τ∗/ε.
Theorem 2.1.
I+ + εu1(I+, ϕ+, τ+) = I− + εu1(I−, ϕ−, τ−)−
√
ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ), (2.4)
ϕ+ + εv1(I+, ϕ+, τ+) = ϕ− + εv1(I−, ϕ−, τ−) +
1
ε
τ+∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(J−, τ)
∂I
dτ +
τ+∫
τ∗
∂H¯1(J+, τ)
∂I
dτ
+
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ + p.v. ε
τ+∫
τ−
∂R2(I∗, τ)
∂I
dτ
− ε
3
2 ln ε
4ω′∗
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ). (2.5)
Theorem 2.2.
I∗ = I± ± 1
2
√
ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε), (2.6)
ϕ∗ = ϕ± +
1
ε
τ∗∫
τ±
ω(τ) dτ +
τ∗∫
τ±
∂H¯1(J±, τ)
∂I
dτ ∓ 1
2
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
+
ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I2
+O(ε). (2.7)
In the above theorems,
u1 =
H˜1
ω
, H˜1 = H1 − H¯1, H¯1 =
〈
H1
〉ϕ
, v1 = −
ϕ∫
0
∂u1(I, ψ, τ)
∂I
dψ +
〈 ϕ∫
0
∂u1(I, ψ, τ)
∂I
dψ
〉ϕ
,
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and angular brackets denote averaging with respect to ϕ:
〈
f
〉ϕ
= 1
2pi
2pi∫
0
f(ϕ) dϕ.
Moreover,
J± = I± + εu1±, R2(J±, τ) = −
1
2ω(τ)
∂2
〈
H˜21
〉ϕ
(J±, τ)
∂I2
, u1± = u1(I±, ϕ±, τ±).
The new results here are:
• estimate O(ε 32 ) in the first formula of Theorem 2.1,
• the last two terms and the estimate O(ε 32 ) in the second formula in Theorem 2.1,
• the last term and the estimate O(ε) in the second formula in Theorem 2.2.
Combining results of Theorems 2.1, 2.2, we can obtain prediction of motion in the post-
resonance region with accuracy O(ε
3
2 ) as follows:
Corollary 2.1.
I+ = I− + εu1(I−, ϕ−, τ−)− εu1(I−, ϕˇ+, τ+)−
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ), (2.8)
ϕ+ = ϕ− + εv1(I−, ϕ−, τ−)− εv1(I−, ϕˇ+, τ+) + 1
ε
τ+∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(J−, τ)
∂I
dτ +
τ+∫
τ∗
∂H¯1(Jˇ+, τ)
∂I
dτ
+
√
ε
+∞∫
−∞
∂H˜1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ + p.v. ε
τ+∫
τ−
∂R2(I−, τ)
∂I
dτ
− ε
3
2 ln ε
4ω′∗
∂3
〈
H˜21
〉ϕ
(I−, τ∗)
∂I3
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ +O(ε
3
2 ), (2.9)
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where
ϕˇ+ = ϕ− +
1
ε
τ+∫
τ−
ω(τ) dτ +
τ+∫
τ−
∂H¯1(I−, τ)
∂I
dτ,
Iˇ∗ = I− − 1
2
√
ε
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ,
ϕˇ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(I−, τ)
∂I
dτ +
1
2
√
ε
+∞∫
−∞
∂H˜1(I−, ˇˇϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
+
ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I−, τ∗)
∂I2
,
ˇˇϕ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ +
τ∗∫
τ−
∂H¯1(I−, τ)
∂I
dτ,
Jˇ+ = J− −
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ.
3 Procedure of adiabatic perturbation theory
In order to get the above estimates, four steps of adiabatic perturbation theory are performed
in both original Hamiltonian system (in subsection 3.1) and an approximate Hamiltonian
system (in subsection 3.2). We follow an approach of [4] here.
3.1 Original Hamiltonian system
Consider dynamics described by the Hamiltonian
H(I, ϕ, τ) = ω(τ)I + εH1(I, ϕ, τ).
The frequency ω(τ) can be expanded near the resonance as
ω(τ) = ω′∗(τ − τ∗) +
1
2
ω′′∗(τ − τ∗)2 +O(τ − τ∗)3
with ω′∗ 6= 0.
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So we can get formula for ϕ as
ϕ = ϕ∗ +
1
ε
(
1
2
ω′∗(τ − τ∗)2 +
1
6
ω′′∗(τ − τ∗)3 +O(τ − τ∗)4
)
+
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1. (3.10)
Let
εS(J, ϕ, τ, ε) = εS1(J, ϕ, τ) + ε
2S2(J, ϕ, τ) + ε
3S3(J, ϕ, τ) + ε
4S4(J, ϕ, τ), (3.11)
where S is 2pi-periodic in ϕ and 〈S〉ϕ = 0. Here we have not defined Sj yet.
Make the canonical transformation of variables (I, ϕ) 7→ (J, ψ) with the generating function
Jϕ+ εS(J, ϕ, τ, ε). Old and new variables are related as follows:
I = J + ε
∂S(J, ϕ, τ, ε)
∂ϕ
, ψ = ϕ+ ε
∂S(J, ϕ, τ, ε)
∂J
. (3.12)
The new Hamiltonian, which describes dynamics of variables J , ψ, is
H(J, ϕ(J, ψ, τ), τ) = ω(τ)
(
J + ε
∂S
∂ϕ
)
+ εH1(J + ε
∂S
∂ϕ
, ϕ, τ) + ε
∂S
∂t
= ω(τ)J + εω(τ)
∂S
∂ϕ
+ εH1(J, ϕ, τ) + ε
2∂H1(J, ϕ, τ)
∂I
∂S
∂ϕ
+ ε2
∂S
∂τ
+
ε3
2
∂2H1(J, ϕ, τ)
∂I2
(
∂S
∂ϕ
)2
+
ε4
3!
∂3H1(J, ϕ, τ)
∂I3
(
∂S
∂ϕ
)3
+
ε5
4!
∂4H1(J + θε
∂S
∂ϕ
, ϕ, τ)
∂I4
(
∂S
∂ϕ
)4
, 0 < θ < 1. (3.13)
We would like to find Sj, j = 1, ..., 4 such that there is no dependence on the new phase ψ
in the new Hamiltonian H in terms up to 4th order in ε. Thus the new Hamiltonian should
have a form
H(J, ϕ(J, ψ, τ), τ) = ω(τ)J+εR1(J, τ)+ε2R2(J, τ)+ε3R3(J, τ)+ε4R4(J, τ)+ε5R5(J, ψ, τ).
(3.14)
Here we have not defined functions Rj yet.
Equating terms of the same order in ε in (3.13) and (3.14) we find that functions
∂Sj
∂ϕ
have
forms:
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∂S1
∂ϕ
=
α1(J, ϕ, τ)
ω(τ)
,
∂S2
∂ϕ
=
ω′(τ)α2(J, ϕ, τ)
ω3(τ)
+
β2(J, ϕ, τ)
ω2(τ)
,
∂S3
∂ϕ
=
(
ω′(τ)
)2
α3(J, ϕ, τ)
ω5(τ)
+
β3(J, ϕ, τ)
ω4(τ)
,
∂S4
∂ϕ
=
(
ω′(τ)
)3
α4(J, ϕ, τ)
ω7(τ)
+
β4(J, ϕ, τ)
ω6(τ)
,

(3.15)
where α1, α2, α3, α4, β2, β3, β4 are smooth functions.
Denote
fˆ(J, ϕ, τ) =
∫
f(J, ϕ, τ) dϕ−
〈∫
f(J, ϕ, τ) dϕ
〉ϕ
.
We can find the explicit form of Sj :
S1 = − 1
ω
ˆ˜
H1,
S2 = −ω
′
ω3
ˆˆ
H˜1 +
βˆ2
ω2
,
S3 = −3ω
′2
ω5
ˆˆ
ˆ˜
H1 +
βˆ3
ω4
,
S4 = −15ω
′3
ω7
ˆˆ
ˆˆ
H˜1 +
βˆ4
ω6

(3.16)
satisfying 〈Sj〉ϕ = 0, j = 1, 2, 3, 4.
So we have the expressions
ε
∂S1
∂J
= − ε
ω
∂
ˆ˜
H1
∂J
,
ε2
∂S2
∂J
= −ε2 ω
′
ω3
∂
ˆˆ
H˜1
∂J
+
ε2
ω2
∂βˆ2
∂J
,
ε3
∂S3
∂J
= −ε33ω
′2
ω5
∂
ˆˆ
ˆ˜
H1
∂J
+
ε3
ω4
∂βˆ3
∂J
,
ε4
∂S4
∂J
= −ε415ω
′3
ω7
∂
ˆˆ
ˆˆ
H˜1
∂J
+
ε4
ω6
∂βˆ4
∂J
.

(3.17)
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Also
R1(J, τ) =
〈
H1(J, ϕ, τ)
〉ϕ
,
R2(J, τ) =
〈
∂H1(J, ϕ, τ)
∂I
∂S1
∂ϕ
〉ϕ
,
R3(J, τ) =
〈
1
2
∂2H1(J, ϕ, τ)
∂I2
(
∂S1
∂ϕ
)2
+
∂H1(J, ϕ, τ)
∂I
∂S2
∂ϕ
〉ϕ
,
R4(J, τ) =
〈
1
6
∂3H1(J, ϕ, τ)
∂I3
(
∂S1
∂ϕ
)3
+
∂2H1(J, ϕ, τ)
∂I2
∂S1
∂ϕ
∂S2
∂ϕ
+
∂H1(J, ϕ, τ)
∂I
∂S3
∂ϕ
〉ϕ
.
The new Hamiltonian is
H(J, ϕ(J, ψ, τ), τ) = ω(τ)J + εR1 + ε2R2 + ε3R3 + ε4R4 + ε
5O(1)
ω7(τ)
+ ε5
∂S4
∂τ
.
For |τ − τ∗| ≥
√
ε, the motion is described by differential equations:
J˙ = −∂H
∂ϕ
· ∂ϕ
∂ψ
= −∂H
∂ϕ
·
(
∂ψ
∂ϕ
)−1
= −∂H
∂ϕ
(
1 + ε
γ1(J, ϕ, τ)
ω(τ)
+ ε2
γ2(J, ϕ, τ)
ω3(τ)
+ ε3
γ3(J, ϕ, τ)
ω5(τ)
+ ε4
γ4(J, ϕ, τ)
ω7(τ)
)−1
=
(
ε5
7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
)(
1−
4∑
k=1
εk
γk(J, ϕ, τ)
ω2k−1(τ)
+O
(
ε2
(τ − τ∗)2
))
,
(3.18)
ψ˙ =
∂H
∂J
+
∂H
∂ϕ
· ∂ϕ
∂J
=
∂H
∂J
+
∂H
∂ϕ
·
(
−ε∂
2S
∂J2
)(
1 + ε
∂2S
∂J∂ϕ
)−1
=
∂H
∂J
− ∂H
∂ϕ
· ∂
∂J
(
ε
∂S1
∂J
+ ε2
∂S2
∂J
+ ε3
∂S3
∂J
+ ε4
∂S4
∂J
)(
1 +O
(
ε
ω
))−1
= ω(τ) +
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε
5O(1)
ω7(τ)
+ ε5
∂S4
∂τ
)
+
(
ε5
7ω′4α4
ω8
+ ε5
γ
ω7
)(
ε
γ˜1
ω
+ ε2
γ˜2
ω3
+ ε3
γ˜3
ω5
+ ε4
γ˜4
ω7
)(
1 +O
(
ε
ω
))
= ω(τ) +
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
+
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
+O
(
ε7
(τ − τ∗)10
)
.
(3.19)
Here γ, γ1, . . . , γ9, γ˜1, . . . , γ˜4 are smooth functions.
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Remark. By differentiating ψ = ϕ + ε
∂S(J, ϕ(J, ψ, τ), τ)
∂J
with respect to J on both sides,
we obtain 0 =
∂ϕ
∂J
+ ε
∂2S
∂J2
+ ε
∂2S
∂J∂ϕ
∂ϕ
∂J
. Therefore,
∂ϕ
∂J
= −ε∂
2S
∂J2
(
1 +
∂2S
∂J∂ϕ
)−1
.
3.2 Approximate Hamiltonian system
Now let us consider the approximate Hamiltonian
H(Ia, ϕa, τ) = Ω(τ)Ia + εH1(I∗, ϕa, τ∗)
Equations of motion are
I˙a = −ε∂H1(I∗, ϕa, τ∗)
∂ϕ
, ϕ˙a = Ω(τ).
Here Ω(τ) = ω′∗(τ − τ∗), ω′∗ 6= 0.
We will consider the solution of these equations with initial conditions at resonance, i.e.
when τ = τ∗: Ia(τ∗) = I∗ = I(t∗), ϕa(τ∗) = ϕ∗ = ϕ(t∗). We get the formula for ϕa as
ϕa = ϕ∗ +
1
2ε
ω′∗(τ − τ∗)2. (3.20)
Let
εSa(ϕa, τ, ε) = εS
a
1 (ϕa, τ) + ε
2Sa2 (ϕa, τ) + ε
3Sa3 (ϕa, τ) + ε
4Sa4 (ϕa, τ) (3.21)
where Sa is 2pi-periodic in ϕa and
〈
Sa
〉ϕa
= 0. Here we have not defined Saj yet.
Make the canonical transformation of variables (Ia, ϕa) 7→ (Ja, ψa) with a generating function
Jaϕa + εS
a(ϕa, τ, ε). The old and new variables are related as follows:
Ia = Ja + ε
∂Sa(ϕa, τ, ε)
∂ϕa
, ψa = ϕa. (3.22)
The new Hamiltonian, which describes dynamics of variables Ja, ϕa, is
Ha(Ja, ϕa, τ) = Ω(τ)
(
Ja + ε
∂Sa
∂ϕa
)
+ εH1(I∗, ϕa, τ∗) + ε
∂Sa
∂t
= Ω(τ)Ja + εΩ(τ)
∂Sa
∂ϕa
+ εH1(I∗, ϕa, τ∗) + ε
2∂S
a
∂τ
. (3.23)
We would like to find Saj , j = 1, ..., 4 such that there is no dependence on the phase ϕa in
the new Hamiltonian Ha in terms up to 4th order in ε. Thus the new Hamiltonian should
have a form
Ha(Ja, ϕa, τ) = Ω(τ)Ja+εRa1(Ja, τ)+ε2Ra2(Ja, τ)+ε3Ra3(Ja, τ)+ε4Ra4(Ja, τ)+ε5Ra5(Ja, ϕa, τ).
(3.24)
9
Equating terms of the same order in ε in (3.23) and (3.24) we find that functions
∂Saj
∂ϕa
have
forms
∂Sa1
∂ϕa
=
α1(I∗, ϕa, τ∗)
Ω(τ)
,
∂Sa2
∂ϕa
=
Ω′(τ)α2(I∗, ϕa, τ∗)
Ω3(τ)
,
∂Sa3
∂ϕa
=
(
Ω′(τ)
)2
α3(I∗, ϕa, τ∗)
Ω5(τ)
,
∂Sa4
∂ϕa
=
(
Ω′(τ)
)3
α4(I∗, ϕa, τ∗)
Ω7(τ)
.

(3.25)
The new Hamiltonian is
Ha(Ja, ϕa, τ) = Ω(τ)Ja + ε
〈
H1(I∗, ϕa, τ∗)
〉ϕa
+ ε5
∂Sa4 (ϕa, τ)
∂τ
.
The motion is described by differential equations
J˙a = −ε5∂
2Sa4 (ϕa, τ)
∂ϕa∂τ
= ε5
7
(
Ω′(τ)
)4
α4(I∗, ϕa, τ∗)
Ω8(τ)
+ ε5
γ˜(I∗, ϕa, τ∗)
Ω7(τ)
,
ϕ˙a = Ω(τ).
(3.26)
Here γ˜ is a smooth function.
4 Proofs of the theorems
We will prove asymptotic formulas for the action variable I in both Theorems 2.1 and 2.2 first,
and then asymptotic formulas for the angle variable ϕ in these Theorems. Denote τl = τ∗ −
ε1/2, τr = τ∗+ε1/2, tl,r = τl,r/ε1/2. Denote u = −∂S∂ϕ and ua = −∂S
a
∂ϕa
. In the following text, we
use the notations Zj = Z(tj), where Z = I, Ia, J, Ja, ϕ, ϕa, ψ, S, S
a, Sk, S
a
k , u, u
a, uk, u
a
k, v, vk
and tj = t−, tl, t∗, tr, t+, k = 1, 2, 3, 4.
For simplicity of the exposition we will assume that τ+ and τ− are symmetric with respect
to τ∗: τ+ − τ∗ = τ∗ − τ−. General case can be easily reduced to this one.
4.1 Principal lemmas
The following lemmas will be used in the proof.
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Lemma 4.1. (
ω′(τ)
)a
ωb(τ)
=
(
Ω′(τ)
)a
Ωb(τ)
+
O(1)
(τ − τ∗)b−1 =
const
(τ − τ∗)b +
O(1)
(τ − τ∗)b−1 ,
where a, b ∈ N.
Lemma 4.2.
Il − I∗ = O(
√
ε), Ir − I∗ = O(
√
ε), Il − Ir = O(
√
ε).
Jl − I∗ = O(
√
ε), Jr − I∗ = O(
√
ε), Jl − Jr = O(
√
ε).
ϕl − ϕal = O(
√
ε), ϕr − ϕar = O(
√
ε), ϕl − ϕr = O(
√
ε).
Lemma 4.3.
(Jl − I∗) + (Jr − I∗) = O(ε), (ϕl − ϕal) + (ϕr − ϕar) = O(ε).
Proof. • For [(Jl − I∗) + (Jr − I∗)], substitute with formulas (3.12) and (3.15):
(Jl − I∗) + (Jr − I∗) =
(
Il − I∗ − ε∂S(Jl, ϕl, τl)
∂ϕ
)
+
(
Ir − I∗ − ε∂S(Jr, ϕr, τr)
∂ϕ
)
= ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂ϕ
dt− εαˆ
1(Jl, ϕl, τl)
τl − τ∗ − ε
2 αˆ
2(Jl, ϕl, τl)
(τl − τ∗)3 − ε
3 αˆ
3(Jl, ϕl, τl)
(τl − τ∗)5 − ε
4 αˆ
4(Jl, ϕl, τl)
(τl − τ∗)7 +O(ε)
− ε
tr∫
t∗
∂H1(I, ϕ, τ)
∂ϕ
dt− εαˆ
1(Jr, ϕr, τr)
τr − τ∗ − ε
2 αˆ
2(Jr, ϕr, τr)
(τr − τ∗)3 − ε
3 αˆ
3(Jr, ϕr, τr)
(τr − τ∗)5 − ε
4 αˆ
4(Jr, ϕr, τr)
(τr − τ∗)7 +O(ε)
=
τ∗∫
τl
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ −
τr∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ −
4∑
k=1
εk
αˆk(Jl, ϕl, τl)
(τl − τ∗)2k−1 −
4∑
k=1
εk
αˆk(Jl, ϕl, τl)
(τr − τ∗)2k−1 +O(ε)
= O(ε).
• For [(ϕl − ϕal) + (ϕr − ϕar)], substitute with formulas (3.10) and (3.20):
(ϕl − ϕal) + (ϕr − ϕar)
=
ω′′∗
6ε
[
(τl − τ∗)3 + (τr − τ∗)3
]
+
1
ε
O(τl − τ∗)4 +
τl∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1 +
τr∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1
=
τl∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1 +
τr∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1 +O(ε)
= O(ε)
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Lemma 4.4.
εa
(τ − τ∗)b
ωc(τ)
f0(I, ϕ, τ) = O(ε
a+ b−c
2 ),
if τ ∈ {τl, τr}. Here a ∈ R, b, c ∈ Z, and f0 is a smooth function.
The same estimate is valid if ω(τ) is replaced with Ω(τ).
Lemma 4.5.
t∫
tl
εa
f0(I(t1), ϕ(t1), εt1)
ωc(εt1)
dt1 = O(ε
a− c+1
2 ),
if t ∈ [t−, tl]. Here a ∈ R, c ∈ Z, c ≥ 2, and f0 is a smooth function. The same estimate is
valid if tl is replaced with tr and t ∈ [tr, t+].
The same estimate is valid if ω(τ) is replaced with Ω(τ).
Lemma 4.6 (Cancellation lemma near the resonance).
τr∫
τl
(τ − τ∗)2k−1f1(I∗, ϕa, τ∗) dτ = 0
where k ∈ N and f1 is a smooth function.
Lemma 4.7 (Cancellation lemma far from the resonance on symmetric intervals).
τl∫
τ−
(τ − τ∗)2k−1f2(I∗, ϕa, τ∗) dτ +
τ+∫
τr
(τ − τ∗)2k−1f2(I∗, ϕa, τ∗) dτ = 0
where k ∈ Z and f2 is a smooth function.
Lemma 4.8. Let f = f(I, ϕ, τ) be a twice continuously differentiable function. Then
f(I, ϕ, τ)− f(I∗, ϕa, τ∗)
= −∂f(I∗, ϕa, τ∗)
∂I
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 +
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
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Proof.
f(I, ϕ, τ)− f(I∗, ϕa, τ∗)
=
∂f(I∗, ϕa, τ∗)
∂I
(I − I∗) + ∂f(I∗, ϕa, τ∗)
∂ϕ
(ϕ− ϕa) + ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(I − I∗)2 +O(ϕ− ϕa)2 +O(τ − τ∗)2
= −∂f(I∗, ϕa, τ∗)
∂I
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂ϕ
dτ1 +
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I, ϕ, τ1)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
= −∂f(I∗, ϕa, τ∗)
∂I
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 +
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
Lemma 4.9. Let f = f(J, ϕ, τ) be a twice continuously differentiable function. Then for
τ ∈ [τ−, τl] ∪ [τr, τ+],
f(J, ϕ, τ)− f(I∗, ϕa, τ∗)
= −∂f(I∗, ϕa, τ∗)
∂I
 τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1

+
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1
+ ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(ε) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
+ ε
f 1(I∗, ϕa, τ∗)
τ − τ∗ + ε
2f
2(I∗, ϕa, τ∗)
(τ − τ∗)3 + ε
3f
3(I∗, ϕa, τ∗)
(τ − τ∗)5 + ε
4f
4(I∗, ϕa, τ∗)
(τ − τ∗)7
where f 1, f 2, f 3, f 4 are smooth functions.
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Proof.
f(J, ϕ, τ)− f(I∗, ϕa, τ∗)
=
∂f(I∗, ϕa, τ∗)
∂I
(J − I∗) + ∂f(I∗, ϕa, τ∗)
∂ϕ
(ϕ− ϕa) + ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(J − I∗)2 +O(ϕ− ϕa)2 +O(τ − τ∗)2
=
∂f(I∗, ϕa, τ∗)
∂I
(
I − I∗ − ε∂S(J, ϕ, τ)
∂ϕ
)
+
∂f(I∗, ϕa, τ∗)
∂ϕ
(ϕ− ϕa) + ∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗)
+O(J − I∗)2 +O(ϕ− ϕa)2 +O(τ − τ∗)2
=
∂f(I∗, ϕa, τ∗)
∂I
(
I − I∗ − ε∂S(J, ϕ, τ)
∂ϕ
)
+
∂f(I∗, ϕa, τ∗)
∂ϕ
ω′′∗(τ − τ∗)3
6ε
+
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1

+
∂f(I∗, ϕa, τ∗)
∂τ
(τ − τ∗) +O(ε) +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
Then
I − I∗ = −
τ∫
τ∗
∂H1(I, ϕ, τ)
∂ϕ
dτ1 = −
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 +O(τ − τ∗)2 +O
(
(τ − τ∗)4
ε
)
.
Also
ε
∂S(J, ϕ, τ)
∂ϕ
= ε
∂S(I∗, ϕa, τ)
∂ϕ
+O(ε) +O(τ − τ∗)2
= −εf
1(I∗, ϕa, τ∗)
τ − τ∗ − ε
2f
2(I∗, ϕa, τ∗)
(τ − τ∗)3 − ε
3f
3(I∗, ϕa, τ∗)
(τ − τ∗)5 − ε
4f
4(I∗, ϕa, τ∗)
(τ − τ∗)7 +O(ε) +O(τ − τ∗)
2.
This implies the result of the lemma.
4.2 Proof of formulas for action variable
4.2.1 Principal identity for formula (2.4)
Let
e1 =
t+∫
tr
(J˙ − J˙a) dt, e2 =
tr∫
tl
(I˙ − I˙a) dt,
e3 =
tl∫
t−
(J˙ − J˙a) dt, e4 = −
t−∫
−∞
I˙a dt−
+∞∫
t+
I˙a dt + ε(u
a
+ − ua−).
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We have the identity:
I+ + εu+ = (J+) = Jr +
t+∫
tr
J˙ dt
= Ir + εur +
t+∫
tr
(J˙ − J˙a) dt+
t+∫
tr
J˙a dt
= Ir + εur + e1 +
t+∫
tr
(I˙a + εu˙
a) dt
= Ir + εur + e1 +
t+∫
tr
I˙a dt + εu
a
+ − εuar
= Il +
tr∫
tl
I˙ dt +
t+∫
tr
I˙a dt + εur + εu
a
+ − εuar + e1
= Il + εul +
tr∫
tl
(I˙ − I˙a) dt+
tr∫
tl
I˙a dt +
t+∫
tr
I˙a dt + εur − εul + εua+ − εuar + e1
= I− + εu− +
tl∫
t−
J˙ dt+
tr∫
tl
I˙a dt +
t+∫
tr
I˙a dt + εur − εul + εua+ − εuar + e1 + e2
= I− + εu− +
tl∫
t−
J˙a dt +
tr∫
tl
I˙a dt +
t+∫
tr
I˙a dt + εur − εul + εua+ − εuar + e1 + e2 + e3
= I− + εu− +
t+∫
t−
I˙a dt + εu
a
+ − εua− + εur − εul + εual − εuar + e1 + e2 + e3
= I− + εu− +
+∞∫
−∞
I˙a dt + εur − εul + εual − εuar + e1 + e2 + e3 + e4.
We should prove that εur−εul+εual−εuar = O(ε
3
2 ), e1+e3 = O(ε
3
2 ), and ej = O(ε
3
2 ), j = 2, 4.
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4.2.2 Estimate of εur − εul + εual − εuar
Here we use the sum u = u1 + u2 + u3 + u4, u
a = ua1 + u
a
2 + u
a
3 + u
a
4, uk = −∂Sk∂ϕ , uak = −
∂Sa
k
∂ϕa
,
k = 1, 2, 3, 4. For convenience, we consider S1(J, ϕ, τ) as the main part of expression of
S(J, ϕ, τ), then consider the others.
εu1r − εu1l + εua1l − εua1r
= −ε∂S1r
∂ϕ
+ ε
∂S1l
∂ϕ
− ε∂S
a
1 l
∂ϕa
+ ε
∂Sa1 r
∂ϕa
= −εα
1(Jr, ϕr, τr)
ω(τr)
+ ε
α1(Jl, ϕl, τl)
ω(τl)
− εα
1(I∗, ϕal, τ∗)
Ω(τl)
+ ε
α1(I∗, ϕar , τ∗)
Ω(τr)
= ε
Ω(τl)α
1(Jl, ϕl, τl)− ω(τl)α1(I∗, ϕal, τ∗)
ω(τl)Ω(τl)
− εΩ(τr)α
1(Jr, ϕr, τr)− ω(τr)α1(I∗, ϕar , τ∗)
ω(τr)Ω(τr)
= ε
[
ω(τl)− 12ω′′∗(τl − τ∗)2 +O(τl − τ∗)3
]
α1(Jl, ϕl, τl)− ω(τl)α1(I∗, ϕal , τ∗)
ω(τl)Ω(τl)
−ε
[
ω(τr)− 12ω′′∗(τr − τ∗)2 +O(τr − τ∗)3
]
α1(Jr, ϕr, τr)− ω(τr)α1(I∗, ϕar , τ∗)
ω(τr)Ω(τr)
= ε
ω(τl)
[
α1(Jl, ϕl, τl)− α1(I∗, ϕal, τ∗)
]− ω′′∗ (τl−τ∗)2
2
α1(Jl, ϕl, τl) +O(τl − τ∗)3
ω(τl)Ω(τl)
−εω(τr)
[
α1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
]− ω′′∗ (τr−τ∗)2
2
α1(Jr, ϕr, τr) +O(τr − τ∗)3
ω(τr)Ω(τr)
= ε
α1(Jl, ϕl, τl)− α1(I∗, ϕal, τ∗)
Ω(τl)
− εω
′′
∗(τl − τ∗)2α1(Jl, ϕl, τl)
2ω(τl)Ω(τl)
−εα
1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
Ω(τr)
+ ε
ω′′∗(τr − τ∗)2α1(Jr, ϕr, τr)
2ω(τr)Ω(τr)
+O(ε
3
2 )
=
ε
Ω(τl)
[(
α1(Jl, ϕl, τl)− α1(I∗, ϕal , τ∗)
)
+
(
α1(Jr, ϕr, τr)− α1(I∗, ϕar , τ∗)
)]
−ε
2
ω′′∗(τl − τ∗)2
Ω(τl)
(
α1(Jl, ϕl, τl)
ω(τl)
+
α1(Jr, ϕr, τr)
ω(τr)
)
+O(ε
3
2 )
= O(
√
ε)E1+ +O(ε
3
2 )
(
α1(Jl, ϕl, τl)
ω(τl)
+
α1(Jl, ϕl, τl) +O(
√
ε)
ω(τr)
)
+O(ε
3
2 )
= O(
√
ε)E1+ +O(ε
3
2 )
(
α1(Jl, ϕl, τl) · ω(τl) + ω(τr)
ω(τl)ω(τr)
)
+O(ε
3
2 )
= O(
√
ε)E1+ +O(ε
3
2 )
Here E1+ =
[
α1(Jl, ϕl, τl)−α1(I∗, ϕal, τ∗)
]
+
[
α1(Jr, ϕr, τr)−α1(I∗, ϕar , τ∗)
]
, and we are going
to estimate E1+ using Lemmas 4.2 and 4.3:
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E1+ =
∂α1(I∗, ϕal, τ∗)
∂I
(Jl − I∗) + ∂α
1(I∗, ϕal , τ∗)
∂ϕ
(ϕl − ϕal) +
∂α1(I∗, ϕal, τ∗)
∂τ
(τl − τ∗)
+
∂α1(I∗, ϕar , τ∗)
∂I
(Jr − I∗) + ∂α
1(I∗, ϕar , τ∗)
∂ϕ
(ϕr − ϕar) +
∂α1(I∗, ϕar , τ∗)
∂τ
(τr − τ∗)
+O(Jl − I∗)2 +O(ϕl − ϕal)2 +O(τl − τ∗)2 +O(Jr − I∗)2 +O(ϕr − ϕar)2 +O(τr − τ∗)2
=
∂α1(I∗, ϕal, τ∗)
∂I
[
(Jl − I∗) + (Jr − I∗)
]
+
∂α1(I∗, ϕal , τ∗)
∂ϕ
[
(ϕl − ϕal) + (ϕr − ϕar)
]
+
∂α1(I∗, ϕal, τ∗)
∂τ
[
(τl − τ∗) + (τr − τ∗)
]
+O(ϕal − ϕar)2 +O(ε)
= O(ε)
Therefore, εu1r − εu1l + εua1l − εua1r = O(ε
3
2 ).
Then we consider the term S2(J, ϕ, τ) in expression of S(J, ϕ, τ). Here
∂S2
∂ϕ
=
ω′(τ)α2(J, ϕ, τ)
ω3(τ)
+
β2(J, ϕ, τ)
ω2(τ)
,
∂Sa2
∂ϕa
=
Ω′(τ)α2(I∗, ϕa, τ∗)
Ω3(τ)
.
εu2r − εu2l + εua2l − εua2r
= −ε2∂S2r
∂ϕ
+ ε2
∂S2l
∂ϕ
− ε2∂S
a
2 l
∂ϕa
+ ε2
∂Sa2 r
∂ϕa
= −ε2ω
′(τr)α2(Jr, ϕr, τr)
ω3(τr)
− ε2β
2(Jr, ϕr, τr)
ω2(τr)
+ ε2
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)
+ ε2
β2(Jl, ϕl, τl)
ω2(τl)
− ε2Ω
′(τl)α2(I∗, ϕal, τ∗)
Ω3(τl)
+ ε2
Ω′(τr)α2(I∗, ϕar , τ∗)
Ω3(τr)
From Lemmas 4.2 and 4.4,
−ε2β
2(Jr, ϕr, τr)
ω2(τr)
+ ε2
β2(Jl, ϕl, τl)
ω2(τl)
= −ε2β
2(Jr, ϕr, τr)
Ω2(τr)
+ ε2
β2(Jl, ϕl, τl)
Ω2(τl)
+O(ε
3
2 )
=
ε2
Ω2(τl)
[
β2(Jl, ϕl, τl)− β2(Jr, ϕr, τr)
]
+O(ε
3
2 )
=
ε2
Ω2(τl)
[
∂β2
∂J
(Jl − Jr) + ∂β
2
∂ϕ
(ϕl − ϕr) + ∂β
2
∂τ
(τl − τr)
]
+O(ε
3
2 )
= O(ε
3
2 )
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Also we know that
Ω3(τ) =
[
ω(τ)− 1
2
ω′′∗(τ − τ∗)2 +O(τ − τ∗)3
]3
= ω3(τ)− 3
2
ω′′∗ω
2(τ)(τ − τ∗)2 +O(τ − τ∗)5.
So
εur2 − εul2 + εual2 − εuar2
= ε2
Ω3(τl)ω
′(τl)α2(Jl, ϕl, τl)− ω3(τl)Ω′(τl)α2(I∗, ϕal, τ∗)
ω3(τl)Ω3(τl)
− ε2Ω
3(τr)ω
′(τr)α2(Jr, ϕr, τr)− ω3(τr)Ω′(τr)α2(I∗, ϕar , τ∗)
ω3(τr)Ω3(τr)
+O(ε
3
2 )
= ε2
[
ω3(τl)− 32ω′′∗ω2(τl)(τl − τ∗)2 +O(τl − τ∗)5
]
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)Ω3(τl)
− ε2ω
3(τl)
[
ω′(τl)− ω′′∗(τl − τ∗) +O(τl − τ∗)2
]
α2(I∗, ϕal, τ∗)
ω3(τl)Ω3(τl)
− ε2
[
ω3(τr)− 32ω′′∗ω2(τr)(τr − τ∗)2 +O(τr − τ∗)5
]
ω′(τr)α2(Jr, ϕr, τr)
ω3(τr)Ω3(τr)
+ ε2
ω3(τr)
[
ω′(τr)− ω′′∗(τr − τ∗) +O(τr − τ∗)2
]
α2(I∗, ϕar , τ∗)
ω3(τr)Ω3(τr)
+O(ε
3
2 )
= ε2
ω3(τl)ω
′(τl)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
]
ω3(τl)Ω3(τl)
− ε2
3
2
ω′′∗ω
′(τl)ω2(τl)(τl − τ∗)2α2(Jl, ϕl, τl)
ω3(τl)Ω3(τl)
+ ε2
ω′′∗ω
3(τl)α
2(I∗, ϕal, τ∗)(τl − τ∗)
ω3(τl)Ω3(τl)
− ε2ω
3(τr)ω
′(τr)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
ω3(τr)Ω3(τr)
+ ε2
3
2
ω′′∗ω
′(τr)ω2(τr)(τr − τ∗)2α2(Jr, ϕr, τr)
ω3(τr)Ω3(τr)
− ε2ω
′′
∗ω
3(τr)α
2(I∗, ϕar , τ∗)(τr − τ∗)
ω3(τr)Ω3(τr)
+O(ε
3
2 )
= ε2
ω′∗
Ω3(τl)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal , τ∗)
]− ε2 ω′∗
Ω3(τr)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
− 3
2
ε2
ω′′∗ω
′(τl)
ω(τl)Ω3(τl)
(τl − τ∗)2α2(Jl, ϕl, τl) + 3
2
ε2
ω′′∗ω
′(τr)
ω(τr)Ω3(τr)
(τr − τ∗)2α2(Jr, ϕr, τr)
+ ε2
ω′′∗
Ω3(τl)
(τl − τ∗)α2(I∗, ϕal, τ∗)− ε2
ω′′∗
Ω3(τr)
(τr − τ∗)α2(I∗, ϕar , τ∗) +O(ε
3
2 )
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= ε2
ω′∗
Ω3(τl)
[(
α2(Jl, ϕl, τl)− α2(I∗, ϕal, τ∗)
)
+
(
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
)]
+ ε2
ω′′∗(τl − τ∗)
Ω3(τl)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal, τ∗)
]− ε2ω′′∗(τr − τ∗)
Ω3(τr)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
− 3
2
ε2
ω′′∗ω
′
∗(τl − τ∗)2
ω(τl)Ω3(τl)
[
α2(Jl, ϕl, τl)− α2(Jr, ϕr, τr)
]
+ ε2
ω′′∗(τl − τ∗)
Ω3(τl)
[
α2(I∗, ϕal, τ∗)− α2(I∗, ϕar , τ∗)
]
+O(ε
3
2 )
= O(
√
ε)E2+ +O(ε)
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal, τ∗)
]
+O(ε)
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
+O(ε)
[
α2(Jl, ϕl, τl)− α2(Jr, ϕr, τr)
]
+O(ε)
[
α2(I∗, ϕal, τ∗)− α2(I∗, ϕar , τ∗)
]
+O(ε
3
2 )
= O(
√
ε)E2+ +O(ε
3
2 ),
where E2+ =
[
α2(Jl, ϕl, τl)− α2(I∗, ϕal, τ∗)
]
+
[
α2(Jr, ϕr, τr)− α2(I∗, ϕar , τ∗)
]
.
Similarly to E1+ = O(ε), we can obtain E2+ = O(ε) from Lemma 4.3. Therefore, it is true
that εu2r − εu2l + εua2l − εua2r = O(ε
3
2 ).
Similarly, we can derive that
εu3,4r − εu3,4l + εua3,4l − εua3,4r = O(ε
3
2 ).
Therefore,
εur − εul + εual − εuar = O(ε
3
2 ).
4.2.3 Estimate of e2
We simply use Lemma 4.8 and Lemma 4.6 in order to get estimate:
e2 =
tr∫
tl
(I˙ − I˙a) dt = −ε
tr∫
tl
(
∂H1(I, ϕ, τ)
∂ϕ
− ∂H1(I∗, ϕa, τ∗)
∂ϕ
)
dt = O(ε
3
2 ).
4.2.4 Estimate of e1 + e3
For combined term e1 + e3, we consider J˙ = J˙1 − J˙2 +O
(
ε7
(τ−τ∗)10
)
, where
J˙1 = ε
57
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
,
J˙2 =
(
ε5
7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
)
·
4∑
k=1
εk
γk(J, ϕ, τ)
ω2k−1(τ)
.
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and also
J˙a = ε
57
(
Ω′(τ)
)4
α4(I∗, ϕa, τ∗)
Ω8(τ)
+ ε5
γ˜(I∗, ϕa, τ∗)
Ω7(τ)
.
For J˙1 − J˙a, we apply Lemma 4.1, then Lemma 4.9:
J˙1 − J˙a = ε5
7
(
Ω′(τ)
)4
Ω8(τ)
[
α4(J, ϕ, τ)− α4(I∗, ϕa, τ∗)
]
+ ε5
γˇ(J, ϕ, τ)
(τ − τ∗)7 − ε
5 γ˜(I∗, ϕa, τ∗)
Ω7(τ)
+O
(
ε5
(τ − τ∗)6
)
=
ε5δ1(I∗, ϕa, τ∗)
(τ − τ∗)8
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1
+
ε4δ2(I∗, ϕa, τ∗)
(τ − τ∗)5 +
ε5δ3(I∗, ϕa, τ∗)
(τ − τ∗)8
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂I
dτ1 +
ε5δ4(I∗, ϕa, τ∗)
(τ − τ∗)7
+O
(
ε7
(τ − τ∗)10
)
+O
(
ε6
(τ − τ∗)8
)
+O
(
ε5
(τ − τ∗)6
)
+O
(
ε4
(τ − τ∗)4
)
+O
(
ε3
(τ − τ∗)2
)
+
ε6δ5(I∗, ϕa, τ∗)
(τ − τ∗)9 +
ε7δ6(I∗, ϕa, τ∗)
(τ − τ∗)11 +
ε8δ7(I∗, ϕa, τ∗)
(τ − τ∗)13 +
ε9δ8(I∗, ϕa, τ∗)
(τ − τ∗)15 .
Here γˇ is a smooth function. Also
J˙2 =
(
ε5
7
(
ω′(τ)
)4
α4(J, ϕ, τ)
ω8(τ)
+ ε5
γ(J, ϕ, τ)
ω7(τ)
)
·
4∑
k=1
εk
γk(J, ϕ, τ)
ω2k−1(τ)
=
4∑
k=1
(
εk+5
γ˜k(J, ϕ, τ)
(τ − τ∗)2k+7 +O
(
εk+5
(τ − τ∗)2k+6
))
=
4∑
k=1
(
εk+5
γ˜k(I∗, ϕa, τ∗)
(τ − τ∗)2k+7 +O
(
εk+5
(τ − τ∗)2k+6
)
+O
(
εk+6
(τ − τ∗)2k+8
)
+O
(
εk+4
(τ − τ∗)2k+4
))
=
4∑
k=1
εk+5
γ˜k(I∗, ϕa, τ∗)
(τ − τ∗)2k+7 +
6∑
k=1
O
(
εk+4
(τ − τ∗)2k+4
)
Using Lemma 4.5 for estimate of integrals and Lemma 4.7 for cancellation in symetric inter-
vals, we obtain:
e1 + e3 =
t+∫
tr
(J˙1 − J˙a) dt+
tl∫
t−
(J˙1 − J˙a) dt−
t+∫
tr
J˙2 dt−
tl∫
t−
J˙2 dt+O(ε
3
2 ) = O(ε
3
2 ).
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4.2.5 Estimate of e4
For term e4, we apply an integration by parts:
−
t−∫
−∞
I˙a dt = ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂ϕ
dt
= ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂ϕ
· ϕ˙a · 1
Ω(τ)
dt
= ε
t−∫
−∞
1
Ω(τ)
dH˜1
=
εH˜1(I∗, ϕa, τ∗)
Ω(εt)
∣∣∣∣∣
t−
−∞
− ε
t−∫
−∞
H˜1 ·
(
−εΩ
′(τ)
Ω2(τ)
)
dt
=
εH˜1(I∗, ϕa−, τ∗)
Ω(τ−)
+ ε2
t−∫
−∞
H˜1(I∗, ϕa, τ∗)
ω′∗(τ − τ∗)2
dt
=
εH˜1(I∗, ϕa−, τ∗)
Ω(τ−)
+O(ε2)
= εua− +O(ε
2),
and similarly
−
+∞∫
t+
I˙a dt = −εH˜1(I∗, ϕa+, τ∗)
Ω(τ+)
+O(ε2) = −εua+ +O(ε2).
Therefore, the estimate e4 = O(ε
2) is obtained.
By joining estimate of terms ej together, and taking into account that u± = u1± +O(ε), as
well as the identity
+∞∫
−∞
I˙a dt = −ε
+∞∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt = −√ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ
where θ =
τ − τ∗√
ε
, we have finished the proof of the first formula of Theorem 2.1.
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4.2.6 Principal identity for formula (2.6)
Let
e˜1 =
t∗∫
tl
(I˙ − I˙a) dt, e˜2 =
tl∫
t−
(J˙ − J˙a) dt, e˜3 = −
t−∫
−∞
I˙a dt.
We have
I∗ = Il +
t∗∫
tl
I˙ dt
= Il +
t∗∫
tl
(I˙ − I˙a) dt+
t∗∫
tl
I˙a dt
= Jl − εul +
t∗∫
tl
I˙a dt + e˜1
= J− +
tl∫
t−
J˙ dt− εul +
t∗∫
tl
I˙a dt + e˜1
= I− + εu− +
tl∫
t−
(J˙ − J˙a) dt+
tl∫
t−
J˙a dt− εul +
t∗∫
tl
I˙a dt + e˜1
= I− +
tl∫
t−
(I˙a + εu˙
a) dt+ εu− − εul +
t∗∫
tl
I˙a dt + e˜1 + e˜2
= I− +
t∗∫
t−
I˙a dt+ εu
a
l − εua− + εu− − εul + e˜1 + e˜2
= I− +
t∗∫
−∞
I˙a dt−
t−∫
−∞
I˙a dt + εu
a
l − εua− + εu− − εul + e˜1 + e˜2
= I− − ε
t∗∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt+ εual − εua− + εu− − εul + e˜1 + e˜2 + e˜3
= I− − 1
2
√
ε
+∞∫
−∞
∂H1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ + εual − εua− + εu− − εul + e˜1 + e˜2 + e˜3.
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Making use of Lemmas 4.1, 4.2, 4.4, 4.5, 4.8, 4.9, one can show that e˜j = O(ε), j = 1, 2, 3,
εual − εul = O(ε), εu− = O(ε), εua− = O(ε). This leads to the first formula of Theorem 2.2
with the sign “−”. The proof of the formula with the sign “+” is completely analogous.
4.3 Proof of formulas for angle variable
4.3.1 Principal lemmas
Lemma 4.10. For k ∈ N and smooth function f(J, ϕ, τ),
(a)
εkf(J, ϕ, τ)
ω2k−2(τ)
∣∣∣∣tr
tl
= O(ε
3
2 ),
(b)
εkf(J, ϕ, τ)
ω2k−1(τ)
∣∣∣∣tr
tl
=
εkf(I∗, ϕa, τ∗)
Ω2k−1(τ)
∣∣∣∣tr
tl
+O(ε
3
2 ).
Proof. For τ ∈ {τl, τr}, Lemma 4.9 can be simplified as f(J, ϕ, τ) = f(I∗, ϕa, τ∗)+O(τ − τ∗).
Thus with Lemmas 4.1 and 4.4,
(a)
εkf(J, ϕ, τ)
ω2k−2(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−2(τ)
∣∣∣∣tr
tl
+
εkO(1)
Ω2k−3(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−2(τ)
∣∣∣∣tr
tl
+O(ε
3
2 )
=
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
∣∣∣∣tr
tl
+
εkO(1)
Ω2k−3(τ)
∣∣∣∣tr
tl
+O(ε
3
2 )
= O(ε
3
2 ).
Applying the result of (a) and Lemma 4.9, we obtain
(b)
εkf(J, ϕ, τ)
ω2k−1(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−1(τ)
∣∣∣∣tr
tl
+
εkf˜(J, ϕ, τ)
Ω2k−2(τ)
∣∣∣∣∣
tr
tl
+
εkO(1)
Ω2k−3(τ)
∣∣∣∣tr
tl
=
εkf(J, ϕ, τ)
Ω2k−1(τ)
∣∣∣∣tr
tl
+O(ε
3
2 )
=
εkf(I∗, ϕa, τ∗)
Ω2k−1(τ)
∣∣∣∣tr
tl
+
εk ˜˜f(I∗, ϕa, τ∗)
Ω2k−2(τ)
∣∣∣∣∣
tr
tl
+O(ε
3
2 )
=
εkf(I∗, ϕa, τ∗)
Ω2k−1(τ)
∣∣∣∣tr
tl
+O(ε
3
2 ).
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Here f˜ and
˜˜
f is smooth functions.
Lemma 4.11. Let f = f(J, ϕ, τ) be a twice continuously differentiable function. Then for
k ∈ N, k ≥ 5,
(a)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−3(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−3(τ)
dt = O(ε
3
2 ),
(b)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−2(τ)
dt =
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt +O(ε
3
2 ).
Proof. For t ∈ [t−, tl] ∪ [tr, t+], we can simplify Lemma 4.9 as follows:
f(J, ϕ, τ) = f(I∗, ϕa, τ∗) +O(τ − τ∗) +O
(
(τ − τ∗)3
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
Thus with Lemmas 4.1, 4.5 and 4.7,
(a)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−3(τ)
dt +
t+∫
tr
εkf(J, ϕ, τ)
ω2k−3(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt +
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt+
tl∫
t−
εkO(1)
Ω2k−4(τ)
dt+
t+∫
tr
εkO(1)
Ω2k−4(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt +
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−3(τ)
dt+O(ε
3
2 )
=
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt +
tl∫
t−
εkO(1)
Ω2k−4(τ)
dt+
tl∫
t−
εk−1O(1)
Ω2k−6(τ)
dt +
tl∫
t−
εk−2O(1)
Ω2k−9(τ)
dt
+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt+
t+∫
tr
εkO(1)
Ω2k−4(τ)
dt+
t+∫
tr
εk−1O(1)
Ω2k−6(τ)
dt+
t+∫
tr
εk−2O(1)
Ω2k−9(τ)
dt +O(ε
3
2 )
= O(ε
3
2 ).
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Applying the result of (a) and Lemma 4.9, we obtain
(b)
tl∫
t−
εkf(J, ϕ, τ)
ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
ω2k−2(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
tl∫
t−
εkf˜(J, ϕ, τ)
Ω2k−3(τ)
dt +
tl∫
t−
εkO(1)
Ω2k−4(τ)
dt
+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
t+∫
tr
εkf˜(J, ϕ, τ)
Ω2k−3(τ)
dt +
t+∫
tr
εkO(1)
Ω2k−4(τ)
dt
=
tl∫
t−
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(J, ϕ, τ)
Ω2k−2(τ)
dt +O(ε
3
2 )
=
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
tl∫
t−
εk ˜˜f(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt +
tl∫
t−
εk−1
˜˜˜
f(I∗, ϕa, τ∗)
Ω2k−5(τ)
dt+
tl∫
t−
εk−2O(1)
Ω2k−8(τ)
dt
+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt +
t+∫
tr
εk ˜˜f(I∗, ϕa, τ∗)
Ω2k−3(τ)
dt +
t+∫
tr
εk−1
˜˜˜
f(I∗, ϕa, τ∗)
Ω2k−5(τ)
dt
+
t+∫
tr
εk−2O(1)
Ω2k−8(τ)
dt +O(ε
3
2 )
=
tl∫
t−
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt+
t+∫
tr
εkf(I∗, ϕa, τ∗)
Ω2k−2(τ)
dt +O(ε
3
2 ).
Here f˜ ,
˜˜
f and
˜˜˜
f are smooth functions.
Lemma 4.12. For t ∈ [t−, tl],
J − J− =
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 +O
(
ε4
(τ − τ∗)6
)
,
For t ∈ [tr, t+], similarly we have
J − J+ =
t∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 +O
(
ε4
(τ − τ∗)6
)
.
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Proof. Making use of of formula (3.18) and Lemma 4.9, for t ∈ [t−, tl], we get
J − J− =
t∫
t−
J˙ dt1 =
t∫
t−
ε5
7
(
ω′(τ1)
)4
α4(J, ϕ, τ1)
ω8(τ1)
dt1 +
t∫
t−
ε5O(1)
ω7
dt1
=
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 +O
(
ε4
(τ − τ∗)6
)
.
Similarly for t ∈ [tr, t+], we obtain the second formula.
4.3.2 Principal identity for formula (2.5)
The relation between ϕ+ and ϕ− is:
ϕ+ + εv+ = (ψ+) = ψr +
t+∫
tr
ψ˙ dt
= ϕr + εvr +
t+∫
tr
ψ˙ dt
= ϕl +
tr∫
tl
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt + εvr +
t+∫
tr
ψ˙ dt
= ψl − εvl + εvr +
tr∫
tl
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt +
t+∫
tr
ψ˙ dt
= ϕ− + εv− +
tl∫
t−
ψ˙ dt− εvl + εvr +
tr∫
tl
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt +
t+∫
tr
ψ˙ dt
= ϕ− + εv− − εvl + εvr +
t+∫
t−
ω(τ) dt+
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt
+
tl∫
t−
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt +
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt
+
t+∫
tr
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt +
t+∫
tr
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt+O(ε
3
2 ).
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Let
eϕ1 = ε
tr∫
tl
∂H1(I, ϕ, τ)
∂I
dt, eϕj+1 =
tl∫
t−
∂
∂J
εjRj dt +
t+∫
tr
∂
∂J
εjRj dt, j = 1, 2, 3, 4,
eϕ6 =
tl∫
t−
∂
∂J
ε5
∂S4
∂τ
dt+
t+∫
tr
∂
∂J
ε5
∂S4
∂τ
dt, eϕ7 =
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt +
t+∫
tr
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt.
The identity becomes
ϕ+ + εv+ = ϕ− + εv− +
1
ε
τ+∫
τ−
ω(τ) dτ − εvl + εvr + eϕ1 + eϕ2 + eϕ3 + eϕ4 + eϕ5 + eϕ6 + eϕ7 . (4.27)
We will discuss the estimate term by term.
4.3.3 Estimate of −εvl + εvr
Here v = v1 + v2 + v3 + v4, vk =
∂Sk
∂J
, k = 1, 2, 3, 4. Making use of equations (3.17) and
Lemma 4.10, we get
−εvl + εvr = −ε∂Sl
∂J
+ ε
∂Sr
∂J
= − ε
ω
∂
ˆ˜
H1
∂J
∣∣∣∣∣
τr
τl
− ε2 ω
′
ω3
∂
ˆˆ
H˜1
∂J
∣∣∣∣∣
τr
τl
− ε33ω
′2
ω5
∂
ˆˆ
ˆ˜
H1
∂J
∣∣∣∣∣
τr
τl
− ε415ω
′3
ω7
∂
ˆˆ
ˆˆ
H˜1
∂J
∣∣∣∣∣
τr
τl
+
ε2
ω2
∂βˆ2
∂J
∣∣∣∣∣
τr
τl
+
ε3
ω4
∂βˆ3
∂J
∣∣∣∣∣
τr
τl
+
ε4
ω6
∂βˆ4
∂J
∣∣∣∣∣
τr
τl
= − ε
Ω
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
− ε2 Ω
′
Ω3
∂
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
− ε33Ω
′2
Ω5
∂
ˆˆ
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
− ε4 15Ω
′3
Ω7
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τr
τl
+O(ε
3
2 ).
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4.3.4 Estimate of eϕ1
Using Lemmas 4.6 and 4.8, we have
eϕ1 =
tr∫
tl
ε
∂H1(I, ϕ, τ)
∂I
dt
= ε
tr∫
tl
∂H¯1(I, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I, ϕ, τ)
∂I
dt
= ε
t∗∫
tl
∂H¯1(I, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(I, τ)
∂I
dt + ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt +O(ε
3
2 )
= ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(J+, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
+ ε
t∗∫
tl
∂2H¯1(J−, τ)
∂I2
(I − J−) dt + ε
tr∫
t∗
∂2H¯1(J+, τ)
∂I2
(I − J+) dt+O(ε 32 )
= ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt+ ε
tr∫
t∗
∂H¯1(J+, τ)
∂I
dt+ ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
+ ε
t∗∫
tl
∂2H¯1(I∗, τ∗)
∂I2
(I − J−) dt+ ε
tr∫
t∗
∂2H¯1(I∗, τ∗)
∂I2
(I − J+) dt+O(ε 32 ). (4.28)
Lemma 4.13.
ε
t∗∫
tl
(I − J−) dt+ ε
tr∫
t∗
(I − J+) dt = O(ε 32 ).
28
Proof. Making use of Lemmas 4.8, 4.9 and 4.12, we get
ε
t∗∫
tl
(I − J−) dt+ ε
tr∫
t∗
(I − J+) dt
= ε
t∗∫
tl
(I − Il + Il − Jl + Jl − J−) dt+ ε
tr∫
t∗
(I − Ir + Ir − Jr + Jr − J+) dt
= ε
t∗∫
tl
−ε t∫
tl
∂H1(I, ϕ, τ1)
∂ϕ
dt1 + ε
∂Sl
∂ϕ
+
tl∫
t−
J˙ dt
 dt
+ ε
tr∫
t∗
ε tr∫
t
∂H1(I, ϕ, τ1)
∂ϕ
dt1 + ε
∂Sr
∂ϕ
+
tr∫
t+
J˙ dt
 dt
= ε
t∗∫
tl
−ε t∫
tl
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt1 + ε
α1(Jl, ϕl, τl)
ω(τl)
+ ε2
ω′(τl)α2(Jl, ϕl, τl)
ω3(τl)
+ ε3
(
ω′(τl)
)2
α3(Jl, ϕl, τl)
ω5(τl)
+ ε4
(
ω′(τl)
)3
α4(Jl, ϕl, τl)
ω7(τl)
+
tl∫
t−
J˙ dt
 dt
+ ε
tr∫
t∗
ε tr∫
t
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt1 + ε
α1(Jr, ϕr, τr)
ω(τr)
+ ε2
ω′(τr)α2(Jr, ϕr, τr)
ω3(τr)
+ ε3
(
ω′(τr)
)2
α3(Jr, ϕr, τr)
ω5(τr)
+ ε4
(
ω′(τr)
)3
α4(Jr, ϕr, τr)
ω7(τr)
+
tr∫
t+
J˙ dt
 dt +O(ε 32 )
= ε
t∗∫
tl
[
ε
α1(I∗, ϕal, τ∗)
Ω(τl)
+ ε2
Ω′∗α
2(I∗, ϕal, τ∗)
Ω3(τl)
+ ε3
Ω′∗
2α3(I∗, ϕal, τ∗)
Ω5(τl)
+ ε4
Ω′∗
3α4(I∗, ϕal, τ∗)
Ω7(τl)
+
tl∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 + ε
tr∫
t∗
[
ε
α1(I∗, ϕar , τ∗)
Ω(τr)
+ ε2
Ω′∗α
2(I∗, ϕar , τ∗)
Ω3(τr)
+ ε3
Ω′∗
2α3(I∗, ϕar , τ∗)
Ω5(τr)
+ ε4
Ω′∗
3α4(I∗, ϕar , τ∗)
Ω7(τr)
+
tr∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1
]
dt +O(ε
3
2 )
= O(ε
3
2 ).
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We also have (cf. Section 4.2.5):
ε
tr∫
tl
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
= ε
+∞∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
− ε
t−∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
+∞∫
t+
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
= ε
+∞∫
−∞
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
− ε
Ω(τ−)
∂
ˆ˜
H1(I∗, ϕa−, τ∗)
∂I
+
ε
Ω(τ+)
∂
ˆ˜
H1(I∗, ϕa+ , τ∗)
∂I
+O(ε2)
=
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ − ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt
+
ε
Ω(τ)
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
τ+
τ−
+O(ε2).
Using this result, formula (4.28) and Lemma 4.13, we obtain
eϕ1 = ε
t∗∫
tl
∂H¯1(J−, τ)
∂I
dt + ε
tr∫
t∗
∂H¯1(J+, τ)
∂I
dt +
√
ε
+∞∫
−∞
∂H˜1(I∗, ϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
−ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt +
ε
Ω
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
t−
+O(ε
3
2 ).
30
4.3.5 Estimate of eϕ2
We know that R1 =
〈
H1
〉ϕ
= H¯1. Thus with Lemma 4.12, we have
eϕ2 =
tl∫
t−
∂
∂J
εR1 dt+
t+∫
tr
∂
∂J
εR1 dt
= ε
tl∫
t−
∂H¯1(J, τ)
∂J
dt + ε
t+∫
tr
∂H¯1(J, τ)
∂J
dt
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt + ε
tl∫
t−
∂2H¯1(J−, τ)
∂I2
(J − J−) dt+ ε
tl∫
t−
O(J − J−)2 dt
+ ε
t+∫
tr
∂H¯1(J+, τ)
∂I
dt + ε
t+∫
tr
∂2H¯1(J+, τ)
∂I2
(J − J+) dt+ ε
t+∫
tr
O(J − J+)2 dt
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt + ε
tl∫
t−
∂2H¯1(I∗, τ∗)
∂I2
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt
+ ε
t+∫
tr
∂H¯1(J+, τ)
∂I
dt + ε
t+∫
tr
∂2H¯1(I∗, τ∗)
∂I2
t∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt +O(ε
3
2 )
= ε
tl∫
t−
∂H¯1(J−, τ)
∂I
dt + ε
t+∫
tr
∂H¯1(J+, τ)
∂I
dt+O(ε
3
2 ).
4.3.6 Estimate of eϕ3
From Lemma 4.9, we get the error between J and I∗:
J − I∗ = −
τ∫
τ∗
∂H1(I∗, ϕa, τ∗)
∂ϕ
dτ1 + ε
f 1(I∗, ϕa, τ∗)
τ − τ∗ + ε
2f
2(I∗, ϕa, τ∗)
(τ − τ∗)3 + ε
3f
3(I∗, ϕa, τ∗)
(τ − τ∗)5
+ ε4
f 4(I∗, ϕa, τ∗)
(τ − τ∗)7 +O(ε) +O(τ − τ∗)
2 +O
(
(τ − τ∗)4
ε
)
+O
(
(τ − τ∗)6
ε2
)
.
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As
R2 =
〈
∂H1
∂I
∂S1
∂ϕ
〉ϕ
=
〈
∂H1
∂I
α1
ω
〉ϕ
=
〈
∂H˜1
∂I
·
(
−H˜1
ω
)〉ϕ
= − 1
ω
〈
1
2
∂
∂I
H˜21
〉ϕ
= − 1
2ω
∂
∂I
〈
H˜21
〉ϕ
,
we have
eϕ3 =
tl∫
t−
∂
∂J
ε2R2 dt+
t+∫
tr
∂
∂J
ε2R2 dt
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J, τ)
∂I2
dt + ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J, τ)
∂I2
dt
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt + ε2
tl∫
t−
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J−, τ)
∂I3
(J − J−) dt
+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J+, τ)
∂I2
dt + ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J+, τ)
∂I3
(J − J+) dt+O(ε2)
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt + ε2
tl∫
t−
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
t∫
t−
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt
+ ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J+, τ)
∂I2
dt + ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
t∫
t+
ε5
7ω′∗
4α4(I∗, ϕa, τ∗)
Ω8(τ1)
dt1 dt
+O(ε2)
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt + ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J+, τ)
∂I2
dt +O(ε
3
2 )
= ε2
tl∫
t−
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt + ε2
t+∫
tr
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
(J−, τ)
∂I2
dt
+ ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J−, τ)
∂I3
(J+ − J−) dt+O(ε 32 )
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= p.v. ε2
t+∫
t−
∂R2(J−, τ)
∂I
dt− lim
δ→0+
ε2 t∗−δ∫
tl
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
∂I2
dt+ ε2
tr∫
t∗+δ
(
− 1
2ω
)
∂2
〈
H˜21
〉ϕ
∂I2
dt

+ ε2
t+∫
tr
(
− 1
2ω
)
∂3
〈
H˜21
〉ϕ
(J−, τ∗)
∂I3
 +∞∫
−∞
I˙a dt +O(ε
3
2 )
 dt+O(ε 32 )
= p.v. ε2
t+∫
t−
∂R2(J−, τ)
∂I
dt + ε3
∂3
〈
H˜21
〉ϕ
(J−, τ∗)
∂I3
+∞∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt
t+∫
tr
1
2ω
dt+O(ε
3
2 )
= p.v. ε2
t+∫
t−
∂R2(I∗, τ)
∂I
dt− ε
2 ln ε
4ω′∗
∂3
〈
H˜21
〉ϕ
(I∗, τ∗)
∂I3
+∞∫
−∞
∂H1(I∗, ϕa, τ∗)
∂ϕ
dt+O(ε
3
2 ).
4.3.7 Estimate of eϕ4
R3 =
〈
∂H1
∂I
∂S2
∂ϕ
+
1
2
∂2H1
∂I2
(
∂S1
∂ϕ
)2〉ϕ
=
〈
∂H1
∂I
−ω′ ˆ˜H1
ω3
+
1
2
O(1)
ω2
〉ϕ
= − ω
′
ω3
〈
ˆ˜
H1
∂H1
∂I
〉ϕ
+
O(1)
ω2
.
So
eϕ4 =
tl∫
t−
∂
∂J
ε3R3 dt +
t+∫
tr
∂
∂J
ε3R3 dt
= −ε3
tl∫
t−
ω′
ω3
∂
∂J
〈
ˆ˜
H1
∂H1
∂I
〉ϕ
(J, τ) dt− ε3
t+∫
tr
ω′
ω3
∂
∂J
〈
ˆ˜
H1
∂H1
∂I
〉ϕ
(J, τ) dt +O(ε
3
2 )
= −ε3
tl∫
t−
Ω′
Ω3
∂
∂J
〈
ˆ˜
H1
∂H1
∂I
〉ϕ
(I∗, τ∗) dt− ε3
t+∫
tr
Ω′
Ω3
∂
∂J
〈
ˆ˜
H1
∂H1
∂I
〉ϕ
(I∗, τ∗) dt+O(ε
3
2 )
= O(ε
3
2 ).
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4.3.8 Estimate of eϕ5
R4 =
〈
∂H1
∂I
∂S3
∂ϕ
+
∂2H1
∂I2
∂S1
∂ϕ
∂S2
∂ϕ
+
1
6
∂3H1
∂I3
(
∂S1
∂ϕ
)3〉ϕ
=
〈
∂H1
∂I
−3ω′2 ˆˆH˜1
ω5
+
O(1)
ω4
+
1
6
O(1)
ω3
〉ϕ
= −3ω
′2
ω5
〈
ˆˆ
H˜1
∂H1
∂I
〉ϕ
+
O(1)
ω4
.
So
eϕ5 =
tl∫
t−
∂
∂J
ε4R4 dt+
t+∫
tr
∂
∂J
ε4R4 dt
= −ε4
tl∫
t−
3ω′2
ω5
∂
∂J
〈
ˆˆ
H˜1
∂H1
∂I
〉ϕ
(J, τ) dt− ε4
t+∫
tr
3ω′2
ω5
∂
∂J
〈
ˆˆ
H˜1
∂H1
∂I
〉ϕ
(J, τ) dt +O(ε
3
2 )
= −ε4
tl∫
t−
3Ω′2
Ω5
∂
∂J
〈
ˆˆ
H˜1
∂H1
∂I
〉ϕ
(I∗, τ∗) dt− ε4
t+∫
tr
3Ω′2
Ω5
∂
∂J
〈
ˆˆ
H˜1
∂H1
∂I
〉ϕ
(I∗, τ∗) dt+O(ε
3
2 )
= O(ε
3
2 ).
4.3.9 Estimate of eϕ6
There exists a function U(I∗, ϕa, τ∗), such that
∂U
∂ϕ
=
∂H˜1(I∗, ϕa, τ∗)
∂I
. Here
U =
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
with 〈U〉ϕa = 0. Thus
ε
∫
∂H˜1(I∗, ϕa, τ∗)
∂I
dt = ε
∫
∂U
∂ϕ
dt = ε
∫
dU
dt
· 1
Ω
dt = ε
∫
1
Ω
dU
=
εU(I∗, ϕa, τ∗)
Ω(τ)
+ ε2
∫
U
Ω′
Ω2
dt.
There exists a function V (I∗, ϕa, τ∗), such that
∂V
∂ϕ
= U(I∗, ϕa, τ∗). Here
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V = Uˆ(I∗, ϕa, τ∗) =
∂
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
with 〈V 〉ϕa = 0. Thus
ε2
∫
U
Ω′
Ω2
dt = ε2
∫
∂V
∂ϕ
Ω′
Ω2
dt = ε2
∫
dV
dt
Ω′
Ω3
dt = ε2
∫
Ω′
Ω3
dV
= ε2V (I∗, ϕa, τ∗)
Ω′(τ)
Ω3(τ)
+ ε3
∫
V
3Ω′2
Ω4
dt.
There exists a function W (I∗, ϕa, τ∗), such that
∂W
∂ϕ
= V (I∗, ϕa, τ∗). Here
W = Vˆ (I∗, ϕa, τ∗) =
∂
ˆˆ
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
with 〈W 〉ϕa = 0. Thus
ε3
∫
V
3Ω′2
Ω4
dt = ε3
∫
∂W
∂ϕ
3Ω′2
Ω4
dt = ε3
∫
dW
dt
3Ω′2
Ω5
dt = ε3
∫
3Ω′2
Ω5
dW
= ε3W (I∗, ϕa, τ∗)
3Ω′2(τ)
Ω5(τ)
+ ε4
∫
W
15Ω′3
Ω6
dt.
There exists a function T (I∗, ϕa, τ∗), such that
∂T
∂ϕ
=W (I∗, ϕa, τ∗). Here
T = Wˆ (I∗, ϕa, τ∗) =
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
with 〈T 〉ϕa = 0. Thus
ε4
∫
W
15Ω′3
Ω6
dt = ε4
∫
∂T
∂ϕ
15Ω′3
Ω6
dt = ε4
∫
dT
dt
15Ω′3
Ω7
dt = ε4
∫
15Ω′3
Ω7
dT
= ε4T (I∗, ϕa, τ∗)
15Ω′3(τ)
Ω7(τ)
+ ε5
∫
T
105Ω′4
Ω8
dt.
Thus we have
ε
∫
∂H˜1(I∗, ϕa, τ∗)
∂I
dt =
εU
Ω
+ ε2V
Ω′
Ω3
+ ε3W
3Ω′2
Ω5
+ ε4T
15Ω′3
Ω7
+ ε5
∫
T
105Ω′4
Ω8
dt
=
ε
Ω
∂
ˆ˜
H1
∂I
+ ε2
Ω′
Ω3
∂
ˆˆ
H˜1
∂I
+ ε3
3Ω′2
Ω5
∂
ˆˆ
ˆ˜
H1
∂I
+ ε4
15Ω′3
Ω7
∂
ˆˆ
ˆˆ
H˜1
∂I
+ ε5
∫
105Ω′4
Ω8
∂
ˆˆ
ˆˆ
H˜1
∂I
dt.
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Therefore, applying equation (3.16) and Lemma 4.11, we obtain
eϕ6 =
tl∫
t−
∂
∂J
ε5
∂S4
∂τ
dt +
t+∫
tr
∂
∂J
ε5
∂S4
∂τ
dt
=
tl∫
t−
ε5
105ω′4
ω8
∂
ˆˆ
ˆˆ
H˜1(J, ϕ, τ)
∂J
dt +
tl∫
t−
ε5β˜(J, ϕ, τ)
ω7
dt
+
t+∫
tr
ε5
105ω′4
ω8
∂
ˆˆ
ˆˆ
H˜1(J, ϕ, τ)
∂J
dt+
t+∫
tr
ε5β˜(J, ϕ, τ)
ω7
dt
= ε5
tl∫
t−
105Ω′4
Ω8
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
dt + ε5
t+∫
tr
105Ω′4
Ω8
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
dt+O(ε
3
2 )
= ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τ)
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε2 Ω
′(τ)
Ω3(τ)
∂
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε33Ω
′2(τ)
Ω5(τ)
∂
ˆˆ
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
− ε415Ω
′3(τ)
Ω7(τ)
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tl
t−
+ ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω(τ)
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
− ε2 Ω
′(τ)
Ω3(τ)
∂
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
− ε33Ω
′2(τ)
Ω5(τ)
∂
ˆˆ
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
− ε415Ω
′3(τ)
Ω7(τ)
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
tr
+O(ε
3
2 )
= ε
tl∫
t−
∂H˜1(I∗, ϕa, τ∗)
∂I
dt+ ε
t+∫
tr
∂H˜1(I∗, ϕa, τ∗)
∂I
dt− ε
Ω
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
t+
t−
+
ε
Ω
∂
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+ ε2
Ω′
Ω3
∂
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+ ε3
3Ω′2
Ω5
∂
ˆˆ
ˆ˜
H1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+ ε4
15Ω′3
Ω7
∂
ˆˆ
ˆˆ
H˜1(I∗, ϕa, τ∗)
∂I
∣∣∣∣∣
tr
tl
+O(ε
3
2 ),
where β˜ and
˜˜
β are smooth functions.
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4.3.10 Estimate of eϕ7
Applying Lemma 4.11, we easily get the estimate
eϕ7 =
tl∫
t−
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt+
t+∫
tr
9∑
k=5
εk
γk(J, ϕ, τ)
ω2k−3(τ)
dt = O(ε
3
2 ).
Combining obtained estimates and the identity (4.27), and taking into account that v± =
v1± +O(ε), we get the second formula in Theorem 2.1.
4.3.11 Principal identity for formula (2.7)
With results of four steps of perturbation theory, we have
ϕ∗ = ϕl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ψl − εvl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ψ− +
tl∫
t−
ψ˙ dt− εvl +
t∗∫
tl
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
= ϕ− + εv− − εvl +
t∗∫
t−
ω(τ) dt+ ε
t∗∫
tl
∂H1(I, ϕ, τ)
∂I
dt
+
tl∫
t−
∂
∂J
(
εR1 + ε2R2 + ε3R3 + ε4R4 + ε5∂S4
∂τ
)
dt +O(ε).
From this relation, similarly to the above proof, we obtain the second formula of Theorem
2.2.
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5 Numerical verification
5.1 Example
We will verify previous formulas numerically using the following example suggested in [3]:
dI
dt
= −εA(I, τ) cosϕ
dϕ
dt
= ω(τ) + ε
∂A(I, τ)
∂I
sinϕ
(5.29)
where
ω(τ) = eτ−1 − 1, A(I, τ) = I
√
4− I√
eτ−1 + 1
.
We choose slow time interval τ ∈ [0, 2], take I(0) = 1 and consider different values ϕ(0) ∈
[0, 2pi]. We have
H1(I, ϕ, τ) = A(I, τ) sinϕ, H¯1 = 〈H1〉ϕ = 0, H˜1 = H1 − H¯1 = H1,
u1 =
H˜1
ω
=
A(I, τ) sinϕ
eτ−1 − 1 ,
∂u1
∂I
=
∂A
∂I
sinϕ
eτ−1 − 1 = −
∂v1
∂ϕ
,
v1 =
∂A
∂I
cosϕ
eτ−1 − 1 ,
∂A(I, τ)
∂I
=
√
4− I − I
2
√
4− I√
eτ−1 + 1
,
and
I− = 1, τ− = 0, τ∗ = 1, τ+ = 2, ω
′
∗ = 1.
5.2 Theoretical value of I+
According to (2.8), we should find
Itheor+ = I− + εu1(I−, ϕ−, τ−)− εu1(I−, ϕˇ+, τ+)−
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ. (5.30)
We perform as follows:
1◦. Value of ϕˇ+.
ϕˇ+ = ϕ− +
1
ε
τ+∫
τ−
ω(τ) dτ = ϕ− +
1
ε
2∫
0
ω(τ) dτ = ϕ− +
e− e−1 − 2
ε
.
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2◦. Value of ˇˇϕ∗.
ˇˇϕ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ = ϕ− +
1
ε
1∫
0
ω(τ) dτ = ϕ− − 1
εe
.
3◦. Value of ϕˇ∗.
ϕˇ∗ = ϕ− +
1
ε
τ∗∫
τ−
ω(τ) dτ +
1
2
√
ε
+∞∫
−∞
∂H˜1(I−, ˇˇϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ +
ε ln ε
4ω′∗
∂2
〈
H˜21
〉ϕ
(I−, τ∗)
∂I2
.
Here
1
2
√
ε
+∞∫
−∞
∂H˜1(I−, ˇˇϕ∗ +
ω′∗
2
θ2, τ∗)
∂I
dθ
=
1
2
√
ε
+∞∫
−∞
√
4− I− − I−
2
√
4−I−√
eτ∗−1 + 1
sin
(
ˇˇϕ∗ +
ω′∗
2
θ2
)
dθ
=
√
ε ·
√
3− 1
2
√
3√
2
+∞∫
0
[
cos ˇˇϕ∗ sin
θ2
2
+ sin ˇˇϕ∗ cos
θ2
2
]
dθ
=
√
ε · 5
2
√
6
cos ˇˇϕ∗ +∞∫
0
sin θ
2
2
dθ + sin ˇˇϕ∗
+∞∫
0
cos θ
2
2
dθ

=
√
ε · 5
√
pi
4
√
6
(cos ˇˇϕ∗ + sin ˇˇϕ∗).
and
∂2
〈
H˜21
〉ϕ
(I−, τ∗)
∂I2
=
∂2
∂I2
〈
I2(4− I)
eτ−1 + 1
sin2 ϕ
〉ϕ
(I−, τ∗)
=
1
2
∂2
∂I2
I2(4− I)
eτ−1 + 1
∣∣∣∣
(I−,τ∗)
=
1
2
8− 6I−
eτ∗−1 + 1
=
1
2
.
Therefore,
ϕˇ∗ = ˇˇϕ∗ +
5
√
piε
4
√
6
(cos ˇˇϕ∗ + sin ˇˇϕ∗) +
ε ln ε
8
.
4◦. Value of Iˇ∗.
Iˇ∗ = I− − 1
2
√
ε
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ.
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Here
1
2
√
ε
+∞∫
−∞
∂H1(I−, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ
=
1
2
√
ε
+∞∫
−∞
I−
√
4− I−√
eτ∗−1 + 1
cos
(
ϕˇ∗ +
ω′∗
2
θ2
)
dθ
=
√
ε ·
√
3√
2
+∞∫
0
[
cos ϕˇ∗ cos
θ2
2
− sin ϕˇ∗ sin θ22
]
dθ
=
√
ε ·
√
3√
2
(√
2 cos ϕˇ∗ ·
√
pi
8
−
√
2 sin ϕˇ∗ ·
√
pi
8
)
=
√
ε ·
√
3pi
2
√
2
(cos ϕˇ∗ − sin ϕˇ∗).
Therefore,
Iˇ∗ = 1−
√
3piε
2
√
2
(cos ϕˇ∗ − sin ϕˇ∗).
We have also
εu1(I−, ϕ−, τ−) =
√
3 ε sinϕ−
(e−1 − 1)√e−1 + 1 , εu1(I−, ϕˇ+, τ+) =
√
3 ε sin
(
ϕ− + e−e
−1−2
ε
)
(e− 1)√e + 1 ,
and
√
ε
+∞∫
−∞
∂H1(Iˇ∗, ϕˇ∗ +
ω′∗
2
θ2, τ∗)
∂ϕ
dθ =
√
ε
+∞∫
−∞
Iˇ∗
√
4− Iˇ∗√
eτ∗−1 + 1
cos
(
ϕˇ∗ +
ω′∗
2
θ2
)
dθ
=
√
piε
2
· Iˇ∗
√
4− Iˇ∗ · (cos ϕˇ∗ − sin ϕˇ∗)
Thus we have formulas for all required values for calculation of Itheor+ (5.30).
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5.3 Theoretical value of ϕ+
From (2.9), taking into account that H¯1 = 0, ω
′
∗ = 1, we get
ϕtheor+ = ϕ− + εv1(I−, ϕ−, τ−)− εv1(I−, ϕˇ+, τ+) +
1
ε
τ+∫
τ−
ω(τ) dτ +
√
ε
+∞∫
−∞
∂H˜1(Iˇ∗, ϕˇ∗ +
θ2
2
, τ∗)
∂I
dθ
+ p.v. ε
τ+∫
τ−
∂R2(I−, τ)
∂I
dτ − ε
3
2 ln ε
4
∂3
〈
H˜21
〉ϕ
(I−, τ∗)
∂I3
+∞∫
−∞
∂H1(I−, ϕˇ∗ + θ
2
2
, τ∗)
∂ϕ
dθ. (5.31)
We perform as follows:
1◦.
ϕ− +
1
ε
τ+∫
τ−
ω(τ) dτ = ϕˇ+ = ϕ− +
e− e−1 − 2
ε
.
2◦. We know that
v1 =
∂A
∂I
cosϕ
eτ−1 − 1 =
(√
4− I − I
2
√
4− I
)
cosϕ
(eτ−1 − 1)√eτ−1 + 1 .
Thus,
εv1(I−, ϕ−, τ−) =
(√
3− 1
2
√
3
)
ε cosϕ−
(e−1 − 1)√e−1 + 1 =
5
2
√
3
ε cosϕ−
(e−1 − 1)√e−1 + 1 ,
εv1(I−, ϕˇ+, τ+) =
(√
3− 1
2
√
3
)
ε cos ϕˇ+
(e− 1)√e + 1 =
5
2
√
3
ε cos ϕˇ+
(e− 1)√e + 1 ,
3◦.
√
ε
+∞∫
−∞
∂H˜1(Iˇ∗, ϕˇ∗ + θ
2
2
, τ∗)
∂I
dθ =
√
ε
+∞∫
−∞
√
4− Iˇ∗ − Iˇ∗
2
√
4−Iˇ∗√
eτ∗−1 + 1
sin(ϕˇ∗ +
θ2
2
) dθ
=
√
ε · 8− 3Iˇ∗
2
√
2
√
4− Iˇ∗
· 2
√
2 ·
√
pi
8
(cos ϕˇ∗ + sin ϕˇ∗) =
√
piε (8− 3Iˇ∗)√
8
√
4− Iˇ∗
(cos ϕˇ∗ + sin ϕˇ∗).
Values Iˇ∗, ϕˇ∗ were calculated in the previous subsection.
4◦. We have R2 = − 1
2ω
∂
∂I
〈
H˜21
〉ϕ
= − 1
2ω
∂
∂I
〈
I2(4− I)
eτ−1 + 1
sin2 ϕ
〉ϕ
. Therefore
∂R2
∂I
= − 1
2ω
∂2
∂I2
〈
H˜21
〉ϕ
= − 1
2ω
· 8− 6I
eτ−1 + 1
· 1
2
= − 1
2ω
· 4− 3I
eτ−1 + 1
.
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Hence,
p.v. ε
τ+∫
τ−
∂R2(I−, τ)
∂I
dτ = p.v. ε
2∫
0
(
− 1
2ω
)
4− 3I−
eτ−1 + 1
dτ
= p.v. − ε
2
2∫
0
1
e2τ−2 − 1 dτ = p.v. −
ε
2
2∫
0
(
e2τ
e2τ − e2 − 1
)
dτ
= −ε
4
lim
δ→0+
(
ln |e2τ − e2|
∣∣∣1−δ
0
+ ln |e2τ − e2|
∣∣∣2
1+δ
)
+
ε
2
τ
∣∣∣2
0
= −ε
4
lim
δ→0+
ln
∣∣∣∣e2−2δ − e2e2+2δ − e2
∣∣∣∣− ε4 limδ→0+ ln
∣∣∣∣e4 − e21− e2
∣∣∣∣+ ε
= 0− ε
2
+ ε =
ε
2
.
5◦.
∂3
〈
H˜21
〉ϕ
∂I3
=
∂3
∂I3
〈
I2(4− I)
eτ−1 + 1
sin2 ϕ
〉ϕ
=
∂3
∂I3
I2(4− I)
eτ−1 + 1
· 1
2
=
−3
eτ−1 + 1
.
Thus
ε
3
2 ln ε
4
∂3
〈
H˜21
〉ϕ
(I−, τ∗)
∂I3
+∞∫
−∞
∂H1(I−, ϕˇ∗ + θ
2
2
, τ∗)
∂ϕ
dθ
=
ε
3
2 ln ε
4
·
(
−3
2
) +∞∫
−∞
√
3√
2
cos(ϕˇ∗ +
θ2
2
) dθ
=
ε
3
2 ln ε
4
·
(
−3
2
) √
3√
2
· 2
√
2 ·
√
pi
8
(cos ϕˇ∗ − sin ϕˇ∗)
= −3
√
3pi
8
√
2
ε
3
2 ln ε (cos ϕˇ∗ − sin ϕˇ∗).
Therefore, from (5.31), we obtain the estimated value of ϕ+:
ϕtheor+ = ϕ− +
e− e−1 − 2
ε
+
5
2
√
3
ε cosϕ−
(e−1 − 1)√e−1 + 1 −
5
2
√
3
ε cos ϕˇ+
(e− 1)√e + 1
+
√
piε (8− 3Iˇ∗)√
8
√
4− Iˇ∗
(cos ϕˇ∗ + sin ϕˇ∗) +
ε
2
+
3
√
3pi
8
√
2
ε
3
2 ln ε (cos ϕˇ∗ − sin ϕˇ∗). (5.32)
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5.4 Results of numerical simulation
Our goal here is to check numerically, if the obtained values ϕtheor+ , I
theor
+ indeed approximate
actual values of I, ϕ on solutions of system (5.29) with the accuracy O(ε
3
2 ), as it is predicted
by Corollary 2.1. To this end we introduce the variable
χ = ϕ−
τ∫
0
ω(τ1)
ε
dτ1 = ϕ− 1
ε
(
eτ−1 − e−1 − τ)
and integrate numerically by 4th order Runge-Kutta algorithm the system
I˙ = −εA(I, τ) cos
(
χ+
eτ−1 − e−1 − τ
ε
)
,
χ˙ = ε
∂A(I, τ)
∂I
sin
(
χ +
eτ−1 − e−1 − τ
ε
)
,
(5.33)
on the slow time interval 0 ≤ τ ≤ 2. At τ = τ+ = 2 we have values Inumer+ , χnumer+ and
ϕnumer+ = χ
numer
+ + (e− e−1 − 2)/ε. These calculations are performed for 48 values of ϕ−
equally spaced on [0, 2pi], and 11 values of ε, {0.02, 0.015, 0.01, 0.007, 0.005, 0.003, 0.002,
0.0015, 0.001, 0.0007, 0.0005}. We calculate
EI+(ε) = max
ϕ−∈[0,2pi]
|Inumer+ − Itheor+ |, Eϕ+(ε) = max
ϕ−∈[0,2pi]
|ϕnumer+ − ϕtheor+ | ,
and plot values ln(EI+) and ln(Eϕ+) as functions of ln ε in Figures 1 and 2. Linear least
squares fit of the data in Figures 1 and 2 gives slopes α = 1.574 and β = 1.38, respectively.
The ideal results for accuracy O(ε
3
2 ) would be α = 3/2 and β = 3/2. Thus the numerical
simulation indicates that the accuracy is O(ε
3
2 ), as expected.
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Figure 1. Results of numerical simulation for action variable I
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Figure 2. Results of numerical simulation for angle variable ϕ
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