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Abstract
The existence of proper terms that have homogeneous Zeilberger recurrences with telescoping operators
of arbitrarily large order is proved. The correctness of Zeilberger’s algorithm in the homogeneous case is
proved. An extension of the algorithm for computing such recurrences more efficiently is proposed.
© 2007 Elsevier Inc. All rights reserved.
1. Introduction
Let K be a complex number field, possibly extended by some algebraically independent el-
ements, or parameters. A nonzero sequence Fn = F(n) in K is called a hypergeometric term
of variable n if it satisfies the condition F(n + 1)q(n) = F(n)p(n) where p(n) and q(n) are
nonzero polynomials over K, p(n)⊥q(n). Their ratio p(n)
q(n)
is called the n-certificate of the
term F(n). A hypergeometric term F(n) is summable w.r.t. n if there exists a hypergeometric
term G(n) such that G(n + 1) − G(n) = F(n).
For short, we call T (n, k) a hypergeometric term if it is a hypergeometric term of both vari-
ables k and n. Its certificates are rational functions of both k and n.
For a hypergeometric term T (n, k), Zeilberger’s algorithm [4] constructs a linear difference
operator (if it exists) of minimal possible order
L =
d∑
i=0
ai(n)E
i (1)
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2 S.P. Polyakov / Advances in Applied Mathematics 40 (2008) 1–7(a0, . . . , ad ∈ K[n], ad = 0, E is the shift operator with respect to n, defined by Ef (n) =
f (n + 1)) and a bivariate sequence G(n, k), which is either a hypergeometric term or is iden-
tically equal to zero, such that
G(n, k + 1) − G(n, k) = LT (n, k), (2)
i.e., LT (n, k) is summable w.r.t. k. The operator L is called the Z-operator or the telescoping
operator for T (n, k), and the corresponding recurrence is called the Z-recurrence.
A nonzero linear difference operator L with coefficients which are polynomials in n but do
not depend on k, and which has the property that LT (n, k) = 0, we call an annihilator of T (n, k).
A hypergeometric term T (n, k) is called proper if
T (n, k) = p(n, k)
∏h1
j=1 (a1j n + b1j k + c1j )∏h2
j=1 (a2j n + b2j k + c2j )
unvk (3)
where p(n, k) is a polynomial, aij and bij are integers, u,v ∈ K, and cij ∈ C, j = 1, . . . , hi ,
i = 1,2.
2. Zeilberger’s algorithm in the homogeneous case
The detailed description of Zeilberger’s algorithm is provided in [4], [3, Chapter 6], and in
[1, Chapter 5]. For a given hypergeometric term T (n, k) the order d of L is fixed at each step.
For the expression LT (n, k) where L is a difference operator of type (1) with unknown coeffi-
cients a0(n), . . . , ad(n) it turns out that G(n, k) is of the form y(n, k)LT (n, k) where y(n, k) is
a rational function. From (2) the difference equation
LT (n, k + 1)
LT (n, k)
y(n, k + 1) − y(n, k) = 1 (4)
is constructed, and solved for the coefficients of L and the unknown rational function y(n, k).
If this equation has no solution y ∈ K(n, k) for any a0, . . . , ad ∈ K[n] with ad = 0 then the
algorithm proceeds to the next step increasing the order d by one.
The difference equation (4) can be rewritten in the form
p2(n, k)b(n, k + 1) − p3(n, k − 1)b(n, k) = P(n, k) (5)
where b ∈ K(n)[k] is a new unknown function, P(n, k) = p0(n, k)p1(n, k),
p0(n, k) =
d∑
i=0
ai(n)
(
i−1∏
j=0
s1(n + j, k)
d−1∏
j=i
s2(n + j, k)
)
,
s1(n,k)
s2(n,k)
is the n-certificate of T (n, k), p1,p2,p3 ∈ K(n)[k] are some polynomials free of
a0(n), . . . , ad(n). Correctness of this algorithm is proved using the following statement: Eq. (5)
has a solution
b ∈ K(n)[k], a0, . . . , ad ∈ K[n]
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is summable w.r.t. k.
This statement does not apply to the case LT (n, k) = 0 because 0 is not a hypergeometric
term. Also, the proof of this statement involves Eq. (4) which does not make sense in that case.
Correctness of Zeilberger’s algorithm in the case LT (n, k) = 0 is not proved in [1,3,4].
However the condition
LT (n, k) = T (n, k)
∑d
i=0 ai(n)(
∏i−1
j=0 s1(n + j, k)
∏d−1
j=i s2(n + j, k))∏d−1
j=0 s2(n + j, k)
= 0
is equivalent to p0(n, k) = 0 so we may generalize the above statement to this case.
Proposition 1. Hypergeometric term T (n, k) has a Z-operator of order less than or equal to d
if and only if Eq. (5) has a solution b(n, k), a0(n), . . . , ad(n) with ad(n) = 0.
Proof. This follows from two statements:
– the operator L of order d for the term T (n, k) such that LT (n, k) is a hypergeometric term
summable w.r.t. k exists if and only if Eq. (5) has solution b(n, k), a0(n), . . . , ad(n) with
ad(n) = 0, b(n, k) = 0.
– an annihilator of order d of the term T (n, k) exists if and only if a0(n), . . . , ad(n), ad(n) = 0
making the right-hand side of (5) vanish exist. 
Equation (5) for order d can be solved using the method of undetermined coefficients after the
upper bound ud for degk b(n, k) is computed. Some of Zeilberger’s algorithm implementations
may fail to compute Z-operator correctly if Z-recurrence is homogeneous because the solutions
of (5) with b(n, k) = 0 may be omitted. For example, Maple (version 10.02 which is the latest)
implementation does not find the Z-operator (E − 1)3 for the term
T (n, k) = n
2k2 − nk2 + n + k
(k + 1/2)(k + 1/3)(k + 1/4) .
In [2], a version of the algorithm which is free of these mistakes is proposed. The authors de-
fine a set S of hypergeometric terms causing such mistakes and provide a direct algorithm for
computing Z-operators for the terms from S.
According to M. Petkovšek’s remark, Zeilberger’s algorithm was just implemented incorrectly
because the implementation does not try to solve Eq. (5) when ud is negative. However, when
the input term belongs to S the execution time of a correct implementation of the basic algorithm
usually is considerably greater than the execution time of the version provided by the authors
of [2].
An aim of this article is to propose a version of Zeilberger’s algorithm that will improve the
advantages of the version [2] and extend them to all terms having homogeneous Z-recurrences.
3. Examination of the case of homogeneous Z-recurrences
First, we prove the existence of proper terms having homogeneous Z-recurrences and Z-oper-
ators of arbitrarily large order.
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function) having homogeneous Z-recurrence and Z-operator of order d exists.
Proof. Let
Td(n, k) = (n + k)
d−1∏d
i=1(k + 1i+1 )
.
It is evident that the operator d where  = E − 1 is an annihilator of Td(n, k).
We can rewrite any operator L of order d1 < d in the form
L = a˜d1(n)d1 + · · · + a˜1(n) + a˜0(n).
Since degk a˜i (n)i(n + k)d−1 = d − i − 1 for all i < d , the numerator of LTd(n, k) is nonzero
if there is at least one nonzero a˜i (n), i = 0, . . . , d1. Hence for any nonzero L,
LT (n, k) = q(n, k)∏d
i=1(k + 1i+1 )
where q(n, k) is nonzero polynomial, degk q(n, k) < d . This rational function is not summable
w.r.t. k because its partial fraction decomposition has at least one nonzero fraction of the form
αi
k+ 1
i+1
and does not have other fractions with denominators k + 1
i+1 + j for any integer j .
Thus, Td(n, k) has no Z-operators of order below d but has an annihilator of order d . Hence
its Z-recurrence is homogeneous. 
We will need some of the results of [2]. We formulate these as Propositions 3 and 4.
Proposition 3. A hypergeometric term T (n, k) has an annihilator if and only if its n-certificate
can be written as
T (n + 1, k)
T (n, k)
= R(n)p(n + 1, k)
p(n, k)
(6)
where p(n, k) is a polynomial and R(n) is a rational function, independent of k.
Proposition 4. A hypergeometric term T (n, k) satisfying condition (6) has a homogeneous
Z-recurrence if the upper bound u0 for degk b(n, k) in Eq. (5) for the order d = 0 is negative.
Among the annihilators of the terms satisfying (6), those of minimal order (called minimal
annihilators) are of the most interest since they coincide with Z-operators in the homogeneous
case. The next two propositions provide a method for computing the order of minimal annihila-
tors.
Proposition 5. Let a hypergeometric term T (n, k) satisfy condition (6). Then the order of a min-
imal annihilator of T (n, k) is equal to the order of a minimal annihilator of p(n, k) from (6).
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T (n, k) by dividing the ith coefficient of L (i = 0, . . . , d) by ∏i−1j=0 R(n + j) and multiplying
them by their common denominator. This annihilator is minimal because for any annihilator
of T (n, k) an annihilator of p(n, k) having the same order also exists. 
Let
p(n, k) =
l∑
j=0
kj cj (n),
and denote by r the dimension of LK(c0(n), . . . , cl(n)), i.e., of the linear subspace of K[n]
spanned by c0(n), . . . , cl(n) over K.
Proposition 6. The order of a minimal annihilator of p(n, k) is r .
Proof. Let cj1(n), . . . , cjr (n) be a basis of LK(c0(n), . . . , cl(n)). Then
r∑
i=0
ai(n)p(n + i, k) = 0
is equivalent to the system ⎧⎨
⎩
a0cj1(n) + · · · + arcj1(n + r) = 0,
. . . ,
a0cjr (n) + · · · + arcjr (n + r) = 0.
(7)
This system has a nontrivial solution a1, . . . , ar ∈ K(n) since it is homogeneous and the rank of
its matrix is less than the number of unknowns. Multiplying the elements of the solution by their
common denominator we obtain a polynomial solution. Therefore p(n, k) has an annihilator of
order less than or equal to r .
The system ⎧⎨
⎩
a0cj1(n) + · · · + ar−1cj1(n + r − 1) = 0,
. . . ,
a0cjr (n) + · · · + ar−1cjr (n + r − 1) = 0
has only the trivial solution because the determinant of its matrix coincides with the Casoratian
Cas(cj1, . . . , cjr ) =
∣∣∣∣∣
cj1 · · · cjr· · · · · · · · ·
Er−1cj1 · · · Er−1cjr
∣∣∣∣∣ .
The Casoratian of any linearly independent set of polynomials is nonzero, hence the order of a
minimal annihilator of p(n, k) is greater than or equal to r . 
Remark 1. Transforming the nontrivial solution of system (7) as it is described in the proof of
Proposition 5 we find the coefficients of the minimal annihilator of T (n, k).
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For any hypergeometric term, one of the following three cases takes place: (a) (6) does not
hold, (b) (6) holds, u0 < 0, and (c) (6) holds, u0  0.
Now we can extend Zeilberger’s algorithm using Propositions 3–6. We must specify which
action to take in each of the cases (a)–(c):
Case (a) apply the basic Zeilberger’s algorithm;
Case (b) compute the minimal annihilator (coincident with Z-operator);
Case (c) find the order r of the minimal annihilator and apply the basic algorithm for the or-
ders 0, . . . , r − 1. If no Z-operator of order d < r is found, compute the minimal
annihilator.
The method for verifying condition (6) and computing the corresponding p(n, k) and R(n) is
proposed in [2]. (Note that the program accompanying [2] verifies condition (6) incorrectly as it
is evident from the example T (n, k) = (n+k)(−1)n
(k!)5 .)
A series of experiments comparing the execution time of the correct (i.e., following
M. Petkovšek’s remark) implementation of basic algorithm, the implementation of version [2],
and of the extended version of Zeilberger’s algorithm was made. The input terms were of the
form
T (n, k) = p(n, k)(c1k + c2)!
(c3n + c4)!∏7i=2(k + 1/i) ,
where p ∈ K[n, k], c1, c3 were integers.
The results are shown in Tables 1 and 2.
In all tables, d is the order of the Z-operator, t1, t2, t3 are the average execution times (s) of
the basic version, the version from [2], and the extended version, respectively.
Tables show that the extended algorithm is considerably more efficient in the homogeneous
case. Note that Table 2 shows only homogeneous recurrences although in case (c) they might
be nonhomogeneous as well. In this case and in the case (a), extended algorithm is less efficient
than basic one, but the difference between their execution times is relatively small. (For terms in
Table 1
Case (b)
degk p(n, k) d t1 t2 t3
4 5 12.720 2.164 0.325
5 5 4.795 0.615 0.270
7 5 6.630 0.685 0.255
8 5 3.220 0.600 0.230
5 6 10.480 0.505 0.315
6 6 15.950 0.465 0.295
6 6 26.679 2.789 0.275
7 6 9.820 0.515 0.300
6 7 45.200 3.750 0.325
7 7 1346.245 1.125 0.345
Average 148.174 1.321 0.294
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Case (c) (homogeneous Z-recurrences)
degk p(n, k) d t1 t2 t3
7 5 8.699 8.090 3.135
9 5 3.264 3.565 1.515
9 5 6.805 6.134 2.860
9 5 26.926 27.684 8.880
10 5 7.406 7.386 2.955
6 6 16.069 16.367 6.845
8 6 76.410 74.359 23.946
9 6 17.006 17.179 7.100
7 7 39.478 35.629 15.479
7 7 71.370 69.357 24.449
Average 27.343 26.557 9.716
the tables, average time of verifying the condition (6) is 0.09 s, average time of computing the
order of minimal annihilator is less than 0.001 s.)
The Maple implementation of the extended version is available from http://www.ccas.ru/
sabramov/spp/.
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