ABSTRACT. It is shown that if u is a C3 solution of a fully nonlinear second order strictly hyperbolic equation in two variables, then u is C°° at a point m as soon as it is C°° at some point of each of the two bicharacteristic curves through m. For semilinear equations, such a result was obtained before by In this note we shall show that Rauch and Reed's result still holds for completely nonlinear strictly hyperbolic partial differential equations of the second order in an open subset fi of R2, provided that we assume that u E C3(fi,R).
Introduction.
In [2] , Rauch and Reed proved the following result: if u is a real C1 solution of a strictly hyperbolic second order semilinear partial differential equation Yl\a\=2a<x(x)dau + f(x,u,Vu) -0 in an open subset fi of R2 with aa, f e C°°, then the C°° singularities of u in fi propagate as in the linear case. More precisely if m e LI and if -71 and ^2 are the two bicharacteristic curves of X^ia|=2 aa(x)da through m, the following holds: if u e C1(Q,R) and 7j\sing supp u ^ 0 for j = 1,2, then m ^ singsuppu.
In this note we shall show that Rauch and Reed's result still holds for completely nonlinear strictly hyperbolic partial differential equations of the second order in an open subset fi of R2, provided that we assume that u E C3(fi,R).
This will be done by embedding u and its derivatives up to order 2 in a solution of a suitable first order quasilinear system, following an idea of Lewy [1] , and reducing then the problem to a semilinear one to which the results of [2] can be applied. dinates (x,y), and let u belong to C3(fi,R). Write Vu = (dxu,dyu), V2tt = (d2u,d2yu,d2u) and denote by E a neighborhood in R8 of the set {(x,y, u(x, y),
Vu(x,y),V2u(x,y)),(x,y) E fi}. Let TV = (NUN2) belong to R2\{0} and assume that F(x,y,z,p,q,r,s,t) E C°°(E,'R) is strictly hyperbolic in fi at u, with respect to TV; by this we mean that for all (£,??) E R2\{0} not proportional to TV and all (x, y) E fi, the roots A of the equation
Fr(x, j/)(í + ATVx)2 + Fs(x, y)(£ + XNi)(n + XN2) + Ft(x, y)(n + ATV2)2 = 0 are real and distinct if Fr(x,y) = (drF)(x,y,u(x,y),Vu(x,y),V2u(x,y)) and Fs, Ft are defined similarly.
Recall that the null bicharacteristic strips of Frd2 + Fsd2 +Ftd2 are the integral curves of the vector field d^fdx + dnfdy -dxfd^ -dyfdn on which / = 0 if f(x,y,t¡,r]) = ~(Frtl2 + Fs£n + Ftn2). Since u E C3, it is easy to check that through each point (in, î/o, £°> ty0) G /_1(0) passes exactly one null bicharacteristic strip. The projection of the null bicharacteristic strips onto (x, y) space are called bicharacteristic curves.
The purpose of this paper is to prove the following result.
THEOREM. Let Ll,F,u be as above. Assume that F(x, y, u(x, y), Vu(x, y), V2u(x, y)) = 0 if (x, y) E fi.
Denote by 71,72 the two bicharacteristic curves of Frd2 + F3d2y + Ftd2 through m E fi and assume that for some mi E 71, m2 E 72, {tni,m2} D singsuppu = 0. Then m £ singsuppu.
3. Proof of the Theorem. After a linear change of variables, we may assume that TV = (1,0) and that F is also strictly hyperbolic in fi at u, with respect to (0,1). An easy computation shows that the bicharacteristic curves of Frd2 + Fadxy + Ftd2 coincide, modulo a change of parametrization, with the integral curves of the vector fields Lj = dx + Pjdy, j = 1,2, where pj E C1(fi,R) are the solutions of Frp2 -Fsp + Ft = 0. The strict hyperbolicity assumption implies that pi(x,y) ^ p2(x,y) for each (x, y) E fi, so it is no restriction to assume that pi(x, y) < p2(x, y) for each (x, y) E fi. Denoting by <pij (tj, m) the image of m at time tj by the flow of Lj, we may assume that mj = <pLjj(tj,m) with tj > 0, j = 1,2; the other cases are treated similarly. We put [m, m^] = {tpLj(t,m), 0 < í < tj}, 7 = [m, mi] U \m,m2).
To prove the announced theorem, it will be convenient to dispose of the following lemma, whose proof is given in the appendix at the end of the paper. As announced in the introduction, we are now going to use an idea of Lewy [1] and embed u and its derivatives up to order 2 in a solution of a quasilinear first order system. The system here will be obtained from F and the diffeomorphism $ of Lemma 1. Define the following functions of x and y:
where Fx(x,y) = (dxF)(x,y,u(x,y), Vu(x,y), V2u(x,y)), and Fy,Fz,Fp,Fq are defined analogously. Define now the following functions of (x, y) E W : U = iîo$, P - 
(Jy)dxX + 7rdxS + (7s-Jr-pi)dxT = Q,
p2c\X -dyY = 0, (8) (7x)dyX + 7rc\R + (Îs-Trp2)dyS = 0.
Equalities (l)-(8) are proved in [1] (where a different coordinate system is used; here we have to work with coordinates adapted to the study of the propagation of singularities). All formulas except (5), (6) and (8) where det(a¿J)i<¿J<8 -72(7a -Trp~i)(ß2 -Pi)2 never vanishes in W (because the strict hyperbolicity of F at u with respect to (1,0) and (0,1) implies that Fr and Ft = pi(Fa -Frpi) never vanish in fi). Notice that o¿j E C°° in a neighborhood of the range of v since F E C°° and pi,p2 are the solutions of Frp2 -Fap + Ft = 0. Since u E C°° in a neighborhood of mi and m2, Lemma l(i) shows that v E C°°i n a neighborhood of (xo,0) and (0,?/0). We are going to show the following: (12) v E C°° in a neighborhood of (0,0).
From (12) it will follow in particular that X, Y, U E C°° in a neighborhood of (0,0).
This of course will imply that u E C°° in a neighborhood of m, completing the proof of the Theorem. Now (12) is a consequence of the following lemma, where we write x,y instead oîx,y for simplicity. PROOF OF LEMMA 2. Denote by Dx,Dy the distribution derivatives with respect to x and y respectively. Note that if / E C1 and g eC, one has Dx(fg) = gDxf+fDxg, where fDxg should be interpreted as the product of a C1 function and a distribution of order < 1, which makes sense. Differentiating in the distribution sense (13) with respect to y and (14) with respect to x, we obtain 2^ aij(x,y,v)DydxVj = -¿^ Dy(aij(x,y,v))dxv:j where Aj eC°°(AxBx R2m). Now the proof of Theorem 3 of [2] shows that for all k E Z+, Dkxv and D^v E C((-e, e) x (-e, e)). Hence v E C°°((-e, e) x (s, s)). This proves Lemma 2 and completes the proof of the Theorem.
Appendix:
Proof of Lemma 1. First we prove the following result, which will be useful in the proof of Lemma 1. S > 0 so small that the set G' = {(x, y)eR2, \y\ < 6, -6 <x < q + ¿} U {(x, y) E R2, |i| < S, -8 < y < ß + 6} is contained in G. For j = 1,2, let wy be an arc of noncharacteristic curve having m,j as an interior point, C°° in the coordinate system x,y, such that x(wi) is given by the equation y = fj(x) for \x -x(x(mj))\ < 8', with 0 < 6' < 6 and dfj/dx < 0. Define / € C1([-¿'/2, a + 6'/2\) such that / = f2 close to 0, / = /i close to a, df/dx < 0, and the graph L of / is contained in G'.
Write r = x_1(f). (iii) follows readily from (23). The proof of Lemma 1 is complete.
