A new algorithm for reconstruction of 3D particle fields from plenoptic image data is presented. The algorithm is based on the well-known technique of computational refocusing with the addition of a post reconstruction filter to remove the out of focus particles. This new algorithm is tested in terms of reconstruction quality on synthetic particle fields as well as synthetically generated 3D Gaussian ring vortex. Preliminary results indicate that the new algorithm performs better than the MART algorithm (used in previous work) in terms of the reconstructed particle position accuracy as well as overall reconstruction quality, but produces more elongated particles. Experimental results are presented in the form of the wake behind a cylinder at a Reynolds number of 185.
Introduction
A significant effort has been made over the last decade to develop methods to instantaneously measure 3D velocity fields of turbulent flows. A large portion of these efforts have focused on adaptation of particle image velocimetry (PIV) to three dimensions using multi-camera arrays to visualize the same volume from different perspectives. These efforts include defocusing PIV [1] , tomographic PIV [2] and synthetic aperture PIV [3] with the main distinction between the methods being the number of cameras used and the image processing methodology employed for volume reconstruction of the 3D particle field. These techniques have been demonstrated in a wide variety of flows with current work focused largely on improvements to the reconstruction algorithms, both in terms of accuracy, robustness and computational efficiency. A full review of these methods and their associated strengths and weaknesses is beyond the scope of this work; however, a common characteristic of these methods is the need for multiple cameras, which can lead to expensive and cumbersome experimental arrangements that limits their use, particularly in facilities with limited optical access.
Over the past few years, the Advanced Flow Diagnostic Laboratory (AFDL) at Auburn University has focused on the development of a 3D 3C measurement technique using a single plenoptic camera. [4, 5, 6, 7] .This effort has included both development of the hardware necessary to capture image pairs in high-speed flows and the corresponding volume reconstruction algorithms. Both aspects have been explored using a combination of synthetic and experimental data with the basic concept demonstrated in a variety of flow fields ranging from low speed boundary layer flows to heated supersonic jets. The focus of the current work is on the computational algorithms used to reconstruct particle volumes from plenoptic image data.
Three-dimensional imaging techniques, such as those mentioned previously, all attempt to capture what is known as the light field, a mathematical description of the propagation of light rays in a volume in terms of both their origin and angle of propagation. Since these techniques employ conventional cameras, which can only measure the position of light rays at a single plane, multiple cameras are needed to capture the angular information contained in the light field. Unique to the plenoptic camera is the ability to directly encode the entire light field onto a single image sensor. This is possible due to a microlens array mounted near the image sensor, which functionally acts as an array of macropixels for the system, gathering intensity based upon the position of the light rays origin. The pixels beneath a single microlens discretely sample the angular information of the incident light ray. This unique form of image data can be used to computationally refocus an image or change the perspective after the image has been acquired [8, 9] .
The focus of our work has been the development and application of this camera technology for PIV applications. Our first attempt at developing a suitable reconstruction algorithm was the development of a refocusing and intensity thresholding technique [4, 5, 6] . In this algorithm, the light field data acquired with a plenoptic camera is computationally refocused throughout the measurement volume producing a focal stack of the particle volume. Since computational refocusing is an additive process, and therefore has no means of removing intensity, the focal stack still contains the blur of out-of-focus particles. One way to mitigate this is to apply an intensity threshold to the focal stack such that low intensity values are suppressed and only the high-intensity values remain. Fundamentally, this method assumes that in-focus particles will yield high intensity values, and out-of-focus particles will yield low intensity values, since the intensity is blurred over a larger area. This assumption breaks down if the particles do not all have the equal in-focus intensity. Additionally, for large particle densities the image intensity due to out-of-focus particles can approach that of an in-focus particle such that the thresholding procedure is ineffective. As such, it was quickly recognized that this approach would be limited to environments with relatively uniform illumination and particle size as well as low particle number densities.
Subsequent work [7] has focused on the adaptation of tomographic reconstruction, specifically the multiplicative algebraic reconstruction technique (MART), introduced by Elsinga et al. [2] for tomo-PIV. The adaptation required the development of a unique weighting matrix, since the underlying assumptions used in tomo-PIV do not hold for plenoptic imaging (i.e. that the entire volume is in focus), as well as the unique imaging pattern created by the addition of the microlens array. These efforts demonstrated that plenoptic PIV is a viable 3D measurement technique with its main strength being its single camera configuration. The main limitation of this approach is the computational expense required to reconstruct a volume. Since most of the volume is out-of-focus a voxel may interact with a large chunk of the image sensor due to blur, this necessitates storing a larger weighting matrix as well as creating more computations. The computational cost varies depending on the size of the volume and computational horsepower, but a typical weighting matrix requires 200 -1000 GB of storage space, and volume reconstruction times take from 20-60 minutes per image when executed on a machine with an Intel Xeon E5-2697 v2 (12 core, 2.70 GHz).
The current work introduces a new method for volume reconstruction of particles that has the potential to be orders of magnitude faster than MART and doesn't require large amounts of memory or hard drive space for its execution. This method is based upon the well-known computationally refocusing allowed by plenoptic cameras, but introduces a unique post-reconstruction filtering step that in principle only allows for reconstruction of in-focus particles. Computationally refocusing to an arbitrary point involves determining which rays from the original (captured) light field pass through that point, then summing their intensities into a single value. Theoretically, if a particle existed at that point all rays from the original light field passing through that point would have a non-negligible intensity. However, if a particle does not exist at that location a significant portion of those rays would have negligible intensity. As such, we propose a method which dictates that any location in the volume that contains a minimum percentage of rays with non-negligible intensity (above a SNR threshold), in theory 100%, will be assigned an intensity value (via computational refocusing), otherwise the value is set to zero.
The plenoptic camera
The plenoptic camera is a device capable of instantaneously measuring the spatial and angular distribution of light rays in a single snapshot with a single aperture. This distribution, called a light field, is described by a 5D function, sometimes termed the plenoptic function. Individual rays in the light field are parameterized by their spatial location (x, y, z) and their angle of propagation (θ, φ). If the light field is in a transparent medium, such as air, the propagation along one of the spatial coordinates is assumed to be a straight line and is therefore redundant, resulting in a 4D parameterization of the light field denoted as L(x, y, θ, φ).
The modern concept of light field imaging with a plenoptic camera started with Adelson and Wang [10] and was continued by Ng et al. [9] for handheld photography and Levoy et al. [11] for microscopy. As alluded to earlier, the plenoptic camera differs from a conventional camera with its ability to not only capture the spatial information about a scene, but also capture the angular information. In a conventional camera this information is integrated at the image sensor. This is shown schematically in Figure 1 . The left most section of the figure shows light emanating from a point (x, z) on the nominal focal plane of the camera. An objective lens captures this light and focuses it, for the conventional camera, onto an image sensor, which then records a single value. Thus, the angular information is integrated and therefore lost. In contrast, for a plenoptic camera, the objective lens focuses the incoming light onto a microlens array. This microlens array then distributes the light onto several pixels on the image sensor. As indicated by the different colors, each pixel represents a different chunk of the angular distribution. Figure 1 : Illustration of the differences between a conventional cameara and a plenoptic camera in how they sample the light field.
Conceptually, parameterizing a light ray by its position on the nominal focal plane and its angle of propagation is intuitive. In practice, however, the bookkeeping becomes difficult as each microlens is observing a slightly different range of angles. Furthermore, interpolation becomes difficult since each microlens' range of angles has different bounds. This problem can be solved by simply reparameterizing the light ray by two pairs of points located on two planes separated by a known distance. The plenoptic camera lends itself to this type of parameterization due to it inherently having two primary planes that rays intersect: the microlens plane and the aperture plane. The first pair of points (x, y) are located at the intersection of the microlens plane, and are functionally equivalent to the spatial coordinates of the original parameterization. The second pair (u, v) are located on the aperture plane and are representative of the angular coordinates in the original light field. The distance between these two planes is the image distance, given by the thin lens equation, and is a constant. This new parameterization, termed the two-plane parameterization, solves the issue with the angular coordinates as the (u, v) locations are bounded by the size of the aperture, which is a constant. More information on this change in parameterization can be found in Levoy [12] .
Light field reconstruction
To reconstruct a volumetric intensity field useful for PIV, standard PIV principles are used with the appropriate modifications. Tracer particles are immersed into a flow field and illuminated within a 3D region of interest with a pulsed light source. The light scattered from the particles is then recorded onto a plenoptic camera. The 3D particle fields are reconstructed from the images obtained in the recording, then the velocity field is determined from the displacement of the particles calculated using a 3D cross correlation algorithm.
A plenoptic camera that was assembled at Auburn University was used to test the algorithms. The base of the camera is an Imperx Bobcat ICL-4820 camera, which uses a Kodak KAI-16000 image sensor, that was the highest resolution interline CCD available at the time of construction. The microlens array was fabricated by Adptive Optics Associates, a subsidiary of Northrupp Grumman, and is made of a slab of BK7 glass which the epoxy microlenses are printed on. The custom mounting bracket, which consists of a series of positioning screws to adjust the height and orientation of the microlens array relative to the image sensor, was designed by Light Capture, inc and manufactured in house. The full list of fixed parameters (i.e. parameters that are fixed in design and cannot be changed after construction) are listed in Table 1 . For the simulated data presented in this work a nominal magnification of -1 is used, with a 50 mm focal length lens, and an f /# of 2. 
Computational refocusing
Computational refocusing is a well-known feature of the plenoptic camera technology, and will serve as the basis for the filtered refocusing technique. This process has been adapted from the work of Ng [13] and relies on the two-plane parameterization of the light field. Conceptually, the rendering of a location (x, y, z) from the 4D light field is achieved by selecting a subset of rays from the complete 4D light field and integrating out the two angular dimensions. Using the two plane approach a simple interpolation scheme can be applied to re-sample the light field inside the camera at a virtual image sensor location yielding an intensity value. An illustration of the refocusing process is shown in Figure 2 . To generate the intensity at the virtual image sensor x located at a distance s i from the aperture plane, the original light field is resampled. This process is done by a linear projection operator, shown graphically in Figure 2 where the desired virtual light field, being resampled at (x , u), is projected onto the microlens plane yielding the point (x f , u) in the recorded light field. Mathematically the location of this projection, x f , is determined using similar triangles and is given by
where α = s i /s i . Using this projection, an equation can be written for the light field located at a virtual image sensor (x , y , α) in terms of the original light field and is given by
To reconstruct a location in a volume E(x , y , α), the angular information contained in the light field is integrated such that the final value is the sum of all angles. Figure 2 shows the basis of this idea. For the point (x , α) the final intensity is the sum of all the projections, whose intensity is indicated by L(x f , u). Therefore if each of the gray values indicates a value of one, and the white values hold a values of zero, the final intensity of (x , α) would be seven. Mathematically this is expressed by
Since the location of the projection x f may not coincide with a microlens location a 4D interpolation scheme is required to determine the contribution of each pixel.
To reconstruct a volume using this technique, the refocusing equation given by equation 3 is applied to all voxel (volume equivalent of a pixel) locations. To demonstrate the volumetric reconstruction application of this technique, a synthetic image was generated of 258 particles inside a 30 x 20 x 20 mm 3 volume. The volume was discretized into 300 x 200 x 200 voxels whose intensities were determined using computational refocusing. Figure 3 , left shows the projection (summation of all signal) of the 3D volume along the depth, or z, direction. The red circles indicate the actual location of the particles. This figure shows that the algorithm reconstructs the x, y positions of the particles accurately, however their is a noticeable blurring around each location due to the out-of-focus intensity. This is even more evident in Figure 3 , right, which shows the projection in the x-direction. In this figure the locations of the particles are hard to discern from the out-of-focus blurring of surrounding particles. It should be noted that this effect is exacerbated by the creation of this figure since all intensity is compressed into a single slice of data. This blurring is caused by the additive nature of the algorithm, as it has no method of removing the out-of-focus intensity and is therefore not suitable for volumetric reconstruction intended for PIV applications. 
Filtered refocusing
The filtered refocusing algorithm uses the same formulation as the standard integral based refocusing, with the addition of a post reconstruction filter. The filter is based upon the principle that if a particle exists inside of a voxel, then the pixel whose intensity contributes to that voxel's refocused intensity will be non-zero. Instead of only calculating the refocused intensity E(x , y , α) during the reconstruction process, a second value V (x , y , α) is also calculated. This value is given as the percentage of projections whose value is above a SNR threshold. Schematically this can be shown in Figure 2 where if we take the eleven projections through point (x , α) we can see that seven of them yeild a non-zero value from the original light field L(x f , u). Therefore the percentage of valid (projections above zero) for this location V (x , y , α) = 0.63. In equation form this is given by
Therefore all voxels are represented as two values, their intensity and the percentage of valid projections. To get the final reconstructed volume, all voxel's that have less than a desired percentage of valid projections are set to zero. Mathematically, the final intensity is determined by
In theory, if a particular location is occupied by a particle, then all the light rays passing through that point should have a finite irradiance value such that a threshold of 100% can be set as the pass/fail condition for whether a particle occupies that position in space. In practice, however, there are several reasons why this threshold needs to be lowered in order to yield a useful reconstruction. The first reason is due to the discrete nature of the refocusing procedure and the grid upon which the refocusing procedure is applied. In the current implementation of the refocusing algorithm, a uniform grid of points is created and all light rays passing through those points are determined. Nominally, the spacing between grid points is one microlens diameter as each microlens samples all light rays incident upon it. The true position of a particle, however, is not expected to match up perfectly with this grid. As such, when the recorded light field is interrogated at this position, some of the interpolated irradiance values might fall below the threshold due to subgrid positioning of the particle relative to the grid.
A second reason for relaxing the threshold is due to practical elements in construction of the camera and image sensor. Pixel defects or the presence of dust on the image sensor can lead to reduced or non-existent signal levels for particular pixel locations. The sensitivity of each pixel can depend on the incident angle of light rays striking that pixel. In addition, the alignment of the microlens images with the image sensor is imperfect such that one pixel might sample only a small portion of the main lens aperture leading to a reduced signal. In the case of coherent illumination, such as with a laser, constructive and destructive interference could affect the signal measured at the image sensor surface. These effects have yet to be explored in detail, but could represent practical reasons to reduce the pass/fail threshold below 100%.
To illustrate the effect of this filter, the reconstructed volume shown in Figure 3 is shown in Figure 4 with the filter applied, using a threshold value of 0.925. In Fig 4, left the particles are noticeably sharper, and the effect of the out-of-plane blur has been removed. From Fig 4, right we can see what the filter has accomplished. Instead of each particle spanning the entire volume, each particle's out-of-plane intensity has been reduced to several voxels. The particles are still noticeably elongated in depth, which is due to the limited parallax of the plenoptic system, but it is much improved. It can also be seen that the further a particle is from the nominal focal plane, the more elongated it becomes. One of the main motivations for the development of this technique was to decrease the amount of computational time needed to reconstruct a volume. In the past, the MART algorithm has been used [14] which is an iterative technique that requires a lot of computational resources. For the volume shown previously, the reconstruction, using filtered refocusing, took 5 minutes to generate, while storing no data permanently. If MART were to be used, first 368 GB of weighting matrix data would need to be generated and stored on a local hard disk, consuming 1.5 hours of computational time. Then 5 iterations of MART would take an additional 45 minutes to produce a reconstructed volume. Therefore filtered refocusing reconstructs a volume in 1/27th of the time, with minimal resources. All of these times were generated on a machine with a 12 core Xeon E5-2697 v2 CPU, with 64 GB of RAM.
Experiments with synthetic images
To test the accuracy of the proposed reconstruction technique, three tests are performed. The first is to calculate the reconstructed particle position error for a small number (500) of particles. The second is to use a reconstruction quality metric, known as the zero-mean quality factor, to determine the accuracy at large particle densities. The third is to apply the technique to a simulated flow-field of a Gaussian vortex ring.
For the first test, a volume of 500 particles were randomly distributed inside a 30 x 20 x 20 mm 3 volume that was discretized into a 300 x 200 x 200 voxel grid. To determine the reconstruction error, a sub-volume was extracted around each known particle location and fit with a Gaussian blob yielding the peak location. This location minus the actual location gives the absolute reconstruction error of the particles. A plot of the absolute y error v. absolute z error is shown in Figure 5 , left. Most of the particles are shown to be contained within ±0.5 voxels of the actual location. The mean of the absolute error in y is 0.014 voxels with a standard deviation of 0.425. The mean of the absolute error in z is 0.029 voxels with a standard deviation of 0.540. For comparison the results using the MART algorithm are shown in Figure  5 , right. It is shown that the uncertainty in the filtered refocusing algorithm is much less than in the MART algorithm. For MART the y component has a mean absolute error of 0.153 with a standard deviation of 1.04, and the z component has a mean error of -0.215 with a standard deviation of 2.44.
The second test requires the use of the zero-mean reconstruction quality factor, Q * as defined by La Foy and Vlachos [15] , because the calculation of the reconstruction error for each individual particle becomes inaccurate due to the presence of other particles at high particle densities. The zero-mean reconstruction quality factor is defined as:
whereẼ(x, y, z) andẼ 0 (x, y, z) are the zero-mean reconstructed intensity field and the zero-mean exact intensity field respectively. The exact intensity volume was created using elongated Gaussian blobs consistent with the shape of a reconstructed particle (a blob that is elongated in the depth direction).
Figure 5:
Absolute reconstruction error, calculated based on a fitting a 3D Gaussian blob to a sub-volume selected around the known location of a particle. Shown on on the left is Filtered refocusing, and on the right is MART.
The reconstruction quality was tested for eight particle densities and is shown in Figure 6 , with a filter value of V > 0.925 for all cases. The particle densities are given as particles per microlens, instead of particles per pixel, which is typically given in PIV. This is because the microlenses are what nominally govern the spatial resolution of a plenoptic camera. The standard integral refocusing and the filtered refocusing are plotted in Fig 6, as well as the results obtained using the MART algorithm. For lower particle densities the improvement gained by filtered refocusing is obvious, with filtered refocusing being about 0.25 higher than the traditional method until a ppm of 0.5. At higher densities the effect of filtering worsens the reconstruction quality, however after a ppm of 1.0, the image starts to become uniform, which makes getting viable data near impossible. Both algorithms perform better than the MART algorithm in this test, due to the increased uncertainty in the reconstructed particle locations. It is noted that the results of the MART algorithm presented here vary slightly than those presented in Fahringer et al. [7] . This is likely caused by shape of the particles used in the generation of the comparison volume being more elongated, as well as random variance in the reconstruction error in the volume. All three algorithms begin to converge at high particle densities due to the volumes becoming virtually continuous due to the elongated particles.
The third test simulates the flow field of a Gaussian ring vortex. To do this 5000 particles (0.09 ppm) were randomly positioned in a volume Figure 6 : Zero-mean reconstruction quality factor vs. particle density in particles per microlens (ppm).
of size 30 x 20 x 20 mm 3 , then they were displaced according to the governing equation of a Gaussian vortex that was positioned in the center of the volume, creating two volumes of particles. Images were simulated from these particle positions, and were reconstructed into volumes, using filtered refocusing with a threshold value of 0.925. Then a cross-correlation algorithm was applied to yield the final velocity field. To compare the reconstructed velocity field, a synthetic particle field was generated using the actual positions of the particles with a 3x3x3 Gaussian blob representing each particle. The synthetic volumes were then run through the same cross-correlation algorithms, thus providing an accurate baseline to test the reconstruction algorithm. Both volume pairs were run through the cross-correlation algorithm with final window sizes of 32x32x32 voxels with 50% overlap.
The results of the expected velocity field are presented in Figure 7 , top and the reconstructed in Figure 7 , bottom. Figure 7a shows a cross-section of the vortex in the xy plane at z = 100 voxels (center of volume) with velocity vectors and contours of the z component of vorticity. Figure 7b shows a cross-section in the yz plane at x = 150 voxels with a x-vorticity contour. Upon inspection, the XY motion of the vortex (Fig 7a) seems to be represented accurately, with some slight deviations in the core of the vortex. In depth (z direction) the reconstruction has some issues as seen in Fig 7b. This is caused by the elongation of the particle reconstructions causing issues with the cross-correlation algorithm. Essentially the elongation creates a large DC component in the correlation plane, dampening out the motion.
Overall the RMS error of the velocity field is 0.606 voxels with the x, y, and z component having individual RMS errors of 0.306, 0.364, and 0.936 voxels respectively. For comparison the RMS errors presented in Fahringer et al. [7] are 0.165, 0.23, and 0.9833 for the u, v, and w components respectively.
Experimental assessment
Complementing the synthetic tests, an experiment was conducted with the plenoptic camera, focusing on the wake of a cylinder at a Reynolds number of 185. This data set was also processed with the MART algorithm yielding similar results and was presented in Fahringer et al. [7] . The test was conducted in Auburn University's water tunnel, described in [16] , on the wake of a 4.7625 mm diameter cylinder with a freestream velocity of 0.039 m/s. Silver coated hollow glass spheres with a mean diameter of 10 µm were used as the tracer particles and illumination was provided by a New Wave solo III Nd-Yag laser system with a maximum output energy of 50 mJ per pulse at 532 nm and a pulse duration of 3-5 ns.
The experiment was designed to allow the vortex shedding in wake of the cylinder to occur in the XY plane of the plenoptic camera, such that minimal motion would occur in the third dimension (Z). This can be seen in Figure 8 which shows the camera mounted beneath the water tunnel, and the cylinder aligned with its optical axis. The camera is imaging a volume of size 40 x 26.7 x 20 mm 3 that was discretized into 300 x 200 x 150 voxels. In order to obtain the desired particle shift (8 voxels) at the freestream velocity a time separation of 27 msec was used. A 4 pass cross-correlation algorithm was used with final window sizes of 32 x 32 x 32 (4.3 x 4.3 x 4.3 mm) voxels was used with 50% overlap, creating 34 x 22 x 15 vectors for each volume. Five hundred vector fields were processed to generate statistical data. In order to generate the desired 1:1 magnification conditions for the plenoptic system a 60 mm macro lens was used and the volume of interest was located just 38 mm off the tunnel floor such that the wall boundary layer influenced the measurements. Longer working distances while maintaining 1:1 imaging can be achieved using longer focal length, f/2 lenses, but this was not pursued in the current work.
For comparison, planar PIV measurements were taken in a similar configuration to that shown in Figure 8 . This experiment was conducted using an Imperx Bobcat B4020 11Mp (4032 x 2688 pixels) CCD camera, which utilized a 60 mm macro lens. The field of view of the imaging system, at a magnification of 0.37, was 99 x 66 mm. An 8 pixel displacement in the free stream was achieved using a laser-pulse For ease of visualization, 2D slices were extracted from the volumetric data along the same plane that the 2D PIV measurements were taken, and are displayed in Figure 9 along with the planar PIV data. The planar PIV data was trimmed down to same field of view of the plenoptic system and is shown in the top row of Figure 9 . The bottom row of Fig. 9 shows the plenoptic data. The first two columns are the mean u and v velocity profiles respectively and were generated using 500 individual vector fields. The third colums shows an instantaneous velocity field. Qualitatively, both components of the average velocity field are in very close agreement with the planar data in structure.
The wake deficit as well as the acceleration of the flow around the cylinder are clearly visible in the u component data. An asymmetry in the wake of the cylinder is present in both data sets is visible in the v component of velocity. The instantaneous data shows a clearly visible Karman vortex street, and the size and spacing of the vortical structures are consistent with the planar data.
Further insight can be gained by extracting a single line of data (at X/D = 2) from both the planar and plenoptic PIV data. Statistical data is extracted in the form of the average velocity and the fluctuating component of the velocity field and the results are shown in Figure 10 . The top left figure shows the average streamwise component of velocity. Here the plenoptic PIV data matches the main trends of the planar data but with a higher velocity throughout the profile. In both the acceleration region around the top and bottom of the cylinder as well as the wake region the error is approximately 0.005 m/s or a 1 voxel displacement error. A likely source of this error, is the image distortions caused by the use of a real lens, which can cause pincushion and barrel type distortions in conventional imaging systems, as well as optical imperfections in the acrylic water tunnel test section walls. A robust 3D calibration procedure that accounts for these effects within the image processing framework of a plenoptic camera is currently under development. In the streamwise velocity fluctuations (top right), the overall trends are captured by the plenoptic data, but the magnitude is underestimated. 
Conclusions and future work
Based on the well-known computational refocusing algorithm, a new volumetric reconstruction algorithm was presented, that applied a filter to remove the blur associated with integral based refocusing. This algorithm was test for reconstruction accuracy, using both the Q * factor as well as the absolute reconstruction error of the particles. It was found that when compared to the MART algorithm the uncertainty in the absolute reconstruction error improved by 0.6 voxels in the x and y directions and 1.9 voxels in the z direction. For particle densities less than 0.1 ppm filtered refocusing was shown to produce reconstructions with a significantly higher quality factor than both integral refocusing as well as MART. The velocity of a Gaussian ring vortex was determined using 2 simulated volumes of particles that were reconstructed using the filtered refocusing algorithm, then processed using a 3D cross-correlation algorithm. it was shown that the RMS error for the u, v, and w components were 0.306, 0.364, and 0.936 respectively. The cause for the increased error in depth is likely the elongation of the particles due to the limited parallax of the plenoptic system. Experimental data was presented showing the plenoptic systems capability to capture a 3D flow field with a single camera.
As of now, the main limitation on the filtered refocusing algorithm, and more generally plenoptic PIV, is the elongation of the particles caused by the limited parallax of the plenoptic system. There are, however, several ways to fix this problem, the first and most obvious, is to add a second camera placed at 90 • relative to the first, extending the parallax directly. The drawback of this solution is the increased expense, and experimental complexity associated with calibration of a two camera system. Alternative approaches could rely on a filter to remove the elongation post reconstruction or simply increasing the size of the voxels in depth. All of these approaches have merit and are currently under investigation. As far as experimental accuracy, beyond improvements in the algorithm itself, the next step needed to increase the accuracy is a robust 3D calibration procedure to mitigate the effects of real-world distortion. This process will likely require the traversal of a dot card calibration target across the entire volume, such that a 3D coordinate mapping function can be generated. Beyond the plenoptic camera, the basic concept of this algorithm, reconstruct a volume from basic line-of-sight projections then filter the resulting intensity based on the number of cameras that see a given voxel, could be applied to any multi-view technique including tomo-PIV and synthetic aperture PIV.
