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Nederlandse samenvatting
–Summary in Dutch–
De transportsector is een van de grootste verbruikers van fossiele brandstoffen
en is verantwoordelijk voor een groot deel van de uitstoot van broeikasgassen
en van schadelijke emissies wereldwijd. Voor weg- en zeetransport wordt veelal
gebruik gemaakt van verbrandingsmotoren en er wordt verwacht dat dit zo zal
blijven in de nabije toekomst. Alternatieve aandrijfmogelijkheden gaan nog
vaak gepaard met praktische belemmeringen en zijn niet altijd milieuvriendelijker
over hun volledige levensduur. Daarom is het noodzakelijk om de nadelige
gevolgen van het gebruik van verbrandingsmotoren op het milieu en op de
mens te verminderen. Dit betekent dat het rendement van de verbrandingsmotor
moet worden verhoogd, terwijl de uitstoot van broeikasgassen en van schadelijke
emissies moet worden verlaagd. Wanneer ook CO2-neutrale brandstoffen worden
gebruikt, kan men spreken van een duurzame langetermijnoplossing. Dit vereist
het verder optimaliseren van de verbranding en de algemene werking van de motor.
Lagetemperatuurverbranding is e´e´n van de technologiee¨n die het mogelijk
maakt om zowel een hoog rendement te realiseren als lage emissies van
schadelijke stoffen. Lagetemperatuurverbranding is een verzamelnaam voor
verbrandingsregimes die gebruik maken van een arm lucht-brandstofmengsel en
waarbij de verbranding plaatsvindt bij een lage temperatuur. Er bestaan meerdere
verbrandingsregimes die de principes van de lagetemperatuurverbranding volgen,
maar in dit doctoraatsonderzoek worden enkel de twee voornaamste varianten
behandeld: HCCI (Homogeneous Charge Compression Ignition) en PPC
(Partially Premixed Combustion). HCCI-werking wordt gekarakteriseerd
door een arm, homogeen lucht-brandstofmengsel dat tot zelfontsteking wordt
gebracht door de temperatuurstijging tijdens de compressieslag van de motor.
Een van de belangrijkste nadelen verbonden aan HCCI-werking, is het
beperkte werkingsgebied waarin een stabiele verbranding plaatsvindt. Bij
PPC-werking wordt dit verholpen door enige heterogeniteit te introduceren in het
lucht-brandstofmengsel.
Voordat motoren met HCCI- of PPC-werking in massaproductie kunnen worden
gebracht, moeten deze verder worden ontwikkeld. Dit is een tijdrovend
proces wanneer dit louter experimenteel gebeurt, door het groot aantal
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vrijheidsgraden die beschikbaar zijn bij de ontwikkeling van een nieuwe motor
en hun complexe onderlinge interacties. Daarom wordt er vaak gebruik
gemaakt van simulatiesoftware die de werking van de motor voorspelt om het
ontwikkelingsproces te versnellen. De simulatiesoftware bestaat uit meerdere
modellen die elk een specifiek aspect van de motorwerking berekenen. Ee´n van
deze modellen is het warmteoverdrachtsmodel, dat de warmteoverdracht berekent
van de gassen in de verbrandingskamer naar de wanden van de verbrandingskamer.
Het nauwkeurig kunnen bepalen van de warmteoverdracht is cruciaal voor een
accurate voorspelling van de motorwerking. Dit is omdat de warmteoverdracht
een directe invloed heeft op het rendement van de motor, de vorming van emissies
en het verbrandingsverloop.
Uit een literatuurstudie is gebleken dat de warmteoverdrachtsmodellen die
ontwikkeld werden voor traditionele verbrandingsmotoren niet geschikt zijn
voor motoren met een lagetemperatuurverbranding. De doelstelling van dit
doctoraatsonderzoek is om een warmteoverdrachtsmodel te ontwikkelen voor
HCCI- en PPC-motoren. Er is echter een gebrek aan experimentele data van
de warmteoverdracht bij motoren met een lagetemperatuurverbranding. Om
het nieuw warmteoverdrachtsmodel te kunnen ontwikkelen en te valideren
zijn er warmteoverdrachtsmetingen uitgevoerd op twee motoren bij HCCI- en
PPC-werking.
De warmteoverdracht is opgemeten in twee eencilindermotoren: een Waukesha
CFR motor aan de Universiteit Gent en een Scania D13 motor aan de Universiteit
van Lund (Zweden). Met de Scania motor was het mogelijk om metingen
uit te voeren bij zowel HCCI- en PPC-werking. Door beperkingen van
het brandstofinjectiesystem van de CFR motor, is de warmteoverdracht enkel
opgemeten bij HCCI-werking. Om de warmteoverdracht te meten werden twee
types warmtefluxsensoren gebruikt: een commercie¨le warmtefluxsensor en een
Thin Film Gauge sensor. De Thin Film Gauge sensor werd specifiek ontworpen
voor elk van deze motoren. De warmteflux die wordt opgemeten door beide
sensoren is echter niet dezelfde als de werkelijke warmteflux door de wanden
van de verbrandingskamer. Daarom werd een methode ontwikkeld die de
werkelijke warmteflux berekent. Deze methode maakt gebruik van de opgemeten
warmteflux en reconstrueert het temperatuurverloop door de cilinderwand. De
convectiecoe¨fficie¨nt kan daarentegen wel rechtstreeks worden afgeleid uit de
opgemeten warmteflux, aangezien deze enkel afhangt van de stroming in de
verbrandingskamer en de gaseigenschappen van de verbrandingsgassen.
De motormetingen in dit onderzoek werden ontworpen en geanalyseerd volgens
de design of experiments methodologie. Dit maakte het mogelijk om een
database met warmtefluxmetingen te verwerven, die het volledige werkingsgebied
van de motor omvat met een variatie van verschillende motorinstellingen, aan
de hand van een minimaal aantal metingen. De meetdata werd gebruikt om
het effect van de motorinstellingen op de warmteoverdracht te onderzoeken,
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om bestaande warmteoverdrachtsmodellen te evalueren en om een nieuw
warmteoverdrachtsmodel te ontwikkelen. Een vaak gebruikte hypothese in
de literatuur, is de ruimtelijke homogeniteit van de warmteoverdracht bij
HCCI-werking. Deze stelling werd onderzocht en kon bevestigd worden
door de warmteflux te meten op meerdere locaties in de verbrandingskamer.
Dezelfde hypothese is echter niet geldig bij PPC-werking vanwege de
gestratificeerde verbranding. Als gevolg van de gestratificeerde verbranding
is de warmteoverdracht lager tijdens de verbranding bij PPC-werking dan bij
HCCI-werking.
Een statistische analyse van de data werd uitgevoerd om het effect van
bepaalde motorinstellingen na te gaan op de maximale warmteflux en het
totale warmteverlies tijdens compressie-, HCCI- en PPC-werking van beide
motoren. Tijdens compressiewerking is de maximale warmteflux recht evenredig
met de compressieverhouding, het motortoerental en de inlaatdruk. De
temperatuur in de inlaat beı¨nvloedt de warmteoverdracht echter niet. Deze
waarnemingen konden verklaard worden door variatie van de gaseigenschappen
van de verbrandingsgassen en hun temperatuur. Tijdens de verbranding zijn
dezelfde trends zichtbaar, maar wordt hun effect versterkt of verzwakt wanneer
de motorinstellingen het tijdstip van de verbranding vervroegen of verlaten.
De maximale warmteflux is recht evenredig met de hoeveelheid geı¨njecteerde
brandstof, die een maat is voor de energie-inhoud van het lucht-brandstofmengsel.
Het injectietijdstip heeft een kwadratisch effect op de warmteflux, met een
maximum voor een bepaald injectietijdstip. Dit verloop is identiek aan dat van
de start van de verbranding in functie van het injectietijdstip.
Meerdere bestaande warmteoverdrachtsmodellen werden gee¨valueerd. Hiermee
werd aangetoond dat deze modellen niet in staat zijn om de ogenblikkelijke
warmteoverdracht nauwkeurig te voorspellen. Om het effect van de verbranding
op de warmteoverdracht niet te overschatten, was het noodzakelijk om e´e´n van
de coe¨fficie¨nten met meer dan 90% te reduceren in het warmteoverdrachtsmodel
van Woschni. Maar zelfs na het kalibreren van de coe¨fficie¨nten, overschatten
de huidige modellen de warmteflux tijden de expansieslag. Dit zorgt bijgevolg
voor een overschatting van het totale warmteverlies. Bovendien zijn de huidige
modellen niet in staat om de veranderingen in de warmteoverdracht te voorspellen
wanneer de motorinstellingen worden gevarieerd of wanneer een andere brandstof
wordt gebruikt. Dit is uiteraard niet gewenst en bevestigt de nood aan een nieuw
warmteoverdrachtsmodel.
Daarom werd tijdens dit doctoraatsonderzoek een nieuw warmteoverdrachtsmodel
ontwikkeld voor motoren met een lagetemperatuurverbranding. Ee´n van de
eigenschappen van dit model is het in rekening brengen van de turbulentie in de
verbrandingskamer. Hierdoor zijn twee tekortkomingen van de huidige modellen
verholpen die zelfs aanwezig zijn bij compressie-werking: de foute fasering van
de ogenblikkelijke warmteflux en de overschatting van de warmteflux tijdens de
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expansieslag. De warmteoverdracht tijdens de verbranding wordt beter voorspeld
door de turbulentie gegenereerd in de verbrande zone te gebruiken. Het nieuwe
warmteoverdrachtsmodel is in staat om de ogenblikkelijke warmteoverdracht
nauwkeurig te voorspellen, ook wanneer de motorinstellingen worden gevarieerd
of wanneer een andere brandstof wordt gebruikt. In tegenstelling tot de huidige
warmteoverdrachtsmodellen vereist dit geen herkalibratie van coe¨fficie¨nten in
het model. Een vergelijking met het warmteoverdrachtsmodel van Bargende
heeft aangetoond dat het nieuwe model beter in staat is om de ogenblikkelijke
warmteflux, de maximale warmteflux en het totale warmteverlies te voorspellen.
Bijgevolg kan besloten worden dat het doctoraatsonderzoek in zijn opzet geslaagd
is. Er werd een unieke set meetdata vergaard van de warmteoverdracht bij motoren
met een lagetemperatuurverbranding. Deze meetdata werd gebruikt om een beter
inzicht te verwerven in de warmteoverdracht tijdens lagetemperatuurverbranding,
om de tekortkomingen van de huidige warmteoverdrachtsmodellen te illustreren
en om een nauwkeuriger warmteoverdrachtsmodel te ontwikkelen. Dit model kan
gebruikt worden in simulatiesoftware om het ontwikkelingsproces van een nieuwe
generatie van verbrandingsmotoren te versnellen.
English summary
The transport sector is responsible for a significant part of the worldwide
consumption of fossil fuels and the emission of greenhouse gases and air
pollutants. The internal combustion engine is the dominant type of powertrain
for both road and maritime applications at this moment, and is expected to
remain so in the foreseeable future. Alternative powertrain configurations are
accompanied by practical challenges and do not always have a lower impact on
the environment over their full life cycle. Therefore it is necessary to reduce the
impact of internal combustion engines on the environment and on human health.
This requires increasing the efficiency of the internal combustion engine and
reducing its emission of air pollutants and greenhouse gases. When combined with
low-carbon fuels, the internal combustion engine can be considered a sustainable
solution for the long term.
Low temperature combustion is one of the technologies that enables achieving
both a higher efficiency and lower emissions simultaneously. Low temperature
combustion is a noun for combustion regimes that operate with a lean air-fuel
mixture and where the combustion occurs at a low temperature. Although
many combustion regimes exist that are based on these principles, only the two
most common combustion regimes are dealt with in this work: Homogeneous
Charge Compression Ignition (HCCI) and Partially Premixed Combustion (PPC).
HCCI operation is characterised by a lean, homogeneous air-fuel mixture that
auto-ignites due to the temperature rise during the compression stroke of the
engine. One of its major drawbacks, is the limited operation range in which a stable
combustion occurs. This issue is addressed during PPC operation by allowing
some degree of inhomogeneity in the air-fuel mixture and in the in-cylinder
temperature.
Further research is required to overcome the drawbacks and challenges associated
with HCCI and PPC operation, before they can be used in mass produced engines.
Due to the many degrees of freedom encountered during the development of an
internal combustion engine and the complex interactions between them, this is a
time-consuming process when done solely experimentally. Simulation software
that predicts the engine’s output is commonly used to accelerate the development
process. The simulation software requires accurate models that calculate each
aspect of the engine’s operation. One of these models is the wall heat transfer
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model, that predicts the heat transfer from the gases in the combustion chamber to
the walls of the combustion chamber. Knowing the heat transfer is crucial for an
accurate prediction of the engine’s operation. The heat transfer directly affects the
efficiency, the pollutant formation and the combustion event.
A literature study demonstrated that the heat transfer models developed for
traditional internal combustion engines are not suitable for engines with low
temperature combustion operation. The goal of this work was to construct a new
heat transfer model for HCCI and PPC engines. However, experimental data of the
heat transfer in low temperature combustion engines, to develop and validate the
model, is scarce. Therefore heat transfer measurements were conducted on two
test engines during HCCI and PPC operation.
The heat transfer was measured in two single-cylinder engines: a Waukesha CFR
engine at Ghent University and a Scania D13 engine at Lund University (Sweden).
Whereas the Scania engine allowed both HCCI and PPC operation, the CFR
only allowed HCCI operation because of limitations of its fuel injection system.
The heat transfer was investigated experimentally using two heat flux sensors: a
commercial thermopile sensor and a Thin Film Gauge sensor. The Thin Film
Gauge sensor was developed, manufactured and calibrated in-house for each of the
test engines. Since the heat flux measured with each of the two sensors does not
necessarily correspond to the actual heat flux through the cylinder wall, a method
was developed to calculate the actual heat flux through the cylinder wall. This
method reconstructs the temperature distribution inside the cylinder wall based
on the measured heat flux. The convection coefficient, on the other hand, can be
directly derived from each of the sensor’s measurements. It is solely a property of
the in-cylinder flow and the mixture’s gas properties.
The heat transfer measurements in this work were designed and analysed
according to the Design of Experiments methods. This allowed acquiring a
database of heat transfer measurements that encompasses the entire operating
range of the engine with a variation of certain engine settings, using only
a minimum amount of engine experiments. This database of heat transfer
measurements was used to investigate the effect of the engine settings on the
heat transfer, to evaluate the accuracy of the existing heat transfer models and
to develop a new heat transfer model. It is commonly hypothesized that the
heat transfer is spatially homogeneous during HCCI operation. This hypothesis
was validated by performing heat flux measurements at multiple locations in the
combustion chamber. However, this is not the case during PPC operation due to the
stratified nature of the combustion. Because of the stratification, the heat transfer
is lower during the combustion compared to HCCI operation.
A statistical analysis was performed on the effect of the engine settings on the
maximum heat flux and the total heat loss during the cycle for motored, HCCI
and PPC operation of both engines. During motored operation, the maximum heat
flux is a linear function of the compression ration, the engine speed and the intake
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pressure. The inlet air temperature, on the other hand, does not affect the heat
transfer. The observed trends were explained using the change in the mixture’s
gas properties and its temperature. During fired operation, the trends for motored
operation are also visible, but are augmented or reduced when the engine settings
advance or delay the combustion. The maximum heat flux is a linear function of
the fuel mass rate, given its linear effect on the energy content of the mixture.
The start of injection has a quadratic effect on the heat flux, which coincides with
its quadratic affect on the start of combustion. A maximum occurs at a certain
injection timing.
An evaluation of multiple existing heat transfer models demonstrated that these
models are not suitable for predicting the instantaneous heat flux during HCCI
and PPC operation. The model of Woschni, for example, required a significant
reduction of one of its model coefficients to not overestimate the effect of the
combustion on the heat transfer. Even after calibrating their model coefficients,
all the models overpredict the heat flux during the expansion phase, which leads
to an overestimation of the total heat loss. Moreover, the models were not able
to predict the change in heat transfer when the engine settings were varied over a
wide range or when a different fuel was used. This demonstrates the need for a
new heat transfer model.
For this reason, a new heat transfer model was developed for low temperature
combustion engines. The model addressed two shortcomings of the existing heat
transfer models already present during motored operation: the phasing of the
instantaneous heat flux and the overprediction of the heat flux during the expansion
phase. This was achieved by implementing the in-cylinder turbulence in the heat
transfer model. The heat transfer during the combustion was taken into account
by using the turbulence generated in the burned zone. This allowed the model to
accurately predict the instantaneous heat flux and the effect of varying the engine
settings and the fuel on the heat transfer. Contrary to the existing heat transfer
models, the new model does not require a recalibration of its model coefficients.
A comparison with the model of Bargende showed that the heat transfer model is
better able to predict the instantaneous heat flux, the maximum heat flux and the
total heat loss.
In conclusion, the current work succeeded in reaching its goals. A unique set
of heat transfer measurements during low temperature combustion operation was
collected. This data was used to gain more insight into the heat transfer during low
temperature combustion, to point out the deficiencies in the current heat transfer
models and to develop a new heat transfer model. The heat transfer model can be
used in simulation software to assist in the development of a new generation of
internal combustion engines.

1
Introduction
1.1 The future of the internal combustion engine
Individual mobility and the transportation of goods have become indispensable
needs in our society. However, the transport sector is responsible for over 60% over
the worldwide oil consumption and it is the second largest source of carbon dioxide
(CO2) emissions, only surpassed by the energy production sector [1]. Next to its
contribution to global warming with the emission of CO2, a greenhouse gas, the
transport sector is also responsible for the emission of air pollutants such as oxides
of nitrogen (NOx), carbon monoxide (CO), sulphur oxides (SOx), hydrocarbons
(HC) and particulate matter (PM) or soot [2]. Whereas the emission of air
pollutants has been reduced significantly compared to 1990 levels, the emissions
of CO2 have increased, as can be seen in Fig. 1.1. This is true for all different types
of transport: aviation, maritime and road transport, due to their increased usage.
The internal combustion engine is the dominant type of powertrain for both
road and maritime applications at this moment, and is expected to remain so
in the foreseeable future. Therefore policy makers worldwide are imposing
increasingly stringent legislation for manufacturers of internal combustion engines
to reduce their impact on the environment and on human health. Examples are the
introduction of legislation that limits the maximum allowable CO2 emissions [3]
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and air pollutants [4] of passenger cars sold in the European Union, but also for
seagoing vessels in emissions controlled areas [5]. Future legislation will continue
on this path towards low-emission transport [6].
1990 1994 1998 2002 2006 2010 2014
0
30
60
90
120
150
180
210
Year
Em
is
si
on
 in
de
x
 
 
CO2, road
CO2, aviation
CO2, maritime
CO
NO
x
PM
SO
x
SO
x, road
Figure 1.1: The emissions index (relative to 1990) in the European Union [2, 7]
Multiple technologies have been suggested to reduce the emissions of greenhouse
gases and air pollutants, each accompanied by their own benefits and challenges.
In recent years, the electrification of the powertrain has gained traction and has
led to the introduction of hybrid vehicles with both an internal combustion engine
and a battery powered electric motor and fully electric vehicles with battery packs
or fuels cells. Although the high efficiency of the electric motor and the lack
of tailpipe emissions of fully electric vehicles are favourable properties, several
drawbacks prevent their mass market penetration. On the one hand practical
drawbacks exist, such as the time required for charging and the limited driving
range due to the small energy density of battery packs. The high cost and weight
associated with battery packs required for long distance transport, makes electric
vehicles only suitable for light-duty applications such as passenger cars. On the
other hand, the environmental impact of the manufacturing process of electric
vehicles and the generation of electricity cannot be neglected. It is estimated that
120 to 180kg CO2 is emitted per kWh battery capacity during the manufacturing
of the battery [8–10]. For this reason, not only the the tailpipe emissions need to
be considered, but also the emissions during the production of the vehicle and the
energy carrier. Such a full life cycle assessment of the CO2 emissions is presented
in Fig. 1.2 [10] for light duty vehicles with an internal combustion engine (ICEV),
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with a hybrid powertrain (PHEV), with an electric drive and an internal combustion
engine for electricity generation (REEV) and with an electric drive (BEV) only.
The number next to the electric vehicles indicates the full electric driving range. A
typical lifetime mileage of 168.000km is assumed and the electricity generation is
based on the electricity mix in Germany in 2014.
Figure 1.2: Life cycle assessment of different powertrain configurations [10]
It can be seen that a diesel powered vehicle currently has the lowest emissions
of CO2. Since the emissions of electric powered vehicles are mainly dependent
on how the electricity is generated, a reduction in their carbon footprint can be
achieved by shifting to an electricity production with renewable energy. However,
a significant portion of its carbon footprint is also attributed to the production of
the battery, even for vehicles with a modest electric driving range. This is mainly
caused by the mining and production of the required materials for the battery’s
cathode. Since this fraction scales almost linearly with the battery capacity and
since little potential for emissions reduction is expected here, a limit exists for the
carbon footprint of an electric vehicle equipped with a battery. Similar conclusions
can be drawn for fuel cell vehicles, in which the generation of the hydrogen and
the production of the fuel cell are the major contributors to the emitted greenhouse
gases [11]. For vehicles with an internal combustion engine, the CO2 emissions
are mostly generated by the engine during usage and during the production of the
fuel. A reduction in its carbon footprint can be achieved by increasing the thermal
efficiency of the internal combustion engine and by using a low-carbon fuel.
For the reasons outlined above, the internal combustion engine, complemented
with an electric motor, is expected to continue to power light-duty vehicles in
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the long term and to remain dominant for heavy-duty applications. The focus
of its development needs to be on decreasing the emissions of air pollutants
and increasing its efficiency to reduce greenhouse gas emissions by further
optimization of the combustion event. The carbon footprint can be reduced further
by the usage of low-carbon fuels and by the electrification of the powertrain for
light-duty vehicles.
1.2 Low temperature combustion
With traditional diesel or compression ignition (CI) engines, it is possible to
achieve a peak brake thermal efficiency of over 50% [12]. However, reducing the
tailpipe emissions of NOx and PM requires an expensive exhaust aftertreatment
system, such as a diesel particulate filter, a lean NOx trap and/or a selective
catalytic reduction system. Furthermore, these aftertreatment systems penalise the
fuel efficiency and increase the vehicle’s weight. A possibility to get around this
efficiency-emissions trade-off, is by operating the fuel injection system at a higher
pressure, which further increases the price of the CI engine. A traditional gasoline
or spark ignition (SI) engine is not able to match the brake thermal efficiency of
a CI engine, but a relatively cheap three-way catalyst is sufficient to reduce the
emissions of NOx. Technologies to further increase its efficiency, such as a direct
fuel injection system, not only increase the price of the engine but also introduce
the need for a more expensive exhaust aftertreatment system.
To avoid the drawbacks inherent to each of these combustion types, a new
generation of internal combustion engines is being developed, that operate
according to the principles of low temperature combustion. This is a collective
term for combustion regimes that have very low engine-out emissions of both NOx
and PM by operating at a low combustion temperature. The reasoning behind
low temperature combustion can be found by looking at the effect of the local
equivalence ratio and the temperature of the air-fuel mixture on the formation of
NOx and PM, shown in Fig. 1.3 [13]. In order to significantly reduce or avoid
the formation of NOx and PM, regions with a high temperature and a high local
equivalence ratio need to be avoided. Fuel-rich zones can be avoided by sufficient
premixing of the air and fuel before combustion. The in-cylinder gas temperature
can be reduced by diluting the air-fuel mixture with excess air or exhaust gases
to create a globally lean mixture. The techniques also allow achieving a high
thermal efficiency. Although many combustion regimes exist that are based on
these principles, using various techniques to achieve them, only the two most
common combustion regimes will be discussed in this work: Homogeneous
Charge Compression Ignition (HCCI) and Partially Premixed Combustion (PPC).
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Figure 1.3: The NOx-PM trade-off for different combustion regimes [13]
HCCI
The HCCI concept was first proposed by Onishi et al. [14] in 1979 as a novel
combustion regime for two-stroke engines and recently Mazda has announced to
implement it into a production engine. It is characterised by a lean, homogeneous
air-fuel mixture that auto-ignites due to the temperature increase during the
compression stroke. Obtaining a homogeneous mixture requires sufficient mixing
time for the air and fuel which can be achieved by injecting the fuel in the intake
port or in the combustion chamber during the intake stroke or during the first part of
the compression stroke. Given the homogeneous nature of the air-fuel mixture, the
combustion occurs nearly simultaneously across the entire combustion chamber,
which results in a short and spatially homogeneous combustion. No PM is formed
during the combustion, because the mixture is both globally and locally lean. Due
to the globally lean mixture and the short combustion duration, the temperature
remains below the formation temperature of NOx. HCCI operation is illustrated
with the black arrows in Fig. 1.3.
Besides the low emissions of PM and NOx, the HCCI concept has several other
benefits. The most important being its potential to achieve a high efficiency, which
can attributed to the following:
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• A lean air-fuel mixture.
• Load control by adjusting the equivalence ratio, eliminating the need for a
throttle valve with associated pumping losses.
• A short combustion duration, so the cycle resembles the ideal Otto cycle
where heat is added at a constant volume.
• The possibility to employ a high compression ratio, increasing the maximal
achievable efficiency
Other benefits of the HCCI concept are its low cycle-to-cycle variation and its
potential to be operated with different fuels, with a wide range of octane numbers.
However, despite extensive research in recent years, the HCCI principle still has
several drawbacks. Its major drawback is the lack of direct control over the
start of combustion. Since the combustion is controlled by the chemical kinetics
governing the auto-ignition, its start is determined by the mixture’s composition
and temperature and it is not coupled to the injecting timing. For this reason a
feedback loop is required that monitors the combustion phasing and continuously
adjusts the charge conditions to achieve combustion at the desired time. A second
major drawback of the HCCI principle is its limited operating range in which a
stable combustion occurs. At high loads, the short combustion duration leads to
a rapid energy release that causes a very fast pressure rise. This gives unwanted
combustion noise and possibly even engine damage. At low loads, the combustion
can become unstable when insufficient energy is available to ignite the charge.
This is also the case for cold start conditions, when the mixture loses its heat to
the cold combustion chamber walls. Finally, the emissions of CO and unburned
hydrocarbons (UHC) are higher compared to traditional SI and CI engines. This is
caused by a combination of trapped fuel in crevices and cylinder wall quenching
and the low combustion temperature that can be insufficient for the oxidation of
CO and UHC during the latter part of cycle.
PPC
Kalghatgi et al. [15, 16] and Noehre et al. [17] demonstrated that many of
the drawbacks of HCCI operation can be negated by allowing some degree of
inhomogeneity in the air-fuel mixture and the in-cylinder temperature. The PPC
concept tries to achieve the principles of low temperature combustion without
requiring a fully homogeneous mixture. The fuel is injected directly into the
combustion chamber, but compared to conventional CI operation, the start of
combustion occurs when the fuel injection is finished, avoiding the soot formation
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during diffusion combustion. This requires a larger ignition delay compared
to conventional CI operation to allow for more mixing time of the air and
fuel. This can be obtained by injecting the fuel earlier, during the compression
stroke (early-injection PPC) or later, during the first part of the expansion stroke
(late-injection PPC). In both cases the temperature and density of the charge are
lower, which increases the fuel’s ignition delay. For low octane fuels, the ignition
delay can be increased further by applying exhaust gas recirculation (EGR) which
reduces the mixture’s temperature and the fuel’s reactivity. PPC operation is
illustrated with the grey arrows in Fig. 1.3. Compared to HCCI operation, local
fuel rich zones exist and compared to conventional CI operation, the combustion
is fully premixed.
Since the air-fuel mixture is not spatially homogeneous, the combustion is also
not homogeneous. A conceptual model of PPC combustion has been proposed
by Musculus et al. [18]. The combustion starts downstream of the fuel jet, at
local fuel rich zones and then propagates upstream toward the injector. Soot is
being formed in these fuel-rich zones, but it oxidises later in the cycle. These
fuel-rich zones at the head of the jet arise from an entrainment wave that starts at
the injector nozzle, when the injection rate decreases, and that leans the fuel jet
when it propagates downstream. Due to their lower reactivity, the leaner zones
upstream will combust later than the fuel-rich zones downstream. Overly lean
zones near the injector nozzle may not ignite at all, resulting in the formation of
UHC and CO. UHC and CO can also be formed by liquid droplets that dribble
from the nozzle. The different phenomena described are also observed during
optical studies of the combustion [19], as shown in Fig. 1.4. The images of the
natural luminosity of the combustion show the combustion in the six fuel rich
zones, starting at the periphery and progressing to the center. It can be concluded
that the combustion is spatially heterogeneous, as it is mainly located at the head
of the fuel jet, at the periphery of the combustion chamber.
Figure 1.4: PPC combustion images obtained through the piston-crown window of a
heavy-duty engine [19]
Compared to HCCI operation, PPC operation offers the same benefits, such as
its high efficiency, low emissions of NOx and PM and fuel flexibility [20], but
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also overcomes some of its drawbacks. With PPC operation, it is even possible to
achieve a higher efficiency due to the reduced heat losses. Although the chemical
kinetics still play an important role in determining the start of the combustion, the
timing of the fuel injection can be used to control the start of the combustion, as it
determines the local equivalence ratio and, consequently, the mixture’s reactivity.
Moreover, higher engine loads can be attained without excessive pressure rise rates
due to the stratified nature of the combustion, resulting in a longer combustion
duration. Although the CO and UHC emissions are lower compared to HCCI
operation, they can still exceed regulated limits at low load operating conditions.
1.3 Heat transfer in internal combustion engines
The chemical energy of the fuel is converted by the combustion to useful work on
the piston, but a part of its energy is also lost with the hot exhaust gases and as heat
transferred to the coolant, as illustrated with Fig. 1.5. The heat to the coolant is
transferred from the hot combustion gases to the walls of the combustion chamber
and this heat loss is the subject of this work.
Figure 1.5: Engine heat transfer
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A lot of research has been conducted to lower the heat losses to the walls and
hereby increasing the engine’s efficiency. For example by lowering the in-cylinder
gas temperature, by using low temperature combustion or water injection [21],
or by reducing the temperature difference between the combustion gases and
the combustion chamber walls, by applying ceramic coatings on the combustion
chamber walls and piston [22] or operating the engine with an elevated coolant
temperature [23]. Next to the efficiency, the heat transfer also affects the
emission of pollutants, as many of the chemical reactions in their formation are
highly dependent on the mixture’s gas temperature. Its direct effect on the gas
temperature is even more important for the combustion process during HCCI and
PPC operation, since the combustion is controlled by chemical kinetics, which are
also highly temperature dependent.
Simulation
In order to overcome the drawbacks associated with HCCI and PPC operation
and make them suitable for mass production engines, further research is required.
For example by finding the best combination of fuel, engine geometry and fuel
injection strategy. Due to the large number of degrees of freedom and the
interactions between them, this is a time-consuming process when done solely
with engine experiments. Simulation software that predicts the engine’s output
has become an essential tool to speed up the engine development process. Due
to the complex interaction between fluid motion and combustion chemistry,
full-cycle CFD-simulation with detailed chemical kinetics require a substantial
computational time. Therefore it is not suited for applications that are time-critical
or with many operating conditions. This can be resolved by using simplified
single- and multi-zone [24, 25] simulation software, that require additional models
to solve the equations of mass and energy. One of the required models is the
wall heat transfer model, that predicts the heat transfer from the bulk gases to the
combustion chamber walls. The accuracy of the heat transfer has a large impact on
the simulation results, as the heat transfer directly impacts the efficiency, pollutant
formation and combustion for low temperature combustion engines. For example,
overestimating the wall heat transfer will result in a reduced mixture temperature,
which will predict the start of combustion happening too late. This will not only
affect the shape of the pressure trace, but also the prediction of emissions such
as NOx, CO and UHC due to the temperature dependence of their formation
process. Consequently, having an accurate prediction of the heat transfer is crucial.
Currently, heat transfer models developed for traditional SI and CI engines are
being used. However, research has shown that these models are not applicable for
HCCI and PPC engines [26], or that they require significant adjustments [27].
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1.4 Scope and outline
Engines operating according to the principles of low temperature combustion,
such as HCCI and PPC egines, are very interesting. Their adoption can lead to
a significant reduction in the emissions of greenhouse gases and air pollutants
by the transport sector. However, further optimization is required before they
can be used for mass produced application. Simulation software can be used to
accelerate this process, if accurate sub models are present for low temperature
combustion. However, despite the importance of the heat transfer, little research
has been conducted on the heat transfer in low temperature combustion engines.
This makes it difficult to validate the applicability of existing heat transfer models
or to develop a new heat transfer model. The goal of this work is to construct a
new heat transfer model for HCCI and PPC engines, that takes into account the
specific nature of low temperature combustion. This model is based on in-cylinder
heat transfer measurements performed on two test engines during HCCI and PPC
operation.
In Chapter 2 an overview is given of the measurement equipment (engine test
benches and heat flux sensor) that was used to carry out the measurements in
this work. The measurements conducted during HCCI and PPC operation are
described in Chapter 3, together with an experimental investigation of the effect
of the engine settings on the heat transfer. With these measurements, existing heat
transfer models are evaluated in Chapter 4. Based on the experimental data and
the findings from model evaluation, a new heat transfer model in constructed. The
build up of the model, its calibration and validation are described in Chapter 5.
Finally, in Chapter 6 the main findings are summarized and an outlook for future
work is given.
2
Experimental equipment and
measurement methodology
In this work, the heat transfer is investigated experimentally in a Waukesha CFR
(Cooperative Fuel Research) engine and a Scania D13 engine. The heat transfer
is evaluated by measuring the instantaneous heat flux from the gases in the
combustion chamber to the combustion chamber walls. The heat flux is measured
with one or more heat flux sensors mounted in the combustion chamber wall of
these engines. The engine test benches and the heat flux sensors are described in
this chapter, as well as the measurement methodology.
2.1 Waukesha CFR engine
The Waukesha CFR engine is a standardized, overhead valve, single-cylinder, four
stroke engine. It can be operated at a constant speed of 600 or 900rpm and it has
an adjustable compression ratio. The engine specifications are listed in Table 2.1
and a cross section of the cylinder is displayed in Fig. 2.1, showing the possible
sensor mounting positions: P1-P4. Sensor position P1 is located in the cylinder
head and was originally used to mount a spark plug. Since no spark is required
in the research, it can also be used to mount a sensor. Sensor positions P2-P4 are
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located at the same height in the combustion chamber and are equally distributed
around the circumference of the cylinder. To avoid covering the sensor with the
piston or damaging it, the compression rate has to be kept below 10 when a heat
flux sensor is mounted in one of the positions.
Table 2.1: CFR engine properties
Bore 83.06mm
Stroke 114.2mm
Connecting rod length 254mm
Swept volume 618.8cm3
IVC 19○ca ABDC
EVO 39○ca BBDC
Figure 2.1: Cross section of the CFR engine, P1-4: possible sensor positions, IV: intake
valve, EV: exhaust valve
Engine control
The engine is equipped with a programmable MoTeC M4 Pro Engine Control
Unit to control the fuel injection and the EGR valve. The injection timing is kept
constant and the injection duration is adjusted to obtain the desired load. The
fuel injector is located 180mm before the intake valve to attain a homogeneous
air-fuel mixture in the cylinder. An air preheating system and an external EGR
loop are added to the base engine to achieve HCCI operation. Fig. 2.2 shows a
scheme of the engine layout. The intake air is heated with a 6kW Osram Sylvania
inline heater, which is controlled by a PID controller to keep the temperature at
the inlet within 0.5○C of the set value. The amount of EGR is adjusted with a
PWM-controlled EGR valve in the intake. The exhaust gases are routed through a
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heated buffer vessel to avoid condensation of the water vapour, before being mixed
with the intake air between the intake air buffer vessel and the air heater.
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Figure 2.2: Scheme of the engine setup
Data acquisition
The in-cylinder pressure is measured with a water-cooled Kistler 701A piezo-
electric sensor (mounted in P2). The inlet and outlet pressure are measured with
two water-cooled Kistler 4075A10 piezoresistive pressure sensors. The in-cylinder
pressure is referenced with the inlet pressure. The air flow rate is measured with
a Bronkhorst F-106BZ flow sensor and the fuel mass flow rate is measured with a
Bronkhorst mini Cori-Flow M13 coriolis mass flow meter. K-type thermocouples
are used to measure coolant, oil and inlet and exhaust gas temperatures.
A National Instruments PXI data acquisition system is used to sample all the sensor
signals, which are visualised and stored with a custom LabVIEW program. The
crank angle resolved signals (pressure and heat flux) are acquired synchronously
with a PXI-6143 S-series card, triggered by a crank angle encoder every 0.25○ca
for 100 consecutive cycles. This results in a sampling rate of 14.4kHz at 600rpm
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or 21.6kHz at 900rpm. The crank angle resolved temperatures, measured by the
thermocouple embedded in the heat flux sensors, is sampled with a PXI-6251
M-series card synchronously with the channels of the 6143 S-series card. The
thermocouple conditioning is performed with an SCXI-1102 unit with built in cold
junction compensation. The other signals are averaged over time and acquired with
a PXI-6224 M-series card at a sampling rate of 1Hz. The intake air temperature is
controlled by means of a PID controller implemented in the LabVIEW program,
which controls the heater’s power supply with a PXI-6251 M-series card.
The exhaust gas composition is measured with the analysers listed in Table 2.2.
The CO2 concentration is measured in both the exhaust and the intake to determine
the EGR concentration.
Table 2.2: Exhaust gas analysers
Device Type Components
Maihak Oxor-P S710 paramagnetic O2
Maihak Unor 610 non-dispersive infrared NO
Maihak Multor 610 non-dispersive infrared CO, CO2 and NOx
Maihak Thermor 615 thermal conductivity H2
Signal Model 3000 flame ionization THC
2.2 Scania D13 engine
In addition to the CFR engine, heat flux measurements were also conducted
on a Scania D13 engine, during a research stay at the Department of Energy
Sciences of Lund University. The Scania D13 engine is a heavy-duty, overhead
valve, four stroke engine. Compared to the original 6-cylinder truck engine, five
cylinders are deactivated for it to be operated as a single-cylinder engine. The
engine specifications are listed in Table 2.3. The cylinder head was modified to
accommodate the installation of two heat flux sensors: one sensor in the bowl-zone
of the piston and one sensor in the squish-zone. The piston geometry is shown in
Fig. 2.3 and the cylinder head with the locations of the heat flux sensors and the
cylinder pressure sensor is shown in Fig. 2.4.
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Table 2.3: Scania D13 engine properties
Bore 130mm
Stroke 160mm
Connecting rod length 255mm
Swept volume 2124cm3
Compression ratio 17.3
IVC 39○ca ABDC
EVO 43○ca BBDC
Figure 2.3: Scania D13 piston geometry
Engine control
The engine is equipped with a production, direct injection, XPI common rail
fuel injection system. A real time running LabVIEW program, in conjunction
with a National Instruments PXI-7854R FPGA card and with Powertrain Control
modules 9751 and 9759, allows controlling the common rail pressure and the
timing, duration and number of injections. A narrow spray angle injector with
a spray angle of 120○ is used in this work. Pressurised air from the workshop
is diverted to the intake manifold. A control valve and a 7.5kW heater control
the intake air pressure and temperature, based on the set value in the LabView
program. The engine is equipped with an external EGR loop, whereby the exhaust
gases are cooled first to 20○C to condense the water vapour, before being mixed
with the fresh intake air. The amount of EGR is controlled with an EGR valve
in the intake and a back-pressure valve in the exhaust, both controlled by the
LabVIEW program. Fig. 2.5 shows a scheme of the engine layout.
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Figure 2.4: Scania D13 cylinder head showing the locations of heat flux measurement (q)
and pressure measurement (P)
Data acquisition
The in-cylinder pressure is measured with an AVL GH13P piezoelectric sensor.
Inlet and outlet pressure are measured with a Keller PAA-23SY and a Keller
PAA-21SR piezoresistive pressure sensor, respectively. The in-cylinder pressure
is referenced with a polytropic fit during the compression stroke. The air flow
rate is measured with a Bronkhorst F-106B flow sensor and the fuel mass flow
rate is determined gravimetrically. K-type thermocouples are used to measure the
temperature of the coolant, oil, inlet, and exhaust gases.
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Figure 2.5: Scheme of the engine
The crank angle resolved signals (pressure and heat flux) are acquired
synchronously with a National Instruments PXI data acquisition system, triggered
by a crank angle encoder every 0.2○ca for 100 consecutive cycles. The sensor
signals are visualised and stored with the same LabVIEW program used for the
engine control. The pressure signals are sampled with a PXI-7854R FPGA card
and the heat flux is sampled with a PXI-6143 S-series card, synchronised with
the channels of the FPGA card. The other signals are acquired with an Agilent
34972A LXI data logger at a sampling rate of 1Hz. The data is visualised and
stored with a separate LabVIEW program. Per operating point, these signals are
measured over 30s and subsequently averaged.
The exhaust gas composition is measured with an AVL AMA i60 emission system.
The total hydrocarbon and methane concentrations are measured with a flame
ionization detector and the carbon dioxide and carbon monoxide concentrations
are measured with an infrared detector. A chemiluminescence detector is used
to measure NOx and NO concentrations simultaneously and a paramagnetic
detector is used to measure the oxygen concentration. The carbon dioxide
concentration is measured in both the intake and exhaust gases, to determine the
EGR concentration.
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2.3 Heat flux measurement
In this work, the heat transfer from the gases in the combustion chamber to the
combustion chamber walls is investigated. The heat transfer is convective in
nature, since it is driven by the temperature difference between the gases and the
cylinder wall and by the motion of these gases. If soot particles are formed during
the combustion or if a luminous flame is present, then radiative heat transfer also
contributes to the total heat transfer. However, since these conditions do not occur
in low temperature combustion engines, the radiative heat transfer does not need
to be considered.
The heat transfer is evaluated experimentally by measuring the instantaneous
convective heat flux. This is achieved by installing a heat flux sensor in the
combustion chamber wall, in direct contact with the combustion gases. The
heat transfer between a fluid and a surface can be described with the convection
coefficient, that is defined as the ratio of the heat flux to the temperature difference
between the fluid and the surface, according to Eq. 2.1.
h = q
Tgas−Twall (2.1)
With h the convection coefficient, q the heat flux from the combustion gases to the
combustion chamber wall (positive in this direction), Tgas the temperature of the
combustion gases and Twall the temperature of the combustion chamber wall. The
gas temperature can be determined from the measured in-cylinder pressure and
mass flows using the ideal gas law. The heat flux and the combustion chamber wall
temperature need to be measured as well, to be able to determine the convection
coefficient. In most cases the heat flux sensor also measures the wall temperature.
Numerous types of sensors have been proposed to measure the heat flux in
internal combustion engines, since the first experimental heat transfer investigation
performed by Eichelberg [28] in 1923. The heat flux sensor should meet a number
of criteria. First of all, the sensor should provide accurate results within the
expected measurement range (from 0 to 200W/cm2). This also includes a fast
response time (less than one millisecond) and a high signal-to-noise ratio. The
sensor should be mounted flush with the combustion chamber wall so it does not
affect the fluid flow and, ideally, should not disturb the local temperature and heat
flux distribution in the cylinder wall. This last requirement is difficult to meet
and the error introduced by the presence of the sensor will be discussed in more
detail further in this chapter. Finally, the sensor should be able to cope with the
harsh conditions in the combustion chamber. It should survive in a combustible
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atmosphere and be able to withstand the high temperature and peak pressure. Since
only a limited amount of space is available in the cylinder head of most engines,
the sensor needs to be small enough to be mounted in the combustion chamber.
This requires a design that is both compact and strong.
Four categories of heat flux sensors can be distinguished based on their operating
principle [29].
1. The temperature difference is measured over a certain distance with a known
thermal resistance.
2. The temperature is measured over time with a known thermal capacitance.
3. The energy input that is required to obtain a steady condition is measured.
4. The temperature gradient in the fluid adjacent to the surface is measured.
Only heat flux sensors from the first two categories are considered for this research.
This is because sensors from the third category are more suited for steady state
heat transfer measurements and sensors from the fourth category require optical
access to the combustion chamber. Based on the evaluation of heat flux sensors
for internal combustion engines performed by Wimmer et al. [30] and Demuynck
et al. [31–33], two different heat flux sensors are selected: a thermopile sensor
(from category 1) and a Thin Film Gauge sensor (from category 2). In their work,
they compared these sensors to an eroding ribbon sensor, a coaxial thermocouple
sensor and a pair wire thermocouple sensor. Both the thermopile and the Thin
Film Gauge sensor exhibited a better accuracy, a faster response time and a higher
signal-to-noise ratio compared to the other tested sensors. The operating principle
of both sensors will be discussed in the following sections.
2.4 Thermopile sensor
With a thermopile sensor, the heat flux is determined from the temperature
difference between two sides of a thermally insulating layer, according to Eq. 2.2.
This requires knowing the thermal conductivity (k) and the thickness (δ ) of the
insulating layer, together with the temperature difference (∆T) across the insulating
layer.
q = −k · dT
dx
= −k · ∆T
δ
(2.2)
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Since only the temperature difference over the insulating layer needs to be known,
and not the temperatures themselves, a thermocouple with junctions at either
side of the insulating layer can be used. In this case, the output voltage of the
sensor is proportional to the temperature difference between both junctions and,
consequently, to the heat flux perpendicular to the insulating layer. The most
common thermocouples only have a maximum sensitivity of 50 to 100µV/○C [29].
In order to obtain a higher signal-to-noise ratio, the sensitivity can be increased by
placing multiple thermocouples in series across the insulating layer, as illustrated
in Fig. 2.6. This is the principle of the thermopile sensor and it increases the
output voltage proportional to the number of thermocouple pairs. However, this
also increases the size of the sensor’s surface. Another way of increasing the
sensitivity is by increasing the thickness of the insulating layer. This, on the other
hand, negatively impacts the sensor’s response time. Since a high response time
is required to measure the rapidly changing heat flux in an internal combustion
engine, a sensor with a thin insulating layer is selected and, as a consequence, a
large surface.
V 
Hot 
Cold 
Figure 2.6: Operating principle of a thermopile
The thermopile sensor chosen for this work is the Heat Flux Microsensor
(HFM-7) from Vatell (Fig. 2.7). It has a claimed response time of 17µs and
a minimum sensitivity of 150µV/W/cm2 [34, 35]. The thermopile’s output
voltage is proportional to the temperature difference across the insulating layer,
and consequently the heat flux. However, a correction is applied to account for
the insulating layer’s temperature. This temperature is measured with a platinum
thin film deposited in a loop pattern around the outer edge of the sensor face. The
temperature measurement relies on the fact that the thin film’s resistance changes
as a function of its temperature. This temperature is also a sensor output and is
considered to be the instantaneous wall temperature. A Vatell AMP-6 amplifier
[36] is used as a current source for the thin film to output a voltage and as an
amplifier for both output signals. As both sensor outputs are directly correlated
to their measured quantities, the heat flux and wall temperature are obtained by
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applying the calibration constants supplied by the manufacturer to the measured
voltages, without further signal processing.
Figure 2.7: Vatell Heat Flux Microsensor
In their sensor evaluation, both Wimmer et al. and Demuynck favoured the HFM
sensor compared to the Thin Film Gauge, as it requires no signal processing and
because it has a lower experimental uncertainty. However, the HFM sensor is
limited in its applicability. Its first downside is its large dimensions (diameter
of 8.74mm), which makes it impossible for the sensor to be mounted in certain
engines. This is not a problem for the CFR engine, where the HFM can be
mounted in one of the four sensor mounting positions. Its second downside is
its maximum pressure rating of 50bar. This reduces the applicability of the sensor
to low compression ratio engines and to low load operating conditions. For this
reason, it was chosen to use the Thin Film Gauge sensor, in cases when the HFM
sensor cannot be used.
2.5 Thin Film Gauge sensor
The second heat flux sensor that is being used in this work, is the Thin Film Gauge
(TFG) sensor. This sensor determines the heat flux by measuring the time history
of the surface temperature and calculating the conductive heat transfer through
its sensor body. The sensor consists of a thin platinum resistor deposited on
top of an electrically and thermally insulating ceramic (Macor®) substrate. The
surface temperature is determined by measuring the resistance of the platinum
film, that changes according to the temperature. Given the small thickness of the
film (0.5µm) [37] and the fact that the thermal conductivity of the film is an order
of magnitude higher than that of the ceramic substrate, it can be assumed that the
surface temperature is dominated by the ceramic substrate’s properties and that
the measured temperature is that of the substrate [38]. This allows achieving
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a response time of less than 10µs [39]. Platinum is the preferred material
for the resistor because of its linear resistance-temperature relationship over a
wide temperature range and its ability to survive in an oxidizing environment.
Additional to the platinum resistor at the surface, a thermocouple is placed inside
the substrate to measure the temperature at a known depth. A sketch of the
construction is shown in Fig. 2.8. This design is based on the sensors developed at
the University of Oxford for heat flux measurements in gas turbines.
q 
Twall 
Tdepth 
Figure 2.8: Scheme of a TFG sensor
The resistance change of the platinum is converted to a change in voltage by using
an HTA-3 amplifier as a constant current source. The signal is split up into a DC
signal that is amplified and low pass filtered and an AC signal that is also amplified,
but high pass filtered. The temperature is determined from the voltage obtained
from the AC signal to include the high frequency components of the temperature.
The steady state component of the temperature is added to the high pass filtered
temperature during the post processing by fitting the AC signal to the DC signal
using a linear least squares fitting.
2.5.1 Signal processing
The heat flux is determined by solving the inverse heat transfer problem. It
is calculated based on the measured time history of the surface temperature,
by solving the one-dimensional Fourier law (Eq. 2.2) and Fourier’s differential
equation (Eq. 2.3) [40].
∂T
∂ t
= α ·(∂ 2T
∂x2
+ ∂ 2T
∂y2
+ ∂ 2T
∂ z2
) (2.3)
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With α the thermal diffusivity of the substrate and T the temperature. Under the
assumption of a one-dimensional heat flux perpendicular to the sensor’s surface (in
the x-direction), Eq. 2.3 simplifies to Eq. 2.4. The one-dimensional heat transfer
hypothesis is verified with a finite element analysis of the sensor (see section
2.5.3).
∂T
∂ t
= α · ∂ 2T
∂x2
(2.4)
This differential equation can be solved with two different techniques: by applying
a Fourier series or by applying a Laplace transform (Impulse Response Method).
Both methods will be discussed next.
Fourier method
Using a Fourier series to solve Eq. 2.4 is the most commonly used method [41]
if the instantaneous surface temperature is known. In this case, the surface
temperature is measured with the platinum resistor. The surface temperature T1
can be represented by the following Fourier series:
T1 = Tmean+ ∞∑
i=1 Ki · cos(i ·ω ·t)+Gi · sin(i ·ω ·t) (2.5)
Tmean is the mean surface temperature, Ki and Gi are the numerical coefficients
of the Fourier analysis and ω is the natural frequency of the signal. Under the
assumption of a semi-infinite substrate, the temperature at a certain depth X is
constant (Tdepth). Given the rapid decay of the temperature fluctuations in the
substrate, this assumption is already valid 1mm in the substrate. With these
boundary conditions, the solution to Eq. 2.4 is given by the following expression:
T(x,t) =Tmean− x ·(Tmean−Tdepth)X + ∞∑i=1 e−
√
i·ω
2·α ·x ·
⎡⎢⎢⎢⎢⎣Ki · cos(i ·ω ·t −
√
i ·ω
2·α
·x)+Gi · sin(i ·ω ·t −√ i ·ω2·α ·x)
⎤⎥⎥⎥⎥⎦ (2.6)
Applying the one-dimensional heat conduction law (Eq. 2.2), the heat flux through
the substrate becomes:
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q(x,t) =k · (Tmean−Tdepth)
X
+√ρ ·cp ·k · ∞∑
i=1
√
i ·ω
2
·e−√ i· ·ω2·α ·x ·
⎡⎢⎢⎢⎢⎣(Ki+Gi) · cos(i ·ω ·t −
√
i ·ω
2·α
·x)+(Gi−Ki) · sin(i ·ω ·t −√ i ·ω2·α ·x)
⎤⎥⎥⎥⎥⎦
(2.7)
Since the interest of this work lies in the heat flux through the sensor surface (at
x=0), the expression simplifies to:
q(0,t) =k · (Tmean−Tdepth)
X
+√ρ ·cp ·k · ∞∑
i=1
√
i ·ω
2
·
[(Ki+Gi) · cos(i ·ω ·t)+(Gi−Ki) · sin(i ·ω ·t)] (2.8)
The first part of the equation represents the steady-state component of the heat
flux and the second part the transient heat flux. The transient heat flux is a
function of the thermal product of the substrate (TP =√ρ ·cp ·k) and the measured
surface temperature. This demonstrates the importance of an accurate and fast
measurement of the surface temperature. The steady-state heat flux is a function
of the temperature at a known distance from the surface and the ratio of the
thermal conductivity of the substrate to the distance from the surface. Since
the temperature measured inside the substrate remains constant, a standard, slow,
thermocouple suffices for this temperature measurement. However, care should be
taken, that the thermocouple is placed deep enough into the substrate to ensure
a constant temperature and that the heat transfer between both measurement
locations is one-dimensional [42].
The steady-state heat transfer can also be determined in an alternative way, if
it is not possible to measure the temperature inside the substrate. In this case
only the transient part of the surface heat flux is calculated with Eq. 2.8. The
heat flux trace is given an offset, such that it is zero at the time the surface
temperature equals the calculated gas temperature in the combustion chamber
during the compression stroke [43]. This method eliminates the need for a second
temperature measurement, but does require knowing the in-cylinder pressure
and mass to be able to calculate the bulk gas temperature from the ideal gas
law. Broekaert and De Cuyper [44] performed a comparison of both methods to
calculate the steady-state heat flux in a spark ignition engine. It was demonstrated
that this method is able to provide consistent results and that the difference between
both methods lies within the experimental uncertainty.
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Impulse Response Method
An alternative method to calculate the heat flux from the surface temperature has
been developed by Oldfield [45]. It is called the Impulse Response Method, as
it uses a finite impulse response digital filter to convert the temperature to the
heat flux. This method is computationally more efficient than the Fourier method,
because the filter only needs to be calculated once for a sensor and can be reused
for each heat flux measurement. The method also avoids problems associated with
the inherent periodicity of discrete Fourier transforms of finite length sampled data
sets. The method is based on the Laplace transformation to solve Eq. 2.4, which
converts it to Eq. 2.9. The bar indicates the Laplace transformation of the variable.
s ·T = α · ∂ 2T
∂x2
(2.9)
Under the assumption of a semi-infinite substrate and given the one-dimensional
heat conduction law (Eq. 2.2), the following solution is found for the heat flux:
q = k√
α
·
√
s ·T ·e−x√s/α (2.10)
The surface heat flux becomes:
qx=0 =√ρck ·√s ·T x=0 (2.11)
Introducing the variable IR gives the following relationship between the surface
heat flux and temperature:
qx=0 = IR ·T x=0 (2.12)
When transforming the above equation back to the time domain, the product of
both variables is converted to their convolution.
qx=0 = IR∗Tx=0 (2.13)
The above demonstrates that the heat flux sensor behaves as a linear time invariant
system. This means that an impulse response (IR) exists that characterizes the
relation between the temperature and the heat flux. The impulse response can be
determined once for a given sensor and reused to calculate the heat flux from any
measured temperature trace. The discrete convolution to calculate the heat flux
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from the measured temperature trace, can be carried out computationally efficient
by the MATLAB signal processing toolbox function fftfilt. To be able to determine
the impulse response, a single case needs to exist where the relation between the
heat flux and temperature is known. This is the case for when a step in heat flux
is applied to the sensor’s surface. Then an analytical solution exists for Eq. 2.12,
that gives the relation between the heat flux and the temperature.
The method assumes that the sensor is in a steady-state condition at the start of the
measurement. Consequently, if the temperature measurement is started with the
engine running, only the transient heat flux is calculated. To obtain the total heat
flux, each of the methods to calculate the steady-state heat flux described in the
previous section can be used.
In this work, the Impulse Response Method is used for the calculation of the heat
flux, due to its faster computation time. If a thermocouple is present in the sensor,
the two-temperature method is applied to determine the steady-state heat flux. If
not, the gas temperature method is applied.
2.5.2 Calibration
The signal processing methods that are used to calculate the heat flux from the
measured temperature require knowing the following sensor properties:
• The relation between the measured resistance of the platinum and the
temperature.
• The thermal product of the ceramic substrate
• The ratio of the thermal conductivity of the substrate to the distance of the
second temperature measurement from the surface.
The calibration methods to obtain these sensor properties are described below.
Temperature - resistance relation
For a platinum resistor, the relation between the temperature and its resistance can
be described by Eq. 2.14.
R = R0 ·[1+α0 ·(T −T0)] (2.14)
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With R0 the reference resistance at a reference temperature T0 and α0 (in 1/°C)
the coefficient that expresses the linear relationship between the resistance and the
temperature. Both R0 and α0 need to be calibrated for every resistor, since small
differences in the width and thickness of the resistor can lead to large differences
in R0 and α0. A water bath is used for the calibration. The sensor is submerged in a
vessel filled with water. The water temperature is kept at a constant set value with
a PID-controlled heater and a pump circulates the water to obtain a uniform water
temperature. The water temperature is increased from room temperature up until
80○C and lowered back to room temperature in steps of 10○C. The coefficients R0
and α0 are obtained from a linear least squares fitting of the measured resistance
and water temperature. The results of the calibration are listed in Appendix A.
The wall temperature in the engine will range from 100 to 200○C, which is
within the linear range of the temperature - resistance relation for platinum. The
calibration cannot be performed at such high temperatures with the water bath,
as boiling of the water would disturb the temperature uniformity. De Cuyper et
al. [46] compared the results of a water bath calibration to those of an oil bath and
oven calibration. In the oil bath and the oven, a calibration up to 160○C could be
performed. The results show that the linear calibration characteristic obtained with
the water bath calibration is still valid up to those temperatures.
Demuynck [33] observed a change in the Thin Film Gauge’s readings after two
years of intermittent use. It was hypothesized that this was caused by the corrosion
of the resistor on the surface. The author did not observe this phenomenon. The
TFG sensors that did not fail during the measurements, were calibrated again after
finishing the measurement campaign. No significant change in α0 was observed
for any of the sensors. The obtained α0-value before and after the measurement
campaign on the Scania engine is shown in Fig. 2.9. The Thin Film Gauge sensors
used in this work are only used for one measurement campaign each, lasting only
a few days. No change in α0 is expected over such a short duration.
Thermal product
The thermal product of the ceramic substrate is required to calculate the transient
heat flux from the measured temperature. As can be seen from Eq. 2.8 and
Eq. 2.11, the transient heat flux is directly proportional to the substrate’s thermal
product. An error on the thermal product will lead to the same relative error on the
calculated heat flux. Consequently, it is very important to know the exact thermal
product to be able to determine the heat flux accurately.
The thermal product can be determined from the specifications listed by the
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Figure 2.9: Calibration constant before and after the measurement campaign
manufacturer of the ceramic substrate. To obtain a good adherence between the
platinum and the ceramic, the platinum must diffuse into the ceramic. This is
achieved by firing the sensor at an elevated temperature. However, the diffusion
of the platinum in the ceramic alters the thermal product of the ceramic near the
surface. For this reason, the effective thermal product of the ceramic needs to be
calibrated.
Since the thermal product is directly proportional to the transient heat flux, it can
be calibrated by measuring the surface temperature when the sensor is subjected
to a known heat flux. The easiest way of doing this, is by applying a step in heat
flux. In this case an analytical expression exists for the surface temperature as a
function of the magnitude (qstep) of the step in heat flux (Eq. 2.15):
T = 2·qstep√
ρ ·cp ·k ·
√
pi
·
√
t (2.15)
Different calibration set-ups have been proposed, using different heat sources:
convective [39, 47], conductive [48, 49] and radiative [30, 50, 51]. In most cases,
the experimental uncertainty on the calibrated thermal product is quite large, due to
the uncertainty of the magnitude of the heat flux. For example with a radiative heat
source, not all the heat radiated by the source is absorbed by the sensor because of
the reflection at the sensor’s surface. Also, some calibration rigs do not impose a
step in heat flux, but rather a step in gas temperature, which renders the imposed
analytical expression (Eq. 2.15) unusable.
In this work, the double electric discharge method is used to calibrate the thermal
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product of the ceramic substrate [38, 46, 52, 53]. This method is based on the
ohmic heating effect, whereby the electrical power dissipated by the resistor will
be converted into heat. A step in heat flux is simulated by applying a step in
electrical power through the resistor. This allows achieving a consistent and
accurate heat input. A calibration set-up is constructed that applies a step in
current and measures the resistance. More details on the calibration set-up can
be found in [46, 54]. To convert the magnitude of the electrical power pulse into
the magnitude of the step in heat flux, the surface area of the resistor needs to
be known. This is undesirable, since the measurement uncertainty on the surface
area can be quite large. For this reason, the electrical power pulse is applied two
times: one time with the sensor surface in contact with air and a second time with
the sensor submerged in a fluid with a known thermal product. By performing the
calibration twice, the surface area of the resistor is cancelled out in the calculations.
On the other hand, the thermal product of the fluid (glycerine in this case) needs
to be known. However, this can be found in literature with an uncertainty of ±4%.
With this calibration set-up, a value of 2665Wm−2K−1s1/2, with an accuracy of±4.5%, is determined for the effective thermal product of the ceramic substrate.
Thermocouple depth
The steady-state heat flux is calculated based on the conductive heat transfer
through the sensor, using the mean surface temperature and a constant temperature
inside the substrate. This requires knowing the ratio of the thermal conductivity
of the substrate to the distance of the second temperature measurement from the
surface (X/k). This parameter also requires calibration, due to errors during the
manufacturing process and the effect of the glue holding the thermocouple in
place. Since no calibration procedure has been found in literature, a new method
is proposed.
The calibration method is based on the comparison of the heat flux calculated using
two different techniques. The heat flux is calculated with the Impulse Response
Method and with the steady-state method according to Eq. 2.16.
q = k
X
.(Tsur f ace−Tdepth) (2.16)
The impulse response method only requires knowing the surface temperature trace
for the calculation of the heat flux and the thermal product of the substrate.
However, it assumes the sensor is in thermal equilibrium at the start of the
measurement. The steady-state method requires knowing both temperature traces
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and the X/k-parameter. Applying these two methods to calculate the heat flux,
allows a simple calibration of the X/k parameter by fitting the two heat flux curves
to each other.
To obtain a change in heat flux for the calibration, a shutter rig is used. In the
shutter rig, a hot air jet is used as a heat flux source and the air jet impinges onto
the surface of the TFG sensor. A fast opening shutter is placed in between the
TFG sensor and the hot air jet to create a rapid change in heat flux. A similar
set-up is used by Piccini et al. [39] and Billiard et al. [47] to determine the thermal
properties of TFG sensors with different substrates. In contrast to the shutter rig
used by Piccini et al. [39], the hot-air-gun is pointed upwards so that natural
and forced convection work in the same direction. The sketch of the shutter rig
(Fig. 2.10) shows that it consists out of two structures. The sensor and hot-air-gun
are mounted on the first structure and the shutter is mounted on the second one
to ensure that the vibrations generated by the opening shutter are not transferred
to the sensor. A fast thermocouple is placed underneath the TFG in the hot air
jet to determine the temperature of the hot air. A more detailed description of
the shutter rig can be found in [31]. A disadvantage of these kinds of rigs is the
very unstable heat flux generated by the hot-air-gun, which makes it difficult to
accurately compare different measurements. However, this is not necessary for the
calibration.
Figure 2.10: Diagram of the shutter rig
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The heat flux traces obtained from the shutter measurement are shown in Fig. 2.11.
The calibrated X/k value is approximately 0.0013m2K/W, which corresponds to
a depth X of 1.9mm. It can be seen that both traces only converge after 10s.
This is because the heat flux calculated with the steady-state method, is the heat
flux evaluated over the distance X and not the surface heat flux. Hence, the heat
flux is underestimated during the beginning of the measurement compared to the
surface heat flux calculated with the Impulse Response Method. For this reason the
calibration is done near the end of the measurement, where the heat flux becomes
constant.
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Figure 2.11: The heat flux trace during the shutter calibration
2.5.3 Sensor design
The TFG sensors used in this work have been designed and manufactured at the
University of Oxford and Ghent University. Due to the different cylinder head
geometries of the CFR and the Scania engine, custom TFG sensors were built
for each of the test engines. Because of the sensor size constraints and higher
load in the Scania engine, a different sensor design was applied for these sensors
compared to the sensors for the CFR engine. Both sensor designs are described in
the following paragraphs.
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CFR engine
The CFR engine features four M18 orifices that allow installing various sensors
in the combustion chamber. The TFG sensor is designed to be mounted in one
of these orifices. The sensor consists of a metal bolt that contains the ceramic
insert with the platinum gauges, which can be screwed into each of the orifices.
Due to the relatively large diameter of the orifices, the ceramic insert can be
made large enough to accommodate three platinum gauges and their signal wires.
Consequently, three instantaneous heat flux traces can be obtained from one
sensor bolt, providing redundancy in the case one of the gauges fails. A K-type
thermocouple is placed into the substrate at a distance of 2mm from the surface to
determine the steady-state component of the heat flux. The precise location of the
thermocouple is determined with the calibration procedure described in Section
2.5.2. Because of the large dimensions of the ceramic insert, a one-dimensional
heat flux through it is ensured. The ceramic insert is glued into the bolt and a
ceramic ring is mounted around the insert to avoid short-circuiting between the
gauges. A photo of the sensor is shown in Fig. 2.12.
Figure 2.12: TFG sensor for the CFR engine
Scania engine
The cylinder head of the Scania engine was modified to be able to install the TFG
sensors. Given the space constraints, the cylinder head was machined to install the
heat flux sensors at two different locations: in the bowl-zone of the piston and in
the squish-zone (see Fig. 2.4). This allows measuring the spatial variation of the
heat flux. Similar to the sensor used in the CFR engine, the ceramic insert with the
platinum gauge is mounted in a metal bolt, which can be mounted into the cylinder
head. Due to the cylinder head construction, the sensor bolts cannot be installed
perpendicular to the cylinder head, but need to be mounted at an angle. The bolt
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and the ceramic insert are both machined at the same angle, so the sensor surface
is flush with the cylinder head surface. This avoids disturbing the in-cylinder flow
and heat transfer. The bolt with the ceramic insert is shown in Fig. 2.13.
Figure 2.13: TFG sensor for the Scania engine
Due to the smaller available space, the ceramic insert can only contain one
platinum gauge. Also the ceramic ring around the substrate is omitted in favour
of two slots filled with a ceramic paste to guide the signal wires. To ensure the
mechanical strength of the ceramic, no thermocouple is mounted inside of it. The
steady-state heat flux is determined from the gas temperature, as described in
Section 2.5.1. To be able to withstand the higher in-cylinder pressure, the ceramic
insert is clamped in between a ridge at the end of the metal bolt and a brass bolt
screwed into the back. Proper gas sealing is obtained with two copper cones that
expand and fill the gap between the ceramic insert and the metal bolt when torqued.
A photo of the ceramic insert with the copper cones is shown in Fig. 2.14.
Figure 2.14: Ceramic insert
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Because of the smaller dimensions of the ceramic insert and its angled surface, the
hypothesis of one-dimensional heat flux through the substrate might not be valid.
The validity of this hypothesis was verified with a finite element simulation of
the sensor with Abaqus CAE. A three-dimensional model of the sensor was made
and realistic boundary conditions were applied to it. The crank angle resolved
convection coefficient and gas temperature were imposed on the sensor surface for
one engine cycle. The metal bolt’s temperature was set to the coolant’s temperature
where it comes in contact with the coolant. These boundary conditions were
obtained from engine measurements. The simulation was repeated several times,
to simulate the sensor’s behaviour under steady-state engine operating conditions.
Subsequent engine cycles were simulated, by imposing the final conditions of
the previous simulation as the initial conditions of the next simulation, until
the average surface temperature reached a steady-state condition. The resulting
temperature distribution of the sensors in Kelvin, at top dead center firing, is shown
in Fig. 2.15.
Figure 2.15: Finite element simulation of the temperature distribution in the sensor
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The temperature in the center of the ceramic substrate corresponds to the measured
temperature. It can be seen that the highest temperature occurs at the sensor’s
surface and that the temperature decreases rapidly in the ceramic substrate. The
temperature gradient is also mainly perpendicular to the sensor surface. This
indicates that the heat flux is also perpendicular to the sensor surface. With this
temperature gradient, the radial heat flux is several orders of magnitude smaller
than the axial heat flux, perpendicular to the sensor surface. It can be concluded
that the hypothesis of one-dimensional heat transfer is valid for this sensor design.
2.6 Wall heat flux
It is often assumed that the heat flux measured with a heat flux sensor, is the
same as the actual heat flux through the cylinder wall. However, this is not
necessarily the case, as illustrated with Figs. 2.16 and 2.17. The figures show
the wall temperature and the heat flux measured by both the HFM and the TFG
sensor under the same engine operating conditions in the CFR engine. It can be
seen that the measured temperature and heat flux differ between the two sensors.
The steady-state temperature and the temperature swing at the surface are higher
for the TFG sensor compared to the HFM sensor. The heat flux measured by the
TFG sensor is lower than the one measured by the HFM sensor. This indicates that
the presence of the sensors affects the measurements. Consequently, the measured
temperature and heat flux are not the same as the actual temperature of the cylinder
wall and the actual heat flux through the cylinder wall.
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Figure 2.16: The wall temperature measured with the HFM and TFG sensor
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Figure 2.17: The heat flux measured with the HFM and TFG sensor
This is because the sensors are constructed from materials with different thermal
properties than the engine block. When exposed to the same heat source, the
sensors will take on a different thermal state than the cylinder wall, resulting in
a different surface temperature and heat flux. The thermal properties that are
responsible for this are listed in Table 2.4 for the engine block, made from cast
iron, and the TFG sensor, made from Macor®. The thermal properties of the HFM
sensor are unknown, but are expected to be closer to those of the engine block as
the sensor is constructed largely from metal. The higher steady state temperature
and temperature swing of the TFG sensor can be attributed to the low thermal
conductivity and thermal product of the ceramic substrate compared to metal. As
a results of the higher wall temperature, the heat flux through the TFG sensor is
lower than through the HFM sensor.
Table 2.4: Thermal properties of the engine block and the TFG sensor
Engine block TFG sensor
material cast iron Macor
thermal conductivity k [W/m.K] 55 1.6
thermal diffusivity α [mm2/s] 14.97 0.36
Contrary to the measured wall temperature and heat flux, the convection coefficient
is not dependent on the sensor’s thermal properties. This is because the convection
coefficient is a property of the gas flow, only determined by the gas motion and
the gas properties. This can be seen on Fig. 2.18, where the difference between
the convection coefficient measured by the HFM and the TFG sensor is within
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the experimental uncertainty. This means that both sensors can be used for the
evaluation and construction of heat transfer models, as these models predict the
convection coefficient and not the heat flux. However, it is of interest to see
how the measured temperature and heat flux compare to the actual heat flux and
temperature of the cylinder wall. Mainly, to verify whether the measured heat flux
can be used to calculate the total heat loss per cycle, but also because simulation
software requires the actual wall temperature as input.
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Figure 2.18: The convection derived from the HFM and TFG measurements at the same
operating conditions
Correction method
In order to know the actual heat flux through the cylinder wall, a methodology
is developed that reconstructs the heat flux through the cylinder wall. This is
achieved by calculating the temperature distribution inside the cylinder wall, using
the measured engine coolant temperature and the calculated gas temperature and
convection coefficient. These quantities are chosen, as they are not affected by the
sensors’ material properties and because they represent the actual heat transfer.
The temperature distribution inside the cylinder wall is calculated by solving
the Fourier equation (Eq. 2.4). In order to solve this differential equation, two
boundary conditions are needed. The first one (Eq. 2.17) states that the conductive
heat transfer through the wall is equal to the convective heat transfer to the wall.
The second boundary condition (Eq. 2.18) sets the temperature at the coolant side
of the cylinder wall to the engine’s coolant temperature.
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−k · dT(x,t)
dx
∣
x=0 = h ·(Tgas−T(0,t)) (2.17)
T(δwall ,t) = Tcoolant (2.18)
With Tcoolant the coolant’s temperature and δwall the cylinder wall thickness.
Fig. 2.19 shows a scheme of the heat transfer through the cylinder wall.
Figure 2.19: Scheme of the cylinder wall temperature
With these boundary conditions, it is not possible to solve the Fourier equation
analytically, only numerically. This is done with the MATLAB pdepe-function
for solving partial differential equations. A linear temperature distribution from
the wall to the coolant is chosen as an initial condition. The coolant temperature
is known, but the initial value of the wall temperature needs to be guessed.
By applying an iterative approach and calculating the temperature for multiple
consecutive engine cycles, the solution converges to the actual temperature
distribution. Consequently, the assumption of a linear temperature distribution and
the estimated value for the initial wall temperature do not affect the final results.
However, the gas temperature is only known during the closed part of the engine
cycle, when the intake and exhaust valve are closed, and not during the intake
and exhaust stroke of the engine. Because the convection coefficient calculation
requires the gas temperature, it is also only known during the closed part of the
engine cycle. This prevents calculating the temperature for multiple consecutive
cycles. Therefore it is assumed that the convection coefficient is zero during the
open part of the engine cycle. This is based on the fact that the measured heat flux
is nearly zero during this part of the engine cycle. The heat transfer due to the
gas exchange is several orders of magnitude smaller than the heat transfer caused
by the compression and combustion during the closed part of the engine cycle.
Nevertheless, this assumption will be verified later.
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The calculated (Wall) and measured (HFM and TFG) temperature and heat flux
traces are compared in Figs. 2.20 and 2.21. The steady-state temperature of
the wall is lower, compared to both sensors, but the temperature swing is in
between those measured by the HFM and TFG sensor. This is because the thermal
conductivity of the cylinder wall is higher than both sensors. The calculated heat
flux on the other hand, is higher than the heat flux measured by the TFG sensor, but
within the measurement error of the heat flux measured by the HFM sensor. This
indicates that the heat flux measured by the HFM sensors accurately represents the
actual heat flux through the cylinder wall.
Validation
The proposed method to calculate the actual heat flux is validated by reconstructing
the temperature distribution of the TFG sensor. The calculated surface temperature
and heat flux trace of the TFG sensor can be compared to the measured traces.
In this case, the temperature measured with a thermocouple at a known depth
in the ceramic substrate is used as the second boundary condition, instead of
the coolant temperature. The resulting heat flux trace is shown in Fig. 2.22. It
can be seen that the calculated heat flux corresponds well to the measured heat
flux and that it lies within the experimental error. Additionally, the calculated
wall temperature converges to the measured wall temperature, which validates
the iterative approach. The wall temperature is underestimated by about 5% by
neglecting the heat transfer during the open part of the engine cycle, but clearly
this only has a small effect on the heat flux.
The assumption of no convective heat transfer during the open part of the
engine cycle was verified with engine simulation software (GT-Power [55]) under
motored operation of the engine. The software uses a proprietary heat transfer
model (WoschniGT) to simulate the convection coefficient during the complete
engine cycle. The model is based on the heat transfer model of Woschni [56], but
takes into account the effect of the gas flow in and out of the cylinder during the gas
exchange phase [55]. The simulated convection coefficient was scaled to match the
measured convection coefficient during the closed part of the engine cycle, but was
left default during the open part of the cycle. The obtained convection coefficient
for the entire cycle was then used as an input to calculate the temperature with the
proposed method. The wall temperature obtained with the simulated convection
coefficient trace converged to the same temperature as with the assumption of no
heat transfer during the open part of the engine cycle.
A different approach to solve the iteration problem, is to omit the gas exchange
phase and only iterate over the closed part of the engine cycle. With this approach,
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Figure 2.20: Measured and calculated cylinder wall temperature
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Figure 2.21: Measured and calculated cylinder wall heat flux
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Figure 2.22: Measured and calculated heat flux through the TFG sensor
the heat transfer to the wall and the wall temperature are overestimated, as
there is less time to transfer heat to the coolant. The resulting wall temperature
was about 10% higher compared to the previous approach. Whereas the wall
temperature might be underestimated when using the first approach, the second
approach overestimates it. Consequently, two boundaries for the wall temperature
are established, that encompass the actual wall temperature. Despite this large
difference in wall temperature, the resulting heat flux traces differ only by 2%.
Both heat flux traces lie within the measurement uncertainty for the heat flux.
It can be concluded that the heat flux can be reconstructed accurately with the
proposed method.
Finally, a sensitivity analysis was performed on the used engine parameters: the
cylinder wall thickness, the thermal conductivity, the thermal diffusivity and the
measured coolant temperature. Increasing or decreasing any of these parameters
by 10%, changes the peak value of the temperature and heat flux by less than 2%
and 1% respectively. Only a change in coolant temperature leads to an equally
large change in wall temperature. The change in peak heat flux is however less
than 1%. Hence, the proposed method can be used to reconstruct the heat flux
trace, even if the required engine properties are not exactly known.
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2.7 Measurement methodology
2.7.1 Experimental design
The experiments conducted in this work were designed and analysed according
to Design of Experiments methods. By using these statistical methods, more
information can be attained from the experimental database, with a minimum
number of engine experiments. The experimental database was not only used
to construct a new heat transfer model, but also to investigate the effect of the
engine settings on the heat transfer. The statistical analysis allowed investigating
the effects of the engine settings in a systematic way and identifying the possible
interactions between them. More information about Design of Experiments can be
found in [57, 58] and applied to spark-ignition engines in [33, 59, 60].
Figure 2.23: Illustration of the Central Composite Design for 3 factors: A, B and C
To account for the possible non-linear effect of certain engine settings, a Response
Surface Method (RSM) was applied, which is able to capture quadratic effects.
More specifically, a Box-Wilson Central Composite Design was chosen, because
it is the RSM design with the best prediction quality across the parameter space.
The design is illustrated with Fig. 2.23 for a 3-factor design. Each factor was
tested at five levels between its extreme values. It consists of a full factorial 2-level
design (black cubical points) augmented with extreme values of each factor (blue
star points) and replications of a base measurement (red center point). The cubical
points (levels +1 and -1) allow for the identification of main effects and interactions
between the factors. All possible combinations of the factors at the levels -1 and
1 were tested to identify all interactions between them. The star points (levels
+2 and -2) identify the non-linear behaviour of each factor and the center point
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replications (level 0) estimate the experimental error. The RSM also provides an
experimental surface that visualizes each parameter’s effect on the investigated
variable, as illustrated by Fig. 2.24. The statistical software JMP12 was used for
the statistical analyses.
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Figure 2.24: Illustration of the RSM
2.7.2 Ensemble average
Due to cycle-to-cycle variation of the combustion, a similar cycle-to-cycle
variation is present in the measured heat flux trace. This is illustrated with
Fig. 2.25, showing the measured heat flux trace for 100 consecutive cycles. For this
reason, the mean heat flux trace is used in this work to represent the instantaneous
heat flux at certain operating conditions. The mean heat flux trace is obtained by
calculating the heat flux trace for each engine cycle and subsequently averaging
it over 100 consecutive cycles. The mean heat flux trace corresponds well with
the actual measured heat flux traces, but contains less measurement noise. When
the maximum heat flux is discussed, it is the maximum value of the mean heat
flux trace. In this work the maximum heat flux is used to evaluate the accuracy
of the heat transfer models, since it has been found to be a good proxy for
the instantaneous heat flux around the maximum. The error of a model on the
maximum heat flux correlates well with the mean error of the model on the
instantaneous heat flux in a window of 20○ca around the maximum.
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Figure 2.25: Illustration of the cycle-to-cycle variation of the heat flux
The total heat loss is calculated according to Eq. 2.19 using the mean heat flux
trace.
Qtot = ∫ EVO
IVC
q(θ) ·A(θ)dθ (2.19)
With Qtot the total heat loss, q the instantaneous heat flux, A the instantaneous
surface available for heat transfer and θ the crank angle between inlet valve closing
(IVC) and exhaust valve opening (EVO).
Similar to the heat flux, the convection coefficient traces shown in this work are
the ensemble averages over 100 cycles. The convection coefficient is calculated
according to Eq. 2.1 for each engine cycle, using the measured instantaneous heat
flux, wall and gas temperature and subsequently averaged over 100 consecutive
cycles. The gas temperature is calculated using the equation of state (Eq. 2.20). A
detailed description of the gas temperature calculations can be found in Appendix
B.
Tgas = p ·Vcm ·R (2.20)
2.7.3 Error analysis
An error analysis was conducted based on the methods described in [61] to judge
on the quality of the measurement results. The worst case values of the relative
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errors for each test bench are summarized in Table 2.5. The detailed description of
the analysis can be found in Appendix C.
Table 2.5: Experimental uncertainty
Quantity Symbol
Accuracy
CFR Scania
wall temperature Twall ±5% ±4%
heat flux q ±6% ±5%
gas temperature Tgas ±8% ±4%
convection coefficient h ±12% ±8%
2.8 Closure
In this chapter the experimental equipment used in this work was discussed.
Measurements were conducted on two single-cylinder engines: a Waukesha CFR
engine and a Scania D13 engine. The main difference between both test benches
is the fact that the CFR engine is port fuel injected and the Scania engine has
a direct fuel injection system. This allowed investigating different combustion
regimes. The heat transfer was investigated experimentally using two heat flux
sensors: a thermopile sensor (HFM) and a Thin Film Gauge sensor. The design
and operating principle of both sensors were described in this chapter. Whereas the
HFM sensor allowed for a simple and accurate measurement of the heat flux, it is
limited in its applicability due to its large dimensions and limited pressure rating.
For this reason, the TFG sensor was used. Although it requires signal processing
and multiple calibrations, it can be tailor made for a certain engine. It was
demonstrated that the heat flux and wall temperature measured with sensors does
not necessarily correspond to the actual heat flux through the cylinder wall. This
is due to the material properties of the sensor. A method was proposed to calculate
the actual heat flux through the cylinder wall by reconstructing the temperature
distribution inside the wall. This has shown that the heat flux measured with the
HFM sensor is the same as the actual heat flux through the cylinder wall.

3
Experimental investigation of the heat
transfer
In this chapter an experimental investigation of the heat transfer is performed
during motored, HCCI and PPC operation. First, an overview is given of published
research that contains heat transfer measurements during low temperature
combustion. The discussion of the experimental investigation performed in this
work is split up according to the engine’s operating mode. It starts, for each
operating mode, with an investigation of the spatial variation of the heat transfer
by comparing the heat flux measured at different locations. For the fired operating
conditions, it is verified whether deposit formation affected the measurements.
Then, the effect of different engine settings on the maximum heat flux and the
total heat transfer is investigated. For each test engine and operating mode,
measurements were conducted with the engine settings varied over a wide range
and a statistical analysis is used to quantify their effects on the heat transfer. The
observed results are linked to the underlying physical phenomena by using the
convection coefficient to separate the effect of the temperature difference between
the gas and the wall from the effect of the gas properties. For HCCI operation, the
effect of the engine settings on the shape of the heat flux trace is investigated, as
is the heat transfer during ringing combustion. Finally, a comparison of the heat
transfer is made between HCCI and PPC operation.
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3.1 Literature review
A lot of research has been conducted on the heat transfer in traditional spark
and compression ignition engines. However, despite the importance of the heat
transfer during low temperature combustion, this is not the case for HCCI and
PPC engines. Only a limited number of studies have been performed in which the
heat transfer was measured experimentally in an HCCI engine. No published heat
transfer measurements have been found that focus on PPC operation, although the
experiments with late injection timing in some studies resemble PPC operation
more than HCCI operation (see below).
Boggs [62] was the first to investigate the heat flux during HCCI operation. He
used a coaxial type heat flux sensor with five surface thermocouples to measure
the heat flux at the cylinder head of a CFR engine. HCCI operation was obtained
by heating the inlet air and using ethylene as fuel. The effect of the gas flow
on the heat flux was investigated by comparing an unshrouded inlet valve with a
shrouded inlet valve at multiple shroud positions. Only the case with a counter
clockwise swirl motion produced a significantly lower heat flux. It was speculated
that this was caused by the dissipation of kinetic energy by the spark plug hole.
The combustion itself was not affected by the different flow patterns. The effect of
the combustion was investigated by increasing the fuel mass flow rate and the inlet
air temperature compared to a base setting. Both variations resulted in a higher
heat flux.
To be able to construct a heat transfer model for HCCI engines, Chang et
al. [27, 63] measured the heat flux in a gasoline fueled single cylinder engine
with exhaust rebreathing. Thermocouples were mounted at seven locations in the
piston surface and two locations in the cylinder head. The spatial variation of
the heat transfer was evaluated by comparing the instantaneous heat flux traces
at the different locations and by performing a heat release analysis. Under
HCCI operation, very little difference was observed between the heat flux traces
at the different measurement locations. They concluded that a local heat flux
measurement accurately represents the global heat transfer. However, significant
spatial variation was observed if the fuel preparation caused fuel impingement or
stratification of the air-fuel mixture. This was the case for a very early injection
timing (360○ca BTDC) and a very late injection timing (55○ca BTDC). During
early injection, the cooling effect of fuel impinging on the piston causes a negative
heat flux at the measurement locations where the fuel impinges on the piston.
For late injection, a higher gradient in the heat flux was observed at certain
measurement locations due to different reaction rates caused by the presence of
fuel rich zones. For the intermediate injection timings, no spatial variation of
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the heat flux was observed. Different turbulence levels in the combustion chamber
were obtained by changing the position of a swirl control valve in one of the intake
ports. The variation in turbulence did not significantly change the combustion
or the heat flux. The evaluation of their heat transfer model showed that when
increasing the fuel mass rate and the engine speed, both increase the maximum
heat flux.
Hensel et al. [64, 65] measured the heat flux in two gasoline fueled single-cylinder
engines, also with exhaust rebreathing (negative valve overlap). The heat flux was
measured in a Rotax F650 engine with thermocouples mounted at eight locations
in the cylinder head and in a Ricardo Hydra engine at three locations in the
cylinder head. They confirmed the conclusion of Chang et al. concerning the
spatial variation when changing the injection timing, valve timing and mixture
preparation. If the air-fuel mixture is homogeneous, then no spatial variation in the
heat flux is observed. They also found that the heat flux increases when increasing
the load and engine speed. Retarding the start of injection from 380○ca BTDC
to 280○ca BTDC resulted in a decrease of the heat transfer. This was attributed
to the later combustion phasing which decreased the in-cylinder pressure and
wall temperatures. A comparison between the heat transfer during SI and HCCI
operation showed a similar heat loss during the combustion. The additional heat
transfer during the compression in the phase with negative valve overlap, resulted
in a higher total cycle heat loss during HCCI operation, for the investigated
operating points.
Heinle [66] investigated the heat flux in a single cylinder engine fueled with
n-heptane. HCCI operation was obtained by heating the inlet air. An exhaust
valve was deactivated and equipped with eight thermocouples to measure the heat
flux. A sweep in the engine speed, inlet temperature, inlet pressure and EGR rate
were performed. He reported an increase in heat flux when the engine speed and
inlet temperature were increased. An increase in intake air pressure, resulted in
a small decrease in heat flux. This was attributed to the lower gas temperatures,
while the wall temperatures remained the same. Increasing the EGR rate from 0
to 20% showed no effect on the heat flux. A further increase to 40% and 60% did
show a significant drop in heat flux, due to the lower gas temperatures and retarded
combustion phasing.
It can be concluded that in current literature, a number of important findings have
been reported but the picture on the in-cylinder heat transfer in HCCI engines is
far from complete. Also, the investigation of the effect of the engine settings on
the heat transfer has been limited to comparing the measured heat flux traces when
varying one engine setting at a time. Therefore, in this work measurements were
conducted and analysed according to the Design of Experiments methodology
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introduced in Chapter 2. Contrary to the one-variable-at-a-time approach, it is
possible to investigate the effect of the engine settings in a systematic way with
this approach and to take into account the possible interactions between them. To
determine which engine settings and interactions have a significant effect on the
maximum heat flux, the ANOVA (analysis of variance) methodology is followed.
With the significant parameters found, an experimental surface is constructed
showing the magnitude of the effect each engine setting has. The observed trends
are explained by evaluating the effect of the engine settings on the properties of
the charge and the combustion.
3.2 Motored operation
The heat transfer is first investigated under motored operation. Under motored
operation, no combustion takes place, so the engine acts as a compressor driven
by an electric motor. Investigating the heat transfer under motored operation will
provide a better understanding of the phenomena observed under fired operation,
as it allows separating the effects of the gas flow from the effects of the combustion.
3.2.1 Spatial variation
First, it is verified whether the heat flux measured at one location in the combustion
chamber can represent the global heat transfer. If this is the case, then one
measurement of each operating point with the sensor in one location suffices
to capture the global heat transfer. If this is not the case, then each operating
point needs to be repeated with the sensor mounted at each available location.
The hypothesis is verified for both the CFR engine and the Scania engine by
comparing the measured heat flux traces with the sensor mounted at all the
available measurement locations. For the CFR engine, the heat flux was measured
at positions P1-P4 (see Fig. 2.1). Sensor positions P2-P4 are located at the same
height in the cylinder wall and are evenly distributed around the circumference
of the cylinder. Sensor position P1 is located in the cylinder head. The two
measurement locations in the Scania engine are in the cylinder head, with one
position in the bowl zone of the piston and the other in the squish zone of the
piston (see Fig. 2.4).
Since no combustion takes place during motored operation, any inhomogeneities
in the spatial distribution of the convection coefficient are caused by the gas
flow in the combustion chamber. Because the wall temperature is about the
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same at the different measurement locations, this also holds true for the heat
flux. It can be seen in Figs. 3.1 and 3.2 that the heat flux traces are identical
for the different sensor mounting positions during motored operation in both
engines. This indicates that the heat flux is spatially homogeneous during motored
operation. For this reason, the full experiment under motored operation was done
with the heat flux sensor in position P1 in the CFR engine and in the squish zone
in the Scania engine.
250 300 350 400 450
0
5
10
15
20
25
30
Crank angle [°ca]
H
ea
t f
lu
x 
[W
/cm
2 ]
 
 
P1
P2
P2
P4
Figure 3.1: Heat flux at different locations in the CFR engine during motored operation
3.2.2 Experimental design
The experiments in this work are designed and analysed according to Design of
Experiments methods. To be able to separate the effect of the gas flow from
that of the combustion, experiments were set up for motored operation for each
engine. To allow for a direct comparison between motored and fired operation,
it was chosen to apply the same design for both operating conditions. Both
experiments are of the central composite design type and the same engine settings
are included where possible. Under motored operation, the inlet air temperature
(T) and the compression ratio (CR) were varied in the CFR engine. The engine
speed was kept constant at 600rpm. In the Scania engine, the engine speed (n) and
intake pressure (pin) were varied while the intake temperature was kept constant
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Figure 3.2: Heat flux at different locations in the Scania engine during motored operation
at 30○C. The extreme levels of the factors are listed in Table 3.1. The levels of
the experiments under motored operation were chosen to correspond with those
under fired operation. The center point was replicated three times to account for
the experimental variability in the statistical analysis.
Table 3.1: Overview of the factors’ extreme levels under motored operation
Engine Factor Level Level code
CFR
T
80○C -2
120○C 2
CR
8 -2
12 2
Scania
n
800rpm -2
1600rpm 2
pin
1bar -2
1.4bar 2
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3.2.3 Effect of engine settings
CFR engine
The ANOVA results for the CFR engine under motored operation are presented in
Table 3.2 with the maximum value of the heat flux as the independent variable.
The first column lists the source terms in order of their significance. The second
and third column list the degrees of freedom (DF) of each source term and their
sum of squares (SS). The fourth column lists the F-ratio, which is the mean sum
of squares of each source term divided by the mean sum of squares of the error
term. Because the number of degrees of freedom is one for each source term,
the mean sum of squares equals the sum of squares. The last column contains
the p-value indicating the significance of each source term, determined with an
F-test. The significant source terms are separated from the insignificant terms with
a horizontal line. A significance level of 5% is employed, meaning only source
terms with a p-value smaller than 0.05 are considered to have a significant effect.
At the bottom of the table, the error term is divided into pure error and lack of fit.
The pure error represents the variation present in replicated measurements. With
the remaining degrees of freedom, a lack of fit test is performed. A bad model
fit can be discovered if the mean sum of squares of the lack of fit is significantly
larger than the mean sum of squares of the pure error. Using an F-test, a bad model
fit corresponds to a large F-ratio or a small p-value.
Table 3.2: ANOVA table for motored operation of the CFR engine
Source term DF SS F p
CR 1 104.95 71.97 0.00
T·T 1 2.71 1.86 0.23
CR·T 1 0.26 0.18 0.69
CR·CR 1 0.08 0.05 0.82
T 1 0.01 0.00 0.96
Lack of fit 3 4.66 1.18 0.49
Pure error 2 2.63
Total error 5 7.29
In this case, the lack of fit test does not indicate a bad model fit. The only
significant source term is the main effect of the compression ratio. This indicates
that the maximum heat flux is a linear function of the compression ratio and that
the inlet air temperature does not affect it. This can also be seen in Fig. 3.3, which
displays the measured maximum heat flux together with the response surface as a
function of the compression ratio. The measurements at 90○C, 100○C and 110○C
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all coincide at the same compression ratio. The same results are obtained from
an ANOVA with the total heat released as the independent variable. The ANOVA
results can be found in Appendix D.1. It can be concluded that the heat transfer
under motored operation is only affected by the compression ratio and not by the
inlet air temperature.
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Figure 3.3: The maximum heat flux as a function of the compression ratio for different inlet
air temperatures on the CFR engine
The temperature difference between the gas and the wall, on the other hand, is
affected by both the compression ratio and the inlet air temperature. When the inlet
air temperature is increased, the mass of air trapped inside the cylinder is reduced
as a result of the lower air density. In accordance with the ideal gas law, the
gas temperature increases throughout the entire engine cycle, resulting in a larger
temperature difference between the gas and the wall. As the heat flux is unaffected
by the inlet air temperature, the effect of the increased temperature difference
between the gas and the wall must be cancelled out by a decrease of the convection
coefficient when the inlet air temperature is increased. Unfortunately, this can
not be validated with an ANOVA. The model fails the lack of fit test because
the experimental uncertainty is larger than the variation obtained by changing the
engine settings (see Appendix D.1). The effect can be explained by looking into
the gas properties of air and applying the Reynolds analogy [40]. The Reynolds
analogy (Eq. 3.1) is the underlying assumption used in all quasi-state heat transfer
models [41, 56] and will be discussed more in-depth in Chapter 4. It describes the
convection coefficient as a function of a characteristic length L, a characteristic
velocity V, the thermal conductivity k of the gas, the dynamic viscosity µ and the
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density ρ:
h = a ·V b ·Lb−1 ·k ·µ−b ·ρb (3.1)
If these gas properties are evaluated at top dead center, the thermal conductivity
and dynamic viscosity increase, while the density decreases when the inlet air
temperature is increased. Assuming the characteristic length and velocity are
constant when varying the inlet air temperature and applying a value between
0.5 and 0.8 for the exponent b, as suggested by Reynolds [40], Annand [41] and
Woschni [56], the convection coefficient at top dead center decreases. It decreases
with about the same amount as the temperature difference between the gas and
the wall increases, hence nullifying the effect of the inlet air temperature on the
maximum heat flux.
When the compression ratio is increased, on the other hand, the gas temperature
increases as well but the air mass trapped in the cylinder remains almost constant.
This leads to both a higher temperature difference between the gas and the wall
and a higher convection coefficient due to the increased density of the air at top
dead center. Despite the compounded effect of the temperature difference and the
convection coefficient, the effect of the compression ratio on the heat flux is linear
within the current range of the compression ratio.
Additional experiments were conducted with the engine speed increased from
600rpm to 900rpm. The inlet air temperature was varied over the same range
as the low speed case, at a fixed compression ratio of 10. The maximum heat flux
is higher at the higher engine speed, for the same inlet air temperature. This is
because the heat flux is expressed per unit of time in W/cm2. At a higher engine
speed more cycles occur in a certain time interval, so the heat transfer per unit
of time is higher. Expressing the heat flux per unit of crank angle, i.e. J/ca.cm2
instead of W/cm2, shows that the maximum heat flux decreases at a higher engine
speed. This means that less heat is transferred per unit of crank angle, resulting
in a lower total heat loss at the higher engine speed. The lower heat flux per unit
of crank angle is caused by the smaller temperature difference between the wall
and the gases. The wall temperature increases at the higher engine speed due
to the higher heat transfer, whereas both the gas temperature and the convection
coefficient (per unit of crank angle) remain the same. The maximum heat flux
per unit of crank angle is shown in Fig. 3.4 for the measurements at 600rpm and
900rpm, with a compression ratio of 10.
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Figure 3.4: The maximum heat flux for different inlet air temperatures and engine speeds
for the CFR engine
Scania engine
The ANOVA results for the Scania engine under motored operation are presented
in Table 3.3 with the maximum value of the heat flux as the independent variable.
It shows that both the engine speed and the intake pressure have a linear effect on
the maximum heat flux. This can also be seen in Figs. 3.5 and 3.6, which display
the measured maximum heat flux together with the response surface as a function
of the engine speed and intake pressure, respectively. In Fig. 3.6 the maximum
heat flux in the bowl zone is displayed as well (green), indicating the same trend
is present in both zones.
Table 3.3: ANOVA table for motored operation of the Scania engine
Source term DF SS F p
n 1 617.08 292.02 0.00
pin 1 74.89 35.44 0.00
n·n 1 2.11 1.00 0.36
pin ·pin 1 0.26 0.12 0.74
n·pin 1 0.03 0.01 0.91
Lack of fit 3 9.12 4.22 0.20
Pure error 2 1.44
Total error 5 10.57
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The increase of the maximum heat flux as a function of the engine speed can be
attributed to the higher number of cycles per unit of time, as explained before.
The heat flux expressed in J/ca.cm2 shows a linear decrease with engine speed.
The increase of the maximum heat flux at higher intake pressures is caused by
an increase of the convection coefficient. The charge mass increases linearly as a
function of the intake pressure. Consequently, the charge density will increase as
well, which is one of the gas properties that govern the convection coefficient. The
temperature difference between the gas and the wall decreases slightly at higher
intake pressures because of an increased wall temperature. The gas temperature
remains constant due to the opposing effect of the increased cylinder pressure and
charge mass.
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Figure 3.5: The maximum heat flux as a function of the engine speed for the Scania engine
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Figure 3.6: The maximum heat flux as a function of the intake air pressure for the Scania
engine in the squish (blue) and bowl zone (green)
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3.3 HCCI operation
In this section, the heat transfer measured during HCCI operation is discussed.
First, the spatial variation of the heat transfer is investigated and a heat release
analysis is performed for the measurements on the CFR engine. Next, it is
verified whether deposits are formed during HCCI operation and if these affect
the measurements. The effect of the different engine settings on the heat transfer
is discussed for both test engines. Finally, the effect of the engine settings on the
shape of the heat flux trace is investigated for the CFR engine.
3.3.1 Spatial variation
It is now verified whether the hypothesis of a spatially homogeneous heat flux
is also valid for HCCI operation, as indicated by Chang et al. [63] and Hensel et
al. [64]. Similar to motored operation, this is done by comparing the measured heat
flux traces with the sensor mounted at all the available measurement locations, in
both the CFR engine and the Scania engine.
The heat flux and convection coefficient traces measured in the CFR engine during
HCCI operation are displayed in Figs. 3.7 and 3.8 for a compression ratio of 8
and 10 respectively. The black vertical lines indicate the start and the end of the
combustion. During the combustion, the heat flux measured at the cylinder head
(P1) is higher than the heat flux measured at the wall (P2-P4) for both operating
points. Since the surface temperature of the cylinder wall and head is the same, the
higher heat flux can be attributed to a higher convection coefficient. This means the
higher heat flux is caused by a different gas flow near the cylinder head compared
to the wall. Because this is only present during the combustion, it is most likely
the result of a degree of spatial inhomogeneity of the combustion. This might be
caused by the crevice region, since the sensors in the wall are mounted close to the
top of the piston. It should be noted however, that the observed spatial variation of
the heat flux during HCCI operation is small compared to spark-ignition operation.
De Cuyper et al. [60] observed four distinctly different heat flux traces during
the combustion at the different measurement positions in a CFR engine operated
in spark-ignition mode. This is due to the propagation of a flame front through
the combustion chamber in spark-ignition engines, which is absent during HCCI
combustion.
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Figure 3.7: Heat flux and convection coefficient trace during HCCI operation at
compression ratio 8 for the CFR engine
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Figure 3.8: Heat flux and convection coefficient trace during HCCI operation at
compression ratio 10 for the CFR engine
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Despite the heat flux measured at position P1 being higher than at the other
measurement positions, this measurement still accurately represents the global
heat transfer. The global heat transfer Qheat determined with Eq. 3.2 differs only
by a small amount from the one determined with Eq. 3.3, which only uses the heat
flux measured at the head. This is because the difference in heat flux between
the head and the wall is only present during the combustion, which occurs around
top dead center. In this region the instantaneous surface available for heat transfer
consists mostly of the piston and cylinder head surface, and only for a small part
of the wall surface. Hence the heat flux through the wall is less important around
top dead center. This can be seen in Fig. 3.9, which displays the cumulative global
heat transfer determined with Eq. 3.2 (Qheat,spat full line) and with Eq. 3.3 (Qheat,P1
dashed line).
Qheat,spat = qhead ·(Ahead +Apiston)+qwall ·Awall (3.2)
Qheat,P1 = qhead ·(Ahead +Apiston+Awall) (3.3)
With Q the global heat transfer, qhead the heat flux measured at the head (P1), qwall
the spatially averaged heat flux measured at the wall (P2-P4), Apiston the piston
surface, Ahead the cylinder head surface and Awall the instantaneous wall surface
available for heat transfer.
Next, a heat release analysis is performed to validate the accuracy of the
measurements. In the heat release analysis, the first law of thermodynamics is
applied to the combustion chamber, treated as a single-zone, during the closed
part of the engine cycle. This allows constructing an energy balance to validate
the heat flux measurements. The cumulative net heat release rate added to the
cumulative heat transfer should equal the chemical energy of the fuel released
during the combustion. A more detailed description of the heat release analysis
can be found in Appendix B and in [63, 67]. The cumulative heat transfer also
represents the mass fraction burned, which is used to determine the start and the
end of the combustion as the crank angle where respectively 10 and 90% of the
fuel is burned. In Fig. 3.9 the cumulative net heat release rate QROHR is shown
together with the cumulative heat transfer Qheat, the sum of both (Qtot) and the
released chemical energy Qfuel. It can be seen that the total energy released equals
the chemical energy, which validates the accuracy of the measurements. The
released energy is overestimated by about 2%, but this is within the experimental
uncertainty. The total energy released is also shown with the cumulative heat
transfer determined according to Eq. 3.3 (Qtot,P1) in a dashed line. Both traces are
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identical, demonstrating again that only one heat flux measurement is sufficient to
capture the global heat transfer.
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Figure 3.9: Energy balance during HCCI operation for the CFR engine
The heat flux measured in the bowl and the squish zone of the Scania engine during
HCCI operation is shown in Fig. 3.10. Both traces are identical, except around top
dead center. However the difference between the traces is within the experimental
uncertainty, so the difference cannot be considered significant. The higher heat
flux through the cylinder head compared to the cylinder wall observed in the CFR
engine cannot be verified for the Scania engine. Since both measurement locations
are in the cylinder head, only the effect of the piston shape can be investigated.
The heat transfer through the cylinder wall is less important for the Scania engine.
Because of its piston shape, the clearance height is less than 1mm at top dead
center. Consequently, the wall area exposed to the combustion is very small
compared to the piston and cylinder head surface. It can be concluded that the
heat transfer is spatially homogeneous and that the squish flow does not affect the
heat transfer. Hence, measuring the heat flux at one location suffices to capture
the global heat transfer. The measurements in the squish zone will be used for the
experimental investigation.
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Figure 3.10: Heat flux at two measurement locations in the Scania engine during HCCI
operation
3.3.2 Deposit formation
According to the research of Gu¨ralp [68–70] et al., a layer of deposits can grow
on the surface of the combustion chamber during HCCI operation. This is caused
by the condensation of fuel or oil on the wall. Such a deposit layer can alter
the combustion phasing and burn duration. Also, if this layer grows on the
surface of the heat flux sensor, it forms a thermal barrier that can significantly
alter the measured heat flux. It dampens the measured temperature swing during
combustion and delays the phasing of the peak temperature, causing a reduction
of the measured heat flux.
In this work, the effect of deposits on the heat flux sensor is examined by
comparing the measured heat flux of replicated measurements in the CFR engine.
These measurements were carried out with an equal distribution throughout the
test day, under both motored and fired operation. The measured heat flux traces
are shown in Fig. 3.11. The variation of the heat flux between the different
measurements are within the experimental uncertainty. This suggests that no layer
of deposits grew on the surface of the heat flux sensor, or had a thickness sufficient
to significantly alter the measured heat flux. Also, no significant difference is
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found when comparing the heat release traces of the replicated measurements. So
the combustion was not altered by the presence of deposits on the combustion
chamber. A visual inspection of the heat flux sensor after the measurements did
not reveal a visible deposit layer either. It can be concluded that deposits did not
affect the heat flux measurements. This might be because the time span in which
the measurement set was completed (5hours) was insufficient to allow for deposit
growth. The same holds true for the measurement campaign on the Scania engine.
Gu¨ralp et al. only report the deposit layer thickness after 10hours of continuous
operation.
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Figure 3.11: Heat flux for replications of the same operating point under motored (full
line) and HCCI (dashed line) operation on the CFR engine
3.3.3 Experimental design
The experiments were set up for each engine according to Design of Experiments
methods. The designs are the same for each engine as those for motored operation,
but the fuel mass flow rate (m˙f) is added as an additional factor. The CFR engine
was operated with n-heptane as a fuel and the Scania with PRF70. The center point
is replicated seven times, to account for the increased amount of measurements.
The experiments were first conducted at 600rpm on the CFR engine. After
an analysis of these results, a reduced version of the design was used for the
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measurements at 900rpm that only contains the significant variables. The extreme
levels of each factor are listed in Table 3.4. The levels for each design were chosen
to span the largest possible area of the engine’s operating range within the imposed
constraints and to obtain a stable combustion in each operating point.
Table 3.4: Overview of the factors’ extreme levels under HCCI operation
Engine Factor Level Level code
CFR
T
80○C -2
120○C 2
CR
9 -2
11 2
m˙f
7mg/cycle -2
10mg/cycle 2
n
600rpm -1
900rpm 1
Scania
n
800rpm -2
1600rpm 2
pin
1bar -2
1.4bar 2
m˙f
17mg/cycle -2
27mg/cycle 2
The stable operating range of the CFR engine is illustrated with Fig. 3.12 for
different compression ratios. The limits for a stable combustion are: a maximum
pressure rise rate of less than 3bar/○ca to avoid ringing combustion and a
coefficient of variation of less than 5% to avoid misfire. These constraints allow
a variation of 50% of the inlet air temperature and the fuel mass rate. In contrast,
the variation of the compression ratio is limited to about 22%. It is not possible to
obtain a stable combustion in certain cubical points if a wider range is used for the
compression ratio. For this reason, two additional measurements were carried out
at the extreme levels: one at compression ratio 8 and one at 12, which corresponds
to levels -4 and +4. The indicated engine load (imep) varied between 1.2 and
2.2bar with these settings.
The levels of the design for the Scania engine were determined based on a limit
for the maximum cylinder pressure at the high load side and avoiding misfire at
the low load side. It was chosen to keep the maximum cylinder pressure below
100bar to avoid damaging the heat flux sensor. This limits the intake pressure
and fuel mass to 1.4bar and 27mg/cycle respectively. The fuel mass rate was set
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by adjusting the fuel rail pressure and keeping the injection duration constant at
700µs and the injection timing at 120○ca BTDC. The inlet air temperature was
kept constant at 60○C to obtain combustion around top dead center. The resulting
imep varied between 1.3 and 3.3bar.
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Figure 3.12: Illustration of the operating range of the CFR engine with n-heptane
3.3.4 Effect of engine settings
CFR engine
The ANOVA results are presented in Table 3.5 for the experiment at 600rpm on
the CFR engine. The maximum value of the heat flux is the independent variable.
It can be seen from the ANOVA table that the fuel mass rate, compression ratio and
inlet air temperature have a significant effect on the maximum heat flux. Because
only the main term of the fuel mass rate is significant, the fuel mass rate has a
linear effect on the maximum heat flux. Both the compression ratio and the inlet
air temperature, on the other hand, have a quadratic effect. None of the interactions
between the engine settings are found to be significant. Hence, in the reduced
design for the measurements at 900rpm, the cubical points have been omitted.
The fact that the interactions are not significant is illustrated with Fig. 3.13. It
shows the variation of the measured maximum heat flux as a function of the fuel
mass rate for different settings of the compression ratio and inlet air temperature.
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The lines are added as guide to the eye. It can be seen that the slopes are the same
for each setting of compression ratio and inlet air temperature. This means that
the variation of the maximum heat flux with fuel mass rate is not affected by the
other engine settings, so no interactions with the fuel mass rate are present. The
compression ratio and inlet air temperature do change the mean value, indicating
they themselves have an effect on the maximum heat flux.
Table 3.5: ANOVA table for HCCI operation at 600rpm
Source term DF SS F p
m˙f 1 2257.23 346.47 0.00
CR 1 1818.29 279.09 0.00
T 1 535.90 82.26 0.00
CR·CR 1 141.56 21.73 0.00
T·T 1 41.22 6.33 0.03
CR·m˙f 1 12.57 1.93 0.19
CR·T 1 8.08 1.24 0.29
m˙f · m˙f 1 7.89 1.21 0.29
CR·T·m˙f 1 3.37 0.52 0.48
T·m˙f 1 1.25 0.19 0.67
Lack of fit 7 36.58 0.65 0.71
Pure error 6 48.11
Total error 13 84.69
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Figure 3.13: There is no visible interaction between the parameters
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The ANOVA results for the full experiment on the CFR engine are listed in Table
3.6. Similar to the results for the low speed case, the compression ratio and inlet
air temperature have a quadratic effect on the maximum heat flux, whereas the fuel
mass rate has a linear effect. It can also be seen that the engine speed interacts with
both the compression ratio and the fuel mass rate. The obtained response surface
for maximum heat flux as a function of the compression ratio, inlet air temperature
and fuel mass rate is shown in Figs. 3.14-3.16 together with the experimental
data. The figures show the variation of the engine settings around the center point
for both engine speeds. Since only the interactions with the engine speed are
significant, the shape of the surface will not change if other engine settings are
changed. Only its mean value will change. The interaction between the engine
speed and the compression ratio and the fuel mass rate is clearly visualized. A
different slope can be observed for each engine speed. The overlap between the
modelled surface and the measurement data indicates a good model fit. Notice
that the figures also contain experimental data points at levels +1 and -1 around
the center point for the fuel mass rate and at level +4 for the inlet air temperature.
These data points were not included in the original design and were not used to fit
the model, so they further validate the good model fit. It can be concluded that the
experimental design is capable of capturing the effect of the engine settings on the
maximum heat flux.
Table 3.6: ANOVA table for HCCI operation of the CFR engine
Source term DF SS F p
CR 1 5173.51 441.76 0.00
m˙f 1 4369.22 373.09 0.00
n 1 2288.50 195.41 0.00
T 1 982.74 83.82 0.00
n ·CR 1 699.02 59.70 0.00
CR·CR 1 354.42 30.26 0.00
n·m˙f 1 135.29 11.55 0.00
T·T 1 52.43 4.48 0.05
m˙f · m˙f 1 28.63 2.45 0.13
n·T 1 14.21 1.21 0.28
CR·m˙f 1 12.08 1.03 0.32
CR·T 1 8.08 0.70 0.42
CR·T·m˙f 1 3.37 0.29 0.60
T·m˙f 1 1.25 0.11 0.75
Lack of fit 12 164.61 1.58 0.26
Pure error 8 69.62
Total error 20 234.22
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Figure 3.14: Effect of the compression ratio on the maximum heat flux for the CFR engine
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Figure 3.15: Effect of the inlet air temperature on the maximum heat flux for the CFR
engine
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Figure 3.16: Effect of the fuel mass rate on the maximum heat flux for the CFR engine
The increase of the maximum heat flux when increasing the inlet air temperature
can be attributed to the combustion, since it had no effect on the heat flux
during motored operation. Increasing the inlet air temperature advances the start
of the combustion due to the higher gas temperature during the compression
stroke. The advanced combustion itself further increases the cylinder pressure and
consequently the gas temperature, leading to an increased heat flux. The higher gas
temperature due to the advanced combustion overcomes the effect of the reduced
density on the convection coefficient when the inlet air temperature is increased.
The same holds true for the compression ratio. Increasing the compression
ratio will also advance the combustion and give a higher gas temperature. It
amplifies the effect of the compression ratio on the heat flux for motored operation.
Increasing the fuel mass rate, on the other hand, increases the energy content of the
air-fuel mixture, but does not significantly advance the combustion. As a result, its
effect on the maximum heat flux is smaller. The gradient of the response surface
is higher at 900rpm for a change in compression ratio and fuel mass rate, as their
effect is more pronounced at higher engine speeds.
An ANOVA is also performed for the maximum convection coefficient and the
total heat released. The results are listed in Appendix D.2. In the case of the
maximum convection coefficient, the same main terms and interactions as for the
maximum heat flux are significant, but with a quadratic dependence on the fuel
mass rate. For the total heat released however, only the main terms are significant.
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When considering the fraction of the fuel’s energy lost as heat instead of the total
heat loss, the effect of the fuel mass rate is reduced considerably but remains
significant.
Additional measurements were conducted, where the EGR rate was increased from
0% to 30% for the center point operating conditions at 900rpm. The EGR rate
could not be increased further than 30% as the combustion became too unstable.
The maximum heat flux as a function of the EGR rate is shown in Fig. 3.17.
It can be seen that the maximum heat flux does not change with an increasing
EGR rate. Adding EGR has not affected the combustion that much, under the
current operating conditions. The start of combustion remains the same and only
the combustion duration increases. This is because even without EGR, the inlet
temperature is quite high and the mixture is very lean (λ = 3.5). Consequently the
mixture’s gas properties and temperature do not change significantly when air is
substituted for exhaust gases. For this reason, it was decided not to include the
EGR rate as a factor in the experimental design.
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Figure 3.17: Effect of the EGR rate on the maximum heat flux for the CFR engine
Scania engine
The ANOVA results for the Scania engine are presented in Table 3.7, with the
maximum value of the heat flux as the independent variable. The heat flux is
measured in the squish zone. Similar to the results from the measurements on the
CFR engine, the maximum heat flux is a linear function of the fuel mass rate. The
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engine speed has a quadratic effect on the maximum heat flux and the intake air
pressure does not affect it. The obtained response surface for maximum heat flux
as a function of the engine speed, intake air pressure and fuel mass rate is shown in
Figs. 3.18-3.20 together with the experimental data. When available, data obtained
from measurements in the bowl zone is added to each figure.
Table 3.7: ANOVA table for HCCI operation of the Scania engine
Source term DF SS F p
m˙f 1 8566.64 254.12 0.00
n · n 1 378.30 11.22 0.01
n 1 93.47 2.77 0.13
n·m˙f 1 76.66 2.27 0.16
m˙f · m˙f 1 71.41 2.12 0.18
n·pin 1 50.20 1.49 0.25
pin 1 34.91 1.04 0.33
n·pin · m˙f 1 25.09 0.74 0.41
pin · m˙f 1 18.79 0.56 0.47
pin ·pin 1 12.56 0.37 0.56
Lack of fit 4 107.71 0.70 0.62
Pure error 6 229.40
Total error 10 337.11
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Figure 3.18: Effect of the fuel mass rate on the maximum heat flux for the Scania engine
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Figure 3.19: Effect of the intake air pressure on the maximum heat flux for the Scania
engine
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Figure 3.20: Effect of the engine speed on the maximum heat flux for the Scania engine
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The fact that the intake pressure does not affect the maximum heat flux does not
correspond with the findings under motored operation. Under motored operation,
the maximum heat flux increased with an increasing intake air pressure. This
is because of the higher convection coefficient, due to the increased density of
the charge. The mixture’s gas temperature remained constant for the different
intake pressures. Similar to motored operation, the convection coefficient will
also increase under fired operation, due to the higher density of the charge at
higher intakes pressures. However, contrary to motored operation, the mixture’s
gas temperature will decrease with an increasing intake air pressure. Since more
mass is present during the combustion, the heat released during the combustion
will not heat up the mixture as much, resulting in a lower gas temperature. The
magnitude of both effects is of the same order. Hence, both effects cancel each
other out, resulting in no net effect of the intake air pressure on the maximum
heat flux. This is confirmed by the ANOVA results for the maximum value of the
convection coefficient and the total heat released during HCCI operation. It shows
that the intake air pressure has a quadratic effect on the maximum convection
coefficient.The quadratic effect of the engine speed and the linear effect of the
fuel mass rate are also present, similar as for the maximum heat flux. The total
heat released is only a function of the engine speed and the fuel mass rate.
The quadratic effect of the engine speed on the maximum heat flux is also
composed of two opposing phenomena, making it difficult to discern within the
given experimental uncertainty. As stated before, the heat flux expressed in W/cm2
can be expected to increase with engine speed, due to the higher number of cycles
per unit of time. The heat flux expressed in J/ca.cm2 shows a linear decrease with
engine speed. Opposed to motored operation, the decrease of the heat flux with
engine speed is larger at higher engine speeds. This is because the start of the
combustion is retarded with engine speed and the combustion duration is longer.
Since a larger part of the combustion will occur later in the expansion stroke where
a larger surface area for heat transfer is available, the heat flux will be lower. This
will cause the heat flux expressed in W/cm2 and the total heat loss to be lower at
higher engine speed. The reduction of the heat flux due to the retarded combustion
is less pronounced for the measurements on the CFR engine, since the combustion
was only delayed by about 2○ca when increasing the engine speed from 600 to
900rpm.
3.3.5 Instantaneous heat flux
Opposed to motored operation, the engine settings change the shape of the
heat flux trace under fired operation. The combustion timing is altered, which
74 CHAPTER 3
also affects the heat flux. To capture the effect of the engine settings on the
shape of the heat flux trace, the crank angle is added as an extra factor to the
experimental design of the CFR engine at 600rpm. The instantaneous heat flux is
the independent variable now. This does not require any additional measurements,
since all the necessary data points can be determined from the instantaneous heat
flux measured with the previous experimental design. The levels of the crank angle
are chosen to capture the combustion event. Top dead center is the factor’s center
point and the extreme levels are 340○ca and 380○ca (levels -2 and +2). These
provide the widest possible range of the crank angle that does not fail the lack of
fit test. The ANOVA results are listed in Table 3.8. All the main and quadratic
terms of the engine settings are significant. Furthermore, all the engine settings
interact with the crank angle, indicating they all affect the instantaneous heat flux.
Again, the interactions of the engine settings are not significant.
Table 3.8: ANOVA table for fired operation with the crank angle
Factor DF SS F p
ca·ca 1 3973.23 208.92 0.00
CR 1 2498.37 131.37 0.00
m˙f 1 2226.06 117.05 0.00
T 1 791.87 41.64 0.00
CR·CR 1 362.41 19.06 0.00
CR·ca 1 197.77 10.40 0.01
T·T 1 196.84 10.35 0.01
T·ca 1 152.58 8.02 0.01
m˙f · m˙f 1 132.07 6.94 0.02
m˙f ·ca 1 110.75 5.82 0.03
T·m˙f ·ca 1 54.24 2.85 0.12
CR·T·m˙f ·ca 1 25.68 1.35 0.27
T·m˙f 1 18.04 0.95 0.35
CR·m˙f 1 11.76 0.62 0.45
CR·m˙f ·ca 1 11.38 0.60 0.45
CR·T·m˙f 1 1.70 0.09 0.77
CR·T 1 1.44 0.08 0.79
ca 1 0.90 0.05 0.83
CR·T·ca 1 0.06 0.00 0.96
Lack of fit 5 186.33 1.91 0.25
Pure error 8 60.90
Total error 13 247.23
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Fig. 3.21 shows the measured heat flux trace, the modelled surface and the levels
of the crank angle used to fit the model. According to the ANOVA results, the
instantaneous heat flux is a pure quadratic function of the crank angle around top
dead center. However, Fig. 3.21 clearly shows that this is not the case outside the
crank angle window used to fit the model. A higher order polynomial is required
instead of the proposed quadratic function. More levels of the crank angle were
added to the design to construct a polynomial of the fourth degree. Nevertheless,
the model was unable to predict the instantaneous heat flux outside the crank angle
window used to fit the model and the ANOVA results remained the same for the
engine settings. It can be concluded that a polynomial model with the engine
settings and the crank angle is not suited to model the instantaneous heat flux.
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Figure 3.21: The modelled surface does not capture the effect of the crank angle outside
the measurement window
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3.4 Abnormal combustion
The maximum attainable load of an HCCI engine is limited by the occurrence
of ringing combustion. At high loads, the rapid release of energy can cause
a large pressure rise, which generates pressure oscillations in the combustion
chamber. These pressure oscillations produce a ringing or knocking sound and
can lead to engine damage [71–73]. It is often hypothesised that the pressure
oscillations break up the thermal boundary layer, which will increase the heat
transfer. However, only few published studies have investigated the heat transfer
during ringing combustion.
Tsurushima et al. [74, 75] determined the total heat loss to the cylinder wall from
an energy balance. When increasing the load, the increasing maximum pressure
rise rate was accompanied by an increase in the fraction of the fuel’s energy lost as
heat. Because this was also present when keeping the combustion timing constant,
they attributed the increased heat loss to a ringing combustion. This led them
to hypothesise that the pressure oscillations during ringing break up the thermal
boundary layer, increasing the energy transport to the wall. The effect of the
additional heat transfer caused by ringing on the total heat loss, could accurately be
modelled by adding a term, proportional to the pressure rise rate, to Eichelberg’s
[76] heat transfer correlation.
Winkler [77] performed a numerical simulation of the pressure oscillations in
the combustion chamber using a large eddy simulation (LES) approach. The
simulation showed that the total heat loss to the walls increases with increased
pressure amplitude. No conclusions could be drawn about the behaviour of the
boundary layer. However, the increased heat transfer could not be attributed solely
to an increase in gas temperature due to compression of the gas by the pressure
oscillation. It was concluded that the large pressure oscillations increase the wall
heat transfer, due to the fast transport of high temperature fluid from the core to
the walls of the combustion chamber.
Given the absence of experimental heat transfer data in literature, instantaneous
heat flux measurements were performed during ringing combustion to investigate
how the pressure oscillations affect the in-cylinder heat transfer. The heat flux was
measured in the CFR engine under normal and ringing operating conditions. The
different engine operating conditions are listed in Table 3.9. No, light and severe
ringing conditions were obtained by varying the fuel mass rate from 8.5mg/cycle
to 10.7mg/cycle. This corresponds to air-to-fuel equivalence ratios from 3.8 to 3,
respectively. The measurements were performed at a compression ratio of 10 and
repeated at a compression ratio of 12. The inlet air temperature and engine speed
were maintained constant at 100○C and 900rpm, respectively.
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Table 3.9: Operating conditions of the CFR engine
Compression ratio 10 & 12
Fuel mass rate [mg/cycle] 8.5 - 10.7
Inlet air temperature [°C] 100
Engine speed [rpm] 900
Fuel n-heptane
The occurrence of ringing was established by the presence of a knocking sound
during the measurements and visible pressure pulsations in the cylinder pressure
trace. As can be seen in Fig. 3.22, for the same operating conditions, a cycle that
exhibits ringing combustion can be distinguished from a cycle without ringing by
the presence of pressure pulsations.
330 340 350 360 370 380 390 400
10
15
20
25
30
35
40
Crank angle [°ca]
Cy
lin
de
r p
re
ss
ur
e 
[ba
r]
 
 
no ringing
ringing
Figure 3.22: Cylinder pressure trace under normal and ringing combustion
The frequency spectrum of these pressure pulsations is displayed in Fig. 3.23.
During ringing combustion, the spectrum contains peaks which are not present
during normal combustion. These peaks correspond to the first two circumferential
modes (1,0) and (2,0) and the first radial mode (0,1) of the combustion chamber.
For a cylindrical combustion chamber, the resonant frequencies can be calculated
using Eq. 3.4, derived by Draper [78].
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ftan,rad = ρ¯tan,rad · cpi ·B (3.4)
With tan, rad the tangential and radial mode respectively, ρ¯ the wave number, c the
speed of sound and B the cylinder bore. The resulting resonant frequencies for the
CFR-engine are listed in Table 3.10, with the speed of sound evaluated at top dead
center under ringing conditions. This indicates that the pressure pulsations create
standing waves in the combustion chamber that cause the knocking sound.
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Figure 3.23: Frequency spectrum of the pressure pulsations
Table 3.10: Resonant frequencies of the CFR engine
Mode Wave number Frequency [kHz]
(1,0) 1.841 5.2
(2.0) 3.054 8.6
(0.1) 3.852 10.8
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The distinction between no, light and severe ringing is made based on the ringing
intensity (RI). The ringing intensity, as derived by Eng [71], represents the
intensity of the pressure oscillations and is calculated according to Eq. 3.5.
RI = 1
2γ
·
(β · d pdt max)2
pmax
·
√
γ ·R ·Tgas,max (3.5)
With γ the ratio of specific heats and β a scaling coefficient. For the scaling
coefficient β , a value of 0.05 is used, as this value scales the maximum pressure
rise rate to the pressure oscillation amplitude. A threshold value of 0.5MW/m2 is
chosen for light ringing and 1MW/m2 for severe ringing. The ringing intensity is
calculated for each cycle per operating condition and consequently averaged over
100 consecutive cycles.
3.4.1 Ringing conditions
First, normal, light and severe ringing conditions are identified using the ringing
intensity. A sweep in the fuel mass rate was performed to obtain operating
conditions where no, light and severe ringing occur. The ringing intensity and
its threshold values, described in the previous paragraph, are used to distinguish
the different operating conditions. The ringing intensity as a function of the fuel
mass rate is shown in Fig. 3.24. For both a compression ratio of 10 (CR10) and
12 (CR12), the ringing intensity increases with the fuel mass rate. The range
in which the fuel mass rate is varied, allows achieving normal, light and severe
ringing operating conditions. At a compression ratio of 12, the ringing intensity is
higher compared to a compression ratio of 10 for a given fuel mass rate. The higher
cylinder pressure at a compression ratio of 12 advances the start of combustion as it
increases the gas temperature, for a given fuel mass rate. The advanced combustion
and the higher cylinder pressure cause a larger pressure rise, which leads to larger
pressure oscillations that increase the ringing intensity.
In the further discussion of the results, only the measurements at compression
ratio 10 will be used, as the results are analogous to the case with compression
ratio 12. Based on the threshold values for the ringing intensity, threshold values
of 9.7 mg/cycle and 10.2mg/cycle can be established for the fuel mass rate in this
particular case, for light and severe ringing respectively.
80 CHAPTER 3
8 9 10 11
0
0.5
1
1.5
2
Light ringing
Severe ringing
Fuel rate [mg/cycle]
R
in
gi
ng
 in
te
ns
ity
 [M
W
/m
2 ]
 
 
CR10 CR12
Figure 3.24: The ringing intensity as a function of the fuel mass rate for different
compression ratios
3.4.2 Heat transfer during ringing
The instantaneous heat flux traces for the variation in fuel mass rate are shown in
Fig. 3.25. They are measured with the HFM sensor mounted in the cylinder head
(position P1) of the CFR engine. It can be seen that the instantaneous heat flux is
higher during and after the combustion when the fuel mass rate is increased and
under ringing conditions. The advancing of the combustion can also be observed
in the heat flux traces. It should be noted that, unlike for the in-cylinder pressure
trace, no pulsations are visible in the heat flux trace during ringing combustion,
despite the sensor’s adequate response time. This is because the amplitude of
the pulsations in the heat flux are several orders of magnitude smaller than the
instantaneous heat flux. Fig. 3.26 shows the frequency spectrum of the high-pass
filtered heat flux signal. The amplitude of the heat flux pulsations is in the order of
µW/cm2, whereas the heat flux during combustion is more than 100W/cm2.
In Fig. 3.27, the maximum heat flux and the fraction of the fuel’s energy lost
as heat are shown as a function of the fuel mass rate. The fraction of the fuel’s
chemical energy that is lost as heat is chosen because it takes into account the
higher energy content of richer mixtures. This makes it possible to compare the
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Figure 3.25: The instantaneous heat flux under normal and ringing combustion
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Figure 3.26: Frequency spectrum of the heat flux
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heat loss of operating conditions with a different fuel mass rate. Both increase
when the fuel mass rate is increased. The increase in heat transfer can be attributed
to the higher energy content of the mixture and the shorter combustion duration,
which increases the gas temperature. But with an increased fuel mass rate, the
combustion duration is also shorter. The start of combustion remains the same,
so a larger part of the combustion occurs during the compression stroke, when a
larger surface for heat transfer is available. This increases the fraction of the energy
lost as heat. When comparing normal and ringing combustion, it can be seen that
the increase in both the maximum heat flux and the total heat loss increases faster
during ringing combustion. This indicates that a ringing combustion increases the
heat transfer.
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Figure 3.27: The maximum heat flux and heat loss under normal and ringing combustion
Fig. 3.28 shows the maximum value of the convection coefficient and the
maximum value of the temperature difference between the gas and the surface.
The maximum convection coefficient and the maximum temperature difference
both increase with an increasing fuel mass rate. The maximum temperature
difference increases linearly with the fuel mass rate, under both normal and ringing
combustion. This linear trend is also present for the maximum values of the gas
and the surface temperature individually. Hence, no sudden increase in surface
temperature is observed when ringing occurs. This observation does not support
the hypothesis of thermal boundary breakup under ringing conditions as the cause
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for the increased heat transfer. It should be noted, that the gas temperature is
for the bulk gas and it is a spatially averaged value for the entire combustion
chamber. Consequently, it is not necessary equal to the local gas temperature near
the sensor’s surface.
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Figure 3.28: The convection coefficient and temperature difference between the gas and
the wall under normal and ringing combustion
In contrast to the temperature difference, the maximum convection coefficient
increases faster during ringing combustion compared to normal combustion.
Consequently, the steeper increase in heat transfer under ringing combustion
compared to normal combustion can be attributed to an elevated convection
coefficient and not by an increased temperature difference between the bulk gas
and the wall. The convection coefficient is determined by the bulk motion of the
gas on the one hand and by the mixture’s bulk gas properties on the other hand.
As the gas properties are mainly temperature dependent, they follow the same
trend as the gas temperature and they do not change abruptly when ringing occurs.
Consequently, the increased convection coefficient could be caused by a change in
gas motion when ringing occurs, due to the pressure oscillations. This supports
the conclusion of Winkler [77], who attributes the increased heat transfer to the
fast transport of high temperature fluid from the core to the combustion chamber
walls.
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3.4.3 Cycle-resolved measurements
A strong correlation exists between the ringing intensity and the maximum heat
flux or the heat loss on a cycle-averaged basis. Now, it is verified whether this is
also the case for the individual cycles. Figs. 3.29 and 3.30 show the maximum
heat flux and the heat loss as a function of the ringing intensity for 100 individual
cycles of an operating point with ringing combustion (CR10, fuel mass rate of
10.7mg/cycle). Both the maximum heat flux and the heat loss seem to increase
with the ringing intensity. However, there is a large spread present in the results.
This might be caused by measuring the heat flux locally, while spatial variation of
the combustion or the ringing phenomenon is present.
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Figure 3.29: The maximum heat flux as a function of the ringing intensity for 100 cycles
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Figure 3.30: The heat loss as a function of the ringing intensity for 100 cycles
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3.4.4 Spatial variation
The spatial variation of the heat transfer is investigated by comparing the heat flux
through the cylinder head and through the cylinder wall. The heat flux is measured
simultaneously in both locations, with the HFM sensor mounted in the cylinder
head (position P1) and the TFG sensor in the cylinder wall (position P3). The
measurements at a compression ratio of 9 are used for this analysis. At the lower
compression ratio, the sensor in the wall is never covered by the piston. Based
on the threshold value of 0.5MW/m2 for the ringing intensity, a threshold value
of 10.3mg/cycle is established for the fuel mass rate above which light ringing
occurs.
The maximum value of the heat flux through the cylinder head and wall as a
function of the fuel mass rate is shown in Fig. 3.31. In both locations the maximum
heat flux increases with the fuel mass rate and increases more when a ringing
combustion occurs. The higher heat flux through the cylinder head compared to
the wall is a property of both the different sensor’s properties at both locations and
the spatial variation of the heat flux in this engine during combustion.
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Figure 3.31: The spatial variation of the maximum heat flux
Now, the spatial variation will be discussed for the individual cycles, instead of on
a cycle-averaged basis. First, the number of cycles is determined in which ringing
combustion occurs for each operating point. This is when the ringing intensity of a
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cycle exceeds the threshold value of 0.5MW/m2. As can be seen in Fig. 3.32, once
the fuel mass rate exceeds 10.1mg/cycle, ringing combustion occurs in almost all
of the cycles. Hence, there is almost no alternation between normal and ringing
combustion.
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Figure 3.32: Fraction of ringing cycles
In the operating point with a fuel mass rate of 10.6mg/cycle, a distinction can be
made between cycles with a high heat flux through the cylinder head and cycles
with a low heat flux. The distinction is made by visually inspecting the heat flux
traces and setting a threshold value that only some cycles exceed. It is assumed that
this division can be made because the occurrence of a ringing combustion increases
the heat flux. Fig. 3.33 shows the heat flux traces measured at the cylinder head
and wall. The heat flux is averaged over the cycles which show a high heat flux
through the head and over the cycles which show a low heat flux through the
head. The averaged heat flux through the wall for the high and low case are the
same. This indicates that cycles with a high heat flux through the cylinder head,
do not have a high heat flux through the wall. If the distinction is made based
on the heat flux through the wall (Fig. 3.34), the same conclusions can be drawn.
Cycles with a high heat flux through the cylinder wall, do not have a high heat
flux through the head. Hence, the measured heat flux of an individual cycle is not
only determined by the ringing intensity of that cycle, but also by the measurement
position. Most likely, the location of start of the auto-ignition also has a large effect
on the magnitude of the heat flux.
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Figure 3.33: Average heat flux through the cylinder head and wall based on the head heat
flux
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Figure 3.34: Average heat flux through the cylinder head and wall based on the wall heat
flux
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3.5 PPC operation
In this section, the heat transfer during PPC operation is discussed. These
measurements were performed on the Scania D13 engine, since the fuel injection
system of the CFR engine does not allow achieving the stratified air-fuel mixtures
required for PPC operation. First, the spatial variation of the heat transfer is
investigated. Next, it is verified whether deposits are formed during PPC operation
and whether these affect the measurements. The effect of different engine settings
on the heat transfer is discussed. Finally, a comparison is made between the heat
transfer during PPC and HCCI operation.
3.5.1 Spatial variation
It is first verified whether the spatial homogeneity of the heat flux during HCCI
operation is also present during PPC operation. In their investigation of the heat
transfer during HCCI operation, Chang et al. [27] observed a higher gradient in
the heat flux at certain measurement locations for operating conditions with a
late injection timing. They attributed this to different reaction rates caused by
the presence of fuel rich zones due to insufficient mixing of the air and fuel. The
spatial homogeneity of the heat flux is investigated in this work by comparing the
instantaneous heat flux measured in the bowl and the squish zone. Both of these
measurement locations are in the cylinder head, since the limited clearance height
does not allow mounting a sensor in the cylinder wall. The measured heat flux
traces are shown in Fig. 3.35. It can be seen that the heat flux is higher in the
squish zone than in the bowl zone around top dead center, resulting in a higher
maximum heat flux. The higher maximum heat flux in the squish zone is larger
than the experimental uncertainty for certain operating conditions, but remains
consistent for all measured operating conditions. Directly after top dead center,
the heat flux decreases faster in the squish zone than in the bowl zone.
These findings are consistent with the results from CFD simulations performed
by Fridriksson et al. [79] for this engine. The instantaneous gas temperature in
the mid-plane of the cylinder during PPC operation is shown in Fig. 3.36. It
should be noted that different operating conditions are simulated compared to the
measurements in this work. In the simulations, diesel is used as a fuel and it is
injected 4○ca BTDC. However, it is assumed that the general behaviour of the gas
temperature remains similar during the measured operating conditions. When the
combustion starts, a temperature rise is observed in the bowl of the piston and in
the squish zone. As the combustion propagates to the center of the combustion
chamber, the gas temperature increases throughout the entire bowl zone. Since the
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Figure 3.35: Heat flux in the bowl and squish zone during PPC operation
Figure 3.36: The gas temperature in Kelvin during PPC operation with diesel fuel [79]
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heat flux sensor in the bowl zone is mounted in the cylinder head, it will see the
increase in gas temperature later than the sensor in the squish zone. This explains
the higher heat flux measured in the squish zone compared to the bowl zone around
top dead center and the lower heat flux in the squish zone later in the expansion
stroke. The negative heat flux in the squish zone during the expansion stroke, is
most likely caused by a crevice flow. The cold unburned air and fuel flowing over
the sensor’s surface will subtract heat from it, resulting in a negative heat flux.
The difference in heat flux gives rise to a different wall temperature and heat loss in
both measurement locations. The instantaneous wall temperature measured in the
squish and bowl zone is shown in Fig. 3.37. The higher heat flux in the bowl zone
during the expansion phase, caused by the contact with the hot combustion gases,
results in a higher total heat loss and wall temperature compared to the squish zone.
In both temperature traces, a dip can be observed before the main temperature rise.
This coincides with the fuel injection and can be attributed to the evaporation of the
injected fuel. The effect is less pronounced in the squish zone, but is still present.
A comparison of the convection coefficient in both measurement locations is not
possible, since only the bulk gas temperature is known. It is likely that the sensors
are each subjected to a different gas temperature, due to the heterogeneity of the
combustion. It can be concluded that the heat transfer is not homogeneous during
PPC operation.
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Figure 3.37: Wall temperature in the bowl and squish zone during PPC operation
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3.5.2 Deposit formation
The presence of deposits on the heat flux sensor is also checked for PPC operation,
since soot can be formed in the local fuel rich zones. The effect of possible deposits
on the sensor is examined by comparing the measured heat flux of replicated
measurements. These measurements were carried out with an equal distribution
throughout the test day. The measured heat flux traces in the bowl zone are shown
in Fig. 3.38. The variation of the heat flux between the different measurements is
within the experimental uncertainty. Consequently, the formation of deposits did
not affect the measured heat flux. Also, no deposit layer was visible on the sensor
after finishing the measurement campaign.
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Figure 3.38: Heat flux for replications of the same operating point under PPC operation
measured in the bowl zone
3.5.3 Experimental design
The experiment is set up similarly as the experiment under HCCI operation of
the Scania engine. A central composite design is used with the fuel mass rate,
intake air pressure and start of injection (SOI) as factors. The engine speed is
excluded from the design to reduce the number of measurements and because the
measurements under HCCI operation showed a limited effect on the heat flux.
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The extreme levels of each factor are listed in Table 3.11. The levels for the fuel
mass rate and the intake air pressure are the same as for HCCI operation. The
fuel is again PRF70. The levels for the start of injection were chosen to obtain
combustion around top dead center and to avoid combustion occurring during the
injection. Optical studies conducted by Lonn et al. [80] and Wang et al. [81] on an
optically accessible version of this engine, show that most of the fuel is injected
into the bowl of the piston for these injection timings. Hence, wall wetting is
avoided. The engine speed was kept constant at 1200rpm. The fuel mass rate was
set by adjusting the fuel rail pressure and keeping the injection duration constant
at 700µs. The inlet air temperature and EGR rate were kept constant at 30○C and
40% respectively. Due to the spatial variation of the heat flux, all the measurements
were replicated with the sensor mounted in each location.
Table 3.11: Overview of the factors’ extreme levels under PPC operation
Factor Level Level code
m˙f
7mg/cycle
10mg/cycle -22
pin
1bar
1.4bar
-2
2
SOI
35○ca BTDC
15○ca BTDC -22
3.5.4 Effect of engine settings
The ANOVA results are presented in Tables 3.12 and 3.13 for the maximum value
of the heat flux, measured in the bowl and squish zone respectively. Similar to the
results during HCCI operation, the maximum heat flux is a linear function of the
fuel mass rate and it is unaffected by the intake air pressure. The start of injection
has a quadratic effect on the maximum heat flux and interacts with the fuel mass
rate. This interaction is more pronounced in the bowl zone than in the squish zone.
Although the effect of the interaction is present in both locations upon inspection of
the measurements, it is not statistically significant in the squish zone. The obtained
response surface for the maximum heat flux as a function of the intake air pressure,
fuel mass rate and start of injection is shown in Figs. 3.39-3.41 together with the
experimental data for both measurement locations. When available, data obtained
from additional measurements are added to each figure.
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Table 3.12: ANOVA table for the bowl zone during PPC operation of the Scania engine
Source term DF SS F p
m˙f 1 796.35 68.31 0.00
SOI · SOI 1 279.51 23.98 0.00
SOI 1 138.02 11.84 0.01
pin 1 38.21 3.28 0.10
SOI·m˙f 1 17.19 1.48 0.25
pin ·pin 1 13.10 1.12 0.31
SOI·pin 1 11.00 0.94 0.35
m˙f · m˙f 1 3.28 0.28 0.61
pin · m˙f 1 0.26 0.02 0.88
SOI·pin · m˙f 1 0.00 0.00 0.99
Lack of fit 4 51.35 1.18 0.41
Pure error 6 65.23
Total error 10 116.58
Table 3.13: ANOVA table for the squish zone during PPC operation of the Scania engine
Source term DF SS F p
m˙f 1 816.39 136.97 0.00
SOI 1 186.14 31.23 0.00
SOI · SOI 1 165.33 27.74 0.00
SOI·m˙f 1 70.55 11.85 0.01
m˙f · m˙f 1 9.10 1.53 0.25
SOI·pin · m˙f 1 7.16 1.20 0.30
pin ·pin 1 4.19 0.70 0.42
pin 1 3.18 0.53 0.48
pin · m˙f 1 1.70 0.29 0.61
SOI·pin 1 1.29 0.22 0.65
Lack of fit 4 33.55 1.93 0.22
Pure error 6 26.06
Total error 10 59.61
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Figure 3.39: Effect of the fuel mass rate on the maximum heat flux
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Figure 3.40: Effect of the intake air pressure on the maximum heat flux
The linear increase of the maximum heat flux with the fuel mass rate can be
attributed to the increases of the energy content of the air-fuel mixture. The fact
that the intake pressure does not affect the maximum heat flux, is because of the
opposing effects of the mixture’s gas temperature and the convection coefficient
that cancel each other out, similar as during HCCI operation. The convection
coefficient will increases with the intake air pressure due to the higher density
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Figure 3.41: Effect of the start of injection on the maximum heat flux
of the charge. The gas temperature will decrease with an increasing intake air
pressure, since the heat released during the combustion needs to heat up a mixture
with a higher heat capacity due to its increased mass. The quadratic effect of the
start of injection on the maximum heat flux is linked to the combustion phasing,
which exhibits the same quadratic trend. The combustion occurs the earliest for
a start of injection of 25○ca BTDC. Advancing or retarding the start of injection
will both retard the combustion. This phenomenon has also been observed by Li
et al. [82]. In order to maintain the same combustion phasing when advancing
or retarding the start of injection around a certain injection timing, the inlet air
temperature needed to be increased. In this work the inlet air temperature was
kept constant, so the combustion phasing will change. It is hypothesised that this
phenomenon is the result of the trade-off between the ignition delay and the mixing
time. When the start of injection is advanced, the mixing time of the air and fuel
will be longer. The leaner local air-fuel mixture will be less reactive and will
ignite later. When the start of injection is retarded, on the other hand, the ignition
delay of the fuel becomes the limiting factor and cannot be fully compensated by
a richer, and more reactive, charge. Since the combustion phasing determines the
peak cylinder pressure, the most advanced combustion will result in the highest
cylinder pressure. Consequently, the mixture’s gas temperature and heat flux will
be the highest for a start of injection of 25○ca BTDC and will be lower for the
other injection timings.
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3.5.5 Comparison of combustion modes
Two measurements with the same load (2bar imep) are selected from the
measurement database to compare the heat transfer during HCCI and PPC
operation. It should be noted that the engine load is the same, but that other
other operating conditions are different, such as the start of injection, fuel mass
flow, intake temperature and EGR rate. Moreover, these operating conditions were
not optimised for maximum efficiency. However, useful conclusions can still be
drawn from such a comparison. The heat flux traces are shown in Fig. 3.42 for
both combustion modes. It can be seen that the heat flux is much higher for HCCI
operation during and directly after the combustion. This results in a lower heat loss
and wall temperature for PPC operation compared to HCCI operation, which has
often been hypothesised [20, 83]. The lower heat transfer during PPC operation
can be attributed to the stratified nature of the combustion. The combustion is
more contained in the center of the combustion chamber and is surrounded by
an insulating air and EGR layer. The combustion during HCCI operation occurs
homogeneously across the entire combustion chamber. As a consequence, a part
of the air fuel mixture will combust in the vicinity of the cylinder wall, which will
result in a higher heat transfer.
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Figure 3.42: Comparison of the heat flux during HCCI and PPC operation
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The reduced heat loss during PPC operation can also be observed in the energy
balance for both operating modes (Fig. 3.43). The fraction of the energy lost as
heat to the combustion chamber walls is lower during PPC operation compared to
HCCI operation. The energy that is not being lost to the coolant is converted to
useful work, but also leads to an increased heat loss through the exhaust gases. The
higher exhaust loss can be attributed to the higher temperature of the exhaust gases
due to the lower heat loss to the walls. Although the higher exhaust loss during
PPC operation compared to HCCI operation is also in part due to the higher intake
air temperature during HCCI operation. Since the air heating was done with an
electric heater, this is not visible in the energy balance.
HCCI PPC
0
20
40
60
80
100
En
er
gy
 fr
ac
tio
n[%
]
 
 
Work
Heat loss
Exhaust loss
Pumping loss
Combustion loss
Other
Figure 3.43: Energy balance for HCCI and PPC operation
3.6 Closure
This chapter presented the results of an experimental investigation of the heat
transfer during motored, HCCI and PPC operation. The experiments were
designed and analysed according to the Design of Experiments methodology.
This allowed determining which engine settings and interactions have a significant
effect on the maximum heat flux, as well as constructing an experimental surface
to show the magnitude of each engine setting. A comparison of the heat flux
measured at different locations in the combustion chamber showed that the heat
transfer is spatially homogeneous during motored and HCCI operation in both
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test engines. During PPC operation, on the other hand, the heat transfer differs
according to the measurement location due to the heterogeneity of the combustion.
A comparison of replicated operating points throughout the test day showed no
effect of deposit formation on the measured heat flux for both HCCI and PPC
operation, for the investigated conditions.
An ANOVA showed that the maximum heat flux and total heat released under
motored operation are linear functions of the compression ratio only. The inlet
air temperature does not affect the heat flux because its effect on the convection
coefficient and the temperature difference between the gas and the wall cancel each
other out. Both the engine speed and the intake pressure have a linear effect on the
maximum heat flux. The increase of the maximum heat flux as a function of the
engine speed can be attributed to the higher number of cycles per unit of time,
when the heat flux is expressed in W/cm2. The increase of the maximum heat flux
at higher intake pressures is caused by the increased charge density which leads to
a higher convection coefficient.
Under HCCI operation, the maximum heat flux and the maximum convection
coefficient are both quadratic functions of the compression ratio and inlet air
temperature and linear functions of the fuel mass rate. This is because the
compression ratio and the inlet air temperature affect the start of combustion,
whereas the fuel mass rate increases the energy content of the mixture. The engine
speed has a quadratic effect on the maximum heat flux. At higher engine speeds,
the delayed combustion phasing becomes dominant. Replacing air with exhaust
gases does not affect the heat transfer for the investigated operating conditions.
Increasing the intake air pressure also does not affect it. This is because the effect
of the increased charge density is cancelled by the reduced temperature of the
mixture during the combustion. The occurrence of a ringing combustion increases
the instantaneous heat flux during HCCI combustion. This can be attributed
to the increased gas motion during ringing combustion caused by the pressure
oscillations in the combustion chamber.
Similar to HCCI operation, the maximum heat flux is a linear function of the fuel
mass rate and is unaffected by the intake air pressure, during PPC operation. The
start of injection has a quadratic effect on the heat flux, due to the trade-off between
the ignition delay and the mixing time of the air and fuel. Due to the stratified
nature of the combustion, the heat transfer during the combustion is lower than for
HCCI operation.
4
Evaluation of heat transfer models
In this chapter, the basic principles of modelling the heat transfer in internal
combustion engines are explained. An overview is given of commonly used heat
transfer models and the physics they are based on. The applicability of these
models for HCCI and PPC operation is investigated. First, the heat transfer is
discussed during motored operation and then during HCCI and PPC operation. The
models were calibrated for each operating condition and the obtained coefficients
are compared. The predictive quality of the models is investigated by comparing
the heat flux for a variation of engine settings for two fuels, with respect to a base
operating base point. The analysis was carried out for both the CFR engine and the
Scania engine. Since the results for motored and HCCI operation are similar for
both engines, only the results for the CFR engine are shown in this chapter. The
results for the Scania engine can be found in Appendix E. The implementation
of the mixture’s properties in the models is compared for the models of Annand,
Woschni and Bargende. Finally, the relation between the Nusselt number and the
Reynolds number on a logarithmic scale is discussed for these models. As this
allows validating the underlying modelling approach and the model coefficients.
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4.1 Modelling approaches
The heat transfer in internal combustion engines is driven by the temperature
difference between the gases in the combustion chamber and the cylinder wall
and by the motion of these gases. Since no soot particles are formed during the
combustion and no luminous flame is present for low temperature combustion,
radiative heat transfer does not need to be considered. Hence, the heat transfer
is purely convective in nature and is governed by the boundary layer at the
combustion chamber wall. The boundary layer is a thin layer of fluid near the
surface where the flow is laminar and that has the properties of the wall at the wall
and those of the bulk fluid at the fluid side [40]. As illustrated with Fig. 4.1, both a
hydrodynamic and a thermal boundary layer exist, of which the thickness depends
on the velocity and temperature gradient, respectively. 
Twall v=0 
Tgas vgas 
δv 
δT 
Figure 4.1: The velocity and temperature profile of the fluid near the wall
The heat transfer through the boundary layer can be described by the convection
coefficient (according to Eq. 2.1) and the temperature difference between the wall
and the bulk fluid, with the convection coefficient representing the fluid flow near
the wall and its thermal properties. At the interface between the wall and the fluid
in the boundary layer, the heat transfer is governed by conduction (according to
Eq. 2.2). Given this dual nature of the heat transfer, two modelling approaches
have been suggested to model the heat transfer to the combustion chamber walls.
The first approach, based on the conductive heat transfer, requires knowing the
temperature distribution in the boundary layer. In some heat transfer models, a
certain temperature distribution is assumed [84, 85], whereas in other models a
thermal wall model is used based on the logarithmic law of the wall [86–89].
EVALUATION OF HEAT TRANSFER MODELS 101
The second modelling approach is based on the convective heat transfer, in
which the convection coefficient is modelled by the application of the boundary
layer theory. Pohlhausen applied the equations of mass, momentum and energy
conservation in the boundary layer, together with the Blasius solution, to describe
the convective heat transfer on a flat plate analytically as a function of the
dimensionless Nusselt (Nu), Reynolds (Re) and Prandtl (Pr) number:
Nu = 0.332·Re1/2 ·Pr1/3 (4.1)
The Nusselt, Reynolds and Prandtl number are defined as follows:
Nu = h ·L
k
(4.2)
Re = ρ ·V ·L
µ
(4.3)
Pr = µ ·cp
k
(4.4)
In which L is the boundary layer thickness, k the thermal conductivity, ρ the
density, V fluid velocity, µ the dynamic viscosity and cp the specific heat capacity.
The Nusselt number describes the thermal boundary layer (ratio of convective heat
transfer to conductive heat transfer in the fluid), the Reynolds number describes
he hydrodynamic boundary layer (ratio of inertial forces to viscous forces) and
the Prandtl number describes the relation between both boundary layers (ratio of
momentum diffusivity to thermal diffusivity). The Pohlhausen equation is valid
for a steady state boundary layer. However, in an engine the gas temperature and
velocity change continuously throughout the cycle. Therefore, by applying this
equation, it is assumed that the heat transfer is quasi-steady. This is true if the
boundary layer instantaneously shows a steady state behaviour or if there is no
phase-shift between the heat flux and the temperature difference.
The heat transfer models using the second modelling approach, based on the
convective heat transfer, are discussed in more detail. The heat transfer models
using the first modelling approach, based on the conductive heat transfer, are
discarded. This is because various assumptions need to be made to obtain the
thermal wall models. Optical [90] and computational [91] studies have shown that
the temperature evolution near to the wall does not adhere to a logarithmic law and
is thus badly described by such a model. Furthermore, a study by Decan et al. [92]
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compared the measured heat flux in a CFR engine during motored operation, to
the heat flux calculated with wall models and to the heat flux obtained from the
simulation of a fully-resolved boundary layer. It was found that none of heat
transfer models with a wall model were able to correctly predict the heat flux.
The heat transfer models based on the convective heat transfer are the most
commonly used type in 0D and 1D thermodynamic simulation software. In this
case, the models calculate the spatially averaged heat flux as a function of crank
angle. Oftentimes, heat transfer models are used that were developed for spark
and compression ignition engines, e.g. the models proposed by Annand [41],
Hohenberg [93] and Woschni [56]. However, these models are based on heat
transfer measurements in spark- and compression ignition engines. It is expected
that these heat transfer models are not applicable for low temperature combustion
operation, given the substantial difference in combustion characteristics. Chang et
al. [63] and Hensel et al. [64, 65] have tried to modify these models for HCCI
operation, but their modified models have not yet been extensively validated.
Moreover, the implementation and calibration of the heat transfer models also
differs from one simulation tool to the next. Sometimes the models are
implemented with the coefficients proposed by the authors of each model, but
often the scaling coefficient [94, 95] or other model coefficients [96] are adjusted
to calibrate the model. In some cases the model itself is modified. For example
Olsson et al. [97] and Ogink et al. [98] omitted the pressure dependent term in the
characteristic velocity of Woschni’s heat transfer model. However, the calibration
or modification of a heat transfer model using only pressure and emissions data is
not straightforward because of the interaction between the heat transfer model and
the other models. For this reason, an experimental study is performed in this work,
in which the predicted heat flux is directly compared to the measured heat flux.
With this approach the need for other models that affect the results is eliminated.
Multiple heat transfer models and calibration procedures are evaluated by
comparing the modelled heat flux to the measured heat flux over a wide range
of engine operating conditions and for different fuels and engines. The shape of
the heat flux trace, the maximum heat flux and the total heat loss are discussed
and the resulting model coefficients are listed for each calibration method. This
allows researchers performing simulations to make deliberate choices on the
implementation and calibration of a heat transfer model. The models proposed
by Annand, Hohenberg, Woschni and Bargende are investigated, i.e. models that
were developed for traditional spark- and compression-ignition engines. Also
the models proposed by Chang et al. and Hensel et al. are investigated that were
developed specifically for HCCI engines. The models from Annand, Hohenberg
and Woschni are investigated because they are often used in literature to predict
the heat transfer in HCCI and PPC engines, although they were not designed to,
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and because the models from Chang et al. and Hensel et al. are based on these
models. The model of Bargende is included as it follows a different approach by
introducing the kinetic energy of the charge in the model and by using a 2-zone
approach.
4.2 Overview of existing heat transfer models
It was first proposed by Annand to use the dimensionless Pohlhausen equation
(Eq. 4.1) to model the heat transfer in internal combustion engines. He suggested
to keep the form of the equation (Eq. 4.5), but to find the appropriate values
of the numerical coefficients a, b and c for internal combustion engines. Also,
the characteristic length (L) and velocity (V) should represent the gas motion
responsible for the heat transfer.
Nu = a ·Reb ·Prc (4.5)
Because the Prandtl number does not change significantly throughout the engine
cycle for most fuels [60], it is lumped into the scaling coefficient a. This
transforms Eq. 4.5 into Eq. 4.6, which is also the basis for the other heat transfer
models discussed in this chapter. The difference between the models lies in the
choice of the characteristic length and velocity, the determination of the mixture’s
properties and the model coefficients. The keys to a good heat transfer model,
lie in finding a characteristic length and velocity that accurately represent the gas
motion that governs the heat transfer, an accurate implementation of the mixture’s
properties and obtaining the model coefficients from fitting the model to accurate
experimental data. An overview of the characteristic length and velocity used in
the discussed models is presented in Table 4.1 and the model coefficients are listed
in Table 4.2.
h = a ·V b ·Lb−1 ·k ·µ−b ·ρb (4.6)
Annand kept the form of Eq. 4.6 and proposed using the mean piston speed (cm) as
the characteristic speed and the cylinder bore (B) as the characteristic length. The
scaling coefficient a should be adjusted within the suggested range to capture the
intensity of the charge motion.
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Table 4.1: Characteristic length and velocity used in the models
Characteristic length Characteristic velocity
Annand B cm
Woschni B c1 ·cm+c2 · Vswept ·Trpr ·Vr ·(p− pmot)
Hohenberg V 1/3c cm+1.4
Bargende V 1/3c 0.5·√8·kt +c2m
Chang Lc c1 ·cm+c2 · Vswept ·Trpr ·Vr ·(p− pmot)
Hensel V 1/3c √c2m+c2c2 +c1 · 4m˙airρair ·pi ·B2 ·( hIV,WOThIV )c2
Table 4.2: Model coefficients in SI units
Coefficient Annand Woschni Hohenberg Chang Hensel Bargende
a 0.35 - 0.8 0.013 130 0.013 0.0656 3.5212
b 0.7 0.8 0.8 0.8 0.8 0.78
d - -0.2 -0.06 -0.2 - -0.22
e - -0.53 -0.4 -0.73 - -0.477
Woschni made the following assumptions to convert Eq. 4.6 into Eq. 4.7:
1. ρ ∼ pT
2. k ∼ T 0.75
3. µ ∼ T 0.62
h = a · pb ·V b ·Ld ·T e (4.7)
It should be noted that the last two assumptions are only valid for air. Woschni
also used the cylinder bore as the characteristic length and added the pressure
difference between fired and motored operation (p−pmot) to the mean piston speed
in the characteristic velocity. The model coefficient c2 is only non-zero during the
combustion and expansion phase, as the pressure difference should account for the
effect of the combustion on the heat transfer. The subscript r denotes a reference
crank angle, such as intake valve closing time.The resulting characteristic velocity
is given by Eq. 4.8.
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V = c1 ·cm+c2 · Vswept ·Trpr ·Vr ·(p− pmot) (4.8)
Hohenberg modified Woschni’s model by changing the characteristic length to the
diameter of a sphere with the same volume as the instantaneous cylinder volume
(Vc) and changing the characteristic velocity to the mean piston speed with a
constant value of 1.4m/s added to it.
Bargende further modified Woschni’s model, but took a different approach by
including the specific kinetic energy of the charge kt in the characteristic velocity
(Eq. 4.9). The specific kinetic energy is calculated with a correlation based on the
k-ε model, that takes into account the density change of the charge, the turbulence
generated by the piston bowl and the dissipation of the turbulence. The effect
of the combustion is transferred from the characteristic velocity to an additional
multiplication term ∆ for Eq. 4.7. The additional term ∆ (Eq. 4.10) takes into
account the effect of the combustion through the temperature differences between
the cylinder wall and the burned (Tb−Twall) and unburned gases (Tu−Twall).
Because each term is proportional to the mass fraction burned (mfb) and unburned
(1-mfb), a simple 2-zone approach is introduced. Contrary to Woschni and
Hohenberg, the mixture’s properties are now determined based on the mass
fractions of air and combustion gases using correlations for each. Heinle [66, 99]
adjusted the velocity and combustion term to include the velocity of a cylindrical,
radially expanding flame front. Since these modifications did not increase the
accuracy of Bargende’s model, this model was not included in this investigation.
V = 0.5·√8·kt +c2m (4.9)
∆ = [mfb· Tb
Tgas
·
Tb−Twall
Tgas−Twall +(1−mfb) · TuTgas · Tu−TwallTgas−Twall ]
2
(4.10)
Chang et al. modified Woschni’s model for HCCI operation by using the
instantaneous chamber height (Lc) as the characteristic length, dividing coefficient
c2 by 6 and by changing the temperature coefficient e. The reduction of coefficient
c2 reduced the effect of the combustion and provided a better agreement with the
measured heat flux. Omitting this term provided an even better agreement with the
measurements, but then the model was not able to capture the effect of changes in
load. The new temperature coefficient e was determined by fitting the proposed
model to the experimental data.
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Hensel et al. modified Annand’s model for HCCI operation. The characteristic
velocity (Eq. 4.11) is adapted for engine operation with exhaust gas rebreathing
to achieve HCCI operation. The first term of the characteristic velocity represents
the velocity of the engine and the second term the velocity of the charge. The
second term accounts for the effect of high amounts of internal residual gas and
the acceleration of the inlet flow if a small valve lift (hIV) is used. The mixture’s
properties are determined by using the same correlations for air and exhaust gases
as Bargende.
V = √c2m+c2c
2
+c1 · 4m˙airρair ·pi ·B2 ·(hIV,WOThIV )
c2
(4.11)
4.3 Motored operation
The heat transfer models are now evaluated by comparing their predicted heat flux
to the measured heat flux at different operating conditions. The evaluation was
carried out for both the Scania and the CFR engine. Since the results for both
engines are similar for motored and HCCI operation, only the results for the CFR
engine are shown in this chapter. The results for the Scania engine can be found
in Appendix E and are referenced to in the case they differ from those for the CFR
engine. Since PPC operation is only possible on the Scania engine, the model
evaluation is performed for the Scania engine. For motored and HCCI operation,
the heat flux measured in the cylinder head (position P1) of the CFR engine is used
and the heat flux measured in the bowl zone of the Scania engine.
The models are evaluated first during motored operation for a base operating
point. This allows investigating the models’ behaviour during the compression
and expansion phase, without combustion occurring. The operating conditions are
listed in Table 4.3. By calibrating the models during motored operation, it can be
verified later whether the models are able to predict the effect of the combustion
and thus whether a motored calibration is suitable for accurate predictions during
fired operation. The predicted heat flux is first compared to the measured heat flux
using the model coefficients proposed by each author. This is done to check the
error if the models are not calibrated, and whether the models require calibration
at all. Because Annand proposes a range of values for the scaling coefficient a,
this value was calibrated to match the measured maximum heat flux. The obtained
scaling coefficient of 0.447 for the CFR engine lies within the suggested range,
but the value of 0.329 obtained for the Scania engine is lower than the minimum
suggested value of 0.35.
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Table 4.3: Motored operating conditions
Engine CFR Scania
Speed [rpm] 900 1200
Inlet temperature [○C] 100 40
Compression ratio 10 17.3
Inlet pressure [bar] 1 1.2
The instantaneous heat flux traces are shown in Fig. 4.2. The measured value of
the maximum heat flux and the total heat loss are listed in Table 4.4, together
with the error of each model. The models of Woschni, Chang et al. and Hensel
et al. underestimate the heat flux throughout the entire cycle, except during the
final part of the expansion phase. Consequently, they underestimate both the
maximum heat flux and the total heat loss. Hohenberg’s model underestimates
the heat flux for the CFR engine, but overestimates it for the Scania engine. The
model of Bargende, on the other hand, overestimates the heat flux throughout
the entire cycle for both engines. For motored operation, the combustion term
in Bargende’s model was omitted. Because its coefficient is lumped into the main
scaling coefficient, the heat flux is overestimated. It is clear that none of the models
can be used without calibrating the scaling coefficient first.
Table 4.4: Results for motored operation of the CFR engine
Model qmax,standard Qtot,standard Qtot,calibrated
Meaurement 34±2W/cm2 56±4J 56±4J
Annand 0% +23% +23%
Woschni -53% -45% +18%
Hohenberg -17 % -7% +12%
Chang -82% -80% +10%
Hensel -64% -52% +37%
Bargende +22% +42% +16%
Next, the scaling coefficient of each model is adjusted to accurately predict the
maximum heat flux. The calibrated scaling coefficients are listed in Table 4.5.
The error of the predicted total heat loss is listed in Table 4.4 and the difference
between the modelled and the measured heat flux is shown in Fig. 4.3, with the
error bars representing the experimental uncertainty. It can be seen that most
models underpredict the heat flux during the compression phase and that all models
overpredict the heat flux during the expansion for both engines. The overestimated
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Figure 4.2: The heat flux during motored operation of the CFR engine
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Figure 4.3: The absolute error of the calibrated, modelled heat flux during motored
operation of the CFR engine. The error bars denote the experimental uncertainty.
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heat flux during the expansion results in the overestimation of the total heat loss
by all models. The results show that Bargende’s approach to include the specific
kinetic energy in the characteristic velocity improves the accuracy of the modelled
heat flux trace.
Table 4.5: Calibrated scaling coefficients for the CFR engine
Model Motored calibration HCCI calibration
Annand 0.447 0.446
Woschni 0.028
c1=5.83
c2=0.286·10−3
Hohenberg 156 154
Chang 0.073 0.067
Hensel 0.182 0.219
Bargende 2.881 2.968
4.4 HCCI operation
4.4.1 Base point
The models are now evaluated during HCCI operation for a base operating point.
The engine settings for this operating point are the same as during motored
operation (see Table 4.3), but with the addition of fuel injection. The CFR engine is
fueled with n-heptane with a fuel mass rate of 8.5mg/cycle and the Scania is fueled
with PRF70 with a fuel mass rate of 22mg/cycle. First, the scaling coefficients
calibrated during motored operation are applied. This makes it possible to check
if the models are able to accurately predict the effect of the combustion on the heat
transfer. The instantaneous heat flux traces are shown in Fig. 4.4 and the model
errors of the maximum heat flux and total heat loss are listed in Table 4.6, for each
model.
Since the models are calibrated during motored operation with the same inlet air
temperature, their performance before the combustion starts is the same as for
motored operation. Also similar to motored operation, is the overestimation of
the heat flux during the expansion phase after the combustion has ended. The
models of Annand, Hohenberg and Bargende are able to capture the effect of the
combustion on the heat transfer for the CFR engine. With the scaling coefficient
obtained during motored operation, the models accurately predict the maximum
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Figure 4.4: The heat flux during fired operation with coefficients for motored operation
Table 4.6: Results for HCCI operation of the CFR engine
Motored calibration Fired calibration
qmax Qtot Qtot
Meaurement 97±5W/cm2 125±10J 125±10J
Annand +0.23% +45% +43%
Woschni +149% +131% +33%
Hohenberg +1% +29% +27%
Chang +9% +24% +14%
Hensel -17% +40% +68%
Bargende -3% +16% +19%
heat flux during HCCI operation. This is not the case for the Scania engine, where
these models underpredict the effect of the combustion. Hensel et al.’s model
underestimates the effect of the combustion for the CFR engine and Woschni’s
and Chang et al.’s models overestimate it. The latter is also true for the Scania
engine and can be attributed to the pressure dependent term in the characteristic
velocity of these models. Due to the reduction of this term’s coefficient, Chang
et al.’s model is able to better predict the heat flux during the combustion. It can
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be concluded that Woschni’s model cannot be used to model the heat transfer in
HCCI engines, if the standard model coefficients are used or if only its scaling
coefficient is adjusted.
Next, the scaling coefficient of each model is adjusted to match the maximum
value of the measured heat flux for the base operating point. This allows evaluating
the shape of the predicted heat flux trace. To improve the accuracy of Woschni’s
model, it is decided to use the standard scaling coefficient a and to calibrate
both model coefficients c1 and c2 of the characteristic velocity. Coefficient c1
is calibrated to match the maximum heat flux during motored operation and
coefficient c2 during HCCI operation. The calibration resulted in a reduction of
coefficient c2 by a factor 11, almost removing it. The calibrated coefficients are
listed in Table 4.5 and the error of the predicted total heat loss is listed in Table 4.6
for each model. All models still significantly overpredict the total heat loss.
The difference between the modelled and the measured heat flux is shown in
Fig. 4.5, with the error bars representing the experimental uncertainty and the
dashed vertical line indicating the start of the combustion. Before and after the
combustion, the same conclusions can be drawn as for motored operation. Hensel’s
model underestimates the effect of the combustion on the heat transfer, as an
increase in the scaling coefficient has led to an overprediction of the heat flux
throughout the entire cycle. The models of Woschni, Hohenberg and Chang et
al. on the other hand overestimate the effect of the combustion, as decreasing
their scaling coefficient has led to an underprediction of the heat flux during the
compression phase and during the beginning of the combustion. The model of
Bargende predicts the heat flux well during the compression and the last part
of the combustion, but overestimates it during the first part of the combustion.
Annand’s model performs best during the compression and combustion phase,
but overestimates the heat flux significantly during the expansion phase when the
combustion has ended. For the Scania engine, all models except for Woschni’s
underpredict the the effect of the combustion. It can be concluded that even after
calibration, none of the models are able to accurately predict the instantaneous
heat flux during the entire cycle.
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Figure 4.5: The absolute error of the calibrated, modelled heat flux during HCCI
operation of the CFR engine. The error bars denote the experimental uncertainty.
4.4.2 Predictive ability
The predictive quality of the models is investigated by varying the compression
ratio, inlet air temperature, fuel mass rate and fuel type of the CFR engine with
respect to the base point. The model coefficients obtained from the base point
calibration are kept. The measured and modelled values of the maximum heat
flux as a function of the different engine settings is shown in Figs. 4.6, 4.7 and
4.8. The dashed black line indicates the experimentally observed trend obtained
from the statistical analysis performed in the previous chapter. The models are
able to capture the quadratic trend of the maximum heat flux as a function of the
compression ratio. The predicted heat flux is within the experimental uncertainty
for all models except for Hensel’s model. None of the models is however able
to accurately model the effect of the inlet temperature and fuel mass rate on
the maximum heat flux. This indicates that calibrating the scaling coefficient of
Annand’s, Hohenberg’s or Bargende’s model during motored operation does not
guarantee a good prediction of the heat flux during the combustion.
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Figure 4.6: Model results for the effect of the compression ratio on the maximum heat flux
for the CFR engine
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Figure 4.7: Model results for the effect of the inlet air temperature on the maximum heat
flux for the CFR engine
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Figure 4.8: Model results for the effect of the mass fuel rate on the maximum heat flux for
the CFR engine
The ability of the models to capture the effect of the intake pressure and engine
speed is evaluated for the Scania engine. These engine settings are varied with
respect to the base point and the model coefficients obtained from the base point
calibration are kept. The measured and modelled values of the maximum heat
flux as a function of the intake pressure and engine speed are shown in Figs. 4.9
and 4.10, with the dashed black line indicating the experimentally observed trend.
The fact that the maximum heat flux does not change with the intake pressure, is
only predicted by Woschni’s model. The other models predict a modest increase
when increasing the intake pressure. The model of Hensel et al. overestimates
the impact of the intake pressure, by incorporating the velocity of the charge
through the valves in the characteristic velocity. The results are similar for the
variation in engine speed. All models overestimate the effect of the engine speed
on the maximum heat flux. Only the results of Woschni’s model is within the
experimental uncertainty at the lower engine speed. It is clear that the mean piston
speed alone is not sufficient to capture the effect of the engine speed.
EVALUATION OF HEAT TRANSFER MODELS 115
0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5
60
90
120
150
Intake pressure [bar]
M
ax
im
um
 h
ea
t f
lu
x 
[W
/cm
2 ]
 
 
Measured
Annand
Woschni
Hohenberg
Bargende
Chang
Hensel
Figure 4.9: Model results for the effect of the intake pressure on the maximum heat flux for
the Scania engine
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Figure 4.10: Model results for the effect of the engine speed on the maximum heat flux for
the Scania engine
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Now it is verified whether the calibration is only engine-dependent or also
fuel-dependent, by switching the fuel from n-heptane to gasoline for the CFR
engine. The measured and the modelled heat flux traces are shown in Fig. 4.11
for the CFR engine running on gasoline. In this case, the compression ratio and
inlet air temperature are increased to 12 and 200○C respectively, compared to the
base point to obtain the same load. It can be seen that all models significantly
overpredict the heat flux during the combustion. Contrary to the base point, the
model of Bargende now overestimates the heat flux during the compression phase.
Consequently, the models need to be recalibrated if a different fuel is used on the
same engine.
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Figure 4.11: The heat flux trace during HCCI operation of the CFR engine with gasoline
From the evaluation of the heat flux at different operating conditions, it can
be concluded that the model of Bargende is best able to predict the trends of
the maximum heat flux for the CFR engine, whereas Hensel et al.’s model is
the worst. The good performance of Bargende’s model can be attributed to the
combustion term, that directly takes into account the intensity of the combustion.
The performance of the models of Woschni, Hohenberg and Chang et al. is very
similar. This can be attributed to the reduction of coefficient c2 in Woschni’s model
that equalizes the three models. However, all the models need to be recalibrated
when the fuel type or certain engine settings are altered.
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4.4.3 Ringing combustion
As shown in the previous chapter, ringing combustion increases the heat transfer.
It is verified now whether the models are able to predict the heat transfer during
ringing combustion. This is only possible if they capture the increased heat
transfer caused by the pressure oscillations. Tsurushima et al. [75] found that
the existing heat transfer models need to be modified to accurately predict the total
heat loss under both normal and ringing conditions. They suggested multiplying
the modelled convection coefficient with a value that is proportional to the ringing
intensity. Therefore, they added a term that is proportional to the pressure rise rate,
to Eichelberg’s [76] heat transfer correlation according to Eq. 4.12:
hT surushima = hEichelberg ·(1+ 1c3 · d pdt ) (4.12)
With hEichelberg the convection coefficient calculated with Eichelberg’s correlation
and c3 a scaling coefficient. They found that the pressure rise rate has a
nearly linear relation with the amplitude of the pressure waves caused by ringing
combustion. This modification allowed them to predict the total heat loss under
ringing conditions.
The models of Annand, Woschni and Tsurushima et al.’s modification are
evaluated under ringing conditions. The models of Annand and Woschni are
calibrated by adjusting the scaling coefficient a in such a way that the modelled
value of the peak heat flux equals the measured value for the base operating point,
where no ringing occurs. Note that this is a different calibration method for
Woschni’s model than previously, where the model coefficients c1 and c2 were
calibrated separately. It was chosen to retain the original model coefficients c2
for the pressure difference term in the characteristic velocity. This was done to
investigate whether the pressure difference is able to account for the additional
heat transfer during ringing combustion. The model of Annand is used as the
base model for Tsurushima et al.’s modification, as it is better able to predict
the heat flux during normal combustion compared to Eichelberg’s model. The
model coefficients a and b are left unchanged and the scaling coefficient c3 is
calibrated to match the measured peak heat flux for severe ringing conditions.
Ringing conditions were obtained by increasing the fuel mass rate until the ringing
intensity exceeded the threshold value for severe ringing of 1MW/m2. All other
engine settings were constant. The measured and modelled heat flux traces are
shown in Fig. 4.12 for the base point (full line) and for severe ringing conditions
(dotted line).
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Figure 4.12: The measured and modelled heat flux during normal (full line) and ringing
combustion (dotted line)
Annand’s model is able to accurately predict the heat flux during the compression
and combustion when no ringing occurs. Under ringing conditions on the other
hand, it underpredicts the heat flux during the combustion. Annand’s model
does not predict the additional heat transfer caused by the ringing combustion.
The difference between the measured and modelled maximum heat flux appears
when ringing occurs and gets larger with an increasing ringing intensity. This
was expected, since the mean piston speed does not represent the velocity of the
in-cylinder flow during ringing operation. Also, the mixture’s gas properties do not
change significantly when ringing occurs, as they are mainly driven by the bulk gas
temperature. The model of Woschni is not able to model the instantaneous heat
flux under normal operating conditions. The heat flux is underpredicted during
the compression, because the model overpredicts the effect of the combustion on
the heat transfer. Under ringing conditions, the model overestimates the peak heat
flux for light ringing. When the ringing intensity is increased further, the peak heat
flux is underpredicted. This demonstrates that the pressure difference caused by
the combustion is also not sufficient to capture the additional heat transfer caused
by the ringing combustion. With Tsurushima et al.’s modification, Annand’s
model overestimates the peak heat flux for no and light ringing conditions. This
indicates that the increase in peak heat flux is not proportional to the increase
in the pressure rise rate due to the ringing combustion. It can be seen that the
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shape of the modelled heat flux trace does not correspond to the shape of the
measured heat flux trace during ringing combustion. The fast rise rate, sharp peak
and oscillations in the modelled heat flux trace are not present in the measured
heat flux trace. Furthermore, the instantaneous heat flux is overestimated before
the combustion and underestimated after the combustion. This is because the
ringing combustion only enhances the heat transfer during the combustion, when
the pressure oscillations are present. Hence, multiplying the convection coefficient
with the pressure rise rate does not yield accurate results.
Two modifications to the heat transfer model of Annand are proposed that take
into account the additional heat transfer during ringing combustion. In both cases
a time-dependent term is added to the characteristic velocity that is proportional to
the intensity of the ringing combustion.
Modification 1
A first suggested modification is to model the characteristic velocity as a step
function multiplied with a time-dependent exponential decay function. The
amplitude is proportional to the maximum of the pressure rise rate squared and the
step coincides with the moment this maximum occurs in the cycle. This should
represent the sudden increase in the flow motion due to the pressure oscillations
and its diminishing effect with time when the amplitude of the pressure waves
decreases. The resulting characteristic velocity is shown in Eq. 4.13.
V = cm+(β · d pdθ max)2 ·e−0.1 ·θ (4.13)
With the scaling coefficient β set to 0.035 and θ the crank angle starting at the
step. The time constant for the exponential decay was set at -0.1, which represents
the time constant for the decay of the pressure waves’ amplitude, as can be seen in
Fig. 4.13.
In the modified model, the same model coefficients are used as in the previous
model evaluation of Annand’s model. The relative difference between the
measured and the modelled peak heat flux is listed in Table 4.7 for the different
operating conditions (Mod. 1). This difference is within the experimental
uncertainty for all operating conditions. The modified model is able to capture
the trend of the increasing heat transfer when ringing occurs. In Fig. 4.14, the
measured (full line) and modelled (dotted line) instantaneous heat flux traces are
shown under normal and ringing conditions. The modified model is able to predict
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Figure 4.13: The decay of the pressure fluctuations
300 320 340 360 380 400 420
0
30
60
90
120
150
180
Crank angle [°ca]
H
ea
t f
lu
x 
[W
/cm
2 ]
 
 
8.5mg
9.4mg
10.1mg
10.4mg
10.7mg
Figure 4.14: The measured (full line) and modelled (dotted line) heat flux according to
modification 1
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the instantaneous heat flux under both normal and ringing conditions. However,
as the ringing intensity increases, the model advances the location of the peak heat
flux. This trend is also visible for the base Annand model and can be attributed to
a phase-shift between the instantaneous heat flux and the in-cylinder pressure.
Table 4.7: Measured and modelled maximum heat flux for ringing combustion in the CFR
engine
Fuel rate [mg/cycle] Meas. [W/cm2] Mod. 1 Mod. 2
8.5 98.5 +1.5% +0%
9.1 106.3 +3.2% +3.8%
9.4 112.3 +3.9% +4.5%
9.8 120.8 +3.1% +3.3%
10.1 134.7 -0.1% +1.9%
10.4 150.0 -0.9% +0%
10.7 167.1 -0.4% +0%
Modification 2
A second modification to Annand’s model is proposed, where the characteristic
velocity is represented by the square root of the turbulent kinetic energy. A
simplified k-ε model is used and the additional heat transfer caused by the ringing
combustion is included into the production term. The initial value of the turbulent
kinetic energy is constant and the change in turbulent kinetic energy is calculated
with Eq. 4.14 as proposed by Bargende.
dkt
dt
= c3 ·kt · 1Vc · dVcdt −c4 · k
3/2
t
Lc
+Pringing (4.14)
With kt the turbulent kinetic energy, c3 and c4 scaling coefficients calibrated to
match the heat flux during normal combustion, Lc the instantaneous combustion
chamber height and Pringing the production of turbulence caused by ringing
according to Eq. 4.15.
Pringing = (c5 · d pdθ max)3 (4.15)
With c5 a scaling coefficient calibrated to match the peak heat flux during severe
ringing. Pringing is zero throughout the cycle and has the value calculated with
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Eq. 4.15 when the maximum in the pressure rate rise occurs. This results in the
characteristic velocity shown in Fig. 4.15 for normal and ringing combustion. It
can be seen that Pringing has almost no effect on the characteristic velocity when no
ringing occurs, but increases the characteristic velocity substantially when ringing
does occur. During severe ringing the maximum of the characteristic velocity
is increased by 51% compared to normal combustion. The relative difference
between the measured and the modelled peak heat flux is listed in Table 4.7 for the
different operating conditions (Mod. 2). This difference is within the experimental
uncertainty for all operating conditions. The modified model is able to capture
the trend of the increasing heat transfer when ringing occurs. Although this
modification is more complex than modification 1, they both perform in the same
way.
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Figure 4.15: The modified characteristic velocity under normal (blue) and ringing (red)
combustion.
In Fig. 4.16, the measured (full line) and modelled (dotted line) instantaneous
heat flux traces are shown under normal and ringing combustion. The modified
model is able to predict the instantaneous heat flux under both normal and ringing
conditions. It shows the same phase-shift between the measured and modelled heat
flux as the other models based on Annand’s correlation.
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Figure 4.16: The measured (full line) and modelled (dotted line) heat flux according to
modification 2
4.5 PPC operation
The heat transfer models are now evaluated for PPC operation. The heat flux
measured in the bowl zone of the Scania engine is used for the model evaluation,
since the CFR engine is not capable of PPC operation. Although the heat flux
measured in the bowl and the squish zone are different for PPC operation, the
results of the model evaluation are similar and the same conclusions can be drawn.
The results of the model evaluation based on the measurements in the squish zone
can be found in Appendix E.
4.5.1 Base point
The models are first evaluated for a base operating point. The engine settings
for this point are listed in Table 4.8. It was demonstrated in the previous section
that all the models need to be calibrated and that the model coefficients obtained
from a motored calibration are not applicable for fired operation. Therefore, the
models are calibrated again to match the maximum value of the measured heat
flux for the base operating point. For Woschni’s model, the coefficients c1 and
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c2 of the characteristic velocity are calibrated. Coefficient c1 is calibrated during
motored operation, similar as for HCCI operation, and coefficient c2 is calibrated
for PPC operation. The scaling coefficient is calibrated for the other models. The
resulting model coefficients are listed in Table 4.9. Compared to HCCI operation,
the scaling coefficients are reduced by 20 to 30%. The coefficient c2 of Woschni’s
model has been reduced by more than 95%, almost omitting it.
Table 4.8: Base operating point for PPC operation
Parameter Base point
Fuel PRF70
EGR rate [%] 40
Speed [rpm] 1200
Inlet pressure [bar] 1.2
Inlet temperature [○C] 25
Fuel mass rate [mg/cycle] 23
Table 4.9: Calibrated scaling coefficients for PPC operation of the Scania engine
Model Model coefficient
Annand 0.326
Woschni
c1=3.14
c2=0.05·10−3
Hohenberg 99
Chang 0.023
Hensel 0.092
Bargende 1.521
The difference between the modelled and the measured heat flux is shown in
Fig. 4.17 for the base point, with the error bars representing the experimental
uncertainty and the dashed vertical line indicating the start of the combustion.
Before and after the combustion, the same conclusions can be drawn as for
motored operation. The heat flux during the expansion phase is overestimated by
all the models. During the combustion, the models perform similar to each other.
They all overestimate the heat flux during the first part of the combustion, but
underestimate it during the final part. This observation is even more pronounced
for the heat flux measured in the squish zone. This is because of its higher
maximum heat flux and its faster decline in heat flux after top dead center. The
heat flux predicted by the model of Bargende lies closest to the measured heat
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flux during the expansion phase. All the models perform very similar during the
combustion. The similar performance of the models of Annand, Hohenberg and
Woschni, can be attributed to the reduction of coefficient c2, which reduces the
characteristic velocity to the mean piston speed for all these models.
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Figure 4.17: The absolute error of the calibrated, modelled heat flux during PPC
operation of the Scania engine. The error bars denote the experimental uncertainty.
4.5.2 Predictive ability
The predictive quality of the models is investigated by varying the intake pressure,
fuel mass rate and start of injection with respect to the base point. The model
coefficients obtained from the base point calibration are kept. The measured and
modelled values of the maximum heat flux as a function of the different engine
settings is shown in Figs. 4.18, 4.19 and 4.20. The dashed black line indicates
the experimentally observed trend obtained from the statistical analysis performed
in the previous chapter. None of the models is able to predict the effect of the
intake pressure, as they overpredict the maximum heat flux in both the low pressure
and the high pressure case. The predictions are however within the experimental
uncertainty for the heat flux measured in the squish zone. The models are able to
capture the linear trend of the maximum heat flux as a function of fuel mas rate,
although they all overpredict the maximum heat flux at the highest fuel mass rate.
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Figure 4.18: Model results for the effect of the intake pressure on the maximum heat flux
for the Scania engine
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Figure 4.19: Model results for the effect of the fuel mass rate on the maximum heat flux for
the Scania engine
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Figure 4.20: Model results for effect of the start of injection on the maximum heat flux for
the Scania engine
The quadratic effect of the start of injection on the maximum heat flux is captured
by the models, but not in the late and early injection cases. Hence, the models are
able to capture the trends, but become inaccurate if the deviation from the base
point is too large. The performance of all the models is very similar and their
predictive capability is low.
4.6 Pohlhausen equation
In this section, the building blocks of the Pohlhausen equation, the Nusselt
and Reynolds number, are evaluated for each model. First, the different
implementations of the mixture’s properties that compose the Nusselt and the
Reynolds number are compared. Next, the relation between the Nusselt number
and the Reynolds number on a logarithmic scale is discussed. This allows
validating the underlying modelling approach and the model coefficients.
4.6.1 Gas properties
The mixture’s properties are implemented differently in the heat transfer models.
In each model, correlations need to be used to obtain the thermal conductivity and
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dynamic viscosity of the mixture as a function of the in-cylinder pressure and the
bulk gas temperature. Annand proposed to use the instantaneous gas properties of
the individual gases comprising the mixture. In this work this is achieved by using
the polynomials out of the DIPPR [100] database and the mixing rules described in
[101]. Woschni, and therefore also Hohenberg and Chang et al., used correlations
for air. Bargende and Hensel et al., used correlations for air and exhaust gases and a
mixing factor depending on the air-fuel ratio or the mass fractions of exhaust gases
and air, respectively. The impact of these different approaches on the modelled
heat flux is investigated by comparing the resulting gas properties term at three
engine loads. In Fig. 4.21 the gas properties term is shown for the base point of
the CFR engine during HCCI operation (full line) and for a variation of the fuel
mass rate from 7mg/cycle (dashed line) to 10mg/cycle (dotted line). The term
for each model is scaled to the maximum value of the base point, to be able to
compare their shape. Differences in absolute magnitude are not relevant as these
are cancelled out by the model’s scaling coefficient.
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Figure 4.21: The gas properties term during HCCI operation of the CFR engine with a
mass fuel rate of 7mg/cycle (dashed line), 8.5mg/cycle (solid line) and 10mg/cycle
(dotted line)
The approach followed by Annand can be considered the most accurate one, as
the least assumptions are made about the mixture’s composition. Due to the
lean engine operation (λ : 3.3 - 4.7) and the gas properties of the fuel used, the
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correlations for air, used by Woschni, provide good results during the compression
phase. However, they are not able to capture the effect of a change in fuelling rate.
The assumption of a mixture of fresh air and exhaust gases, used by Bargende,
gives an underestimation of the heat transfer during the compression phase. Good
results are obtained during the combustion and for the different fuelling rates.
Overall, the different approaches to implement the gas properties only have a
limited impact on the prediction of the heat flux.
4.6.2 Nusselt-Reynolds relation
A more detailed evaluation of the heat transfer models can be performed by
displaying the Nusselt number as a function of the Reynolds number on a
logarithmic scale. All the models are based on the power law described by the
Pohlhausen equation (Eq. 4.5). Therefore, the relation between the Nusselt and
the Reynolds number should be a straight line on a logarithmic scale if the model
perfectly predicts the convection coefficient. In Fig. 4.22 the relation between the
Nusselt and Reynolds number is shown for the models of Annand, Woschni and
Bargende for the base point of the CFR engine during HCCI operation. The yellow
square and red dot indicate the start and the end of the combustion respectively.
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Figure 4.22: The Nusselt and Reynolds number on a logarithmic scale
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The models of Annand and Woschni show a distinct horseshoe shape with two
straight legs around the top dead center position, representing the compression
and the expansion phase. Consequently, a better model fit can be obtained for both
models if different coefficients a and b are used for the compression and expansion.
The steeper gradient during the expansion (lower leg) indicates that coefficient b
should be higher during the expansion than during the compression. This would
eliminate the overprediction of the heat flux during the expansion, as observed for
all operating conditions. Because Bargende added an extra multiplication term
to Eq. 4.5, the Nusselt number is now a function of the Reynolds number and this
multiplication term. To be able to check for a linear relation regardless, the Nusselt
number is divided by this multiplication term. Note that this term only differs
from unity during the combustion. The linear relation is only present during the
compression and expansion immediately before and after the combustion. The
prediction of the heat flux cannot be improved in the other regions by using
different values for the coefficients a and b. It can be observed that the gradients
are very similar for the three models during the compression and the expansion
phase.
4.7 Closure
The existing heat transfer models evaluated in this chapter have shown to be inept
for predicting the instantaneous heat flux during HCCI and PPC operation of the
test engines. First of all, each of the models needed to be calibrated to fit the
measured heat flux trace. The model of Woschni required a significant reduction
in the model coefficient c2 for it not to overestimate the effect of the combustion on
the heat transfer. Even after calibration, all models overpredict the heat flux during
the expansion phase, which leads to an overestimation of the total heat loss. The
models are able to capture the trends of certain engine settings on the heat flux,
but require recalibration when the deviation from the calibrated engine settings is
too large. Moreover, the increased heat transfer during ringing combustion is not
predicted by any of the models. A better model fit can be obtained for the models
of Annand and Woschni if different model coefficients a and b are used for the
compression and expansion phase. However, the model of Bargende showed that
a better model fit and predictive ability can be achieved by taking into account the
effect of the turbulence and the combustion on the heat transfer. Nevertheless, the
need for a new heat transfer model is demonstrated with this model evaluation, that
better predicts the instantaneous heat flux trace and does not require recalibration
when changing the engine’s settings.
5
New heat transfer model
The aim of the current work is to develop a heat transfer model that is applicable
for HCCI and PPC engines. In this chapter the methodology is described that is
followed to obtain this model. First, the rationale behind the chosen characteristic
velocity is explained. Then, the model is developed and calibrated for motored
operation. It is later adjusted to account for the effect of the combustion. Both the
characteristic length and velocity are optimised and different methods to obtain the
model coefficients are discussed. The predictive ability of the model is verified for
the CFR engine and then validated for the Scania. Finally, the performance of the
model is compared to an existing heat transfer model.
5.1 Data reduction
The heat transfer model is derived and calibrated using the database of heat
transfer measurements described in Chapter 3 for the CFR engine and the Scania
engine. Although two different heat flux sensors are used for both engines, it
was demonstrated in Chapter 2 that both sensors can be used to calculate the
same convection coefficient, irrespective of the sensors’ material properties. Since
the heat transfer model predicts the convection coefficient, the data gathered
with both sensors can be used to construct the heat transfer model. The heat
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flux measurements on the CFR engine are used to develop the model and the
measurements on the Scania engine to validate it.
The focus of this work lies on the prediction of the crank angle resolved heat flux
during the closed part of the engine cycle. Consequently, the ensemble-averaged,
instantaneous properties during the closed part of the engine cycle are used. The
following properties are used:
• the measured heat flux (q)
• the measured wall temperature (Twall)
• the calculated bulk gas temperature (Tgas), as described in Appendix B
• the convection coefficient (h), calculated out of the previous variables
according to equation 2.1
• the gas properties (k, µ , cp and ρ), determined as a function of temperature
with polynomials out of the DIPPR [100] database and mixing rules
described in [101]
• the Nusselt number, calculated according to equation 4.2
• the Reynolds number, calculated according to equation 4.3
• the Prandtl number, calculated according to equation 4.4
5.2 Characteristic velocity
The new heat transfer model is based on the Pohlhausen equation, similar to
the existing models discussed in the previous chapter. In the PhD research of
Demuynck [33], it was demonstrated that a heat transfer model based on the
Pohlhausen equation can be used to accurately model the heat transfer in premixed
spark ignition engines. Choosing the appropriate characteristic velocity and
implementing the mixture’s gas properties correctly were found to be crucial for
an accurate heat transfer model. The choice of the characteristic length seemed
less important, as the different options tested showed little difference in the model
fit.
In this work, the gas properties are implemented in the same way as proposed
by Demuynck, to make the model fuel independent. The characteristic velocity
should represent the fluid motion driving the heat transfer. To have an idea
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about the characteristic velocity and which physical phenomena it is linked to, a
reverse-engineering approach is applied. This allows choosing the correct engine
properties for the model, that are able to represent the characteristic velocity. The
reduced Pohlhausen equation is rewritten to give the characteristic velocity as a
function of the other variables:
V = 1
a1/b · µρ ·L ·Nu1/b (5.1)
In which the Nusselt number is based on the experimentally derived convection
coefficient. The resulting velocity traces for the CFR engine running at 600
and 900rpm during motored operation are shown in Fig. 5.1. The bore and
instantaneous chamber height are used for the characteristic length and the model
coefficients a and b are set to 1 and 0.8 respectively. A value of 0.8 for the
coefficient b is used, similar to most existing heat transfer models. However,
varying the coefficient b around this value yields similar shapes of the obtained
characteristic velocity trace. As a consequence of using a value of 0.8, the impact
of the characteristic length on the shape of the velocity trace is reduced, since
the characteristic length is also included in the Nusselt number. Hence, both
characteristic lengths yield a similar shape of the characteristic velocity trace.
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Figure 5.1: The characteristic velocity during motored operation of the CFR engine with
the bore (full) and instantaneous chamber height (dashed) as the characteristic length
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The velocity traces exhibit a clear decreasing trend throughout the compression
and expansion stroke. This indicates they are not directly coupled to a single
constant or cyclic engine property such as the mean or instantaneous piston speed.
The characteristic velocity is initially larger at the higher engine speed, but both
traces converge near the end of the cycle. The fact that both traces converge shows
that the effect of the engine speed on the characteristic velocity is not linear. In
conclusion, the mean or the instantaneous piston speed does not represent the fluid
motion responsible for the heat transfer and these engine properties should not be
used as the characteristic velocity.
The decrease of the characteristic velocity with time resembles the decay of the
turbulence inside the combustion chamber. The turbulent intensity measured by
Lancaster [102] in the combustion chamber of the CFR engine during motored
operation is shown in Fig. 5.2. The turbulent intensity is the root mean square
value of the mixture’s velocity fluctuations about its mean velocity and can be seen
as an indicator for the magnitude of the turbulence. The ensemble-averaged trace
(over 100 cycles) of the turbulent intensity exhibits a clear decay from the moment
the inlet valve closes, until the exhaust valve opens, with a plateau before top
dead center. The shape of this trace is very similar to the calculated characteristic
velocity traces. The velocity trace of the engine running at 600rpm also exhibits
the same plateau before top dead center.
Figure 5.2: The turbulent intensity inside the combustion chamber of the CFR engine [102]
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Due to the strong impact of the turbulence on the heat transfer in many processes,
it seems likely that the heat transfer inside the combustion chamber is also largely
determined by the in-cylinder turbulence. Therefore it was decided to implement
the turbulence into the characteristic velocity term of the heat transfer model, an
approach also proposed by Morel et al. [103] and Bargende [104]. In the next
section, the physics behind the in-cylinder turbulence are discussed and different
turbulence modelling techniques are compared, with the aim of finding the best
method to include the turbulence in the heat transfer model.
In-cylinder turbulence
A turbulent flow is characterised by random velocity fluctuations of the fluid,
that increase the heat and mass transfer. These velocity fluctuations are present
in the flow field inside the combustion chamber as vortices of varying size.
They are beneficial to the combustion process in both spark and compression
ignition engines due to the improved mixing of the air and fuel and the increased
combustion rate. The turbulence is generated by the deformation of the mean flow.
In an internal combustion engine, the production of turbulence is mainly caused by
the shear stresses between the fluid flowing into the cylinder and the fluid present
in the cylinder [105], i.e. during the intake of fresh mixture and during the (direct)
injection of fuel. However, turbulence is also generated during the compression
stroke, and can be further augmented by the introduction of piston-generated
flows such as a squish flow. The produced large-scale eddies are continuously
broken down into smaller scale eddies due to viscous shear stresses, until they are
eventually dissipated in heat. This results in a decay of the turbulent kinetic energy
and the production and destruction of eddies of varying sizes.
Three length scales can be defined associated with this energy cascade and the
eddy sizes [67]. The largest length scale is the integral length scale, that represents
the largest eddies in the flow. Their dimensions are limited by the size of the
system boundaries. The Kolmogorov length scale, on the other hand, indicates
the size of the smallest eddies existing in the flow. This is the scale at which the
molecular viscosity dissipates the turbulent kinetic energy into heat. The third
length scale is the Taylor microscale, or the turbulent length scale. This length
scale can be interpreted as the spacing between the smallest eddies and is coupled
to the turbulent velocity fluctuations.
To accurately resolve the turbulent flow field in the combustion chamber the three
dimensional Navier-Stokes equations, describing the motion of the fluid particles,
need to be solved over the full range of turbulent time and length scales. As this
is too computationally expensive for the purpose of this work, a simple turbulence
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model is required. The model should be able to provide adequate information
about the turbulence, to capture its effect on the heat transfer. The most commonly
used model to predict the turbulence in flows, is the k-ε model.
k-ε turbulence model
In the k-ε model [86], the turbulence is characterised by two variables: the
turbulent kinetic energy kt and the turbulent dissipation εt . The turbulent kinetic
energy, is the mean kinetic energy of the turbulent eddies per unit of mass and is
characterised by the root mean square velocity fluctuations of the turbulent flow.
The turbulent dissipation represents the rate at which the turbulent kinetic energy
is dissipated due to viscous shear forces. The k-ε model consists of a differential
equation for both kt (Eq. 5.2) and εt (Eq. 5.3). Each equation gives the rate of
change in terms of the transport by diffusion, the rate of production and the rate of
destruction.
Dkt
Dt
= ∂
∂x j
[µt · ∂kt∂x j ]+2·µt ·Ei jEi j −εt (5.2)
Dεt
Dt
= ∂
∂x j
[ µt
1.3
·
∂εt
∂x j
]+2.88· εt
kt
·µt ·Ei jEi j −1.92· ε2tkt (5.3)
With Ei j the strain rate tensor of the velocity field and µt the turbulent viscosity
defined as follows:
µt = 0.09· k2tεt (5.4)
The underlying assumption of the k-ε model is the isotropy of the turbulent
viscosity. As a results, the turbulence in any point is determined by the scalar
values of kt and εt , without regards for direction. From kt and εt , a turbulent
length scale can be obtained, defined according to Eq. 5.5. It is proportional to the
integral length scale under equilibrium conditions, which means it represents the
dimensions of the large, energy containing, eddies.
Lt = 0.093/4 · k3/2tεt (5.5)
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CFD simulation
In CFD software, the differential equations for kt and εt can be applied to each
cell of the grid to determine the turbulence. However, as the heat transfer model
is quasi-dimensional, the k-ε turbulence model needs to be reduced to a zero-
or quasi-dimensional form. Depending on the simplifications and assumptions
made, different zero-dimensional variants of the k-ε model for internal combustion
engines can be found in literature. The turbulence models proposed by Poulos
et al. [106], Borgnakke et al. [107] and Morel et al. [108] will be evaluated
and the best performing model will be implemented in the heat transfer model.
These models are designed for motored operation and adjustments are proposed
to account for the effect of the combustion on the turbulence. All of the models
assume homogeneous turbulence and a single-zone approach is applied, which
removes the transport term from the equations.
The performance of the models is evaluated by comparing the predicted turbulent
kinetic energy against the turbulent kinetic energy obtained from a CFD
simulation of the CFR engine performed by Decan et al. [92]. A 3D simulation
of the complete engine cycle during motored operation was performed with
OpenFOAM® and validated against the measured cylinder pressure and air flow.
The turbulent kinetic energy was calculated in every cell of the grid with a standard
k-ε model and then spatially averaged to obtain the mean turbulent kinetic energy
in the combustion chamber. The resulting traces are shown in Fig. 5.3 for the
engine operated at 600 and 900rpm. The black dashed lines indicate the time of
inlet valve closing and exhaust valve opening. The shape of the traces is similar
to the measured turbulent intensity trace shown in Fig. 5.2. The turbulent kinetic
energy also decreases with time during the closed part of the engine cycle and a
plateau can be observed before top dead center.
Model of Poulos
The turbulence model of Poulos et al. [106] consists of a zero-dimensional energy
cascade. A similar approach is also proposed by Mansouri et al. [109, 110]. The
intake flow generates the mean kinetic energy K in the combustion chamber. The
mean kinetic energy is continuously converted to turbulent kinetic energy, which
in turn is dissipated. The rate of destruction of the mean kinetic energy is assumed
to be equal to the rate of production of the turbulent kinetic energy, for which a
model for a turbulent boundary layer over a flat plane is used. As a consequence,
the production of turbulent kinetic energy due to the compression of the flow is
not accounted for. The dissipation is based on Taylor’s dissipation law, stating that
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Figure 5.3: The turbulent kinetic energy inside the combustion chamber of the CFR engine
the dissipation is proportional to the ratio of the turbulent velocity cubed and the
length scale of the turbulence. The following equations describe the mean kinetic
energy, the turbulent kinetic energy and dissipation during the closed part of the
engine cycle:
dK
dt
= −0.3307· Cβ
m
·
K
L
·
√
kt
m
(5.6)
dkt
dt
= −dK
dt
−εt (5.7)
εt = u3L = 1L ·⎛⎝23 · ktm⎞⎠
3/2
(5.8)
With Cβ an adjustable parameter and L the maximum instantaneous dimension of
the combustion chamber.
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Model of Borgnakke
The turbulence model of Borgnakke et al. [107] is based on the philosophy of the
standard k-ε model. Diffusion is neglected and the production term is based on
correlations for isotropic, homogeneous turbulence. The dissipation is linked to
the turbulent kinetic energy through Taylor’s dissipation law. The application of
Prandtl’s diffusivity hypothesis, the rapid distortion theory and the conservation of
angular momentum and mass yields the following equations for the closed part of
the engine cycle:
dkt
dt
= 2
3
·
kt
ρ
·
dρ
dt
−εt (5.9)
dεt
dt
= 4
3
·
εt
ρ
·
dρ
dt
−1.92· ε2t
kt
(5.10)
It can be noted that the generation of turbulence by the compression is being
accounted for. Initial conditions for kt and εt at inlet valve closing are suggested,
but contain engine-dependent scaling factors each.
Model of Morel
Morel et al. [108] modified the k-ε model for different types of compression.
An expression for the strain rate tensor was derived depending on the type of
compression: spherical, radial cylindrical or unidirectional axial compression. The
differential equations for kt and εt in the case of unidirectional axial compression
are:
dkt
dt
= 4
3
·µt ·
D2
ρ
− 2
3
·kt ·D−εt (5.11)
dεt
dt
= 2·µt · εtkt · D2ρ −2·εt ·D−1.92· ε2tkt (5.12)
With D the dilatation following from the continuity equation:
D = −∇ ·u = − 1
ρ
·
dρ
dt
(5.13)
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The initial dissipation at inlet valve closing can be determined from the relation
for the turbulent length scale, assuming the turbulent length scale at bottom dead
center is 10% of the distance between the piston and cylinder head.
Model comparison
The performance of the turbulence models is evaluated by comparing the predicted
turbulent kinetic energy traces to the one obtained from the the CFD simulation.
The traces are displayed in Figs. 5.4 and 5.5 for the CFR engine operated at 600
and 900rpm respectively. For all the models, the initial value of kt at inlet valve
closing is set to 3m2/s2 and 7m2/s2, respectively to match the CFD results. The
initial value of εt for the models of Borgnakke et al. and Morel et al. is calibrated
based on the length scale approach suggested by Morel et al., i.e. 10% of the stroke.
The initial value of K in the model of Poulos et al. is also set to 3m2/s2 and 7m2/s2
respectively, as this gives the best correspondence with the CFD data.
The traces of the turbulent kinetic energy predicted by the models of Borgnakke et
al. and Morel et al. are similar and resemble the result from the CFD simulation.
Both traces are the same during the first part of the compression stroke, but the
model of Borgnakke et al. predicts a more pronounced and later local maximum
in turbulence compared to the model of Morel et al. This difference is amplified
at the higher engine speed. The occurrence of the local maximum before top dead
center predicted by the model of Morel et al. is more in agreement with the CFD
simulation. The turbulent kinetic energy trace predicted by the model of Poulos
et al. does not resemble that of the other models or the CFD simulation. It shows
a gradual decay in turbulence, without the local maximum before top dead center.
This can be attributed to the lack of a term accounting for the turbulence production
by the compression. Because the turbulent kinetic energy predicted by the model
of Morel et al. agrees best with the result from the CFD simulation, this model will
be used from now on. A better agreement between the modelled turbulence trace
and the CFD simulation can be achieved by tuning the initial value of εt , but it was
chosen to use the physics based approach suggested by Morel et al.
Combustion
The turbulence model of Morel et al. was developed for motored operation of the
engine. However, the combustion event will also induce turbulence. Instead of
adding an additional term to the equations for kt and εt , it was decided to take
into account the effect of the combustion, by converting the turbulence model
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Figure 5.4: The turbulent kinetic energy predicted by the models for the CFR engine
operated at 600rpm
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Figure 5.5: The turbulent kinetic energy predicted by the models for the CFR engine
operated at 900rpm
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from a single-zone model to a two-zone model. This is done by formulating the
differential equations for kt and εt for both the burned and the unburned zone. The
difference between both zones lies in the density change during the combustion.
During HCCI combustion, no clearly separated burned and unburned zones are
present. Therefore the density of the burned and unburned zones cannot be
deduced from their mass and volume. However, the mixture will consist of burned
and unburned gases at a different temperature and with different gas properties.
The density of the unburned (ρu) and the burned (ρb) gases is determined with the
equation of state for both zones, under the assumption the pressure is the same in
both zones:
ρu = pRu ·Tu (5.14)
ρb = pRb ·Tb (5.15)
The temperature of the unburned zone (Tu) is determined with the assumption it
undergoes a polytropic compression during the combustion:
Tu = Tgas,soc ·( psocp )
1−γ
γ
(5.16)
With Tgas,soc and psoc the bulk gas temperature and cylinder pressure at the start
of combustion. The burned gas temperature (Tb) is determined with the equation
of state for the burned gas. Since it is impossible to determine the volume of the
burned mixture Vc,b, it is derived from the unburned and bulk gas temperature with
the mass fraction burned:
Tb = pmb ·Rb ·[Vc−Vc,u] = p ·Vmb ·Rb − mu ·Rumb ·Rb ·Tu (5.17)
Which can be rewritten as:
Tb = 1mfb·Rb ·[R ·Tgas−(1−mfb) ·Ru ·Tu] (5.18)
With mfb the mass fraction burned. An example of the burned, unburned and
single-zone gas temperature is displayed in Fig. 5.6 for HCCI operating conditions
of the CFR engine. The resulting turbulent kinetic energy is shown in Fig. 5.7 with
and without taking into account the combustion.
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Figure 5.6: The temperature of the unburned, burned and bulk mixture during HCCI
operation of the CFR engine
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Figure 5.7: The turbulent kinetic energy when taking into account the combustion during
HCCI operation of the CFR engine
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5.3 Motored operation
The new heat transfer model for low temperature combustion is first developed
for motored operation. This ensures that the model is able to accurately predict
the heat flux during the compression and the expansion phase and that it is able
to capture the effect of changing certain engine settings, such as the engine speed
and intake temperature.
5.3.1 Characteristic velocity
In the beginning of this chapter, it was hypothesised that the in-cylinder turbulence
should be implemented in the characteristic velocity of the heat transfer model,
due to the resemblance of the “reverse-engineered” characteristic velocity to the
turbulent kinetic energy. This hypothesis is investigated for motored operation of
the CFR engine. The instantaneous heat flux modelled with different expressions
for the characteristic velocity is shown in Fig. 5.8, together with the measured
heat flux. The square root of two times the turbulent kinetic energy is used as
the characteristic velocity, with the turbulent kinetic energy obtained from the
CFD simulation (vCFD) and from the single-zone k-ε-model (vk−ε ) introduced in
the previous section. It is assumed that the square root of the turbulent kinetic
energy represents the turbulent velocity fluctuations of the fluid and that it can be
considered as the root mean square turbulent velocity. The heat flux modelled with
the mean piston speed as the characteristic velocity, is also shown for reference.
For each model, the Pohlhausen equation is taken as the basis with the cylinder
bore as the characteristic length. A value of 0.8 is used for the model coefficient
b and the coefficient a is calibrated for each model variant in order to match the
maximum value of the measured heat flux.
An improvement in the prediction of the instantaneous heat flux can be observed
when using the root mean square turbulent velocity instead of the mean piston
speed. The modelled heat flux during the compression is similar for the different
models and all of them correspond well to the measured heat flux. However, the
location of the maximum heat flux is only captured when using the turbulent
velocity and not when using the mean piston speed. The phase-shift between
the heat flux and the pressure-dependent engine properties is accurately captured
by the in-cylinder turbulence. The heat flux is also better predicted during the
expansion stroke with the turbulent velocity. If the mean piston speed is used,
the heat flux is overpredicted during the entire expansion stroke. This leads to
an overestimation of the total heat loss. By using the turbulent velocity, two
shortcomings of the existing heat transfer models are resolved.
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Figure 5.8: The heat flux during motored operation of the CFR engine modelled with
different characteristic velocities
The difference between the two ways of calculating the turbulent kinetic energy
is only present during the expansion phase of the modelled heat flux. With the
turbulent velocity obtained from the CFD simulation, the modelled heat flux
follows the measured heat flux more closely than with the turbulent velocity
obtained from the single-zone k-ε-model. This is because the turbulent kinetic
energy predicted by the single-zone k-ε-model does not decrease as fast during the
expansion phase as the turbulent kinetic energy obtained from the CFD simulation.
Hence, a better prediction of the heat flux could be achieved with a turbulence
model that has a higher accuracy. However, the accuracy of the single-zone
k-ε-model is shown to be sufficient for the rest of the cycle and will be used from
now on to model the turbulent velocity.
A better analysis of the modelled instantaneous heat flux can be achieved by
plotting the Nusselt number as a function of the Reynolds number on a logarithmic
scale. This allows determining the model coefficients a and b from a linear
regression and gauging the accuracy of the used characteristic length and velocity.
In the case of a perfect model, the Nusselt number is a linear function of the
Reynolds number. This logarithmic relation between the Nusselt and the Reynolds
number is shown in Figs. 5.9 and 5.10 for all the operating conditions measured
on the CFR engine during motored operation. In Fig. 5.9 the mean piston speed
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Figure 5.9: The Nusselt and Reynolds number with the mean piston speed during motored
operation. The lines denote a linear regression with data from the compression (blue),
expansion (red) and both (black)
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Figure 5.10: The Nusselt and Reynolds number with the turbulent velocity during motored
operation. The lines denote a linear regression with data from the compression (blue),
expansion (red) and both (black)
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is used to calculate the Reynolds number and in Fig. 5.10 the turbulent velocity
is used. In both cases, the bore is used as the characteristic length and the
Nusselt number is calculated with the convection coefficient obtained from the
measurements. The blue dots are the data points during the compression phase
and the red dots are the data points during the expansion phase. The lines depict
linear regressions that are calculated with the least squares method. The black line
represents the data fit with all the available data points and the blue and the red line
represent a data fit with only the data points during the compression or expansion.
The model coefficients a and b are listed in Table 5.1 for each data fit. Although
all the available data points for each interval are used for each data fit, only the
data points every 5○ca are shown on the figures for the sake of clarity. It should be
noted that these data points are from various engine operating conditions during
motored operation, including different engine speeds, compression ratios and inlet
air temperatures.
Table 5.1: Model coefficients for motored operation
characteristic velocity mean piston speed turbulent velocity
a b a b
full cycle 3.14 0.50 0.09 0.85
compression 2.12 0.56 2.43 0.54
expansion 4e-8 2.18 4e-5 1.58
In the case with the mean piston speed, the data points from the compression
and the expansion form two distinct zones that coincide at top dead center. Each
zone exhibits a clear linear relation between the Nusselt and the Reynolds number.
Hence, a good prediction of the instantaneous heat flux can be obtained if separate
model coefficients a and b are applied for the compression and expansion. When
only one set of model coefficients is used, the model (represented by the black
line) underpredict the heat flux during the compression and overpredicts it during
the expansion, as also observed in Fig. 5.8.
The data points from the compression and expansion also form two zones in the
case with the turbulent velocity. However, now the two zones merge during the
time interval around top dead center. This means that a good data fit can be
achieved around top dead center with only one set of model coefficients. This
can also be observed from the fact that the lines depicting the linear models lie
closer together than in the case with the mean piston speed. Although a better
data fit can still be achieved with separate model coefficients for the compression
and expansion phase, this will only be for low Reynolds and Nusselt number
conditions, i.e. when the convection coefficient is low. The lacking data fit for
these conditions is magnified on the figure by the logarithmic scale, but has only a
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small impact on the modelled heat flux. Since a heat transfer model with only one
set of model coefficients is preferred, the turbulent velocity is used from now on
as the characteristic velocity.
For the low Reynolds number data points during the expansion phase, the relation
between the Reynolds and the Nusselt number is skewed downwards. This
indicates no good data fit can be achieved with the chosen combination of the
characteristic velocity and length for these data points. This phenomenon can also
be observed in Fig. 5.8 by the overprediction of the heat flux late in the expansion
stroke. The downward skewed data points also reduce the quality of the linear
regression and worsen the data fit with the obtained model coefficients for the
expansion phase around top dead center.
This demonstrates one of the potential pitfalls of obtaining the model coefficients
from a linear regression. A small number of data points can strongly influence
the linear regression. The data fit will also be affected by the crank angle window
in which the Nusselt and Reynolds number are evaluated. Moreover, with a least
squares fitting method, the errors of the low Nusselt number data points will have a
disproportionally large impact on the data fit since they are based on the logarithm
of the Nusselt number. It could be argued that these low Nusselt number data
points are less important in practice for an accurate prediction of the heat flux.
Finally, it is evaluated whether the data fit can be improved by adding additional
terms to the characteristic velocity. The additional terms investigated are: the
mean piston speed and the instantaneous piston speed They are implemented in
the expression of the characteristic velocity according to Eq. 5.19.
V =√2·k2t +c1 ·c2m+c2 ·c2c (5.19)
With c1 and c2 model coefficients that need to be calibrated. The optimal values for
these coefficients are found by varying both coefficients simultaneously to account
for their combined effect. The coefficient of determination (R2-value) of the data
fit with all the data points from all the motored measurements is used to evaluate
the data fit. The results are shown in Fig. 5.11. The best data fit is achieved with
both model coefficients equal to zero. Hence, adding the mean piston speed or the
instantaneous piston speed to the expression for the characteristic velocity does
not improve the accuracy of the heat transfer model.
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Figure 5.11: The R2-value of the linear fit with different coefficients for the mean (c1) and
instantaneous (c2) piston speed
5.3.2 Characteristic length
In the investigation of the characteristic velocity, a constant value equal to the bore
has been used as the characteristic length. Three alternative characteristic lengths
are evaluated to verify whether they improve the accuracy of the modelled heat
flux. The following characteristic lengths are evaluated:
• L1: The diameter of a sphere with the same volume as the instantaneous
in-cylinder volume, as proposed by Hohenberg [93]
• L2: The instantaneous chamber height, as proposed by Chang et al. [63]
• L3: The turbulent length from the k-ε model, as defined by Eq. 5.5
The characteristic lengths are compared in Fig. 5.12 for a compression ratio of
10 and an engine speed of 900rpm. All the characteristic lengths exhibit a
decrease during the compression stroke and an increase during the expansion
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stroke. However, unlike the characteristic lengths based on the position of the
piston (L1 and L2), the turbulent length (L3) is not symmetrical around top dead
center. Its minimum is located a few degrees before top dead center and its shape
is different during the compression and the expansion phase due to its dependence
on the turbulent kinetic energy and dissipation. Also, its magnitude and variation
throughout the cycle are less than the other two characteristic lengths.
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Figure 5.12: The different characteristic lengths: the diameter of a sphere with the volume
of the cylinder (L1), the instantaneous chamber height (L2) and the turbulent length (L3)
The Nusselt number as a function of the Reynolds number is shown on a
logarithmic scale in Figs. 5.13-5.15 for the different characteristic lengths to
evaluate their effect on the heat transfer model. The shape of the characteristic
length and its magnitude are what affect the Nusselt-Reynolds power law. The
amplitude of its change will not affect the power law. The characteristic length
is multiplied with the convection coefficient in the Nusselt number and with the
characteristic velocity in the Reynolds number. Depending on its shape, it will
augment or reduce the effect of the convection coefficients and the characteristic
velocity in certain parts of the cycle. If the characteristic length is lower around top
dead center, as is the case for these characteristic lengths, it will reduce the effect
of the increase of the convection coefficient and the turbulent velocity around top
dead center.
The Nusselt-Reynolds relation for L1, shown in Fig. 5.13, looks very similar to
the one shown in Fig. 5.10 with the bore as the characteristic length. A worse
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data fit is obtained with L1 at the beginning of the compression and at the end
of the expansion phase. Consequently, the accuracy of the modelled heat flux
will not be increased. The Nusselt-Reynolds relation for L2, shown in Fig. 5.14,
has a different shape. This is because the shape of the Reynolds number as a
function of crank angle is inverted now: it has a minimum around top dead center
instead of a maximum. A linear relation between the Nusselt and the Reynolds
number is achieved around top dead center. This is not the case at the beginning
of the compression and at the end of the expansion phase, where the heat flux
will be underpredicted and overpredicted, respectively. Moreover, two zones
can be distinguished that correspond to the measurements at 600 and 900rpm.
This indicates that the model is unable to capture the effect of the engine speed.
Fig. 5.15 shows an inverse relation between the Nusselt and the Reynolds number,
when the turbulent length is used as the characteristic length. The Reynolds
number increases as a function of crank angle throughout the cycle, whereas the
Nusselt number decreases as a function of crank angle. This does not correspond to
the physics behind the power law. Miles et al. [111] found that the turbulent length
from a k-ε model does not correspond to the actual, experimentally observed,
turbulent length during the expansion phase. In conclusion, none of the evaluated
characteristic lengths improves the heat transfer model compared to using the bore
as the characteristic length in combination with the turbulent velocity.
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Figure 5.13: The Nusselt and Reynolds number with L1. The lines denote a linear
regression with data from the compression (blue), expansion (red) and both (black)
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Figure 5.14: The Nusselt and Reynolds number with L2. The lines denote a linear
regression with data from the compression (blue), expansion (red) and both (black)
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Figure 5.15: The Nusselt and Reynolds number with L3. The lines denote a linear
regression with data from the compression (blue), expansion (red) and both (black)
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5.3.3 Calibration
It was demonstrated that the heat transfer model with the turbulent velocity and
the bore as the characteristic velocity and length, can accurately predict the
instantaneous heat flux during motored operation. Based on the linear data fit with
all the measured data points, values of 0.09 and 0.85 were obtained (see Table 5.1)
for the model coefficients a and b. As stated before, the linear data fit based on the
Nusselt-Reynolds power law has some drawbacks. The most important one is the
larger impact of the low Nusselt number data points on the linear data fit. To verify
the accuracy of the obtained model coefficients and to investigate the sensitivity
of the model to changes of the model coefficients, the model is calibrated again
with an alternative calibration method using three different evaluation criteria. The
calibration method is based on the R2-value of the data fit for the entire heat flux
database. Model coefficient b is varied from 0 to 1.5 and model coefficient a is
adjusted for each value of b in order to match the maximum heat flux of the first
measured operating condition. The first evaluation criterion is the prediction of the
instantaneous heat flux throughout the cycle. The second criterion is the prediction
of the maximum heat flux and the third criterion is the prediction of the total heat
loss. The R2-value for the three data fits is shown in Fig. 5.16.
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Figure 5.16: The R2-value of the data fit for a variation of model coefficient b
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The best prediction of the instantaneous heat flux and the total heat loss is achieved
when a value of 0.87 is used for the model coefficient b. Whereas the prediction of
the instantaneous heat flux does not show a strong dependence on changes in b, the
prediction of the total heat loss does. This is because a deviation from the optimum
value for b will result in an over- or underprediction of the instantaneous heat flux
at the beginning of the compression stroke or at the end of the expansion stroke.
This has only a small effect on the instantaneous heat flux, but a large effect on the
total heat loss, since the surface area for heat transfer is large in these regions. The
maximum heat flux is best predicted with a value of 0.6 for the model coefficient b,
but is has a smaller sensitivity to it than the total heat loss. A combined optimum
of all three criteria seems to be achieved for a value of 0.8 for the model coefficient
b. This corresponds to the value used in most existing heat transfer models. The
predictive quality of the heat transfer model is evaluated next for different motored
operating conditions. It should be noted that this calibration method does not take
into account the measurement uncertainty on the heat flux. The final calibration of
the model coefficients is done for fired operation, due to the larger variation of the
heat flux that results in a smaller impact of the measurement uncertainty.
5.3.4 Predictive ability
The predictive ability of the model is evaluated by comparing the modelled and
the measured value of the maximum heat flux and the total heat loss. Two variants
of the model are investigated: one with the model coefficients a and b from the
Nusselt-Reynolds data fit and one with a model coefficient b of 0.8. The model
coefficients are listed in Table 5.2 for both model variants.
Table 5.2: Model coefficients for the two model variants for motored operation
a b
variant 1 0.09 0.85
variant 2 0.15 0.80
The measured and the predicted maximum heat flux and total heat loss are shown
in Figs. 5.17 and 5.18 for a variation of the compression ratio and in Figs. 5.19
and 5.20 for a variation of the inlet air temperature. Both model variants are
able to accurately predict the maximum heat flux and the total heat loss for all
compression ratios and inlet air temperatures. Since the engine was operated at
600rpm for the variation in the compression ratio and at 900rpm for the variation
in the inlet air temperature, it can be concluded that the model captures the effect
of the engine speed on the heat flux as well. Model variant 1 consistently predicts
a higher maximum heat flux and total heat loss than model variant 2.
NEW HEAT TRANSFER MODEL 155
8.5 9 9.5 10 10.5 11 11.5
10
20
30
40
Compression ratio
M
ax
im
um
 h
ea
t f
lu
x 
[W
/cm
2 ]
 
 
Measured
Variant 1
Variant 2
Figure 5.17: The predicted maximum heat flux for different compression ratios at 600 rpm
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Figure 5.18: The predicted heat loss for different compression ratios at 600 rpm
156 CHAPTER 5
70 80 90 100 110 120 130
20
30
40
50
Inlet temperature [°C]
M
ax
im
um
 h
ea
t f
lu
x 
[W
/cm
2 ]
 
 
Measured
Variant 1
Variant 2
Figure 5.19: The predicted maximum heat flux for different inlet temperatures at 900 rpm
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Figure 5.20: The predicted heat loss for different inlet temperatures at 900 rpm
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5.3.5 Validation
Other gases
The heat transfer model is validated for motored operation of the CFR engine with
other gases. Heat flux measurements from the experimental database of Demuynck
[33] were used. Different inert gases (air, argon, carbon dioxide and helium) were
injected in the engine during motored operation. Argon was selected because
of its high dynamic viscosity and low heat capacity, CO2 because of its low
dynamic viscosity and helium because of its high thermal conductivity and heat
capacity. The Nusselt number as a function of the Reynolds number is shown on a
logarithmic scale in Fig. 5.21 for the different gases. Model variant 2 is represented
by the black line. A good correspondence between the measurements and the
model can be observed for all gases, except for helium in certain conditions. The
deviation between the model and the measurements occurs at conditions with a
high concentration of helium (80vol%) in the air. This can be attributed to the
Prandtl number, which is not taken into account by the model. Hence, the model
is able to accurately predict the heat transfer for different gases, except for gases
with a different Prandtl number such as helium and hydrogen.
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Figure 5.21: The Nusselt and Reynolds number for different gases during motored
operation. The line denotes model variant 2
158 CHAPTER 5
Scania engine
The heat transfer model is validated for motored operation of the Scania engine.
The combination of the model coefficients a and b from the CFR engine do not
yield an accurate prediction of the heat flux for the Scania engine. It was chosen
to keep the values for b from the CFR engine and calibrate the values for a for one
operating condition. The model coefficients are listed in Table 5.3.
Table 5.3: Model coefficients for the two model variants for motored operation of the
Scania engine
a b
variant 1 0.06 0.85
variant 2 0.12 0.80
Since no CFD simulations of the Scania engine were available to determine the
turbulent kinetic energy at the time of inlet valve closing, a value of 6m2/s2 was
chosen. This estimation does not affect the accuracy of the heat transfer prediction,
due to the model’s insensitivity to the initial value of the turbulent kinetic energy.
Increasing the initial value of the turbulent kinetic energy will result in the need to
reduce the model coefficient a. Any combination of kt and a results in a similar
heat flux trace, within a reasonable range of initial values for the turbulent kinetic
energy (0-20m2/s2).
The measured and the predicted instantaneous heat flux for both model variants
is shown in Fig. 5.22 for motored operation of the Scania engine. The heat flux
during the compression phase and the phasing of the heat flux are well predicted
by the model. The rapid decrease of the heat flux during the expansion phase, on
the other hand, is not well predicted by the model. The overprediciton of the heat
flux during the expansion phase results in an overprediction of the total heat loss
that is just outside of the experimental uncertainty. Both model variants predict a
nearly identical heat flux during the entire cycle. The measured and the predicted
maximum heat flux are shown in Fig. 5.23 for a variation of the intake pressure.
Both model variants are able to accurately predict the effect of intake pressure on
the heat transfer.
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Figure 5.22: The measured and the modelled heat flux during motored operation of the
Scania engine
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Figure 5.23: The predicted maximum heat flux for different intake pressures during
motored operation of the Scania engine
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5.4 Fired operation
The heat transfer model is now further developed for fired operation.
5.4.1 Characteristic velocity
The combustion event will change the mixture’s gas properties. However, the
change in gas properties alone is not sufficient to capture the effect of the
combustion on the heat transfer. The characteristic velocity is adjusted by
implementing the burned and the unburned turbulent kinetic energy, according to
Eq. 5.20.
V =√c1 ·k2t,b+c2 ·k2t,u (5.20)
With c1 and c2 model coefficients that need to be calibrated. The optimum values
for these coefficients are found by varying both coefficients simultaneously and
evaluating the data fit of the Nusselt-Reynolds power law. This data fit is based on
all the operating conditions measured on the CFR engine during fired operation.
The resulting R2-value is shown in Fig. 5.24. The best data fit is achieved with
a non-zero value for the coefficient of the burned turbulent kinetic energy and by
omitting the unburned turbulent kinetic energy. Hence, the square root of twice
the burned turbulent kinetic energy is used as the characteristic velocity. Since the
burned turbulent kinetic energy is the same as the bulk turbulent kinetic energy
during the compression, before combustion, the heat transfer model is identical to
the model for motored operation.
The relation between the Nusselt and the Reynolds number is shown on a
logarithmic scale in Fig. 5.25 for all the fired operating conditions measured on
the CFR engine. The square root of twice the burned turbulent kinetic energy is
used as the characteristic velocity and the bore is used as the characteristic length.
The model coefficients a and b obtained from the linear regressions are listed in
Table 5.4.
Table 5.4: Model coefficients for fired operation
a b
full cycle 0.033 0.947
compression 0.106 0.835
expansion 0.009 1.072
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Figure 5.24: The R2-value of the linear fit with different coefficients for the burned (c1)
and the unburned (c2) turbulent kinetic energy
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Figure 5.25: The Nusselt and Reynolds number during fired operation. The lines denote a
linear regression with data from the compression (blue), expansion (red) and both (black)
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The data points show a strong linear relation between the Nusselt and the Reynolds
number on the logarithmic scale. This indicates that a good prediction of the heat
flux can be achieved with the current combination of the characteristic length and
velocity. The deviation from the linear relation occurs at the low Nusselt and
Reynolds numbers, corresponding to the beginning of the compression and the
end of the expansion phase. This deviation is less pronounced than for motored
operation, due to the larger range in which the Nusselt and the Reynolds number
vary. As a result of the strong linear relation, the linear regression lines lie close
together and their coefficients are similar. Consequently, a good data fit can be
obtained with only one set of model coefficients for the entire cycle.
The three alternative characteristic lengths evaluated for motored operation were
also evaluated for fired operation. Similar to the results for motored operation,
none of the characteristic lengths improved the prediction of the heat transfer
compared to using the bore as the characteristic length. Therefore the bore will
be used for the characteristic length
5.4.2 Calibration
The heat transfer model is calibrated again with alternative evaluation criteria. The
calibration is based on the R2-value of the data fit for the entire heat flux database
during fired operation. The model coefficient b is varied from 0 to 1.5 and the
model coefficient a is adjusted for each value of b in order to match the maximum
heat flux of the first measured operating condition. The evaluation criteria are: the
prediction of the instantaneous heat flux, the prediction of the maximum heat flux
and the prediction of the total heat loss. The R2-value for the three data fits is
shown in Fig. 5.26.
Similar to motored operation, a different value for the model coefficient b is
obtained for each of the three evaluation criteria. The best prediction of the
instantaneous heat flux is achieved with a value of 0.8, which is close to the one
obtained for motored operation. However, the data fit now exhibits a stronger
dependence on changes in b. The optimum value of b for the prediction of the
maximum heat flux and the total heat loss is 0.75 and 0.9, respectively. Their
dependence on changes in b is reduced compared to motored operation. A
combined optimum of all three criteria, seems to be achieved again for a value
of 0.8 for the model coefficient b.
When a value of 0.8 is used for for the model coefficient b, a value of 0.15 is found
for the scaling coefficient a. This is the same as the one obtained for motored
operation. Consequently, the model is able to capture the effect of the combustion
NEW HEAT TRANSFER MODEL 163
0 0.3 0.6 0.9 1.2 1.5
0
0.2
0.4
0.6
0.8
1
b
R2
 
 
q(°ca)
q
max
Qheat
Figure 5.26: The R2-value of the data fit for a variation of coefficient b during fired
operation
accurately and the model coefficients determined from a motored calibration can
also be used for fired operation. The three sets of model coefficients obtained
from the calibrations, are listed in Table 5.5. The first set of coefficients (variant
1) is obtained from the linear Nusselt-Reynolds data fit during motored operation.
The second set of coefficients (variant 2) is obtained from the global calibration
during both motored and fired operation. The third set of coefficients (variant 3)
is obtained from the linear Nusselt-Reynolds data fit during fired operation. These
three sets of model coefficients are used for the evaluation of the heat transfer
model.
Table 5.5: Model coefficients for the three model variants
a b
variant 1 0.06 0.85
variant 2 0.15 0.80
variant 3 0.03 0.95
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5.4.3 Predictive ability
The instantaneous heat flux predicted by the three model variants is shown in
Fig. 5.27. The black makers represent the measured heat flux and its measurement
uncertainty at certain crank angles. The heat flux predicted by each of the three
models is nearly identical during the compression and the first phase of the
combustion. The third model variant predicts a lower maximum heat flux and
a lower instantaneous heat flux during the expansion phase, compared to the other
two model variants. The maximum heat flux and the instantaneous heat flux during
the compression and expansion is predicted within the experimental uncertainty for
all three model variants. At the end of the expansion phase, however, the heat flux
is overpredicted by all model variants. Hence, the accuracy of the prediction of the
instantaneous heat flux is similar for the three model variants.
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Figure 5.27: The measured and the modelled heat flux for HCCI operation of the CFR
engine
The predictive ability of the three model variants is investigated for a variation
of the engine settings during HCCI operation. The measured (black markers)
and the predicted maximum heat flux by the three model variants is shown in
Figs. 5.28-5.30 for a variation of the fuel mass rate, inlet air temperature and
compression ratio at 600 (full line) and 900rpm (dashed line).
NEW HEAT TRANSFER MODEL 165
6 7 8 9 10 11 12
0
50
100
150
900rpm
600rpm
Fuel mass rate [mg/cycle]
M
ax
im
um
 h
ea
t f
lu
x 
[W
/cm
2 ]
 
 
variant 1
variant 2
variant 3
Figure 5.28: The predicted maximum heat flux for different fuel mass rates at 600 and
900 rpm
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Figure 5.29: The predicted maximum heat flux for different inlet air temperatures at 600
and 900 rpm
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Figure 5.30: The predicted maximum heat flux for different compression ratios at 600 and
900 rpm
All three model variants are able to predict the effect of the engine settings on the
maximum heat flux, except in a few operating conditions. Whereas model variant
1 predicts a higher maximum heat flux at the high speed conditions, model variant
3 predicts a lower maximum heat flux at the low speed conditions. Model variant 2
performs similar at both engine speeds and provides the most accurate prediction
of the maximum heat flux across all operating conditions. It is the only model that
accurately predicts the effect of the compression ratio at the high speed conditions.
Next, it is verified whether the heat transfer model is fuel independent by switching
the fuel from n-heptane to gasoline. The measured and the modelled heat flux
traces are shown in Fig. 5.31 for the CFR engine running on gasoline. The
performance of the three model variants is similar, with only small differences
between them. The model is able to capture the effect of a different fuel, without
requiring recalibration. Model variant 2 is the only model variant to accurately
predict the heat flux at top dead center and model variant 3 is the only one to
accurately predict the heat flux during the expansion phase.
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Figure 5.31: The measured and the modelled heat flux during HCCI operation of the CFR
engine with gasoline
5.4.4 Model comparison
The evaluation of the predictive ability of the three model variants showed that
model variant 2 is best at predicting the heat flux for different operating conditions.
From the evaluation of the existing heat transfer models, it was concluded that
the model of Bargende is best at predicting the heat flux for the CFR engine.
Variant 2 of the new heat transfer model is compared to the model of Bargende
to verify whether the heat flux is predicted more accurately with the new heat
transfer model.
The difference between the modelled and the measured instantaneous heat flux
is shown in Fig. 5.32 for the two models, with the error bars representing the
experimental uncertainty. The error of the new model is smaller than the error of
Bargende’s model throughout the entire cycle. During the combustion, the heat
flux is predicted within the experimental uncertainty by the new model and it is
overpredicted by the model of Bargende. Both models overpredict the heat flux
during the expansion phase. Consequently, the new model is better able to predict
the instantaneous heat flux.
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Figure 5.32: The absolute error of the modelled heat flux during HCCI operation of the
CFR engine. The error bars denote the experimental uncertainty.
The measured and the predicted maximum heat flux and total heat loss by both
models is shown in Figs. 5.33 and 5.34 for a variation of the fuel mass rate.
The new model captures the trend of the fuel mass rate on the heat transfer. The
maximum heat flux is predicted within the experimental uncertainty by the model.
The model of Bargende, on the other hand, underestimates the effect of the fuel
mass rate. This leads to an underestimation of the maximum heat flux at the high
fuel mass rate conditions. Both models overpredict the total heat loss due to the
overprediction of the heat flux during the expansion phase. The error made by the
new model is smaller than the one made by the model of Bargende, except for the
conditions where Bargende’s model underpredicts the maximum heat flux. Hence,
the new model better predicts both the maximum heat flux and the total heat loss.
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Figure 5.33: Comparison of the predicted maximum heat flux
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Figure 5.34: Comparison of the predicted total heat loss
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5.4.5 Validation
The heat transfer model is validated for fired operation of the Scania engine. First
HCCI operation is investigated and then PPC operation.
HCCI operation
Since the model variant with a value of 0.8 for the model coefficient b yielded
the best results for the CFR engine, the same value is used for the Scania engine.
Compared to motored operation, the model coefficient a was increased from 0.12
to 0.15. The measured and the predicted heat flux are shown in Fig. 5.35. The heat
flux is overpredicted during the compression and the expansion phase. This results
in an overprediction of the total heat loss. This can be attributed to the increase of
the model coefficient a compared to motored operation to capture the effect of the
combustion.
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Figure 5.35: The measured and the modelled heat flux during HCCI operation of the
Scania engine
The measured and the predicted maximum heat flux are shown in Figs. 5.36 and
5.37, together with the maximum heat flux predicted by the model of Bargende for
a variation in the fuel mass rate and intake pressure. The model is able to predict
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the effect of both engine settings and performs better than the model of Bargende.
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Figure 5.36: The predicted maximum heat flux for different fuel mass rates during HCCI
operation of the Scania engine
1 1.1 1.2 1.3 1.4
0
50
100
150
200
Intake pressure [bar]
M
ax
im
um
 h
ea
t f
lu
x 
[W
/cm
2 ]
 
 
Measurement Model Bargende
Figure 5.37: The predicted maximum heat flux for different intake pressures during HCCI
operation of the Scania engine
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PPC operation
Contrary to HCCI operation, the same value for the model coefficient a is used
as for motored operation (see Table 5.3). The measured and the predicted
instantaneous heat flux is shown in Fig. 5.38. The model is able to accurately
predict the heat flux during the compression and the combustion. The heat flux is
overpredicted during the expansion phase, similar to motored operation.
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Figure 5.38: The measured and the modelled heat flux during PPC operation of the Scania
engine
The measured and the predicted maximum heat flux are shown in Figs. 5.39-5.41,
together with the maximum heat flux predicted by the model of Bargende for a
variation in the fuel mass rate, intake pressure and start of injection. Both models
are able to capture the effect of the engine settings.
Discussion
The heat transfer model is able to accurately predict the instantaneous heat flux
during HCCI operation of the CFR engine, but not during HCCI operation of
the Scania engine. For the Scania engine, the model coefficient a needed to be
increased compared to motored operation, to match the measured value of the
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Figure 5.39: The predicted maximum heat flux for different fuel mass rates during PPC
operation of the Scania engine
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Figure 5.40: The predicted maximum heat flux for different intake pressures during PPC
operation of the Scania engine
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Figure 5.41: The predicted maximum heat flux for different start of injection timings
during PPC operation of the Scania engine
maximum heat flux. However, this led to an overestimation of the heat flux during
the compression and the expansion, and also resulted in an overestimation of the
total heat loss. No adjustment of the model coefficients was required for PPC
operation, resulting in a better prediction of the instantaneous heat flux. If the
model coefficient is not increased, the heat flux during the compression and the
first part of the combustion is well predicted. However, then the sharp increase
in heat flux during the second part of the combustion is underestimated. This
indicates that the model does not fully capture the effect of the combustion on
the heat transfer during HCCI operation. Given the accuracy of the model for
HCCI operation of the CFR engine and PPC operation of the Scania engine, this
could be caused by an inadequate response time of the cylinder pressure sensor,
from which all the parameters in the heat transfer model are obtained: the cylinder
pressure, bulk gas temperature and mass fraction burned. If the rapid increase
of these parameters during the combustion is not fed into the model, the model
cannot predict the effect of the combustion. Especially since the model uses the
time-derivative of the gas density to capture the effect of the combustion and two
differential equations to model the turbulence. Due to the slower combustion rate
during PPC operation, this is not a problem.
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5.5 Model summary
Heat flux q [W/m2]
q = h ·(Tgas−Twall) (5.21)
Convection coefficient h [W/m2 ·K]
h = a ·V 0.8 ·B−0.2 ·k ·µ−0.8 ·ρ0.8 (5.22)
a: engine dependent scaling coefficient
B: cylinder bore [m]
k: thermal conductivity [W/m·K]
µ: dynamic viscosity [Pa·s]
ρ: density [kg/m3]
Characteristic velocity V [m/s]
V =√2·kt,b (5.23)
The turbulent kinetic energy in the burned zone (kt,b) is used when the combustion
begins. Before the combustion begins, the turbulent kinetic energy in the unburned
zone (kt,u) is used. The same equations are used to calculate both, the only
difference being the density in each zone.
Turbulent kinetic energy kt [m2/s2]
dkt
dt
= 4
3
·µt ·D2− 23 ·kt ·D−εt (5.24)
Turbulent dissipation εt [m2/s3]
dεt
dt
= 2·µt · εtkt ·D2−2·εt ·D−1.92· ε2tkt (5.25)
Turbulent viscosity µt [m2/s]
µt = 0.09· k2tεt (5.26)
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Dilatation D [1/s]
D = − 1
ρ
·
dρ
dt
(5.27)
Density in the unburned zone ρu [kg/m3]
ρu = pRu ·Tu (5.28)
p: cylinder pressure [Pa]
Ru: specific gas constant of the unburned mixture [J/kg·K]
Density in the burned zone ρb [kg/m3]
ρb = pRb ·Tb (5.29)
Rb: specific gas constant of the burned mixture [J/kg·K]
Temperature in the unburned zone Tu [K]
Tu = Tgas,soc ·( psocp )
1−γ
γ
(5.30)
psoc: cylinder pressure at the start of combustion [Pa]
Tgas,soc: bulk gas temperature at the start of combustion [K]
γ: ratio of specific heats [-]
Temperature in the burned zone Tb [K]
Tb = 1mfb·Rb ·[R ·Tgas−(1−mfb) ·Ru ·Tu] (5.31)
mfb: mass fraction burned [-]
R: specific gas constant of the bulk mixture [J/kg·K]
Bulk gas temperature Tgas [K]
Tgas = p ·Vcm ·Rmix (5.32)
Vc: cylinder volume [m3]
m: cylinder mass [kg]
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5.6 Closure
A new heat transfer model was developed for low temperature combustion
operation. Based on the reverse-engineered characteristic velocity, the turbulent
velocity was chosen as the characteristic velocity for the heat transfer model. A
comparison with the results from CFD simulations, showed that a single-zone
k-ε model can be used to calculate the turbulent kinetic energy for deriving the
turbulent velocity. By using the turbulent velocity, two shortcomings of the
existing heat transfer models are addressed for motored operation: the phasing
of the instantaneous heat flux and the overprediction of the heat flux during the
expansion phase.
The heat transfer model takes into account the effect of the combustion by using
the turbulence from the burned zone. This allows the model to accurately predict
the instantaneous heat flux and the effect of varying the engine settings and the
fuel on the heat transfer. Contrary to the existing heat transfer models, the new
model does not require a recalibration of its model coefficients when varying the
engine settings. A comparison with the model of Bargende showed that the heat
transfer model is better able to predict the instantaneous heat flux, the maximum
heat flux and the total heat loss.

6
Conclusions
6.1 Conclusions of the present work
Low temperature combustion is an interesting concept to increase the efficiency of
the internal combustion engine, while also reducing its emissions of greenhouse
gases and air pollutants. The heat transfer plays an important role in the operation
of low temperature combustion engines. However, experimental data of the heat
transfer is scarce. Therefore an experimental study was performed of the heat
transfer in low temperature combustion engines, with the aim of developing a heat
transfer model.
The heat transfer was measured in two single-cylinder engines: a Waukesha CFR
engine at Ghent University and a Scania D13 engine at Lund University. The
CFR engine was operated in HCCI mode and the Scania engine in both HCCI
and PPC mode. In the CFR engine, the heat flux was measured with a thermopile
sensor and with a Thin Film Gauge sensor at multiple locations in the cylinder
wall and in the cylinder head. A comparison of the heat flux measured with both
sensors showed that the measured heat flux was not the same, as both sensors
have different material properties. A method was developed to calculate the actual
heat flux through the cylinder wall by reconstructing the temperature distribution
inside the wall using the convection coefficient. This demonstrated that the heat
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flux measured with the thermopile sensor is the same as the actual heat flux
through the cylinder wall. The cylinder head of the Scania engine was modified
to measure the heat flux in the squish zone and in the bowl zone with two Thin
Film Gauge sensors. By measuring the heat flux at multiple locations in the
combustion chamber of both engines, the spatial uniformity of the heat transfer
could be investigated. It was shown that the heat transfer is spatially homogeneous
during motored and HCCI operation, but not during PPC operation. This can be
attributed to the stratified nature of the combustion during PPC operation.
A database of heat transfer measurements was collected for both engines with a
variation of different engine settings. The experiments were designed and analysed
according to the Design of Experiments methodology. This allowed determining
which engine settings and interactions of engine settings have a significant effect
on the heat transfer. The observed phenomena could be explained by the changes
in the mixture’s gas properties, energy content and the change in combustion
phasing. Additional measurements were performed during ringing operation of the
CFR engine. The occurrence of a ringing combustion increased the instantaneous
heat flux during HCCI combustion, which can be attributed to the increased
gas motion caused by the pressure oscillations in the combustion chamber. By
measuring the same operating condition multiple times during the test campaign, it
was demonstrated that deposit formation did not affect the heat flux measurements
The heat flux measurements were also used to evaluate the applicability of existing
heat transfer models, that were developed for traditional engines. The evaluation
demonstrated that these models are inept for predicting the instantaneous heat flux
during HCCI and PPC operation of the test engines. The models needed to be
calibrated and in some cases also significantly altered. But even after calibration,
all models overpredicted the heat flux during the expansion phase, which led to an
overestimation of the total heat loss. The models were able to capture the trends
of certain engine settings on the heat flux, but required recalibration when the
deviation from the calibrated engine settings was too large. This demonstrated the
need for a new heat transfer model, that better predicts the instantaneous heat flux
trace and does not require recalibration when changing the engine’s settings.
A new heat transfer model was developed for low temperature combustion
operation. By deducing the desired characteristic velocity, it was decided to
implement the in-cylinder turbulence in the model. Multiple turbulence models
were evaluated and compared to the results from CFD simulations to select the
most appropriate model. By using the turbulent velocity, two shortcomings of the
existing heat transfer models were addressed for motored operation: the phasing
of the instantaneous heat flux and the overprediction of the heat flux during the
expansion phase. The heat transfer model takes into account the effect of the
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combustion by using the turbulence from the burned zone. This allows the model
to accurately predict the instantaneous heat flux and the effect of varying the
engine settings and the fuel on the heat transfer without a recalibration of its
model coefficients. A comparison with the model of Bargende showed that the heat
transfer model is better able to predict the instantaneous heat flux, the maximum
heat flux and the total heat loss.
In summary, a unique set of heat transfer measurements was collected on two
test engines during HCCI and PPC operation. With these measurement, more
information about the heat transfer during low temperature combustion was
attained and a new and improved heat transfer model was developed.
6.2 Recommendations for future work
In this work an effort was made to measure the heat transfer at a variety of
engine operating conditions. However, extending the database of heat transfer
measurements can provide more information about the heat transfer during low
temperature combustion. Additional measurements will not only allow the
investigation of other phenomena, they can also be used to validate the heat transfer
model for these conditions.
A first extension of the measurement database could be by operating the engine
with different fuels. In this work only alkane fuels (n-heptane and iso-octane)
were used. It was attempted to make the heat transfer model fuel independent by
applying the findings of Demuynck from heat flux measurements during motored
and spark ignition operation. To verify this approach, fuels with different gas
properties should be tested. Interesting candidates are alcohol fuels, DME and
hydrogen.
A second possible extension of the measurement database are operating conditions
with a higher engine load. This would correspond to more realistic engine
operating conditions, since production engines typically operate at higher loads
than measured in this work. Moreover, a larger variation in the maximum heat
flux will be attained. The maximum load that could be attained with the CFR
engine was limited and only a part of the operating range of the Scania engine was
explored due to limitations of the TFG sensor. The high load operating conditions
are accompanied by higher peak firing pressures. The current design of the TFG
sensor should be able to cope with maximum pressures of up to 200bar, but was
not tested at these conditions. If the heat flux needs to be measured at higher peak
firing pressures, a redesign of the TFG sensor is required. The maximum pressure
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that the sensor can withstand is mostly limited by the mechanical properties of the
ceramic substrate of the sensor. Alternative materials for the substrate should be
considered with a higher yield strength and ductility.
Heat transfer measurements at optimised operating conditions are also of interest.
In this work the heat loss during HCCI and PPC operation was compared with
measurements at the same load selected from the database. However, neither of
the operating conditions were optimised to achieve a high efficiency. Heat transfer
measurements at optimised conditions will not change the qualitative results , but
will results in better quantitative data.
To further investigate the spatial variation of the heat transfer, measurements at
more locations in the combustion chamber are valuable. This is especially true for
PPC operation, given the spatial distribution of the combustion. This will provide
additional information about local phenomena such as fuel impingement or fuel
stratification. Also the global heat transfer can be determined more accurately by
averaging the heat flux measured at more locations. An interesting measurement
location would be inside the piston bowl. Measuring the heat flux in this location
is challenging, but is feasible with a TFG sensor slotted into the piston. However,
key challenges will be achieving a robust design and mounting method for the
sensor and finding an appropriate way to guide the signal wires out of the engine
block.
Aside from extending the current measurement database, it can also be used
for other applications. An example would be to validate the outcome of CFD
simulations, a research topic that has been started in the department recently.
As demonstrated in this work, the results of the CFD simulations can then be
used to gain more insight into the heat transfer. They can be used to explain
local phenomena observed with the measurements or strengthen the heat transfer
modelling. One of the ways that the heat transfer model can be improved, is by
improving the turbulence model. Currently, a simple k-ε model is used to model
the turbulence. A model that takes into account the shape of the combustion
chamber might improve the quality of the heat transfer model for engines with
more intricate piston shape. The results from experiments with an optically
accessible combustion chamber can also be used to obtain more information about
local flow structures and turbulence.
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A
Calibration data
A.1 Temperature - resistance calibration
This appendix gives the results from the temperature - resistance calibrations of
the TFG sensors with the water bath. This calibration provides the coefficients
α0 and R0 that describe the linear relation between the measured resistance of the
TFG and its temperature, according to Eq. A.1.
R = R0 ·[1+α0 ·(T −T0)] (A.1)
Each sensor is calibrated twice and the coefficients obtained from the calibration
with the lowest error are used. The error is determined according to the methods
described in Appendix C. When possible, the sensors were calibrated again after
completing the measurement campaign to verify the correct operation of the
sensor.
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A.1.1 CFR engine
Calibration data for TFG bolts 1 and 2 used in the CFR engine. TFGs 1 and 2 are
located on bolt 1 and TFG 3 is located on bolt 2.
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Figure A.1: Temperature resistance relation of TFG bolt 1 and 2
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Figure A.2: Temperature resistance relation of TFG bolt 1 and 2
Table A.1: Temperature resistance coefficients of TFG bolt 1 and 2
Calibration 1 Calibration 2
Sensor α0 [1/○C] R0 [Ω] α0 [1/○C] R0 [Ω]
1 2.67 ± 0.05 32.76 ± 0.09 2.51 ± 0.02 32.72 ± 0.04
2 2.53 ± 0.04 36.85 ± 0.07 2.49 ± 0.02 36.92 ± 0.05
3 2.51 ± 0.02 79.03 ± 0.10 2.54 ± 0.03 79.01 ± 0.11
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Calibration data for TFG bolts 3 and 4 used in the CFR engine. TFGs 1 and 2 are
located on bolt 3 and TFGs 3 and 4 are located on bolt 4.
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Figure A.3: Temperature resistance relation of TFG bolt 3 and 4
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Figure A.4: Temperature resistance relation of TFG bolt 3 and 4
Table A.2: Temperature resistance coefficients of TFG bolt 3 and 4
Calibration 1 Calibration 2
Sensor α0 [1/○C] R0 [Ω] α0 [1/○C] R0 [Ω]
1 2.63 ± 0.02 36.40 ± 0.03 2.53 ± 0.01 39.59 ± 0.03
2 2.24 ± 0.02 42.82 ± 0.05 2.14 ± 0.01 42.98 ± 0.02
3 2.58 ± 0.03 24.09 ± 0.04 2.43 ± 0.02 24.23 ± 0.02
4 2.67 ± 0.04 19.75 ± 0.04 2.48 ± 0.02 19.90 ± 0.02
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The calibration of bolts 3 and 4 was repeated after the measurement campaign.
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Figure A.5: Temperature resistance relation of TFG bolt 3 and 4 after the measurement
campaign
Table A.3: Temperature resistance coefficients of TFG bolt 3 and 4 after the measurement
campaign
Sensor α0 [1/○C] R0 [Ω]
1 2.58 ± 0.02 39.52 ± 0.04
2 2.19 ± 0.02 43.52 ± 0.04
3 2.46 ± 0.03 24.22 ± 0.04
4 2.53 ± 0.03 19.88 ± 0.03
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A.1.2 Scania engine
Calibration data for TFGs used in the Scania engine. Note that not all sensors were
used during the measurement campaign.
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Figure A.6: Temperature resistance relation of TFG’s for the Scania engine
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Figure A.7: Temperature resistance relation of TFG’s for the Scania engine
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Table A.4: Temperature resistance coefficients of the TFGs for the Scania engine
Calibration 1 Calibration 2
Sensor α0 [1/○C] R0 [Ω] α0 [1/○C] R0 [Ω]
1 2.75 ± 0.03 40.68 ± 0.08 2.83 ± 0.06 40.56 ± 0.11
2 2.41 ± 0.04 44.32 ± 0.12 2.42 ± 0.05 44.30 ± 0.11
3 2.82 ± 0.04 46.82 ± 0.11 2.88 ± 0.04 46.92 ± 0.10
4 2.56 ± 0.09 87.82 ± 0.50 2.77 ± 0.02 86.83 ± 0.09
5 2.41 ± 0.05 32.05 ± 0.10 2.56 ± 0.06 31.87 ± 0.10
6 2.70 ± 0.09 22.63 ± 0.66 2.94 ± 0.14 22.50 ± 0.17
7 2.72 ± 0.05 26.68 ± 0.08 2.79 ± 0.04 26.61 ± 0.05
8 2.77 ± 0.06 40.64 ± 0.14 2.76 ± 0.03 40.66 ± 0.07
9 2.82 ± 0.05 46.02 ± 0.13 2.82 ± 0.04 46.03 ± 0.09
10 2.69 ± 0.09 18.98 ± 0.10 2.77 ± 0.07 18.90 ± 0.07
The calibration of TFG 10 was repeated after finishing the measurement campaign.
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Figure A.8: Temperature resistance relation of TFGs for the Scania engine after the
measurement campaign
Table A.5: Temperature resistance coefficients of TFG 10 after the measurement campaign
Sensor α0 [1/○C] R0 [Ω]
10 2.70 ± 0.09 19.41 ± 0.09
B
Data reduction
This appendix describes the data reduction that was conducted in this work in
detail.
B.1 Gas temperature
To be able to calculate the convection coefficient according to Eq. 2.1, the
mixture’s instantaneous gas temperature needs to be known, next to the measured
wall temperature and heat flux. The calculations to determine the mixture’s gas
temperature are described in more detail.
It is assumed that the combustion gases behave like ideal gases. This assumption
is validated by calculating the compressibility factor of a typical gas mixture.
The compressibility factor describes the deviation of a real gas from ideal gas
behaviour. At the temperatures and pressures typically encountered in internal
combustion engines, the compressibility factor is almost unity. This results in a
change of the gas temperature of less than 0.5%. Therefore, the combustion gases
can be regarded as ideal gases.
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This allows calculating the bulk gas temperature with the following equation of
state:
Tgas = p ·Vcm ·R (B.1)
It should be noted that this is the bulk gas temperature. By using this single-zone
approach, spatial variations of the gas temperatures cannot be resolved. However,
this approach is adequate due to the homogeneous nature of the combustion and
the heat transfer. Each quantity used in the equation of state is now described in
more detail.
Cylinder pressure
The instantaneous in-cylinder pressure (p) is directly measured with the cylinder
pressure sensor.
Cylinder Volume
The instantaneous cylinder volume (Vc) is calculated out of the crank position and
the engine’s geometry [67].
Cylinder mass
The in-cylinder mass (m) is only known during the closed part of the engine cycle.
It consists of the mass of air, fuel, residuals and recirculated exhaust gases (EGR).
It is assumed that no blow-by occurs.
m =mair +m f uel +mres+mEGR (B.2)
The mass of air and fuel can be determined directly with the air and fuel flow
measurements and the engine speed. The fuel mass is added as a whole to the
intake mixture for the port injected CFR engine. It is added proportionally to the
in-cylinder mixture from the start of injection until the end of injection, in the case
of the direct injected Scania engine.
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mair = 2·m˙air60·n (B.3)
m f uel = 2·m˙ f uel60·n (B.4)
Since both engines have no, or limited, valve overlap, none of the incoming mass
will go directly to the exhaust manifold. Consequently, the residual mass can be
determined with the equation of state at EVC (exhaust valve closing time), using
the measured cylinder pressure and assuming that the in-cylinder temperature is
equal to the measured exhaust temperature.
mres = p ·VcRres ·Texh (B.5)
The mass of EGR is determined from the volume fraction of exhaust gases in the
intake (yegr). The volume fraction of exhaust gases in the intake is calculated based
on the measured CO2 concentrations in the intake and exhaust, corrected for the
condensation of the water vapour (Kw).
megr = yegr ·Megryair ·Mair +y f uel ·M f uel +yEGR ·Megr ·min (B.6)
yegr = CO2,inCO2,exh ·Kw (B.7)
Specific gas constant
The value of the specific gas constant (R) from IVC (inlet valve closing time) until
the start of the combustion is calculated from the mass average of the specific
gas constants of the air, the fuel and the residual gases. From the end of the
combustion until EVO (exhaust valve opening time), the specific gas constant is
equal to that of the combustion products. During combustion, the specific gas
constant is calculated with a linear interpolation between the value before and after
combustion. The mixture composition of the reaction products is determined out
of the reaction equations, assuming chemical equilibrium and taking into account
dissociation according to the methods described by Heywood [67]. The start and
the end of the combustion are determined with an initial estimate for the rate of
heat release analysis, in which γ has a constant value of 1.35.
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B.2 Gas properties
The instantaneous value of the thermal conductivity, the heat capacity and the
dynamic viscosity of the gas mixture are calculated. This allows evaluating the
Pohlhausen equation (Eq. 4.1). The closed part of the engine cycles is split up into
five intervals, that each have a different mixture composition:
1. Between IVC and the start of the injection
2. During the injection
3. Between the end of the injection and the beginning of the combustion
4. During the combustion
5. During the expansion period
The value for the gas mixture is determined from the values for each component
of the gas mixture using the mixing rules described in [101]. The gas properties
of the pure components, are determined as a function of the gas temperature with
polynomials from the DIPPR database [100].
B.3 Combustion profile
The combustion parameters, such as the start and end of the combustion and
CA50, are determined from a heat release analysis. The heat release analysis
applies the first law of thermodynamics to the combustion chamber, treating it
as a single-zone, during the closed part of the engine cycle [67]. The following
energy balance can be written:
δQ f uel = dUs+δW +δQheat (B.8)
With δQfuel the chemical energy released during the combustion, dUs the change
in sensible energy of the mixture, δW the work on the piston and δQheat the heat
transfer from the gas to the cylinder walls. The effect of the crevices is neglected.
The energy balance above can be rewritten as the heat release equation:
dQ f uel
dθ
= γ
γ −1 · p · dVdθ + 1γ −1 ·Vc · d pdθ + dQheatdθ (B.9)
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With γ the ratio of specific heats, p the instantaneous cylinder pressure and Vc the
instantaneous cylinder volume. The cylinder pressure is measured and the cylinder
volume is derived from the engine geometry. The heat capacity ratio is calculated
from the instantaneous specific gas constant and the instantaneous specific heat
capacity at constant pressure (cp).
The first two terms on the right hand side of the equation are the net rate of heat
release and represent the energy change due to the piston work and the change
in sensible energy. The third term in the equation represents the energy lost as
heat to the cylinder walls. This is obtained by multiplying the measured heat flux
with the instantaneous area available for heat transfer. This energy balance makes
it possible to determine the combustion profile and validate the accuracy of the
measurements.
The combustion profile is obtained by integrating the heat release equation over the
closed part of the engine cycle. Three parameters can be quantified that describe
the combustion profile: CA5, CA50 and C90. These correspond to the crank
angle where the combustion profile reaches 5%, 50% and 90% of its maximum
value, respectively. The start of combustion is defined as CA5 and the end of the
combustion as CA90.
The heat release analysis can also be used to validate the heat transfer
measurements. The integrated heat release should equal the chemical energy of the
fuel when the combustion ends. This is the energy released during the combustion
and it is determined as:
Q f uel = m˙ f ·LHV f uel ·ηcomb (B.10)
With LHVfuel the lower heating value of the fuel and ηcomb the combustion
efficiency.

C
Error analysis
This appendix describes the error analysis carried out to judge the quality of the
measurement results. First, the accuracy of the measured quantities is discussed
and then the accuracy of the calculated quantities. The accuracy of the calculated
quantities is determined with an error propagation analysis, conducted according to
the methods described by Taylor [61]. The analysis starts with the determination of
the errors on the measured quantities. The following general equation is then used
to calculate the propagation of the errors in a random function q = f (x1,x2, ...,xn) ∶
δq =¿ÁÁÀ( ∂q
∂x1
δx2)2+( ∂q∂x2 δx2)
2+ ...+( ∂ f
∂xn
δxn)2 (C.1)
With δq the absolute error of variable q. The partial derivatives in the above
equation express the sensitivity of the absolute error of q to that of a certain
influential variable (x1,x2, ...,xn). If no analytical function is available, these
derivatives are estimated with a sensitivity analysis.
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C.1 Measured quantities
The measurement accuracy of the used equipment is listed in Tables C.1 and C.2
for the CFR and Scania test benches, respectively.
Table C.1: The uncertainty on the measured values for the CFR engine [33]
Group Quantity Device Accuracy
atmospheric
conditions
temperature
ATAL
TRP232-102D
±0.4○C
pressure ±130Pa
humidity ±2.5%
speed engine ASTM tachometer ±6rpm
pressures
intake Kistler 4075A10 ±0.03bar
cylinder Kistler 701A ±1%
exhaust Kistler 4075A10 ±0.03bar
temperatures
intake
K-type TC ±5○Cexhaust
coolant
oil
wall
HFM ±4%
TFG ±4%
mass flow rates
air Bronkhorst F-106BZ ±1%FS
gaseous fuel Bronkhorst F-201AC ±1%FS
liquid fuel Bronkhorst M13-ABD ±0.2%
heat flux wall
HFM ±5%
TFG ±5%
The measurement accuracy of the measured quantities is determined by the
accuracy of each sensor, since the measurement error introduced by the data
acquisition system (± 4mV) has a negligible effect on the total measurement
error. The sensors’ measurement accuracy is obtained from the data sheets for
the commercial sensors. For the HFM-sensor, the error analysis carried out be
Demuynck [33] is used. The largest observed values during the closed part of the
engine cycle are reported. Because the TFG sensor is developed and built in-house,
no data sheet is available. The measurement accuracy is determined with a full
error analysis, described in more detail below.
ERROR ANALYSIS 199
Table C.2: The uncertainty on the measured values for the Scania engine
Group Quantity Device Accuracy
speed engine Leine&Linde ±1rpm
pressures
intake Keller PAA-23SY ±0.25%FS
cylinder AVL GH13P ±0.04%FS
exhaust Keller PAA-21SR ±0.2%
temperatures
atmosphere
K-type TC ±2○C
intake
exhaust
EGR
coolant
oil
wall TFG ±5%
mass flow rates
air Bronkhorst F-106B ±0.5% + ±0.1%FS
liquid fuel gravimetric ±2%
heat flux wall TFG ±6%
C.1.1 TFG sensor
The heat flux is determined with a TFG sensor by measuring the time history of
the surface temperature and calculating the conductive heat transfer through the
sensor body. The surface temperature is determined by measuring the resistance
of the platinum film, that changes according to the temperature. The resistance
change of the platinum is converted to a change in voltage by using an HTA-3
amplifier as a constant current source. Consequently, the temperature - resistance
relation described by Eq. C.2 is the basis for the heat flux calculation.
R = R0 ·[1+α0 ·(T −T0)] (C.2)
The coefficients R0 and α0 are determined from a water bath calibration, as
described in Chapter 2. A standard least squares method is used to determine these
coefficients from a linear regression. Twice the standard error of each coefficient
estimate is used to determine their absolute error. This corresponds to a 95%
confidence interval and gives a relative error of ±2% and ±0.2% in most cases
for α0 and R0 respectively. By performing the calibration twice and choosing the
calibration results with the lowest error, these, or better, accuracies are obtained
for each sensor.
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The measured wall temperature is obtained with the following equation:
Twall = VT FGG −VT FG,0α0 ·VT FG,0 +Tatm (C.3)
With VTFG the measured voltage, G the gain of the amplifier and VTFG,0 the set
voltage at atmospheric temperature (Tatm). The absolute error on the measured
temperature is then calculated with the following equation:
δTwall =
¿ÁÁÁÁÁÁÀ⎛⎜⎜⎝
V
G
−V0
α20 ·V0
·δα0
⎞⎟⎟⎠
2
+( δV
G ·α0 ·V0
)2+( V ·δG
G2 ·α0 ·V0
)2+( V ·δV
G ·α0 ·V 20
)2+δ 2Tatm (C.4)
Given an accuracy of ±1% on the amplifier gain and an accuracy of ±2mV on
the set reference voltage, an accuracy of ±5% on the measured wall temperature
is obtained. The above calculation is performed for the DC component of the
measured temperature. The calculation of the error on the AC component of the
measured temperature is similar, but with the error on the atmospheric temperature
substituted for the error on the DC component of the measured temperature. The
resulting error on the AC component of the measured temperature is also ±5%.
The heat flux is determined by solving the inverse heat transfer problem, using the
measured surface temperature history. For the calculations, the heat flux is split up
into a transient component (trans) and a steady-state component (ss). The same is
done for the error on the calculated heat flux:
δq =√δ 2qtrans +δ 2qss (C.5)
The error on the transient component of the heat flux is determined by the error
on the measured wall temperature and the error on the value used for the thermal
product (TP) of the substrate, according to the following equation:
δqtrans =
¿ÁÁÀ(∂qtrans
∂Twall
·δTwall)2+(∂qtrans∂T P ·δT P)2 (C.6)
The derivative in the first term cannot be calculated analytically. However, since
the sensor is a linear time invariant system, the first term can be evaluated as
a whole by applying the impulse response filter to the instantaneous value of
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the error on the measured wall temperature. The uncertainty on the value of
the thermal product is ±4.5% when it is determined with the double electric
discharge calibration method, described by De Cuyper et al. [46]. This results
in a measurement accuracy of ±5% on the transient component of the heat flux.
As described in Chapter 2, two methods exist to determine the steady state
component of the heat flux. The first method uses the temperature difference
between a location inside the substrate and at the surface. In this case, the
measurement error is determined by the measurement error on the surface and
depth temperatures, by the error on the value for the distance between both
temperature measurements and by the uncertainty on the thermal conductivity
of the substrate. The last two errors can be lumped together as the error on the
calibrated value of X/k. This gives the following equation for the error on the
steady-state heat flux:
δqss =
¿ÁÁÁÀ(δTdepth
X/k )
2+(δTwall
X/k )2+(Twall −TdepthX/k2 ·δX/k)2 (C.7)
The second method to determine the steady state component of the heat flux,
is based on the temperature difference between the sensor’s surface and the
combustion gases. It calculates the steady state heat flux as the offset that needs
to be given to the transient heat flux, such that the heat flux is zero when the
wall temperature is equal to the mixture’s gas temperature during the compression
stroke. The measurement uncertainty when using this method is determined with
a sensitivity analysis. The steady state heat flux is calculated twice. First it
is calculated at the earliest time in the cycle, when the wall temperature could
equal the mixture’s gas temperature, based on the measurement uncertainty of both
temperatures. Then it is calculated again at the latest time, when both temperatures
could be equal. The largest difference of the two with the steady state heat flux is
considered the measurement error.
The measurement uncertainty on the heat flux is ±5% for the CFR engine
measurements and ±6% for the Scania engine measurements. The first method
to determine the steady state heat flux is used for the CFR engine measurements
and the second method for the Scania engine measurements.
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C.2 Calculated quantities
This section describes the accuracy of the calculated quantities. It describes
the propagation of the errors throughout the calculations, starting from the error
on the measured quantities. The resulting errors of the calculated variables are
summarised in Table C.3. The value of the errors often depends on the operation
condition (e.g. error on the measured mass flow rate), so the values that are listed
are the maximum observed ones for the entire measurement database.
Table C.3: The maximum relative errors on the calculated variables
Quantity Symbol
Accuracy
CFR Scania
air mass mair ±3% ±2%
fuel mass mfuel ±1% ±2%
residual mass mres ±6% ±6%
EGR mass mEGR ±4% ±4%
total mass m ±4% ±3%
gas temperature Tgas ±8% ±4%
convection coefficient h ±12% ±8%
C.2.1 Cylinder mass
The mass in the combustion chamber during the closed part of the engine cycle is
the sum of the mass of air, fuel, residuals and recirculated exhaust gases. Its error
is determined by the error on all masses:
δm =√δ 2mair +δ 2m f uel +δ 2mres +δ 2mEGR (C.8)
The error on the mass of air and fuel in the combustion chamber is determined by
the error on their measured mass flow rates (m˙) and the error on the engine speed
(n):
δm =m ·
¿ÁÁÀ(δm˙
m˙
)2+(δn
n
)2 (C.9)
The residual mass is calculated using the equation of state at EVC (exhaust
valve closing time). Its error is determined by the error on the measured
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cylinder pressure, the measured exhaust temperature and the calculated specific
gas constant:
δmres =mres ·
¿ÁÁÀ(δp
p
)2+(δTexh
Texh
)2+(δR
R
)2 (C.10)
The error on the specific gas constant is mainly determined by the error in the
air-to-fuel ratio (AFR) according to:
δR =√((Rair −R f uel) ·δAFR)2 (C.11)
The mass of EGR is calculated from the measured CO2 concentrations in the
intake and exhaust. Its error is determined by the error on the measured CO2
concentrations and the mass of air:
δEGR =mEGR ·
¿ÁÁÀ(δCO2
CO2
)2+(δmair
mair
)2 (C.12)
C.2.2 Gas temperature
The gas temperature is calculated with the equation of state (see appendix B). The
error on the gas temperature is determined by the error on the measured in-cylinder
pressure, the in-cylinder mass and the calculated specific gas constant:
δTgas = Tgas ·
¿ÁÁÀ(δp
p
)2+(δm
m
)2+(δR
R
)2 (C.13)
The error on the in-cylinder volume due to the measurement accuracy on the crank
angle encoder (0.25○ca for the CFR engine and (0.20○ca for the Scania engine)
can be neglected. A higher maximum error on the gas temperature is observed for
the CFR engine compared to the Scania engine (see Table C.3). This is because
the higher absolute error on the measured in-cylinder pressure for the CFR engine.
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C.2.3 Convection coefficient
The convection coefficient is calculated out of the measured heat flux, the
measured wall temperature and the calculated gas temperature, according to:
h = q
Tgas−Twall (C.14)
The errors of all the variables have already been determined, so the error of the
convection coefficient can be estimated as follows:
δh = h ·
¿ÁÁÀ(δq
q
)2+(δ∆T
∆T
)2 (C.15)
δ∆T =√δ 2Tgas +δ 2Twall (C.16)
A maximum relative error of ±12% was observed for the CFR engine and ±8%
for the Scania engine. Consequently, the heat transfer model should predict the
convection coefficient and the heat flux within this experimental uncertainty.
D
ANOVA results
This appendix gives the results of the ANOVA for the maximum convection
coefficient and the total heat loss. The results are listed according to the engine’s
operating mode. It should be noted that some models fail the lack of fit test. The
results of these models are listed, but are not taken into account in the discussion
of the results.
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D.1 Motored operation
Convection coefficient
Table D.1: ANOVA results for the maximum convection coefficient during motored
operation of the CFR engine
Source term DF SS F p
CR 1 5782.45 3.25 0.13
T 1 2124.23 1.19 0.32
CR·CR 1 841.87 0.47 0.52
T·T 1 201.55 0.11 0.75
CR·T 1 7.27 0.01 0.95
Lack of fit 3 8313.26 9.47 0.10
Pure error 2 585.36
Total error 5 8898.62
Table D.2: ANOVA results for the maximum convection coefficient during motored
operation of the Scania engine
Source term DF SS F p
n 1 139844.57 252.31 0.00
pin 1 70716.82 128.10 0.00
pin ·pin 1 788.82 1.43 0.29
n·n 1 6.82 0.01 0.92
n·pin 1 2.69 0.01 0.95
Lack of fit 3 1263.09 0.56 0.69
Pure error 2 1497.21
Total error 5 2760.30
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Total heat loss
Table D.3: ANOVA results for the total heat loss during motored operation of the CFR
engine
Source term DF SS F p
CR 1 175.86 36.67 0.00
T 1 16.40 3.42 0.12
T·T 1 7.08 1.48 0.28
CR·CR 1 6.37 1.33 0.30
CR·T 1 0.91 0.19 0.68
Lack of fit 3 15.78 1.28 0.47
Pure error 2 8.20
Total error 5 23.98
Table D.4: ANOVA results for the total heat loss during motored operation of the Scania
engine
Source term DF SS F p
pin 1 1154.37 3.01 0.14
pin ·pin 1 16.47 0.04 0.84
n·n 1 180.06 0.47 0.52
n 1 11.79 0.03 0.87
n·pin 1 0.03 0.00 0.99
Lack of fit 3 261.08 0.11 0.81
Pure error 2 1658.00
Total error 5 1919.07
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D.2 HCCI operation
Convection coefficient
Table D.5: ANOVA results for the maximum convection coefficient during HCCI operation
of the CFR engine at 600rpm
Source term DF SS F p
CR 1 43991.10 84.91 0.00
m˙f 1 21845.59 42.16 0.00
CR·CR 1 11092.72 21.41 0.00
T 1 9439.88 18.22 0.00
T·T 1 5215.43 10.07 0.00
T·m˙f 1 2067.39 2.88 0.07
CR·T 1 611.99 1.18 0.30
CR·m˙f 1 45.70 0.09 0.77
CR·T·m˙f 1 42.54 0.08 0.78
m˙f · m˙f 1 1.77 0.00 0.95
Lack of fit 7 1142.55 0.18 0.98
Pure error 6 5593.02
Total error 13 6735.57
Table D.6: ANOVA results for the maximum convection coefficient during HCCI operation
of the CFR engine
Source term DF SS F p
n 1 980974.57 1128.14 0.00
CR 1 177873.24 2004.56 0.00
m˙f 1 56115.15 64.53 0.00
n ·CR 1 19645.12 22.59 0.00
m˙f · m˙f 1 12413.71 14.28 0.00
n·m˙f 1 11780.72 13.55 0.00
T 1 2899.75 3.33 0.08
CR·CR 1 1768.90 2.03 0.17
CR·m˙f 1 582.50 0.67 0.42
T·m˙f 1 578.00 0.66 0.42
T·T 1 108.87 0.13 0.73
CR·T·m˙f 1 102.10 0.12 0.74
n·T 1 55.43 0.06 0.80
CR·T 1 42.96 0.05 0.83
Lack of fit 12 10437.93 1.00 0.52
Pure error 8 6953.10
Total error 20 17391.02
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Table D.7: ANOVA results for the maximum convection coefficient during HCCI operation
of the Scania engine
Source term DF SS F p
m˙f 1 1160621.9 99.59 0.00
pin 1 119549.6 10.26 0.01
n · n 1 107515.0 9.23 0.01
pin ·pin 1 83673.5 7.18 0.02
n 1 32364.2 2.78 0.13
m˙f · m˙f 1 25585.1 2.20 0.17
n·m˙f 1 17136.1 1.47 0.25
n·pin 1 10065.7 0.86 0.37
n·pin · m˙f 1 4520.1 0.39 0.55
pin · m˙f 1 429.5 0.04 0.85
Lack of fit 4 16662.01 0.25 0.90
Pure error 6 99876.95
Total error 10 116538.96
Total heat loss
Table D.8: ANOVA results for the total heat loss during HCCI operation of the CFR
engine at 600rpm
Source term DF SS F p
m˙f 1 4664.98 112.83 0.00
T 1 1665.04 40.27 0.00
CR 1 1401.08 33.89 0.00
m˙f · m˙f 1 142.09 3.44 0.08
CR·CR 1 41.72 1.00 0.33
CR·T·m˙f 1 18.49 0.45 0.52
T·T 1 12.89 0.31 0.59
CR·T 1 2.73 0.07 0.80
T·m˙f 1 1.73 0.04 0.84
CR·m˙f 1 0.43 0.01 0.92
Lack of fit 7 391.13 2.29 0.17
Pure error 6 146.38
Total error 13 537.51
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Table D.9: ANOVA results for the total heat loss during HCCI operation of the CFR engine
Source term DF SS F p
m˙f 1 65253.67 161.69 0.00
CR·CR 1 11716.93 29.03 0.00
CR 1 6097.58 15.11 0.00
n 1 5036.19 12.48 0.00
n ·CR 1 3454.32 8.56 0.00
m˙f · m˙f 1 2673.51 6.62 0.01
T 1 1856.53 4.60 0.04
T·T 1 570.18 1.41 0.25
T·m˙f 1 536.43 1.33 0.26
CR·m˙f 1 406.00 1.00 0.33
CR·T 1 351.43 0.87 0.36
n·T 1 206.64 0.51 0.48
n·m˙f 1 145.08 0.36 0.56
CR·T·m˙f 1 138.40 0.34 0.56
Lack of fit 12 7809.97 19.93 0.00
Pure error 8 261.30
Total error 20 8071.27
Table D.10: ANOVA results for the total heat loss during HCCI operation of the Scania
engine
Source term DF SS F p
n 1 4749.36 119.45 0.00
m˙f 1 4555.98 114.58 0.00
pin ·pin 1 161.00 4.05 0.07
n·m˙f 1 144.26 3.63 0.09
n · n 1 132.85 3.34 0.10
pin 1 108.35 2.73 0.13
n·pin · m˙f 1 27.81 0.70 0.42
m˙f · m˙f 1 15.27 0.38 0.55
pin · m˙f 1 6.18 0.16 0.70
n·pin 1 4.37 0.11 0.75
Lack of fit 4 201.19 1.54 0.30
Pure error 6 196.43
Total error 10 397.62
E
Model evaluation Scania
This appendix gives the results of the evaluation of existing heat transfer models
for the Scania engine. The heat flux measured in the bowl zone of the Scania
engine is used for the evaluation and calibration of the models.
E.1 Motored operation
Table E.1: Results for motored operation of the Scania engine
Model qmax,standard Qtot,standard Qtot,calibrated
Meaurement 63±4W/cm2 97±9J 97±9J
Annand 0% +26% +26%
Woschni -23% -5% +23%
Hohenberg +29 % +56% +21%
Chang -67% -61% +19%
Hensel -15% +9% +20%
Bargende +134% +180% +19%
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Figure E.1: The measured and modelled heat flux during motored operation of the Scania
engine
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Figure E.2: Absolute error of the modelled heat flux during motored operation of the
Scania engine. The error bars denote the experimental uncertainty.
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Table E.2: Calibrated scaling coefficients for the Scania engine
Model Motored calibration HCCI calibration
Annand 0.329 0.45
Woschni 0.017
c1=3.14
c2=3.10·10−3
Hohenberg 100 138
Chang 0.039 0.053
Hensel 0.079 0.111
Bargende 1.504 2.193
E.2 HCCI operation
Table E.3: Results for HCCI operation of the Scania engine
Motored calibration Fired calibration
qmax Qtot Qtot
Meaurement 121±5W/cm2 153±16J 153±16J
Annand -11% +16% +31%
Woschni +14% +31% +12%
Hohenberg -12% +11% +27%
Chang +38% +69% +22%
Hensel -18% +12% +35%
Bargende -17% -7% +11%
Table E.4: Calibrated scaling coefficients for PPC operation
Model Model coefficient
Annand 0.326
Woschni
c1=3.14
c2=0.11·10−3
Hohenberg 99
Chang 0.036
Hensel 0.092
Bargende 1.519
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Figure E.3: The measured and modelled heat flux during HCCI operation of the Scania
engine with coefficients for motored operation
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Figure E.4: Absolute error of the modelled heat flux during HCCI operation of the Scania
engine. The error bars denote the experimental uncertainty.
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E.3 PPC operation
The evaluation of the models with the heat flux measured in the squish zone.
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Figure E.5: Absolute error of the modelled heat flux during PPC operation measured in
the squish zone. The error bars denote the experimental uncertainty.
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Figure E.6: Model results for the effect of the intake pressure on the maximum heat flux in
the squish zone
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Figure E.7: Model results for the effect of the fuel mass rate on the maximum heat flux in
the squish zone
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Figure E.8: Model results for the effect of the start of injection on the maximum heat flux
in the squish zone
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