La distribución G0A en el modelado y análisis de imágenes de radar de apertura sintética by Mejail, Marta Estela
La distribución G0A en el modelado y análisis de
imágenes de radar de apertura sintética
Mejail, Marta Estela
1999
Tesis Doctoral
Facultad de Ciencias Exactas y Naturales
Universidad de Buenos Aires
www.digital.bl.fcen.uba.ar
Contacto: digital@bl.fcen.uba.ar
Este documento forma parte de la colección de tesis doctorales de la Biblioteca Central Dr. Luis
Federico Leloir. Su utilización debe ser acompañada por la cita bibliográfica con reconocimiento de la
fuente. 
This document is part of the doctoral theses collection of the Central Library Dr. Luis Federico Leloir.
It should be used accompanied by the corresponding citation acknowledging the source. 
Fuente / source: 
Biblioteca Digital de la Facultad de Ciencias Exactas y Naturales - Universidad de Buenos Aires
en el Modelado y An5lisis de Imaigenes de Radar 
deApertura Sint6tica 
Marta E. Mejail 
Director: Dr. Alejandro C. Frery 
Co-Director: Dr. Oscar H. Bustos 
Tesis presentada para obtener el Doctorado en Ciencias de la Computaci6n. 
Departamento de Computaci6n. Facultad de Ciencias Exactas y Naturales. 
Universidad de Buenos Aires 
Resumen 
Los datos provenientes de un sistema de iluminacibn por radiacibn coher- 
ente, como lo son 10s datos de radar de apertura sintktica - SAR (Synthetic 
Aperture Radar), pueden modelarse con el modelo multiplicativo. Este modelo 
es muy conveniente para explicar las caracteristicas estadisticas de estos datos. 
El retorno multilook en formato amplitud se modela como una variable aleatoria 
que es el product0 de otras dos variables aleatorias independientes. Estas vari- 
ables aleatorias corresponden a1 backscatter y a1 ruido speckle. El modelo para 
el segundo, para el formato aqui considerado, es universalmente aceptado como 
la distribucibn Raiz Cuadrada de Gamma. Por otro lado, el modelo a utilizar 
para el backscatter solamente dependera, idealmente, de algunos parhetros 
que representaran la informacibn disponible a cerca de la rugosidad y de la tex- 
tura de la imagen. Se pueden utilizar diferentes distribuciones para modelar el 
bacbcatter. Esta eleccibn dependera del grado de homogeneidad presente en las 
imagenes. Las distribuciones K  han sido muy utilizadas para modelar datos 
que han sido generados por un sistema de iluminacibn coherente, en particular 
para imagenes SAR . El modelo multiplicativo clbico postula que el retorno en 
amplitud de Areas no homogkneas obedece un tip0 de distribucibn K  llamado 
K A .  Si el area es homogknea la distribuci6n modelara bien 10s datos y, por 
ser 6sta un caso particular de la anterior, se preserva la validez del modelo K A .  
Sin embargo, las distribuciones K A  no modelan bien 10s datos provenientes de 
areas muy heterogkneas. Se ha propuesto el uso de las llamadas distribuciones 
Go, para el modelado de Areas extremamente heterogkneas. En este trabajo se 
estudia la factibilidad de substituir la distribucibn K A  por la distribucibn G$ 
en el ajuste de datos. Con este fin se propondra una aproximacibn entre ambas 
distribuciones. Se verificara que la aproximacibn de la distribucibn K A  por la 
distribucibn G$ tiene sentido practice, concluyendo que se debe adoptar como 
verdadero modelo a la distribucibn G I .  
Agradecimientos 
El presente trabajo de teszs no hubiese podido llevarse a cab0 sin la valiosa 
colaboracidn de: 
Alejandro fie% por su permanente orientacidn y tuton'a para la concrecidn 
de este trabajo de znvestigacidn. Porque siempre estuvo presente. 
Oscar Bus tq  por su amabilidad y predisposicidn para atender todas las w n -  
sultas. 
Irene Loiseau, por su continuo apoyo durante la relzzacidn del trabajo. 
Quiero agradecer a mis wmpan"eros, que siempre me escucharon, alentaron 
y ayudaron: Juan Santos, Juliana Gambini, Herncin Melgratti, Verdnica Becher, 
Ricardo Rodriguez, Eduardo Fermk, Patricia Borenzstein, Gabriel Wainer, Anita 
Ruedin, Verdnica Vilaplana e Isabel Mendez Diaz. A todos mis alumnos, de 
manera especial a Alejandro Varela y Wojtek Chomszcinsky. 
A Mercedes y Aida, porque siempre m e  dieron ,fuerza para s q u i r  adelante. 
De manera muy especial quiero destacar la ayuda, sugerencias, asistencia, 
dedicacidn y esfuerzos personales de mi wmpafiero y amigo Julio Jacobo, du- 
rante toda la realizacidn de la tesis. Gracias Julio. 
Quiero agradecer a mis amigos porque siempre encontrk en ellos el respaldo 
y el afecto. 
Quiero agradecer a mi .familia porque han padecido mis abandonos y mis 
momentos dijficiles, per0 que sin su es.fuerzo jam& hubiese logrado este objetivo. 
Finalmente, gracias Pupa.porque estuvzste incondicionalmente a mi lado. 
A Martin, Leandro y MailCn 
f ndice General 
1 Introduccidn 
2 Radar de Apertura Sintbtica 2 1 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  2.1 Elementos del SAR 23 
. . . . . . . .  2.2 Geometria del SAR . . . . .  . . . . . .  . . . 25 
. . . . . .  2.3 Pardmetros del Sistema . . . . . . . . . .  . . . . . .  . 29 
2.4 Coeficiente de Backscatter a0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  30 
. . . . . . . .  2.5 Formatos de imtigenes SAR . . . . . . . .  . . . . . .  39 
Distribuciones para Idgenes  SAR 44 
. . . . . . . .  3.1 Modelo estadistico de las imeenes SAR . . . . . . . .  45 
3.1.1 Speckle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  48 
3.1.2 Backscatter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  49 
. . . . . . . .  3.1.3 Retorno . . . . .  . . . .  . . . . . .  50 
3.2 Distribuciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  52 
3.2.1 La distribuci6n N-'I2(a, r, A) . . . . . . . . . . . . .  . . . . . . . .  52 
3.2.2 Las distribuciones para el bac3cscatter de amplitud . . . . . . . . . .  56 
3.2.3 Propiedades de las distribuciones r1I2 y r-lI2 . . . . . . . . . . . . . . .  59 
3.2.4 Interpretaci6n de 10s pardmetros de las distribuciones para el backscatter 69 
3.2.5 Comparaci6n de las densidades r1I2 y I?-ll2 . . . . . . . . . . . . . . . . .  74 
3.3 Las distribuciones para el retorno de amplitud . . . . . . .  . . . . . . . .  76 
3.3.1 La distribucidn G . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76 
3.3.2 La distribuci6n lCA . . . . . . . . . .  . . . . . .  . . . . . . . .  77 
. . . . . . . . . . . . . . . . . . . . .  3.3.3 Propiedades de la distribuci6n XA 79 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  3.3.4 La distribuci6n ~ 5 :  83 
3.3.5 Propiedades de la distribuci6n G: . . . . . . . . . . . . . . . . .  . 90 
3.3.6 Comparaci6n entre las densidades de las distribuciones KA y G I  . . . . .  100 
4 Estimacidn de Parhetros 109 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  4.1 Mktodos de esti1~1aci6n 110 
. . . . . . . . . . . . . . . .  4.2 Estimadores de los parhetros de la distribuci6n ICA. 113 
. . . . . . . .  4.2.1 Estimaci6n del parhetro a por el mktodo de los momentos 114 
. . . . . . . . . . . . . . . . . . . . .  4.2.2 Estimador por m h a  verosimilitud 115 
4.2.3 Estimaci6n conjunta de los parhetros (a, A) por el mbtodo de 10s m* 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  mentos. . I 1 7  
4.2.4 Estimaci6n del parhetro a utilizando estadisticos de orden, para X con* 
ddo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  118 
4.2.5 Tramformaci6n Logarftmica . . . . . . . . . . . . . . . . . . . . . . . . . .  120 
4.3 Estimadores de 10s partimetros de la distribuci6n Gi .  . . . . . . . . . . . . . . . .  121 
4.3.1 Estimaci6n del parhetro a por el mktodo de los momentos . . . . . . . .  121 
4.3.2 Tranformaci6n Logaritmica para estimar a cuando el parhetro y  es 
conocido . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I 2 3  
4.3.3 Estimaci6n del parhetro a por el mktodo de m h a  verasimilitud . . .  125 
4.3.4 Estimaci6n del parhetro a utilizando estadisticos de orden . . . . . . . .  126 
4.3.5 Estimaci6n conjunta de 10s parhetros a y y  por el mktodo de 10s momentos. 128 
4.3.6 Estimaci6n conjunta de 10s parhetros (a, y )  usando transformaci6n log- 
arft m i c a . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  133 
4.3.7 Estimaci6n conjunta de (a, y )  por el mhtodo de r n h a  verosimilitud . . 136 
4.3.8 Estimaci6n conjunta de (a, y )  utilizando tknicas mixtas . . . . . . . . . .  137 
4.3.9 Algunas consideraciones sobre el parhetro de escala y  . 141 
5 Evaluacidn de estimadores 145 
5.1 Generaci6n de variables aleatorias . . . . . . . . . . . . . . . . . . . . . . . . . .  146 
. . . .  5.2 Comportamiento de 10s estirnadores mediante experiencia de Monte Carlo 149 
6 Substituci6n de la distribuci6n ICA por la distribucidn Gs 161 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . .  6.1 Distancia entre distribuciones 163 
. . . . . . . . . . . . .  6.2 Aproximaci6n de la distribuci6n ICA por la distribuci6n G: 164 
6.3 Aproximaci6n de las distribuciones del retorno atravb de las diitribuciones del 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  backscatter . I 6 5  
6.4 Aproximaci6n de las distribuciones de backscatter . . . . . . . . . . .  . . . .  ,168 
6.5 Aproximaci6n numbrica de la distribuci6n KA por la distribuci6n G$ . . . . . . .  171 
6.6 Ajuste de datos de distribuci6n ICA con la distribuci6n g i  . . . . . . . . . . . . .  175 
. . . . . . . . . . . . . . . . . . .  6.7 Otro criterio de correspondencia . . . .  . I 8 0  
7 Resultados de aplicaciones 185 
. . . . . .  7.1 Clasificaci6n de imAgenes SAR, . . . . . . . . . . . . . . . . . .  . I86  
. . . . . . . . . . . . . . .  7.1.1 Clasificaci6n usando 10s modelos r1I2, KA y ~2 188 
7.2 Aplicaci6n de la estimaci6n de 10s parhetros a y 7 a imAgenes simuladas y re&. 192 
. . . . . . . . . . . . . . . . . . . . . . . . . .  7.2.1 Andisis de Datos Simulados 194 
7.2.2 Extracci6n de caracterfsticas para la clasificaci6n de imAgenes SAR, . . . .  196 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  7.3 Conclusiones .200 
8 Conclusiones y Trabajos Futuros 
A Funci6n de Bessel 
B Asimetria y Curtosis 
C Funci6n Caracteristica 
D Funci6n Generadora de Momentos 
E Propiedades de Convergencia 
F Anexo ICA 
G Estimadores 222 
G.l Estimaci6n por Momentos . . . . . . . . . . . . . . .  . . . . . . . . . . . . . .  222 
G.2 Estimaci6n por el mbtodo de M h a  Verosimilitud . . . . . . . . . . . . . . . .  224 
. . . . .  G.3 Estadfsticos de Orden . . . . . . . . . . . . .  . . . . 224 
G.4 Criterios de Comparaci6n . . . . . .  . . . . . . . . . . . . . . . . . . . . . . .  225 
H Simulaci6n 226 
H.O.l Sobre desigualdades de la funci6n gamma . . . . . . . . . . . . . . . . . .  228 
fndice de Figuras 
2-1 Imagen SAR, de una regi6n cercana a Munich, Alemania. Se puede notar el 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  granulado debido al ruido speclcle 22 
. . . . . . . . . . . . . . . . . . . .  2-2 Geometrfa de formaci6n de imAgenes de radar 26 
. . . . . . . . .  2-3 Geometrfa de formaci6n de imAgenes de radar (corte transversal) 27 
2-4 Suma de Ns de fasores elementales de m6dulo y fase aleatorias. (pQ. 477, Ulaby 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  et d. 1982) 34 
2-5 Tres formatos para una rnisma escena: compleja (real e imageinaria, arriba), 
amplitud (abajo izquierda) e intensidad (abajo derecha) (pAg. 86, Understanding 
Synthetic Aperture Itadar Images. C.Oliver and S. Quegan) . . . . . . . . . . . .  43 
3-1 Imagen ESAR de la zona de Gilching, donde se observa el efecto granulado a 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  causa del ruido speckle. 46 
3-2 Funciones de densidad r1I2(n, n) del speckle para n = 1,2 and 4 looks (s6lid0, 
cortada y punteada resp.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  49 
3-3 Funci6n de densidad de una variable aleatoria con distribuci6n N-lI2 (a, y, A) 
c o n . a = l , y = l y X = l .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  55 
3-4 Varianza de la distribuci6n r1I2 en funci6n de 10s pardmetros a y X . . . . . . . .  61 
r2 a+l 2 3-5 ~ r f i c o  de V ~ T  (x) = a - w, en fund611 de a para A = 1. . . . . . . . .  61 
3-6 Coeficiente de variaci6n CVrl12 de la distribuci6n r1I2, en funci6n del pardmetro 
a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  62 
3-7 Varimi6n del coeficiente de asimetria yl, de la distribuci6n r1I2, en funci6n del 
parkmetros a para n h e r o  de looks n = 1. . . . . . . . . . . . . . . . . . . . . .  63 
3-8 Variaci6n del coeficiente de curtosis y2 en funci6n del parhetro a . . . . . . . .  64 
3-9 Varianza de la distribuci6n I?-lI2 en funci6n de 10s partimetros a y 7 . . . . . . 66 
3-10 Varianza de la distribuci6n r-lI2 en funcidn del parhetro a y 7 = 1. . . . . . . 67 
3-11 Coeficiente de variaci6n CVr-lIa de la distribucidn en funci6n del partimetro 
a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  69 
3-12 Grffico de las densidades de r1I2 para X = 1 y a E {0.5,1,2,3,4,10) (s6lida 
gruesa, s6lida, cortada , punteada, punto linea, punto punto linea,respect.) . . . . 70 
3-13 Funciones de densidad de la distribuci6n r1I2 para X = 1 y a E {0.01,0.2,0.5) . . 70 
3-14 Grffico de densidades de I'll2 para a = 1 y X E {1,5,10,20,40) (dlida, raya, 
punto, punto raya, punto punto raya, resp.) . . . . . . . . . . . . . . . . . . . . . 71 
3-15 Grffico de la densidades r1I2 correspondientes a los valores a E {0.5,1,2,3,4,10) 
y 10s valores de X tal que la media sea unitaria.. (s6lida gruesa, cortada, punteada, 
punto linea, punto punto linea, s6lida) . . . . . . . . . . . . . . . . . . . . . . . . 72 
3-16 Grfficos de las densidades I?-lI2 para 7 = 1 y a E (-0.5, -1, -2, -3, -4, -10) 
(s6lida gruesa, s6lida, cortada, punteada, punto linea, punto punto linea, resp.) . 74 
3-17 Grace de la varianza de r-'I2(-a, 1) en funci6n de a . . . . . . . . . . . . . . . 75 
3-18 Las cumas corresponden a las varianzas de I'll2 (s6lida) y I?-lI2 (punteada) en 
funci6n de la], para X = 7 = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76 
3-19 Grffico de las densidades de r-lI2 para a = -1 y 7 E {1,5,10,20) . . . . . . . . 77 
3-20 GrAficos de las densidades de r-lI2 para a E (-0.8, -1, -4, -10) y valores de 7 
tal que la media sea 1, que aparecen en la tabla 1.2 . (sdida, cortada, punteada, 
punto linea, resp.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78 
3-21 Representaci6n logaritmica de las densidades de r-'I2 para a E (-0.8, -1, -4, -10) 
y valores de y tal que la media sea 1, que aparecen en la tabla 1.2 , (s6lida, cor- 
tada, punteada, punto raya, resp.) . . . . . . . . . . . . . . . . . . . . . . . . . . 79 
3-22 Grffico de las densidades r1I2 (0.5,0.31) y r-lI2 (-0.8,0.32) (s6lida y punteada, 
resp.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80 
3-23 Densidades r1I2 (4,3.7) (sdida), (-4,3.2) (cortada) , r1I2(10, 9.7) (puntea, 
da) (-10,9.2) (punto raya) . . . . . . . . . . . . . . . . . . . . . . . . . . 81 
3-24 Funciones de densidad correspondientes a G (1,1,1,1) (s6lida) y G (2,1,1,1) (pun- 
teada), respectivamente . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82 
3-25 Funciones de densidad correspondientes a G (1,1,1,1) (s6lida) y G (2,1,1,1) (pun- 
. . . . . . . . . . . . . . . . . . . . . . .  teada), en su representaci6n logaritmica. 83 
. . . . . . . . . .  3-26 Varianza de la distribuci6n KA en funci6n de a y A, para n = 1 84 
3-27 Densidades de la distribucidn KA para n = 1, X = 1 y a = 1 (dlida), a = 4 
. . . . . . . . . . . . . . . . . . . . . . . . . .  (rayada) y a = 8 (punteada), resp. 85 
3-28 Densidades correspondientes a KA (1,0.6,1) (s6lida) y KA(4, 2.95,l) (cortada) y 
K A ( ~ ,  6.09,l) (punteada). Los valores de X son 10s obtenidos suponiendo media 
unitaria . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  86 
3-29 Densidades de la distribuci6n KA, para a = 1, n = 1 y X = 1 (s6lida), X = 10 
. . . . . . . . . . . . . . . . . . . . . . . . . . . .  (cortada) y X = 100 (punteada) 87 
3-30 Gr6co correspondiente alas funciones de densidad de la distribuci6n KA (1,1,l) (s6lida), 
. . . . . . . . . . . . . . . . .  KA (1,1,2) (cortada) , KA (1, 1,lO) (punteada) , resp. 88 
3-31 Densidades G i  (a, 1 , l )  para a = -1 (sdlida), a = -4 (rayada) y a = -8 (pun- 
teada) 91 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
3-32 ~ensidadesgi ( - l , ~ ,  1) para 7 = 10 (dlida), 7 = 50 (rayada) y 7 = 100 (pun- 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  teada),resp.. 92 
. . .  3-33 ~ensidades G i  (-1,l, n) para n. = 1, n = 2 y n = 10 . . . . . . . .  93 
3-34 Variacibn de la moda de la distribuci6n G i  (a, 1, l)  . . . . . . . . . . . . . . . . .  94 
3-35 Variaci6n de la moda con respecto a1 parhetro a para datos de media unitaria 95 
3-36 Variaci6n de la moda en funci6n de a y 7, para n = 1 . . . . . . . . . . . . . . .  96 
3-37 Variaci6n de la moda con respecto a1 nfimero de looks. Se consider6 7 = 1 y 
a = -1 ( d d a ) ,  a = -10 (rayada), a = -50 (punteada). La recta horizontal 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  corresponde a la asintota 97 
3-38 Varianza de la distribuci6n en funci6n del parhetro a, para n = 1 y 7 = 1 . 98 
3-39 Varianza de la distribuci6n G i  en funci6n de 10s partimetros a y 7, para n = 1. . 99 
. . . . . . . .  
3-40 Coeficiente de asimetrfa 71 en funci6n del partimetro a, para n = 1 100 
3-41 Coeficiente de asimetrfa en funci6n del n h e r o  de looks n, para a E (-100, -10, -4, -1.6) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  gr6ca en escala log-log 101 
3-42 Variaci6n del coeficiente de curtosis de la distribuci6n G i  en funci6n del parhetro 
a, para ntimero de looks n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I02 
. . . . . . . . . . . . . . . . .  3-43 Grffico de ?*(media unitaria), en funci6n de a y n. 103 
. . . . . . . . . .  3-44 Grffico del parhetro A*(media unitaria), en funci6n de a y n. 104 
3-45 Variaci6n del parhetro y* de la distribuci6n ~ 5 :  en funci6n del parhetro a ~ ,  
p a r a n = l  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  06 
3-46 Variaci6n del parhetro A* de la distribuci6n KA en funci6n del parhetro a, 
. . . . . . . . . . . . . . . . . . . . .  3-47 Variacidn de A*?* en funci6n de OK y a~ 107 
3-48 Curvas correspondientes alas densidades KA(lO, 7.66,l) (s6lida) y GA(-10, 11.78,l) (rayada) 
. . . . . . . . . . . .  y &(I, 0.616,l) (punteada) y GA(-1,0.405, l)(punto linea) 107 
3-49 Curva del coeficiente de variaci6n CVK de la distribuci6n KA, en funci6n del 
parhetro a, para n = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I08 
3-50 Curva del coeficiente de variaci6n CVG de la distribuci6n G i ,  en funci6n del 
parhetro a, para n = 1 . . 
41 Grfficos de las funciones fml/,, fm, y f, (s61ida7 rayada y punteada, resp.) . . .  116 
4 2  Grfficos de fml/,ml (dido) y fml%(punteada) . . . . . . . . . . . . . . . . . . .  118 
4-3 Grtificos de las funciones f (&,) para r = 1/2 (s6lida) y r = 1 (punteada) . . . .  123 
4-4 Grffico de la funcion Q (-a) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ,125 
4 5  Grffico de la funci6n Q(n - hML) - *(-tiML), que depende del estimador de 
. . . . . . . . . . . . . . . .  m k a  verosimilitud hML7 para 7 conocido y n = 1 127 
4 6  Variaci6n de la funci6n f (8) con respecto a 10s valores 8 . . . . . . . .  . I30 
4-7 Variaci6n de la funci6n a . . . . . . . . . . . . . . . . . . . . . . . . . .  . I31  
4-8 Grffico de f . . . . . . . . . . . . . . . . .  . . . .  . . . . . . .  . I33 
rn+l 2 I ' n  4 9  Grffico de . . . . . . . . . . . . . . . . . . . . . . . . . .  . I34 
410 Variaci6n de f (8) para el estimador conjunto de 10s parhetros a y 7 por 10s 
momentos de orden 1 y 2 de 1nZ . . . . . . . . . . . . . . . . . . . . . . . . . .  . I36 
411 Comportamiento de la funci6n f (8) para el estimador por momentos de orden 
112 de Z y el estimador de orden 1 de InZ . . . . . . . . . . . . . . . . . . . . .  139 
412 Los puntos del plano que e s t h  por debajo de la curva, cumplen con la relacitin 
a ln m?z -, > m$ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .I40 
4-13 Grsfico de f (Z) basada en el estimador del momento de orden 112 y el estimador 
de m e m a  verosimilitud, para estimar en forma conjunta 10s parhetros a y y . 141 
4-14 Variaci6n del parhetro en funci6n del parhetro 8. . . . . . . . . . . . . . . .  142 
4-15 Variaci6n de -I? (-a) en funci6n de a. La imagen de esta funci6n es 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  {y E R/y 5 1) . I44 
5-1 Area original bajo estudio y las clases analizadas: cultivo ( a m d o ) ,  selva (verde), 
y urbana (violeta). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .I56 
5-2 Valores estimados localmente del pardmetro a, de un corte de la imagen original 
(lfnea roja), usando una ventana deslizante de 7 x 7. . . . . . . . . . . . . . . . .  157 
5 3  Histograma de la clase cultivo junto con el ajuste de tres curvas de las distribu- 
ciones: I'll2 (trazos cortos), KA (trazos largos) and ~2 (lineas sdidas, respecti- 
vamente) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  158 
5-4 Histograma de la clase Selva junto con el ajuste de tres curvas de las distribu- 
ciones: r1I2 (trazos cortos), KA (trazos largos) and G$ (lineas &lidas, respecti- 
vamente) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  159 
5 5  Histograma de la clase urbana junto con el ajuste de tres curvas de las distribu- 
ciones: I?'I2 (trazos cortos), KA (trazos largos) and (lineas s6lidas, respecti- 
vamente) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  160 
nr(2n-1) 6-1 Grsfico que muestra la variaci6n de en funci6n de n . . , . 168 
6-2 Densidades KA (4,2.95,1) (dlida) y ~i (-4.29,4.52,1) (punteada) . . . .  174 
6-3 Densidades KA (8,6.09,1) (s6lida) y G i  (-8.28,9.23,1) (punteada) . , . 175 
. . . . . . . .  6-4 Densidades KA (1,2.95,0.6) (s6lida) y G i  (-1,4.52,0.4) (punteada) 176 
6-5 Distancia entre las distribuciones KA y G i  en funci6n del parhetro a ~ .  Se 
consideraron dos casos: a~ = 4 (s6lida) y YK = 8 (punteada). . . . . . . . . . .  177 
6-6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  182 
6-7 Histograma correspondiente a 10s valores estimados de a G  para 1000 muestras 
con distribuci6n KA para aK = 8 . . . . . . . . . . . . . . . . . . . . . . . . . . .  183 
6-8 Curvas correspondientes a las densidades KA(4, 2.95,l) (s6lida) y GA(-5, 5.422,l) 
(punteada). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -184 
6-9 Curvas correspondientes a las densidades KA(8, 6.09,l) (s6lida) y GA(-9, 10.5,l) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (punteada). .I84 
. . . . . . . . . . . . .  7-1 Imagen JERS-1 de la zona de Tapajos (Brasil) de 3 looks 186 
7-2 Imagen JERS-1 con zonas de entrendento correspondientes a: corte (rojo), 
. . . . . . . . . . . . . . . . . . . . .  corte con regeneraci6n (azul) y selva (verde) 187 
7-3 Imagen clasificada con el metodo de m&ma verosimilitud, bajo el modelo r1I2 . 190 
7-4 Imagen JERS-1 clasificada con el mktodo ICM, usando como modelo de ajuste 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  a la distribuci6n r1I2 192 
7-5 Clasificaci6n, por el mktodo de m h a  verosimilitud, de la imagen JERS-1, bajo 
el modelo KA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I93  
. . . . . . . .  7-6 Imagen JERS-1 clasificada con el metodo ICM, bajo el modelo KA. 194 
7-7 Imagen JERS-1 clasificada con el metodo de m&ma verosimilitud, suponiendo 
que 10s d a t a  son ajustados por la distribuci6n GI. . . . . . . . . . . . . . . . . .  195 
. . . . . . . .  7-8 Imagen JERS-1 clasificada con el metodo ICM bajo el modelo GI. 196 
7-9 GrGco de 10s datos de la clase corte, y las curvas de ajuste correspondiente a 
. . .  K~(16.649,0.0041,2.95) (izquierda) y G(-19.426,74706.26,2.95) (derecha) 197 
7-10 GrAfico de los datos de la clase corte con regeneraci611, y las curvas de ajuste con+ 
spondiente a K~(13.764, 9080.75,2.95) (izquierda) y GI(-14.167, 119671.72,2.95) 
(derecha) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I99 
7-11 GrGco de 10s datos de la clase selva, y las curvas de ajuste correspondiente a 
K~(12.556, 0.00083,2.95) (izquierda) y GI (-12.797,178374.07,2.95) (derecha) . . 200 
7-12 Imagen sintetica con cuatro clases con distribuci6n G: (a, y, 1) (de izquierda a 
derecha y de arriba a abajo ) a) a = - 1 . 5 , ~  = 200000, b) a = -1.5, T = 400000, 
c) a = -5, y = 200000, d) a = -5, y = 400000. . . . . . . . . . . . . . . . . . . .  201 
7-13 Clasificaci6n por m-a verosimilitud de la imagen simulada . . . . . . . . . . .  201 
7-14 ImAgenes resultantes de estirnar localmente el partimetro de rugosidad (a, imagen 
de la izquierda) y el partimetro de escala (7, imagen de la derecha), con ventana 
deslizante de 7 x 7 en ambos casos. . . . . . . . . . . . . . . . . . . . . . . . . . .  202 
7-15 Clasificacidn de la imagen de parhetros (a, 7) estimados de 10s datos simulados, 
utilizando el metodo de M h a  Verosimilitud con distribuci6n Gaussiana. . . .  202 
7-16 ImAgenes de 10s partimetros estimados localrnente (izquierda: rugosidad, derecha: 
. . . . . . . . . . . . . . . . . . . . . . .  escala) de la imagen JERS-1 de Tapaj6s. 203 
7-17 Imagen JERS-1 clasificada por el m6todo de m6xima verosimilitud, suponiendo 
gaussianidad en las muestras y usando las im&genes de los parhetros estimados 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  localmente. .203  
. . . . . . . . . . . . . . . . . . . . . . . . .  7-18 Imagen original ESAR de Gilching. 204 
7-19 ImAgenes correspondientes a la estimaci6n local de 10s partimetros de rugosidad 
(izquierda) y de escala (derecha), obtenidos de la irnagen ESAR. . . . . . . . .  204 
7-20 Clasificaci6n por el m6todo de m6xima verosirnilitud (suponiendo gaminidad) 
de las imAgenes de 10s partimetros estimados localmente a y 7 de la imagen 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  original ESAR. .205 
fndice de Tablas 
2.1 Bandas de frecuencia de radar . 
3.1 Valores correspondientes a la sirnetria y curtosis para distintos valores de alpha . 68 
. . . . . . . . .  3.2 Se muestran la variaci6n de la moda para distintos valores de a 68 
3.3 Se muestran la variation de la moda para distintos valores de a con 10s corre 
. . . . . . . . . . . . . . .  spondientes valores de 7 tal que la media sea unitaria 68 
3.4 Se muestran la d a c i o n  de la moda para distintos valores de 7 . . . .  . . 68 
3.5 Valores del parametro X en funcion del parametro a para media unitaria . . . .  105 
3.6 Valores del partimetro y en funcion del parhetro a para media unitaria . . . . .  105 
3.7 Coeficientes de Variaci6n de la distribuci6n K y de la distribuci6n G . . . . . .  105 
5.1 Resultados de simulacion para 1 look . . . . 153 
5.2 Resultados de simulacion para 2 looks . . , . . 154 
. . . . . . . . . . . . . . . . . . . . . . . .  5.3 Resultados de simulacion para 4 looks 154 
5.5 Comparaci6n de los estimadores usando 10s criterios del error cuadrtitico medio 
. . . . . . . . . . . . . . . . . . . . . . . . . . .  y la distancia al verdadero valor 155 
. . . . . . . . . . . . . . . . . . . . . . . .  5.4 Resultados de simulacion para 8 looks 155 
5.6 Caracteristicas principales de las muestras, estimation de 10s parametros y el 
-valor del test de X2 (entre corchetes) para las tres distribuciones consideradas. . 156 
6.1 En esta tabla se muestra, para 1 look, 10s valores de a ~ :  y sus correspondientes 
d o r e s  de aG que minimizan la integral. Se muestran tambi6n 10s valores corre 
spondientes a los dos parhetros de escala X y 7, para datos con media unitaria. 172 
6.2 Idem que tabla 6.1 para 2 looks . . . . . . . . . . . . . . . . . . . . . . . . . . . .  172 
6.3 Idem que tabla 6.1 para 4 looks . . . . . . . . . . . . . . . . . . . . . . . . . . . .  173 
6.4 se muestra el valor correspondiente a1 minimo de la integral para cada valor de 
a ~ ,  entre 4 y 10, con paso 0.5 y para el correspondiente valor a G  que minimiza 
dicha integral. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  173 
6.5 Para a~ fijo, para R nfimero de replicaciones y T nfimero de muestra, se observa 
el promedio de los valores estimados de a G  y el porcentaje de muestras rechazadas 
en cada caso . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I80 
6.6 Para cada valor de a K  se estimo el valor medio de 10s a G  estimados correspon- 
diente a R=1000 muestras de tamdo T=10000, para 1 look, . . . . . . . . . . .  181 
6.7 Para tres niveles de confianza, se muestra el porcentaje de muestras rechazadas 
cuando el ajuste se hace con la distribution K o con la distribucion G . . . . . .  181 
6.8 parhetros de la distribuci6n GAO calulados usando primer y segundo momentos 
de las distribuciones KA y GAO . . . . . . . . . . . . . . . . . . . . . . . . . . . .  183 
7.1 Matriz de Confusi6n de la clasificaci6n de la imagen JERS-1, bajo el modelo de 
ajuste raiz cuadrada de Gamma y el metodo ICM . . . . . . . . . . . . . . . . .  189 
7.2 Porcentaje de errores por comisi6n y omisi6n en la clasificaci6n de la imagen 
JERS-1, bajo el modelo de ajuste raiz cuadrada de Gamma y el metodo ICM . . 189 
7.3 Matriz de Confusi6n de la clasificaci6n de la imagen JERS-1, bajo el modelo de 
ajuste KA y el metodo ICM . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . I89 
7.4 Porcentaje de errores cometidos y omitidos en la clasificaci6n de la imagen JERS- 
1, bajo el modelo de ajuste KA y el metodo ICM . . . . . . . . . . . . . . . . . .  190 
7.5 Matriz de Confusi6n de la clasificaci6n de la imagen JERS-1, bajo el modelo de 
ajuste GAO y el metodo ICM . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  191 
7.6 Porcentaje de errores cometidos y omitidos en la clasificaci6n de la imagen JERS- 
1, bajo el modelo de ajuste GAO y el metodo ICM . . . . . . . . . . . . . . . . .  191 
. . . .  7.7 Anfiis descriptive de la clase corte . . . . . . . . .  . . . . I 9 1  
7.8 Anasis descriptivo de la clase corte con regeneraci6n . . . . . . . . . . . . . . .  191 
7.9 Anasis descriptivo de la clase selva . . . . . . . . . . . . . . . . . . . . . . . . .  198 
7.10 Para cada clase se muestran la media y desviacion estandar y 10s valores originales 
de 10s parhetros con que fueron generadas las regiones . . . . . . . . . . . . . .  198 
7.11 Matriz de confusi6n de la clasificaci6n utilizando las im&genes de 10s parhetros 
estimados de rugosidad y escala de la imagen JERS-1 . . . . . . . . . . . . . . . 198 
7.12 Matriz de confuson de la clasificacion utilizando las imagenes estimadas de los 
parametros de rugosidad y escala de la imagen ESAR . - . - - . - - - - - - - . . 199 
Capitulo 1 
Int roducci6n 
Los datos provenientes de un sistema de iluminaci6n por radiaci6n coherente, como lo son los 
datos de radar de apertura sintbtica SAR (Synthetic Aperture ~ a d a r ) ,  pueden modelarse con 
el modelo multiplicativo. Este modelo es muy conveniente para explicar las caracteristicas 
estadfsticas de estos datos. 
El modelo multiplicativo afirma que, bajo ciertas condiciones, la interferencia constructiva 
y destructiva de las sefiales incidente al y reflejada por el blanco observado dan un retorno que 
varia, en forma aleatoria, con la media del bachcatter o retrodispersi6n del blanco iluminado. 
Esta cantidad, inherente al blanco, es la que interesa inferir a partir de las observaciones. 
Este tip0 de datos padece de la presencia de un ruido granular, llamado speckle, caracterls 
tic0 de toda imagen formada con iluminaci6n coherente; otras situaciones de este tipo son las 
im6genes de ecografla y laser. Para mitigar este ruido, que dificulta tanto el aniWisis visual c e  
mo el automAtico de las imAgenes SAR, se puede aplicar un procesamiento llamado mdtilook. 
La contrapartida intuitiva de este tip0 de procesamiento es que cada look es una observaci6n 
independiente de la misma escena, y la imagen procesada en n looh es el resultado de realizar 
un promedio con n de estas imcigenes independientes. La seiial SAR original es compleja, y en 
la prktica se trabaja con la amplitud (m6dulo del complejo) o con la intensidad (cuadrado de 
la amplitud) de esta sefial. 
MatemAticamente, el retorno multzlook en formato amplitud se modela como una variable 
aleatoria que es el product0 de otras dos variables aleatorias independientes. Estas variables 
aleatorias corresponden al backscatter y al ruido speckle. El modelo para el segundo, para 
el formato aquf considerado, es universalrnente aceptado como la distribuci6n Raiz Cuadra- 
da de Gamma. Por otro lado, el modelo a utilizar para el backscatter solamente dependerd, 
idealmente, de algunos parhetros que representartkt la informaci6n disponible a cerca de la 
rugosidad y de la textura de la imagen [UKBW86]. 
Nos interesard conocer cud es el comportamiento de 10s parbetros para 10s diferentes 
modelos propuestos para el backscatter. Hecho ksto, la estimaci6n de 10s parbetros para las 
diferentes distribuciones resultantes del retorno, jugard un papel de gran importancia. 
Se pueden utilizar diferentes distribuciones para modelar el baclcscatter. Esta elecci6n d e  
pender& del grado de homogeneidad presente en las imtigenes. Para muchos sensores SAR, las 
Areas urbanas, Areas de bosque y Areas de pastizales tienen homogeneidad creciente, y para 
cada uno de estos tipos de datos habrd una clase de distribuciones que los ajusta mejor. 
Las distribuciones K: [JT87] han sido muy utilizadas para modelar datos que han sido gener- 
ados por un sistema de iluminaci6n coherente, en particular para imAgenes SAR [Oli91]. A estas 
distribuciones se las consideraba bastante generales, pues permiten modelar datos homogkneos 
y heterogkneos, hasta la propuesta de [FhNS97] que, como se verd, tiene m& generalidad y 
tratabilidad. 
El modelo multiplicativo cl&ico postula que el retorno en amplitud de Areas no homogheas 
obedece un tipo de distribuci6n K llamado KA. Si el 6rea es hornogbnea la distribuci6n 
modelard bien 1os datos y, por ser &ta un caso particular de la anterior, se preserva la validez 
del modelo XA.  Sin embargo, las distribuciones K A  no modelan bien 10s datos provenientes de 
heas muy heterogkneas. 
Dada la necesidad de hallar un modelo para datos extremadamente heterog&neos, Frery et 
al. [FMYS97] propusieron una nueva clase de distribuciones, las distribuciones G, que cumplen 
con estas expectativas. En ese mismo trabajo se propone el uso de un cam particular de 
las distribuciones G, las llamadas distribuciones Go, para el modelado de Areas extremamente 
heterogkneas. La distribuciones Go son de gran importancia, pues modelan muy bien datos que 
provienen de Areas urbanas y que, en particular, no se pueden modelar con las distribuciones 
K:. 
Las distribuciones tienen tantos parhetros como las distribuciones K: y sus funciones 
de densidad y distribuci6n acurnulada son m& tratables te6rica y computacionahente que las 
de las segundas. Otra ventaja de usar las distribuciones Go en relaci6n a las distribuciones K 
es la posibilidad de substituir estas fltimas por las primeras, sin perder calidad en el modelado 
de 10s datos. 
En este trabajo se estudia la factibilidad de substituir la distribuci6n K A  por la distribuci6n 
G i  en el ajuste de datos. Con este fin se propondr6 una aproximaci6n entre ambas distribu- 
ciones. Se verificar6 que la aproximaci6n de la distribuci6n iCA por la distribuci6n G i  tiene 
sentido prhtico. 
Una vez verificada la factibilidad de esta aproximacitin, se podr6 considerar a las imAgenes 
SAR bajo el modelo de la distribucidn & Mcamente. 
El problema de aproximaci6n se encarar6 de dos formas: una tdrica, donde se propondr6 
una distancia entre las dos distribuciones la cual se intentar6 minirnizar, para obtener una 
correspondencia entre ellas; y la segunda, pr&tica, que consistird en medir las distancias entre 
distribuciones empiricas y distribuciones tdricas. Para aproximar la distribucibn K A  por la 
distribuci6n G i ,  se propondr6 la distancia Lz entre sus respectivas densidades, justificando el 
por qui3 de su elecci6n. 
Se medirA la calidad del ajuste de datos lCA a1 ajustarlos con la distribucidn G i ,  utilizando 
el test de adherencia X2 en una experiencia Monte Carlo y se estimar6 el tamaiio de la muestra 
m& grande que no lleva al rechazo de la hip6tesis. Este test de adherencia tambii3n sirve para 
justificar la elecci6n de la distancia utilizada, entre otras posibles. 
Finalmente se medir6, en diferentes &reas de una imagen SAR, el ajuste de los datos 
suponiendo, en primer lugar, que estos provienen de una distribuci6n K A  y luego que provienen 
de una distribucidn &. Se Uegar6 a la conclusi6n de que el modelo de ajuste para datos SAR 
es la distribuci6n G i .  
En el Capitulo 2 se presentarzi una sintesis de la generaci6n de imzigenes SAR y sus difer- 
entes formatos: complejo, intensidad y amplitud. En esta tesis solamente se utilizarh formato 
amplitud, por razones que se expondrh en el mismo capftulo. Para el formato amplitud se 
estudiarh las distribuciones involucradas y se presentarh sus m& importantes propiedades en 
el Capitulo 3. Los mi3todos utilizados para estimar 10s partimetros de las distribuciones KA y 
G i  del modelo propuesto s e r h  presentados en el Capitulo 4. El Capitulo 5 es el concerniente 
a la simulaci6n de imAgenes SAR donde se realiza una comparaci6n de los estimadores para la 
distribucidn $ atravb de ensayos de Monte Carlo. El Capitulo 6 estA dedicado a la aproxi- 
maci6n de la distribuci6n & por la distribuci6n gi, dhdose un enfoque te6rico y un enfoque 
numbrico. Para halizar, debido a 10s problemas cuando se utiliza la distribuci6n ICA y gracias 
a las mejoras a1 utilizar la distribuci6n ~i, en el Capitulo 7 se mostrara 10s resultados de reem- 
plazar la distribuci6n ICA por la distribuci6n &, cuando se hace clasificaciones de imageries 
SAR 
Capitulo 2 
Radar de Apertura Sint6tica 
Los principios del funcionamiento del Radar de Apertura Sintetica han sido objeto de numerosos 
estudios generando una amplia bibliograifa sobre el tema, [FTUF82], [OQ98], [Jac99], entre 
otros. 
El Radar de Apertura Sintetica (SAR) es un dispositivo de microondas activo que permite 
generar im&genes de alta resoluci6n. El mismo emite sefiales de microondas a intervalos regu- 
lares sobre una regi6n de inter&, recibe la parte de esta energia que es retrodispersada desde 
dicha regi6n y detecta la intensidad y la distancia, es decir el retardo en el tiempo de las sefiales 
de retorno. 
El radar posee su propia fuente de energia y por lo tanto, es independiente de la 1- del 
sol para la iluminaci6n. Este tip0 de sistema se conoce como sistema de teledetecci6n activo. 
La gran ventaja del radar sobre 10s sensores 6pticos es la posibilidad de funcionar tanto de dia 
como de noche y la de atravesar las capas de nubes, lo que implica una gran disponibilidad de 
informaci6n. 
Estos hechos, junto con la sensitividad a la rugosidad de la superficie y al contenido de 
humedad del suelo, (debido a las longitudes de onda en que emite el radar), signiiican que el 
SAR es una herramienta muy poderosa en sensoramiento remoto. Dadas sus caracteristicas 
puede distinguir diferentes tipos de cobertura de la Tierra, asi como tarnbien puede detectar 
carnbios temporales, de gran utilidad por ejemplo, en agricultura. 
Adem&, este sistema opera en diferentes frecuencias y polarizaciones, lo que permite obtener 
distintas clases de informaci6n de un mismo objeto sensado. 
En 10s llltimos aiios se han generado un gran n h e r o  de imhgenes SAR (provenientes de 
diferentes sensores transportados en aviones o en satblites) y es por esto que es de suma im- 
portancia generar herramientas automtiticas para poder extraer infonnaci6n que permitird la 
interpretacidn y la detecci6n de cambios en las mismas. 
El sistema SAR genera imtigenes que, a diferencia de las generadas por 10s sensores 6pticos 
son de dificil visualizaci6n e interpretaci6n y esto se debe a diversos factores que mencionaremos 
a continuacibn. 
Una imagen generada por un sistema de iluminaci6n coherente, tal como lo es el SAR, es 
afectada por la interferencia coherente de 10s dispersores. Sobre diferentes tipos de regiones ex- 
tensas, como por ejemplo campos cultivados y grandes extensions de bosque, esta interferencia 
causa una fluctuaci6n en la intensidad detectada, que variard de celda de resoluci6n a celda de 
resoluci6n. Este efecto se denomina speckle y da a la imagen una apariencia granulada, como 
puede verse en la figura 2-1. Debido a la naturaleza eminentemente aleatoria del ruido speckle 
Figura 2-1: Imagen SAR, de una regidn cercana a Munich, Alemania. Se puede notar el 
granulado debido a1 ruido speckle 
(este ruido es uno de 10s principales problemas del SAR), las imtigenes SAR no pueden ser 
analizadas en base al pixel solamente, sino que es necesario basar este anAisis en estimaciones 
estadisticas sobre las regiones de la imagen. Por lo tanto, para diseiiar algoritmos que extraigan 
informacibn de las im&genes se debe tener un amplio conocimiento del comportamiento estadis- 
tic0 de las mismas, en particular del comportamiento del speckle y su efecto en las estadfsticas 
de la imagen. Esto implica proponer un modelo estadfstico adecuado y estimar 10s partimetros 
que e s t b  involucrados en dicho modelo. 
Es necesario, entonces, determinar cud es la mejor estimaci6n de estos parhetros a partir 
de 10s datos y deducir las distribuciones muestrales correspondientes que nos permitirh tomar 
decisiones y lograr asi discriminar las distintas regiones de la imagen. 
En imdgenes dpticas, ha sido comunmente utilizada la distribucidn Gaussiana para modelar 
este tip0 de datos, sus propiedades han sido muy estudiadas, desarroll6x~dose numerosas tknicas 
junto con su implementaci6n cornputacional para este modelo. El tratarniento del ruido, para 
estos datos, se hace bajo un modelo aditivo. 
Hacemos notar que el ruido speckle, a diferencia del ruido de imkenes bpticas, no es gaus- 
siano sino que se utilizan otras distribuciones que ajustan mejor estos datos, ni tampoco es 
aditivo sino que es multiplicative. A raiz de lo reciBn mencionado, no es posible aplicar a estas 
im6genes el tratamiento clhico de procesamiento que se utiliza en sensores 6pticos. 
Otro factor a tener en cuenta es la geometria de las imdgenes SAR que produce problemas 
para el despliegue y andisis de 10s datos adquiridos por este sistema. 
En las siguientes secciones se tratardn 10s elementos bhicos del SAR, su geometrfa y las 
distintos formatos de las imkenes generadas por este sistema. 
2.1 Elementos del SAR 
Las tecnicas de teledetecci6n por radar pueden proporcionar informaci6n acerca de la superficie 
de la Tierra en relaci6n con: rugosidad de la misma, topografia, condiciones de humedad, 
veget acibn. 
Los sistemas de Radar (RAdio Detection And Ranging) son capaces de producir imdgenes de 
la Tierra de alta resoluci6n. &te es un dispositim que detecta un objeto e indica su distancia 
y su pasici6n. En general, la mayoria de 10s radares aerotransportados que producen imdgenes 
son de vista lateral (SLAR: Side Looking Airbone Radar), dentro de Bstos se encuentran dos 
tipos: radar de apertura real (RAR Real Aperture Radar) y radar de apertura sintbtica (SAR: 
Synthetic Aperture Radar). 
El mayor problema de 10s sensores RAR radica en su baja resoluci6n espacial como con- 
secuencia del escaso d ihe t ro  de la aatena, donde el tamaiio minimo del objeto identificable 
en la imagen estd en relaci6n directa con la longitud de onda y la altura de observaci6n y es 
inversamente proporcional al d ihe t ro  de la apertura. En una plataforma espacial, seria im- 
posible lograr una buena resoluci6n con este sistema, dado que serfa preciso contar con antenas 
de enormes proporciones. 
Se ha desarrollado una tbcnica muy avanzada que permite simular una antena mediante la suce- 
si6n de seWes recibidas por una antena real situada a bordo de una aeronave. Esta antena se 
denomina apertura sintetica , y se basa en el efecto Doppler (cambio de fase de una seiial debido 
a un cambio de distancia) que afecta a la observaci6n cuando hay un movimiento relativo entre 
el objeto y el sensor. 
Se requieren dos procems para producir una imagen SAR: el sensor debe volar sobre la zona 
y resgistrar una sucesi6n de sefiales de cada objeto y adem& debe procesarse la sucesi6n de 
sefiales para formar una imagen reconocible. 
Debido a la manera en que son generadas las imtlgenes SAR se producen problemas para 
la visualizaci6n y andisis de 10s datos adquiridos por este sistema. Por tratarse de un haz 
emitido artificialmente, pueden controlarse las condiciones de adquisici6n: hgulo, distancia, 
orientaci6n7 polarizaci6n, etc. 
El radar, ya sea transportado en plataforma &rea o espacial, observa la superficie de la 
Tierra lateralmente. Este hecho, junto a las variaciones en 10s hgulos de emisi6n e incidencia 
de la radiaci6n lleva a deformaciones geometricas en las imigenes de radar. Por otro lado, la 
sefial de retorno depende del coeficiente de retrodispersi6n del objeto y adem& de la distancia 
de b t e  a la antena, lo que agregari, a lo anteriormente mencionado, m& complejidad a k  para 
la interpretaci6n de estas imigenes. 
Cuando el radar ilumina la superficie terrestre, la mayor parte de este haz emitido se dispersa 
cuando entra en contact0 con ella. Se@n la naturaleza del objeto sensado, este haz se dispersari 
hacia la atm6fera, por ejemplo en el caso de suelo, o se dispersari dentro del mismo objeto, por 
ejemplo si estamos en presencia de vegetaci6n o se reflejari especularmente, por ejemplo si se 
trata del agua. Para cada uno de estos cams el radar registrar& una s e w  de retorno diferente. 
Es decir, la rugosidad y la geometria del terreno son factores que Muyen directamente en la 
sefial de retorno detectada por el sensor. 
A continuaci6n daremos la ecuaci6n del radar [FTUF82]: 
donde P,.: potencia retrodispersada, Pt: potencia emitida por el radar, G: ganancia de la 
antena, X: longitud de onda, R: distancia entre el sensor y el terreno y a :  es la secci6n eficaz 
de retrodispersi6n. 
Un factor muy importante de esta ecuaci6n es el coeficiente de retrodispersi6n a, ya que 
depende de la rugosidad del material y sus condiciones dielkctricas, las cuales inciden en la 
intensidad de la sefial de retorno (mayor rugosidad implica mayor intensidad). Por otra parte, 
la geometria del terreno, pendientes y orientaciones del hgulo de incidencia ejercen un efecto 
muy importante sobre a (a mayor hgulo, menor pulso de retorno). [OQ98], [Chug61 
Otro factor importante a tener en cuenta es la polarizaci6n7 es decir la orientaci6n del campo 
elkctrico de la radiaci6n transmitida y recibida. 
Por dtimo,teniendo en cuenta las frecuencias utilizadas en radar, al igual que en el espectro 
6ptic0, se pueden distinguir diferentes bandas. 
2.2 Geometria del SAR 
La teoria bhica de la geometria de SAR, m& especfficamente de un SLAR, se muestra en las 
figuras 2-2 y 2-3. Dam- a continuaci6n las definiciones de sus elementos m h  importantes. 
1. Visi6n Lateral 
Una plataforma desplazhdose con velocidad V y altura h lleva una antena de radar de 
observaci6n lateral que ilumina la superficie de la Tierra con pulsos de radiaci6n electro- 
magnktica. 
La zona rayada es la ilurninada por la antena y la zona barrida por el radar al desplazarse 
es la franja cuyo ancho va desde el alcance cercano hasta el alcance lejano. El radar emite 
una sucesi6n de pulsos de radiaci6n electromagnktica y a1 captar la energia reflejada por 
la tierra obtiene una sucesi6n de ecos (retornos) con 10s que se generara la imagen. 
Figura 2-2: Geometrfa de formaci6n de imAgenes de radar 
Por qu6 es necesaria la visi6n lateral? 
Los retornas provenientes de 10s distintos.puntos en el terreno en el caso de visi6n vertical, 
anibarh a1 mismo tiempo, en cambio, en la visi6n lateral lo harh a distintos tiempos. 
Este hecho permite distinguirlos entre si y calcular su distancia a1 radar en la direcci6n 
perpendicular a la direcci6n de vuelo (rango). 
2. Resoluci6n en la direccidn del Rango 
La direcci6n del rango es la perpendicular a la direccidn de vuelo. 
El rango de un punto sobre la tierra puede ser medido como la distancia del mismo a la 
trayectoria de vuelo (Rango Oblicuo: Slant Range) o como la proyecci6n de esta distancia 
Figura 2-3: Geometrfa de formaci6n de imAgenes de radar (corte transversal) 
sobre la tierra (Rango de Tierra: Gmund Range). 
Si el radar emite pulsos de duraci6n T ,  la resoluci6n del mismo Armin queda determinada 
por la f6rmula: 
donde c es la velocidad de la luz. Ekta es la f6rmula de la resoluci6n en el rango oblicuo. 
La resoluci6n en el rango de tierra es: 
donde 8 es el hgulo de incidencia lejano. 
3. Resolucidn en la direccidn Azimutal. 
Radar de Apertura SintBtica vs. Radar de Apertura Real 
El Radar de Apertura SintBtica posee la ventaja de que la resoluci6n azimutal es inde 
pendiente de la distancia, y puede ser tan pequeiia como: 
donde L es la longitud de la antena. 
Este hecho resulta parad6jico a primera vista, ya que mejoramos la resoluci6n reduciendo 
el largo de la antena y, por lo tanto, ensanchando el haz de radiaci6n de la misma. 
Esto ocurre porque, en el procesamiento que se le realiza a 10s pulsos captados por el 
radar, la posicidn de un punto sobre la tierra se determina en base a la historia de fase 
del mismo. 
La historia de fase permite una mejor ubicaci6n de la posici6n azimutal de un punto 
cuanto mayor sea su duraci6n. Y esta duraci6n es directamente proporcional al ancho del 
haz. 
Durante el procesamiento de 10s pulsos captados por el radar, se sintetiza una antena 
de muy alta resoluci6n. Adem&, durante este procesamiento, pueden sintetizarse varrias 
pasadas sobre la misma regi6n con un solo juego de datos. 
Las imAgenes generadas por dichas pasadas corresponden a antenas sint6ticas que observan 
la regi6n desde hngdos ligeramente diferentes entre sf y son estadisticamente independi- 
entes. A cada una de estas imAgenes se la denomina un look. A1 promediarlas entre sf se 
genera una sola imAgen multilook la cud es de mas fkil interpretaci6n visual gracias a la 
reducci6n del fen6meno de speckle respecto de una im&gen ordinaria (de un solo look). 
En el RAR la resoluci6n azimutal estil limitada por: 
donde h es la altura de vuelo, X la longitud de onda, y 8 el &gulo de incidencia. 
Vemos que para tener mejor resoluci6n a una longitud de onda X fija debemos reducir h 
y aumentar L. (es decir, vuelo bajo y antena grande) . 
Ejemplificando, si X = 5.6cm, h = 8001cm y 8 = 2 3 O ,  para obtener una resoluci6n minima 
de 5 mts., en el caso del SAR es necesaria una antena de 10 mts. de longitud, y en el caso 
del RAR es necesaria una antena de 9.8 km de longitud 
4. Angulo de incidencia 
Es el hngdo con el que incide la radiaci6n sobre la tierra. En la geometria de formaci6n 
banda Ifmite FE 
Tabla 2.1: Bandas de frecuencia de radar 
de imiigenes de radar tiene una gran influencia el relieve dado que modifica el h g d o  local 
de incidencia. 
Dependiendo de la altura del radar sobre la superficie de la tierra, el hgulo de incidencia 
variara desde el alcance cercano al alcance lejano, lo que a su vez influye en la geometria de 
la observaci6n. Una imagen de radar por satblite proporcionara un bgulo de incidencia 
m& uniforme a lo largo del barrido que un radar transportado en un avi6n. 
Las sombras en las irn6genes de radar indican las zonas de la superficie del terreno no 
iluminadas por el radar. Puesto que no se recibe ninguna sefial de retorno, las sombras 
aparecen en tonos muy obscuros en la imagen . Las sombras siguen el sentido del alcance 
inclinado, por detrh de 10s objetos que son verticales o que tienen laderas pronunciadas 
y son un buen indicador de la direcci6n de iluminaci6n del radar. 
Debido a que el h g d o  de incidencia aumenta desde el alcance cercano a1 lejano, la 
iluminaci6n del terreno resulta m& oblicua. Por lo tanto, el sombreado se hace m h  
pronunciado hacia el alcance lejano. Informaci6n sobre la altura del objeto sensado se 
puede obtener a partir de las sombras. 
2.3 Parwetros del Sistema 
La frecuencia de la onda electromagnbtica emitida por la antena del radar se denomina frecuen- 
cia de emisi6n. En la tabla (2.1) puede verse la lista de rangos de fcecuencia. 
Polarizacidn 
La radiaci6n emitida por el radar es polarizada, esto significa que el vector campo elktrico 
tiene una direcci6n determinada, que puede ser vertical, horizontal (respecto del plano de la 
tierra) o tener ambas componentes. A1 ser "reflejada", la radiaci6n experiments, en general, 
una rotaci6n del vector campo elktrico. Entonces se debe decidir si se capta la componente 
horizontal del mismo, la vertical o ambas. Por lo tanto existen 4 posibilidades: HH, HV, VH y 
w. 
Actualmente, en 10s radares transportados por satblite, se envfa una sola componente y se recibe 
tambibn una sola. 
Velocidad y pulsos/segundo 
De la velocidad de desplazamiento del radar y de la cantidad de pulsos por segundo que 6ste 
emita, depende el espaciamiento entre las lineas de la im&gen generada. 
Swath 
Es el ancho de la zona barrida por el radar y corresponde al ancho de las imAgenes que genera. 
2.4 Coeficiente de Backscatter a0 
El coeficiente de bacbcatter (coeficiente de retrodispersi6n) o tambibn llamado Radar Cross 
Section, est& definido como la rm6n entre la energfa que hubiera tenido el sensor si la mis- 
ma hubiera sido totalmente dispersada en forma isotr6pica y la energfa recibida por el sensor. 
Llamemos a la primera El y a la segunda &, entonces: 
Usualmente se expresa el cociente anterior en decibeles, por lo que finalmente queda: 
El 
a0 = 10 log - 
E2 
Influencia de la Constante Dielbctrica 
La constante dielktrica de 10s materiales es una cantidad compleja 
donde la componente imaginaria es la responsable de la absorci6n de energfa. 
Para una onda electromagnbtica propaghdose en un medio homogbneo, el vector campo elk- 
trico E en funci6n de la distancia recorrida x estii dado por la siguiente f6rmula: 
donde k = %, si E' << P podemos escribir 
obt eniendo 
donde 
y la potencia de la onda es: 
Se define la profundidad de penetraci6n Lp como la longitud que debe recorrer la onda para 
que su potencia decaiga a ~ ( 0 ) e - l ,  o sea: 
I1 
Se define la tangente de pkrdidas 6 coma j ,  reemplazando este valor en la ecuaci6n (3.5) 
obtenemos 
L* = X 
2 ~ &  tan s 
De la ecuaci6n (2.2) se desprende un hecho importante: la penetraci6n aumenta con la longitud 
de onda. Por otro lado, la tangente de pQdidas 6 aumenta con la humedad, por lo tanto la 
penetraci6n disminuye con la humedad 
Influencia de la Polarizacidn 
El a0 depende de la polarizaci6n de la onda incidente y de la componente de polarizaci6n 
detectada por el sensor. Una superficie queda caracterizada (para una frecuencia y un e u l o  
de incidencia dados) por una matriz de cuatro coeficientes de backscatter: 
donde 10s coeficientes 0 1 ~  (con I, D = H o V) corresponden a1 caso en que la onda incidente 
posee una polarizaci6n I y la onda dispersada una polarizaci6n D. 
Entonces, una misma zona puede dar cuatro imllgenes distintas, correspondientes a 10s modos 
HH, HHV, VH y VV. (ver secci6n 2.5) 
Una cubierta vegetal con elementos verticales interactuarll fuertemente con un campo incidente 
con polarizaci6n vertical, mientras que lo har& dbbilmente con un campo de polarizaci6n hori- 
zontal. Por lo tanto, la penetraci6n sera mayor en el segundo caso que en el primero. 
Influencia del Angulo de Incidencia 
El oO depende del Q y l o  de incidencia. Con hgulos de incidencia bajos la distribucidn de pen- 
dientes iduye fuertemente, mientras que con hgulos grandes lo que domina es la estructura 
de pequeiia escala. 
Cada tip0 de superficie puede caracterizarse por su respuesta a 10s distintos hgulos de inci- 
dencia (signatura angular). 
Speckle 
Dentro de cada pixel, existen muchos elementos dispersores. La suna de la respuesta de cada 
uno de ellos determina el valor de gris del pixel. 
Cada una de estas respuestas es una senoidal con amplitud y corrimiento de fase dependientes 
del elemento retrodispersor y de la distancia del mismo d radar. 
Si vasiamos la distancia del radar, todos los corrimientos de fase cambiash y el resultado seril 
distinto. 
El voltaje del i - dsimo disperser se puede expresar como: 
donde V, es su magnitud y #i = wt  + Oi es la fase instanthea. De esta manera se puede escribir 
el voltaje instantheo de la colecci6n de N, dispersores como: 
y que puede ser expresando en t6rminos de su m6dulo V, y de su fase 4 
donde 
como se ve en la figura 24. 
La magnitud del campo electric0 total recibido por la antena es representado por la variable 
aleatoria E, y es convertida por el detector en tensi6n. Hay dos tipos de detectores: el lined y 
el cuadrAtico que s e r h  tratados a continuaci6n. 
Figura 2-4: Suma de N, de fasores elementales de m6dulo y fase aleatorias. (p&g. 477, Ulaby 
et al. 1982) 
Detector Lineal 
La sefial recibida por el radar sufre una transformacibn lined y su salida es la magnitud Ve la 
cud es proportional a1 campo elbctrico de entrada Ee , es decir V, = IcE,, con k constante del 
sistema. Si N, es grande y 10s V, y 10s q5i son independientes, con q5i uniformemente distribuidos 
entre 0 y 2n, entonces Ve posee una distribuci6n de Rayleigh , cuya funcibn de densidad es: 
con V, 2 0 y q5 con distribucibn uniforme en [O,2n]: 
La media de Ve puede ser considerada como la seiial que se quiere detectar (escena). Sobre esta 
componente existe una sefial fluctuante que puede ser considerada como ruido que la contamina. 
Se puede demostrar fkilmente que la esperanza de V, es: 
y que la media de la potencia es: 
Tendremos entonces la potencia de la componente ruido que se expresa como la varianza de V, 
2 la denotaremos Vruh y est6 dada por la siguiente f6rmula: 
por lo tanto la relaci6n sefial-ruido equivdente serd: 
lo que equivale a 5.6 dB, donde este valor de SN& es inherente a la distribuci6n Rayleigh. 
Notar que esta relaci6n d o  tiene en cuenta la degradaci6n debida al speckle. 
Detector Cuadrzltico 
Si el detector utilizado es cuadr6tico en vez de lineal, como en el caso anterior, la respuesta 
del detector es la potencia de la tensi6n K2 y por lo tanto, la distribuci6n de la tensi6n (que 
es Rayleigh) es convertida en una distribuci6n de potencia resultando una Exponential. 'Como 
v , ~  es proportional a la potencia recibida podemos escribir: 
Puede deducirse que la distribuci6n de P tiene la siguiente funci6n de densidad: 
que es una distribucidn Exponential cuya esperanza es: 
donde E(P) es la potencia media de la seiial real (escena). Utilizando las ecuaciones (2.3) 
y (2.4) se obtiene: 
de donde se obtiene el valor cuadrtitico de la potencia de la seiial observada (pixel) 
Luego, andogamente al caso del detector lineal, se obtiene la varianza de la potencia de la seiial 
o b s e d a :  
y la desviacidn standard serti: 
por lo tanto, la desviacidn standard es igual al valor medio. 
Podemos concluir que: 
ambas distribuciones, Rayleigh y Ekponencial, poseen un s61o parhetro. 
la desviaci6n standard y el valor medio e s t h  relacionados y esta relaci6n es lined. 
si se considera una muestra aislada de una variable con distribuci6n Rayleigh o con dis- 
tribuci6n Ekponencial tiene poca probabilidad de que b t a  estk cerca del valor medio. 
a en el caso Exponencid, el valor que se halla a una desviaci6n standard por debajo del 
valor medio es el origen de coordenadas, mas all& del cud la funci6n vale cero. Se ve que 
la idea de que un porcentaje de 10s casos cae dentro de f n desviaciones a partir del valor 
medio carece de sentido. 
a y av, para la detecci6n lined y y ap para la detecci6n cuadr6tica se deben obten- 
er sobre heas estadfsticamente homogkneas de la imagen, es decir, &eas en las que el 
backscatter considerado es prkticamente constante. 
Disminucidn del Speckle Utilizando Varios Looks 
Durante el procesamiento de 10s datos recogidos por el radar, pueden obtenerse varias irnBgenes 
de una misma regi6n, cada una de ellas representa un look. 
Estos looks son promediados, es decir, se genera una imagen Y tal que el valor de cada uno de 
sus pixels se obtiene de la siguiente forma: 
donde N es la cantidad de imBgenes (looks) a promediar, yi,j es el pixel i, j de la imagen resul- 
tante y 10s xtj son 10s m6dulos de 10s pixels i, j del k-bimo look. 
Hay que recordar que para cada look individual, 10s pixels son cantidades complejas. En la 
imagen Y resultante, se pierde la informaci6n de fase y su distribuci6n ya no serB Rayleigh o 
Ekponencial sino que se aproximarB a una distribuci6n Gaussiana a medida que aumenta N. 
Para dicha variable Y, la desviaci6n standard serB pequeiia comparada con el valor medio, lo 
que remedia parcialmente 10s problemas inherentes al fen6meno de speckle. 
Esta mejora tiene un costo: la resoluci6n espacial disminuye. 
Debido a la forma en la que son generados los diferentes looks, 10s ztj para a mismo pixel i, j 
y diferentes looks (diferente k) resultan variables aleatorias estadisticamente independientes. 
Si llamamos K~ al d o r  x ! ~  de un pixel i, j generico, la ecuad6n (2.5) puede reescribirse como: 
Hemos visto que: 
por otro lado, la varianza de N muestras estadfsticamente independientes e identicamente dis- 
tribuidas es igual a la varianza de cada una de ellas dividida por N. 
%:do - 0.429s2 Var (VeN) = v A ~ ~  = --- N N 
entonces, de las ecuaciones (2.6) y (2.7) se obtiene: 
y la desviaci6n standard ser8: 
En sfntesis, d generar una im6gen multilook se reduce el fen6meno de speckle per0 se reduce 
tarnbibn la resoluci6n espacial y se pierde informacibn de fase. 
Una herramienta estadistica a tener en cuenta para caracterizar la relaci6n s e w  ruido 
es el coeficiente de variaci6n definido como la raz6n entre la desviaci6n esthdar y la media, 
Cv = :. Si se considera a Cv en funci6n del niimero de looks, cuando b te  aumenta el valor 
del Cv disminuye, lo que implica que disminuye el ruido. Dado que para 1 look vale: 
entonces para N looks serd: 
Entonces para la detecci6n lineal se puede estimar el n b e r o  de looks como el n b e r o  equiva- 
lente de loolcs (ENL): 
y para la deteccibn cuadrdtica serd: 
2.5 Formatos de imzigenes SAR 
En esta tesis se estudiard en detalle el uso de modelos estadisticos para imdgenes SAR en formato 
de amplitud multilook siendo que, en principio, serfa posible trabajar con otros formatos. En 
esta secci6n s e r h  descriptos brevemente 10s formatos posibles para imdgenes SAR, y serd 
justificada la opci6n por el formato de amplitud multilook. 
Como ya dijimos, las imdgenes SAR se forman a partir de sefiales electromagnkticas inher- 
entemente bidimensionales, y para cada configuraci6n de emisi6n (horizontal o vertical) esas 
sefiales pueden captarse en polarizaci6n horizontal o vertical. La imagen polarimktrica a estd 
formada por una matriz de tamaiio 2 x 2 tal como la que se muestra a continuaci6n 
donde ai j denota la imagen compleja en la frecuencia considerada que fue enviada en la polar- 
izaci6n i E (H, V) y recibida en la polarizaci6n j E {H, V}. 
Tal como se ha visto en [OQ98], para la gran mayoria de los blancos (para todos los blancos 
naturals, en particular) las seiiales UHV y a v ~  son idbnticas a menos del ruido tbrmico y, por 
ende, una de ellas puede despreciarse sin que haya pbrdida de informaci6n. Siendo asi, se puede 
trabajar con la matriz reducida 
donde ae , i E {1,2,3) denot a HH, HV y VV en cualquier orden conveniente, y recordando que 
cada una de estas componentes es un vector complejo. Las propiedades estadisticas del vector 
Z, para keas con poca rugosidad relativa a 10s parhetros del sensor, fueron caracterizadas 
por Goodman (ver [Goo76]) y llamadas "distribuci6n normal compleja" . 
Este formato presenta varios inconvenientes para su uso direct0 en las aplicaciones, siendo 
10s mds notables su nivel de ruido y el hecho de que diferentes tipos de blancos se diferencian 
por la varianza (conviene recordar que el sistema visual humano es menos sensible a variaciones 
de la dispersidn -varianza- que a variaciones del brillo -media). 
Una de las tknicas m& empleadas para mitigar el ruido, que dificulta tanto la interpretacibn 
visual como la automAtica de las imAgenes, es el procesamiento multilook que consiste en la 
reducci6n de la varianza del mismo atravb del promedio de muestras. Estas muestas pueden 
obtenerse de varias maneras pero, para fines de visualizaci6n, basta imaginar que el sensor 
captura varias imtigenes de la misma escena a intervalos idmitesimalmente pequeiios de tiempo 
(lo sdcientemente pequeiios para que la seiial verdadera no cambie) y que se realiza el promedio 
de las mismas. En la prtktica, se define la matriz de covarianza 
donde cada una de las n observaciones (loolcs) se denota Z(.t), Z* denota el complejo conjugado 
de Z y zT denota la transpuesta de Z. 
Bajo la hip6tesis de que Z obedece la distribuci6n normal compleja vale que A = n ~ ( ~ )  
obedece la distribuci6n de Wishart, de uso bastante comh en anasis multivariado. Una forma 
bastante frecuente de organizacidn de la matriz A se muestra a seguir 
A 10s datos presentados en la forma de la matriz A f6rmula (2.9), se 10s llama "polarimbtri- 
cos", y es conveniente recordar que para cada coordenada de la imagen habrd tantas matrices 
polarimbtricas como frecuencias de trabajo disponga el sensor. Evidentemente hay redundancia 
en esta matriz, por lo que pueden descartarse 10s tres elementos que e s t h  arriba de la diagonal 
principal. 
Aunque una imagen en formato polarimbtrico retiene toda la informaci6n captada por el 
sensor, a la vez que presenta reducci6n de ruido si n > 1, el volurnen de datos puede ser 
prohibitivo. En algunas aplicaciones no son raras im&genes de 40000 x 10000 pixels, y si para 
cada pixel deben almacenarse seis valores reales que, en la mejor de las hip6tesis, requieren 
cuatro bytes cada uno (en algunas situaciones llegan a almacenarse en variables de precisitin 
dupla, ocupando ocho bytes). Para esta situacidn serian necesarios 40000 x 10000 x 6 x 4 = 
9.6 - lo9 bytes para una h i c a  frecuencia, siendo que la tendencia actual es trabajar con varias 
frecuencias simultaneamente. 
Muchas veces, por limitaciones de capacidad de almacenamiento, por la alta redundancia de 
la infomaci6n presente en las componentes de la matriz 2.9 o por limitaciones de generaci6n y 
procesamiento de imtigenes, es necesario descartar parte de estos datos. Cuando &to ocurre, los 
candidates a sobrevivir son 10s elementos de la diagonal principal y, en m& de una situaci6n, 
el usuario deberh conformarse con una finca de estas componentes para trabajar. 
Supongamos el caso de un usuario que trabajarh con, digamos, la componente I~OHH(~) 1 1 2  (u), 
donde u = (x, y) denota la coordenada de la imagen y que los datos le llegan en formato entero. 
Este formato se utiliza porque ocupa la mitad de espacio que el formato de punto flotante, &to 
es, el valor observado en cada pixel estarh almacenado en una variable que ocupa dos bytes 
y, asi siendo, puede trabajarse con 216 = 65536 valores diferentes per0 el ojo humano apenas 
puede distinguir algunas decenas de tonos de gris diferentes, por lo que muchas veces es deseable 
reducir a h  m& el tamaiio de la imagen con la que se trabaja. Podria pasarse directamente, 
por cuantizaci6n, de dos a un byte pero se perderfa mucha informaci6n. Es m& conveniente 
reducir el rango dinhico de los datos antes de hacer esta operaci6n, y la forma m& frecuente 
de realizarlo es aplicando la raiz cuadrada antes de la cuantizaci6n. 
A 10s datos asi procesados se 10s llama 'Len amplitud" , ocupan un finco byte por pixel y se 
10s visualiza como 256 valores de gris diferentes, yendo de 0 (usualmente mostrado como negro) 
a 255 (usualmente mostrado como blanco). De esta forma, la imagen que antes ocupaba 9.6-10' 
bytes requerirh, en este formato, 40000 x 10000 = 400. lo6 bytes, &to es, una reducci6n de casi 
veinticinco veces. 
El formato de imhgenes en amplitud multilook es el m& divulgado en la comunidad de 
usuarios de percepci6n remota siendo los otros (polarimBtrico e intensidad) m& especificos, 
de dificil acceso y de mucho mayor costo, por lo que quedan restrictos a aplicaciones muy 
particulares y/o a laboratorios de investigacidn especializados. 
Es conveniente notar que, aunque parezca un contrasentido, no es posible pasar del for- 
mato de amplitud a1 formato de intensidad, puesto que la cuantizaci6n es una operaci6n no 
inversible. h t a  es la raz6n por la cud esta tesis se concentra en el uso de modelos para d a t a  
de amplitud, sin recurrir al artificio de transformarlos al dominio de la intensidad, con lo que 
algunos procedimientos serlan simplificados pero con lo que se incurrirfa, en la prktica, en la 
desvirtuaci6n de las caracteristicas intrfnsecas de los datos. 
Se muestra en la figura 2-5 una imagen SAR con los tres formatos: complejo (parte real e 
imaginaria) , amplitud e intensidad. 
Lo que se ha visto en este capitulo nos lleva a resaltar la importancia de caracterizar los 
Figura 2-5: Tres formatos para una misma escena: compleja (real e imageinaria, arriba), ampli- 
tud (abajo izquierda) e intensidad (abajo derecha) (p6g. 86, Understanding Synthetic Aperture 
Radar Images. C.Oliver and S. Quegan) 
datos SAR estadisticamente y que 10s modelos aqui utilizados no son 10s que modelan datos de 
imkenes generadas a partir de sensores 6pticos. Recordemos que en estos liltimos 10s modelos 
que se utilizm son Gaussianos y con ruido aditivo que resultan m6.s tratables desde el punto de 
vista te6rico y computational. Los modelos de SAR dependerth del backscatter y por lo tanto 
de la rugosidad y la textura de las imBgenes generadas, siendo el ruido speckle multiplicative, 
no gaussiano dependiendo de la detecci6n utilizada y del n h e r o  de looks con que fue generada 
la imagen. De ahf la importancia del estudio del comportamiento de otras distribuciones que 
se tratarth en el Capitulo 3. 
Capitulo 3 
Distribuciones para Imggenes SAR 
Las imfigenes de Sensoramiento Remoto generadas a partir de datos obtenidos mediante Radar 
de Apertura Sint6tica (SAR) proveen valiosa informaci6n sobre recursos naturales tales como 
hielo marino, glaciares, superficie forestal, rfos y lagos. A partir de estos datos tambi6n es 
posible evaluar efectos de la acci6n del hombre tales como deforestaci6n, cultivos, embalses, 
siendo tambi6n de gran importancia en el estudio de corrientes marinas. 
Las imfigenes satelitales y &reas generadas mediante SAR han generado gran inter& ya que 
poseen varias ventajas sobre las generadas por semores 6pticos y casi-6pticos convencionales: 
Independencia de la luz solar: pueden ser adquiridas tanto de noche como de &a 
Independencia de la existencia de nubes: la radiaci6n electromagnktica a las frecuencias 
de operaci6n de los SAR atraviesa las nubes sin atenuaci6n. 
Disponibilidad: de las dos razones anteriores se deduce que su adquisici6n en una fecha 
determinada a t &  casi asegurada. 
Es necesario mencionar tambi6n que las irnfigenes SAR poseen desventajas tales corno: 
Diffcil interpretabilidad: se necesitan s6lidos conocimientos y gran entrenamiento para 
realizar la interpretaci6n visual de las mismas. 
Diffcil procesamiento: las caracteristicas estadisticas de las imfigenes SAR hacen que, los 
m6todos habitudes para clasificaci6n y restauraci611, utilizados en imfigenes provenientes 
de sensores 6pticos y casi-6pticos, no den buenos resultados en las mismas 
De lo anterior surge la necesidad de estudiar modelos matemAticos para las imAgenes SAR, 
10s cuales permitirh mejores clasificaciones y restauraciones. 
El modelo rnultiplicativo es conveniente para explicar las caracteristicas estadisticas de la 
imagen de un objeto cuando es iluminado por radiaci6n coherente, tal como la proveniente de 
un radar. 
Este modelo afirma que, con ciertas restricciones, la interferencia constructiva y destructiva 
de las sefiales incidente y reflejada dan un retorno que varfa, en forma aleatoria, proporcional- 
mente con la media del bachcatter o retrodispersi6n del blanco iluminado. 
Matemiticamente, el retorno multilook en amplitud puede ser modelado como el producto 
de dos variable aleatorias independientes: una correspondiente al backscatter y la otra corre- 
spondiente a1 ruido inherente a las imAgenes generadas mediante iluminaci6n coherente llamado 
speclcle. Dependiendo de las distribuciones con que se modelan el bachcutter y el speckle se 
obtendrh diferentes distribuciones para el retorno. 
Los parhetros de estas distribuciones nos proporcionan informaci6n a cerca de la rugosidad 
y textura de la imagen [UKBW86] y en consecuencia, nos interesari conocer c6mo se comportan 
para 10s modelos propuestos. Esto serA de gran importmcia para la clasificaci6n y restauraci6n 
de imigenes SAR. Por este motivo la estimaci6n de 10s parhetros de las diferentes distribu- 
ciones resultantes para el retorno juega un papel de gran importancia en este trabajo. Diferentes 
estimadores se proponen para estimar 10s parhetros de rugosidad y de escala dejando fijo el 
n b e r o  de looks. 
El modelo rnultiplicativo ha sido muy utilizado en el procesamiento de imdgenes de radar 
de apertura sintbtica. Este modelo establece que el retorno resulta del producto entre el ruido 
speckle y el bachcatter del terreno. 
3.1 Modelo estadistico de las imsgenes SAR 
Una imagen generada con un sistema de iluminaci6n coherente, tal como es el sistema SAR, 
esti afectada por la interferencia constructiva y destructiva de las sefiales incidente y reflejsc 
da [Goo76]. Esta interferencia causa una fluctuacidn en la intensidad detectada de una celda 
de resoluci6n a otra, a h  cuando Sean idbnticas, y da un retorno que varia en forma aleatoria, 
proporcionalmente con la media del backscatter o retrodispersi6n del blanco. Este efecto se lo 
denomina ruido speckle y da a la imagen m a  apariencia granulada tal como se puede ver en la 
figura 3-1 
Figura 3-1: Imagen ESAR de la zona de Gilching, donde se observa el efecto granulado a causa 
del ruido speckle. 
Debido a la naturaleza del ruido speckle, las imdgenes SAR no pueden ser analizadas so- 
bre la base de un s61o pixel, sino que es necesario hacer un antllisis basado en estimaciones 
estadfsticas sobre regiones de la imagen. Por lo tanto, para el diseiio de algoritmos, como por 
ejemplo 10s algoritmos para discriminar distintos tipos de cobertura terrestre, es necesario un 
total entendimiento de las propiedades estadfsticas de las imdgenes SAR y, en particular, el 
conocimiento del efecto del speckle sobre las mismas. 
Tal como ya se anticip6, las imdgenes generadas con sistemas de iluminaci6n coherente no 
deben ser modeladas como imtigenes ruidosas con ruido aditivo Gaussiano. Un modelo exi- 
toso para este tip0 de imdgenes es el que utiliza ruido multiplicativo no Gaussiano. El modelo 
multiplicativo es utilizado para explicar datos que han sido generados con un sistema de ilumi- 
naci6n coherente. Este modelo supone que el retorno (cantidad observada) es el resultado del 
product0 de dos variables aleatorias independientes, m a  de ellas es la que modela el backscatter 
(propiedades intrinsecas) del terreno y la otra modela el ruido speckle (debido a la modalidad 
de obtenci6n de la imagen). 
Un modelo universalmente aceptado para el ruido speckle consiste en suponer que bte, en 
cierto formato que sera descripto m& adelante, obedece la distribucidn Gaussiana compleja. 
De esta distribuci6n, para otros formatos, devienen las distribuciones Gamma y raiz cuadrada 
de Gamma, siendo esta dtima la que m& nos interesari en este trabajo. 
Se pueden utilizar diferentes distribuciones para modelar el backscatter. Esta elecci6n de- 
penderi de cud sea el grado de homogeneidad presente en las imtigenes. Las Areas urbanas, 
Areas de bosque y Areas de pastizales tienen un grado de homogeneidad decreciente y para cada 
uno de estos tipos de d a t a  habri una clase de distribuciones que los ajusta mejor. 
Las distribuciones K: (ver [JT87]) han sido muy utilizadas en este tip0 de datos generados 
por un sistema de iluminaci6n coherente, en particular para imigenes SAR [Oli91]. Estas 
distribuciones eran consideradas bastante generales, hasta la propuesta de FMYS971. 
En general, se ha propuesto como modelo del retorno de heas no homogkneas a la distribu- 
ci6n Q y a la distribuci6n raiz cuadrada de Gamma I'll2, que es un caso particular de la 
anterior, para keas homogkneas. Sin embargo, las distribuciones K: no modelan bien 10s d a t a  
provenientes de Areas muy heterogheas. Dada la necesidad de h d a r  un modelo para datos 
extremadamente heterogkneos, Frery et a1 FMYS971 propusieron una nueva clase de distribu- 
ciones, las distribuciones g, que curnplen con estas expectativas. Siendo las distribuciones K:, un 
caso particular de esta clase de distribuciones, 10s autores proponen como otro caso particular 
de la clase de las distribuciones G, las llamadas distribuciones @. Estas dtimas son de gran 
importancia, pues modelan muy bien 10s datos estremadamente heterogkneos, como lo son por 
ejemplo los datos que provienen de Areas urbanas y que en particular no se pueden modelar con 
las distribuciones K:. 
Para analizar esta propuesta y sus consecuencias basta restringir la discusi6n a los modelos 
de backscatter, ya que en todos 10s casos la distribuci6n para el speckde es la misma. Los casos 
particulares se dan atravb de restricciones sobre el h ico  espacio de parhetros, el espacio 
de parhetros de la distribucibn rafz cuadrada de la de la Gaussiana inversa generahada 
N-'/~ (a, 7, A), que se propone como modelo general para el backscatter. 
En las pr6ximas secciones se tratarh con detalles las principales propiedades de las dis- 
tribuciones mencionadas, en el context0 de lo que cada una de ellas modela. 
3.1.1 Speckle 
El ruido speckle complejo, para 1 look, se supone tener distribuci6n normal bivariada, cuyas 
componentes, real e imaginaria, son independientes e idhnticamente distribuidas con media 0 
y varianza 112, que denotaremos Nc (0,112). Llamando Yc a la variable aleatoria correspon- 
diente al speckle complejo, se tiene que Yc = (YB, Y3) N NC (0,112). El speckle YI de n looks 
para intensidad, serd el promedio sobre n muestras independientes de fi = 1 1 ~ ~ 1 1 ~  que tendrd 
una distribuci6n Gamma y denotaremos I? (n, n). Para datos de amplitud A, recordando que 
A2 = I, es decir que la amplitud al cuadrado es la intensidad, se tendrd una distribuci6n raiz 
cuadrada Gamma y la denotaremos I'll2 (n, n) . 
Usualmente se supone que el speckle tiene distribuci6n raiz cuadrada de Gamma, I'll2, con 
media unitaria y un pardmetro n relacionado al procesamiento, que es el niimero equidente 
de looks. Bajo estas hip6tesis, la funci6n de densidad que caracteriza a este ruido speckle para 
datos de amplitud, YA, es 
La figura 3-2 muestra tres densidades de la raiz cuadrada de Gamma correspondientes a 
n = 1,2,4. De esta figura se desprende que la densidad es m& simhtrica mientras mayor 
es el n h e r o  de looks, hecho que se mostrard en la secci6n 3.2.3 donde se presentan varias 
medidas importantes de esta distribuci6n. De esta observaci6n surge la justificaci6n de que, en 
algunas aplicaciones prkticas, pueda modelarse el speckle con la distribuci6n Gaussiana cuando 
el niimero de look es relativamente grande. Otra observaci6n es que la varianza tambihn 
disminuye con n y, por lo tanto, tctcnicas de procesamiento que aumentan drhticamente la 
calidad de la imagen aumentando el niimero equidente de looks (como es el caso del filtrado 
utilizando simulated annealing [OQ98]) permitirfan modelar el speckle atravb de la distribuci6n 
constante, &to es, se puede despreciar el efecto de este ruido. 
En este trabajo se le dard especial Bnfasis al caso n = 1, por ser b t e  el que m h  se desvfa 
de la hip6tesis Gaussiana y, por lo tanto, ser el que m& atenci6n requiere. Debe notarse que 
b t e  es el menor n h e r o  de looks existente, y que imdgenes con este nivel de procesamiento son 
las que naturalrnente ofrecen mayor resoluci6n espacial (una de las formas de hacer crecer el 
n h e r o  equivalente de looks es degradando la resoluci6n espacial). 
Figura 3-2: Funciones de densidad r112(n,n) del speckle para n = 1,2 and 4 looks (s6lid0, 
cortada y punteada resp.) 
3.1.2 Backscatter 
El backscatter puede exhibir diferentes grados de homogeneidad y por lo tanto, teniendo en 
cuenta esta caracteristica, se podrfa utilizar diferentes modelos. En general para datos de am- 
plitud, dentro del modelo multiplicativo, se han utilizado dos modelos para el backscatter XA: 
uno como una constante C (cuando el Area es homogbnea) y el otro como una variable aleatoria 
distribufda rah cuadrada de Gamma, denotbmosla r'I2 (cuando el Area es heterogbnea). En 
[FMYS97] se propone modelar el backscatter cuando el &ea es extremadamente heterogbnea, 
como una variable aleatoria distribufda recfproca de la raiz cuadrada de Gamma, denotbmosla 
Egtas tres situaciones para el backscatter junto con el modelo planteado para el speck- 
le (3.1), quedan unificadas bajo la distribuci6n de la raiz cuadrada de la gaussiana inversa 
generalizada N-'I2 (a, 7, A). En el esquema (3.2) se muestra las relaciones entre estas distribu- 
ciones, ver Apbndice E, donde D significa convergencia en distribuci6n y Pr convergencia en 
probabilidad. 
General 
Esta distribuci6n es entonces propuesta como un modelo general del backscatter para datos 
de amplitud y en lo que sigue se mostrarb cud es el resultado del retorno en el modelo multiplica, 
tivo cuando se adopta esta distribuci6n. Siendo la clase G resultado del modelo multiplicativo 
para el retorno y adem& pudiendo obtenerse una f6rmula cerrada para las densidades del re- 
torno bajo el modelo multiplicativo, con los siguientes casos particulares: 
a) la distribuci6n r1I2, que Lleva a la clase de distribuciones K para el retorno 
b) la distribuci6n I'-lI2 que lleva a la clase de distribuciones para el retorno 
c) la distribuci6n constante C que lleva al speckle escalado para el retorno. 
Es nuestra opini6n que, desde el punto de vista de las aplicaciones, la contribuci6n m h  
importante es la clase de distribuciones Go, que permite el modelado, no solamente de keas 
homogbneas y heterogbneas sino de heas extremadamente heterogbneas a diferencia de las 
distribuciones K que no ajustan bien este tip0 de datos. Las distribuciones Go tiene tantos 
parhetros como las distribuciones K y adem& sus funciones de densidad y distribuci6n acu- 
mulada son m h  tratables te6rica y computacionalrnente. 
3.1.3 Retorno 
Bajo el modelo multiplicativo, el retorno para datos de amplitud, ZA es una variable aleatoria 
que resulta del product0 de dos variables independientes, el backscatter XA y el speckle YA. Por 
lo tanto el retorno, como variable aleatoria tendrd una distribuci6n que depended del modelo 
elegido para el baclescatter y el speckle. Se tendrb, entonces, dos situaciones bien diferenciadas 
que son: el 4rea bajo estudio es homogbnea y el kea  bajo estudio no es homogbnea. Dentro de 
la no homogeneidad se tendrh distintos grados, como ya se vi6 para el baclescatter . 
Bajo el modelo ZA = XAYA con YA - r1i2(n, n), la clase de distribuciones G modelan el 
retorno ZA cuando el backscatter tiene distribuci6n J V - ~ / ~ .  La importancia de adoptar este 
modelo de backscatter es que adem& de lo que ya se expuso, se pueden obtener f6rmulas 
cerradas para las densidades del retorno bajo el modelo multiplicativo, con 1m siguientes casos 
particulares: 
a) la distribuci6n r1l2, que lleva a la clase de distribuciones K: para el retorno 
b) la distribuci6n que lleva a la clase de distribuciones Go para el retorno 
c) la distribuci6n constante C que lleva al speckle escalado para el retorno. 
Se puede ver en el esquema (3.3) las relaciones, con respecto a la convergencia, entre las 
distribuciones propuestas para modelar el retorno (D es la convergencia en distribuci6n y Pr es 
la convergencia en probabilidad) . 
General D.\lo,-a,r>q fHeterog6neos 
Es nuestra opini6n que, desde el punto de vista de las aplicaciones, la contribuci6n m& 
importante es la clase de distribuciones Go, que permite el modelado, no solarnente de heas 
homogeneas y heterogkneas sino de beas extremadamente heterogkneas a diferencia de las 
distribuciones K: que no ajustan bien este tip0 de datos. Las distribuciones Go tiene tantm 
pardmetros como las distribuciones K: y adem& sus funciones de densidad y distribuci6n acu- 
mulada son m& tratables te6rica y computaciondmente. 
En el esquema (3.4) se muestra el retorno ZA como resultado del product0 del speckle YA 
con distribuci6n raiz cuadrada de Gamma, con las diferentes opciones que toma el backscatter 
X A  
Es conveniente dejar en forma organizada y con una notaci6n d c a d a  algunas de las 
propiedades estadisticas m& importantes de las distribuciones anteriormente mencionadas. De 
esta manera, se presentarh desglosadas en las secciones siguientes las propiedades estadisticas 
mAs relevantes de estas distribuciones. 
El caso particular n = 1 y XA N C(P),  &to es, retorno con distribuci6n r1I2(1, 1/P) tambikn 
llamada distribuci6n de Rayleigh, fue tratada extensamente en [Fre93] y FS931. 
3.2 Distribuciones 
La distribucidn Raiz Cuadrada Gaussiana Inversa Generalizada, N-'l2(a, y, A), es una trans- 
formaci6n de un caso particular de las distribuciones hiperb6licas generalizadas y que han sido 
introducidas por Bandorff-Nielsen y Blmild, ver [BNB81] y [BNB83] y e s t h  caracterizadas por 
el hecho de que las gracas de lcs logaritmos de sus funciones de densidad son hipkrbolas o 
hiperboloides, ya sea se trate de una o varias dimensiones. La diferencia de estas distribuciones, 
por ejemplo, con la distribuci6n normal, es que en la misma representaci6n grata esta distribu- 
ci6n muestra parAbolas o paraboloides, s egh  sea la dimensi6n. Las distribuciones hiperb6licas 
han sido utilizadas en diferentes campos de investigaci6n, tanto te6ricos como aplicados, co- 
mo por ejemplo en sedimentodologfa, en problemas de tamaiio de particulas , en modelos no 
gaussiano con aplicaci6n en turbulencia. A esta clase pertenecen: las distribuciones de Laplace, 
Gaussiana, Gaussiana Inversa Generalizada, Gamma, reciproca de Gamma, Exponencial, entre 
otras. El esquema (3.5) ilustra la dependencia que existe entre ellas. 
Gaussiana 1nv.Generalizada 
Hiperb6lica Generalizada 
1 I 
Gamma Reciproca de Gamma 
Gaussiana Laplace 
Exponencial 
En esta seccidn presentaremos la distribuci6n Gaussiana Inversa Generalizada tal como la 
present6 Barndorff-Nielsen. Luego, como se trabajar& solarnente con el formato amplitud, que es 
la transformaci6n de la que se habl6 al comiemo de esta secci6n, se utilizar& la distribuci6n rafz 
cuadrada de la Gaussiana Inversa Generalizada y como casos particulares de esta, la distribuci6n 
raiz cuadrada de Gamma y la distribuci6n raiz cuadrada de la reciproca de Gamma. 
El nombre de distribuci6n Gaussiana Inversa se debe al matemAtico ingl6s M. C. K. Tweedie 
y data del aiio 1945. Este matemAtico, durante la investigaci6n estadistica de datcs relacionadcs 
con mediciones electroforbticas, encontr6 una distribuci6n que poseia una propiedad notable: 
sus funciones generadoras de cumulantes eran inversm a las funciones generadorm cumulantes 
de la distribuci6n gaussiana, de ahi el nombre de gaussiana inversa. 
En el contexto de esta tesis, la distribuci6n N-'I2(a, y, A) serb utilizada como modelo gen- 
eral para el backscatter de amplitud. Sus principales propiedades se muestran, a continuaci6n. 
Definicidn 1 X es una variable aleatoria con distribucidn Gamsiana Inversa Genemlizada de 
parhmetros a, y y A, que denotaremos N-'(a, y, A), s i  su funcidn de densidad es: 
y el espacio de padmetros wiene dado por: si a < 0, (y > 0 y X 2 0), si a = 0, (y > 0 y A > 0)) 
si a > 0, (y 2 0 y A > 0) y la constante normalizadom K, es la fincidn de Bessel rnodificada 
de tercem especie y orden a. 
Proposicidn 2 La Gaussiana Inversa Genemlizada tiene las siguientes propiedades. 
1. Si X N N-l (a, y, A) H X-' N N-' (-a, 7, A) 
2. Para todo e > 0, X N N-' (a, y, A) + CX N-' (a, cy, 2)  
paraA,y>Oyk€R+ 
4. La Transformada de Laplace de la densidad fx , para X N N-' (a, y, A) viene dada por 
5. La distribuci6n N-' (a, y, A) es unimodal y su moda es: 
La moda es siempre positiva a menos que 7 # 0 y a 5 1 
Definicidn 3 Una variable aleatoria X se dice que tiene distribucidn Raiz Cuadmda de la 
Gaussiana Inversa Genemlizada y se la denota X N NA1I2 (a, y, A) si su funcidn de demidad 
es: 
El espacio de 10s padmetros Gene dado por: (7 > 0 y X > 0) si a < 0, (y > 0 y X > 0) si 
a = 0, (7 > 0 y X > 0) si a > 0 y la constante normalizadom K, es la funcidn de Bessel 
modificada de t e a m  especie y orden a 
La figura 3-3 muestra la funci6n de densidad de la distribuci6n N-ll2 (a, 7, A) con a = 1, 
r=lyX=l. 
Figura 3-3: Funci6n de densidad de una variable aleatoria con distribuci6n N-' /~  (a, 7, A) con 
.a=1,7=1yX=l. 
Proposici6n 4 Sean I una variable aleatoria con distribucidn gaussiana inversa generalizada 
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y A una variable aleatoria tal que A2 = I. 
Si  I N N-l (a, y, A) entonces A N N-ll2 (a, y, A) 
Demostrxi6n 
La funci6n de densidad de la variable aleatoria A viene dada por fA(x) = fI(x2)2x luego, 
utilizando la ecuaci6n (3.8) se tiene que fA(x) = ( A ) ~ ' ~  ~ ( ( Y - I ) ~ - ;  (7xd2+h2) 2x = 
7 * 
($1 "1' 2a-1 e -1(7~-2+~~2) 2 , luego A N N-ll2 (a, y, A) 
Proposici6n 5 Son vdidas las siguientes afimaciones. 
1. Si X N N-lI2 (a, y, A) # x - ~  N N-'l2 (-a, y, A) 
2. Para todo e > 0, x N-'I2 ( a , ~ ,  A) * N-lI2 (a, CY, $) 
3. Esta distribuci6n es unimodal y su moda es: 
Veamos, en la siguiente secci6n dos casos particulares de esta distribuci6n, que s e r h  de 
suma importancia en lo que resta de esta tesis. 
3.2.2 Las distribuciones para el backscatter de amplitud 
Como ya se mencion6, en el tratamiento de imAgenes SAR se ha utilizado la distribuci6n raiz 
cuadrada de Gamma como modelo para el backscatter. En [FMYS97] esto se generaliz6 a 
la distribuci6n Gaussiana Inversa Generalizada, per0 se vi6 que en la pr&tica era sdciente 
trabajar con la recfproca de la raiz cuadrada de Gamma. Por este motivo, en esta secci6n 
s e r h  estudiadas cuidadosamente las principales propiedades de estas distribuciones, haciendo 
hincapib en sus similaridades y analogias. En el esquema (3.2) se muestran las relaciones, 
con respecto a la convergencia, entre las distintas distribuciones para el backscatter, ver en el 
Apbndice E. 
Definici6n 6 Sea X una variable aletoria. X esM distribufda m f z  cuadmda de Gamma, que 
denotaremos X N r1I2 (a, A), si su funcidn de densidad es: 
Definici6n 7 Sea X u n a  variable aletoria. X estd distribufda recfpmca de mb cuadmda de 
Gamma, que denotaremos X N r-lI2 (-a,?), s i  su funCi6n de densidad es: 
Ejemplos de estas densidades para diferentes valores de 10s parhetros s e r h  mostrados en 
la secci6n 3.2.4. 
A partir de la distribuci6n N-lI2 (a, 7, A), regtringiendo el espacio parambtrico obtenemos 
las distribuciones I'll2 y r-'l2, como se probar6 en las siguientes proposiciones. 
Proposici6n 8 Si X N N-lI2 (a, 7, A) y si  se restringe el espacio de 10s padmetros a A = 0 y 
-a, 7 > 0, entonces X N "r-lI2 (-a, ?). 
Demostraci6n 
Sabemos que se cumple que 
lim Ku (x) = 2"-'l? (v) x-" 
x+o 
para v > 0 y adem& que 
con v E R. Ver en Apbndice A definici6n y propiedades de la funci6n K, (x). 
Entonces, utilizando las ecuaciones (3.11) y (3.12) bajo la condici6n -a > 0 y substituyendo 
en la ecuaci6n (3.8)se tiene: 
Haciendo un cambio de variables: y = x f i  y reemplazando en (3.13)obtenemos: 
que es, por (3.10) la funcidn de densidad correspondiente a una variable aleatoria distribufda 
reciproca de la raiz cuadrada de Gamma. Es decir que cuando hacemos tender a 0 el valor del 
parhetro A, y -a y y son positivos, entonces X N I'-lI2 (-a, y) 
Proposici6n 9 Si X N N-lI2 (a, y, A) y s i  se restringe el espacio de 10s pariimetros a y = 0 y 
a, A > 0, entonces X N r1I2 (a, A). 
Demostracidn 
Siguiendo un razonamiento andogo a la propoeici6n 8, usando las ecuaciones (3.8), (3.11) 
y (3.12), se obtiene que X estd distribufda raiz cuadrada de Gamma. I3 decir que cuando 
hacemos tender a 0 el valor del parzimetro y, y a y A son positivos, entonces X N r1I2 (a, A) 
con funci6n de densidad dada en (3.9) 
Proposici6n 10 Los panimetros A y y de las densidades dadas por las ecuaciones (3.9) y (3.10) 
respectivamente, son panimetros de esmla y por lo tanto son ciertas las siguientes afinnaciones: 
I .  X N r1I2 (a, A) +xfi N r1I2 (a, I), pam a > 0, 
x r1I2 (a, 1) +-x/fi r1I2 (a, A), pam a > o 
2. X -- (a, y) +-5 -r-lI2 (a, I), para a < 0, 
X I'-lI2 (a, 1) +Xfi  N r-lI2 (a, I), pam a < 0 
Demostraci6n 
Si X N r1I2 (a, A) entonces fx (x) = 2Xu 5 2 ~ - 1  -Ax2 iFJ e , consideremos la variable aleatoria Y = 
xfi ,  luego fy (y)  = f X ( x )  2. Reemplazando en la ecuaci6n (3.9) obtenemos: 4 x 6  
pero esta es la densidad de una variable aleatoria raiz cuadrada de Gamma con parhetros 
(a, I ) ,  entonces Y N I'll2 (a, 1). La otra implicaci6n es inmediata. La prueba de la parte 2) es 
andoga a la anterior, utilizando la densidad (3.10) 
Proposicidn 11 Son vblidas las siguientes afirmaciones: 
1. Si x r-I/2 (a, 7) entonces X - I  r1I2 (a, y)  
2. Si X N r1I2 (a, y)  entonces x2 I' (a, y)  
Demostraci6n 
2 Si X - (a, y)  entonces f x ( z )  = 7ar -a: z%-'e-7~-~ con -a > 0,  y sea la vari- 
able aleatoria Y = X-I cuya fund6n de densidad viene dada por: fu(y) = f x ( i ) $  = 
2ff-1 (t) e-7~2 .$ = & y 2 ( - 3 - 1 e ~ 3 .  
La prueba de la parte 2) es andoga a la anterior considerando la variable aleatoria Y = x2 y 
funci6n de densidad fy ( y )  = fx ( f i )  ljb 
3.2.3 Propiedades de las distribuciones I'll2 y 
Propiedades de la distribucidn r1l2(a, A) 
Propiedad 12 Los momentos de orden r de l a  distribucidn r1I2(a, A) wienen dados por: 
y para a, A > 0 t iene momentos finitos. 
Demostracibn 
Los momentos de orden r se pueden escribir como 
haciendo el cambio de variable Ax2 = y ,  dx = & y reemplazando en (3.15) obtenemos 
r ( a  + r/2) 
0 
r (a) 
Propiedad 13 Varianza de la distribucidn I'll2, esth definida como: 
puesto que 
Var (X) = E (x2) -E~ (X) = r ( a + i )  - r2(a+ i /2 )  Wa) All2 ( 4  
La figura 3-4 muestra la varianza en funci6n de los partimetros a y A. Si a + 0 entonces 
Var (X) + 0 para cualquier valor de X a menos que X --+ 0 en cuyo caso se tendra que 
Var (X) + oo. La figura 3-5 muestra un corte de la superficie de la varianza para X = 1. 
Se tiene que l i ~ + ~  ( a - -1) = 0.25 y limff+o ( a - w) = 0, es decir que la 
Var (X) dependera del parhetro X y variara inversamente proportional a1 partimetro de escala 
A, es decir: 
esto explicarfa el comportamiento en las grAficas de r1l2 cuando se vada el parhetro A, y el 
60 
parhetro a queda fijo como se ver& en la secci6n 3.2.4. 
.8 
.6 
Var 
.4 
Figura 3-4: Varianza de la distribuci6n I'll2 en funci6n de 10s parhetros a y X 
r2 (Y+I 2 Figura 3-5: Grace de Var (X) = a - w, en funci6n de a y para X = 1. 
Propiedad 14 El weficiente de variacidn (CVr1/2) de la distribucidn r1I2  es: 
Recordando que el coeficiente de variaci6n de una distribuci6n es: 
y utilizando la f6rmula (3.14), se obtiene la f6rmula (3.17). La figura 3-6 muestra el grGco del 
coeficiente de variaci6n en funci6n del parhetro a para n = 1. 
Figura 3-6: Coeficiente de variaci6n Wr1/2 de la distribuci6n r1I2, en funci6n del parhetro 
a. 
Propiedad 15 Coeficientes de Asimetda y Curtosis de la distribucidn r1I2. 
Los momentos centrales de orden Ic de una variable aleatoria X estdn definidos como pk = 
E (X - E (x))~ y la varianza de X como rr2 = E (X - E (x))~. Sean yl el coefieiente de 
asimetda y y2 el weficiente de curtosis, que se definen de la siguiente manem: 
S i  X es una variable aleatoria con distribucidn r1I2 el coeficiente de asimetda tiene la siguiente 
f d m d a :  
r ( a  + 112) ((1 - 4a) r2(a)  + m 2 ( a  + 112)) 
'Yl = 2 (OLP(OI) -r 2 ( ~  + 1 / 2 ) ) ~ / ~  
y el weficiente de Curtosis es: 
Los coeficientes de asimetrfa y curtosis de la distribuci6n I'll2 no dependen del parkmetro 
- A, dependen solamente de a ,  que es un partimetro de forma. Se cumple que li-, yl - 
l i ~ , ~  y2 = 0, es decir, que cuando a es suficientemente grande no hay diierencia entre la 
distribuci6n I'll2 y la distribuci6n Gaussiana. Las figuras 3-7 y 3-8 muestran la variaci6n del 
coeficiente de asimetria y del coeficiente de curtcxlis, ambas en funci6n del parhetro a , re- 
spectivamente. En la tabla 3.1 se muestra para ciertos valores de a, como varia yl y de 7 2 .  
Figura 3-7: Variaci6n del coeficiente de asimetria yl ,  de la distribuci6n l?1/2, en funci6n del 
parbetros a para n h e r o  de looks n = 1. 
Figura $8: Variaci6n del coeficiente de curtosis r2 en funci6n del parhetro u 
Propiedad 16 Moda de la distribucidn I'll2 
La moda de la distribucidn I'll2 es: 
moda12 = \/? ,para - a, x > o 
Derivando la funci6n de densidad e igualando a 0, se tiene: 
despejando x se obtiene modal2. Por lo tanto esta distribuci6n es unimodal y su moda viene 
dada por: 
Propiedades de la distribucidn r-lI2(a, y)  
Propiedad 17 Momentos de orden r de la distribucidn rd1I2(a, y)  son: 
E (xT) = y T p r k a  - ~ 1 2 )  , pam - a > r / 2  
IT-a) 
y pam -a < 7-12, E (Xr) = oo. 
La demostraci6n es andoga a la de momentos de orden r de la distribuci6n I'll2, ver item 12 
Propiedad 18 Varianza de la dzstribucidn r-lI2 
Su fdnnda Gene dada por 
r2(-a - 1/21 
, para - a > 0, -a # 1 
r2(-,) 
est6 definida pam a < -1 y pam todo y y adem& vale que lim-,,l- V a r  ( X )  = oo para 
cualquier valor de y. 
Se puede ver en la figura 3-9 donde se muestra el grace de la varianza en funci6n de 10s 
parkmetros a y y. La figura 3-10 muestra un corte de la superficie para y = 1. Este hecho 
nos indica que seria un buen modelo de ajuste para datos muy disperses cuando el valor del 
parkmetro a toma valores muy cercanos a 0, como es el caso de 10s datos que provienen de 
Areas muy heterogbneas en las imtigenes SAR. 
Figura 3-9: Varianza de la distribuci6n en funci6n de 10s parhetros a y 7 
Propiedad 19 El coeficiente de variacidn (CV~-I/~) de la distribucidn es: 
y utilizando la f6rmula (3.18), se obtiene la f6rmula (3.19) 
Propiedad 20 Coeficientes de Asimetrta y Curtosis 
Utilizando bas definiciones de estos coeficentes vistas en 15 tenemos: 
definido para -a > 312 
definido para -a > 2. 
Figura 3-10: Varianza de la distribuci6n I'-lI2 en funci6n del parhetro a y y = 1. 
Ver Apendice B. Los coeficientes yl y y2, no dependen del parhetro de escala y, dependen 
solamente del parhetro a. 
Propiedad 21 Moda de la distribucidn I'-'I2 
La distribucidn I'-lI2 es unimodal y su moda es: 
El razonamiento, para este caso, es andogo al que se hizo para la distribuci6n r1I2en la 
propiedad 16 
En las tablas 3.2, 3.3 y 3.4, se muestran valores de la moda de la distribuci6n Variando 
a y manteniendo y = 1 la tabla 3.2 muestra que cuando a decrece la moda se va acercando al 
valor 0, gr6iicamente este hecho se muestra en la figura 3-16. Para valores de y obtenidos de tal 
manera que la media sea unitaria, la tabla 3.3 muestra 10s valores de la moda correspondientes 
a a E (-0.8, -1, -2, -3, -4, -101, y en la figura 3-20 se puede observar tambidn que cuando 
a toma valores r n h  cercanos a 0 entonces la moda tambib se acerca al valor 0. Por IFltimo, la 
tabla 3.4 muestra la moda para a = -1 y y E {1,5,10,20,40) y se ilustra en la figura 3-19. En 
este caso se puede ver que la moda crece cuando y crece. 
Tabla 3.1: Valores correspondientes a la sirnetria y curtosis para distintos d o r e s  de alpha 
Tabla 3.2: Se muestran la variaci6n de la moda para distintos valores de a 
Tabla 3.3: Se muestran la variacion de la moda para distintos do res  de a con 10s correspon- 
dientes valores de y tal que la media sea unitaria 
r-lI2 
Tabla 3.4: Se muestran la variacion de la moda para distintos valores de 7 
a 
-0.8 
-1 
-2 
-3 
-4 
-10 
y 
0.1514 
0.3183 
1.2732 
2.2635 
3.2595 
9.2534 
moda 
0.3413 
0.4606 
0.7136 
0.8041 
0.8510 
0.9387 
Figura 3-11: Coeficiente de variaci6n CVr-1/2 de la distribuci6n r-'I2, en funci6n del parhetro 
a. 
3.2.4 Interpretacidn de 10s parhetros de las distribuciones para el backscat- 
ter 
Veremos ahora, cud es el comportamiento de las densidades cuando los parhetros a, X y 
?.toman diferentes valores. 
En la figura 3-12 se muestran ejemplos de la densidad r1I2 (a, A) para el parhetro de escala 
X = 1 y para el parhetro a tomando seis valores diferentes dentro del conjunto {0.5,1,2,3,4,10). 
Para a = 0.5 y X = 1, como I?(:) = fi, la funci6n de densidad queda 
que es proportional a la densidad de la distribuci6n normal para x > 0 y aparece en dicha 
figura como la curva de h e a  s6lida gruesa. Vemos que para a > 1, al aumentar el valor de a, 
la densidad se vuelve cada vez m6s simbtrica. 
Se puede observar en la figura 3-13 que para valores de a cercanos a 0 las densidades se 
vuelven cada vez menos simbtricas, se muestra como referencia a la densidad correspondiente a 
a = 0.5. Calculando la esperanza y varianza de la variable aleatoria X, para X = 1 se tiene que 
Figura 3-12: Gr &co de las densidades de r1I2 para X = 1 y a E {0.5,1,2,3,4,10) (s6lida 
gruesa, Alida, cortada , punteada, punto linea, punto punto linea,respect.) 
'I2) + 0 y lima+o V ~ T  (x) = lima+o l i n h 4  E (X) = lim,-+o 
la secci6n 3.2.3) 
Esto sugiere que, para datm con mucha dispersi6n, como son aquellos provenientes de &reas 
rnuy heterogbneas en las im8genes SAR y que se corresponden con valores rnuy cercanos a 0 
para el parhetro a, este no seria un buen modelo a adoptar, a menos que X tome d o r e s  rnuy 
cercanos a 0, en cuyo caso la varianza ser8 rnuy grande atin cuando a sea pequefio. 
Figura %13: Funciones de densidad de la distribuci6n r1I2 para X = 1 y a E {0.01,0.2,0.5) 
La figura 3-14 muestra las densidades de r1I2 (a, A) para un valor fijo a = 1 y tomando X 
dentro del conjunto {1,5,10,20,40). La ecuaci6n de la funci6n de densidad para a = 1 viene 
dada por f (z) = 2X z e - * ~ ~  y la moda es alcamada en -&, es decir, cuando X crece la moda 
se va acercando a 0. Notemos que la asimetria de las densidades no varia cuando modificamcs 
el parhetro A. 
Figura 3-14: Gr&tico de densidades de I'll2 para a = 1 y X E {I, 5,10,20,40) ( d d a ,  raya, 
punto, punto raya, punto punto raya, resp.) 
Considerando ahora el valor de X como funci6n de a, tal que la media sea 1, es decir, tal 
que 
E(X)  = r ( ~  + 112) = 1 se obtiene A* = 
X1I2r(a) 
En la tabla 3.5 se muestran 10s valores de A* correspondientes a 10s valores a E {0.5,1,2,3,4,10) 
y la figura 3-15 muestra la variaci6n de las densidades para dichos valores de a y A*. La 
variaci6n de a indica, como ya vimos en el caso X = 1 , una variaci6n en la forma o simetrfa de 
las densidades. Este caso servira para poder comparar luego las densidades de las distribuciones 
~ 1 1 2  r-112. 
Habiendo visto ya la interpretaci6n de 10s parhetros a y X de la distribuci6n r1I2, a 
continuaci6n veremos la correspondiente a la distribuci6n r-lI2. 
En la figura 3-16 se muestra la variaci6n de las densidades de la distribuci6n para 
Figura 3-15: Grace de la densidades I'll2 correspondientes a 10s valores a E {0.5,1,2,3,4,10) 
y 10s vdores de X tal que la media sea unitaria.. (s6lida gruesa, cortada, punteada, punto linea, 
punto punto linea, s6lida) 
el parhetro de escala = 1 y para valores de a E (-0.5,-1,-2,-3,-4,-10). Se puede 
apreciar que, cuando 10s valores de a se acercan a 0, la curva se aplana cada vez m&, es decir 
que la varianza aumenta cuando aumenta a. Esto significa que estamos en presencia de un buen 
modelo para ajustar datos muy dispem, recordtindo que es el caso de 10s datos provenientes 
de Areas extremadamente heterogkneas en las irntigenes SAR y que adem& para este tip0 de 
datos el parhetro a alcanza valores muy cerca de 0. 
r -0-1 2 La esperanza de la distribuci6n I'-'I2 para 7 = 1 es E (X) = y estti dehida para 
a < -1/2 y se cumple que lim0,-l/2- E (X) = oo. 
Esta restriccibn para la media y su m6loga para la varianza, que serb vista m6s adelante no 
comprometen la discusi6n que se viene siguiendo, ya que la media es una medida de centralidad 
y la varianza es una medida de dispersi6n. A pesar de las restricciones, se las utiliza por 
su simplicidad computacional para este caso. La mediana y la distancia intercuartil siempre 
existen, pero en este caso no se las utiliz6 debido a la complejidad andtica que ofrecen. 
La varianza de la distribuci6n I?-ll2 para 7 = 1, se puede escribir como 
r2(-a - 1/21 
Var (X) = Vr-1/2 (X) = 
r2(-a) 
y estd definida para a < -1. 
Tomando limite, se tiene que 
r ( -a  - 1) r2(-a - 112)) 
lim - = 00, 
W-1- ( r(-a)  r2(-a) 
como se puede ver en la figura 317 que muestra la varianza en funci6n del parhetro a. En 
la figura 3-18 se muestran las varianzas de las distribuciones r1I2 y I'-ll2 en funci6n de Ial. 
Clarmente se ve que 
(dondeVrlI2 denota la va;rianza de r1l2), a diferencia de la variama Vr-l/2 (X) que crece cuando 
la1 se acerca a 1 por la derecha. Lo que se destaca de esta comparaci6n es que 10s datos de 
imzigenes SAR no siempre pueden ser bien ajustados utilizando el modelo de la distribuci6n 
r1j2 para el backscatter, pero si cuando se utiliza la distribuci6n como modelo. 
La figura 3-19 muestra las densidades de la distribuci6n para el parhetro a = -1 y 
7 E (1,5,10,20), la vaxiaci6n creciente del parbetro de escala y implica densidades con medias 
crecientes, su forma no varia presentando todas una asirnetria equivalente. Consideremos, por 
atimo d partimetro 7 como funcidn de a de tal manera que la media sea 1, es decir, t d  que 
1/2r(-a - 1/21 E(X) = Y  r(-a) = 1, para a < -112 
Para valores de a > -112, E(X)  = oo. Entonces 7 como funci6n de a viene dada por 
En la tabla 3.6 se muestran 10s valores de 7* para 10s valores a E 1-0.8, -1, -2, -3, -4, -10) 
y en la figura 3-20 se muestra la variaci6n de las densidades para estos mismos valores. 
Figura 3-16: Graces de las densidades I'-lI2 para -y = 1 y a E (-0.5, -1, -2, -3, -4, -10) 
(s6lida gruesa, sblida, cortada, punteada, punto linea, punto punto linea, resp.) 
Notemos que las colas de las densidades cuando a aumenta tienden a ser m& dkbiles, como se 
puede ver en la figura 3-21, donde para las densidades mAs sim6tricas son las correspondientes 
a a = -4 y a a = -10 que son las que en esta representaci6n se ven como partibolas, mientras 
que para a = -1 y a = -0.8 las curvas muestran una forma hiperb6lica, ver [BNB81]. 
Notemos que las colas de las densidades cuando a decrece se hacen mAs debiles. Para 
a = -0.8 la densidad es la menos simktrica. 
3.2.5 Comparaci6n de las densidades I'll2 y 
Para halizar esta secci6n consideraremos las variaciones de 10s pardmetros de las densidades 
de las distribuciones I'll2 y I?-'I2 y sus grAficos en forma comparativa. Adem& utilizando 
las f6rmulas de 10s momentos de I'1/2y de I?-'I2 vemos que el paritmetro de escala A de la 
distribuci6n 
y el parhetro de escala 7 de la distribuci6n es: 
notando que X y y tienen un comportan como valores inverses. 
La figura 3-22 muestra las diferencias entre las densidades correspondientes a las distribu- 
ciones I'll2 (0.5,0.31) y I?-ll2 (-0.8,0.15), cuando 10s parhetros a1 de la distribuci6n r1I2 y 
a 2  de la distribuci6n e s t h  muy cerca de 0. Aqui vemos que la distribuci6n r-'I2 serfa un 
buen modelo para datos muy dispersos y que la distribuci6n r1I2 no cumpliria este requisite. 
Pero si consideramos 10s pares de distribuciones r1I2 (4,3.7) y r-'I2 (-4,3.2), la diferencia 
entre ellas como se puede apreciar en la figura 3-23 es muy pequefia, un valor numkrico aprax- 
imado de la distancia L2 entre las dos distribuciones es 0.08. En la misma figura se tienen 10s 
gr6cos de las densidades r1I2 (10,9.7) y (-10,9.2) y se puede notar que la diferencia 
entre ambas disminuy6. Calculando la distancia L2 aproximada entre ellas di6 como resultado 
0.05. (En el Capftulo 6 se tratarA el tema de la aproximaci6n numkrica de las distribuciones 
con mzis profundidad). Por consiguiente, esto nos sugiere que para datos heterogkneos pero no 
extremadamente heterogkneos, como asi tambikn para homogkneos la distribuci6n r-'I2 puede 
Figura 3-18: Las curvas corresponden a las varianzas de r1I2 (s6lida) y I?-ll2 (punteada) en 
funci6n de la[, para X = y = 1. 
substituir a la distribuci6n r1I2. 
3.3 Las distribuciones para el retorno de arnplitud 
En esta secci6n veremos las distribuciones que se han propuesto para el retorno de amplitud. 
En 10s esquemas (3.3) y 3.4 se presentaron, a partir del modelo rnultiplicativo, las relaciones 
entre las diferentes distribuciones que modelan el retorno, para el speclcle con modelo I'll2 (n, n) 
y para 10s diferentes modelos de backscatter s e g b  sea que 10s datos provengan de beas con 
mayor o menor grado de homogeneidad. Veremos entonces las distribuciones 6, ?CA y &. 
3.3.1 La distribucidn 6 
Cuando el modelo general del backscatter en formato amplitud sigue la distribuci6n raiz cuadra- 
da de la Gaussiana inversa generalizada JV-'/~ y el speckle sigue la ley r1I2, entonces bajo el 
modelo multiplicativo el retorno serd modelado con la distribuci6n 6 que dependerh de cu- 
atro parhetros como se sintetiz6 en la tabla 3.3. La densidad de una variable distribuida 
Figura 3-19: Griifico de las densidades de para a = -1 y y E {1,5,10,20) 
y sus momentos de orden r: 
En la figura 3-24 se muestran dos grficas de la densidades de la distribuci6n 6 para a = 
l , n = l , A = l y ~ = l , d o n d e f i , ( z ) = & ~ O  2 (1+.z2) y p a r a a = 2 , n = l , X = l y y =  (r) 
1, donde fa (z)  = & (y + n ~ )  ' I 2  K1 (2 d m )  , respectivamente. Su representxi611 
logaritmica se muestra en la figura 3-25. 
Es bien sabido la importancia de las distribuciones K: y la existencia de numerosa literatura 
que aborda este tema, por ejemplo, ver [JT87], [Oli91] y [OQ98], entre otros. Dentro de estas 
distribuciones encontramos el caso particular de la distribuci6n K A  para datos de amplitud, a 
Figura 3-20: Gr;Sficos de las densidades de para a E (-0.8, -1, -4, -10) y valores de y 
tal que la media sea 1, que aparecen en la tabla 1.2 . (s6lida, cortada, punteada, punto linea, 
resp.1 
la que nos dedicaremos en esta tesis. Daremos a continuacibn las defbiciones y propiedades de 
la distribuci6n KA, como asi tambikn mostraremos griificamente la variaci6n de las funciones 
de densidad con respecto a sus parhetros. 
Definici6n 22 La funcidn de densidad para la distribucidn lCA estii definida de la sigzliente 
fornaa: 
y su funcidn de distribucidn acumdada es pam la KA: 
22-a-n 
Fx (x; a) = 1 + 
r(a)r(n) S(Y, k, 2) 
I -zU+' K,+~(z) donde g(u, k, 2) = (k - 1) (2u + k - l)g(u, k - 2, z) - -zVfk~,+l (2) - (k - l ) ~ ~ + ~ - ~ k , ( z )  si k > 1 
donde K, es la funcidn modificuda de Bessel de terceru especie y orden u. 
Figura 3-21: Representaci6n logaritmica de las densidades de r-lI2 para a E 
(-0.8, -1, -4, -10) y valores de y tal que la media sea 1, que aparecen en la tabla 1.2 , 
(sdlida, cortada, punteada, punto raya, resp.) 
Proposicidn 23 Sean XA e YA dos variables a2eatorias independientes tales que XA N r1I2(a, A) 
y YA N r1I2(n, n) wn a, A, n > 0, entonces la variable aleatoria producto ZA = XAYA tiene 
distribucidn lCA (a, A, n) con a, A, n > 0. 
Demostraci6n 
Para la demostraci6n ver Aphndice F proposici6n 56. 
3.3.3 Propiedades de la distribucidn ICA 
Propiedad 24 Los momentos de orden r de una variable aleatoria Z wn distribucidn KA son: 
Propiedad 25 La varianza de una variable aleatoria Z wn distribucidn KA es: 
1 ( r2 (n + 112) r2 (a + 112) V a r ~ ,  (2) = - n a  - An r2 (n) r2 (a) 
Figura 3-22: Grace de las densidades I'll2 (0.5,0.31) y I'-lI2 (-0.8,0.32) (s6lida y punteada, 
resp.) 
Podemos notar, s e g h  la ecuaci6n (3.22), que en el caso que el parhetro a toma valores 
rnuy cercanos a 0, es decir, cuando se estA en presencia de keas con datos rnuy heterogbneos, 
se tiene que para valores fijos de X y n, la varianza se hace rnuy pequefia. Esto es un indice 
que el modelo considerado no es bueno para este tip0 de keas, puesto que la variabilidad de 
10s datos, en este caso, seria rnuy grande. Por otro lado, teniendo en cuenta que la varianza 
tambibn depende del parhetro A, cuando h t e  es rnuy pequefio la varianza es rnuy grande, por 
lo tanto, para datos provenientes de keas rnuy heterogbneas, que es el caso cuando a es rnuy 
pequefio, no podriamos afirmar que este modelo no ajusta bien. Para tener una noci6n m& 
clara del problema hay que considerar el coeficiente de variaci6n. Este hecho se muestra en la 
figura 3-26, donde se ve el grace de la varianza en funci6n de 10s parhetros a y y, para n = 1. 
Propiedad 26 El coeficiente de uariacidn de la distribucidn K A  es: 
Figura 3-23: Densidades r1I2(4, 3.7) (sdida), r-'I2(-4, 3.2) (cortada), 1'1/2(10, 9.7) (punteada) 
Y r-I/2(-10, 9.2) (punto raya) 
La f6rmula del codciente de variaci6n CV para una variable aleatoria X es: 
Luego, reemplazando por el momento de orden 2 y por el cuadrado del momento de ordenl, el 
coeficiente de variaci6n para una variable aleatoria X con distribuci6n lCA es: 
que no depende del parhetro A. 
La figura 3-27 muestra las densidades de la distribuci6n lCA para a = 1, a = 4 y a = 8, cuando 
X = 1 y n = 1. Gr6iicamente se podria decir que cuanto menor es a la curva considerada 
tiene menos dispersidn, per0 este hecho no es cierto, ya que si calculamos para cada curva el 
coeficiente de variaci6n h t e  nos dart4 el pocentaje de varianza relativa al valor medio. 
Para n = 1 tenemos 10s siguientes dores: CV1 = 0.79, CV4 = 0.59 y CV8 = 0.56. A menor 
CV le corresponde un hea  m& homogknea, es decir que para el parbetro a = 4 correspon- 
derfa una curva que ajusta datos m& homogkneos que para a = 1 per0 menos homogkneos que 
Figura 3-24: Funciones de densidad correspondientes a g (1,1,1,1) (s6lida) y g (2,1,1,1) (pun- 
teada) , respectivamente 
para a = 8. En la figura 3-28 se muestran las mismas densidades que en la figura 3-27 pero 
utilizando 10s valores A* que corresponden a 10s valores del partimetro X cuando la media es 
unitaria, que es considerada para poder luego hacer una comparaci6n con la distribuci6n &. 
En la figura 3-29 se muestran las densidades variando el partimetro X y dejando fijos 10s partimet- 
ros a = 1 y n = 1, en ese caso la. densidad es: fx (x) = 4 (A) XKO 2 x 4  , se puede ver 2 o  
que cuando X decrece la dispersi6n aumenta. La figura 3-30 muestra las densidades cuando se 
mantienen fijos 10s parihetros a = 1, X = 1 y variando n en este caso se consider6 n = 1 y 
n = 10. 
Propiedad 27 Coeficientes de Asimetda y Curtosis para la distribucidn K A  
Si X es una variable aleatoria con distribucidn K A  10s coeficientes de asirnetda y curtosis son: 
Para el desamllo de las fdrmulas, ver ApCndice B. Estos dos coeficientes no dependen del 
Figura 3-25: Funciones de densidad correspondientes a G (1,1,1,1) (s6lida) y G (2,1,1,1) (pun- 
teada), en su representaci6n logarftmica. 
3.3.4 La distribucidn G: 
Vamos a dedicar esta secci6n a la distribuci6n central para esta tesis: la distribuci6n &. Esta 
distribucidn se debe a F'rery et al, ver FMYS971, y es de suma importancia en el procesamiento 
y el anasis de imtigenes SAR. Esta importancia se debe a que esta distribuci6n es un buen 
modelo para ajustar datos extremadamente heterogkneos, a costos computational y te6rico 
relativamente bajos. Hasta ese momento no habia nin@ buen modelo que ajustara bien este 
tip0 de datos dentro de la clase de distribuciones que devienen del modelo rnultiplicativo. 
La distribuci6n KA era, en la propuesta de ese articulo, un modelo d i d o  solamente para 
datos homogkneos y heterogheos, pero fallaba para modelar datos extremamente heterogkneos. 
Adem& la poca tratabilidad de su funci6n de densidad y su funci6n de distribuci6n acumulada, 
impedian utilizarla como un modelo general para datos SAR dentro del modelo rnultiplicativo. 
En el artfculo antes mencionado se mostr6 que la distribuci6n Gi ajusta bien 10s datos de 
cualquier tipo de &eas y, ademh, posee una funci6n de densidad y una funci6n de distribuci6n 
totalmente tratables numkrica y computacionalmente. Presentaremos en esta secci6n su fun- 
Figura 3-26: Varianza de la distribuci6n K A  en funci6n de a y A, para n = 1 
ci6n de densidad, 10s grtificos correspondientes a la variaci6n de sus partimetros junto con sus 
propiedades m& importantes, momentos, coeficientes de asimetrfa y curtosis y propiedades de 
convergencia. Se ver6 tambibn que la funci6n de distribuci6n acurnulada es ftkilmente obtenible 
atravb de la distribuci6n F de Snedecor. &te hecho, a la luz de la amplia divulgaci6n de esta 
atima en varios sistemas computacionales, ser6 muy fitil a la hora de estimar 10s partimetros 
de esta distribuci6n. 
Definici6n 28 La variable aleatoria ZA se dice que esth distribuida Gi y denotamos ZA N 
Gi (a, y, n) si su fincidn de densidad es 
2nnr (n - a)  z2n-1 
fzA(z) = para -a ,y ,n ,z  > 0 yr  (-a) r (n) (7 + z2n)n-a ' 
y su fincidn de distribvcidn acurnulada es 
Figura 3-27: Densidades de la distribuci6n lCA para n = 1, X = 1 y a = 1 (sdlida), a = 4 
(rayada) y a = 8 (punteada), resp. 
dondeH es 20 funcidn hipergeombtrica definida de la siguiente forrna: 
H(a, b; c; z) = " I'(a + k)F(b + Ic) zk - 
r (c+ ~ c )  ~ c !  
Proposici6n 29 Sean XA e YA dos variables aleatorias independientes tales que XA N r-ll2(a, 7) 
y YA r1I2(n, n) wn -a, y, n > 0, entonces la variable aleatoria producto ZA = XAYA tiene 
distribucidn Gi (a, y, n) wn -a, 7, n > 0. 
Si ZA = XAYA y XA e YA son independientes entonces la funci6n de densidad fa de ZA 
00 
es fa (z) = fx, (f) fv, (3) id9 (ver Aphdice H, propasici6n 64). Entonces, 
0 
Figura 3-28: Densidades correspondientes a KA(l, 0.6,l) (s6lida) y KA(4, 2.95,1) (cortada) y 
KA(8, 6.09,l) (punteada). Los valores de X son 10s obtenidos suponiendo media unitaria. 
-112 haciendo el cambio de variables y = zt (? + z2n) se tiene 
a, 
Corno 2 J t2(n-")-1 e -t2 d y = I? (n - a), entonces la funcidn de densidad de la distribuci6n 
Definici6n 30 Sea X una variable aleatoria con distribucidn F,,, de Snedecor con m y n 
Figura 3-29: Densidades de la distribuci6n K*, para a = 1, n = 1 y X = 1 (s6lida), X = 10 
(cortada) y X = 100 (punteada) 
grados de libertad, entonces su funcidn de densidad Gene dada par: 
y su funcidn de ddistribucidn acumulada es: 
Teorema 31 La distribucidn $(a, 7,  n) es proportional a la m b  cuadrada de la distribucidn 
de Snedecor y su funcidn de distribucidn acumulada Gene dada por: 
Demostraci6n 
Sean X,  Y variables aleatorias independientes tales que X (a, 7) e Y - r1l2 (n, n) y 
Z una variable aleatoria tal que Z = XY. Consideremos la variable aleatoria X* = 1/X. De 
la proposici6n 11 parte 1) se tiene que si X N r-'f2(a, 7)  entonces X* N r1/2(-a,r)  y por la 
Figura 3-30: Grace correspondiente a las funciones de densidad de la distribuci6n 
K A  (1,1,l) (s6lida), K A  (1,1,2) (cortada) , K A  (1,1,10) (punteada), resp. 
parte 2) de la misma, vale que x * ~  N r(-a, y) y que y2 w r (n, n). Consideremos la variable 
aleatoria 
y veamcxr, que ley sigue. Se sabe que, si W es una variable aleatoria que tiene distribucibn 
r(q, ) , cuya funci6n de densidad es: 
wq-I q ( -w/2 )  
f ~ ( ~ )  = ,(,) , para q, w > 0. 
coincide con la funci6n de densidad de XE para 2q = v: 
t Y - l  
fxz (t) = exp(-t'2) , para t, v > 0. 25 r(;) 
Luego, de la proposici6n 10, parte 1) se tiene que 2ny2 r(n, i) y que 2 y ~ ' ~  w I?(-2a, )), 
es decir, podemos asegurar que: 
Se sabe que si U y V son variables aleatorias tales que U -- X Z  y V -- $ entonces 
donde Fv,, es la distribuci6n de Snedecor con v y p grados de libertad. Consideremos ahora 
X = XA, Y = YA y Z = ZA, entonces se tiene que: 
Entonces si S es una variable aleatoria tal que S - tenemos que = (%)'I2 s1I2 
cuya funci6n de distribuci6n acumulada se puede calcular como: 
y como S N obtenemos: 
donde T,,, es la funcidn de distribuci6n acumulada de una variable aleatoria con distribucidn 
3 de Snedecor. 
Como la distribuci6n F se encuentra en m a  gran cantidad de importantes problemas es- 
tadisticos, su funci6n acumulada T se puede obtener en divers- sistemas y tablas estadfsticos. 
Por lo tmto se tiene una forma fhcil de obtener la funci6n acumulada para la distribuci6n G: 
utilizando tablas estadisticas estandar o.rutinas para la distribucidn F. 
Gsta importante relaci6n entre las distribuciones & y F permite el c6mputo de cantidades 
relevantes tales como los estadisticos de orden, que son utilizados en estimaci6n de parhetros, 
en proyecto de filtros robustos etc. Otra utilidad przktica de esta relaci6n es la posibilidad de 
evaluar la funci6n hipergeomktrica de manera fkil, tal como se muestra a continuaci6n. 
Corolario 32 La fi_mcidn hipergeomttrica puede ser dculada en finddn de la distribuddn 
acumulada F de Snedecor. 
Demostraci6n 
Si ZA es una variable aleatoria tal que ZA N GO(a, r, n), entonces su distribuci6n acumulada 
es: 
donde H(n, n - a; n + 1; -nz2 /r)  es la funci6n hipergeomktrica, (ver [FMYS97]), entonces, 
utilizando la ecuaci6n (3.27) y despejando tenemos que la funci6n hipergeomktrica H se puede 
escribir 
y que es muy fkil  de calcular numkricamente debido a que la funci6n de distribuci6n acumulada 
3 de Snedecor est6, tabulada. 
3.3.5 Propiedades de la distribuci6n G i  
Propiedad 33 Variacidn de 10s pcrTbirnetros 
A lo largo de este capftulo hemos visto, en todas las distribuciones estudiadas, la impor- 
tancia que juegan 10s parhetros para 10s cuales e s t h  definidas las correspondientes funciones 
de densidad. En particular, para el caso de la distribuci6n G i ,  centraremos nuestra atencibn 
en la variaci6n de los tres parkmetros a, r y n. El comportamiento de estos parhetros, en el 
caso concreto de aplicaci6n a imdgenes SAR, noF, dard informaci6n que podrd ser utilizada, por 
ejemplo, para filtrado del ruido speckle o para segmentaci6n y clasificaci6n de las mismas.El 
parhetro a es un parhetro de rugosidad ya que la varianza relativa al valor medio depende 
de h t e  y de la cantidad de looks utilizados para generar la imagen y es indicador del grado 
de homogeneidad de 10s datos del kea  en estudio, 7 es un partimetro de escala relacionado 
con el brillo de cada uno de los tipos de regi6n presentes en la imagen y es importante para 
la caracterizaci6n estadfstica de las diferentes keas de una escena y n es el partimetro corm 
spondiente a la cantidad de looks con que fue generada la imagen, es un partimetro global, es 
decir, es el mismo para toda la imagen. GrGcamente esta variacibn se refleja en las funciones 
de densidad de la distribuci6n G i  e induce a una discriminaci6n segfin 10s valores que toman 
10s tres padmetroe. Las figuras 3-31, 3-32 y 3-33 muestran las densidades de la distribuci6n 
G i  (a, 7, n) cuando se varia el partimetro a, el parhetro 7 y el parhetro n, respectivarnente. 
Se puede notar claramente que cuando a toma valores cercanos a 0 la varianza crece y lo mismo 
sucede cuando 7 crece, con respecto al parhetro n, cuando este crece la curva se hace m& 
Gaussiana. 
Figura 3-31: Densidades G i  (a, 1, l)  para a = -1 (s6lida), a = -4 (rayada) a = -8 (punteG 
da) 
Propiedad 34 La j h c i d n  de densidad de la disribucidn G i  es unimodd y es: 
Figura 3-32: ~ensidades~: (-1, y, 1) para y = 10 (sdida), y = 50 (rayada) y y = 100 (puntea- 
da) , resp. 
Consideremos el parhetro de escala y = 1 y n = 1 y veamos la variaci6n de la moda con 
respecto d parilmetro de rugosidad a. Como se muestra en la figura 3-34, se puede observar 
que para datos provenientes de keas homogheas la moda se acerca a 0 per0 cuando &tos 
provienen de keas extremadamente heterogbneas tiende al valor 1. Se ve que si -1 < a < 0 
entoncesfi < n < 1 y si a < -1 se tiene que n < 1. Si consideramos n = 1 y cualquier 
- 6 - 
valor del parhetro y se tendremos que fi < z < f i  si -1 < a < 0 y que n < \/$ para 
a < -1. La figura 3-35 muestra tambibn la variaci6n de la moda con respecto al parhetro a 
pero considerando datos con media unitaria y el parhetro y definido teniendo en cuenta esta 
condici6n en funci6n de a y n. La variaci6n de la moda con respecto a 10s dos parhetros a y 
y dejando fijo el ntimero de looks, en este caso n = 1, se muestra en la figura 3-36. 
En la figura 3-36 se muestra la variaci6n de la moda con respecto a1 niunero de looks n para 
a y y fijos, en este caso se consider6 y = 1 y a = -1 (arriba), a = -10 (medio) y a = -50 
(abajo). Se muestran tambibn las respectivas asintotas en lfnea punteada. Vemos que 
en todos 10s casos la moda es una funci6n creciente con respecto al n h e r o  de looks, y para 
cads a la vaxiaci6n de esta curva. es- < n < 6. 
Figura 3-33: Densidades G i  (- l , l ,n) para n = 1, n = 2 y n = 10 
Propiedad 35 Los momentos de orden r de la distribucidn Gi son 
~ / 2  r (n + r/2) I' (-a - r/2) 
, para - a, y, n > 0 
r (4 r (-4 
Estos s e d n  utilizados en  las definiciones que siguen y serlin estimados en  el Capitdo 4 
Propiedad 36 La Varianza de la distribucidn G I  es: 
-y(nr2(n) (-a - l ) r2(-a - 1) - r2(n + 1/2)r2(-a - 112)) 
o = para - a  > 1, 7,n > 0 
nr2 (n)r2 (-a) 
La varianza es una funci6n creciente de a, como se puede ver en la figura 3-38 que muestra 
la varianza en funci6n del parkmetro a, para n = 1 y y = 1. La figura 339 muestra la varianza 
en funci6n de 10s parhetros a y. y, para n = 1. Se puede notar que la varianza depende 
linealmente del parkmetro y. 
Propiedad 37 Coeficiente de Asimetrta 
Figura 3-34: Variacibn de la moda de la distribuci6n & (a, 1,l) 
De las fdrmdas de la s m i d n  15, tenemos qzle el weficiente de asimetda es: 
P3 E (X3) - 3E (X2) E (X) + 2~~ (X) 
' Y 1 = , 3 =  (E (X2) - E2 ( x ) ) ~  
donde es el momento central de orden 3 y 2 es la uarianza eleuada a la potencia g.  
Desarrollemos primer0 p3 
312 (n + 312) I? (-a - 312) I? (n + 112) I? (-a - 112) 
= 0 [ I? ( 4  I? ( -4  +2 r3 (n) r3 (-a) - 
~(n+l ) r ( - a - - l ) r (n+1 /2 ) r ( - a -1 /2 )  
-3 r2 (n> r2 (-a> I 
- ?I2 
n3I2r3 (n) r3 (-a) [r2 (n) r2 (-a) r (n + 312) I' (-a - 312) + 
Figura 3-35: Variaci6n de la moda con respecto al parhetro a para d a t a  de media unitaria 
-3n (-a - 1) r2 (n) r2 (-a - 1) T (n + 112) l7 (-a - 1/2)] 
Dividiendo p3 por 2 y llamando T (a, n) al factor que estB entre corchetes en (3.29), obtenemos 
el coeficiente de asimetria 
71 (a, n) = T (a, n) (nr2 (n) (-a - 1) r2 (-a - 1) - r2 (n + 112) r2 (-a - l/2)l3I2 
Es interesante notar que la ecuaci6n (3.30) no depende del paritmetro y y que, como era de 
esperar, es creciente con respecto a1 parhetro de rugmidad a, esto es a mayor homogeneidad 
menor asimetrfa. Se puede ver en la figura 340 la variaci6n del coeficiente de asimetrfa yl en 
funci6n del parhetro a, para n h e r o  de looks n = 1. Se podria esperar un comportamiento 
similar en el n h e r o  de looks, es decir, analizando d a  histogramas de la misma kea  y de 
im6genes con diferentes n h e r o  de looks, uno tenderfa a decir que el menos simktrico estB 
formado con 10s d a t a  que provienen de la imagen con menor n h e r o  de looks, per0 resulta que 
esta es una afirmaci6n falsa. En la figura 3-41 se muestran las curvas que corresponden a la 
variaci6n del coeficiente de asimetrfa rl en funci6n del n h e r o  de looks. Cada una repesenta 
diferentes Areas que abarcan desde las extremadamente heterogkneas (arriba) hasta las muy 
Figura 3-36: Variacibn de la moda en funci6n de a y 7, para n = 1 
homogbneas (abajo) , a E (-1.6, -4, -10, -100). Se puede observar que el minim0 de yl es 
alcanzado, en diferentes valores de n se@ la heterogeneidad de Area considerada, es decir s egh  
el parhnetro a. Todas las funciones 71 (n) son crecientes en el nfimero de looks, a partir de un 
cierto punto, el cual es un comportamiento no esperado pues lo que se esperaria que suceda es 
que rl sea decreciente con el n b e r o  de looks. Vemos en el caso de datos provenientes de Areas 
muy heterogbneas, por ejemplo a = -1.6 donde la mayor simetrfa es alcanzada en n = 1. Es 
decir, no siempre que comparamos dos histogramas, podemos concluir que el m& simbtrico es 
el que proviene de datos con mayor n b e r o  de looks. 
Propiedad 38 Coeficiente de Cursotis 
De las f6rmulas de la seccidn 15 el coeficiente de curtosis 
Tenemos que: E (X - E ( x ) ) ~  = E (x4) -4E (x3) E (X) + 6E (x2) E~ (X) - 3~~ (X) reem- 
............................................... 
o.& 
0.5: 
noda ; 
Figura 337: Variaci6n de la moda con respecto a1 n h e r o  de looks. Se consider6 7 = 1 y 
a = -1 (ads), a = -10 (rayada), a = -50 (punteada). La recta horizontal corresponde a la 
asfntota 1- a 
plazando 
-4 I' (n + 312) I' (-a - 312) I' (n + 112) I? (-a - 112) 
r2 (n) r2 (-a) + 
r (n + 1) r (-a - 1) r2 (n + 112) r2 (-a - 112) I? (n + 112) r4 (-a - 112) 
+6 r2 (n) r2 (-a) - 3  I? (n) r4 (-a) 
Por otro lado la varianza a1 cuadrado es: 
y2 (nr2 (n) (-a - I) r2 (-a - 1) - r2 (n + 1/21 r2 (-a - 112))~ 
0 = 
n2r4 (n) r4 (-a) 
Figura 3-38: Variama de la distribuci6n G i  en funci6n del partimetro a, para n = 1 y y = 1 
-4l? (n + 3/2)  r (-a - 3 /2 )  I? (n + 1/2) I' (-a - 1/2) r2 (n) r2 (-a) + 
+6r (n + 1) I' (-a - 1) r2 (n + 1/2) r2 (-a - 112) r2 (n) r2 (-a) - 
Tenemos que la curtosis es: 
7 2  (a, n) = s (a, n) (nr2 (n) (-a - 1) r2  (-a - 1) - r2 (n + 112) r2 (-a - 1/2)12 
que tampoco depende del pardmetro de escala y. La variaci6n de este coeficiente en funci6n 
del parhetro a para n = 1, se muestra en la figura 3-42. 
Figura 3-39: Varianza de la distribuci6n G$ en funci6n de 10s parkmetros a y y, para n = 1. 
Propiedad 39 El weficiente de variacidn de la distribzlcidn es: 
r ( n  + 1) r ( - a  - 1 )  r2 (n )  r2 ( -a)  
Cv = \/ r2 ( n  + 1/21 r2 ( - a  - 1/21 - 1 
Dado que el coeficiente de variaci6n de una distribuci6n est6 defhido como: 
utilizando la f6rmula (3.28) de 10s momentos de la distribuci6n se tiene que 
y por lo tanto es v a d o  (3.31) 
Figura 3-40: Coeficiente de asimetria yl en funci6n del parbetro a, para n = 1 
3.3.6 Comparacidn entre las densidades de las distribuciones KA y G I  
Para clarificar lo que hemos visto hasta ahora, con respecto a las distribuciones KA y Gi 
analizaremos la variaci6n de 10s parbetros de cada una de ellas y mostraremos en diferentes 
graces su comportamiento a mod0 de comparaci6n. De la f6rmula de 10s momentos de orden 
r de la distribuci6n & se obtiene el valor del parbetro y: 
y de los momentos de orden r de la distribuci6n KA se obtiene el parbetro A : 
En las figuras 3-43 y 544, se muestra la variaci6n los parhetros de y* y de A* con respecto 
a 10s parbetros (aG,n) y(aK, n), respectivamente. Las figuras 3-45 y 3-46 son un corte de 
las anteriores-para n = 1, respectivamente. Los parbetroe de y* y de A*corresponden a los 
k -----.- _ _ _ _  _ - numero elooks 
 
Figura 3-41: Coeficiente de asimetria en funci6n del niimero de looks n, para a E 
(-100, -10, -4, -1.6) grfica en escala log-log 
parbetros X y 7 tal que la media sea unitaria, es decir: 
De las ecuaciones 3.32 y 3.5 obtenemos: 
donde 
Figura 3-42: Variaci6n del coeficiente de curtosis de la distribuci6n ~2 en funci6n del parhetro 
a, para n h e r o  de looks n = 1 
En la figura 3-47 se muestra la grata r*X* en funci6n de a G  y de a ~ .  Si hacemos una 
correspondencia entre a~ y a K  tal que a G  = -aK entonces tendremos la relaci6n 
lo que nos d6 una idea de como varfan estos parhetros, uno en funci6n del otro, en el caso en 
que a G  tome un d o r  igual a a K  cambiado de signo, o que estk bastante pr6ximo a este. Esto 
nos servir6 para entender las cAlculos efectuadm en la aproximaci6n de la distribuci6n G i  y la 
distribuci6n &. 
La figura 3-48 muestra cuatro densidades correspondientes a las distribuciones KA (aK, A*, n) 
y G ~ ( a ~ , y * , n ) ,  cuand0 a K  = 1 y A* = 0.616, OG = -1 y r* = 0.405, CYK = 10, A* = 7.66, 
a G  = -10 y r* = 11.782, en todos 10s casos se consider6 n = 1. Se puede notar la diferen- 
cia entre las curvas cuando el parhetro de rugosidad para ambas distribuciones toma valores 
cercanos a 0. En particular, la diferencia que hay entre las dm distribuciones KA y GA cuando 
el parhetro a~ = -1 y a~ = 1, en este caso las densidades son muy diferentes mientras que 
para a~ = -10 y a~ = 10 las densidades de ambas distribuciones son muy parecidas. En 
el Capftulo 6 se podra ver numkricamente la distancia entre ambas distribuciones y que esta 
distancia es menor cuanto m& alejado del d o r  0 estkn a~ y aG. 
Figura 3-43: GrGco de r*(media unitaria), en funci6n de a y n. 
Para tener una idea m& clara de cud es la curva que tiene m& varianza, o sea la que 
corresponderia en el ajuste de datos muy heterogeneos, calculemos 10s coeficientes de variaci6n 
(CV) de ambas distribuciones, recordando que menor CV significa menor varianza relativa 
a1 valor medio, es decir, cuando 10s datos corresponden a Areas m& homogbneas. Usando la 
f6rmula (3.23) calculamos 10s coeficientes de variaci6n de las distribuciones KA y GA, que los 
denotaremos CVK y CVG, respectivamente y vienen dados por: 
En la tabla 3.7 se muestran 1os valores de CV' y de CVG para diferentes valores del paraetro 
de rugosidad a de cada distribuci6n, en ambos casos se consider6 n = 1. Se puede notar que 
cuando a G  + -1- entonces CVG + +oo y significa que la varianza es muy grande para estos 
valores de a, en cambio cuando el parhetro a~ = 1 se tiene CVK = 0.788 , que nos indica que 
hay menos wianza. Las figuras 3-49 y 3-50 muestran la variaci6n de 10s coeficientes CVK y 
CVG en funci6n del parhetro a de cada distribuci611, respectivamente. Por lo analizado hasta 
ahora podemos inferir que para 10s datos que provienen de zonas extremadamente heterogbneas 
el mejor modelo es el de la distribuci6n GA. 
Figura 3-44: GrAiico del parhetro A*(media unitaria), en funci6n de a y n. 
Este capftulo ha sido dedicado especialrnente a presentar el modelo multiplicative y las 
diferentes distribuciones con que se modelan el speckle, el backscatter y el retorno. Se enunciaron 
las propiedades m& importantes e interesantes de cada caso particular y se ilustr6, cuando fue 
posible, con grAiicos de las funciones. Se estudi6 el comportmiento de 10s parhetros, ad 
como la variaci6n de 10s pardmetros para cada una de ellas, se hizo una comparaci6n entre las 
diferentes distribuciones con el que modela el backscatter. 
Tabla 3.5: Valores del parametro X en funcion del parametro a para media unitaria 
Tabla 3.6: Valores del parbetro  7 en funcion del parhetro  a para media unitaria 
Tabla 3.7: Coeficientes de Variaci6n de la distribuci6n K y de la distribuci6n G 
Figura 3-45: Variaci6n del parhetro r* de la distribuci6n G i  en funci6n del parhetro a ~ ,  
para n = 1 
Figura 3-46: Variaci6n del parthetro A* de la distribuci6n & en funci6n del parhetro a, 
p a r a n = l  
Figura 3-47: Variaci6n de A*?* en funci6n de c r ~  y aG 
Figura 3-48: Curvas correspondientes a las densidades 1CA(10,7.66,1) (s6lida) y 
GA(-10, 11.78,l)(rayada) y K A ( ~ ,  0.616,l) (punteada) y GA(-1, 0.405,l)(punto linea) 
Figura 3-49: Curva del coeficiente de variaci6n CVK de la distribuci6n KA, en funci6n del 
parhetro a, para n = 1 
Figura 3-50: Curva del coeficiente de variaci6n CVG de la distribuci6n G i ,  en funci6n del 
parhetro a, para n = 1 
Capftulo 4 
Para extaer la informaci6n que proveen las imhgenes SAR y hacer uso de ella, se modelan los 
datos de manera tal que solamente con algunos parhetros se logra una completa caracteri- 
zaci6n de esta informaci6n. La inferencia estadistica es una herramienta ampliamente utilizada 
en procesamiento de imhgenes en general y en particular en el de imhgenes SAR. Entre las difer- 
entes aplicaciones de la estimacidn de parhetros en procesamiento de imhgenes, se encuentran 
el filtrado de imhgenes, donde se utilizan muestras pequefias per0 con presencia de valores muy 
distorsionados que se desean remover o en segmentaci6n y clasificaci6n de imhgenes, donde se 
consideran muestras de tamaiio grande, no necesariamente ruidosas, que poseen alguna car- 
acterfstica determinada para su agrupamiento. Tal como ya se ha visto, el modelo propuesto 
para el retorno de las imhgenes SAR depende de tres parhetros: rugosidad, escala y de procc 
samiento que es el n h e r o  de looks. La variacidn de btos dentro de un espacio de parhetros 
adecuadamente definido, nos indicarh las diferentes clases de datos presentes en las imtlgenes. 
Es por este motivo que se requiere un profundo conocimiento del comportamiento de cada uno 
de 10s partmetros, que se llevar& a cab0 mediante la estimaci6n de cada uno de ellos para luego 
dejar paso a la interpretaci6n de la realidad, es decir la caracterizaci6n de la infoxmaci6n a 
partir de esta inferencia. 
En este capitulo se presentarb los diferentes m6todos de estimaci6n para 10s partmetros de 
rugosidad y de escala de la distribuci6n G: y de la distribuci6n KA, recordando que el parhetro 
correspondiente al n h e r o  de looks lo consideraremos conocido para ambas distribuciones. 
Se presentarh t6cnicas usuales de inferencia, basadas en momentos, m e a  verosimilitud y 
estadfsticos de orden. Tambihn se presentar6 el estimador de la transformacibn logaritmica. Se 
mostrara que la estimaci611, en algunos de 10s m6todos mencionados, lleva involucrados cdculos 
muy complejos cuando se trata de la distribuci6n h, lo que deja en evidencia, una vez mh ,  la 
preferencia de la distribuci6n G$ sobre la distribuci6n KA. Se disefiarti una experiencia de Monte 
Carlo para comparar el comportarniento de 10s estimadores cuando se trata de la distribuci6n 
G$. La aplicaci6n de los mhtodos de estimaci6n, reci6n mencionados, de 10s parhetros de la 
distribucidn G i  se harA en el siguiente capitulo. Se simularh imAgenes SAR. sobre las que se 
compararh los diferentes estimadores que se propusieron en este capitulo, utilizando el m6todo 
de Monte Carlo. 
Cuando se utilizan las im6genes SAR es muy importante saber de manera precisa con qu6 tipos 
de Areas se estA trabajando. Una de las tknicas usadas para lograr este objetivo es la inferencia 
estadfstica, se puede ver en [JPW93, Rag91, W98] donde se tratan tknicas de estimaci6n de 
parhetros de distribuciones involucradas en datos SAR.. 
Dentro del modelo multiplicative se relaciona el parhetro a con la rugosidad o textura del 
Area de inter& en la imagen. Es evidente, entonces, la importancia de estimar el parhetro 
a, ya que permite estimar la rugosidad que es una cantidad que discrimina diferentes Areas 
independiente de la seiial de incidencia. El parhetro y es un parhetro de escala y esta 
asociado con la amplitud del backscatter y se puede estimar utilizando Areas grandes. Para 
zonas pequefias se puede suponer que y es constante, y estimar asi el parhetro a para pequefias 
Areas. Sin p&dida de generalidad, se puede elegir y, ya que es un parhetro de escala, para cada 
a de inter& de tal forma que cumpla que E(ZA) = 1. De esta manera todas las densidades s e r h  
comparables por su media. Podemos, entonces realizar el estudio de inferencia del parhetro a, 
suponiendo el parhetro y conocido. En este trabajo tambi6n se har6 la estimaci6n conjunta 
de 10s parhetros (a, r), debido a que a h  cuando el parhetro y sea de escala, se verA en 
las aplicaciones que tambihn discrimina Areas de diferentes texturas, por lo tanto tiene especial 
inter& en la clasificaci6n de im6genes SAR.. 
En este estudio suponemos que 10s datos son observaciones de variables aleatorias indepen- 
dientes distribuidas Ei(a, y, n). 
Se han utilizado diferentes tkcnicas de estimaci6n , entre ellas las m& importantes son 
las basadas en los mktodos de maxima verosimilitud (MV), en el mktodo de los momentos 
muestrales (MO) y en estadfsticos de orden. Estos mktodos pueden ser aplicadm a 10s d a t a  
originales o a 10s datos despub de transformados. El estimador por MV es optimal ya que para 
muestras grandes este es un estimador insesgado y eficiente. El estimador MO esta basado en 
el mktodo de substituci611, donde los momentos tdricos s e r h  reemplazados por los momentos 
muestrales, de 10s que se deducirh 10s parhetros que se desean estimar. Este atimo tiene 
la ventaja de ser muy simple de obtener, per0 no es insesgado. Con respeco a los estadisticos 
de orden, estos han sido tradicionalmente utilizados en filtrado de imhgenes, especialmente 
en los casos donde 10s filtros lineales funcionan pobremente, por ejemplo, en imkenes con 
ruido impulsive, o ruido multiplicative o cuando las imagenes no siguen el modelo Gaussiano. 
Tambikn han sido usados para incorporar la robustez en 10s procedimientos de inferencia, pero, 
en algunos casos son bastante m& complicados de calcular que 10s anteriores y es m& dificil 
de deducir sus propiedades muestrales. Entre los estadfsticos de orden el m& utilizado es el de 
la mediana. Tambikn utilizaremos el rango intercuartil y el estimador basado en los cuartiles 
de orden 1, 2 y 3. 
Para lograr tknicas de estimaci6n m h  simples, tambikn se trabaja con datos transformados, 
una de las transformaciones m& usadas en datos SAR es considerar el logaritmo del retorno 
debido a que esta operaci6n, d menos tdricamente, transforma la esencia multiplicativa del 
ruido en una forma m& tratable que es la del ruido aditivo. Presentaremos en este capftulo 
el llamado estimador de la transformaci6n logaritmica, que involucra a 10s logaritmos de los 
datos. 
Para la estimaci6n conjunta de los parhetros a y y se ulilizarh tknicas mixtas de MV y 
MO, en particular para la implementaci6n computational. 
En esta seccidn se presentarh todos los mktodos de estimaci6n que utilizaremos en las 
secciones siguientes, se podrh  ver m& detdes en el Apkndice G. 
1. Estimacidn por momentos 
Sea (Zl, Zz, ..., ZN) un vector de variables aleatorias independientes e idknticarnente dis- 
tribddas, con funci6n de distribuci6n F. Sea f una funci6n red definida sobre W tal que 
E(l f (2) I )  < m. Entonces E (1 f (2) 1) puede ser estimada como 
En la ecuaci6n (4.1), si la funci6n f es la que hace corresponder z I+ zT con r > 0, 
entonces escribimos m, en lugar de m,~. Los estimadores de 10s partlmetros el,. . . ,8t 
s e r h  entonces soluciones del siguiente sistema de ecuaciones 
Los estimadores obtenidos de esta manera son asint6ticamente consistentes y asintdtice 
mente distribuidos conjuntamente como una variable aleatoria normal multivariada. 
2. M6todo de MAxima Verosirnilitud (MV). 
Sea z = (Zl, Z2, ..., ZN) un vector de variables aleatorias independientes e idbnticamente 
distribuidas, con funci6n de distribucidn Fe, 0 E 8, 8 espacio de parhetros. Supong- 
amos, sin pbrdida de generalidad que Fe, admite una funcibn de densidad f .  El mbtodo 
de MV consiste en encontrar el conjunto de parhetros el,. . . , Bt para el cual la funci6n 
de verosirnilitud 
sea m h a .  A estos valores 10s denotaremos 81, . . . , at. Estos estimadores son usualmente 
hallados por derivacibn de la funci6n de verosirnilitud o de su logritmo. 
3. Estadisticos de Orden 
Los valores ordenados en forma creciente del vector z = (a,z2, ..., z ~ ) ,  es decir 
se denominan estadisticos de orden muestrales. Es intuitive suponer que, bajo ciertas 
112 
condiciones, estos valores son comparables con los cuantiles te6ricos de la distribuci6n 
F(O1, . . . , Ot), como se muestra en la siguiente ecuaci6n 
Qa(61,. . . 6,) = min ZEW {F(z; 61,. . . ,6t) 2 a), a E (0,l). 
En la pr&tica, la comparaci6n se hace entre los cuartiles, osea entre el primer cuartil 
(QlI4), el segundo cuartil o mediana (QlI2) y tercer cuartil (Q3/4), o funciones de estos 
cuartiles. La mediana muestral de z se define como: 
Z ~ ( ~ + 1 ) / 2  si N impax 
5 (zN:N/~ + 2~ :~ /2+1)  si N par; 
el primer cuartil muestral de z como: 
ZN: (e+1)/2 si E impar 
Oi/4(~) = 5 ( ~ ~ : e / 2  + ZN:~/~+I) si 1 par; 
y el tercer cuartil muesstral de z como: 
Z~:(~+l-(e+1)/2) si E impar 
(z~:~+l -e /  2 + ZN:N-~/~) si par. 
En las ecuaciones (4.3) y (4.4) : 
N;l si N impar 
s iNpar .  
4.2 Estimadores de 10s parhetros de la distribucidn KA. 
En esta secci6n se t ra tarh 10s estimadores de 10s parhetros (a, A) de la distribuci6n ~ C A ,  
recordando que el parhetro n que corresponde al nlimero de looks lo consideraremos conocido. 
En esta tesis, el mbtodo de estimaci6n de 10s parhetros de la distribuci6n KA, que se utih6 
en las aplicaciones fue solamente el mbtodo de 10s momentos, a h  asi presentaremos aqui los 
otros mbtodos donde se podr& apreciar su complejidad, tanto te6rica como de implementaci6n 
computational. Una vez presentados, en la siguiente secci6n, 10s estimadores de 10s parhetros 
de la distribuci6n G i ,  comparativamente podremos llegar, una vez m&, a la conclusi6n de la 
utilizaci6n de la distribuci6n G i  en lugar de la distribucidn ICA. 
4.2.1 Estimacicin del parhetro CE por el metodo de 10s momentos 
Consideramos primer0 el caso cuando el parhetro A es conocido y por lo tanto debemos estimar 
solamente el parhetro a. 
Los rnomentos de orden r de la distribuci6n ICA son: 
Se usarh los rnomentos de orden 1/2,1 y 2. Llamemos m, a 10s momentos muestrales y Zml/, , 
. 
am, y Zm a 10s estimadores del parhnetro cu basados en 10s momentos de orden 112, 1 y 2, 
respectivamente. Quedan planteadas las siguientes ecuaciones. 
1 r(ZmlI2 + 1/4)r(n  + 1/41 
m1/2 = - (An) r(2mlI2 Iw-4 
1 J?(2ml+l/2)I'(n+l/2) 
ml = - (An) l2 W m l  )r(n) 
.. 1 r(SW +l)r(n+l) - a% 
m2 = - -- 
(An) ~ ( 2 %  F(n) A 
El parhetro A, en este caso depende del valor de a y de n, se lo eligi6 de tal manera que la 
media sea unitaria para facilitar la comparaci6n con otras distribuciones, llamemoslo A* y viene 
dado por la siguiente f6rmula: 
Luego, de las ecuaciones (4.5), (4.6) y (4.7) se tendr6 que cada zmh serd soluci6n de las ecua- 
ciones de la forma 
donde, para cada caso se tiene: 
para el estimador G,,/, 
para el estimador Zml 
r (am, + 1/2) 
3 Tml = 
r n ~  f i r  (n) f ml = r (zml ) r (n + 112) 
y para el estimador 6% 
Notemos que rmh es m a  variable aleatoria que depende de las muestras y de n. Vale para los 
tres casos que fmh son funciones continuas crecientes en (0,oo) y lim,,, fmh (Smh) = co Y 
lim,,o fmh (amh) = 0, por lo tanto, para cualquier valor que tome la variable aleatoria r ,  estas 
ecuaciones siempre tendrh soluci6n. 
En la figura 41 se muestra el comportamiento de las tres curvas. 
4.2.2 Estimador por mkima verosimilitud 
Sea z = (Zl , ... Zk) un vector aleatorio, donde Zi N KA(cr, A, n) , 1 < i < Ic. Consideraremos 
el estimador de m-a verosimilitud del parhetro a de la distribuci6n KA(a, A, n) con el 
parhetro A* definido como en (4.8). Recordando la que la funcidn de densidad de la distribu- 
Figwa 41: Gr&ficos de las funciones fml,,, fml y fw (sdlida, rayeda y ~unteada7 rap.) 
ci6n K A  es: 
Entonces hay que h d a r  el 8 tal que: 
Luego nos quedarB la ecuaci6n en 
como podemos observar en el dtimo termino se tiene la derivada respecto 6 de la funci6n 
modificada de Bessel. Pero esta variable aparece en el orden de la funci6n de Bessel, que 
hace que el estimador de MV para el partimetro a de la distribucidn KAsea de complicada 
implementxi611 computxional comparada con la del estimador de MV de la distribuci6n &, 
como se ver& en este capftulo en la secci6n 4.3, cuando se trate este estimador. 
Cuando se quiere estimar 10s dos parhetros (a, A) por este metodo hay que plantear tam- 
k 
biQl la derivada respecto del parhetro A, es decir C 6 ln fK(zi) = 0 
i=O 
aunque involucra la derivada de la funci6n modificada de Bessel, en este caso la +able de 
diferenciaci6n est& en el argument0 de esta funci6n, lo que la hace m& tratable. 
4.2.3 Estimaci6n conjunta de 10s parrimetros (a, A) por el metodo de 10s 
moment 0s. 
En este caso, para estimar el pardmetro a y A es necesario estimar dos momentos, por ejemplo, 
mll2 y ml que nos dar6 el estimador Sm1,,ml, o ml y m2 que nos dar& el estimador Zmlm. 
En el primer caso usando las ecuaciones (4.5) y (4.6) obtenemos: 
y en el segundo caso, las ecuaciones (4.6) y (4.7) la ecuaci6n resultante es: 
Entonces Smlmk, para k = 112, 2, s e r h  las soluciones de ecuaciones de la forma 
para Gn1mll2 obtenemos 
y para Zmlw obtenemos 
La figura 4-2 muestra 10s gr&cos de las dos funciones, f,,,,/, y fmlm se puede obser- 
var que ambas son decrecientes y continuas en (O,m), lim,, fmlml, (2imlm1,,) = 1 y 
lirn,,, fmlq (Z,,) = 1. Esto significa que cuando las variables aleatorias, T~,/,,, y rmlw, 
tomen valores menores o iguales a 1 las ecuaciones (4.15), para k = 1/2, 2 no tendrh soluci6n. 
Figura 4-2: Grcificos de fmll2m1 (dido) y fmlm2 (punteada) 
4.2.4 Estimacidn del parbetro a! utilizando estadisticos de orden, para X 
conocido. 
Para estos estirnadores consideraremos al pardmetro X tal como en la ecuaci6n (4.8). S e r b  
considerados para estimar el parhetro a 10s siguientes estadisticos de orden: la mediana, la 
diferencia intercuartil y por dtimo el que involucra al primer, segundo y tercer cuartil. Los 
denotaremos Gm ,Sql,q3 y Sq1,q2,q3, respectivamente. 
Estimador Sq2 
Este estimador esth basado en la mediana de la distribuci6n KA(a, A, n). Sea F la funci6n de 
distribuci6n acumulada de ICA(a, A, n), y Ilamemos q2 a su mediana , entonces el estimador Zq2 
es aquel que satisface la siguiente ecuaci6n: 
F (q2; a,, A, n )  = 112 
Recordemos que la funci6n de distribuci6n acumulada de la distribuci6n K A ( a ,  A, n )  estA dada 
por la siguiente f6rmula recursiva. (Ver Capftulo 1, Secci6n 3.3.2). 
donde z = 2 x f i ,  k = 2 n -  1, v = a - n  y 
-zU+l KV+l (2 )  
9 ( v ,  k ,  z) = 
( k -  1 ) ( 2 v + k  - l ) g ( v , k - 2 , z )  - z " + k ~ u + l ( z )  - ( k -  l ) ~ " + ~ - ~ k ~ ( z )  k > 1 
Luego de la ecuaci6n (4.16) y de la definici6n de la distribuci6n acumulada de la distribuci6n 
K A ( a ,  A, n ) ,  el estimador Zq2 es el que satisface la siguiente ecuaci6n: 
donde 
y q2 es la mediana muestral de x como estA definido en (4.2). Notemos que por la definici6n de 
la funci6n F donde adem& de estar involucrada la funci6n de Bessel viene dada en una forma 
recursiva, lo que hace muy dificultoso su tratamiento te6rico como tambibn su implementaci6n 
computacional. 
Estimador Sq, ,q3 
Este estimador estA basado en el primer y en el tercer cuartiles y es la soluci6n de la siguiente 
donde ql y q3 son el primer y tercer cuartil muestral como estA definido en (4.3) y en (4.4), 
luego reemplazando por la funci6n de distribuci6n acumulada tendremos: 
donde 
Estimador Zql ,q2,q3 
Este estimador estA basado en el primer, segundo y tecer cuartil. Entonces Eiql,B,q3 es la soluci6n 
de la siguiente ecuaci6n: 
reemplazando por el valor de la funci6n acumulada F, tenemos 
donde ql,q2,q3 son 10s cuartiles muestrales como e s t h  definidos en (4.2), (4.3) y (4.4), respec- 
tivamente. 
4.2.5 Transformacidn Logaritmica 
Sea ZA una variable aleatoria con distribuci6n KA(a, A, n), consideremos la variable aleatoria 
W = In ZA. Consideremos las funciones generadoras de momentos de W, cp,(t) = E[etw] ,
entonces como ZA = XAYA, tenemos que W = ln XA + ln YA y cp, ( t)  = E [etw] = E[XA]E[YA], 
t E W, donde rpc)(~) = E [ w ~ ]  es el momento de orden k de W. Ver Anexo D. Considerrnos 
el momento de orden 1: 
donde Q(x)  es la funci6n digamma que se define de la siguiente manera: 
El estimador por transformaciones logaritmicas que denotaremos -2i es el que satisface la 
siguiente ecuaci6n 
4.3 Estimadores de 10s par5metros de la distribucidn G!. 
En esta secci6n presentaremos 10s estimadores para 10s parhetros de la distribuci6n $. Recor- 
dando que el pardmetro n correspondiente al nfmero de looks es conocido. Con respecto al 
parhetro y se considerarii dos casos, uno cuando se supone conocido y otro cuando no se 
conoce y por lo tanto hay que estimarlo. Veremos que en algunos casos los cdculos que se han 
efectuado para la distribuci6n G i  son mucho m& simples que los efectuado para la distribuci6n 
KA y que estos corresponden a casos importantes en la estimaci6n. 
4.3.1 Estirnacidn del parhetro a por el metodo de 10s momentos 
Para la estimacidn del paxhetro a ,  en esta secci6n consideraremar, el parhetro de escala y 
conocido, de tal manera que dependa de 10s parhetros a y n. Para poder comparar con otras 
distribuciones trabajaremos bajo la condici6n de que E[ZA] = 1 y hallaremos 10s valores de y 
que la cumplen. Los momentos de orden r de la distribuci6n G i  esth definidos como: 
Hadiendo r = 1 tenemos que 
y considerando que E[ZA] = 1, obtenemos valores de y que dependen de a y de n y que 
denotaremos y*. 
Utilizaremos dos estimadores de 10s momentos de orden 112 y de orden 1, que denotaremos con 
rnlp y ml. Llamemos GlI2 y hl a 10s estimadores del parhetro a correspondientes a cada caso. 
De las ecuaciones (4.17) para r = 1 y r = 112 y usando el y definido como en (4.18), se tiene 
que 10s estimadores hlI2 y 61 son las soluciones de las siguientes ecuaciones, respectivamente : 
Para r = 1/2,1 las ecuaciones (4.19) y (4.20) se pueden escribir de la forma 
f (&r) = T r ,  para r = 1/2,1 
para facilitar su anillisis y comprensi6n. Como f (&,) es una funci6n continua y decreciente en 
(-my 0) y liw,-, f (6,) = oo, para r = 1/2,1, siempre existir8 soluci6n para cada uno de 
estos casos. En la figura 4-3 se muestra la variaci6n de las funciones f (6,) para r = 1/2,1. 
Para la resolusi6n numBrica se utiliz6 el mBtodo de la secante. 
Figura 4-3: Grfficos de las funciones f (tir) para r = 1/2 (s6lida) y r = 1 (punteada) 
4.3.2 Tranformaci6n Logaritmica para estimar a! cuando el parhetro y es 
conocido 
En esta secci6n vamos a trabajar con 10s datos transformados logaritrnicamente y sus momentos. 
Sea ZA una variable aleatoria con distribuci6n &(a, y, n), co~lsideremos la variable aleatoria 
W = In ZA. La funci6n generadora de momentos de la variable W es cpw(t) = E[etw] y se 
(k) cumple que cpw (0) = E[wk], es decir que la derivada k-&ima evaluada en t = 0 es el momento 
de orden b de W. 
Para Ic = 1,2 se tiene 
donde 
Derivando la ~ ( t )  respecto de la variable t : 
luego 
haciendo t = 0 se obtenemos: 
1 
h(") = 2r(-a)r(n) [h (X) r(-a)r(n) + r(-a)rl(n) - I?(-a)r(n)] 
6lnr x donde Q(z) = &L1 es la funci6n digamma. 
Entonces el momento de orden 1 de 10s datos transformados logarftmicamente es : 
HaUemos ahora el estimador del pmhetro a, que denotaremos &?, conocido el pmhetro y. 
En este caso considermemos a y como se lo defini6 en la ecuaci6n (4.18). Entonces el estimador 
&? serci la soluci6n de la ecuaci6n: 
Y* g(-&?) = In - + Q(n) - 2my 
n 
(4.23) 
donde my es el estimador del momento de orden lde la variable aleatoria InZ, es decir, es la 
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media muestral de los logaritmos de 10s datos. Para seguir con la notacibn que venimos usando, 
podemos escribii la ecuacibn (4.23) como 
La funcibn f (&?), cuyo grffico se muestra en la figura 4-4, es decreciente y continua en el inter- 
valo (-00, 0) y por lo tanto la ecuacibn (4.23) siempre tendrA solucibn. Todos 10s estimadores 
Figura 4-4: Gr ffico de la funcion V! (-a) 
del parkmetro a con 7 fueron obtenidos num6ricamente con el m6todo Broyden. 
4.3.3 Estimaci6n del parbetro a por el mktodo de m&ma verosimilitud 
Sea 21, ... Zk una muestra aleatoria con distribucibn &(a, 7, n) y sea la funcibn de verosimilitud: 
Para h d a r  el estimador de mMma verosimilitud de a conocido el parkmetro y, en este caso 
consideraremos y* como se lo defini6 en (4.18), plantearnos la ecuacibn: 
a C - log f (&) = 0. 
i=O aa 
Recordando que la densidad de la distribuci6n G i  es 
tomando logaritmo se tiene 
Luego por la ecuaci6n (4.24) nos queda: 
Entonces el estimador de m e m a  verosimilitud del partimetro a, que lo denotaremos b n ,  es 
la soluci6n de la siguiente ecuaci6n: 
La figura 4.25 muestra la funci6n Q ( n  - hL) - Q ( - h L )  CUP imagen es R>o y por lo tanto 
la ecuaci6n (4.25) siempre tiene soluci6n para 10s reales positivos. 
4.3.4 Estimaci6n del parhetro a! utilizando estadisticos de orden 
Los estimadores basados en la mediana (h4), en el rango intercuartil (hQR) y en ambos de 
estos estadisticos de orden (b123) son, respectivamente soluciones de las siguientes ecuaciones: 
Figura 45: Grace de la funci6n Q(n-hL)  -Q(-&I,), que depende del estimador de m&ma 
verosimilitud &ML, para y conocido y n = 1 
donde FzA es la funci6n de distribuci6n acumulada de $ (a, 7, n) , dada en la ecuaci6n (3.26) del 
Capftulo 3, Secci6n 3.3.4. Usando el hecho que la funci6n hipergeomktrica puede ser calculada 
fAcilmente utilizando la funci6n F de Snedecor, como puede verse en el capitulo mencionado, 
el problema se reduce a resolver las siguientes ecuaciones, para cada uno de 10s estimadores, 
como se muestra en las siguientes ecuaciones 
donde Tslt es la funci6n de distribuci6n acumulada de la distribuci6n 7 de Snedecor, con s y t 
grados de libertad. 
4.3.5 Estimacidn conjunta de 10s parhetros cr y y por el m6todo de 10s 
momentos. 
Para estimar 10s parhetros a y y en forma conjunta usaremos 10s momentos de orden r como 
se definieron en (4.17). Consideraremos dos casos: uno el que utiliza los momentos de orden 1 
y 2 y el otro utiliza 10s rnomentos de orden 1 y 1/2. En ambos se plantea un sistema de dos 
ecuaciones con dos incbgnitas, 8 y T, que son los valores estimados de 10s pardmetros a y y, 
respect ivamente. 
1. Denotaremos con (8, T)mlmz d estimador conjunto de los pardmetros a y y utilizando 10s 
momentos de orden 1 y 2. Sean ml y m2 10s estimadores del primer y segundo momento, 
respectivamente, es decir, 
donde q, 0 5 i 5 M, es una realizaci6n de un vector aleatorio de dimensidn M, cuyas 
componentes e s t h  distribuidas ~i. Luego, para 10s valores r = 1,2 que s e r b  substitufdos 
en la ecuaci6n (4.17) queda planteado el siguiente sistema: 
y despejando T de ambas ecuaciones, tenemos 
e igualando, nos queda: 
Por lo tanto, se tendrb una funci6n que depende de 5 y que estb igualada a una funci6n 
que depende del valor del parhetro n y de los estimadores de 10s momentos de orden 1 
y 2, es decir que depende de las muestras, como se ve en la siguiente ecuaci6n. 
Si llamamos am,, al estimador del parhetro a por el mhtodo de los momentos de orden 
1 y 2, entonces se trata de hallar una soluci6n de la ecuaci6n (4.28) 
con 
La funci6n f (amlq) es continua y decreciente en el interval0 (-00, -I), adem& se tiene 
- - a 
r(-a - ;) r(-a - $1 que lims,-l (-6 - 
grfico de esta funci6n se muestra la figura 4-6. &to significa que en las situaciones 
donde la variable aleatoria T tome valores mayores o iguales a 1, la ecuaci6n (4.28) no 
tendrb soluci6n. En la prllctica esto es un problema muy importante que hay que tener 
muy en cuenta cuando se hacen los algoritmos para estimar estos parhetros en forma 
conjunta.Vemos entonces en la ecuaci6n (4.29) que T es una variable aleatoria que depende 
nr2 n de las muestras y de n. El factor que depende de n , llarnemos s (n) = &, es una 
Figura 4-6: Variaci6n de la funci6n f ( Z )  con respecto a los valores Z 
funci6n decreciente y continua en el intervalo (0, oo) y cumple que 
lim s (n)  = ly lim s ( n )  = oo, 
n+w n+O 
en nuestro caso solamente consideramos 10s valores de n 2 1, por lo tanto tendremos que 
este factor estb acotado en el intervalo [ I ,  oo), es decir 
En la figura 4-7 se puede ver la variaci6n de la funci6n s cuando varia n.  De la ecuaci6n (4.29) 
se puede entonces considerar que T depende de las muestras multiplicada por una con- 
m2 4 tante, que vaxiarA entre 1 y ! se@ sea el valor de n .  Luego tenemos que 2 < 171 < $;. 
Entonces para que la ecuaci6n (4.28) tenga soluci6n las muestras deberh cumplir la condi- 
ci6n 2 < 2. Luego, cuando se pueda encontrar el valor del estimador de a, se subtituye 
en la ecuaci6n (4.27) y se h d a  el estimador de y correspondiente. En la parte de apli- 
caciones trataremos el tema de estos valores que no se pueden estimar que llamaremos 
<<prohibidom. 
. . 2. Denotaremos con ( a ,  y)m,m,,2 a1 estimador conjunto de 10s parhetros a y y utilizando 
el metodo de 10s momentos de orden 1 y 1/2.  Sean ml y mlp  10s estimadores de los 
momentos de orden 1 y 112, respectivamente y e s t h  definidos como 
donde G, 0 5 i 5 M, es una realizaci6n de un vector aleatorio de dimensi6n M, cuyas 
componentes e s t h  distribuidas &. Luego, para los valores r = 1/2,1, utilizando la 
ecuaci6n (4.17) queda planteado el siguiente sistema de dos ecuaciones con dos inc6gnitas: 
Para este estimador procedemos en forma andoga al caso 1. Igualando, obtenemos 
y despejando 
substituyendo en la ecuaci6n (4.17) para r = 1/2, 
luego se tiene: 
Es decir, que se debe h d a r  10s valores de 6 tal que: 
Llamemos 8m1m12 a estimador de a por este mbtodo. Luego como ya vimos en el caso 1 
se plantea la siguiente ecuaci6n: 
con 
Donde f (amlml2) es una fund6n continua y decreciente en (-m, 0) y Em8,-, 
= 0, como se puede ver en la figura 4-8 donde se muestra la 
variaci6n de la funci6n f (GmIm,,). Claramente esta funci6n no toma valores mayores o 
iguales a 1, este hecho nos indica que la ecuaci6n (4.32) no tendrd soluci6n cuando la 
variable aleatoria T tome valores mayores o iguales a 1. 
Figura 4-8: Grtifico de f 
m2 
Y como en el cam 1, para que haya soluci6n se debe cumplir la condici6n < ,g u 
r(n+')r(n) r(n+l)r(n) 0.93, puesto que limn,, +. = 1 y limn,o+ = co, como se puede ver en la 
r2(n+z) r2(?ktz) 
figura (4-9) 
Este cam ser& luego tratado en las aplicaciones. 
4.3.6 Estimacidn conjunta de 10s parhetros (a, y) usando transformacidn 
logaritmica 
Para estimar 10s doe parbetroe a y y debemos considerar el primer y segundo momento de la 
variable aleatoria W = In 2, como se definieron en la secci6n 4.3.2. Consideremoe la derivada 
segunda de la funci6n generadora de momentos cpw(t) de la variable aleatoria W ,  dado que 
E [w2] = w l t = o  
Figura 4-9: Gr&m de 
1 
- t/2)r"(n + t / 2 )  + -r(-a - t /2)rI1(n + t / 2 )  
2 
Haciendo t = 0 obtenemos 
I > 
r"  (-a) rll (n) 
- -  + ( )  + m] 
Llamemos mp a1 estimador de la E[w~ ]  
De la ecuaci6n 4.23 teniamos que : 
A 
si reemplazamos log en la ecuaci6n (4.33) obtenemos: 
luego: 
r" ( -8)  2 r" ( n )  
- q 2 ( - 6 )  = 4(mk  - (my) ) + ~ ~ ( n )  - -
r ( - a )  r ( n >  
Y escribiendo esto dtimo como f ( 8 )  = r, donde 
T = 4 ( m k  - r" ( n )  (my)2) + e 2 ( n )  - 
r ( n >  
el estimador de o sera la soluci6n de f (8 ) .  En la figura 4-10 se muestra la varixi6n de esta 
funci6n con el estimador del parhetro a. Se puede ver que la imagen de esta funci6n es y 
por lo tanto para todo T > 0, f ( 6 )  tendra solucidn cuando la variable aleatoria T tome valores 
positives. 
Figura 410: Variaci6n de f (a) para el estimador conjunto de 10s parkmetros ar y 7 por 10s 
momentos de orden 1 y 2 de In Z 
4.3.7 Estimacidn conjunta de (a, y) por el mEttodo de mhima verosimilitud 
Para hallar 10s estimadores de mMma verosimilitud de 10s parkmetros a y 7 planteamos el 
siguiente sistema de ecuaciones: 
Desarrollemos la ecuaci6n (4.34) obtenemos: 
despej ando 
y reemplazando en la ecuaci6n que se habfa cdculado en (4.25) 
obt enemos 
4.3.8 Estimaci6n conjunta de (a, y) utilizando tbcnicas mixtas 
En esta secci6n utilizaremos 10s momentos de orden, el estimador de m h a  verosimilitud y 
la transforrnaci6n logarftmica para estimar el par (a, y )  
m? Y m1/2 
Para estimar (a, y )  en forma conjunta usaremos el momento de orden 1 de l n Z  y el 
momento de orden 112 de 2. Reemplazando la ecuaci6n (4.23) en la ecuaci6n (4.17) para 
r = 112, tenemos: 
? ln - = 4 [lnmlIz + l n r  (n) - h r ( n  + 1/4)]  + 4 [hr(-8) - l n r ( - G  - 1/4)]  
n 
y despejando en funci6n de 8 obtenemos: 
@ ( - a )  + 4 [In r(-8 - 114) - In r(-a)] = 4 [In m12 + log r ( n )  - log r ( n  + 1/4)]  + P ( n )  - 2mF 
Luego, hay que h d a r  8 t d  que 
donde: 
T = 4 (In ml2 + ln I? ( n )  - In r ( n  + 1/4) )  + Q(n)  - 2mF 
En la figura 4-11 se puede ver el comport amiento de f (a) con respecto a 6 .  Esta funci6n 
es continua y creciente en el interval0 (-00, -1/4) ,  con lo que se deduce que cuando 
la variable aleatoria T tome valores positives f (a) = T tendrh siempre soluci6n. En la 
ecuaci6n (4.36) llarnemos a = - ( -4  In I' (n)  + 4 In I? ( n  + 1 / 4 )  - Q ( n ) )  , entonces tenemos 
que T = 41n mI2 - 2 m p  - a. La condicibn T > 0 equivale a 
que se puede escribir como 
2 k 1 k 1n.q 
donde mf2 = (i y em? = e i = ($ xi) ' entonces la condici6n que deben 
cumplir las muestras es 
El valor ez solamente depende del n h e r o  de looks n ,  un valor aproximado serh, para 
n = 1, e% 11 eO-' 11 1.1 y para n = 10, e% II e0.02 = 1.02. En la figura 4 1 2  se muestra la 
curva que separa dos semiplanos, 10s puntos que e s t h  por debajo de la curva son 10s que 
cumplen con la condicidn (4.37). 
Figura 4-11: Comportarniento de la funci6n f (G) para el estimador por momentos de orden 
112 de Z y el estimador de orden 1 de lnZ 
mMV y ml/2 
Utilizaremos el estimador por el metodo de m6xima verosimilitud y el metodo del mo- 
mento de orden 1/2, dado que son 10s dos estimadores que mejor se comportaron, &to 
se verB cuando en el capitulo donde trataremos simulaci6n. De la ecuaci6n (4.17) para 
r = 1/2 y de la ecuacidn (4.25), como se hizo para 10s casos anteriores, se plantea la 
ecuacidn de la forma f (8) = T, pero en este caso f tarnbihn depende del pardmetro n. 
Ya que consideramos que n es conocido (pues es el n b e r o  de looks), se tiene para un n 
fijo las siguientes ecuaciones con dos inc6gnitas 8 y T: 
In?- 4 h m n  = lnn+4lnI'(n) -4lnI'(n+ i) +4lnI'(-&) - 441nI'(-& - i) 
Despejando y sustituyendo, 
Figura 412: Los puntes del plmo que e s t h  por debajo de la curva, curnplen con la relaci6n 
ln m:,-$ >mF 
f ( Z )  = Q(n  - &) - Q(-&) + 4 - h r ( - &  - - 
Se tiene que lim,-, Q ( n  - &) - Q(-&) + 4 (hI'(-h) - lnr(-& - i)) = oo, como se 
puede observar en la figura 4-13, por lo tanto la ecuaci6n f ( Z )  = T tendria soluci6n 
cuando la variable aleatoria toma valores reales positives. 
Figura 413: Grace de f (6) basada en el estimador del momento de orden 112 y el estimador 
de mMma verosimilitud, para estimar en forma conjunta 10s parhetros a y 7 
4.3.9 Algunas consideraciones sobre el parhetro de escala y 
Consideremos el estimador mlmlz de (a, 7) basado en 10s momentos de orden 1 y 112. Teniendo 
en cuenta la ecuaci6n 4.17 para r = 1 y r = 112, despejamos el parhetro 7, que quedarA en 
funci6n del parhetro a y de una funci6n que depende de 10s momenta de orden 1 y de orden 
112 y del n h e r o  de looks n. Llamarema a esta funci6n T = T(ml, rnlz,n), como se muestra 
en las ecuaciones (4.38) y (4.39), dlidas para -a c -112 
donde 
Como 
lim r(k + a) = 
~ + O O  r(lc + b) 
(ver [AS@]) entonces 
r454 En particular para n = 1 se tiene c = & r 1.0942, luego T sera funcibn de 10s momentas 
4 
-1 + 0) ml y ml2, es decir que se puede considerar T = (2) c (nbtese que li-, n+l 
(-{)(, Llamemos -a - 112 = z luegousando la fbr- Veamos el comportamiento de -a-l 
Figura 414: Variacibn del parhetro en funcibn del parhetro G. 
mula de Stirling r (x) N e-" x "-'I2 6 para grandes valores de x, tenemos la siguiente aproxi- 
Luego un estimador del parhetro 7 sera 
Qu4 sucede cuando Ei esta muy cerca de -112, es decir cuando x + o+?. Usando 10s resutados 
(r(z+l/4)) - que se muestran en la ecuaci6n (4.41) (ver Apbndice H) ,se demuestra que lim,,o+ - 
0, y que vale la siguiente desigualdad 
luego como r(k + 1) = k r(k) se puede expresar la desigualdad (4.41) de la siguiente manera 
Reemplazando k = x y X = 114, obtenemos 
Entonces para x -+ 0 se tiene que limz,o+ = 0, que es lo que se querfa demostrar. 
Se tiene el siguiente resultado : 
El estimador de a y 7 es la soluci6n del siguiente sistemas de ecuaciones: 
Este sistema tiene soluci6n cuando rnlrnlz > 1, ya que lim,,,(Z - 1/2)-1/2*j = 1, 
como se puede observar en la figura 4-15. 
-(Y-l 2 -1/2 Figura 415: Variaci6n de *I' (-a) en fund611 de a. La imagen de esta fund611 es 
{Y ER/Y 5 1) 
Este capftulo estuvo consagrado a 10s estimadores de 10s parhetros de las distribuciones 
G i  y KA. Se presentaron diferentes tknicas de estimaci6n, algunas de ellas s e r h  tratadas en 
el Capitulo 5, con m& detalle. Considerando en todos 10s casos a1 parhetro n (nhe ro  equiv- 
alente de looks) conocido, fueron estudiados e implementados 10s estimadores del parhetro 
de rugosidad para ambas distribuciones. Se trabaj6 bajo dos hipbtesis: primero, suponiendo 
media unitaria, se consider6 el parbetro de escala en funci6n de la rugosidad y de n y segundo, 
se trat6 la estimaci6n en forma conjunta de 10s parhetros de rugosidad y de escala. 
Capitulo 5 
Evaluacidn de est imadores 
En la actualidad se considera a la estadistica computational como un Area muy importante, que 
abarca casi todos 10s aspectos de la teorfa y de la prhtica estadfstica y a1 mismo tiempo todos 
10s aspectos que involucran a las ciencias de la computaci6n. Provbe herramientas complemen- 
tarias para la investigaci6n en otras Areas de la ciencia. Cuando 10s problemas que se encaran 
matemfiticamente son muy dificiles de resolver, o quiz& imposibles las herramientas cornput& 
cionales ayudan a contestar las preguntas te6ricas acerca de procedimientos estadfsticos. 
Una de las herramientas de la estadfstica te6rica es la simulaci6n o experiencia de Monte 
Carlo. Por ejemplo, si fuera posible especificar una estructura matemfitica que tenga ciertas 
propiedades y si fuera posible generar muestras de la poblaci6n con esta estructura, entonces se 
generaria un tamaiio grande de estas muestras donde se observarfa en cada una dicha estruc- 
tura. Luego, promediando todas las muestras, se tendrfa en cuenta el comportarniento de esta 
caracterfstica particular. Utilizar el metodo de Monte Carlo para poder responder cuestion- 
amientos te6ricos requiere habilidad para definir la estructura apropiada del problema, para 
generar (es decir, simular) muestras con estas estructuras y para disecar experimentos que r e  
spondan eficientemente 10s requerimientos te6ricos de inter&. El metodo de Monte Carlo es 
utilizado en problemas te6ricos para determinar cantidades atravb de simulaciones que serfan 
muy dificultosas o a veces imposibles de evaluar analfticamente. En un tfpico estudio de simula 
cion miles de realizaciones son generadas suponiendo que provienen de una distribuci6n te6rica 
de inter&, es decir se simulan realizaciones de variables aleatorias que e s t b  distribufdas segh  
una ley dada. Luego se calculan 10s estadfsticos de inter& de 10s datos simulados y se concluye 
sobre su comportarniento mirando quk sucede con las miles de muestras repetidas. Cantidades 
como la media o el error cuadr&tico medio, percentiles de las distribuciones entre otras pueden 
ser aproximadas atravb de la simulaci6n. 
Este capitulo tratars de la generaci6n de muestras aleatorias de la distribuci6n a, la esti- 
maci6n de 10s partimetros de esta distribuci6n y el comportamiento de 10s estimadores mediante 
una experiencia de Monte Carlo 
5.1 Generaci6n de variables aleatorias 
La generaci6n de variables aleatorias es de suma importancia cuando se trabaja en simulaci6n 
estochtica. En esta secci6n se presentah 10s generadores para muestras aleatorias de dis- 
tribuci6n G i  y por lo tanto 10s generadores de las distribuciones r1I2 y I?-'I2. 
Ademh de la necesidad intrinseca de disponer de un generador de observaciones prove 
nientes de variables aleatorias independientes e idknticamente distribufdas con distribuci6n 
I' (a, p), para los fines de esta tesis se puede apuntar la siguiente raz6n: IDL a pesax de ser 
una plataforma awmzada para desarrollos computacionales sofisticados ofrece una funci6n de 
generaci6n de distribuciones Gamma que impone la restricci6n al partimetro a de ser entero. 
Para disponer de toda la generalidad necesaria para este y otros trabajos que utilizan simulaci6n 
estochtica, (como por ejemplo, [MJBFB98], [VF98], ) se vi6 la necesidad de implementaz un 
generador que atienda estas expectativas. La literatura abunda en generadores de Gamma ya 
que, parafraseando a fiery y Bustos en [BF92b] este tal vez sea el tema m& estudiado de 
simulaci6n estochtica. Siendo el objetivo implementar un generador de estas caracteristicas en 
IDL se eligi6, dentro del elenco de funciones disponibles, aquellas que mejor se adaptasen a la 
filosofia matricial de implementaci6n y procesamiento de este lenguaje. Es con este criterio que 
se elegi6 el algoritmo XGGE. 
Sea F una funci6n de distribuci6n definida sobre W y (Zl, ..., Zk) variables aleatorias inde- 
pendientes e identicamente dsitribufdas (vaiid) con distribuci6n F, se quiere generar una real- 
izaci6n (zi, ..., zk) de (Zl, ..., Zk). Supongarnos que hemos generado una realizaci6n (ul, ..., uk) 
de (Ui , ..., Uk) vaiid con distribuci6n uniforme en el interval0 (0,l) que denotaremos U (0, I), 
entonces mediante una transformaci6n pasaremos de (ul, ..., uk) a (zl, ..., zk) . Diferentes mkto- 
dos se utilizan para generaci6n de variables aleatorias con distribuci6n F a partir de variables 
aleatorias uniformes, se pueden ver en detalle en [BF92b]. 
Los algoritmos que veremos dependen de las propiedades enunciadas en las proposiciones 
que se enuncian a continuaci6n y cuyas demostraciones se encuentran en el apkndice ??. 
Proposicidn 40 Son verdadems las siguientes afinnaciones 
1. Seab XI y X2 dos variables aleatorias independientes tales que XI I' (al, 1) y X 2  
I' (q ,1) , entonces las variables aleatorias f i  = y y1 = Xl + X2 son independientes 
y cumplen que f i  N B (al, az) y N I' (al + a2,l). (23 es la distribuci6n Beta) 
2. Sean X y Y dos variables aleatorias independientes tales que X N I' (a, 1) y Y N 
B (P, P - a), con 0 < a < j3, entonces XY y X (1 - Y) son variables aleatorias con 
distribuci6n r (P, 1) y I' (P - a, 1) respectivamente. 
3. Si X N I' (a, P) entonces IEX N I' (a, A@) . 
Para generar muestras de variables aleatorias con distribuci6n Gamma, veamos primer0 
un algoritmo simple para generar realizaciones de variables aleatorias independientes con d is  
tribuci6n I' (a, P) . Supongamos que (a1, ..., uk) es una realizaci6n de (Ul ,... , Uk) vaiid con 
dist ribuci6n U (0,l). 
Proposicidn 41 El pmducto de k variables aleatorias iid con distribucidn U (0,l) tienen dis- 
tribucidn I' (Ic, 1) 
Algoritmo 42 Para a = Ic E N - (0) y P = 1 devolver a: = -In n q 
C*l ) 
Vamos a considerar 10s casos cuando a < 1, a = 1 y a > 1. El siguiente algoritmo esta 
basado en el mktodo de rechazo [BF92b]. 
Algoritmo 43 XG, pam a > 1 y P = 1 
entrada: a > 1 
1. b = ~ ~ - l , C = 3 ~ - 2  y C = O  
2. m i e n t m  C = 0 hacer 
a) genemr ul y u2 muestms independientes de U N U (0,l) 
b) w = u l ( l - u l ) ,  y =  E ( u l  - 1/2), x =  b + y  
c) Si  x 2 0 entonces 
i. z  = 64w3ui 
ii. C = q.,'] (z-' ( 1  - Z ~ ~ / X ) )  
iii. Si C = 0 entonces C = Ic,ll (2 (b  ln $ - y) ln z) 
3. retornar: x 
Proposici6n 44 Si Y w I? (a + 1 , l )  y U  N U (0 , l )  entonces son udlidas las siguientes afirma- 
ciones: 
a. Y u ' / ~  N I' (a, 1) cuando a < 1, 
b. si a = 1  entonces el pmducto tiene dist4.ibucidn qonencial .  
Algoritmo 45 Genemcidn de Gammas con a < 1  y 0 = 1  
entmda: a 5 1  
i. si a < 1, entonces 
1. genemr una muestm y  de Y N r (a + 1 , l )  
2. genemr una muestm u de U  w U (0 , l )  
3. wnsidemr z = ulja 
4. retornar x  = yz 
ii. si a = 1  
retonzarx= -lnu 
Algoritmo 46 Genemcidn de Gammas con a = 1  y = 1  
entmda: a = 1  
I .  genemr una muestm y  de Y N I' (2 , l )  
2. genemr una muestm u de U  N U ( 0 , l )  
3. retornar x = yu 
Las siguientes proposiciones han sido probadas en el capitulo 3. S e r h  utilizadas, ahora 
que ya tememoe un generador de observaciones que provienen de la distribuci6n Gamma, para 
hdar  un generador de la distribuci6n G i  y tambien de la distribuci6n &. 
Proposicidn 47 Las siguientes afinnaciones son vdidas: 
1. Si X N I'll2 (a, A) entonces ~4 N I'll2 (a, 1) 
2. Si X N I'll2 ( a ,  A) entonces x - ~  w 1'-112 (-a, A) 
3. Si X N I'-lI2 (a, 7) entonces X/Jj N (or, 1) 
Algoritmo 48 Genemdor de obsermaciones que prowienen de la distribucidn lCA (a, A, n) 
entmda: a, A y n. 
1. genemr una muestm w de I' (a,  1) 
2. considemr Ji3, lo que implica que serh una muestm de I'll2 (a, 1) 
3. wnsidemr x = @ esta serh una muestm de I'll2 (a, A) a' 
4. genemr una muestm v de I? (n, 1) 
5. wnsidemr f i  que sent una muestm de I'll2 (n, 1) 
6. considemr y = fi sen5 una muestm de I'll2 (n, n) fi ' 
7. retornar zx = xy, que serh una muestm de la distribucidn lCA (a, A, n) 
Algoritmo 49 Genemdor de obsermaciones que prouienen de la distribucidn GA (a, A, n) 
entrada: a, A y n 
1. genemr una muestm w de I? (a,  1) 
2, considemr fi, lo que implica que serh una muestra de I'll2 (a, 1) 
3. considemr x = fi esta senf una muestm de I'-lI2 (-a, 7)  3 7 '  
4. genemr una muestm v de I? (n, 1) 
5. considemr f i  que sent una muestm de I'll2 (n, 1)  
6. cosidemr y = f i  senf una muestm de I'll2 (n,n) 7' 
7. retornar zg = xy que sent zlna muestm de la distribucidn GA (a, A, nj 
Comportarniento de 10s estimadores rnediante experiencia 
de Monte Carlo 
En esta secci6n s e r h  utilizados diferentes estimadores para el parkmetro de rugwidad de la 
distribuci6n G$. Se considerar& el parkmetro de escala y como funci6n de a y n de tal manera 
que la media sea unitaria. Se realizarA una experiencia de Monte Carlo para comparar el 
comportamiento entre estimadores del parhetro a, para distintos ntimeros de looks n. Para 
llevar a cab0 esta comparaci6n se utilizarh dos criterios: el criterio del error cuadrAtico medio, 
que lo denotaremos mse y el criterio de la distancia a1 verdadero valor, que denotaremos dvv. 
Mediante este estudio se podrA concluir que el estimador de m&ma verosimilitud es el que 
mejor comportamiento tuvo entre todos 10s estimadores que se consideraron s e w  10s dos 
criterios antes mencionados. 
La experiencia de Monte Carlo se realiz6 para establecer una comparaci6n numkrica entre 
los estimadores que se vieron en el capitulo 4. En particular para los estimadores del parhetro 
a donde el parhetro y se calcul6 a partir de a y de n tal que la media sea unitaria. Ekte estudio 
consisti6 de 100000 replicaciones, para cada situaci6n con diferentes tamafios de muestra y de 
valores de parhetros se estim6 el par&metro a. Se utilizamn 10s estimadores ti1, d ~ ,  
&MI,, h d ,  & I ~ R  y &123 per0 los liltimos dos tuvieron un comportamiento pobre con respecto 
a 10s otros cinco, y por este motivo presentamm &lo 10s resultados de las comparaciones entre 
10s primeros cinco estimadores. 
La estructura de la experiencia de Monte Carlo fue la siguiente: 
Repetir para cada replicaci6n 1 5 i 5 100000 
- Para cada ntimero de looks n E {1,2,4,8) y para cada parhetro de homogeneidad 
a E (-1.5, -2, -5, -10) para cada tamaiio de muestra m E {9,25,49,81) hacer 
* generar m muestras independientes de la distribuci6n &(a, Y ~ , x ,  n), 
* calcdar 10s cinco estimadores 61, @, iim y YMed usando para cada uno 
estas m muestras, 
calcular la media, desviaci6n esthdar y el error cuadrAtico medio para cada estimador. 
Los resultados son presentados en forma de tabla, de la siguiente manera: para cada terna 
(n, a, m) se comparan numhricamente 10s cinco estimadores por sus medias muestrales (a,), 
desviaciones esthdar muestrales (s.) y 10s errores cuadrAticos medios muestrales (mse, = 
(a, - a)2 + s:). Cada tabla presenta los resultados para un cierto valor de n. 
El n h e r o  de replicaciones (100000) fue elegido para poder establecer cud es el mejor 
estimador para la peor situaci6n, digamos que es el caso (n, a, m) = (1, -1.5,9). Dado que 
el n h e r o  de replicaciones es muy grande y por la ley fuerte de los grandes nheros  es de 
esperar que la varianza en la experiencia de Monte Carlo sea muy pequefia, de hecho es del 
orden de 10-~s: para cada estimador considerado.Quedarfa todavia la duda sobre la estabilidad 
del procedimiento de simulaci6n, debido, por ejemplo, a las inestabilidades en las rutinas de 
simulaci6n. Para disipar estas dudas, la experiencia fue repetida para el peor caso, es decir 
para 10s valores (n, a, m) = (1, -1.5,9), con diferentes semillas y tambibn fue obtenido el error 
cuadrAtico medio, mse. 
Se utilizaron dos criterios para comparar las tablas 5.1, 5.2, 5.3 y 5.4, el error cuadrAtico 
medio, mse, y la distancia al verdadero valor. Como primer paso se utiliz6 la distancia m& 
cercana a1 verdadero valor para elegir el mejor entre 10s estimadores, en caso de empate se 
consider6 un segundo criterio que elige como mejor al que posee menor mse. Usaremos la 
notaci6n (n, a, m) para referirnoe a cada caso en particular. En las tablas podemos notar que 
la mayoria de las veces todos 10s estimadores estimaron por debajo del verdadero valor de a 
d a d o  esto un sesgo positivo. Las hicas excepciones de esta observaci6n son el estimador 
(en (4,-1.5,81), (8,-1.5,81), (8, -2,8l) y (8, -10,81)) y el estimador &? ((1,-10,9), 
(2, -10,9) y (1, -10,25)). Podemos notar que el sesgo del primer0 es bastante miis pequefio 
que la del segundo. El estimador de m6xima verosimilitud estima por debajo del valor verdadero 
en situaciones donde el tamafio de la muestra es pequefia y la rugosidad es grande, mientras 
que el estimador basado en la transformaci6n logaritmica estima por debajo del valor verdadero 
cuando estamos en presencia de gran homogeneidad y el n h e r o  de looks es pequefio 
Para 51 cams de 64, el estimador &ML se comport6 mejor que 10s otros estimadores toman- 
do como cirterio el mse. Solamente fue superado en 6 situaciones, las que se enuncian a 
continuaci6n: (-1, -2,9), (2, -5,9) y (2, -5,25) para las cuales el estimador Gl fue el mejor y 
(1, -1.5,25), (2, -2,9) y (4, -5,9) donde el estimador ZIl2 tuvo el mejor comportamiento. 
Se puede ver en las siguientes situaciones que el comportamiento del estimador hL no es 
pear que el del estimador GlI2: (2, -1.5,49), (4, -1.5,81), (4, -5,25), (8, -1.5,81), (8, -2,81) 
y (8, -10,81) y que tampoco es peor que el del estimador G? en las siguientes situaciones: 
(4, -1.5,9), (4, -1.5,81), (8, -1.5,81) and (8, -2,81). Por lo tanto, solamente en 7 situaciones 
el comportamiento del estimador &m no es peor con respecto a los otros estimadores. 
Esto significa que el estimador & fue mejor o igual que 10s otros estimadores de acuerdo 
al criterio m e  en 58 situaciones sobre 64. 
Usando el criterio de distancia m& cercana al verdadero valor, sobre 64 casos, el estimador 
hL se comport6 como el mejor en 38 casos, solamente en 7 situaciones otros estimadores 
lo igualaron. Los 19 casos restantes, corresponden a las siguientes situaciones: (1, -10,81) 
donde el estimador GI fue el mejor, (1, -1.5,25), (1, -2,9), (1, -5,25), (1, -5,49), (2, -10,9) 
y (2, -10,49) donde Gli2 tuvo el mejor comportamiento y (1, -5,9), (1, -10,25), (1, -10,49), 
(2, -2,9), (2, -5,919 (2, -5,251, (2, -10,251, (4, -5,9), (4, -10,9), (4, -10,251, (8, -539) Y 
(8, - 10,9) donde G F  fue el mejor. 
Resurniendo 
a GI: Hay 3 situaciones para las cuales este es el mejor estimador con respecto a1 criterio 
mse, y s61o un caso con respecto al criterio de la distancia m& cercana al verdadero valor. 
a Hay 3 situaciones para las cuales este es el mejor estimador y 6 situaciones donde 
es igual al estimador hL, usando como criterio el mse. En 6 este estimador el mejor y 
en 6 situaciones donde fue igual al estimador GML, tomando como criterio el valor m& 
cercano al verdadero valor. 
a SF: No hay ninguna situaci6n, con respecto al criterio de mse, donde este sea el mejor 
estimador, pero hay 4 situaciones donde es igual al estimador tiML. Con respecto al crite 
rio de valor m& cercano al valor verdadero, en 12 situaciones se comport6 como el mejor 
estimador y en 4 fue igual que &. 
a GQ2: Este estimador tuvo una performance bastante pobre con respecto a1 criterio de mse 
y, a b  cuando su valor medio se encuentra cerca del verdadero valor del parhetro, su 
desviaci6n estandar es muy alta. 
La tabla 5.5 muestra esta descripci6n, donde "g" sigdica ganar, "e" empatar y se usaron 
10s criterios: mse (error cuadrzitico medio) y dvv (distancia al valor verdadero). Los resultados 
fueron org&ados por el n h e r o  de looks. 
Conclusiones: 
- en la mayorfa de las situaciones consideradas el estimador ZML fue el mejor de todos los 
estimadores con respecto a 10s dos criterios mse y dvv. 
el estimador ZlI2 fue mejor que el estiamdor Z1 para todos los looks y para todos los 
cri t erios . 
- la distancia al verdadero valor, dvv, en el caso del estimador Zy fue menor que para el 
caso del estimador Z1 
para el estimador ZF el valor dvv fue menor que el calculado para el estimador Z1 para 
todos los looks y que el calculado para el estimador ZlI2 para 2, 4 y 8 looks. Con respecto a1 
criterio m e ,  el estimador Z? tuvo un comportamiento peor que el estimador Gl y que ZlI2 
para todos 10s looks. 
Considerando que el esfuerzo cornputacional requerido para calcular Zm es comparable con los 
otros estimadores, y considerando su muy buen desempeiio, se puede concluir que es la mejor 
elecci6n a~ para muestras de tamaiio ~eaueiio. 
I I 81 1 -10.11(1.17) 1 1.37 1 -10.11(1.26) 1 1.86 1 -10.11(1.46) 1 2.10 1 -10.12(1.13) 1 1.30 1 -10.18(1.65) 1 2.7 
Tabla 5.1: Resultados de simulacion para 1 look 
Tabla 5.2: Resultados de sirnulacion para 2 looks 
'l'abla 5.3: HRsultados de sirnulacion para 4 looks 
Tabla 5.5: Comparaci6n de 10s estimadores usando 10s criterios del error cuadrAtico medio y la 
distancia a1 verdadero valor 
Tabla 5.4: Resultados de simulacion para 8 looks 
Como aplicacicjn, se analiz6 un corte de la imagen original con el estimador tiML. Este corte es 
una k e a  en rojo en la figura 51, que estti trazada sobre un Area urbana interrumpida por un 
kea  m& homogbnea. En esta imagen se ven tres regiones bien diferenciadas con distinto grado 
de homogeneidad, que se detallan en la tabla 5.6 y se dan 10s valores de 10s partimetros estimados 
de cada una de las distribuciones con que fueron ajustadas cada zona. El resultado de estimar 
a! en esta transecta, usando una ventana deslizante de tamaiio 7 x 7 pixels, se presenta en la 
Figura 51: Area original bajo estudio y las ~lases analizadas: cultivo (amarillo), selva (verde), 
y urbana (violeta). 
figura 52. Recordando que el parhetro a mide la heterogeneidad, entonces se ve claramente 
que esta estimaci6n detecta ambas region-, la urbana (extremadamente heterogknea) y el 
bosque (menos heterogknea que la primera) 
Otra aplicacidn de este tema se verA en el Capitulo 7 donde se presentarh imAgenes gener- 
adas con muestras provenientes de variables aleatorias distribufdas g i  (a, 7, n), para diferentes 
valores de (a, 7, n) , que simularh Areas con diferente grado de homogeneidad, brillo y ndmero 
de looks. En estos cases la estimaci6n de 10s parhetros a y y se realiz6 en forma conjunta, 
Tabla 5.6: Caracteristicas principales de las muestras, estimacion de 10s parametros y el -valor 
fijando el valor n, y utilizando el estimador por el mktodo de 10s momentos de orden 1 y 112. 
del test de X2 (entre corchetes) para las tres distribuciones consideradas. 
Tipo de Cobertura 
Campos 
Bosque 
Area Urbana 
En este capitulo se vieron 10s algoritmos bhicos para generar variables aletorias con dis- 
tribuciones r1I2, K A  y G i .  
Tarnaio 
26681 
15886 
65660 
Color 
Rojo 
Verde 
Violeta 
~' / ' ( l ,  l/B) 
91166.6[.47] 
85550.6[.00] 
271206.0[.00] 
K A ( ~ ,  X, 1) 
(31.60,3.46.10-4)[.471 
(3.83.4.47 . 10-~)[.84] 
(0.36,1.34 . lo-') [.00] 
G:(% ?, 1) 
(-24.10,2.12. ~O~) [ .SO]  
(-4.02,2.63 . 105)[.66] 
(-1.20.7.66 . 104)[.43] 
Figura 5 2 :  Valores estimados localmente del parhetro a, de un corte de la imagen original 
( b e a  roja), usando una ventana deslizante de 7 x 7. 
Se presentaron de siete estimadores para el pardmetro a, conocidos 7 y n, y mediante un 
estudio de Monte Carlo se obtuvo el comportamiento de estos mktodos sacando conclusiones 
sobre de cada uno de ellos. 
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Figura 5-3: Histograma de la clase cultivo junto con el ajuste de tres curvas de las distribuciones: 
(trams cortos), K A  (trazos largos) and & (lineas s6lidas, respectivamente). 
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Figura 54: Histograma de la clase Selva junto con el ajuste de tres curvas de las distribuciones: 
r1I2 (trazos cortos), KA (trazos largos) and G i  (lineas &lidas, respectivamente). 
Urban 
Graylevel 
Figura 5 5 :  Histograms de la clase urbana junto con el ajuste de tres curvas de las distribuciones: 
I'll2 ( t r m s  cortos), & (trazos largos) and G: (lineas sblidas, respectivamente). 
Capitulo 6 
Subst itucidn de la distribucidn K A  
por la distribucidn 81 
En este capitulo se estudiar6 la factibilidad de substituir la distribuci6n ICA por la distribuci6n 
G I  en el ajuste de datos. Es decir, se verificar6 que para 10s datos distribuidos &(QK, A, n), 
para alguna terna (aK, A, n), siempre se podr& encontrar una terna (aG, 7, n) tal que esos datos 
sean ajustados con una distribuci6n G:(ctG, 7, n) con un cierto nivel de calidad. Con este fin se 
propondr6 una aproldmacibn entre ambas distribuciones. 
El objetivo de este estudio es verificar que la aproximacibn de la distribucibn K A  por la 
distribuci6n tiene sentido prktico. De ser posible esta aproximaci6n, se podr& considerar a 
las im6genes SAR bajo el modelo de la distribuci6n G I  hicamente. A~ cuando sea posible 
establecer una correspondencia entre parhetros de la distribuci6n ICA y de la distribuci6n G I ,  
este no es el objetivo final, ya que lo que se propone en este trabajo es utilizar directamente la 
distribuci6n $ como el modelo estadistico de las imiigenes SAR. 
El problema de aproudmaci6n se encarar6 de dos formas: una analitica, donde se propondrd 
una distancia entre las dos distribuciones la cud se intentar6 minimizar, para obtener una 
correspondencia entre ellas; y la segunda, muestral, que consistir6 en medir las distancias entre 
distribuciones empiricas y distribuciones te6ricas. 
En este trabajo el inter& final se concentra en el segundo enfoque, pero para tener una idea 
de la calidad de esta aproldmaci6n se h a r h  algunos estudios simplificados y no necesariamente 
concluyentes dentro del primer enfoque planteado. 
Para atacar el problema te6rico una primera simpWcaci6n consistira en considerar la aprox- 
imaci6n de las distribuciones que se utilizan para modelar el backscatter amplitud, esto es, se 
estudiar6 la aproximaci6n de la distribuci6n r1I2 por la distribuci6n r-lI2, sin considerar la 
influencia del ruido speckle que es comh a ambas. Sin embargo, hecha esta aproximaci6n7 se 
vers que a h  esta simplificaci6n no permiti6 establecer una correspondencia entre pares ( a ~ ,  A) 
y pares (aG, 7) en forma analitica, como se puede ver en la ecuaci6n (6.19) de la secci6n 6.4. 
Por otro lado, esta correspondencia solamente dads informacibn sobre cudes distribuciones 
G i  estarian a una distancia dada de la distribuci6n KA. Por lo tanto, dadas estas condiciones, 
carece de sentido pr&tico resolver num6ricamente la aproximaci6n de la distribuci6n r1I2 por 
la distribuci6n I'-lI2. Sumhdole el hecho de que el costo involucrado en dicha aproximaci6n 
ser6 del mismo orden que el de la resoluci6n numbrica de la aproximaci6n de la distribucidn K A  
por la distribuci6n 61, queda justificado el hecho de no haber realizado esta aproximaci6n. 
Para aproximar la distribuci6n K A  por la distribucidn &, se propondr6 en la secci6n 6.1 
la distancia Lz entre sus respectivas densidades, justificando el por qub de su elecci6n. Se 
minimizars esta distancia para obtener una correspondencia entre distribuciones, y se lo harA 
numbricamente a causa de la gran complejidad que involucraria la minimizacibn analltica. Se 
mostrara tambibn que, bajo el modelo multiplicative basta probar que las distribuciones que 
corresponden a los backscatters se aproximan. 
Ya que el n h e r o  de looks es el mismo para ambas distribuciones, los parhetros de escala 
en las dos situaciones son hdados a partir de considerar hicamente las distribuciones con 
media unitaria a fin de poder ser comparadas. Se establecers entonces una correspondencia 
entre 10s parhetros de ambas distribuciones. 
Se medir6 la calidad del ajuste de datos KA a1 ajustarlos con la distribuci6n GI, utilizando 
el test de adherencia X2 en una experiencia Monte Carlo y se medirs el tamaiio de la muestra 
minima para aceptar la hip6tesis. Este test de adherencia tambikn sirve para justificar la elec- 
ci6n de la distancia utilizada, entre otras posibles que tambikn son presentadas en las secciones 
que siguen. 
6.1 Distancia entre distribuciones 
DeWemos aqd el critero de aproximaci6n a ser utilizado. Consideremos, entonces, el conjunto 
de todas las distribuciones que admiten densidad y denotkmoslo 2). Para establecer la noci6n 
de proximidad entre distribuciones en 2) utilizaremos una distancia L2, que denotaremos d2 : 
2) x V + [0, co) y viene dada atravb de la relaci6n: 
donde fl y f2 son las densidades que caracterizan las distribuciones Dl y V2, respectivamente. 
Se utilizarh la distancia L2 porque es tratable numkricamente y, principalmente, porque que 
en el Area de procesamiento de imAgenes SAR, la calidad de ajuste entre datos y distribuciones 
se hace prioritariamente atravb del test de X2. EBte test es la versi6n estadistica discreta de la 
distancia L2. 
Otra opci6n seria utilizar la distancia L1 defbida como 
Pero no tiene contrapartida estadistica discreta de uso frecuente en el kea. 
Una tercera opci6n, es la distancia L, definida dm (Dl, V2) = sup, I Fl (z )  - F 2  (z)  1,  donde 
F. es la funci6n de distribuci6n acumulada que caracteriza la distribuci6n 23.. El uso de esta dis- 
tancia se concreta de forma estadistica discreta en el test de Kolmogorov-Smirnov que requiere 
el uso explicit0 de las funciones de distribuci6n acumuladas Fl y F2. 
Se presentaron en el Capitulo 3 las funciones de distribuci6n acumuladas de la distribucidn 
~ 5 :  y de la distribuci6n lCA. El c6mputo aproximado de la funci6n de distribuci6n acumulada de 
variables aleatdrias con distribuci6n lCA, propuesto en [YFS95], adem& de imponer restricciones 
sobre el espacio de parhetros, involucra el uso de una funci6n recursiva que a su vez requiere 
la utilizacidn de funciones de Bessel. A estas desventajas de orden pr&tico de la utilizaci6n 
de la distancia L, sigue el hecho que en la prktica el uso del test de Kolmogorov-Smirnov es 
poco frecuente para ajuste de datos y distribuciones. 
Otras distancias que puedan ser definidas no tienen ni- inter& para las aplicaciones 
enfocadas en esta Area. En la secci6n se propone y evalfia una forma de aproximar las distribu- 
ciones lCA y atravh de un m4todo que no utiliza explfcitamente la noci6n de distancias entre 
ellas. 
6.2 Aproximacidn de la distribucidn Ka por la distribucidn G! 
S e r b  estudiadas lLnicamente aquellas distribuciones XA(aK, A, n) y a ( a G ,  'yG, n) de media 
unitaria para poder comparar las dos distribuciones. De esta manera, para la distribuci6n KA, 
conocido el n h e r o  de looks n y el parhetro de homogeneidad a ~ ,  el parhetro de escala A, 
que denotaremos con A*, estd dado por: 
AnBogamente, las distribuciones G i  (con el mismo n h e r o  de looh n) s e r b  indexadas mca-  
mente por su respective parhetro de homogeneidad a ~ ,  ya que el parkmetro de escala estA 
dado por la relaci6n: 
Asf siendo, para cada a~ queremos hallar a G  que minimice la distancia 
p ~ + n - l  KaK-n ( 2 ~ a )  - nn (Y*)-=G I' (n - aG) z ~ ~ - ~  
I' (n) r (-aG) ('y* + nz2)n-QG 
con A* y 'y* 10s valores que hacen las medias unitarias. Como se ve en la ecuaci6n (6.4), 
no es obvio que se pueda encontrar una soluci6n analfticamente. Antes de buscar una soluci6n 
numkricamente, veremos un resultado que, aunque no resuelve el problema de encontrar analfti- 
camente el valor de a~ que minimiza esta distancia, simplifica 10s cBculos y permite entrever 
la soluci6n. 
6.3 Aproximacidn de las distribuciones del retorno atrav6s de 
las distribuciones del backscatter 
Como ya dijimos, nuestro objetivo es substituir la distribuci6n ICA por la distribuci6n G:, que 
son los modelos propuestos para el retorno. Recordemos que ambas distribuciones provienen 
de multiplicar variables aleatorias independientes. La primera se obtiene multiplicando dos 
raices cuadradas de Gamma, y la segunda una rafz cuadrada de Gamma por uma recfproca 
de raiz cuadrada de Gamma. En ambos casos, un tkrmino de la multiplicaci6n obedece una 
distribucidn raiz cuadrada de Gamma, el correspondiente al ruido speckle, &to es, lo que cambia 
de la distribuci6n K A  por la distribuci6n ~ 5 :  es solamente la distribuci6n del backscatter. 
En esta secci6n probaremos que cuando las distribuciones para el backscatter e s t h  pr6ximas 
entre sf entonces 10s retornos tambikn lo esth.  &to se traduce de la siguiente manera, si la 
distancia L2 entre las densidades de las distribuciones r1I2 y r-lI2 es muy pequefia entonces 
la distancia L2 entre las densidades de las distribuciones ICA y G$ tambikn lo es. 
Consideremos, las variables aleatorias Zl y Z2 tales que Zl -- ICA y Z2 -- G$. Bajo el 
modelo rnultiplicativo cada una de ellas se obtiene como el product0 de dos variables aleatorias 
independientes, una que modela el backscatter y la otra el ruido speckle. EL backscatter, en 
el caso del retorno con distribuci6n ICA tiene distribuci6n r1I2 y en el caso del retorno con 
distribuci6n G i ,  tiene distribuci6n F1I2 ,  en ambos casos el speckle est& modelado como una 
variable aleatoria distribuida bajo la misma ley. 
Entonces, todo esto queda resumido en el siguiente 
Teorema 50 Sean Xl y X2 variables aleatorias tales que Xl -- I'll2 (al, P1) y X2 N r-lI2 P2), 
Y -- r112(n,n), Zi = XiY y 2 2  = X2Y. Entonces d2(fz1,fz2) < M (no) d2(fxl, fx2), con 
M (no) constante p e  depende del nzimero de looks. 
Consideremos d2(fi,, fi,) la distancia entre distribuciones definida en la ecuaci6n (6.1). Las 
funciones de densidad de Zl y Z2, definidas bajo el modelo rnultiplicativo, vienen dadas por: 
Consideremos la distancia entre fi, y fi, , 
haciendo cambio en el orden de integracidn, queda: 
luego haciendo el cambio de variable: 
z 
- = t y d z  = ydt 
Y 
y reemplazando en (6.6) y utilizando la definici6n de d2 obtenemos: 
00 
Bastarfa ver que F d y  est6 amtada. Como Y N r112(n, n),  su funcidn de densidad viene 
0 
dada por: 
ent onces 
Haciendo el siguiente cambio de variable: 
Luego reemplazaado en (6.9) se tiene: 
- nI'(2n - 1) 
22nr2 (n) e dw = Jw2n-2 o -w 22nr2(n) 
nI'(2n-1) Pero --crece lentamente en funci6n de n y como ya vimos, no consideramos valores 
grandes para el n b e r o  de looks de las imAgenes SAR , entonces para un cierto valor n = no 
nr 2n-1 fijo, la cantidad permanece acotada. La figura (6-1) muestra la miaci6n de (6.10) con 
respecto a n. Luego para n = no fijo, tomemos M(,) = > ~ ~ ~ ~ o l ~  y usando la ecuaci6n (6.7) 
se tiene que d( fz, , f&) < M(,) d2( fx,, f&), que es lo que queriamos demostrar. 
Por lo tanto, podemos afirmar que si la distancia entre las densidades de 10s backscatters es 
pequefia entonces la distaacia entre 10s retornos tambikn lo es. 
nT 2n-1 Figura 81: Grafico que muestra la variacibn de en funcibn de n 
6.4 Aproximaci6n de las distribuciones de backscatter 
Considerando el modelo multiplicative como en la seccibn anterior, en esta seccibn vamos a 
calcular la distancia L2 entre las densidades correspondientes a 10s backscatters. Como ya 
dijimos anteriormente, a h  cuando el cdculo de la distancia entre las funciones de densidad 
correspondientes a las respectivas distribuciones se haya simplificado, con respecto a la ditancia 
calculada para las distribuciones ICA y Gi, no es posible minirnizar esta distancia andticamente. 
Se presentartin 10s resultados y en la seccibn siguiente se resolver6 el problema numbricamente. 
Sean Xl y X2 variables aleatorias que obedecen las distribuciones r1l2(al, A) y I'-1/2(a2, 7) 
respectivamente. Llamemos fx, y fx2 a las respectivas densidades, cuyas f6rmulas vienen 
dadas a continuacibn: 
La distancia L2 entre estas dos densidades es: 
Recordando que 
= / fk (2; a i ) b  - 2 fx, (x; ai) fx, (3;; w)dx  + 1 
0 0 0 
desarrollamos cada uno de 10s tbrminos por separado. El primer tbrmino serk 
Haciendo el cambio de variables: 
y reemplazando en (6.13) se tiene: 
Luego, el primer tbrmino de (6.12) serk 
r(2a1 - &) 
~-1/222"1-3/2r2 ( 
0 Ql) 
Desarrollando el ~ t i m o  tbrmino de (6.12) 
Haciendo un cambio de variable: 
3 
-9-5 
= y,  luego dx  = -dy 27112 ; 
luego, reemplazando en (6.15), obtenemos: 
Desarrollemos el segundo tdrmino de la ecuaci6n (6.12), correspondiente a la integral del pro- 
ducto de las doe densidades. 
7 4xa1 fxl (x;  a1)fx2 (x ;  a2)dx = 7 x2(al+a2-l)e-(h2+7x-2) &. = 0 Y2r ( - 2 )  (a1) 0 
- 
4Aff1 7 x2(a1+a2-1)Le(fi~2+fi~-2) h. ya2r ( - 2 )  r (Ql )  
0 
Haciendo el siguiente cambio de variables: 
y reeplazando en (6.17), obtenemos: 
I 1 fx, (x;  a1)fx2 (2; a2)h = (A?) i 7e-f i (v+v-1)  yff1+a2-2 ( c )  ' r (-a2) r [all  2 2dy = 0 0 
00 
donde KV(w) = J e-;w(f'-l*)yv-ldy es la funci6n de Beasel de tercera especie y de orden v. 
0 
Entonces, por (6.11), (6.14), (6.16) y (6.18) la distancia entre las dos densidades seri: 
La complejidad de esta dtima nos lleva a formular el problema numkricamente. Ek decir, se 
tratari de hallar el parhetro a 2  que minimice (6.19) para un dado al, como se veri en la 
siguiente secci6n. 
6.5 Aproximaci6n numbrica de la distribuci6n K A  por la dis- 
En esta secci6n se tratari el problema de la minimizaci6n de la distancia entre las distribuciones 
& y G i  en forma numtkica. El mktodo de optimizaci6n utilizado fue el mktodo de Amoeba 
que realiza una minimizaci6n multidimensional, usando el mktodo simplex de Nelder y Mead 
(Computer Jourmal Vol.7. pp 308-313). La rutina escrita en lenguaje IDL estd basada en la 
rutina amoeba descripta en la secci6n 10.4 del numerical Recipes in C: The Art of Scientific 
Computing (second edition) Cambridge University Press. La implementaci6n se llev6 a cab0 
con precisi6n 
AlLn cuando el parhetro c u ~  varia, en principio, sobre todos 10s reales positivos, para los 
fines de este estudio se hari una blisqueda en el interval0 [4, lo]. Valores muy pequeiios de a K  
(0 < a~ < 4) corresponden a datos de Areas extremadamente heterogkneas, que no son bien 
ajustadas por la distribuci6n ICA y si por la distribuci6n $, tal como se ve en FMYS971; luego, 
para estos datos no es necesario disponer de una aproximaci6n. Para valores de a~ superiores 
a 10, 10s datos observados son muy bien modelados por la distribuci6n r1l2 (ver [FMYS97, 
YFS+93, YFS95]), que tambien es un caso particular de la distribuci6n $. De esta manera, 
Tabla 6.1: En esta tabla se muestra, para 1 look, los valores de QK y sus correspondientes 
&ores de QG que minimizan la integral. Se muestran tambibn 10s valores correspondientes a 
10s dos partimetros de escala X y y, para d a t a  con media unitaria. 
Tabla 6.2: Idem que tabla 6.1 para 2 looks 
la h i c a  regidn donde se hace necesario aproximar la distribuci6n K A  por la distribucibn G: es 
aquella donde 4 5 QK 5 10. 
Para estos valores de a~ se puede ver en las tablas 6.1,6.2 y 6.3 los valores correspondientes 
al parhetro QG obtenido como resultado de la minimizaci6n numkrica de la integral dada por 
la f6rmula (6.4), que expresa la distancia L~ entre las densidades de las distribuciones & y 
gi. Los valores representados por A* y y* son 10s valores de X y y tal que la media sea unitaria 
para ambas distribuciones, respectivamente. 
Como caso de inter& particular se consider6 el n h e r o  de looks n = 1. En la tabla 6.4, se 
muestra el valor dmin correspondiente al minimo de la integral (6.4) para cada valor de QK con 
4 5 QK 5 10 y paso 0.5 y para su correspondiente valor CYG que minimiza dicha integral, como 
se puede notar estos valores son del orden de o menores. 
La figura 6 2  muestra las densidades de las distribuciones K A  y para un valor fijo de 
a K  y el ac correspondiente a la minirnizaci6n de la distancia L2. Para valores de n = 1, se 
Tabla 6.3: Idem que tabla 6.1 para 4 looks 
Tabla 6.4: se muestra el valor correspondiente a1 minimo de la integral para cada valor de ( Y K ,  
entre 4 y 10, con paso 0.5 y para el correspondiente valor CYG que minimiza dicha integral. 
consider6 a K  = 4 y a~ = -4.29 que es el valor de a G  que minimiza la distancia L~ y 10s v a l o r ~  
de 10s parhetros X y 7 fueron tornados de tal manera que la media de ambas distribuciones 
sea unitaria. Tambikn se muestran en la figura 6-3 las densidades de las distribuciones ~ C A  y Gi 
para n = 1 , a~ = 8 y a~ = -8.3, y vemos que la diferencia en este caso disminuy6 con respecto 
a1 caso anterior, hecho que se puede corroborar en la tabla 6.4. Puede notarse, en cada una 
de las figuras recikn mencionadas, que la diferencia entre las densidades de las distribuciones 
KA y fi es muy pequefia, lo que permitirS en la prhtica utilizar la distribuci6n ~ 5 :  en lugax 
de la lCA. Fijando un valor de a ~ ,  la distancia entre las dos distribuciones es una funci6n que 
depende de a G  y que tiene un minimo dentro de un entorno de - a ~ .  La figura 6-4 muestra las 
dos densidades para a~ = 1 y a G  = -1 donde, en este caso, se observa que la diferencia entre 
las curvas aumenta cuando disminuye el valor de a K  pero, como ya dijimos anteriormente, para 
estos cams (aK < 4) el mejor modelo de ajuste es la distribuci6n Gi y, por lo tanto, no habria 
raz6n para querer aproximar la distribuci6n lCA (ver [FMYS97]). En la figura 6 5  se muestran 
dos curvas que corresponden, para do res  fijos a K  = 4 y a~ = 8 respectivamente, a la variaci6n 
de la distancia, en funci6n del parhetro a G ,  entre la distribuci6n lCA y la distribuci6n Gi. Se 
puede notar que el minim0 en cada curva es alcanzado para valores de a G  que caen dentro de 
un entorno pequeiio de - a ~ .  
Figura 62: Densidades XA (4,2.95,1) (s6lida) y (-4.29,4.52,1) (punteada) 
Figura 63: Densidades KA (8,6.09,1) (s6lida) y a (-8.28,9.23,1) (punteada) 
6.6 Ajuste de datos de distribuci6n K A  con la distribuci6n G: 
Sabemos que el retorno de ciertas regiones de inter& en imdgenes SAR sigue una distribuci6n 
KA, la pregunta que nos formulamos es si serd posible que estos d a t a  Sean ajustados con la 
distribuci6n y, si asi lo fueran, con qu4 calidad serd ese ajuste. 
Adem& de verificar la calidad de este ajuste, las experiencias mostradas en esta secci6n 
tambihn permitirzh observar que 10s valores de (YG estimados estzh cercanos a1 valor -(YK. 
Conceptualmente, en esta secci6n nos pondremos en la situaci6n del usuario que dispone para 
realizar el andisis de imdgenes SAR linicamente de la distribuci6n G i .  Veremos si ese usuario 
sera capaz de ajustar datos que provienen de la distribuci6n KA pero que, por imposibilidad o 
por ignorancia, 61 trata de modelarlos con la distribuci6n &. De esta manera, la estructura de 
la experiencia consistird en generar observaciones provinientes de distribuciones KA, ajustar 10s 
datos con distribuciones G;, y en medir la calidad de ese ajuste atrav6s del test de adherencia 
X2 de Pearson 
El objetivo de este reemplazo, si fuera posible realizarlo, es utilizar wcamente distribuciones 
G i  para el andisis de imdgenes SAR, debido a las ventajas analiticas y computacionales que 
ofrecen en relaci6n a las distribuciones KA. 
Para cuantificar la calidad de este procedimiento aquf propuesto se generarh muestras de 
diferentes tamafios con distribuci6n KA con diferentes parhetros. Utilizando estas muestras, 
Figura 6-4: Densidades lCA (1,2.95,0.6) (s6lida) y & (-1,4.52,0.4) (punteada) 
y suponiendo que 10s datos provienen de distribuciones G:, se estimarh 10s parbetros de 
esta dtima distribuci6n. Para cada muestra y cada distribuci6n ~ 5 :  ajustada se verA si las 
distribuciones con estos parhetros estimados ajustan bien los datos de cada muestra, es decir, 
se observarh cuhtas muestras son rechazadas a un determinado nivel de codama. El por- 
centaje de muestras rechazadas, suponiendo el modelo G i ,  serA comparado con el porcentaje de 
muestras rechazadas cuando la hip6tesis de la distribuci6n de la cual provienen estas muestras 
es la distribuci6n lCA, con parhetros estimados a partir de dichas muestras. 
La utilizaci6n del test de adherencia X2 se debe a que &te es el test m& utilizado en la 
aplicaciones de m a s i s  de imAgenes, y a que nos permitirA tambien dar una justificacibn de la 
elecci6n de la distmcia L2 dada por la ecuaci6n (6.1), que se utiliz6 para minimizar la distancia 
entre las distribuciones KA y &. 
Con este prop6sito veamos, primero, la siguiente 
Definici6n 51 El estadtktiw X2 de Pearson es: 
k 
t x 2  = C (hi - mpi) 
i=O mPi 
donde 
m: ndmero total de datos simdados distribuidos KA (aK, X,n) 
Figura 65: Distancia entre las distribuciones KA y & en funci6n del parbetro CYG. Se 
consideraron dos casos: CYK = 4 (s6lida) y CXK = 8 (punteada). 
h,: nzimen, de datos obseruados en cada interualo 
k: nzimem de interualos 
pi: F (G) - F (F distribucidn acumdada) 
Construiremos el estadistico X2 bajo la hipdtesis de que la distribuci6n & es el modelo de 
ajuste para datos que, tal como antes mencionado, obedecen la distribuci6n KA. Generamos, 
entonces, una secuencia de valores z~~ , 1 5 i 5 m, que son realizaciones de variables aleatorias 
independientes con distribuci6n KA (aK, A*, n), para un valor del par-etro CXK deterrninado 
y el parhetro A* definido como en (6.2), sin pbrdida de generalidad por ser A un parhetro 
de escala. A partir de esta muestra se estiman los parhetros a G  y 7 de la distribuci6n 
@ (aG, 7, n) usando el metodo de m-a verosimilitud y mornentos de orden 1/2 visto en la 
secci6n 4.3 del Capitulo 4. Se evalda la calidad del ajuste atravb del pvalor del test X2. 
Ahora bien, para hallar 10s valores pi recordemos que si la variable aleatoria Z est& dis- 
tribufda sew G$ (aG, 7, n) entonces su funci6n de distribuci6n acumulada puede ser evaluada 
atravb de la relaci6n: 
donde T,,, es la funci6n de distribuci6n acumulada de una variable aleatoria distribufda F;,, de 
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Snedecor, ver Capftulo 3. Entonces podemos calcular pi bajo la hip6tesis de que la distribuci6n 
G i  es la distribucidn de ajuste, de la siguiente manera: 
luego, reemplazando en la ecuaci6n (6.21), obtenemos que el estadfstico X2 tiene la siguiente 
f6rmula: 
MAS detdadamente, la estructura general de la experiencia Monte Carlo es la siguiente: 
para un n h e r o  de replicaciones R se realizan los siguientes pasos 
1. Para cada o ! ~  E [4,12] se generan muestras de la distribuci6n KA, con A* y n = 1. 
2. A partir de cada una de estas muestras de la distribuci6n KA se estiman el parhetro de 
rugosidad tuc y el parhetro de escala 7 de la distribuci6n Gi. 
3. Se evalda la calidad de ajuste atravh del pvalor del test x2. 
Las muestras de la distribuci6n ICA fueron generadas para valores de aK E [4,12], con 
tamaiios T = 1000,10000. El n b e r o  de replicaciones R, dependiendo del tamaiio de la muestra, 
vari6 entre 100 y 10000. El nivel de confianza utilizado para el test de adherencia x2 fue de 
0.01. 
Una vez colectados los datos, se procede al d s i s  de 10s mismos atravb de procedimientos 
usuales, ver [BF92b] y [BF92a]). 
La aplicaci6n que m& nos interesa es la clasificaci6n, donde se cuenta con muestras rel- 
ativamente grandes. Por otro lado, para el filtrado de imAgenes donde las muestras pueden 
ser tan chicas como de tamaiio 5, de constatarse el buen ajuste para muestras grandes estara 
anticipado el buen ajuste para muestras pequefias. No se realizaron experiencias para muestras 
muy pequeiias por ser redundante las conclusiones obtenidas para muestras grandes, y por la 
gran inestabilidad num6rica que esta situaci6n exhibe. La menor muestra considerada es de 100 
observaciones y, en la prktica, se utilizan muestras de este orden tambikn para filtrado (corn0 
seria el caso de una ventana de 10 x 10 pixels). 
El nivel utilizado para el test es de 1%, por ser un nivel bastante utilizado en la pr&ti- 
ca ([~l?S+93]), aunque tambib se muestra una tabla con niveles de confianza del5% y 10%. 
Para ilustrar el procedimiento, vehoslo para a~ = 4. En la tabla 6.5 se muestra, para 
distintos valores de replicaciones R = 100,1000,10000 y para cada tamaiio T = 1000,10000 
de la muestra, 10s valores que corresponden, en cada caso, al valor medio de los R valores 
estimados del parhetro a ~ .  Se muestra tambikn el porcentaje de muestras rechazadas al nivel 
de confianza del 1% (esta proporci6n es denotada rG). 
Se puede observar que entre 10000 muestras de tamaiio 1000 se rechazaron solamente 100 
muestras, obviamente cuanto mayor es el tamaiio de la muestra mayor es la cantidad de muestras 
rechazadas, atin asi se considera que rechazar el 12% de 10000 muestras de tamaiio 10000 no 
indicaria que habria que rechazar la hip6tesis de que la distribuci6n G i  es un buen modelo de 
ajuste. Esto queda en evidencia puesto que, como se ve en la tabla 6.7, el valor de r G  nos indica 
cud es el pocentaje de muestras rechazadas en 10s distintos niveles de confianza (I%, 5% y 10%) 
cuando se utiliza para el ajuste de los datos la distribuci6n $. Pero si tambikn consideramos 
10s porcentajes de las muestras rechazadas (rK), para esos mismos niveles de confianza, cuando 
se utiliza el modelo de ajuste de la distribuci6n K A  con los parhetros a K  y X estimados de 
las muestras, vemos que los valores de TK son del orden de 10s TG. Esto nos indica que si se 
rechaza la hip6tesis de que la distribuci6n G i  es el modelo de ajuste, tambi6n es rechazada la 
hip6tesis de que la distribuci6n K A  es el modelo de ajuste. Esto indica que no hay motivo para 
suponer que las distribuciones K A  y $ son distintas al nivel de significancia propuesto y por 
lo tanto, podemos suponer que 10s datos provenientes de imtigenes SAR tienen distribuci6n g i .  
La tabla 6.6 muestra que para cada uno de 10s valores de a K  = 5,6,. . . ,11 se generaron 
1000 muestras de tamaiio 10000 con distribuci6n KA. Para cada una de estas muestras se estim6 
el valor del parhetro a G  y se cdcul6 el valor medio de estos vdores estimados, que aparecen 
en la columna z. En la dtima columna, r G  da 10s porcentajes de las muestras rechazadas a 
un nivel del 1%. Se puede apreciar que cuanto mayor es el valor de a~ menor es el n h e r o  de 
mmstras rechazadas. Las figuras 6-6 y 6-7 muestran 10s histogramas de 10s valores estimados 
de 10s parhetrcxs a G  para las 1000 muestras, para los casos particdares a~ = 4 y a~ = 8, 
Tabla 6.5: Para a~ fijo, para R ncmero de replicaciones y 'I' nfimero de muestra, se observa el 
promedio de 10s valores estimados de a G  y el porcentaje de muestras rechazadas en cada caso 
respectivamente y se puede observm, en cada caso, que 10s valores medios de 10s CG caen dentro 
de un entorno de - a ~ .  
Por dtimo veamos el por qui! de la elecci6n de la distancia L2. Una buena raz6n para 
justificar esta elecci6n es que la distancia 2 es la versi6n discreta y fhita de la distancia L2.Por 
otro lado, observernos los resultados obtenidos al calcular la distancia L2 entre la densidad de 
la distribuci6n & y la densidad de la distribuci6n $ correspondiente a la minimizaci6n de 
esta distancia, como se ve en la filtima columna de la tabla 6.4. Estos valores son 10s que 
corresponderian asint6ticamente a1 estadfstico del test 2 realizado para testear la hip6tesis de 
que 10s datos con distribuci6n & pueden ser ajustados con la distribucidn $. La pregunta 
que nos hacemos es cud deberia ser el tamaiio de la muestra a ser considerada para que el 
test X2 no rechace la hip6tesis al nivel de confianza considerado. Pero observando 10s valores 
tabulados del estadfstico X2, btos muestran que no hay ningln tamaiio de muestras, para el 
nivel de confianza considerado, donde sean menores que el valor de la integral que se calcul6 
en la minimizaci6n de la distancia La, es decir para n i r q h  tamaiio de muestra se rechaza la 
hip6tesis. 
6.7 Otro criterio de correspondencia 
En esta secci6n se efectuara una correspondencia entre los parhetros ( a ~ ,  A) y ( a ~ ,  7)uti- 
lizando los momentos de primer y segundo orden de cada distribuci6n. Se verit que es posible 
obtener esta correspondencia f&ilrnente, per0 que este mi!todo no puede mejorar el mi!todo 
de minimizaci6n de la distancia L~ dehnida en (6.1). Alln asi, este procedimiento nos servird 
como una aproximaci6n, no tan fina como la aproximaci6n en L ~ ,  la que nos darit informaci6n, 
Tabla 6.6: Para cada valor de a K  se estimo el valor medio de 10s a~ estimados correspondiente 
a R=1000 muestras de tamaiio T=10000, para 1 look, 
Tabla 6.7: Para tres niveles de confianza, se muestra el porcentaje de muestras rechazadas 
cuando el ajuste se hace con la distribucion K o con la distribucion G 
de una manera rApida y sencilla, sobre cud es rango de variaci6n de 10s parbetros (aG,?) 
correspondientes cuando se fija 10s valores de 10s parbetros (aK, A). 
Dada (aK, A) fijos y n = 1 parhetros de la distribuci6n lCA, vamos a calcular cudes son 
10s parhetros (aG,'y) de la distribuci6n ~ 5 1  que se obtienen si se igualan 10s momentos de 
orden 1 y 2 (ver Capitulo 3) de ambas distribuciones. Recordemos que 10s momentos de orden 
1 y 2 de la distribuci6n ICA e s t h  definidos como: 
y 10s momentos de orden 1 y 2 de la distribuci6n G i  son: 
m O =  
fir1I2r (-aG - 112) 7r ( - a ~  - 1) 
18, Y m2f?i = r (-aG) , para - a ,  7, n > 0. 2 r  (-aG) 
Igualando mlr, a m l q  y m2rA a m 2 e  obtenemos el sistema de ecuaciones 
Luego, reemplazando el valor de y en la primera ecuaci6n tenemos 
entonces, una soluci6n seria 
En la tabla 6.8 se muestran para 10s valores de a~ E {4,5,6,7,8) y de X de t d  manera que 
la media sea unitaria, 10s valores de a G  y 7 hallados segCln la relaci6n (6.22). 
En las columnas dm12 y dmin de e t a  tabla se presentan las distancias L2 entre ambas den- 
sidades utilizando el par (aGl2, 7,,)obtenido por el metodo de igualaci6n de 10s momentos y el 
par (aGmin, 7,) por el mbtodo de minimizaci6n de la distancia L2. Haciendo una comparaci6n 
Figura 6-7: Histograms correspondiente a 10s valores estirnados de a~ para 1000 muestras con 
distribuci6n KA para aK = 8 
entre estos resultados y 10s que se muestran en la tabla 6.4, vemos que la aproximaci6n entre 
distribuciones hecha mediante la minimizaci6n de la distancia L2 es superior a la efectuada con 
el mbtodo de igualaci6n de 10s moment-. 
Por dtimo podemos concluir, por todo lo visto en este capitulo, que podemos substituir el 
modelo clhico lCA (w, A, n), con el que se han tratado hasta el momento 10s datos SAR, por 
la distribuci6n ~ 5 :  (aG, 7, n) . 
En el pr6ximo capitulo se vertl, mediante aplicaciones a imtlgenes sirnuladas y reales que 
podemos adoptar este modelo como el verdadero. 
Tabla 6.8: parhetros de la distribuci6n GAO calulados usando primer y segundo momentos de 
las distribuciones KA y GAO 
Figura 6-8: Curvas correspondientes a las densidades xA(4, 2.95,l) (s6lida) y GA(-~,  5.422,l) 
(punteada) . 
Figura 6-9: Curvas correspondientes a las densidades xA(8, 6.09,l) (s6lida) y GA(-9, 10.5,l) 
(punteada) . 
Capitulo 7 
Result ados de aplicaciones 
Como ya se ha visto a lo largo de esta tesis el modelo de la distribuci6n ~ 5 :  es el que se propone 
para modelar 10s datos SAR en reemplazo de la distribuci6n ICA. El procesamiento de imtigenes 
SAR requerido para la utilizaci6n de estos datos en diferentes aplicaciones involucra el filtrado, 
la segmentaci6n y la clasificaci6n de estas imtigenes. Por este motivo se mostrarti en este capitulo 
el impact0 que tiene el cambio de modelo propuesto, concretamente en la clasificaci6n. 
Se clasificarti una imagen real con keas que posean diferentes grados de homogeneidad. 
Sabiendo que 10s datos e s t h  distribuidos segfin la ley ICA se supondrti que estos siguen el 
modelo de la distribuci6n G i .  Es decir, que se clasificarti la imagen teniendo en cuenta este 
atimo modelo, donde los datos provenientes de las keas de entrenamiento s e r h  ajustadas 
s e g b  la distribuci6n G i .  Se comparar& entonces, el comportamiento de la clasificaci6n obtenida 
cuando se utiliza la distribuci6n & con la realizada bajo el modelo de la distribuci6n &. 
Para los dos modelos propuestos se utilizarh imtigenes SAR conteniendo keas de diferentes 
grados de homogeneidad provenientes de diferentes sensores y con diferente nfimero de looks. 
Como otro resultado importante de aplicaci6n se clasificarh imtigenes SAR, reales y sim- 
uladas, utilizando las dos bandas de caracterfsticas generadas a partir de la estimacidn de 
10s parhetros de la distribuci6n G i ,  a y 7, respectivamente. Se comprobarti que el compor- 
tamiento de esta clasificaci6n es superior a la clasificaci6n espacial realizada cuando se considera 
solamente como entrada la imagen que corresponde al retorno. 
7.1 Clasificacidn de imzigenes SAR 
En una subimagen de 400 x 400 pixels de una imagen proveniente del sat6lite JERS-1, 6rbi- 
ta/punto D4051306, en amplitud, con n b e r o  equivalente de looks estimado 2.95, espaciamento 
entre pixels de 12.5 x 12.5 m., banda L, polarizaci6n HH, del26 de junio de 1993, de tamafio 
1600 x 2400 pixels de la regi6n de la Floresta Nacional de Tapaj6s, Par6 , Brasil, que se observa 
en la figura 7-1, se implementaron clasificaciones utilizando como modelo a las distribuciones 
JCA y G i .  A1 realizar la clasificaci6n se vi6 que, bajo la hip6tesis de que 10s datos siguen 
el modelo de la distribuci6n ~i, 6sta no empeora cuando se toman como modelos a las dis- 
tribuciones r1I2 o ICA, ya sea que los datos provengan de Qeas homog6neas o heterog6neas.La 
Figura 7-1: Imagen JERS-1 de la zona de Tapajos (Brasil) de 3 looks 
clasificaci6n se realiz6 usando dos clasificadores: el de MMma Verosimilitud y el clasificador 
contextual Iterated Conditional Modes (ICM) . 
El clasificador de Mkima Verosimilitud es una tknica de clasificaci6n supervisada ampli- 
amente utilizada en datos de sensoramiento remoto ver [Ric86]. Esta tkcnica consiste, una vez 
seleccionadas las Qeas de entrenamiento para cada clase elegida, en asocias una distribuci6n a 
cada clase, estimar 10s parhetros correspondientes a cada distribuci6n y clasificar la imagen 
haciendo corresponder a cada pixel de la imagen la clase con mayor probabilidad. Es decir, que 
este criterio maximiza una funci6n que solamente depende del valor del pixel observado y de la 
funci6n de densidad elegida para cada clase.. 
El clasificador contextual Iterated Conditional Modes (ICM) ver [Bes89], es un mbtodo 
iterativo de refinamiento de clasificaciones que consiste en substituir la clase asociada a cada 
coordenada por la clase que maxirniza un cierto criterio. Ese criterio consiste en una distribucidn 
a posteriori de la clase, dado el valor del pixel (componente de m6xima verosimilitud) y las clases 
de los pixels vecinos (componente contextual). La influencia de las clases vecinas es cuantificada 
por un partimetro real, que se estima iterativamente, s e g h  el modelo de distribuci6n espacial 
de la clase. Se consider6 un sistema de 8-vecino para cada clasificar cada pixel. Se consideraron 
tres clases bien diferenciadas, a saber, corte (C: rojo), corte con regeneraci6n (CCR: azul) y 
selva ( S :  verde). Las regiones de entrenamiento fueron tomadas como se indica en la figura 7-2, 
siendo las dos primeras m& homogbneas que la clase selva. 
Figura 7-2: Imagen J E W 1  con zonas de entrenamiento correspondientes a: corte (rojo), corte 
con regeneraci6n ( a d )  y selva (verde) 
7.1.1 Clasificaci6n usando 10s modelos I"/', ICA y G i  
En primera instancia, para ambos clasificadores, antes mencionados, se consider6 a la distribu- 
ci6n I'll2 como la que ajusta mejor esos datos. Luego, del mismo modo, se consideraron los 
casos en que los datos heron ajustados por la distribuciones K A  y ~ 5 ,  tomando cada situacidn 
como el modelo verdadero. Bajo cada una de estas hip6tesis se llev6 a cab0 las clasificaciones 
con 10s m6todos antes mencionados y se calcul6 la matriz de confusi6n para poder hacer una 
comparaci6n entre 10s tres modelos. 
El primer caso que se consider6 h e  el suponer que los datos de las keas de entrenamiento 
para las tres clases propuestas segufan el modelo I?/'. En las figuras 7-3 y 7-4 se observan las 
im6genes clasificadas por 10s mktodos de mAxima verosimilitud e ICM, obviamente el dtimo 
metodo d6 mejores resultados, por lo que se consider6, para la comparaci6n con los otros 
modelos, solamente ICM. 
En la tabla (7.1) se muestra la matriz de confusi6n obtenida luego de la clasificaci6n de la 
imagen JERSl con el metodo ICM y cuando el modelo de ajuste de 10s datos utilizado es I'll2. 
Se muestra tambikn en la misma tabla la precisi6n con que fue llevada a cab0 dicha clasificaci6n 
y el coeficiente Kappa correspondiente. Sus valores miden el porcentaje de 10s pixels que fueron 
clasificados en cada clase. En la tabla (7.2) podemos ver 10s porcentajes de los errores por 
comisi6n y omisi6n de dicha clasificaci6n. 
En las figuras 7-5 y 7-6, se muestran las clasificaciones de la imagen JERS-1 por 10s metodos 
de m6xima verosimilitud e ICM, respectivamente, cuando se consider6 a la distribuci6n K A  
como el veerdadero modelo de ajuste y en las figuras 7-7 y 7-8, cuando la distribuci6n & 
h e  considerada como el verdadero el modelo de ajuste a 10s datos, para 10s dos mktodos de 
clasScaci6n . A simple vista, y en 10s tres casos, ICA y G:, se puede notar que el 
metodo ICM es superior a1 metodo de clasificaci6n por m h a  verosimilitud. Este hecho 
est6 cuantificado en las matrices de confusi6n, como se puede ver en las tablas (7.1), (7.2), 
(7.3), (7.4), (7.5) y (7.6) y adem&, podemos concluir que tomar como modelo verdadero a la 
distribucidn & no empeora la clasificaci6n. 
Tabla 7.1: Matriz de Confusi6n de la clasificaci6n de la imagen JERS1, bajo el modelo de 
ajuste raiz cuadrada de Gamma y el metodo ICM 
Precisi6n = 85.80% 
Coeficiente Kappa =0.8084 
Tabla 7.2: Porcentaje de errores por comisi6n y omisi6n en la clas5caci6n de la imagen JERS1, 
bajo el modelo de ajuste raiz cuadrada de Gamma y el metodo ICM 
S 
2.755 
1.692 
6.430 
Tabla 7.3: Matriz de Confusi6n de la clasificacibn de la imagen JERS1, bajo el modelo de 
ajuste KA y el mbtodo ICM 
CCR 
1.740 
40.317 
6.820 
Resultado/ Verdadero 
C 
CCR 
S 
Precisi6n = 88.0347% 
Coeficiente Kappa = 0.8387 
C 
39.034 
0.187 
1.007 
Resultado/Verdadero 
C 
CCR 
S 
C 
38.907 
0.234 
1.106 
CCR 
1.232 
43.119 
4.525 
S 
2.460 
2.408 
6.009 
Figura 7-3: Imagen clasificada con el mbtodo de mAxima verosimilitud, bajo el modelo I'll2 
Tabla 7.4: Porcentaje de errores cometidos y omitidos en la clasificacidn de la imagen JERS-1, 
bajo el modelo de ajuste KA y el mbtodo ICM 
En las figuras 7-9, 7-11 y 7-10 se muestran 10s grfficos de los datos de cada regi6n de 
entrenarniento correspondientes a cada clase y la curva de ajuste para 10s dos modelos KA y 
~ i ,  y en las tablas (7.7), (7.9) y (7.8), el anfisis descriptive de las mismas. Se puede o b s e m  
que las clases corte y corte con regeneracidn corresponden a Areas m& homogheas que la clase 
selva que corresponde a un &ea m& heterogbnea que las anteriores. 
Tabla 7.5: Matriz de Confusi6n de la clasificaci6n de la imagen JERS1, bajo el modelo de 
ajuste GAO y el metodo ICM 
Precisi6n = 88.1388% 
Coeficiente Kappa = 0.8402 
Tabla 7.6: Porcentaje de errores cometidos y omitidos en la clasificaci6n de la imagen JERS-1, 
bajo el modelo de ajuste GAO y el metodo ICM 
S 
2.416 
2.430 
6.030 
Resultado/Verdadero 
C 
CCR 
S 
Tabla 7.7: Anfi i s  descriptivo de la clase corte 
Clase Corte 
C 
38.885 
0.234 
1.128 
Nl'lmero de elementos 
Valor Minim0 
Valor MAximo 
Primer Cuartil 
Mediana 
Tercer Cuartil 
Media 
Varianza 
Coeficiente de Variaci6n 
Skewness 
Kurtosis 
Tabla 7.8: Anfi i s  descriptivo de la clase corte con regeneraci6n 
191 
CCR 
1.228 
43.223 
4.425 
9277 
9 
201 
47 
59 
72 
60 
384.35 
0.323 
0.70 
1.41 
Clase Corte con Regeneacidn 
Nllmero de elementos 
Valor Minimo 
Valor Mhtimo 
Primer Cuartil 
Mediana 
Tercer Cuartil 
Media 
Varianza 
Coeficiente de Variaci6n 
Skewness 
Kurtosis 
2597 
22 
243 
70 
89 
107 
90.53 
885.23 
0.33 
0.60 
0.98 
Figura 7-4: Imagen JERSl clasificada con el mktodo ICM, usando como modelo de ajuste a la 
distribuci6n I'll2 
7.2 Aplicacidn de la estimacidn de 10s parhetros a y y a im5- 
genes sirnuladas y reales. 
Una de las m& importantes caracteristicas de la distribuci6n G i  es que 10s valores estimados del 
pardmetro tienen una interpretacidn inmediata en tbrminos de su rugosidad. Para d o r e s  de a 
cercanos a cero, el kea  de la imagen presenta do res  de grises muy heterogkneos (coeficiente 
de variaci6n muy alto), como es el caso de keas urbanas. Si consideramos Areas menos het- 
erogkneas, como por ejemplo selva, 10s valores de a disrninuyen, alcanzando d o r e s  m& bajos 
en zkeas homogbneas, como es el caso de 10s cultivos. Esta es la raz6n por la que el parhetro 
a es considerado como una medida de rugosidad o textura. 
El parhetro +y de la distribuci6n G i  es un pardmetro de escala y estb relacionado con el 
brillo de la imagen. Nuestra vista es mds sensible a las variaciones en el valor medio que en la 
rugosidad es decir, es muy diflcil discrirninar keas que tienen diferentes pardmetros de rugosidad 
mientras que keas con diferentes pardmetros de escala logran diferenciarse perfectamente. El 
pardmetro X de la distribuci6n Q es la contrapartida del pardmetro +y de la distribuci6n G i .  
Como aplicaci6n de los Capitulos 4 y 5, se presentarb en esta secci6n im5genes generadas con 
Figura 7-5: Clasificacibn, por el mktodo de m&ma verosimilitud, de la imagen JERS-1, bajo 
el modelo ?CA. 
muestras provenientes de variables aleatorias distribufdas ~ 5 :  (a, y, n), para diferentes valores 
de (a, y, n), que simularb regiones con diferente grado de homogeneidad, brillo y nirmero de 
looks. En estos casos 10s parhetros y se estimmon en forma conjunta, fijando el valor n 
y utilizando el estimador por el mktodo de los momentos de orden 1 y 112. 
Las imdgenes simuladas s e r h  usadas tambikn para testear el rendimiento de 10s proced- 
imientos de clasificaci6n. Se verd que, utilizar las imcigenes generadas localmente con las esti- 
maciones de los parhetros a y y, y que fueron obtenidos mediante ventanas deslizantes de un 
tamaiio dado, lleva a una muy buena discriminacibn de regiones que poseen diferente grado de 
homogeneidad y tambikn dentro de aquellas que tienen el rnismo grado de homogeneidad per0 
difieren en el brillo. 
Se analizarh dos casos: el primer0 se tratard con datos simulados utilizando los generadores 
adecuados que se vieron en el Capftulo 5 y el segundo presentmemos dos ejemplos con datos 
de imdgenes SAR. 
Figura 7-6: Imagen JERS-1 clasificada con el mbtodo ICM, bajo el modelo KA.  
7.2.1 Adis i s  de Datos Simulados 
Se simul6 una imagen de un kea  con cuatro regiones de diferente grado de homogeneidad y 
brillo. Se consider6 dos grados de homogeneidad, una regi6n heterogbnea con a = -5 y otra 
extremadamente heterogbnea con a! = -1.5. Para cada valor de a fueron utilizados dos valores 
del parhetro y: y = 2.10~ y y = 4.105, respectivamente, obteniendo asi, una imagen con 4 
regiones bien diferenciadas. Los resultados de esta simulaci6n se pueden ver en la figura 7- 
12. Se eligi6 el caso n = 1 dado que es el caso m6s ruidoso de las imiigenes de amplitud y 
por consiguiente el m6s dificil de clasificar. Esta imagen h e  analizada dentro del context0 de 
m k a  verosimilitud suponiendo distribuci6n gaussiana, es decir, fueron tomadas muestras 
representativas de cada regi6n para estimar la media y la varianza de distribuciones normales. 
Los resultados en esta etapa de entrenamiento se muestran en la tabla 7.10 , media y desviaci6n 
estandar de cada regi6n y los valores originales de 10s parhetros a y 7 con que fueron generadas 
cada una de las regiones. Las densidades de estas distribuciones s e r h  utilizadas para determinar 
la regla de clasificacibn. En la figura 7-13 se muestra la imagen classcada con el mbtodo de 
m k a  verosimilitud, suponiendo, para cada regi6n, distribuci6n gaussiana con 10s parhetros 
de la tabla 7.10. Este mapa de clasScaci6n estii evidentemente dominado por la clase verde. 
Figura 7-7: Irnagen JERS-1 clasificada con el mbtodo de m&ma verosimilitud, suponiendo que 
10s datos son ajustados por la distribuci6n ~ i .  
Por otro lado, la figura 7-14 muestra el resultado de aplicar 10s estimadores de orden 1 y 
orden 112 para el parhetro a y para el parhetro 7, como se vi6 en la secci6n 4.3.5 del Capitu- 
lo 4. La imagen de la izquierda corresponde a los valores estimados localmente de a, utilizando 
una ventana deslizante de 7 x 7 y la imagen de la derecha, a los valores estimados localmente 
del parhetro 7 usando la misma metodologfa. Dadas las caracterfsticas del estimador conjun- 
A h  to (a, 7)mlmllz, habra pixels que no podrh estimane, ya que las ecuaciones planteadas ( ver 
ecuaci6n 4.32, item 2, seccibn 4.3.5, del Capftulo 4 ) para dicho estimador no tendrh soluci6n. 
A estos pixeles que tienen valores "prohibidos" se 10s recalcula otra vez, aplicando el filtro de 
la mediana en una ventana de 11 x 11. Dichos valores prohibidos ocurren en regiones muy h e  
mogbneas que corresponden a valores de a muy pequefios (muy grandes en valor absolute), no 
asf para zonas rnuy heterogbneas (parhetro a muy cercano a 0). Analizando las dos imAgenes 
de la figura 7-14 se puede ver que el parhetro 7 discrimina las cuatro regiones, mientras que 
el parhetro a solamente discrimina la rugosidad. Este hecho es de gran importancia cuando 
se estA trabajando con heas que tienen el mismo a (misma rugosidad) y distinto 7 (distinto 
brillo), como por ejemplo dos regiones de la misma cobertura con diferente humedad. La figu- 
ra 7-15 muestra el resultado de clasificar la imagen de los valores Ei y utilizando el mbtodo 
Figura 7-8: Imagen JERS-1 clasificada con el mhtodo ICM bajo el modelo gi. 
de m h a  verosimilitud y suponiendo normalidad en las muestras. De la matriz de confusi6n, 
que se ve en la tabla (7.1), se puede inferir que el resultado de esta clasificaci6n fue muy bueno, 
en este caso, las muestras de entrenamiento heron tomadas como verdad terrestre. 
i Resultado \ Verdad Cl C2 C3 C4 Cl 96.81 1.22 3.57 0 c2 0 93.28 0 0.43 c3 2.15 0 96.11 0 (74 1.04 5.50 0.32 99.57 
7.2.2 Extraccidn de caracteristicas para la clasificacidn de imAgenes SAR 
Imagen de 3 looks 
En esta secci6n se trabajarA con la imagen JERS-1 de 3 looks (2.95 looks estimados), cuyas refer- 
encias se encuentran en la secci6n 7.1. Se utilizarA la misma metodologfa que en la secci6n 7.2.1. 
Estimando localmente los parhetrcxs a y 7 de la distribuci6n g i  en una ventana deslizante de 
Figura 7-9: Grace de 10s datos de la clase corte, y las curvas de ajuste correspondiente a 
K~(16.649,0.0041,2.95) (izquierda) y Gi(-19.426,74706.26,2.95) (derecha) 
la imagen SAR,, podemos formar otra dos imAgenes que corresponderh a los valores estimados 
de a y 7 e implementar una clasificaci6n con el mbtodo de mAxima verosimilitud. En la figu- 
ra 7-16 se ven las imAgenes de valores de a estimados (izquierda) y de valores 7 estimados de 
la imagen original. Se utiliz6 m a  ventana deslizante de 7 x 7 para obtener los valores Z y y 
por el mbtodo de 10s momentos de orden 1 y 112 (ver Clapitulo 4), recordando que debido a las 
caracteristicas de este estimador, podrfa suceder que nos encontremos con valores prohibidos, 
en ese caso se opt6 por aplicar a la imagen resultante un filtro de la mediana adaptivo. Las 
regiones de entrenamiento son las descriptas en la secci6n 7.1. La imagen clasificada a partir de 
las imhgenes obtenidas de la estimaci6n local de a y 7, por el metodo de mzkima verosimilitud 
(suponiendo gaussiaaidad), se muestra en la figura 7-17. La tabla 7.11 muestra la matriz de 
confusi6n, que comparando con loe resultados obtenidos en la secci6n 7.1.1 claramente significa 
que la clasificaci6n fue mejorada cuando se consideran las imAgenes de G y 7. 
Imagen real de 1 look 
La figura 7-18muestra la imagen ESAR,, obtenida con polarizaci6n HH y banda L, de la ciudad 
de Gilching, a1 oeste de Munich, Alemania. Se puede apreciar dos regiones bien diferenciadas, 
m a  correspondiente a zona de pastizal que es homogbnea y otra, alrededor de bta ,  correspon- 
diente a zona urbana, extremadamente heterogbnea. Utilizando estas dos clases, se implement6 
Tabla 7.9: An&lisis descriptive de la clase selva 
Clase Selva 
Tabla 7.10: Para cada clase se muestran la media y desviacion estandar y 10s valores originales 
de 10s parhetros con que fueron generadas las regiones 
Niunero de elementos 
Valor Mhimo 
Valor MAximo 
Primer Cuartil 
Mediana 
Tercer Cuartil 
Media 
Varianza 
Coeficiente de Variaci6n 
Skewness 
Kurtosis 
11266 
17 
255 
89 
113 
141 
116.64 
1495.60 
0.33 
0.53 
0.24 
Tabla 7.11: Matriz de confusi6n de la clasificaci6n utilizando las imkenes de 10s parhetros 
estimados de rugosidad y escala de la imagen JERS-1 
Precisicin: 94.8957%, 
Coeficiente Kappa = 0.9417 
Resultado/Verdad 
C 
CCR 
S 
C 
94.441 
5.564 
0 
CCR 
6.561 
87.490 
5.999 
S 
0.007 
3.532 
96.461 
Figura 7-10: GrGco de los datos de la clase corte con regeneraci611, y las curvas de ajuste cor- 
respondiente a K~(13.764,9080.75,2.95) (izquierda) y ~i(-14.167,119671.72,2.95) (derecha) 
Tabla 7.12: Matriz de confuson de la clasificacion utilizando las imagenes estimadas de los 
parametros de rugosidad y escala de la imagen ESAR 
Resultado/Verdadero 
Pastizal 
Zona Urbana 
una clasificaci6n por m&ma verosimilitud, suponiendo gaussianidad en las muestras. Como 
resultado la clase clase urbana domin6 en la imagen clasificada. En la &a 7-19 se ve las 
imAgenes correspondientes a los partimetros estimados localmente a y y, de la imagen original, 
se utiliz6 el mismo criterio que en la secci6n 7.2.1.Se puede notar que el k e a  homogknea aparece 
como zona obscura en la imagen de la izquierda y como zona clara en la imagen de la derecha. 
Estas dos imAgenes son utilizadas para la clasificaci6n de la imagen original. La clasificaci6n, 
cuyo resultado se puede ver en la figura 7-20, se realiz6 con el mktodo de m4xima verosimilitud 
suponiendo que las muestras siguen el modelo gaussiano. Se calcul6 la matriz de confusi611, 
ver tabla 7.12, donde las muestras de entrenamiento fueron usadas como verdad terrestre y se 
puede inferir por 10s resultados que la clasificaci6n fue muy buena. Los partimetros estimados 
para cada una de las regiones fueron: Ei = -12.5 para la regi6n homogknea correspondiente a 
pastizal y 2 = -1.6 para la extremadamente heterogbnea que corresponde a la zona urbana. 
Pastizal 
97.62 
2.38 
Zona Urbana 
1.84 
98.16 
0.01 0 
0.008 
0.Q06- 
0.004 
0,002 
oaao 
50 100 $50 2OD 250 
Figura 7-11: Grace de los datos de la clase selva, y las curvas de ajuste correspondiente a 
K~(12.556,0.00083,2.95) (izquierda) y @(-12.797,178374.07,2.95) (derecha) 
7.3 Conclusiones 
En este capftulo se presentaron 10s resultados obtenidos como aplicaci6n de 10s resultados 
te6ricos que se vieron en los diferentes capitulos, a lo largo de esta tesis. 
La distribuci6n 9:, propuesta como el modelo que mejor ajusta 10s datos de im6genes SAR, 
fue evaluada en la clasificaci6n de imAgenes reales de diferentes looks y en im6genes sintbticas. 
Se compararon los resultados de estas clasificaciones con las realizadas cuando los modelos 
utilizados fueron & y Se concluy6 que el cambio de modelo no afect6 10s resultados de 
la clasificaci6n. 
Dado que la distribuci6n 9: es un modelo mucho m& tratable te6rica y computacional- 
mente, y que explica mejor 10s datos muy heterogkneos, se estimaron localmente 10s pardmetros 
de rugosidad y escala para trabajar, luego, en el espacio de las caracteristicas. Estas fueron 
utilizadas en la clasificaci6n de im4genes simuladas y reales y se mostr6 una notable mejora en 
10s resultados obtenidos. 
Concluimos este trabajo afirmando que la distribuci6n es el modelo que debe utilizarse 
para datos SAR, ya que sus pardmetros nos d6 gran informaci6n a la que puede accederse con 
mucha menos dificultad que en el modelo cltisico de la distribuci6n ICA y adem&, una de las 
razones fundamentales es que &ta atima no es un buen modelo cuando se trata de Areas con 
extrema heterogeneidad, donde si lo es el modelo &. 
Figura 7-12: Imagen sintktica con cuatro clases con distribuci6n G i  (a, y, 1) (de izquierda a 
derecha y de arriba a abajo ) a) a = -1.5, y = 200000, b) a = -1.5, y = 400000, c) a = -5, 
y = 200000, d) a = -5, y = 400000. 
Figura 7-13: Clasificaci6n por m6xima verosimilitud de la imagen simulada 
Figura 7-14: ImAgenes resultantes de estimar localrnente el parbetro de rugosidad (a, imagen 
de la izquierda) y el parhetro de escala (7, imagen de la derecha), con ventana deslizante de 
7 x 7 en ambos casos. 
Figura 7-15: Clasificaci6n de la imagen de partimetros (a, 7) estimados de 10s datos simulados, 
utilizando el metodo de MAxima Verosimilitud con distribuci6n Gaussiana. 
Figura 7-16: Imhgenes de 10s parhetros estimados localmente (izquierda: rugosidad, derecha: 
escala) de la imagen JERS-1 de Tapaj6s. 
Figura 7-17: Imagen JERS-1 clasificada por el metodo de m&ma verosirnilitud, suponiendo 
gaussiaaidad en las muestras y usando las imAgenes de 10s parhetros estimados localmente. 
Figura 7-18: Irnagen original ESAR de Gilching. 
Figura 7-19: ImAgenes correspondientes a la estimaci6n local de 10s parhetros de rugmidad 
(izquierda) y de escala (derecha), obtenidos de la imagen ESAR. 
Figura 7-20: Clasificaci6n por el mBtodo de m6xima verosimilitud (suponiendo gaminidad) de 
las irnAgenes de 10s parhetros estimados localmente a y y de la imagen original ESAR. 
Capitulo 8 
Conclusiones y Trabajos F'uturos 
En este trabajo se investig6 la factibilidad de utilizar el modelo ~ 5 :  como el verdadero modelo 
para las imAgenes SAR. Esta factibilidad fue verificada, y a continuacibn fue evaluado el impact0 
de este modelado sobre diversas estapas en el proceso de extracci6n de informaci6n de estas 
imkenes. 
Esta investigaci6n, desde 10s puntos de vista te6ric0, computational y aplicado, nos permiti6: 
mostrar las principales caracteristicas de un sistema SAR, con sus ventajas y desventajas 
sobre otros sistemas de observaci6n, y la importancia de la utilizaci6n de las imAgenes 
generadas con sistemas de este tip0 (Capitulo 2); 
estudiar el modelo multiplicative y, bajo b t e  el comportamiento y las peculiaridades de las 
diferentes distribuciones que de 61 emergen, bien como la interpretaci6n de sus parhetros 
y sus principales caracterfsticas y propiedades (Capitulo 3); 
estudiar, desamollar y comparar diferentes m6todos de estimaci6n de parhetros involu- 
crados en las distribuciones mencionadas. La comparaci6n de estos mktodos incluye aspec- 
tos computacionales y de aplicaci6n. Mediante una experiencia de Monte Carlo verificar 
desde el punto de vista estadistico la validel, y aplicabilidad de las mismas (Capitulo 4); 
simular variables aletorias con distribuci6n KA y GI, para generar imAgenes con heas 
de distinto grado de homogeneidad y brillo. Para permitir estas simulaciones fueron 
implementadas y evaluadas tknicas de simulaci6n estochtica i n a t a s  en la plataforma 
de desarrollo utilizadas para esta tesis (Capftulo 5); 
a c o h a r  al modelo ~2 como el mejor modelo para las imiigenes SAR,, logrando establecer 
una correspondencia entre los parhetros de ambos modelos atravb de la minimizaci6n 
de la Qistancia Lz entre ambas distribuciones (Capitulo 6); 
a medir la calidad del ajuste de datos KA al ajustarlos con la distribuci6n ~ 1 ,  utilizando el 
test de adherencia X2 en una experiencia Monte Carlo (Capitulo 6); 
a verificar que es a d o ,  prktico, aplicable y relevante el cambio de modelo, de la dis  
tribucibn iCA por la distribuci6n G i  para la clasificaci6n de imiigenes SAR,. Para esta 
verificaci6n de esta hip6tesis, central para la tesis, se siguieron los pasos 
1. suponer que 10s datos siguen el modelo KA, por un lado y por otro que el verdadero 
modelo es G i  
2. realizar clasificaciones bajo 10s dos supuestos 
3. hacer una comparaci611, que nos llev6 a la conclusi6n que, modelar con la distribuci6n 
G i  no emperora la clasificaci6n de las imiigenes consideradas (Capftulo 7); 
a clasificar imiigenes SAR, reales y simuladas, utilizando las dos bandas de caracteristicas 
generadas a partir de la estimacidn de los parhetros de rugosidad y escala (a y 7 respec- 
tivarnente) de la distribuci6n &. Se verific6 que el comportamiento de esta clasificaci6n 
es muy superior a1 de la clasificaci6n espacial realizada cuando se considera solamente 
como entrada la imagen que corresponde al retorno (Capitulo 7). 
De b t a  manera, esta tesis contribuy6 al cuerpo de conocimiento del anfisis de imiigenes de 
radar de apertura sintbtica con una poderosa herramienta de modelado: la distribuci6n PA y 
su utilizaci6n en la clasificaci6n de estos datos. 
Innfuneras posibilidades se abren para trabajos futuros, siendo algunas de las m h  impor- 
tantes y viables las siguientes: 
1. Extensi6n de 10s resultados obtenidcs en esta tesis: 
(a) Estudio de m b  propiedades te6ricas de la distribuci6n &, bien como de sus esti- 
madores. 
(b) Propuesta y evaluaci6n de otras tknicas de inferencia. En esta h e a  de trabajo se han 
realizado estudios, donde se busca la mejorfa del estimador de mMma verosimilitud. 
(c) Propuesta y evaluaci6n de otras tknicas de simulaci6n para la obtenci6n de obser- 
vaciones de variables aleatorias con distribuci6n a. 
2. Otras aplicaciones del modelo a: 
(a) Desarrollo de filtros bajo este modelo, para la obtenci6n de imkenes donde el rui- 
do speckle ha sido combatido. Estos filtros podrh estar directamente basados en 
la estimaci6n de 10s parhetros de la distribucidn o en la utilizaci6n de tknicas 
Bayesianas para la obtenci6n de estimadores MAP, por ejemplo 
(b) Desarrollo de detectores de bordes, bajo el modelo &. Los detectores de bordes se 
basan en la locahaci6n de cambios en las caracterfsticas espaciales de la imagen. 
Una posible forma de obtener detectores bajo este modelo es la construcci6n de 
testes de hip6tesis que, utilizando muestras de pequeiio tamaiio, puedan discriminar 
muestras con diferentes parhetros. 
(c) Desarrollo de segmentadores basados en el modelo a. En este trabajo fueron 
obtenidas clasificaciones, pero en ciertas aplicaciones no es necesario llegar hasta 
la rotulacidn de las clases, bastando la identificaci6n de las mismas. 
3. Generalizaciones y extensiones del modelo G:: 
(a) Caracterizar procesos estochticos con correlaci6n espacial y distribuci6n marginal 
GI .  ESta procesos podrh ser utilizados para aumentar el realism0 y la expresividad 
del modelado de imdgenes SAR bajo el modelo multiplicativo. 
(b) Caracterizar distribuciones polarimBtricas con diferentes grados de rugosidad para 
cada componente, utilizando el modelo. Actualrnente se dispone de un modelo para 
d a t a  polarim6tricos donde surge la versi6n multivariada de la distribuci6n tratada en 
esta tesis: la distribuci6n Go-multivariada, siendo su principal debilidad la imposici6n 
de un llnico parhetro de heterogeneidad para cada componente. La obtenci6n de 
un modelo que permita diferentes parhetros CY para cada componente permitird 
ajustes m& precisos de este tip0 de datos, tan importantes para la discriminxi611 
fina de blancos. 
Funcidn de Bessel 
Presentaremos aqui la funci6n K, que es la funci6n de Bessel de tercera especie y orden v y 
viene dada por la integral A.l: 
Presentaremos algunos resultados concernientes a la funci6n Ku que han sido extraidos[AS64] 
Las funciones de Bessel K,, v E R, satisfacen las siguientes relaciones: 
d 
- 
1 
*Ku (w)  = -5 (&+I (w)  +&-I ( w ) )  
Relaciones asint6ticas para K, (w)  cuando w + 0, se deducen usando la representaci6n en serie 
de la funci6n de Bessel modificada de primera especie I,,que esta definida como: 
La siguiente f6rmula establece una conecci6n entre las funciones de Bessel Ku e I,, 
x 1 Ku (w)  = - 2 sen ( x u )  (I-u(w) - Iu(w)) 
Luego, como caso particular, debido a Watson en 1944, para u > 0 se cumple: 
K, (w)  2,-lr (u) x - ~  C U ~ ~ O  w + o
KO (w)  -- - ln w cuando w + 0 
La siguiente f6rmula debida a Ismail (1977) muestra la relacidn asimpt6tica para v grande 
Recordando que: 
cuando u + oo 
Fdrmula de Stirling: I' ( z )  N &e-~z" - l /~  para z + oo 
00 
La funci6n Gamma esta definida como r(a) = J tQ-le-tdt 
0 
I'(a + 1) = a r ( a )  y que I'(n + 1) = n! si n E N 
Asimetria y Curtosis 
DefinicMn 52 El coeficiente de asimetria de una distribucidn es: 
P3 E (X - E ( x ) ) ~  
= 3 = ( E  (X2) - ,232 (x)l3I2 
Definici6n 53 El coeficiente de curtosis de una distribucidn es: 
Distribuci6n I'-lI2(a, y) 
Recordemos que 10s momentos de orden r de la distribuci6n son: 
r(-a - E (x') = fI2 ' P I 9  para - a > r / 2  
r(-a) 
y la varianza es: 
Tenemos tambi6n que: 
E ( X  - E ( x ) ) ~  = E (x3) -3E (x2) E ( X )  - 2~~ ( X )  
E ( X  - E ( x ) ) ~  = E (x') - 4E (x3) E ( X )  + 6E (x2) E~ ( X )  - 3~~ ( X )  
Reemplazando (B.3) y (B.4) en la ecuaci6n (B. I), obtenemos: 
Luego, el coeficiente de asimetria de la distribuci6n es: 
definido para -a > 312. 
De las ecuaciones (B.2), (B.3) y (B.4) tenemos: 
Luego, el coeficiente de curtosis de la distribuci6n l?-1/2 es: 
definido para -a > 2. 
Distribuci6n K A  
Utilizando las ecuaciones (B.l) y (B.2) se calculan 10s coeficientes yl y y2 de la distribuci6n 
KA de la siguiente manera: 
siendo 
E (X - E (x) )~  = (An) -3/2 
r3 (n) r3 (a) (r2 (n) r2 (a) r (n + 3/2) r (a  + 3/2) - 
-3nr2 (n) ar2 (a) I7 (n + 1/2) I? (a + 1/2) - 2r3 (n + 1/2) fl (a + 1/2)) 
(E (x2) -E~ (x)l3I2 = (An)-312 (nar2 (n) r2 (a) - r2 (n + 1/21 r2 (a + 1 / 2 ) ) ~ / ~  
r3 (n) r3 (a) 
entonces 
(r2 (n) r2 (a) I' (n + 312) r (a + 312) - 3nr2 (n) ar2 (a) T (n + 112) r (a + 112) - 2r3 (n + 1 
'Yl = (nar2 (n) r2 (a) - r2 (n + 1/2) r2 (a + l/2)l3I2 
Siendo 
E (X - E ( x ) ) ~  = (An) -2 
r4 (4 ( 4  (p ( n ) p  ( a ) r ( n +  2 ) r ( a + 2 )  - 
-4 (n + 112) (a  + 1/2) r2 (n) r2 (a) r2 (n + 1/2) r2 (a + 112) + 
+6nar2 (n) r2 (a) r2 (n + 1/21 r2 (a + 1/2) - 3r4 (n + 1/2) r*' (a + 1/2)) 
(E (X2) - E2 ( x ) ) ~  = (An) -2 
r4 (n) r4 (a) (nar2 (n) r2 (a) - r2 (n + 112) r2 (a + 1/2))~ 
Luego, efectuando el cociente y restando 3, nos queda el coeficiente r2. Ninguno de 10s dos 
coeficientes depende del parhetro y. 
Funci6n Caracterist ica 
Definici6n 54 Sea X una variable aleatoria. Una finddn caracterGstica de X es una funcidn 
$tX cp : R + C, definida por c p  = ( p x  ( t )  = E ( ) 
Propiedades 
3. px es uniformente continua en R 
4. ( t )  = (PX ( t )  cpy ( t ) ,  Vt E R, si X e Y son independientes. 
6. Si Y = aX + b entonces cpy ( t )  = ei~cPx (at) 
( k )  7. Si E ]XIn < oo, entonces cpx posee n derivadas continuas y cpx ( t)  = i k ~  (xkei tZ) ,  
Vt E R,Vk=O, l ,  ..., n 
1E (k) 8. E (xk) = ( - i )  cpx (0) ,  Vk = 0,1,  ..., n 
Funci6n Generadora de Momentos 
Definicidn 55 Sea X una variable aleatoria. La tmmformada de Laplace de X es una fi-mcibn 
L : P + R, definida por L = Lx (t) = E (em) y la tmnsfonnada de cumulantes definida por 
EX (t) = log Lx (t), pam todo t E R. 
Propiedades 
1.  Lx (0) = 1 y xx (0) = 1 
2. LX+Y (t) = LX (t) Ly (t), Vt E R, si X e Y son independientes 
3. Lx (it) = vx ( t ) ,  Vt E R 
4. Si Y = a x  + b entonces Ly (t) = e t b ~ x  (at) 
5 .  Si E IXln < oo, entonces Lx posee n derivadas continuas y 
(k) Lx (t) = E xketX , W E R,Vk = O , l ,  ..., n ( ) 
luego, se tiene el siguiente resultado 
tambibn a Lx se la llama funci6n generadora de momentos. 
La primera y segunda derivada de EX vienen dadas por: 
en particular se tiene que: 
E ( X )  = (0) , Var ( X )  = ~k (0) 
Propiedades de Convergencia 
En las siguientes propiedades se ve rh  las convergencias para las distintas distribuciones involu- 
cradas en este trabajo.FMYS971, [YFS95] 
1. La distribuci6n raiz cuadrada de Gamma converge en probabilidad hacia una constante, 
es decir, r1j2(a, A) + ,B1 'I2 cumdo a, x 3 m y f -r p1 
2. La distribuci6n reciproca de la rafi cuadrada de Gamma converge en probabilidad hacia 
Pr -112 
una constante, es decir, I?-'12(a, 7) * P2 cuando -a, y  + m y 7 3 ,& 
3. La distribuci6n rafz cuadrada de la gaussiana inversa generalizada converge en distribuci6n 
a las siguientes distribuciones: 
a) N - ~ I ~  (a, 7, A) 2 r1I2 (a, A) cuando y  1 o y a, x > o 
b) N-lI2 (a, 7,  A) 3 I?-ll2 (a, y )  cuando X 1 0  y -a, y  > 0 
4. La distribuci6n lCA converge en distribuci6n a la raiz cuadrada de Gamma, es decir 
KA (a, A, n) 3 r1I2 (n, n/pl) cuando a, X 3 m y f 3 PI 
5. La distribuci6n G i  converge en distribuci6n a raiz cuadrada de Gamma, 
D G i  (a, n) 3 P I 2  (n, nP2) cuando -a, y  3 m y +P2 
6. La distribuci6n GA converge en distribuci6n a las siguientes distribuciones: 
a) GA(~,7,X,n)  S&(a ,X,n)  cuando y l O  y a , X  > 0  

Anexo K A  
Pmposici6n 56 Senn XA e YA dos variables aleatorios independientes tales que XA u r1 I2 (a ,  A) 
y YA N r1 I2(n,  n )  con a, A,n > 0, entonces la variable aleatoria producto ZA = XAYA tiene 
dbtribucibn XA (a, A, n) con a, A, n > 0. 
Demostraci6n 
Si ZA = XAYA y XA e YA son variables aleatorias independientes, entonces la funci6n 
00 
de densidad fi, de Za es fi, (z) = J fx, (j) fv, (y )  i d y  (ver Ap6ndice H proposici6n 64). 
0 
Luego como 
se tiene que: 
r X haciendo el cambio de variables y = q t  dg = *dt  y substituyendo se tiene: 
llamando t2 = s, 2tdt = ds 
y se obtiene la siguiente funci6n de densidad correspondiente a una variable aleatoria con 
distribuci6n lCA 
Propiedad 57 La distribucidn lCA es unimodal y su moda es: 
4 6 a+n $ f ( x )  = (xffm-l K a-n ( 2 x 6 ) )  = o 
- x ~ + ~ - ~  (Ka-n ( 2 x 6 )  + X$ Kff-, 2 x 6  = 
siendo 
( )) 
& ~ a - n  PXG) = -x& Ka-n+l 2 x 6  + Kff-nb1 2 x 6  
reemplazando 
( 0( )) 
x ~ ~ - ~  (Ka-n ( 2 x 6 )  - x 2 6  (Ka-n+l ( 2 2 6 )  + Ka-n-1 ( 2 x 6 ) ) )  = 0 
Estimadores 
G. 1 Estimacidn por Momentos 
Momentos de una distribuci6n. Condiciones para la determinaci6n de una distribuci6n por sus 
momentos 
Unicidad Sea F una distribuci6n dehida en la recta real con una sucesi6n de momentos: 
Teorema 58 La distribucidn F queda uniuocamente determinada por la sucesidn de mornentos{X~} 
si se cumple la condicidn 
Cada una de las siguientes condiciones es suficiente para (G.2) 
a) limsupk,, f(  7 lxlkd~(x))f  = v < 0 
-00 
00 
b) C %vkconverge absolutamente en un interval0 lvl < vo 
k=l 
Existencia 
Lemma 59 Sea X una variable aleatoria entonces, 
M 
Corolario 60 Para cudquier variable aleatoria X ,y cudquier nzimem real r > 0 vden 
00 
a) E[XIf = r f ~'-~P(IxI > t)dt 
0 
b) SB[X]' < m,entonces lim*, [t-'P(IX1 > t)] = 0 
Una condici6n necesaria y suficiente para que E[XIr < m es que t r - lp ( l~ I  > t) sea 
integrable. 
Momentos Muestrales 
Sean X11X21. ..,Xklvariables aleatorias con funci6n de distribuci6n F. Se define el momento 
de orden Ic de F como 
Los momentos correspondientes a la funci6n de distribuci6n muestral F, son estimadores 
naturales de estos parhetros, es decir, Xk puede ser estimado por 
Estos estimadores son consistentes en el sentido usual y su distribuci6n conjunta es asin- 
t6ticarnente una distribuci6n normal multivariada. 
Los estimadores ak son la media de variables aleatorias independientes e identicamente 
2 distribuidas, con media Xk y variama XZk - Xk. 
Por la ley fuerte de 10s grandes nheros  se tiene el siguiente 
Teorerna 61 Sean a k  y Xk definidos como en (G.3) y (G.4) respectiuamente, entonces 
a) ak 5' Xk (up1 es la conuergencia con probabilidad 1) 
b) E [ak] = Xk 
x ~ ~ - A ~ .  
c) Var [ak] = 
El item a) implica la consistencia fuerte y b) y c) juntos la consistencia en media cuadrAtica. 
G.2 Estimaci6n por el m6todo de Mzixima Verosimilitud 
Sean XI, ... Xk variables aleatorias independientes e idhnticamente distribuidas con funci6n de 
distribuci6n Fe que pertenece a la familia 
F = IFe, 8 E e)  y supongarnos que las distribuciones Fe poseen funciones de densidad 
f ( ~ ;  el, e E R ~ .  
la funci6n de verosimilitud de la muestra XI, ..., Xk se define como 
donde la densidad conjunta de las observaciones es tratada como funci6n de 8. 
El estimador de mMma verosimilitud (MV) de 8 es un valor g que maximiza L en 8. De 
manera equivalente, se considera la funci6n ZogL para maximizarla por ser mAs conveniente para 
10s cAculos. Entonces el estimador g es la soluci6n del sistema de ecuaciones de verosimilitud: 
= O, parai = 1 ,..., n 
y confirmando que maximiza L. 
G.3 Estadisticos de Orden 
Sean XI, ..., Xn variables aleatorias independientes e idbnticamente distribuidas con funci6n 
de distribuci6n F. Consideremos 10s valores muestrales ordenados Xn, < Xn2 5 ... 5 Xnn, 
entonces el vector X(n, = (Xd, Xn2, ..., X,,) se llama estadistico de orden de la muestra. 
La distribuci6n del estadfstico de orden k, Xnk se puede hallar: 
n 
P(Xd 5 x) = C (7) [F (%)Ii [1 - F (x)] n-" 
i=l 
G.4 Criterios de Comparaci6n 
Definici6n 62 Error cuadr6tico medio m s e  = (Z - a) + war (G) . 
Para comparar estimadores, incluyendo a 10s estimadores sesgados, un criterio muy ~ItLtil es 
el criterio del error cuadr&tico medio, que se define como el valor esperado del cuadrado de 
la desviaci6n entre el valor estirnado y el parhetro y lo denotaremos mse.  Luego, (tomemoe 
a = 8)tenemos que m s e  = E [(z - o ) ~ ]  y se prueba que esta cantidad es igual a la varianza 
m&s el sesgo al cuadrado, comk se ped; ver en en el siguiente cdcdo: 
- - - 
E [(z- o ) ~ ]  = E [{(Z- E(z)) - (~ ( i i )  -8))2] = 
= E [ ( ~ - E @ ) ) ~ ]  + E  [ (~( i i )  - o ) ~ ]  +2(E@) -8) E [(z-E@))] = 
= vaL@) + (sesg;l2 
L J 
ya que E [(z- ~(ii))] = E@] - E[E@]] = E@] - E@] = 0 
Definicidn 63 Consistencia 
El cn'terio de consistencia inuolucm el comportamiento del estimador cuando el tamafio de la 
muestm crece indefinidamente. Es decir decimos que u n  estimador 2 es consistente si para 
cualquier E pequefio, la probabilidad de que el valor absoluto de la desviacidn entre z y 8 sea 
menor que E tiende a 1 cuando n tiende a infinite, o sea: 
Pr 8 - 8 < E + 1 cuando n + oo {I- I 1 
Proposici6n 64 Sean X ,  Y y Z variables deatorias tales que, X e Y son independientes y Z 
es una fincidn de X e Y .  Entonces la funcidn de densidad de Z wtene dada por: 
Demostraci6n 
Sea Z = XY, consideremos la variable aleatoria conditional W = Z/Y = y para cada valor y 
en el espacio muestral. La funci6n de distribuci6n xumulada de W es, para cada valor y : 
luego, la funci6n de densidad de W viene dada por: 
Consideremos la distribuci6n conjunta (2, Y) cuya densidad es: 

entonces la variable aleatoria X = - In U tiene distribucidn exponencial con parkmetro 1 y su 
funci6n de densidad es fx (z) = e-x. Considereremos la variable aleatoriaw = u1Ia entonces 
su funci6n de densidad es fw (w)  = fv (wa) .mua-l como 0 5 wa 5 1 entonces fw (w)  =.awa-' 
y por hip6tesis a < 1 luego 0 <.ama-' < 1. Si llamamos Z = Y U ~ / "  entonces su densidad 
00 
es fi (2) = J fw ( 5 )  fv (y )  i d y  est A definida para 0 5 5  5 1 luego 0 5 z 5 y entonces 
0 
00 a- 1 
-a-1 
00 
Ore-9 1 C U ~ - l  obtenemos fi (2)  = J a ( 5 )  ,dy = e-"dy = -e-. que es la densidad a+l 
z 
de una variable con distribuci6n I? (a, 1) . 
H.O.l Sobre desigualdades de la funci6n gamma 
Puede consult m e  la bibliografia [Gau59], [Wat59], [La41 y [Pa.l97]. 
Se prob6 que: 
con 0 < A <  l y k =  1,2,3,.. 
En particular, se mostr6, para X = 1/2y Vreal k > 1, que vale la siguiente desigualdad: 
o sea 
En [La41 se demostr6 la siguiente situaci6n m6s general: 
donde @ y X son parkmetros positives y k real positivo. 
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