Abstract. For the low rank approximation of time-dependent data matrices and of solutions to matrix differential equations, an increment-based computational approach is proposed and analyzed. In this method, the derivative is projected onto the tangent space of the manifold of rank-r matrices at the current approximation. With an appropriate decomposition of rank-r matrices and their tangent matrices, this yields nonlinear differential equations that are well-suited for numerical integration. The error analysis compares the result with the pointwise best approximation in the Frobenius norm. It is shown that the approach gives locally quasi-optimal low rank approximations. Numerical experiments illustrate the theoretical results.
1. Introduction. Low rank approximation of unbearably large system matrices is a basic model reduction technique in many application areas, such as image compression, linear dynamical systems, regularization methods for ill-posed problems, and latent semantic indexing in information retrieval. In the present paper, we consider the task of computing low rank approximations to matrices A(t) ∈ R m×n depending smoothly on a real parameter, henceforth referred to as time t. At any time t, a best approximation to A(t) of rank r is a matrix X(t) in the manifold M r = M m×n r of rank-r matrices that satisfies X(t) ∈ M r such that X(t) − A(t) = min! (1.1) This is formulated for a matrix norm, which we choose as the Frobenius norm in the following. The problem is solved by a singular value decomposition (SVD) of A(t), truncating all singular values after the r largest ones. When the matrix is so large that a complete SVD is not feasible, a standard approach to obtain an approximate solution is based on the Lanczos bidiagonalization process with A(t) [13] .
Here, we consider instead the low rank approximation Y (t) ∈ M r determined from the condition that for every t the derivativeẎ (t), which is in the tangent space T Y (t) M r , be chosen aṡ Y (t) ∈ T Y (t) M r such that Ẏ (t) −Ȧ(t) = min! (1.2) This is complemented with an initial condition, ideally Y (t 0 ) = X(t 0 ). For given Y (t), the derivativeẎ (t) is obtained by a linear projection, though onto a solutiondependent vector space. Problem (1.2) yields an initial value problem of nonlinear ordinary differential equations on M r , which becomes numerically efficiently accessible after choosing a suitable factorization of rank-r matrices. We will formulate the differential equations determining the solution of (1.2) and study the approximation properties of this approach. It is clear that Y (t) cannot always be expected to remain close to X(t). This is already seen from the example of finding a rank-1 approximation to diag(e −t , e t ), where starting from t 0 < 0 yields X(t) = Y (t) = diag(e −t , 0) for t < 0, but Y (t) = diag(e −t , 0) and X(t) = diag(0, e t ) for t > 0. The best approximation X(t) has a discontinuity at t = 0, caused by a crossing of singular values of which one is inside and the other one outside the approximation. We will see, however, that Y (t) yields a near-optimal approximation on intervals where a good smooth approximation exists.
There are several independent reasons that make the approach to low rank approximation via (1.2) attractive:
(a) The differential equations for Y (t) yield a smooth low rank approximation. This is not assured when computing a pointwise best approximation, which is not unique in general. (b) Problem (1.2) and its solution algorithm depend on the incrementsȦ(t) instead of the complete data matrix A(t). One can easily figure out processes (e.g., Leonardo painting Mona Lisa) whereȦ(t) is much sparser than A(t). (c) Since the problem (1.2) of determiningẎ (t) for given Y (t) is linear, the approach extends more easily than (1.1) to structured low rank approximation, where M r is replaced by some submanifold. (d) In contrast to (1.1), the approach (1.2) is easily extended when A(t) is not a given matrix, but the unknown solution of a master equation, a matrix differential equationȦ = F (A). In this case,Ȧ(t) = F (A(t)) is simply replaced by the approximation F (Y (t)) in (1.2), so that (1.2) minimizes the defect in the differential equation. Some comments and references to these aspects are in order: (a) is related to smooth decompositions of matrices, in particular to smooth SVD and the corresponding differential equations [1, 4, 6, 12, 14] . Item (b) is related to updating problems for low rank approximations [3, 15] , and (c) to structured low rank approximation as considered in [5] . Item (d) and its extension to low rank approximation of tensors have a surprisingly long history in quantum mechanics: in 1930, Dirac [7] proposed to approximate the solution of the time-dependent Schrödinger equation, the multivariate wave function ψ(x 1 , . . . , x d , t), by a rank-1 approximation, namely an (anti-symmetrized) tensor product φ 1 (x 1 , t) . . . φ d (x d , t), and derived differential equations for the functions φ k from a variational principle analogous to (1.2), which is now known as the Dirac-Frenkel time-dependent variational principle in the chemical physics literature; see the historical references [7, 8] and, e.g., [2, 11] . Since the 1990s, the numerical approach of approximating the wave function by linear combinations of tensor products obeying differential equations derived from the Dirac-Frenkel variational principle (the multiconfiguration time-dependent Hartree or MCTDH method) has been used with great success for computations in quantum molecular dynamics [2] . It was in fact our work on variational approximations in quantum dynamics that led us to consider the dynamical low rank matrix approximation (1.2), which does not appear to have been studied previously in the mathematical literature.
In §2, we describe decompositions of rank-r matrices and their tangent matrices, and we derive differential equations for the factors that define the rank-r approximation Y (t). These differential equations are used for the numerical solution of the problem. In §3 we illustrate the approach by numerical experiments.
The analysis of the approximation properties of (1.2) turns out to be more demanding than the formal similarity of (1.1) and (1.2) would suggest. In §4 we give a preparatory result on orthogonal projections onto tangent spaces of M r . The approximation properties of (1.2) are then studied in §5 under the assumption that A(t) is a perturbation to a matrix of rank ≤ r. We first give near-optimality results when the effective rank of A(t) is equal to r (Theorems 5.1 and 5.2), and then extend the result to the case where r in (1.2) is larger than the effective rank (Theorem 5.3).
In §6 we consider extensions of the basic approach:
• Regularization: the inverses of ill-conditioned matrices in the differential equations are replaced by regularized inverses.
• Stabilization: the differential equations are stabilized in order to drive the dynamical approximation toward the best approximation.
• Structured low rank approximation: as an example we consider the problem of approximation by rank-r orthogonal projections.
• Matrix differential equations: we extend the method and the approximation results to the low rank approximation to solutions of matrix differential equationsȦ = F (A). Notation. Throughout the paper, · is the Frobenius norm,
, and ·, · denotes the corresponding inner product, A, B = tr (A T B) = i,j a ij b ij . We make frequent use of the inequality AB ≤ A 2 · B and occasionally of A 2 ≤ A , where · 2 is the spectral norm.
2. Differential equations for low rank approximation.
2.1. Decompositions of rank-r matrices and of their tangent matrices. Every real rank-r matrix of dimension m × n can be written in the form
where U ∈ R m×r and V ∈ R n×r have orthonormal columns, i.e.,
(with the identity matrix I r of dimension r), and S ∈ R r×r is nonsingular. The SVD yields S diagonal, but here we will not assume a special form of S. The representation (2.1) is not unique: replacing U by U = U P and V by V = V Q with orthogonal matrices P, Q ∈ R r×r and correspondingly S by S = P T SQ, yields the same matrix Y = U SV T = U S V T . As a substitute for the non-uniqueness in the decomposition (2.1), we will use a unique decomposition in the tangent space. Let V m,r denote the Stiefel manifold of real m × r matrices with orthonormal columns. The tangent space at U ∈ V m,r is
where so(r) denotes the space of skew-symmetric real r × r matrices. Consider the extended tangent map of (S,
This linear map is an isomorphism, since it is readily seen to have zero null-space and the dimensions of the vector spaces on both sides agree.
Hence, every tangent matrix δY ∈ T Y M r is of the form
where δS ∈ R r×r , and δU ∈ T U V m,r and δV ∈ T V V n,r . Moreover, δS, δU, δV are uniquely determined by δY if we impose the orthogonality constraints
With the identity matrices I m , I n of dimensions m and n, respectively, we define by
the orthogonal projections onto the spaces spanned by the columns of U and V , and onto their orthogonal complements, respectively. Now, (2.3) and (2.4) yield
Formulas (2.3) and (2.6) establish an isomorphism between the subspace
and the tangent space T Y M r .
2.2.
The differential equations for the factors. The minimization condition (1.2) on the tangent space is equivalent to an orthogonal projection: findẎ ∈ T Y M r (we omit the argument t) satisfying
From the viewpoint of numerical analysis, this is a Galerkin condition on the tangent space T Y M r . With this formulation we derive differential equations for the factors in the representation (2.1).
Proposition 2.1. For Y = U SV T ∈ M r with nonsingular S ∈ R r×r and with U ∈ R m×r and V ∈ R n×r having orthonormal columns, condition
with the orthogonal projections P
m , v ∈ R n and B ∈ R m×n , we use the identity
In view of (2.4) we require U TU = V TV = 0 along the solution trajectory in order to define a unique representation ofẎ . We first substitute δY = u i v T j , for i, j = 1, . . . , r, in (2.7), where u i , v j denote the columns of U, V , respectively. This is of the form (2.3) with δU = δV = 0 and one non-zero element in δS. In this way we findṠ = U TȦ V. Similarly, choosing δY = Note that with Λ = U TȦ V , the differential equations can be rewritten aṡ
The matrices U and V retain orthonormal columns when the initial values have this property: since U TU = 0, we have
, and similarly for V . The differential equations (2.8) are related to differential equations for other smooth matrix decompositions, in particular the smooth SVD; see [6, 14] . Unlike the differential equations for singular values given there, no singularities appear in (2.8) at points where singular values of Y (t) coalesce. Equations (2.8) are in close relationship with the MCTDH equations [2] , specialized to matrices instead of multivariate functions and stripped of the Schrödinger equation context.
In the numerical integration of (2.8), the step size control should be based on the local error in the low rank approximation Y = U SV T , not on the local error in its factors (this makes a marked difference when S has small singular values). The orthogonality of the columns of U and V can be preserved in the numerical integration by the methods described, e.g., in [9, Chap. IV].
3. Numerical experiments. In this section we illustrate the behavior of the dynamical low rank approximation method by two numerical examples. In all experiments, we have chosen the step sizes in the numerical integration of the differential equations (2.8) small enough that the error of the numerical integration is negligible as compared with the error of the low rank approximation.
First example. We consider a model problem which was constructed in the following way: first, a 10 × 10 matrix of random numbers between 0 and 0.5 was added to the unit matrix of the same size, giving a matrix with singular values of magnitude ≈ 1. Subsequently, this matrix was added as the leading 10 × 10 block to a 100 × 100 matrix with random entries between 0 and 1 multiplied by a perturbation parameter ε, yielding a matrix A 1 . Another matrix A 2 built in the same way, multiplied by exp(t), was added for t ∈ [0, 1]. Finally, to eliminate the possibility that this particular structure of the matrix might have an influence on our results, we applied a time-dependent transformation by orthogonal matrices (which does not alter the singular values, but the left and right singular vectors), which were created by solving initial value problemsQ i = T i Q i (i = 1, 2) with skew-symmetric T i , and initial values equal to identity. To illustrate the structure of the resulting matrices
we show, in Figure 3 .1, the size of the matrix entries for values t = 0, 0.2, 0.4, 0.6, 0.8, 1, with the perturbation parameter ε=1e−3. At t = 0 the large entries are located in a corner according to the construction of the test example, and afterwards the orthogonal transformations spread these large matrix elements such that the size of matrix entries is approximately the same all over. Figure 3 .2 shows the time evolution of the errors Y − X , Y − A and the best-approximation error X − A over the interval [0, 1] for ε=1e−3. When we vary the order of magnitude of the perturbation ε, we observe that the size of the error of the approximation Y defined by (1.2) as compared with the best approximation X from (1.1) is proportional to the error of the best approximation. In Table 3 .1, the results are given for ε=1e−1,. . . ,1e−5 at time t = 1, where the maximum errors on We show the errors in the Frobenius norm, and additionally the norm of S −1 . We observe that for an approximation of rank r = 10, S −1 does not increase significantly when ε decreases. 
7.3762e+00 1.1808e+01 1.3478e+01 7.9878e−01 1e−2 9.3381e−01 5.1817e+00 5.2203e+00 1.4487e+00 1e−3
1.8293e−01 1.1450e−01 2.1549e−01 2.6232e+00 1e−4
1.8310e−02 1.1368e−02 2.1550e−02 2.6232e+00 1e−5
1.8312e−03 1.7596e−03 2.5395e−03 2.6230e+00
We repeat the same experiments with r = 20, which is larger than the effective rank 10 of the matrices that are to be approximated. We observe that S −1 grows rapidly with ε in this case. However, the approximation quality is not negatively affected. Rather, the approximation error is smaller than in the case r = 10, especially for larger ε, since more singular values are taken into account. The approximation of the dominant singular values and vectors does not suffer from the bad overall conditioning introduced by the small, insignificant contributions. For small ε, a similar error behavior as in the case r = 10 is observed. We have not included the values for still smaller ε, because there the numerical integrator is forced to take very small step sizes. In this way the large norm of S −1 does have an influence on the numerical solution. This unfavorable effect can be avoided by using the regularization of §6. 
6.0335e+00 1.2500e+01 1.3094e+01 1.5749e+00 1e−2 6.1246e−01 9.7993e−01 1.0885e+00 1.3569e+01 1e−3 6.1280e−02 9.1726e−02 1.0354e−01 1.3474e+02 1e−4 6.1282e−03 9.0416e−03 1.0298e−02 1.2940e+03
Second example. This example demonstrates a scenario which may cause a failure of the dynamical low rank approximation because of a discontinuous best approximation. If the approximation rank r is chosen too small, then singular values which are initially small may in the course of time become larger than the singular values that are actually approximated by the algorithm. Thus, a rather large error compared to the (then discontinuous) best approximation may result when r is too small and the parameter t varies in an unfavorably large interval without a restart of the algorithm by recomputing a best approximation. 4. Tangent space projection and curvature bounds. In the following two sections we give an analysis that explains the error behavior observed in the numerical experiments. We begin with some preparation.
Condition (2.7) can be written as the differential equation on M r ,
where P (Y ) is the orthogonal projection onto the tangent space T Y M r . Basic properties of this projection are formulated in the following two lemmas.
Lemma 4.1. The orthogonal projection onto the tangent space
T ∈ M r is given by
for B ∈ R m×n . Proof. Proposition 2.1 yieldsẎ =Ȧ − P ⊥ UȦ P ⊥ V forẎ of (2.7) or equivalently of (4.1). Since this holds for every matrixȦ, the result follows.
Lemma 4.2. Let the rank-r matrix X ∈ M r be such that its smallest nonzero singular value satisfies σ r (X) ≥ ρ > 0, and let Y ∈ M r with Y − X ≤ 1 8 ρ. Then, the following bounds hold: for all B ∈ R m×n , 
A smooth such decomposition exists at least for small τ , but the arguments below show that it exists in fact for 0 ≤ τ ≤ 1. We denote
We then have P (X)(M (τ ) − X) = τ ∆, which yields
, we obtain P U 0Ṁ = P U 0 ∆ andṀ 
where S, U, V satisfy the differential equationṡ
In the second equalities we have usedṀ = ∆ + P
and (4.5), and the fact that P
T and hencė
We will show that these differential equations have a solution up to τ = 1. As long as U − U 0 ≤ 
The same bound holds forV . These bounds show that the differential equation has a solution on the whole interval 0 ≤ τ ≤ 1 with
The above bounds give immediately
which together with (4.11) yields the bound (4.3).
(e) With P ⊥ U U = 0 and P ⊥ V V = 0 we obtain
We write
and hence (4.8) and (4.9) yield
Using this bound and (4.10) in (4.12) finally gives the bound for P ⊥ (Y )(Y − X).
Approximation properties.
We give three results that illustrate different aspects of the dynamical low rank approximation problem.
Local quasi-optimality.
If the low rank approximation problem (1.1) has a continuously differentiable best approximation X(t) ∈ M r , then the error of (1.2) can be bounded in terms of the best-approximation error X(t) − A(t) . The result involves a bound onȦ(t):
(For convenience we choose the initial time t 0 = 0.) Theorem 5.1. Suppose that a continuously differentiable best approximation X(t) ∈ M r to A(t) exists for 0 ≤ t ≤ t. Let the rth singular value of X(t) have the lower bound σ r (X(t)) ≥ ρ > 0, and assume that the best-approximation error is bounded by X(t) − A(t) ≤ 1 16 ρ for 0 ≤ t ≤ t. Then, the approximation error of (1.2) with initial value Y (0) = X(0) is bounded in the Frobenius norm by
X(s) − A(s) ds
with β = 8µρ
for t ≤ t and as long as the right-hand side is bounded by 1 8 ρ. Proof. For the best approximation it must hold that X − A is orthogonal to the tangent space T X M r , or equivalently,
We differentiate this relation with respect to t and denote (P (X)·B)Ẋ = d dt P (X(t))B to obtain
SinceẊ ∈ T X M r , we have P (X)Ẋ =Ẋ, and the equation becomes 
and hence (5.2) can be solved forẊ to yielḋ
We subtract this equation from (4.1), viz.,Ẏ = P (Y )Ȧ, and integrate from 0 to t. As long as e := Y − X ≤ 1 8 ρ, Lemma 4.2 yields
and hence we obtain
The result now follows with the Gronwall inequality.
A farther-reaching error bound.
Smaller errors over longer time intervals are obtained if not only X − A, but also its derivative is small. We assume that A(t) is of the form
where X(t) ∈ M r (now this need not necessarily be the best approximation) with
and the derivative of the remainder term is bounded by
with a small ε > 0. We assume ε ≤ 1 8 µ. Theorem 5.2. In addition to the above assumptions, suppose that the rth singular value of X(t) satisfies σ r (X(t)) ≥ ρ > 0. Then, the approximation error of (1.2) with initial value Y (0) = X(0) is bounded in the Frobenius norm by
Proof. We noteẊ = P (X)Ẋ, rewrite (4.1) asẎ = P (Y )Ẋ +P (Y )Ė, and subtract the two equations. We observe
We take the inner product with Y − X to obtain
With Lemma 4.2 and (5.4), (5.5) this yields
and on the other hand we have
Taken together, we obtain for e(t) = Y (t) − X(t) the differential inequalitẏ e ≤ γe 2 + ε, e(0) = 0, with γ = 32 µρ −2 . Hence, e(t) is majorized by the solution oḟ y = γy 2 + ε, y(0) = 0, which equals y(t) = ε/γ tan(t √ γε) and is bounded by 2tε for t √ γε ≤ 1. Lemma 4.2 remains applicable as long as 2tε ≤ 1 8 ρ, which is satisfied on the given interval under the assumption ε ≤ 1 8 µ. 5.3. The case of over-approximation. The time interval in Theorem 5.2 becomes tiny when ρ ≤ ε. In that case, the effective rank (ε-pseudorank) of A(t) is q < r, but the approximation is done by a rank-r matrix Y (t). It is not clear a priori that Y (t) preserves an effective rank q over longer times. Even if it does, the matrix S(t) in (2.1) is ill-conditioned, and since its inverse appears in the differential equations (2.8), one might expect a severe adverse effect on the approximation properties. Remarkably, this does not happen, as is shown by the following result. 
The existence of the solution of the differential equation (2.8) is not ensured over the whole interval, since S(t) might become singular. The orthogonality condition on E 0 is satisfied if the best rank-r approximation is taken as initial value. However, this orthogonality condition is not essential. A similar, but less clear-cut estimate holds whenever Y (0) ∈ M r is sufficiently close to X(0) ∈ M q .
The proof of Theorem 5.3 is based on combining the previous proof with the following two-scale lemma.
Lemma 5.4. Let Y ∈ M r be written in the form
where U = (U 1 , U 2 ) and V = (V 1 , V 2 ) have orthonormal columns. Assume that the smallest singular value of S 1 ∈ R q×q and the largest singular value of S 2 ∈ R (r−q)×(r−q) satisfy
Then, the solution of the orthogonal projection (2.7) is given aṡ
The point of the lemma is that for δ ρ the equations forṠ 1 ,U 1 ,V 1 are, up to the small perturbations E U and E V , the same as those for solving the corresponding rank-q problem for Proof of Lemma 5.4. We begin by showing thatṠ i ,U i ,V i in (5.8) are uniquely determined if, instead of (2.4), we impose the constraints (cf. [6] )
with r × r matrices of the block form
which are skew-symmetric:
As in the proof of Proposition 2.1 we then obtain, instead of (2.8), the equation
which yieldsṠ as the block diagonal of Λ := U TȦ V :
We multiply (5.10) with S −1 from the right and take the symmetric part. Then H drops out, and we obtain
where
is bounded by
We multiply the (2,1) block of the above equation with S T 2 from the left and with S −T 1 from the right to obtain
By condition (5.7), this equation can be uniquely solved for K 21 by fixed-point iteration, and
As in (2.8), we deriveU
For the first component ofU = (U 1 ,U 2 ) this becomeṡ
The equation and estimate forV 1 are obtained in the same way.
In the proof of Theorem 5.3 we will actually use a variant of the above result, which is proved in the same way: if condition (5.7) is replaced by
then Lemma 5.4 holds with the modified bounds
Proof of Theorem 5.3. We write Y in the form (5.6) as
We will estimate e 1 = Y 1 − X and e 2 = Y 2 .
(a) By Lemma 5.4 and (5.3), Y 1 satisfies the differential equatioṅ
where P q (Y 1 ) denotes the orthogonal projection onto T Y 1 M q . Comparing this equation withẊ = P q (X)Ẋ as in the proof of Theorem 5.2, we obtain e 1 (t) ≤ 2tη (5.13) provided that up to time t,
By (5.5) and (5.12) together with (5.4) we have
(The factor 5 intead of 4 takes into account that Ȧ ≤ µ + ε may be slightly larger than µ of (5.4), and ρ in (5.11) may differ slightly from ρ in the formulation of the theorem. The bound holds as long as e 1 is sufficiently small.) (b) We have 
In view of (5.14), we thus need to choose η and the maximum value of t such that
this is satisfied for η = 2ε. This yields
which implies the result.
6. Extensions of the basic approach.
6.1. Regularization. Though Theorem 5.3 shows that over-approximation has no disastrous effect on the approximation properties, it is in fact harmful to the numerical solution of the differential equations (2.8). Near-singularity of S enforces very small step sizes in numerical integrators, and rounding errors may become important. The situation is alleviated by replacing S −1 by a regularized inverse, e.g., obtained from computing a singular value decomposition of S ∈ R r×r and replacing the ith singular value σ i by σ The effect of the parameter α is easily seen in the framework of the proof of Theorem 5.1. With the notation used there, we have the differential equationṡ
Subtracting the equations yieldṡ
Taking the inner product with Y − X and using Lemma 4.2 yields the following differential inequality for e = Y − X : with d = X − A and β = 8µρ −1 ,
The last term is stabilizing provided that d and e are small enough.
6.
3. An example of structured low rank approximation: approximation on Grassmann manifolds. We now approximate A(t) ∈ R n×n not just by arbitrary rank-r matrices, but by orthogonal projections onto r-dimensional subspaces. We thus replace the manifold M n×n r in (1.2) by the submanifold (known as a Grassmann manifold)
A projection Y ∈ G can be written, in a non-unique way, as
that is, U ∈ R n×r has orthonormal columns. U is unique up to right-multiplication with an r × r orthogonal matrix. Tangent matrices in T Y G are of the form
This representation is unique if we impose the condition U T δU = 0, which yields
Substituting (6.3) and using the rules A, B = A T , B T and A, BC T = AC, B , this condition becomes, with the condition U TU = 0,
This gives the differential equatioṅ
With the appropriate version of Lemma 4.2 for the orthogonal projection P (Y ) onto the submanifold G, the approximation estimates corresponding to Theorems 5.1 and 5.2 follow without further ado. and correspondingly, the expressionȦ is replaced by F (Y ) for Y = U SV T in the differential equations (2.8) for S, U, V .
Theorems 5.1-5.3 extend to the low rank approximation of matrix differential equations (6.5). We assume that F has a moderate bound along the approximations,
and satisfies a one-sided Lipschitz condition: there is a real λ (positive or negative or zero) such that
for all matrices X, Y ∈ M r . We further assume that for the best approximation X(t),
which is in particular satisfied if F is Lipschitz continuous with Lipschitz constant L. We then have the following extension of the quasi-optimality result of Theorem 5.1.
Theorem 6.1. Suppose that a continuously differentiable best approximation X(t) ∈ M r to a solution A(t) of (6.5) exists for 0 ≤ t ≤ t, and assume the bounds (6.8)-(6.10). Let the rth singular value of X(t) have the lower bound σ r (X(t)) ≥ ρ > 0, and assume that the best-approximation error is bounded by X(t) − A(t) ≤ 1 16 ρ for 0 ≤ t ≤ t. Then, the approximation error of (1.2) with initial value Y (0) = X(0) is bounded in the Frobenius norm by
for t ≤ t and as long as the right-hand side is bounded by 1 8 ρ. Proof. Equation (6.7) rewritten as in (4.1) readṡ
As in the proof of Theorem 5.1, we have the equatioṅ
We subtract the two equations, write
and take the inner product with Y − X. With Lemma 4.2 we obtain
For e = Y − X this gives the differential inequalitẏ e ≤ (2β + λ)e + (2β + L)d, e(0) = 0, (6.12) which yields the result.
We refer to [11, Theorem 4 .1] for a related quasi-optimality result in a situation of a linear differential equation with an unbounded operator. and as long as t ≤ t and 2tϕ(λt) ε ≤ 
cf. [2] for an analogous observation for the potential in the Schrödinger equation. The dynamical low-rank approximation Y (t) to A(t) of (6.17) can thus be computed inexpensively if B(t) is of low rank or otherwise approximated by a matrix of low rank -and in the present paper we have seen how this can be computed.
7. Conclusions and outlook. The dynamical low rank approximation (1.2), or equivalently (2.7) or (4.1), becomes an attractive computational approach via the differential equations (2.8) that determine the factors in the representation (2.1) of the approximation. The method yields a near-optimal smooth low rank approximation, as is shown in Theorems 5.1-5.3 and observed in numerical experiments. A very noteworthy extension is the minimum defect low rank approximation to solutions of matrix differential equations. It will be interesting to see the dynamical low rank approximation used for large-scale problems in applications, well beyond the already important area of quantum dynamics where basic ideas for this approach originated 75 years ago as a physical model reduction technique.
