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Predlolen je algoritam i napisan program za odredivanje latentnih dimenzija jednog skupa
nominalnih varijabli transformiranih u binarni oblik. Algoritam odreduje znaCajne glavne oso.
vine maFica vjerojatnosti, izra€unava vrijednosti entiteta na glavnim komponentama, transfor-
mira koordinatni sustav vektora varijabli u orthoblique poziciju i odreduje vrijednosti entiteta
na latentnim dimenzijama koje su definirane ovim postupkom.
0. uvoD
Gotovo u isto vrijeme, ali nezavisno
jedan od drugoga, i polazedi od razliditih
teorijskih osniova, predloZili su Burt i
Guttman (Burt, 1950; Guttman, 1950)
procedure za kvantifikciju nominalnih
varijabli. Formalno, Burtova procedura
pripadala je onoj klasi postupaka za ana-
lizu podataka koja se, obi6no, naziva fak-
torskom analizom; u stvari, Burt je pred-
loZio, kao postupak za kvantifikaciju ne-
numeridkih podataka, odredivanje glav-
nih komponenata izvedenih iz glavnih
osovina matrice vjerojatnosti pripadanja
entiteta podskupovima definiranim inter-
sekcijama kategorija analiziranih nomi-
nalnih varijabli, nakon Sto je iz te matri-
ce parcijaliziran efekt faktora definira-
nog vjerojatnostima pripadanja entiteta
kategorijama tih varijabli. Guttmanova
procedura pripdala je, formalno, metoda-
ma multidimenzionalnog skaliranja; no
lako se moglo utvrditi da se taj postupak
mole svesti na postupak odredivanja la-
tentnih struktura i da je zato ekvivalen-
tan Burtovu postupku.
I postupak McDonalda (McDonald,
1969) moZe biti tretiran i pod vidom ana-
lize latentnih struktura (Momirovid,
1972) i pod vidom generaliziranoga fak-
torskog modela. Taj je drugi pristup, Cini
se, opdenito prihvaden; veCina algoritama
za analizu latentnih dimenzija nominal-
nih varijabli razvijenih kasnije (Hayashi,
1974; Escoufier, Caillez i Pages, 1978,
Benzecri, 1976) temelji se, formalno, na
faktorskom modelu.
Postupak koji je predloZen u ovom ra-
du pripada klasi transformacija na osnovi
kojih je latentne dimenzije nominalnih
varijabli odredivao i Burt. Naime, slidno
kao i u Burtovu originalnom algoritmu
latentne dimenzije definirane su na osno-
vi komponentnog modela reprodukcije
vjerojatnosti pripadanja nekog entiteta
t9
skupovima koji su definirani intersekci-
jama skupova formiranih u skladu s vri-
jednostima entiteta opisqnih nad skupom
analiziranifi nominalnih varijabli. Razli-
ditost predloZenog od originalnog Burto-
va algoritma sastoji se u transformaciji
svih znadajnih glavnih osovina, i to ne
samo u glavne komponente nego i u par-
simonijsku poziciju definiranu orthobli-
que rotacijom.
1. GI.AVNE KOMPONENTE NOMI.
NALNIH VARIJABLI
Neka je N : {N1; 1:
skupnominalnih varijabli
bpisan neki skup entiteta
lJ : teri i: l, ... ,nl koji je
uzorak izdefiniran kaq reprezentativni
neke populacije P.
Neka je svaka-varijabla N1, J : l: ... ttn
definirana kao skup
1r|,: tKr.; k: 1,..., mrl,
gdje su podskupovi
Kl., j : l, ... , rlli k: l, ... r tll
definirani kategorijama nominalne vari-
jable Nr 
6
Definirajmo g: E m1i PretPostavimo,
i- I
za sarda, da jc q < n.
Uvedimo; za svaki e1 e tI. koji je
opisan varijablom \. N rePrezen-
taciju definiranu vektorom
Blr: (b11, ..., blrr..., br'r)r i:lr... rm
xoji je konstruiran tako da, ako je
e1 eKls bt*: I
gdje je sa oznadena operacija konkate-
nacije.
n
Organizirajmo, operacijoml'i-r Bf : B,
vektore Bl matricu
B: (Bt)
i uoCimo da matricaBpotpuno definira
skup U opisan nad skupomN
erfKrr, b6:0 i : Ir... ,m
i definiraimo,'za svali entitet e1eIJ.
vektor Bf : fi:r Bl; i: lr... rn Kr: BX,
sadrZi, oCito, kao elemente kontingencii-
ske matrice Cr* izmedu variiabll Nr
i Nr i i : h, oPisanih nad skuPon U
Naravno, ako je j-&, elementi c'b
matrica C1y jednaki su num (e1eKp)
a vandijagonalni elementi nuli, tako je tr
C11 - nY j, i otuda tt C:fl*m.
Ako j # A, elementi crr* matrica Crr
jednaki su num (eteKt*nKrt).
Prema tome, ako je U zaista repr.ezen-
tativan i dovoljno velik uzorak iz P, u
matrici
IP: C; : (Pr.)
procjene su vjerojatnosti
p(e1e Ky A Ks
Neka je
A : (L), r :|t...,s< ({ - m + I) ma-
trica nenultih svojstvenih vrijednosti ma-
tricc F i neka je X: (X') matrica nji-
ma pridruZenih svoistvenih vektora ska-
liranih ako da,ie Xry: I. Ocito.
P:XNXT>LX'XT
r-l
Neka.su svojstvene vrijednosti L
uredene tako da je
LL*r, r:lr...rs- I
i neka su tako uredeni i svojstveni vek-
tori )L u X. Vektore
f: lr...rS
nazvat Cemo glavnim komponentama nG




C: BrB : (C,r)
i: 1,... tn
J: lt "' >m
1: lt "' >m
h: l, ... ,lll
i:l,,..rm
h: Ir... rm
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U c P, a matricu K: (K,)
matncom glavnih komponenata.
Uocimo da je K"f 1: XrpX: A
n
i da sukcesivne ortrogonalne kgmponente
K, maksimalnodiferencirajuentitete
iz U i, potencijalno, iz P, u prostoru koji
je definiran nominalnim varijablama iz
N. Jer, ako je X*: (Xi) matrica
vektora odabranih tako da je, uz uvjet
funkcija
x;rxl: I,
f (x:) : XfrBrBxf
deriviranjem
af .6:)la (xl) : 2Pxi - 2^ix:
r : 1r... r s






Glavne komponente medusobno se
razlikuju s obzirom na vaZnost za repr>
duciranje informacija sadrlanih u matri-
ciB, a time, odito, i s obzirom na njihovu
interpretativnu vrijednost. Stoga uvodi-
mo t kao cjelobrojnu vrijednost
st I
koja je upiavo dovoljna da reproducira
sve znadajne i valne informacije iz
Najpodesniji na(in za definiranje t jest
postojanje potvrdene hipoteze o dimen-
zionalnosti prostora reprezentiranog li-
neariziranim varijablama iz B(l). Ipak,
mnogo je CeSCa situacija u kojoj nema
valjane hipoteze a t. Program u toj situ-
aciji primjenjuje algoritam koji je for-
malno identidan DMEAN kriteriju Mo
miroviCa i Staleca (1973\.
t : nufit (tr, > cr)
gdje je 
r*: ), tr'/q Q)
ili, kao stroZi kriterij,
t : ilrm (tr, (*)
gdje je
d* : X ),f/s (3)*
Sada se matrica P moZe definirati kao
zbroj matrica ranga l, dije su svojstvene
vrijednosti jednake vrijednostima spek-
tra matrice P, tj.
I5P: Xtr.X,Xf a ; ).,X,X:
r:l r:tl I
' Program standardno primjenjuje slrategiju (3).
r : lr ... r J
I_: max
n
r : I, ... r s
odnosno
(P - UI) xi:0 /: lr,., r S
iz &ga slijedi da je Il : I' i xf : x,.
Razmotrimo sada relacije vektora izBi
vektora izK Matrica skalarnih produYta
tih vektora pomnoZena konstantom*je
H*: BrK I : px: x),
n
i odito je faktorska matrica od P2,' jer
H*I{*r : Xl\2Xr : P2 i
prema tome, faktorska matrica od P je
matrica glavnih osovina




pa ako su sve svojstvene vrijednosti ure-






pri tcmu je, oCito,
t
E - > I,X,XIr:t|l






r: It.., t t
z:rdrr:,ne glavne komponente bit 6e u ma-
trici L*: BA',
koja, uz rang t, najbolje reproducira in-
formacije sadrZane u matrici B, jer je
B': BXXT
najbolja aproksimacija matriceBuz redu-
cirani rang t.
I
H* : BrLAt-rrz' p;1rl\t-rrz - Lrrtzn
nazvat 6emo matricom znadajnih glav-
nih osovina matrice P. Medutim. kako
vriiedi- a: I{*H'r
vrijedi i
P: H*H*r -,- E
pa slijedi da je H'faktorska matrica ma-
trice vjerojatnosti P, aErezidualna matri-
ca vjerojatnosti, koje se ne mogu pripisa-




Iatentne dimenzije analiziranog skupa
nominalnih varijabli odreduje algoritam
BURT orthoblique transformacijama
svojstvenih vektora, pridrulenih zadrLa-
nim glavnim komponentama.
Neka je
x: (xrr) i:1r...'QP: 1r.." t
matrica svojstvenih vektora pridruZenih
svojstvenim vrijednostima
IJp, p: 1r,,. , tt i neka je
A:(Ar) p:1,...,t
dijagonalna matrica tih svojstvenih vri-
jednosti.
Nadimo, generaliziranim orthomax po'
stupkom (Mulaik, 1972: Fulgosi, 1,979),
orthonormalnu matricuTreda t koja, uz
uvjete TrT: TT": I, maksimi-
zira Kaiserovu (Kaiser, 1957) varimax
funkciju
q t 7$ -.2'rzv:9I laji \./-!D'j-r P-r j:r
nadl elementima matrice
6*: XT: (aio)
UoCimo da je Art lilevi pseudoi-
nverz matrice At i da, na osnovi ge-
neralnog faktorskog modela,
B: @*A*r + N
gdje ie tDr matrica latentnih dimenzi-
ia, N matrica residuala, O#:BXT
s matncorn necentriranih kovariianci
M*-O*rO* I :PXT:XAT
n
Necentrirane kovarijance binarnih va-
riiabli izB i latentnih dimenzija iz Q*
bit Ce elementi matrice
Fr: Bro _l_: pxr: xAT
n
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odito, F* - A*M*
pa je A* matrica skloPa, F* matri-
ca strukture binarnih varijabli kojima su
reprezentirane nominalne varijable iz N
u prostoru koji je definiran latentnim di-
menzijama iz @*
Naravno. A*F*r:P-E
pa su A* i F* faktorske matrice od P
Standardizirajmo sada latentne dimen-
zije tako da su necentrirane varijance tih
varijabli jednake L Ako je
D2: diaf M*
matrica necentriranih varijanci varijabli
iz @4, u matrici O: BXTD-r
bit ce standardizirana (ali, naravno, i da-
lje necentrirana) latentne dimenzije.
Relacije tako standardiziranih latent-




a relacije binarnih varijabli izBi standar-
diziranih latentnih dimenzija elementi
matrice
F: BrO -l-: PXTD-I: XATD-In
Matrica Fje, naravno, takoder matrica
strukture binarnih varijabli, ovaj put de-
finirana u prostoru Sto ga omeduju vari-
jable izO. Matrica sklopa binarnih vari-
jabli bit 6e. u ovoj metrici,
A:FM-I:XTD,
AiFsu, naravno, takoder faktorsle ma-
trice od P, jer
AFT:AMAT:P-E
gdje je, i dalje,
I
E: NrN I : P _ XAXT
n
matrica residualnih vjerojatnosti u t di-
menzionalnom komponentnom modelu.
Algoritam BURT odreduje matrice
sklopa, strukture i relacija za nestandar-
dizirane i standardizirane latentne di-
menzije, i za te varijable odreduje raspo-
djele, izradunava parametre tih raspodje-
la i testira, metodom Kolmogorova i
Smirnova, hipotezu da su raspodjele la-
tentnih dimenzija Gauss-Bernoullieva ti-
pa.
4. PROGRAM BURT
Program BURT napisan je u verziji 4.7/M programskog sistema SS (Zakraj5ek, Stalec
i Momirovii, 1974). Program pretpostavlja (l) da je skup nominalnih varijabli pret-
hodno transformiran u binarne vari-
jable,
(2) da je pripremljena SEQUENCE naredba i onoliko VARIABLE naredbi koliko
je ukupno kategorija u analiziranom
skupu varijabli,
da broj eniteta nije veCi od 10000
da broj kategorija nije veci od 250.
OUTPUT (DEVICE : PR I)
*
* r**BURTrr*
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.CoMPoNENTS, FOLLOWED BY ORTHOBLIQUE TRANSFORMATION OF
THE IMPORTANT
.LATENT DIMENSIONS, OF A SET OF QUALITATIVE DATA TRANSFORMED
TO THE





INPUT (DATA:VESNA, SCORE:BOOL, ROWNAME:ENT, VARNAME:
VAR)
MULT (A-BOOL, TA, B:BOOL, M:C)
PRINT (MATRIX:C, TEXT-CONTINGENCY MATRIX)
rlN LINEAR, CA:1,/N, N-NUMBER OF SUBJECTS.
LTNEAR (A:C, CA: , M:P)
PRINT (MATRIX:P, TEXT:BROBABILITY MATRIX)
DIAGONALISATION (R:P, LAMBDA:L, X:XT, NZ)
HOTELLING (LAMBDA-L. X-XT, F:HT, NAMEF:NMF)
TRANSPOSE (OLD:HT, NEW:H)
PRINT (MATRIX:H, TEXT:PRINCIPAL AXES)
MULT (A:HI B:H, M:LL)
DIAG (A:LL, C:{.5, D:LM)
MULT (A:H, B:LM, M:X)
MULT (A:BOOL, B:X, M:K)
PRINT (MATRIX:K, TEXT: PRINCIPAL COMPONENTS)




VARIMAX (F:XT, FN:AT, TAU:TT)
TRANSPOSE (OLD: AT, NEW :AZ)
TRANSPOSE (OLD :TT, NEW :T)
MULT (A:X, B:LL, M:COW)
MULT (A:COW, B-T, M:FZ)
MULT (A:TT, B:LL, M:HORSE)
MULT (A:HORSE, B:T' M:MZ)
DELETE (MATRIX:COW)
DELETE (MATRIX:HORSE)
DIAG (A:MZ, C:0.5, D:D)
DIAG (A:D, C:-1.0, D--DM)
MULT (A=AZ, B:D, M:A)
scALE (C:MZ, R:M)
MULT (A:FZ, B:DM, M:F)
MULT (A:K, B:T, M:S)
RESIDUAL (R:P, F:HI RES:Q)
24r'
STRUCTURE OF QUALITATIVE DATA)
BURT)
I
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PRINT (MATRIX : T, TEXT : TRANSFORMATION MATRIX)
PRINT (MATRIX: AZ, TEXT:RAW PATTERN MATRIX)
PRINT (MATRIX:MZ, TEXT:RAW RELATIONSHIPS MATRIX)
PRINT (MATRIX:FZ. TEXT:RAW STRUCTURE MATRIX)
PRINT (MATRIX:A, TEXT:PATTERN MATRIX)
PRINT (MATRIX:M, TEXT:RELATIONSHIPS OF LATENT DIMENSIONS)
PRINT (MATRIX:F, TEXT:STRUCTURE MATRIX)
PRINT (MATRIX:Q, TEXT:RESIDUAL PROBABILITY MATRIX)
STATISTICS (SCORE-S, S, CLASS:9, Z:ZS\
DrAG (A:P, C:4.5, M:DEL)
MULT (A:DEL, B:F, M:NF)
MULT (A:DEL, B:A, M:NA)
PRINT (MATRIX:NA, TEXT:NORMALISED PATTERN MATRIX)
PRINT (MATRIX-NR TEXT:NORMALISED STRUCTURE MATRIX)
HEADING (TEXT:END)
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Summrry
An ulgorithm for tlclcrmination of lltenl dimcnsions of a set of nominal vlriables lrans-
l'orrned irrto a birrary ones is proposcd. lnd a program for it described. Significant main axes
ol'thc probahility rnutrix. and principal componenls scores bf the entities can be delermined
hy this llgorithm. as well :ts lhe lritnsformillion of the set of vlriahle veclors into orthoblique
position arrd the flclor scores of thc entitics.
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