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Web Audio APIを用いた音楽アプリケーションの試作
– Part 1: タイマ，メトロノーム，可変プレーヤ –
後藤 邦夫1,a)
概要：著者は楽器演奏や歌唱の練習に役立つアプリケーションを試作してきた．C++で GUI (グラフィカ




(2017)，2) 高機能メトロノーム (2018)，3) 速度/ピッチ可変オーディオプレーヤ (2019)，4) 打音と連続





Design and Implementation of Music Application using Web Audio API
– Part 1: Timer, Metronome, Variable Player –
Kunio Goto1,a)
Abstract: The author has prototyped applications useful for playing musical instruments and practicing
singing. Starting in C++ without GUI (Graphical User Interface), we wrote an Android version with a
GUI and a Java version with a GUI. However, it is difficult for general users to install the Java runtime
environment, so the user did not spread. Therefore, in this paper, we investigate the possibility to write a
compatible application with JavaScript in common web browsers for Windows, macOS, Android, and iOS. It
was clarified through the prototype applications and their evaluation. The prototype applications are listed
below in the order of creation; 1) Presentation timer (2017), 2) Metronome with advanced features (2018),
3) Variable speed/pitch audio player (2019), 4) Separation of percussive and harmonic sound (2020). Note
4) will be described in Part 2 of this paper. As a result of the evaluation of the prototypes using Node.js and
React in the development environment. In this way of development, it turned out that it is possible to create
an application with compatible and practical performance on standard web browsers. Temporal accuracy
was realized by the scheduling library WAAClock, using the current time of audio.
Keywords: Web Audio API, JavaScript, Music Application












一方，互換性がなかった JavaScriptが 2008年に ES5に標準化され，同じ JavaScriptプログラムが，スマートフォンを含
むほとんどのWebブラウザで実行できるようになった [12]．また，近年のWebブラウザは，動画と音声の再生機能が組み




紹介するアプリケーションは，作成順に 1) 発表用タイマ (2017)，2) 高機能メトロノーム (2018)，3) 速度/ピッチ可変
オーディオプレーヤ (2019)，4) 打音と連続音分離 (2020)，である．





実行可能プログラムは [8]，ソースコードは [7] に置く．
2. 開発環境
本節では，プログラム開発環境を説明する．プログラミングには，主にWindows用 PC (メモリ 16GB，CPU 2コア Intel




• Node.js (v12.18.3) [15]
• React (16.14.0) [5]
• github.com (バージョン管理と公開用Webサーバ)
• テキストエディタ (任意，ただし UTF-8で保存)
Node.jsはWebブラウザなしで，JavaScriptプログラムを実行する環境であり，パッケージマネージャ (npm) などの開
発ツールを含む．Reactは，Facebook Inc. とコミュニティによる JavaScriptでクライアントプログラムのユーザインタ
フェース構築のためのライブラリである．どちらもオープンソースプロジェクトである．
Node.js内での Reactの利用方法は簡単である．初回は，Node.jsのパッケージマネージャを使い create-react-app モ
ジュールをインストールする．create-react-appで新しいプロジェクトを作成すると，同名のディレクトリ内に，アプリケー
ションの雛形が作成され，必要な Reactのパッケージがダウンロードされる．図 (リスト)1 にコマンドの使用例を示す．
1 npm i n s t a l l −g create−react−app
2 npx create−react−app projectName
図 1 (Listing) React installation in Node.js
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create-react-appの新バージョンでは serviceWorkerが必要な場合は，オプション “--template cra-template-pwa” を追
加する．
Reactはクライアント向けのユーザインタフェースに特化しているが，Node.jsはサーバ側のコードも記述できる．しか
し，本稿ではサーバ用の機能は利用しない．また，Webブラウザの機能のみを使う Reactの拡張として Androidと iOSで
機器の固有機能を使う React Native [6] があるが，本研究では，2つの理由から React Nativeは使用しない．1つ目は機
器固有の機能は使わないこと，2つ目は，Android，iOS それぞれの開発キット，すなわち Android Studioと XCodeが必
要なことである．
テキストエディタは vim，Windowsメモ帳，macOS テキストエディット等，何でもよい．Windows/macOS/Linuxで






表 1 Devices used for tests
Device OS Mem(GB) CPU Type
Thinkpad X1 Carbon (2018) Windows 10/Ubuntu 18.04LTS 16 2 Core Intel i7-7500U at 2.5GHz
macMini (2012) Mac OS X 10.15.6 4 2 core Intel i5 at 2.5GHz
SO-02H (2015) Android 7.0 2 4 core Qualcomm Snapdragon 810 at 1.5GHz
iPod Touch (6th gen, 2015) iOS 12.4.8 1 2 core Apple A8 at 1.1GHz
iPhone 6 (2014) iOS 12.4.8 1 2 core Apple A8 at 1.1GHz
動作確認には OS標準添付のWebブラウザの他に PC用 Chromeを使用した．OS添付のWebブラウザとは，Linux
Firefox，MS Edge (最新版は Chromium版) ，macOS Safari，Android mobile Chrome，iOS Safari である．著者が所有
しない iPad (特に最新の iPad OS)，iPhone 6にインストールできない最新 iOSでの動作確認は知人に依頼した．なお，
Web Audio APIは Internet Explorerでは使えないので，Internet Explorer は動作確認対象外である．
原則として同じプログラムが上記すべての機器で実行できるが，開発過程において，プログラムの欠陥による不具合が多






















├── package.json // add "homepage": "URL",
├── public
│ ├── favicon.ico // replace with own favicon
│ ├── index.html // modify title
│ ├── manifest.json // modify
│ └── robots.txt
└── src
├── App.css // CSS for App.js
├── App.js // main program
├── index.css
├── index.js // edit last line to enable offline use
└── serviceWorker.js 
図 2 Main files created by create-react-app
1 //// index . j s 変更不要
2 import React from ’ react ’ ;
3 import ReactDOM from ’ react−dom ’ ;
4 import ’ . / index . css ’ ;
5 import App from ’ . /App ’ ; // App .の読み込み j s 拡張子 ( .は省略可 j s )
6 import ∗ as serv iceWorker from ’ . / serviceWorker ’ ;
7
8 ReactDOM. render (
9 <React . StrictMode>
10 <App />
11 </React . StrictMode>,
12 document . getElementById ( ’ root ’ )
13 ) ;
14 serv iceWorker . un r e g i s t e r ( ) ; // r e g i s t e r ( ) でオフライン実行可能
図 3 (Listing) Installed index.js as the entry point
10行目の “<App />” が，Reactコンポーネント Appを 16行目の第 2引数の root (画面 id) に表示する命令であり，
Appは次に説明する Reactコンポーネント (App.js) である．9から 11行目は HTMLに似ているが，JavaScriptの拡張で
ある JSX *2 で記述されている．HTMLタグと区別するためにコンポーネント名は先頭を大文字とする．StrictModeは開
発モード実行において，コードの検査や警告を詳しくする機能である．
index.jsは，コンポーネント名が Appでよいなら変更は不要である．また，試しに “<App />” を複数行書くと，複数の
コンポーネント (アプリケーション) が表示されることを確認できる．オフライン利用を許す場合は，14行目 (最終行) の
unregister()を register() に変更する．Service Worker[13] は，キャッシュつきプロキシサーバの機能を提供し，JavaScript
アプリケーションのオフライン実行を可能にする．
次に，図 (リスト) 4 の App.js の例を説明する．現在推奨される記述スタイルは ES6*3 で導入された class を用いた
React.Compornentの子クラス定義である．現在 ES6は一部のWebブラウザでしか動作しないので，実行時には Babel[1]
で互換性がある JavaScriptコードに変換される．
最低限必要なメソッドは render()である．render()の return()内は JSXで記述し変数または関数名が使用できる．この
例では，15行目で表示する文字列を変数で定義した．また，16行目から 17行目の buttonの表示を切り替える記述の例で
ある．なお，return() 以外の処理がなければ return()を省略できる．
この例では与えられた property (constructorの引数 props) は使わないが，必要があれば，this.props.propname で利用
*2 https://facebook.github.io/jsx/
*3 https://262.ecma-international.org/6.0/
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1 //// App . j s
2 import React , { Component } from ’ react ’ ;
3 import ’ . /App . css ’ ;
4
5 c l a s s App extends Component {
6 con s t ruc to r ( props ) {
7 super ( ) ;
8 t h i s . s t a t e = { buttonStr : ” Star t ” } ;
9 t h i s . handleButton = th i s . handleButton . bind ( t h i s ) ;
10 }
11
12 render ( ) {
13 const S t r ing = ’ Hel lo ’ ;
14 re turn (
15 <div className=”App”><hr />{St r ing}<br />
16 <button name=”s ta r tS top ” value={ t h i s . s t a t e . buttonStr }






23 handleButton ( event ) {
24 i f ( event . t a r g e t . va lue === ’ Start ’ ) t h i s . s e t S t a t e ({ buttonStr : ’ Stop ’ } ) ;
25 e l s e i f ( event . t a r g e t . va lue === ’ Stop ’ ) t h i s . s e t S t a t e ({ buttonStr : ’ Start ’ } ) ;
26 }
27 }
28 export d e f au l t App ;
図 4 (Listing) App.js example
できる．
15行目の divでは使用スタイルのクラス (App.cssで定義) を指定するが，JSXでは，JavaScriptの classnameを JSX
では，classNameといわゆる camel caseに変更する．“this.state.buttonStr” は constructorで宣言された状態変数で，こ
の状態変数を変更すると，自動的に render() で変更箇所が再描画される．17 行目では，onclick を camel case で書き，
onClick=this.handleButton でクリックしたときの処理メソッドを指定する．
23から 26行目の handleButton() がその処理内容である．引数の eventのメンバ target.valueを用いて場合分けや代入






• 自分で作成したメソッドでは this を参照できない．constructor() で bind(this) を済ませておくか，関数の最後
に.bind(this)を追加する．
• 開発モードでは constructo() が複数回実行される．static (クラス) 変数でオブジェクト数をカウントして気づいた．
図 (リスト) 5 は簡単な App.cssの例である．表示幅をスマートフォン用に 375 pixels として，確認のための表示枠を表
示した．cursorを pointerにする指定は，この例では必要ないが，iOSでクリック (タップ) が認識されない場合に追加す
るとよいと言われている
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1 \\ App . c s s
2 .App {
3 text−a l i g n : l e f t ;
4 max−width : 375px ;
5 margin : 0 auto ;
6 border : 1px s o l i d #832420;
7 padding : 30px ,
8 cur so r : po in t e r
9 }
図 5 (Listing) App.css example
3.2 実行とデバッグ
開発モードでの実行は “npm start” だけで簡単である．ローカルWebサーバが TCP port 3000で起動し，ディフォル
ト指定したWebブラウザで，作成したプログラムのページが表示される．デバッグには以下の情報を利用する．
• 構文エラーは npm startを実行したターミナルに表示される．そのプロセスを動かしたままテキストエディタで編集
すると，変更がすぐに反映される．
• 実行中のエラーは，ターミナルとWebブラウザに表示される．
• 実行中の警告と console.log() の出力はWebブラウザのコンソールに表示される．
• JavaScript VM，service-workerの使用メモリ量はWebブラウザの開発ツールのメモリ表示
• Webブラウザタブ (アプリケーション) のメモリ使用量はタスクマネージャで確認する．
Android，iOS装置はコンソール機能がないか，あっても使いにくいので，USBケーブルで PCと接続して，PCのWeb
ブラウザで表示する．他に PCブラウザに React用の開発ツール add-onが用意されている．






による通知である．defaultは，予鈴 (1分前)，本鈴 (5分)，質疑応答終了 (5 + 3 = 8分) である．用意したmp3ファイル
の音声を指定時刻に再生する．”Start” ボタンは，Start，Pause，Continueを兼ねており，ボタン表示文字列がその順に遷
移する．”Reset” ボタンで初期状態に戻す．




図 (リスト) 7 に AudioContextの基本的な使用方法を示す．再生を伴わない音声の高速処理には OfflineAudioContext
を用いる．後者は，part2の打音と連続音の分離アプリケーションで使用する．





WAAClock[17] は，blog記事 [19] の実装である．
4.2 音声ファイルの読み込みと再生
音声ファイルの読み込みは意外と難しい．Webブラウザでのファイルアップロードの操作の場合は，”<input type=”file””
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図 6 Presentation timer
1 // omitted
2 import WAAClock from ’ waaclock ’ ;
3
4 window . AudioContext = window . AudioContext | | window . webkitAudioContext
5 var context
6 var c l o ck
7
8 c l a s s App extends Component {
9 // cons t ruc to r 略
10 componentDidMount ( ) { // a f t e r f i r s t render ( )
11 context = new window . AudioContext ( ) ;
12 c l o ck = new WAAClock( context ) ;
13 }
14 }








React実行環境では，読み込みたい音声ファイルを App.jsと同じディレクトリ src かそのサブディレクトリに置く必要
がある．簡単には読めず，試行錯誤の結果，対象ファイルを importすると読み込めた．
console.log()で確認した hotelの値は，
”/demos/presentimer/20201022/static/media/hotel.ed7abcba.mp3” で，package.jsonの homepageの値 (/demos/presen-
timer/20201022/) で始まる build時のパス名となっていて，originのWebサーバからの GETとなる．最後の ed7a... は
ファイル名の衝突を防ぐためのハッシュ値である．
図 (リスト) 9 に用意したオーディオバッファの再生手順を示す．
createBufferSource() で作成した AudioBufferSourceNodeのインスタンスの bufferに用意した AudioBufferの参照を渡
し，出力先を意味する context.destination に連結後，start()する．引数なしの start() は，即時再生を意味する．source
*4 https://developer.mozilla.org/en-US/docs/Web/HTTP/CORS
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1 import ho t e l from ’ . / ho t e l .mp3 ’ ; // ho t e l b e l l soundfont
2
3 // context gene ra t i on omitted
4 l e t sound ;
5 l e t r eque s t = new XMLHttpRequest ( )
6 r eque s t . open ( ’GET’ , hote l , t rue )
7 r eque s t . responseType = ’ a r raybu f f e r ’
8 r eque s t . onload = func t i on ( ) { // on loaded the data
9 context . decodeAudioData ( r eque s t . response ,
10 func t i on ( bu f f e r ) { sound = bu f f e r } , f unc t i on ( e r r o r ) // omitted
11 )
12 }
13 reque s t . send ( ) // reque s t i s sent here
図 8 (Listing) Loading a sound a file
1 l e t source = context . c r ea t eBu f f e rSour c e ( )
2 source . bu f f e r = sound
3 source . connect ( context . d e s t i n a t i on )
4 source . s t a r t ( ) // source . s t a r t ( context . currentTime , 0 , )
図 9 (Listing) AudioBuffer playback
は使い捨てで，仕様では再生完了後に使用メモリが開放される．
一般には，start()は 3つの引数開始時刻 (when), 先頭からの再生位置 (offset), 再生時間 (duration)をとる．開始時刻は






ミリ秒) で実現できるが，秒の間に Pause する場合は，clearInterval() で予定を取り消し，Continueのさいに，残り時間
の待ち時間を setTimeout()で指定してから，1秒ごとの繰り返しを再スタートする処理が必要となる．また，JavaScript
のクロックは正確でないことが知られている．





以上の理由から，正確な発表用タイマの実現のために，WAAClockを使用した．そのコード断片を図 (リスト) 10 に示す．




Suspend の処理は context.suspend() と状態変数 startButtonStr の ’Continue’ への変更，同様に Continue の処理は
context.resume()とその状態変数の’Pause’ への変更だけである．
4.4 実行結果
Ubuntu (Linux) の Google Chromeで build済のスクリプトを実行し，タイマの時刻のずれを記録した．結果を表 2 に
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1 i f ( context . s t a t e === ’ suspended ’ ) context . resume ( )
2 t h i s . s e t S t a t e ({ t imerSty l e : { c o l o r : ’ blue ’}} )
3 t h i s . params . beginTime = context . currentTime
4 t h i s . t imerEvent = c lo ck . cal lbackAtTime ( func t i on ( event ) {
5 t h i s . processTimer ( ) // 残り時間変更，音声再生
6 } . bind ( t h i s ) , context . currentTime ) // すぐ実行
7 . r epeat ( 1 . 0 ) // 繰り返し間隔 ( s ec )
8 . t o l e r an c e ({ e a r l y : 0 . 1 , l a t e : 0 . 1} ) // 予定とのずれの許容範囲
9 t h i s . s e t S t a t e ({ s ta r tButtonStr : ’ Pause ’ } ) // 表示変更
図 10 (Listing) Periodical execution using WAAClock
示す．
表 2 Timer accuracy
Start 4 min 5 min 8 min
Time 0 −0.04sec −0.05 sec −0.05 sec






リ」で表示した JavaScript VMと Service-worker の使用メモリ量をそれぞれ，表 3 に示す．音声サンプルは mp3ファイ
表 3 Timer memory usage
State TAB(MB) VM(MB) Service-worker(MB)
Initial 38 7.0 1.7
Running 40 7.7 1.7
ルで合計 480KBであり，リニア 16ビット 44.1kHzのWaveファイルに換算すると合計 3.9MBである．プログラム中でリ






意外と少ない．メインプログラム (App.js) は 1500行と少し長くなったが，音源ファイル，リズムパターン (JSONテキス







• metro: クリック音– 32種の拍子パターンから選択 (4/4, 5/4, 7/4等の拍子，swing)
– sound: 20種の音色から選択 (default: 3つの音程が異なるカウベル)
13後藤 邦夫
図 11 Metronome (left) and its advanced features (right)
• dr: ドラムのリズムパターン– 262種の 1または 2小節パターンから選択
• vo: クリック音またはドラム音に加えて，one, twoの声
• BPM: テンポ調整 (beat per minutes) – スライダ，+-ボタン，tap，セレクタで 0.1単位の微調整
• Timer: 時間または小節数で指定する練習用タイマ
• Vol: 再生音量調整 (装置の音量調整ではない)
クリック音とドラム音は 50の短いサンプル音源ファイル (mp3形式)の再生で実現した．ドラム音再生はメトロノーム
よりリズムマシンにある機能であるが，ドラマーのためのメトロノームを試作する目的で本メトロノームに組み込んだ．音




– Swing Adj: ハネ具合の調整– 1.5が straight，2が 3連中抜きの普通の swing
– Auto up/down: テンポを指定小節数ごとに上げる/下げる– 主にドラマーの練習用
– Random mute: 与えた確率に従い指定した無音小節を入れる– 主にドラマーのタイムキープ練習用
– Even notes vol: 0,2,4拍目 (down beat) の音を小さくする– 主にドラマーのトレーニング用
• SetLists:, SongList: 演奏会や練習の曲順，各曲の拍子とテンポを記録
• Custom Loop: 異なる拍子の小節をつないでパターンを作る– 変拍子小節を含む曲の練習用
これらの機能のうち，特に再生スケジューリングに工夫が必要なものは，Swing Adj.と Auto up/down であり，5.3 節
でその工夫を詳しく述べる．
SetLists と SongLists は永続性のために，JSON テキストに変換して，Web ブラウザのディスクキャッシュ
に保存し，次回の実行で読み込む．保存は，localStorage.setItem(’Name’, JSON.stringify(Obj))，読出しは，ret =
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ンは，ドラム教則本 *5 の 5線譜を定義した JSONテキストに書き込んだものである．クリック，ドラムのリズムパターン
の例を 1つずつ図 (リスト) 12 に示す．
1 // c l i c kPa t t e r n s . j son
2 [
3 // omitted
4 {”name” : ”8/8 swing ” , ” type ” : ” c l i c k s ” , ”numerator ” : 8 ,
5 ”denominator ” : 8 , ” swingVal ” : 2 . 0 ,
6 ” pattern ” : [{” note ” : ” c l i c k 0 ” , ” va lue s ” : [ 9 , 0 , 0 , 0 , 0 , 0 , 0 , 0 ]} ,
7 {” note ” : ” c l i c k 1 ” , ” va lue s ” : [ 0 , 0 , 7 , 0 , 7 , 0 , 7 , 0 ]} ,
8 {” note ” : ” c l i c k 2 ” , ” va lue s ” : [ 0 , 7 , 0 , 7 , 0 , 7 , 0 , 7 ]} ,




13 /// drumPatterns . j son
14 [
15 { ”name” : ”pop001 ” , ” type ” : ”drumkit ” , ” d e f au l t ” : true ,
16 ”numerator ” : 8 , ”denominator ” : 8 ,
17 ” pattern ” : [
18 {” note ” :” h ihatClose ” , ” va lue s ” : [ 3 , 3 , 3 , 3 , 3 , 3 , 3 , 3 ]} ,
19 {” note ” :” snareOpenRim” ,” va lue s ” : [ 0 , 0 , 8 , 0 , 0 , 0 , 8 , 0 ]} ,
20 {” note ” :” bass ” , ” va lue s ” : [ 7 , 0 , 0 , 0 , 7 , 0 , 0 , 0 ]} ,




図 12 (Listing) Rhythm pattern examples
name はパターンのセレクタに表示される文字列，typeはクリックかドラムキット (セット)，denominator (分母) は全
音の分割数で，8の場合，valuesの一つの数が 8分音符を示す．numeratorは分子である．swing/shuffle (跳ねる) 場合は，
跳ね具合を指定する．swingValは 2n+ 1 番目と 2(n+ 1) + 1) 番目の音の間隔を 3 としたときの，2n+ 1 と 2n+ 2 番目








再生開始と停止の UIイベント処理を図 (リスト) 13に示す．
2から 3行目ではボタンを表示し，その文字列はコンストラクタで定義した状態変数 this.state.playing (再生中) が true
なら”Stop”，falseなら”Start”とする．そのボタンをクリックしたときに startStopDrums () が実行される．最初に 4.3 で
述べた Chromeの仕様変更に伴う AudioContextの resume() 処理を入れる．8から 12行目のコメントアウトされたコード
は，iOSで音が出ない場合に，UIイベントの直後に短い無音を再生することで音が出るようにする処理であった．Chrome





1 /// in render ( ) re turn ( )
2 Play : <button name=’ star tStop ’ onCl ick={startStopDrums}>
3 { p lay ing ? ’ Stop ’ : ’ Start ’}</button>
4 ///
5 startStopDrums ( event ) {
6 i f ( context . s t a t e === ’ suspended ’ ) context . resume ( )
7 /∗ // Unlock iOS
8 l e t bu f f e r = context . c r e a t eBu f f e r (1 ,1 ,22050) ;
9 l e t source = context . c r ea t eBu f f e rSour c e ( ) ;
10 source . bu f f e r = bu f f e r ;
11 source . connect ( context . d e s t i n a t i on ) ;
12 source . s t a r t ( ) ;
13 // End unlock ∗/
図 13 (Listing) AudioContext activation
次に，図 (リスト) 14 に本節の主題である再生スケジュール登録処理のコードを示す．
1 // in startStopDrums ( )
2 c l o ck = new WAAClock( context )
3 c l o ck . s t a r t ( )
4 // omitted
5 l e t notesPerMin = th i s . s t a t e .bpm
6 ∗ ( t h i s . params . denominator / 4)
7 f o r ( l e t notes = 0 ; notes < t h i s . params . numerator ; notes++) {
8 event = c lo ck . cal lbackAtTime (
9 func t i on ( event ) {
10 t h i s . p layPattern ( event . dead l ine ) } . bind ( t h i s ) ,
11 t h i s . nextTick ( notes )
12 ) . r epeat ( ( t h i s . params . numerator ∗ 60 . 0 ) / notesPerMin )
13 . t o l e r an c e ({ e a r l y : ear ly , l a t e : l a t e })
14 t h i s . t i ckEvents [ notes ] = event
15 } // end f o r
図 14 (Listing) Scheduling notes playback
まず，WAAClockのインスタンス clockを生成して start() する．5行目の notesPerMinは，1分間の音数である．BPM
(beat/minutes) は通常 4分音で示す．例えば，120BPMの場合，4分音の長さは 0.5秒である．図 (リスト) 12 のように書
いたパターンの 1/denominatorが 1音の長さで，numeratorが 1小節中の音数である．7から 15行目の forループでは，1
小節内の各音 (複数の音) の再生メソッド, playPattern(), を指定時刻に実行する予約を登録する．12行目の repeatは，以
後 1小節の時間ごとに繰り返し指定である．toleranceで時間のずれの許容範囲を指定する．lateが小さすぎると，実行が
とばされる．このプログラムでは，それぞれ 0.1秒とした．メソッド nextTick() は後で説明する．
戻り値の eventは，実行関数へのポインタと currentTimeを基準とした予定時刻 (event.deadline) の情報を持つ．実行
予定のキャンセル時に eventのリストが必要なので，14行目で numeratorの数の eventを配列 tickEventsに保存する．
予定のキャンセルは図 (リスト) 15の 3から 6行目の通り各イベントを clear()するだけである．6行目で，配列 tickEvents
のサイズを 0にして，7行目で練習用タイマをクリアする．11から 12行目は，UIでテンポを変更したときの処理である．
図 (リスト) 16 nextTick() は，WAAClockのデモプログラムに，再生停止後のスタートを起点とした時刻の再計算，跳
ね (swing)の計算機能を追加した予定時刻計算ルーチンである．
図 (リスト) 16 の 8 から 10 行目がスイング処理である．noteIndex は 0 から denominator -1 であり，奇数のときに
(swingVal - 1.5) に比例する offsetを追加する．
最後に drumkitの再生処理を図 (リスト) 17 に示す．
currentPattern.patternは，図 (リスト) 12 の配列 patternで，ループ内の iが楽器に対応する．countは，小節内の音番
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1 ///
2 i f ( event . t a r g e t . name === ’ stop ’ ) {
3 f o r ( l e t notes = 0 ; notes < t h i s . t i ckEvents . l ength ; notes++) {
4 t h i s . t i ckEvents [ notes ] . c l e a r ( )
5 }
6 t h i s . t i ckEvents . s p l i c e (0 , t h i s . t i ckEvents . l ength )
7 t h i s . handleTimer ({ t a r g e t : {name : ’ c learTimer ’}} )
8 re turn
9 }
10 // BPM update
11 c l o ck . t imeStretch ( context . currentTime , t h i s . t ickEvents ,
12 t h i s . s t a t e .bpm / newBpm)
図 15 (Listing) Canceling/stretching schedule
1 nextTick ( noteIndex ) {
2 const no t e I n t e r va l = 60 .0 / ( t h i s . s t a t e .bpm ∗ t h i s . params . denominator / 4)
3 const ba r In t e r va l = beatDur ∗ t h i s . params . numerator
4 const currentTime = context . currentTime
5 const r e l a t iveT ime = Math .max(0 , currentTime − t h i s . params . startTime )
6 var currentBar = Math . f l o o r ( r e l a t iveT ime / ba r In t e r va l )
7
8 l e t o f f s e t = 0
9 i f ( t h i s . params . swing && ( noteIndex % 2) === 1)
10 o f f s e t = ( t h i s . s t a t e . swingVal − 1 . 5 ) / 1 .5 ∗ no t e s I n t e r v a l
11
12 re turn t h i s . params . startTime + o f f s e t +
13 currentBar ∗ ba r In t e r va l + no t e s I n t e r v a l ∗ noteIndex
14 }
図 16 (Listing) Time adjustment
1 // in playPattern
2 i f ( cur rentPatte rn . type === ’ drumkit ’ ) {
3 f o r ( l e t i = 0 ; i < cur rentPatte rn . pattern . l ength − 1 ; i++) {
4 const cur rent = currentPatte rn . pattern [ i ]
5 i f ( cur r ent . va lue s [ count ] === 0) cont inue // when muted
6 source [ i ] = context . c r ea t eBu f f e rSour c e ( )
7 source [ i ] . b u f f e r = sound [ cur rent . note ]
8 source [ i ] . connect ( gainNode [ i ] )
9 gainNode [ i ] . connect ( context . d e s t i n a t i on )
10 gainNode [ i ] . ga in . va lue =
11 master ∗ par s e In t ( cur rent . va lue s [ count ] ) / 9 .0
12 source [ i ] . s t a r t ( dead l ine )
13 }
14 } // end drumkit
図 17 (Listing) Drumkit playback
号で 0から (numerator - 1) の値をとる．したがって，current.values[count] が，ある瞬間の楽器 (note) ごとの再生音量








発表用タイマと同じ方法で Chromeのメモリ使用を計測した結果を表 4 に示す．メトロノームでも発表用タイマと同様
表 4 Metronome memory usage
State TAB(MB) VM(MB) Service-worker(MB)
Initial 44 6.5 1.8
Playing 48 8.0 1.8
に，Chromeでは，停止，再開の繰り返しで TABの使用メモリが増加する．Ubuntu (Linux) の Chrome，Edgeも同様の
傾向を示した．
5.4.2 時間の精度
発音時刻を比較するためにすべて Claveの音色で，4/4拍子で 240bpmの 4分音，8分音，16分音をそれぞれ 300秒再
生して記録した．ほとんどの場合，メトロノームは 4分音で用いるので，240bpmの 4分音は，高速のジャズ曲でのみ使用
される．また，本アプリケーションの限界を調べるために，さらに 8分音，16分音も試した．
図 18 に 10分ちょうどに開始する 5分間の 8分音の開始時と終了時の波形を示す．
図 18 First and last bars (240bpm 8th notes, 10 to 15 min)
Ubuntu Firefox (top)，Ubuntu Chrome，Windows10 Edge，Windows10 Chrome，






オ装置のクロックの遅れの 2つの原因が考えられる．詳細は次の発音 (onset) の時系列の分析で明らかにする．
表 5 に，再生終了時間の誤差を示した．Onsetは aubio*6のコマンド aubioonsetで検出した．図 18 で性能に問題があっ
た Firefoxと Android は，この表 5 でも，16分音の 300秒の再生終了が，それぞれ，0.255秒，2.581秒遅れた．ただし，
4分音のメトロノーム利用であれば，Androidも実用上問題はない．
ドラムリズムパターンは，一般的に 180bpmまでの 8分音，120bpmまでの 16分音で構成されるので，240bpmの 8分音
*6 https://aubio.org/
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表 5 Metronome time accuracy (300 sec each)
Web browser 4 notes/sec 8 notes/sec 16 notes/sec #drops
Ubuntu Firefox −0.001 +0.002 +0.255 0
Ubuntu Chrome +0.001 −0.001 −0.000 1
Windows10 Edge +0.021 +0.001 +0.021 0
Windows10 Chrome +0.001 +0.023 −0.001 0
macOS Safari −0.001 +0.001 −0.000 0
macOS Chrome +0.003 +0.001 +0.000 0
Android Chrome +0.741 +1.698 +2.581 14
iOS Safari +0.004 +0.002 +0.002 0
の再生の正確さの評価が必要である．図 19 に，その評価の一例を示す．左は，再生開始からの時間のずれ (offset)，右は，








































図 19 Offset (left) and interval (right) for 8 notes/sec on Edge
する時間 (約 20ミリ秒) のずれがあると熟練した演奏者はずれに気づく．例えば，市販のディジタル伝送式ギターワイヤ
レス機器の遅延 (latency) は 2ミリ秒より大きい．演奏者が気づきやすいのは，クリックの間隔の変位である．Windows





このアプリケーションの UIを図 20 に示す．主な機能は読み込んだ音声データの再生速度と音程 (ピッチ) の変更であ
る．想定する利用目的は，歌唱や楽器演奏の練習におけるテンポ，キーの変更，聴き取りのためのスロー再生である．追
加機能は，部分的な繰り返し再生 (ABリピート) と変更を加えた音声データのファイル保存である．これらの機能は一般
に，音楽用レコーダと DAW (Digital Audio Workstation) ソフトウェアにある機能ではあるが，PCで簡単に利用できる





音声の再生速度はWeb Audio APIの AudioBufferSourceNode.playbackRate で変更できるが，rateを上げる/下げると
ピッチ (音程)が上がる/下がる．そこでピッチを変えずに再生速度を変更する手法が必要になる
soundTouchJSは，2001年ころOlli Parviainenが作成したC言語ライブラリ SoundTouch Audio Processing Library[16]
を Steve ’Cutter’ Bladesが JavaScript用に実装したものである．soundTouchは Sonor4，REAPERなどの DAWを含む
*7 https://www.ronimusic.com/
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図 20 Variable pitch/speed player
多くのソフトウェアで利用されてきたことから実用的であると言える．soundTouchでは，WSOLA (Waveform Similarity




JavaScript標準機能の FileReaderを使ったファイル読み込み手順を図 (リスト) 21 に示す．
1 1) {m. input } : <br />
2 <span className=” s e l e c t F i l e ”>
3 <input type=” f i l e ” name=”l o adF i l e ”
4 accept=’audio /∗ ’ onChange={ l o adF i l e } /><br />
5 </span>
6 //// in l o adF i l e ( )
7 // omitted
8 l e t reader = new Fi leReader ( )
9 reader . onload = func t i on ( e ) {
10 audioCtx . decodeAudioData ( reader . r e s u l t ,
11 func t i on ( aud ioBuf f e r ) {
12 t h i s . params . aud ioBuf f e r = aud ioBuf f e r
13 // omitted
14 } . bind ( t h i s ) ,
15 func t i on ( e r r o r ) {
16 // omitted
17 }) ;
18 } . bind ( t h i s )
19 reader . readAsArrayBuffer ( f i l e )
図 21 (Listing) Loading audio file
20 Web Audio APIを用いた音楽アプリケーションの試作 ‒ Part 1: タイマ，メトロノーム，可変プレーヤ ‒
HTMLの inputタグ type=”file” を表示すると，Webブラウザの機能でファイルのMIMEタイプを audioに限定した
ファイル選択画面が表示され，ファイル選択が完了するとメソッド loadFile() が実行される．ファイル読み込み手順は，タ
イマの場合 (図 (リスト) 8) と同様である．違いは，FileReaderの使用と 19行目のデータ形式指定である．読み込めるの
は，ローカルファイルだけであるが，iCloud，Google Driveなど，クラウドストレージ上のファイルもオフライン利用可
能とすれば利用できる．
ファイル書き出し手順を図 (リスト) 22 に示す．
1 import { saveAs} from ’ f i l e −saver ’ ;
2 import ∗ as toWav from ’ aud iobu f f e r−to−wav ’ ;
3 // omitted
4 fakeDownload ( aud ioBuf f e r ) {
5 const words = th i s . params . f i l ename . s p l i t ( ’ . ’ ) ;
6 l e t outFileName = words [ 0 ]
7 + ’&s ’ + par s e In t ( t h i s . s t a t e . playSpeed )
8 + ’&p ’ + par s e In t ( t h i s . s t a t e . p layPitch ∗100)
9 + ’ . wav ’ ;
10 l e t blob = new Blob ( [ toWav( aud ioBuf f e r ) ] , { type : ’ audio /vnd . wav ’ } ) ;
11 saveAs ( blob , outFileName ) ;
12 }
図 22 (Listing) Exporting audio file
file-saver[9] は，Webブラウザからの GET要求に対し一時的にローカルWebサーバとしてファイルを提供することで
書き出しを実現する．audiobuffer-to-wav[10] は，Float32で表現された AudioBufferのデータをWaveヘッダを追加した
Wave形式の音声データに変換する．そのデータをMIMEタイプ audio/vnd.wav に指定した blob (binary large object)
とし，最後に 11行目に saveAsファイル名を指定してサーバで提供する．ファイル名は元のファイル名に再生速度，ピッ
チの情報を追加した文字列とする．





UIの反応が遅くなる．一方 AudioWorkletの AudioWorkletNodeは別スレッドで実行されるので，近年の複数コア CPU
の機器ではメインスレッドの処理を妨げない．soundTouchJSのWorklet版 [3]が公開されたが，現時点で AudioWorklet
は macOS Safari，iOS Safariには組み込まれていないので，本プログラムでは ScriptProcessorNodeを用いた．
どちらの場合も，カスタム音声処理ノード (ScriptProcessorNode) を図 (リスト) 17 の GainNode のように，source
と destinationの間に挿入して用いる．soundTouchJSの場合，ScriptProcessorNodeはモジュール内で生成され，普通の
source.start() の手順なしに再生が開始され，音声データの最後に達しても終了しないので工夫が必要である．








10から 16行目は，PitchShifterが再生中に呼び出されるコールバック関数である．18行目で shifterを gainNodeにつ
なぎ，gainNodeを destinationにつないだときに，音声の加工と再生が始まり，このコールバック関数が実行される．
コールバック関数の処理は次の通りである．11から 12行目では，音楽の開始からのその時点での再生位置を計算し，状
態変数に記録する．timeAは ABリピートの開始位置で UIで変更しなければ 0である．playingAtは floatの正確な時間，
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1 import {P i t chSh i f t e r } from ’ soundtouchjs ’ ;
2 // omitted
3 l e t b u f f e r S i z e = 16384 ;
4 i f ( s h i f t e r ) { s h i f t e r . d i s connec t ( ) ; s h i f t e r . o f f ( ) ; s h i f t e r= nu l l ;}
5 s h i f t e r = new P i t c hSh i f t e r ( audioCtx , par t i a lAud ioBuf f e r , b u f f e r S i z e )
6 s h i f t e r . tempo = th i s . s t a t e . playSpeed /100.0
7 s h i f t e r . p i t ch = Math . pow ( 2 . 0 , t h i s . s t a t e . p layPitch /12 . 0 )
8 l e t durat ion = s h i f t e r . formattedDurat ion ;
9
10 s h i f t e r . on ( ’ play ’ , d e t a i l => {
11 l e t currentPos = parseF loat ( timeA ) + parseF loat ( d e t a i l . t imePlayed ) ;
12 t h i s . s e t S t a t e ({ playingAt : currentPos , p l ay ingAtS l i d e r : currentPos }) ;
13
14 i f ( d e t a i l . formattedTimePlayed >= durat ion ) {
15 s h i f t e r . d i s connec t ( ) ; s h i f t e r . o f f ( ) ; s h i f t e r = nu l l ;}
16 }) ; // end s h i f t e r . on
17
18 s h i f t e r . connect ( gainNode ) ;
19 gainNode . connect ( audioCtx . d e s t i n a t i on ) ; // playback s t a r t
図 23 (Listing) PitchShifter
playingAtSliderスライダで表示される整数に丸めた時間である．これらは setState() のたびに UIで更新表示される．14
から 15行目が終了処理で，shifterの接続を disconnect()で切り，off()で停止する．これで，コールバックも終了する．
PitchShifterの仕様により，インスタンスは使い捨てにするので，次回の再生では，新しいインスタンスを使う．




(exportBuffer) と出力用オブジェクト (outputBuffer) にコピーした．音声出力がないと処理が停止するので，outputBuffer
へのコピーも必要であった．まず，28から 30行目で shifterを保存用 saverNodeに，saverNodeを gainNodeに，gainNode
を destinationにつなぐ．shifterの内部でも ScriptProcessorNodeを使用するので，2つの ScriptProcessorNodeインスタ
ンスを直列に使うことになる．この接続順では，gainNodeが最後なので，再生中の音量調整は無効になる．
1行目でバッファサイズ (PitchShifterと同じ)，入力チャネル数，出力チャネル数を引数として ScriptProcessorNode
のインスタンスを生成する．2 行目は保存用 AudioBuffer を再生速度に合わせて生成する．AudioBuffer の長さは変更
できない．6 から 18 行目の saverNode.onaudioprocess はコールバック関数で，その処理単位は指定した bufferSize で
ある．event.inputBuffer，event.outputBuffer は入力データと出力データの参照でチャネルごとの音声サンプル配列を
getChannelData() で参照し，14 行目で inputBuffer を outputBuffer にコピーする (一般には加工して代入)．保存用の
exportBufferには追記する．
20から 26行目の shifter.on の終了処理は，図 (リスト) 23 のコードと同様である．違いは，Webブラウザに保存データ
をダウンロードさせる 24行目の fakeDownload() である．
6.3 再生コントロール





• ABリピート: ボタンで指定した A，B位置の範囲のデータを繰り返し再生，
• ループ間隔: 指定した長さの無音再生
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1 saverNode = audioCtx . c r e a t eS c r i p tP r o c e s s o r ( bu f f e r S i z e , channels , channe l s ) ;
2 t h i s . params . expor tBuf f e r = audioCtx . c r e a t eBu f f e r ( channels , pa r s e In t ( aud ioBuf f e r . l ength ∗(100/ t h i s .
s t a t e . playSpeed ) ) + bu f f e r S i z e , aud ioBuf f e r . sampleRate ) ;
3
4 l e t base = 0 ;
5 l e t expor tBu f f e r = th i s . params . expor tBuf f e r ;
6 saverNode . onaudioprocess = func t i on ( event ) {
7 l e t inputBuf f e r = event . inputBuf f e r ;
8 l e t outputBuf fer = event . outputBuf fer ;
9
10 f o r ( l e t channel = 0 ; channel < i nputBuf f e r . numberOfChannels ; channel++){
11 l e t inputData = inputBuf f e r . getChannelData ( channel ) ;
12 l e t outputData = outputBuf fer . getChannelData ( channel ) ;
13 l e t exportData = expor tBuf f e r . getChannelData ( channel ) ;
14 outputBuf fer . copyToChannel ( inputData , channel , 0) ;
15 expor tBuf f e r . copyToChannel ( inputData , channel , base ) ;
16 } // end f o r channel
17 base += inputBuf f e r . l ength ;
18 } . bind ( t h i s ) ; // end onaudioprocess
19
20 s h i f t e r . on ( ’ play ’ , d e t a i l => {
21 // omitted
22 i f ( d e t a i l . formattedTimePlayed >= s h i f t e r . formattedDurat ion ) {
23 saverNode . d i s connec t ( ) ; s h i f t e r . o f f ( ) ; s h i f t e r . d i s connec t ( ) ; s h i f t e r = nu l l ;
24 t h i s . fakeDownload ( t h i s . params . expor tBu f f e r ) ;
25 }
26 }) ; // end s h i f t e r . on ( )
27
28 s h i f t e r . connect ( saverNode ) ;
29 saverNode . connect ( gainNode ) ;
30 gainNode . connect ( audioCtx . d e s t i n a t i on ) ;
図 24 (Listing) SaverNode (ScriptProcessorNode)
6.4 パフォーマンス
ソースコードは 753行で buildサイズは 656KBである．使用したライブラリ，soundTouchJSは，JavaScriptだけで記
述された CPUリソースをある程度利用するカスタム音声処理である．幸い，用意したすべてのWebブラウザで問題なく
実行できた．
メモリ使用は，発表用タイマと同じ方法でWindows Chromeの表示で計測した．結果を表 6 に示す．Linux，macOSの
Chromeでもメモリ使用量はほぼ同じであった．service-workerの 2MBは，ダウンロードしたプログラムのキャッシュに
表 6 Memory usage
Chrome tab(MB) JavaScript VM service-worker
Initial 33 5.3 2.0
Load 136 5.4 2.0
PlayAB 235 7.1 2.0
PlayAll/Save 235
Pause/play 320+
使用されたメモリで一定である．JavaScript VMも使用中に 5.3MBから 7.1MBと少し増え，その後増減する．実験ごと
に少し値が変わるが，8MBを超えなかったので，表では省略した．
増加が激しいのはWebブラウザタブの使用メモリである．起動時は 33MBで，音楽ファイルを読み込む (Load) すると
一気に 136MBに増える．この理由は音源データを 32ビット浮動小数点 (Float32) でメモリ上の AudioBufferに持つから
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である．
この実験では，270秒の 44.1kHzステレオMP3音楽ファイルを使用した．MP3形式では 4,328,685 bytes (約 4MB) し
かないが，Wavファイルにすると 51,936,044 bytes (約 50MB) になる．さらに，プログラム内部では Float32で保持する
ので，読み込んだときに，その 2倍のメモリ (約 100MB) を使用する．
PlayAB (ABリピート) での初回の再生では，さらに 100MBメモリ使用が増加する．これはカスタム音声加工ライブラ
リ (soundTouchJS) 内部バッファの音声データの複製に起因する．PlayAll/Save (すべて再生して保存) も同様である．2
回目の PlayABでは，さらに 100MBメモリが消費され，繰り返すごとに約 100MB消費する．PlayABでは，もとの音声








それぞれ [7], [8] に置いた．
プログラミングの試行錯誤過程において，以下の注意点と必要な工夫が明らかになった．
( 1 ) Reactの状態変数の変更は即時でない – 即時変更を期待した処理を書かない
( 2 ) iOS機器の特徴 – カーソル表示を変更，メモリ管理がシビア (配列添字バグで致命的な誤作動)，blobファイルダウン
ロード時にファイル保存操作が難しい
( 3 ) クリックで開始しないと音声がでない – iOSと最新 Chromeの仕様
( 4 ) カスタム音声処理 – AudioWorkletが実装されていないWebブラウザがあるので，当面は ScriptProcessorNode (2014
年に非推奨) を使う
( 5 ) ローカルファイルの読み込みと書き出し (セキュリティ上の制約) – 疑似アップロードとダウンロード処理で実現
( 6 ) メモリ使用の削減 – 各Webブラウザで確認
今後の課題は，多くのCPUとメモリが必要なカスタム音声処理のパフォーマンスとAudioWorklet，OfflineAudioContext
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