Abstract We propose a modified parallel-in-time -Parareal -multi-level time integration method which, in contrast to previous methods, uses a coarse solver based on the information from the fine solver at each iteration through the construction of a reduced model. This approach is demonstrated to offer two substantial advantages: it accelerates convergence of the original parareal method and we furthermore demonstrate that the reduced basis stabilizes the parareal method for purely advective problems where instabilities are known to arise. When combined with empirical interpolation techniques (EIM), we discuss the use of this approach to solve both linear and nonlinear problems and highlight the minimal changes required to utilize this algorithm to accelerate existing implementations. We illustrate advantages through the algorithmic design, through analysis of stability, convergence, and computational complexity, and through several numerical examples.
Introduction
With the number of computational cores increasing, the demands on scalability of computational methods likewise increase, due partly to an increasing imbalance between the cost of memory access, communication and arithmetic capabilities. Among other things, traditional domain decomposition methods tends to stagnate in scaling as the number of cores increases since the computational cost is overwhelmed by other tasks. This suggests the need to consider the development of computational techniques that better balances these constraints and allows for the acceleration of large scale computational challenges.
A recent development in this direction is the parareal method, introduced in [15] , which provides a strategy for 'parallel-in-time' computations in a way that offers the potential for an increased level of parallelism. Relying on a computational inexpensive but inaccurate solver and an accurate but expensive solver, the parareal method utilizes an iterative, predictor-corrector procedure that allows the expensive solver to run across many processors in parallel. Under suitable conditions, the parareal iteration is expected to converge after a small number of iterations to the serial solution [11] . During the last decade, the parareal method has been applied successfully to a number of applications (cf. [16, 17] ), demonstrating its potential, accuracy, and robustness.
As a central and serial component, the coarse solver can impact the efficiency and stability of the parareal algorithm, e.g., if an explicit scheme is used in both the coarse and the fine stage of the algorithm, the efficiency of the parareal algorithm is limited by the upper bound of the time step size [17] . One can naturally also consider a different temporal integration approach such as an implicit approach, although the cost of this can be considerable and often requires the development of a new solver. An attractive alternative is to use a simplified physics model as the coarse solver [2, 16] , thereby ignoring small scale phenomenon but potentially impacting the accuracy. However, the success of such an approach is problem specific.
While the choice of the coarse solver impacts accuracy and overall efficiency, the stability of the parareal method is considerably more subtle. For parabolic and diffusion dominated problems, stability is well understood and observed in many applications [12] . However, for hyperbolic and convection dominated problems, the question of stability is considerably more complex and remains open [20, 8, 3] . In [8] , the authors propose to project the solution after each iteration onto an energy manifold approximated by the fine solution. The performance of this projection method was demonstrated for the linear wave equation and the nonlinear Burgers' equation. Another attempt, the Krylov subspace parareal method, builds a new coarse solver by reusing all information from the corresponding fine solver at previous iterations. The stability of this approach was demonstrated for linear problems on linear structural dynamics [10] and a linear 2-D acoustic-advection system [18] . However, the Krylov subspace parareal method appears to be limited to linear problems.
Inspired by the Krylov subspace parareal method, we propose a modified parareal method, referred to as the reduced basis parareal method. In this approach, the Krylov subspace is replaced by a subspace spanned by a reduced order basis, constructed from the fine solver. This method inherits most advantages of the Krylov subspace parareal method and remains stable and convergent for linear wave problems. We demonstrate that this approach accelerates the convergence in situations where the original parareal already converges. However, this new approach also allows us to overcome some of the issues discussed above: (i) it deals with nonlinear problems by incorporating methodologies from the reduced basis methods; and (ii) the traditional coarse propagator is needed only at the very beginning of the algorithm to generate an initial reduced basis, allowing for time step restrictions to be relaxed when compared to the coarse solver of the original parareal method.
What remains of this paper is organized as follows. We first review the original parareal method in Section 2.1 and the Krylov subspace parareal method in Section 2.2. This sets the stage for Section 2.3 where we introduce the reduced basis parareal method and discuss different strategies to develop reduced models for problems with nonlinear terms. Section 3 offers some analysis of the stability, convergence, and complexity of the reduced basis parareal method and Section 4 demonstrates the feasibility and performance of the reduced basis parareal method through various linear and nonlinear numerical examples. We conclude the paper in Section 5.
Parareal algorithms
To set the stage for the discussion of the reduced basis parareal method, let us first discuss the original and the Krylov subspace parareal methods in Section 2.1 and Section 2.2, respectively. We shall highlight issues related to stability and computational complexity to motivate the reduced basis parareal method, introduced in Section 2.3.
The original parareal method
Consider the following initial value problem:
where u ∈ R N is the unknown solution, L is an operator, possibly arising from the spatial discretization of a PDE, A is the linear part of L, and N is the nonlinear part.
In the following, we denote F δt as the accurate but expensive fine time integrator, using a constant time step size, δt. Furthermore, G ∆t is the inaccurate but fast coarse time integrator using a larger time step size, ∆t. Generally it is assumed that ∆t δt.
The original parareal method is designed to solve (1) in parallel-in-time fashion to accelerate the computation by exploring parallel efficiencies. First, [0, T ] is decomposed into N c coarse time intervals or elements:
Assume that
which implies that T = N c N f δt. Denote F δt (u, t i+1 , t i ) as the accurate numerical solution integrated from t i to t i+1 by using F δt with the initial condition u and the constant time step size δt. Similarly for G ∆t (u, t i+1 , t i ). Denote also u n = F δt (u 0 , T , 0) as the numerical solution generated using only the fine integrator.
Now assume that at the k-th iterated approximation u k n is known. The parareal approach proceeds to the k + 1-th iteration through the following scheme
It is easy to see that F δt (u k+1 n , t n+1 , t n ) can be done in parallel over all temporal elements. If we take the limit of k → ∞ and assume that the limit of {u k n } exists, we obtain [15] :
In order to achieve a reasonable efficiency, the number of iterations, N it , should be much smaller than N c .
With the notations introduced in the above, the original parareal method is outlined as
Parallel predictor step:
Sequential correction step: 
where T = 2 and ν = 10 −1 . 2π-periodic boundary condition is used. The spatial discretization is a P 1 discontinuous Galerkin method (DG) with 100 elements [14] . The time integrator is a first-order forward Euler method and we use the following parameters in the parareal integration
In Figure 1 , we show the L ∞ -error of the parareal solution at T = 2 against the number of iterations. Notice that for this nonlinear problem the algorithm converges after only four iterations, resulting in an expected reasonable acceleration in a parallel environment. As a second example we consider the Kiramoto-Sivashinsky equation [21] :
with T = 40 and periodic boundary conditions.
As a spatial discretization we use a Fourier collocation method with 128 points [13] and the time integrator is an IMEX scheme [1] , with the linear terms being treated implicitly and the nonlinear term explicitly. The parameters in the parareal method are taken as
Figure 2 (left) shows the time evolution of the chaotic solution to the Kuramoto-Sivashinsky equation with the Gaussian initial condition. In Figure 2 (right), we show the L ∞ -error at T = 40 against the number of iterations. In this case we use the solution obtained with the fine solver as the exact solution. It is clear that the parareal solution also converges, albeit slower. However, it should also be noted that ∆t/δt = 100, again indicating the potential for a substantial acceleration.
As a last and less encouraging example, we consider the 1-D advection equation where T = 10 and a = 2π and2π-periodic boundary conditions. We use a DG method of order 32 and 2 elements in space [14] , a fully implicit fourth-order Runge-Kutta scheme [19] in time, and the following parareal parameters:
In Figure 3 , we show the L ∞ -error at T = 10 against the number of iterations. The instability of the original parareal method is apparent, as has also been observed by others [3, 20, 8] . 
The Krylov subspace parareal method
We notice that in Algorithm 1 only {u f
i=0 are used in the advancement of the solution to k + 1. To fix the stability issue, [10] proposed to improve the coarse solver by reusing information computed at all previous iterations. They applied this idea to the linear hyperbolic problems in structural dynamics. Recently, a similar idea was successfully applied to linear hyperbolic problems [18] .
The basic idea of the Krylov subspace parareal method is to project u k+1 i onto a subspace spanned by all numerical solutions integrated by the fine solver at previous iterations. Denote the subspace as
The corresponding orthogonal basis set {s 1 , ..., s r } is constructed by a full QR decomposition.
Denote P k as the L 2 -orthogonal projection onto S k . The previous coarse solver G ∆t is replaced by K ∆t as follows:
For a linear problem, F δt (P k u, t i+1 , t i ) can be computed efficiently as
where F δt (s j , t i+1 , t i ) are computed and stored once the s j 's are available. Because this approach essentially produces an approximation to the fine solver, the new coarse solver is expected to be more accurate than the old coarse solver. It was shown in [11] that as the dimension of S k increases, P k → I and K ∆t → F δt , achieving convergence. The algorithm outline is presented in Algorithm 2.
To demonstrate the performance of the Krylov subspace parareal method, we use it to solve the linear advection equation, (10) . In Figure 4 (left) we show the L ∞ -error at T = 10 against the number of iterations. It is clear that the Krylov subspace parareal method stabilizes the parareal solver for this problem.
Two observations are worth making. First, the Krylov subspace parareal method needs to store all the values of S k and F(S k ). As k increases, this memory requirement of size O(kN c N ) becomes demanding, as illustrated in Figure 4 (right). Secondly, the efficiency of the coarse solver critically depends on the assumption of linearity of the operator and it is not clear how to extend this framework to nonlinear problems. These constraints appear to limit the practicality of the method. 
Constructing reduced basis:
Marching the basis:
Sequential correction step:
Algorithm 2: The Krylov subspace parareal method
The reduced basis parareal method
Let us first recall a few properties of reduced basis methods which will subsequently serve as a key building block of the proposed reduced basis parareal method.
Reduced basis methods
We are generally interested in the nonlinear ODE (1). As a system, the dimensionality of the problem can be very large, e.g., if the problem originates from a method-of-lines discretization of a nonlinear PDE. To achieve a high accuracy, the number of degrees of freedom, N , can be extremely large, and it is tempting to identify approximate lower dimensional models to improve the efficiency.
The general representation of a reduced model in matrix-form can be expressed as
where the r columns of the matrix V r represent a linear space -the reduced basis -andũ(t) ∈ R r are the coefficients of the reduced bases. Projecting the ODE system (1) onto V r , we recover the reduced system:
Assuming that V r is orthonormal, we recover
Following this generic introduction, one is left with specifying how to choose a good subspace, V r , to adequately represent the dynamic behavior of the solution and how to recover the coefficients for the reduced model in an efficient manner. There are several ways to address this question, mostly based on the construction of V r through the use of snapshots of the solution.
Proper orthogonal decomposition The proper orthogonal decomposition (POD) [6, 5] is perhaps the most widely used approach to generate a reduced basis from a collection of snapshots. In this case, we assume we have a collection of N s snapshots
where each u i is a vector of length N ; this N can be large as it reflects the number of degrees of freedom in system. The POD basis, denoted by {φ i } r 1 ∈ R N , is chosen as the orthonormal vectors that solve the following minimization problem:
The solution to this minimization problem is equivalent to the singular value decomposition (SVD) of U:
where V ∈ R N ×r and W ∈ R N s ×r are the left and right singular vectors, respectively, and V is the sought after basis. It is also noteworthy that the entries of the diagonal matrix Σ provides a measure of the relative energy of each of the orthogonal vectors in the basis.
Once the basis is available, we can increase the computational efficiency of solving (17) by precomputing V T r AV r , which is of size r × r. However, the computational complexity of the nonlinear term remains dependent on N and, hence, potentially costly.
Discrete Empirical Interpolation. To address this, [7] proposed an approach, originating in previous work on empirical interpolation methods [4] but based on an existing and discrete basis set, in which N(V rũ (t)) is represented byÑ(τ) ∈ R N which is subsequently approximated as
Here
is an orthogonal POD basis set based on snapshots of N(τ). To recover c(τ), we must seek a solution to an overdetermined system. However, instead of doing an expensive least square method, we extract m equations from the original set of snapshots. Denote
where
(1 only appears on p 1 -th position of the vector). If P T V p is nonsingular, c(τ) can be uniquely determined by
resulting in a final approximation ofÑ(τ) as
The interpolation index p i is selected iteratively by minimizing the largest magnitude of the residual r = u k − V p,k c. The procedure, sometimes referred to as discrete empirical interpolation, is outlined in Algorithm 3.
With the above approximation, we can now express the reduced system as 
Compute the residual; r = v k − V p,k c; It is well-known that original empirical interpolation method is commonly used to separate the dependence of parameters and spatial variables [4] , and that the method choosing 'optimal' interpolation points in a certain sense. In [23] , the authors propose to consider the time as a parameter, and use empirical interpolation to construct the reduced bases V E,k of u and the reduced bases V pE,k of the nonlinear term, i.e.,
The resulting reduced model can be written as
The essential difference between the models based on discrete empirical interpolation and the full empirical interpolation approach is found in the way in which one constructs the reduced basis set.
In the former case, the importance of the basis elements is guided by the SVD and the relative size of the singular values, resulting in a potentially substantial cost. The latter case approach is based on the interpolation error and the basis in constructed in a full greedy fashion. For more details and a comparison of the performance between the two approaches, we refer to the comparative study for nonlinear model reduction in [23] .
The reduced basis parareal method
Let us now introduce the new reduced basis parareal method. Our first observation is that the first term in (13) can be dropped under the assumption that the projection error vanishes asymptotically. Hence, for linear problems, we can replace K ∆t byK δt aŝ
which is essentially an approximation to the fine time integrator with an admissible truncation error. Keeping in mind that F δt is an expensive operation, we need to reduce the dimension of S k to achieve a better efficiency. If the solution to the ODE is regular enough, it is possible to find a similar r-dimensional subspace, S k r (the reduced basis space), of the original space S k . Now define P k to be the orthogonal projection from u onto S k r , then (26) becomes (27), which is essentially an approximation to the fine time integrator using the reduced model constructed by the corresponding reduced bases, i.e.,
We term the above the reduced parareal method. Depending on the construction of the reduced bases, we refer to it as the POD parareal method or the EIM parareal method.
Algorithm 4 describes the basic steps of the reduced basis parareal method for linear problems. It follows a procedure similar to as Algorithm 2, but requires less memory for storing the bases.
For nonlinear problems, the relationship
in general does not hold, even if P k u → u. Therefore, the Krylov subspace parareal method is not applicable. Fortunately, the knowledge of the development of reduced models using empirical interpolation offers insight into dealing with nonlinear problems, as mentioned in Section 2.3.1. We construct the coarse time integrator as follows:
where F r δt is the reduced model. Therefore, as long as there exists a reduced space for the problem, we can evaluateK ∆t efficiently while maintaining an accuracy commensurate with the fine solver. The reduced basis parareal method for nonlinear problems is outlined in Algorithm 5. 
Analysis of the reduced basis parareal method
Let us in the following provide some analysis of the reduced basis parareal method to better understand its stability, convergence and overall computational complexity. Throughout the proofs we assume that there exists a reduced space for the continuous problem.
Stability analysis
We consider first the linear case. Define 
It is easy to see that C i,k g goes to zero once the reduced basis is rich enough. In addition, it is reasonable to assume that the fine propagator is L 2 stable, i.e., there exists a nonnegative constant C F independent of the discretization parameters, such that,
Theorem 1 (Stability for the linear case) Under the assumption of (31), the reduced basis parareal method is stable for (1) with N ≡ 0, i.e., for each i and k,
where C L is a constant depending only on C g , C F , and u 0 .
Proof. Using the triangle inequality, the linearity of the operator, and assumption (31), we obtain
Then, by the discrete Gronwall's lemma [9] , we recover
This completes the proof.
For the nonlinear case, we further assume that there exists a nonnegative constant C r independent of the discretization parameters, such that,
where q k i is the L 2 -difference between the fine operator and the reduced solver using the same initial condition v at t i . We denote max 0≤j≤i+1 q k j as C i,k q , which goes to zero as k → ∞.
Theorem 2 (Stability for the nonlinear case) Under assumptions (31) and (38), the reduced basis parareal method is stable for (1) in the sense that for each i and
where C = max{C F , C r } and C N is a constant depending only on C q , C F , C r , and u 0 .
Proof. Using the triangle inequality and assumptions (31) and (38), we have
Next, by the discrete Gronwall's lemma, we derive
Convergence analysis
To show the convergence for the linear case, we first assume that there exists a nonnegative constant C F , such that,
and define C i,k Proof. Using the reduced basis parareal formula and the linearity of the operator, we obtain
By the triangular inequality and assumption (45), we recover
Finally by discrete Gronwall's lemma we obtain
which approaches zero as k increases. This completes the proof.
For the nonlinear case, we must also assume that there exists a nonnegative constant C r , such that,
where q k i is the L 2 -difference between the fine operator and the reduced solver using the same initial condition u k i . We denote max Proof. Using the reduced basis parareal formula, we obtain
By the triangular inequality and assumptions (59) and (38), we have
Then, by the discrete Gronwall's lemma, we end up with
which approaches zero as k increases under assumption (59).
Complexity analysis
Let us finally discuss the computational complexity of the reduced basis parareal method. Recall that the dimension of the reduced space is r and the spatial dimension of fine solution is N and is assumed to be the same for the coarse and fine solvers although this may not be a requirement in general. The compression ratio is R = r/N . Following the notation of [18] :
, and τ DEIM (k) in different scenarios) reflect computing times required by the corresponding operations at the k-th iteration. τ c and τ f is the time required by the coarse and fine solvers, respectively. N t = N c N f is the total number of time steps in one iteration with N c being the number of the coarse time intervals and N f the number of fine time steps on each coarse time interval. N p is the number of processors.
In [18] , the speedup is estimated as
In the reduced basis parareal method, τ c = R 2 τ f , since the complexity of the computation of the right hand side of system is O(r 2 ). In addition, τ QR becomes τ SV D or τ EIM . With these in mind, the speedup can be estimated as
Next, we examine the first two terms in the denominators of (68) and (69).
• In the first term, τ c /τ f takes the role of R 2 . Hence, we can achieve a comparable performance, if R ≈ τ c /τ f , i.e, if the underlying PDE solution can be represented by a reduced basis set of
Then it requires that R < 1/4, which is a reasonable compression ratio for many problems. In addition, it is possible to use a reduced basis approximation to achieve a better performance for cases where the CFL conditions leads to problems in the coarse solver.
• For the second term,
As N c increases, τ EIM becomes smaller. In addition, EIM has a very good parallel efficiency and requires less memory during the computation.
Also note that N it would typically be different for the reduced basis parareal method and the original parareal method. If a reduced space exists, the modified algorithm usually converges within a few iterations, hence accelerating the overall convergence significantly.
Numerical results
Let us in the following demonstrate the feasibility and efficiency of the reduced basis parareal method for both linear and nonlinear problems.
The linear advection equation
We begin by considering the performance of the reduced basis parareal method and illustrate that it is stable for the 1-D linear advection equation (10) . The same spatial and temporal discretizations in Section 2 and the same parameters as in (11) are used.
In Figure 5 (left), we show the L ∞ -error at T = 10 against the number of iterations for the original parareal method, the POD parareal method, and the EIM parareal method. The accuracy of the fine time integrator at T is 4 × 10 −13 . The original parareal method is unstable, while the other two remain stable. In Figure 5 (right), we show the number of bases used to satisfy the tolerance in the POD parareal method and the EIM parareal method, where in the POD context is defined as the relative energy and in the EIM context as the interpolation error. In both cases, the tolerance in the basis selection using POD or EIM is set to 10 −13 . We notice that the EIM parareal method achieves higher accuracy but requires more memory to store the bases. This suggests that one can explore a tradeoff between accuracy and efficiency in particular applications.
It should be noted that if only snapshots from the previous iteration in the EIM construction, the scheme is remains unstable. However, when including all snapshots collected until the previous iteration level, the scheme recovers stablility. . The dependence of the final accuracy on is clear. These results also helps confirm Theorem 3, stating that the parareal solution converges exactly to the serial solution integrated by the fine solver as long as the subspace S saturates. In practice, we can choose such that accuracy of the parareal solution and the serial fine solution are in the same level. 
Nonlinear equations
Let us also apply the reduced basis parareal method to several nonlinear PDEs. We recall that the Krylov based approach is not applicable in this case.
Viscous Burgers' equation
We consider the viscous Burgers' equation (6) , with the same spatial and temporal discretizations and the same parameters as in (7) . To build the reduced basis, we set the tolerance for the POD is set to be 10 −15 , and for EIM as 10 −12 .
In Figure 7 (left), we show the L ∞ -error at T = 2 against the number of iterations for the original parareal method, the POD parareal method, and the EIM parareal method. As exact solution we use the solution obtained by the fine time integrator. Although the reduced parareal method converges slower than the original parareal, it requires less work, as discussed in Section 2.3.1.
Kuramoto-Sivashinsky equation
Next consider the Kiramoto-Sivashinsky equation, (8) . The same spatial and temporal discretizations and the same parameters as in (9) are used. To build the reduced basis, we set the tolerance for POD/EIM is set to be 10 −13 and 10 −8 , respectively. In Figure 8 we show the L ∞ -error at T = 40 against the number of iterations for the original parareal method, the POD parareal method, and the EIM parareal method. As exact solution we use the solution obtained by the fine time integrator. It is clear that the reduced basis parareal method converges faster than the original parareal method. Moreover, to achieve the same accuracy, the number of degrees of freedom in the reduced basis parareal methods is roughly one-third that of the original parareal method.
Allan-Cahn equation: nonlinear source
As a third nonlinear example we consider the 1-D Allan-Cahn equation:
where T = 2 and ν = 2, 1, 10 −1 , 10 −2 . A periodic boundary condition is assumed. The spatial discretization is a P 1 DG method with 100 elements [14] and the time integrator is the forward Euler scheme. The following parameters are used in the parareal algorithm
The tolerance for POD is set to be 10 −12 , and for EIM to be 10 −8 .
In Figure 9 (left), we show the L ∞ -error at T = 2 against the number of iterations for the POD parareal method with different values of ν's. As exact solution we use the solution computed with 
KdV equation: nonlinear flux
As a last example we consider the KdV equation (taken from [22] ): 
In the construction of the reduced models, the tolerances for POD and EIM are set to be 10 −10 and 10 −8 , respectively.
We use a first order local discontinuous Galerkin method (LDG) with 100 elements in space [22, 14] and the tolerance for POD and EIM is set to be 10 −13 and 10 −8 , respectively.
In Figure 10 (left) we show the L ∞ -error at T = 2 against the number of iterations for the original parareal method, the POD parareal method, and the EIM parareal method. The solution obtained with the fine solver is taken to be the exact solution. While the POD parareal method does not work well in this case, the EIM parareal method shows a remarkable performance, i.e., it converges much faster than the original parareal method. 
Conclusion
In this paper, we propose the use of a reduced basis method to construct the coarse solver in the parareal algorithm. We demonstrate that, compared with the original parareal method, this new reduced basis parareal method has improved stability characteristics and efficiency, as long as the solution can be represented well by a set of reduced bases. Unlike the Krylov subspace parareal method, this approach can be extended from linear problems to nonlinear problems, while requiring less storage and computing resources. The robustness and versatility of the method has been demonstrated through a number of different problems and sets the stage for the evaluation on more complex problems.
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