model description
Main features.-Our model for fluid flow and geochemical transport has three important features: (1) the gas phase is active for multiphase fluid flow, mass transport, and chemical reactions; (2) we consider not only porous media, but also reactive fluid flow and transport in fractured rocks; (3) the effects of heat are considered, including heat-driven fluid flow and temperature-dependent thermophysical and geochemical properties (such as fluid density and viscosity and thermodynamic and kinetic data). In unsaturated fractured media, fractures may be dominantly occupied by the gas phase, while the matrix pores may have a large water saturation. In hydrothermal convection systems and nuclear waste disposal sites, heat-driven vaporizing fluid flow is strongly coupled with gas geochemistry (such as CO 2 ) and is complicated by fracture-matrix interaction. An example is presented in the second of this two-part paper (Xu and others, this issue, , which examines coupled thermal, hydrological, and chemical processes induced by emplacement of a strong heat source (for example, high-level nuclear waste) in unsaturated fractured rocks.
Our methods are applicable to one-, two-, or three-dimensional geologic domains with physical and chemical heterogeneity. Transport of aqueous and gaseous species by advection and molecular diffusion is considered in both liquid and gas phases. Any number of chemical species in liquid, gas, and solid phases can be accommodated. Aqueous complexation, acid-base, redox, gas dissolution/exsolution, cation exchange, and surface complexation are considered under the local equilibrium assumption. Mineral dissolution and precipitation can proceed either subject to local equilibrium or kinetic conditions. Additional details on the model are given in .
Governing equations.-The primary governing equations for multiphase fluid and heat flow and chemical transport have the same structure, derived from the principle of mass (or energy) conservation. These equations are presented in app. A. Major processes considered for non-isothermal fluid and heat flow are: (1) fluid flow in both liquid and gas phases occurs under pressure, viscous, and gravity forces; (2) interactions between flowing phases are represented by characteristic curves (relative permeability and capillary pressure), (3) heat flow occurs by conduction, convection, and diffusion. More detail on multiphase fluid and heat flow has been given by Pruess (1987 Pruess ( , 1991 . Aqueous (dissolved) species are subject to transport in the liquid phase as well as to local chemical interactions with the solid and gas phases. Transport equations are written in terms of total dissolved concentrations of chemical components which are concentrations of their basis species plus their associated aqueous secondary species (Yeh and Tripathi, 1991; Steefel and Lasaga, 1994; Walter and others, 1994; Lichtner, 1996) . If kinetically-controlled reactions occur between aqueous species, then additional ordinary differential equations need to be solved to link the total concentrations of the primary species with the evolving concentrations of the secondary species (Steefel and MacQuarrie, 1996) . Kinetically-controlled reactions between aqueous species are not considered in our current model. Slow aqueous phase reactions are common in the case of redox reactions and will be addressed in future work. Advection and diffusion processes are considered for both the liquid and gas phases, and their coefficients are assumed to be the same for all species. The local chemical interactions in the transport equations are represented by reaction source/ sink terms.
The primary governing equations must be complemented with constitutive local relationships that express all parameters as functions of fundamental thermophysical and chemical variables. Expressions for non-isothermal multiphase flow are given by Pruess (1987) . The equations for chemical equilibrium are similar to those by Parkhurst, Thorstenson, and Plummer (1980) , Reed (1982) , Yeh and Tripathi (1991) , Wolery (1992) , and Steefel and Lasaga (1994) and are presented in app. B. The activity of aqueous species is equal to the product of the activity coefficient and molar concentration. Aqueous species activity coefficients are calculated from the extended Debye-Hü ckel equation (Helgeson and Kirkham, 1974) . Activities of pure mineral phases and H 2 O are assumed to be one. Gases are assumed ideal, therefore, fugacity coefficients are assumed equal to one, and fugacity is equal to partial pressure. Mass conservation in the closed chemical system is written in terms of basis species. The species distribution must be governed by the total concentrations of the components. The oxygen approach is used for formulating redox reactions that are based on attributing the oxidizing potential to the dissolved oxygen (Nordstrom and Muñ oz, 1986; Wolery, 1992) . In contrast to the free electron in the hypothetical electron approach (Yeh and Tripathi, 1991) , oxygen can be present and be transported in natural subsurface flow systems. Sorption processes, including cation exchange and surface complexation (by double layer model) are included in our reactive transport model. The formulation for cation exchange is similar to Appelo and Postma (1993) and for surface complexation is taken from Dzombak and Morel (1990) . Further details are given in Xu and others (1997) .
For kinetically-controlled mineral dissolution and precipitation, a general form of rate law (Lasaga, 1984; Steefel and Lasaga, 1994 ) is used
where m is mineral index, f(S l ) is a factor to represent effective reactive surface area at different water saturations, which can account for the effective sizes of the mineral surfaces that are actively available to react with aqueous species, sgn-[log(Q m /K m )] gives the sign of the expression, negative values of r m indicate dissolution, and positive values precipitation, A m is the specific reactive surface area per kg H 2 O, (a i ) is some function of the activities of the individual ions in solution such as H ϩ and OH Ϫ , k m is the rate constant (moles per unit mineral surface area and unit time) which is temperature-dependent, K m is the equilibrium constant for the mineral-water reaction written as the destruction of one mole of mineral m, and Q m is ion activity product. The parameters and n are two positive numbers to be determined experimentally (usually, but not always, they are taken equal to one). The temperature-dependence of the reaction rate constant can be expressed reasonably well via an Arrhenius equation (Lasaga, 1984; Steefel and Lasaga, 1994) . Since many rate constants are reported at 25°C, it is convenient to write the rate constant at some temperature T as
where E a is the activation energy, k 25 is the rate constant at 25°C, and R is gas constant. For field-scale variably saturated geologic media, the rate law given in eq (1) allows for saturation dependence. Welch, Dann, and Mehta (1990) conducted laboratory pyrite oxidation experiments in porous media with different water saturation and determined a dependence of the factor f on water saturation as given in figure 1 . Their results indicate that at a water saturation of about 0.3 almost all mineral surface is effectively contacted by water. It should be pointed out that f(S l ) is a property of the medium that may vary in space and time.
Active gas phase.-In the present model, gases are considered for fluid flow, chemical transport, and reaction. The gas phase is composed of non-condensible gases such as O 2 , CO 2 , N 2 , et cetera as well as water vapor. Currently we treat all chemically reactive gases in a "trace gas" approximation, and we assume that chemical reactions and accompanying changes in partial pressures do not affect overall gas and liquid flow. This is a good approximation for many geochemical systems, but under some conditions the exchange of gaseous reactants may significantly affect gas pressures and flow, requiring a fully coupled treatment (White, 1995) .
The gaseous species are subject to transport in the bulk gas phase and react with aqueous species. No gas-gas and gas-solid reactions are considered. In addition to transport of aqueous species in the liquid, advective-diffusive transport of gaseous species in the gas phase is considered. Diffusion coefficients of gaseous species in geologic media are calculated from
where D jg 0 is the j-th gaseous species diffusion coefficient in pure gas phase (for example, according to Vargaftik (1975) , D O2͑ g͒ 0 ϭ 2.20 ϫ 10 Ϫ5 m 2 s Ϫ1 at atmospheric pressure and 25°C), is porosity, S g is gas phase saturation, and g is tortuosity factor of the medium that is computed from the Millington and Quirk (1961) 
Diffusion coefficients of gaseous species in the gas phase are on the order of 10 Ϫ5 to 10 Ϫ6 m 2 s Ϫ1 and are three to four orders of magnitude larger than diffusivities of aqueous species in the liquid phase (on the order of 10 Ϫ9 to 10 Ϫ10 m 2 s
Ϫ1
). Therefore, gaseous diffusion is an important transport process in some variably saturated geologic media.
Reactions involving aqueous and gaseous species are assumed to be at equilibrium, governed by the mass-action law. For low pressures (in the range of atmospheric pressure), the gaseous species are assumed to behave like an ideal mixture, and the fugacity coefficients are assumed equal to one. At higher temperatures and pressures, such as boiling conditions in hydrothermal systems, the assumption of ideal gas and ideal mixture is not valid. In these cases, the fugacity coefficients will depend on the temperature and pressure of the system (Spycher and Reed, 1988) . Simplifying approximations.-Hydrodynamic dispersion is an important solute transport mechanism which arises from an interplay between non-uniform advection and molecular diffusion. In geologic media, velocities of fluid parcels are spatially variable due to heterogeneities on multiple scales, all the way from the pore-scale to basin-scale. The process is often represented by a Fickian diffusion analog (convection-dispersion equation), which has fundamental flaws and limitations, as has been demonstrated in numerous studies in the hydrogeology literature of the last 20 yrs. Although field tracer tests can generally be matched with the convection-dispersion equation, such matching and associated parameters have little predictive power. There is much evidence that when a Fickian dispersion model is calibrated to field tracer data, such success does not indicate that a realistic description of in-situ solute distribution has been attained. Dispersivities are generally found to increase with space and time scale of observation (Gelhar, Welty, and Remfeldt, 1992) . Observed dispersivities are only partly due to mixing and dilution in-situ; they also reflect the mixing that occurs when subsurface flow systems are observed (perturbed) and sampled, as when fluids are extracted from wells (Chesnut, 1994) . It has been established that Fickian dispersion implies an unrealistically large level of mixing and dilution (Kapoor, Gelhar, and Miralles-Willem, 1997) . Fickian plumes represent a probability distribution, not a distribution of solute; they strongly overestimate dilution in any particular representation of a heterogeneous medium. This can produce erroneous predictions for transport and even more unrealistic consequences for reactions that depend on concentrations in a non-linear manner. Fickian dispersion also gives rise to spurious upstream dispersion opposing the direction of advective flow. For these reasons, we are not using a Fickian model for dispersion. Instead, hydrodynamic dispersion is modeled through appropriate spatial resolution on multiple scales, using multiple continua (or multiregion) models (Pruess and Narasimhan, 1985; Gwo and others, 1996) to describe interactions between fluid regions with different velocities.
The basic idea of using a multi-region approach to model dispersion is to explicitly resolve domains with different advective velocities through appropriate spatial discretization (gridding). This approach is applicable for heterogeneous media in which regions of higher permeability form spatially-extensive correlated structures. Hydrodynamic dispersion then arises from an interplay between different advective velocities and diffusive exchange between subdomains (Bibby, 1981) . An example of a tworegion model for fractured media is the double-porosity concept, in which separate overlapping continua are used to represent fractures and unfractured rock, respectively (see below). In such a system, hydrodynamic dispersion arises from advective and diffusive exchange between faster flow in the fracture continuum and slower flow (or possibly even immobile water) in the rock matrix. A more accurate representation of dispersive processes in fractured media can be achieved with the method of "multiple interacting continua" (MINC; see below), in which matrix rock is partitioned into several interacting continua that are defined based on the distance from the nearest fracture. Similar conceptualizations have been used in studies of chemical migration in soils to represent the interplay between fast advective transport in rootholes, wormholes, and cracks, with slow flow and diffusive transport in the soil matrix (Gwo and others, 1996) . Lake and Hirasaki (1981) showed that in layered porous media, diffusive exchange between layers with different permeability will give rise to a broadening of the solute mixing zone that is analogous to Taylor's dispersion of flow in capillary tubes (Taylor, 1953) . Harvey and Gorelick (2000) presented an analysis of macrodispersion in a heterogeneous sedimentary aquifer that does not use the Fickian model; instead, hydrodynamic dispersion arises from solute transfer between mobile and immobile domains. Apart from the vast difference in scale, their conceptualization is analogous to the "dead end" pore model of Coats and Smith (1964) .
Temporal changes in porosity and permeability due to mineral dissolution and precipitation processes can modify fluid flow. This feedback between transport and chemistry can be important (Raffensperger, 1996) , but there is a rather large computational penalty that has to be paid if this is modeled explicitly (Xu, Pruess, and Brimhall, 1999b) . We presently monitor changes in porosity during the simulation from changes in mineral volume fractions, but we neglect their effects on fluid flow. Another difficulty arises from the complex relationship between porosity and permeability. The porosity-permeability correlation in geologic media depends on a complex interplay of many factors, such as pore size distribution, pore shapes, and connectivity (Verma and Pruess, 1988) , and a simple functional porosity-permeability relationship is not realistically attainable (Raffensperger, 1996) . By neglecting porosity and permeability change we obtain quasi-steady flow conditions. This greatly simplifies the numerical solution and makes it possible to consider geochemistry in great detail. The changes in porosity remain small over limited time spans. For example, for the supergene copper enrichment system presented in the second of this two-part paper (this issue, p. 34 -59), simulated changes in porosity are less than 0.6 percent over a 1000-yr period (see fig. 2 ). Furthermore, we use Kozeny-Carman grain model based on spheres to illustrate changes in permeability due to changes in porosity (see Bolton, Lasaga, and Rye, 1999, p. 5) . Kozeny-Carman equation relates the permeability k (in m 2 ) to the porosity () by
where R 0 is the initial local spherical close pack radius. Based on eq (5), the ratio of the permeability k to initial permeability k 0 can be expressed as Fig. 2 . Simulated changes in porosity after 1000 yrs for a one-dimensional supergene copper enrichment system, which involves oxygen diffusion from the land surface, subsequent pyrite and chalcopyrite oxidative dissolution, intense alteration of primary minerals in the unsaturated zone, and precipitation of secondary copper ore compounds. The detailed problem description is given in the second of this two-part paper (this issue, p. 34 -59).
where 0 is the initial porosity. In the example presented in figure 2 we used a 0 of 0.1. Based on the example and eq (6), we calculated permeability ratios for a number of changes in porosity ⌬ which are listed in table 1. The table indicates that a change of porosity results in a considerable change of permeability. A less than 0.6 percent porosity change causes a less than about 20 percent permeability change. Nevertheless, changes in permeability may remain small over limited time spans such as a 1000-yr period for the example. The effects of changes in porosity and permeability on fluid flow will be fully addressed in future works.
We currently neglect deformation of the porous skeleton. Heat effects from chemical reactions are neglected in our current model, as are changes in thermophysical properties of fluid phases (such as viscosity, surface tension, and density) due to changes in chemical composition.
solution method
The process model discussed above was implemented in a computer program TOUGHREACT, which is based on the framework of the non-isothermal multi-phase fluid and heat flow simulator TOUGH2 (Pruess, 1991) . The numerical solution of multi-phase flows in TOUGH2 employs space discretization by means of integral finite differences (IFD; Narasimhan and Witherspoon, 1976) . Because chemical transport equations (derived from mass conservation) have the same structure as fluid and heat flow equations, the transport equations can be solved by the same numerical method. The discretization approach used in the IFD method and the definition of the geometric parameters are illustrated in figure 3 . The basic mass-(for water, air, and Table 1 List of changes in permeability (k/k 0 ) due to changes in porosity (⌬) based on the figure 2 example and eq (6) 
where subscript n labels a grid block, subscript m labels grid blocks connected to grid block n, ⌬t is time step size, and M n is the average mass or energy density in grid block n. Surface integrals are approximated as a discrete sum of averages over surface segments A nm , F nm is the average flux (mass or energy) over the surface segment A nm between volume elements n and m, and q n is the average source/sink rate in grid block n per unit volume. Time is discretized fully implicitly as a first-order finite difference to achieve unconditional stability. More detail on the numerical discretization is given in Pruess and Narasimhan (1985) . The IFD method gives a flexible discretization for geologic media that allows us to use irregular grids, well suited for simulation of flow, transport, and fluid-rock interaction in multi-region heterogeneous and fractured rock systems (see the following section). Time discretization of fluid and heat flow equations results in a set of coupled non-linear algebraic equations for the thermodynamic state variables in all grid blocks as unknowns. These are solved by Newton-Raphson iteration method as implemented in the original TOUGH2 simulator (Pruess, 1991) . The set of coupled linear equations arising at each iteration step is solved either by sparse direct matrix methods or iteratively by means of preconditioned conjugate gradient methods (Moridis and Pruess, 1998) .
TOUGHREACT uses a sequential iteration approach similar to Yeh and Tripathi (1991) , Engesgaard and Kipp (1992) , Simunek and Suares (1994) , and Walter and others (1994) . After solution of the flow equations, the fluid velocities and phase saturations are used for chemical transport simulation. The chemical transport is solved on a component basis. The resulting concentrations obtained from the transport are substituted into the chemical reaction model. The system of chemical reaction equations is solved on a grid-block basis by Newton-Raphson iteration, similar to Parkhurst (1980) , Reed (1982) , and Wolery (1992) . The chemical transport and reactions are iteratively solved until convergence. The reaction time step ⌬t r is very important for convergence of the system of reaction equations. During a transport time step ⌬t t , depending on the convergence of the reaction equations, multiple steps with ⌺⌬t r ϭ ⌬t t , can be used. The ⌬t r pattern may be different from grid block to grid block depending on the convergence behavior of the local chemical reaction system. For example, at the redox front a small ⌬t r may be required. An automatic time stepping scheme is implemented in TOUGHREACT, which includes an option to recognize "quasi-stationary states" (QSS; Lichtner, 1988) and perform a "large" time step toward the end of a QSS.
As an alternative to the fully iterative sequential approach (SIA), a sequential non-iterative approach (SNIA) may be used, in which the sequence of transport and reaction equations is solved only once (Walter and other, 1994; Steefel and MacQuarrie, 1996; and Xu and other, 1999) . Xu and others (1999) analyzed the accuracy of SIA and SNIA using several test cases. They concluded that the accuracy of SNIA depends mainly on the Courant number, which is defined as C ϭ v⌬t/⌬x, where v is fluid velocity, and ⌬x is grid spacing. For small Courant numbers, satisfying the stability condition C Յ 1, the differences between SNIA and SIA are generally small. The accuracy of SNIA also depends on the type of chemical process. Therefore, the applicability of the decoupling of chemical reactions from transport will depend on time and space discretization parameters, the nature of the chemical reactions, and the desired accuracy (Xu and others, 1999) . When SNIA is used, the Courant number condition C Յ 1 is automatically enforced during the simulation.
When analyzing water flow through partially saturated porous media, gas phase advection can often be disregarded by assuming the gas phase to be immobile (Richards, 1931; de Marsily, 1986) . This means that for the purpose of solving for water flow, the entire gas phase is at the same pressure (usually the atmospheric pressure). TOUGHREACT allows a choice of considering saturated-unsaturated liquid phase flow in which case only molecular diffusion can be considered for gaseous species transport. Alternatively, the full non-isothermal multi-phase flow equations (liquid, gas, and heat) may be solved. To test the immobile air approach under ambient conditions, Xu and others (2000a) performed numerical simulation experiments on pyrite oxidation in a variably saturated porous medium. They found that under ambient conditions the effects of partial pressure reduction due to oxygen consumption on the fluid flow are not significant, and oxygen diffusion is the dominant gas phase transport process. However, when fluid flow and chemical reactions are strongly coupled, for example, in boiling hydrothermal reservoirs, gas phase advection could be essential (White, 1995) .
The numerical model was first developed on a PC and then tested on VAX and UNIX computer systems. Later the simulator was ported to the high-performance Cray T3E, and a parallelized version was developed, resulting in significant improvements of computing efficiency.
treatment of fractured rock
For chemical transport in variably saturated fractured rocks, global fluid flow and transport of aqueous and gaseous species occur primarily through a network of interconnected fractures, while chemical species may penetrate into tight matrix blocks primarily through relatively slow diffusive transport in gas and liquid phases. Methods developed for fluid flow in fractured rock can be applied to geochemical transport (Warren and Root, 1963; Pruess, 1983; Pruess and Narasimhan, 1985; Tsang and Neretnieks, 1998; Liu, Doughty, and Bodvarsson, 1998) .
Effective continuum model.-The simplest approach for flow in fractured porous media is the effective continuum model (ECM). The role of individual fractures is considered to be similar to that of individual pores in porous media. In each computational grid block, ECM assumes that fractures and matrix have the same state variables such as pressure, temperature, and chemical concentrations. The validity of this approximation depends on the relative time scales for global flow in the reservoir and local exchange and equilibriation between fractures and matrix rock (Pruess, Wang, and Tsang, 1990) . Double porosity and dual permeability.-Another commonly used method for fractured media is the double porosity approach, in which fractures and matrix are treated as two separate interacting continua. Figure 4 illustrates the classical dual-continua concept for modeling flow in fractured-porous media as first developed by Barenblatt, Zheltov, and Kochina (1960) and Warren and Root (1963) . Matrix blocks of low permeability are embedded in a network of inter-connected fractures. Global flow occurs only through the fracture system, which is described as an effective porous continuum. Rock matrix and fractures may exchange fluid locally by means of "interporosity flow," which is driven by the difference in pressures between matrix and fractures. Warren and Root approximated the interporosity fluid flow as being "quasi-steady," with rate of matrix-fracture interflow proportional to the difference in local average pressures (or temperatures, species concentrations). As an extension to the double-porosity approach, global flow may be considered in both fracture and matrix continua, which is known as dual-permeability approach.
The quasi-steady approximation is applicable to isothermal single phase flow of fluids with small compressibility, where pressure diffusivities are large, so that pressure changes in the fractures penetrate quickly all the way into the matrix blocks. However, for multiphase fluid flow and chemical transport, the transient periods for interporosity fluid flow and chemical transport can be very long (tens of years or more), so that the quasi-steady approximation for interporosity flow may become poor.
Multiple interacting continua.-In order to describe accurately transient interporosity flow and transport, it is necessary to resolve the driving pressure, temperature, and chemical concentration gradients at the fracture-matrix interface. This is accomplished with the method of "multiple interacting continua" (MINC), as presented by Pruess (1983) and Pruess and Narasimhan (1985) for multiphase fluid and heat flow in fractured media. In this model, the resolution of gradients near the fracture-matrix interface is achieved by appropriate subgridding of the matrix blocks, as shown in figure 5 . The MINC concept is based on the notion that changes in fluid pressures, temperatures, phase compositions, and chemical concentrations will propagate rapidly through the fracture system, while invading the tight matrix blocks only slowly. Therefore, changes in matrix conditions will (locally) be controlled by the distance from the fractures. Fluid and heat flow and chemical transport between fractures and the matrix blocks can then be modeled by means of one-dimensional strings of nested grid blocks, as shown in figure 5 .
In general it is not necessary to consider explicitly subgrids in all the matrix blocks separately. Within a certain subdomain (corresponding to a finite difference grid block), all fractures will be lumped into continuum # 1, all matrix material within a certain distance from the fractures will be lumped into continuum # 2, matrix material at larger distance becomes continuum # 3, and so on. Quantitatively, the subgridding is specified by means of a set of volume fractions VOL(j), j ϭ 1, . . . , J, into which the "primary" porous medium grid blocks are partitioned. The information on fracturing (spacing, number of sets, shape of matrix blocks) required for this is provided by a "proximity function" PROX(x) which expresses, for a given domain V 0 , the total fraction of matrix material within a distance x from the fractures (Pruess and Karasaki, 1982) . If only two continua are specified (one for fractures, one for matrix), the MINC approach reduces to the conventional double-porosity or dual permeability methods.
The MINC method is similar to the "shrinking core" model as used for sulfide mineral oxidation by Wunderly and others (1996) . In this model, it is assumed that the reactive minerals form spherical particles, which are analogous to rock matrix in fractured media. As the reaction between oxygen and sulfide minerals within the particles progresses the radius of the unreacted core will gradully decrease, while the thickness of the oxidized shell increases. Thus the oxygen flux from the outside of the particle surface to the unreacted core decreases with time.
The MINC-method as implemented in TOUGHREACT can also describe global matrix-matrix fluid flow and chemical transport. Figure 6 shows the most general approach, often referred to as "dual permeability," in which global flow occurs in both fracture and matrix continua. In the foregoing discussion, an idealized fractured medium with three perpendicular sets of infinite, plane, parallel fractures of equal aperture and spacing was assumed for illustrative purposes. However, any fracture geometry can be considered by the MINC method. For any given fractured medium, selection of the most appropriate gridding scheme must be based on a careful consideration of the physical, chemical, and geometric conditions of flow, transport, and fluid-rock interaction. The MINC approach is not applicable to systems in which fracturing is so sparse that the fractures cannot be approximated as a continuum. The MINC method allows very general connectivity between grid blocks, corresponding to different continua. Multi-region models, considering regions of immobile water, and regions with different pore sizes and water velocities, are contained in the MINC method as special cases (Gwo and others, 1996) .
Compared to classical dual-continua approaches, the MINC approach can more accurately describe reactive flow and transport in fractured rocks. Nevertheless, this approach has larger computational requirements due to the further detailed discretization of a rock matrix. As computers become increasingly powerful (such as highperformance massively parallel machines), simulation of large-scale problems (such as 10 5 grid blocks) over reasonable time spans using the MINC method is possible.
verification
The accuracy of numerical approximations for multiphase fluid and heat flow has been discussed by Pruess (1987 Pruess ( , 1991 and Pruess and others (1996) . A broad range of reactive geochemical transport processes was verified against available analytical solutions, other numerical simulators, and field data by Brimhall (1999a) . As an example, we note a simulation of water quality in the Aquia aquifer (Maryland), where original saline water is flushed by fresh water recharge (Chapelle and Knobel, 1983) . The water quality in this aquifer shows zonal bands with changes in concentrations of major cations that have been attributed to cation exchange and calcite dissolution/precipitation. Simulation results obtained by agree quite well with the field concentration observations. Full details on verification and validation for reactive transport are given in and in Xu, Pruess, and Brimhall (1999a) .
conclusions
We have presented a comprehensive methodology for non-isothermal multiphase fluid flow and subsequent geochemical transport. Embodied in the computer program TOUGHREACT, this methodology employs a sequential solution approach. The simulation techniques presented here are applicable to reactive geochemical transport in variably saturated fractured rocks. The gas phase is considered active for multiphase fluid flow, species transport, and chemical reactions. Our model is applicable to porous media as well as to fractured rocks. An integral finite difference (IFD) technique is employed for space discretization. The IFD can deal with irregular grids, does not require reference to a global system of coordinates, and includes classical dual-continua, multiple interacting continua, and multi-region models for heterogeneous and fractured rocks as special cases. Non-isothermal effects are considered, including water-vapor phase change and air partitioning between the liquid and gas phases, temperature-dependence of thermophysical properties such as phase density and viscosity, and chemical properties such as thermodynamic and kinetic parameters.
Chemical reactions considered under the local equilibrium assumption include aqueous complexation, acid-base, redox, gas dissolution/exsolution, cation exchange, and surface complexation. Mineral dissolution/precipitation can proceed either subject to local equilibrium or kinetic conditions. In the second of this two-part paper (this issue), our model is applied to explore two important types of geochemical systems; (1) supergene copper enrichment in unsaturated-saturated media where oxygen gas diffusion from the land surface through fractured rock plays an important role in primary mineral alteration and secondary mineral deposition, and (2) coupled thermal, hydrological, and chemical processes induced by emplacement of a strong heat source in unsaturated fractured volcanic tuffs to represent a high-level nuclear waste repository. The latter system features strong fracture-matrix interactions, CO 2 degassing, and heat-driven vaporizing fluid flow, and their effects on mineral alteration.
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