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Abstract
Exponential Runge–Kutta methods constitute efficient integrators for semilin-
ear stiff problems. So far, however, explicit exponential Runge–Kutta methods are
available in the literature up to order 4 only. The aim of this paper is to construct
a fifth-order method. For this purpose, we make use of a novel approach to derive
the stiff order conditions for high-order exponential methods. This allows us to
obtain the conditions for a method of order 5 in an elegant way. After stating the
conditions, we first show that there does not exist an explicit exponential Runge–
Kutta method of order 5 with less than or equal to 6 stages. Then, we construct a
fifth-order method with 8 stages and prove its convergence for semilinear parabolic
problems. Finally, a numerical example is given that illustrates our convergence
bound.
Keywords: exponential integrators, exponential Runge–Kutta methods, stiff
order conditions, error bounds, semilinear parabolic problems, stiff problems
1. Introduction
In this paper, we are concerned with the construction of high-order expo-
nential Runge–Kutta methods for the time discretization of stiff semilinear
problems
u′(t) = F (u(t)) = Au(t) + g(u(t)), u(t0) = u0 (1.1)
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on the interval t0 ≤ t ≤ T . Parabolic partial differential equations, written as
abstract ordinary differential equations in some Banach space and their spa-
tial discretizations are typical examples of such problems. Our main interest
is the case of stiff problems where A has a large norm or is an unbounded
operator. On the other hand, the nonlinearity g is assumed to satisfy a local
Lipschitz condition with a moderate Lipschitz constant in a strip along the
exact solution.
In recent years, exponential integrators turned out to be very competitive
for stiff problems, see [6, 10]. For a detailed overview of such integrators and
their implementation, we refer to [7]. The main idea behind these methods
is to treat the linear part of problem (1.1) exactly and the nonlinearity in an
explicit way. An early paper by Friedli [2] derived the class of exponential
Runge–Kutta methods for non-stiff problems. He used classical Taylor series
expansion for this purpose. For stiff problems, methods of orders up to
four were constructed in [9]. Very recently, in [11], we proposed a new and
simple approach to derive stiff order conditions for exponential Runge–Kutta
methods up to order five. With these order conditions at hand, we are going
to construct a fifth-order method in this paper. We first show that there
does not exist an explicit exponential Runge–Kutta method of order 5 with
less than or equal to 6 stages. On the other hand, we are able to construct a
family of fifth-order methods with 8 stages. These methods satisfy some of
the order conditions only in a weakened form, however, this will be sufficient
for obtaining convergence results for semilinear parabolic problems. We note
that exponential Runge–Kutta methods may also be applied to the solution
of other problems, see for example [3, 4].
The paper is organized as follows. In section 2, we recall exponential
Runge–Kutta methods for our further analysis. Our abstract framework is
given in section 3. In section 4, we recall the stiff order conditions derived
in [11]. A new convergence result is also given in this section. Section 5 is
devoted to the construction of exponential Runge–Kutta methods of order 5.
In section 6, a numerical experiment is presented to illustrate the order of the
new method. The main results of the paper are Theorem 4.1, Theorem 5.1
and the new integrator expRK5s8.
Throughout the paper, C will denote a generic constant that may have
different values at different occurrences.
2
2. Exponential Runge–Kutta methods in a restated form
For solving (1.1), we consider the following class of s-stage explicit expo-
nential Runge–Kutta methods [9], reformulated as in [11]
Uni = un + cihnϕ1(cihnA)F (un) + hn
i−1∑
j=2
aij(hnA)Dnj, 1 ≤ i ≤ s, (2.1a)
un+1 = un + hnϕ1(hnA)F (un) + hn
s∑
i=2
bi(hnA)Dni (2.1b)
with
Dni = g(Uni)− g(un), 2 ≤ i ≤ s. (2.1c)
As usual, hn = tn+1 − tn > 0 denotes the time step size and the ci are
the nodes. The internal stages Uni approximate the exact solution at tn +
cihn. For the sake of completeness, one can define Un1 = un and c1 = 0.
However, we note that these quantities do not enter the scheme anyway. The
coefficients aij(z) and bi(z) are chosen as linear combinations of the entire
functions ϕk(z) and scaled versions thereof. These functions are given by
ϕ0(z) = e
z, ϕk(z) =
∫ 1
0
e (1−θ)z
θk−1
(k − 1)! dθ, k ≥ 1. (2.2)
They satisfy the recurrence relation
ϕk+1(z) =
ϕk(z)− ϕk(0)
z
, k ≥ 0. (2.3)
The reformulated scheme (2.1) can be implemented more efficiently than its
original form, and it offers many advantages for the error analysis (see [11]).
As shown in [9], exponential Runge–Kutta methods are invariant under
the transformation of non-autonomous problems
u′(t) = F (t, u(t)) = Au(t) + g(t, u(t)) (2.4)
to (1.1) by adding t′ = 1. Scheme (2.1) can be applied to (2.4) by replacing
F (un) in (2.1a), (2.1b) by F (tn, un) and Dni in (2.1c) by
Dni = g(tn + cihn, Uni)− g(tn, un).
As a consequence of this invariance we will consider henceforth the au-
tonomous case only. However, all stated results stay mutatis mutandis valid
for the non-autonomous problem (2.4) as well.
3
3. Analytical framework
Our analysis will be based on an abstract framework of analytic semi-
groups on a Banach space X with norm ‖ · ‖. Background information on
semigroups can be found in the monograph [12].
Throughout the paper we consider the following assumptions.
Assumption 1. The linear operator A is the infinitesimal generator of an
analytic semigroup e tA on X.
This assumption implies that there exist constants M and ω such that
‖e tA‖X←X ≤Meωt, t ≥ 0. (3.1)
In particular, the expressions ϕk(hnA) and consequently the coefficients aij(hnA)
and bi(hnA) of the method are bounded operators, see (2.2) for z = hnA.
This property is crucial in our proofs.
Under Assumption 1, the following stability bound was proved in [8,
Lemma 1]: There exists a constant C such that∥∥∥∥∥hA
n∑
j=1
ejhA
∥∥∥∥∥
X←X
≤ C. (3.2)
This bound holds uniformly for all n ≥ 1 and h > 0 with 0 < nh ≤ T − t0.
We will employ this bound later on.
For high-order convergence results, we require the following regularity
assumption.
Assumption 2. We suppose that (1.1) possesses a sufficiently smooth
solution u : [t0, T ] → X with derivatives in X and that g : X → X is
sufficiently often Fre´chet differentiable in a strip along the exact solution.
All occurring derivatives are assumed to be uniformly bounded.
Assumption 2 implies that g is locally Lipschitz in a strip along the ex-
act solution. It is well known that semilinear reaction-diffusion-advection
equations can be put into this abstract framework, see [5].
4. Local error, stiff order conditions and convergence results for
fifth-order methods
In this section, we recall some notations and results from [11] that will be
used later. We further give a result which allows us to relax the stiff order
conditions so that high-order convergence is still guaranteed.
4
4.1. Local error
For the error analysis of scheme (2.1), we consider one step with initial
value u˜n = u(tn) on the exact solution, i.e.
Ûni = u˜n + cihnϕ1(cihnA)F (u˜n) + hn
i−1∑
j=2
aij(hnA)D̂nj, (4.1a)
uˆn+1 = u˜n + hnϕ1(hnA)F (u˜n) + hn
s∑
i=2
bi(hnA)D̂ni (4.1b)
with
D̂ni = g(Ûni)− g(u˜n), Ûni ≈ u(tn + cihn). (4.2)
Let u˜
(k)
n denote the kth derivative of the exact solution u(t) of (1.1), evaluated
at time tn. For k = 1, 2 we use the common notation u˜
′
n, u˜
′′
n for simplicity.
We further denote the kth derivative of g(u) with respect to u by g(k)(u).
Let e˜n+1 = uˆn+1 − u˜n+1 denote the local error, i.e., the difference be-
tween the numerical solution uˆn+1 after one step starting from u˜n and the
corresponding exact solution of (1.1) at tn+1, and let
ψj(hnA) =
s∑
i=2
bi(hnA)
cj−1i
(j − 1)! − ϕj(hnA), j ≥ 2. (4.3)
For simplicity, we also use the abbreviations aij = aij(hnA), bi = bi(hnA),
ϕj,i = ϕj(cihnA) and
ψj,i = ψj,i(hnA) =
i−1∑
k=2
aik
cj−1k
(j − 1)! − c
j
iϕj,i. (4.4)
In [11], we have shown that
e˜n+1 = h
2
nψ2(hnA) Ln + h
3
nψ3(hnA) Mn + h
4
nψ4(hnA) Nn
+ h5nψ5(hnA) Pn + Rn +O(h6n)
(4.5)
with
Ln = g
′(u˜n)u˜′n,
Mn = g
′(u˜n)u˜′′n + g
′′(u˜n)(u˜′n, u˜
′
n),
Nn = g
′(u˜n)u˜(3)n + 3g
′′(u˜n)(u˜′n, u˜
′′
n) + g
(3)(u˜n)(u˜
′
n, u˜
′
n, u˜
′
n),
Pn = g
′(u˜n)u˜(4)n + 3g
′′(u˜n)(u˜′′n, u˜
′′
n) + 4g
′′(u˜n)(u˜′n, u˜
(3)
n )
+ 6g(3)(u˜n)(u˜
′
n, u˜
′
n, u˜
′′
n) + g
(4)(u˜n)(u˜
′
n, u˜
′
n, u˜
′
n, u˜
′
n),
(4.6)
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and the remaining terms
Rn = h
3
n
s∑
i=2
big
′(u˜n)ψ2,i Ln + h4n
s∑
i=2
big
′(u˜n)ψ3,i Mn
+ h4n
s∑
i=2
big
′(u˜n)
i−1∑
j=2
aijg
′(u˜n)ψ2,j Ln + h4n
s∑
i=2
bicig
′′(u˜n)
(
u˜′n, ψ2,i Ln
)
+ h5n
s∑
i=2
big
′(u˜n)ψ4,i Nn + h5n
s∑
i=2
big
′(u˜n)
i−1∑
j=2
aijg
′(u˜n)ψ3,j Mn
+ h5n
s∑
i=2
big
′(u˜n)
i−1∑
j=2
aijg
′(u˜n)
j−1∑
k=2
ajkg
′(u˜n)ψ2,k Ln (4.7)
+ h5n
s∑
i=2
big
′(u˜n)
i−1∑
j=2
aijcjg
′′(u˜n)
(
u˜′n, ψ2,j Ln
)
+ h5n
s∑
i=2
bicig
′′(u˜n)
(
u˜′n, ψ3,i Mn
)
+ h5n
s∑
i=2
bicig
′′(u˜n)
(
u˜′n,
i−1∑
j=2
aijg
′(u˜n)ψ2,j Ln
)
+ h5n
s∑
i=2
bi
2!
g′′(u˜n)
(
ψ2,i Ln, ψ2,i Ln
)
+ h5n
s∑
i=2
bi
c2i
2!
g′′(u˜n)
(
u˜′′n, ψ2,i Ln
)
+ h5n
s∑
i=2
bi
c2i
2!
g(3)(u˜n)
(
u˜′n, u˜
′
n, ψ2,i Ln
)
.
The remainder term in the asymptotic expansion (4.5) has the form
s∑
i=2
bi(hA)Rni −Rn (4.8)
with
Rni = h6n
∫ 1
0
(1− θ)4
4!
g(5)(u˜n + θhnVi)(Vi, . . . , Vi︸ ︷︷ ︸
5 times
)dθ,
Rn = h6n
∫ 1
0
e (1−θ)hnA
∫ 1
0
θ5(1− s)4
4!
g(5)(u˜n + sθhnV )(V, . . . , V︸ ︷︷ ︸
5 times
) ds dθ.
Note that the arguments
Vi =
1
hn
(
Ûni − u˜n
)
= ciϕ1(cihnA)F (u˜n) +
i−1∑
j=2
aij(hnA)D̂nj,
V =
1
θhn
(
u(tn + θhn)− u(tn)
)
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remain bounded as hn → 0. Therefore, (4.8) is bounded by Ch6n, where the
constant C only depends on values that are uniformly bounded by Assump-
tions 1 and 2. This justifies the notation O(h6n) for the remainder in (4.5).
4.2. Stiff order conditions for methods of order five
By zeroing the corresponding terms in (4.5), the stiff order conditions for
methods of order five can easily be identified, see [11, Table 1]. We note,
however, that the first and the third condition of that table are automati-
cally satisfied in our context since they were used to derive our reformulated
scheme (2.1). As we will heavily need the order conditions for constructing
a method of order five, we display them again in Table 1 below, where we
have omitted the two redundant conditions.
4.3. Stability and convergence results
It was shown in [11, Theorem 4.1] that the numerical method (2.1) is
stable and converges up to order five, if all conditions of Table 1 are fulfilled.
However, a method satisfying all these conditions will have a plenty of stages.
We therefore proceed differently. Motivated by the approach taken in [9], we
relax the order conditions 8–16 in a way described below.
First, we consider the case of constant step size, i.e. hn = h for all n.
Let en+1 = un+1 − u(tn+1) = un+1 − u˜n+1 denote the global error, i.e., the
difference between the numerical and the exact solution of (1.1), and let
eˆn+1 = un+1 − uˆn+1 and Êni = Uni − Ûni denote the differences between the
two numerical solutions obtained by the schemes (2.1) and (4.1), respectively.
It is easy to see that the global error at time tn+1 satisfies
en+1 = eˆn+1 + e˜n+1. (4.9)
Subtracting (4.1b) from (2.1b) gives
eˆn+1 = e
hAen + hTn (4.10)
with
Tn = ϕ1(hA)(g(un)− g(u˜n)) +
s∑
i=2
bi(hA)
(
Dni − D̂ni
)
. (4.11)
Denoting Gn = g
′(u˜n), Gni = g′(Ûni) and using the Taylor series expansion
of g(u), we get
g(un)− g(u˜n) = Gnen +Rn, (4.12a)
g(Uni)− g(Ûni) = GniÊni +Rni (4.12b)
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Table 1: Stiff order conditions for explicit exponential Runge–Kutta methods up to order
5. The variables Z, J , K, L denote arbitrary square matrices, and B an arbitrary bilinear
mapping of appropriate dimensions. The functions ψk,l are defined in (4.4).
No. Stiff order condition Order
1
∑s
i=2 bi(Z)ci = ϕ2(Z) 2
2
∑s
i=2 bi(Z)
c2i
2!
= ϕ3(Z) 3
3
∑s
i=2 bi(Z)Jψ2,i(Z) = 0 3
4
∑s
i=2 bi(Z)
c3i
3!
= ϕ4(Z) 4
5
∑s
i=2 bi(Z)Jψ3,i(Z) = 0 4
6
∑s
i=2 bi(Z)J
∑i−1
j=2 aij(Z)Jψ2,j(Z) = 0 4
7
∑s
i=2 bi(Z)ciKψ2,i(Z) = 0 4
8
∑s
i=2 bi(Z)
c4i
4!
= ϕ5(Z) 5
9
∑s
i=2 bi(Z)Jψ4,i(Z) = 0 5
10
∑s
i=2 bi(Z)J
∑i−1
j=2 aij(Z)Jψ3,j(Z) = 0 5
11
∑s
i=2 bi(Z)J
∑i−1
j=2 aij(Z)J
∑j−1
k=2 ajk(Z)Jψ2,k(Z) = 0 5
12
∑s
i=2 bi(Z)J
∑i−1
j=2 aij(Z)cjKψ2,j(Z) = 0 5
13
∑s
i=2 bi(Z)ciKψ3,i(Z) = 0 5
14
∑s
i=2 bi(Z)ciK
∑i−1
j=2 aij(Z)Jψ2,j(Z) = 0 5
15
∑s
i=2 bi(Z)B
(
ψ2,i(Z), ψ2,i(Z)
)
= 0 5
16
∑s
i=2 bi(Z)c
2
iLψ2,i(Z) = 0 5
with remainders Rn and Rni
Rn =
∫ 1
0
(1− θ)g′′(u˜n + θen)(en, en)dθ, (4.13a)
Rni =
∫ 1
0
(1− θ)g′′(Ûni + θÊni)(Êni, Êni)dθ. (4.13b)
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Employing Assumption 2 shows that
‖Rn‖ ≤ C‖en‖2, ‖Rni‖ ≤ C‖Êni‖2, (4.14)
as long as en and Êni remain in a sufficiently small neighborhood of 0.
Subtracting (4.12a) from (4.12b), we get
Dni − D̂ni = GniÊni +Rni − (Gnen +Rn). (4.15)
Inserting (4.12a) and (4.15) into (4.11), we now obtain
Tn = b1(hA)(Gnen +Rn) +
s∑
i=2
bi(hA)(GniÊni +Rni) (4.16)
with b1(hA) = ϕ1(hA)−
∑s
i=2 bi(hA).
Lemma 4.1. Under Assumptions 1 and 2, there exist bounded operators
Kn(en) on X such that
Tn = Kn(en)en. (4.17)
Proof. Subtracting (4.1a) from (2.1a), using ϕ1(z) = (e
z − 1)/z and employ-
ing (4.12b), we obtain
Êni = Uni − Ûni = ecihAen + h
i−1∑
j=1
aij(hA)(GnjÊnj +Rnj). (4.18)
Solving recursion (4.18), using (4.13) with an induction argument and insert-
ing the obtained result into (4.16) yields the formula (4.17).
In view of (4.9), (4.10) and (4.17), we get
en+1 = e
hAen + hKn(en)en + e˜n+1. (4.19)
Solving recursion (4.19) and using e0 = 0 finally yields
en = h
n−1∑
j=0
e (n−j)hAKj(ej)ej +
n−1∑
j=0
ejhAe˜n−j. (4.20)
We are now ready to give a convergence result for constant step sizes that
only requires a weakened form of conditions 8–16 of Table 1.
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Theorem 4.1. Let the initial value problem (1.1) satisfy Assumptions 1–
2. Consider for its numerical solution an explicit exponential Runge–Kutta
method (2.1) that fulfills the order conditions 1–7 of Table 1 (up to order
four). Further assume that condition 8 holds in a weakened form with Z = 0
(ψ5(0) = 0) and the remaining conditions of order five hold in a weaker form
with bi(0) in place of bi(Z). Then, the method is convergent of order 5. In
particular, the numerical solution un satisfies the error bound
‖un − u(tn)‖ ≤ Ch5 (4.21)
uniformly on compact time intervals t0 ≤ tn = t0 + nh ≤ T with a constant
C that depends on T − t0, but is independent of n and h.
Proof. In view of (4.7) and (4.5), under the assumptions of Theorem 4.1, we
obtain
e˜n+1 = h
5
(
ψ5(hA)− ψ5(0)
)
Pn + h
5
s∑
i=2
(
bi(hA)− bi(0)
)
Qn + h
6Sn, (4.22)
where Qn denotes the terms multiplying h
5
∑s
i=2 bi in (4.7) and ‖Sn‖ ≤ C.
Inserting (4.22) (with index n− j − 1 in place of n) into (4.20) yields
en = h
n−1∑
j=0
e (n−j)hAKj(ej)ej + h5
n−1∑
j=0
ejhA
(
ψ5(hA)− ψ5(0)
)
Pn−j−1
+ h5
n−1∑
j=0
ejhA
s∑
i=2
(
bi(hA)− bi(0)
)
Qn−j−1 + h6Sn−j−1.
(4.23)
We can now employ the same techniques that were used in the proof of [9,
Theorem 4.7]. The bound (4.21) follows from the stability bound (3.2), the
bound [9, Lemma 4.8] and an application of a discrete Gronwall lemma.
Under further assumptions on the regularity of the solution or on the step
size sequence, it is possible to generalize Theorem 4.1 to variable step sizes.
We omit the details.
5. Construction of methods of order 5
In this section, we will construct exponential Runge–Kutta methods of
order five based on the weakened form of the order conditions 8–16, as men-
tioned in Theorem 4.1. In fact, one needs to solve a system of 16 equations
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(corresponding to 16 order conditions of Table 1) for unknown coefficients
bi, aij. The obtained coefficients of the method will be displayed in the fol-
lowing Butcher tableau:
c2
c3 a32
...
...
. . .
cs as2 . . . as−1,s
b2 . . . bs−1 bs
We are interested in finding methods with a minimal number of stages. In
order to answer this question, we first state the following two technical lem-
mas.
Lemma 5.1. Let X1(z), X2(z), . . . , X`(z) be linearly independent (analytic)
functions and assume that for all square matrices Z, J of the same format
∑`
i=1
Xi(Z)JYi(Z) = 0 (5.1)
for given (analytic) functions Yi(z). Then Yi = 0 for all i = 1, 2, . . . , `.
Proof. Let Z =
[
λ 0
0 µ
]
and J =
[
0 1
1 0
]
. Inserting these matrices into (5.1)
shows that
∑`
i=1Xi(λ)Yi(µ) = 0 for all λ, µ. Since the set {Xi(z)}`i=1 is
linearly independent, we get Yi(µ) = 0 for all µ, which proves the lemma.
Lemma 5.2. Let X1(z), X2(z), . . . , X`(z) be linearly independent analytic
functions and assume that for all square matrices Z, J of the same format
∑`
i=1
Xi(Z)J
m∑
j=1
Yij(Z)JWj(Z) = 0 (5.2)
for given (analytic) functions Yij(z),Wj(z). Then, for all i = 1, 2, . . . , `, we
have
m∑
j=1
Yij(µ)Wj(ν) = 0. (5.3)
for all µ, ν.
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Proof. We choose the matrices
Z =
λ 0 00 µ 0
0 0 ν
 , J =
0 1 00 0 1
1 0 0

and insert them into (5.2). This shows that
∑`
i=1Xi(λ)
∑m
j=1 Yij(µ)Wj(ν) =
0 for all λ, µ, ν. Since the set {Xi(z)}`i=1 is linearly independent, we obtain∑m
j=1 Yij(µ)Wj(ν) = 0 for all µ, ν.
With the results of Lemmas 5.1 and 5.2 at hand, we are now in the
position to state the main result of this section.
Theorem 5.1. There does not exist an explicit exponential Runge–Kutta
method of order 5 with less than or equal to 6 stages.
Proof. Note that scheme (2.1) reduces to a classical Runge–Kutta method
for A = 0. A famous result by Butcher shows that an explicit Runge–
Kutta method of order five with s = 5 stages does not exist (see [1]). We
deduce from this result that, for s = 5, no explicit exponential Runge–Kutta
method of order 5 exists. Therefore, we now consider the case s = 6. Based
on Theorem 4.1, one needs to check conditions 1–7 of Table 1. For s = 6,
conditions 1, 2 and 4 are
b2c2 + b3c3 + b4c4 + b5c5 + b6c6 = ϕ2, (5.4a)
b2c
2
2 + b3c
2
3 + b4c
2
4 + b5c
2
5 + b6c
2
6 = 2ϕ3, (5.4b)
b2c
3
2 + b3c
3
3 + b4c
3
4 + b5c
3
5 + b6c
3
6 = 6ϕ4, (5.4c)
and conditions 3, 5, 7 and 6 read
b2Jψ2,2 + b3Jψ2,3 + b4Jψ2,4 + b5Jψ2,5 + b6Jψ2,6 = 0, (5.5a)
b2Jψ3,2 + b3Jψ3,3 + b4Jψ3,4 + b5Jψ3,5 + b6Jψ3,6 = 0, (5.5b)
b2c2Kψ2,2 + b3c3Kψ2,3 + b4c4Kψ2,4 + b5c5Kψ2,5 + b6c6Kψ2,6 = 0, (5.5c)
and
b3Ja32Jψ2,2 + b4J(a42Jψ2,2 + a43Jψ2,3)
+ b5J(a52Jψ2,2 + a53Jψ2,3 + a54Jψ2,4)
+ b6J(a62Jψ2,2 + a63Jψ2,3 + a64Jψ2,4 + a65Jψ2,5) = 0,
(5.6)
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respectively. From (4.4), one derives
ψ2,i =
i−1∑
j=2
aijcj − c2iϕ2,i, ψ3,i =
i−1∑
j=2
aij
c2j
2!
− c3iϕ3,i. (5.7)
We note for later use that c2 6= 0 (otherwise Un2 = un and we are back to
the case of 5 stages) and
ψ2,2 = −c22ϕ2,2 6= 0, ψ3,2 = −c32ϕ3,2 6= 0. (5.8)
For the subsequent considerations, it turns out to be important whether
the coefficients bi are zero or not. We visualize all occurring possibilities by
a full binary tree, see Figure 1. Note that depending on the labeling of b2,
Figure 1 actually represents two different trees. Every node of the tree is
labeled by the binary values 0, 1 (where 0 refers to bi = 0 and 1 refers to
bi 6= 0). The tree begins with a root which is considered as level 1. The
children of the root are at level 2, their children are at the next level, and
so on. Thus, there are five levels from the root to the leaves of the tree.
Motivated by the interpretation, it is convenient to denote the levels 1–5 of
the tree by b2, b3, b4, b5, b6, respectively (see Figure 1). Subtrees from level i
to j will be denoted by bibi+1 . . . bj. We consider the following two cases.
Case I: b2 6= 0 (the root of the tree is now labeled by 1).
For fixed b2, there are 2
4 = 16 ways of labeling b3, b4, b5, b6 by binary values.
However, when b6 is labeled by 0, i.e. b6 = 0, we are back to the case s = 5
which was treated at the beginning of the proof. Therefore, b6 has to be
labeled by 1 (b6 6= 0). It is then easy to exclude the case b3 = b4 = b5 = 0
since the linear system of equations (5.4) has no solution. In total, we are
                
                
                
                
                
  
 
 
1 
1 
1 
1 
1 1 1 
1 
1 
1 1 
1 
1 1 
1   0 
1 
0 
0 
0 
0 
0 0 0 
0 0 
0 0 0 0 0 
b2 
b3 
b4 
b5 
b6 
0 
Figure 1: The full binary tree b2b3b4b5b6.
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left with the following seven possibilities for labeling b2, . . . , b6: 1) 10011;
2) 10101; 3) 11001; 4) 10111; 5) 11011; 6) 11101 and 7) 11111 (see the
corresponding paths in Figure 1).
Subcase 1): 10011 (b3 = b4 = 0, b2, b5, b6 6= 0). In this case, the determi-
nant of the linear system of equations (5.4) is c2c5c6(c2− c5)(c2− c6)(c6− c5).
If it is zero then the system has no solution due to the fact that the functions
ϕ2, ϕ3, ϕ4 are linearly independent. Therefore, we deduce that the nodes
c2, c5 and c6 must be distinct. Consequently, the system has a unique so-
lution for b2, b5, b6. It is also clear that b2, b5, b6 are linearly independent.
However, (5.5a) is then in contradiction with (5.8) due to Lemma 5.1.
Subcases 2) and 3): These two cases can be treated in exactly the same
way as subcase 1). We eventually end up with the same contradiction to (5.8).
Subcase 4): 10111 (b3 = 0, b2, b4, b5, b6 6= 0). To satisfy (5.5a), the func-
tions b2, b4, b5, b6 must be linearly dependent due to Lemma 5.1 and (5.8).
Hence, there exist scalars α, β, γ, not all zero, such that we have one of the
following four possibilities: (i) b2 = αb4+βb5+γb6 or (ii) b4 = αb2+βb5+γb6
or (iii) b5 = αb2 + βb4 + γb6 or (iv) b6 = αb2 + βb4 + γb5. Inserting one of
these representations into (5.4), we obtain a system of three linear equations
in three unknowns bi among b2, b4, b5, b6. This system cannot have infinitely
many solutions since ϕ2, ϕ3, ϕ4 are linearly independent. Moreover, if it has
a solution, then the solution is unique and thus the three unknowns bi are
linearly independent. For the sake of presentation, we shall here only treat
case (i) in detail (the remaining cases (ii)–(iv) are treated in a similar way).
We are thus given the linear system
(αc2 + c4)b4 + (βc2 + c5)b5 + (γc2 + c6)b6 = ϕ2
(αc22 + c
2
4)b4 + (βc
2
2 + c
2
5)b5 + (γc
2
2 + c
2
6)b6 = 2ϕ3
(αc32 + c
3
4)b4 + (βc
3
2 + c
3
5)b5 + (γc
3
2 + c
3
6)b6 = 6ϕ4
(5.9)
with the three unknowns b4, b5, b6. Inserting the given representation of b2
into (5.5a) and (5.5b) gives
b4J(αψ2,2 + ψ2,4) + b5J(βψ2,2 + ψ2,5) + b6J(γψ2,2 + ψ2,6) = 0,
b4J(αψ3,2 + ψ3,4) + b5J(βψ3,2 + ψ3,5) + b6J(γψ3,2 + ψ3,6) = 0.
(5.10)
By applying Lemma 5.1 to (5.10), we derive the relations ψ2,4 = −αψ2,2 and
ψ3,4 = −αψ3,2. Using (5.7), we get
a42c2 + a43c3 = c
2
4ϕ2,4 + αc
2
2ϕ2,2,
a42c
2
2 + a43c
2
3 = 2c
3
4ϕ3,4 + 2αc
3
2ϕ3,2.
(5.11)
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If c2 = c3, system (5.11) has either no solution or infinitely many solutions.
It is easy to check that the latter occurs only in the case c2 = c4 and α = −1
(giving a42 + a43 = 0). In that case, however, system (5.9) has no solution.
If c2 6= c3, system (5.11) has an unique solution for a42, a43. One can check
that they are linearly independent if either c2 6= c4 or c2 = c4 and α 6= −1.
In the remaining case c2 = c4 and α = −1, the solution is a42 = a43 = 0.
But, again this gives a contradiction with the fact that (5.9) has an unique
solution. We now insert the relations ψ2,4 = −αψ2,2 and ψ2,5 = −βψ2,2 (both
follow from (5.10)) into (5.6) to get
b4J(a42Jψ2,2 + a43Jψ2,3) + b5J
(
(a52 − αa54)Jψ2,2 + a53Jψ2,3
)
+ b6J
(
(a62 − αa64 − βa65)Jψ2,2 + a63Jψ2,3
)
= 0.
(5.12)
Applying Lemma 5.2 to (5.12) shows that a42(µ)ψ2,2(ν) + a43(µ)ψ2,3(ν) = 0
for all complex µ, ν. Since ψ2,2 6= 0, we get a contradiction with the fact that
the functions a42, a43 are linearly independent.
Subcases 5) and 6): We have either b4 = 0 or b5 = 0, whereas all other
bi 6= 0. This case is even simpler than subcase 4). From conditions (5.5a)
and (5.5b) we deduce in exactly the same way as in subcase 4) that
ψ2,3 = κψ2,2 and ψ3,3 = κψ3,2 (5.13)
hold with some scalar κ. For instance, if b3, b5, b6 are linearly independent
and b2 = αb3 + βb5 + γb6, one derives αψ2,3 + ψ2,2 = αψ3,3 + ψ3,2 = 0 which
implies that α 6= 0 due to (5.8). Thus, (5.13) holds with κ = − 1
α
. Now, if
either c2 6= c3 or c2 = c3 and κ 6= 1, then (5.13) contradicts (5.7). In the
remaining case c2 = c3 and κ = 1 (implying a32 = 0), system (5.4) has no
solution.
Subcase 7): 11111 (b2, b3, b4, b5, b6 6= 0). Again, an application of Lemma 5.1
to condition (5.5a) shows that b2, b3, b4, b5, b6 are linearly dependent. Assume
for a moment that four of them are linearly independent and express the
fifth weight in terms of the others. This gives five different cases which all
eventually lead to condition (5.13). In addition, one deduces
ψ2,4 = ηψ2,2 and ψ3,4 = ηψ3,2 (5.14)
with some scalar η. (For instance, assume that b3, b4, b5, b6 are linearly in-
dependent and b2 = αb3 + βb4 + γb5 + δb6. Inserting this representation
into (5.5a), (5.5b) and applying once more Lemma 5.1 shows that (5.13) and
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(5.14) hold with κ = −α and η = −β, respectively.) As we have shown
in subcases 5) and 6), (5.13) is only satisfied if c2 = c3 and κ = 1. How-
ever, this is not sufficient to conclude that the system (5.4) has no solution
in this case. Fortunately, under the condition that c2 = c3, (5.14) is satis-
fied only if c2 = c4 and η = 1 (similar to the consideration of (5.11) with
−η in place of α). As a consequence, b3, b4, b5, b6 must be linearly depen-
dent. The remaining cases are treated in a similar way. This shows that
at most three weights bi are linearly independent. Therefore, ten combi-
nations have to be checked. Again, we just detail here one typical case.
Assume that there exist scalars αj, βj, γj (j = 1, 2), not all zero, such that
b2 = α1b4 + β1b5 + γ1b6, b3 = α2b4 + β2b5 + γ2b6. We insert these expres-
sions into (5.4). If the resulting system has a solution, then it is unique and
b4, b5, b6 are linearly independent. Note that in this case the first and the
second column of the coefficient matrix of this system, denoted by ∆1 and
∆2, respectively, are given by
∆1 =
[
α1c2 + α2c3 + c4, α1c
2
2 + α2c
2
3 + c
2
4, α1c
3
2 + α2c
3
3 + c
3
4
]T
, (5.15a)
∆2 =
[
β1c2 + β2c3 + c5, β1c
2
2 + β2c
2
3 + c
2
5, β1c
3
2 + β2c
3
3 + c
3
5
]T
. (5.15b)
An application of Lemma 5.1 tells us that conditions (5.5a) and (5.5c) are
satisfied if and only if the following conditions hold
α2ψ2,3 + ψ2,4 =− α1ψ2,2, (5.16a)
c3α2ψ2,3 + c4ψ2,4 =− c2α1ψ2,2, (5.16b)
β2ψ2,3 + ψ2,5 =− β1ψ2,2, (5.16c)
c3β2ψ2,3 + c5ψ2,5 =− c2β1ψ2,2, (5.16d)
γ2ψ2,3 + ψ2,6 =− γ1ψ2,2, (5.16e)
c3γ2ψ2,3 + c6ψ2,6 =− c2γ1ψ2,2. (5.16f)
This is a linear system with unknowns ψ2,i (i = 3, 4, 5, 6). We distinguish two
cases. First, if (5.16) has a unique solution, then ψ2,i = κiψ2,2 (i = 3, 4, 5, 6)
with some scalars κi. Since ψ2,3 = κ3ψ2,2, we get a32 = (c
2
3ϕ2,3−κ3c22ϕ2,2)/c2.
From this, one derives ψ3,3 by using (5.7). We then note that for satisfying
condition (5.5b), it is necessary to have ψ3,4 = −α1ψ3,2−α2ψ3,3 which allows
us to compute ψ3,4. Knowing ψ2,4 = κ4ψ2,2 and ψ3,4, one obtains the following
system of two linear equations
a42c2 + a43c3 = c
2
4ϕ2,4 − κ4c22ϕ2,2 (5.17a)
a42c
2
2 + a43c
2
3 = 2c
3
4ϕ3,4 + 2α1c
3
2ϕ3,2 − α2a32c22 + 2α2c33ϕ3,3 (5.17b)
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with two unknowns a42, a43. We consider two cases: either (5.17) has a unique
solution or it has infinitely many solutions. The latter occurs if and only if
c2 = c3 = c4 and 1 + (1 − κ3)α2 − κ4 = 1 + α1 + α2 = 0. In view of (5.15),
we get ∆1 = (1 + α1 + α2)[c2, c
2
2, c
3
2 ]
T = [0, 0, 0]T. This immediately shows
that (5.4) has no solution. On the other hand, if (5.17) has a unique solution
then c2 6= c3. We now insert the (unique) solution of (5.16) into (5.6) to get
b4J(α2a32 + a42 + κ3a43) + b5J(β2a32 + a52 + κ3a53 + κ4a54) + b6J(. . .) = 0.
This implies that
α2a32 + a42 + κ3a43 = 0, (5.18a)
β2a32 + a52 + κ3a53 + κ4a54 = 0 (5.18b)
because of Lemma 5.1. From (5.17), we compute a42, a43 explicitly (by using
the known function a32). Inserting the values into (5.18a) gives
α2c
2
3(c
2
3 − κ3c22)ϕ2,3 − c22(κ4 + α2κ3)(c23 − κ3c22)ϕ2,2 + c24(c23 − κ3c22)ϕ2,4
+ 2c34(κ3c2 − c3)ϕ3,4 + 2α1c32(κ3c2 − c3)ϕ3,2 + 2α2c33(κ3c2 − c3)ϕ3,3 = 0.
It is easy to check that this condition is satisfied if and only if one of the
following six cases occurs: (i) c2 = c4, κ3 =
c3
c2
, κ4 = 1, α2 = 0, or (ii) c2 = c4,
κ3 =
c23
c22
, α1 = −1, α2 = 0, or (iii) c2 = c4, κ4 = 1, α1 = −1, α2 = 0, or
(iv) c3 = c4, κ3 = κ4 =
c3
c2
, α2 = −1, or (v) c3 = c4, κ3 = κ4, α1 = 0,
α2 = −1, or (vi) c3 = c4, κ3 = c
2
3
c22
, α1 = 0, α2 = −1. We note that only the
cases (i) and (iv) have to be investigated because the remaining ones lead to
∆1 = [0, 0, 0]
T which gives the same contradiction as above.
We first treat case (i). Inserting the known values into (5.18b) and using
the fact that ψ2,5 = κ5ψ2,2, one obtains
β2c
2
3ϕ2,3 − c2(β2c3 + κ5c2)ϕ2,2 + c25ϕ2,5 = 0. (5.19)
This condition is satisfied if either c2 = c5, β2 = 0, κ5 = 1 or c3 = c5,
β2 = −1, κ5 = c3c2 . On the one hand, in view of (5.15b), these two constraints
give ∆2 = (1 + β1)[c2, c
2
2, c
3
2 ]
T and ∆2 = β1[c2, c
2
2, c
3
2 ]
T, respectively. On the
other hand, the given relations of case (i) yield ∆1 = (1 + α1)[c2, c
2
2, c
3
2 ]
T
which again shows that the determinant of the resulting system in three
unknowns b4, b5, b6 is zero. Following the same strategy in case (iv) gives
again condition (5.19). Note that in this case ∆1 = α1[c2, c
2
2, c
3
2 ]
T which
yields the same contradiction as in case (i).
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Second, if system (5.16) has infinitely many solutions, then we deduce
that two of the nodes among c4, c5, c6 are equal. This immediately shows
that system (5.4) has no solution.
Case II: b2 = 0 (the root of the tree is now labeled by 0).
In this case, we can remove level 1 from the tree and consider b3b4b5b6. We
now distinguish two cases.
Case II.1: b3 6= 0 (see the left subtree in Figure 1). By carrying out the
same procedure as in case I, one has to consider the following three subcases:
1) 1011; 2) 1101 and 3) 1111.
Subcases 1) and 2): By assumption, there exists i ∈ {4, 5} with bi 6= 0.
From this, we deduce that the nodes c3, c6, ci are distinct, otherwise we get a
contradiction to (5.4). We therefore obtain a unique solution for b3, b6, bi 6= 0.
An application of Lemma 5.1 shows that the conditions (5.5a) and (5.5b) are
satisfied if ψ2,3 = ψ3,3 = 0. But this contradicts (5.7).
Subcase 3): 1111 (b3, b4, b5, b6 6= 0). The four weights cannot be linearly
independent, otherwise we get from (5.5) that ψ2,3 = ψ3,3 = 0 which contra-
dicts (5.7). We thus have to study the four cases: b3 = αb4 + βb5 + γb6 or
b4 = αb3 + βb5 + γb6 or b5 = αb3 + βb4 + γb6 or b6 = αb3 + βb4 + γb5. We
exemplify again the first case. To satisfy (5.5a) and (5.5b), it is necessary to
have
ψ2,4 = −αψ2,3 and ψ3,4 = −αψ3,3. (5.20)
From (5.6) we deduce that (a42(z)+αa32(z))ψ2,2(µ)+a43(z)ψ2,3(µ) = 0. This
shows that a42 + αa32 and a43 are linearly dependent. Using this, we derive
that (5.20) is satisfied if and only if α = −1 and c3 = c4. However, this gives
a contradiction with the solvability of (5.4).
Case II.2: b3 = 0 (see the right subtree in Figure 1). We can now remove
level 2 from the tree and consider b4b5b6 only. This case can be easily carried
out by the same techniques to show that condition (5.6) cannot be satisfied.
Altogether, we have shown that, for s = 6, the method even does not
satisfy the stiff order conditions 1–7 (order four) in the strong sense.
The case s = 7 can be analyzed in a similar way by adding an additional
level for b7 in Figure 1. The actual computations, however, are much more
tedious to carry out. In particular, it is no longer true that the order con-
ditions 1–7 already give a contradiction. On the other hand, 8 stages are
enough to construct a method of order 5 as will be shown now.
We start off with the choice b2 = b3 = b4 = b5 = 0 that significantly
simplifies the solution of the order conditions. From conditions 1, 2 and 4,
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we obtain
b6 =
6ϕ4 − 2(c7 + c8)ϕ3 + c7c8ϕ2
c6(c6 − c7)(c6 − c8) ,
b7 =
−6ϕ4 + 2(c6 + c8)ϕ3 − c6c8ϕ2
c7(c6 − c7)(c7 − c8) ,
b8 =
6ϕ4 − 2(c6 + c7)ϕ3 + c6c7ϕ3
c8(c6 − c8)(c7 − c8)
for any choice of distinct (positive) nodes c6, c7, c8. Inserting these values
(evaluated at Z = 0) into condition 8 and choosing c8 = 1, we get the
following algebraic equation
10c26c
2
7 − (c6 + c7)(15c6c7 + 8) + 5(c26 + c27) + 23c6c7 + 3 = 0,
which is equivalent to 10c6c7 = 5(c6 + c7) − 3 if c6 6= 1 and c7 6= 1. To
solve it, we take c6 =
1
5
and get c7 =
2
3
. To satisfy conditions 3, 5 and 7,
we must enforce ψ2,i = ψ3,i = 0 (i = 6, 7, 8). Thus, conditions 13, 15 and 16
are satisfied automatically. Next, we choose a6k = a7k = a8k = 0 (k = 2, 3)
and enforce ψ2,4 = ψ2,5 = 0 in order to satisfy condition 6. It is now easy
to see that conditions 12 and 14 are satisfied. As a compromise between
conditions 10 and 11, we require b6(0)a64 + b7(0)a74 + b8(0)a84 = 0, a52 =
0, ψ3,5 = ψ2,3 = 0 for satisfying both of them. Finally, condition 9 requires
b6(0)ψ4,6 + b7(0)ψ4,7 + b8(0)ψ4,8 = 0. Collecting all the requirements, we
obtain a system of eleven linear equations in thirteen unknowns aij (except
the already known values). The coefficients a42, a84 can be taken as free
parameters. In the following we choose c2 = c3 = c5 =
1
2
, c4 =
1
4
, a42 =
a84 = 0. This yields the following fifth-order scheme which will be called
expRK5s8:
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1
2
1
2
1
2
ϕ2,3
1
4
0 1
8
ϕ2,4
1
2
0 −1
2
ϕ2,5 + 2ϕ3,5 2ϕ2,5 − 4ϕ3,5
1
5
0 0 a64
2
25
ϕ2,6 − 12a64
2
3
0 0 −125
162
a64 a75 a76
1 0 0 0 a85 a86 a87
0 0 0 0 b6 b7 b8
with
a64 =
8
25
ϕ2,6 − 32125ϕ3,6,
a75 =
125
1944
a64 − 1627ϕ2,7 + 32081 ϕ3,7, a76 = 31253888a64 + 10027 ϕ2,7 − 80081 ϕ3,7,
φ = 5
32
a64 − 128ϕ2,6 + 36175ϕ2,7 − 4825ϕ3,7 + 6175ϕ4,6 + 19235 ϕ4,7 + 6ϕ4,8,
a85 =
208
3
ϕ3,8 − 163 ϕ2,8 − 40φ, a86 = −2503 ϕ3,8 + 25021 ϕ2,8 + 2507 φ,
a87 = −27ϕ3,8 + 2714ϕ2,8 + 1357 φ, b6 = 12514 ϕ2 − 62514 ϕ3 + 112514 ϕ4,
b7 = −2714ϕ2 + 1627 ϕ3 − 4057 ϕ4, b8 = 12ϕ2 − 132 ϕ3 + 452 ϕ4.
6. Numerical experiment
In this section, we illustrate the sharpness of our error bound in Theo-
rem 4.1 with a numerical example that was also used in [9]. Consider the
semilinear parabolic problem
∂tu− ∂xxu = 1
1 + u2
+ Φ(x, t) (6.1)
for u = u(x, t) on the unit interval [0, 1] and t ∈ [0, 1], subject to homogeneous
Dirichlet boundary conditions. The source function Φ is chosen in such a way
that the exact solution of the problem is u(x, t) = x(1− x)e t. This problem
fits in our framework with X = L2([0, 1]). We discretize (6.1) in space by
standard finite differences with 200 grid points. This yields a stiff system of
the form (2.4). We integrate this problem in time by using the new integrator
expRK5s8. The errors are measured in a discrete L2 norm at t = 1. The order
plot is displayed in Figure 2 in a double-logarithmic diagram. It is in perfect
agreement with Theorem 4.1.
20
100 101 102 103
10−20
10−15
10−10
10−5
100
Number of time steps
G
lo
ba
l e
rro
r
 
 
expRK5s8
straight line of slope 5
Figure 2: Order plot of the new exponential Runge–Kutta method of order 5, expRK5s8,
when applied to example (6.1). The errors are plotted against the number of employed
time steps. For comparison, we added a straight line of slope 5.
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