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Statistical Software Computing Reviews: 
MICROFIT 3.21 
Thomas Rahlf* 
Abstract: A common problem in analyzing time series is 
the choice of a statistics computer package. MICROFIT is a 
menudriven package intended principally for the econo-
metric modelling of time-series data, which is easy to use 
but includes a number of advanced procedures, particularly 
for analyzing non-stationary time-series. The program is 
well suited both for the use as a research and a teaching 
tool. This article describes some capabilities of MICROFIT 
and illustrates their use by four examples: Estimating an 
univariate ARIMA model and computing a measure of per-
sistence, cointegration analysis using the Engle-Granger-
and Johansen-ML-procedure and using the »Rolling 
Regression« option to examine parameter constancy over 
time. 
MICROFIT ist ein interaktives, menügesteuertes Programm, das speziell für 
die ökonometrische Analyse von Zeitreihen, sowohl in der Lehre als auch in 
der Forschung, entwickelt wurde. Die Autoren sind M. Hashem P E S A R A N , u.a. 
Professor für Ökonomie an der University of California sowie Begründer des 
Journal of Applied Econometrics und Dr. Bahram PESARAN , früher an der 
London School of Economics, heute bei der Bank von England tätig. Die vor-
liegende Version von MICROFIT trägt die Nummer 3 .21 . 1 
Die Installation des Programmes geschieht sehr einfach durch Kopieren und 
anschließendes Entpacken einer komprimierten ZIP-Datei. Durch ein kleines 
* Address all communications to Thomas Rahlf, Institut für Soziologie, Universität 
Halle-Wittenberg, D-06099 Halle (Saale), e-mail: rahlf@soziologie.uni-halle.d400. 
de. 
1 Version 3.0 existiert seit 1991 und löste nach dreijähriger Entwicklungszeit Version 
2.0 ab. Verbesserungen gegenüber der Vorgängerversion bestehen sowohl in der Be-
nutzerfreundlichkeit, den Grafik- und Druckmöglichkeiten sowie einiger neu imple-
mentierter Prozeduren. Neuerungen der Version 3.21 gegenüber 3.0 sind nicht ge-
sondert ausgewiesen. Vermutlich zeigt die höhere Versionsnummer lediglich einige 
Bug-Fixings an. 
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Zusatzprogramm können noch einige individuelle Konfigurationen vorgenom-
men werden: Die Farbeinstellung von Vorder- und Hintergrund, die Anzahl der 
Zeilen pro Seite beim Ausdruck und ein Suchpfad für Dateien. 
Das mitgelieferte Handbuch (277 S.) 2 ist keine Programmdokumentat ion im 
üblichen Sinne. Nach Meinung der Autoren ist die Hilfefunktion des Program-
mes so ausführlich, daß eine detaillierte Beschreibung aller Programmoptionen 
nicht nötig sei. Statt dessen ist ein großer Teil der Erläuterung implementierter 
Verfahren g e w i d m e t Zusätzlich wurden über 30 »tutorial lessons« aufgenom-
men, die eine Verbindung zwischen der Software und den ökonometrischen 
Verfahren schaffen sollen. Die für die Tutorials benötigten Beispieldatensätze 
werden auf Diskette mitgeliefert Ein dritter Teil gibt einen kurzen formalen 
Überblick über die verwendeten Methoden. Am Schluß des Handbuches ist 
schließlich ein Aufsatz abgedruckt, der die exemplarische Anwendung einiger 
Verfahren in Zusammenhang einer empirischen Untersuchung der life-cycle-
Theorie darlegt. 3 
ABB. 1: Flußdiagramm der Menüs von Microfit 3.0 
Der Menüaufbau wirkt auf den ersten Blick sehr spartanisch, wobei die 
einzelnen Menüs streng hierarchisch angeordnet sind. Der Aufbau ist dabei wie 
folgt (siehe Abb. 1): Beim Start von MICROFIT erscheint zuerst das sog. Data 
2 PESARAN, M. H. / PESARAN, B., MICROFIT. An Interactive Econometric Software 
Package, Oxford 1991. Für Bezieher von Mehrfach-Lizenzen können zusätzliche 
Handbücher über den Buchhandel oder direkt über Oxford University Press bezogen 
werden. 
3 PESARAN, M. H. / EVANS, R. A., Inflation, Capital Gains and U. K. Personal Savings: 
1953-1981, in: The Economic Journal 94 (1984), S. 237-257. 
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Input Menu. Nachdem hier die Daten über die Tastatur oder eine Datei einge-
lesen wurden, können über das Action Menu entweder Daten bearbeitet / ge-
plottet oder eines von 5 Estimation-Untermenüs aufgerufen werden: Das Rol-
ling Regression-, Recursive Regression-, Linear Regression-, Nonlinear 
Regression- und Johansen Regression Menu. Nachdem die jeweils ausgewählte 
Berechnung durchgeführt wurde, besteht entweder die Möglichkeit, über eines 
der (entsprechend 5) Backtracking-Menüs zu den anderen Menüebenen zurück-
zukehren bzw. einige Einstellungen des gewählten Regressionsmodells zu ver-
ändern 4 oder aber aus einem Post Regression Menu verschiedene Eigenschaften 
des ausgewählten Regressionsmodells näher zu untersuchen (Residuenanalyse, 
alternative Schätzungen der Varianz-Kovarianzmatrix etc). Von hier aus geht es 
schließlich noch zu einem Hypothesis Testing Menu, in dem das Regressions-
modell einigen zusätzlichen Tests unterworfen werden kann. Zu den einzelnen 
Verfahren unten mehr. 
Die Datenverwaltung sieht Monats-, Quartals-, Halbjahres-, Jahres- oder 
undatierte Werte vor. Die Namen der einzelnen Reihen können bis zu 9 Zeichen 
umfassen und mit einem bis zu 39 Zeichen langen Kommentar versehen wer-
den. Die Daten selbst können entweder über die Tastatur eingegeben oder als 
ASCII-Dateien (variablen- oder fallweise) eingelesen werden. Liest man Daten 
aus ASCII-Dateien ein, muß die Datendefinition jeweils extra vorgenommen 
werden. Andere Import- / Exportformate bestehen nicht. 5 Werden Dateien im 
speziellen MICROFIT-Format abgespeichert, können auch aus einer Ar-
beitsumgebung einzelne Variablen in eine schon bestehende Datei hineinge-
speichert werden. Allerdings gilt dies nur für Variablen mit der gleichen Zeit-
indizierung, da alle Daten pro Datei nur in einer (Rechteck-) Matrix abgespei-
chert werden. 6 
Die Graphik (siehe Abb. 2) bietet hochauflösend neben Histogrammen und 
Scatterplots einen Plot von bis zu 3 Zeitreihen (inklusive Residuen und Pro-
gnosewerten) sowie der ACF. Zusätzlich bietet MICROFIT 3.0 auch Spek-
traldichteschätzungen, wobei jeweils das Bartlett-, Tukey- und Parzen-Fenster 
als Glättungsfunktion inklusive Standardfehler berechnet und geplottet werden. 
Seit Version 3.0 kann man in alle Graphiken auch freie Texte einfügen, die 
Graphiken separat abspeichern und wieder laden. 7 Weitere Editiermöglichkei-
4 Z. B. eine bestimmte Unterperiode auszuwählen oder die Regressionsgleichung zu 
editieren. 
5 Eine Erläuterung der auf dem Bildschirm angebotenen Importmöglichkeit von Lotus-
Print-Files sucht man im Handbuch vergeblich. Falls solche Dateien eingelesen wer-
den sollen, müssen sie anstelle der üblichen Endung »PRN« die Extension »DAT« 
haben. 
6 Ein flexiberes Datenmanagement stellt etwa das Programm MESOSAUR bereit. Vgl. 
dazu RAHLF, T., PC-Programme zur Zeitreihenanalyse: Datenmanagement, Grafik 
und univariate Analyseverfahren (SPSS, SYSTAT, STATISTICA, MicroTSP, Meso-
saur), in: Historical Social Research I Historische Sozialforschung 19/3 (1994), S. 
106f. 
7 Leider nur in einem internen Format, das man nicht in anderen Programmen weiter-
bearbeiten kann. 
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ten, wie Änderungen der Achsenskalierungen, der Höhe und Breite der Gra-
phik, der Schrifttypen und Größen etc. bestehen n i c h t 
Die Datentransformationsmöglichkeiten beinhalten die üblichen Funkt io-
nen wie Logari thmen usw., darüber hinaus die für dynamische Modell ierungen 
grundlegende Lead- und Lagfunktion, die auch in den Modelldefinitionen un-
mittelbar angegeben werden kann. 
Die eigentliche Stärke des Programmes liegt in den implementierten Ana-
lyseverfahren. Jede Analyse mit dem Programm geschieht wie beschrieben 
über eine Folge von Menüs und Untermenüs sowie Frage- und Antwort-Bild-
schirmen, 8 die über eine kontext-sensitive Hilfefunktion bei Bedarf näher er-
läutert werden. 
Alternativ zu den Menüs besteht die Möglichkeit, Kommandos zu Batch-
Dateien zusammenzufassen und automatisch ablaufen zu lassen. Diese Batch-
Dateien dürfen Formeln, Datenselektionsstatements und Simulat ionskomman-
dos, jedoch keine Prozeduraufrufe enthalten. Schleifenbildungen und Definitio-
nen von Speichervariablen sind nicht möglich. 
8 Zum Beispiel zur Eingabe der Variablenliste bei den Regressionsgleichungen oder 
der Regressionsgleichung selbst. Modelldefinitionen und Variablenlisten können 
ebenso wie Daten separat als Datei abgespeichert und geladen werden. 
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An allgemeinen Statistiken bietet das Programm folgende Optionen: Mittel-
werte, Standardabweichung, Schiefe, Kurtosis, Variationskoeffizient, Mini-
mum, Maximum, Autokorrelationskoeffizienten inklusive Standardfehler, Box-
Pierce-, Ljung-Box-Statistiken und einer Matrix der Korrelationskoeffizienten. 
Die partiellen Autokorrelationskoeffizienten werden nicht ausgegeben; sie kön-
nen lediglich indirekt über die Koeffizienten von Regressionsgleichungen er-
mittelt werden, wodurch eine Identifikation von univariaten ARMA-Model len 
nur sehr umständlich möglich ist. 
Insgesamt wurden die Schätztechniken seit Version 2.0 beträchtlich erwei-
tert. 9 Neben der OLS-, IV-, rekursiven LS-, autoregressiven LS- und auto-
regressiven IV-Schätzung sind jetzt auch Prozeduren für eine »Moving Win-
dow« OLS- und »Moving Window« 2SLS-Schätzung implementiert sowie eine 
exakte Maximum-Likelihood- und IV-Schätzung, falls die Fehler des Modells 
autokorrelliert sind, also MA-Terme enthalten sind. Damit lassen sich nun auch 
zuverlässig univariate ARMA-Model le schätzen. 1 0 Falls in einem Regressions-
modell Fehler mit einer ARMA-Struktur zugelassen werden, erscheint ein Me-
nü, in dem man für die Schätzung entweder Startwerte vorgeben oder diese 
vom Programm bestimmen lassen kann. Wenn für den Fehlerterm lediglich ein 
Parameter geschätzt wird (AR(1 ) - oder MA(l) -Model l ) besteht zusätzlich die 
Möglichkeit, sich die log-likelihood-Funktion graphisch anzeigen zu lassen, um 
eventuell vorhandene multiple Maxima zu erkennen. 
Durch die Möglichkeit, bei den Schätzungen bestimmte Koeffizienten ex-
plizit auf Null zu setzen, können im Rahmen univariater ARMA-Model le auch 
additive saisonale Modelle geschätzt werden ." 
Im Rahmen der Regressionsmodelle berechnet MICROFIT nun auch nicht-
lineare LS- und 2SLS-Modelle, wahlweise unter Vorgabe von Startwerten. In 
den letzten Jahren hat sich die ökonometrische Zeitreihenanalyse verstärkt der 
Untersuchung von nichtstationären Prozessen gewidmet Diese Entwicklung 
hat sich auch in MICROFIT niedergeschlagen. Während in Version 2.0 unit-
root-Tests nur indirekt über eine Regressionsprozedur erzeugt werden konnten, 
ist jetzt ein direktes ADF-Kommando (augmented Dickey-Fuller-Tests) enthal-
ten, das bis zu 12 lags, eine Konstante sowie einen Trend berücksichtigen kann. 
Die ausgegebenen kritischen Werte gehen auf McKINNON zurück. Außerdem 
ist nun eine direkte Schätzung von Kointegrationsmodellen nach JOHANSEN 
möglich. 
9 Vgl. zum folgenden auch MCKENZIE, C. R., MICROFTT 3.0: a review, in: Journal of 
Applied Econometrics 8 (1993), S. 413—419 sowie BYERS, D., Reviews: Computer 
Software. MICROFIT 3.0, in: Journal of Economic Surveys 6 (1992), S. 287-297. 
10 Für den in der Box-Jenkins-Tradition stehenden Zeitreihenanalytiker ist die getrennte 
Angabe der AR-Terme (als Regressoren) und MA-Terme (als gelagte Fehlerterme) in 
zwei verschiedenen Menüs etwas ungewöhnlich. 
11 Für nichtlineare Schätzungen sind nur AR-Fehlerterme zugelassen, so daß keine 
multiplikativen saisonalen (AR)MA-Modelle geschätzt werden können. 
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Eine bislang wohl einzigartige Option ist die sog. »Rolling Regression«. 
Hierbei wird eine Regressionsrechnung nicht für den gesamten Datensatz 
durchgeführt, sondern für ein »Datenfenster«, das sukzessive über den Daten-
satz gleitet, wobei für jeden neu hinzukommenden Wert der jeweils älteste 
ausgeschlossen wi rd . 1 2 
Wie andere ökonometrische Programme ist auch MICROFIT mit einer gan-
zen Batterie von Tests ausgestat tet Neben den »üblichen« diagnostischen 
Tests, die bei den einzelnen Regressionsschätzungen automatisch berechnet 
werden (Test auf Autokorrelation, Heteroskedastizität, etc.) gibt es eine Reihe 
weiterer, die von der jeweils gewählten Schätztechnik abhängen. 1 3 
F e h l e n d e Wer t e schließlich werden bei allen Verfahren erkannt und von der 
Berechnung ausgeschlossen. Eine explizite Berücksichtigung bzw. simultane 
Schätzung fehlender Werte und Parameter ist nicht möglich. Im folgenden wer-
den einige Möglichkeiten der Software anhand von 4 kleinen Beispielen illu-
str ier t 
1. 
Auf der mitgelieferten Tutorialdiskette befindet sich ein Datensatz mit 
Quartalswerten des Bruttosozialprodukts der U S A von 1 9 4 7 bis 1 9 9 0 . 1 4 Für die 
Wachstumsrate dieser Reihe haben C A M P B E L L / M A N K I W bis 1 9 8 7 ein AR-
MA (2 ,2 ) -Mode l l spezifiziert. 1 5 Eine Schätzung über das Menü »Moving Aver-
age Error (Exact ML Method)« liefert das in Abbildung 3 dargestellte Ergebnis. 
Anhand dieses Modells läßt sich mit MICROFIT auch das von C A M P B E L L 
und M A N K I W vorgeschlagene Persistenzmaß berechnen, das für das vorliegen-
de Modell als 
definiert ist, wobei die MA-Koeffizienten und 0 = 1 , 2 ) die AR-Koeffizien-
ten bezeichnen. Dazu ist im »Post-Regression-Menu« (das nach der obigen 
Schätzung erscheint) der Menüpunkt »Analysis of Function(s) of Parameters« 
auszuwählen und die Gleichung für das Persistenz-Maß einzutragen. 1 6 Darauf-
hin erscheint das in Abbildung 4 wiedergegebene Resultat. 
12 Im Gegensatz zu der ebenfalls implementierten rekursiven Regression, in der N 
schrittweise erhöht wird, bleibt der Stichprobenumfang also bei jeder Berechnung 
konstant. 
13 MCKENZIE, S. 416 kritisiert zu Recht, daß die Verfügbarkeit bestimmter Tests in 
Abhängigkeit einzelner Verfahren zum Teil nicht konsistent ist. 
14 Vgl. Tutoriallesson 6.4.11, S. 139-142 im Handbuch. 
1 5 Vgl. CAMBELL, J. Y . / MANKIW, N . G., Are Output fluctuations transitory?, in: 
Quarterly Journal of Economics 102 (1987), S. 875-880. 
Ein alternatives Persistenzmaß von COCHRANE kann man über das SPECTRUM-
Kommando berechnen. 
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17 PESARAN / PESARAN berechnen im Handbuch (S. 141) für die Daten von 1/1954 bis 
4/1990 abweichende Koeffizienten für das ARMA(2,2)-Modell. Daraus resultiert ein 
Persistenzmaß von 1.3666, das mit einem asymptotischen Standardfehler von 
0.020772 nicht mehr signifikant (5%) von Eins verschieden ist. 
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2 . 
Gegenwärt ig werden vor allem zwei Ansätze zur Untersuchung kointegrierter 
Systeme verwendet: Zum einen der auf den Residuen einer OLS-Regression 
basierende Ansatz von E N G L E und G R A N G E R , 1 8 zum anderen eine M a x i m u m 
Likelihood-Schätzung nach J O H A N S E N . " Beim Ansatz von E N G L E und G R A N -
GER werden im Falle zweier Variablen hauptsächlich die Residuen einer Re-
gression einem Einheitswurzeltest unterworfen. 
Auf der mitgelieferten Beispieldiskette befindet sich ein Datensatz, der Ein-
kommen und Konsum der USA von 1948 bis 1981 beinhal te t Wir wollen 
untersuchen, ob die Logari thmen dieser beiden Variablen kointegriert sind. 
Dazu verwenden wir einen ADF-Test für die Residuen der Kointegrationsrech-
nung, berechnen also die Regression: 
Die maximale Anzahl der zu berücksichtigenden lags setzen wir mit m = 4 fest. 
Als Ergebnis liefert MICROFIT nach durchgeführter OLS-Regression und 
Wahl eines unit root Tests für die Res iduen 2 0 das in Abbildung 5 dargestellte 
Ergebnis. 
Demnach könnte die Nullhypothese einer Einheitswurzel nur dann abgelehnt 
werden, wenn man davon ausginge, daß in Gleichung (1) nur eine gelagte 
ENGLE, R. F. / GRANGER, C. W. J., Co-integration and error correction: representa-
tion, estimation, and testing, in: Econometrica 55 (1987), S. 251-276. 
19 Vgl. z. B. JOHANSEN, S., Statistical analysis of cointegration vectors, in: Journal of 
Economic Dynamics and Control 12 (1988), S. 231-254. 
20 Man hätte auch die Residuen abspeichern und auf der »Data Processing« Ebene den 
ADF-Test abrufen können. Dort wird allerdings von realen, nicht von geschätzten 
Werten ausgegangen, für die abweichende kritische Werte gelten. 
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Differenz zu berücksichtigen ist, da der Wert der Teststatistik (ADF( l ) ) vom 
Betrag her größer als der kritische Wert ist. 
Leider gibt es in MICROFIT keine Informationen die ein Kriterium für die 
Wahl der Anzahl der zu berücksichtigenden gelagten Differenzen liefern. 2 1 
3. 
Will man die Kointegrationsbeziehungen zwischen mehr als zwei Variablen 
untersuchen, bietet sich eine Maximum-Likelihood-Schätzung nach JOHANSEN 
im Rahmen eines Vektor-autoregressiven Fehlerkorrekturmodells 2 2 
wobei und Matrizen darstellen. Unter bestimmten Bedingungen 
bedeutet Annahme (3), daß der Prozeß stationär, x, homogen nichtstationär 
und stationär ist. Die stationären Relationen werden dann als Koin-
tegrationsrelationen bezeichnet. MICROFIT berechnet zwei verschiedene Sta-
tistiken (trace und maximum eigenvalue), um die Hypothesen über r , den Rang 
von , zu testen. 2 3 
Im folgenden betrachten wir die vierteljährlichen Daten zur Entwicklung des 
Konsums, der Investition und des Sozialprodukts der USA von 1954/1 bis 
1990/4. 2 4 Da es sich bei den vorliegenden Daten um Quartalswerte handelt, 
gehen wir von einer Ordnung des VAR-Modells von m = 4 aus. Weiterhin 
unterstellen wir einen zusätzlichen deterministischen Trend. 2 5 MICROFIT lie-
fert für die logarithmierten Daten folgende Schätzung (vgl. Abb. 6 ) . 2 0 
2 Bei der bekannten geringen Power von Einheitswurzeltests sollte man ohnehin bei 
der vorliegenden sehr kurzen Zeitreihe von weiteren Schlußfolgerungen absehen. 
22 Das folgende nach PESARAN / PESARAN, S. 85. 
23 Die einzelnen Rechenschritte sind bei PESARAN / PESARAN, S. 222-225 beschrieben. 
24 Auch dieser Datensatz wird auf Diskette mitgeliefert. 
25 Für die Schätzprozedur ist dies unerheblich, allerdings liegen diesem Fall andere 
kritische Werte zugrunde. 
26 Alle Resultate/Statistiken, die das Programm ausgibt, werden lediglich in eine Li-
sting-Datei geschrieben, wenn man jeweils eine Taste betätigt (Fl). Dabei besteht 
allerdings ein kleiner Nachteil: Ist die Ausgabe länger als eine Bildschirmseite, wird 
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Im ersten Teil sind die auf dem maximalen Eigenwert von basierenden 
log-likelihood ratio-Teststatistiken für die Anzahl r der Kointegrationsvektoren 
aufgelistet Die Nullhypothese r = 0 (keine Reintegration) wird bei fünfpro-
zentiger Irrtumswahrscheinlichkeit zugunsten der Alternative r = 1 eindeutig 
abgelehnt (Testwert: 27.9613, kritischer Wert: 21.074). Die folgende Nullhy-
pothese (höchstens ein Kointegrationsvektor) kann dagegen selbst bei zehn-
prozentiger Irrtumswahrscheinlichkeit nicht abgelehnt werden, so daß wir dem-
nach von genau einer Kointegrationsbeziehung zwischen den drei Variablen 
ausgehen können. Die Werte der Statistiken, die auf der Spur von beruhen 
(untere Hälfte in Abb. 6), lassen ebenfalls diese Schlußfolgerung zu. 
4 . 
Zuletzt ein Beispiel für die Berechnung einer »Rolling Regression«. Dazu ge-
nerieren wir auf der »Data Processing«-Ebene 500 Werte eines Random Walk 
mit den Befehlen 
die Ausgabe angehalten wenn eine Seite voll ist, bis eine Taste betätigt wird. Hat man 
dagegen die Fl-Taste gedrückt, um sich das entsprechende Ergebnis mitprotokollie-
ren zu lassen, wird der Bildschirm nicht angehalten. 
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Die Schätzungen bewegen sich anfangs in der Nähe von 1, ab t 300 sinken 
sie kontinuierlich. Lägen nur Daten aus der Periode von t 300 bis t 500 vor, 
würde man anhand eines formalen unit-root-Tests die Hypothese einer Einheits-
wurzel vermutlich ablehnen. 2 8 Natürlich lassen sich auch allgemeine Regres-
sionsmodelle anhand dieser »Rolling Regression« hinsichtlich einer eventuel-
len zeitlichen Entwicklung von Parametern untersuchen Dabei ist aber folgen-
27 Der Parameter der Funktion normal ( ) definiert den Startwert des Zufallszahlen-
generators. 
28 Die Konfidenzintervalle sind im Falle des vorliegenden Beispiels nicht aussagefähig. 
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des zu bedenken. Z u m einen benötigt man sehr lange Reihen, um noch ausrei-
chend große Fenster definieren zu können. Auf der anderen Seite sind aber die 
einzelnen Koeffizienten um so stärker voneinander abhängig, je größer das 
Fenster ist, da ja immer nur eine Beobachtung des Datensatzes ausgetauscht 
wird. Liegen lange Reihen vor, sollte man aber auf jeden Fall von dieser M ö g -
lichkeit Gebrauch machen, um eine eventuelle zeitliche Veränderung der Pa-
rameter zu entdecken. 2 9 
Insgesamt handelt es sich bei MICROFIT um ein benutzerfreundliches, 
leicht zu bedienendes Programm, das dennoch über ausgefeilte statistische Ver-
fahren verfügt. Durch die Beschränkung auf anwendungsfreundliche (etwas 
gewöhnungsbedürftige) Menüs ist die Flexibilität natürlich eingeschränkt. Da-
für eignet sich MICROFIT aber auch für Anwender , die nicht in die Tiefen der 
Programmierkunst hinabsteigen wollen. Für eine ökonometrische Analyse von 
Zeitreihen im Rahmen dynamischer Regressionsmodelle zählt MICROFIT hin-
sichtlich der Schätz- und Testprozeduren trotz seiner Bedienerfreundlichkkeit 
sicher zu den führenden Programmen. 3 0 Für uni- oder multivariate ARIMA-
Modell ierungen ist das Programm nicht konzipiert. Die Entwickler gehen da-
von aus, daß bestehende Modelle geschätzt und getestet werden sollen, zur 
Identifikation oder Modellbildung fehlen geeignete Hilfen. 3 1 
Bezugs-Adresse: 
Electronic Publishing 
Oxford University Press 
Walton Street 
Oxford O X 2 6DP, U. K. 
Tel.: U.K. (0) 865 267979 
Fax: U.K. (0) 865 56646 
29 Neben dieser eher explorativen Technik gibt es natürlich auch formale Möglichkeiten, 
Strukturveränderungen zu testen, wie etwa den Chow- oder CUSUM-Test. 
30 BYERS, S. 2 9 6 . kritisiert, daß bislang Prozeduren zur Schätzung konditionaler Varian-
zen (ARCH, GARCH usw.) fehlen. 
31 Vgl. zu den verschiedenen ökonometrischen Ansätzen PAGAN, A., Three econometric 
methodologies: a critical appraisal, in: Oxley, L. / George, D. A. / Roberts, C. J. / 
Sayer, S. (Hgg.), Surveys in econometrics, Oxford 1 9 9 5 , S. 9 - 2 9 ; ders., Three 
econometric methodologies: an update, in: ebda., S. 30 - 4 1 . In diesem Sinne könnte 
man die »Philosophie« des Programms der »Hendry-Methodology« zuschreiben. 
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Folgende Versionen werden angeboten: 
Seit Version 3.0 ist MICROFIT auch netzwerkfähig. Alternativ zur Netzwerkversion 
können Site-Lizenzen erworben werden. 
33 Diese Studenten-Version ist eine eingeschränkte Fassung der 286er Version und um-
faßt weniger Prozeduren (bezüglich der ARMA-Modellierung, der »Rolling Regres-
sion« und der Kointegrationsrechnung). 
34 Kann teilweise durch freien Festplattenspeicher ersetzt werden. Weitere 
MFIT386-Versionen mit verschiedenen RAM-Anforderungen sind auf Anfrage bei 
Oxford University Press erhältlich. 
35 Hängt zusätzlich von der Anzahl der Fälle un der AR- sowie MA-Terme ab. 
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