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Resumen Los clusters de CPUs/GPUs se han vuelto habituales en 
HPC. Para aprovechar al máximo su potencia de computo, las aplica­
ciones deben desarrollarse combinando distintas herramientas de progra- 
macián paralela, por esto el codigo se torna complejo y difícil de estruc­
turar. En este trabajo describimos un esquema para estructurar codigo 
paralelo a ser ejecutado sobre un cluster de CPUs/GPUs y explotar to­
da su potencia de computo (CPUs y GPUs disponibles). En particular, 
nos centramos en aplicaciones desarrolladas con MPI+OpenMP+CUDA. 
Asimismo, explicamos los pasos a seguir para compilar estas aplicacio­
nes híbridas. Resolvemos el problema de suma por reduccion utilizando 
el esquema propuesto sobre un cluster de CPUs/GPUs heterogeneo, por 
esto la distribucion de carga tiene en cuenta las capacidades de los recur­
sos de cámputo disponibles. Comprobamos que es posible incrementar el 
rendimiento de la aplicacián considerando todos los recursos de computo 
del cluster (CPUs y GPUs) respecto a utilizar solo las GPUs.
Keywords: Programacion hábrida, HPC, MPI, OpenMP, CUDA, Clus- 
ter, Multicore, GPU
1. Introducción
Hoy en día existen arquitecturas paralelas con gran poder de computo que 
combinan varios procesadores multi-core dentro de una misma maquina y multi- 
ples GPUs. Para sacar provecho a esta arquitectura, las aplicaciones deben ser 
programadas a partir de combinar diferentes herramientas de programación, por 
ejemplo: MPI+CUDA, OpenMP+CUDA, Pthreads+CUDA [1,2,3,4]. En parti­
cular, en maquinas donde el numero de cores supera el número de GPUs, la 
utilizacion de todos los recursos de computo disponibles (cores y GPUs) puede 
llevar a una mejora en el rendimiento con respecto a utilizar súolo un tipo de 
recurso.
Asimismo, varias de estas maquinas pueden conectarse a traves de una red 
formando un cluster de CPUs/GPUs. En este caso, para explotar toda la po­
tencia de cúomputo provista por el cluster, la aplicaciúon debe ser programa­
da a partir de combinar herramientas de programaciúon de memoria compar­
tida y de paso de mensajes. Así surgen distintos patrones, como por ejemplo: 
MPI+OpenMP+CUDA y MPI+Pthreads+CUDA.
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Aún mas, las maquinas del cluster de CPUs/GPUs pueden diferir entre sí, 
es decir tanto en modelo y nuúmero de CPUs y GPUs, formando arquitecturas 
paralelas totalmente heterogeneas.
Estando en la era del ” Big Data” , una amplia gama de aplicaciones que 
procesan grandes voluúmenes de datos para extraer informaciúon necesaria para la 
toma de decisiones en distintos ambitos (salud, industria, finanzas, etc) pueden 
beneficiarse de las arquitecturas antes mencionadas para reducir su tiempo de 
cúomputo.
Todo lo anterior supone un reto para el programador de aplicaciones, ya 
que no es trivial portar una aplicacioún heredada programada utilizando una 
unica herramienta de programacion paralela (MPI,Pthreads, OpenMP, CUDA) 
o combinaciones de dos de ellas, para que corra eficientemente sobre un cluster 
de CPUs/GPUs. Adicionalmente, la heterogeneidad del cluster de CPUs/GPUs 
añade un desafío adicional a la hora de distribuir la carga de trabajo.
En este trabajo describimos un esquema para estructurar codigo paralelo a 
ser ejecutado sobre un cluster de CPUs/GPUs, de modo de aprovechar toda la 
potencia de computo de esta arquitectura (CPUs y GPUs disponibles). En parti­
cular, nos centramos en aplicaciones desarrolladas con MPI+OpenMP+CUDA. 
Asimismo, explicamos los pasos a seguir para compilar estas aplicaciones húbri- 
das. Resolvemos el problema de suma por reduccion utilizando el esquema pro­
puesto sobre un cluster de CPUs/GPUs heterogúeneo, por esto la distribuciúon de 
carga tiene en cuenta las capacidades de los recursos de cúomputo disponibles. 
Comprobamos que es posible incrementar el rendimiento de la aplicacioún consi­
derando todos los recursos de cúomputo del cluster (CPUs y GPUs) respecto a 
utilizar soúlo las GPUs.
El resto del paper esta organizado de la siguiente manera. La Seccion 2 pre­
senta trabajos relacionados con la programaciúon de GPUs, multi-GPUs y clusters 
de CPUs/GPUs. La Secciúon 3 introduce los modelos y herramientas de progra- 
maciúon paralela. La Secciúon 4 introduce el esquema propuesto para estructurar 
cúdigo a ser ejecutado sobre un cluster de CPUs/GPUs. La Seccion 5 muestra 
la evaluacion experimental. Por último, la Secciún 6 presenta las conclusiones y 
lúneas de trabajo futuro.
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2. Trabajos relacionados
En las uúltimas dos dúecadas, la evoluciúon en las arquitecturas de coúmputo 
trajo aparejada una revoluciúon en la forma de programar las aplicaciones.
La integraciúon de una GPU en una múaquina ha impulsado el desarrollo de 
aplicaciones paralelas que explotan la potencia de úesta placa. En este caso, las 
herramientas de programaciún utilizadas son CUDA [4] u OpenCL [5], segun el 
proveedor de la placa gráfica (NVIDIA/AMD). En particular, se pueden mencio­
nar algoritmos de criptografía [6,7], analisis de imagenes medicas [8], simulacion 
de dinamica de fluidos [9,10], etc, que alcanzan buena aceleracion sobre una 
GPU.
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Por otro lado, diversos autores han estudiado la paralelizaciúon de aplicaciones 
sobre clusters de CPUs/GPUs, debido a la atractiva relaciúon costo/rendimiento 
de esta arquitectura. En general, el patroún utilizado al paralelizar se basa en lan­
zar un proceso MPI que controla a cada GPU disponible en el cluster. De este 
modo, se delega el control de la aplicaciúon y la comunicaciúon a MPI, mientras 
que se encarga a CUDA el computo intensivo de datos [9,11]. En particular, en 
[12] los autores paralelizan aplicaciones con MPI+CUDA y muestran como es­
tructurar y compilar el cúodigo que combina estas dos herramientas. Para evaluar 
las aplicaciones, utilizan un cluster compuesto por dos múaquinas heterogúeneas 
(una de ellas integra 4 GPUs Tesla T10 y la otra 1 GPU Tesla C1060). La hete­
rogeneidad subyacente en dicho cluster implica realizar la reparticioún de trabajo 
en base a la potencia de cúomputo de las GPUs de cada múaquina.
Otros autores han desarrollado aplicaciones que aprovechan la potencia de 
las muúltiples GPUs integradas en una misma múaquina. Esto da lugar a patrones 
húbridos (MPI+CUDA, OpenMP+CUDA, Pthreads+CUDA) que consisten en 
lanzar tantos procesos/threads como GPUs disponibles, encargando a cada uno 
la interaccion con una GPU, la cual realiza el cúmputo de datos [12,13,14].
Los modelos adoptados por los autores mencionados con anterioridad con­
sisten en hacer trabajar a las GPUs disponibles, encargando la gestiúon de las 
GPUs a un nuúmero similar de cores de la arquitectura. En el caso particular 
que el nuúmero de cores disponibles en una múaquina exceda al nuúmero de GPUs, 
estos modelos llevan a infrautilizar los recursos de cúomputo, ya que ciertos cores 
de la múquina quedan ociosos.
En este sentido, en [15] los autores proponen un patron húbrido MPI+OpenMP 
+CUDA (MOC) para aprovechar toda la potencia de computo de un cluster 
de CPUs/GPUs, y lo contrastan contra los patrones MPI puro y MPI+CUDA 
(MC). El patrúon MOC se basa en lanzar un proceso MPI por cada GPU del 
cluster. Cada proceso a su vez genera una cantidad de threads adecuada (dada 
por mxnc/ng-1, donde m es el numero de procesadores de la maquina, nc es la 
cantidad de cores de cada procesador y ng es la cantidad de GPUs de la múaqui- 
na). El thread maestro del proceso se encargaraú de interactuar con la GPU, la 
cual realizarúa parte del cúomputo sobre los datos, mientras que los demaús threads 
computan el restante de datos. Para obtener buen rendimiento, la distribucion 
de la carga de trabajo dentro de cada maúquina la realizan teniendo en cuenta 
las capacidades de cúomputo de la CPU y GPU. De los resultados experimentales 
obtenidos a partir de correr distintos tipos de aplicaciones sobre el cluster ho- 
mogeneo TianHe-1A, en el cual cada nodo posee una unica GPU, destacan que 
este patrúon es efectivo especialmente para aplicaciones de cúomputo intensivo.
Siguiendo una lúnea similar, el trabajo [16] introduce la paralelizaciún del 
algoritmo de criptografúa AES utilizando OpenMP+CUDA, sobre una maúquina 
con múltiples cores y una única GPU. La estrategia propuesta por los autores 
consiste en lanzar varios hilos, uno de ellos se encarga de la interacciúon con la 
GPU y de invocar al kernel para computar AES sobre la GPU, mientras que el 
resto de los hilos computan AES sobre cores de la CPU. Para la reparticiúon de 
trabajo tienen en cuenta la capacidad de la GPU y de la CPU. Comparan esta
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estrategia húbrida (HPP y HPUP) contra aquellas que consisten en utilizar súolo 
la GPU (GPP y GPUP) y solo los cores de la CPU (CPP y CPUP), programa­
das uúnicamente con CUDA y OpenMP respectivamente. La estrategia húbrida 
obtiene mejores resultados, a esta la sigue el algoritmo CUDA y por uúltimo el 
algoritmo OpenMP.
De lo anterior podemos destacar que, si bien en [15] proponen un patron 
MPI+OpenMP+CUDA para aprovechar toda la potencia de un cluster de CPU- 
s/GPUs, no indican la manera de estructurar el cúodigo húbrido ni tampoco mues­
tran como realizar la compilacion, la cual no es trivial. Ademas, los autores cen­
tran su experimentaciúon sobre un cluster homogúeneo, por lo tanto la distribuciúon 
de carga es sencilla.
3. Modelos y Herramientas de Programación Paralela
Un modelo de programaciúon paralela describe un sistema paralelo desde el 
punto de vista del programador. Una clasificacioún posible es seguún el mecanismo 
de interacciúon de los procesos:
■ Modelo de memoria compartida: los procesos se comunican a traves de es­
cribir y leer la memoria compartida.
■ Modelo de paso de mensajes: los procesos se comunican a traves de enviar y 
recibir mensajes (ya que no tienen acceso a zonas de memoria compartida).
A continuacioún se resumen las caracterústicas de las herramientas OpenMP, 
MPI y CUDA, hoy predominantes en el desarrollo de aplicaciones paralelas. Si 
bien existen otras herramientas de programaciúon paralela, como por ejemplo 
Pthreads, Cilk, OpenCL, entre otras, no serúan tratadas aquú, pero se discuten 
en detalle en [17].
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3.1. OpenMP
OpenMP [2] es un estúandar que define una API para la programaciúon de 
aplicaciones sobre memoria compartida, disponible para los lenguajes C, C + +  
y Fortran. Provee un conjunto de directivas, rutinas y variables de entorno. A 
partir del conjunto de directivas se puede crear threads, realizar operaciones de 
sincronizacioún y distribuir la carga de trabajo entre threads.
OpenMP impone una estructura jerúarquica entre los threads, ya que sigue 
el modelo fork/join. En este modelo la ejecuciúon del programa comienza como 
un uúnico hilo (maestro), que ejecuta secuencialmente hasta encontrar una regiúon 
paralela (directiva parallel). En ese momento, el maestro crea un conjunto de 
threads (fork). A partir de allú, cada thread ejecutara las sentencias encerradas 
en la region paralela en forma concurrente. Cuando todos los threads finalizaron 
la ejecucion, se sincronizan y terminan (join), quedando solo el thread maestro, 
el cual continúa la ejecucion.
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3.2. MPI
MPI (Message Passing Interface) [1] es un estaúndar que define una API para 
la comunicacion por paso de mensajes. Existen diversas implementaciones (por 
ejemplo, OpenMPI y MPICH), que a su vez se adaptan a distintas arquitectu­
ras, de este modo aprovechan las caracterústicas fúsicas del sistema. Entre las 
funciones búasicas que provee MPI se encuentran aquellas que posibilitan realizar 
comunicaciúon punto a punto y comunicaciúon colectiva.
3.3. CUDA
CUDA (Compute Unified Device Architecture) [4] es una extensiúon al len­
guaje C que permite a los programadores escribir cúodigo a ser ejecutado en una 
GPU NVIDIA de forma sencilla.
Desde el punto de vista del programador CUDA, el sistema paralelo estúa for­
mado por un host (CPU) y un device (GPU). Asú, el programa CUDA tendrá fa­
ses a ejecutar en el host y fases a ejecutar en el device (codificadas a traves de 
funciones llamadas kernels). En el device, el computo correspondiente a un ker- 
nel es realizado por un conjunto de hilos, que se organizan en bloques y que a 
su vez se agrupan en un grid. De esta manera, cuando el programador invoca 
a un kernel debe especificar la organizaciúon de los hilos (esto es, la cantidad 
de hilos por bloque y su organizaciúon, y la cantidad de bloques del grid y su 
organizacion). La ejecucion del grid serú tratada por una única GPU. En par­
ticular, cada Streamming Multiprocessor de la GPU seraú encargado de ejecutar 
uno o varios bloques de úeste grid. Uúnicamente los hilos que conforman un bloque 
pueden cooperar, a traves de la memoria compartida, y sincronizarse.
El modelo de memoria CUDA se organiza en una jerarquúa y estaú compuesto 
por: la memoria global, que admite lectura/escritura por parte del host y del 
device; la memoria de constantes, que admite lectura/escritura por parte del 
host y solo lectura por parte del device; la memoria compartida, que puede ser 
accedida por todos los hilos de un bloque; y por uúltimo los registros accesibles 
súolo por el hilo.
4. Esquema híbrido M P I+O pen M P +C U D A
En la actualidad, es posible encontrar arquitecturas paralelas integradas por 
dispositivos con caracterústicas diferentes, por ejemplo, clusters de CPUs/GPUs 
compuestos por múaquinas con muúltiples cores y muúltiples GPUs. A su vez, las 
CPUs y GPUs de las distintas maúquinas pueden tener diferentes prestaciones. 
Con el objetivo de aprovechar al múaximo la potencia de estas arquitecturas 
heterogúeneas, las aplicaciones deben ser desarrolladas combinando distintas he­
rramientas de programacion paralela. El codigo de una aplicacion con estas ca- 
racterústicas en general es complejo y difúcil de estructurar.
En esta secciúon describimos un esquema para estructurar cúodigo paralelo a 
ser ejecutado sobre un cluster de CPUs/GPUs, de modo de aprovechar todos los
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cores y GPUs. En particular, nos centramos en aplicaciones desarrolladas con 
MPI+OpenMP+CUDA, en las cuales se pueden diferenciar tres tipos de cúdigo: 
el cúodigo MPI, donde se realiza la comunicaciúon entre los procesos generados; 
el cúodigo OpenMP, encargado de crear los hilos, algunos de ellos realizarúan el 
cúomputo sobre los cores y otros gestionarúan las GPUs; el cúodigo CUDA, encar­
gado de crear los hilos que realizarúan el coúmputo sobre la GPU.
Para desarrollar una aplicacioún con estas caracterústicas, la forma múas sencilla 
es incluir todo el coúdigo dentro de un mismo archivo. Sin embargo, utilizaremos 
una implementacioún modular ya que facilita la lectura y el mantenimiento del 
codigo.
La estructura que proponemos implementa el cúodigo de cada herramienta en 
archivos separados, como explicamos a continuaciúon.
El archivo principal mpLsource.c incluye unicamente codigo MPI. Al iniciar 
la ejecucioún de la aplicaciúon, MPI genera tantos procesos como el usuario indique. 
En nuestro caso, generamos un proceso por múaquina del cluster. Cada proceso 
ejecutarúa el cúodigo que se encuentra en dicho archivo, cuyo objetivo es el control 
de la aplicacion, la comunicacion entre maquinas y la distribucion de datos. A su 
vez, cada proceso interactuúa con el múodulo que implementa el cúodigo OpenMP 
ompsource.c.
En el múodulo OpenMP se crean tantos hilos como cores posea la maúquina. 
Un nuúmero determinado de estos hilos se destina a gestionar las GPUs dispo­
nibles. En particular, se asocia un hilo por GPU y, por simplicidad, estos hilos 
son aquellos con menor identificador. De esta forma, el identificador del hilo 
coincide con el identificador de la GPU con la que se relaciona. El resto de los 
hilos se destinan al cúomputo sobre los cores de la múaquina. Los hilos que ges-
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tionan las GPUs interactúan con el modulo que implementa el código CUDA 
cudasource.cu.
El modulo CUDA implementa todo lo relacionado a la ejecuciún sobre una 
GPU: selecciona la GPU; aloca espacio en memoria de la GPU; realiza las copias 
host-to-device; determina la cantidad de hilos a utilizar y su organizacion (blo­
ques y grid); invoca el kernel CUDA; por último, recupera los resultados (copia 
device-to-host) y libera la memoria alocada en la GPU.
Este esquema puede ser aplicado en la resolucioún de problemas regulares, en 
los cuales los datos a procesar se encuentran disponibles desde el inicio de la 
ejecucioún de la aplicacioún.
4.1. Compilación
Generalmente, el coúdigo implementado usando una herramienta particular 
se compila con un compilador especúfico. Por ejemplo: el coúdigo MPI se compila 
con mpicc; el cúdigo OpenMP se compila con gcc; y el codigo CUDA se compila 
con nvcc. Afortunadamente, mpicc y nvcc son ’ ’wrappers” de gcc y es posible 
utilizar alguno de ellos para compilar la aplicaciúon húbrida.
Basicamente, existen dos formas de compilar una aplicaciún húbrida. La pri­
mera consiste en utilizar un soúlo compilador. En nuestro ejemplo, la forma múas 
simple de hacerlo es a traves del compilador de CUDA (nvcc), como se indica a 
continuaciúon.
$ nvcc —X com piler —fopenmp — I$MPI_PATH/ in c lu d e  
—L$MPI_PATH/ l i b —lmpi —o mpi_omp_cuda m p i_ so u r c e . c  
o m ^ s o u r c e  . c c u d ^ s o u r c e  .cu
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La segunda forma consiste en compilar cada múodulo por separado a par­
tir del compilador correspondiente, generando cúodigo objeto, y luego enlazar el 
codigo generado utilizando alguno de los compiladores mencionados. En nuestro 
ejemplo, el enlazado lo realizamos con el compilador de MPI (mpicc).
$ mpicc —c m p L s o u r c e  . c —o m p i_ so u r c e . o  
$ gcc —fopenmp —c o m ^ s o u r c e . c  —o omp_source . o 
$ nvcc —c c u d ^ s o u r c e  . cu —o cuda_source  . o 
$ mpicc m p L s o u r c e  .o  omp_source . o cuda_source  . o 
—L$CUDAPATH/ l i b 64 — l c u dar t  —lgomp —o mpi_omp_cuda
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5. Experimentos
Utilizamos el esquema propuesto en la Seccion 4 para resolver el problema de 
suma por reducciúon sobre un cluster de CPUs/GPUs. Especúficamente, el algo­
ritmo realiza la suma de los elementos de un vector. Evaluamos esta implemen- 
tacion, a la que llamaremos SR_MOC, sobre un cluster heterogeneo compuesto 
por 4 maquinas, cuyas características se muestran en la Tabla 1.
Tabla 1: Características del cluster de CPUs/GPUs heterogeneo
Tabla 2: Porcentaje de carga de trabajo asignada a cada maquina del cluster.
En un escenario heterogúeneo es necesario distribuir la carga de trabajo tenien­
do en cuenta las capacidades de cada unidad de procesamiento. Varios autores 
estudiaron este tema. Por las caracterústicas de nuestra aplicacioún, nos basamos 
en las propuestas de distribucion estatica de [18,19]. Para distribuir la carga, 
obtienen la potencia de cada procesador con respecto al mejor procesador de la 
arquitectura (pcr o potencia de computo relativa). En funcion de la pcr deter­
minan el porcentaje de la carga de trabajo que debe computar cada unidad de 
procesamiento.
A partir de ejecutar la aplicacion en cada unidad de procesamiento (core/G- 
PU) del cluster, obtuvimos la potencia de computo relativa (pcr) de cada una
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Figura 1: Reduccion en el tiempo de ejecucion SR_MOC vs SR_MC.
de las unidades. En función de las potencias calculadas, determinamos la pcr 
de cada móquina y, a partir de esto, el porcentaje de la carga de trabajo que 
recibirá cada una, el cual se muestra en la segunda columna de la Tabla 2.
Asimismo, la porción de la carga de trabajo recibida por una móquina debe 
distribuirse entre sus cores y GPUs de acuerdo a la potencia de cómputo rela­
tiva de cada uno de ellos dentro de esa móquina. De lo anterior, obtuvimos el 
porcentaje de la carga de trabajo que recibirá cada core/GPU de la maquina, 
los cuales se muestran en la tercera y cuarta columna de la Tabla 2.
Para ejemplificar esto último, podemos ver en la Tabla 1 que la Maquina 1 
posee 4 cores y 2 GPUs: 2 cores estarón dedicados a interactuar con las GPUs y 
2 cores estarón disponibles para realizar computo. De la porción de la carga de 
trabajo recibida por esta móquina, el 11 % seró distribuido proporcionalmente 
entre los 2 cores que realizarón cómputo (5,5 % a cada uno) y el 89 % restante 
seró procesado por las 2 GPUs (44,5% a cada una). En el caso particular de la 
Maquina 3, los unicos 2 cores de la arquitectura estarón dedicados a gestionar 
las GPUs, por lo tanto las GPUs realizaran el 100 % del trabajo (50 % cada una).
Comparamos el algoritmo SR_MOC con un algoritmo MPI+CUDA que rea­
liza la suma por reducción utilizando solo las GPUs del cluster (sin tener en 
cuenta los cores), a la que llamaremos SR_MC. La Figura 1 muestra que el al­
goritmo SR_MOC reduce el tiempo de ejecución a medida que se incrementa 
el volumen de la carga de trabajo, con respecto al algoritmo SR_MC. Como se 
puede observar, el porcentaje de reducción es de hasta un 10%.
6. Conclusiones y trabajo futuro
En este trabajo presentamos un esquema para estructurar coódigo paralelo a 
ser ejecutado sobre un cluster de CPUs/GPUs, basado en MPI+OpenMP+CUDA. 
A diferencia de varios autores, que utilizan soólo las GPUs descartando los co­
res de la arquitectura, nuestra estructura permite desarrollar aplicaciones que 
explotan toda la potencia de cómputo del cluster (cores y GPUs).
Asimismo, explicamos los pasos a seguir para compilar estas aplicaciones 
híbridas, lo cual no es trivial.
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Evaluamos el algoritmo de suma por reduccioón, desarrollado utilizando el 
esquema propuesto, sobre un cluster de CPUs/GPUs heterogóeneo. Distribuimos 
la carga de trabajo de acuerdo a las capacidades de los recursos de coómputo dis­
ponibles. Concluimos que es posible incrementar el rendimiento de la aplicación 
hasta un 10 % si se consideran todos los recursos de computo del cluster (CPUs 
y GPUs) respecto a utilizar solo las GPUs.
Como trabajo futuro, planeamos resolver otros problemas regulares utilizan­
do el esquema propuesto y analizar su rendimiento sobre clusters hóomogeneos y 
heterogeneos de CPUs/GPUs.
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