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Abstract
A continuous linear operator T :X → X on a topological vector space X is called hypercyclic if there
is x ∈ X such that the orbit {T nx}n0 is dense in X. We establish a criterion for hypercyclicity, and
study some applications. In particular, we establish hypercyclic left-multipliers LT :S → T S on the space
L (X,Y ) of continuous linear operators between X and Y , provided with the topology of uniform conver-
gence on bounded sets, for some spaces X,Y of holomorphic functions.
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1. Introduction
A continuous linear operator T :X → X on a real or complex topological vector space
(TVS) X, is said to be hypercyclic if for some vector x ∈ X, called hypercyclic for T , the orbit
Orb(T , x) ≡ {T nx}n0 is dense. Thus the existence of a hypercyclic operator in L (X), i.e., the
algebra of continuous linear operators on X, requires that X is separable. An F -space is a com-
plete metrizable TVS and so, a Fréchet space is a locally convex F -space. (By an F -topology
on a vector space X we refer to a topology f for which (X,f ) is an F -space.) For F -spaces we
have the following well-known Hypercyclicity Criterion to establish hypercyclicity, see [1]:
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Criterion: There exist dense subsets Z,Y ⊆ X and sequences (Sk) and (nk) of maps Sk :Y → X
and of natural numbers nk such that
(1) T nk z → 0 for all z ∈ Z,
(2) Sky → 0 for all y ∈ Y ,
(3) T nkSky → y for all y ∈ Y .
Then T is hypercyclic.
At this point, there is no such criterion for non-F -spaces. For such spaces, authors instead
typically apply the following simple condition, see, e.g., [4,11]:
Proposition 2. Let X be a TVS and T ∈L (X). Assume there exist an F -space Y (or any TVS
Y ), a hypercyclic operator S ∈L (Y ) and a continuous map i :Y → X with dense range, such
that T i = iS. Then T is hypercyclic.
The main objective in this note is to establish the following criterion, also applicable for non-
F -spaces, which is some sort of synthesis of Propositions 1 and 2, and cf. [6, Theorem 2.1] and
[8, Proposition 4]:
Theorem 3. Let T :X → X be a continuous linear operator on a TVS X = (X, τ). Assume X
admits an F -topology f such that T is f -continuous and the topology τ on X is coarser than f .
Then T is τ -hypercyclic provided there exist a countable τ -dense set Y ⊆ X and a sequence (Sn)
of maps Sn :Y → X, such that for all x ∈ Y :
T nx → 0, Snx → 0 in (X,f ), and T nSnx = x.
Note here that (X,f ) needs not to be separable, which should be compared to that Y has to be
separable in Proposition 2. Noteworthy is also that our proof of Theorem 3 is constructive, in the
sense that we obtain an expression for the required hypercyclic vector. Let us mention an impor-
tant situation where Theorem 3 can be applied. Let X be a separable Banach space. Then X′ is
σ(X′,X)-separable, but may fail to be separable in norm, and thus fails to support a hypercyclic
operator. (Recall that this is the case when X = 1, since ′1 = ∞ is not norm-separable.) In any
case, σ(X′,X) is coarser than the norm- and F -topology on X′ and so, Theorem 3 is applicable
to establish σ(X′,X)-hypercyclic operators. We shall come back to this observation in Section 3,
where we consider applications of Theorem 3. Another situation where our criterion is applica-
ble is, as we shall see in Section 3, when we consider hypercyclicity of left-multipliers. More
specifically, the space of continuous linear operators between the topological vector spaces X
and Y , is denoted by L (X,Y ). Given an operator T ∈L (Y ), the corresponding left-multiplier,
LT , is the operator on L (X,Y ) defined by LT (S) ≡ T S. Of course, a necessary condition for
a left-multiplier LT to be hypercyclic, say, with respect to the Strong Operator Topology (SOT)
on L (X,Y ), or any finer topology, is that T is hypercyclic. (Recall that SOT is the topology of
pointwise convergence.) In fact, it follows that if S is an SOT-hypercyclic vector for LT , then
S maps nonzero vectors onto hypercyclic vectors for T . Now, in the other direction, a recent
result of Bonet et al. [4, Theorem 3.1] states that if X,Y are separable Fréchet spaces and where
X admits a continuous norm, then LT is SOT-hypercyclic provided T satisfies the Hypercyclic-
ity Criterion (see also [6,8]). Thus it is a natural question to ask if we can have hypercyclicity
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Topology (UOT) defined by uniform convergence on bounded sets (see also [4, Remark 3.4]). In
particular, this means that we must deal with non-Banach spaces, since L (X,Y ) is in general not
separable for such spaces X,Y . However, by applying Theorem 3 we establish UOT-hypercyclic
left-multipliers on L (Exp,H ), where H and Exp denote, respectively, the space of entire func-
tions and the space of entire exponential type functions (in d  1 variables). (Note that Exp is
not a Fréchet space.) In particular, it follows that Lp(D), where p is any nonconstant homoge-
neous polynomial, is UOT-hypercyclic on L (Exp,H ). With the same technique (Theorem 3)
we establish similar results for left-multipliers acting on L (P,F ) and on L (O,EXP). Here
P is the polynomial ring and F the ring of formal power series, EXP denotes the space of zero
exponential type functions while O is the ring of convergent power series (all this in d  1 vari-
ables). Noteworthy is here, in view of the result of Bonet and co-workers, that F is a Fréchet
space that does not admit any continuous norm, while P and O are non-Fréchet spaces. Further,
L (O,EXP) is a small Fréchet space, and by applying Proposition 2 (with Y =L (O,EXP)) we
obtain UOT-hypercyclic left-multipliers on L (H ).
2. The proof of Theorem 3
Our proof of Theorem 3, that follows, is inspired by ideas of Chan [6, Theorem 2.1], see also
[15] where we obtained a special case.
Let Y = {xn}n1 and let {Un}n1 be a decreasing neighborhood basis of the origin for (X,f )
such that each Un is balanced and closed. We construct a sequence (nk) of natural numbers as
follows. Choose n1 > 0 such that Sn1(x1) ∈ 2−1U1. Next we choose n2 > 0 such that
T n2(x1), Sn1+n2(x2), T n1Sn1+n2(x2) ∈ 2−12−2U2.
(That this is possible follows by first applying the continuity if T n1 , and then the fact that T n(x1)
and Sn(x2) go to zero as n → ∞.) Assume n1, . . . , nk−1 are chosen, then we choose nk > 0 so
that
T ni+1+···+nk (xi) ∈ 2−i2−i−1 · · ·2−kUk, (1)
T n1+···+ni Sn1+···+nk (xk) ∈ 2−12−2 · · ·2−kUk, (2)
for i = 1, . . . , k − 1, and
Sn1+···+nk (xk) ∈ 2−12−2 · · ·2−kUk. (3)
Condition (3) implies that the partial sums of ∑∞k=1 Sn1+···+nk (xk) form a Cauchy sequence
in (X,f ), and hence the series converges to an element x ∈ X. We prove that x is a required
hypercyclic vector for T . The continuity of T with respect to f , and the fact that T nSn(xm) = xm
for all n and m, give:
T n1+···+nr (x) =
r−1∑
k=1
T nk+1+···+nr (xk)+ xr +
∞∑
k=r+1
T n1+···+nr Sn1+···+nk (xk),
if r  2. Let m be arbitrary and choose l so that Ul +Ul ⊆ Um. From (1) we have if r  l,
r−1∑
T nk+1+···+nr (xk) ∈ Ur
r−1∑
2−k · · ·2−r ⊆ Ul,
k=1 k=1
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∞∑
k=r+1
T n1+···+nr Sn1+···+nk (xk) ∈ Ur
∞∑
k=r+1
2−1 · · ·2−r · · ·2−k ⊆ Ul.
Hence T n1+···+nr (x) − xr ∈ Um provided r  l and so T n1+···+nr (x) − xr → 0 in (X,f ) as
r → ∞. Next, let x0 ∈ X and let U be any τ -neighborhood of the origin. We must prove that
(x0 + U) ∩ {T nx}n0 
= ∅. Choose a τ -neighborhood of the origin V such that V + V ⊆ U .
Since Y is dense in X, there is an increasing sequence (νi) and iV  1 such that xνi − x0 ∈ V for
all i  iV . We have that T n1+···+nνi (x) − xνi → 0 in (X,f ) and hence, since f is finer than τ ,
T n1+···+nνi (x)− xνi ∈ V for i sufficiently large. We obtain
T n1+···+nνi (x)− x0 =
(
T n1+···+nνi (x)− xνi
)+ (xνi − x0) ∈ U
for some i. Hence x is hypercyclic for T , and the proof is complete.
3. Applications
3.1. Backward shifts
We shall establish weakly (i.e., weak*) hypercyclic backward shifts on the dual of separable
Banach spaces. Let X be a Banach space with a symmetric basis (en)n0, i.e., (en) is a basis such
that (en) and (eπ(n)) form equivalent basic sequences for any permutation π of N = {0,1, . . .}.
We recall that the biorthogonal system (e′n), relative to the basis (en), forms a weak* basis of the
dual X′. Further, if (en) is normalized (‖en‖ = 1), then ‖e′n‖ 2K for all n where K denotes the
basic constant for (en). For details on all this about bases and basic sequences, we refer to [10].
By a weight sequence we refer to a bounded sequence (wn) of nonzero scalars.
Lemma 4. Any weighted backward shift B , defined by Be′0 ≡ 0 and Be′n+1 ≡ wn+1e′n if n 0,
where (en) is a normalized symmetric basis of X and (wn) a weight sequence, forms a weak*
and norm-continuous operator on X′.
Proof. It suffices to prove that the forward shift F , defined by Fen ≡ wn+1en+1 (n = 0,1, . . .),
forms a bounded operator on X. Indeed, for then it is easily checked that B is the adjoint of F ,
and the lemma will follow. By the principle of uniform boundedness, it suffices to prove that
F indeed defines an operator, i.e., that
∑
wn+1αnen+1 converges whenever
∑
αnen does. This
follows by Proposition 1.c.7 and the discussion in [10, p. 114]. 
Theorem 5. Let X be a Banach space with a normalized symmetric basis e = (en), and let
w = (wn) be a given weight sequence. Then the backward shift B ∈L (X′), relative to e′ = (e′n)
and w, is σ(X′,X)-hypercyclic provided limn→∞
∏n
i=1 |wi | = ∞.
Proof. We apply Theorem 3. To this end we let f be the norm topology on X′ and Y be the
countable set in X′ formed by all finite sums
∑N
0 qne
′
n, with rational coefficients qn (i.e., qn =
un+ivn where un, vn ∈ Q if X is complex). Then Y is σ(X′,X)-dense, since (e′n) is a weak basis,
and Bn → 0 pointwise (in norm) on Y . Next we let Y˜ be the set of all finite sums ∑N0 αne′n,
with arbitrary coefficients αn, and define S˜ : Y˜ → Y˜ by ∑N0 αne′n →∑N0 (αn/wn+1)e′n+1, and
S˜n ≡ S˜n. Finally we let Sn be the restriction of S˜n to Y . We see that BS˜ = Id ˜ (≡ the identityY
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We note that Sne′m = (
∏m+n
i=m+1 wi)−1e′m+n and hence,
∥∥Sne′m∥∥=
∏m
i=1 |wi |∏m+n
i=1 |wi |
‖e′m+n‖
∏m
i=1 |wi |∏m+n
i=1 |wi |
(2K) → 0,
as n → ∞. Accordingly, Sn → 0 pointwise on all of Y . 
Of course, Theorem 5 is of most interest in the case when e′ is not a basis (in norm) of X′, e.g.,
when X′ is not separable, for it is in this case we obtain something new (however, see also [3]).
In this case, e.g., when X = 1, and thus X′ = ∞, and e is the canonical unit basis, Theorem 5
provides us with an operator that is weak* but not norm-hypercyclic. For more on this topic we
refer to [7]. For further examples of Banach spaces with symmetric bases, and thus for which
Theorem 5 applies, we refer to [10, Chapter 4].
Finally, Theorem 3 is, of course, applicable to establish weak* hypercyclicity of arbitrary
operators on X′ where X is a separable Banach space.
3.2. Left multipliers
3.2.1. For the pair P , F
Consider the separable reflexive Fréchet space ω ≡∏∞n=0 K (K = C or R), provided with the
product topology, and the space ϕ ≡⊕∞n=0 K equipped with its direct sum topology. Recall that
ϕ can be identified with the dual of ω and vise versa. These spaces are important, especially
due to the fact that ω does not admit any continuous norm and carries a very coarse topology
while ϕ, as an inductive limit of finite dimensional spaces, carries the finest locally convex topol-
ogy. Hence, in particular, L (ϕ) does not admit any hypercyclic operator [5, Proposition 6].
However, in view of our purposes, it is convenient to work with their copies: the ring F ( ω) of
formal power series in d  1 variables and the polynomial ring P ( ϕ) (d variables). Here we
assume F is provided with the topology of convergence at each coefficient, and P is the locally
convex inductive limit of the finite dimensional spaces Pn of polynomials of degree at most n,
equipped with their unique Banach space topologies. A generating family of seminorms on F
is given in the following way. Let Hn denote the space of n-homogeneous polynomials in d
variables, and let ‖ · ‖n denote the norm on Hn defined by ‖p‖2n ≡
∑
|α|=n |p(α)(0)|2/α!. (Here,
and below, we use standard multi-index notation |α| ≡∑αi , α! ≡ Παi !, etc. if α = (αi) ∈ Nd .)
The topology on F is then generated by the seminorms f →∑n0 ‖Hif ‖i , n ∈ N, where Hn
denotes the natural projector F → Hn defined by ∑α∈Nd fαzα → ∑|α|=n fαzα . We may
identify P with the strong dual F ′ (and, by reflexivity, F with P ′) via the bilinear form
〈f,p〉 ≡∑α∈Nd f (α)(0)p(α)(0)/α! on F ×P .
Consider now the space L (P,F ) of continuous linear operators T :P →F provided with
the UOT, i.e., the topology of uniform convergence on bounded (or equivalently, since P  ϕ
is nuclear and hence semi-Montel, compact) sets in P . Since P is the strong dual of a Fréchet
space, P is a DF-space (thus, it has a countable fundamental family of bounded sets), and thus
L (P,F ) is a Fréchet space. (Parenthetically we note that every linear operator T :P →F is
continuous, i.e., T ∈L (P,F ), since P carries the finest locally convex topology.) Recall that
given an operator T ∈L (F ), the corresponding left-multiplier, LT , is the continuous operator
on L (P,F ) defined by LT (S) ≡ T S.
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on F defined by P(D) ≡∑∞0 Hnpn(D), where pn(D) is the differential operator obtained by
replacing each variable zi by Di ≡ ∂/∂zi in pn.
Remark 1. Note that if P = (pn = p) for some p ∈P , then P(D) = p(D), because∑Hn is the
identity operator on F . Further, if P = (nm) is the sequence of constant polynomials pn = nm,
then P(D) is the mth power 〈z,D〉m of the Euler operator 〈z,D〉 ≡ z1D1 + · · · + zdDd . Indeed,
just note that if p ∈Hk , then 〈z,D〉p = kp and thus 〈z,D〉mp = kmp =∑n nmHnp = P(D)p.
Since the homogeneous polynomials form a total in F , our claim follows.
Lemma 6. The operators HnzαDβ , where n 0 and α,β ∈ Nd , form a total set in L (P,F ).
Proof. If I denotes the identity operator on F , we have that I =∑Hn in L (F ) with respect
to the UOT. Hence, it suffices to prove that {zαDβ : α,β ∈ Nd} forms a total set in L (P,F ),
which follows by the following Kernel Theorem:
Sublemma. Let T ∈L (P,F ). Then there is a unique formal power series P =∑α,β∈Nd pα,β ×
zαξβ such that T =∑pα,βzαDβ in L (P,F ).
Proof of Sublemma. A set in P is bounded if and only if it is contained and bounded in
some Pn. From this it is clear that
∑
pα,βz
αDβ converges absolutely in L (P,F ) for any
formal power series P(z, ξ) = ∑pα,βzαξβ , and we write (somewhat incorrect) P(z,D) ≡∑
pα,βz
αDβ . Next, let us note that any formal power series P = P(z, ξ) also defines an op-
erator TP ∈L (P,F ) by p → 〈P(z, ·),p〉 (=∑Pα(z)p(α)(0)/α!, Pα(z) ≡ Dαξ P (z,0) ∈F ).
We note P(z,D) = TQ where Q(z, ξ) ≡ P(z, ξ)e〈z,ξ〉 and 〈z, ξ 〉 ≡ ∑ ziξi . Define now Q =∑
qα,βz
αξβ by qα,β ≡ Dα[T (·)β ](0)/α!β!, and P(z, ξ) ≡ e−〈z,ξ〉Q(z, ξ). We must prove that
P(z,D) = T . But P(z,D) = TQ so, for any α, we obtain
P(z,D)(·)α(z) = Dαξ Q(z,0) =
∑
β
Dβz D
α
ξ Q(0,0)z
β/β!
=
∑
β
α!qβ,αzβ =
∑
β
Dβ
[
T (·)α](0)zβ/β! = T (·)α(z).
Hence P(z,D) = T on the total set {zα: α ∈ Nd} in P , and so, P(z,D) = T . 
Lemma 7. Let p be a nonzero element of Hn, and let p¯ denote the multiplication operator
f → p¯f where p¯ is the polynomial obtained from p by conjugating the coefficients. Then the
composition p(D)p¯ maps every Hm bijectively.
Proof. See [17, Lemma 1]. 
Theorem 8. Let P = (pn) be a sequence of nonzero k-homogeneous polynomials where k  1.
Then LP(D) is UOT-hypercyclic on L (P,F ).
Proof. We shall apply Theorem 3. By Lemma 6 there is a countable UOT-dense family Y =
{Tn} in L (P,F ) formed by operators Tn with ImTn ⊆Pm for some m = m(n). Since k  1,
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Ln
P(D)
= LP(D)n → 0 pointwise on Y . Next, Lemma 7 allows us to define a map S :F →F by
S ≡
∑
i0
p¯i
(
pi(D)p¯i
)−1
Hi. (4)
We claim that S forms a continuous right inverse to P(D). Indeed, by the homogeneity of the
polynomials pi , S indeed maps F into F and an application of the closed graph theorem yields
that S is continuous. So we must prove that S is a right inverse. But if p ∈P is m-homogeneous,
Sp = p¯m(pm(D)p¯m)−1p is a (k+m)-homogeneous polynomial. Accordingly, Hnpn(D)Sp = 0
if n 
= m and
Hmpm(D)Sp = Hmpm(D)p¯m
(
pm(D)p¯m
)−1
p = Hmp = p.
This shows that S is a right inverse to P(D) on the dense set P ⊆F and hence, by continuity,
on all of F . Thus, with Sn ≡ LSn , LnP(D)Sn is the identity on Y for all n. It remains thus only to
prove that Sn(T ) = SnT → 0 in L (P,F ) for all T ∈ Y . Put Ai ≡ p¯i(pi(D)p¯i)−1. Then S =∑
AiHi and we deduce (inductively) that Snf =∑i0 Ai+k(n−1) · · ·Ai+kAiHif for any n 1.
Since AiHn ⊆ Hn+k , it is clear that, for given m and l, HlSnPm = {0} for all n sufficiently
large. Hence Sn → 0 on Y . 
In particular, LP(D) is SOT-hypercyclic and so (see the Introduction):
Corollary 9. Any P(D) in Theorem 8 is a hypercyclic operator on F .
Corollary 10. Let p 
= 0 be a k-homogeneous polynomial and put T ≡ p(D)〈z,D〉m, where
k  1 and m 0. Then LT is UOT-hypercyclic on L (P,F ).
Proof. We have that p(D)Hn = Hn−kp(D) if n  k and p(D)Hn = 0 otherwise. Hence (see
Remark 1)
T =
∑
n0
nmp(D)Hn =
∑
nk
nmHn−kp(D) =
∑
n0
(n+ k)mHnp(D) = P(D),
where P = ((n+ k)mp)n, which satisfies the hypothesis of Theorem 8. 
3.2.2. For the pair Exp, H
Next, we shall prove an analogue of Theorem 8 for another important pair of spaces, namely,
the spaces H =H (Cd) and Exp = Exp(Cd) formed by, respectively, the entire functions and
the exponential type functions, in d  1 variables. We assume here that H is provided with
the topology of uniform convergence on compact sets and so, H is a reflexive separable and
nuclear Fréchet space. The topology on Exp is defined as follows. Given r > 0, we denote by
Expr the Banach space of all ϕ ∈H such that supz∈Cd |ϕ(z)|e−r‖z‖ < ∞, where ‖z‖ ≡
∑ |zi |,
equipped with the norm ||| · |||r thus defined. Then Exp =⋃r>0 Expr , and Exp is provided with the
corresponding inductive locally convex topology. It is a well-known fact that Exp is isomorphic
to the strong dual H ′ of H . In fact, an isomorphism is defined by the bilinear form 〈f,ϕ〉 ≡∑
α∈Nd f (α)(0)ϕ(α)(0)/α! on H × Exp (cf. the pairing between F and P). Hence, Exp is a
nuclear (as the strong dual of a nuclear space) DF-space, and L (Exp,H ) is a Fréchet space
with respect to the UOT that, since Exp is nuclear, equals the topology of uniform convergence
on compact subsets.
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for all n  0 for some M,R, r > 0. Then P(D) is the continuous operator on H defined by
P(D) =∑∞0 Hnpn(D). (Here Hn is the natural projector H →Hn and pn(D) is as in Defini-
tion 1.)
The growth condition (|||pn|||r MRn) on P = (pn) implies that P(D) is indeed well defined
and continuous. Further, it is convenient to note that if P = (pn) ⊆ Hk for some k, then P
satisfies the growth condition if and only if ‖pn‖k MRn for all n  0 for some M,R > 0.
Details on all this can be found in [14] (see also [18]).
Lemma 11. The operators HnzαDβ , where n 0 and α,β ∈ Nd , form a total set inL (Exp,H ).
Proof. First of all we note that
∑
Hn converges uniformly on bounded (compact) sets to the
identity operator I on H . Hence T =∑HnT in L (Exp,H ) for any T ∈L (Exp,H ), so it
suffices to prove that any T ∈L (Exp,H ) lies in the closed linear span of {zαDβ : α,β ∈ Nd}.
This follows by the following Kernel Theorem:
Sublemma. Let T ∈L (Exp,H ). Then there is a unique function P = P(z, ξ) ∈H (Cd ×Cd)
such that T =∑α,β pα,βzαDβ in L (Exp,H ), where P =∑pα,βzαξβ .
Proof of Sublemma. Define P by P(z, ξ) ≡ e−〈z,ξ〉T eξ (z) where 〈z, ξ 〉 ≡ ∑ ziξi and eξ ≡
e〈·,ξ〉 ∈ Exp. It is clear that P(·, ξ) ∈H for any fixed ξ ∈ Cd . But we note that T eξ (z) = t T ez(ξ),
and so P(z, ·) ∈H for fixed z, and by Hartog’s Theorem we conclude that P ∈H (Cd ×Cd).
A set B in Exp is bounded if and only if it is contained and bounded in some Expr (see, e.g.,
[13, Lemma 1]). Next we claim that if |ϕ(z)| Mer‖z‖, then |Dαϕ(0)| M(er)|α| for all α.
Indeed, if |ϕ(z)|Mer‖z‖ M exp(r∑ |zi |), Cauchy’s integral formula gives that |Dαϕ(0)|
M(α!/εα)∏k∈suppα erεk where ε = (εk > 0) ∈ Rd is arbitrary and suppα ≡ {i: αi 
= 0}. With
εk ≡ αk/r if k ∈ suppα and εk ≡ 1 otherwise, our claim follows. Hence, if τa denotes the trans-
lation operator ϕ → ϕ(z+a), |Dαϕ(z)| = |Dα(τzϕ)(0)|Mer‖z‖(er)|α| for all z ∈ Cd . From all
this we conclude that, given a bounded set B ⊆ Exp, there exist M > 0 and positive numbers R
and r , such that |Dαϕ(z)|Mer‖z‖R|α| for all α ∈ Nd and ϕ ∈ B . Hence the series∑pα,βzαDβ
converges absolutely in L (Exp,H ), and thus, since L (Exp,H ) is complete, it converges
to some operator S ∈ L (Exp,H ). It remains thus only to prove that S = T . We have that
Seξ =∑pα,βzαDβeξ = eξ ∑pα,βzαξβ = eξP (z, ξ), so S = T on the set {eξ : ξ ∈ Cd}. But this
set is total in Exp. Indeed, if f ∈H  Exp′ is orthogonal to every eξ , then 0 = 〈f, eξ 〉 = f (ξ)
for all ξ , so f = 0. Hence S = T , and the Sublemma follows. 
Theorem 12. Let P = (pn) be a sequence of nonzero k-homogeneous polynomials, where k  1,
such that r  ‖pn‖k MRn for all n 0 for some r,R,M > 0. Then LP(D) is UOT-hypercyclic
on L (Exp,H ).
Proof. The proof of [18, Theorem 4] shows that P(D) has a continuous right inverse S ∈L (H )
such that Sn → 0 in L (H ) provided with the UOT (in fact, such an S is given by (4), and the
proof is similar to that of Theorem 19 below). From this point the proof goes parallel to that of
Theorem 8. 
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= 0 be a k-homogeneous polynomial and put T ≡ p(D)〈z,D〉m, where
k  1 and m 0. Then LT is UOT-hypercyclic on L (Exp,H ).
Proof. From the proof of Corollary 10 we have that T = P(D), where P = ((n+ k)mp), and P
satisfies the hypothesis of Theorem 12. 
In particular, any P(D) of Theorem 12 is hypercyclic on H , cf. Corollary 9, and this result
was also obtained in [14].
An application of the Kernel Theorem for L (Exp,H ) above gives:
Theorem 14. For any operator P(D) in Theorem 12, there is an entire function h = h(z, ξ) ∈
H (Cd ×Cd) such that for every f ∈H , ε > 0 and r > 0:
sup
‖ξ‖,‖z‖r
∣∣[P(D)nh(·, ξ)− f ](z)∣∣ ε
for some n 0. Thus, in particular, h(·, ξ) is a hypercyclic vector for P(D) for every fixed ξ .
Proof. Let S ∈ L (Exp,H ) be a hypercyclic vector for LP(D), and let h(z, ξ) ≡ Seξ (z) ∈
H (Cd × Cd) where eξ ≡ e〈·,ξ〉 (〈z, ξ 〉 ≡ ∑ ziξi ). Now, {eξ : ‖ξ‖  r} forms a bounded set
in Exp, and F :ϕ → f (z)ϕ(0) is an element of L (Exp,H ) such that Feξ = f for all ξ . Hence,
for some n,
ε  sup
‖z‖r
sup
‖ξ‖r
∣∣[P(D)nSeξ − Feξ ](z)∣∣
= sup
‖ξ‖,‖z‖r
∣∣[P(D)nh(·, ξ)− f ](z)∣∣. 
We close this subsection with the following observation. Recall that every hypercyclic oper-
ator on a locally convex space has a dense invariant subspace of, except for zero, hypercyclic
vectors [2,19]. However, not every hypercyclic operator supports a hypercyclic subspace, i.e.,
a closed infinite dimensional subspace whose nonzero vectors are hypercyclic. In fact, we have
the following criterion:
Proposition 15. Let T be an operator on a separable Fréchet space X that admits a continuous
norm. Assume there exist a closed infinite dimensional subspace (respectively complemented
subspace) E ⊆F and a sequence (nk), for which T satisfies the Hypercyclicity Criterion, such
that T nk → 0 pointwise on E. Then T has a hypercyclic subspace (respectively complemented
hypercyclic subspace).
(Recall that subspace E ⊆ X is said to be complemented if there is a subspace F such that X =
E ⊕F and where the corresponding projector X → E (or equivalently, the projector X → F ) is
continuous. A complemented subspace is necessarily closed and, if X is a Fréchet space F , then,
by the closed graph theorem, E ⊆F is complemented if and only if E is closed and X = E ⊕F
for some closed F . Recall also that T is said to satisfy the Hypercyclicity Criterion for a sequence
(nk) ⊆ N, if T satisfies the Hypercyclicity Criterion in the sense that the sequence (nk) can be
used.)
The first criterion, concerning general hypercyclic subspaces, was obtained in [4] (and this
result originates from [12]). In [16] we complemented the result by the second half of the propo-
sition, that is, if E can be chosen to be complemented, then so can the hypercyclic subspace.
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ple ‖T ‖ ≡ sup‖z‖,‖ξ‖1 |T e〈·,ξ〉(z)|, and we have:
Theorem 16. For any sequence P = (pn) of Theorem 12 for which the variety⋂n0{z: pn(z) =
0} is infinite, LP(D) has a complemented hypercyclic subspace (⊆L (Exp,H )). In particular,
if d  2, any operator LT of Corollary 13 has a complemented hypercyclic subspace.
Proof. Recall that if an operator T :X → X has a continuous right inverse S, then kerT is com-
plemented. Indeed, X = ImS⊕kerT and the projector X → ImS is given by S ◦T , which thus is
continuous. Now, we recall that for any sequence P of Theorem 12, P(D) has a continuous right
inverse S, and hence so has LP(D) (namely LS ). Thus the kernel E of LP(D) is complemented
and, of course, LnP(D) → 0 pointwise on E. Note also that LP(D) satisfies the Hypercyclicity
Criterion for the full sequence (n). Next, the hypothesis that V ≡⋂n{z: pn(z) = 0} is infinite
implies E is infinite dimensional. Indeed, we note that if a ∈ V , then ea = e〈·,a〉 ∈ kerP(D), for
pn(D)ea = pn(a)ea = 0 for all n. Accordingly, since the elements ez, z ∈ Cd , form a linearly
independent set in H , kerP(D) is infinite dimensional. But E equals the set of all continuous
linear operators with range in kerP(D), and is hence infinite dimensional. By virtue of Proposi-
tion 15, this proves that LP(D) has a complemented hypercyclic subspace.
Finally, the last statement follows from the fact that T = P(D) = p(D)〈z,D〉m where P =
((n+ k)mp), and {z: p(z) = 0} is infinite if d  2. 
3.2.3. For the pair EXP, O
We conclude by studying another pair of nuclear reflexive spaces, that can be put into du-
ality in the same way as (H ,Exp) and (F ,P). We shall prove an analogue of Theorems 8
and 12, and by virtue of this result and Proposition 2, we can prove that L (H ) supports UOT-
hypercyclic left-multipliers.
By EXP we denote the Fréchet space
⋂
r>0 Expr , equipped with the topology generated by the
seminorms ||| · |||r . The elements of EXP are in the literature sometimes called zero exponential
type functions. The dual EXP′ can be identified with the space, and ring, O of convergent power
series ϕ =∑α∈Nd ϕαzα , via the bilinear form 〈f,ϕ〉 ≡∑α f (α)(0)ϕ(α)(0)/α! on EXP×O . Con-
vergent means here, of course, uniformly convergent in a neighborhood of the origin. We equip
O with the following (standard) topology. By Or (r > 0) we denote the space of all power series∑
ϕαz
α such that
∑ |ϕα|r |α| < ∞, equipped with the norm thus defined. Then, by definition,
O =⋃r>0Or and O is provided with the corresponding inductive locally convex topology. Note
that O can be identified with the ring of germs of analytic functions at the origin. We have that O
is a DF-space and EXP a Fréchet space and so, L (O,EXP) is a Fréchet space, where we assume
L (O,EXP) is provided with the UOT.
Definition 3. Let P = (pn) be a sequence of polynomials pn ∈ P such that ‖Hmpn‖m 
MrmRn/
√
m! for all n,m  0 for some M,R, r > 0. Then P(D) is the continuous operator
on EXP defined by P(D) =∑∞0 Hnpn(D).
Lemma 17. The operators Hnzαδ(β)0 , where α,β ∈ Nd and n 0, form a total set inL (O,EXP).
(δ(α)0 ϕ ≡ ϕ(α)(0).)
Proof. By noting that
∑
Hn converges to the identity operator on EXP, the following Sublemma
will complete the proof:
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T =∑α,β pα,βzαδ(β)0 in L (O,EXP) where P =∑pα,βzαξβ .
Proof of Sublemma. Define P =∑pα,βzαξβ by pα,β ≡ Dα[T (·)β ](0)/α!β!, i.e., P ≡ T eξ (z)
where eξ ≡ e〈·,ξ〉 and 〈z, ξ 〉 ≡∑ ziξi . We must prove that P ∈ EXP(Cd ×Cd). By an application
of Cauchy’s integral formula (see the estimates in the Sublemma of Lemma 11), this is equivalent
to that there for every R > 0 exists M > 0 such that
α!β!R|α|+|β||pα,β | = R|α|
∣∣Dα[T (R|β|(·)β)](0)∣∣M.
But this follows from that {R|β|(·)β : β ∈ Cd} forms a bounded set B in O (B is contained and
bounded in some Or ), and f → supα R|α||Dαf (0)| is a continuous seminorm on EXP. Indeed,
α!β!R|α|+|β||pα,β | sup
f∈T B
sup
α
R|α|
∣∣Dαf (0)∣∣< ∞.
Hence P ∈ EXP(Cd × Cd) and it is easily checked that ∑pα,βzαδ(β)0 converges absolutely in
L (O,EXP), and thus to an operator S ∈L (O,EXP). We must prove that T = S, which follows
from
Seξ (z) =
∑
pα,βz
αξβ =
∑
α
DαT
(∑
β
ξβ(·)β/β!
)
(0)zα/α! = T eξ (z),
since, by the argument in the Sublemma of Lemma 11, {eξ : ξ ∈ Cd} is total in O . 
Lemma 18. The norm of the operator p¯(p(D)p¯)−1 :Hm →Hm+n is not greater than 1/‖p‖n,
where p ∈Hn \ {0}.
Proof. See [14, Lemma 2.11]. 
Theorem 19. Let P = (pn) be a sequence of nonzero k-homogeneous polynomials, where k  1,
such that Nrn  ‖pn‖k MRn for all n 0 for some R,M,N > 0 and r > 1. Then LP(D) is
UOT-hypercyclic on L (O,EXP).
Proof. We prove that S ≡ ∑∞0 p¯i(pi(D)p¯i)−1Hi forms a continuous right inverse to P(D)
such that Sn → 0 uniformly on bounded subsets in EXP. That S is a right inverse follows by the
arguments in the proof of Theorem 8. Next, it is convenient to note that the topology on EXP is
generated by the seminorms f → supi Ri
√
i! ‖Hif ‖i , R > 0. By induction we obtain that
Sn =
∑
i0
Ai+k(n−1) · · ·Ai+kAiHi
for any n 1, where Ai ≡ p¯i(pi(D)p¯i)−1. So, by Lemma 18,∥∥Hi+knSnf ∥∥i+kn  ‖Ai+k(n−1) · · ·Ai+kAi‖Hi→Hi+kn‖Hif ‖i
 ‖Hif ‖i‖pi‖k · · · ‖pi+k(n−1)‖k 
‖Hif ‖i
Nnrinrkn(n−1)/2
 ‖Hif ‖i
Cnρn
2 , i  0,
where ρ = rk/2 > 1 and C = C(k, r,N) > 0. For given R > 0 we obtain
supRi+kn
√
(i + kn)!∥∥Hi+knSnf ∥∥i+kn  (2R)
kn
√
(kn)!
Cnρn
2 sup(2R)
i
√
i! ‖Hif ‖i ,i0 i0
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S is continuous. It suffices thus to prove that Ln(kn)!/ρn2 → 0, or equivalently, that n lnL +
ln((kn)!) − n2 lnρ → −∞, as n → ∞ for any L  0. This follows from the estimate n!  nn
and so ln((kn)!) kn ln(kn).
Now, Lemma 17 shows that L (O,EXP) supports a countable dense subset Y of operators T
with ImT ⊆Pn for some n, and from what we just have proved, LSn → 0 in L (O,EXP) and
LnP(D)LSn = P(D)nSn is the identity on L (O,EXP). Since k  1, LnP(D) → 0 on Y , and the
proof is complete by virtue of Theorem 3. 
The space L (O,EXP) is interesting in the sense that it is a small Fréchet space, which is
precisely what we are looking for in order to apply Proposition 2. Next, we shall apply this
useful observation to prove hypercyclicity in L (H ) with respect to the UOT, which is a non-
F -topology on L (H ). However, let us first indicate the delicate point in that what follows.
Let T ∈ L (O,EXP). Then the restriction Tr of T to H defines an operator H → H . Thus,
formally, we have an imbedding i :L (O,EXP) → L (H ), which Proposition 2 requires. The
crucial point is if i(T ) = Tr indeed is continuous, i.e., if Tr ∈L (H ).
Theorem 20. Let P = (pn) be a sequence of nonzero k-homogeneous polynomials, where k  1,
such that Nrn  ‖pn‖k MRn for all n 0 for some R,M,N > 0 and r > 1. Then LP(D) is
UOT-hypercyclic on L (H ).
Proof. Let T ∈L (O,EXP). We must prove that the restriction of T to H defines an element
of L (H ). This follows from the Kernel Theorem for L (O,Exp) (the Sublemma of Lemma 17)
and the following Kernel Theorem for L (H ), whose proof goes parallel to that for L (O,Exp)
(see also [14, Proposition 2.2]):
Sublemma. Given T ∈L (H ), there is a unique P =∑α,β pα,βzαξb ∈H (Cd ×Cd) such that:
(i) for every R > 0 there exist M,r > 0 with sup‖z‖R |P(z, ξ)|Mer‖ξ‖ and
(ii) T =∑pα,βzαδ(β)0 in L (H ).
Hence we have a map i :L (O,EXP) → L (H ) where i(T ) is the restriction of T to H .
We prove that i is continuous. This is an immediate consequence of the elementary fact that the
imbeddings H →O and EXP →H are continuous. Since the operators zαδ(β)0 form a total set
in L (O,EXP), we conclude that i has dense range. By virtue of Proposition 2, we complete the
proof by noting that iLP(D) = LP(D)i. 
With the stronger hypothesis on P = (pn) in Theorem 20, compared to Theorem 12, we can
improve Theorem 14 somewhat:
Corollary 21. If P = (pn) satisfies the hypothesis of Theorem 20, then h in Theorem 14 can be
chosen to be in EXP(Cd ×Cd).
Proof. Let S ∈ L (O,EXP) be a hypercyclic vector for LP(D) acting on L (O,EXP). Then,
from the Sublemma of Lemma 17, g(z, ξ) ≡ Seξ (z) ∈ EXP(Cd ×Cd). Now, if i :L (O,EXP) →
L (H ) denotes the imbedding in the proof of Theorem 20, S˜ ≡ i(S) is hypercyclic for LP(D)
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S˜eξ (z) = g(z, ξ). 
We conclude with a short discussion. Recall thatH has the approximation property. So, by [4,
Remark 3.4], we know that if T ∈L (H ) satisfies the Hypercyclicity Criterion, then LT is UOT-
hypercyclic on L (H ). In fact, an application of the Kernel Theorem for L (H ) gives that for
any such T , there is an h ∈H (Cd ×Cd), for which Theorem 14 holds with P(D) replaced by T ,
in the following class: For every R > 0 there exist M,r > 0 with sup‖z‖R |h(z, ξ)|Mer‖ξ‖.
(In particular, by Godefroy and Shapiro’s result [9, Theorem 5.1], this applies to any nontrivial
convolution operator T on L (H ). Recall that a convolution operator is a continuous linear
operator that commutes with all translations, and is called trivial if it is a scalar multiple of the
identity. It also applies to the operators P(D) in Theorem 14, which thus can be improved.) Now,
for what hypercyclic operators T on H can we take h in Theorem 14 to be in the much smaller
class EXP(Cd ×Cd) in H (Cd ×Cd)? In particular, we have that Theorem 20 and Corollary 21
apply to P(D) = Irp(D) (i.e., P = (rnp)), where p is a nonconstant homogeneous polynomial
and Ir ≡∑n0 rnHn (r > 1), and P(D) is close to (the nontrivial convolution operator) p(D)
if r is close to 1. It is thus a natural question to ask if we may take h in Theorem 14 to be
in EXP(Cd × Cd) for any p(D) (and especially Dn when d = 1), where p is a nonconstant
homogeneous polynomial?
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