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SCAN: Multi-Hop Calibration for Mobile Sensor Arrays
BALZ MAAG, ZIMU ZHOU, OLGA SAUKH, and LOTHAR THIELE, ETH Zurich
Urban air pollution monitoring with mobile, portable, low-cost sensors has attracted increasing research interest for their
wide spatial coverage and affordable expenses to the general public. However, low-cost air quality sensors not only drift over
time but also suffer from cross-sensitivities and dependency on meteorological effects. Therefore calibration of measurements
from low-cost sensors is indispensable to guarantee data accuracy and consistency to be fit for quantitative studies on air
pollution. In this work we propose sensor array network calibration (SCAN), a multi-hop calibration technique for dependent
low-cost sensors. SCAN is applicable to sets of co-located, heterogeneous sensors, known as sensor arrays, to compensate
for cross-sensitivities and dependencies on meteorological influences. SCAN minimizes error accumulation over multiple
hops of sensor arrays, which is unattainable with existing multi-hop calibration techniques. We formulate SCAN as a novel
constrained least-squares regression and provide a closed-form expression of its regression parameters. We theoretically
prove that SCAN is free from regression dilution even in presence of measurement noise. In-depth simulations demonstrate
that SCAN outperforms various calibration techniques. Evaluations on two real-world low-cost air pollution sensor datasets
comprising 66 million samples collected over three years show that SCAN yields 16% to 60% lower error than state-of-the-art
calibration techniques.
CCS Concepts: • Human-centered computing → Ubiquitous and mobile computing systems and tools; • Hardware →
Sensor applications and deployments;
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1 INTRODUCTION
The availability of portable and low-cost air quality sensors has made them promising not only for qualitative
air pollution monitoring to raise public awareness, but also for quantitative analysis to facilitate public policies,
infrastructure control and health studies. Installed on vehicles [3, 19, 23, 24] or in wearable devices [7, 8, 18, 31, 35],
these sensor nodes travel citywide and their users, both professional and amateur, upload air quality measurements
with time and location stamps. If collected in long-term, these air quality measurements can provide valuable
insights on personal air pollution exposure and validation of high-resolution air pollution models.
To fully unlock the potential of the big urban air quality data collected by mobile, low-cost sensors, it is
essential to calibrate the measurements to obtain a consistent dataset. However, the quality of measurements from
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low-cost air quality sensors are affected by multiple factors and can vary dramatically across sensors and over
time. (i) Low-cost air quality sensors suffer from low selectivity, i.e., they are cross-sensitive to various substances
in the air. (ii) Changing environmental conditions, such as temperature and humidity, impact the sensor output.
(iii) Many air quality sensors operate at their sensitivity boundaries when measuring pollution in ambient air,
which leads to high noise in sensed data. (iv) Sensor sensitivity degrades with time due to sensor ageing effects.
To compensate for the dependencies of (i) and (ii), prior studies [20, 29] propose to augment a measurement
systemwith additional sensors to form a sensor array. A sensor array consists of co-located sensors that measure, in
addition to the target air pollutants, a set of correlated pollutants and environmental parameters e.g., temperature.
Previous research [20] has demonstrated the feasibility of resolving cross-sensitive dependencies of low-cost air
quality sensors by jointly calibrating a set of measurements collected by sensor arrays. In fact, an increasing
number of customized [29, 31, 35] and commercial [28] air quality sensing nodes are integrated with multiple
correlated sensors and report measurements of pollutants and environmental parameters simultaneously.
Adopting sensor arrays alone is insufficient to ensure consistent data quality of the measurements. Due to
noise effects, see (iii), and the ageing effect, see (iv), measurements of sensor arrays need to be calibrated to
the accurate, static governmental-run air monitoring stations, which are sparsely deployed in cities. However,
sensors may have infrequent or no access to the static stations, making it unreliable or infeasible to calibrate all
sensors to the static references. To improve the opportunities for calibration, some studies [15, 22, 24] propose
to calibrate noisy sensors during deployment by exploiting rendezvous [25]. During a rendezvous two sensors
are in each others’ spatial and temporal vicinity and thus sense the same phenomena and should have similar
outputs. Rendezvous-based calibration allows newly calibrated sensors to recursively calibrate other sensors,
known as multi-hop calibration. By constructing a calibration path starting from a static station and performing
calibration for each pair of sensors that frequently meet, calibration can reliably propagate through all sensor
arrays within a large-scale deployment. Compared to calibration solely based on rendezvous between mobile
nodes and reference stations multi-hop calibration is proven to frequently calibrate a significantly larger number
of nodes [21, 24, 34]. Thus, multi-hop calibration is a powerful tool for maintaining high data quality in large
scale deployments over long time periods.
However, it is non-trivial to apply multi-hop calibration on sensor arrays. Multi-hop calibration is only effective
and guarantees data consistency if the calibration error at each hop does not accumulate. Otherwise a newly
calibrated sensor array after multiple hops will still be too noisy as a reference to calibrate its successor sensor
array. State-of-the-art multi-hop calibration schemes [15] based on ordinary least-squares regression (OLS) suffer
from error-accumulation over multiple hops due to regression dilution [33]. The results in [24] propose to use
geometric mean regression (GMR) to minimise multi-hop error-accumulation. The scheme is efficient with single
sensor calibration but inapplicable to sensor array calibration. Although there are several generalizations of GMR
to higher dimensions [10, 32], they all perform poorly when calibrating sensor arrays over multiple hops, as
shown in Sec. 4. Existing sensor array calibration schemes leverage multiple least squares (MLS) [20] or artificial
neural networks (ANN) [29], but are primarily designed for one-hop calibration, i.e., calibration with highly
accurate references.
In this paper, we propose sensor array network calibration (SCAN), a low-error multi-hop calibration scheme for
sensor arrays. We formulate multi-hop sensor array calibration as a novel constrained least-squares regression, and
come up with a closed-form solution that minimizes error accumulation over multiple hops for multi-dimensional
calibrations. We theoretically prove that SCAN minimizes error accumulation with practical array composition
and measurement settings. Experiments with a one-year measurement comprising 10 million samples from a 11-
hop metal oxide gas sensor array chain show that SCAN yields up to 38% lower error than multiple least-squares
(MLS) and geometric mean regression (GMR). Evaluations on a public air pollution dataset [19] of 56 million
samples collected over two years demonstrate the benefits of multi-hop calibration over one-hop calibration.
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Additionally we show that SCAN outperforms MLS by 60%, which is a significant improvement in enabling
low-cost sensors for quantitative analysis such as validation of air pollution models and personal exposure studies.
The contributions of this paper are summarized as follows.
• To the best of our knowledge, we are the first to theoretically tackle the error accumulation problem of
multi-hop sensor array calibration. While we primarily target at low-cost gas sensors, SCAN is a generic
multi-hop multi-dimensional calibration scheme and is widely applicable to various heterogeneous,
correlated sensors working in an ad hoc manner.
• We formulate multi-hop sensor array calibration as a novel constrained least-squares regression and
propose a closed-form solution that minimizes error accumulation. We prove that SCAN works with
practical settings such as non-zero mean measurements and non-squared sensor array composition.
• We evaluate SCAN on two real-world low-cost air pollution sensor datasets consisting of 10 and 56
million samples respectively collected over three years. Experiments show that SCAN achieves 16% to
60% lower error than state-of-the-art calibration techniques, which significantly improves the quality
of measurements for qualitative studies such as validation of high-resolution air pollution models and
personal air pollution exposure.
In the rest of this paper, we formulate SCAN in Sec. 3.2 and come up with a closed-form solution in Sec. 3.3.
We conduct extensive simulations and real-world experiments to evaluate the performance of SCAN in Sec. 4.
Finally we summarise related work in Sec. 5 and conclude in Sec. 6.
2 ASSUMPTIONS AND MODELS
This section presents a primer on sensor arrays and defines the models for multi-hop sensor array calibration.
2.1 Sensor-Array Calibration
We refer to a trace as a time-ordered sequence ofM discrete and instantaneous measurements yi = (yi j ) ∈ RM
taken by sensor si at times tj and spatial locations lj for j ∈ {1, 2, . . . ,M } within a time interval [t1, tM ]. A
trace measured by a low-cost gas sensor is usually inaccurate due to (i) low selectivity, i.e., low-cost sensors
are cross-sensitive to multiple substances in the air, and (ii) the response of low-cost gas sensors is affected by
meteorological conditions. To compensate for these dependencies, low-cost sensors are usually augmented by a
set of heterogeneous sensors to form a sensor array (see Fig. 1a). Specifically, instead of measuring the target
phenomenon using one low-cost sensor, a sensor array A = [s1, s2, . . . , sK ] of sensors s1, . . . , sK is employed
to simultaneously measure K phenomena. Prominent examples are gas sensors based on electrochemical cells
designed to measure nitrogen dioxide (NO2) concentrations, whose sensitivities are generally affected by ambient
temperature and interfering gases, such as ozone (O3) [29]. The accuracy of an electrochemical cell sensor is
usually notably improved by concurrently acquiring ambient temperature and O3 measurements to compensate
for the sensors dependency. Calibrating a sensor array consisting of these multiple low-cost sensors to a NO2
reference improves the overall measurement accuracy by a factor of 2 compared to simple calibration using
only the NO2 low-cost sensor (see Fig. 1b). Similar cross-sensitivites are in fact a well-known limitation for the
majority of state-of-the-art low-cost environmental sensors [5, 11, 16, 20, 29].
We now formulate the basic model for sensor array calibration. We distinguish between reference arrays, which
consist of precise and selective sensors, i.e., they accurately measure their target phenomenon, and mobile low-cost
sensor arrays, which suffer from mutual dependencies and drifts stated above. Let Y = (yi j ) ∈ RK×M be a matrix
describing traces of K possibly correlated phenomena, such as pollutant concentrations and ambient temperature,
where yi j describes the j-th measurement of phenomenon y taken by a reference sensor si at the given time
instance tj and location lj . Denote X = (x i j ) ∈ RK×M as the uncalibrated traces of a mobile low-cost sensor
array A taken at the same time instances and locations. We assume that the uncalibrated trace x i = (x i j ) ∈ RM
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Fig. 1. (a) An air quality sensor box with multiple correlated sensors composing a sensor array. (b) Traces of a low-cost
nitrogen dioxide (NO2) electrochemical cell sensor before calibration and after calibration of temperature and ozone (O3)
dependency. Sensor array calibration improves the overall measurement accuracy by a factor of 2.
of a single cross-sensitive sensor is a linear combination of different effects describing the impact of different
phenomena and sensor noise [6, 20]. Further, we assume that all sensors si for i ∈ {1, 2, . . . ,K } of an array A are
sampled at the same time instance and at the same location, i.e., a sensor array forms one physical unit. Then the
uncalibrated traces of a low-cost sensor array can be defined as
X = B−1 · (Y + N1) , (1)
where N1 ∈ RK×M are K noise components (zero mean and uncorrelated to phenomena Y ) and B−1 ∈ RK×K is an
unknown matrix capturing the linear combination of phenomena and their magnitude for each individual sensor
in the array, see Fig. 2.
Uncalibrated 
Sensor Array
Calibration
Calibrated 
Sensor Array
Measured
Phenomena
Fig. 2. Basic sensor array calibration model. The traces Yˆ of an already calibrated sensor array can be used as reference
to calibrate the traces X of an uncalibrated sensor array. If the calibrated sensor array is a reference array it measures the
physical phenomena with perfect accuracy, i.e., we assume the measurement noise N2 = 0K×M .
The aim of sensor array calibration is to find a calibration matrix B such that the calibrated measurements
Y = B · X = B ·
(
B−1 (Y + N1)
)
+C (2)
minimize the calibration error, defined as a distance to the phenomena traces Y in some metric. MatrixC ∈ RK×M
describes a constant additive offset. For simplicity of presentation we assumeC = 0K×M and all the rows in X and
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...
Fig. 3. In a first hop h = 0, an uncalibrated array A(0) is calibrated with traces from an accurate reference array R. In all
consecutive hops h > 0 an uncalibrated array A(q ) is calibrated with traces from an already calibrated array A(q−1) .
Y have zero mean. We relax this assumption and present the calibration including a non-zero constant matrix C
in Sec. 3.4. Further, we assume for a general low-cost sensor array that B is non-singular.
2.2 Multi-hop Sensor Array Calibration
Highly accurate reference arrays are often static and limited in a real-world deployment, and not all mobile sensor
arrays have access to these reference arrays. To calibrate measurements of all sensor arrays, a practical strategy
is to use calibrated sensor arrays as virtual references to calibrate another mobile sensor array. The rationale is
that when two mobile sensor arrays are close in space and time, known as rendezvous, they are exposed to the
same physical processes, and thus provide an opportunity for calibration. Such a rendezvous based calibration
scheme can propagate along multiple hops and ultimately can cover all the deployed mobile sensor arrays.
One-hop calibration. Initially, we calibrate a mobile low-cost sensor array against a high quality reference
array, which measures physical phenomena Y with perfect accuracy. Hence, we calibrate a sensor array A(h=0)
using its traces X (0) = B−1(0) · (Y +N1) by estimating the optimal B (0) . We refer to the calibration between reference
and low-cost array as one-hop calibration with h = 0.
Multi-hop calibration. In the next hop, h = 1, given rendezvous between an already calibrated array A(0)
and an uncalibrated array A(1) , we take A(0) as a virtual reference. We use its measurement X (0) at the current
rendezvous to determine a set of calibrated measurements Y (0) = B (0) ·X (0) with B (0) from the one-hop calibration.
The measured values X (1) of array A(1) at the current rendezvous can now be calibrated with the calibrated
measurements Yˆ(1) = Y (0) from array A(0) , see Fig. 2. As illustrated in Fig. 3, this concept can be applied to
consecutive hops h > 1 resulting in a rendezvous path. We refer to calibration of sensor arrays along rendezvous
paths with max (h) > 0 as multi-hop calibration. Specifically, at hop h = q with (q > 0), we calibrate the sensor
array traces as Y (q ) = B (q ) · X (q ) , where B (q ) is obtained by the raw traces X (q ) and virtual reference traces
Yˆ(q ) = Y (q−1) measured by a calibrated sensor array A(q−1) .
Thus, given uncalibrated measurements X (q ) from array A(q ) and calibrated measurements Yˆ(q ) = Y (q−1) from
array A(q−1) we intend to calculate calibration parameters B (q ) such thatY (q−1) − B (q ) · X (q ) (3)
with some norm ∥ · ∥ is minimized.
Discussions. (i)Ourmulti-hop sensor array calibration scheme is performed along a static, pre-defined rendezvous
path. For example, the path can be determined by first selecting the mobile sensor array that most frequently
meets the static reference array as the first hop, i.e. the mobile sensor array with the most rendezvous with a
reference station, and recursively selecting the most frequently met array as the next hop. It is possible that a
sensor array A meets a sensor array B frequently and the reference array R infrequently. In this case, we omit all
the rendezvous between A and R. Determining the optimal rendezvous paths is out of the scope of this paper.
We refer interested readers to [24] for calibration parent selection strategies and [13] on reference placement
schemes to ensure network-wide calibrability. (ii) Our calibration scheme mainly serves as an important data
cleaning technique to guarantee data accuracy and consistency in big air quality data collected by mobile sensor
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arrays. We assume the dataset has been pre-processed to filter incomplete samples due to e.g., GPS failures as
in [25].
3 MULTI-HOP SENSOR ARRAY CALIBRATION
In this section we present in detail our novel multi-hop calibration method. In Sec. 3.1, we show that state-
of-the-art multiple least-squares (MLS) is not suitable for multi-hop sensor array calibration due to its error
accumulation over multiple hops. We tackle this problem by modifying MLS in order to make it suitable for
multi-hop calibration. We formulate our sensor array network calibration (SCAN) solution as a new constrained
least-squares regression in Sec. 3.2 and present a closed-form solution in Sec. 3.3.
3.1 Limitations of Multiple Least-Squares
Multiple least-squares (MLS) minimizes the squared calibration error in each individual hop h = q, that is the
deviation of virtual references Yˆ(q ) = Y (q−1) taken by array A(q−1) and calibrated signals Y (q ) = B (q ) · X (q ) taken
by array A(q ) . For simplicity of presentation we set X = X (q ) , B = B (q ) and Yˆ = Yˆ(q ) = Y (q−1) in all the following
sections. Hence, the minimization problem looks as follows [4]
min
B
tr
((
Yˆ − B X
) (
Yˆ − B X
)T )
(4)
where tr is the trace operator [4]. The solution to (4) is given by
B = YˆX
T
(
X X
T
)−1
. (5)
Since the traces of a virtual reference array are usually imperfect, i.e.,
Yˆ = Y + N2, (6)
where N2 are K noise components related to the sensor readings of the virtual reference sensor, e.g., due to
calibration error, a major challenge in multi-hop calibration is error accumulation over the rendezvous path [24].
We apply MLS to multi-hop sensor array calibration at hop h = q with q > 0, where N1 denotes the noise when
reading the sensors of the array A(q ) that needs to be calibrated, i.e., X = B−1 (Y + N1). The calibration matrix B
calculated by MLS becomes
B = (Y + N2) (Y + N1)
T B−T · BT
[
(Y+N1) (Y+N1)
T
]−1
B
=
[
YYT + YNT1 + N2Y
T + N2N
T
1
]
·
[
YYT + YNT1 + N1Y
T + N1N
T
1
]−1
B. (7)
Because we assume independent noise and no correlation between noise and phenomena, it holds that YNT1 =
N1Y
T = N2Y
T = N2N
T
1 = 0K×K and finally
B =
[
YYT
] [
YYT + N1N
T
1
]−1
B. (8)
From (8) we see that MLS underestimates B under the presence of noise N1 with N1NT1 , 0K×K , better known as
regression dilution or bias towards zero [12]. This effect grows with increasing sensor noise variance N1NT1 . Thus,
calibration parameters B estimated by MLS depend on sensor noise. The bias towards zero of the parameters of a
calibrated array affects the uncalibrated array of the consecutive hop. As a result calibration error is accumulated
over the whole rendezvous path, as we will show in the simulations and real-world experiments in Sec. 4.
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3.2 Sensor Array Network Calibration
To reduce error accumulation in multi-hop sensor array calibration, we propose a solution formulated as a
constrained least-squares regression referred to as sensor array network calibration (SCAN). As far as we are aware
of, this is the first work that formulates the multi-hop sensor array calibration problem into a novel constrained
least-squares regression formulation with closed-form solutions.
We first define the symmetric matrices Yˆ YˆT = YYT + N2NT2 and X X
T
= B−1 (YYT + N1NT1 )B
−T . For the
following results, suppose X XT and Yˆ YˆT are non-singular. The SCAN regression problem can be formulated as
follows:
minimize
B
tr
((
Yˆ − B X ) (Yˆ − B X
)T )
(9)
subject to B X XTBT = Yˆ YˆT (10)
Thus, SCAN minimizes the least-squares error (9) with the constraint on the regression parameters stated in (10).
As we will show later on, (10) reduces the bias towards zero and eliminates it under certain realistic assumptions.
To the best of our knowledge, we are the first to formulate this constraint regression problem.
3.3 Closed-form Solution to SCAN
Degrees of freedom. Let X = UXDXVTX be the singular value composition of the matrix X ∈ RK×M , where
UX ∈ RK×K and VX ∈ RM×K are orthogonal matrices and DX ∈ RK×K is a diagonal matrix holding the singular
values of X on the diagonal. Further let Yˆ = UYDYVTY be the singular value decomposition of Yˆ ∈ RK×M . The
constraint in (10) can be formulated as the following equivalent equation
BUXDXV
T
XVXD
T
XU
T
X B
T
= UYDYV
T
Y VYD
T
YU
T
Y
D−1Y U
T
Y BUXDXDXU
T
X B
T
UYD
−1
Y = I
⇔ F = D−1Y UTY BUXDX ∧ FFT = I , (11)
where F ∈ RK×K is an orthogonal matrix. We can re-formulate the constraint (10) to
B = UYDY FD
−1
X U
T
X , (12)
where the orthogonal matrix F defines the degrees of freedom of the calibration matrix B.
Minimizing least-squares error.We now present a method to determine F that minimizes the least-squares
error (9). Recall the minimization problem (9)
min
B
tr
((
Yˆ − B X
) (
Yˆ − B X
)T )
= min
B
tr(Yˆ YˆT + B X XTBT − B XYˆT − (B XYˆT )T )
= max
B
tr
(
B XYˆT
)
. (13)
Thus, we simplify the original minimization problem to a maximization problem stated in (13). Recall constraint
(12) on B, it follows
max
B
tr
(
B XYˆT
)
= max
F
tr(UYDY FD−1X U
T
XUXDXV
T
XVYDYU
T
Y )
= max
F
tr
(
FVTXVYD
2
Y
)
. (14)
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We define Q = VTXVYD
2
Y ∈ RK×K and its singular value decomposition Q = UQDQVTQ and followingly
max
F
tr
(
FVTXVYD
2
Y
)
= max
F
(FQ ) = max
F
(
FUQDQV
T
Q
)
. (15)
The solution for F that maximizes (15) and (14) respectively is given by
F = VQU
T
Q . (16)
From (12) and (16) it follows that
B = UYDYVQU
T
QD
−1
X U
T
X (17)
minimizes the least-squares error (9) under the constraint (10).
Proof. The proof for the solution to (14) is similar to the orthogonal Procrustes problem [26] as well as a
consequence of the Courant-Fischer theorem [4]. It holds
tr(FQ ) = tr
(
FUQDQV
T
Q
)
= tr
( [
FUQD
1
2
Q
] [
VQD
1
2
Q
]T )
=
〈
FUQD
1
2
Q ,VQD
1
2
Q
〉
. (18)
According to the Cauchy-Schwarz theorem [4] it follows〈
FUQD
1
2
Q ,VQD
1
2
Q
〉
≤ FUQD 12Q2 VQD 12Q2 ,
where the equality holds if F = VQUTQ and thus maximizes tr(FQ ), i.e.,
tr(FQ ) =
〈
FUQD
1
2
Q ,VQD
1
2
Q
〉
=
〈
VQD
1
2
Q ,VQD
1
2
Q
〉
=
D 12Q2 D 12Q2 = tr(DQ ). (19)
Thus, F = VQUTQ is an orthonormal transformation that maximizes tr(B XYˆ
T ) and consequently minimizes the
least-squares error (9) under constraint (10). □
3.4 Discussions
Existence. There always exists a solution to the SCAN regression. The closed-form expression of the regression
parameters B stated in (17) involves the singular value decomposition of X ∈ RK×M , Yˆ ∈ RK×M and Q ∈ RK×K .
Because there always exists a singular value decomposition for any general real matrix [4], there also exists a
regression parameter matrix B ∈ RK×K according to (17).
Relationship to GMR. For the two-dimensional calibration problem where we calibrate a single sensor on
a single reference sensor, i.e., K = 1, the constraint (10) of SCAN reduces to B = ±
√
YY
T
XX
T . This is in fact the
solution for the regression slope according to GMR [33].
No bias towards zero property.We now show that the calibration matrix obtained from our SCAN regression
is free from regression dilution even in presence of noise in measurements. Let B a solution that minimizes the
least-squares error (9) and satisfies constraint (10), then it follows by (1) and (6)
BB−1
(
YYT + N1N
T
1
)
B−TBT = YYT + N2NT2 . (20)
In the case where the variance of the noise of the two sensor arrays are equal and N1 and N2 are uncorrelated,
we assume
N1N
T
1 = N2N
T
2 = NN
T = λ · I , (21)
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where λM ∈ R describes the variance of noise components in N and I ∈ RK×K is the unit matrix. Further, let
YYT + NNT = UD2UT be the eigenvalue decomposition of the symmetric matrix YYT + NNT = YYT + λ · I and
accordingly it holds YYT = U (D2 − λ · I )UT . Hence, (20) simplifies to
BB−1
(
YYT + NNT
)
B−TBT = YYT + NNT
BB−1 (UD2UT )B−TBT = UD2UT
(D−1UTBB−1UD) (D−1UTBB−1UD)T = I
⇔ G = D−1UTBB−1UD ∧ GGT = I , (22)
where G is an orthogonal matrix. Recall the maximization problem stated in (13), it follows
max
B
tr
(
B XYˆT
)
= max
G
tr
(
G
(
D2 − λ · I
))
, (23)
where due to the diagonal form of (D2 − λ · I ) the maximum is achieved if G = I [26]. In this case the calculated
regression parameters B = B. That means, even if NNT , 0K×K , SCAN estimates the true underlying calibration
parameters B. Hence, B calculated by SCAN are not affected by regression dilution, whereas MLS underestimates
the calibration parameters due to its bias towards zero.
In a real-world deployment we cannot assume that (21) ideally holds. In this case B does depend on a relation
between N1N1 and N2N2 as stated in (20). In Sec. 4 we discuss this assumption in detail and experimentally show
that SCAN reduces error accumulation over multiple hops and outperforms various state-of-the-art calibration
techniques.
Relaxing the zero-mean variable assumption. Both Yˆ and X contain in general rows with a non-zero mean.
In this case, the calibration also needs to compensate for an offset term C , see (2). This is done similar to MLS [4]
and basic GMR [33]. Let Y˜ = Yˆ +mean(Yˆ ) and X˜ = X +mean(X ) be non-zero mean representations of Yˆ and X ,
where mean(Yˆ ) ∈ RK×M and mean(X ) ∈ RK×M are mean values of each row in Yˆ and X respectively. It follows
Y˜ = BX˜ +C
Yˆ +mean(Yˆ ) = B
(
X +mean(X )
)
+C . (24)
Let C = mean(Yˆ ) − B · mean(X ), then (24) equals to the calibrated measurements by SCAN with zero-mean
variables. Following the calibrated measurements are calculated as Y = BX +mean(Yˆ )−B ·mean(X ). Accordingly
we can reformulate the constraint (10) using non zero-mean variables and the calculated offset to(
Yˆ +mean(Yˆ )
) (
Yˆ +mean(Yˆ )
)T
=
(
B (X +mean(X )) +C
) (
B (X +mean(X )) +C
)T
⇔ Yˆ YˆT +mean(Yˆ ) ·mean(Yˆ )T = BXXTBT +mean(Yˆ ) ·mean(Yˆ )T (25)
which is equal to constraint (10) of our SCAN regression with zero-mean variables. Thus, the offset calculation
does not affect the no bias towards zero property, i.e., error accumulation.
Relaxing the squared calibration matrix assumption. So far we assumed that a sensor array consisting of
K different sensors is always calibrated to an array with K sensors as well. In some situations this setup is not
suitable. For instance, although a sensor of an array is cross-sensitive to a certain phenomenon it might not be
possible to calibrate the array to said phenomenon due to the lack of highly accurate reference measurements.
Therefore, a calibration of K sensors to L references with 1 ≤ L < K is in certain cases required.
Let Y˜ = S (Y + N2) be L phenomena measured by a calibrated sensor array. S ∈ RL×K is a matrix with Si j = 1 if
phenomenon j ∈ {1, . . . ,K } equals the phenomenon i ∈ {1, . . . ,L} measured by the calibrated array and all other
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elements equal 0. Further, it holds SST = I . Let B˜ ∈ RL×K be the calibration matrix of an uncalibrated sensor
array to the L phenomena. Accordingly the constraint (10) on B˜ looks as follows
B˜B−1 (YYT + N1NT1 )B
−1B˜T = SYYT ST + SN2NT2 S
T .
If we again assume equal noise variances, i.e., N1NT1 = N2NT2 = NNT = λ · I , then we find the true calibration
parameters B˜ = SB. This can be proofed similar to (20) - (23) and, thus, we do not present a detailed proof. Hence,
the no bias towards zero property is preserved.
In the case of non-equal noise variances, the constraints of the calibration with L and K phenomena differ.
Unlike MLS, SCAN calculates different calibration parameters depending on the number of phenomena in Yˆ ,
which is elaborated in more detail in Sec. 4.
4 EXPERIMENTAL EVALUATION
This section presents the evaluations of SCAN on both simulated and real-world datasets.
4.1 Simulation
We first show through simulations the advantages of SCAN over multiple least-squares (MLS, see Sec. 3.1),
which motivates our multi-hop sensor array calibration scheme, as well as performance comparison with the
state-of-the-art calibration schemes. We then investigate the robustness of SCAN with various impacting factors.
4.1.1 Setup. We artificially generate 20 different reference sensor arrays Y(h) ∈ RK×M ∼ N (lnY(h) ; 0,γ )
representingM ground-truthmeasurements ofK different phenomenawith standard deviationγ ∈ [0.2, 0.45]. The
log-normal distribution models typical air pollution and meteorological measurements in an urban area [17, 30].
These reference arrays serve as basis for a rendezvous path consisting of 20 noisy sensor arrays. In all experiments
the number of physical phenomena K is set to 4. The measurements of each array at hop h with h ∈ {0, 1, . . . , 19}
are defined by X (h) = B−1(h) · (Y(h) +N1), where B (h) is a general matrix with randomly chosen entries Bi j ∈ [0.2, 2]
andN1 ∈ RK×M ∼ N (0,σ 2) describes sensor noise. These sensor arrays are in line with our findings in Sec. 4.2 and
Sec. 4.3, where we use real-world sensors that exhibit similar cross-sensitivity intensities, as well as with existing
literature [16, 20, 24, 29]. In the first hoph = 0 the low cost sensor array is calibrated with the reference array. In all
consecutive hops the measurement of the previously calibrated array Yˆ(h) = B (h−1) ·
(
B−1
(h−1) (Y(h) + N1)
)
are used
as reference array. We used 500 samples for training the calibration parameters and 500 samples for evaluation.
The 500 samples for evaluating the performance of an array are also used to train the calibration parameters of
the consecutive sensor array. Each experiment is run 100 times with re-sampled reference measurements and
ground-truth calibration parameters B (h) .
Evaluation metrics. We calculate the difference between the calculated calibration parameters B and the
ground-truth B using the Froebinus norm, defined as
B − BF = (tr ((B − B) (B − B)T )) 12 . (26)
Additionally we investigate the root-mean-square value of the calibration error (RMSE) of the calibrated sensor
array to one phenomena y4 ∈ Y , i.e.,
RMSE = *.,
1
M
M∑
j=1
(
y4j − y4j
)2+/-
1
2
. (27)
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Fig. 4. Difference between estimated B and ground-truth calibration parameters B for different sensor noise variance λ.
0 2 4 6 8 10 12 14 16 18
Hop h
0
2
4
6
jjB
!
B
jj F
SCAN MLS
(a)
0 2 4 6 8 10 12 14 16 18
Hop h
0.1
0.2
0.3
0.4
0.5
RM
SE
SCAN MLS
(b)
Fig. 5. SCAN calculates calibration parameters B that deviate over all hops to a less extent from the groundtruth B compared
to MLS, depicted in Fig. 5a. Hence, SCAN calibrates in Fig. 5b all sensor arrays of a 20-hop calibration path with clearly
reduced error accumulation.
4.1.2 Overall Performance. In this set of experiments, we first verify the correctness of our theoretical findings
by comparing with MLS, and then compare SCAN with various state-of-the-art multi-hop calibration schemes.
True calibration matrix estimation. As theoretically shown in Sec. 3.4, SCAN is able to calculate the true
underlying calibration parametersB = B if the virtual reference and uncalibrated array suffer from noisewith equal
variance, i.e., N1NT1 = N2NT2 = λ · I . We first investigate this finding and simulate the assumption for an arbitrary
hop in the rendezvous path by enforcing Yˆ(h) · YˆT(h) = Y(h) ·YT(h) + λ · I and X (h) ·X
T
(h) = B
−1
(h) (Y(h) ·YT(h) + λ · I )B−T(h) .
Fig. 4 reflects our theoretical findings in Sec. 3.4. We observe that SCAN is able to calculate the true B up to
machine precision independent of λ. Further, we observe the estimation by MLS is dependent on λ , 0.
Error accumulation.
Fig. 5 shows the results of the calibration at each hop when the standard deviation σ of the noise for all sensor
arrays is randomly chosen from [0.05, 0.2]. Due to the small number of samples, the noise components are in
general correlated, i.e., N1NT1 has a general form with dominating diagonal elements, which relates to real-world
sensor arrays as we will show later in Sec. 4.2. In Fig. 5a we observe that our SCAN approach clearly outperforms
MLS with respect how accurate the underlying B (h) is estimated in each hop. This finding is reflected in the
calibration error over multiple hops in Fig. 5b, where SCAN achieves a reduced error accumulation over 20 hops
compared to MLS. In fact, already after 5 hops MLS shows a 38% higher average error than SCAN. Although
SCAN outperforms MLS, we also observe an error accumulation for SCAN over 20 hops. Relative to the first
hop the error increased by less than 26% at the last hop. The reasons are the different sensor noise variances σ 2
of each individual sensor, i.e., assumption (21) is not satisfied, and the different measurement ranges the sensor
samples of each array lie in. The impact of these two reasons is elaborated in detail in the following section.
Comparison with other techniques. Table 1 summarizes the calibration error for seven different techniques,
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Method h = 0 h = 5 h = 19
SCAN 0.12 ± 0.04 0.12 + ±0.04 0.14 + ±0.04
MLS 0.11 ± 0.04 0.21 ± 0.05 0.34 ± 0.07
GMR 0.4 ± 0.06 0.54 ± 0.18 0.54 ± 0.15
TLS 0.14 ± 0.07 0.62 ± 0.3 4.2 ± 2.7
ANN 0.19 ± 0.3 > 100 > 100
Draper 0.13 ± 0.05 0.24 + ±0.05 0.34 + ±0.07
Tofallis 0.14 ± 0.06 0.25 + ±0.06 0.35 + ±0.07
Table 1. Calibration error of different techniques for one- and multi-hop calibration.
namely our sensor array network calibration regression (SCAN), 2-dimensional geometric mean regression
(GMR [24]), multiple least-squares (MLS [20]), total least-squares (TLS [14]), artificial neural networks (ANN [29])
and two different generalizations of the basic geometric mean regression tomultiple dimension byDraper et al. [10]
and Tofallis [32]. The comparison in Table 1 is based on 100 runs with a 20-hop rendezvous path and σ ∈ [0.05, 0.2].
As previously shown SCAN clearly outperforms MLS over multiple hops due to the reduction of error ac-
cumulation. For one-hop calibration MLS is more accurate. The 2-dimensional GMR calibration is not able to
compensate for cross-sensitivities. Thus, the calibration error on all hops is severely larger compared to the
other multi-dimensional regression techniques. TLS is a multi-dimensional error-in-variables regression, i.e., it
assumes that both X and Y are affected by errors, which relates to our multi-hop calibration problem. However
as experimentally shown, TLS is also suffering from an error accumulation that is even more severe compared
to MLS over multiple hops. ANNs have been widely used for sensor array calibration due to their ability of
modelling complex and possibly non-linear relationships between sensor and reference measurements. In our
setup we use a simple network with 1 hidden layer and 10 neurons [9]. We show that already after 5 hops the
accuracy of the calibration exceeds all other techniques. This can be traced back to the fact that neural networks
tend to overfit and are usually a prominent choice for compensating for non-linear cross-sensitivities. Finally,
we compare SCAN to two different generalizations of the geometric mean regression to multiple dimensions
introduced by Draper et al. [10] and Tofallis [32]. From our results we observe that both generalizations suffer
from considerable error accumulation over multiple hops and, thus, are not suited for multi-hop sensor array
calibration. Overall, we conclude that our SCAN approach outperforms all other tested techniques for multi-hop
calibration and MLS is the best choice for one-hop calibration.
4.1.3 Robustness. In this set of experiments, we investigate the impact of various factors that may violate the
assumptions of our theoretical analysis to assess the robustness of SCAN.
Impact of noise variance. The amount of sensor noise has an important effect on the multi-hop calibration
performance. Fig. 6a shows the comparison between different intervals for σ , i.e., σ ∈ [0.05, 0.2] (bold lines) and
σ ∈ [0.2, 0.3] (dashed lines). For both SCAN and MLS the average error over all hops is increased with increasing
variance in sensor noise. As shown before, SCAN reduces the error accumulation compared to MLS. In fact, the
accumulated error over 7 hops is below 13% with SCAN as shown in Fig. 6b. When calibrating with MLS the
amount of noise affects the error accumulation per hop. After h = 5 the accumulated error per hop decreases
and the calibration error stabilizes with MLS under high sensor noise. This is because the calculated calibration
parameters B already strongly deviate from the ground-truth due to the bias towards zero of B with MLS, as
theoretically proved in (8). With lower noise MLS achieves a lower average error compared to SCAN and MLS
under higher noise conditions, but accumulated over 95% error over 7 hops.
Impact of dependent noise. So far we affected all sensors with noise whose variance lied in a narrow interval.
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Fig. 6. Calibration error over seven hops (Fig. 6a) and total error accumulation (Fig. 6b) after each hop relative to h = 0 when
the sensor signals are affected by low (σ ∈ [0.05, 0.2]) and high noise (σ ∈ [0.2, 0.3]).
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Fig. 7. Impact on calibration parameter estimation (Fig. 7a) and error (Fig. 7b) of increased sensor noise on a single sensor
array at hop h = 4. SCAN is able to accurately calculate calibration parameters independent of the sensor noise of its parent.
In a real-world deployment this assumption may not hold. Noise of individual arrays might be significantly
higher compared to others, especially in networks with heterogeneous nodes. In Fig. 7 the standard deviation
of the noise of all sensors in the uncalibrated array at hop h = 4 is set to σ = 0.3 and the one of its neighbours
h = 3 and h = 5 to σ = 0.12. Despite the increased calibration error of the array at hop h = 4, arrays at hops
h = [5, 19] are not notably affected when calibrating with SCAN. In contrast the increased noise at h = 4 has
a strong impact on the parameter estimation by MLS and, hence, sensor arrays at hops h = [5, 19] suffer from
a high calibration error. This result shows that the calibration parameter estimation of a child sensor array by
SCAN depends on the child sensor array noise but barely on the noise of its parent.
Impact of variable measurement range. In the previous experiments we always assumed that the measure-
ments of all sensor arrays along the rendezvous path include samples over the whole range of the underlying
phenomena, i.e., the interval defined by the smallest and highest absolute value of the phenomena measurements.
For instance, the ambient temperature in a deployment ranges from 5 °C to 30 °C , then so far we assumed that all
arrays along a rendezvous path contain temperature samples within the whole range. This assumption is difficult
to enforce in a real-world deployment. Physical phenomena typically show large variance depending on time and
location. Therefore, capturing samples over the whole range of all target phenomena is a difficult task without
enforcing rendezvous between sensor arrays.
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Fig. 8. A lower measurement range between arrays at h = 4 introduces an increased calibration error in Fig. 8a for both
SCAN and MLS in all hops h > 3. In Fig. 8b an increased measurement range only affects sensor array at hop h = 3 without
effect on the subsequent sensor arrays.
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Fig. 9. Calibration error of our SCAN method with different numbers L of reference signals. The effects on the error
accumulation are negligible.
In Fig. 8 we show the effect of a rendezvous between array at hop h = 3 and h = 4with a different measurement
range compared to all other sensor arrays in the path. We decrease the range by a factor of 3 in Fig. 8a and observe
that both SCAN and MLS are affected. The lower measurement range introduces an increase of the calibration
error for sensor array at h = 4 and all its subsequent arrays. The reason for this effect is that the calibration
parameter estimation for all sensor arrays with hop h > 4 is only valid for the smaller range of array at h = 4
and, thus, the array can only be used to calibrate subsequent arrays with equal measurement range. In Fig. 8b
we increase the measurement range of the rendezvous between arrays at h = 3 and h = 4 by a factor of 3. This
only affects the sensor array at h = 3 but not the ones at hops h = [4, 19]. The sensor array at h = 3 is not able to
estimate parameters for its whole range, only for the smaller range of its parent array. This does not affect sensor
arrays at hops h = [4, 19] because their measurement range is equal to the one at hop h = 2.
We conclude that it is important to use calibration data including a large measurement range of equal size for
all sensor arrays in a rendezvous path. In a real-world deployment the density of the network and, hence the
number of rendezvous between nodes, can therefore have an impact on the accuracy of the calibration.
Impact of number of reference signals. Unlike MLS, SCAN calculates different calibration parameters of an
array to a certain reference depending on the number of other references in the regression setup. As shown in
Sec. 3.3 this does however not violate the no bias towards zero property under the assumption of equal sensor
noise of parent and child array. We now show that even if this assumption does not hold, the impact on the
calibration error with different number of reference signals is negligible. We investigate the calibration error to
phenomena y4 ∈ Y with different number of reference signals L ∈ {1, 2, 3, 4}. That means, if L = 1 each sensor
array is only calibrated to y4. Accordingly, if L = 2 the array is calibrated to two phenomena [y3;y4], and so forth.
The standard deviation of the noise is set to σ ∈ [0.2, 0.3] for all sensor arrays. Fig. 9 shows the calibration error
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y4 ∈ Y over multiple hops for different L. We observe, that the number of references does not have a notable
impact on the error. The differences only become clear after multiple hops, where SCAN with L = 4 achieves the
lowest average error. In fact, at h = 19 the calibration errors for all L values differ by less than 3% .
Summary. Through extensive simulations, we demonstrate that our SCAN scheme outperforms the state-of-the-
arts in multi-hop calibration for sensor arrays. Our SCAN scheme still accumulate mild errors in presence of
numerous practical factors including noise variance, noise dependency, variable measurement range, etc., but
still significantly outperforms MLS, which becomes unusable in these situations.
In the next two subsections, we further evaluate the performance of SCAN on two real-world air quality
datasets, showing both the advantages of our novel SCAN scheme and the lessons learned in calibrating large-scale
air quality measurements collected by low-cost mobile sensor arrays. We mainly compare our SCAN scheme
with MLS, which we show is the best choice for one-hop sensor array calibration, and GMR, the state-of-the-art
for multi-hop sensor calibration.
4.2 Metal Oxide Sensor Array
In this set of experiments, we evaluate the performance of SCAN on measurements collected by low-cost metal
oxide based gas sensors. The sensor is a prototype featuring an array of sensing layers, whereof each individual
layer in the array exhibits a different sensitivity to certain environmental gases. The sensitivity of these layers
can be controlled by setting the temperature of the sensing layer to a specific value, which is a common technique
for metal oxide based sensors [5]. Due to its small size and low power consumption, the sensor is suitable for a
large variety of Internet-of-Things, wearable devices and crowd-sensing applications.
4.2.1 Setup. We deploy the low-cost metal oxide based gas sensors next to a static and highly accurate air
monitoring station in Duebendorf, Switzerland to monitor the ambient ozone (O3) concentration. We heat the
sensing layers of the gas sensors to different temperatures to simulate heterogeneous sensor nodes with different
noise levels. Further, we deploy a temperature sensor [27] for ambient temperature measurements. The sensors
are sampled in an interval of 30 sec. As sensor array we use measurements from two of the gas sensor layers and
from the temperature sensor, i.e., K = 3. We collect measurements from July 2015 to July 2016.
Rendezvous path.We construct a rendezvous path of 11 hops because there were at most eleven sensor arrays
measuring at the same time. Each calibration is trained on 200 samples within a time frame of at most two weeks.
The calibration is tested on 200 different samples within the consecutive two weeks. The whole evaluation over
one year of data is executed 500 times with a randomly re-sampled calibration path for every execution. For the
calibration in the first hop to measurements of the reference station we use MLS instead of our SCAN method.
As shown in Table 1 and also confirmed by evaluating the dataset, MLS performs better for one-hop calibration
and, thus, the overall multi-hop calibration achieves better accuracy.
Ground-truth. For training the calibration parameters of the array at the initial hop and evaluating the calibration
of all arrays in the path we use highly accurate ozone and temperature measurements from the station as reference.
4.2.2 Performance. We compare the multi-hop sensor array calibration performance of our SCAN approach
to MLS. 2-Dimensional GMR is used to compare sensor array and simple sensor calibration by solely calibrating
the measurements from a single sensing layer in the array that exhibits the highest sensitivity to ozone.
Error accumulation. The average RMSE over the whole time period for each calibrated array per hop is depicted
in Fig. 10a. The results highlight the two major advantages of our SCAN sensor array calibration method; (i) SCAN
reduces error accumulation over multiple hops compared to MLS and (ii) improves the overall calibration accuracy
compared to the simple sensor calibration based on GMR. Over eleven hops MLS increases the average calibration
error from 3.5 ppb to 5.85 ppb which is equal to a relative increase of over 60% error. SCAN considerably reduces
this error accumulation to a relative increase of 30%. Compared to the simple sensor calibration with GMR, sensor
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Fig. 10. (a) Sensor array calibration error over multiple hops when calibrated to ambient ozone (O3) concentration. SCAN
clearly outperforms MLS and GMR. (b) Covariance matrix of sensor noise after sensor calibration to O3 and temperature.
array calibration based on SCAN improves the calibration error by up to 1.36 ppb O3 concentration. Over all
hops SCAN achieves a 16% to 38% smaller error than GMR and an up to 23% smaller error than MLS.
Investigation on noise characteristics. As shown in Sec. 3.4, our SCAN approach is able to completely remove
the bias towards zero of its regression parameters if the noise components of the sensor array are uncorrelated,
see assumption (21). We therefore investigate if this assumption holds for our sensor arrays. Because N1 is not
directly measurable without the knowledge of the true calibration matrix B, we calculate the covariance matrix
N2N
T
2 of the calibration error N2 from the one-hop sensor array calibration using MLS, i.e., the best possible
calibration for each array. The reference traces for ozone and temperature have different units and ranges. Thus,
we scale them to assure that the noise components of the low-cost sensor arrays have equal impact, i.e., equal
variance. Fig. 10b shows the average covariance matrix for all eleven sensor arrays. We observe that the two
noise components, i.e., the calibration error of ozone O3 and temperature T , are not completely uncorrelated.
However, the diagonal elements dominate the off-diagonal elements, i.e., the N2NT2 matrix resembles a diagonal
matrix. This result relates to our assumptions on the noise components in Sec. 3 and Sec. 4.1. In conclusion, our
SCAN approach considerably improves the calibration accuracy even if the noise components are correlated, i.e.,
(21) is not satisfied.
4.3 Mobile Air Pollution Sensor Network
In this set of experiments, we evaluate the performance of SCAN on a large dataset from a real-world mobile
air pollution sensor network deployment [19]. We first demonstrate the benefits of using multi-hop calibration
over one-hop calibration in a real-world deployment. Further, we show that our sensor array network calibration
outperforms MLS and GMR for arrays of sensors with low selectivity.
4.3.1 Setup. The dataset was collected by air quality measurement boxes mounted on top of ten streetcars of
the public transport network in the city of Zurich, Switzerland, depicted in Fig. 11a and Fig. 1a. Each measurement
box includes an ozone (O3) [28], a carbon monoxide (CO) [1] and a temperature sensor [27]. The sampling interval
of the sensor array is set to 30 sec. Each box is equipped with a GPS receiver to record location and time of each
measurement. All the sampled data is transferred to a global database via GSM. We filter incomplete samples due
to network connection or sensor failures and only focus on calibrating errors induced by sensor dependencies as
mentioned in Sec. 1. Previous studies [20, 29] have uncovered a substantial dependency on ambient temperature
of the deployed low-cost O3 and CO sensor. Therefore we augment the gas sensors with the temperature sensor
to an array and calibrate the concurrent measurements to the corresponding high-quality reference signals.
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Fig. 11. (a) Measurement box mounted on top of a streetcar. (b) Locations of sensor measurements and rendezvous between
two or more sensor arrays.
Rendezvous path. As shown in Fig. 11b, the streetcars meet occasionally at different times and locations. We
exploit these rendezvous between streetcars to construct rendezvous paths. In the initial hop of a rendezvous
path one sensor array is calibrated with measurements from the governmental station. In all following hops
an already calibrated sensor array calibrates an uncalibrated one using measurements at rendezvous between
two streetcars. We define a rendezvous between two sensor arrays as within a time interval of 5min and spatial
closeness of 50m, which has been validated through extensive testing in [24]. Each rendezvous path consists of
at least 200 samples per sensor array pair within a time window of at most four weeks. The average length of all
rendezvous paths is 3 hops.
Ground-truth. As reference signals we use O3, CO and temperature measurements from two static monitoring
stations within the deployment area. We use data from both stations to train the calibration of any initial hop. This
assures that we sufficient measurements, i.e., at least 200 samples, for one-hop calibration and removes potential
error sources, such as variable measurement range as described in Sec. 4.1.3 Each calibration is calculated on a
training dataset within four weeks. The performance of each sensor array calibration is evaluated on a dataset
from the consecutive four weeks. These two datasets do not overlap in time. The location of these two monitoring
stations is depicted in Fig. 11b. The streetcars operate daily on various routes in the city and, thus, achieve a high
spatial and temporal measurement coverage, illustrated in Fig. 11b.
4.3.2 Performance. To benchmark the multi-hop calibration performance we compare a particular array at
the last hop of a rendezvous path and its baseline calibration. The baseline calibration is obtained by calibrating
the array to reference measurements from the governmental stations using MLS, i.e., the best possible calibration
for the array in question. This approach removes effects on the overall measurements accuracy of each array that
cannot be compensated by calibration, such as mobility influences [2, 3].
Overall, we use roughly 2.2 · 105 rendezvous between seven of the ten streetcars and over 550 different
rendezvous paths out of 56 million sensor samples recorded from March 2014 to March 2016 for evaluation.
One-hop versus multi-hop calibration. This evaluation aims to show the necessity of multi-hop calibration
when calibrating datasets collected by a mobile sensor network. Depending on the availability of reference
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Max. calibrated
arrays
Avg. calibrated
arrays
One-hop 3 32.7%
Multi-hop 7 94.3%
Table 2. Number of calibrated arrays with one-hop and multi-hop calibration
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Fig. 12. Calibration error of sensor arrays compared to baseline depending on the number of hops in the rendezvous path.
SCAN achieves best results for both target pollutants, ozone (O3: Fig. 12a) and carbon monoxide (CO : Fig. 12b).
stations one-hop calibration is able to calibrate only a fraction of all the sensor arrays in the network. In the
streetcar deployment there are two highly accurate reference stations that can be used to calibrate sensor arrays
on streetcars that pass by these two stations. All the remaining sensors can be calibrated using multi-hop
calibration. Table 2 shows that at most three out of seven arrays can be calibrated with one-hop calibration
whereas it is possible to calibrate all arrays with multi-hop calibration. Over the two years the multi-hop approach
calibrates in average over 94% of all arrays every month which is an improvement by a factor of 2.88 compared to
one-hop calibration. This result clearly shows the benefit of using multi-hop calibration over one-hop calibration.
Reasons for not calibrating 100% of all sensors are the irregular schedules and routes of the streetcars over two
years or missing sensor data. As a consequence certain streetcars did not meet other streetcars often enough
for a successful calibration on a monthly basis. Note that dynamically selecting rendezvous paths to ensure
network-wide calibration is out of the scope of this paper. We expect that in a more dense network the rate of
calibrated sensors is even higher.
Sensor array versus simple sensor calibration. This evaluation aims to validate the effectiveness of our
SCAN scheme on large-scale real-world mobile sensor networks. Fig. 12 shows the calibration error depending
on the number of hops in the rendezvous path for ozone (O3, Fig. 12a) and carbon monoxide (CO , Fig. 12b). We
show again the two important contributions of our proposed SCAN approach. SCAN achieves the lowest error
accumulation over multiple hops and sensor array calibration improves the overall accuracy compared to the
simple sensor calibration based on GMR for both target pollutants. Overall SCAN achieves an up to 42% lower
calibration error than GMR and up to 60% compared to MLS over 5 hops, which can dramatically benefit further
quantitative analysis such as validation on air pollution models and health studies.
In conclusion, multi-hop calibration considerably increases the number of calibrated sensor arrays in the
deployment. Additionally, our proposed SCAN method improves the calibration accuracy, especially when
compared to the simple sensor calibration based on GMR.
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Discussions.While evaluations on the mobile sensor network deployment show that our SCAN scheme outper-
forms the state-of-the-arts, we also observe that the benefits are not as distinct as in the simulations and the
metal oxide sensor arrays. Here we discuss multiple issues to further clarify the applicability of SCAN.
• SCAN works in practice even if the assumptions on noise may not hold. As shown in section
Sec. 4.2, noise from real-world sensors can correlate but exhibit typically low cross-correlation, therefore
SCAN still works and notably outperforms MLS.
• SCAN shows more notable benefits for long rendezvous paths. The current deployment consists
only of seven nodes with 5 hops at most. SCAN reduces calibration errors by 42% to 60% after 5 hops, and
we expect more notable gain in minimizing error accumulation over multiple hops for larger networks
with many low-cost sensor arrays.
• SCAN ismainly designed to tackle cross-sensitivities inmulti-hop calibration.There are possibly
additional error sources in a mobile sensor deployment, such as network faults and mobility. For instance,
recent studies [3] tackle the impact of slow sensor dynamics in a mobile deployment. SCAN can be
combined with these schemes to further reduce errors in sensor measurements.
5 RELATED WORK
This section summarizes existing work related to the two main topics addressed in this paper, sensor arrays and
multi-hop calibration.
Sensor Array Calibration. Calibrating a set of multiple different sensors to target phenomena is a popular
approach to tackle the problems of low-cost sensors such as cross-sensitivity, low stability and dependency on
environmental conditions. A large body of work [11, 20, 29] shows the benefits of sensor array calibration.
Eugster and Kling [11] compensate for the dependency to environmental conditions of a low-cost methane
(CH4) sensor. They augment the gas sensor with a temperature and relative humidity sensor and successfully
calibrate the array to ambient methane concentrations using a multi-dimensional linear regression.
Spinelle et al. [29] present the calibration of 13 different gas sensors. They improve the measurement accuracy
by compensating for cross-sensitivities to ozone, temperature and humidity of those sensors with the appliance
of multiple least-squares and neural networks.
In this work we adopt the idea of sensor array calibration and present a regression technique that can also be
applied to multi-hop calibration.
Multi-hop Calibration. Exploiting rendezvous between sensors in a mobile network is a popular approach for
sensor calibration [15, 21, 24, 25, 34].
Markert et al. [21] present a privacy-protecting multi-hop calibration which enables its appliance for par-
ticipatory environmental sensing. They demonstrate the benefits of multi-hop over one-hop calibration while
protecting the location privacy of participating users.
Ye et al. [34] present a multi-hop calibration approach for a large network of mobile barometric sensors
embedded into commercial smartphones. The work shows two major challenges; (i) common low-cost barometric
sensors show a considerable cross-sensitivity to temperature and wind regimes and (ii) errors accumulate along
rendezvous paths. In order to reduce error accumulation over multiple hops they propose an approach that
finds paths with minimal length and calibrates all sensors in the network. They show that this is a NP-complete
problem and propose a heuristic solution. We are convinced that our SCAN approach can (i) compensate for the
barometric sensors cross-sensitivities when augmented to an appropriate sensor array and (ii) does not require
to find short rendezvous paths for improved measurement quality.
Saukh et al. [25] introduce the concept of sensor rendezvous and its potential for applications such as sensor
fault detection and calibration. In a further work [24] they present multi-hop calibration based on a rendezvous
path. They show that ordinary least-squares (OLS) suffers from error accumulation when applied to multi-hop
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calibration and propose the use of the geometric mean regression (GMR). GMR does not suffer from error
accumulation and, thus, improves network-wide data accuracy. However, GMR can only be applied to single
sensors and, hence, can not compensate for limiting effects of common low-cost sensors, such as low selectivity.
Our proposed method can be applied to sensor arrays while also minimizing error accumulation and, thus,
improves data accuracy of low-cost sensor deployments even more.
6 CONCLUSION
Monitoring air pollution with mobile wireless sensor networks has received increasing research interest in recent
years. Low-cost, portable air quality sensors on the market introduced the opportunity for large scale deployments
with high spatial coverage. However, maintaining high-quality measurements from low-cost air pollution sensors
is challenging. Low-cost air pollution sensors not only drift over time, but are also cross-sensitive to interfering
gases and depend on meteorological conditions. Therefore calibrating the air quality measurements is vital if
the dataset is for quantitative analysis such as air pollution modeling and health studies. Pioneer research has
explored constructing sensor arrays to compensate cross-sensitivities and meteorological dependencies, yet
existing multi-hop calibration techniques lead to dramatic error accumulation when applied to sensor arrays,
making multi-hop sensor array calibration an open question.
We propose sensor array network calibration (SCAN), a novel constrained multi-dimensional linear regression
technique, that (i) calibrates sensor arrays and (ii) reduces error accumulation over multiple hops. We theoretically
prove that SCAN is free from regression dilution, the root cause of error accumulation, even in presence of
measurement noise. Extensive evaluations on two datasets of 56 million samples collected over three years
demonstrate the benefits of SCAN over the state-of-the-art calibration techniques. SCAN compensates for all
major limiting factors to maintain high-quality measurements from low-cost air pollution sensors, thus improving
reliability of large-scale air quality datasets. We envision SCAN as a general calibration technique for not only air
pollution monitoring, but also a range of mobile sensor network applications with dependent sensors, especially
in participatory and crowdsourcing sensing.
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