Abstract. We prove weak and strong boundedness estimates for singular integrals in R d with respect to (d − 1)-dimensional measures separated by AhlforsDavid regular boundaries, generalizing and extending results of Chousionis and Mattila. Our proof follows a different strategy based on new Calderón-Zygmund decompositions which can be also used to extend a result of David.
Introduction
A Radon measure on R d has n-growth if there exists some constant c µ such that µ(B(x, r)) ≤ c µ r n for all x ∈ R d , r > 0. If there exists some constant c µ such that c −1 µ r n ≤ µ(B(x, r)) ≤ c µ r n for all x ∈ sptµ, 0 < r ≤ diam(sptµ), then we say that µ is n-Ahlfors-David regular, or n-AD regular. A set E ⊂ R d is n-AD regular if the n-dimensional Hausdorff measure restricted to E, denoted by H n ⌊ E , is n-AD regular. The space of finite complex Radon measures in U ⊂ R d is denoted by M(U). This is a Banach space with the norm of the total variation: ν = |ν|(U).
We say that k(·, ·) : 
An n-AD-regular set E is n-uniformly rectifiable if there exist θ, M > 0 such that for all x ∈ E and all r > 0 there exists a Lipschitz mapping ρ from the ball B n (0, r) in R n to R d with Lip(ρ) ≤ M such that
Any convolution kernel k :
whenever E is an n-uniformly rectifiable set. This was originally proved by David, see e.g. [D1] and [D2] , under the additional assumption |∇ j k(x)| ≤ c j |x| −n−j for all j ≥ 0. A proof for all kernels satisfying (1.1) can be found in [T2] . It follows that all such (d − 1)-dimensional kernels satisfy the hypotheses of Theorem 1.1.
Relating the L 2 (µ)-boundedness of T k µ with the geometric structure of µ is a hard and largely unresolved problem. After David's result in [D2] , David and Semmes proved a result that goes in the converse direction. In [DS] they showed that the L 2 (µ) boundedness of all operators associated with convolution, odd, C ∞ away from the origin CZ kernels imply that the measure µ is n-uniformly rectifiable. The David-Semmes conjecture, dating from 1991, asks if the L 2 (µ)-boundedness of the operators associated with just one of these kernels, specifically to the n-dimensional Riesz kernel x/|x| n+1 , suffices to imply n-uniform rectifiabilty. The conjecture has been very recently resolved in [NToV] in the codimension 1 case, that is for n = d−1. Mattila, Melnikov and Verdera in [MMV] had earlier proved the conjecture in the case of 1-dimensional Riesz kernels. For all other dimensions and for other kernels few things are known. There are several examples of kernels whose boundedness does not imply rectifiability, see [C] , [D4] and [H] . On the other hand in [CMPT] the kernels Re(z) 2n−1 /|z| 2n , z ∈ C, n ∈ N, were considered and it was proved that the L 2 -boundedness of the operators associated with any of these kernels implies rectifiability. By now, these are the only known examples of convolution kernels not directly related to the Riesz kernels with this property.
With the previous discussion in mind, Theorem 1.1 elaborates that the bounded-
ν) with µ and ν being separated measures as in the theorem holds much more generally than the boundedness of T k µ from L 2 (µ) to L 2 (µ). Notice that in our assumptions µ and ν can be any measures with n-growth as long as they are separated in a reasonably nice manner. Furthermore we consider general n-dimensional CZ-kernels requiring less smoothness than in (1.1).
In [CM] it was shown that for a smaller class of kernels and for 1 < p < ∞ the operators
ν) whenever µ and ν have (d − 1)-growth and they are separated by (d − 1)-Lipschitz graphs. Theorem 1.1 extends the admissible boundaries from Lipschitz graphs to uniformly rectifiable sets and moreover it covers the endpoint weak-(1,1) case, which did not follow from the methods in [CM] and thus it was left untreated there.
Our proof follows an altogether different approach which makes use of new Calderón-Zygmund decompositions partially inspired by the techniques in [T1] . We should also remark that our proof, as well as the one in [CM] , makes extended use of the following theorem of David from [D1] . Theorem 1.2. Let µ, ν two measures with compact support such that µ is n-AD regular and ν has n-growth. Let k be an n-dimensional Calderón-Zygmund kernel
Using an example based on the four-corners Cantor set we prove that there exist 1-growth measures ν and µ, µ not AD-regular, such that the Cauchy singular integral operator, which is associated with the Cauchy kernel 1/z, is bounded in
Hence we show that Theorem 1.2 fails without the ADregularity assumption on µ.
On the other hand the use of Calderón-Zygmund decompositions can be exploited even further as only minor modifications in the proof of Theorem 1.1 allow us to prove the following endpoint result which, as far as we know, is new.
Let us remark that the boundedness of the operator
holds. This is due to the fact that the boundedness of [T1] or [T3, Chapter 2] , for example). The paper is organised as follows. In Section 2 we prove the appropriate Calderón-Zygmund decompositions needed for the proof of Theorem 1.1 and in Section 3 we prove Theorem 1.1. The proof of Theorem 1.3 is outlined in Section 4. Finally in Section 5 we prove that the AD-regularity assumption is essential for the proof of Theorem 1.2.
Throughout the paper the letter C stands for some constant which may change its value at different occurrences. The notation A B means that there is some fixed constant C such that A ≤ CB, with C as above. Also, A ≈ B is equivalent to A B A.
Calderón-Zygmund Decompositions
. Then, there exists a family of functions ϕ i with spt(ϕ i ) ⊂ R i ∩ Γ and with constant sign satisfying
(where c 1 is some fixed constant), and
|f |dν.
Proof. (a) Let
and
For all x ∈ F let B x be a maximal ball centered in x in the sense that
Notice that this maximal ball exists. Indeed, if B ′ x is centered at x, contains sptµ ∪ sptν, and satisfies (2.1), we have
which contradicts the initial assumption. Notice also that since sptν ⊂ N(Γ, diam(Γ)) all the maximal balls B x satisfy r(B x ) ≤ 3diam(Γ). Applying Besicovitch's covering theorem we get an almost disjoint subfamily of balls {B i } i ⊂ {B x } x which covers F and satisfy (2.1) and (2.2) by construction.
Let τ = |f | p ν. Recall that, given α > 1 and β > α n , a ball B(x, r) is called τ -(α, β)-doubling if τ (αB(x, r)) ≤ βτ (B(x, r)). Denote by D the set of points z ∈ sptτ such that there exists a sequence of τ -(2, 2 d+1 )-doubling balls P z k centered at z such that r(P z k ) → 0. By standard arguments it follows that τ (G ∩D) = τ (D). Therefore for τ -a.e. z ∈ G, there exists a sequence of (2, 2 d+1 )-τ -doubling balls P k centered at z, with r(P k ) → 0, such that
and thus
This implies that τ ⌊ G is absolutely continuous with respect to µ and that τ ⌊ G = h 1 µ with |h 1 | ≤ λ p µ-a.e., by the Lebesgue-Radon-Nikodym theorem (see [M1, p. 36-39] , for instance).
Notice
Since µ⌊ Γ is supported on Γ and it has (d − 1)-growth by standard differentiation theory of measures, see e.g. [M1] , it is absolutely continuous with respect to H d−1 ⌊ Γ with bounded Radon-Nikodym derivative. In other words, there exists a Borel function h 2 such that (2.8)
By (2.7) and (2.8) we deduce that
e. in Γ. Now for any ball B centered in G, using Hölder's inequality and (2.9),
Therefore ν⌊ G is absolutely continuous with respect to
where 0 ≤ h ≤ cλ, µ-a.e..
(b) Assume first that the family of balls {B i } i is finite. Then we may suppose that this family is ordered in such a way that the sizes of the balls R i are non decreasing (i.e. ℓ(R i+1 ) ≥ ℓ(R i )). The functions ϕ i that we will construct will be of the form ϕ i = α i χ A i , with α i ∈ R and A i ⊂ R i . We set A 1 = R 1 and ϕ 1 = α 1 χ R 1 , where the constant α 1 is chosen so that B 1 w 1 f dν = Γ ϕ 1 dH d−1 . Suppose that ϕ 1 , . . . , ϕ k−1 have been constructed, satisfy (2.4) and
where c 1 is some constant which will be fixed below. Let R s 1 , . . . , R sm be the subfamily of R 1 , . . . , R k−1 such that R s j ∩ R k = ∅. As ℓ(R s j ) ≤ ℓ(R k ) (because of the non decreasing sizes of R i ), we have R s j ⊂ 3R k .
Since the B i 's are maximal we have that 1
Hence sptµ ∩ 6B i = ∅ and thus Γ ∩ 6B i = ∅ as well. Choosing any
Now taking into account that for i = 1, . . . , k − 1, by (2.4),
|f |dν, and using the finite ovelarpping of the balls B s j , Hölder's inequality, the (d − 1)-growth of µ and ν and (2.11), it follows that
Therefore, by Chebyshev,
Then, using also (2.11), we obtain
(2.12)
Since k−1 j=1 |ϕ j (x)| ≤ c 1 λ for x / ∈ A k by the previous steps of the induction, if we choose c 1 = 2c 2 + c 3 , (2.5) follows.
Now it is easy to check that (2.6) also holds. Indeed we have
Suppose now that the collection of balls {B i } i is not finite. For each fixed N we consider the family of balls {B i } 1≤i≤N . Then, as above, we construct functions ϕ
Notice that the sign of ϕ N i equals the sign of w i f dν and so it does not depend on N.
Then there is a subsequence {ϕ
. Now we can consider a subsequence {ϕ k 2 } k∈I 2 with I 2 ⊂ I 1 which is also convergent in the weak * topology of
In general, for each j we consider a subsequence {ϕ k j } k∈I j with I j ⊂ I j−1 that converges in the weak * topology of
It is easily checked that the functions ϕ j satisfy the required properties.
For a domain U, Γ and µ as in Theorem 2.1, and a complex measure ν ∈ M(R d \U) we have the following result analogous to the preceding one. 
This result can be derived from Theorem 2.1 by setting p = 1, taking f such that ν = f |ν|, and replacing the measure ν there by |ν|.
Weak (p, p) boundedness
We will split the proof of Theorem 1.1 into two parts. We present first the proof of the boundedness of T k from the space of measures 
uniformly on ε.
To simplify notation, below we will write T instead of T k .
Proof. Suppose first that both µ and ν have compact support and sptν ⊂ N(Γ, diam(Γ)). Clearly, we may assume that λ > 2 d+1 ν / µ . Let {B i } i be the almost disjoint family of balls of Theorem 2.2. Let R i = 10B i and notice that r(R i ) ≤ 30diam(Γ) recalling that r(B i ) ≤ 3diam(Γ). Then we can write ν = κ + β, with
where the functions ϕ i satisfy (2.16), (2.17) (2.18) and w i =
. Moreover,
So we have to prove that
We will first show that (3.3)
We will now check that (3.4)
On the other hand, using Cauchy-Schwarz and (2.6) we get
(3.6) Combining (3.5) and (3.6), we obtain (3.4). Then we deduce
by the finite overlap of the balls B i . Thus (3.3) is proven. This implies that
by the finite overlap of the balls B i . Taking into account that |g| ≤ c λ
(3.8)
Now, by (3.7) and (3.8) we get (3.2).
In the case that ν, µ have compact support but sptν ⊂ N(Γ, diam(Γ)), we split
For ν 1 we have shown that the estimate (3.1) holds. For ν 2 , using that dist(sptν 2 , µ) ≥ diam(Γ) and that µ ≤ c µ (diamΓ) d−1 , we deduce that
for all x ∈ sptµ.
Therefore,
Suppose now that µ is compactly supported but not ν. Let N 0 be such that sptµ ⊂ B(0, N 0 ), and for some N > N 0 , let ν N = χ B(0,N ) ν. Then, for x ∈ spt(µ),
for all x ∈ spt(µ), and since the estimate (3.1) holds for ν N , letting N → ∞, we deduce that it also holds for ν.
On the other hand, if µ is not compactly supported, then for µ N = µ⌊B(0, N),
|T ε ν(x)| > λ} ≤ c ν λ uniformly on N, and then (3.1) follows in full generality.
Thus we have proved (ii) of Theorem 1.1. For the proof of (i) we need to introduce some additional notation and recall some well known results. If µ is any non-negative Radon measure, we define a radial maximal function by
If f is a measurable function we also set
|f |dµ.
It follows (see for example [D3] ) that if µ and ν have (d−1)-growth and 1
. We now define the q-radial Maximal operator for a measurable function f with respect to a non-negative Radon measure µ by
(3.10)
The following easy lemma can be found for example in [T1] . 
Proof. Suppose first that both µ and ν have compact support and sptν ⊂ N(Γ, diam(Γ)). Clearly, we may assume that
be the almost disjoint family of balls of Lemma 2.1. Let R i = 10B i and notice that r(R i ) ≤ 30diam(Γ), since r(B i ) ≤ 3diam(Γ). Then we write f ν = κ + β, with
where the functions ϕ i satisfy (2.4), (2.5) (2.6) and w i =
So it remains to prove that
We will first show that (3.13)
By duality
Then, for g as above, we write
Therefore (3.13) will follow if we prove that for any function g such that spt(g)
stands for the center of B i and y / ∈ 2R i , we get
Hence, using also that β i ≤ 2 B i |f |dν, we obtain
(3.14)
From the estimate (3.11) applied to the measure µ ′ = |g|µ, taking into account
Hence by (3.14), Hölder's inequality, and (3.9),
To estimate II, notice that for x ∈ 2R i \ 2B i ,
So using (3.9) we get:
We now turn our attention to the term III. Using Hölder's inequality for some q < p ′ and the boundedness of
Using (2.6), we obtain
Notice that, for x ∈ B i ,
Together with (3.16) and (3.17), this yields
Thus, when ν, µ have compact support and sptν ⊂ N(Γ, diam(Γ)), (3.12) follows by (3.15), (3.16), (3.17) and (3.18).
For f ν 1 we already know that the estimate (3.12) holds. For f ν 2 , we take into account that dist(sptν 2 , sptµ) ≥ diam(Γ) and so, for x ∈ sptµ,
Suppose now that µ is compactly supported but not ν. Let N 0 be such that sptµ ⊂ B(0, N 0 ), and for some N > N 0 , let ν N = χ B(0,N ) ν. Then, for x ∈ sptµ,
for all x ∈ sptµ, and since the estimate (3.1) holds for f ν N , letting N → ∞, we deduce that it also holds for f ν.
λ p uniformly on N, and then (3.1) follows in full generality.
4. Remarks about the proof of Theorem 1.3
Following the same scheme as in the previous two sections we obtain the following theorem, which implies Theorem 1.2 by interpolation.
Theorem 4.1. Let µ, ν two Radon measures in R d such that µ is n-AD regular and ν has n-growth.
is also bounded.
For the proof of Theorem 4.1 we need the following Calderón-Zygmund decomposition, which is analogous to the one from Theorem 2.1. 
There exists a family of almost disjoint balls {B i } i (that is, i χ B i ≤ c) centered at sptν, with radius not exceeding 3 diam(sptµ), and a function h ∈ L 1 (µ) such that Figure 1 . The square Q 0 and the sets E 1 and E 2 , which appear in the first stages of the construction of the corner quarters Cantor set.
The proof of Theorem 4.2 follows the same steps of the proof of Theorem 2.1 and it also makes essential use of the AD-regularity of the measure µ. Then we can prove Theorem 4.1 by following a strategy analogous to the one for Theorem 3.3. In every occasion where we needed to use the properties of the boundary Γ in the proof of Theorem 3.3, for the proof of Theorem 4.1 we use now the AD-regularity of µ. We omit the details. Figure 1) , and we set E n = 4 n i=1 Q n i and E = ∞ n=1 E n . This is the corner quarters Cantor set. It is not difficult to check that 0 < H 1 (E) < ∞.
In the complex plane, consider now the Cauchy singular integral operator C, which is associated with the Cauchy kernel 1/z. It is well known that
See [M2] , for example. Given a Borel measure σ on C and λ > 0, it is immediate to check that
Also, these L 2 norms are invariant by translations. So, for any z n ∈ C and λ n = n −1/2 , we consider the measures
Observe that if for each n ≥ 1, C λnσn L 2 (λnσn)→L 2 (λnσn) ≈ λ n n 1/2 = 1.
Then, if the points z n are chosen far enough from each other, then the supports of the measures λ n σ n will be very separated, and then it easily follows that C µ is bounded in L 2 (µ). On the other hand,
n n 1/2 = n 1/4 , and thus C µ is not bounded from L 2 (µ) into L 2 (ν).
