Super Résolution Temporelle de Formes Multi-Vues by Leroy, Vincent et al.
HAL Id: hal-01866632
https://hal.archives-ouvertes.fr/hal-01866632
Submitted on 3 Sep 2018
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Super Résolution Temporelle de Formes Multi-Vues
Vincent Leroy, Edmond Boyer, Jean-Sébastien Franco
To cite this version:
Vincent Leroy, Edmond Boyer, Jean-Sébastien Franco. Super Résolution Temporelle de Formes Multi-
Vues. ORASIS 2017, GREYC, Jun 2017, Colleville-sur-Mer, France. pp.1-10. ￿hal-01866632￿
Super Résolution Temporelle de Formes Multi-Vues
V. Leroy J.S. Franco E. Boyer
INRIA Grenoble
655 Avenue de l’Europe, 38330 Montbonnot-Saint-Martin
vincent.leroy@inria.fr
Résumé
Nous considérons le problème de super résolution tem-
porelle de formes, par l’utilisation de multiples obser-
vations d’un même modèle déformé. Sans pertes de gé-
néralité, nous nous concentrons plus particulièrement au
scénario multi-caméras moyenne échelle, c’est à dire des
scènes dynamiques, pouvant contenir plusieurs sujets. Ce
contexte favorise l’utilisation de caméras couleur, mais
nécessite une méthode de reconstruction robuste aux in-
consistances photométriques. Dans ce but, nous proposons
une nouvelle approche, spécialement dédiée à ce contexte
moyenne échelle, utilisant des descripteurs et des schémas
de votes adaptés. Cette méthode est étendue à la dimen-
sion temporelle de manière à améliorer les reconstructions
à chaque instant, en exploitant la redondance des infor-
mations dans le temps. Pour cela, les informations photo-
métriques fiables sont accumulées dans le temps à l’aide
de champs de déformations combinés à une stratégie de
croissance de région. Nous démontrons l’amélioration des
reconstructions apportée par notre approche à l’aide de
séquences multi-camera synthétiques.
Mots Clef
Stéréo Multi-Vue, Super Résolution Spatio-Temporelle.
Abstract
We consider the problem of temporally superresolving
shape models of deformable objects by exploiting multi-
view observations over time. With no loss of generality,
we especially focus on mid-scale camera settings i.e. dyna-
mic scenes with one to several people, which can particu-
larly benefit from it. This context favors multi color came-
ras settings but requires reconstruction algorithms robust
to inconsistent photoconsistency measures. To this pur-
pose we introduce a novel approach that specifically ad-
dresses the mid-scale setting with adapted features and vo-
ting schemes. This approach is extended to the time dimen-
sion in order to improve 3D reconstruction by taking ad-
vantage of temporal information redundancy. To this goal
reliable photometric information is accumulated over time
using 3D warps combined with a seed growing strategy for
robustness. Our approach provably improves reconstruc-
tion accuracy by considering multiple frames, hence time
superresolving shape models. To conduct fair evaluations
we also introduce a multi-camera synthetic dataset that
provides ground-truth data for mid-scale dynamic scenes.
FIGURE 1 – Trois des 68 images d’entrée d’un système
multi-caméras moyenne échelle comme exemple de re-
construction d’une scène moyenne échelle dynamique,
contenant de multiples sujets en mouvement.
Keywords
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1 Introduction
Nous proposons une méthode capable de modéliser en
3D une scène dynamique de moyenne échelle observée
à l’aide d’un système multi-caméras synchronisé et cali-
bré. Par moyenne échelle, nous faisons référence à une
aire de capture d’une douzaine de mètres carrés ou plus,
dans laquelle des sujets en mouvement sont observés. Ce
scénario diffère des cas standards de Reconstruction Sté-
réo Multi Vues (MVS), qui traitent, soit de cas petite
échelle (petits objets observés dans un volume de cap-
ture d’au plus 1m3), soit de scènes à grande échelle [43]
(bâtiments, villes, etc... ). Notre objectif est de générali-
ser l’applicabilité des méthodes MVS à des scénarios de
capture de scènes plus larges, comprenant par exemple
de larges mouvements sportifs ou des chorégraphies avec
plusieurs danseurs, afin de multiplier les possibilités créa-
tives de beaucoup d’applications associées à la création de
contenu 3D réaliste, telles que l’analyse de mouvements
sportifs, la création de contenu 3D immersif pour les ap-
plications de réalité virtuelle, etc... D’un point de vue tech-
nique, ce scénario diffère du problème MVS standard se-
lon plusieurs fronts. Premièrement, le volume de capture
étant plus grand, les caméras possèdent un angle de cap-
ture plus large, projetant les surfaces observées sur des
régions plus petites de l’image (environ 10%, contraire-
ment au cas de reconstruction standard où l’objet occupe
la quasi-totalité de l’image). Deuxièmement, la résolution
des caméras permettant de capturer de telles scènes est in-
férieure d’un ordre de grandeur à celle d’un appareil photo
digital utilisé à petite échelle. Troisièmement, la texture
des sujets observés est très hétérogène, et souvent quasi-
uniforme, avec seulement quelques motifs locaux. Quatriè-
mement, un plus grand nombre de sujets augmente les in-
ter/auto occultations. La combinaison de tous ces facteurs
entraîne des images de plus faible résolution, plus bruitées
et une information de texture plus ambigüe, que dans le cas
MVS usuel.
Nos contributions résident dans les deux points suivants :
puisque le mouvement est une composante centrale dans
notre scénario, nous nous tournons de manière naturelle
vers l’exploitation de la redondance temporelle de l’infor-
mation, de manière à améliorer la qualité d’une reconstruc-
tion, à l’aide de ses voisines temporelles. D’un autre côté,
nous ré-examinons la totalité de l’approche MVS, en utili-
sant toute l’information à disposition de manière à amélio-
rer la qualité des détails et filtrer le bruit. Pour cela, nous
extrayons une carte de profondeur par caméra à l’aide de
descripteurs DAISY robustes [35]. Toutes les cartes sont
alors fusionnées en une fonction implicite continue par le
biais d’une fonction de distance signée tronquée (FDST,
représentation robuste d’une surface 3D), de manière si-
milaire aux récents travaux basés sur les capteurs de pro-
fondeur [17, 25]. Nous proposons un algorithme capable
d’utiliser cette fonction en combinaison avec une estima-
tion de la déformation locale de la surface, afin d’obtenir
itérativement une estimation de la surface temporellement
super-résolue.
Nous validons notre approche sur plusieurs jeux de don-
nées réelles contenant de multiples objets ou personnes,
où notre approche permet une réduction du bruit et une
amélioration de la complétude dans les régions très occul-
tées. Nous mettons aussi en place un protocole d’évaluation
quantitative à l’aide de deux jeux de données synthétiques,
moyenne échelle et dynamiques, qui seront mis à la dispo-
sition de la communauté. Une amélioration significative de
la qualité des reconstructions par rapport à l’état de l’art est
mesurée, qui est encore augmentée par la super résolution
temporelle.
2 Travaux antérieurs
L’état de l’art en reconstruction stéréo multi-vues étant ex-
trêmement riche, nous ne nous focaliserons ici que sur les
travaux les plus pertinents pour situer notre contribution.
La reconstruction stéréo multi-vues statique d’objets
inertes a été intensivement étudiée, et des études compara-
tives et jeux de données de référence [1] sont disponibles
et mis à jour régulièrement à petite [30, 18] et grande [33]
échelle. Parmi les méthodes les plus performantes, diffé-
rents moyens de représenter la scène sont utilisés, tels que
les surfaces de niveau implicites [28, 10], volumes discrets
creusé [5], cartes de profondeur [14, 13] ou échantillons
épars obtenus par association de descripteurs qui sont en-
suite densifiés en une surface[12, 43, 29]. Nous optons pour
une fusion dense de cartes de profondeurs obtenues à l’aide
de descripteurs DAISY [35] en utilisant une représentation
volumique implicite sous la forme d’une FDST. Nous mon-
trons que cette méthode permet d’obtenir des reconstruc-
tions d’une qualité équivalente à l’état de l’art sur un jeu de
données standard [18] et supérieure dans le cas moyenne
échelle dynamique. Contrairement à toutes ces méthodes,
notre approche permet aussi une super-résolution tempo-
relle de nos reconstruction MVS.
La reconstruction de scènes dynamiques, où plusieurs
objets en mouvement sont observés par de multiples camé-
ras ou capteurs, a initialement été abordée à chaque ins-
tant de temps indépendamment, selon plusieurs approches,
telles que [11] (forme à partir de la silhouette), MVS ou
point clés, ou alors la combinaison des deux [32]. Plu-
sieurs auteurs ont tenté d’ajouter des contraintes tempo-
relles à la reconstruction, par exemple avec une triangu-
lation de Delaunay en 4 dimensions [3] ou encore à l’aide
d’une hypothèse de régularité sur une hypersurface 4D ex-
traite à l’aide de contraintes MVS [15]. D’autres approches
mettent en place une propagation locale basée sur le flot
optique ou de scène pour guider la régularité d’une infé-
rence [19] où la zone de recherche spatiale pour l’asso-
ciation de descripteurs [23]. Certains travaux mettent en
place des contraintes topologiques sur la totalité d’une sé-
quence [27, 23] permettant une extraction consistante d’ob-
jets fins tels que des cordes [27] ou encore en assurant une
topologie constante sur les silhouettes [23]. Plutôt que de
nous concentrer sur des a priori uniquement géométriques,
notre méthode permet de propager l’information stéréo ob-
servée à l’intérieur d’une fenêtre temporelle.
Parmi les travaux précurseurs, [39] proposent une approche
de découpage en 6D innovante, creusant les paires de
voxels inconsistantes entre deux instants consécutifs. [37]
proposent aussi une amélioration locale, limitée, de la sur-
face en propageant d’un instant à l’autre l’information sté-
réo le long du flot optique. Notre méthode généralise ce
principe dans une fenêtre temporelle par alignement lo-
cal des formes. [7] démontrent la pertinence d’une tech-
nique permettant d’accumuler les silhouettes dans le temps
à l’aide de transformations rigides, principe que nous ap-
pliquons à notre méthode MVS. [28, 24] estiment simul-
tanément la surface MVS et le flot de scène, mais n’ex-
ploitent pas l’alignement local pour propager l’information
plusieurs instants autour de la reconstruction comme pro-
posé.
Modalités différentes : Plusieurs approches pertinentes
résolvent ce problème avec des capteurs différents, c’est à
dire de profondeur [17, 25, 16, 45], par lumière structu-
rée [8], ou encore par stéréo photométrique à l’aide d’un
système de lumières actif [41]. [8] construisent un modèle
utilisant conjointement information photométrique et lu-
mière structurée et l’animent par suivi de formes sur des
petites portions de séquence, mais néanmoins ne l’amé-
liorent pas tel que proposé. [17, 25, 16] sont des inspi-
rations fortes car ils démontrent comment une représen-
tation FDST peut être utilisée pour accumuler l’informa-
tion, pour des objets rigides ou non. Les différences clef
sont que nous généralisons ce principe pour un système
multi-caméras couleur, et un scénario contenant d’amples
et rapides mouvements. Aussi, pour la plupart des ap-
proches précédemment citées, l’aire de capture dans le cas
de scènes dynamiques non rigides est limitée à quelques
mètres carrés [32, 8, 25, 16, 45, 41], limitation écartée à
l’aide de notre méthode. Une exception notable est [6] qui
applique la fusion de FDST à grande échelle, néanmoins
dans le cas statique.
3 Aperçu de la Méthode
Notre objectif est de reconstruire des modèles tempo-
rellement super-résolus de scènes dynamiques moyenne
échelle. Nous nous concentrons ici sur un système caméra
couleur qui permet la capture de tels scénarios en autori-
sant une certaine flexibilité dans l’acquisition. D’un autre
côté, ce type de système soulève des problématiques spéci-
fiques car l’information photométrique devient facilement
inconsistante et ambigüe entre les caméras, possiblement
très éloignées. Notre approche exploite la redondance tem-
porelle afin d’améliorer la qualité des modèles dans une
fenêtre temporelle dans une séquence. Nous faisons l’hy-
pothèse que dans une fenêtre temporelle sont observées
plusieurs instances d’un même modèle déformé, présentant
potentiellement des changements topologiques, tel que dé-
crit en figure 2. Notre système de super-résolution tempo-
relle figure 3 considère donc en entrée les images couleur
des caméras pour une fenêtre temporelle et produit un seul
maillage 3D du modèle super-résolu. Pour cela, l’informa-
tion de plusieurs instants (typiquement 3 à 7 frames) est
fusionnée à la suite d’une alternance entre une estimation
de la forme et du mouvement tel que détaillé ci-après.
FIGURE 2 – Modèle de formation des images, silhouettes
et notations du problème.
4 Reconstructions Initiales
Notre méthode commence tout d’abord par reconstruire
chaque instant indépendamment. Ces reconstructions se-
ront ensuite considérées dans la fenêtre temporelle pour
la super-résolution du modèle. L’indice temporel est omis
pour clarifier les notations. Prenant en entrée une séquence
de N images {Ii}Ni=1 observées par C caméras calibrées,
de projections {πi}Ni=1 et de centres {ci}Ni=1.
Nous considérons aussi une séquence de silhouettes
{Ωi}Ni=1 obtenues par le biais d’une quelconque méthode
de soustraction de fond, donc par conséquent possiblement
erronées. De manière à spécifiquement résoudre les pro-
blèmes découlant de scénarios à moyenne échelle, c’est
à dire une couverture de scène hétérogène, et une grande
distance inter-caméra, nous proposons une méthode inno-
vante combinant cartes de profondeur basées stéréo et fu-
sion de FDST robuste. Il est primordial de préciser que
la méthode est conçue de manière à faciliter l’intégration
temporelle, comme expliqué plus loin. Nous reconstruisons
des maillages 3D selon ces trois étapes successives :
1. Construction de cartes de profondeurs lisses par mor-
ceaux pour chaque caméra, incluses dans un volume
de confiance défini par les silhouettes.
2. Fusion de ces cartes de profondeur à l’aide d’une
FDST standard.
3. Extraction de l’isosurface zéro de la fonction impli-
cite, à l’aide d’une nouvelle méthode de maillage,
conçue spécialement pour le scénario multi-vue.
4.1 Estimation des Cartes de Profondeur
La première étape des reconstructions initiales consiste
à construire une carte de profondeur par image d’entrée.
L’objectif ici est d’appliquer une stratégie locale, qui four-
nit des estimations précises mais bruitées des profondeurs.
Le filtrage est assigné à l’étape globale suivante basée sur
la FDST. Le principe consiste à échantillonner les profon-
deurs le long des rayons arrivant dans la caméra et de gar-
der le meilleur candidat potentiel, selon une métrique de
photoconsistance basée sur les descripteurs d’image. Afin
d’augmenter la précision et de limiter les faux positifs,
nous contraignons la recherche de candidats à l’intérieur
d’un volume de confiance, basé sur l’information de sil-
houette.
Volume de confiance Les silhouettes {Ωi}Ni=1 défi-
nissent, par extrusion, une enveloppe visuelle 3D qui est
supposée contenir l’objet observé. En pratique, les sil-
houettes sont susceptibles d’être erronées, et de contenir
par exemple des trous, ou des parties manquantes, et ne
peuvent pas garantir cette propriété. Notre objectif princi-
pal étant de réduire la zone de recherche le long des rayons
à une région susceptible d’intersecter la surface observée,
nous définissons le volume de confiance V tel que :
V = {x ∈ R3 : ∃>αi (πi(x) ∈ Ii)
∧ ∃>βi (πi(x) ∈ Ωi)},
(1)
FIGURE 3 – Processus de super résolution temporelle des reconstructions.
FIGURE 4 – (gauche) Enveloppe visuelle (54/68 caméras)
et (droite) notre volume de confiance α = 10, β = 10.
c’est à dire le lieu géométrique de R3 qui se reprojette
dans au moins α images et au moins β silhouettes. α et
β sont des constantes définies par l’utilisateur, avec α re-
streignant les prédictions peu observées, et autorisant des
prédictions éloignées de l’enveloppe visuelle exacte quand
β augmente. Intuitivement, V est une version dilatée de
l’enveloppe visuelle dans la région de l’espace visible par
au moins α images, comme montré en figure 4.
Mesure de la photoconsistance Afin de prédire la pro-
fondeur le long d’un rayon, nous utilisons une métrique ba-
sée sur le désaccord paire à paire des images. Alors qu’his-
toriquement, la Corrélation Croisée Normalisée s’est im-
posée comme moyen standard pour comparer la reprojec-
tion d’un point sur plusieurs images [12, 27, 10, 42], de ré-
centes avancées dans le domaine des descripteurs d’images
ont démontré les bénéfices apportés par les descripteurs
basés sur les gradients, tels que SIFT, GLOH, DAISY
[21, 22, 35]. Nous choisissons DAISY car il a été expéri-
mentalement montré qu’il s’agit du descripteur le plus ro-
buste dans un contexte dense. Pour un point x ∈ R3 et étant
donné deux images Ii et Ij , le désaccord photométrique
gi,j(x) en x est donné par la distance euclidienne entre les
deux descripteurs Di et Dj associés à la reprojection de x
sur les images :
gi,j(x) = (Di(πi(x))−Dj(πj(x)))2. (2)
La mesure de photoconsistance ρi(x) en x étant donné
toutes les images est alors calculée comme un vote ro-






avec : les valeurs normalisées ω̄j de ωj = cos(θij) pon-
dérant les contributions des caméras autour de la caméra
i en utilisant l’angle θij entre les axes optiques des camé-
ras i et j ; Ci le sous ensemble des caméras j telles que
ωj > 0.7 ; et W () est une fonction de vote robuste, une fe-
nêtre de Parzen Gaussienne dans l’espace des descripteurs
dans nos expérimentations. On peut noter que 1 représente
le meilleur score et 0 est le pire.
La mesure de photoconsistance ci-dessus assume implicite-
ment l’observation de surfaces Lambertiennes, et bien que
robuste aux spécularités dans une certaine mesure, peut ne
pas fonctionner dans les cas extrêmes. Aussi, en ce qui
concerne les occultations, nous nous attendons à ce que ρ
présente un maximum local lorsque le rayon intersecte la
surface, même dans le cas où la surface est observée par
peu de caméras. Aussi, nous limitons la recherche le long
d’un rayon afin d’empêcher d’aller trop loin à l’intérieur du
volume de confiance(1) comme expliqué ci-après.
Prédiction des profondeurs : pour chaque pixel à l’inté-
rieur de chaque silhouette, la profondeur est prédite le long
du rayon sortant de la caméra comme le maximum de la
fonction de photoconsistance ρ introduite précédemment.
Comme expliqué plus tôt, l’information photométrique est
souvent peu fiable dans notre contexte. De manière à préve-
nir les fausses détections de maxima éloignés de la surface
observée, nous adoptons une stratégie conservative, dans
laquelle la recherche d’un maximum le long d’une ligne
de vue débute à partir du volume de confiance et s’inter-
rompt lorsque la photoconsistance accumulée dépasse une
certaine limite, limitant la pénétration des rayons à l’inté-
rieur du volume. L’idée est assez similaire à [26] qui défi-
nissent et intègrent une probabilité d’intérieur, néanmoins
en utilisant une métrique de photoconsistance similaire à
[42].
Plus précisément, le meilleur candidat dpi le long du rayon
ri(p, d) sortant de la caméra i à travers le pixel p est déter-
miné de la manière suivante :
dpi =

dV (p) if arg max
d∈[dV (p),dmax]
ρi(ri(p, d)) < τphoto,
arg max
d∈[dV (p),dmax]
( ρi(ri(p, d))) sinon.
(4)
Où dV (p) est la première valeur de profondeur le long
de ri(p, d) à l’intérieur du volume de confiance V , τphoto
est une valeur minimale de la photoconsistance en dessous
de laquelle on retombe sur l’information de silhouette , et
dmax la limite de recherche telle que :∫ dmax
x=dV (p)
ρi(ri(p, x))dx ≤ ρmax (5)
Afin d’accélérer le calcul des cartes de profondeur, et
d’ajouter une consistance spatiale, nous commençons par
regrouper les pixels en super-pixels avec [2] , puis sélec-
tionnons aléatoirement des candidats pour chaque super
pixel. Nous recherchons la profondeur de ces candidats de
manière exhaustive, afin de fournir une approximation des
profondeurs à l’intérieur de chaque super pixel. Les autres
profondeurs sont alors calculées autour de ces dernières.
Comme post-traitement, nous appliquons un filtre bilatéral
sur chaque carte. Cette étape permet de filtrer les valeurs
aberrantes, tout en ayant un faible impact sur le temps de
calcul, motivant notre choix dans un contexte 4D.
4.2 Construction de la Fonction Implicite
étant donné les cartes de profondeur di de chaque caméra, à
un instant donné, l’étape suivante consiste à récupérer une
forme 3D. Similairement à de récents travaux[9, 17, 25],
mais dans un contexte différent (petite échelle), nous com-
mençons par fusionner les cartes de profondeur en une
fonction implicite, en exploitant les avantages apportés par
une stratégie basée sur la FDST. Une autre raison moti-
vant ce choix est la capacité naturelle de la FDST à pou-
voir accumuler un nombre arbitraire de cartes de profon-
deurs, plus précisément, les voisines temporelles d’un ins-
tant donné, facilitant l’intégration dans notre cas.
Pour un point x ∈ R3, la distance signée tronquée
TD(x) ∈ R à la surface est définie comme la moyenne




min(µ, η(x)) iif η(x) ≥ −µ,
∅ sinon,









uù Cx = {i ∈ C : Fi(x) 6= ∅}. Si di n’est pas défini
en x, c’est à dire x est à l’extérieur du domaine de visibi-
lité de la caméra, alors la caméra i ne contribue pas à la
FDST. Lorsqu’aucune caméra ne contribue en x, mais x
est à l’intérieur du volume de confiance V , alors le point x
est considéré comme appartenant à l’intérieur de la surface,
c’est à dire TD(x) < 0.
4.3 Génération du Maillage
Comme précédemment défini, on peut extraire une surface
3D comme l’isosurface 0 de la fonction implicite caracté-
risant la forme. Une grande majorité des méthodes exis-
tantes considèrent une approche basée sur les Marching
Cubes [20] (MC) pour réaliser cela [12, 17, 26]. Bien
qu’une telle approche fonctionnerait dans notre cas, nous
considérons plutôt une approche palliant à certaines limi-
tations de MC. En effet, MC est basée sur une discrétisation
régulière de l’espace, et limite par conséquent la précision
maximale, à moins de mettre en place une stratégie de sub-
division spécifique.
Nous construisons une méthode simple basée sur de récents
travaux utilisant la tesselation de Voronoï [44] démontrant
qu’une meilleure précision peut être atteinte par une dis-
crétisation des formes et non pas de l’espace. La méthode
consiste à appliquer les opérations suivantes :
1. échantillonnage de points à l’intérieur de la surface
définie par la FDST. Cette étape est effectuée en sé-
lectionnant aléatoirement des pixels appartenant à la
silhouette dans toutes les images. Pour chaque pixel
sélectionné, le rayon sortant est parcouru et le premier
point à l’intérieur de la surface mais proche de l’inter-
face est conservé. Nous réitérons jusqu’à obtenir un
nombre de points 3D défini par l’utilisateur.
2. Construction du diagramme de Voronoï à partir de
l’ensemble des points à l’intérieur de la forme.
3. Découpage du diagramme de Voronoï avec le niveau 0
de la FDST. Cette opération extrait l’intersection entre
les cellules de Voronoï à l’interface et la surface.
échantillonner des points proches de la surface à partir
des différents points de vue assure une discrétisation dé-
pendante du nombre d’observations. Ceci permet d’obtenir
une meilleure précision de reconstruction dans les zones de
l’espace observées par plus de caméras.
5 Super Résolution Temporelle
Jusque là, nous avons effectué la reconstruction de chaque
instant de temps, de manière indépendante, d’une séquence
St. L’objectif de la super résolution temporelle est de raf-
finer chaque reconstruction en prenant en compte ses voi-
sines temporelles. Idéalement, cela nous permettrait de ré-
cupérer et d’intégrer un niveau de détail inaccessible à par-
tir de l’information d’un seul instant. Comme démontré
dans la section d’évaluation, notre approche atteint cet ob-
jectif, par propagation des profondeurs correctement détec-
tées entre les instants. Comme illustré en figure 3, notre ap-
proche calcule chaque instant à l’aide de ses voisins dans
une fenêtre temporelle de n trames {St}nt=1. Nous faisons
l’hypothèse que chaque instant t à l’intérieur de la fenêtre
temporelle, correspond à l’observation d’une instance de la
même forme Sref , avec Sref = S1 ou bien Sref = Sn/2,
déformée par un champ de mouvement 3D W tref . L’ap-
proche consiste alors à alterner entre les deux opérations
suivantes :
1. étant donné {St}, estimer le champ de mouvement
{W t1}nt=2 avec Sref = S1, sans perte de généralité.
2. étant donné {W t1}nt=2 ré-estimer S1 par fusion de
toutes les FDST de chaque instant, déformées par
{W t1}nt=2.
En pratique, Sref correspond au centre de la fenêtre tempo-
relle de taille impaire. à chaque itération, la fenêtre tempo-
relle est glissée le long de toute la séquence, puis les mou-
vements d’un instant à l’autre sont entièrement ré-estimés.
Le processus complet est réitéré plusieurs fois, typique-
ment 3 dans nos expériences.
5.1 Estimation du Mouvement
Considérons deux maillages Sk et Sl obtenus aux instants
k et l, notre objectif est de récupérer un champ de mouve-
ment dense W lk : R3 → R3 déformant Sk en Sl.
Notre but consiste uniquement à améliorer les formes, par
conséquent, nous ne désirons par récupérer le mouvement
complet entre les deux formes, tel que dans le suivi de
formes ou l’estimation du flot de scène. Nous cherchons
en réalité à extraire les déplacements épars les plus fiables,
dans des régions de la surface qui pourront alors bénéficier
de l’intégration temporelle. Par conséquent, le champ de
mouvement 3D ne doit pas forcément reproduire parfaite-
ment le mouvement, néanmoins, il doit être équipé d’une
mesure de la confiance, identifiant les mouvements valides
et autorisant à ignorer le reste lors de l’intégration d’une
frame à l’autre.
Plusieurs méthodes existent pour récupérer cette informa-
tion pour les formes en mouvement. Dépendant de l’a-
priori sur le modèle de déformation, elle vont de modèles
faiblement contraints [38] basés sur le flot de scène, à des
modèles localement rigides type ARAP [4], tel que dans les
méthodes Kinect et Dynamic Fusion [17, 25] ou encore [8].
Des modèles plus fortement contraints existent, mettant en
place des squelettes articulés [40].
Notre contexte ne nécessitant pas un modèle de mou-
vement complet , nous préférons opter pour une straté-
gie localement contrainte. De plus, les scènes dynamiques
de moyenne échelle peuvent contenir des mouvements de
grande ampleur entre les instants, prônant par conséquent
pour une méthode d’association éparse mais robuste. Pour
ces raisons, nous optons pour l’utilisation de descripteurs
de surfaces afin de récupérer des associations 3D robustes,
qui seront ensuite densifiées par l’alternance des étapes
décrites précédemment. Nous choisissons MeshHog [46],
afin de détecter et extraire des descripteurs de la surface,
basés sur sa géométrie et son apparence, car ils offrent
un bon compromis entre robustesse, complétude et préci-
sion , parmi d’autres méthodes comme la diffusion de cha-
leur [34] ou bien Harris 3D [31].
En notant {Mk} l’ensemble des paires de descripteurs cor-
respondantes entre Sk et Sk+1, obtenues via MeshHog, et
m ∈ {Mk} une telle paire. On associe à m un facteur de
confiance λm privilégiant les régions contenant des asso-
ciations denses et cohérentes entre elles. Dans ce but, nous
sélectionnons les k-plus proches voisins mj de m dans
{Mk}. Soit δjm le désaccord entre les vecteurs de dépla-
cement associés à m et mj . δjm est alors la médiane des j
valeurs G(δjm), où G est un noyau gaussien. Cette stratégie
conservative favorise localement les régions de Sk où m
et ses voisins présentent le même vecteur de déplacement.
Puisqu’au fil des itérations, de plus en plus d’associations
seront détectées, on peut voir cette approche comme une
croissance qui étend progressivement le champ de déplace-
ment autour des régions où les associations sont détectées
de manière consistante.
Avec les paires de descripteurs MeshHog correspondantes
m ∈ {Mk}, leurs vecteurs de déplacement {Tm} de Sk à
Sk+1 et leurs facteurs de confiance λm, on définit le champ





avec Gm() un noyau gaussien pondérant les contributions
de m relativement à la distance spatiale entre x et le des-
cripteur de m sur Sk.
Le champ de mouvement vers l’arrière W−k (x) qui dé-
forme Sk en Sk−1 est défini de manière similaire en utili-
sant les descripteurs MeshHog entre Sk et Sk−1. Le champ





W+t (x) if k < l,∑
t∈[k,l+1]
W−t (x) if k > l,
0 if k = l,
(9)
5.2 Intégration Temporelle
étant donné les champs de mouvement denses {W lk} tels
que définis dans la section précédente, l’approche de super
résolution temporelle consiste à raffiner la reconstruction
de l’instant de référence Sref = Sk. Pour cela, on intègre





















i sont respectivement la mesure de photoconsis-
tance, la prédiction de profondeur et la fonction de distance
signée tronquée introduite en section 4.1 et 4.2, à l’instant
t. Wtk : R3 → R est simplement le champ de déforma-
tion :Wtk(x) = x+W tk(x). Notons que dans l’intégration
ci présentée, la contribution des instants voisins peut aussi
être pondérée proportionnellement à la distance temporelle
à l’instant de référence.
Finalement, la forme implicite ci-dessus est utilisée pour
générer un maillage, comme expliqué en section 4.3.
FIGURE 5 – De gauche à droite : Précision sur la séquence
synthétique dress. Reconstruction statique (T = 1). Super
résolution temporelle, 3 itérations et T = 5.
6 Résultats
Afin de démontrer les bénéfices apportés par notre mé-
thode, nous avons conduit plusieurs expérimentations. Pre-
mièrement, des expériences quantitatives ont été menées,
pour évaluer l’amélioration apportée par la super résolution
temporelle. Dans ce but, et étant donné l’absence de jeux de
données de référence pour les scènes dynamiques moyenne
échelle, nous avons créé un tel jeu de données, fournissant
une vérité terrain tant dans la géométrie que dans l’appa-
rence. Dans un second temps, des résultats qualitatifs sur
des données réelles ont été obtenus, pour illustrer l’ajout de
détails absents dans les reconstructions statiques par l’inté-
gration temporelle. Finalement, bien que notre méthode ne
soit pas conçue dans ce but, nous la comparons à l’état de
l’art sur un jeu de données statique petite échelle standard,
afin de démontrer que cette approche obtient des résultats
de qualité similaire. Le code source et les données seront
mises à disposition à la communauté.
Les temps de calculs de notre implémentation C++ multi
processeur, sur un Xeon 16 coeurs 3.00GHz, 32Gb RAM,
sur un jeu de données 86 caméras 4M pixels sont les sui-
vants : 5-20min/frame pour construire la FDST implicite,
dépendant du nombre total de pixels à l’intérieur des sil-
houettes, 5min/frame pour l’estimation du mouvement, et
5min pour l’extraction de surface, pour un maillage final
de 3M faces. Une implémentation GPU serait facilement
mise en place, permettant une diminution significative des
temps de calcul.
6.1 Données Synthétiques
Jeu de données De nombreux jeux de données sont dis-
ponibles en ligne pour le cas de la reconstruction sté-
réo multi-vues, tels que [30], ou [18]. Néanmoins, aucun
n’existe à notre connaissance en ce qui concerne le pro-
blème dynamique à échelle moyenne, contenant des sur-
faces se déformant dans le temps. Pour cette raison, nous
construisons un jeu de données d’évaluation, avec comme
objectif d’être le plus proche possible de la réalité. On peut
aussi noter que l’utilité d’un tel jeu de données ne se limite
pas qu’au problème de reconstruction, mais est aussi ex-
trêmement intéressant pour l’évaluation des problèmes de
suivi de formes en mouvement ou de modélisation de l’ap-
parence. Les données sont des surfaces simulées, typique-
ment des vêtements, animées avec des données réelles cap-
turées, typiquement des formes de corps en mouvement,
sur lesquelles un suivi de forme dans le temps a été appli-
qué. Leurs principales caractéristiques sont :
1. La simulation de capture des images reproduit la dis-
position d’une plate-forme de capture multi-caméras
réelle.
2. Les formes et leurs mouvements ont été capturés,
et par conséquent reproduisent des situations dyna-
miques réelles.
3. La déformation locale des formes est générée et per-
met de simuler aussi bien des vêtements, que d’autre
types de déformations.
4. L’apparence est elle aussi générée, et permet d’étudier
la robustesse des méthodes dans des cas variés, tels
que des textures très / peu contrastée, des spécularités,
la diffusion de couleur, du flou de mouvement etc...
évaluation étant donné la vérité terrain mentionnée plus
haut, nous effectuons nos évaluations en utilisant des me-
sures standard du domaine [30, 18], c’est à dire, précision
et complétude. Les reconstructions statiques et temporel-
lement super résolues ont été faites sur 20 trames d’une
séquence synthétique, avec des déformations locales de la
robe (voir fig. 5), observée par 60 caméras, avec un vo-
lume de capture d’approximativement 8mx4mx6m, pour
des images d’une résolution de 2048x2048. La précision
est montrée figure 5 à l’instant le moins bien reconstruit,
illustrant les bénéfices de l’intégration temporelle sur une
grande partie de la surface.
La Figure 7 montre comment la complétude moyenne sur
5 trames augmente avec une taille de fenêtre temporelle
de 1, 5 et 7. Sur cette figure apparaît aussi la complétude
obtenue avec [13], une des méthodes les plus performantes
sur le DTU [18]. Alors que la comparaison de précision
serait injuste envers cette méthode, puisqu’elle ne prend
pas en compte les silhouettes, et donc reconstruit des points
éloignés de la véritable surface, la complétude reste quand
même un indicateur pertinent. Cette figure montre aussi les
valeurs minimales et maximales de la complétude sur 20
trames de la séquence dress. Il est intéressant de remarquer
que la complétude minimale est améliorée d’environ 15%
à une distance à la surface de 3mm, alors que la meilleure
résolution des pixels d’une caméra sur la surface varie de
2x2 à 5x5mm.
6.2 Données Réelles
Nous avons aussi effectué des reconstructions à partir de
multiples jeux de données dynamiques moyenne échelle
réels, contenant plusieurs sujets, pas uniquement humains.
Chaque séquence a été capturée à l’aide de 68 caméras
couleur calibrées (2048x2048) de longueurs focales va-
riant de 15 à 22mm. Fig. 6 montre la résolution et la qua-
lité d’une image d’entrée, notre reconstruction statique et
l’amélioration par super résolution temporelle. Elle illustre
FIGURE 6 – Amélioration par intégration temporelle des détails sur des données réelles. De haut en bas, Gauche : une image
d’entrée et gros plan au niveau du pixel. Milieu : reconstruction statique et super résolution temporelle, avec T = 5 et 2
itérations. Droite : plan rapproché sur la région du bras du modèle.
FIGURE 7 – (gauche) Complétude moyenne entre [13] et
notre approche, 5 trames de dress, (droite) Min et max de
la complétude sur 20 trames de dress, T = 7, itérations = 3.
aussi les difficultés rencontrées dans le scénario dynamique
moyenne échelle et montre l’intérêt de l’intégration tempo-
relle, qui améliore la reconstruction de manière claire dans
la région du bras, peu observée par le système.
6.3 Données Standard
Dans un souci d’hexaustivité, nous évaluons aussi nos re-
constructions statiques sur le DTU [18]. Alors que notre
méthode, n’a pas été conçue pour résoudre ce cas de re-
construction stéréo multi-vues, cette comparaison reste in-
formative et montre que notre approche obtient des résul-
tats compétitifs avec l’état de l’art.
7 Conclusion
Nous avons présenté une méthode de super résolution tem-
porelle de reconstructions, spécialement efficace dans les
scénarios complexes dynamiques de moyenne échelle, cap-
turés à l’aide d’un système multi-caméras. Notre approche
Précision Complétude
Moy. Med. Moy. Med.
Points
Méthode proposée 0.588 0.262 1.228 1.039
Tola et al. [36] 0.245 0.186 0.518 0.381
Furukawa et al. [12] 0.367 0.246 0.462 0.350
Campbell et al. [5] 0.576 0.391 0.220 0.154
Surfaces
Méthode proposée 0.575 0.245 0.679 0.319
Tola et al. [36] 0.306 0.195 0.460 0.327
Furukawa et al. [12] 0.548 0.251 0.438 0.350
Campbell et al. [5] 0.750 0.354 0.413 0.351
TABLE 1 – Comparaisons sur 2 objets de [18] (mm)
est tout d’abord capable d’obtenir des reconstructions in-
dépendantes précises, puis de les raffiner par exploitation
de la redondance temporelle de l’information. Cette étape
permet d’obtenir des reconstructions moins bruitées et plus
précises, plus particulièrement dans les régions très occul-
tées à un instant donné. Ceci est réalisé en propageant les
information photométriques fiables dans le temps, en ac-
cumulant les formes FDST implicites, et en extrayant les
surfaces à l’aide d’une solution indépendante du volume.
Nous introduisons une stratégie de croissance de région,
pour graduellement estimer le mouvement des sujets, alter-
nant entre une accumulation temporelle prudente des ob-
servations et une ré-estimation du mouvement de la scène.
Les comparaisons à l’état de l’art démontrent aussi bien
l’efficacité de notre approche à reconstruire des surfaces
dans le cas statique standard, que dans le cas dynamique
moyenne échelle, comme validé à l’aide du jeu de données
synthétique proposé.
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