Sorting a permutation by block moves is a task that every bridge player has to solve every time she picks up a new hand of cards. It is also a problem for the computational biologist, for block moves are a fundamental type of mutation that can explain why genes common to two species do not occur in the same order in the chromosome.
Introduction
Considering the vast literature on bridge bidding and play, it is only right that the phase preceding the bidding should receive its proper analysis. Each player is dealt thirteen cards face-down on the table, picks them up, has a quick look and starts rearranging the hand. Most bridge players use block transpositions to rearrange their thirteen cards in some preferred order. Empirically, from diligent bridge playing or computer simulations, one ÿnds that most hands can be sorted in six moves while about 30% need seven moves. One of these is the reverse permutation, intuitively felt to be the worst case. It is a real challenge to sort the permutation [13 12 11 10 9 8 7 6 5 4 3 2 1] in seven block moves, and the fearless reader is invited to take on that challenge before reading further! It is hardly feasible to let the computer check all 13! permutations, so some analysis is needed to ÿnd out what is actually the worst case. The unexpected answer will be given in Section 6.
When one plays a card from a sorted bridge hand, one's opponents may draw some information from the position of the card. Therefore, professional card players never order their cards by rank, only by suit. The corresponding optimal sorting problem is easier and gets a complete analysis in Section 6. It turns out that the bridge player can always separate suits in six block moves.
Scientiÿc applications might be found in the ÿeld of bioinformatics. For the details, we refer to Bafna and Pevzner [1] , but the gist of the matter is that block transpositions occur in gene sequences as rare mutation events. The genome breaks in three places and the two middle pieces are glued back transposed.
Bafna and Pevzner [1] devised a sorting algorithm with a worst case performance of about 3n=4 block moves. Our block move sorting algorithm has a better worst case performance, asymptotically 2n=3.
Notation and deÿnitions
We will denote a permutation in S n by its sequence of permuted numbers within brackets: = [ 1 2 : : : n−1 n ]:
For any three cut points 0 6 i ¡ j ¡ k 6 n, deÿne the block move ijk by ijk = [1 : : : i j + 1 : : : k i + 1 : : : j k + 1 : : : n]:
This may also be called a block transposition, as two adjacent blocks have been transposed.
Composition of permutations is deÿned as action to the right:
: : i j+1 : : : k i+1 : : : j k+1 : : : n ]:
For convenience, we introduce symbols for two permutations of fundamental importance, the identity and the reverse permutation: 
Toric model of permutations
We can extend an ordinary permutation to a circular permutation • by inserting an extra element 0 as both predecessor of 1 and successor of n , and taking the equivalence class under cyclic shifts. We write • = 0 1 2 : : : n where the absence of brackets indicates an equivalence class under cyclic shifts. For example, 0312 = 3120 = 1203 = 2031. From a circular permutation
• , we uniquely retrieve the ordinary permutation by removing the element 0 and letting its successor be the ÿrst element of .
A block move on has an e ect on • that is easy to state: The circle is cut into three segments which are then glued together in the other possible order. Although this is a slightly nicer setting for our original sorting problem we will go one step further and consider toric permutations, which are circular in values as well as in positions. An m-step cyclic value shift of
• is deÿned as It is convenient to let x denote the numerical successor of x in any representative of a toric permutation, i.e. x = x+1 (mod n+1). Similarly, we let x = x−1 (mod n+1). An occurrence of x x is called a bond, and it is clear that bonds need never be broken in an optimal sorting strategy which is to end with the identity permutation. An occurrence of xx is called an anti-bond. Circularity in positions and values must always be taken into account; thus 314052 has one bond (23) and one anti-bond (05).
In a representative of a toric permutation, we say that an ordered triple of values x : : : y : : : z is positively oriented if either x ¡ y ¡ z or y ¡ z ¡ x or z ¡ x ¡ y.
The justiÿcation for the term toric is the following. An ordinary permutation has a geometric representation as a square matrix with n rows and n columns and with n dots, one in each row and each column. Joining the two vertical sides of the square, we get a cylinder representing a circular permutation. Joining also the two horizontal sides, we get a torus representing a toric permutation. Although toric permutations seem to us a natural construction, we have not found any previous mention in the literature. An equivalent class of objects, inÿnite periodic patterns built up from permutation matrices, was invented and enumerated in 1907 by Steggall [4] , but with no other applications or further considerations. In a very recent M.Sc. Thesis at KTH, Hultman [3] improves the enumeration argument and also discusses some other aspects of toric permutations.
The Cayley graph of block transpositions
The symmetric group S n is generated by the set of all block moves. Hence we can deÿne the so called Cayley graph, with vertex set S n and a directed edge labeled ijk from any ∈ S n to · ijk . A block sorting strategy for is a directed path from to id. Reading the labels of the path, we get the identity 1 2 · · · l = id. Let d( ) denote the distance from id to in the Cayley graph, i.e. the minimal number of block moves needed to sort .
Inverses
The inverse of a block move is also a block move:
where r = i + k − j. This means that the block sorting strategy for can be regarded as a factorization of into block moves:
1 . We can conclude that d( ) is in fact the length of the shortest word for in the alphabet of block moves.
Note that the inverse is also well deÿned for toric permutations, for it is easy to see that if and represent the same toric permutation, then −1 and −1 represent the same toric permutation.
The undirected Cayley graph and the toric graph
We will let any pair of inversely directed edges in the Cayley graph merge into one undirected edge, and thus obtain an undirected graph. By merging vertices representing the same toric permutation, we obtain the toric graph. This seems to be the correct mathematical object for our investigation (Fig. 1) . 
The diameter of the Cayley graph
The diameter of a graph is the maximal distance between two vertices. Since the Cayley graph looks exactly the same when seen from any vertex, its diameter is the maximal distance from id to any . This number is equal to the diameter of the toric graph, and, of course, also to the number of block moves needed, in the worst case, to sort a permutation. We will denote this diameter, for a given n, by
Bafna and Pevzner [1] observed that d(n) = (n + 1)=2 for 3 6 n 6 10. When we started working on this problem we assumed that this expression for d(n) would hold for all n ¿ 3. Bafna and Pevzner also proved that the value of d(n) lies in the interval
Our agenda in this paper is the following:
(1) For the reverse permutation we ÿnd an exact value: d(w 0 ) = (n + 1)=2 for n ¿ 3, which gives an improved general lower bound: d(n) ¿ (n + 1)=2 . (2) We improve the upper bound to d(n) 6 (2n − 2)=3 . (3) By a combination of computer assisted computations and theoretical arguments, we are able to determine d(n) for n 6 15 ( Table 1 ).
Note that our upper bound d(n) 6 (2n − 2)=3 is sharp for 9 6 n 6 15. Our computer experiments suggest, however, that the patterns that are especially di cult to block sort for n = 13 and n = 15 cease to be di cult for larger n. Hence, our new conjecture is that d(n) = (n + 1)=2 for all n ¿ 3 except for n = 13 and n = 15.
An improved lower bound and the reverse permutation
Recall that a descent in a permutation is an occurrence of k k+1 , such that k ¿ k+1 . Although for a toric permutation the notion of descent makes no sense, the number of descents still has meaning; it is easy to see that if and represent the same toric permutation, then and have the same number of descents.
Lemma 4.1. The number of descents in a permutation can decrease by at most two in a block move.
Proof. Obviously, the number of descents can change by at most three in every move. We will see that a decrease by three is in fact impossible, since it would require a permutation of the following form: 
An optimal sorting algorithm for w 0
Now we return to the bridge player, faced with the problem of reversing the order of her cards using only seven block moves. For simplicity, we illustrate the solution for n = 9 cards, which easily extends to any n cards. |9876|54|321 → 5|4987|63|21 → 56|3498|72|1 → 567|2349|81| → |5678|1234|9 → 123456789 Theorem 4.2. For n ¿ 3; the reverse permutation w 0 can be sorted in (n + 1)=2 block moves, and this is optimal.
Proof. It is su cient to give an algorithm for odd n = 2k + 1 using k + 1 moves, for if we have an even n = 2k, we can use the algorithm for n = 2k + 1, forgetting about one of the elements. Optimality. w 0 has n − 1 descents, while id has no descent. It is easy to see that any ÿrst move from w 0 can decrease the number of descents by just one. The same holds for any last move leading to id. By the above lemma, each intermediate move decreases the number of descents by at most two. Hence, at least (n − 3)=2 moves must be made between the ÿrst and the last move (but for n = 2, the ÿrst move is also the last).
An improved upper bound
In this section, we will prove a new upper bound on d(n). The main work will be to prove the following lemma.
Lemma 5.1. Let be any permutation other than w 0 : Then we can ÿnd block moves and such that one of ; ; and has at least three bonds.
We defer the proof of the lemma until after the statement and proof of the main theorem:
Theorem 5.2. An upper bound on the number of block moves needed to sort a permutation is d(n) 6 (2n − 2)=3 for n ¿ 9.
Proof. First, we will prove that d( ) 6 2 + d(n − 3) for any permutation ∈ S n with n ¿ 9. If = w 0 , this is a consequence of Theorem 4.2. If is any permutation other than w 0 , then one of the three cases in Lemma 5.1 applies.
In the case, where has three bonds, we know that d( ) 6 d(n − 3), for bonds can be regarded as single symbols. By writing =
The two other cases are similar.
But if for an arbitrary permutation d( ) 6 2 + d(n − 3), then the deÿnition of d(n) implies d(n) 6 2 + d(n − 3), for n ¿ 9. Since Table 1 shows that d(n) = (2n − 2)=3 for 9 6 n 6 11, the theorem follows by induction.
Proof of Lemma 5.1. If there is already a bond in , then getting two more bonds in two moves is trivial, so we can assume that is bondless. As we will see below, all permutations other than w 0 fall into one of several categories, for each of which we can construct the required move or moves. In fact, the proof of Lemma 5.1 amounts to an algorithm for sorting any permutation by block moves. We will use the toric model of permutations throughout the proof, which occupies the remainder of Section 5.
Criteria for existence of 2-moves
Given a permutation , we deÿne a k-move to be a block move such that has k more bonds than . A block move is a k-move to the left if has k more bonds than .
A 2-move is possible in if the toric permutation (1) or (2) is satisÿed, then getting a following 1-move is trivial, resulting in the desired three bonds.
Reducibility
We say that a toric permutation is reducible if, in some suitable representation and for some 0 ¡ k ¡ n, the segment 0 : : : k contains all values 0; : : : ; k and the segment k : : : n contains all values k; : : : ; n. In particular, k = k must then be true.
Here we show that the lemma holds in the reducible case. We can reduce a reducible permutation to a smaller toric permutation by contracting the segment k : : : n 0 to a single symbol 0. If the reduced permutation is not a reverse permutation, then we can use induction to ÿnd the required moves yielding the lemma. On the other hand, if it does reduce to a reverse permutation, we instead contract the segment 0 : : : k to 0. Again, if the reduced permutation is not a reverse permutation, then we can use induction to ÿnd the required moves yielding the lemma. In the remaining case, where both contractions result in a reverse permutation, we must have
and after the 1-move 0 k − 1 | k − 2 : : : 1 k n | n − 1 : : : k + 1 | (bonding n0), criterion (2) applies to k − 1 n − 1 : : : 1 k yielding the lemma. For example, in 0432159876 we ÿrst try to contract 598760, but this results in 04321, which is a reverse permutation. Then we contract the ÿrst six values and obtain 09876, which is interpreted as 04321, another reverse permutation. Finally, a 1-move produces 0487632159, and here criterion (2) applies to 48 : : : 15.
All other possibilities considered
Here we show that the lemma holds whenever the toric permutation
•
• is bondless, non-reducible, and does not satisfy either criterion (1) or (2) for 2-moves. We can ÿnd a value x in a representative of • • such that the length of x : : : x is minimum. Speciÿcally, we choose that representative with x = 0 and initial sequence 0 : : : 1 of this minimum length. The absence of bonds excludes the extreme case 01 and the absence of 2-moves prohibits 0a1, as a could be moved to bond with a, while allowing 0 to bond with 1.
Let this permutation be denoted as = 0 x 1 x 2 : : : x ' 1 : : : ; with ' ¿ 2. We must have x 1 ¿ x ' , for otherwise criterion (2) applies to 0 x 1 : : : x ' 1. By the minimality condition on the length of 0 : : : 1, we know that x 1 is not in that interval and thus a 1-move 0|x 1 x 2 : : : x ' |1 : : : | x 1 is possible, after which we have
Now unless x 1 ¿ x 2 ¿ x ' , criterion (2) yields the lemma. Thus we need only assume = 0 x 1 x 2 : : : x ' 1 : : : with x 1 ¿ x 2 ¿ x ' and ' ¿ 3. There are two cases that must be treated quite di erently: Either x 2 = x 1 − 1 (an anti-bond) or x 2 ¡ x 1 − 1.
The case for x
The minimality condition on 0 : : : 1 means that the situation 0 : : : x : : : x : : : 1 cannot occur. In the case there is an x such that 0 x 1 x 2 : : : x : : : 1 : : : x : : : ; a 1-move 0 x 1 | x 2 : : : x| : : : 1 : : : | x : : : would lead to 0 x 1 : : : 1 : : : x 2 : : : ; after which a 2-move is possible according to criterion (1) . The only other possibility is that, for each x inside x 2 : : : 1; x is further left in 0 : : : 1. By letting x be x 3 ; x 4 , etc. consecutively, we see that 0x 1 x 2 : : : x ' must be a reversed consecutive sequence. In this case either x ' = 2 or x ' ¿ 2 with x i = 2 for i 6 '.
For the subcase where x ' = 2, we have, by the assumed non-reducibility, that the value 1 is not followed by x 1 . Moreover, 1 is not followed by 0 since = w 0 . Hence there is a 1-move 0|x 1 : : : 2|1 x| : : : x leading to 1 x : : : 2 : : : x, and criterion (1) applies.
For the remaining subcase, we have that x l ¿ 2. Since 0 x 1 x 2 : : : x l−1 x l is a reverse consecutive sequence, 2 must be to the right of x l . The lack of bonds implies 2 ¡ x l+2 ¡ x l . Hence, the 1-move 0 |x 1 : : : x l−1 x l 1|x l+2 : : : |2 : : : leads to 0 x l+2 : : : x l 1 2 : : :
to which criterion (2) applies.
Note that x 1 = x 2 . If x 1 is to the right of 1, criterion (1) applies to 0x 1 : : : 1 : : : x 1 . If x 1 is to the left of 1, then let k ¿ 2 be the smallest k; k ∈ {2; : : : ; l − 1}, such that
The minimality condition on 0 : : : 1 implies that x k is to the right of 1, so there is a 1-move 0|x 1 : : : x l |1 : : : | x k ; resulting in a permutation containing the sequence 0 1 : : : x k x k+1 : : : x l x k :
is impossible by the deÿnition of k. Inequality (b) permits criterion (2) and thus a 2-move to the left. From the way that k was chosen, for inequality (c) we must have an anti-bond x k+1 = x k , which we can split by a 1-move 0|x 1 : : : x k |x k+1 : : : x 1 | : : : 1:
Now criterion (1) can be used on x k+1 : : : x k−1 x k : : : x k−1 . Note that by the minimality of 0 : : : 1, the value x k−1 must occur to the right of 1.
This completes the proof of Lemma 5.1.
The bridge player's problem and d(n) for n 6 15
The values of d(n) for n 6 10 were calculated by computer, by breadth-ÿrst construction of the Cayley graph (which has on the order of n 3 · n! edges). We will now describe how we determined the values d(11) = 6, d(12) = 7, d(13) = 8, d(14) = 8 and d(15) = 9. A minimal counterexample to our working conjecture d(n) = (n+1)=2 cannot allow a 2-move or a 1-move followed by a 3-move. For n 6 13, a computer search listed all toric permutations satisfying this restriction; there are not many of them. For each one of these candidates we have checked by computer if they can be sorted in (n+1)=2 moves. This is indeed the case for n = 11, which proves the values d(11) = 6 and d(12) = 7. To our surprise, for n = 13 a counterexample was found: the permutation [4 3 2 1 5 13 12 11 10 9 8 7 6]; and four other permutations (modulo toric equivalence), need 8 block moves. This means that in the worst case, the bridge player will need eight block moves to sort her hand.
Lemma 5.1 says in e ect that d(n + 3) 6 d(n) + 2, so we have d(14) 6 8 and d(15) 6 9. For n = 14, the reverse permutation shows that equality holds. For n = 15, the permutation [4 3 2 1 5 15 14 13 12 11 10 9 8 7 6] takes 9 block moves.
One can also consider other sorting problems. Some bridge players only want the cards within each suit sorted without regard to the order of the suits. However, this does not change the worst case, as we may get thirteen cards in a single suit. (Bridge players would not call this a "worst case".) A di erent problem occurs if we demand only that all cards in a suit be grouped without concern for the order of the cards within a suit. We invite the reader to verify that if only two suits are present, then in a hand of n cards, the suits can be grouped together in at most (n − 1)=2 moves. If cards of the di erent suits alternate, then this bound is attained.
We will show, using some of the ideas of the proof of Lemma 5.1, that (n − 1)=2 moves su ce even when there are more than two suits. For simplicity, we use the circular model. To pass from an ordinary hand to a circular arrangement, we add the joker as predecessor of the ÿrst card and successor of the last one. The added card is included in the n + 1 count below.
Theorem 6.1. If n + 1 cards are arranged cyclically, then the suits can be grouped together in at most (n − 1)=2 block moves.
Proof. We will use induction on n. The statement is obviously true for n 6 2. A bond will now mean two consecutive cards from the same suit. We can assume that, to begin with, there are no bonds. Furthermore, we can assume that there is at most one "singleton" (only card in its suit), since if there is more than one singleton, the problem becomes at least as di cult as the problem where we replace the singletons by a single suit. We now ÿnd a pair of cards from the same suit, such that one of the two segments between these cards does not contain two cards from the same suit, and moreover does not contain the possible singleton. (Note that this is always possible!) Since these two cards, say spades, are not consecutive, the predecessor of the last one, say a heart, must belong to the same suit as a card not in the same segment between the two spades. The situation must be: ♠| : : : ♥|♠ : : : |♥ Cutting at the indicated places gives two bonds, and the induction is complete.
Corollary 6.2. For any array of n not necessarily di erent objects, (n − 1)=2 block moves are su cient to group like objects together. This bound is sharp.
Hence, a bridge hand can be suit separated in at most 6 block moves, and this bound is attained if two suits alternate.
One can also demand that the suits should occur in a speciÿed order, without paying attention to the order of the cards within a suit. Then the original sorting problem becomes a special case, so it is perhaps unreasonable to ask for a simple solution to this problem.
Discussion
According to molecular biologists, there are two fundamental types of rearrangement events occuring in DNA: block moves and block reversals. It would be desirable with an e cient algorithm for ÿnding the minimal number of such events between two genomes. No such algorithm is known. For the case of (unsigned) block reversals only, the problem has been shown to be NP-complete [2] . Block moves seem to behave somewhat better, and in our opinion there is still good hope of ÿnding an exact (or nearly exact) algorithm that runs in polynomial time.
The relative proportion between the two types of events is not known. Our results could be useful in cases where block moves dominate. Typically, genes common to two species often come in largely the same order in both genomes. In other words, there is an abundance of bonds in the permutation. In our analysis, we ÿrst contract bonded genes, and without even looking at the resulting no-bonds permutation, we can state that sorting by block moves must take at least n=3 moves and at most (2n − 2)=3 moves. In the interval between these bounds, what is the distribution of random permutations?
Computer runs indicate that a large majority of random permutations live at or very near the level occupied by w 0 in the Cayley graph, which is level (n + 1)=2 . In fact, as n grows, the distribution of permutations on the top levels appears to converge to some limit distribution (one for odd n and one for even n). For odd n we ÿnd about 32% of all permutations on the highest level, about 53% on the level below, and about 14% two levels below. The last percent is spread out in a distribution where frequency is rapidly decreasing with level index.
Such a biased distribution is typical not only for block sorting distance, but for just about any distance measure on permutations based on a set of legal moves. A heuristic explanation is that at a low level, the proportion of permutations at this level or below is so small that the vast majority of permutations that can be reached by one move will belong to the level above.
The statistics for random permutations with no bonds is even more biased. For odd n 6 9, about 71% live on level (n + 1)=2 , about 29% on the level below and essentially no permutations occupy lower levels! Hence, after contracting bonds in a random gene permutation you can use (n+1)=2 to estimate its transposition distance; judging from the pattern for small n, it is unlikely that you will be o by more than one.
