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I. INTRODUCTION
At the heart of the study of quantum spin materials is the concept of low-energy (spin) Hamiltonians, which describe the magnetic states relevant at experimental energy scales [1] [2] [3] [4] [5] [6] [7] . The emergence of such spin degrees of freedom occurs due to the localization of unpaired electrons in solids by the effects of mutual Coulomb repulsion, thus forming a Mott insulating state 8, 9 . In such cases, effective spin degrees of freedom provide an efficient method of describing the low-energy states [10] [11] [12] . Actually, they represent far more complex electronic states with specific details of charge, orbital and lattice degrees of freedom being embedded in the coupling constants of effective Hamiltonians [13] [14] [15] [16] [17] . Formally, the most general interactions can be expanded as products of spin operators (or equivalently Stevens operators 18 ) representing the local degrees of freedom at each magnetic site, 
with µ, ν, ξ ∈ {x, y, z}. The couplings constants a µ i , b µν ij , ... can include all terms respecting the symmetry of the lattice and the structure of the quantised Hilbert space. Therefore, provided some ingenuity in materials design, a wide variety of such Hamiltonians can be realized in real materials. The appeal of such materials is the fact that the local spins represent the simplest of local quantum variables, allowing intriguing connections to simple models of statistical physics and quantum information. Thus, an incredibly rich variety of physical states and phase transitions can, in principle, be realized in quantum spin materials, from highly entangled spin liquids [19] [20] [21] to classical and quantum critical phenomena 22, 23 . The ability to predict and evaluate low energy Hamiltonians of specific materials constitutes a vital contribution to the development and understanding of complex spin systems. In this pursuit, various ab-initio methods have been developed to provide first-principles estimates of the coupling constants a µ i , b µν ij , ..., based on different approximations. Through the use of these methods, insight can be gained into both, the coupling constants describing known materials, and the potential for tuning such coupling constants by chemical or physical means.
The purpose of this short review is to motivate the basic concepts in the mapping of electronic Hamiltonians to effective spin models. We discuss some popular abinitio methods, with a focus on relative merits and current challenges in improvement of the method. Finally, we discuss some applications towards quantum spin materials of recent interest, highlighting the contributions from different ab-initio methods towards the understanding of the underlying spin Hamiltonians. This review is not intended to present a complete picture of the field, but rather to provide some perspective, particularly for the non-expert.
II. LOW-ENERGY HAMILTONIAN CONCEPT
In order to briefly introduce the concept of low-energy theories, we may consider a Hamiltonian H, with an associated Hilbert space S that is spanned by the eigenstates {|ψ n }. Here, the quantum numbers n = 1, 2, ..., N label the eigenstates according to increasing energy E n = ψ n |H|ψ n , such that E n ≤ E n+1 . For our purpose, H could represent an electronic Hamiltonian for a solid, with a large Hilbert space consisting of a variety of lattice, charge, spin, and orbital degrees of freedom. In many cases, we will find that the spectrum of H contains a certain number of the lowest energy eigenstates (with n ≤ Ω < N ) that are widely separated from higher energy states, as illustrated in Fig. 1(a) . The origin of the energy gap ∆ may be, for example, the effects of crystal field or Coulomb interactions, which select low-energy states with similar charge, lattice, and orbital configurations. Generally, those states with n > Ω will contribute very little to the experimental response at low temperatures and frequencies (T, ω ∆), indicating both a con- ceptual and computational advantage to "integrate out" the higher energy states. In the case where the number of states below the gap follows Ω = (2S + 1) nsites , we may describe the low-energy response in terms of effective spins S living at sites of number n sites . In order to do so, we define a new low-energy Hamiltonian H low , and a new low-energy Hilbert space S low spanned by the eigenstates {|φ n }, with n = 1, 2, ..., Ω. We require only that this new Hamiltonian reproduces exactly the spectrum of the original Hamiltonian H, such that φ n |H low |φ n = ψ n |H|ψ n . This sole requirement preserves the freedom to write H low and S low in terms of any convenient basis or variables, although we will exclusively focus on spin Hamiltonians here.
For concreteness, let us demonstrate the concept on a two-site Hubbard model at half-filling, with a single orbital per site, as described by the electronic Hamiltonian H = H t + H U with:
where c † i,σ creates an electron at site i, with spin σ ∈ {↑ , ↓}. The Hilbert space S includes six states. The lowest energy eigenstate is a spin singlet (S = 0) for any finite t/U , given by:
This is followed by a 3-fold degenerate spin triplet (S = 1), given by
, and |ψ 4 = |↓ 1 ↓ 2 , with equal energies E 2−4 = 0.
Finally, the last two states are spin singlets, given by
The evolution of these state energies with U/t is shown in Fig. 1(b) .
In the limit U t, the energies of the first four states are of order ∼ 0, while the latter two states have energies of order U . In order to describe the low-energy response in this limit, it is therefore advantageous to consider an effective Hamiltonian that treats only the lowest four states explicitly. To do so, we first choose a low-energy Hilbert space H low that is spanned by the pure spin states
While these states become exact eigenstates of H in the limit t/U → 0, such a condition is not generally necessary. We then associate states in S low with the states in S through a projective mapping M : S → S low , such that |φ n = M(|ψ n ). Under such a mapping, the states transform as:
Since |ψ 2−4 are already pure spin states, they are unaffected by the mapping. In terms of the new states, the condition ψ n |H|ψ n = φ n |H low |φ n then defines the low-energy effective Hamiltonian H low = M(H), which is an isotropic Heisenberg Hamiltonian:
where the coupling constant is a function of t and U :
The physical origin of this coupling constant is that the true singlet ground state |ψ 1 has a larger variational flexibility than the triplet states |ψ 2−4 , and may obtain a lower kinetic energy through mixing of charge neutral and charge separated states. Based on this simple example, we may highlight several key aspects of low-energy effective spin Hamiltonians: (i) The form of the low-energy Hamiltonian H low depends on both the low-energy spectrum of H, and the specific choice of mapping M. For this reason, a lowenergy Hamiltonian is only uniquely defined up to the mapping M, which relates the effective low-energy spin degrees of freedom to the real physical states. In this simple example, full knowledge of the eigenstates of H has allowed us to employ an "optimal" mapping, which maximizes ψ n |φ n , and preserves all symmetries. As a result, H low explicitly displays all the symmetries of H such as SU(2) spin-rotational invariance, and the exact eigenstates of H approaching the low energy states (i.e. |ψ n → |φ n ) in the limit t/U → 0. These features are not required for a valid low-energy theory, but nonetheless help us to intuitively understand the meaning of the coupling constants and low-energy degrees of freedom. As discussed in more detail in Sec. III, it may not always be possible to specify the mapping M assumed by an ab-initio method. This leads to some ambiguity in the computed coupling constants, which must be considered when comparing different methods.
(ii) It is further important to remember that the lowenergy spin degrees of freedom only represent effective variables, such that operators acting in the full Hilbert space S must be mapped into S low , or else they may yield incorrect expectation values. That is, in general:
To illustrate this, we can consider the action of S 2 1 , which measures the spin multiplicity at site 1. In terms of the electronic operators, this is:
If we were to measure this operator on the ground state of H, it would yield ψ 1 |Ŝ 2 1 |ψ 1 = (3γ 2 /4), which differs from the naive action of the operator on the pure spin states in S low , for which φ 1 |Ŝ 
Interestingly, the local operator in the full Hilbert space becomes non-local in terms of the fictitious low-energy spin states. The reduction of Ŝ 2 1 is due to the formation of a covalent bond as U/t is reduced.
III. NUMERICAL AND ANALYTICAL METHODS
In this section, we review some of the methods employed in the estimation of coupling constants in low-energy spin Hamiltonians, with a specific focus on their relative merits and deficiencies. These methods can be divided into two categories: (i) those which are fully (or nearly fully) ab-initio such as Density Functional Theory (DFT) and Multi-Reference "Quantum Chemistry" methods, and (ii) semi-ab-initio methods based on approximate electronic Hamiltonians such as perturbation theory and "hybrid" cluster diagonalization methods. This list is not complete, but includes the most commonly used approaches for studying magnetic insulators.
A. Perturbation Theory
In perturbative approaches, approximate expressions for the coupling constants are obtained by expanding about a well-understood limit of a model electronic Hamiltonian (usually a Hubbard-like model incorporating the relevant orbitals at each magnetic site). This method may yield analytical forms for all symmetryallowed spin coupling constants in terms of the parameters of the model electronic Hamiltonian. As such, perturbation theory does not represent an ab-initio method by itself. Consider a Hamiltonian divided as H = H 0 + λH 1 . An effective Hamiltonian can be developed using BrillouinWigner perturbation theory. We choose to label states in our low-energy Hilbert space S low according to eigenstates of unperturbed Hamtiltonian H 0 with n ≤ Ω, for which E 0 n = φ n |H 0 |φ n . We then define a projection operator onto the low energy states of H 0 as:
with Q = 1−P giving the projection onto the high energy states of H 0 . In terms of such operators, the eigenstates of the full Hamiltonian are then given by:
where
is the exact energy of the given state. Note that the states {|ψ n } defined in this way are not strictly normalized, but rather follow the "intermediate normalization condition" where ψ n |φ n = 1. The effective Hamiltonian is then formally:
Carrying out this procedure for the example of a 2-site Hubbard model of Sec. II, we may choose H 0 = H U and H 1 = H t , and expand in powers of t/U . Up to second order in t, this yields the familiar result:
A significant advantage of perturbation theory is that it represents a well-defined approximation scheme for both H low and the mapping M, which allows approximate expressions for any expectation value to be derived within the same scheme. However, perturbative expressions may prove to be misleading if important higher order contributions are neglected. For example, obtaining expressions for longer-range couplings beyond nearest neighbour would usually require higher orders to be computed, which may quickly become unwieldy. As a result, non-perturbative, fully ab-initio methods are desirable, such as broken symmetry DFT or quantum chemistry cluster methods.
B. Total Energy (Broken Symmetry) DFT
One of the most widely used methods for estimating spin exchange constants in based on density functional theory (DFT) approaches [24] [25] [26] [27] [28] [29] [30] [31] [32] . These approaches are relatively inexpensive computationally, which allows for rather large systems to be treated without further approximations. For example, the full environment of a periodic crystal may be included. In many cases, this feature allows second and third neighbour couplings to be investigated without prohibitive computational cost. This feature can be particularly advantageous for studying some strongly frustrated magnetic systems, where such couplings may ultimately select the ground state.
The foundation of DFT is that the ground state energy of an interacting many-body system can be written as a functional of the electronic (spin) density [33] [34] [35] [36] . This density can be obtained, in principle, by solving an auxiliary system of independent "Kohn-Sham" particles experiencing an effective field that is determined selfconsistently 37 . In practice, the effective field includes the mean Coulomb potentials, together with an approximate "exchange-correlation" potential V xc , which is meant to correct for many-body correlations that would appear in the true interacting wavefunction, but are not explicitly captured by the fictitious Kohn-Sham wavefunction. Within this approach, the energies of different spin configurations are approximated by performing multiple DFT calculations, constraining the auxiliary Kohn-Sham wavefunctions in each to converge to different spin densities. Since the auxiliary reference states are singledeterminant wavefunctions, the energies obtained in this way are typically interpreted as "classical" spin energies. The theoretical basis and limitations of this approach have been discussed in detail by several authors 4, [38] [39] [40] [41] [42] . To illustrate how BS-DFT is usually applied, let us return to the problem of two-sites introduced in Sec. II. For the Heisenberg Hamiltonian, the coupling constant J may be obtained from the energy difference between two classical spin configurations with S z = 1 and 0:
which leads to:
Here, we have introduced the "broken symmetry singlet" state | ↑ 1 ↓ 2 of Noodleman 24,25 , which is a classical spin state with S z = 0. It is not an eigenstate of the quantum Heisenberg Hamiltonian and lacks the full symmetry of the true singlet ground state, which has E 1 = −J. However, the fact that E BSS lies half-way between the singlet and triplet energies allows for estimates of J, in principle. This suggests, for real materials with multiple magnetic sites, that the various different exchange couplings can be estimated by least squares fitting of the converged energies of different magnetic configurations using expressions analogous to Eq. (20) 7 . Since Eq. (20) holds for the Heisenberg spin Hamiltonian, let us see if it holds for an electronic Hamiltonian, by comparing the lowest variation energy for single-determinant states with S z = 1 and 0. For the hypothetical two-site Hubbard model, the singledeterminant state | ↑ 1 ↑ 2 is an eigenstate for all U/t, with energy E T = 0. A general single-determinant state with S z = 0 takes the form:
with the constraints a Fig. 2 shows the the exchange constant estimated from the lowest variational energy via J = 2(E T − E var ). In the limit U → ∞, the lowest variational energy is indeed obtained for the pure spin wavefunction | ↑ 1 ↓ 2 . As a result, E var converges to −J/2, which can be correctly interpreted as the classical spin exchange energy. In fact, for U/t > 2, the variational result follows the second order perturbation theory expression. However, in the opposite limit U t, the variational wavefunction actually converges to the true singlet ground state of the two-site Hubbard model with S 2 = 0, leading to an overestimation of J by as much as a factor of 2. In practice, this observation implies potential failure of Eq. (20) to describe J in terms of total DFT energies if the converged magnetic moments per magnetic site vary significantly between different spin configurations 43 . At this point it should be re-emphasized that the electronic spin density of the broken symmetry states will almost always differ from the true lowest energy manybody states with equivalent quantum numbers. Paradoxically, the ability to converge the DFT calculations to broken symmetry states with S 2 > 0 actually relies on (i) the use of approximate exchange-correlation functionals that do not adequately recover the static correlation energy and/or (ii) additional constraints that may impact the accuracies of the obtained coupling constants. A DFT calculation employing the exact correlation functional with the constraint S z = 0 would lead to a Kohn-Sham state with S 2 = 0, and yield the exact energy of the singlet ground state, independent of the broken symmetry starting point 42 . In order to remedy this, we might consider instead constraining S 2 , in order to ensure convergence to a given spin configuration such as | ↑ 1 ↓ 2 . However, the electronic energy of such a state in the Hubbard approximation would be
Thus, imposing such a constraint would completely eliminate the ability to estimate J; in the broken symmetry approach, antiferromagnetic contributions arise only from the additional variational freedom of low-spin states. These issues underly the fact that the precise mapping between the auxiliary Kohn-Sham states and the true many-body wavefunctions whose energies they represent is generally unknown. Nonetheless, a wide variety of studies employing broken symmetry DFT have demonstrated fair agreement with experimental estimates of exchange constants 29, 39, 44, 45 . Some general considerations are as follows:
(i) Results obtained with DFT+U or hybrid functionals 44, [46] [47] [48] [49] are far more adequate than pure LDA or GGA functionals, which do not sufficiently localize the relevant magnetic orbitals, and may overestimate |J| by several times.
(ii) In general, the computational expense and reliability is adversely affected by the complexity of the spin Hamiltonian. Apart from the intrinsic approximations, the most significant sources of error arise from poor convergence of spin configurations far away from the ground state. The number of required spin configurations scales linearly with the number of coupling constants, which increases the likelihood of some poorly convergent configurations adversely affecting the results. This makes extracting all symmetry-allowed couplings sometimes impossible from DFT calculations.
(iii) Exchange constants are typically more reliable for higher symmetry cases, e.g. Heisenberg couplings without spin-orbit coupling. Reliable results for anisotropic couplings that arise from spin-orbit coupling (such as the Dzyaloshinskii-Moriya interaction D ij · (S i × S j )) and higher order ring-exchange can sometimes be obtained by DFT formulations with non-collinear moments [50] [51] [52] [53] [54] [55] . However, such calculations require additional care and are not always reliable [56] [57] [58] . (iv) Since broken symmetry DFT correctly incorporates the essential physics of the isotropic magnetic couplings, it will typically reproduce trends in J (e.g. as a function of crystal structure), even when absolute values prove unreliable. As a result, broken symmetry DFT is often most suitable for tracking differences between structurally similar materials.
C. Quantum Chemistry Cluster Methods
A promising alternative to DFT can be found in wavefunction-based quantum chemistry methods, which explicitly treat the multi-determinant character of the many-body eigenstates 59, 60 . In such methods, an active space of relevant orbitals and corresponding electronic configurations is chosen, within which all manybody effects are explicitly included 61 . Dynamical screening of the Coulomb interactions are then recovered by including a finite list of particle-hole excitations out of the active space. In the minimal case, the active space would include all states desired to construct the lowenergy spin Hamiltonian 62 , while the space of particlehole excitations would be much larger. As emphasized particularly by Malrieu and coworkers [63] [64] [65] , the main challenge in applying such methods for calculation of magnetic couplings is selecting a comprehensive list of important particle-hole excitations without incurring a prohibitively large computational cost or overstabilizing particular configurations due to unbalanced truncation. Experience has shown the so-called difference-dedicated configuration interaction (DDCI) scheme 66, 67 to provide very accurate isotropic exchange constants when compared with experimental values or exact Full Configuration Interaction (FCI) 5, 6, 68, 69 . There are no intrinsic complications for inclusion of effects such as spin-orbit coupling or external fields, which facilitates the calcula-tion of a wide variety of different couplings [70] [71] [72] . The most significant disadvantage of quantum chemistry approaches lies in the much higher computational expense that scales exponentially with the size of the active space. For this reason, the full periodic crystal cannot be treated, and calculations are restricted to smaller clusters of finite size (typically two magnetic ions).
In typical calculations the local crystalline environment is simulated by including nearby atoms to capture the local crystalline field and ligand effects 6, 73, 74 , while additional point charges can be included to simulate the long-range electrostatic potential of the omitted atoms 36, 70 .
D. "Hybrid" Cluster Expansion Methods
In order to balance some of the advantages and disadvantages of the previous methods, the present authors have recently employed a semi-ab-initio scheme, which has been shown to yield promising results for complex spin Hamiltonians [75] [76] [77] [78] . This methodology is based on the strategy of dividing the derivation of the spin Hamiltonian H spin into two steps.
First, an effective electronic Hubbard-like Hamiltonian H eff is derived, which incorporates the relevant orbital and charge degrees of freedom for the magnetic couplings. This Hamiltonian can be considered as an intermediate energy theory, where higher lying states have been integrated out, resulting in screening of the Coulomb interactions and renormalization of the kinetic energy. In contrast to quantum chemistry methods, which explicitly treat the dynamical screening, the hopping and Coulomb parameters in the intermediate energy theory are estimated from less expensive DFT-based methods, on the basis of appropriately constructed Wannier orbitals 79, 80 . For example, constrained RPA 81,82 may be employed to compute appropriate screened Coulomb interactions. This first step significantly reduces the size of the effective electronic Hilbert space, and the obtained intermediate model respects the full translational symmetry of the crystal.
A second procedure is then employed to obtain the lowenergy Hamiltonian from the intermediate energy Hubbard model. Similar to the quantum chemistry methods, H eff is exactly diagonalized for a finite cluster of sites, in order to yield the exact low-energy eigenstates {|ψ n } and energies E n . To map these values to an effective spin Hamiltonian, a suitable low-energy Hilbert space S low = {|φ n } of pure spin (or angular momentum) states is then selected. The eigenstates are projected into the low-energy space, following the method of des Cloizeaux 83, 84 :
so that |ξ n ∈ S low . These intermediate states |ξ n are orthonormalized via the symmetric (Löwdin) method 85 , in terms of the overlap matrix S:
which defines a general and unique mapping between the intermediate and effective low-energy states. The effective spin Hamiltonian is then defined by the relation:
The basic utility of this approach is that the mapping maximizes ψ n |ξ n and preserves all symmetries 86 , which ensures that the obtained coupling constants always converge to the forms of the corresponding perturbation theory. In fact, this procedure leads to the "optimal" mapping discussed in Sec. II. This aids in the physical interpretation of the coupling constants. Furthermore, all symmetry-allowed couplings for the chosen cluster of sites are obtained simultaneously at the same level of approximation, allowing for very large and very small couplings to be estimated with similar relative accuracy.
By sacrificing the full ab-initio quality through the use of effective intermediate electronic Hamiltonians, significantly larger numbers of sites can be treated than in typical quantum chemistry methods. This allows for some longer-range and higher order multi-site couplings to be readily estimated. Results from different cluster shapes can also be employed in order to partially mitigate errors caused by the finite truncation of the clusters. In this case, the coupling constants are interpreted as expectation values of some operator, (i.e. J = ψ|Ô J |ψ ) that is amenable to calculation by a linked cluster expansion in the spirit of the Contractor Renormalization Group (CORE) method [87] [88] [89] . This can be formally justified by considering the perturbative expansion for J in the framework of Sec. III A. For example, consider computing the coupling constant J ij for two sites i and j for a single orbital Hubbard model. For a two-site cluster, we obtain J (2−site) ij = 4t
3 ). In contrast, for a three-site cluster, there are additional third-order contributions:
2 ). In order to capture such third order contributions from all 3-site clusters, we can sum over all possible third sites k with little additional cost: If such higher order contributions are significant (e.g. because of U ∼ t), then such cluster expansions may be useful for treating effectively larger clusters than computationally tractable in single calculations. Furthermore, such expansions can help to restore symmetries of the full lattice, if the only available finite clusters break some symmetries. Such "hybrid" methods may provide a valuable complement to more established ab-initio techniques, as exemplified by some of the applications discussed in the next section.
IV. SELECTED APPLICATIONS TO FRUSTRATED MAGNETIC MATERIALS
Having discussed some commonly employed numerical and analytical techniques for the derivation of lowenergy spin Hamiltonians, we now turn to a number of recent case studies of frustrated magnetic materials to which some of the present authors have contributed. In each case, we wish to highlight the rational behind the application of a particular ab-initio method.
A. Geometrically Frustrated Heisenberg Kagome Lattice MCu3(OH)6Cl2 Family
Recently, there has been significant interest in antiferromagnetic materials adopting a two-dimensional Kagome lattice geometry featuring corner sharing triangles, such as Kappelasite shown in Fig. 3(a) . From the theoretical point of view, the ground state of the nearest neighbour quantum Heisenberg model on this lattice continues to be a subject of much interest, with leading proposals including various quantum spin liquids [90] [91] [92] [93] [94] . Such theoretical studies may be complemented significantly by material realizations of this model, sparking interest in the development of Kagome materials with dominant Heisenberg couplings (i.e. weak spin-orbit coupling).
Of those Kagome materials currently discovered, Herbertsmithite (M = Zn) is often discussed as the best realization of the antiferromagnetic S = 1/2 Heisenberg model to date 95, 96 101 . In this case, inelastic neutron scattering reveals the development of short-range dynamical correlations consistent with a noncoplanar twelve-sublattice "cuboc2" magnetic structure. In contrast, the related Haydeeite 102 (isostructural to Kapellasite, with M = Mg) exhibits a ferromagnetic order below T C ∼ 4 K 103 . These contrasting experimental results motivated attempts to understand the structural dependence of the underlying Heisenberg couplings.
Within the 2D Kagome layers, the minimal effective spin Hamiltonians can be described by a sum of bilinear Heisenberg interactions 48, 104 :
where J 1 , J 2 , and J d refer to first neighbour, second neighbour, and diagonal third neighbour couplings, as shown in Fig. 3(b) . The phase diagram of this model presents a variety of ordered and quantum disordered regions as a function of the exchange parameters 104-107 , and is particularly sensitive even towards small J 2 and J d couplings.
Due to the isotropic Heisenberg nature of the interactions, and the importance of such longer-range couplings, such materials were amenable to study by broken symmetry DFT approaches. On the basis of GGA+U calculations (with U = 6−8 eV for the Cu atoms), the authors of Refs. 48, 104 emphasized the role of the Cu-O-Cu bonding angles in establishing the sign of J 1 . For Herbertsmithite, the bond angle of 119
• provides a sufficiently large oxygen-mediated hopping to lead to antiferromagnetic interactions. The estimated coupling constant from broken symmetry methods was found to be J 1 ∼ +182 K, which is in remarkable agreement with the experimental susceptibility fits. The further neighbour couplings were estimated to be much smaller, J 2 ∼ 3.4 K, and J d ∼ −0.4 K, thus justifying analogies to the simple nearest neighbour antiferromagnetic model. In contrast, Kapellasite and Haydeeite display much smaller Cu-O-Cu bond angles of ∼ 106
• and 105
• , respectively.
This leads to a competition between antiferromagnetic and ferromagnetic contributions to the exchange, which enhances the importance of longer range couplings. As discussed by the authors of Ref. 104 , such competition also requires some care in selecting the appropriate DFT functional and implementation of the double-counting corrections in the DFT+U formulation. Thus, while LDA+U calculations 108 first suggested J 1 > 0 in both materials, subsequent GGA+U calculations 104 indicated a significant suppression of the antiferromagnetic nearest-neighbour coupling, leading to J 1 < 0. For Kapellasite, broken symmetry GGA+U estimated that the ratio of first and third neighbour couplings was |J 1 |/J d ∼ 0.8. For Haydeeite, it was found that |J 1 |/J d ∼ 1.6. Crucially, the magnetic ground state is controlled by this ratio, which reflects a competition between tendencies to order as a ferromagnet for
Thus, the authors of Ref. 104 were able to rationalize the differing magnetic ground states of the two structurally similar materials on the basis of microscopic details.
B. Triangular Lattice Organics Near the Mott Transition
The organic κ-(ET) 2 X materials consist of an alternating layered structure of organic ET dimers and inorganic counter-anions X, shown in Fig. 4(a,b) . The inorganic layer is typically closed shell, while each ET dimer within the organic layer has one hole, on average. As a result, the chemical modification of the anions X allows the properties of the organic layer to be tuned, providing examples of magnetic Mott insulators, superconductors, and metals as the U/t ratio is effectively tuned [109] [110] [111] [112] [113] [114] [115] [116] [117] . In the insulating case, each hole is localized to its parent dimer by Coulomb repulsion, occupying the anti-bonding combination of molecular HOMOs, given by |a = 1 √ 2 (|g 1 + |g 2 ). This gives rise to an S = 1/2 moment per dimer. As a result, the minimal magnetic model can be considered as a spin Hamiltonian on the anisotropic triangular lattice, as shown in Fig. 4(c,d) Various experiments have pointed to the presence of small spin-anisotropic terms [122] [123] [124] arising from the effects of weak spin-orbit coupling, which have been argued to be relevant at low energies 77, 78 . The suppression of magnetic order in κ-Cu has further been attributed to the presence of longer range couplings and 4-spin ringexchange interactions K ijkl 125-127 due to close proximity to a delocalized metallic phase (i.e. relatively small U/t). Finally, the low-energy response of the spin liquid may be perturbed by magnetic field-induced 3-spin scalar chiral interactions M ijk 128 , which have been suggested as a potential probe of a spinon Fermi surface. These interactions can be summarized by the spin-Hamiltonian:
where spin-orbit coupling leads to D ij , the antisymmetric Dzyalloshinskii-Moriya (DM) interaction, and Γ ij , the symmetric pseudo-dipolar tensor. Estimation of all such couplings via full periodic-crystal DFT calculations have proven largely intractable, due to the delocalization of the magnetic moment across the organic molecules. The absence of localized atomic spin centers complicates the implementation of DFT+U, while hybrid DFT functionals are prohibitively expensive in band-structure codes. In contrast, "hybrid" cluster expansion methods have proved to be suitable 77, 78 . In this case, the intermediate electronic Hamiltonian was taken to be H eff = H hop * + H int , including two orbitals per ET dimer (the highest lying bonding and antibonding orbitals) with an average filling of 3/4. The two-particle interactions were considered as a Hubbard repulsion plus Hund's coupling within each dimer. The Coulomb parameters were taken to be those estimated by constrained RPA 129 , but scaled by a factor ≈ 2/3 after comparison to the experimental magnetic interactions. The spin-orbit coupling was projected into the extended molecular orbitals, resulting in a complex hopping term λ ij 12 :
The hopping and spin-orbit parameters were estimated from DFT calculations with the quantum chemistry code ORCA 130 employing the spin-orbit mean field approach. With the intermediate Hamiltonian established, the coupling constants were computed by cluster expansions with clusters of up to eight ET molecules (4 dimers) by projecting onto pure spin states with one hole localized to each ET dimer.
On the basis of these calculations, the authors of Ref. 77 and 78 derived several interesting observations related to the electronic and magnetic properties of some representative ET-based compounds. Significant contributions from higher order terms beyond the typical 4t 2 /U approximation were found by studying the size convergence of the cluster expansion. These do not affect the couplings equally, but significantly increase the J /J ratio in most compounds. Together with ring-exchange terms found to be on the order of K/J ∼ 10%, this places materials such as X = Cu 2 (CN) 3 (with J ∼ 230 K and J /J ∼ 1.2) firmly in a region expected to exhibit a spin-liquid ground state, while X = Cu[N(CN) 2 ]Cl (with J ∼ 480 K and J /J ∼ 0.3) were placed in an ordered antiferromagnetic phase according to the phase diagrams of Ref. 127 . In both cases, such ground states were consistent with experimental observations. Furthermore, the weak DM-interaction (|D|/J ∼ 5%) of the latter compound was found to be in excellent quantitative agreement with experimental estimates 122, 123 , in terms of both size and orientation of D. This finding validates the approach of projecting the spin-orbit effects into the molecular orbital basis, and highlights the utility of wavefunction based approaches for estimating small anisotropic exchange couplings. in one vanadium tetrahedron.
C. Pyrochlore Ferromagnet Lu2V2O7
The rare-earth vanadate Lu 2 V 2 O 7 represents an interesting ferromagnetic S = 1/2 pyrochlore, where the magnetism is carried by a network of corner-sharing V 4+ tetrahedra with 3d 1 configuration, shown in Fig. 5(a) . It is a Mott insulator with a Curie temperature T c ≈ 70 K [131] [132] [133] . Interest emerged in the anisotropic exchange interactions in Lu 2 V 2 O 7 , after the observation of a large magnon Hall effect 133 . It was argued that a finite Dzyaloshinskii-Moriya interaction plays the role of a vector potential in the electronic case. The effect of a finite DM interaction in a ferromagnetic pyrochlore structure is thought to induce a topological magnon insulator state with chiral edge modes 134, 135 and the appearance of magnon Weyl points 136 . From an experimental standpoint, the underlying spin Hamiltonian remains somewhat controversial. From fits of the magnetic specific heat and of the transverse thermal conductivity, the authors of Ref. 133 estimated |D ij /J ij | = 0.32 with a nearest neighbour Heisenberg interaction J ij ≈ −3.4 meV. However, in Ref. 134 it was argued that refitting the data with additional corrections suggested a ratio two orders of magnitude smaller with |D ij /J ij | ≈ 0.005. Inelastic neutron scattering 139 fitting reveiled a larger ferromagnetic Heisenberg exchange than the transport data, with J ij = −8.1 meV and a somewhat smaller ratio |D ij /J ij | ≈ 0.18 from fittings in specific regions in reciprocal space.
From a microscopic perspective, the origin of the ferromagnetic sign of J was initially discussed in detail in Ref. 131, 140 , and 141. The V 4+ ions are in a trigonally distorted octahedral environment, which leads to the single electron occupying a Wannier orbital of d z 2 symmetry with respect to the local coordinates shown in Fig. 5(b,c) . Due to the nearly empty d-shell, a large number of excited triplet configurations exist with two electrons at the same V site, which are stabilized by Hund's coupling J H and mixed into the neutral ground state by significant interorbital hopping. Thus, it was expected that the J < 0 arose from a subtle competition between typical antiferromagnetic contributions ∼ (t z 2 →z 2 )
2 /U and ferromagnetic contributions like ∼ (t z 2 →xy )
2 J H /U 2 . This idea was justified by analytical perturbation expressions 142 , although such calculations included only contributions from the lowest three of the d-orbitals and could not address the ratio of |D ij /J ij | without ab-initio parameters.
From the ab-initio perspective, DFT estimates based on non-collinear spin configurations were presented in Ref. 143 , which estimated J ij = −7.1 meV and |D ij /J ij | ≈ 0.05. However, the authors also noted a significant single ion anisotropy contribution in the DFT configuration energies, which would be forbidden in the true quantum Hamiltonian for S = 1/2 spins. As a result, the reliability of the effective classical mapping was not clear. For this reason, the authors of Ref. 75 explored the use of wavefunction-based "hybrid" methods, which would capture such restrictions imposed by the quantization of the spin.
In order to estimate the couplings, the authors of Ref. 75 (30) while the Coulomb interactions are:
The authors suggested that the matrix elements of these operators in the Wannier orbital basis could be well approximated by their action on the equivalent d-orbitals of the free ion. Thus, the Coulomb terms were approximated by two independent parameters 145, 146 : the Coulomb repulsion of electrons on the same site and orbital U 0 and the average Hund's coupling J avg = 1 2l(2l+1) α =β J αβ . For the spin-orbit coupling, fitting the difference between band structures at the DFT and DFT+SOC within this approximation yielded a spinorbit constant of λ = 30.0 meV, which is very close to the reported free ion value of λ exp = 30.75 meV 147 . Thus, interestingly, the spin-orbit coupling was not found to be strongly renormalized by projection into the Wannier basis.
Various schemes have been used in the literature to parameterize the symmetry-allowed interactions for the pyrochlore structure 75, 148, 149 , which include antisymmetric DM-interactions, as well as symmetric anisotropic exchange. The authours of Ref. 75 followed the general scheme:
Mirror symmetry ( Fig. 6(a) ) constrains the DMvectors to point along specific axes perpendicular to each bond, as shown in Fig. 6(b) . In order to estimate these couplings, the authors of Ref. 75 projected the lowest energy states of the 2-site model onto pure spin states with one electron per d z 2 orbital, and studied the resulting couplings as a function of the screened Coulomb terms U 0 and J avg . The Heisenberg and DM-interactions are summarized in Fig. 6(c,d) . Several conclusions were drawn: (i) By including all five d-orbitals explicitly, the nearest neighbour Heisenberg exchange J ij was found to be ferromagnetic in the whole range of reasonable parameters, with a range of magnitudes in agreement with previous experimental and DFT estimates. (ii) Interestingly, the magnitudes of J ij and D ij show opposite trends with U 0 and J avg , reflecting a different microscopic origin 142 . Thus, for a value of the Heisenberg exchange consistent with inelastic neutron scattering, the hybrid method estimated a wide range of DM-interaction strengths |D ij /J ij | = 0.04 − 0.09. Such magnitudes validated the previous estimates from DFT, suggesting possible overestimation of the experimentally reported ratios. (iii) The ability to estimate all exchange constants revealed possibly relevant contributions from the previously ignored pseudo-dipolar tensor with ||Γ ij ||/|J ij | = 0.01 − 0.02, being not that far from the order of magnitude of the DM interaction.
D. Kitaev Magnets
Recently, great interest has developed towards potential experimental realizations of Kitaev's S = 1/2 honeycomb model 150 , which is exactly solvable and yields a Z 2 spin liquid ground state. Within this model, the interactions are strongly anisotropic Ising couplings, described by the Hamiltonian H = K 1 ij S γ i S γ j , where the γ axes are defined for each nearest neighbour bond, following the pattern in Fig. 7(a) .
On the basis of perturbation theory, the authors of Ref. 153 noted that such interactions could be realized, in principle, by heavy metal oxides or halides featuring edge-sharing MX 6 octahedra, where X = e.g. O, Cl, and M is a metal with a low-spin d 5 electronic configuration. In this case, strong spin-orbit coupling splits the t 2g states into multiplets with effective angular momentum j eff = 3/2 and 1/2. For a d 5 configuration, one electron occupies the j eff = 1/2 state, giving rise to a local pseudospin degree of freedom. Written in terms of such pseudospins "S i ", the lowest order couplings take the Kitaev form with ferromagnetic K 1 < 0, due to subtle effects of Hund's coupling between excited multiplets 76, 154, 155 . With this observation, an explosive interest began in synthesizing and studying such materials. This has led to various studies of materials such as the iridates Na 2 IrO 3 156,157 and various phases of Li 2 IrO 3 156,158-160 , as well as α-RuCl 3 [161] [162] [163] [164] [165] . While progress in this field has been reviewed elsewhere 17, 154, 166, 167 , we focus here briefly on the application of ab-initio methods to the understanding of the magnetic couplings.
In these materials, deviations from the ideal scenario lead to additional interactions, including couplings beyond first neighbour. In general, the interactions can be written:
For the 2D honeycomb systems Na 2 IrO 3 , α-Li 2 IrO 3 and α-RuCl 3 , the first (n = 1) and third (n = 3) neighbour interactions shown in Fig. 7(a,c) approximately exhibit C 2h symmetry, so that the interactions can be parameterized by four constants. The interaction tensors along the X-, Y-, and Z-bonds are:
For second neighbour bonds ( Fig. 7(b) ), the lower symmetry allows also a finite Dzyaloshinskii-Moriya interaction D 2 · (S i × S j ), which has been suggested 76 to play a role in establishing an incommensurate spiral magnetic order in α-Li 2 IrO 3 158 . Given the large number of parameters in the Hamiltonian, extracting them all from experiment without guidance from ab-initio calculations Table I . This suggested the additional contributions discussed by Ref. 170 were not sufficient to reverse the sign of the coupling. Since the derived nearestneighbour Hamiltonian failed to reproduce the zigzag order, the authors speculated on the existence of longer range couplings such as J 2 and J 3 . These were not possible to estimate by quantum chemistry techniques due to high computational expense of including more than two magnetic sites. On this basis, broken symmetry DFT approaches were employed in Ref. 151 . The authors of Ref. 151 discussed in detail various schemes for fitting the DFT energies to an effective spin Hamiltonian. In particular, they noted significant differences between Hamiltonians estimated by assuming a fixed moment, or accounting for the converged magnetic moments of each configuration − as well as including or excluding some higher energy configurations in the fitting. The authors also considered a simplified model including only J 2 and J 3 long-range interactions. Nonetheless, all such schemes provided similar conclusions, confirming the speculations of Ref. 152 : the largest nearest neighbour couplings are ferromagnetic K 1 , with large antiferromagnetic third neighbour J 3 stabilizing the observed zigzag order.
Subsequently, "hybrid" methods were employed in Ref. 76 in an attempt to estimate all coupling constants up to third neighbour. For such studies, the authors constrained the effective electronic Hamiltonian to the t 2g Wannier orbitals at each Ir site, which was justified by the previous quantum chemistry results 152 . The lowenergy Hilbert space was constructed by projecting on to ideal j eff states, and clusters of up to six sites were considered. The derived couplings were found to be in quantitative agreement with the other methods, as shown in Table I . By studying the scaling of the interactions with different parameters, it was noted that all secondneighbour couplings were likely to be small due to subtle cancellations of competing terms, while the third neighbour Heisenberg coupling was particularly enhanced by higher order hopping processes. The derived parameters were found to be consistent with the zigzag order, and orientation of the ordered moments as probed by inelastic x-ray scattering 157 . These observations further cemented the conclusions of the previous ab-initio works, and justified the truncated couplings considered in the broken symmetry DFT fitting. They also emphasize the complementary nature of various ab-initio methods for studying such complex magnetic materials.
V. OUTLOOK
In this work, we have reviewed some of the basic ideas and methods for the ab-initio construction of low-energy spin Hamiltonians. Such methods have been strongly influential in the study of frustrated magnetic materials in particular, as the magnetic response and ground states are often particularly sensitive to small details of the spin couplings.
Most recently, there has been increasing interest in studying systems where spin-orbit coupling induces additional anisotropic couplings such as the antisymmetric Dzyaloshinskii-Moriya coupling. Such anisotropic interactions could, in principle, be exploited to yield interesting states such as topological magnon insulators or quantum spin-orbital liquids such as found in Kitaev's honeycomb model. The realization of such theoretical spin Hamiltonians in real materials is often initially motivated by insights from analytical perturbation theory focusing on idealized cases. This allows interesting parameter regimes to be transparently selected for further study. As materials approximating such regimes begin to be synthesized, understanding their experimental properties requires considering departures from the ideal models that inspired their study. In particular, it becomes useful to identify how such departures affect their lowenergy Hamiltonians, and how to tune the couplings via chemical or physical means. This is where ab-initio studies become essential as a tool to be used in conjunction with other experimental and theoretical approaches.
With this outlook, we look forward to future developments in different ab-initio methods, which offer complementary advantages. At present, a pressing issue is the apparent outstanding challenges toward the general application of non-collinear DFT+U methods towards the estimation anisotropic exchange couplings 58 in solids. For wavefunction-based quantum chemistry methods, the main challenges are related to reducing computational expense, in order to treat larger systems on par with DFT. In this regard, semi-ab-initio "hybrid" methods appear to offer promise, by combining attractive aspects of the various methods to yield sufficient accuracy to interpret experiments. In conjunction, approximate configuration interaction solvers based on DMRG and FCIQMC [172] [173] [174] [175] [176] seem to be particularly promising for increasing the size of tractable active spaces. As discussed in Sec. III D, wavefunction-based calculations allow, in principle, a systematic and unique derivation of the lowenergy Hamiltonian of any material, provided sufficiently local effective degrees of freedom. Although this short review has focused on spin Hamiltonians, access to larger active spaces also allows for more complex cases of e.g. spin, charge, and orbital entanglement to be studied with ease. In this regard, the power and utility of ab-initio methods toward the development of functional materials appears to be ever expanding.
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