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ABSTBACT 
A complex matrix is doubly quasistochastic if all its row' sums and column sums are 
1. Matrices A and B are doubly stochastically similar if B = SAS 1, where S is 
doubly quasistochastic. We obtain a necessary and sufficient condition for a given 
matrix A to be doubly stochastically similar to a matrix with equal diagonal elements, 
and a necessau and sufficient condition for A to be doubly stochastically similar to a 
matrix with any diagonal elements the sum of which equals trace(A). Then an inverse 
elementa U divisor result for doubly quasistochastic matrices is obtained. 
1. INTBODUCTION AND NOTATION 
For a given n × n complex matrix A, denote by I AI, t(A), and .s'(A) 
respectively the determinant, race, and sum of the off diagonal elements of 
A. Let t ' (A )  = t (A) /n  and s ' (A)  = s (A) /n (n  - 1). 
Let J,~ be the n x n matrix all of whose elements are 1, and let 
],I ) = ],~ - I,,, where I,, is the identity matrix. 
By diag(a) . . . . .  a,,) we denote the diagonal matrix with a I . . . . .  a,, down 
the main diagonal; by e~, i = 1 . . . . .  n, the column n-tuple with 1 as the ith 
coordinate and 0 otherwise; and by e the vector (1 . . . . .  1) r. 
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An n × n complex matrix S is quasistochastic (q.s.) [2] if all its row sums 
are 1. That is, S is q.s. if and only if Se =e.  The matrix S is doubly 
quasistochastic (d.q.s.) [4] if all its row sums and column sums are 1, i.e., 
Se = STe = e. The matrix S is m-quasistochastic (m-q.s.) if all its row sums 
are m, and is m-doubly quasistochastic (m-d.q.s.) if all its row sums and 
column sums are m. 
Two n × n matrices A and B are stochastically similar (s.s.) [2] if 
B = SAS -1, where S is a nonsingular q.s. matrix, and they are doubly 
stochastically similar (d.s.s.) if S is a nonsingular d.q.s, matrix. 
I f  A and B are d.s.s., then t '(A) = t'(B) and s'(A) = s'(B). Also, if A is 
m-q.s. (m-d.q.s.), then B is m-q.s. (m-d.q.s.). 
The set of all n × n matrices which are s.s. (d.s.s.) to a matrix all of whose 
diagonal elements are equal is denoted by E n (/~n). The set of all n × n 
matrices A for which the diagonals of the matrices B = (bij) which are s.s. 
(d.s.s.) to A are only subject to the constraint E'i'=lbii = t(A), and are 
otherwise arbitrary, is denoted by /9 ,  (/9,). 
As 
Sj,oS-~ = jo (1) 
for all nonsingular d.q.s, matrices S, it follows that A ~/~,  (A ~/5  n) if and 
only if a + tJ, ° ~ E, (A  + tJ, I' ~ /~, ) ,  where t is any complex number. 
For given complex numbers a 1 . . . . .  a n satisfying 
a, = O, ~ la~l =~ O, (2) 
i=1  i=1 
let [a~ . . . . .  a,,] be the n × n nilpotent matrix of rank 1 defined by 
a l , . . . ,an]  
a 1 . . -  
(3) 
Note that whenever the symbol [a 1 . . . . .  a,]  is used, we assume that (2) is 
satisfied. Hence, for any n × n matrix A, we have 
t'([a I . . . .  , a . ] )  =t ' (A - t ' (A ) I . - s ' (A ) J  °) =0 (4) 
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and 
s ' ( [a  1 . . . . .  an] ) =s' (A  - t ' (A ) I , ,  - s ' (a ) J , l  )) =0.  (,5) 
In [1] Johnson and Shapiro considered all the possible diagonals of 
matrices similar to a given matrix A. They proved that if A is not a scalar 
matrix, then A is similar to matrices with any given diagonal elements the 
sum of which equals t(A). 
In [2] and [3] stochastic similarity was considered. It was proved that 
A ¢ E,, if and only if A - t ' (A ) I , ,  is not a matrix of the form [a 1 . . . . .  a,,] [2, 
Theorem 1'], and A ~ D,, if and only if A ¢ E,, and A is not a scalar matrix 
[3, Theorem 1]. 
In the present paper, which is a sequel to [2] and [3], we deal with doubly 
stochastic similarity and characterize the sets /~,, and D,. 
In Section 2 we prove that A ~ /~,,, for n ~ 3, if and only if A - t ' (A) I , ,  
- s ' (A) J , l  ~ is neither a matrix of the form [a l , . . . ,  a,,] nor a matrix of the 
~brm [a I . . . . .  a,,] r. For n = 3 there is an additional third condition: A - 
t '(A)I :~ - s ' (A ) J  ° is not a 0-d.q.s. matrix of rank 1 (Theorem 1). 
In Section 3 we prove that A ~/) , ,  if and only if A E/~,, and A-  
t ' (S) I , ,  - s'( A)J,l ~ "/= 0 (Corollary 2). 
In Section 4 we deal with an inverse elementary divisor problem for d.q.s. 
matrices (Theorem 3). 
We note that the results in [2] and [3], concerning E,, and D,,, hold true 
in the real field as well as in the complex field (see the remarks following ['2, 
Theorem 1'] and [3, Theorem 1]). Contrary" to that, the results here, concern- 
ing /~,, and /},,, hold in the complex field and are not valid, in general, in the 
real field. 
2. THE SET /~,~--MATRICES DOUBLY STOCHASTICALLY SIMILAR 
TO MATRICES WITH EQUAL DIAGONAL ELEMENTS 
In this section we characterize the set /~,,, i.e., we find a necessary and 
sufficient condition for an n x n matrix to be d.s.s, to a matrix with equal 
diagonal elements. Our treatment of /~n for general n requires that we 
consider first the particular cases n = 2 and n = 3. 
The n = 2 case is settled easily (Lemma 1 and Corollary 1). However, the 
n = 3 ease involves a rather lengthy discussion. To facilitate the presentation, 
we state steps of the discussion as a series of lemmas (Lemmas 2-11). These 
lemmas lead to the characterization f/~s (Lemma 12). Then results for some 
particular 4 X 4 matrices are obtained (Lemma 13). After these preparations, 
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we present he main result of the section--the characterization f/~, for all 
n (Theorem 1). 
Lemmas 4-10 serve as stepping stones to Lernma 12 and are not used 
explicitly in the proof of Theorem 1. At first, the reader can glance over this 
material without working through the proofs. This will enable him to get a 
better understanding of the chain of arguments o Theorem 1, and allow him 
to decide if he wants to go through all the details of the proofs of these 
lemmas. 
LEMMA 1. Let A be a 2 × 2 complex matrix. Then A is d.s.s, to a matrix 
B with a zero diagonal element if and only if 
A --# [a, -a ]  + s'( A) J  °, 
A -~ [a, -a ]  T + s ' (A ) J  °, 
A 4: aI 2 + s'( A)J~, 
(6a) 
(6b) 
(6c) 
for all complex numbers a ¢ O. 
Proof. (Cf. [2, Lemma 1].) By (1) and the "only if" part of Lemma 1 in 
[2], if any of the inequalities in (6) does not hold, then A is not d.s.s, to a 
matrix with a zero diagonal element. The condition (6) is thus necessary. 
Let now 
a a2 ) 
A = bl b2 
satisfy (6), let S be the nonsingular d.q.s, matrix 
a l -a )  
S= 1 -a  a ' 
1 where a ¢ 7 is a complex parameter, let 
B ~ SAS -1  = (b i j ) ,  
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and consider the equation 
(2o~ --  1 )b , ,  = (a ,  + a 2 - b ,  - b2)c~ 2 + (b ,  - a 2 + 2be)oe  - b e = 0 .  
(7) 
1 We will show that for every A satisfying (6), there exists an a # ~ for which 
(7) holds. 
By (6a), 
a 1 + a 2 -- b I - b e = 0 (S) 
and 
b t -a~+2b~ =0 (9) 
do not hold simultaneously. 
I f  (8) does not hold, then (7) is a quadratic equation with a solution c~ v~ ½, 
unless 
al + bi - a2 - be = 0 and al + be = 0. (10) 
1 But (10) contradicts (6b), and so there is a solution a v~ ~. 
If (8) holds, then (9) does not hold. Equation (7) is then linear, and its 
1 solution a is equal to ~ only if b t = a2, which, by (S), implies a I = b 2. This 
contradicts (6e). • 
COROLLARY 1. 
only i f  A -- t ' (A ) I  2 
any a # O. 
Let A be a 2 × 2 complex matrix. Then A ~ E2 i f  and 
- s'(a)J~' is not equal to either [a, -a ]  or [a, -a ]  r fi~r 
Proof. Obviously, A ~/~2 if and only if A - t ' (A ) I  2 is d.s.s, to a matrix 
with a zero diagonal element. We apply now Lemma 1 to A-  t ' (A ) l  2. 
Noting that if we replace in (6) the matrix A by the matrix A - t ' (A ) I  2, 
then [by (4)] the inequality (6e) holds for all a # 0, the corollary follows. • 
REMARK l. Contrary to Lemma 1 in [2], Lemma 1 here and its eorollau' 
are not valid in the real field. Let A be a real matrix, and let 
A = (b  1 -a2)  2 +4a lb  2 
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be the discriminant of the equation (7). The condition (6) is not sufficient for 
the matrix S in Lemma 1 to be real. However, (6) and A >/0 are necessary 
and sufficient conditions for S to exist and to be real. 
EXAMPLE. Consider the real symmetric matrix 
As t (A )=O and A= -4a  2 <0,  it follows that A is not real d.s.s, to a 
matrix with a zero diagonal. However, by Corollary 1, A is (complex) d.s.s, to 
a matrix with zero diagonal. Indeed, if S is the nonsingular d.q.s, matrix 
1 - i  1+ ' 
then 
0 b +ai) 
SAS-1 = b - ai 0 " 
LEMMA 2. 
B with a zero diagonal element i f  and only if  
Let A be a 3 × 3 complex matrix. Then A is d.s.s, to a matrix 
A ~t ' (A ) I  3 +s ' (A) J  °, 
i f  t ' (A )  ~ O. 
Proof. As 
S[t'( A) I 3 + s'( A)J °] S-' 
(11) 
= c(A)  z3 + s'( A ) J  ° 
for any nonsingular d.q.s, matrix S, it follows that the condition (11) is 
necessary for any matrix A such that t ' (A )  ~ O. 
Let now 
al a 2 a3 ) 
A = b 1 b 2 b 3 
C 1 C 2 C 3 
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satisfy (11). We will show that A is d.s.s, to a matrix with a zero diagonal 
element. 
Assume first that not all the off diagonal elements of A are equal. Then 
there exist two distinct off diagonal elements of A belonging to the same row 
or column. We may choose these elements to be a 2 and c:~, a 2 4= c:~. Let S 
he the nonsingular d.q.s, matrix 
S = 
a 0 1 - a ) 
l -a+/3  1 a - /3 -  1 , 
-/3 0 ~+/3 
where a,  fl are complex parameters uch that IsI = a +/3 4= 0; let B = 
SAS -I = (bij); and consider the equation 
b~,~ = (c~ - a~) ( .  - /3  - ~) + h~ -- 0. 
As c 2 - a 2 4= 0, there exist a , /3 ,  a +/3  4= 0, satisl~/ing b22 = 0. 
It remains to consider the case when all the off diagonal elements of A 
are equal, i.e., are all equal to s ' (A) .  If  all the diagonal elements are equal 
too, then, as A satisfies (11), they are all zeros. So we may assume that 
a~ 4= b 2 and consider the 2 × 2 principal submatrix of A 
A, = 
a, s'(A)) 
,¢ (a )  b~ " 
By Lemma 1, as a I 4= b2, the matrix A', and so also A, is d.s.s, to a matrix 
with a zero diagonal element. • 
LEMMA 3. Let  A be a 3 × 3 complex matrix such that t( A)  = 0 and 
a ¢i E.3. Then, f i ,  r some number  t, A + tJ:~ ) or A T + tJ~ ) is' d.s.s', to a matrix 
~ the fl~r~n 
0 C! C 2 
c3 1 - 1 
c 4 1 - 1 
where c I, c2, e3, C 4 are complex numbers.  
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Proof. By Lemma 2 and Corol lary 1, A or A r is d.s.s, to a matrix of the 
form 
/ ) 0 c'1 c2 ! c 3 a -a  - t , 
¢ 
c 4 a - t -a  
where a ~ 0. Therefore A + tJ ° or a r + tJ ° is d.s.s, to a matrix of the form 
A, = 
! ! 
0 c 1 + t c 2 + t 
t 
c 3 + t a - -a  
t 
C 4 + t a -- a 
Now let 
=- l ( l+a  l -a )  
S 2 1 -a  l+a  
The matrix S is d.q.s, and nons ingular  for IS] = a v~ 0, and 
1 -1  " 
Hence,  the matrix (1 q- S)A' (1 q- S) -1, where q- denotes the direct sum, is 
of the form of the matrix (12). • 
LEMMA 4. Let 
A = 
I O C 1 C 2 
c 3 1 - 1 
c 4 1 - 1 
(a2) 
Then each of the following four  conditions (13)- (16)  is a sufficient condition 
for  A ~ /~3: 
(1 + c 3 - cz)c ~ + (c  4 - c3)(c 3 + 2) 2 ¢ O, (13a) 
c z -c  4 ¢ 1, (13b)  
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c a ¢ - 1; (13c) 
(1 + ~, - ~, )c~ + (~ - c~) (2  - c~) ~- . o, (14a) 
c:, - c~ ¢ 1, (14b) 
c 4 =~ 1; (14c) 
(]  + c 2 - c4)c  ~ + 4(1 - Cl)(1 + c, - c4) 4= 0, (15a)  
c 4 -c  2 ~ 1, (15b) 
c~ ~ 1; (15e) 
( i  -- C 1 -{- C3)Cg -~ 4(1 ~" C2)(1 -- C~ + C3) :'~ O, (16a)  
cj -c:3 ~ l, (16b) 
c 2 # - 1. (16c) 
Proof.  We first prove that the condition (13) is sufficient for A c E3, 
i.e., we show that if (13) holds, then there exists a d.q.s, matrix S such that 
SAS i has zero diagonal. 
Let 
s = 0 1 , (17)  
1-a  ~- /3 -1  ~+[3)  
where a, /3 are complex parameters. The matrix S is d.q.s, and nonsingular 
for ISI = a +/3  4: 0. Defining B = SAS - j  = (bq) ,  computing b22 and b33, 
and setting b.22 = b33 = 0, we obtain for a , /3  the system of equations 
(c:~ + ~)~ - c:, [3 = ~:~ + 1, ( lSa)  
- (1 + c2)o~ e + c3113 + (c 4 - c3)(/3 e + [3) + c2~ = 0. (18h) 
Assume first that c 3 :/: -9,. Then (18a) is equivalent o 
c:~ + 1 + c 3 [3 
= (19)  
c 3 +2 
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Substituting (19) into (18b), we obtain 
[(1 + c 3 - c2)c  ~ + (c  4 - %)(% + 2)2](/32 + /3) 
- ( c3  + 1)(1 + c3 - c2) = 0. (20) 
From (19) and (13c) it follows that a +/3  = 0 if and only if /3 = - 7. By 
1 (13a), Equation (19) is a quadratic equation for which, by (13b), /3 = - 7 is 
not a solution. Hence, there exist complex numbers or,/3, a +/3  :~ 0, for 
which (19) and (20), i.e., (18), hold. This completes the proof if c 3 # -2 .  
1 I f  % = -2 ,  then (18a) holds for /3 = -~ and any a.  Substituting 
1 13 = - ~ into (18b), we obtain 
4(c 2 + 1) ( -a  2 + c~) - C 4 - -  ~ = O. (21) 
As (13a) and c 3 = -2  imply c 2 + 1 :~ 0, (21) is a quadratic equation for 
1 which, by (13b), a = ~ is not a solution. Hence, there exist a , /3 ,  a +/3  = ol 
1 - ,~ ~ 0, for which (18) holds also if c 3 = - 2. 
To prove that the condition (14) is sufficient, we note that A ~/~a if and 
only ff 
A' = 
0 - -C  2 - -C  1 
- c  4 1 - 1 
-% 1 -1  
e/~3- 
We now apply the sufficient condition (13) to A' and obtain (14). 
To prove that the condition (15) is sufficient, we apply the same method 
as in the proof of the sufficiency of (13). However, in this case we use the 
d.q.s, matrix S T, where S is defined in (17), instead of using the d.q.s, matrix 
S. As the proof is now straightforward, we will omit it. 
The condition (16) is derived from (15) by applying (15) to the matri~ A'. 
LEMMA 5. Let  
A = 
0 C 1 C2 / 
c 3 1 -1  ) . 
c 4 1 - 1 
(12) 
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(i) / f  
c a + e 4 ¢ 0, 
then, for  some complex number t , , t, A is d.s.s, to a matrix of the fi~rTn 
1 -1  , 
l -1  
(23) 
where 
c~ =I: 0 and c i + e i = t l (C  , + (1:2). (24) 
(ii) / f  
c~ +_ (1:2 # O, 
then, for some complex number tb t~ A is d.s.s, to a matrix of the form 
t 0 c I 0 
t c a 1 -1  
r 
C 4 l - -  1 
(2a) 
where 
c; ¢0  and c'~ +c'4=tl (c ,~ +e4) .  (24') 
Pro@ To prove part (i), let 
3' 1 -3 ' )  
D= 1-3 '  y ' 
i where y=ca/ (c  3-c4) .  By (22), y¢  ~ and is well defined, and so D is 
d.q.s, and nonsingular. Now let A 1 = S(tl A)S -1, where S = 1 4- D and 
t I = 23' - 1 = (c a + c4) / (c  a - c4). Then A 1 is a matrix of the form (23), 
and (24) is satisfied. 
Part (ii) is proved similarly. • 
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LEMMA 6. Let 
A = 
0 c I c 2 ) 
c a 1 - i , 
0 1 -1  
(25) 
where c a 4: O. Then A ~ E3. 
Proof. The matrix A, given in (25), is of the form (12), where c 4 = 0 
and c 3 :g 0. Apply ing the suff icient condit ion (14) to A, it follows that if 
c 3 - c 1 4: 1, then A ~/~3.  Hence,  we have to consider  only matr ices A, of 
the form (25), for which c a = c 1 + 1, c 1 ¢ - 1. 
Subst i tut ing in (13), (15), and (16), c a = c~ + 1 and c 4 = 0, we obtain 
three suff icient condit ions,  (13'), (15'), and (16'), for the matrix A in (25) to 
be long to /~3: 
(2 + e, - e~)(1 + e~) - (3 + c~): ~ O, (13 'a)  
c 2 ~: 1, (13 'b )  
c 1 ¢ -2 ;  (13 'c)  
(1 + c2)c ~ + 4(1 - e~) ¢ O, (15 'a)  
c 2 :g -1 ,  (15 'b )  
e~ ¢ l; (15'c) 
~.~ + 2(1 + c~)(2 + ~ - c~) .  o, (16 'a)  
c e :/: -1 .  ( l i fe )  
We will show that if the (ordered)  pair  c l, c z is di f ferent f rom - 2, - 1 
and from -3 , -  1, then it satisfies at least one of  the above sufficient 
condit ions.  The two except ional  cases will be dealt  with directly. 
We first consider  the cases when part  b or c of any of  the condit ions does 
not hold. 
5 5 I f  c 2 = 1, then (16')  holds for all c I :~ - x. But (15') holds for e 1 = - ~, 
C2~ 1. 
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If cj = -2 ,  then (15') holds fbr all c 2 different from -1  and 2. Whi le 
c~ = -2 ,  c 2 = 2 satisfy (16'), the pair c I = -2 ,  c 2 = -1  does not satis~. ~
any of the conditions. 
If  c o = - 1, then (13') holds for all c 1 # - 3. However, the pair c I = - :3, 
co = - 1 does not satisfy any of the conditions. 
If c~ = 1, then (13') holds for all c, 2 different from 1 and -5 .  But the 
pairs c 1 = 1, c, 2 = 1 and c 1 = 1, c 2 = -5  satisfy (16'). 
We now consider the two exceptional cases. ;Fhe matrix corresponding to 
c I = -2 ,  c: = -1 ,  c a =c~ + 1 = -1  is 
A1 
0 -2  -1 )  
= -1  1 -1  , 
0 1 -1  
and the matrix corresponding to c I = - 3, c 2 = - 1, c:~ = - 2 is 
A 2 
0 -3  -1 )  
-2  1 -1  • 
0 i - 1 
We first show that A i belongs to /~a. Let 
1-a  0 a ) 
s = o 13 ~ - 13 . (26)  
oe 1 -13  13 a 
The matrix S is d.q.s, and nonsingular  for IS[ = oe + 213 - 3a13 - I ¢ 0. 
Def in ing SAIS  -r  = B = (bo) ,  comput ing  b~j and b22, and setting the 
equations b u = b22 = 0, we obtain the system of equations 
(3a  - 2) (1  - 13)  + 13 = 0, 
- ~13(1  - 13)  + 1 - 2~ = 0 .  
(27) 
We have to show that there exists a solution oe,/3 of (27) for which J SI ¢ 0, 
E l iminat ing a from the first equat ion and subst itut ing it into the second 
equation, we obtain a third degree equat ion for 13. F ind ing  numerical ly  the 
real solution to this equation, we obtain a solution a = 1.44547, ]3 = 1.74827 
of (27), for which {S[ = -3 .63921 ~ 0. The given solution is aceurate to tile 
five deeimals displayed here, 
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The matrix A 2 is treated similarly, using the same matrix S. We obtain 
the system of equations 
(4a  - 3)(1 - /3) + /3 = 0, 
-2a /3 (1 -  /3) + 1 -2a= 0 
(28) 
and find that a --- 1.54106, /3 = 1.46205 is a solution of (28) for which 
IsI = -3 .29417 4: o. 
We have so far settled all the cases where part b or c of any of the three 
sufficient conditions does not hold. 
It remains to deal only with those pairs c 1, c 2 for which parts b and c are 
satisfied for all the three conditions. Assume that there exists such a pair 
c 1, c 2 for which none of the three sufficient conditions holds. This pair c 1, c 2 
violates part a for all the three conditions, i.e., satisfies 
(2 +c  1 -c2) (1+c l )  - (3 +c , )  2 =0,  (29a) 
(1 + c2)c ~ + 4(1 - c~) : O, (29b) 
+ 2(1 + c )(2 + - = o. (29c) 
To complete our proof, we have to show that no pair c 1, c 2 satisfies all 
three equations of (29). From (29a) and (29b) it follows that 
p l (c l )  = 6c~ 3 + 10c~ - 4c I - 4 = 0, (30) 
and from (29a) and (29c) it follows that 
p2(c , )  = 4c~ + 27c 2 + 66c 1 + 59 = 0. (30')  
It is enough to show that (30) and (30') do not have a common solution. 
Indeed, the solutions of pl (c l )  = 0 are found numerically to be 
cl,1 = - 1.83193, cl,2 = 0.69151, and Cl,3 = -0.52625-  
As p2(cl, 1) = 4.11215, p2(Cl,2) = 118.87336, and pc(c1,3) = 31.16189, 
Equations (30) and (30') do not have a common solution. • 
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LEMMA 7. Let  
A = 
0 C 1 C 1 
c 3 l - 1 
c 4 1 - 1 
(31) 
Then A ~ I~ 3. 
Proof. Let 
$1 
1 
l+c  1 
1 -1  1 +c 1 
l+c  1 0 0 
-1  c l+2 0 
and let 
1 
$2 1 - c 1 
1 1 -c  I -1  / 
-1  0 2 - cl J . 
1 - c~ 0 0 
The matrix S 1 is d.q.s, and nons ingular  for c~ 4: - 1, -2 ,  and the matrix S 2 
is d.q.s, and nonsingular  for c I 4: 1,2. Let B l = S iAS1 ~ and B 2 = S2AS~ j. 
Comput ing  BI and B 2 shows that both have zero diagonals. The matrix A is 
thus d.s.s, to a matrix with a zero diagonal for all cl; that is, A ~ /~3. • 
LEMMA 8. Let  
A = 
0 C 1 - -C 1 
e 3 1 - 1 
- c 3 1 - 1 
(32) 
where e 3 4: O. Then A ~ E3. 
Proof. Let 
S = 
2a-  1 
0 
O~ 
O' 
0 
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The matrix S is d.q.s, and nonsingular for oe ~ 0, 2 3" Defining B = SAS -1 = 
(bij) and computing bn and b22, we find that bl l  = 0 and that 
b22 -~ 
1 
2a-3a  ~[e~"~ + (3 -ca -3c , )  a~ + ( -2+5<) . -2c l ] .  
Denoting 
p(O/ )  -~ C30L 3 + (3  --  C 3 -- 3C1)OL 2 "{- ( - -~  + 5C1)~ --  ~C1, 
we have to show that p(a)  has a root different from 0 and 2 3" As c a :~ 0, 
p (a )  is a polynomial of the third degree. Also, p(~) = - ~c  a ~ 0 and 
2 p(0) = -c  1. Hence, 3 is not a root of p (a ) ,  and 0 is a root of p (a )  only if 
c I = 0. But, if c I = 0, then the coefficient of a is -2 ,  and p(ce) has another 
root different from 0. We have thus shown that p(a)  has a root different 
from 0 and 2 3. • 
LEMMA 9. Let  
A = 
0 C 1 C 2 
c a 1 - 1 
-c  a 1 - 1 
(33) 
where c a 5 e O. Then A E Ea. 
Proof. I f  c 1 - -  C2  = 0, then A ~/~3 by Lemma 7 and if e I + c 2 = 0, 
then A ~ E 3 by Lemma 8, We may thus assume that c I +_ c 2 ~ 0. 
Let c 1 + c 2 =~ 0. Applying Lemma 5(ii), it follows that there exists a 
number  t l such that t I A is d.s.s, to a matrix of the form (23'), where, by 
r (24'), c' 3 + c 4 = 0. So, we may assume that the matrix A given in (33) 
satisfies c 2 = 0. 
Our lemma thus reduces to the following: Let 
A 1 
0 c] 0 
c a 1 - 1 
-c  a 1 - 1 
(33') 
where c a ¢ O. Then A 1 ~ /~a. 
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Let 
S~ = ~2 0 1 • 
1 0 
The matrix S l is d.q.s, and nonsingular. Let 
Br 11° = S IA1S l l  ---- ~2 Cl + c3 
C l - -  C 3 
-4  
- c  I - c.~ - 2 
c 3 - -  c I - -  2 
4} 
C 1 - -  C 3 Jr- 2 , 
c 1 +c3+2 
and consider the 2 x 2 principal submatrix 
c~--c j  - 2 c l +c:3 + 2 
of B I. By' Corollary I, B' ~/~2 if c t # -2 .  That is, A t ~/~:3 if c I 4: -2 .  
We have thus to deal only with matrices A of the form 
0 -2  0) 
A2 = c 3 1 - 1 
-c:~ 1 - 1 
(3,3") 
The matrix A2, given in (33"), is of the form (12), where c t = -2 ,  c 2 = 0, 
c I = - c~3, c a ¢: O. Using the sufficient condition (16), it follows that A 2 E/~3 
if c:~ # - I, -3 .  But, by the sufficient condition (15), A 2 ¢ /~3 for c 3 = -3 .  
Unfortunately, none of the four sufficient conditions of Lemma 4 is 
effbctive in dealing with the matrix A2 with c:~ = - 1, and we have to deal 
with this case directly. Let 
A 3 = 
(o2 i) 
1 1 
and let S he the d.q.s, matrix defined in (26). Defining SA3S-  ~ = B:~ = (b{~))  
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and sett ing =1~.t~(3) = =22t~(3) = 0, we obtain the system of equat ions 
(3a -2) (1 - /3 )  + 2 /3 -  1=0,  
a (1  - 2 /3 ) (1  - /3 )  + 1 - 2a  = O. 
(34)  
As a = 0.47948, /3 = 0.60961 is a solution of  (34) for which Is[ = -0 .17818 
0, it follows that A 3 ~/~3.  • 
LEMMA 10. Let 
A __ 
0 C 1 C2 / 
c 3 1 - 1 ] . 
c a 1 - 1 
(35) 
Then A ~ E3 if and only if A is not equal to the matrices [0, 1, - 1] and M o, 
where 
0 1 -1 )  
[0 ,1 , -1 ]= 0 1 -1  
0 1 -1  
and 
(i 2 M0 = 1 - 1 • 
1 -1  
Proof. I f  A = [0, 1, - 1], then A ~/~3 [2, Theorem 1]. I f  A = M 0, then 
A is a 0-d.q.s. matr ix of  rank 1, and the same holds for any matrix which is 
d.s.s, to A. But a 3 × 3 0-d.q.s. matrix of  rank i with a zero diagonal does not 
exist. Hence,  A = M 0 ~ E 3. 
Assume now that A 4: [0, 1, - 1] and A q: M 0. 
I f c  3 ~ 0, -1 ,  we take 
1 
C 3 
0 -1  c3+ 1 
0 c 3 0 
c 3 1 - 1 
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As I s I  = -c~(ca + 1) ~ O, the matrix S is d.q.s, and nonsingular.  Comput-  
ing B = SAS - l ,  we find that B has a zero diagonal, and so A ~/~a for 
c~ 4: 0, -1 .  
I f  c:~ = -1 ,  we take 
S = (i 2 -1  1 . 
0 1 
As 
0 c 1 c2 ) 1 ( 0 2 0 
-1  1 -1  S - l  . . . .  cl 0 - c  I -2c  s 
1 1 - 1 2 0 2 0 
we have A ~ /~a for c a = - 1, and so A ~/~a for all c a ~ 0. 
It remains to deal with the case c a = 0, i.e., with matrices A 1 of the fbrm 
AI 
0 c 1 c 2 
= 0 I - 1 
0 1 - 1 
(35') 
I f  c 1 - c s = 0, then A 1 ~/~a t)y Lemma 7, and so we may assume that 
c 1 - c 2 ¢ 0. Assume first that c 1 + c s :~ 0 holds too. By Lemma 5(ii), there 
exists a number  t~ such that t lA  1 is d.s.s, to a matrix of the same form as 
(,35') and for which c s = 0 and c I ¢ (/. So let 
(I c~ 0 ) 
As = 0 1 -1  , (:35") 
0 ] -1  
where ct :~ 0, and let 
1 
S s = ~c  1 
c i 0 c l 
0 2(1 + c l )  -2  
c 1 -2  2 + c I 
As IS 21 = 1/2c j ,  the matrix S e is (t.q.s. and nonsingular.  Comput ing  B~ = 
S s A s S~ l we find that B 2 has a zero (tiagonal and so A s ~ Ez. 
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The last ease to be treated is c 1 + c 2 = 0, i.e., 
A3 
i Cl --C1) 
= 1 -1  • 
1 -1  
Let 
(35") 
3 -~- - -  
1 - -  C 1 
-1  - c 1 1 1 
1 0 -Q  
1 -c l  0 
As 1S31 = - c l ( c  1 + 2) / (Q  - 1) 2, the matrix S 3 is d.q.s, and nonsingular  for 
c 1 4: 0 ,1 , -2 .  Comput ing  B 3 = $3A3S~ 1, we find that B 3 has a zero 
diagonal and so A 3 ~ E 3 for c I 4= 0, 1, -2 .  However, by Lemma 7, A 3 ~/~3 
for c 1 = 0. Hence,  A 3 ~ E 3 for all e I ¢ 1, -2 .  But A 3 for c l = 1 is the 
matrix [0, 1, - 1], and for c 1 = - 2 is the matrix M 0. • 
LEMMA 11. Let 
A = 
0 C 1 C2 / 
c a 1 - 1 ) . 
C 4 1 -- 1 
(12) 
Then A ~ Ea if and only if 
(01 i) (0 i) A 4: [0 ,1 , -1 ]  = 0 1 and  A #M 0= 0 1 • 
0 1 0 1 
(36) 
Proof. I f  A =[0 ,1 , - l l o r  A =M 0 , then  A f f /~abyLemmai0 .  
Assume that (36) holds. We have to show that A ~ E 3. 
I f  c a • c 4 # 0, then Lemma 5(0 implies that we may assume that A is of 
the form (25) (i.e., c 4 = 0) and thus A ~ /~a by Lemma 6. 
I f c  3 + c 4 =0,  c a ¢ O, then A~/~3 byLemma9.  
If  c 3 - c 4 = 0, then, as (36) holds, A ~ E 3 by Lemma 10. • 
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In the next lemma the set /~3 is characterized. 
LF~MMA 12. Let A be a 3 × 3 complex matrix. Then A ~ E3 if and only 
if A - t'( A) I 3 - s'( A) J  ° is not equal either to [a~, a 2, a 3] or to [a~, a~, a3] T 
or to a O-d.q.s. matrix of  rank 1. 
Pro@ Denote A - t'( A)l~ -.s'(A)J :[  ~ = A'. Then 
t'(A') = 0, s'(A') = O, (37)  
and A ~/~3 if and only if A' ~/~:~. So we have to show that A' ~/~3 if and 
only if 
A ' *  [al ,a~z,a3], A' ¢ [a 1,a2,a3]  r, and A ' *M,  (38) 
where a~, a 2, a 3 are any complex mlmbers satisfying (2) and M is any 0-d.q.s. 
matrix of rank 1 (and trace 0). 
If A '=[a  1,a. 2,a 3] or A'=[a  l ,a 2,a3] r, then A'~/~:~ [2, Theorem 1]. 
The argument, used in the proof of Lemma 10 for the matrix M 0, holds fi~r a 
general 0-d...q.s. matrix M of rank l and trace 0, and shows that if A' = M. 
then A' ~ E 3. 
We have to prove that if (38) holds, then A' ~ k~ 3. Assume to the contraD, 
that (38) holds and A' ~ F'3. As A' ~ E3 and t ' (A ' )  = 0, it follows from 
tl o Lemma 3 that there exists a number t such that A' + tJ~ ~ or A 'r + s:~ is 
d.s.s, to a matrix ,4" of the form (12). As A' ~ /~:~ implies A" ~ /~.~, it follows 
from Lemma 11 that A" = [0, 1, - 1] or A" = M o. It is easily seen that an}' 
matrix which is d.s.s, to [0, 1, -1 ]  is of the form [al, a.2, a3] and any matrix M 
which is d.s.s, to M 0 is 0-d.q.s. of rank 1 and trace zero. Hence, either 
A' + = A' + t]~' = [a , ,a ,  2,a 3]r,  or A' + t]:~' = M.  
(39) 
From (5) and (37) it follows that t = 0, and so (39) contradicts (38). [] 
In the next lemma we prove that four particular 4 × 4 matrices belong to 
/~4. 
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LEMMA 13. Let 
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A 1 
v 0 1 
0 0 1 
0 0 1 
lul 2 + Iv f  ~= 0, 
A 2 
0 tt - -2  
v 0 1 - 
0 0 1 - 
0 0 1 - 
2 
1 
1 ' 
1 
A 3 -~- 
v 0 -2  
0 0 1 ' 
0 0 1 
A 4 
0 u -2  2 
v 0 -2  2 
0 0 1 -1  
0 0 1 -1  
where u, v are complex parameters. Then A1, A2, A,3, A4 ~ E4. 
Note that the condition [u21 + Iv] 2 ~ 0 applies only to Ap 
Proof. Let 
(40) 
(41) 
(42) 
(43) 
1 
S~ 
u+l  
2 0 u -1  0 
-u -1  u+l  u+ 1 0 
2u 0 1 - u 0 
0 0 0 u+l  
As ]S~] = 2(1 -  u ) / (1  + u), the matr ix  S 1 is d.q.s, and nonsingular for 
u =~ ±1.  Assuming that u ¢ __+1, we define B 1 = SiA IS~ 1 = (b}))) and 
denote by C 1 the 3 × 3 submatrix of B l obtained by deleting the first row 
and column of B 1. Computing B1, we find that 
b~ ) = 0 (44) 
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and that 
327 
C 1 = 
u 2 + u + 9, + v (1  - u )  
- -U  
2(1  - 
2u'2 
u+ 1 
l+u  
1 
0 
1- -u  
-1  
-1  
-1  
We show that C~ ~/~3. Indeed, let C'~ = C~ - t ' (C , ) I  3 - s'(C~)j~'. As 
1/(1 - u) ¢ 0, C' 1 is not equal to a matrix [a> a 2, aa] r. As "2u'Z/(1 + u) ¢ 0 
for u ~ 0, C' 1 is not equal to a matrix [a 1, a 2, a 3] for u =~ 0. If  u = 0, then 
C' r is equal to a matrix [al, a2, a3], i.e., to [0, 1, -1 ] ,  only for v = 0. But 
u = v = 0 is excluded by (40). Also, C l is not an m-d.q.s, matrix tbr any m, 
u, v, and thus C' 1 is not a 0-d.q.s. matrix for any u, v. Applying Lemma 12, it 
follows that C 1 ~/~3. This and (44) imply B 1 ~ E 4. Hence, A I ~ /~4 for all 
u#+__ l .  
Denote A 1 = Al(u,  v). It remains to show that A I (+ 1, v) ~/~4. 
For the matrix AI(1, v), we choose the d.q.s, matrix 
0 0i} 2 1 -2  
-2  0 3 
0 0 0 
and define/3~ = S1A~(1, v)S~ -~ = (/;(~)) Computing/~1, we find that/~{11) = 0 - - i j  • 
and that 
0 1 
where C~ is a principal submatrix of /~. By Lemma 12, C~ ~/~3 and so 
A1(1, v) ~ E 4. 
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For the matrix A l ( -  1, v), we choose instead of S1 the d.q.s, matrix 2 i 
defined by 
1 
6 0 -3  0 
-1  3 1 0 
-2  0 5 0 
0 0 0 3 
and conclude, using the same method as before, that A l ( -1 ,  v) ~ /~4" We 
have thus shown that A l~/~4 for all u, v, lul 2 + Ivl 2 ~ 0. 
To show that A 2 E E4, we use 
1 -u  0 u+2 0 
1 3 3 -3  0 
$2= 3 - u -1  0 4 -u  0 
0 0 0 3 
(45) 
As ]S2I = 2(1 - u) /3 ,  the matrix S 2 is d.q.s, and nonsingular for u v~ 1. For 
u ¢ 1, we define B 2 = $2A2S~, i = (b}~)) and show that b~] ) = 0 and that, 
by Lemma 12, C 2 ~ E 3, where 
C 2 
-3uv  - 6v + 15u-6  
tt 
6(1 -u )  
. (a 
l - -u  
3 
1 
0 
2 
u -2  
-1  
is a principal submatrix of B 2. This shows that A 2 E/~4 for u 4: 1. 
For the remaining u = 1 case, we show that A 2 E/~4 by the same 
method, now using the d.q.s, matrix 
2i/ 1 1 4 - 1 (46) s2=-  1 o 3 " 
0 0 0 
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From A~ ~/~4 it follows that A 3 ~ /~4" 
To show that A 4 E/~4 for u 4: 1, we use again the matrix S 2 defined in 
(45) and proceed as before. For u = 1. we use the matrix $2 defined in (46). 
We now present the main result of this section: the characterization of 
F~/t " 
THEOREM 1. Let  A be an n x n, n ~ 3, complex matrix. Then A ~ I~,, i f  
and only i f  
A - t ' (A )  I,, - s'( A)J,I ' 4= [a, . . . . .  a,, ]. 
A - t ' (A ) I , ,  - s'(A) J , l '  ~ [a , , . . . ,  a,,] r 
fo r  all a~ . . . . .  a, satisfying (2). 
For n = 3, there is the f id lowing addit ional th iM condition: 
A - t ' (  A ) I~  - s '(  A) J~ ) is not a O-d.q.s. matrix ,Crank  1. 
Proof. The n = 2 case of the theorem was proved in Corollary. 1, and 
the n = 3 case was proved in Lemma 12. So we assume, henceforth, that 
n>~4. 
Denote A - t ' (A) I , ,  - s ' (A) J ,  I, = A'. Then (37) holds, and A ~ E,, if" 
and only if" A' ~ E,,. So we have to show that A' ~ /~,, if and only if 
A'vS [a~ . . . . .  a , ]  and A'4= [a, . . . . .  a,,] T, (47) 
where a 1 . . . . .  a,, are any complex numhers satisfying (2). 
I f  A' = [a l . . . . .  a,], then A' ff E,, [2, Theorem 1], i.e., A' is not s.s. to a 
matrix with a zero diagonal. Hence, if A' = [a I . . . . .  a,,] or A' = [a 1 . . . . .  a,,] "r 
then A' ~ /~,,. The condition (47) is thus necessary.-. 
We will now prove that if (47) holds, then A' ~ b~,,. Assume to the 
contrary that (47) holds and A' ~ E,,. As t (A ' )  = 0 and A' ~ /~,,, by repeat- 
edly applying Lemma 2 to 3 × 3 principal submatrices of A' and then using 
Lemma 3, it follows that there exists a number t such that A' + tJ,l ~ or 
A 'r + tJ,l J is d.s.s, to a matrix B = (bi j)  such that 
bii = O, i = 1 . . . . .  n - 2 ,  (48)  
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and 
B(n-  1, n)  = 1 
where by B(i  1 . . . . .  ik), 1 ~ i 1 < i 2 < -.. < i k ~< n, we denote the principal 
submatrix of B consisting of rows (and columns) i 1 . . . . .  i k. Also, as (48) holds 
and B q~ E n, we have B(i ,  n - 1, n) fk Ea, i = 1 . . . . .  n-2 .  Hence, by 
Immma 11, B(i ,  n - 1, n) is equal either to (01 
[0 ,1 , -1 ]  = 0 1 or to M 0= 1 -1  • 
0 1 1 -1  
From this it follows that any of the 4 × 4 submatrices B( i , j ,  n - 1, n), 
1 ~ i < j ~< n, can be equal only to one of the four matrices A t -A  4 defined 
in (40)-(43). But, as (48) holds and B ~/~,  we have B(i ,  j ,  n - 1, n) ~ E4. 
Hence, using Lemma 13, all the submatrices B( i , j ,  n - 1, n) are equal to 
A 1 with u=v=0,  i.e., B(i ,  j ,  n - l, n) = [O, O, 1 , -1 ] ,  l<<, i< j<~n.  
From this it follows that B = [0 . . . . .  0, 1, - 1]. We have proved that A' + t j ,  ° 
or A 'r  + tJ ° is d.s.s, to [0 . . . . .  0, 1, - 1]. From (5) and (37) it follows that 
t = 0 and so A' or A 'r is d.s.s, to [0 . . . . .  0, 1, - 1]. But any matrix which is 
d.s.s, to [0 . . . . .  0 ,1 , -1 ]  is of the form [a t . . . . .  a,]  [2]. So A' is equal to 
[a t . . . . .  a~,] or to [a x . . . . .  a.] r, and this contradicts (47). • 
REMARK 2. From the proof of Theorem 1, it follows that if A = 
[a 1 . . . . .  a,], then A is d.s.s, to [0 . . . . .  0, 1, - 1] or to [0 . . . . .  0, 1, - 1] r. But, 
as A and [0 . . . . .  0, 1 , -  1] are 0-q.s. and [0 . . . . .  0, 1 , -  1] r is not 0-q.s., it 
follows that A is d.q.s, to [0 . . . . .  0, 1, - 1]. Hence, all the matrices [a I . . . . .  a n ] 
[where a I . . . .  , a n satisfy (2)] are d.s.s. 
REMARK 3. From the proof of Lemma 12, it follows that a 3 × 3 matrix 
A is 0-d.q.s. of rank 1 and trace 0 if and only if A is d.s.s, to M 0 or to M r 
[M 0 is defined in (36)]. But, as 
SM o S -  x = M r ,  
where 1(10 2) 
S=-~ O 3 O ,  
2 0 1 
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it follows that A is d.s.s, to M 0. Hence, all the 3 × 3 0-d.q.s. matrices of rank 
1 and trace 0 are d.s.s. 
REMARK 4. Contrary to Theorem 1 in [2], Theorem 1 is not valid in 
general in the real field. For n = 2, we showed it in Remark 1. The following 
example is for n = 3. 
Let A be a 3 × 3 0-d.q.s. real matrix of rank 2 satisfying t (A)  = 0. By 
Theorem l, A ~ /~, i.e., A is d.s.s, to a matrix with a zero diagonal. We will 
show that in general A is not real d.s.s, to a matrix with a zero diagonal. I f  A 
is real d.s.s, to a matrix B with a zero diagonal, then 
B = (0 i) - a 0 , 
Of --OL 
where a is a real number. The characteristic values of B,  and hence of A, 
are 0, _+ ~/3-cri. It follows that if the characteristic values of A are not 
0, _ ~3-cei, then A E /~.3, but A is not real d.s.s, to a matrix with a zero 
diagonal. 
Take, for example, 
A = 
1 1 -2 )  
1 -2  1 • 
-2  1 1 
The matrix A satisfies all the above assumptions and, being symmetric, has 
real characteristic values. Hence, A ~ E3 in the complex field, but not in the 
real field. Indeed, 
SAS-  ~ = v/-3i -1  0 , 
1 -1  
where 
S = 1 1 0 +-7 - '  -2  1 
0 0 2 0 0 
1) 
1 . 
0 
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REMAaK 5. Let 
A 1 = 1 1 S l = 
i -1' 
1 i) 2
1 
S 2 = 1 4 - 1 , 
1 0 3 
(01 i) Az = S1AIS11 = 0 0 
0 1 
and 
A 3 = S 2A 2S~-I = 2 -3  0 
-1  2 
The matrix A 1 is d.s.s, to A 2 and A3- -both  having zero diagonal. This shows 
that in general a matrix with zero diagonaI, which is d.s.s, to a given matrix 
A ~ An, is not determined uniquely. 
3. THE SET / ) , - -MATRICES DOUBLY STOCHASTICALLY SIMILAR 
TO MATRICES WITH ARBITRARY DIAGONALS 
In this section we present Theorem 2, in which we characterize the set 
/gn, i.e., we i~md a necessary and sufficient condition for a matrix A to be such 
that the set of the diagonals of the matrices B which are d.s.s, to A consists 
of all the complex vectors (b i . . . . .  bn) satisfying ~]~ lb~ = t(A).  
The methods we employ here are similar to those of section 2 in [3]. 
We start with a lemma. 
LEMMa 14. Let A :k aJ~, where ~ is any complex number, be a 3 × 3 
complex symmetric matrix with zero diagonal. Then A is d.s.s, to a nonsym- 
metric matrix with zero diagonal. 
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Proof .  Taking, if needed, a permutation of  A and subtracting a matrix of 
the form 3r  ° j3, we may assume that 
0 Cj C 2 
A--- c~ 0 0 , 
c 2 0 0 
where 
c 1 ~ c 2 . (49) 
Let 
S = 
1 0 0 ) 
0 cr 1 -a  , 
0 1 -a  a 
I 
and let 
A 1 = SAS-  1 = 
0 c'l 4 
c'; 0 0 
"" 0 0 ( '2  
We have 
1 
c' 1 [c ,a  + cz (  a - 1)] 
2a  1 
and 
c; = ~c, + (1 - ~)c2.  
t tt l By (49), c 1 4: c l if a ~ 0, 1. Hence, fbr any a ~ 9, ,5, 1, the matrix A~ is a 
nonsymmetric matrix with zero diagonal which is d.q.s, to A. • 
In the next lemma we deal with a part of  Theorem 2. As this part requires 
special treatment, we present it as a separate lemma. 
LEMMA 15. Let  A be  an  n x n complex  matr ix ,  let A' = A - t ' (  A ) I ,  - 
s ' (A ) J ,  °, and  let b i, i = 1 . . . . .  n, be complex  number~ sat i s fy ing  E~'= t bi = 
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t( A). I f  e ither 
(a) A' = [a 1 . . . . .  an], 
(b) A' = [al . . . . .  a, l  r, or 
(c) A' is a 3 × 30-d .q .s ,  matr ix of  rank 1, 
then A is d.s.s, to a matrix B = (btj)  with b~i = bi, i = 1 . . . . .  n, i f  ancl only 
i f  not all the numbers  b i, i = 1 . . . . .  n, are equal to t '(  A). 
Proof. (Cf. [3, Lemma 
in Theorem 1. 
It is enough to consider 
We have to show that if 
113 The "only if" part of the lemma was proved 
(a) and (c). 
(a) or (c) holds and if 
b, = O, fb, I * o, (50) 
i=1 i=1 
then A' is d.s.s, to a matrix B = (bi j)  with bi~ = bi, i = 1 . . . . .  n. 
I f (a)  holds, we set B = [b>. . . ,  bn]. Then bi~ = b i, i = 1 . . . . .  n, and, by 
(50) and Remark 2, A' = [a 1 . . . . .  a n] and B = [b 1 . . . . .  b n] are d.q.s. 
I f  (c) holds, and as t (A ' )  = 0, it follows from Remark 3 that it is enough 
to show that there exists a 3 × 3 0-d.q.s. matrix B = (b~j) of rank 1 with 
bit = b i, i = 1, 2, 3, where the bi's are any numbers satisfying 
3 3 
E b, = 0, E Ib,l 0. (50') 
i=1  i=1 
By (50'), at least two of the numbers b> b e, b 3 are different from zero. We 
assume that b 1, b 2 4= 0 and define 
B = 
(1 
bl ab,2 - (b l  + ab2)  
- -  b 2 - b 2 + 
Ol 
+ -~1 )b I -(1 + a)b e b 3 
where c~ is a solution of the quadratic equation 
c~2b2 + 2a(b~ + b2) + b, = 0. (51) 
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As b l, b 2 ~ 0, it follows that c~ :~ 0. The matrix B is 0-d.q.s. of rank 1 with 
diagonal elements bl, b 2, b 3. • 
We now present the main result of this section: the characterization of 
/),. The proof that we use here fo r / ) ,  is very similar to the proof used in [3] 
for D,. To avoid duplication, we will detail only the modifications to the 
previous proof. 
(i) 
if 
(a) A 
(b) A 
(c) A 
fo r  all 
fi,~rth 
(d) A 
(ii) 
matrix 
TIIEOREM 2. 
Let A be an n × n, n 4~ 3, complex matrix.  Then A ~ L),, i f  and only 
- t ' (A ) I , ,  
- t ' (A ) I , ,  
- t ' (A ) I ,  
a 1 , • . . ,  an 
condition: 
- s ' (A ) J  ° -¢ O, 
- s ' (A ) j ,  ° # [a 1 . . . .  an], 
- s ' (A) Jn  ° -¢ [a I . . . .  a,,] r, 
satisfying (2). For n = 3 there is the fo l lowing additional 
- t ' (A ) I  3 - s ' (A ) J  ° is not a O-d.q.s. matr ix o f  rank 1. 
I f  one o f  the condit ions (a)-(d) fai ls  to hold, then A is d.s.s,  to a 
B = (bq)  with b ,  = b i, i = 1 . . . . .  n, i f  and only i f  the b~'s satisfy 
(1) bi = t'( A), i = 1 . . . . .  n, i f  (a) does not hold. 
(2) (b I . . . . .  b , )  ¢ ( t ' (A )  . . . . .  t ' (A ) )  i f  (b), (c), or (d) ch)es not hold. 
P ro@ Assertion (1) of part (ii) of the theorem is obvious, and (2) has 
been proved before as Lemma 15. This establishes also the "only i f '  part of 
(i). 
To prove the "if" part of (i), assume that A satisfies (a)-(c) if n # 3 and 
(a)-(d) if n = 3. We have to prove that A ~ /),,, i.e., that A is d.s.s, to a 
matrix B = (b i j )  satisfying bii = hi ,  i = 1 . . . . .  n, where the bi's are any 
given numbers satisfying 
b, = t (a ) .  (52) 
i=1  
We first prove the n = 2 and n = 3 cases. 
For n = 2, we apply Lemma 1 to the matrix A~ = A - b 112 and conclude 
that A is d.s.s, to a matrix with a zero diagonal element. Hence, A is d.s.s, to 
a matrix B with diagonal elements b 1, b 2 (el. proof of Lemma 2 in [3]). 
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For  n = 3, following the proof of Lemma 3 in [3], we consider A' = (a ' i )  
t t 0 
= A - t (A ) I , ,  - s (A ) J , ,  instead of A. Then 
r (A ' )  = 0, s ' (A ' )  = 0, (37) 
conditions (a) - (d)  become 
(a') A '~O,  
(b')  A' ~ [a 1, a 2, a3], 
(c') A' --/: [a 1, a~, a~] T, 
(d') A' is not a 0-d.q.s. matrix of rank 1, 
and the given bl,  b2, b 3 satisfy 
bl + b2 + b3 = 0. (52') 
It follows from Theorem 1 that A' ~/~3, Hence, we may assume that the 
given matrix A' has zero diagonal. Also, by Lemma 14, we may assume that 
A' is nonsymmetric.  
As A' has zero diagonal, the case b 1 = b 2 = b 3 = 0 is settled, and we 
may assume that b 1 ~ 0. As A' is nonsymmetric, it has a nonsymmetric 
principal submatrix A' 1. Let 
0 a'~2) 
A'I = a' 0 ' a'12 ~ a'21" 
21 
The 2 × 2 matrix A' 1 satisfies conditions (a)-(c).  Hence, applying to A' 1 the 
n = 2 case of our theorem, which we have already proved, it follows that 
A'l ~ /~2- Thus A' 1 is d.s.s, to a matrix with diagonal elements b 1, -b  1, and 
so A' is d.s.s, to a matrix B' = (b l j )  with diagonal elements bl, -bl, 0. 
From here on the proof proceeds like the proof of Lemma 3 in [3]. 
The n = 2 and n = 3 cases are thus proved. 
For  n >~ 4, we use induction on n. Assuming that our assertion is true for 
n - 1, n >t 4, we prove it for n. 
As before, considering A' = A - t ' (  A ) l , ,  - s ' (A ) J ,  ° instead of A, we see 
that A' satisfies (37) and 
(d')  A '~O,  
(b") a '  + [a 1 . . . . .  an], 
(c") A I :/= [a I . . . . .  an ]T , 
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and the given numbers bi, i = 1 . . . . .  n, satisg' 
b, = o. (52")  
i=1  
Appl~qng Theorem 1, we assume that all the diagonal elements of A' are 
zeros. 
I fb~=0,  i=  1 . . . . .  n, let B =A ' .  
Let E;'=llb,] ~ 0. As (52") holds, it follows that we may assume that 
bi 4=Oandb ~ l ~b , , .  
As n /> 4 and as A' satisfies (37) and (a"), it follows that there exists an 
(n - 1) x (n - 1) principal submatrix A' 1 of A' such that 
A,l - -  l ' (  A' 1) I,, _, - s'( A', ) J,l'- l ~ o. 
The matGx A' t satisfies (a)-(e). I f  n > 4, or n = 4 and A' 1 satisfies (d) too, 
we apply the induction hypothesis to the (n - 1) × (n - 1) matrix A' 1 and 
conclude that A' 1 is d.s.s, to a matrix with diagonal b l . . . . .  b,, _.2, b,,_ ~ + b,,. 
I f  n = 4 and A' 1 does not satisff (d), we apply Lemma 15. As b~ ~ 0, it 
tbllows from the lemma that A' 1 is d.s.s, to a matrix with diagonal b l, b~, b:~ 
+ b 4 in this ease too. 
From here on the proof proceeds as in the proof of Theorem 1 in [3]. III 
Note that a 3 x 3 symmetric matrix A' with a zero diagonal does not 
have a 2 x 2 principal submatrix A'~ satisfying A'~ - t '(  A ' l ) I  ~ - s'(A'~)J~  ¢ 
0. This is the reason why we had to treat the n = 3 ease separately, using 
Lemma 14. 
From Theorem 1 and Theorem 2 follows: 
COROt,LARY 5]. Let  A be an n X n complex matr ix.  Then A ~ £),, i f  and 
o,,ly ~f a ~ ~,, a, ,d A - C(A)Z, ,  - s'(a)y,l' ~ 0. 
4. AN INVERSE ELEMENTARY DIVISOR RESULT FOR DOUBLY 
QUASISTOCHASTIC MATRICES 
In [4] Mine considered the inverse elementary divisor problem for d.q.s. 
matrices. He proved that there exists a d.q.s, matrix with prescribed elemen- 
tary divisors if and only if the set of the elementary, divisors includes A - 1 
[4, Theorem 1]. Here we deal with the question of the existence of a d.q.s. 
matrix having prescribed elementary divisors and diagonal elements. 
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In the following we list some properties of d.q.s, matrices. These proper- 
ties are well known or can be easily verified. 
Let A be an n × n d.q.s, matrix. Then: 
(i) The set of the elementary divisors of A includes A - 1. 
(II) Let 
Q-1AQ = j, 
where j is the Jordan normal form of A. Then Q can be chosen so that 
Oe I = e ,  Qre = ne  1. (53) 
(I I I)  Let Q satisfy (53). Then 
Q-,jOQ = diag(n - 1, - 1 . . . . .  - 1). 
(IV) Let 
B =A + a I. + /3 jo  
where a and /3 are complex numbers, and let AI(A) = 1, A,z(A) . . . . .  A,(A) 
be the characteristics values of A. Then the characteristic values of B are 
A, (B)  = i + a + (n  - 1) /3,  
= x , (A)  + - /3 ,  i = 2 . . . . .  n .  
Also, the elementary divisors of A and B have the same structure. That is, if, 
in the set of the elementary divisors of A, we interchange A-  1 with 
A - [1 + a + (n - 1)/3], and for the remaining elementary divisors of A we 
interchange A~(A) with At(B), i = 2 . . . . .  n, then we obtain the set of the 
elementary divisors of B. 
(V) The elementary divisors of A are A - 1, A - y . . . . .  A - % where 
A - y occurs n - 1 times and y is any complex number, if and only if 
A =t ' (A) I ,  +s'(a)J ,  °, 
where 
t ' (A )  = and s ' (A )  
n n 
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(VI) For n = 3, the elementary divisors of  A are A - 1, (A - y)2 if and 
only if A - t ' (A ) I  a - s ' (A) J  ° is a 0-d.q.s. matrix of rank 1, where 
1+23,  1 -y  
t ' (A )  3 and s ' (A )  - 3 
REMARK 6. It is easily seen that the assertion in (IV) about the character- 
istic values of B holds true also for matrices A which are q.s. and not d.q.s. 
However, the assertion about the structure of the elementary divisors of B is 
not true in general for A q.s. Indeed, take 
A = , c~=0,  and f l=  1. 
Then (A - 1) ~ is the (only) e lementa~ divisor of  A, while A, A - 2 are the 
elementary divisors of B. 
Using Theorem 2, we can now generalize [4, Theorem 1]. 
TttEOREM 3. 
(i) For n 4: 3, let there be given a set of complex elementary divisors 
(A - A1);", . . . .  (A - Ak) pk, E~l t ) i  = n. Let bi, i = 1 . . . . .  n, be any given 
complex numbers' such that El'= l b i  = Y~= l Pi)ti" Then there exists an n x n 
d.q.s, rru#rix B = (bij) with bii = bz, i = i , . . . ,  n, and with the prescribed 
elementary divisors if  and only i f  A 1 is included among the given 
elementary divisors and the set of the given elementary divisor~ is not 
A - 1, A - y . . . . .  A - y, where y is any complex nundger. For n = 3, the 
above assertion holds if  the set of the given elenwntary divisors' is not 
A - 1, A - y, A - y, as in the general case, and also not A - 1,(A - y)e. 
(ii) I f  the given set of  elementary divisors" is 3, - 1, A - y . . . . .  A -3 ' ,  
then the above d.q.s, matrix B exists' i f  and only if b, = [1 + (n - 1)y] /n,  
i=  1 , . . . ,n .  
(iii) / fn  = 3 and the given set of elementary divisors is A - 1, (A - y )2  
then the above d.q.s, matrix B exists' i f  and only if  not all the b/s, i = 1, 2, 3, 
are equal to (1 + 2y) /3 .  
Proof. Parts (ii) and (iii) of the theorem follow from (V), (VI) and (ii) of 
Theorem 2. This and (I) establish also the "only iF' part of (i). 
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To prove the "if" part of (i), let A be a d.q.s, matrix having the prescribed 
elementary divisors. As A - 1 is included among the elementary divisors, 
such a matrix exists by [4, Theorem 1]. 
It is enough to show that if the set of elementary divisors is not 
A -  1, A -  T . . . . .  A -  % and also not A -  1 , (A -  3/).2 i fn  =3,  then A 
/),,. We now apply Theorem 2. As the set of elementary divisors of A is not 
A - 1, A - "y . . . . .  A - ~/, it follows from (V) that condition (a) of Theorem 2 
is satisfied. Also, as A is d.q.s, and as a I . . . . .  a,, satisfy (2), (b) and (c) are 
also satisfied. For n = 3, as the set of elementary divisors is also not 
A - 1, (A - T) 2, (d) is satisfied by (VI). Hence, A ~ D,,. • 
REMARK 7. For n = 2, the only possible set of elementary divisors 
including A - 1 is A - 1, A - % Hence, by (ii), the diagonal elements of B 
are equal. But this is obvious, as a 2 × 2 d.q.s, matrix is of the form 
a 1 -a )  
1 -a  a " 
REMARK 8. By (iii), a d.q.s, 3 × 3 matrix B with elementary divisors 
A - 1, (A + ½)2 and zero diagonal does not exist. This implies, in particular, 
that there is no doubly stoehastic 3 x 3 matrix with elementary divisors 
A - 1, (A + ½)2 (elF. [4, Theorem 3b]). 
I am grateful to the referee for  his remarks. 
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