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Licencˇn´ı smlouva je ulozˇena v archivu Fakulty informacˇn´ıch technologii Vysoke´ho ucˇen´ı
technicke´ho v Brneˇ.
Abstrakt
Bakala´rˇska´ pra´ce se zaby´va´ problematikou neuronovy´ch s´ıt´ı, ktere´ lze uzˇ´ıt jako asociativn´ı
pameˇti. Teoreticka´ cˇa´st se zaby´va´ vy´kladem pojmu˚ neuron, neuronova´ s´ıt’ a asociativn´ı
pameˇt’. Prakticka´ cˇa´st navrhuje a popisuje implementaci aplikace slouzˇ´ıc´ı k demonstraci
algoritmu˚ ucˇen´ı a odezvy s´ıteˇ na urcˇity´ vstup.
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Abstract
This bachelor thesis is focused on associative neural networks. The theoretical part of
the thesis presents an explanation of neuron, neural network and associative memory con-
cepts. The practical part is about designing and implementing an application allowing
the demonstration of learning algorithms and the response to specific input.
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Jako te´ma sve´ bakala´rˇske´ pra´ce jsem si vybral vizua´ln´ı simula´tor neuronovy´ch s´ıt´ı se
zameˇrˇen´ım na asociativn´ı pameˇti. Aplikace, kterou jsem vytvorˇil slouzˇ´ı prˇedevsˇ´ım ke stu-
dijn´ım u´cˇel˚um a poskytuje uzˇivateli uceleny´ prˇehled o chova´n´ı konkre´tn´ı neuronove´ s´ıteˇ.
Umozˇnˇuje interaktivneˇ meˇnit jej´ı vlastnosti a na´sledneˇ sledovat, jak se tyto zmeˇny projev´ı.
Sp´ıˇse nezˇ na rychlost vy´pocˇtu je zameˇrˇena na to, aby poskytovala prˇehledne´ a komplexn´ı
informace, d´ıky ktery´m je snadneˇjˇs´ı problematiku neuronovy´ch s´ıt´ı pochopit.
V kapitole 2 jsou popsa´ny teoreticke´ za´klady neuronovy´ch s´ıt´ı. Kapitola 3 je pak bl´ızˇe
zameˇrˇena na s´ıteˇ, ktere´ lze pouzˇ´ıt jako asociativn´ı pameˇti. Po teoreticke´m u´vodu na´sleduje
kapitola 4 veˇnovana´ analy´ze proble´mu. Obsahuje na´vrh knihovny pro pra´ci s neuronovy´mi
s´ıteˇmi a mozˇne´ zp˚usoby zobrazen´ı informac´ı o neuronove´ s´ıti. Na za´kladeˇ teˇchto znalost´ı
bude navrhnuta aplikace, ktera´ by meˇla by´t schopna uzˇivateli intuitivn´ı cestou prˇibl´ızˇit
fungova´n´ı asociativn´ıch neuronovy´ch s´ıt´ı. Implementaci je veˇnovana´ samostatna´ kapitola 5.
Kapitola 6 je uzˇivatelsky´ na´vod, kde jsou podrobneˇji a na´zorneˇ popsa´ny mozˇnosti aplikace.
Toto te´ma jsem si vybral proto, zˇe meˇ zaj´ıma´ problematika neuronovy´ch s´ıt´ı, strojove´ho
ucˇen´ı a umeˇle´ inteligence v˚ubec. Mysl´ım si, zˇe je to velice zaj´ımava´ oblast informatiky,




V te´to kapitole bude popsa´na teorie, kterou prˇi rˇesˇen´ı sve´ho projektu pouzˇ´ıva´m. Budou
vysveˇtleny pojmy neuron, neuronova´ s´ıt’ a asociativn´ı pameˇt’. Prˇi zpracova´n´ı teoreticke´
cˇa´sti me´ zpra´vy jsem cˇerpal z publikac´ı Soft Computing and Itelligent System Design [5],
Umeˇla´ inteligence (4) [9] a prˇedna´sˇek pana doc. Frantiˇska Zborˇila v akademicke´m roce
2007/2008 [6].
2.1 Neuron
Neuron, za´kladn´ı jednotka neuronovy´ch s´ıt´ı, je v podstateˇ abstrakc´ı biologicke´ho neuronu.
Vstupem je vektor ~x, jehozˇ jednotlive´ prvky mohou by´t bud’ vstup samotne´ s´ıteˇ, nebo
vy´stup jine´ho neuronu. Zmı´neˇny´ vektor je ba´zovou funkc´ı prˇeveden na skala´rn´ı hodnotu
f(~x) a na´sledneˇ je tato hodnota vstupem pro aktivacˇn´ı funkci g, ktera´ produkuje vy´stup
neuronu y. Jednotlivy´m vstup˚um je zpravidla prˇiˇrazena va´ha w.
y = g(f(~x)) (2.1)








Ba´zova´ funkce urcˇuje, jaky´m zp˚usobem je komponova´no n slozˇek vstupn´ıho vektoru ~x =
(x1, x2, · · · , xn). Kazˇde´mu vstupu xi odpov´ıda´ va´ha wi.





wi · xi (2.2)
a radia´ln´ı ba´zova´ funkce (RBF)
f(~x) = ‖~x− ~w‖ =
√√√√ n∑
i=1
(xi − wi)2 (2.3)




a pro u ≤ Θ
b pro u > Θ
(2.4)
Kde u je hodnota ba´zove´ funkce a Θ pra´h citlivosti neuronu. Hodnoty a a b, ktere´






Obra´zek 2.2: Skokova´ aktivacˇn´ı funkce u neuron˚u s LBF
U neuron˚u s RBF by´va´ skokova´ aktivacˇn´ı funkce ve tvaru:
y =
{
b pro u ≤ R
a pro u > R
(2.5)
Kde a a b cˇasto naby´vaj´ı hodnot a = 0 a b = 1. Hodnota R by´va´ oznacˇova´na jako
polomeˇr. Vstupn´ı vektor ~x = x1, x2, . . . , xn si lze prˇedstavit jako bod v n-rozmeˇrne´m
prostoru, odpov´ıdaj´ıc´ı va´hy w1, w2, . . . , wn spolu s polomeˇrem R jako kulovou plochu.
Pokud je tedy vstup ~x uvnitrˇ te´to kulove´ plochy, vy´stup neuronu naby´va´ hodnoty 1,






Obra´zek 2.3: Skokova´ aktivacˇn´ı funkce u neuron˚u s RBF
2.2 Neuronove´ s´ıteˇ
Neuronova´ s´ıt’ je matematicky´m modelem biologicky´ch neuronovy´ch s´ıt´ı. Tvorˇ´ı ji soubor
vza´jemneˇ propojeny´ch neuron˚u, ktere´ si prostrˇednictv´ım spoj˚u prˇeda´vaj´ı informace. Vstupy
jednotlivy´ch neuron˚u jsou transformova´ny ba´zovou a aktivacˇn´ı funkc´ı a prˇivedeny na vstup
jine´ho neuronu. T´ımto zp˚usobem je postupneˇ transformova´n cely´ vstup neuronove´ s´ıteˇ. Jak
jizˇ bylo uvedeno, mı´ra ovlivneˇn´ı vy´sledku ba´zove´ funkce vstupem ~x neuronu je urcˇena va´hou
w.
Pro popis cele´ s´ıteˇ, prˇesneˇji rˇecˇeno vah v n´ı, se cˇasto pouzˇ´ıva´ maticovy´ za´pis. V kazˇde´m
rˇa´dku jsou postupneˇ uvedeny va´hy vstup˚u pro vsˇechny neurony v s´ıti. Na hlavn´ı diagona´le
jsou va´hy prˇ´ımy´ch zpeˇtny´ch vazeb neboli prˇ´ıpad˚u, kdy je vy´stup neuronu opeˇt prˇiveden
na jeho vstup. Na´sleduj´ıc´ı matice vah odpov´ıda´ s´ıti zna´zorneˇne´ na obra´zku 2.4. w11 − w13w21 − −
w31 − −

Obra´zek 2.4: Va´hy v neuronove´ s´ıti
Du˚lezˇitou vlastnost´ı neuronovy´ch s´ıt´ı je schopnost ucˇit se a na´sledneˇ prˇi sve´m nasazen´ı
zobecnˇovat. Neuronove´ s´ıteˇ tak nacha´z´ı uplatneˇn´ı v mnoha oblastech. Nejcˇasteˇji se uzˇ´ıvaj´ı








Pra´veˇ posledn´ı zmı´neˇny´ bod mozˇne´ aplikace meˇ zaujal, a proto se mu vra´mci sve´ ba-
kala´rˇske´ pra´ce bl´ızˇe veˇnuji.
2.2.1 Ucˇen´ı neuronovy´ch s´ıt´ı
Ucˇen´ı neuronovy´ch s´ıt´ı spocˇ´ıva´ v nastaven´ı vah spoj˚u mezi neurony. Prˇi ucˇen´ı se zpravidla
pouzˇ´ıva´ tzv. tre´novac´ı mnozˇina, jej´ızˇ forma urcˇuje za´kladn´ı zp˚usoby ucˇen´ı:
Ucˇen´ı s ucˇitelem – Prˇi tomto zp˚usobu je kazˇdy´ krok ucˇen´ı informova´n o pozˇadovane´
odezveˇ s´ıteˇ. Tre´novac´ı mnozˇina T je pak ve tvaru:
T = {(~i1, ~d1), (~i2, ~d2), . . . , (~iP , ~dP )} (2.6)
kde
P je pocˇet prvk˚u mnozˇiny
~ii je i-ty´ vstupn´ı vektor
~di je i-ty´ pozˇadovany´ vy´stupn´ı vektor
Ucˇen´ı bez ucˇitele – U tohoto zp˚usobu ucˇen´ı tvorˇ´ı tre´novac´ı mnozˇinu T pouze jednotlive´
vstupn´ı vektory:
T = {~i1,~i1, . . . ,~iP } (2.7)
2.3 Asociativn´ı pameˇti
Pameˇt’ z pohledu elektroniky a informatiky je zarˇ´ızen´ı, ktere´ doka´zˇe nacˇ´ıst, uchova´vat
a zprostrˇedkovat informace. Jeden ze zp˚usob˚u klasifikace pameˇt´ı je odvozen podle toho,
jak je mozˇno prˇ´ıstupovat k ulozˇeny´m informac´ım.
RAM - Random Access Memory. V tomto prˇ´ıpadeˇ je mozˇne´ si pameˇt’ prˇedstavit jako
mnozˇinu ocˇ´ıslovany´ch pameˇt’ovy´ch buneˇk. Obsah pameˇti je zprˇ´ıstupneˇn na za´kladeˇ
cˇ´ısla bunˇky a doba prˇ´ıstupu je na tomto cˇ´ısle zcela neza´visla´.
Sekvencˇn´ı – U sekvencˇn´ıch pameˇt´ı lze prˇistupovat k libovolne´ bunˇce na za´kladeˇ jej´ıho
cˇ´ısla, avsˇak doba prˇ´ıstupu nen´ı konstantn´ı. Ilustrativn´ım prˇ´ıkladem tohoto typu pameˇti
mu˚zˇe by´t magnetofonova´ pa´ska.
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Asociativn´ı – U asociativn´ıch pameˇt´ı jsou informace poskytnuty na za´kladeˇ obsahu. Ad-
resa, kterou si lze prˇedstavit jako vektor, je mapova´na transformacˇn´ı funkc´ı Φ na in-
formaci ulozˇenou v pameˇti. Naprˇ´ıklad fotografie z urcˇite´ databa´ze je zprˇ´ıstupneˇna
na za´kladeˇ jme´na vyfotografovane´ osoby.
Na asociativn´ımi pameˇti se va´zˇ´ı pojmy autoasociace a heteroasociace, ktere´ zase u´zce
souvis´ı s ucˇen´ım s ucˇitelem a bez ucˇitele.
Autoasociace – Tre´novac´ı mnozˇinu T = {~i1,~i2, . . . ,~iP } tvorˇ´ı vzory, ktere´ chceme ulozˇit
do pameˇti. V kontextu neuronovy´ch s´ıt´ı to budou vstupn´ı vektory. Transformacˇn´ı
funkce je pak pro vzory z tre´novac´ı mnozˇiny identitou:
Φ(~ij) =~ij (2.8)
Pro prvky ~ix, ktere´ nejsou soucˇa´st´ı tre´novac´ı mnozˇiny vypada´ asociace na´sledovneˇ.
Z tre´novac´ı mnozˇiny bude vybra´n prvek~ii, jehozˇ Hammingova vzda´lenost d = H(~ix,~ii)
je minima´ln´ı. Transformacˇn´ı funkce pak bude mı´t tvar:
Φ(~ix) =~ii (2.9)
Heteroasociace naopak prˇedpokla´da´ tre´novac´ı mnozˇinu ve tvaru dvojic vstup˚u a pozˇadovany´ch
vy´stup˚u:
T = {(~i1, ~d1), (~i2, ~d2), . . . , (~iP , ~dP )} (2.10)
Transformacˇn´ı funkce ma´ tedy tvar:
Φ(~ij) = ~dj (2.11)
Pro prvky ~ix, ktere´ nejsou soucˇa´st´ı tre´novac´ı mnozˇiny vypada´ asociace na´sledovneˇ.
Z tre´novac´ı mnozˇiny bude vybra´n prvek~ii, jehozˇ Hammingova vzda´lenost d = H(~ix,~ii)
je minima´ln´ı. Transformacˇn´ı funkce pak bude mı´t tvar:
Φ(~ix) = ~di (2.12)
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Kapitola 3
Neuronove´ s´ıteˇ pouzˇitelne´ jako
asociativn´ı pameˇti
3.1 Hopfieldova neuronova´ s´ıt’
Nejzna´meˇjˇs´ım neuronovou autoasociativn´ı pameˇt´ı je Hopfieldova neuronova´ s´ıt’. Jedna´ se
o plneˇ propojenou s´ıt’. Vza´jemne´ vazby jsou symetricke´ (tedy wij = wji) a prˇ´ıme´ zpeˇtne´
vazby jsou nulove´ (wii = 0).
Obra´zek 3.1: Hopfieldova neuronova´ s´ıt’
3.1.1 Odezva s´ıteˇ
S´ıt’ nema´ zˇa´dny´ vstup, a proto se prˇi vy´pocˇtu odezvy v prvn´ım kroku nastav´ı vy´stup vsˇech
neuron˚u na pozˇadovany´ vstup:
y(0) =~i (3.1)
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Odezva s´ıteˇ se deˇje ve v´ıce kroc´ıch. V na´sleduj´ıc´ım vzorci je popsa´n postup vy´pocˇtu
kroku k+1 neuronu j. Vsˇechny neurony obsahuj´ı linea´rn´ı ba´zovou funkci u (2.2). Aktivacˇn´ı
funkce je skokova´ (2.4) s drobnou zmeˇnou. Pokud je hodnota ba´zove´ funkce v kroku stejna´
jako pra´h citlivosti neuronu Θ, hodnota vy´stupu se nemeˇn´ı.
yj(k + 1) =

1 pro uj(k) > Θj
−1 pro uj(k) < Θj
yj(k) pro uj(k) = Θj
(3.2)
V kazˇde´m kroku se zmeˇn´ı vy´stupn´ı hodnota maxima´lneˇ jednoho neuronu tud´ızˇ i energie
cele´ s´ıteˇ. Azˇ se energie s´ıteˇ usta´l´ı, vy´stupem s´ıteˇ se stane vektor vsˇech vy´stup˚u neuron˚u.
3.1.2 Ucˇen´ı s´ıteˇ







ipi · ipj (3.3)







Pra´h citlivosti neuronu Θi je polovina soucˇtu vsˇech vstupn´ıch vah.
3.1.3 Energie
Energeticka´ funkce je d˚ulezˇitou charakteristikou s´ıteˇ. Kazˇde´mu stavu s´ıteˇ odpov´ıda´ urcˇita´











Zmeˇna energie v kazˇde´m kroku vybaven´ı nen´ı nikdy kladna´ a konverguje k urcˇite´ hod-
noteˇ – loka´ln´ımu nebo globa´ln´ımu minimu ([5], [9], [6]), cˇ´ımzˇ se rˇesˇ´ı optimalizacˇn´ı proble´m.
Proto by´va´ Hopfieldova s´ıt’ uzˇ´ıva´na i k rˇesˇen´ı proble´mu obchodn´ıho cestuj´ıc´ıho [9].
3.1.4 Dalˇs´ı vlastnosti
Podstatny´m proble´mem Hopfieldovy s´ıteˇ je jej´ı mala´ kapacita. Pocˇet ulozˇeny´ch vzor˚u P je
vzˇdy mensˇ´ı nezˇ n4 ln(n) , kde n je pocˇet neuron˚u v s´ıti.
Jak bylo uvedeno vy´sˇe, prˇi vybaven´ı stav s´ıteˇ konverguje do loka´ln´ıho minima. To vsˇak
nemus´ı nutneˇ reprezentovat pozˇadovany´ vy´stup.
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Obra´zek 3.2: Tre´novac´ı mnozˇina Hopfieldovy s´ıteˇ
3.1.5 Prˇ´ıklad
Na obra´zku 3.2 je zna´zorneˇna tre´novac´ı mnozˇina Hopfieldovy s´ıteˇ cˇ´ıtaj´ıc´ı 4 vzory. Kazˇdy´
jednotlivy´ pixel obra´zku odpov´ıda´ jednomu neuronu s´ıteˇ. Cˇerny´ pixel odpov´ıda´ nastaven´ı
vy´stupu prˇ´ıslusˇne´ho neuronu na hodnotu 1, b´ıly´ bod na hodnotu -1. Obra´zek ma´ velikost
16x16 tedy 256 pixel˚u. Neuronova´ s´ıt’ pak obsahuje take´ 256 neuron˚u.
Odezva s´ıteˇ je demonstrova´na na obra´zku 3.3. V prvn´ım rˇa´dku jsou jednotlive´ vstupy,
v druhe´m rˇa´dku jednotlive´ odezvy. Tre´novac´ı mnozˇina i jej´ı odpov´ıdaj´ıc´ı odezvy jsou
vybra´ny za´meˇrneˇ tak, aby byly patrne´ za´kladn´ı vlastnosti Hopfieldovy s´ıteˇ.
Odezva pro prvn´ı dva vzory (p´ısmena A a B) je stejna´ a neodpov´ıda´ zˇa´dne´mu vzoru
z tre´novac´ı mnozˇiny. Tento prˇ´ıpad nasta´va´ cˇasto, pokud jsou si neˇktere´ vzory tre´novac´ı
mnozˇiny podobne´ (Jejich Hammingova vzda´lenost je mala´).
Zobecnˇuj´ıc´ı vlastnosti s´ıteˇ jsou patrne´ pro trˇet´ı vzor. S´ıti byl prˇedlozˇen cˇa´stecˇneˇ posˇkozeny´
vzor, ktery´ byl pote´ spra´vneˇ rozpozna´n.
Cˇtvrty´ vzor je zcela na´hodny´. Prˇesto mu byl autoasociac´ı prˇiˇrazen vzor z tre´novac´ı
mnozˇiny.
Obra´zek 3.3: Odezva Hopfieldovy s´ıteˇ
3.2 BAM
S´ıt’ BAM (Bidirectional associative memory – obousmeˇrna´ asociativn´ı pameˇt’) je heteroa-
sociativn´ı pameˇt´ı. Skla´da´ se ze dvou plneˇ symetricky propojeny´ch vrstev. Vazby v ra´mci
stejne´ vrstvy jsou nulove´. Vrstva A obsahuje n neuron˚u oznacˇeny´ch a1, a2, . . . , an, Vrstva
B se skla´da´ z m neuron˚u, ktere´ se oznacˇuj´ı b1, b2, . . . , bm.
3.2.1 Odezva s´ıteˇ
Vsˇechny neurony v s´ıti obsahuj´ı linea´rn´ı ba´zovou funkci (2.2) a skokovou aktivacˇn´ı funkci







Take´ zde prob´ıha´ odezva s´ıteˇ ve v´ıce kroc´ıch. Pro vy´pocˇet vy´stupu neuronu v na´sleduj´ıc´ım
kroce k + 1 plat´ı:
bj(k + 1) =

1 pro ubj(k) > Θbj
−1 pro ubj(k) < Θbj
bj(k) pro ubj(k) = Θbj
(3.7)





ai(k + 1) =

1 pro uai(k) > Θai
0 pro uai(k) < Θai
bj(k) pro uai(k) = Θai
(3.9)
V kazˇde´m kroku se zmeˇn´ı vy´stupn´ı hodnota maxima´lneˇ jednoho neuronu tud´ızˇ i energie
cele´ s´ıteˇ. Azˇ se energie s´ıteˇ usta´l´ı, vy´stupem s´ıteˇ se stane vektor vsˇech vy´stup˚u neuron˚u
z vrstvy B.
3.2.2 Ucˇen´ı s´ıteˇ
Protozˇe se jedna´ o heteroasociativn´ı pameˇt’, tre´novac´ı mnozˇinu T tvorˇ´ı dvojice pozˇadovany´ch
vstup˚u a vy´stup˚u. Konre´tneˇ u s´ıteˇ BAM to je mnozˇina dvojic vy´stup˚u vrstev A a B:
T = {(~a1,~b1), (~a2,~b2), . . . , (~aP ,~bP )} (3.10)
Pro va´hy a prahy plat´ı:
12



















Energeticke´ vlastnosti s´ıteˇ jsou velmi podobne´ jako u Hopfielovy s´ıteˇ. Take´ zde postupneˇ
prˇi vy´pocˇtu odezvy klesa´ hodnota energie do globa´ln´ıho nebo loka´ln´ıho minima energeticke´













Nedostek s´ıteˇ BAM spocˇ´ıva´ take´ v na´klonnosti ke konvergenci k falesˇny´m atraktor˚um
a v male´ kapaciteˇ stav˚u, ktere´ je schopna´ si zapamatovat.
3.2.4 Prˇ´ıklad
Na´sleduj´ıc´ı prˇ´ıklad popisuje situaci v s´ıti, ktera´ ma´ ve vrstveˇ A 32 neuron˚u interpretovany´ch
jako 4 ASCII znaky a ve vrstveˇ B 256 neuron˚u, ktery´m odpov´ıda´ cˇerno-b´ıly´ obra´zek o ve-
likosti 16x16 pixel˚u. Tre´novac´ı mnozˇina na obra´zku 3.5 obsahuje celkem 3 pa´ry.
Obra´zek 3.5: Tre´novac´ı mnozˇina s´ıteˇ BAM
Literatura pouzˇita´ pro tuto pra´ci uva´d´ı r˚uzne´ zp˚usoby nastaven´ı vsupu s´ıteˇ a na´sledny´
vy´pocˇet odezvy. Prvn´ım zp˚usobem je mozˇne´ nastavit pozˇadovany´ vstup vsˇem neuron˚um
s´ıteˇ. V tomto prˇ´ıpadeˇ je s´ıti prˇedlozˇen posˇkozeny´ pa´r a podobneˇ jako u Hopfieldovy autoa-
sociativn´ı pameˇti si s´ıt’ vybav´ı spra´vny´ pa´r.
Druhy´m zp˚usobem lze nastavit pouze jednu vrstvu s´ıteˇ a pro neurony druhe´ vrstvy
pocˇ´ıtat odezvu tak dlouho, dokud se stav neusta´l´ı. Tento postup je zna´zorneˇn na obra´zku
3.6. S´ıti byl prˇedlozˇen jako vstup cˇtyrˇznakovy´ rˇeteˇzec, ktery´ byl prˇ´ımo soucˇa´st´ı tre´novac´ı
mnozˇiny. V druhe´m prˇ´ıpadeˇ se jednalo o lehce pozmeˇneˇny´ rˇeteˇzec (za´meˇna ”z“ a ”y“).
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Obra´zek 3.6: Odezva s´ıteˇ BAM
Smeˇr odezvy s´ıteˇ mu˚zˇe by´t take´ opacˇny´ (zna´zorneˇno na obra´zku 3.7). Zde je patrne´, zˇe
prvn´ı asociace neprobeˇhla v porˇa´dku. Pravdeˇpodobneˇ dosˇlo k atrakci k neˇjake´mu loka´ln´ımu
minumu energeticke´ funkce, ktere´mu vsˇak neodpov´ıda´ zˇa´dny´ stav z tre´novac´ı mnozˇiny.
Mı´sto ocˇeka´vane´ho ”comp“ se objevilo ”goeq“.




V te´to kapitole bude podrobneˇji rozebra´no zada´n´ı. Na za´kladeˇ te´to analy´zy navrhnu zp˚usoby
rˇesˇen´ı. Jesˇteˇ prˇedt´ım vsˇak uvedu pa´r projekt˚u rˇesˇ´ıc´ı obdobny´ proble´m, se ktery´mi jsem se
beˇhem studia setkal.
4.1 Zada´n´ı
U´kolem bylo prostudovat r˚uzne´ typy neuronovy´ch s´ıt´ı a zameˇrˇit se prˇedevsˇ´ım na ty, ktere´ lze
vyuzˇ´ıt jako asociativn´ı pameˇti. Tato teoreticka´ oblast je zahrnuta v kapitola´ch 2 a 3. Da´le
bylo nutne´ navrhnout a implementovat knihovnu a aplikaci pracuj´ıc´ı s vybrany´m typem
s´ıt´ı. Pro demonstraci mozˇnost´ı aplikace na´sledneˇ vytvorˇit sadu demonstracˇn´ıch prˇ´ıklad˚u.
4.2 Na´stroje pro pra´ci s neuronovy´mi s´ıteˇmi
V te´to kapitole bude prˇedstaveno neˇkolik na´stroj˚u pro pra´ci s neuronovy´mi s´ıteˇmi.
4.2.1 SNNS
SNNS - Stuttgart Neural Network Simulator [4] je komplexn´ı na´stroj pro vizualiza´ln´ı si-
mulaci a analy´zu neuronovy´ch s´ıt´ı. Pu˚vodneˇ byl vytvorˇen na univerziteˇ ve Stuttgartu,
da´le byl rozv´ıjen na univerziteˇ v Tu¨bingenu. Simula´tor je tvorˇen samotny´m simulacˇn´ım
ja´drem napsany´m v jazyce C, graficky´m uzˇivatelsky´m rozhran´ım a rˇadou dalˇs´ıch analy-
ticky´ch na´stroj˚u pro sledova´n´ı stavu s´ıteˇ. Uzˇivatle´ maj´ı mozˇnost doplnit vlastn´ı aktivacˇn´ı
a ba´zove´ funkce a stejneˇ tak i algoritmy ucˇen´ı. Standardn´ı distribuce te´to aplikace uzˇ ob-
sahuje rˇadu prˇeddefinovany´ch ucˇebn´ıch algoritmu˚, ale zˇa´dny´ z nich se nety´ka´ Hopfieldovy
a BAM s´ıt’eˇ. V soucˇasne´ dobeˇ (duben 2008) se aplikace nevyv´ıj´ı.
4.2.2 PySNNS
PySNNS je soucˇa´st´ı projektu SNNS-development [2], jehozˇ c´ılem je podpora SNNS ve formeˇ




Java Neural Network Simulator [3] je na´sledovn´ık SNNS. Po sve´m prˇedch˚udci zdeˇdil si-
mulacˇn´ı ja´dro, ale z´ıskal nove´ uzˇivatelske´ rozhran´ı naprogramovane´ v jazyce Java, ktere´
slouzˇilo jako inspirace prˇi na´vrhu a implementaci me´ho zada´n´ı.
4.2.4 Neural Networks with Java
Jedna´ o knihovnu napsanou v jazyce Java [7] pro pra´ci s neuronovy´mi s´ıteˇmi. Pu˚vodneˇ
vznikla jako diplomova´ pra´ce, ale od roku 2004 ji autor da´le vyv´ıj´ı. Je vhodna´ prˇedevsˇ´ım
pro pra´ci se s´ıteˇmi typu Kohonenovy mapy a Back propagation.
4.2.5 FANN
Fast Artificial Neural Network Library [8] je roza´shla´ knihovna napsana´ v jazyce C. Nab´ız´ı
nav´ıc take´ graficke´ uzˇivatelske´ rozran´ı a podporu vola´n´ı funkc´ı z jiny´ch programovac´ıch
jazyk˚u, jako naprˇ´ıklad C++, Perl, PHP, Python, Ruby a dokonce Matlab nebo Octave.
4.2.6 Associative Neural Network Library
Knihovna se vyuzˇ´ıva´ pro pra´ci s neruronovy´mi s´ıteˇmi, ktere´ mohou by´t pouzˇity jako asoci-
ativn´ı pameˇti. Je napsa´na v jazyce C++ a umozˇnˇuje vytva´rˇen´ı a testova´n´ı r˚uzny´ch druh˚u
asociativn´ıch neuronovy´ch s´ıt´ı, veˇtsˇinou variant Hopfieldovy s´ıteˇ. Posledn´ı verze vysˇla v roce
2004 [1].
4.3 Rozdeˇlen´ı proble´mu na podproble´my
Zadany´ proble´m se skla´da´ z neˇkolika cˇa´st´ı. Je nutne´ navrhnout a implementovat knihovnu
pro pra´ci s neuronovy´mi s´ıteˇmi a na´sledneˇ vytvorˇit aplikaci, ktera´ s touto knihovnou bude
pracovat. Knihovna bude rozdeˇlena na dveˇ cˇa´sti. Prvn´ı z nich bude spolecˇna´ cˇa´st pro vsˇechny
typy s´ıt´ı zahrnuj´ıc´ı popis s´ıteˇ z pohledu neuron˚u a vazeb mezi nimi. Ve druhe´ cˇa´sti budou
popsa´ny algoritmy ucˇen´ı pro jednotlive´ typy s´ıt´ı a jejich dalˇs´ı specificke´ vlastnosti.
Analy´zu a vy´voj aplikace bude opeˇt rozdeˇlena na dva podproble´my. Jedna cˇa´st aplikace
bude spolecˇna´ pro vsˇechny typy s´ıt´ı. Dalˇs´ı cˇa´st pak bude spolupracovat s konkre´tn´ım typem
s´ıteˇ. Toto rozdeˇlen´ı zohlednˇuje fakt, zˇe r˚uzne´ typy s´ıt´ı pozˇaduj´ı r˚uzne´ tre´novac´ı mnozˇiny.
Neˇktere´ se ucˇ´ı na dvojic´ıch vstup˚u a pozˇadovany´ch vy´stup˚u, neˇktere´ pouze na jednotilvy´ch
vektorech vstup˚u.
V na´sleduj´ıc´ıch kapitola´ch budou postupneˇ rozebra´ny vsˇechny podproble´my. Bude navrzˇena
obecna´ knihovna, da´le knihovna pro pra´ci s r˚uzny´mi typy s´ıt´ı, aplikace a rozhran´ı mezi kni-
hovnou a aplikac´ı.
4.4 Obecna´ knihovna
Pro na´vrh i na´slednou implementaci zadane´ho syste´mu byl pouzˇit objektoveˇ orientovany´
prˇ´ıstup. Intuitivneˇ jednotlive´ prvky neuronove´ s´ıteˇ – s´ıt’ samotna´, vrstvy v s´ıti, vazby mezi
neurony i jednotlive´ neurony – odpov´ıdaj´ı budouc´ım trˇ´ıda´m a objekt˚um. S´ıt’ se skla´da´
z jednotlivy´ch vrstev a vrstvy z neuron˚u navza´jem propojeny´ch vazbami. Vazba mu˚zˇe exis-
tovat mezi libovolny´mi dveˇma neurony. Existuje dokonce prˇ´ıpad, kdy je vy´stup prˇiveden
16
na vstup stejne´ho neuronu. Tato skutecˇnost mus´ı by´t v na´vrhu take´ zahrnuta. V teore-
ticke´ cˇa´sti jizˇ bylo zmı´neˇno, zˇe neurony se liˇs´ı podle zp˚usobu prˇeva´do sve´ho vstupu na
vy´stup. Ba´zova´ i aktivacˇn´ı funkce mu˚zˇe by´t pocˇ´ıta´na r˚uzny´m zp˚usobem. Naprˇ´ıklad neu-
rony s linea´rn´ı ba´zovou funkc´ı prˇi vy´pocˇtu vy´stupu nejprve provedou va´zˇeny´ soucˇet. Pokud
je tato suma veˇtsˇ´ı nezˇ zadany´ pra´h, jejich vy´stupem je zpravidla hodnota 1. V opacˇne´m
prˇ´ıpadeˇ je pak jejich vy´stupem -1 nebo 0. I toto mus´ı by´t v knihovneˇ podchyceno.
Obra´zek 4.1: Diagram trˇ´ıd knihovny
Vy´sledek te´to analy´zy je zna´zorneˇn v diagramu trˇ´ıd na obra´zku 4.1. Nejsou v neˇm sice
zahrnuty vsˇechny atributy a metody, avsˇak poskytuje uceleny´ pohled na hierarchii trˇ´ıd
v obecne´ knihovneˇ. Trˇ´ıda popisuj´ıc´ı neuron je navrzˇena jako abstraktn´ı. Konkre´tn´ı vy´pocˇet
ba´zove´ funkce baseFunc() a aktivacˇn´ı funkce actFunc() je ponecha´n na potomc´ıch te´to
trˇ´ıdy. V diagramu jsou naznacˇeny neurony s linea´rn´ı a radia´ln´ı ba´zovou funkc´ı.
Va´hy jednotlivy´ch spoj˚u mezi neurony jsou ulozˇeny v samostatne´ trˇ´ıdeˇ Links, ktera´
v podstateˇ implementuje asociativn´ı pole. Kl´ıcˇem je dvojice neuron˚u, hodnotou pak konkre´tn´ı
va´ha. Kromeˇ toho obsahuj´ı jednotlive´ neurony take´ seznam vsˇech svy´ch vstup˚u. Implemen-
tace knihovny tento aspekt zohlednˇuje a naprˇ´ıklad prˇi odstraneˇn´ı spoje ve trˇ´ıdeˇ Links
bude odebra´n odpov´ıdaj´ıc´ı za´znam v seznamu vstup˚u. Acˇkoliv se mu˚zˇe zda´t, zˇe je takove´
ukla´da´n´ı dat zbytecˇneˇ redundantn´ı, rychly´ prˇ´ıstup k seznamu vstup˚u aktua´ln´ıho neuronu
je vyuzˇ´ıva´n naprˇ´ıklad prˇi vy´pocˇtu ba´zove´ funkce.
4.5 Konkre´tn´ı typy s´ıt´ı
Jednotlive´ neuronove´ s´ıteˇ se liˇs´ı podle zp˚usobu nastaven´ı jejich vstupu, vy´stupem, algo-
ritmy ucˇen´ı s´ıteˇ a podle vy´pocˇtu odezvy na urcˇity´ vstup. Bude navrzˇeno obecne´ rozhran´ı,
ktere´ bude sˇablonou pro jednotnou pra´ci se vsˇemi typy s´ıt´ı. Protozˇe bylo pozˇadova´no,
aby knihovna i aplikace mohly slouzˇit k studijn´ım a demonstracˇn´ım u´cˇel˚um, bude vhodne´
rozdeˇlit ucˇen´ı s´ıteˇ i odezvu na jednotlive´ kroky tak, aby poskytly uzˇivateli uceleny´ prˇehled
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o chova´n´ı s´ıteˇ.
Obra´zek 4.2: Trˇ´ıda zapouzdrˇuj´ıc´ı konkre´tn´ı chova´n´ı s´ıteˇ
Abstraktn´ı trˇ´ıda navrzˇena´ na za´kladeˇ prˇedcha´zej´ıc´ı analy´zy je na obra´zku 4.2. Obsahuje
drˇ´ıve zmı´neˇnou trˇ´ıdu popisuj´ıc´ı obecnou neuronovou s´ıt’ a take´ abstraktn´ı metody, ktere´
slouzˇ´ı pro jednotnou pra´ci se s´ıt´ı. Abstraktn´ı trˇ´ıda se chova´ jako stavovy´ automat. Na
za´kladeˇ volany´ch metod meˇn´ı sv˚uj vnitrˇn´ı stav. Pro veˇtsˇ´ı prˇehlednost nejsou v diagramu
zobrazeny parametry a na´vratovy´ typ jednotlivy´ch metod. V na´sleduj´ıc´ım prˇehledu je kra´tce
popsa´na se´mantika jednotlivy´ch metod.
setLearningSet() Nastav´ı tre´novac´ı mnozˇinu.
setInput() S´ıteˇ mohou r˚uzny´mi zp˚usoby nastavovat sv˚uj vstup. Naprˇ´ıklad u Hopfiedovy
s´ıteˇ se nastavuje vy´stup vsˇech neuron˚u, u s´ıteˇ BAM se nastavuje vy´stup neuron˚u
v konkre´tn´ı vrstveˇ.
Learn() Na za´kladeˇ vlozˇene´ tre´novac´ı mnozˇiny se provede ucˇen´ı s´ıteˇ.
LearnStep() Provede jeden krok ucˇen´ı.
Response() Vrac´ı odezvu s´ıteˇ, ktera´ je za´visla´ na prˇedlozˇene´m vstupu.
ResponseStep() Odezva se pro s´ıteˇ s v´ıce neurony pocˇ´ıta´ zpravidla tak, zˇe je postupneˇ
vy´stup jednoho neuronu prˇiveden na vstup jine´ho. Zde je spocˇ´ıta´na hodnota ba´zove´
a aktivacˇn´ı funkce a vy´sledek prˇeda´n da´le. Pro zkouma´n´ı pr˚ubeˇhu vy´pocˇtu odezvy
slouzˇ´ı pra´veˇ tato metoda.
Na´vrh mozˇne´ implementace metod Learn() a LearnStep() (respektive Response() a
ResponseStep()) je naznacˇen v na´sleduj´ıc´ım pseudoko´du:
Learn()
{
nastav potrebne parametry pro prubeh uceni;





Na obra´zku 4.3 je popsa´na zmeˇna vnitrˇn´ıho stavu s´ıteˇ v za´vislosti na volany´ch metoda´ch.
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Obra´zek 4.3: Reakce na vola´n´ı jednotilvy´ch metod
4.6 Vizualizace neuronovy´ch s´ıt´ı
V te´to kapitole bude popsa´no, jak reprezentovat topologii, aktua´ln´ı stav ucˇen´ı a vybavova´n´ı
neuronovy´ch s´ıt´ı na obrazovce.
4.6.1 Topologie
Graficke´ zna´zorneˇn´ı topologie s´ıteˇ bylo zna´zorneˇno na obra´zc´ıch 3.1 a 3.4 v kapitole 3.
Jednotlive´ neurony lze zobrazit jako male´ kruzˇnice a spoje mezi nimi jako orientovane´
u´secˇky. V za´vislosti na typu s´ıteˇ lze neurony usporˇa´dat do jednotlivy´ch vrstev (naprˇ´ıklad
s´ıt’ BAM) nebo do kruhu (Hopfieldova s´ıt’).
Prˇi zobrazen´ı aktua´ln´ıho stavu s´ıteˇ je take´ zna´zorneˇna s´ıla vah, pra´h citlivosti neuron˚u
a jejich aktua´ln´ı vy´stup. Vsˇechny tyto vlastnosti lze vyja´drˇit prˇeveden´ım do barevne´ho
prostoru. Slabe´ va´ze nebo n´ızke´ hodnoteˇ prahove´ citlivosti odpov´ıda´ modra´ barva. Cˇervene´
odpov´ıda´ vysoka´ hodnota va´hy respektive prahove´ citlivosti. Takto lze postupneˇ vyuzˇ´ıt cele´
barvene´ spektrum. Barva orientovane´ u´secˇky urcˇuje s´ılu va´hy, barva obrysu kruzˇnice urcˇuje
pra´h citlivosti.
Jako mı´sto pro vyja´drˇen´ı hodnoty vy´stupu byla zvolena vy´plnˇ kruzˇnice zna´zornˇuj´ıc´ı
neuron. Neurony se skokovou aktivacˇn´ı funkc´ı zpravidla produkuj´ı diskre´tn´ı hodnoty 1 nebo
-1. Vy´stupu 1 odpov´ıda´ cˇerna´ barva vy´plneˇ, vy´stupu -1 b´ıla´ barva. Pokud je aktivacˇn´ı funkce
spojita´, barva vy´plneˇ bude vyja´drˇena v odst´ınech sˇedi.
4.6.2 Vstupy a vy´stupy vtrstev i cele´ s´ıteˇ
Dalˇs´ı mozˇnost´ı, jak poskytnout prˇehled o stavu s´ıteˇ, je sledovat vstup nebo vy´stup konkre´tn´ı
vrstvy. Tu lze interpretovat jako:
Text – vzˇdy 8 neuron˚u si lze prˇedstavit jako bajt, ve ktere´m je na konkre´tn´ım bitu hodnota
1 prˇi vy´stupu veˇtsˇ´ım nebo rovne´m nule. Bit bude naby´vat hodnoty 0, pokud je vy´stup
mensˇ´ı nezˇ 0. Hodnota te´to osmice v rozsahu 0-255 je prˇevedena na znak z ASCII
tabulky.
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Cˇerno-b´ıly´ obra´zek – Pixel˚um odpov´ıdaj´ı jednotlive´ neurony. Obdobneˇ jako v prˇedcha´zej´ıc´ım
bodeˇ je hodnota vy´stupu prˇevedena na bina´rn´ı hodnotu. Cˇerne´mu pixelu pak od-
pov´ıda´ hodnota vy´stupu veˇtsˇ´ı nebo rovna nule, b´ıle´mu hodnota mensˇ´ı nezˇ nula.
Obra´zek v odst´ınech sˇedi – Opeˇt jsou neurony rozdeˇleny po skupina´ch po osmi. Cˇ´ıselna´
hodnota v rozsahu 0-255 je vsˇak prˇevedena na intenzitu konkre´tn´ıho pixelu.
4.6.3 Dalˇs´ı mozˇnosti
Dalˇs´ı mozˇnosti jsou specificke´ pro konkre´tn´ı typy s´ıt´ı. Naprˇ´ıklad u Hopfieldovy s´ıteˇ a BAM
lze sledovat vy´voj hodnoty energeticke´ funkce prˇi odezveˇ na urcˇity´ vstup. Mu˚zˇe tak by´t
prˇedveden za´porny´ nebo nulovy´ prˇ´ır˚ustek energie v kazˇde´m kroku odezvy.
4.7 Na´vrh aplikace
Jak bylo uvedeno v cˇa´sti o na´stroj´ıch pro pra´ci s neuronovy´mi s´ıteˇmi, inspirac´ı pro na´vrh
uzˇivatelske´ho rozhran´ı byla aplikace JavaNNS [3]. Hlavn´ı okno aplikace je koncipova´no jako
MDI (Multiple Document Interface). V tomto okneˇ je tedy mozˇne´ zobrazit dalˇs´ı podokna,
ktera´ slouzˇ´ı pro ovla´da´n´ı a zobrazen´ı informac´ı o s´ıti. V na´sleduj´ıc´ım vy´cˇtu je souhrn kom-
ponent, ktere´ byly navrzˇeny a pote´ v aplikaci implementova´ny:
Kontroln´ı panel – Komponenta slouzˇ´ı pro ovla´da´n´ı cele´ s´ıteˇ. Umozˇnˇuje nahra´t tre´novac´ı
mnozˇinu, sledovat ucˇen´ı s´ıteˇ i jej´ı odezvu, diagnostikovat stav s´ıteˇ a nastavovat, jaky´m
zp˚usobem bude interpretova´n vstup a vy´stup s´ıteˇ.
Informacˇn´ı panel – Komponenta, ktera´ informuje uzˇivatele o nejd˚ulezˇiteˇjˇs´ıch vlastnos-
tech s´ıteˇ: Na´zev s´ıteˇ se kterou uzˇivatel pra´veˇ pracuje a pocˇet neuron˚u celkem i v jed-
notlivy´ch vrstva´ch.
Interpretace vstupu a vy´stupu – Podle nastaven´ı v kontroln´ım panelu se zde interpre-
tuje aktua´ln´ı vstup a vy´stup s´ıteˇ.
Graf – Pomoc´ı te´to komponenty je mozˇne´ zobrazovat posloupnost cˇ´ıselny´ch hodnot jako
cˇa´rovy´ graf. Graf nalezne uplatneˇn´ı naprˇ´ıklad prˇi zobrazen´ı aktua´ln´ı energie prˇi pocˇ´ıtan´ı
odezvy s´ıteˇ.
Zna´zorneˇn´ı topologie – V kapitole 4.6.1 o vizualizaci topologie s´ıteˇ bylo popsa´ny vlast-
nosti, ktere´ tato komponenta poskytuje. Byla navrzˇena jako interaktivn´ı, tud´ızˇ nepo-
skytuje pouze informace o aktua´ln´ım stavu, ale umozˇnˇuje uzˇivateli take´ meˇnit tento
stav. Naprˇ´ıklad pomoc´ı prˇetazˇen´ı kurzoru prˇi podrzˇen´ı tlacˇ´ıtka mysˇi z jednoho neu-
ronu na druhy´ vytvorˇ´ı spoj mezi neurony. Podobneˇ prˇi klepnut´ı tlacˇ´ıtka mysˇi na neu-
ron vyvola´ dialogove´ okno, ktere´ uzˇivateli umozˇn´ı meˇnit vlastnosti neuronu – pra´h
citlivosti a aktua´ln´ı hodnotu vy´stupu.
4.8 Vrstva mezi aplikac´ı a neuronovou s´ıt´ı
Vrstva slouzˇ´ı k propojen´ı knihovny a aplikace. Poskytuje aplikaci prˇ´ıstup k instanci neu-
ronove´ s´ıteˇ. Tvorˇ´ı v podstateˇ unifikovane´ rozhran´ı umozˇnˇuj´ıc´ı aplikaci jednotnou pra´ci se
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vsˇemi druhy s´ıt´ı. Je navrzˇena tak, aby umozˇnˇovala modifikovat graficke´ uzˇivatelske´ roz-
hran´ı aplikace podle potrˇeby aktua´ln´ıho typu s´ıteˇ, se kterou uzˇivatel pracuje. Naprˇ´ıklad
implementuje vlastn´ı komponenty pro ucˇen´ı a odezvu s´ıteˇ.
Architektura cele´ navrzˇene´ aplikace je na obra´zku 4.4. Mezivrsta zapouzdrˇuje celou
knihovnu.




Kapitola je veˇnova´na postupu prˇi implementaci aplikace. Nejprve bude objasneˇn prˇ´ıstup prˇi
vy´beˇru programovac´ıho jazyka a na´sledneˇ popsa´ny implementacˇn´ı podrobnosti zaj´ımavy´ch
cˇa´st´ı aplikace. Prˇedevsˇ´ım se zameˇrˇ´ım na zp˚usob, jaky´m je mozˇne´ aplikaci rozsˇ´ıˇrit o dalˇs´ı
typy s´ıt´ı.
5.1 Vy´beˇr programovac´ıho jazyka
Jedn´ım z hlavn´ıch pozˇadavk˚u zada´n´ı byla prˇenositelnost aplikace, prˇedevsˇ´ım mezi operacˇn´ımi
syste´my Microsoft Windows a GNU/Linux. Dalˇs´ı pozˇadavek na zvoleny´ jazyk pramen´ı
z na´vrhu – mus´ı by´t objektoveˇ orientovany´. Da´le byla pozˇadova´na mozˇnost tvorˇit netrivia´ln´ı
graficke´ uzˇivatelske´ rozhran´ı (GUI) bud’ prˇ´ımo pomoc´ı prostrˇedk˚u jazyka, nebo pomoc´ı ex-
tern´ı knihovny. Nakonec byl zvolen jazyk Java a jeho GUI toolkit Swing, protozˇe splnˇuje
kladene´ pozˇadavky.
Nevy´hodou mu˚zˇe by´t nizˇsˇ´ı rychlost vy´sledne´ aplikace, protozˇe Java je jazyk interpreto-
vany´ ve virtua´ln´ım stroji. Aplikace vsˇak nebude slouzˇit k rozsa´hly´m na´rocˇny´m vy´pocˇt˚um,
ny´brzˇ k vizualizaci pro studijn´ı u´cˇely, kde pozˇadavek na rychlost nen´ı tak kriticky´.
5.2 Hlavn´ı okno aplikace
Trˇ´ıda MainWindow popisuj´ıc´ı hlavn´ı okno aplikace je implementova´na jako singleton. Jej´ı
konstruktor je definova´n jako priva´tn´ı. Prˇ´ıstup k hlavn´ımu oknu lze z´ıskat volan´ım staticke´
metody getInstance(). Pouzˇ´ıva´ se prˇi n´ı pozdn´ı inicializace (lazy initialization) – objekt
se vytvorˇ´ı azˇ prˇi prvn´ım zavola´n´ı getInstance().
Jednotlive´ prvky uzˇivatelske´ho rozhran´ı jsou prˇi sve´m vytvorˇen´ı registrova´ny v hlavn´ım
okneˇ. Toho lze vyuzˇ´ıt prˇedevsˇ´ım v situac´ıch, kdy akce vyvolana´ v jedne´ komponenteˇ meˇn´ı
obsah jine´. Naprˇ´ıklad stisknut´ı tlacˇ´ıtka pro vy´pocˇet odezvy s´ıteˇ aktualizuje zobrazen´ı vy´stupu.
Zavola´n´ım metody MainWindow.getInstance() se zprˇ´ıstupn´ı rozhran´ı hlavn´ıho okna, od-
kud je mozˇne´ prˇistoupit ke komponenteˇ zobrazuj´ıc´ı vy´stup s´ıteˇ a jej´ı obsah aktualizovat.
Vy´hoda na´vrhove´ho vzoru singleton a registrace jednotlivy´ch kompoment spocˇ´ıva´ ve
zprˇehledneˇn´ı ko´du. Reference na ostatn´ı prvky jsou globa´lneˇ prˇ´ıstupne´ skrze hlavn´ı okno
aplikace, a proto nen´ı potrˇeba je uchovavat ve vsˇech komponenta´ch.
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Obra´zek 5.1: Rozhran´ı za´suvny´ch modul˚u
5.3 Syste´m za´suvny´ch modul˚u
Architektura aplikace byla popsa´na v kapitole veˇnuj´ıc´ı se na´vrhu (4.8). Tato cˇa´st je zameˇrˇena
na konkre´tn´ı implementaci rozhran´ı za´suvny´ch modul˚u a postup vyuzˇity´ pro jejich nahra´va´n´ı.
Na obra´zku 5.1 je vyobrazen diagram trˇ´ıd rozhran´ı za´suvne´ho modulu. Vsˇechny pouzˇite´
za´suvne´ moduly mus´ı by´t odvozeny od abstraktn´ı trˇ´ıdy WrapperBase, ktera´ poskytuje
prˇ´ıstup k neuronove´ s´ıt´ı (atribut NetworkBase). Prˇedevsˇ´ım vsˇak mu˚zˇe obsahovat konkre´tn´ı
implementace prvk˚u uzˇivatelske´ho rozhran´ı. Pro reprezentaci teˇchto uzˇivatelsky´ch prvk˚u
byla vytvorˇena abstraktn´ı trˇ´ıda WrapperPanel. Jednotlive´ prvky mus´ı by´t odvozeny pra´veˇ
od te´to trˇ´ıdy.
Prˇi vytvorˇen´ı urcˇite´ho okna aplikace zjist´ı, zda pra´veˇ pouzˇ´ıvany´ za´suvny´ modul ne-
disponuje vlastn´ım prvkem. Naprˇ´ıklad prˇi vytvorˇen´ı okna pro ovla´dan´ı neuronove´ s´ıteˇ
(NetControl) se zkontroluje, jestli za´suvny´ modul definuje prvky panelLearn, panelResonse,
panelDiagnostics nebo panelSettings. Pokud definuje zmı´neˇne´ prvky, namı´sto iniciali-
zace nativn´ıch komponent dojde k zavola´n´ı inicializace panelu, ktery´ je soucˇa´st´ı za´suvne´ho
modulu.
Situace je popsa´na v na´sleduj´ıc´ım pseudoko´du. V ko´du je zohledneˇn pouze panel pro





// test, jestli za´suvny´ modul obsahuje vlastnı´ definici prvku








// jinak se pouzˇije vy´chozı´




Za zmı´nku stoj´ı take´ metoda abstraktn´ı metoda getInfo(), kterou naprˇ´ıklad vyuzˇ´ıva´
prvek pro zobrazen´ı informac´ı o s´ıti (4.7).
5.4 Ukla´da´n´ı stavu s´ıteˇ
Pro ulozˇen´ı stavu s´ıteˇ a tedy i cele´ aplikace jsem se rozhodl na za´kladeˇ doporucˇen´ı me´ho
vedouc´ıho pouzˇ´ıt forma´t XML. K tomuto u´cˇelu slouzˇ´ı metoda xmlOut() trˇ´ıdy WrapperBase.







Obra´zek 5.2: Struktura souboru uchova´vaj´ıc´ıho stav s´ıteˇ
Popis jednotlivy´ch element˚u z obra´zku 5.2 je v na´sleduj´ıc´ım vy´cˇtu:
interpretation – Uchova´va´ nastaven´ı interpretace s´ıteˇ.
network – Zapouzdrˇuje dalˇs´ı elementy popisuj´ıc´ı usporˇa´da´n´ı s´ıteˇ.
layers – Obsahuje elementy layer popisuj´ıc´ı vrstvy.
layer – Obsahuje elementy neuron odpov´ıdaj´ıc´ı jednotlivy´m neuron˚um.
neuron – Atributy elementu prˇesneˇ definuj´ı typ, vlastnosti a identifikaci neuronu.
links – Obsahuje definice vazeb mezi neurony
link – Odpov´ıda´ konkre´tn´ı vazbeˇ mezi neurony.
Prˇi nacˇ´ıta´n´ı stavu s´ıteˇ je nejprve zkontrolova´na syntaxe XML souboru. Pokud je v porˇa´dku,
vytvorˇ´ı se nova´ instance trˇ´ıdy Network. Pote´ jsou postupneˇ do nove´ s´ıteˇ prˇida´va´ny jednot-
live´ vrstvy a neurony. Kazˇdy´ element neuron obsahuje atribut id, ktery´ jej jednoznacˇneˇ
identifikuje. Element link reprezentuj´ıc´ı vazbu obsahuje vzˇdy atributy from a to obsahuj´ıc´ı




V te´to kapitole jsou na´zorneˇ popsa´ny jednotlive´ komponenty uzˇivatelske´ho rozhran´ı. Jednot-
live´ za´suvne´ moduly si funkcˇnost aplikace prˇizp˚usobuj´ı tak, aby bylo mozˇne´ se s´ıt´ı optima´lneˇ
pracovat. Obecne´ vlastnosti, jako je umı´steˇn´ı komponent v hlavn´ı nab´ıdce a jejich u´cˇel, se
vsˇak nemeˇn´ı.
6.1 Popis aplikace
Ihned po spusˇteˇn´ı se zobraz´ı okno, ktere´ vyzve uzˇivatele k vybra´n´ı jednoho z dostupny´ch
za´suvny´ch modul˚u.
Po zvolen´ı za´suvne´ho modulu se zobraz´ı hlavn´ı okno aplikace. Hlavn´ı nab´ıdka obsahuje
na´sleduj´ıc´ı polozˇky:
• Soubor
Vybrat za´suvny´ modul – Zavrˇe hlavn´ı okno a zobraz´ı vy´zvu ke zvolen´ı jine´ho
za´suvne´ho modulu.
Nahra´t – Umozˇn´ı nahra´t drˇ´ıve ulozˇenou s´ıt’.
Ulozˇit – Ulozˇ´ı stav s´ıteˇ na disk.
Konec – Ukoncˇ´ı aplikaci.
• S´ıt’
Nova´ s´ıt’ – Zobraz´ı se dialogove´ okno, kde uzˇivatel v za´vislosti na pouzˇite´m
za´suvne´m modulu nastav´ı vlastnosti nove´ s´ıteˇ, ktera´ se pote´ vytvorˇ´ı.
Prˇidat Neuron – Prˇida´ do existuj´ıc´ı s´ıteˇ novy´ neuron.
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• Okna – Jsou podrobneˇji popsa´na v kapitole 6.1.1.
Informacˇn´ı okno – Obecne´ informace o aktua´ln´ı s´ıti.
Ovla´dac´ı panel – Ucˇen´ı, odezva, diagnostika a nastaven´ı s´ıteˇ.
Energie s´ıteˇ – Graf zobrazuj´ıc´ı cˇasovy´ pr˚ubeˇh energie s´ıteˇ.
Vstup / Vy´stup s´ıteˇ – Interpretace vstupu a vy´stupu s´ıteˇ.
Topologie s´ıteˇ – Graficka´ reprezentace s´ıteˇ.
• Na´stroje
Vytvorˇit vektory – Tvrorba tre´novac´ıch mnozˇin, vstup˚u a diagnosticky´ch dat
pro s´ıteˇ.
• Na´poveˇda – Na´poveˇda k aplikaci.
6.1.1 Podrobny´ popis komponent
Informacˇn´ı okno
Zobrazuje obecne´ informace o aktua´ln´ı s´ıti, za´visle´ na pouzˇite´m za´suvne´m modulu.
Zpravidla se uzˇivatel dozv´ı informace o velikosti vstupu a vy´stupu s´ıteˇ, pocˇtu neuron˚u
apod.
Ovla´dac´ı panel
Obsahuje cˇtyrˇi za´lozˇky jejichzˇ prˇesny´ obsah je za´visly´ na zvolene´m za´suvne´m modulu.
Naprˇ´ıklad u Hopfieldovy s´ıteˇ je na´sleduj´ıc´ı:
• Ucˇen´ı
Ucˇen´ı s´ıteˇ prob´ıha´ v na´sleduj´ıc´ıch kroc´ıch. Pomoc´ı tlacˇ´ıtka ”Nahra´t tre´novac´ı mnozˇinu“
uzˇivatel vybere tre´novac´ı mnozˇinu s´ıteˇ. Ucˇen´ı pak lze prove´zt plneˇ automaticky po-
moc´ı tlacˇ´ıtka ”Naucˇit“ nebo lze krokovat pomoc´ı tlacˇ´ıtka ”Jeden krok ucˇen´ı“.
• Odezva
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Tlacˇ´ıtko ”Nahra´t vstup“ slouzˇ´ı k nastaven´ı vstupu s´ıteˇ. Na´sledneˇ je mozˇne´ odezvu
s´ıteˇ krokovat pomoc´ı tlacˇ´ıtka ”Jeden krok odezvy“ nebo z´ıskat najednou tlacˇ´ıtkem
”Vypocˇ´ıtat odezvu“.
• Diagnostika
Diagnostika se spousˇt´ı tlacˇ´ıtkem ”Spustit diagnostiku“. Jesˇteˇ prˇedt´ım je vsˇak nutne´
nahra´t vstupy a pozˇadovane´ vy´stupy. S´ıti jsou postupneˇ prˇedkla´da´ny jednotlive´ vstupy,
pocˇ´ıta´ny vy´stupy a ty pak srovna´va´ny s definovany´mi pozˇadovany´mi vy´stupy. Dia-
gnostika pocˇ´ıta´ pomeˇr u´speˇsˇneˇ rozpoznany´h vzor˚u k celku.
• Nastaven´ı
V tomto panelu je obsazˇeno nastaven´ı interpretace vstup˚u a vy´stup˚u s´ıteˇ.
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Energie s´ıteˇ
Komponenta zobrazuje cˇasovy´ pr˚ubeˇh energie s´ıteˇ. Slouzˇ´ı prˇedevsˇ´ım k demonstraci
za´porne´ho nebo nulove´ho prˇ´ır˚ustku energie v kazˇde´m kroku odezvy u Hopfieldovy s´ıteˇ
a s´ıteˇ BAM. Umozˇnˇuje take´ export zobrazovany´ch hodnot do textove´ho forma´tu, kde jsou
jednotlive´ hodnoty oddeˇleny mezerami. Tento vy´stup mu˚zˇe by´t posle´ze pouzˇit naprˇ´ıklad
programem gnuplot.
Interpretace vstupu a vy´stupu
V za´vislosti na nastaven´ı v Ovla´dac´ım panelu je zde interpretova´n vstup a vy´stup s´ıteˇ.
Topologie s´ıteˇ
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Komponenta umozˇnˇuje nejen zobrazovat stav s´ıteˇ, ale take´ jej interaktivneˇ meˇnit.
Klepnut´ım na jaky´koliv neuron se zobraz´ı dialogove´ okno, kde je mozˇne´ meˇnit aktua´ln´ı
jeho vy´stup, pra´h citlivosti nebo neuron ze s´ıteˇ zcela odstranit. Zma´cˇknut´ım tlacˇ´ıtka mysˇi a
prˇetazˇen´ım kurzoru mezi dveˇma neurony lze vytvorˇit spojen´ı mezi neurony. Pokud jizˇ spoj
drˇ´ıve existoval, uzˇivatel u neˇj mu˚zˇe zmeˇnit hodnotu va´hy nebo spoj odstranit.
Velikosti vah spoj˚u i prahy citlivosti jsou prˇevedeny do barevne´ho spektra. Vysoke´
hodnoteˇ va´hy (respektive citlivosti) odpov´ıda´ cˇervena´ barva, n´ızke´ hodnoteˇ va´hy (respek-
tive citlivosti) pak modra´ barva. Tlacˇ´ıtkem ”Automaticky prˇizp˚usobit“ je mozˇne´ mapova´n´ı




V te´to pra´ci byla po teoreticke´m u´vodeˇ, ktery´ se zaby´val vy´kladem pojmu˚ jako neuron,
neuronova´ s´ıt’ a asociativn´ı pameˇt’, navrhnuta knihovna a aplikace slouzˇ´ıc´ı pro simulaci
chova´n´ı neuronovy´ch s´ıt´ı, ktere´ mohou by´t pouzˇity jako asociativn´ı pameˇti. Knihovna i
aplikace byly na´sledneˇ implementova´ny. Byl kladen d˚uraz na to, aby bylo mozˇne´ vznikly´
syste´m da´le udrzˇovat a v budoucnu jej rozv´ıjet. Aplikaci lze tedy pomoc´ı syste´mu za´suvny´ch
modul˚u doplnit o nove´ neuronove´ s´ıteˇ i specificke´ prvky uzˇivatelske´ho rozhran´ı.
Vznikly´ syste´m slouzˇ´ı prˇedevsˇ´ım ke studijn´ım u´cˇel˚um. Uzˇivatel mu˚zˇe vytva´rˇet pro neu-
ronove´ s´ıteˇ vlastn´ı tre´novac´ı mnozˇiny a sledovat stav s´ıteˇ v pr˚ubeˇhu ucˇen´ı i odezvy na
definovany´ vstup. Dı´ky pouzˇit´ı platformy Java je aplikace snadno prˇenositelna´. U´speˇsˇneˇ
byla testova´na v prostrˇed´ı operacˇn´ıch syste´mu˚ Microsoft Windows XP a GNU/Linux.
V budoucnu lze aplikaci rozsˇ´ıˇrit o nove´ typy s´ıt´ı. Rozhran´ı aplikace umozˇnˇuje vytva´rˇen´ı
za´suvny´ch modul˚u, ktere´ podle potrˇeb modifikuj´ı uzˇivatelske´ rozran´ı a definuj´ı s´ıt’, algoritmy
ucˇen´ı a dalˇs´ı vlastnosti. Rovnˇeˇzˇ se nab´ız´ı mozˇnost doplnit aplikaci o podporu spolupra´ce
s jiny´mi jizˇ existuj´ıc´ımi na´stroji pro pra´ci s neuronovy´mi s´ıteˇmi.
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