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Abstract—In this work, we propose a joint collaboration-
compression framework for sequential estimation of a random
vector parameter in a resource constrained wireless sensor
network (WSN). Specifically, we propose a framework where the
local sensors first collaborate (via a collaboration matrix) with
each other. Then a subset of sensors selected to communicate with
the FC linearly compress their observations before transmission.
We design near-optimal collaboration and linear compression
strategies under power constraints via alternating minimization
of the sequential minimum mean square error. We show that the
objective function for collaboration design can be non-convex
depending on the network topology. We reformulate and solve
the collaboration design problem using quadratically constrained
quadratic program (QCQP). Moreover, the compression design
problem is also formulated as a QCQP. We propose two versions
of compression design, one centralized where the compression
strategies are derived at the FC and the other decentralized,
where the local sensors compute their individual compression
matrices independently. It is noted that the design of decentral-
ized compression strategy is a non-convex problem. We obtain a
near-optimal solution by using the bisection method. In contrast
to the one-shot estimator, our proposed algorithm is capable
of handling dynamic system parameters such as channel gains
and energy constraints. Importantly, we show that the proposed
methods can also be used for estimating time-varying random
vector parameters. Finally, numerical results are provided to
demonstrate the effectiveness of the proposed framework.
Index Terms—Wireless sensor networks, distributed estima-
tion, collaboration-compression framework, energy allocation,
Sequential estimation, Semidefinite programming, non-convex
QCQP.
I. INTRODUCTION
W IRELESS sensor networks (WSNs) are widely used forinference in a range of applications including environ-
mental monitoring, military surveillance and health [1]–[5].
In a WSN, a set of distributed sensors referred to as local
sensors collaborate to infer a phenomenon of interest with the
help of a fusion center (FC). Due to their flexibility and fault
tolerance, WSNs are generally used for target detection [6]–
[8], target tracking [9], [10], and distributed estimation [11],
[12] problems. In this work, we consider sequential estimation
of a random parameter vector via a resource constrained WSN.
The sensors deployed in a WSN are usually power con-
strained and computationally limited devices. The local sen-
sors obtain observations about a phenomenon of interest and
forward their observations to the FC after some local process-
ing. Moreover, the channels over which the sensors communi-
cate with each other and with the FC are noisy and bandwidth
limited. Therefore, it is necessary for the local sensors to
deploy their resources in a carefully designed manner so as
to meet the stringent power and bandwidth constraints. To
this end, in this work we consider a collaboration-compression
framework where the sensors are allowed to first collaborate
with each other and then only a selected subset of sensors
communicates with the FC. The communication strategies
must also be designed so as to satisfy the power and bandwidth
constraints of the WSN.
Inter-sensor communication referred to as Sensor Collab-
oration first proposed in [13], and then used in different
frameworks [14]–[18] is used to reduce the burden of com-
munication between the local sensors and the FC. In sensor
collaboration, all the sensors share their observations with the
other sensor nodes defined by the collaboration matrix, after
which a subset of sensors is selected for communicating their
processed data to the FC. Usually, the communication cost
between the local sensors and the FC is much higher compared
to the sensor to sensor communication. Therefore, collabora-
tion among sensors reduces the overall communication cost
in a WSN. In addition, collaboration can also smooth out the
observation noise, thereby enhancing the quality of data sent
to the FC and improving overall inference performance. This
work focuses on the design of linear collaboration strategies
among sensor nodes.
In addition to linear spatial collaboration, to reduce the
communication costs further, the local sensors compress their
observations before transmitting them to the FC. Compression
strategies are designed to minimize the amount of data being
transmitted to the FC. This compression can be achieved via
quantization [19]–[22], where only symbols from a finite set
are transmitted to the FC. Another, popular way of achieving
compression is via linear precoding where the dimensions of
the observations are reduced via a compression matrix before
transmission to the FC [11], [12], [23]–[30]. In this work,
we focus on the design of such linear compression strategies
for the sequential estimation problem. In summary, the de-
sign of both collaboration and linear compression strategies
is considered for distributed vector parameter estimation by
minimizing the sequential mean square error. To the best of
our knowledge, this is the first work that designs collaboration
and compression strategies jointly in a resource constrained
WSN to estimate the random vector parameter in an online
fashion.
Related Literature: Spatial collaboration was initially pro-
posed for estimating a random scalar in [13]. It is shown
that a sparse network can achieve performance identical to
2that of a fully connected network. In [15], the problem of
distributed estimation with sensor collaboration is studied
where the optimal sparse collaboration topology subject to
information and energy constraints is designed. The sensor
collaboration problem in [15] is formulated as a sparsity-aware
optimization problem by establishing a correspondence be-
tween the collaboration topology and the sparsity structure of
the collaboration matrix. Further, in [14] the problem of sensor
selection is considered for a distributed estimation system with
sensor collaboration. Specifically, optimal sensor collaboration
and selection schemes are jointly designed through entry- and
group-level sparsity of the collaboration matrix. The work
empirically showed the trade-off between sensor collaboration
and sensor selection. Then, motivated by the monitoring of
temporally correlated parameters such as daily temperature,
precipitation, soil moisture and seismic activities [31], [32], the
work in [16] considered the problem of sensor collaboration
for the estimation of time-varying parameters. The optimal
sensor collaboration strategy is designed based on the prior
knowledge about parameter correlations. Recently, the work
in [17] studied the tracking of a dynamic parameter which
follows a first-order Gauss-Markov process with an energy-
constrained sensor network. The optimal sensor collaboration
strategy is designed in the presence of noisy sensor to sensor
communication channels. In all the above mentioned works,
the parameter of interest is assumed to be a scalar. In contrast
this work considers the estimation of a random vector (”static”
as well as ”dynamic”) parameter with noisy collaboration
among local sensors.
Besides sensor collaboration, a number of works also focus
on distributed estimation algorithms for reducing the com-
munication cost for resource constrained WSNs via linear
compression [12], [28]–[30], [33], [34]. In [12], the prob-
lem of distributed estimation of an unknown vector signal
in resource constrained WSNs via coherent multiple access
channels (MAC) is studied. The optimal encoder is designed
under the criterion of minimum mean square error (MMSE)
where the observation and the channel fading matrices are
both assumed to be fixed. A similar problem is discussed in
[28], in the presence of noisy FC. Further, the FC equipped
with a massive multiple-input multiple-output antenna system
is considered. The amplification factor at each sensor node is
optimized under the criterion of minimizing the total power
consumption. In [30], the distributed estimation for correlated
sources is analyzed where the correlated data from multi-
ple sensors are transmitted to the destination via orthogonal
channels. Based on the criterion of maximizing the mutual
information between the sources and the received signals
at the FC, the linear precoders at the sensors are jointly
designed with the knowledge of the instantaneous channel
state information (CSI). The aforementioned methods mainly
consider the design of one-shot estimators. And the CSI and
the observation matrix are usually assumed to be known a
priori as it is difficult to handle the time-varying scenarios
even though they naturally occur in the WSNs. Recently in
[11], the problem of sequential estimation in a dynamic setting
is investigated. A fast block coordinate descent based precoder
is designed under the criterion of sequential linear minimum
mean square error (LMMSE). In this work, we focus on
designing not only such compression strategies but also focus
on sensor collaboration. As pointed out earlier, this is the
first work to consider the design of both collaboration and
compression jointly in a WSN to estimate the random vector
parameter in an online fashion.
Specifically, prior to compression, the sensors first collab-
orate with each other to compute the data to be sent to the
FC. Then, a subset of sensors are selected to transmit their
observations to the FC after compressing them into a low
dimensional subspace. The goal here is to design the collabo-
ration and compression strategies for a dynamic system, i.e.,
where the system parameters such as the observation matrix,
channel gain and power constraints at each sensor can be time-
varying. In practice, the resources at each sensor are limited,
and the goal is to find the balance between collaboration and
compression, thereby improving the performance of the system
which makes it important to jointly design the collaboration
and compression strategies.
To summarize, we consider the problem of sequential
distributed parameter vector estimation in WSNs. The key
contributions of the work are listed as follows.
1) We construct a novel collaboration-compression frame-
work for distributed estimation over resource constrained
WSNs. Collaboration and compression are jointly car-
ried out for reducing communication costs while provid-
ing excellent estimation performance.
2) We develop a recursive linear minimum mean square
error (R-LMMSE) estimator under the proposed frame-
work for sequentially estimating a random vector with
known mean and variance in a dynamic setting. We
design collaboration and compression strategies to min-
imize the R-LMMSE. We also extend the proposed
framework for online estimation of a time-varying ran-
dom vector parameter.
3) We propose online algorithms for jointly designing
the optimal collaboration and compression strategies in
both centralized and decentralized compression settings.
Also, we show the convergence of the proposed estima-
tor.
The rest of this paper is organized as follows. In Section II,
we introduce the proposed collaboration-compression frame-
work. The parameter estimation problem is formulated via
R-LMMSE minimization. In Section III, we jointly design
collaboration and compression strategies. Both centralized and
decentralized algorithms are presented in this section. For
comparison with the proposed algorithms, we also provide a
benchmark algorithm which assumes that all the observations
are available at the FC. In Section IV, we demonstrate the ef-
fectiveness of the proposed framework and algorithms through
numerical experiments and compare them with the benchmark
algorithm presented in Section III. In Section V, we study the
problem of tracking time-varying random vector parameters
under the proposed framework. Finally, we conclude the work
in Section VI.
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Fig. 1. Structure of Collaboration-compression framework
II. PROBLEM STATEMENT
In this section, we describe the problem of parameter
estimation based on the collaboration-compression scheme.
In the proposed framework, instead of transmitting all the
observations from individual sensor nodes to the FC directly,
each sensor node first performs spatial collaboration via a
coherent MAC [13], [17] after observing the parameter of
interest through a linear measurement model. Then the mea-
surements after collaboration are linearly compressed [11] and
transmitted to the FC through a MAC. Due to the fact that
each sensor is power constrained, a fraction of the energy
is devoted to collaboration while the rest of it is used for
communication with the FC, which leads to the optimal energy
allocation problem among them. Our novel framework of joint
collaboration-compression is depicted in Fig. 1. Also, some
notations for the system model are provided in Table. I.
TABLE I
NOTATION FOR SYSTEM MODEL
Parameters Symbol Space
x Unknown parameter RP×1
H(k) Observation matrix RL×P
A Network topology matrix RM×N
W(k) Collaboration matrix RM×N
F(k) Compression matrix RM×ML
G(k) Sensor-FC channel gain matrix RS×M
A. System model
We consider the estimation of a random vector x ∈ RP×1
through a wireless sensor network (WSN), whose mean
E{x} = x0 and covariance Rx = E{xxT } are known. At
each time instant k, the parameter of interest x is observed by
N distributed sensors through a linear measurement matrix.
The observations obtained at the ith sensor are modeled as
yi(k) = Hi(k)x + vi(k), i ∈ [1, N ] (1)
whereHi(k) ∈ RL×P represents the linear observation matrix
and vi(k) ∈ R
L×1 is independent identically distributed (i.i.d)
additive Gaussian noise with zero mean and covariance Rvi =
E{vi(k)vTi (k)} at the ith sensor.
As discussed earlier, usually the communication cost be-
tween the sensors and the FC is much more expensive com-
pared to the cost of inter-sensor communications. Therefore,
instead of transmitting all the observations to the FC directly,
a subset of M sensors selected from N sensors are tasked to
communicate with the FC. Note that the choice of M sensors
depends on factors like proximity to the FC or the quality of
channels from the local sensors to the FC.
We assume that the network topology is fixed1 and is
represented by matrix A with binary entries, that is to say,
Aij ∈ {0, 1} for i ∈ [1,M ] and j ∈ [1, N ] where [1,M ]
denotes {1, 2, . . . ,M}. Specifically, Aij = 1 means that there
is a communication link from the jth sensor to ith sensor,
otherwise we have Aij = 0. We assume that Aii = 1 for
all i ∈ [1,M ] as each sensor can collaborate with itself.
If M = N and Aij = 0 for all i 6= j, then the sensor
collaboration scheme reduces to the basic amplify-and-forward
(or compress and forward) transmission strategy introduced
in [11], [12]. Without loss of generality, we assume that the
sensors labeled 1 to M are tasked to communicate with the
FC while the rest of the sensors labelled from M + 1 to N
only participate in collaboration determined by the network
topology.
Given the network topology, the structure of the sensor
collaboration matrix W(k) at each time instant k is defined
as:
W(k)⊙ (1M1
T
N −A) = 0 (2)
whereW(k) ∈ RM×N is the matrix of collaboration weights,
⊙ denotes the Hadamard product, 1M is the M × 1 vector of
all ones, and 0 is the M ×N matrix of all zeros. The signal
at each sensor node after collaboration at time k is modeled
as:
zi(k) = wii(k)yi(k)+
[ ∑
j∈Ni
wij(k)yj(k)+αi(k)
]
, i ∈ [1,M ]
(3)
where wij(k) is the (i, j)th entry of the collaboration matrix
W(k) which means the weight of the observation transmitted
from jth sensor to the ith sensor, Ni denotes the set of all
the neighbors of the ith sensor, that is to say, Ni = {j|Aij =
1, j ∈ [1, N ], j 6= i}. And αi(k) is the collaboration noise
which is an i.i.d sequence with zero mean and covariance Rαi .
The observation at each sensor after collaboration given in (3)
can be succinctly written as:
zi(k) =
N∑
j=1
wij(k)yj(k) +αi(k), i ∈ [1,M ] (4)
We refer to the observations obtained after collaboration as
the post-collaboration observations.
The post-collaboration observations at all the sensors can
be compactly expressed as follows.
z(k) = [W(k)⊗ IL]y(k) +α(k) (5)
where y(k) =
[
yT1 (k) . . . y
T
N (k)
]T
∈ RNL×1
are the original observations of all the N sensors,
z(k) =
[
zT1 (k) . . . z
T
M (k)
]T
∈ RML×1 are the post-
1In order to obtain the topology of the sensor network, optimal sensor
selection could be conducted first by minimizing the trace of the inverse of
the Bayesian Fisher information matrix [35]. Then the topology matrix of the
sensor network A can be further determined based on the quality of sensor
observations and channel performance.
4collaboration observations at the M sensors, α(k) =[
αT1 (k), . . . ,α
T
M (k)
]T
∈ RML×1 is the collaboration noise
involved in inter-sensor communication, W(k) ∈ RM×N is
the collaboration weight at time k, ⊗ denotes the Kronecker
product and IL is the L-dimensional identity matrix.
Meanwhile, to further reduce the communication cost be-
tween the local sensors and the FC, the observations from
sensor nodes with i ∈ [1,M ] are linearly compressed [11],
[17] as follows:
zci (k) = f
T
i (k)zi(k), i ∈ [1,M ] (6)
where fi(k) is the compression vector at ith sensor.
We refer to the compressed post-collaboration observations
as the compressed observations. The compressed observations
at all the sensors can be compactly written as
zc(k) = F(k)[W(k)⊗ IL]y(k) + F(k)α(k) (7)
where F(k) = blkdiag{fT1 , . . . , f
T
M} ∈ R
M×ML is the com-
pression matrix, and zc(k) = [zc1(k), . . . , z
c
M (k)]
T represents
the compressed observations from all the M sensors.
In order to reduce unnecessary energy cost, in this paper we
assume that each sensor is equipped with only one antenna
while the FC is equipped with S antennas. Therefore, the
signal received by the jth antenna at the FC through a coherent
MAC can be expressed as:
qj(k) = g
T
j (k)z
c(k) + ǫj(k), j ∈ [1, S] (8)
where gj(k) ∈ RM×1 is the channel fading between the
M sensors and the jth antenna of the FC, and ǫi(k) is the
corresponding channel noise at the jth antenna.
Therefore, the signal received at FC can be summarized as
q(k) =G(k)zc(k) + ǫ(k)
=G(k)F(k)[W(k)⊗ IL]H(k)x
+G(k)F(k)[W(k) ⊗ IL]v(k)
+G(k)F(k)α(k) + ǫ(k)
(9)
where q(k) =
[
q1(k) . . . qS(k)
]T
∈ RS×1 is the
received signal at FC through S antennas, G(k) =[
g1(k) . . .gS(k)
]T
∈ RS×M is the channel fading matrix,
H(k) =
[
HT1 (k) . . .H
T
N (k)
]T
∈ RNL×P is the linear obser-
vation matrix, v(k) =
[
vT1 (k) . . .v
T
N (k)
]T
and ǫ(k) are the
i.i.d additive Gaussian noise vectors at the FC with zero mean
and covariance Rǫ = E{ǫ(k)ǫT (k)}.
For ease of notation, we defineD(k) = G(k)F(k)[W(k)⊗
IL]H(k) and nq(k) = G(k)F(k)[W(k) ⊗ IL]v(k) +
G(k)F(k)α(k) + ǫ(k), then (9) can be rewritten as
q(k) = D(k)x(k) + nq(k) (10)
Next, we discuss the communication cost associated with
collaboration and compression.
B. Communication Cost
Consider the energy consumption at each sensor of the
entire system. It consists of two parts: inter-sensor com-
munication for spatial collaboration and for transmitting the
compressed observations from the selected sensors to the FC.
According to (3), the energy cost consumed by the ith
sensor at time k can be formulated as:
C
(1)
i (k) =
∑
j∈Ni
‖wji(k)yi(k)‖
2
2, i ∈ [1, N ] (11)
where Ni denotes the set of all the neighbors of the ith sensor.
Given the collaboration matrix and the compression matrix, its
expectation over random vector x can be expressed as
E[C
(1)
i (k)] =E[y
T
i (k)yi(k)]
M∑
j 6=i,j=1
w2ji(k)
=tr[Ryi(k)]{e
T
i [W(k)⊙ I˜]
T [W(k)⊙ I˜]ei}
(12)
where Ryi(k) = Hi(k)RxH
T
i (k) + Rvi , tr[Ryi(k)] is the
trace of Ryi(k), ⊙ denotes the Hadamard product, I˜ =
1M1
T
N − [IM ,0M×(N−M)] and ei is a basis vector whose
ith element is 1, and 0 for others.
Besides, based on (7), the energy consumed for transmitting
the compressed observations from each sensor to the FC is
given by
C
(2)
i (k) =
{
fTi
[ N∑
j=1
wij(k)yj(k) +αi(k)
]}2
, i ∈ [1,M ]
(13)
and its expectation over x is written as
E[C
(2)
i (k)] =f
T
i (k)Wi(k)Ry(k)W
T
i (k)fi(k)
+ fTi (k)(e
T
i ⊗ IL)Rα(ei ⊗ IL)fi(k)
(14)
where Wi(k) = e
T
i W(k) ⊗ IL, ⊗ denotes the Kronecker
product, Ry and Rα are the covariances of the observation
and collaboration noises which are given by
Ry(k) =
E[y1(k)y
T
1 (k)] · · · E[y1(k)y
T
N (k)]
...
. . .
...
E[yN (k)y
T
1 (k)] · · · E[yN (k)y
T
N (k)]
 (15)
Rα =
 E(α1α
T
1 ) · · · E(α1α
T
M )
...
. . .
...
E(αMα
T
1 ) · · · E(αMα
T
M )
 (16)
where
E[yi(k)y
T
j (k)] =
{
Hi(k)RxH
T
i (k) +Rvi , i = j
Hi(k)RxH
T
j (k), i 6= j
(17)
E(αiα
T
j ) =
{
Rαi , i = j
0, i 6= j
(18)
In short, the overall energy consumed at the ith sensor could
be expressed as:
E[Ci(k)] =
{
E[C
(1)
i (k)] + E[C
(2)
i (k)], i ∈ [1,M ]
E[C
(1)
i (k)], i ∈ [M + 1, N ]
(19)
Before concluding this part, some intuition behind energy
allocation is discussed. For the first M sensors, there is a
trade-off among collaboration and compression. To obtain
better estimation performance, those sensors with poor channel
5quality associated with the FC may prefer to allocate energy to
collaboration instead of compression. On the contrary, those
sensors with better channel quality prefer to assign most of
their energy for compression.
C. Problem Formulation
In this part, a recursive estimator of x is presented under
the proposed framework. Let all the previous observations at
time k be denoted as Θ(k) = {q(0),q(1), . . . ,q(k)}, then,
the optimal recursive estimator at time k is given by
xˆ(k) =E[x|Θ(k)]
=xˆ(k − 1) +T(k){q(k)− E[q(k)|Θ(k − 1)}
(20)
where T(k) is the filter gain at FC.
As the noise at time k is independent of all the previous
observations at time k − 1, namely Θ(k − 1), then
E[q(k)|Θ(k − 1)] = D(k)xˆ(k − 1) (21)
Consequently, the estimation error can be expressed as
e(k) =x(k)− xˆ(k)
=[I−T(k)D(k)]e(k − 1)−T(k)nq(k)
(22)
Correspondingly, the error covariance is given by
P(k) =[I−T(k)D(k)]P(k − 1)[I−T(k)D(k)]T
+T(k)Rn(k)T
T (k)
(23)
where Rn(k) = G(k)F(k)[W(k) ⊗ IL]Rv[W(k) ⊗
IL]
TFT (k)GT (k) +G(k)F(k)RαF
T (k)GT (k) +Rǫ is the
noise covariance and
Rv =
E(v1v
T
1 ) · · · E(v1v
T
N )
...
. . .
...
E(vNv
T
1 ) · · · E(vNv
T
N )
 (24)
where
E(viv
T
j ) =
{
Rvi , i = j
0, i 6= j
(25)
The Mean square error (MSE) could be written as
Φ{W(k),F(k),T(k)} = E[eT (k)e(k)] = tr[P(k)]. There-
fore, our problem could be summarized as
minimize
T,W,F
Φ{T(k),W(k),F(k)}
subject to W(k)⊙ (1M1
T
N −A) = 0
E(Ci) ≤ µi, i ∈ [1, N ]
(26)
III. OPTIMAL COLLABORATION AND COMPRESSION
MATRIX DESIGN
In this section, a detailed algorithm is introduced for im-
plementing the optimal estimation scheme under the proposed
framework. To achieve this, an iterative optimization method is
used in this paper. In Sec III-A to III-C, we obtain the optimal
solutions forW(k),F(k),T(k) which yield the centralized and
decentralized algorithms respectively. Finally, the convergence
of the proposed algorithm is investigated.
A. Optimal Sensor Collaboration
As the structure of W(k) may be sparse which is deter-
mined by the sensor network topology, it makes the problem
(26) hard to solve. To overcome this problem, motivated by
[17], we establish the correspondence between the structure
of the sparse network topology and collaboration weights.
Specifically, we first vectorize the collaboration matrix and
eliminate all the elements whose corresponding entry in the
network topology matrix A equals to zero, then constitute a
new vectorw ∈ RU×1 where U is the total number of nonzero
elements in A. Obviously, there exists a unique one-to-one
mapping from W to w which can be expressed as
wu = [W]munu (27)
where mu and nu are the corresponding row and column
indices of the uth entry of vector w and [W]mn denotes the
(m,n)th element of matrix W.
By observing the expanded expression of the trace of the
error covariance in (83), it can be seen that the error covariance
consists of two specific functions in terms of collaboration
matrix W(k), which are tr[B(W ⊗ I)C(W ⊗ I)TD] and
tr[B(W ⊗ IL)C]. In order to simplify the original problem
(26), a relationship between W and w is observed and
provided in Proposition 1.
Proposition 1. Given a matrix W ∈ RM×N and its colum-
nwise vector w ∈ RU which consists of the nonzero element
of W such that wu = Wmunu where mu ∈ [1,M ],nu ∈
[1, N ],u ∈ [1, U ]. The expression of aT (W⊗ IL), tr[B(W⊗
IL)C(W⊗IL)TD], and tr[B(W⊗IL)C] can be equivalently
expressed as functions of w.
aT (W ⊗ IL) = w
TA (28)
tr[B(W ⊗ IL)C(W ⊗ IL)
TD] = wTEw (29)
tr[B(W ⊗ IL)C] = w
T c˜ (30)
where A ∈ RU×(NL), E ∈ RU×U and c˜ are given by
[A]uj =
{
aL(mu−1)+j−L⌊ j−1L ⌋
, nu = ⌊
j−1
L ⌋+ 1
0, otherwise
(31)
E =
∑
i=1
B˜iCD˜
T
i (32)
c˜ =
∑
i=1
B˜ici (33)
Also, B˜i and C˜i are given by
[B˜i]uj =
{
[bi]L(mu−1)+j−L⌊ j−1L ⌋
, nu = ⌊
j−1
L ⌋+ 1
0, otherwise
(34)
[D˜i]uj =
{
[di]L(mu−1)+j−L⌊ j−1L ⌋
, nu = ⌊
j−1
L ⌋+ 1
0, otherwise
(35)
for u ∈ [1, U ] and j ∈ [1, NL], where bi is the ith row of
matrix B, ci is the ith column of matrix C and di is the ith
column of matrix D.
6Proof. See Appendix A.
Based on Proposition 1, the original problem in terms of
W(k) can be reformulated as the function of w
minimize
w
wTΩ(0)w − 2wTd+ η0
subject to wTΩ
(1)
i w+ w
TΩ
(2)
i w + ηi ≤ µi, i ∈ [1,M ]
wTΩ
(1)
i w ≤ µi, i ∈ [M + 1, N ]
(36)
where Ω
(0)
i ,Ω
(1)
i and Ω
(2)
i are all positive definite matrices
2.
The expressions of these coefficient matrices and the proof of
positive definiteness are both given in Appendix B.
The problem formulated in (36) is a Quadratically Con-
strained Quadratic Programming (QCQP) problem which is
an NP-hard problem in general. However, the coefficient
Ω
(0)
i ,Ω
(1)
i and Ω
(2)
i in (36) are both positive definite, which
means it is a convex QCQP problem. Therefore, it can be
directly solved by using interior-point methods with standard
solvers [36].
By solving the QCQP problem in (36), the optimal col-
laboration matrix is obtained. Once the collaboration matrix
is determined, sensors share their weighted observations with
their neighbors. These post-collaboration observations at the
M sensors are first compressed before transmission to the
FC. Then the M sensors send the compressed observations
to the FC. This compression is designed to meet the power
constraints at individual nodes as well as to reduce the commu-
nication overhead. Next, we design near-optimal compression
strategies for the centralized and the decentralized cases.
B. Optimal Compression and Filter gain: Centralized com-
pression case
In this section, we first consider the centralized case under
the proposed framework. Note that, the compression matrix
F(k) is a block diagonal matrix, which can not be optimized
directly. However, if we rewrite the problem (26) in terms of
fi(k), the target function in (26) can be expressed as
Φ{T(k),W(k),F(k)}
=tr[P(k − 1)] + tr[T(k)RǫT
T (k)]
+
M∑
i=1
fTi (k)Wi(k)HP(k − 1)H
TWTi (k)fi(k)πii
− 2
M∑
i=1
fTi (k)Wi(k)HP(k − 1)T(k)gi
+
M∑
i=1
fTi (k)[Wi(k)RvW
T
i (k) +Rαi ]fi(k)πii
+ 2
∑
S1
fTi (k)Wi(k)HP(k − 1)H
TWTi (k)fj(k)πji
+ 2
∑
S1
fTi (k)Wi(k)RvW
T
i (k)fj(k)πji
(37)
2If rTAr > 0 holds for any nonzero vector r, then the symmetric real
matrix A is called positive definite matrix. Normally, it is denoted as A ≻ 0.
Moreover, if rTAr ≥ 0 holds for any vector r, then the symmetric real
matrix A is called positive semi-definite matrix. And it is denoted as A  0.
where πij = g
T
i (k)T
T (k)T(k)gj(k) for i ∈ [1,M ], j ∈
[1, N ] and S1 = {(i, j)|i ∈ [1,M ], j ∈ [1, N ], i 6= j}.
For simplicity, the target function could be equivalently
expressed as the function with respect to fi(k)
Υc{fi(k), fj(k)}
=fTi (k)Wi(k)H(k)P(k − 1)H
T (k)WTi (k)fi(k)πii
− 2fTi (k)Wi(k)H(k)P(k − 1)T(k)gi
+ fTi (k)[Wi(k)RvW
T
i (k) +Rαi ]fi(k)πii
+ 2
∑
S2
fTi (k)Wi(k)HP(k − 1)H
TWTi (k)fj(k)πji
+ 2
∑
S2
fTi (k)Wi(k)RvW
T
i (k)fj(k)πji
=fTi (k)Ω
(3)
i fi(k)− 2fi(k)d
(1)
(38)
where
Ω(3) =πii
[
Wi(k)H(k)P(k − 1)H
T (k)WTi (k)
+Wi(k)RvW
T
i (k) +Rαi
]
 0
(39)
d(1) =Wi(k)H(k)P(k − 1)T(k)gi
+
∑
S2
Wi(k)HP(k − 1)H
TWTi (k)fj(k)πji
+
∑
S2
Wi(k)RvW
T
i (k)fj(k)πji
(40)
and where the matrix Ω(3) is positive semi-definite (please see
Appendix B) and we have S2 = {j|j ∈ [1, N ], i ∈ [1,M ], j 6=
i}.
From (38), it can be seen that the optimization in terms of
fi depends on fj for j 6= i. In order to obtain the optimal
solution of fi for all i ∈ [1,M ], an alternative method is used
here. At each iteration, each fi(k) is optimized by solving the
following problem
minimize
ft
i
(k)
Υc[f
t
i (k), f
t−1
j (k)]
subject to [f ti (k)]
TΩ
(4)
i f
t
i (k) + λi ≤ µi, i ∈ [1,M ]
(41)
where f ti (k) denotes the tth iteration for fi(k), Ω
(4)
i and λi
are coefficients which are given by
Ω
(4)
i =Wi(k)RYW
T
i (k) + (e
T
i ⊗ IL)Rα(ei ⊗ IL) (42)
λi = tr(Ryi){e
T
i [W(k)⊙ I˜]
T [W(k)⊙ I˜]ei} (43)
where Ω
(4)
i is positive definite. As the problem in (41) is also
a convex QCQP problem, it could be solved similarly as (36)
by using interior-point methods with standard solvers.
Once the collaboration matrix W(k) and the compression
matrix F(k) are obtained, the closed form of the filter gain
T(k) is given by
T(k) =P(k − 1)HT [W(k)⊗ I]TFT (k)GT
[D(k)P(k − 1)DT (k) +Rn(k)]
−1
(44)
Then, the centralized algorithm for solving problem (26) is
implemented. The centralized estimation framework is detailed
below.
71) Each sensor estimates the observation matrices Hi(k)
by using a pilot-based method [37] which is transmitted
to the neighbors that are tasked to communicate with the
FC. Then all these matrices are transmitted to the FC.
Meanwhile, the FC also estimates the channel matrix
G(k) by using the same technique.
2) At each time instant k, the collaboration matrix W(k),
the compression matrix fi(k) and the filter gain T(k)
are optimized at the FC by solving (36), (41), and (44)
separately.
3) The FC broadcastsW(k) to all the N sensors and fi(k)
to the M sensors that are tasked to communicate with
the FC.
4) Then, the post-collaboration observations are com-
pressed using (7), and the compressed observations are
transmitted to the FC.
By observing (37), one can see that the communication
costs can be high if the observation matrices H(k) change
quiet frequently, i.e., the channels are fast fading. However,
if the coherence interval of the observation matrices spans
over multiple time instants, i.e., channels are slow fading [12],
then the communication costs will be acceptable. In order to
distribute some of the computational load of the FC, one can
alternatively choose to design the compression matrices locally
at the individual sensors. This algorithm is referred to as the
decentralized compression case and is discussed next.
C. Optimal Compression and Filter gain: Decentralized com-
pression case
In order to obtain compression vectors fi(k) locally, the so-
lution of fi(k) can not depend on fj(k) for j 6= i. Define Λi =∑
j 6=i gif
T
i (k)Wi(k)[Rv+HP(k−1)H
T ]WTj (k)fj(k)g
T
j , then
fi(k) could be obtained locally as long as the following
condition holds
tr
{
T(k)Λi(k)T
T (k)
}
= 0 (45)
Using the above condition, the target function in (38) becomes
Υd[fi(k)] = f
T
i (k)Ω
(3)
i fi(k)− 2f
T
i (k)d
(2) (46)
where d(2) =Wi(k)HP(k − 1)T(k)gi.
Then, the optimization problem in terms of fi(k) becomes:
minimize
fi(k)
Υd[fi(k)]
subject to fTi (k)Ω
(4)
i fi(k) + λi ≤ µi, i ∈ [1,M ]
(47)
Clearly, (47) does not depend on the information from
the other channels which enables each sensor to obtain their
individual compression vectors locally. However, to ensure
that the condition (45) holds, the solution of filter gain T(k)
becomes a non-linear constrained problem as
minimize
T(k)
Φ{T(k),W(k),F(k)}
subject to tr
{
T(k)Λi(k)T
T (k)
}
= 0
(48)
To solve this problem (48), we reformulate it as: Let t˜(k) =
vec[T(k)], where t˜(k) is the vectorized form of T. Then (48)
can be transformed as
minimize
t˜
t˜TΩ
(1)
T t˜− 2ℓ˜
T
t˜
subject to t˜TΩ
(2)
T t˜ = 0
(49)
where Ω
(1)
T , Ω
(2)
T and ℓ˜ are given by
Ω
(1)
T =
{
D(k)P(k − 1)DT (k)
+GF(k)[W(k) ⊗ IL]Rv[W(k)⊗ IL]
TFT (k)GT
+GF(k)RαF
T (k)GT +Rǫ
}
⊗ IP
(50)
Ω
(2)
T = B
T (k)⊗ IP (51)
ℓ˜ = vec{P(k − 1)HT [W(k)⊗ IL]
TFT (k)GT } (52)
where B(k) =
∑M
i=1Λi.
Even though Ω
(1)
T is a positive definite matrix which means
the target function in (49) is convex, Ω
(2)
T is not a positive
definite matrix. Thus, problem (49) turns out to be a non-
convex QCQP which is hard to solve in general. However,
there is only one constraint in problem (49). Motivated by the
strategy proposed in [38] for solving one-constraint QCQP
problems, the problem (49) can be solved by making use of
the symmetry of matrix Ω
(2)
T .
Due to the fact that Ω
(1)
T is a positive definite matrix, its
eigenvalue decomposition is given by Ω
(1)
T = U1Σ1U
T
1 and
Σ1 = diag(δ1, δ2, . . . , δPS) where δi > 0 is the ith eigenvalue
of Ω
(1)
T . Let V = U1Σ
1/2
1 , then
V−1Ω
(1)
T V
−T = Σ
−1/2
1 U
T
1Ω
(1)
T U1Σ
−1/2
1 = IPS (53)
Notice that Ω
(2)
T is real symmetric then V
−1Ω
(2)
T V
−T is
also real symmetric which means it can be diagonalized as
V−1Ω
(2)
T V
−T = U2Σ2U
T
2 . Let M0 = VU2, then
M−10 Ω
(2)
T M
−T
0 = U
T
2V
−1Ω
(2)
T V
−TU2 = Σ2 (54)
Now, let M =M−10 , it can be shown that
MΩ
(1)
T M
T = IPS , MΩ
(2)
T M
T = Σ2 (55)
where Σ2 = diag(σ1, . . . , σPS), and σi is the ith eigenvalue
of Ω
(2)
T .
Then, the problem in (49) can be rewritten as
minimize
r
rT r− 2rTMℓ˜
subject to rTΣ2r = 0
(56)
where r =M−T t˜.
The Lagrangian of problem (49) is given by
L(r, β) = rT (I+ βΣ2)r− 2r
TMℓ˜ (57)
Since Ω
(2)
T is non-positive definite, there exists a feasible β
that could satisfy I+ βΣ2  0. Then, there are two cases:
1) Case one: I+ βΣ2 ≻ 0
Notice the range of β which satisfies I+βΣ2 ≻ 0, that
is to say, 1 + βσi > 0 for all i. In this range, we can
8find the minimum value of problem (57) by taking the
derivative with respect to r and letting it equal to zero:
r = (I+ βΣ2)
−1Mℓ˜ (58)
Substitute r into the equality constraint in (56), and let
m =Mℓ˜, then we could get a nonlinear equation with
respect to β
PS∑
i
σim
2
i
(1 + βσi)2
= 0 (59)
where mi is the ith element of m. Therefore, as long
as the solution obtained from (59) belongs to the range
of I+ βΣ2 ≻ 0, then the corresponding r in (58) is the
optimal solution of problem (56). To obtain the solution
of (59), notice that the derivative of the lefthand side in
(59) with respect to β is
−
PS∑
i
2σ2im
2
i
(1 + βσi)3
< 0 (60)
which means the lefthand side of (59) monotonically
decreases with increasing β. Therefore, we can find the
solution by looking for where the change of sign in the
lefthand happens using the bisection method.
2) Case two: I + βΣ2  0 and I + βΣ2 is singular. As
Ω
(2)
T is indefinite, there are two solutions of β that are
possible. One is that β = −1/σmin when σmin < 0, the
other one is that β = −1/σmax when σmax > 0. Then,
check if there is any r that could make the Karush-Kuhn-
Tucker (KKT) conditions hold for these β:
(I+ βΣ2)r = −Mℓ˜, r
TΣ2r = 0 (61)
Once r is obtained, one can get the solution of (49)
from t˜⋆ = M−1r. Then the near optimal filter gain T(k)
could be obtained by reshaping t˜(k). The detailed steps for
decentralized estimation are summarized in Algorithm.III-E.
The decentralized sequential estimation algorithm is de-
tailed as follows.
1) Each sensor estimates the observation matrices Hi(k)
and the FC estimates the channel G(k) between the
local sensors and the FC by using the pilot-based method
same as for the centralized algorithm.
2) At each time instant k, the FC updates the collaboration
matrix and filter gain by solving (36) and (44). Then,
the FC broadcasts updated W(k) and T(k) to all the
local sensors.
3) Local sensors which are tasked to communicate with
the FC update their compression vectors locally by
solving (47). The post-collaboration observations are
compressed using (7) then the compressed observations
are transmitted to the FC.
4) Prior to transmitting the compressed data, local sensors
first coherently transmit the packet headers which consist
of fi and H(k) to the FC.
D. Convergence analysis
In this part, the convergence of the R-LMMSE estimator is
analyzed. The following lemma shows the strict monotonicity
of the proposed sequential estimator under certain condition.
Lemma 1. As long as the designed collaboration matrix
W(k) and compression matrix F(k) satisfies D(k) 6= 0, MSE
will strictly decrease with the update of W(k), F(k) and
T(k). In other words, it will satisfy the following property
Φ[W(k−1),F(k−1),T(k−1)]−Φ[W(k),F(k),T(k)] > 0
(62)
Proof. See Appendix C
As can be seen from Lemma 1, the monotonicity of the R-
LMMSE is not affected by the collaboration and compression
strategies as long as the condition D(k) 6= 0 is satisfied.
However, it is evident that the algorithm will converge faster
with the suitably designed collaboration and compression
strategies. In other words, by designing optimal or near-
optimal collaboration and compression strategies, the rate of
convergence of the estimator can be improved.
E. Benchmark
In this section, we present a benchmark algorithm to com-
pare the performance of the proposed algorithms. Specifically,
we assume that the FC has access to all the observations
(uncompressed and without collaboration) from all N sensors.
Then, the R-LMMSE estimator of x for the benchmark system
is given as
xˆ(k) = xˆ(k − 1) +T(k)[y(k) −H(k)xˆ(k − 1)] (63)
where y(k) =
[
yT1 (k) . . . y
T
N (k)
]T
∈ RNL×1. And the
corresponding filter gain and error covariance update are given
by
T(k) = P(k−1)HT (k)[H(k)P(k−1)HT (k)+Rv]
−1 (64)
P(k) = P(k − 1)−T(k)H(k)P(k − 1) (65)
Since for this system the FC makes use of all the obser-
vations from each sensor and provides the best achievable
performance, it is reasonable to adopt this estimator as the
benchmark.
Algorithm 1 Distributed Sequential MMSE estimation
Initialization: W(0), F(0), P(0)
While k > 0
If Compression matrix is computed centrally
• Update collaboration matrix W(k) using (36)
• Update compression matrix {fi(k)}Mi=1 at FC using (41)
• Update filter gain matrix T(k) using (44)
• Update error-covariance matrix P(k) using (23)
If Compression matrix is computed locally
• Update collaboration matrix W(k) using (36)
• Update compression matrix {fi(k)}Mi=1 locally using (47)
• Update filter gain matrix T(k) using (49)
• Update error covariance matrix P(k) using (23)
End
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Fig. 2. MSE performance of different algorithms with respect to time where
ρ denotes the numbers of iteration during each time slot k.
IV. NUMERICAL RESULTS
In this section, we present several simulation results to
demonstrate the effectiveness of our proposed algorithms.
Specifically, the MSE performance as a function of various
parameters is considered.
For ease of comparison, a random vector x with zero mean
and covariance matrix Rx = IP is considered. At each time
k, the individual elements of the observation matrix H(k)
and channel matrix G(k) are assumed as zero mean and
unit-variance Gaussian random variables. At the same time,
the observation noise, vi(k), collaboration noise, αi(k), and
communication channel noise at the FC, ǫ(k), are all assumed
to be independent (spatially and temporally) zero mean Gaus-
sian random vectors with covariance matrices Rvi = σ
2
viIL,
Rαi = σ
2
αi
IL and Rǫ = σ
2
ǫ
IS , respectively. We define
the SNR in terms of observation noise, collaboration noise
and communication noise at the FC as 1/σ2vi , 1/σ
2
αi
and
1/σ2
ǫ
, respectively. In the following, the SNR across all of
the channels is set as 20 dB, unless otherwise specified.
Fig.2 presents the MSE performance of the proposed cen-
tralized algorithm and decentralized algorithm on a wireless
sensor network with P = 3, L = 6, N = 7 and M = 3.
Also, the benchmark introduced in Section.III.F is used here
for comparison. The sensor network topology is set as fully
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Fig. 3. MSE performance as a function of SNR in terms of observation noise.
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Fig. 4. MSE performance as a function of SNR in terms of communication
noise at the FC.
connected which means Amn = 1 for all m ∈ [1,M ], n ∈
[1, N ]. As can be seen, both the centralized and decentralized
algorithms perform well and the MSE converges with time
k. The MSE performance in the decentralized case is poorer
compared with the centralized case as the solution of the filter
gain in (49) is a constrained optimization problem while in the
centralized case it is an unconstrained problem. The number
of iterations are set as ρ = 20 and ρ = 100 respectively for
the two cases. The interesting thing is that with more than 100
iterations, the decentralized algorithm can achieve almost the
same performance as the centralized case which proves the
effectiveness of the decentralized algorithm.
In Figures 3 and 4, we plot the MSE performance of
the proposed algorithms for different channel SNRs defined
earlier in this section. Fig.3 shows the MSE as a function of
measurement noise with k = 100, ρ = 100. Here, the time
k and the number of iterations ρ are both kept sufficiently
large to ensure that the algorithms have converged to sufficient
accuracy. It can be seen that the MSE decreases with SNR as
expected. MSE as a function of communication channel noise
at the FC as shown in Fig.4 shows a similar behavior.
In Fig.5, the MSE performance as a function of the number
of sensors M that could communicate with FC is given for
p = 3, N = 7 for k = 30, ρ = 10. As can be seen, with the
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Fig. 5. MSE performance as a function in terms of number of sensors M
that are tasked to communicate with the FC.
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Fig. 6. MSE performance as a function of a number of sensors N .
increase in the number of sensors that can communicate with
FC, the MSE improves. This decrease in MSE is reasonable
as the FC can access more information from the sensors.
In Fig.6, the MSE performance in terms of the number of
sensors N is plotted for p = 3, M = 3, k = 30 and
ρ = 10. As we can see, the MSE performance improves as N
increases. This behavior is also expected as now more sensors
are collaborating in order to send information to the FC. In
Fig.7, the normalized MSE performance as a function of the
signal dimension, p, is presented for M = 3, N = 7, k = 30
and ρ = 10. The normalized MSE is defined as tr(P(k))/p
for fair comparison. It can be seen that with the increase in
the parameter dimension, the MSE also increases as expected.
This happens because the estimation problem becomes more
and more difficult with the increase in signal dimension.
Finally, in Fig.8, a sparse sensor network topology is consid-
ered. The spatial placement and network structure is modeled
as a random geometric graph, [13], [39], where sensors are
assumed to be placed in a unit square meter area. All the
sensors are only allowed to communicate with their neighbors
when the distance between the neighbors is no more than
r0 meters. Here, r0 denotes the collaboration radius. When
the collaboration radius r0 = 1, the network will be fully
connected. As can be seen, the MSE performance improves
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Fig. 7. Normalized MSE performance as a function of parameter dimension
p.
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Fig. 8. MSE performance as the function of collaboration radius r0.
with the increase of collaboration radius, r0. Since more
sensors are allowed to collaborate, thereby, more information
will be transmitted to the FC for estimation.
V. ESTIMATION OF TIME-VARYING PARAMETERS
In this section, distributed sequential estimation for tracking
a time-varying parameter vector is considered. We assume that
the state of the target follows
x(k) = As(k − 1)x(k − 1) + ns(k − 1) (66)
where As(k − 1) is the known state transition matrix and
ns(k − 1) is the state noise with zero mean and covariance
Rns = E[ns(k)n
T
s (k)].
Similar to the derivation of sequential MMSE estimation of
x in Sec.II.C, the prediction of x(k|k−1) and P(k|k−1) are
given by
xˆ(k|k − 1) = As(k − 1)xˆ(k − 1|k − 1) (67)
P(k|k−1) = As(k−1)Pˆ(k−1|k−1)A
T
s (k−1)+Rns (68)
The corresponding state update steps follow
xˆ(k|k) = xˆ(k|k − 1) +T(k){q(k) − E[q(k)|Θ(k − 1)]}
(69)
P(k|k) = [I−T(k)D(k)]P(k − 1|k − 1)[I−T(k)D(k)]T
+T(k)Rn(k)T
T (k) (70)
where E[q(k)|Θ(k − 1)] = D(k)xˆ(k|k − 1), D(k) =
G(k)F(k)[W(k) ⊗ IL]H(k). Then the estimation error co-
variance can expressed recursively as
P(k|k) =D˜(k)As(k − 1)Pˆ(k − 1|k − 1)A
T
s (k − 1)D˜
T (k)
+ D˜(k)RnsD˜
T (k) +T(k)Rn(k)T
T (k)
(71)
where D˜(k) = I−T(k)D(k).
We can also apply the proposed algorithm for this case. The
method in Sec.III could be used to obtain the optimal collab-
oration and compression strategies. Thus, one can obtain the
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solution for the time-varying parameters estimation problem
following a similar process.
VI. CONCLUSION
This paper focused on the problem of distributed sequen-
tial estimation of a random parameter vector in a resource
constrained WSN. A communication efficient collaboration-
compression framework was proposed for solving this prob-
lem. Specifically, the local sensors first collaborate (via a
collaboration matrix) with each other and then a subset of
sensors transmit the observations obtained after collaboration
to the FC. Importantly, before transmission to the FC the
observations at the local sensors are compressed to reduce the
communication costs further. Near-optimal collaboration and
linear compression strategies are designed jointly for the goal
of recursively minimizing the mean square error. Further, we
show that even though the work focused on estimating random
vectors, the proposed methods can be used for estimating time-
varying random vector parameters with a known transition
matrix.
Future extensions of this work include, power allocation
for individual sensors while designing efficient collaboration-
compression strategies in the WSNs. Also, the problem of
optimal topology design under the proposed framework is an
interesting research direction. Moreover, quantization based
schemes for collaboration and compression will also be an
interesting future research direction.
APPENDIX A
CONSTRAINT FUNCTION
Let w ∈ RU be the nonzero elements of vec(W) whereW ∈
R
M×N . Apparently, each element in w uniquely correspond to
W, which can be noted as wu =Wmunu where mu ∈ [1,M ],
nu ∈ [1, N ], u ∈ [1, U ].
Given a ∈ RML, we can get
aT (W⊗ IL) = [a
T [W⊗ IL].1, . . . , a
T [W⊗ IL].NL] (72)
where aT [W⊗ IL].j represents the jth column of aT [W⊗ IL].
Meanwhile, given A ∈ RU×NL,
wTA = [wTA.1, . . . ,w
TA.NL] (73)
where A.j is the jth column of A and w
TA.j =∑U
u=1WmunuAuj for j ∈ [1, NL].
Consider the jth entry of wTA, we can obtain
[wTA]j =
U∑
u=1
WmunuAuj
=
U∑
u=1,nu=⌊
j−1
L
⌋+1
aL(mu−1)+j−L⌊ j−1L ⌋)
Wmuj
=
M∑
mu=1
aL(mu−1)+j−L⌊ j−1L ⌋
Wmuj
= [aT (W⊗ IL)]j
(74)
where we have made use of the fact that
Auj =
{
aL(mu−1)+j−L⌊ j−1L ⌋)
, nu = ⌊
j−1
L ⌋+ 1
0, otherwise
(75)
Next, we will show the provement of property (29). Given
B ∈ RP×ML , C ∈ RNL×NL and D ∈ RML×P , we can
obtain that
tr[B(W⊗IL)C(W⊗IL)
TD] =
P∑
i=1
eTi B(W⊗IL)C(W⊗IL)
TDei
(76)
where B =
[
b1 · · · bP
]T
, D =
[
d1 · · · dP
]
and ei
is the base vector whose entries are zero except that the ith
entry is 1.
By using the property (28), we have
eTi B(W⊗ IL) = b
T
i (W⊗ IL) = w
T B˜i (77)
(W⊗ IL)
TDei = (W⊗ IL)
Tdi = D˜
T
i w (78)
where
[B˜i]uj =
{
[bi]L(mu−1)+j−L⌊ j−1L ⌋
, nu = ⌊
j−1
L ⌋+ 1
0, otherwise
(79)
and
[D˜i]uj =
{
[di]L(mu−1)+j−L⌊ j−1L ⌋
, nu = ⌊
j−1
L ⌋+ 1
0, otherwise
(80)
for u ∈ [1, U ] and j ∈ [1, NL]
Therefore,
tr[B(W⊗IL)C(W⊗IL)
TD] =
rB∑
i=1
wT B˜iCD˜
T
i w = w
TEw
(81)
where E =
∑
i=1 B˜iCD˜
T
i , rB represents the number of rows
of matrix B, then we can obtain property (29). Similarly,
tr[B(W⊗I)C] =
∑
i=1
eTi B(W⊗I)Cei = w
T (
∑
i=1
B˜ici) = w
T c˜i
(82)
where ci is the ith column of C.
APPENDIX B
COEFFICIENT MATRIX
Based on proposition 1, the problem in (26) can be ex-
pressed as the quadratic function of w. Recall the expression
of error corvariance is given by
tr[P(k)]
=tr{[I−T(k)D(k)]P(k − 1)[I−T(k)D(k)]T
+T(k)Rn(k)T(k)
T }
=tr[P(k − 1)] + tr[T(k)RǫT
T (k)]
+ tr{T(k)GF(k)[W(k)⊗ IL]H(k)P(k − 1)H
T (k)
[W(k)⊗ IL]
TFT (k)GTTT (k)}
− tr{T(k)GF(k)[W(k)⊗ IL]H(k)P(k − 1)}
− tr{P(k − 1)HT (k)[W(k)⊗ IL]
TFT (k)GTTT (k)}
+ tr{T(k)GF(k)[W(k)⊗ IL]Rv[W(k)⊗ IL]
TFT (k)
GTTT (k)}
+ tr[T(k)GF(k)RαF
T (k)GTTT (k)]
(83)
12
Let B
(0)
0 = T(k)GF(k), C
(0)
0 = H(k)P(k − 1)H
T (k) +
Rv, D
(0)
0 = F
T (k)GTTT (k) and C
(0)
1 = H(k)P(k − 1),
according to (29) and (30), we can get
tr[B
(0)
0 (W ⊗ IL)C
(0)
0 (W⊗ IL)
TD
(0)
0 ] = w
TΩ(0)w (84)
tr[B
(0)
0 (W ⊗ IL)C
(0)
1 ] = w
Td (85)
and the constant term η0 is given by
η0 =tr[P(k − 1)] + tr[T(k)RǫT
T (k)]
+ tr[T(k)GF(k)RαF
T (k)GTTT (k)]
(86)
Then, the target function in terms ofW(k) can be represented
as the function of w(k) as follows
tr[P(k)] =wTΩ(0)w− 2wTd+ η0 (87)
At the same time, the expected energy cost for sensor
collaboration in (12) is given by
E[C
(1)
i (k)] = tr(Ryi){e
T
i [W(k)⊙ I˜]
T [W(k)⊙ I˜]ei} (88)
Let W˜(k) =W(k)⊙ I˜, where W˜(k) is same asW(k) except
that the diagonal elements are set as 0. Then (88) can be
reexpressed as:
E[C
(1)
i (k)] =tr(Ryi)tr{[W(k)⊙ I˜]eie
T
i [W(k)⊙ I˜]
T }
=tr(Ryi)tr[W˜(k)eie
T
i W˜
T
(k)]
(a)
= tr(Ryi)w˜
TEiw˜
(b)
= tr(Ryi)w
TJTEiJw
(89)
where the transition of (a) can be obtained by
tr[B
(1)
0 (W˜ ⊗ IL)C
(1)
0 (W˜ ⊗ IL)
TD
(1)
0 ] = w˜
TΩ(1)w˜ (90)
where B
(1)
0 = D
(1)
0 = IM , C
(1)
0 = eie
T
i ,L = 1 and s is the
number of nonzero entries in W˜(k), and w˜ ∈ Rs×1 is the
vector consists of the nonzero element of W˜(k). At the same
time, w consists of the nonzero elements of W(k), which
means w˜ can be linearly transformed into w as (b). And J is
given by
[J]ij =
{
1, L(i) = j
0, otherwise
(91)
where L = {u|wu =Wmunu ,mu 6= nu}.
In order to make it clear, a simple example is provided as
follows. Assume the collaborative matrix W(k) and W˜(k)
are given by
W =
w1 0 0 w5 w7 0w2 w3 0 0 w8 w9
0 0 w4 w6 0 0
 (92)
W˜ =
 0 0 0 w5 w7 0w2 0 0 0 w8 w9
0 0 0 w6 0 0
 (93)
then, the corresponding vectors are given by
w =
[
w1 w2 w3 w4 w5 w6 w7 w8 w9
]T
(94)
w˜ =
[
w2 w5 w6 w7 w8 w9
]T
(95)
and the corresponding transition matrix J is given by
J =

0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1
 (96)
Thus, the coefficient matrix Ω(1) is given by
Ω(1) = tr(Ryi)J
TEiJ (97)
The compression cost is given by
E[C
(2)
i (k)]
=fTi (e
T
i ⊗ IL)[W(k)⊗ IL]RY [W(k)⊗ IL]
T (ei ⊗ IL)fi
+ fTi (e
T
i ⊗ IL)Rα(ei ⊗ IL)fi
=tr{(ei ⊗ IL)fif
T
i (e
T
i ⊗ IL)[W(k)⊗ IL]RY [W(k)⊗ IL]
T }
+ fTi (e
T
i ⊗ IL)Rα(ei ⊗ IL)fi
(98)
LetB
(2)
0 = (ei⊗IL)fif
T
i (e
T
i ⊗IL), C
(2)
0 = Ry, andD
(2)
0 =
IML, then Ω
(2) and η1 can be given by
tr[B
(2)
0 (W ⊗ IL)C
(2)
0 (W⊗ IL)
TD
(2)
0 ] = w
TΩ(2)w (99)
η1 = f
T
i (e
T
i ⊗ IL)Rα(ei ⊗ IL)fi (100)
Then, all the coefficient is problem (36) are provided.
Consider the positive definiteness of the coefficient matrix.
Based on (84) and (32), for any nonzero vector r
rTΩ(0)r = rT
rB∑
i=1
[B˜
(0)
0 ]iC
(0)
0 [B˜
(0)
0 ]
T
i r
=rT
rB∑
i=1
[B˜
(0)
0 ]i[H(k)P(k − 1)H
T (k) +Rv][B˜
(0)
0 ]
T
i r
=E{rT
rB∑
i=1
[B˜
(0)
0 ]iH(k)e(k − 1)e
T (k − 1)HT (k)[B˜
(0)
0 ]
T
i r}
+ E{rT
rB∑
i=1
[B˜
(0)
0 ]iv(k)v
T (k)[B˜
(0)
0 ]
T
i r}
=
rB∑
i=1
E
{
{rT [B˜
(0)
0 ]iH(k)e(k − 1)}
2
}
+
rB∑
i=1
E
{
{rT [B˜
(0)
0 ]iv(k)}
2
}
> 0
(101)
which means that Ω(0) is a positive definite matrix.
Then, consider Ω(1) and Ω(2). Observe (89) and (99), for
any nonzero vector w, there always exists a corresponding
W(k) that can make the equalities hold. More specifically,
given network topology A, any vector w can be mapped into
W(k) through (27). Meanwhile, from (11) and (13), it is
evident that
E[C
(1)
i (k)] ≥ 0, E[C
(2)
i (k)] ≥ 0 (102)
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always hold with equality when is no communication.
That is to say, for any nonzero vector w,
wTΩ
(1)
i w > 0 and w
TΩ
(2)
i w > 0 (103)
always hold, which implies thatΩ(1) andΩ(2) are also positive
definite matrices.
Consider the proof of positive semi-definiteness of Ω(3).
For any nonzero vector r,
rTΩ(3)r =πiir
T
[
Wi(k)H(k)P(k − 1)H
T (k)WTi (k)
+Wi(k)RvW
T
i (k) +Rαi
]
r
(104)
where πii = ‖T(k)gi(k)‖22 ≥ 0, and
rT
[
Wi(k)H(k)P(k − 1)H
T (k)WTi (k)
+Wi(k)RvW
T
i (k) +Rαi
]
r
=E{[rTWi(k)H(k)e(k − 1)]
2}+ E{[rTWi(k)v(k)]
2}
+ E{[rTαi(k)]
2} > 0
(105)
therefore, rTΩ(3)r ≥ 0 holds for any nonzero vector r.
Therefore, Ω(3) is a positive semi-definite matrix.
APPENDIX C
PROVE OF MSE CONVERGENCE
Before we show the convergence of the proposed algorithm,
a lemma will be used in our provement is provided [40].
Lemma 2. For any matrix A and B which are symmetric and
non-negative definite, have the following property
λmin(A)tr(B) ≤ tr(AB) ≤ λmax(A)tr(B) (106)
where λmin and λmax are the smallest and biggest eigenvalue
of matrix A respectively.
In the centralized case, the decoder can be expressed in
closed form as follows.
T(k) =P(k − 1)HT [W(k)⊗ I]TFT (k)GT
[D(k)P(k − 1)DT (k) +Rn(k)]
−1
(107)
Denote Ra = [D(k)P(k−1)DT (k)+Rn(k)]−1, then T(k)
can be compactly expressed as
T = P(k − 1)HT [W(k)⊗ I]TFTGTRa (108)
At the same time,
P(k) = P(k−1)−T(k)GF(k)[W(k)⊗I]HP(k−1) (109)
then
Φ(k − 1)− Φ(k)
=tr{P(k − 1)HT [W(k)⊗ I]TFTGTRaGF[W ⊗ I]HP(k − 1)}
≥λmin[P
2(k − 1)]tr{HT [W(k)⊗ I]TFTGTRaGF[W ⊗ I]H}
≥λ2min[P(k − 1)]λmin(Ra)tr[D(k)D
T (k)]
=λ2min[P(k − 1)]λmin(Ra)‖D‖
2
F
(110)
From (110), it can be seen that MSE will strictly decrease
with the update of W(k), F(k) and T(k) as long as the
designed collaboration matrix W(k) and compression matrix
F(k) could satisfy D(k) 6= 0 and λmin(Ra) > 0.
Notice that R−1a is symmetric and positive definite, which
means that
λ(Ra) =
1
λ(R−1a )
> 0 (111)
Therefore, we can obtain
Φ(k − 1)− Φ(k) > 0. (112)
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