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ABSTRACT
In the past decade, the appearance of multiple autonomous vehicle platforms
- such as self-driving cars (SDC), unmanned aerial vehicles (UAVs), delivery
robots and precision agriculture drones - have emerged with an accelerated
pace. Their development has been driven by enormous research at the in-
tersection of control technology and machine learning, enabling autonomous
operations, and minimizing human intervention. While the minimization of
human intervention has the objective of minimizing the impact of potential
human errors, it comes at the price of rigorously formulating and solving
challenging problems as collision avoidance that humans quite often do sub-
consciously and with ease.
This dissertation introduces a framework for collision avoidance, where
the measurement of the distance to objects and obstacles is not available.
This limitation is common to all low-cost and small, ground, or flying vehi-
cles that are not equipped with expensive cameras. The proposed solution
takes inspiration from biological systems and the mechanisms that inverte-
brates and birds use to evade predators. Psychological evidence shows that
animals are capable of evading eminent collisions without using depth infor-
mation, relying instead on looming stimuli. In contrast, the field of robotics
has solved collision avoidance among uncooperative vehicles by using depth
(the relative distance) to the obstacles as feedback, measured e.g. by li-
dar, which can be very expensive. To bridge this gap, this works presents a
ii
different paradigm in the sensor measurements required for collision avoid-
ance. Relying solely on information that can be directly acquired from a
monocular camera this dissertation outlines three control strategies suitable
for unicycle-like vehicles avoiding a single, unknown, dynamic uncooperative
obstacle: (i) using a line-of-sight (LOS) only measurement, (ii) using a LOS
measurement and time-to-collision, and (iii) a LOS, LOS rate and time-to-
collision based algorithm. These quantities can readily be estimated from a
monocular camera vision system on board the vehicle. Under reasonable as-
sumptions theoretical guarantees are obtained that ensure collision avoidance
with an uncooperative moving obstacle.
iii
In dedication to my wife Clarice.
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Rn n-dimensional Euclidean space.
Rn×m Set of all n×m real matrices.
A> Transpose of of matrix A.
| · | Absolute value.
‖ · ‖ Standard Euclidean 2-norm.
ḟ Time derivative of f .
λmin(M) Minimum eigenvalue of M .
λmax(M) Maximum eigenvalue of M .
 End of proof for lemma.
 End of proof for proposition.
ADS-B Automatic Dependent Surveillance-Broadcast.
CAS Collision Avoidance System.
DAA Detect and Avoid.
GPS Global Positioning System
ix
IMU Inertial Measurement Unit.
IR Infra-red.
LIDAR Light Detection and Ranging.
LOS Line-of-Sight.
MAV Micro Aerial Vehicles.
MPC Model Predictive Control.
NED North East Down
RADAR Radio Detection and Ranging.
RGB-D Red, Blue, Green and Depth
ROS Robot Operating System.
SDC Self-Driving Cars.
SLAM Simultaneous Localization and Mapping
TCAS Traffic Alert and Collision Avoidance System.
TTC Time-to-collision.
UAS Unmanned Aerial Systems.
UAV Unmanned Aerial Vehicles.
Bold-face, lower-case letters refer to column vectors (e.g. v), while bold-
face, capital letters refer to matrices (e.g. M). When two or three-dimensional
vectors in Euclidean space are used to express velocity or position the no-
tation ~v is used. ~xi is its i-th element for any vector ~x; [P]i,j indicates its




Autonomous vehicles, both ground and aerial, are quickly gaining popularity
providing many benefits to society. Impacts are already being seen in urban
mobility, aerial inspection, precision agriculture, surveillance, and healthcare.
As an example, an autonomous drone is envisioned to drastically improve
the delivery bandwidth in the last mile problem scenario and is an active
research field. When these vehicles are small enough, they can be designed
to fly indoors to help individuals with limited mobility such as in elderly care
or in-home rehabilitation [1].
Due to the increased importance of Unmanned Aerial Systems (UAS),
much effort has been put into enabling piloted and Unmanned Aerial Vehicles
(UAVs) to operate within the same airspace. One example is the NASA’s
UAS Integration in the National Airspace System (NAS) project1, which is
developing technologies and concepts of use that address one of the safety
issues concerning the integration of UAVs into the NAS – detect and avoid
(DAA) other craft. According to the first UAS Roadmap published by the
Federal Aviation Administration, integration of UAS into the NAS has to be
as transparent and cause as little disruption as possible to the existing air
traffic. Moreover, “...UAS must be integrated into the NAS without reducing




or increasing the risk to airspace users or persons and property on the ground
any more than the integration of comparable new and novel technologies.” [2].
One of the most common approaches to control and navigate an autonomous
vehicle is to separate the problem into planning and execution elements. The
planning step is typically performed by a trajectory generation algorithm
that will provide a desired location for the vehicle at every time step. Ex-
amples of real-time and offline planning algorithms include optimal control
based methods [3–5], geometric-dynamic approaches [6,7] and receding hori-
zon methods like Model Predictive Control (MPC) [8]. To achieve a high
level of autonomy, agents are expected to carry a reliable onboard collision
avoidance system (CAS). The safety of autonomous robots depends on the
CAS’s ability to deal with unpredicted events. As an example, a self-driving
car cruising on a highway must be prepared to avert an imminent collision
with a cyclist that suddenly comes into a collision course. For this reason, all
these systems are designed with reactive components that can quickly solve
the imminent and unplanned spatial conflict problem.
When identifying obstacles and collision threats, autonomous vehicles and
larger drones rely on expensive and sometimes cumbersome sensing equip-
ment [9] and [10]. Google’s self-driving car is equipped with RADARs, LI-
DARs, ultrasonic, and multiple cameras. Skydio’s self-flying camera drone
relies on more than ten cameras2 to construct a voxel map of the world around
it. Smaller vehicles that are usually limited to lightweight and affordable so-
lutions, like monocular cameras, are usually unable to carry sensors that can
measure the distance to a moving obstacle. This restriction directly limits the
obstacle avoidance capabilities, which are largely dependent on the amount
of information made available by the sensors.
2https://www.skydio.com/technology/
2
The performance commonly associated with the safety of successful au-
tonomous systems relies on the measurement or direct estimation of the dis-
tance to the moving obstacles. Methods that can reactively avoid obstacles
based on distance and velocity measurements have been largely discussed in
the literature [11–18]. However, it is well known that low-cost monocular
cameras are not capable of estimating the relative position to a moving ob-
stacle [19]. Many efforts have been made to acquire relative distance using
RGB-D cameras [20] and stereo cameras [21,22], but these technologies only
provide reliable measurement in short range. In [23] the authors perform ob-
stacle avoidance with static objects through visual navigation from a set of
predefined training images. For unknown environments, simultaneous local-
ization and mapping (SLAM) uses scanning with onboard LIDARs to identify
the location of obstacles indoors [24]. Additionally, [25, 26] shows that af-
fordable cameras are suitable for navigation in unknown spaces . However,
these methods perform environment mapping, not obstacle tracking. As a re-
sult, they do not address collision avoidance with respect to an unpredictable
moving obstacle, which is a requirement for safe autonomous navigation.
It is thus clear that to achieve autonomous safe behavior for smaller ve-
hicles, a collision deconfliction solution that does not rely on distance mea-
surement is desired. In this context, this dissertation proposes a collision
avoidance solution when range information cannot be measured or estimated
through the available sensors. We propose an output feedback control frame-
work inspired by biology of visual guidance [27], where stimuli such as loom
and time-to-collision are used to drive the avoidance behavior. Additionally,
under realistic assumptions, we provide safety guarantees for this autonomous
navigation framework.
3
1.1 Evading Behavior and Visual Perception in Biology
In this context, biology serves as a driving motivation to investigate the un-
derlying mechanism that permits collision avoidance without distance mea-
surements.
It is understood that visual information is necessary feedback for navi-
gation in most animals [27] and will signal the approach of a predator, or
imminent collision. Detecting that an approaching object is a threat is de-
manding on the visual system of most species since it requires the capability
to process the changing visual input rapidly. In humans, the brain relies on
two features to drive evading behavior [28]: (i) the increase in size and (ii)
the disparity in the image of the approaching obstacle, called binocular dis-
parity. In invertebrates motion depth perception using binocular information
is not usually present, since the biological function of having two eyes is to
increase the field of view, and therefore almost no overlap exists among the
image from each eye. These well-proven facts suggest that animals do not
necessarily use depth information to avert a collision. Several studies con-
firm that only monocular stimuli is required to elicit the evading maneuver,
which is invariant to changes of the looming object’s dimensions and initial
distance [29–31]. The image of a fast approaching object is the driving mech-
anism to trigger a rapid response to avoiding a collision [32]. Evidence of
looming behavior triggering evading response can be found in fishes, pigeons,
turtles, chicks, monkeys, and humans [33].
The expansion of the retinal image is the critical component of deciding
if an object is on a direct collision course with an observer [27]. The size of
the object on the retina is encoded in the angle θ defined in the simplified
eye model from Figure 1.1. In some sense, θ represents the object’s size
4
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Figure 1.1: Geometry of an object projected on the retina.
and θ̇ the expansion rate of the object on the retina. Previous studies [34]
demonstrated empirically that the quantity that humans particularly react
to is neither to θ nor to θ̇ alone, but to the ratio θ
θ̇
. This quantity provides
the basis for collision avoidance when driving on the motorway and during
ball hitting [34].
Known as the tau-margin, θ
θ̇
is a first-order approximation of the time-
to-collision. Time-to-collision is calculated as the ratio between distance
and approaching speed, resulting in a temporal-distance quantity with time
units. Using information from time-to-collision is particularly interesting for
the robotics problems because, for a sufficiently distant obstacle, estimates
of time-to-collision can be obtained from monocular cameras. This can be
achieved without camera calibration, 3D reconstruction, or depth measure-
ment [19]. Additionally, time-to-collision does not depend on prior knowledge
of the object’s geometry. From the algorithmic perspective, time-to-collision
naturally encodes the dynamics of the relative motion, i.e., a far away obsta-
cle with large approach velocity is just as dangerous as a close obstacle with
lower relative speed. Notable work in navigation and obstacle avoidance with
time-to-collision like measurements include optical flow methods [35,36] and
image expansion rate methods [37].
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1.2 Related Work
The problem of collision avoidance is traditionally defined with knowledge of
the distance to the obstacle. The objective is to assure that the autonomous
agent never violates a pre-specified safety distance. The autonomous collision
avoidance problem has been extensively studied, and a variety of novel and
mature approaches exist in the literature. Although each strategy has its
advantages and shortcomings, they can be mostly divided into two groups:
(re)planning and reactive methods.
Planning methods pose the problem either as a trajectory generation or
as an optimal control problem. The essence of a planning problem is to op-
timize a cost from the current time until some time in the future. Collision
avoidance is translated as a constraint of minimum separation to obstacles.
The advantage of this formulation is the predictable motion of the agent, not
to mention that it allows optimal behavior with respect to higher level goals.
Despite several advantages, to optimize over a future horizon, it is impera-
tive to know how the obstacles are going to behave in the future. Either a
cooperative obstacle can communicate its plans, or there is a prediction of
where obstacles will be in future time. This is not adequate for autonomous
vehicles interacting with unknown dynamical obstacles. Methods like model
predictive control (MPC) aim to overcome this drawback by gradually solv-
ing a smaller horizon optimization problem at every time step. However, it
depends on modeling assumptions and is computationally intense. Planning
is a core feature for navigation of autonomous drones but sometimes not ad-
equate for smaller or low-cost autonomous vehicles as a collision avoidance
strategy.
Different approaches for reactive collision avoidance have been proposed
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in the literature (see, for example, [11, 14–17, 38–47]). In [48], the authors
show a method for designing avoidance controllers for a two-vehicle system
with a solid and rigorous mathematical foundation. A certainty grid method
was proposed in [38], while an occupancy grid method was presented in [49].
Virtual force field method was presented in [14] and artificial potential field
was described in [13]. In [39,50], the trajectory of the robot was modeled as
an elastic material to avoid collision with objects. In [15], collision avoidance
was introduced as a velocity cone concept, which has later been adopted
in other publications as well (for example, see [16, 51, 52]). In [17, 41, 53],
collision avoidance strategies based on differential game theoretic approach
are introduced, while a collision avoidance algorithm based on Lyapunov
analysis was introduced in [42]. The latter exhibits guaranteed performance
and safety even in the presence of sensing uncertainties. Finally, in [43–46,
54, 55] the authors address the vision-based collision avoidance problem, by
assuming that the UAVs are equipped with passive sensors only. One of
the features that the above solutions have in common is that the vehicles
are capable of measuring the position (and velocity) of the obstacles. Even
though some of these papers take into account sensing uncertainties, and
assess the robustness of the proposed algorithm (e.g., [17]), they do not apply
to cases where the vehicles are equipped with sensors that are not capable
of measuring the position at all.
The collision avoidance problem in the absence of position information of
the obstacle has received considerably less attention in the literature. Few
examples are [55–58]. In particular, in [55–57] it is shown that a collision can
be avoided using image-based features (such as image area expansion, relative
bearing rate), from which it is possible to estimate the range of UAV from
obstacle [57], or the time to collision [55]. However, these solutions validate
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the collision avoidance algorithms through experimental results only. The
lack of a theoretical underpinning supporting the proposed solutions makes
these results no weaker than other options, but less appealing to the control
engineering and UAS communities because of the potential certification dif-
ficulties. Finally, in [58] the authors propose a collision avoidance strategy
that uses bearing-only measurements in order to avoid obstacles. However,
the obstacles are assumed to be cylindrical static objects, and the theoretical
approach does not address the problem of guaranteeing a minimum safety
distance from the obstacle.
The work presented in this dissertation follows from recent efforts that
have successfully provided theoretical results for collision avoidance with-
out distance measurement. Separation guarantees relying on minimal in-
formation such as line-of-sight angle only [59] is presented in Chapter 3.
Although this is the first step towards a more biologically inspired approach,
an underlying decision logic to activate the system is required. In [60], a
time-to-collision based exponential smooth switching function overcomes the
switching logic limitation and is presented in Chapter 4. By including this
activation mechanism, the controller turns-off the avoidance effort for large
time-to-collision values, although time-to-collision is not explicitly included
in the avoidance strategy. Lastly, in Chapter 5 a controller that fully in-
tegrates time-to-collision in the avoidance strategy is derived to guarantee
not only collision avoidance, but also a minimal time-to-collision temporal
separation.
1.3 Dissertation Outline
The dissertation has seven chapters for which a brief overview is given below:
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• Chapter 2 defines the general problem statement and the system archi-
tecture that is the basis for the proposed three algorithms for collision
avoidance. The collision avoidance problem investigated in this disser-
tation is based on one vehicle avoiding a single unknown, uncooperative
obstacle. The dynamics of the evading vehicle are modeled as a unicycle
that represents many robotic platforms and UAVs flying at a constant
altitude. The angular velocity is used as control input in order to avert
a possible collision with the single obstacle, while the speed is left as
an extra degree of freedom to achieve some temporal requirements.
• In Chapter 3 the proposed control algorithm uses only the line-of-sight
angle as feedback: in this sense, the main contribution of this chapter is
providing a solution to the collision avoidance problem that can be used
in situations where it is not possible to measure data such as position
and velocity of the obstacle. A theoretical analysis of the result is
provided, followed by simulation results that validate the efficacy of the
control strategy. The results presented in this chapter were published
in [59] and [61].
• Chapter 4 deals with the same problem of evading a single unknown
obstacle. The control strategy is inspired by the way animals navi-
gate, relying on line-of-sight (LOS) angle and time-to-collision (TTC)
as feedback, made available by the onboard gimbaled monocular cam-
era. The proposed avoidance strategy also achieves collision avoidance
without the direct measurement of distance.. Additionally, the pro-
posed solution does not require an underlying logic that decides to
avert or not the collision, therefore relaxing one of the limitations in
chapter 3. The proposed framework is also suitable for evading colli-
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sions in a scenario with multiple obstacles. Simulation results validate
the collision avoidance law and illustrate its application to multiple
obstacles. The results presented in this chapter were published in [60].
• Chapter 5 further extends the avoidance problem to guarantee a mini-
mum time-to-collision. The control strategy is inspired by the reaction
of invertebrates to approaching obstacles, relying exclusively on line-of-
sight (LOS) angle, LOS angle rate, and time-to-collision as feedback.
The proposed avoidance law commands the heading angle to circum-
vent a moving obstacle with an unknown position, while the veloc-
ity controller is again left as a degree of freedom to accomplish other
mission objectives. An approach that is radically different from the
algorithms in chapters 3 and 4, results in less conservative bounds.
Theoretical guarantees are provided to show that minimum separation
between the vehicle and the obstacle is attained regardless of the ex-
ogenous tracking controller.
• Lastly, the algorithm from Chapter 5 is implemented on a mobile robot,
and the performance and robustness of the solution are experimentally
validated.





In this chapter, the general problem formulation is introduced. We will de-
fine the conditions on which the proposed collision avoidance strategy is well
posed and introduce the necessary mathematical and geometric preliminaries.
These include the assumptions on the initial conditions, on the vehicles’ kine-
matic properties and the mission objectives. These assumptions are based
on the constraints that arise in practical implementation, and therefore are
realistic from the hardware and physics point of view. The choice of con-
trol parameters is a trade-off between the practical limitations of the system
and the collision avoidance objective. As a consequence, the strategies pre-
sented in subsequent chapters derive the control gains required for collision
avoidance based on the prior known bounds associated with each of these
assumptions.
Each of the three algorithms developed in this dissertation uses different
information from the vision system. However, all three solutions share nearly
identical formulation and objectives. When differences arise, we highlight
them in the individual sections of each chapter.
2.1 Problem Formulation
The problem setting takes place in the plane. Two-dimensional collision
avoidance is the chosen formulation because it is employable in a three-
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dimensional navigation problem, as long as the avoidance maneuvers are
performed in any chosen plane. The contrary is not true; three-dimensional
avoidance formulation does not directly translate to the plane. Additionally,
restricting the avoidance to a plane is particularly suited for ground robots,
as well as UAVs flying at constant altitude.
The limitations on the sensing capabilities on-board of small autonomous
aircraft or ground robots are the primary motivation for this dissertation.
The central assumption to this body of work is that monocular camera-
based vision systems are not suitable to accurately measure the distance and
relative velocity with respect to objects. Therefore, we consider that the mea-
surements of distance and relative speed to the obstacle are unavailable. Our
proposed strategy must guarantee collision avoidance in such a framework.
A typical scenario addressed in this dissertation is depicted in Figure 2.1,
where a UAV is flying in the airspace when an unknown obstacle is detected.
Figure 2.1: A typical scenario in which a fixed-wing UAV has to perform an
escaping maneuver to avoid collision with a pop-up obstacle.
While the direction where the obstacle is coming from is known, the sensing
system is not capable of measuring its position and velocity. In this case, it
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is desirable to perform an escaping maneuver to prevent a possible imminent
collision. Depending on the available vision-based sensing capabilities, time-
to-collision and line-of-sight rate can be available for the avoidance controller.
We start by letting the position of the evading vehicle at time t be defined
as ~pr(t) = [xr(t) , yr(t)]
>. Then, let the motion of the vehicle be driven by
the unicycle like model:
R :

ẋr(t) = Vr(t) cosψr(t) , xr,0 = xr(0)
ẏr(t) = Vr(t) sinψr(t) , yr,0 = yr(0)
ψ̇r(t) = ψ̇tr(t) + ψ̇ca(t) , ψr,0 = ψr(0)
, (2.1)
where Vr(t) and ψr(t) are the speed and heading angle of the vehicle, re-
spectively, and u(t) = ψ̇r(t) is the controlled angular rate. The proposed
algorithm is suited for any unicycle model, thus representing a large class
of vehicles, such as constant altitude fixed wing UAVs and differential drive
ground robots. The collision avoidance component of the control is added to
the heading tracking controller angle as introduced in [59,60]. The structure
of the heading control law is defined as:
ψ̇r(t) = ψ̇tr(t) + ψ̇ca(t), (2.2)
where uca(t) = ψ̇ca(t) is the avoidance component.
Remark 1 (Decoupling of heading angle and speed). The avoidance is per-
formed solely by modifying the heading angle rate. As a result, the control
of the heading angle and the speed controller are decoupled by the action of
(2.2). The framework and subsequent analysis do not explicitly require a
velocity control component as long as there is a minimum velocity. There-
13
fore, we can assume that Vr(t) and utr = ψ̇tr(t) are given by a exogenous
control law responsible for the robot’s mission, such as a trajectory tracking,
flocking/formation control, way point navigation or to satisfy temporal con-
straints. Notice that the collision avoidance strategy does not directly modify
the robot’s speed and does not completely abandon the nominal mission task.
The result is enough deviation from the original task to evade the obstacle.
For this procedure to work, the vehicle must satisfy certain assumptions on
minimal velocity of the robot, maximum velocity of the obstacle and bounded
tracking control effort.
The geometry of the considered collision avoidance problem is shown in
Figure 2.2. The heading angle ψr of the robot is defined with respect to the
horizontal component of an inertial frame. Similarly, λ is the angle of the
line-of-sight with respect to the inertial frame. The distance between the
robot and the obstacle is defined as ρ. Furthermore, let ~Vr and ~Vo denote the
Vr
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 r
<latexit sha1_base64="Hy7bUv37jQkJOHSCtj89e03CDYQ=">AAAB+HicbVDLSgMxFL3js9ZHR126CRbBVZkpgi4LblxWsA9ohyGTZtrQJDMkGaEO/RI3LhRx66e482/MtLPQ1gOBwzn3ck9OlHKmjed9OxubW9s7u5W96v7B4VHNPT7p6iRThHZIwhPVj7CmnEnaMcxw2k8VxSLitBdNbwu/90iVZol8MLOUBgKPJYsZwcZKoVsbppqFQ4HNRIlczUO37jW8BdA68UtShxLt0P0ajhKSCSoN4Vjrge+lJsixMoxwOq8OM01TTKZ4TAeWSiyoDvJF8Dm6sMoIxYmyTxq0UH9v5FhoPRORnSwS6lWvEP/zBpmJb4KcyTQzVJLloTjjyCSoaAGNmKLE8JklmChmsyIywQoTY7uq2hL81S+vk26z4XsN//6q3mqWdVTgDM7hEny4hhbcQRs6QCCDZ3iFN+fJeXHenY/l6IZT7pzCHzifP25Pk4c=</latexit><latexit sha1_base64="Hy7bUv37jQkJOHSCtj89e03CDYQ=">AAAB+HicbVDLSgMxFL3js9ZHR126CRbBVZkpgi4LblxWsA9ohyGTZtrQJDMkGaEO/RI3LhRx66e482/MtLPQ1gOBwzn3ck9OlHKmjed9OxubW9s7u5W96v7B4VHNPT7p6iRThHZIwhPVj7CmnEnaMcxw2k8VxSLitBdNbwu/90iVZol8MLOUBgKPJYsZwcZKoVsbppqFQ4HNRIlczUO37jW8BdA68UtShxLt0P0ajhKSCSoN4Vjrge+lJsixMoxwOq8OM01TTKZ4TAeWSiyoDvJF8Dm6sMoIxYmyTxq0UH9v5FhoPRORnSwS6lWvEP/zBpmJb4KcyTQzVJLloTjjyCSoaAGNmKLE8JklmChmsyIywQoTY7uq2hL81S+vk26z4XsN//6q3mqWdVTgDM7hEny4hhbcQRs6QCCDZ3iFN+fJeXHenY/l6IZT7pzCHzifP25Pk4c=</latexit><latexit sha1_base64="Hy7bUv37jQkJOHSCtj89e03CDYQ=">AAAB+HicbVDLSgMxFL3js9ZHR126CRbBVZkpgi4LblxWsA9ohyGTZtrQJDMkGaEO/RI3LhRx66e482/MtLPQ1gOBwzn3ck9OlHKmjed9OxubW9s7u5W96v7B4VHNPT7p6iRThHZIwhPVj7CmnEnaMcxw2k8VxSLitBdNbwu/90iVZol8MLOUBgKPJYsZwcZKoVsbppqFQ4HNRIlczUO37jW8BdA68UtShxLt0P0ajhKSCSoN4Vjrge+lJsixMoxwOq8OM01TTKZ4TAeWSiyoDvJF8Dm6sMoIxYmyTxq0UH9v5FhoPRORnSwS6lWvEP/zBpmJb4KcyTQzVJLloTjjyCSoaAGNmKLE8JklmChmsyIywQoTY7uq2hL81S+vk26z4XsN//6q3mqWdVTgDM7hEny4hhbcQRs6QCCDZ3iFN+fJeXHenY/l6IZT7pzCHzifP25Pk4c=</latexit><latexit sha1_base64="Hy7bUv37jQkJOHSCtj89e03CDYQ=">AAAB+HicbVDLSgMxFL3js9ZHR126CRbBVZkpgi4LblxWsA9ohyGTZtrQJDMkGaEO/RI3LhRx66e482/MtLPQ1gOBwzn3ck9OlHKmjed9OxubW9s7u5W96v7B4VHNPT7p6iRThHZIwhPVj7CmnEnaMcxw2k8VxSLitBdNbwu/90iVZol8MLOUBgKPJYsZwcZKoVsbppqFQ4HNRIlczUO37jW8BdA68UtShxLt0P0ajhKSCSoN4Vjrge+lJsixMoxwOq8OM01TTKZ4TAeWSiyoDvJF8Dm6sMoIxYmyTxq0UH9v5FhoPRORnSwS6lWvEP/zBpmJb4KcyTQzVJLloTjjyCSoaAGNmKLE8JklmChmsyIywQoTY7uq2hL81S+vk26z4XsN//6q3mqWdVTgDM7hEny4hhbcQRs6QCCDZ3iFN+fJeXHenY/l6IZT7pzCHzifP25Pk4c=</latexit>
Vo
<latexit sha1_base64="Jx6aA3syvW6a1KlNNMDqAUBi/tg=">AAAB83icbVDLSgMxFL3js9ZX1aWbYBFclZki6LLgxmUF+4DOUDJppg3NY0gyQhn6G25cKOLWn3Hn35hpZ6GtBwKHc+7lnpw45cxY3//2Nja3tnd2K3vV/YPDo+PayWnXqEwT2iGKK92PsaGcSdqxzHLaTzXFIua0F0/vCr/3RLVhSj7aWUojgceSJYxg66SwOwwFthMtcjUf1up+w18ArZOgJHUo0R7WvsKRIpmg0hKOjRkEfmqjHGvLCKfzapgZmmIyxWM6cFRiQU2ULzLP0aVTRihR2j1p0UL9vZFjYcxMxG6ySGhWvUL8zxtkNrmNcibTzFJJloeSjCOrUFEAGjFNieUzRzDRzGVFZII1JtbVVHUlBKtfXifdZiPwG8HDdb3VLOuowDlcwBUEcAMtuIc2dIBACs/wCm9e5r14797HcnTDK3fO4A+8zx9xtZHj</latexit><latexit sha1_base64="Jx6aA3syvW6a1KlNNMDqAUBi/tg=">AAAB83icbVDLSgMxFL3js9ZX1aWbYBFclZki6LLgxmUF+4DOUDJppg3NY0gyQhn6G25cKOLWn3Hn35hpZ6GtBwKHc+7lnpw45cxY3//2Nja3tnd2K3vV/YPDo+PayWnXqEwT2iGKK92PsaGcSdqxzHLaTzXFIua0F0/vCr/3RLVhSj7aWUojgceSJYxg66SwOwwFthMtcjUf1up+w18ArZOgJHUo0R7WvsKRIpmg0hKOjRkEfmqjHGvLCKfzapgZmmIyxWM6cFRiQU2ULzLP0aVTRihR2j1p0UL9vZFjYcxMxG6ySGhWvUL8zxtkNrmNcibTzFJJloeSjCOrUFEAGjFNieUzRzDRzGVFZII1JtbVVHUlBKtfXifdZiPwG8HDdb3VLOuowDlcwBUEcAMtuIc2dIBACs/wCm9e5r14797HcnTDK3fO4A+8zx9xtZHj</latexit><latexit sha1_base64="Jx6aA3syvW6a1KlNNMDqAUBi/tg=">AAAB83icbVDLSgMxFL3js9ZX1aWbYBFclZki6LLgxmUF+4DOUDJppg3NY0gyQhn6G25cKOLWn3Hn35hpZ6GtBwKHc+7lnpw45cxY3//2Nja3tnd2K3vV/YPDo+PayWnXqEwT2iGKK92PsaGcSdqxzHLaTzXFIua0F0/vCr/3RLVhSj7aWUojgceSJYxg66SwOwwFthMtcjUf1up+w18ArZOgJHUo0R7WvsKRIpmg0hKOjRkEfmqjHGvLCKfzapgZmmIyxWM6cFRiQU2ULzLP0aVTRihR2j1p0UL9vZFjYcxMxG6ySGhWvUL8zxtkNrmNcibTzFJJloeSjCOrUFEAGjFNieUzRzDRzGVFZII1JtbVVHUlBKtfXifdZiPwG8HDdb3VLOuowDlcwBUEcAMtuIc2dIBACs/wCm9e5r14797HcnTDK3fO4A+8zx9xtZHj</latexit><latexit sha1_base64="Jx6aA3syvW6a1KlNNMDqAUBi/tg=">AAAB83icbVDLSgMxFL3js9ZX1aWbYBFclZki6LLgxmUF+4DOUDJppg3NY0gyQhn6G25cKOLWn3Hn35hpZ6GtBwKHc+7lnpw45cxY3//2Nja3tnd2K3vV/YPDo+PayWnXqEwT2iGKK92PsaGcSdqxzHLaTzXFIua0F0/vCr/3RLVhSj7aWUojgceSJYxg66SwOwwFthMtcjUf1up+w18ArZOgJHUo0R7WvsKRIpmg0hKOjRkEfmqjHGvLCKfzapgZmmIyxWM6cFRiQU2ULzLP0aVTRihR2j1p0UL9vZFjYcxMxG6ySGhWvUL8zxtkNrmNcibTzFJJloeSjCOrUFEAGjFNieUzRzDRzGVFZII1JtbVVHUlBKtfXifdZiPwG8HDdb3VLOuowDlcwBUEcAMtuIc2dIBACs/wCm9e5r14797HcnTDK3fO4A+8zx9xtZHj</latexit>
 
<latexit sha1_base64="KO5T6O6dTam9vwhIMm93Zvumaj0=">AAAB7nicbVDLSsNAFL2pr1pfVZduBovgqiRFqMuCG5cV7APaUCaTSTt0MgkzN0IJ/Qg3LhRx6/e482+ctllo64GBwznnMveeIJXCoOt+O6Wt7Z3dvfJ+5eDw6PikenrWNUmmGe+wRCa6H1DDpVC8gwIl76ea0ziQvBdM7xZ+74lrIxL1iLOU+zEdKxEJRtFKvaG00ZCOqjW37i5BNolXkBoUaI+qX8MwYVnMFTJJjRl4bop+TjUKJvm8MswMTymb0jEfWKpozI2fL9edkyurhCRKtH0KyVL9PZHT2JhZHNhkTHFi1r2F+J83yDC69XOh0gy5YquPokwSTMjidhIKzRnKmSWUaWF3JWxCNWVoG6rYErz1kzdJt1H33Lr3cFNrNYo6ynABl3ANHjShBffQhg4wmMIzvMKbkzovzrvzsYqWnGLmHP7A+fwBN/WPbQ==</latexit><latexit sha1_base64="KO5T6O6dTam9vwhIMm93Zvumaj0=">AAAB7nicbVDLSsNAFL2pr1pfVZduBovgqiRFqMuCG5cV7APaUCaTSTt0MgkzN0IJ/Qg3LhRx6/e482+ctllo64GBwznnMveeIJXCoOt+O6Wt7Z3dvfJ+5eDw6PikenrWNUmmGe+wRCa6H1DDpVC8gwIl76ea0ziQvBdM7xZ+74lrIxL1iLOU+zEdKxEJRtFKvaG00ZCOqjW37i5BNolXkBoUaI+qX8MwYVnMFTJJjRl4bop+TjUKJvm8MswMTymb0jEfWKpozI2fL9edkyurhCRKtH0KyVL9PZHT2JhZHNhkTHFi1r2F+J83yDC69XOh0gy5YquPokwSTMjidhIKzRnKmSWUaWF3JWxCNWVoG6rYErz1kzdJt1H33Lr3cFNrNYo6ynABl3ANHjShBffQhg4wmMIzvMKbkzovzrvzsYqWnGLmHP7A+fwBN/WPbQ==</latexit><latexit sha1_base64="KO5T6O6dTam9vwhIMm93Zvumaj0=">AAAB7nicbVDLSsNAFL2pr1pfVZduBovgqiRFqMuCG5cV7APaUCaTSTt0MgkzN0IJ/Qg3LhRx6/e482+ctllo64GBwznnMveeIJXCoOt+O6Wt7Z3dvfJ+5eDw6PikenrWNUmmGe+wRCa6H1DDpVC8gwIl76ea0ziQvBdM7xZ+74lrIxL1iLOU+zEdKxEJRtFKvaG00ZCOqjW37i5BNolXkBoUaI+qX8MwYVnMFTJJjRl4bop+TjUKJvm8MswMTymb0jEfWKpozI2fL9edkyurhCRKtH0KyVL9PZHT2JhZHNhkTHFi1r2F+J83yDC69XOh0gy5YquPokwSTMjidhIKzRnKmSWUaWF3JWxCNWVoG6rYErz1kzdJt1H33Lr3cFNrNYo6ynABl3ANHjShBffQhg4wmMIzvMKbkzovzrvzsYqWnGLmHP7A+fwBN/WPbQ==</latexit><latexit sha1_base64="KO5T6O6dTam9vwhIMm93Zvumaj0=">AAAB7nicbVDLSsNAFL2pr1pfVZduBovgqiRFqMuCG5cV7APaUCaTSTt0MgkzN0IJ/Qg3LhRx6/e482+ctllo64GBwznnMveeIJXCoOt+O6Wt7Z3dvfJ+5eDw6PikenrWNUmmGe+wRCa6H1DDpVC8gwIl76ea0ziQvBdM7xZ+74lrIxL1iLOU+zEdKxEJRtFKvaG00ZCOqjW37i5BNolXkBoUaI+qX8MwYVnMFTJJjRl4bop+TjUKJvm8MswMTymb0jEfWKpozI2fL9edkyurhCRKtH0KyVL9PZHT2JhZHNhkTHFi1r2F+J83yDC69XOh0gy5YquPokwSTMjidhIKzRnKmSWUaWF3JWxCNWVoG6rYErz1kzdJt1H33Lr3cFNrNYo6ynABl3ANHjShBffQhg4wmMIzvMKbkzovzrvzsYqWnGLmHP7A+fwBN/WPbQ==</latexit>
⇢
<latexit sha1_base64="cMDGSx+EVhTWQ8eMPjWzaoUqGpM=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHgxWME84BkCbOT2eyQeSwzs0JY8gtePCji1R/y5t84m+xBEwsaiqpuuruilDNjff/b29jc2t7ZrexV9w8Oj45rJ6ddozJNaIcornQ/woZyJmnHMstpP9UUi4jTXjS9K/zeE9WGKfloZykNBZ5IFjOCbSENdaJGtbrf8BdA6yQoSR1KtEe1r+FYkUxQaQnHxgwCP7VhjrVlhNN5dZgZmmIyxRM6cFRiQU2YL26do0unjFGstCtp0UL9PZFjYcxMRK5TYJuYVa8Q//MGmY1vw5zJNLNUkuWiOOPIKlQ8jsZMU2L5zBFMNHO3IpJgjYl18VRdCMHqy+uk22wEfiN4uK63mmUcFTiHC7iCAG6gBffQhg4QSOAZXuHNE96L9+59LFs3vHLmDP7A+/wBGtyONw==</latexit><latexit sha1_base64="cMDGSx+EVhTWQ8eMPjWzaoUqGpM=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHgxWME84BkCbOT2eyQeSwzs0JY8gtePCji1R/y5t84m+xBEwsaiqpuuruilDNjff/b29jc2t7ZrexV9w8Oj45rJ6ddozJNaIcornQ/woZyJmnHMstpP9UUi4jTXjS9K/zeE9WGKfloZykNBZ5IFjOCbSENdaJGtbrf8BdA6yQoSR1KtEe1r+FYkUxQaQnHxgwCP7VhjrVlhNN5dZgZmmIyxRM6cFRiQU2YL26do0unjFGstCtp0UL9PZFjYcxMRK5TYJuYVa8Q//MGmY1vw5zJNLNUkuWiOOPIKlQ8jsZMU2L5zBFMNHO3IpJgjYl18VRdCMHqy+uk22wEfiN4uK63mmUcFTiHC7iCAG6gBffQhg4QSOAZXuHNE96L9+59LFs3vHLmDP7A+/wBGtyONw==</latexit><latexit sha1_base64="cMDGSx+EVhTWQ8eMPjWzaoUqGpM=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHgxWME84BkCbOT2eyQeSwzs0JY8gtePCji1R/y5t84m+xBEwsaiqpuuruilDNjff/b29jc2t7ZrexV9w8Oj45rJ6ddozJNaIcornQ/woZyJmnHMstpP9UUi4jTXjS9K/zeE9WGKfloZykNBZ5IFjOCbSENdaJGtbrf8BdA6yQoSR1KtEe1r+FYkUxQaQnHxgwCP7VhjrVlhNN5dZgZmmIyxRM6cFRiQU2YL26do0unjFGstCtp0UL9PZFjYcxMRK5TYJuYVa8Q//MGmY1vw5zJNLNUkuWiOOPIKlQ8jsZMU2L5zBFMNHO3IpJgjYl18VRdCMHqy+uk22wEfiN4uK63mmUcFTiHC7iCAG6gBffQhg4QSOAZXuHNE96L9+59LFs3vHLmDP7A+/wBGtyONw==</latexit><latexit sha1_base64="cMDGSx+EVhTWQ8eMPjWzaoUqGpM=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8hd0g6DHgxWME84BkCbOT2eyQeSwzs0JY8gtePCji1R/y5t84m+xBEwsaiqpuuruilDNjff/b29jc2t7ZrexV9w8Oj45rJ6ddozJNaIcornQ/woZyJmnHMstpP9UUi4jTXjS9K/zeE9WGKfloZykNBZ5IFjOCbSENdaJGtbrf8BdA6yQoSR1KtEe1r+FYkUxQaQnHxgwCP7VhjrVlhNN5dZgZmmIyxRM6cFRiQU2YL26do0unjFGstCtp0UL9PZFjYcxMRK5TYJuYVa8Q//MGmY1vw5zJNLNUkuWiOOPIKlQ8jsZMU2L5zBFMNHO3IpJgjYl18VRdCMHqy+uk22wEfiN4uK63mmUcFTiHC7iCAG6gBffQhg4QSOAZXuHNE96L9+59LFs3vHLmDP7A+/wBGtyONw==</latexit>
Robot
<latexit sha1_base64="g7JwO9hBjlZYxs6yHMij4Q+ld4g=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fjw4rGK/YAmlM120y7dZMPuRCyhf8OLB0W8+me8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8M/M7j1wboZIHnKQ8iOkwEZFgFK3k+8ifML9XocJpv1J1a+4cZJV4BalCgWa/8uUPFMtiniCT1Jie56YY5FSjYJJPy35meErZmA55z9KExtwE+fzmKTm3yoBESttKkMzV3xM5jY2ZxKHtjCmOzLI3E//zehlG10EukjRDnrDFoiiTBBWZBUAGQnOGcmIJZVrYWwkbUU0Z2pjKNgRv+eVV0q7XPLfm3V1WG/UijhKcwhlcgAdX0IBbaEILGKTwDK/w5mTOi/PufCxa15xi5gT+wPn8AaDrkgE=</latexit><latexit sha1_base64="g7JwO9hBjlZYxs6yHMij4Q+ld4g=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fjw4rGK/YAmlM120y7dZMPuRCyhf8OLB0W8+me8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8M/M7j1wboZIHnKQ8iOkwEZFgFK3k+8ifML9XocJpv1J1a+4cZJV4BalCgWa/8uUPFMtiniCT1Jie56YY5FSjYJJPy35meErZmA55z9KExtwE+fzmKTm3yoBESttKkMzV3xM5jY2ZxKHtjCmOzLI3E//zehlG10EukjRDnrDFoiiTBBWZBUAGQnOGcmIJZVrYWwkbUU0Z2pjKNgRv+eVV0q7XPLfm3V1WG/UijhKcwhlcgAdX0IBbaEILGKTwDK/w5mTOi/PufCxa15xi5gT+wPn8AaDrkgE=</latexit><latexit sha1_base64="g7JwO9hBjlZYxs6yHMij4Q+ld4g=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fjw4rGK/YAmlM120y7dZMPuRCyhf8OLB0W8+me8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8M/M7j1wboZIHnKQ8iOkwEZFgFK3k+8ifML9XocJpv1J1a+4cZJV4BalCgWa/8uUPFMtiniCT1Jie56YY5FSjYJJPy35meErZmA55z9KExtwE+fzmKTm3yoBESttKkMzV3xM5jY2ZxKHtjCmOzLI3E//zehlG10EukjRDnrDFoiiTBBWZBUAGQnOGcmIJZVrYWwkbUU0Z2pjKNgRv+eVV0q7XPLfm3V1WG/UijhKcwhlcgAdX0IBbaEILGKTwDK/w5mTOi/PufCxa15xi5gT+wPn8AaDrkgE=</latexit><latexit sha1_base64="g7JwO9hBjlZYxs6yHMij4Q+ld4g=">AAAB83icbVBNS8NAEJ34WetX1aOXxSJ4KkkR9Fjw4rGK/YAmlM120y7dZMPuRCyhf8OLB0W8+me8+W/ctjlo64OBx3szzMwLUykMuu63s7a+sbm1Xdop7+7tHxxWjo7bRmWa8RZTUuluSA2XIuEtFCh5N9WcxqHknXB8M/M7j1wboZIHnKQ8iOkwEZFgFK3k+8ifML9XocJpv1J1a+4cZJV4BalCgWa/8uUPFMtiniCT1Jie56YY5FSjYJJPy35meErZmA55z9KExtwE+fzmKTm3yoBESttKkMzV3xM5jY2ZxKHtjCmOzLI3E//zehlG10EukjRDnrDFoiiTBBWZBUAGQnOGcmIJZVrYWwkbUU0Z2pjKNgRv+eVV0q7XPLfm3V1WG/UijhKcwhlcgAdX0IBbaEILGKTwDK/w5mTOi/PufCxa15xi5gT+wPn8AaDrkgE=</latexit>
Obstacle
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Figure 2.2: Geometry of the collision avoidance problem.
robot’s and obstacle’s velocity on the avoidance plane. Before providing a
formal statement of the problem at hand, we formulate a set of assumptions
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that the vehicle and obstacle must satisfy.
The obstacle’s dynamics are given by a unicycle model:
O :

ẋo(t) = Vo(t) cosψo(t) , xo,0 = xo(0)
ẏo(t) = Vo(t) sinψo(t) , yo,0 = yo(0),
(2.3)
where Vo(t) and ψo(t) are the unknown speed and heading angle of the ob-
stacle.
Assumption 1. The vehicle and the obstacle have bounded velocities. There
exist known constants Vr,max > Vr,min > 0, Vo,max > 0 and ψ̇o,max > 0, such
that
Vr(t) ∈ [Vr,min, Vr,max], ∀t ≥ 0, (2.4)
and
0 ≤ Vo(t) ≤ Vo,max and |ψ̇o(t)| ≤ ψ̇o,max. (2.5)
Remark 2. The minimum non-zero speed for the robot (evading vehicle)
is important, because otherwise, i.e. with zero speed, the heading control
law would not affect the vehicle. Given that there is no assumption on the
behavior of Vo(t) and ψ̇o(t), the obstacle might be actively trying to collide with
the robot. Notice that this is not necessarily an assumption on the vehicle,
but on the commanded speed given by the tracking controller.
As a consequence of the additive structure of the collision avoidance head-
ing control signal, it is natural to assume bounded tracking control signal.
Assumption 2. The heading component of the exogenous tracking controller
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has limited authority given by a known value utr,max > 0, i.e.,
|utr(·)| ≤ utr,max. (2.6)
Lastly, limited acceleration is also required to formulate a well-posed avoid-
ance problem.
Assumption 3. The accelerations of the robot and the obstacle are bounded
and known.
|ar(t)| = |V̇r(t)| ≤ ar,max (2.7)
|ao(t)| = |V̇o(t)| ≤ ao,max (2.8)
Then, the general collision avoidance problem can be defined as follows:
Problem 1. Consider a vehicle and an uncooperative obstacle. Let their
dynamics, given by Equations (2.1) and (2.3), satisfy the bounds given by
Assumptions 1, 2 and 3. Then the collision avoidance objective is to derive
a control law uca = ψ̇ca(t) such that the distance between the vehicle and the
obstacle is always greater than a given safety distance, i.e. ρ(t) ≥ ρsafe.
Remark 3. Problem 1 is a general formulation that will be more precisely
defined when different information is available for feedback; (i) line-of-sight
only in Chapter 3, (ii) line-of-sight and time-to-collision in Chapter 4 and
(iii) line-of-sight, line-of-sight rate and time-to-collision in Chapter 5.
2.2 Dynamics of the Line-of-Sight Vector
The line-of-sight vector is the main geometric component in the planar colli-
sion avoidance problem and is used in the analysis carried out in Chapters 3
16
and 4. As seen in Figure 2.3, we define the inertial frame I with the or-
thonormal basis ~I, ~J , and ~λ(t) ∈ R2 the LOS vector between the two robots.
We introduce a relative frame R with basis ~i,~j such that ~i is aligned with
~λ, i.e., ~i = cos (λ(t)) ~I + sin (λ(t)) ~J , where λ(t) is the LOS angle. Therefore,
by defining ρ(t) as the distance between the robot and the obstacle, the LOS
vector can be written as ~λ(t) = ρ(t)~i.
o
Figure 2.3: The line-of-sight vector.
By projecting the velocity of both agents perpendicularly to the line-of-
sight vector we find that the rate of change of the line-of-sight angle can be
expressed as:
λ̇(t) =
Vo sin (ψo − λ (t))
ρ (t)
− Vr (t) sin (ψr (t)− λ (t))
ρ (t)
. (2.9)
Similarly, if both velocities are projected on the line-of-sight vector, then
we have the approaching relative speed of both objects:
ρ̇(t) = Vo (t) cos (ψo (t)− λ (t))− Vr (t) cos (ψr (t)− λ (t)) , (2.10)
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and the relative acceleration is given by:
ρ̈(t) = Vr (t) sin (ψr (t)− λ (t))
(
ψ̇r − λ̇ (t)
)
− V̇r (t) cos (ψr (t)− λ (t))




+ V̇o (t) cos (ψo (t)− λ (t)) . (2.11)
2.3 System Architecture
As described in Chapter 1, the feedback structure relies on a vision system
that is unable to directly measure distance. The architecture that integrates
the RGB images acquired from a monocular camera into the collision avoid-
ance system is depicted in Figure 2.4. Flight tests in [62] present a validation
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Figure 2.4: System architecture of vision-based collision avoidance system.
chitecture are:
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• Unmanned Vehicle: The autonomous vehicle or unmanned vehicle
that is performing the evasion maneuver and has the unicycle-like be-
havior described in (2.1). It is assumed that an onboard autopilot can
follow the heading rate utr and the velocity Vr commands. Several plat-
forms can be modeled as a unicycle, with each one having a different
autopilot. In the case of a fixed wing UAV, the autopilot computes
yaw, pitch and roll rate commands, and for a differential drive robot,
wheel speeds or motor torques can be generated.
• Path Following Controller: The path following generates the head-
ing utr and Vr commands following specific mission objectives. A mis-
sion is commonly modeled as tracking a virtual target with position
~pd(t) = [xd(t), yd(t)]
>. An example of a simple path following con-
troller (modified from [63]) is given by:
utr = −ku sin(ψe)
Vr = kVD cos(ψe),





e , as depicted in Figure 2.5.
• CAS Heading Controller: Responsible for generating the avoidance
heading rate control command uca that is added to the path following
command as described in (2.1). The CAS will require the line-of-sight
angle, the line-of-sight angle rate and/or time-to-collision, depending
on the chosen controller. The vision system and the gimbal will provide
these feedback variables.
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Figure 2.5: Following a virtual target in a two-dimensional space.
images and calculates the time-to-collision and line-of-sight rate to the
obstacle through image expansion and optical flow techniques. The
vision system also provides the obstacle’s location in the camera frame
(see Figure 2.6) and sends it to the gimbal.
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Figure 2.6: Position of the obstacle in the camera frame.
• Gimbal: The gimbal is assumed to be in target lock mode [62], where
it positions the obstacle in the center of the image using the obsta-
cle’s location in the camera frame, provided by the vision system. By
gathering the yaw angle of the gimbal and the obstacle’s location in
the image, the line-of-sight angle is computed. Notice that for ground
vehicles a 360-degree pan mount is sufficient to collect the desired in-
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formation.
• GPS/IMU: The GPS is required for path following and/or for com-
pleting mission objectives. The CAS system depends only on the IMU
to compute the heading angle ψr. In a GPS denied environment, eva-
sion is not affected, yet the mission heading command is set to zero
and the desired velocity is set to Vr,min.
This architecture is consistent throughout the following chapters, where
the only difference will be in the capabilities of the vision system. With
the problem formulation and the system architecture, summarized in this






This chapter proposes a control algorithm using only the line-of-sight as
feedback; in this sense, the main contribution is the solution to the collision
avoidance Problem 1 that can be used in situations where a low cost and
low complexity vision system can only locate the target and is not capable of
measuring any other information like time-to-collision, distance and approach
speed. To the best of our knowledge, this is the first result in collision
avoidance and evasion control literature that provides a guaranteed strategy
and theoretical analysis without distance measurement.
This algorithm is motivated by the problem of creating an evading ma-
neuver when an obstacle is detected by the vision system inside a detection
region that is assumed to be relatively far away. As a consequence of the min-
imal amount of information, the solution carries a certain conservatism and
is not suitable for obstacles that pop-up at a proximity of the vehicle. This
formulation is suitable for scenarios as aerial photography, communications
and broadcast, critical infrastructure monitoring, and disaster response, to
mention but a few. The collision avoidance system using only line-of-sight
is comprised of three key enablers: (i) sensing, in charge of acquiring in-
formation and data of the obstacle; (ii) detection, which is based on the
information available about the obstacle, and predicts whether a collision is
going to take place or not; (iii) avoidance, which selects and enforces the
proper evasive maneuver.
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The collision detection problem is still the topic of ongoing research in
the fields of robotics, control engineering, and computer science (see [64–66]
and references therein). Nevertheless, the problem of detecting a possible
imminent collision with line-of-sight information is not in the scope of this
work. In this chapter, we focus on the development of a collision avoidance
strategy that guarantees safety in the presence of the most limited real-
time information about the obstacle. This avoidance strategy could then be
coupled with a detection solution for minimally capable UAVs.
A control law for the angular rate of the vehicle is proposed in this chapter
that enables the UAV to deviate from its desired position in order to avert
a possible collision with obstacles. A proof based on Lyapunov analysis is
presented, which provides a theoretical framework to assess the effectiveness
of the proposed strategy. The control law is based on the intuition that
explains the correlation between the LOS angle, the distance between the
UAV and the obstacle, and other parameters of interest (such as the detection
radius and velocity of the obstacle). Simulation results are also presented to
validate the efficacy of the control law in challenging scenarios.
3.1 Problem Formulation
Based on the formulation given in Chapter 2 we introduce an additional
variables of interest. Considering the problem in this chapter is motivated
towards UAVs, we flip the frame previously introduced to reflect the North
East Down (NED) reference frame commonly utilized in aerospace appli-
cations. To this end, the UAV and the obstacle relative two-dimensional
kinematics in an inertial frame I are illustrated in Figure 3.1, where ~λ, ~Vo




Figure 3.1: Geometry of the collision avoidance problem.
vector perpendicular to ~λ(t). Finally, let η(t) ∈ R denote the angle between







The variable η(t) plays a crucial role, as it captures the key idea pursued in
this chapter. In fact, the collision avoidance objective presented in this work
is based on driving this variable to a neighborhood of zero, [62]. By doing so,
we force the UAV to travel along a direction perpendicular to the position of
the obstacle with respect to the UAV. In other words, if η(t) = 0, it follows
from (3.1) that the angle between the UAV’s velocity vector and the LOS
vector equals π
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rad. Of course, this constitutes only part of the collision
avoidance objective. In fact, to successfully achieve avoidance, the control
law must ensure that the UAV maintains a certain safety distance away from
the obstacle. Clearly, this can be achieved by guaranteeing that the distance
between the obstacle and the UAV, ρ(t), satisfies ρ(t) ≥ ρsafe, where ρsafe > 0
is a given constant parameter which depends on the dimension of the vehicle,
the dimension of the obstacle, and other safety requirements.
At last, before providing the algorithm that solves the problem at hand,
let’s formally define the sensing assumptions:
Assumption 4. Assume that the variable η(t) is the only quantity available
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to the collision avoidance system, by means of the line-of-sight angle (from
the vision-system and gimbal) and the heading angle of the UAV (from the
IMU).
Assumption 5. Assume that there exists a detection radius R > 0, such
that when the obstacle appears within it the evading maneuver is triggered.
With this setup a formal statement of the collision avoidance problem can
be defined.
Problem 2. Consider a UAV and an uncooperative obstacle sharing the same
airspace. Let their dynamics, given by Equations (2.1) and (2.3), satisfy the
bounds given by Assumption 1, 2 and 3. The tracking bound is chosen such
that utr,max = btr, where btr is a positive design parameter . The information
available from the obstacle satisfies Assumptions 4 and 5. Then, the collision
avoidance objective is to derive a control law uca = ψ̇ca(t) such that the
distance between the vehicle and the obstacle is always greater than a given
safety distance, i.e. ρ(t) ≥ ρsafe.
3.2 Main Result
This section is concerned with the solution to Problem 2. Nevertheless, the
main challenge is to formulate a control algorithm for the angular rate ψ̇ca(t)
that relies only on the knowledge of the UAV’s heading angle ψr(t), obtained
from onboard localization systems such as an inertial measurement unit typ-
ical for modern autopilots, and the LOS angle λ(t), which can be obtained
by an image processing software (centroid position in the camera frame). In
this sense, the crucial part of the proposed approach is to formulate a control
law that ensures that the distance ρ(t) between the UAV and the obstacle
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remains bounded away from ρsafe, even without knowing the actual distance
ρ(t). To this end, consider the following control law for the angular rate of
the vehicle:
ψ̇ca(t) = −kη(t) , (3.2)
where k > 0 is a control gain to be selected. The intuition behind the
above control law is that the UAV is forced to travel in a direction tangential
to a circle centered at the obstacle’s position. This, in turn, suggests that
under some conditions on the obstacle’s and the vehicle’s dynamics, the UAV
will successfully avert collision. The remaining of this section is aimed at
providing a theoretical basis that supports this intuition. In particular, the
objective is to demonstrate that the control law in Equation (3.2) guarantees
safety, and that a minimum safety distance between the UAV and the obstacle
can be ensured. This fundamental result is stated in the following Lemma:
Lemma 1. Consider an autonomous vehicle moving with speed Vr(t) satis-
fying the bound given by Equation (2.4), and a moving obstacle with speed
satisfying the bound in Equation (2.5). Assume that at time t = t0 an obstacle
is detected at (unknown) distance ρ(t0) = R, where R is denoted as detection
radius. Let the commanded angular rate of the UAV at time t ∈ [t0, tf ] be
ψ̇r(t) = ψ̇tr(t) + ψ̇ca(t) ,
where ψ̇tr(t) satisfies the bound given by Equation (2.6), and ψ̇ca(t) is given
by (3.2). Let the collision avoidance state x(t) = [η(t)/dd , 1/ρ(t)]
> at time
t = t0 satisfy
x(t0) = [η(t0)/dd, 1/R]
> ∈ Ωv , (3.3)
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with
Ωv , {x(t) : ||x(t)|| ≤ cd/dd} , (3.4)























for some λv > 0. Then, the following result holds:
ρ(t) ≥ ρsafe , ∀t ∈ [t0, tf ] .
Proof. The proof of Lemma 1 is given in Appendix A.1.1.
The variables cd and dd define the domain of attraction Ωv (see Equation
(3.3)) within which the collision avoidance state remains for all time. These
variables satisfy the bound given by Equation (A.1) for a suitable choice of
the control gain k. Then, if the velocity of the obstacle, the heading angle
rate, and the initial state satisfy Equations (3.3) and (3.6), the collision
avoidance state never leaves Ωv. In turn, if cd and dd verify Equation (3.5),
this implies that the vehicle remains within the safety distance ρsafe. Notice
that conditions (3.3) and (3.6) give an algebraic relationship between the
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detection radius and the velocity of the obstacle. For example, for fixed cd, a
large detection radius would relax the assumption given in Equation (3.3) by
allowing larger values for dd. In turn, this implies that the obstacle can travel
faster (see Equation (3.6)). Following a similar argument, if the obstacle is
detected only in the proximity of the UAV, Equation (3.6) suggests that
avoidance is ensured only if the velocity of the obstacle is small enough. In
this sense, the theoretical results are in agreement with the intuition that
fast obstacles can be avoided only if detected far ahead.
Remark 4. It is straightforward to verify that a control gain k and con-
trol parameters cd, dd that satisfy conditions (3.5) and (A.1) can always be
found. However, such values can result in bounds for the speed of the ob-
stacle, detection radius, and angular rate of the vehicle that are conservative
(see Equations (3.3) and (3.6)), thus limiting the range of potential collisions
that can be (theoretically) avoided. This is not surprising for the following
reasons: (i) the approach tackles the problem at the kinematic level. By con-
sidering more specific dynamic models for the vehicle and the obstacle (e.g.
multirotors, which is the objective of future research), the theoretical analysis
would provide less conservative bounds; (ii) we choose to adjust exclusively
the angular rate of the vehicle to avert collisions with obstacles, while leav-
ing the linear speed as an extra degree of freedom to satisfy temporal mission
requirements. Doing so, the proposed approach extends previous results from
the same authors, in which the speed of multiple cooperative UAVs is adjusted
in order to achieve coordination and ensure inter-vehicle safety [67,68]; (iii)
the theoretical proof is based on a Lyapunov approach, which on one hand of-
fers rigorous stability results, but on the other hand provides bounds that are
far more conservative than the realistic ones. This is discussed in the simu-
lation results section, which shows the effectiveness of the proposed strategy
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even in scenarios where the performance bounds are violated.
3.3 Simulation Results
This section presents two different simulation scenarios. In both cases, the
UAV and the obstacle are assumed to be small fixed-wing UAVs with speed
limits
18m/s = Vr,min ≤ Vr ≤ Vr,max = 32m/s , 18m/s ≤ Vo ≤ 32m/s . (3.7)
Saturation bounds on the angular rates of the vehicles are also imposed:
−0.2rad/s ≤ ψ̇r ≤ 0.2m/s , −0.2m/s ≤ ωo ≤ 0.2m/s , (3.8)
while the collision avoidance control gain is selected as k = 1.1.
3.3.1 First scenario
A fixed-wing UAV is wandering in the airspace on a straight line with speed
Vr = 23m/s. At time t1 = 33s an obstacle is detected from a direction
given by λ(t1) = 2.05rad, with unknown position and velocity. The vehicle
is required to perform a safety maneuver to avoid a possible collision (or to
reduce the risk of collision until additional information about the obstacle is
available). Given the UAV speed limits, and for a required safety distance
ρsafe = 50m, parameters cd = 0.3033 and dd = 40 can be chosen that satisfy
Equations (3.5) and (A.1), where λv =
λmin(W )
20λmax(P )
= 0.0116 in Equation (A.1)
is selected. According to Lemma 1, such parameters suggest that only slow
moving obstacles can be avoided (with speed as low as Vo = 0.4430m/s). This
is the case of Figure 3.2a, where the obstacle is assumed to be static and thus
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its speed satisfies Equation (3.6), and where the initial states η(t1) = 0.2rad
and ρ(t1) = 1155m satisfy Equation (3.3).
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(b) Speed of the obstacle Vo = 10m/s.
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(c) Speed of the obstacle Vo = 18m/s.
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(d) Speed of the obstacle Vo = 23m/s.
Figure 3.2: UAV (blue line) and obstacle (red line) two-dimensional paths.
The circles indicate the position of the UAV (blue) and obstacle (red) at
times t0 = 0s, t1 = 33s, and t2 = 50s. The white circle indicates the
position of the UAV at time t2 if the collision avoidance maneuver were not
performed.
Nevertheless, Figures 3.2b-3.2d show that the proposed solution is effec-
tive even when such bounds are violated, as pointed out in Remark 4. In
particular, Figures 3.2b, 3.2c, and 3.2d illustrate three scenarios in which the
obstacle travels on a straight line at speeds Vo = 10, 18, 23m/s, respectively.
It can be noted that the UAV performs more aggressive maneuvers for higher
speeds of the obstacle, and ultimately avoids collision.
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(b) Speed of the obstacle Vo = 10m/s.
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(c) Speed of the obstacle Vo = 18m/s.
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(d) Speed of the obstacle Vo = 23m/s.
Figure 3.3: Collision avoidance error η(t) (dashed blue line) and collision
avoidance switch (red line).
The control effort for the four cases described above is depicted in Figure
3.4, and it is compared with the actual angular rate of the vehicle subject
to the saturation bound given by Equation (3.8). The time history of the
collision avoidance state η(t) is illustrated in Figure 3.3, which also highlights
the time ranges when the collision avoidance control law is activated. As ex-
pected, η(t) converges to a neighborhood of zero when the collision avoidance
algorithm is turned on. Finally, Figure 3.5 depicts the distance between the
UAV and the obstacle, which remains above the safety limit ρsafe = 50m.
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(b) Speed of the obstacle Vo = 10m/s.
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(c) Speed of the obstacle Vo = 18m/s.
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(d) Speed of the obstacle Vo = 23m/s.
Figure 3.4: Angular rate of the vehicle (blue line) and collision avoidance
control input ψ̇ca(t) (red line).
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(b) Speed of the obstacle Vo = 10m/s.
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(c) Speed of the obstacle Vo = 18m/s.
time [s]















(d) Speed of the obstacle Vo = 23m/s.
Figure 3.5: Actual distance between the UAV and the obstacle (solid line).
The dashed line shows the same distance in the case where the collision
avoidance control law is turned off. The green segments indicate the time
ranges when the collision avoidance maneuvers take place. The red line
shows the minimum safety distance requirement.
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3.3.2 Second scenario
In this scenario, a fixed-wing UAV is tasked to inspect an area by following
a circular path. The desired trajectory (or virtual target) to be followed is
given by 
ẋvt(t) = Vvt(t) cosψvt(t)
ẏvt(t) = Vvt(t) sinψvt(t) ,
ψ̇vt(t) = ψ̇vt(t) ,
with xvt(0) = 0, yvt(0) = 0, ψvt(0) = 0, Vvt(t) = 23m/s, and ψ̇vt(t) =
0.1rad/s, ∀t ≥ 0. Thus, trajectory tracking control laws need to be formu-
lated for the speed Vr(t) and the angular rate ψ̇tr(t) that enable the vehicle
to follow the above virtual target while satisfying the bounds in Equations
(2.4) and (2.6).
To this end, motivated by [18], we let the speed of the vehicle be governed
by
Vr = sat (Vvt cos(ψvt − ψr)+
ηv(cos(ψr)(xvt − xr) + sin(ψr)(yvt − yr)) , Vr,min , Vr,max) ,
(3.9)






cos(ψr)(yvt − yr)− sin(ψr)(xvt − xr)√
(xvt − xr)2 + (yvt − yr)2 + 1
)




for some trajectory tracking control gains ηv , ηω , m > 0, and with the sat-
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uration function defined as
sat(a, b, c) =

b a < b
a b ≤ a ≤ c
c a > c .
In this simulation the trajectory tracking control gains are selected as follows:
ηv = 10 , ηω = 10 , m = 7 ,
while the angular rate saturation limit is set to btr = 0.2. The UAV is initially
positioned at xr(0) = 0, yr(0) = −200 and approaches the desired trajectory
by virtue of the above control laws (see Figure 3.6).
In order to test our solution in a more challenging scenario, an obstacle is
simulated as an attacker, which chases the UAV by virtue of the following
control algorithms for the speed and angular rate:





cos(ψo)(yr − yo)− sin(ψo)(xr − xo)√
(xr − xo)2 + (yr − yo)2 + 1
)
, −btr , btr
)
,
with ηvo = ηψ̇o = 10. Note that the differences between the above control
laws and the tracking control laws given by Equations (3.9) and (3.10) are
due to the fact that the obstacle is assumed to know the UAV’s position, but
not its heading angle and angular speed. At time t1 = 18s the UAV detects
the obstacle and starts an escaping maneuver by activating the proposed col-
lision avoidance control law. Figure 3.6 illustrates the two-dimensional paths
of the UAV, the virtual target, and the obstacle while the collision avoid-
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Figure 3.6: UAV (solid blue line), virtual target (dashed blue line) and
obstacle (red line) two-dimensional paths. The circles indicate the position
of the UAV (blue), virtual target (white) and obstacle (red) at times
t0 = 0s, t1 = 20s, and t3 = 30s.
ance maneuver takes place. The control effort is shown in Figure 3.7, which
compares the angular rates of the vehicle and the virtual target. While per-
forming the escaping maneuver to avoid the obstacle, the vehicle also speeds
up in order to catch up with the virtual target (see Figure 3.8). Finally,
Figure 3.9 illustrates the distance between the UAV and the obstacle, thus



























Figure 3.7: Angular rate of the UAV.
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Figure 3.8: UAV and virtual target’s speed.
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Figure 3.9: Distance between UAV and obstacle (solid line) and between
virtual target and obstacle (dashed line). The green segment indicates the





The previous chapter presented a solution to Problem 1 that relied solely on
the line-of-sight angle. The benefit of such formulation is that the computa-
tional requirements on the vision system are minimal, and the algorithm can
be applied in the simplest robots or UAVs. However, the line-of-sight only
formulation has a significant drawback: it requires that a collision detection
system quantifies the obstacle’s threat to enable or disable the collision avoid-
ance. It is unclear if from vision only an independent detection system can
be designed without generating a substantial amount of false positives. This
is the fundamental trade-off when relying exclusively on line-of-sight angle,
and results in a conservative evasion solution.
To address this issue we draw inspiration from biological systems, as dis-
cussed in chapter 1. Without depth information, many animals are capable of
deciding if a certain object is a collision threat and provide an evading strat-
egy. Biological evidence suggests that humans and animals use some type
of time-to-collision measurement to navigate and avoid obstacles. Time-
to-collision is calculated as the ratio between distance and relative speed,
resulting in a temporal-distance quantity with time units. Using information
from time-to-collision is particularly interesting for mobile robots and aerial
vehicles, because accurate estimates of time-to-collision can be obtained from
monocular cameras, without camera calibration, 3D reconstruction or depth
measurement [19]. Additionally, time-to-collision does not depend on prior
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knowledge of the object’s geometry. From the algorithmic perspective, time-
to-collision naturally encodes the dynamics of the relative motion, i.e., a far
away obstacle with large approach velocity is just as dangerous as a close
obstacle with lower relative speed. Notable work in navigation and obsta-
cle avoidance with time-to-collision like measurements include optical flow
methods [35,36] and image expansion rate methods [37].
This chapter also proposes a solution to the collision avoidance problem
that does not rely on the position information of a moving obstacle and is
not dependent on a collision detection or collision prediction system. Specif-
ically, we show that collision avoidance can be guaranteed using the line-of-
sight (LOS) angle and time-to-collision in the feedback control law. Here,
by adding time-to-collision, the decision to perform the evading maneuver
is embedded in the control law, which implies that the collision avoidance
system is enabled at all times. Although this adds an additional burden on
the vision system, computer vision techniques on monocular cameras can
provide the measurement for time-to-collision without considering depth in-
formation [19, 69, 70]. The proposed controller for the angular rate of the
vehicle is responsible for performing the evading maneuver. A Lyapunov-
based theoretical analysis is provided to show the conditions for which colli-
sion aversion is guaranteed, as well as the relation between the line-of-sight
angle, the distance to the obstacle, velocity bounds and detection radius is
provided.
4.1 Problem Formulation
The objective of this chapter is to propose an evading maneuver so that
while the robot is performing its mission, collision with the obstacle can be
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avoided autonomously. Since the presence of the obstacle in the detection
region does not immediately imply a collision danger, the strategy must
automatically quantify the object’s collision threat and adjust the evading
effort accordingly.
We include the collision avoidance control law as an addition to the heading
angle rate as introduced in the previous chapter. Let ψ̇r(t) = ψ̇tr(t) + ψ̇ca(t),
where ψ̇ca(t) is the control law for the evading maneuver. The desired out-
come is to achieve deconfliction relying solely on commanding the rate of the
heading angle. Assume that Vr(t) and ψ̇tr(t) are given by another control law
responsible for the robot’s mission, such as a trajectory tracking or formation
flying. The challenge is to reactively avoid the obstacle while concurrently
performing the tracking objectives.
The geometry of the considered collision avoidance problem is shown in
Figure 4.1. We define the inertial frame and the geometric variables as in
Chapter 2.
Figure 4.1: Geometry of the collision avoidance problem.









Remark 5. Notice that this is basically the same geometric formulation as
in Chapter 3 with the only difference that the inertial frame is not defined
as NED. We have chosen to use the more common frame where angles ro-
tate positively in the clockwise direction, as usually adopted in the robotics
literature.
We notice that the dynamics of the line-of-sight can be written as function
of η and accelerations of both agents:

ρ̇ = V0 sin(η + ψr − ψo)− Vr sin(η)
λ̇ = V0
ρ
cos(η + ψr − ψo)− Vrρ cos(η)
ρ̈ = ~ao ·~i− ~ar · i + λ̇2ρ,
(4.2)
where ~ar and ~ao are the robot’s and obstacle’s acceleration vectors, respec-
tively. Rewriting ρ̈ as function of acceleration is shown in Appendix A.2.1. In
addition to η(t), time-to-collision will also be used in the collision avoidance




However, this variable only makes sense if we have ρ̇(t) < 0. Firstly, because
if for some time ta ∈ [to,∞) we have ρ̇(ta) = 0, the variable Tc is not well
defined. Additionally, if Tc assumes positive values, the object is, in fact,
moving away from the robot. With this in mind, we are motivated to define
a variable that encompasses time-to-collision of an approaching obstacle and
avoids the singularities of Tc. To this end, let us introduce τ(t) as the time
when we expect the collision to happen if the object is approaching; therefore
we define τ by its inverse, such that
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τ−1(t) = − inf{1/Tc(t), 0−}. (4.3)
Remark 6. In practice, τ would be defined as a large constant, when obsta-
cles are not approaching. However, we introduce τ by its inverse as a way of
performing a rigorous analysis on the controller later on.
Assumption 6. τ(t) is an available measurement, although ρ(t) and ρ̇(t)
are unknown.
Assumption 7. Assume that the variable η(t) and τ(t) are the only quanti-
ties available to the collision avoidance system, by means of the line-of-sight
angle and time-to-collision (from the vision-system and gimbal) and the head-
ing angle of the vehicle (from the IMU).
Remark 7. Although recent efforts have tried to provide distance information
through monocular vision, real-time distance estimation is still a hard and
computationally expensive problem, because locally available features are not
sufficient to estimate the depth information [71, 72]. Alternatively, several
computer vision algorithms over a monocular camera can provide real-time
estimations for τ as in [19, 70, 73] and more recently in [74–76]. In fact, it
has been shown experimentally in [77] that time-to-collision from a monocular
camera on a UAV can successfully avoid collisions.
The fact that the time-to-collision is available from a monocular camera
can be illustrated by analyzing the geometry of the pinhole camera model in
Figure 4.2.
Since the focal length f of a camera is negligible in comparison to the





















where h and ḣ are measurements locally available in the frames acquired by
the camera.
Both variables η and τ play a vital role in the avoidance strategy. Fun-
damentally, the solution given by this work regulates η to zero. By doing
so, we drive the robot’s path perpendicular to the LOS, which geometri-
cally implies that the trajectory is approaching a circle around the obstacle.
However, without the measurement of distance, this strategy might become
overly conservative and sometimes unnecessary, since the obstacle might not
even be on a collision course. Additionally, with the limited information pro-
vided by the LOS angle, it becomes a challenge to decide when to turn on
the collision-avoidance system.
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For this reason, we modify the control law from Chapter 3 by capturing
the time-to-collision with the τ variable defined in (4.3). Small values of τ
directly imply danger, where large values of τ tell the CAS that currently the
object is not an imminent threat. Therefore, we propose to use τ and η in
the feedback control law. To achieve a collision free mission, we must ensure
that the robot maintains a predefined safety distance from the obstacle at
all times.
Now we are prepared to formally define the problem at hand:
Problem 3. Consider a vehicle that detects a uncooperative obstacle at t =
t0, while performing a mission. Let their dynamics, given by Equations (2.1)
and (2.3), satisfy the bounds given by Assumptions 1, 2, 3, and 6. The
information available from the obstacle satisfies Assumptions 5 and 7. The
collision avoidance objective is to guarantee that ρ(t) ≥ ρsafe for t > t0,
where ρsafe > 0 is the desired safety region, the violation of which constitutes
a collision.
4.2 Main Result
This section introduces the solution to the collision avoidance Problem 3.
The objective is to derive an avoidance control law for the angular rate of
the robot ψ̇ca(t) following the assumptions and available measurements intro-
duced in the previous section. The feedback law must be a function only of
the robot’s heading angle ψr(t), typically made available by modern inertial
measurement units (IMUs), the LOS angle λ(t) and the time-to-collision vari-
able τ(t), both of which can be obtained by computer vision algorithms using
the video stream of the onboard gimbaled monocular camera. This control
law is inspired by our previous result in LOS angle based avoidance [59], and
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the human visual navigation steering potential function model introduced
in [37,78].
The following control law is considered:
ψ̇ca(t) = kη(t) e
−kτ τ(t) (4.5)
ψ̇r(t) = ψ̇ca(t) + ψ̇tr(t), (4.6)
where k and kτ ∈ R+ are control gains or design parameters that are selected
according to the application, velocity and acceleration bounds and the desired
ρsafe.
The physical interpretation of the control law is the following: the term
kη(t) drives the heading angle away from the LOS vector. With certain con-
ditions on the control gains and assumptions on the obstacle’s and vehicle’s
dynamics, this term is responsible for averting the collision. Furthermore,
the e−kτ τ(t) term acts like a weighing function that replaces the necessity
of detecting a possible collision. Here, this term approaches 1, when the
time-to-collision becomes small, which allows the kη(t) term to fully drive
the robot towards a circular path. However, when time-to-collision is large,
which means that there is no threat of collision, the exponential term drives
the effect of the control law to zero.










































and λv that satisfies




Note that for a chosen ρsafe and a suitable k there exists always a ρd and c
that satisfy (4.7) and (4.8). For simplicity, in the analysis that follows we
































Finally, we introduce x = [x1, x2, x3]







, x3 = ρ̇ (4.12)














ẋ3 =ao · i− ar · i + x2
(




Here, we use · for the scalar or dot product. By rewriting the system
in (4.13), we obtain
































cos(ρdx1 + ψr − ψo)x2
−x22x3 − Vrρdx1
ao · i− ar · i + x3ρd+
x2 (Vo cos(ρdx1 + ψr − ψo)− Vr cos(ρdx1))2

. (4.14)
Now, the following lemma can be stated.
Lemma 2. Consider the function f(x) as defined in (4.14) and the set




where V (x) is the following Lyapunov function candidate
V (x) = xTPx. (4.16)







where µ > 0 is a design parameter. Then, there exist two constants α, β,
defined according to (4.9) and (4.10), such that for all x ∈ Ωc the following
inequality holds
||f(x)|| ≤ α||x||+ β. (4.18)
Proof. The proof of Lemma 2 can be found in the Appendix A.2.2.
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The underlying objective of this analysis is to prove collision avoidance
by showing that there exists an invariant set to which the states belong for
all t ≥ 0. Therefore, before stating our main result, we state the following
lemma.
Lemma 3. Consider the system given by (4.13) and the set Ωc. Suppose


















Ωc is an invariant set.
Proof. Since V is differentiable almost everywhere, we have:
V̇ = ẋTPx+ xTPẋ







Recall that any quadratic form can be upper and lower bounded
λmin(M)||x||2 ≤ xTMx ≤ λmax(M)||x||2. (4.21)
Next, using Lemma 2 and recalling the bound (4.7), for all x ∈ Ωr we have



















Note that the inequality above holds from (4.19). Thus, by referring to the
results in [79], we conclude that Ωc is an invariant set.
Now, we can state the main result.
Theorem 1. Consider an autonomous vehicle with the dynamics given by
(2.1) and a non-cooperative obstacle. Assume that at t = t0 the object is
detected with ρ(t0) = R. Let the commanded angular rate be given by
ψ̇r(t) = ψ̇ca(t) + ψ̇tr(t), (4.22)
with ψ̇ca(t) = kη(t) e
−kτ τ(t), with gains kτ , k satisfying the conditions given
in (4.17) and (4.20). Suppose that the bounds in Assumptions 1, 2 and 3
satisfy (4.19). Then the collision avoidance is guaranteed for all t > t0, i.e.
ρ(t) ≥ ρsafe.
Proof of Theorem 1. From Lemma 3 we know that if at t = t0, x(t0) ∈ Ωc,












Recalling (4.8) and noting that x2 =
1
ρ
, we have that ρ(t) ≥ ρsafe, ∀t ≥ t0.
Thus, collision avoidance is guaranteed, and the proof is complete.
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Remark 8. The constants c and ρd define the invariant set Ωc, within which
the state variables remain. Following the definition of x2, this ensures that
the minimal safety distance between the vehicle and obstacle is always main-
tained. Note that in (4.17), µ defines a relation between k and kτ . Intuitively,
a well chosen design parameter µ will avoid large values of kτ , which would
bring the exponential term too close to zero.
4.3 Simulation Results
Consider the scenario where a vehicle is tasked to follow a trajectory and
arrive at its final destination without colliding with the red obstacle flying
towards it. Figure 4.3 shows four time instants of the mission.
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Figure 4.3: 2D plots of the collisions avoidance scenario: green square is the
vehicle, red square is the obstacle and blue square is the nominal trajectory.
Here, the blue line is the nominal trajectory the vehicle would follow during
its mission in the absence of collision threat. The green and red lines are
the trajectories of the vehicle and the obstacle, respectively. Although the
control law in (4.5) is being employed for the entire time, in the beginning
of the mission, the vehicle follows the nominal trajectory. At t around 10
to 20 seconds, τ becomes small, which activates the collision avoidance law.
Thus, the vehicle reactively deviates from its path by performing an evading
maneuver. As a result of the detour, the safety distance is maintained, and
once τ assumes very large values, as seen in Figure 4.4c, the ψ̇ca control law no
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longer has effect, and the vehicle returns to tracking the nominal trajectory.
The angular rates of the vehicle are plotted in Figure 4.4a, and the distance
among the vehicle and the obstacle is given in Figure 4.4b, showing that the
safety distance is maintained.
The velocity of the obstacle varied from 1.5 m/s to 2.5 m/s, while the
velocity of the vehicle was commanded by the trajectory tracking controller
and varied from 2 m/s to 4 m/s.



























(a) Angular rate ψ̇r.

















































(c) Time to Collision τ .
Figure 4.4: Time history of signals.
To illustrate how the controller could be used in a multiple obstacle sce-
nario, we consider a straight path with three static obstacles. It is important
to notice that in the multiple obstacles scenario, the theoretical guarantees
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presented in this work no longer apply. The color convention from the pre-




−kτ τi(t), where ηi and τi for i = 1, 2, 3, are the η angle
and τ variable for each obstacle. Although there is no knowledge of distance
to the obstacles, Figure 4.5 shows successful avoidance maneuvers. Because
of each individual τ , the algorithm is capable of deciding which obstacle must
be avoided first.














Figure 4.5: Multiple obstacles scenario. The UAV originally starting at
[−80, 0]m and is supposed to follow the blue path. The green path shows







This chapter presents a more elaborate approach to collision avoidance that is
consistent with the way biological systems operate. In the previous methods,
the avoidance strategy is to command the heading perpendicular to the line-
of-sight. In contrast, the method developed in this chapter smoothly varies
the heading angle to avoid the line-of-sight vector.
This solution is based on the concept of avoidance control [11]. Avoid-
ance control is formulated as an alternative approach to solve pursuit-evasion
problems. Traditional quantitative game theoretic methods to the pursuit-
evasion problem obtain a solution by use of necessary conditions. Then even
low dimension systems often require numerical solutions. The trade-off in
using the avoidance control approach is that it requires finding a Lyapunov-
like function towards verification of sufficient conditions, and there is there
is no general recipe for construction of Lyapunov functions.
There are a few benefits to the avoidance control solution presented in
this chapter. First, in addition to collision avoidance, we also achieve extra
safety by maintaining a minimum time-to-collision. In the absence of the
distance measurement, this extra safety condition makes for a more reliable
and robust system. Next, the controller is derived directly from an origi-
nal Lyapunov-like function with sufficient conditions for avoidance. We also
note that in addition to time-to-collision and line-of-sight angle, this con-
troller uses the line-of-sight angle rate as feedback, which can be acquired
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e.g. through optical flow [80]. Such setup gets one step closer to the way bi-
ological systems perceive obstacles and operate around those to avoid them.
Simulation results validate the proposed solution and show that the explicit
conditions on control gains can be satisfied in realistic avoidance scenarios.
5.1 Problem Formulation
The available measurements are line-of-sight angle (also called bearing an-
gle), line-of-sight angle rate (optical flow) and time-to-collision. This sensing
formulation has previously been used for feedback in vision based forma-
tion control [80]. The control objective is twofold: (i) avoid an unknown
uncooperative obstacle and (ii) maintain a minimum time-to-collision.
Consider a vehicle (robot) navigating in a shared space with a non-cooperative
vehicle (obstacle) as the collision avoidance scenario of interest. Since the
presence of the obstacle in the detection region does not immediately imply
a collision danger, the evader’s strategy needs to autonomously quantify if
there is a collision threat and adjust the evading effort accordingly.
To this end, introduce the loom l : R× R→ R+ [81] as:







Remark 9. Loom is the negative and inverse of the time-to-collision defined
in (4.3), and is the mathematical quantification of the looming stimuli ob-
served in animals. Larger values of loom directly imply danger, and small
values of loom suggest the obstacle is not an imminent threat.
Real-time measurement of loom with a monocular camera is equivalent to
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measuring time-to-collision. Hence, we can state the following assumptions
based on Remark 7 and the problem formulation in [80].
Assumption 8. l (ρ(t), ρ̇(t)) is an available measurement, although ρ(t) and
ρ̇(t) are unknown.
Assumption 9. The variables l(t), λ(t) and λ̇(t) are the only exogenous
quantities available to the collision avoidance system, by means of the line-
of-sight angle, optical flow and time-to-collision (from the vision-system and
gimbal) and the heading angle of the vehicle (from the IMU).
Now we are prepared to formally define the problem at hand:
Problem 4. Consider a vehicle that detects an uncooperative obstacle at
t = t0, while performing a mission. Let the dynamics of the vehicle and
the obstacle, given by Equations (2.1) and (2.3), satisfy the bounds given by
Assumptions 1, 2, 3, and 8. Let the information available from the obsta-
cle satisfy Assumption 9. The objective is to derive a controller that can
guarantee for all t > t0:
1. ρ(t) ≥ ρsafe, where ρsafe > 0 is the desired minimal separation in space,
the violation of which constitutes a collision;
2. l(ρ(t), ρ̇(t)) > − 1
τsafe
, where τsafe is the desired minimal separation in
time-to-collision.
Remark 10. Objective 2 in Problem 4 implies that a lower bound on the
time-to-collision is maintained. With this requirement, vehicles can navigate
in proximity as long as they are not rapidly approaching each other. For this
reason, minimal time-to-collision and spatial separation are both required to
encompass constraints in distance and velocity.
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Different from the formulation in previous chapters, Problem 4 imposes a
lower bound on minimum time-to-collision.
5.2 Avoidance Control
In this section we try to formulate Problem 4 as an avoidance control prob-
lem. Towards that end, we need to introduce the mathematical framework
of avoidance control first developed in [11]. Consider a continuous-time dy-
namical system
ẋ(t) = f(x(t), u(t), d(t)), x(t0) = x0, (5.2)
where x(t) ∈ X ⊆ Rn is the state vector, u(t) ∈ U ⊆ Rm is the control law,
d(t) ∈ Rd ⊆ D is an external disturbance and f is continuous in x. The goal
is to find a controller u(t) that avoids an apriori specified region of interest
in the state space.
The set that one wants to ultimately avoid is defined as the Antitarget
Region T , i.e., no solution of (5.2) may enter T . However, an analysis that
shows avoidance of T with a bounded control effort might not be possible.
This can occur when the dimension of T is lower than the number of states
required. An example of this limitation is presented in [48]. To address this,
one defines a larger set that contains T and is composed of all state variables
required to perform the avoidance analysis. One refers to the set A ⊇ T
as the Avoidance Region, where the states are not allowed to enter. It is
important to notice that once the set A is avoided, then x(t) /∈ T for any
time t. Finally, define the closed set ∆A, where A ⊂ ∆A. Then, we call the
set ΩA = ∆A \ A the Conflict Region.
Given these definitions, we state the avoidance control objective: given
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any disturbance d(·) ∈ D ⊂ Rd, the regions T ,A, and ΩA, derive a control u
such that a trajectory x(t) starting at x(t0) = x0 ∈ ΩA will never enter A.
Definition 1 (Definition 2.1 in [11]). For a dynamical system described by
(5.2) with x0 ∈ ΩA 6= ∅, the set A is said to be avoidable if and only if there
exists u(t) ∈ U such that for any d(t) ∈ D, x(t) /∈ A for all time t > t0.
Lemma 4 (Theorem 3.1 in [11]). The set A is avoidable if there exists a non
empty set ΩA, a control law ua(·) and a C1 function V : X → R , such that
for every x ∈ ΩA the following holds:
1. V (x) > V (x̄) for all x̄ ∈ ∂A, where ∂A is the set of points x of X such
that every neighborhood of x contains at least one point of A and at
least one point not in A,
2. ∂V
∂x
f(x, ua, d) ≥ 0, for all d(·) ∈ D.
Proof. Suppose that there exists a trajectory x that starts at x(t0) ∈ ΩA
such that there exists t2 > t0, where x(t2) ∈ A. Then, from continuity,
there is a t1 ∈ (t0, t2] such that x(t1) ∈ ∂A. Thus, V (x(t0) > V (x(t1)).
However, since V̇ > 0 for every point of the trajectory from t0 to t1, then
V (x0, t0) < V (x(t1)), which is a contradiction.
Remark 11. The proof of this lemma is given in more detail in [11]. The
benefit of defining ΩA is that the conditions 1) and 2) do not need to hold
outside of the ∆A region.
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Figure 5.1: Illustration of regions
5.3 Avoidance Regions
In this section the complete dynamics of the state variables associated with
the avoidance framework, the avoidance and the anti-target regions are pre-






















where the equation of λ̈ is omitted yet depends only on the states, inputs and
the obstacle’s unknown velocity and acceleration. For the following analysis
we shall assume ρ 6= 0. This assumption is valid because later we will be able
60




x6 (t) sin (x5 (t)− x2 (t)) (u(t)− x3 (t))
− ar (t) cos (x5 (t)− x2 (t))











ẋ6(t) = ar(t), (5.4)
where x1 ∈ R−, x2 ∈ [−π, π], x3 ∈ R, x4 ∈ R+, x5 ∈ [−π, π] and x6 ∈













where ρ̈(t) is substituted from (2.11). From this point forward the time
dependence (t) will be dropped for notation convenience.
To satisfy both objectives given in Problem 4, the anti-target set is defined
as the union of two sets: one that specifies the safety in distance and a second
set for the time-to-collision. This translates to classical collision avoidance
with the addition of avoiding regions where time-to-collision is also small.
Hence, we have τ > τsafe and ρ =
1
x4
















The anti-target set is defined by inequalities on x1 and x4, which are not
enough to derive a strategy with bounded control effort. To solve this, an
















π − |x5 − x2|
β
, (5.5)
and β > 0 is a design parameter.
Remark 12. The definition of A is inspired by the physical intuition of the




x1 ≤ − 1τsafe+∆t(x)
}
: When x5 − x2 (the angle between the line-of-sight
angle and the robot’s heading angle) approaches π or −π, the robot
is ”running away” from the obstacle. Since the controller has to be
bounded, the robot can’t instantly turn to the opposite direction. To
define the additional cushion around T , we make sure that the controller
has enough time to approach this configuration. As a result, ∆t(x) is
chosen as the additional time-to-collision added to the minimum time-
to-collision τsafe. The parameter β is a tuning gain. The larger the
62
β, the less ”safety cushion” is given around T , and therefore a higher





≤ r + (x6 + Vo,max)∆t(x)
}
: While the robot is maneuvering for ∆t
time, we compute how much distance is traveled to get to the configu-




x6 cos(x5 − x2)dt.






S = Sr + So ≤ (x6 + Vo,max)∆t.





∣∣∣∣− 1τsafe + ∆t < x1 ≤ −βγ or






where γ = τsafeβ + π, and ω is a design parameter that must be chosen so
that:
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Figure 5.2: A 2D slice for a given ∆t(x) of the anti-target, avoidance and
conflict regions.
Remark 13. Interesting enough, the regions T and A in our construction are
not compact, given that we define both regions by the inverse of the variables
of interest. This approach differs from the example of the evasion in the
plane given in [48], but does not pose any issue since ∂A is well defined and
Ω is compact.
5.4 Main Result
This section introduces the avoidance controller that solves Problem 4. The
strategy is to command the heading angle away from the line-of-sight as a
reaction to the imminent threat of the approaching obstacle. In Chapters 3
and 4 the heading angle approaches the direction perpendicular to the line-
of-sight vector. In contrast, the proposed solution in this section no longer
imposes such structure. The control law is derived solely from the Lyapunov
analysis.
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Recall that the heading control law that drives the angular rate of the
robot is given by
u(t) = uca(t) + utr(t), (5.8)
where the outer loop exogenous controller utr satisfies Assumption 2. We










where the state dependent terms α0, α1 and α2 are defined as:
α0(x) =

1 if x5 − x2 ≥ 0
−1 if x5 − x2 < 0
α1(x) =
(
kx21 + x6 max{0,−x3 sin(x5 − x2)}
−min{0,−ar cos(x5 − x2)}
) 1





and k > 0 is a scalar control gain.
Before stating the main result, let’s introduce the bounds from Assump-
tions 2 and 3 that need to be met for the avoidance controller.
The limited control authority defined in Assumption 2 is dependent on the










The velocity controller must respect the following acceleration limit:




We can also show the existence of a bound uca,max, by looking for an upper






















Notice that the line-of-sight angle rate x3 given in (2.9) is bounded by L > 0,
when the obstacle is outside of the avoidance region, i.e. x /∈ A. The bound
L is given by:
|x3| = |x4
(
Vo sin(ψo − x2)− x6 sin(x5 − x2)
)
|
≤ Vr,max + Vo,max
r
= L.
Remark 14. The purpose of (5.12) is to show the existence of a bounded
control. In other words, this bound has not been derived as a tight upper
bound for the control effort. No matter how conservative this bound is, it
does not affect the control design. Nevertheless, this bound gives insights on
how to choose τsafe and r, and clarifies the relationship to Vr,min, Vr,max, Vo,max
and k.
The evading maneuver starts as soon as an object is detected at time t0. It
is assumed that at this moment the relative position and the velocity between
1maxz{g(z) + h(z)} ≤ maxz{g(z)}+maxz{h(z)}
66
the robot and the object are such that x /∈ A. In other words, there is an
initial spatial and time-to-collision separation.
Theorem 2 (Collision Avoidance). Consider the kinematics (5.4) of a ve-
hicle travelling with speed Vr(t) and a non-cooperative moving obstacle with
speed Vo(t) and heading ψo(t), subject to Assumption 1. Let the collision
maneuver start as soon as the obstacle is detected at time t = t0, such that
x(t0) /∈ A. Consider the control law (5.8) with an exogenous tracking con-
troller utr that satisfies Assumption 2 and the inequality in (5.10), and the









Then A is avoidable, and the trajectory x(t) never reaches the anti-target set
T for any t ≥ t0.
Proof. Consider the two functions A1(x) and A2(x) that are designed to




= r + (x6 + Vo,max)∆t
}
respectively:
A1(x) = x1 +
β







r + (x6 + Vo,max)
(




Notice thatA1(x) andA2(x) are strictly positive inA{. Define the Lyapunov-
like function V (x), for x ∈ ΩA, as:
V (x) = log(A1(x) + 1) + log(A2(x) + 1). (5.16)
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To satisfy the avoidance condition in Theorem 4 it suffices to show that
uca guarantees Ȧ1 ≥ 0 and Ȧ2 ≥ 0 for all x ∈ ΩA, given any Vo, ψo, ao and
utr that satisfy Assumptions 1, 2 and 3. Later we will discuss the case when
x5 − x2 = 0.
First, consider the case where (x5 − x2) > 0. Then, we have
Ȧ1 = ẋ1 +
β (ẋ5 − ẋ2)
(γ − (x5 − x2))2
= x4ρ̈− x21 +
β (u− x3)




(γ − (x5 − x2))2




(γ − (x5 − x2))2
, (5.17)
and uca > x3. Thus,
Ȧ1 ≥ x4ρ̈− x21 +




(γ − (x5 − x2))2
= x4(t)
[
x6 sin (x5 − x2) (u− x3)− ar cos (x5 − x2)




+ V̇o cos (ψo − x2)
]
− x21 +




(γ − (x5 − x2))2
.
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In A.3.1 we show that x6 sin(x5 − x2)(u− x3) ≥ 0. So it follows that
Ȧ1 ≥ x4
[
− ar cos (x5 − x2) + Vo sin (ψo − x2)x3
− Vo sin (ψo − x2) ψ̇o + V̇o cos (ψo − x2)
]
− x21 +




(γ − (x5 − x2))2
≥ x4
[










(γ − (x5 − x2))2
,
where ar is given by a trajectory tracking controller and is guaranteed to
keep the velocity Vr ∈ [Vr,min, Vr,max].
Looking into the dynamics of x3, (2.9) becomes
x3 = x4 (Vo sin(ψo − x2)− x6 sin(x5 − x2)) ,
and the following inequality holds 2














(γ − (x5 − x2))2
.
2The term Vo sin(ψo − x2)x3 could also be bounded by −Vo,maxL, but we choose to
make a less conservative substitution looking into the dynamics of x3.
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Here we substitute the controller defined in (5.9):
Ȧ1 ≥
x6 max{0,−x3 sin(x5 − x2)}
r + (x6 + Vo,max)∆t(x)
+ x3x4x6 sin(x5 − x2)
+
(
−min{0,−ar cos(x5 − x2)
r + (x6 + Vo,max)∆t(x)















(γ − (x5 − x2))2
≥ 0. (5.19)
Since we are only interested in evaluating V̇ for x ∈ ΩA, we have that x4 <
1
r+(x6+Vo,max)∆t
and x1 ≤ −βγ . Therefore, with k given by (5.13) it follows that





which is satisfied by (5.10). Now, we will show that Ȧ2 ≥ 0. Notice that
the time derivative of 1
x4
is ρ̇(t), because x4 =
1
ρ(t)




















(u− x3) + ar∆t(x).





























We are only interested in evaluating V̇ in the conflict region where x ∈ ΩA.








∣∣∣∣ 1x4 − 2ω
∣∣∣∣ βγ ≥ βωγ .






















(utr + β) ≥ 0.
Next, we conclude that for x5 − x2 > 0 we have that V̇ ≥ 0. Since our
problem is symmetric around the line-of-sight x2, an analogous argument can
be shown and we conclude that for x5 − x2 < 0, V̇ ≥ 0.
At x5 − x2 = 0, the function V does not have a well defined derivative.
This does not pose an issue in our analysis because we only require V to have
its lowest value on ∂A and that V̇ ≥ 0 in the compact set Ω. Then we can
apply the result in Lemma 4. However, it is required for V to be C1, and
with the | · | of V this is not the case. To solve this issue we must look at the
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right and left hand derivative of V [82].
One can note that the left and right derivatives of V on the zero-measure
set x5 − x2 = 0, where V is not differentiable, are both non-negative. More-
over, we have |ẋ5− ẋ2| ≥ (γ
2
β
+ 1)x21. Therefore, as far as x1 does not vanish,
the system cannot stay identically at x5 − x2 = 0 . Now, recall that we are
interested in the set ΩA, where we can see that x1 6= 0. Thus, the system is
just instantaneously crossing the set x5−x2 = 0, and the result from Lemma
4 still holds. This proves that the avoidance set A cannot be reached and
therefore is avoidable. We can conclude that the trajectory of x(t) for t ≥ t0
never reaches the anti-target set T .
The solution presented is not limited to the formulation where distance
measurement is unavailable. Consistent with the motivation of this disserta-
tion, the control law in (5.8) does not include range measurement. Neverthe-
less, in case the problem formulation was modified to include the knowledge
of ρ, a slight modification in α1 can incorporate distance in the feedback. It
follows that the new α1 becomes:
α1(x) =
(
kx21 + x6 max{0,−x3 sin(x5 − x2)}
−min{0,−ar cos(x5 − x2)}
)
x4,
and the relationship in (5.19) still holds. With this result, we can claim
that this proposed control architecture and formulation are also applicable
to traditional full state feedback collision avoidance.
Remark 15. Although we choose to include the line-of-sight rate x3 in (5.8),
it is not necessary. If x3 is unavailable, one can increase the gain k until
the term kx21 is large enough to overpower the terms that have x3. This
modification is a trade-off that will create larger control inputs. The intuition
72
is that it assumes the worst possible scenario for the rate of change of the line-
of-sight, thus introducing conservatism into the collision avoidance solution.
5.5 Simulations
To illustrate the avoidance behavior of the proposed framework this section
presents two simulation scenarios. In the first example, the robot is tracking
the circular trajectory given by:
















> = [5, 15]>m, with a tracking controller modified from [63],
where
utr = −3 sin(ψe) (5.21)
Vr = 1.5D cos(ψe), (5.22)
where ψe = ψr − atan2(ye, xe), [xe, ye]> = [xd − xr, yd − yr]> and D =√
x2e + y
2
e . We saturate both tracking controllers so that utr,max = 3.14 rad/s,
Vr,min = 1.0 m/s, Vr,max = 1.5 m/s and ar,max = 2.17 m/s
2. The obstacle was
also chosen as a unicycle model with initial condition of [xo(0), yo(0)]
> =
[32.7, 15]>m and dynamics:
















Time Evolution of Avoidance Maneuver
























Figure 5.3: Evading maneuver for a circular trajectory.
which results in a Vo,max = 0.75 m/s, ψ̇o,max ≈ 0.16rad/s and ao = 0 m/s2.
The goal is to maintain a safety distance r = 2 m and a minimum time-to-
collision of τsafe = 1 s. To achieve this, the avoidance controller was designed
by choosing β = 3.14 and control gains ω = 4.35 and k = 0.235, both
respecting equations (5.7) and (5.13), respectively. These choices of control
gains also ensure that (5.10) and (5.11) are satisfied.
In Fig. 5.3, we show the evading maneuver starting at t = 6.5 s and fin-
ishing at t = 25s, with the robot returning to its original tracking mission.
Notice that although the robot is driving itself away from the desired trajec-
tory, it still is trying to maintain the circular motion and is not abandoning
the tracking goal completely by going to the opposite direction. By looking
at Fig. 5.4, one can observe that the distance ρ was always larger than the
specified safety distance r = 2 m, and that the minimal time-to-collision sep-
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robot and obstacle ρ.














between the robot and
obstacle − 1l .
Figure 5.4: Time history of signals.
aration is also achieved. Therefore the anti-target set for this example was
successfully avoided.
A second simulation scenario is setup with an obstacle starting at [xo(t), yo(t)]
= [20, 40] m following the path:
xo = 2 sin(0.8t) + 20
yo = −1.5t,
which gives us a Vo,max ≈ 2 m/s and a ψ̇o,max = 1.0 rad/s. The chosen
trajectory is a smooth polynomial curve. The trajectory starts at [0, 0]>
m and ends at [40, 40]> m, as illustrated in Fig. 5.5. The desired safety
distance and time-to-collision are chosen as r = 1.0 m and τsafe = 1.0 s. The
speed bounds for this simulation are: Vr,min = 1.3 m/s and Vr,max = 2.0 m/s.
Using the inequalities in (5.10), (5.11), (5.13) we chose β = 3.14, ω = 5.1,
k = 6.5, ar,max = 2.54 m/s
2 and utr,max = 3.14.
Notice that the obstacle’s fast sinusoidal behavior implies a larger value
for ψo,max. This translates to an increased k when compared to the previous
example, because k satisfies (5.13). As a result, a more aggressive avoidance
behavior is observed in Fig 5.6a. Such behavior is consistent with the re-
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Time Evolution of Avoidance Maneuver
























Figure 5.5: Evading maneuver an zig-zag object.
lationship given in (5.12). Intuitively, the faster the obstacle can turn, the
more conservative the controller has to be. Figures 5.6b and 5.6c clearly
show that the chosen safety specifications are far from being violated, which
validates the collision avoidance algorithm.
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This chapter presents experimental results performed with ground robots to
validate the methodology developed in Chapter 5. We consider three distinct
scenarios of an obstacle approaching the evader. The evading robot follows a
smooth polynomial trajectory across the arena while the obstacle approaches
from different directions. The goal is to show the efficacy of the avoidance
control in the presence of sensor noise and time-delays inherent in practical
applications. Moreover, the evader robot used is not a perfect unicycle model,
further validating the robustness of the control law. In what follows, the
system architecture and the indoor facility used to conduct the experiments
are described, followed by a detailed discussion of the test results.
6.1 Hardware and Software Setup
The platform used in the tests were the Jackal differential drive robot from
Clearpath Robotics 1 shown in Figure 6.1. Two robots were used, one as the
evader and the other as the moving obstacle.
To localize both the evader and the obstacle, we used the precise local-
ization technology in Virtual Reality headsets. By using inexpensive HTC
Vive Trackers 2, positions, orientations and linear velocities were obtained for




Figure 6.1: Ground robots used in experiments. The robot with the orange
cylindrical object is the obstacle to be avoided.
of this work, the time-to-collision and line-of-sight rate are simulated. We
remind that the framework does not use distance information. The obstacle’s
heading angle, velocity and distance to the evader are never used explicitly
for avoidance and only used to calculate time-to-collision, line-of-sight and
line-of-sight rate. The relationships in (2.9) and (5.1) are used to calculate
the information that would otherwise be obtained from a vision system.
The Vive trackers utilize multiple infra-red (IR) sensors and an IMU to
perform the localization task. A base station emits IR light that sweeps the
room at a frequency of 50Hz, hitting the IR sensors on the tracker at different
time intervals. The size of these time intervals is a function of the relative
position of the sensor to the base station. The tracker sends the data through
Bluetooth to the HTC Vive system and filters it to create a precise estimate
of the tracker’s position and velocity.
The control loop runs on a centralized computer with Simulink and ROS
(Robot Operating System). Simulink obtains the tracker’s information through
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a Python script 3 connected to the HTC Vive software. Then the script pub-
lishes the tracker’s pose to a ROS topic. The robot receives the heading
rate u(t) and speed Vr(t) published by ROS in Simulink, where the control
algorithm is executed. A lower-level controller onboard the Jackal Robot
commands the wheel motors to ensure that the heading rate and speed com-
mands are executed. A user manually controls the obstacle that is also









Figure 6.2: Diagram of the hardware and software setup.
6.2 Experiments
In all scenarios the robot follows the desired trajectory with the path follow-
ing controller given in (5.22) and the avoidance controller in (5.8).
We saturate both tracking controllers so that utr,max = 1.0 rad/s, Vr,min =
0.2 m/s, Vr,max = 0.5 m/s, and ar,max = 3.5 m/s
2. The obstacle is manually
controlled through a joystick, and in our control design we assume that the
maximum speed that the robot can achieve is Vo,max = 2.0 m/s with ψ̇o,max =
0.5rad/s. The goal is to maintain a safety distance of r = 0.5 m, that
3ROS node that publishes pose from HTC Vive Tracker https://github.com/
moon-wreckers/vive_tracker
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is consistent with the size of the Jackal robots, and guarantee a minimum
time-to-collision of τsafe = 0.5 s. To achieve this, the avoidance controller was
designed by choosing β = 6.3 and control gains ω = 1.75 and k = 1, which
satisfy the sufficient condition for collision avoidance in (5.7) and (5.13).
6.2.1 Scenario 1
In the first scenario the obstacle heads directly towards the evader and the
collision avoidance strategy successfully avoids the obstacle. An overlap of
video frames is illustrated in Figure 6.3 which shows the time lapse of this
experiment. To visualize the time evolution of the maneuver, transparency
was used in the superimposed images. More transparent images of the robot
represent the past, while the more opaque objects show where the agents are
later in the mission.
Figure 6.3: Superimposed images from video of the fist experiment. The
transparency represents the time evolution.
As seen in Figure 6.4, at approximately 3.5 seconds, the obstacle starts
moving, which generates a large enough loom (or small enough time-to-
collision), and the evading maneuver starts. At this moment, the collision
avoidance controller overcomes the tracking heading command. As a result,
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the robot starts to turn away from the planned path. Notice that at 7.5
seconds, the obstacle is close to the virtual target, and if the robot was only
following the target, there would have been a collision. Thanks to the algo-
rithm, the robot has moved away from this unsafe location. At t = 9.5s, the
plots in Figure 6.5b and 6.5c show that the obstacle is no longer approaching
the obstacle. This implies that the distance is increasing and the time to
collision assumes large values. It follows that the robot automatically turns
towards the virtual target, accelerates to catch-up, and resumes the mission.

































Figure 6.4: Time evolution of robot’s evading maneuver.
6.2.2 Scenario 2
The second scenario illustrates the behavior of the robot when a static ob-
stacle is placed in its original path. Without collision avoidance, at ap-
proximately 5 seconds into the mission, there would have been a collision.
However, as seen in Figure 6.7, an evading maneuver drives the robot to cir-
cumvent the static obstacle. Notice that control gains are the same as before
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between the robot and
obstacle − 1l .
Figure 6.5: Time history of signals.
although the obstacle is static. Notice from Figure 6.8b that the robot gets
closer to the obstacle than it did in the previous experiment. This is due to
the fact that the time-to-collision for a static obstacle is always higher than
for an approaching obstacle. The time lapse of this maneuver is showed in
Figure 6.6.
Figure 6.6: Superimposed images from video of the second experiment. The
transparency represents the time evolution.
6.2.3 Scenario 3
This experiment reproduces a similar obstacle behavior observed in the sim-
ulation presented in Chapter 5 (Figure 5.5). The unknown object produces
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Figure 6.7: Time evolution of robot’s evading maneuver.
a zig-zag like path that induced two reactive evading maneuvers, the first of
which lasts from t = 1s until t = 4s, and the second maneuver lasts from
t = 6 to t = 7.5 seconds, as observed in the time-to-collision plot in Figure
6.10c. This illustrates the fact that the controller is able to engage and disen-
gage the avoidance behavior without the knowledge of distance, overcoming
the limitation of the algorithm proposed in Chapter 3. Figure 6.9 shows
the successful collision avoidance, and the vehicle returning to the desired
trajectory.
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Figure 6.8: Time history of signals.

































Figure 6.9: Time evolution of robot’s evading maneuver.
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Reactive collision avoidance is a requirement for safety in many autonomous
platforms. In this dissertation, we addressed the issue of avoiding collision
with an unknown, uncooperative pop-up obstacle with limited sensing ca-
pabilities. The key feature of the proposed algorithms is that they do not
require measurement (or estimation) of the distance to the obstacle. General
hardware architecture requirements are described and are suitable for real-
world applications, as shown by successful flight tests found in the literature.
This work is motivated by the sensing limitations of low-cost or miniature
robotics platforms that carry only monocular cameras. Line-of-sight angle,
line-of-sight angle rate, and time-to-collision are the variables given by a
vision system for feedback. The solution is inspired by biological systems
and the capacity that insects have to evade imminent collision without depth
perception.
All three proposed algorithms are accompanied by theoretical analysis.
This dissertation also derives the conditions - based on the prior known phys-
ical limitations of the agents - on which the analysis is valid. Each strategy
is suitable for different sensing requirements that depend on the computa-
tional resources available to process the visual information. The LOS only
approach, although more conservative, requires the least amount of visual
computation. In contrast, the more elaborate and least conservative method
proposed in Chapter 5, uses the most computational resources. This disserta-
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tion provided three significant contributions to the existing literature. First,
rigorously evidencing that collision avoidance is achieved without distance
measurement. Second, proposing novel vision-based avoidance algorithms
suitable for different sensor requirements. Lastly, we introduced a collision
avoidance algorithm that guarantees a minimum time-to-collision. Overall,
the control strategies developed in this work are designed to work along with a
nominal tracking controller that guides the vehicle to follow a mission-specific
arbitrary trajectory. The control action is injected in the heading control,
while the speed of the vehicle is left as a degree of freedom to accomplish the
mission objectives.
Experiments on indoor differential drive robots were performed. The result
uses simulated sensors to validate the robustness to noise and time delay of
the algorithm.
7.1 Future Work
The avoidance algorithms presented in this dissertation show a promising
safety solution for the expected growth in the deployment of small and low-
cost autonomous systems. Despite that, there is a broad range of topics that
can explore this avoidance paradigm, and additional research is required.
7.1.1 Time-to-collision estimation
The time-to-collision measurement presented in this dissertation is derived
directly from geometric properties of the simple pin-hole camera model. Real
cameras exhibit far more complex behaviors than what is described by the
pin-hole model. As a result, real-world implementation will require additional
processing to provide a reliable measurement of time-to-collision.
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Recent results in [74] deal with monocular image-based time-to-collision
system and propose a least squares optimal line fitting-based technique from
measurable image parameters only. Other recent works are still actively
developing a new strategy to improve the performance of time-to-collision
estimation [75,76].
Future research will develop estimators based on Convolutional Neural
Networks (ConvNets). ConvNets will be trained in a supervised fashion
to estimate the time-to-collision and line-of-sight angle rate directly from a
series of sequentially time-stamped images. Ground truth must be collected
from a motion capture system. If the collected dataset has a sufficiently
diversified scenario, the network will be able to generalize the estimation
results to many situations.
7.1.2 Extensions
Several extensions of the current work are envisioned. Firstly, extension of
the theoretical results to account for the multiple obstacles scenario. As
shown by the simulations in chapter 4, there is an opportunity to use time-
to-collision driven avoidance algorithms to allocate control effort to avoid
multiple obstacles. The major challenge when avoiding collision with many
objects is deciding which object to avoid first. Closer objects are not neces-
sarily the first to be evaded, since the lowest time-to-collision is what really
implies danger, as supported by literature in biological systems.
Development of speed controllers is an extension that can improve the
avoidance performance. One suggestion to modify the speed of the robot
was provided in Remark ??. However, more elaborate speed controllers can
be proposed if the the avoidance set, and consequently the Lyapunov function
are modified.
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Another future extension of this work is to develop controllers and analysis
for different vehicles, like car-like kinematics, that are suitable for self-driving
cars. In addition, the avoidance control law will be derived at the dynam-
ics level, where moments and force are used as control signals. With this





A.1 Proofs for Chapter 3
A.1.1 Proof of Lemma 1
In what follows, we use tools from nonlinear analysis to prove that the dis-
tance between the vehicle and the obstacle remains lower bounded for all
times. The proof is motivated by [62], where the authors dealt with the vi-
sion based tracking control problem. Before stating the proof, introduce the

















 2k2 ddVr,min − 2Vrdd k
k 2Vr
dd
 , 0 < λv < λmin(W )
2λmax(P )
.









Using the above equation, one can compute the derivative of (3.1) as
η̇(t) = −Vr(t) cos(η(t))− Vo(t) cos(ψo(t)− (ψr(t)− η(t)))
ρ(t)
+ ψ̇r(t) .
Similarly, the derivative of ρ(t) from (2.10) can be expressed as function of
η(t)
ρ̇(t) = −Vr(t) sin(η(t)) + Vo(t) sin(ψo(t)− (ψr(t)− η(t))) .
By defining x1(t) = η(t)/dd and x2(t) = 1/ρ(t), we can write the following














2(t)Vr(t) sin(x1(t)dd)− x22(t)Vo(t) sin(x1(t)dd − ψr(t) + ψo(t)) .
(A.4)














2Vr sin(η)− x22Vo sin(x1dd − ψr + ψo) ,
where the dependence on time is neglected for the sake of simplicity. Af-
ter simple algebraic manipulations we can rewrite the previous system of
equations as

















 Vox2 cos(x1dd − ψr + ψo)/dd
−Vox22 sin(x1dd − ψr + ψo)
 .










(1 + c2d) . (A.5)
For a proof of inequality (A.5) see Appendix A.1.2. Now consider the follow-
ing Lyapunov function [83]








 2k2 ddV r,min − 2Vrdd k
k 2Vr
dd
 > 0 ,
and noting that A>x P + PAx = −W , the time derivative of the Lyapunov
function can be computed as






Defining λv such that 0 < λv <
λmin(W )
2λmax(P )
, and recalling the bounds in Equa-
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tions (A.1) and (A.5), one can write



















































(1 + c2d) +
btr
λvdd
< ||x|| . (A.8)
Finally, we can conclude that if Vo,max and btr are sufficiently small and satisfy
condition (3.6), then ||x|| ≤ cd
dd
,∀t ≥ 0, which implies
|x2| =
∣∣∣∣1d
∣∣∣∣ ≤ cddd .




Thus, since cd and dd satisfy condition (3.5), i.e. dd ≥ cdρsafe, the following
result holds
ρ(t) ≥ ρsafe , ∀t ≥ 0 ,
which completes the proof.
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A.1.2 Proof of Inequality (A.5)









 Vox2 cos(x1dd − ψr + ψo)/dd
−Vox22 sin(x1dd − ψr + ψo)
 .







we start noticing that, since
λmin(P )||x||2 ≤ x>Px ≤ λmax(P )||x||2 ,























































+ ((c2d − 1) sin η + sin η − η)2
)
.



















































Therefore, (A.9) follows immediately.





1 + c2d . (A.10)


















which, using the fact that ||x|| ≤ cd
dd
, can be rewritten as (A.10). This
completes the proof.
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A.2 Proofs for Chapter 4
A.2.1 Derivation of ρ̈(t)
First, we develop the equation of the acceleration component of the vehicle
on the LOS, ~ar ·~i. From the unicycle model in (2.1) we can write the velocity
vectors (in inertial frame) as:
~Vr = Vr cos(ψr)~I + Vr sin(ψr) ~J.
Then, by taking the time derivative in the inertial frame, we have
~ar =
(




V̇r sin(ψr) + Vr cos(ψr)ψ̇r
)
~J.
Performing the dot product with ~i = cos(λ)~I + sin(λ) ~J , we have
~ar ·~i = V̇r cos(ψr) cos(λ)− Vr sin(ψr) cos(λ)ψ̇r





















= V̇r sin(η)− Vr cos(η)ψ̇r.





(Vo sin(η + ψr − ψo)− Vr sin(η))
= V̇o sin(η + ψr − ψo) + Vo cos(η + ψr − ψo)(η̇ + ψ̇r − ψ̇o)
− V̇r sin(η)− Vr cos(η)η̇
= V̇o sin(η + ψr − ψo) + Vo cos(η + ψr − ψo)(λ̇− ψ̇o)
− V̇r sin(η)− Vr cos(η)(λ̇− ψ̇r)
= V̇o sin(η + ψr − ψo) + Vo cos(η + ψr − ψo)λ̇−
















Vo cos(η + ψr − ψo)
− Vr cos(η)
)
= ~ao ·~i− ~ar ·~i+ λ̇ (Vo cos(η + ψr − ψo)− Vr cos(η)) .
We know that λ̇ = V0
ρ
cos(η + ψr − ψo)− Vrρ cos(η). So, it follows that:




= ~ao~i− ~ar~i+ λ̇2ρ.
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A.2.2 Proof of Lemma 2
















































































Next, recalling that x ∈ Ωc and using (4.21) implies |x1|2 ≤ ||x||2 ≤ cλmin(P )ρd .























































Recall (4.17) and note that e
1





















For f4(x) and f5(x), it is straightforward to see that:
||f4(x)||2 = |~ao ·~i− ~ac ·~i|2 ≤ (ao + ar)2 ≤ (ao,max + ar,max)2
and
||f5(x)||2 = cλmin(P )ρd (Vo cos(ρdx1 + ψr − ψo)− Vr cos(ρdx1))
4
≤ x22 (Vo + Vr)4 ≤ cλmin(P )ρd (Vo,max + Vr,max)
4




























2 + µ+ ao,max + ar,max
) .
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Thus, boundedness of α and β is reduced to proving boundedness of























Thus, α and β remain bounded for any k.
A.3 Proof of Chapter 5
A.3.1 Proof of inequality sin(x5 − x2)(u− x3) > 0
Assuming that x5−x2 > 0, we want to show that u > x3. When x5−x2 > 0
and u > x3, we have sin(x5 − x2)(u − x3) > 0. An analogous argument
holds for x5 − x2 < 0, where we can show that u < x3. To do so we must
consider a lower bound for the minimum value of u, when x ∈ ΩA. Recall
















+ x3 + utr, (A.12)
by removing the term α0(x) = 1 for x5 − x2 > 0 and the non-negative term
α1(x). Now, we know that all values x for which we analyze this term are in
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the Conflict Region. So we can replace the largest values of x1 by −β/γ:
u ≥ β + 2β
2ω
γ(Vr,min + Vo,max)
+ x3 + utr (A.13)
So by (5.10), we have that u > x3.
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