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Abstract
We describe the calculation of Raman optical activity (ROA) tensors from den-
sity functional perturbation theory, which has been implemented into the CP2K
software package. Using the mixed Gaussian and plane waves method, ROA spectra
are evaluated in the double-harmonic approximation. Moreover, an approach for the
calculation of ROA spectra by means of density functional theory-based molecular
dynamics is derived and used to obtain an ROA spectrum via time correlation func-
tions, which paves the way for the calculation of ROA spectra taking into account
anharmonicities and dynamic effects at ambient conditions.
2
1 Introduction
Vibrational spectroscopy is an important method for the elucidation of structure and
dynamics of compounds used in chemistry, biology, physics, and materials and environ-
mental sciences. Among the different techniques developed, Infrared (IR) and Raman
spectroscopy are the most common ones and standard approaches for the investigation
of chemical systems. The measured spectra can be easily analyzed for structurally sim-
ple, small molecules but become increasingly crowded and complicated for larger com-
pounds. This is even more true for the chiral variants of IR and Raman spectroscopy,
vibrational circular dichroism (VCD)1, 2 and vibrational Raman optical activity (ROA)3–6
spectroscopy, respectively, which are sensitive to the chirality of the compounds under
study leading to spectra featuring in general positive and negative band intensities for
chiral systems. Whereas VCD is nowadays a well established method, ROA spectroscopy
is less widespread and has been mostly used for biomolecules in solution (for a recent
review, see Ref.7).
Recent advances in ROA measurements include the development of a spectrometer in
the deep-ultraviolet region8 and observation of paramagnetic ROA.9 Calculations have
profited from various developments such as analytical ROA intensity differences,10 effi-
cient density fitting for ROA property tensors in combination with a massive parallel
environment,11 Cartesian transfer12 and molecules-in-molecules fragment13 techniques,
and coupled cluster14 and intensity-tracking15–17 approaches. ROA computations have
been presented for various biomolecules ranging from carbohydrates17–19 up to complex
proteins20–27 (for reviews, see Refs.28–30) as well as polymers.31, 32 In contrast to that, cal-
culation of Resonance ROA is a rather unexplored, yet promising field,33–36 in particular
for metal complexes.35, 37 Simulated ROA spectra of the latter are in general still quite
rare11, 27, 35, 38, 39 and we refer to Ref.37 for a recent review about ROA of transition metal-
containing coordination compounds and solids. In order to be able to interpret the spectra
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and to obtain in-depth knowledge about the structure and properties of the molecules,
calculations are indispensable and various analysis tools have been developed.20, 40–42
The harmonic approximation, in combination with Kohn–Sham (KS) density functional
theory (DFT), is currently the standard way to obtain vibrational spectra leading to a
modest computational cost. This comes with several drawbacks since no dynamics and
anharmonicities are included into the calculation and the system under study is assumed
to be at its equilibrium structure based on a temperature of 0 K, which can be especially
problematic for molecules with conformational degrees of freedom and hydrogen-bonded
systems.43 Since such calculations directly provide solely vibrational frequencies and
corresponding intensities (depending on the type of spectrum computed), the band shapes
are obtained a posteriori by applying an artificial broadening. Anharmonic effects may be
included (see, for instance, Ref.44 for a review) and several examples for ROA have been
presented in Refs.45, 46 as well as recently in Ref.47 building upon the implementation
described in Ref.11
An alternative way for the calculation of vibrational spectra is based on DFT-based molec-
ular dynamics (MD) where the conformational phase space, hydrogen-bonding dynamics,
and other local geometry arrangements can be explored at ambient conditions, taking
into account realistic thermodynamic conditions as employed in experiment.48 Vibra-
tional spectra can be obtained from DFT-based MD via Fourier transformation of certain
time correlation functions. This ansatz has the advantage that band shapes are directly
obtained from the calculation and no artificial broadening has to be applied.49, 50 More-
over, anharmonicity effects are included since no specific shape of the potential energy
surface is assumed in contrast to the harmonic approximation.49, 50 The power spectrum,
for example, contains bands at all vibrational frequencies and can be calculated from
the time autocorrelation function of the nuclear velocities. Examples include IR spectra,
which are obtained from time autocorrelation functions of the electric dipole moment
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and have often been reported in the literature (see, e.g., Refs.49, 50 and references cited
therein). Sum frequency generation spectra51–56 and Raman spectra from DFT-based MD
have been rarely reported.50, 57–60 Very recently, VCD spectra obtained from DFT-based
MD have been presented as well.61 In the framework of ROA spectroscopy, (classical
or DFT-based) MD has solely been employed to sample solute–solvent clusters19, 39, 62–67
and a ionic liquid,68 in this way providing input model structures for static calculations.
Whereas classical trajectories have been used to calculate ROA spectra of model harmonic
systems,69 no ROA spectrum directly evaluated from DFT-based MD has been presented
to the best of our knowledge.
In this manuscript, we describe the calculation of ROA spectra using the mixed Gaussian
and plane waves approach.70 The ROA polarizability tensors are efficiently evaluated
by means of density functional perturbation theory (DFPT), which we have recently
adapted to the calculation of Raman spectra.60 ROA spectra cannot only be obtained
based on the standard approach within the double-harmonic approximation71–73 but also
using time correlation functions obtainable from DFT-based MD. This opens a novel way
for the calculation of ROA spectra by considering the complex dynamics of the system
under study, thus naturally including finite temperature effects and anharmonicities.
The manuscript is organized as follows: Section 2 provides theoretical basics for the calcu-
lation of ROA intensity differences (Section 2.1) and a description of the implementation
for the evaluation of ROA polarizability tensors and achievement of gauge-origin indepen-
dent results (Section 2.2). After the computational methodology in Section 3, example
calculations for S-methyloxirane in the static double-harmonic approximation and via
time correlation function from DFT-based MD can be found in Section 4. A summary
and outlook is given in Section 5.
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2 Theoretical background
2.1 Raman optical activity intensity differences
Employing Placzek’s polarizability theory,74 the ROA intensity difference for the backscat-
tering experimental set-up in the far from resonance approximation (i.e. the incident light
is far away from any resonance with an electronic transition) is given by72, 73
(IR − IL)(180
◦) ∝ β(G′)2 +
1
3
β(A)2. (1)
For non-metallic systems and the static limit ωL → 0 (ωL is the angular frequency of the
incident light), the anisotropic ROA invariants (summation over Greek indices is implied
in this subsection) are obtained as75
β(G′)2 =
1
2
(3ααβG
′sl
αβ − αααG
′sl
ββ) (2)
β(A)2 =
1
2
ααβǫαγδAγ,δβ . (3)
ααβ and G
′sl
αβ are the αβ components (the Greek subscripts α and β represent the spatial
x-, y-, and z-coordinates) of the electric-dipole–electric-dipole tensor α and the electric-
dipole–magnetic-dipole tensorG′sl (the superscript “sl” indicates the static limit), respec-
tively. Aγ,δβ is the γδβ component of the electric-dipole–electric-quadrupole polarizability
tensor A, ǫαγδ the αγδ component of the (Levi-Civita) third-rank antisymmetric unit ten-
sor. In the double-harmonic approximation,71 the ROA intensity differences are obtained
by calculation of the derivative of the ROA tensor components with respect to normal
coordinates. In MD, the ROA intensity can be evaluated by Fourier transform of the time
crosscorrelation function of the ROA tensor elements,
(β(G′)2)MD =
1
2
1
2π
{∫
∞
−∞
dt exp{−iωt}
〈
3ααβ(0)G
′sl
αβ(t)
〉
−
∫
∞
−∞
dt exp{−iωt}
〈
ααα(0)G
′sl
ββ(t)
〉}
(β(A)2)MD =
1
2
1
2π
∫
∞
−∞
dt exp{−iωt}ǫαγδ 〈ααβ(0)Aγ,δβ(t)〉
(4)
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where we used the classical limit of the Kubo transformed time correlation function in
analogy to Ref.43
2.2 Evaluation of Raman optical activity tensors
For nonperiodic systems, the α and A tensor components are evaluated according to72
ααβ = focc
2
h¯
∑
i,k
〈ψ
(0)
i |dα|ψ
(e)
k 〉〈ψ
(e)
k |dβ|ψ
(0)
i 〉
ωk,e − ωi,0
(5)
Aα,βγ = focc
2
h¯
∑
i,k
〈ψ
(0)
i |dα|ψ
(e)
k 〉〈ψ
(e)
k |θβγ|ψ
(0)
i 〉
ωk,e − ωi,0
. (6)
h¯ is Planck’s constant divided by 2π, (ωk,e − ωi,0) is the angular frequency difference
corresponding to the KS orbitals ψ
(e)
k and ψ
(0)
i of electronically excited state (indicated
via the superscript “(e)”) and electronic ground state (labeled by the superscript “(0)”),
respectively. The occupation number focc has values of 1 and 2 in the unrestricted and
closed-shell restricted KS approach, respectively. dα = −erα = −e
∑N
l=1 rα,l is the α
component of the electric dipole operator for the electrons in the length representation,
N the number of electrons, e the elementary charge, and rα,l the α component of the
position operator of electron l. θ is the electronic part of the electric quadrupole operator
in its traceless form with components
θαβ = −
1
2
e
N∑
l=1
(3rα,lrβ,l − r
2
l δαβ). (7)
The G′sl tensor components are given as76
G′slαβ =
(
1
ωL
G′αβ
)
ωL=0
= −foccIm
2
h¯
∑
i,k
〈ψ
(0)
i |dα|ψ
(e)
k 〉〈ψ
(e)
k |mβ|ψ
(0)
i 〉
(ωk,e − ωi,0)2
(8)
with the electronic part of the magnetic dipole operator (me is the electron mass)
mα = −
N∑
l=1
e
2me
ǫαβγrβ,lpγ,l. (9)
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pl = −ih¯∇l is the momentum operator and the spin-dependent part of the magnetic
dipole operator is neglected. The tensor G′ vanishes for ωL = 0.
The electric-dipole–electric-dipole polarizability α can be evaluated via DFPT77, 78 in the
electric-dipole approximation. The external electric field E is considered as a perturbative
parameter λ coupled to the electronic part of the electric dipole moment leading to a
perturbation λǫ(1) = −
∑3
β=1Eβfocc
∑
i〈ψ
(0)
i |dβ|ψ
(0)
i 〉 added to the unperturbed KS energy
functional ǫ(0).79 The total energy functional for the perturbation in β direction is given
as
ǫ = ǫ(0)[{|ψ
(0)
i 〉 − Eβ|ψ
(1),β
i,d 〉+ . . . }]− Eβǫ
(1,β)[{|ψ
(0)
i 〉 − Eβ|ψ
(1),β
i,d 〉+ . . . }]. (10)
|ψ
(0)
i 〉 and |ψ
(1),β
i,d 〉 are the unperturbed and first-order perturbed KS orbitals, respectively.
Our implementation for non-hybrid exchange–correlation density functionals is described
in the following. The first-order perturbed KS orbitals {|ψ
(1),β
j,d 〉} are calculated via the
inhomogeneous set of coupled equations (indicating here the dependence on the spatial
coordinates explicitly)
−P
∑
j
(
H(0)δij − 〈ψ
(0)
i |H
(0)|ψ
(0)
j 〉
)
P |ψ
(1),β
j,d 〉 =
P
[∫
∂2EHxc[n(r)]
∂n(r)∂n(r′)
∣∣∣∣
n(0)(r)
n
(1),β
d (r
′)dr′|ψ
(0)
i 〉+ dβ|ψ
(0)
i 〉
]
(11)
employing the orthogonality condition
〈ψ
(0)
i |ψ
(1,β)
j,d 〉 = 0 ∀i, j (12)
and the projector on the manifold of the unoccupied states
P = 1−
∑
i
|ψ
(0)
i 〉〈ψ
(0)
i |. (13)
EHxc[n(r)] is the Hartree, exchange, and correlation energy functional and H
(0) is the KS
Hamiltonian of the unperturbed ground state.
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The first-order perturbed density is calculated as
n
(1),β
d (r) =
∑
i
focc[ψ
(0)∗
i (r)ψ
(1),β
i,d (r) + ψ
(1),β∗
i,d (r)ψ
(0)
i (r)]. (14)
The αβ component of the electric-dipole–electric-dipole polarizability α for nonperiodic
systems is obtained as
ααβ = −2focc
∑
i
〈ψ
(1),α
i,d |dβ|ψ
(0)
i 〉. (15)
The components of theA tensors can efficiently be computed without an additional DFPT
calculation according to
Aα,βγ = −2focc
∑
i
〈ψ
(1),α
i,d |θβγ |ψ
(0)
i 〉. (16)
In order to calculate the G′sl tensor, it is necessary to additionally solve the system of
linear equations in Eq. (11) with the magnetic field B as the perturbative parameter
coupled to the electronic part of the magnetic dipole moment. Since the magnetic dipole
operator is imaginary and we use real ground state KS orbitals, the first-order perturbed
KS orbitals are imaginary leading to a vanishing first-order perturbed density. This
significantly simplifies the system of linear equations in Eq. (11) leading to so-called
uncoupled perturbed self-consistent field equations. The resulting first-order perturbed
KS orbitals {|ψ
(1),β
i,m 〉} are required to calculate G
′sl:
G′slαβ = −2h¯foccIm
∑
i
〈ψ
(1),α
i,d |ψ
(1),β
i,m 〉. (17)
The ROA invariants are experimentally observable and thus origin independent. In cal-
culations as presented in this work, however, this is not necessarily the case due to the
limited size of the basis sets. The electric dipole moment is origin independent if the total
charge is zero.73 The electric-dipole–electric-dipole polarizability tensor α is also origin
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independent: shifting the origin from O to O + a results in matrix elements
〈ψ
(0)
i |dα(O + a)|ψ
(e)
k 〉 = −
〈
ψ
(0)
i
∣∣∣e N∑
l=1
[rα,l(O)− aα,l]
∣∣∣ψ(e)k 〉
= 〈ψ
(0)
i |dα(O)|ψ
(e)
k 〉, ∀ |ψ
(0)
i 〉 6= |ψ
(e)
k 〉. (18)
The situation is different for theG′sl andA tensors, which are gauge origin dependent.73, 80
The matrix elements containing the electronic part of the magnetic dipole and electric
quadrupole operators transform under a shift of the common origin fromO to the common
origin O + a as73, 80, 81
〈ψ
(e)
k |mα(O + a)|ψ
(0)
i 〉 = −
〈
ψ
(e)
k
∣∣∣ e
me
N∑
l=1
1
2
ǫαβγ(rβ,l(O)− aβ,l)pγ,l
∣∣∣ψ(0)i 〉
= 〈ψ
(e)
k |mα(O)|ψ
(0)
i 〉
+
〈
ψ
(e)
k
∣∣∣ e
me
N∑
l=1
1
2
(al × pl)α
∣∣∣ψ(0)i 〉,
∀ |ψ
(0)
i 〉 6= |ψ
(e)
k 〉 (19)
〈ψ
(e)
k |θαβ(O + a)|ψ
(0)
i 〉
= 〈ψ
(e)
k |θαβ(O)|ψ
(0)
i 〉 −
3
2
aα〈ψ
(e)
k |dβ(O)|ψ
(0)
i 〉 −
3
2
aβ〈ψ
(e)
k |dα(O)|ψ
(0)
i 〉
+aγ〈ψ
(e)
k |dγ(O)|ψ
(0)
i 〉δαβ , ∀ |ψ
(0)
i 〉 6= |ψ
(e)
k 〉. (20)
Evaluation of the β(A)2 invariant in Eq. (3) leads to cancellation of the terms arising
from the origin dependence of the A tensor. This is the case for the β(G′)2 invariant only
if the velocity representation for the electronic part of the electric dipole operator is used
in the calculation of the G′sl and α tensors and a common origin is employed, i.e. the
shift O+a is the same for all electrons, Ol+al = O1+a1, l = 2, ..., N .
11 Alternatively,
approaches such as Gauge Including Atomic Orbitals82, 83 can be employed.
The velocity representation for the electronic part of the electric dipole moment can be
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derived via
h¯(ωk,e − ωi,0)〈ψ
(0)
i |dα|ψ
(e)
k 〉 = −e
〈
ψ
(0)
i
∣∣∣∣∣
[
N∑
l=1
rα,l, H
(0)
]∣∣∣∣∣ψ(e)k
〉
= −e
〈
ψ
(0)
i
∣∣∣∣∣ ih¯me
N∑
l=1
pα,l
∣∣∣∣∣ψ(e)k
〉
−e
〈
ψ
(0)
i
∣∣∣∣∣
[
N∑
l=1
rα,l, Vnonloc
]∣∣∣∣∣ψ(e)k
〉
=
h¯
i
〈
ψ
(0)
i
∣∣∣∣∣
N∑
l=1
dvα,l
∣∣∣∣∣ψ(e)k
〉
. (21)
This relation is exact in case of DFT calculations in the complete basis set limit. The sec-
ond commutator arises if a non-local pseudopotential is used in the calculation. Additional
terms may emerge in case of, e.g., spin–orbit coupling.73 v = − i
h¯
[∑N
l=1 rl, H
(0)
]
is the
velocity operator for the electrons and dv = −ev = e i
h¯
[∑N
l=1 rl, H
(0)
]
the corresponding
electric dipole operator for the electrons in the velocity representation.
The electric–dipole–electric-dipole tensor components in the velocity form are given by
αvαβ = focc
2
h¯
∑
i,k
〈ψ
(0)
i |d
v
α|ψ
(e)
k 〉〈ψ
(e)
k |d
v
β|ψ
(0)
i 〉
(ωk,e − ωi,0)3
(22)
and, analogously, for the electric-dipole–magnetic-dipole tensor by
G
′sl,v
αβ = −focc
2
h¯
∑
i,k
〈ψ
(0)
i |d
v
α|ψ
(e)
k 〉〈ψ
(e)
k |mβ |ψ
(0)
i 〉
(ωk,e − ωi,0)3
. (23)
αv can be derived by first employing dvβ, which leads, due to a vanishing first-order
perturbed density, to an uncoupled set of linear equations and the KS orbitals {|ψ
(1),β
j,v 〉}:
P
∑
j
(
H(0)δij − 〈ψ
(0)
i |H
(0)|ψ
(0)
j 〉
)
P |ψ
(1),β
j,v 〉 = Pd
v
β|ψ
(0)
i 〉. (24)
The KS orbitals
{∣∣∣ψ(0),βj,dv 〉} = i−1 {
∣∣∣ψ(1),βj,v 〉} are used to obtain {|ψ(1),βj,dv 〉}:
− P
∑
j
(
H(0)δij − 〈ψ
(0)
i |H
(0)|ψ
(0)
j 〉
)
P |ψ
(1),β
j,dv
〉 =
P
[∫
∂2EHxc[n(r)]
∂n(r)∂n(r′)
∣∣∣∣
n(0)(r)
n
(1),β
dv
(r′)dr′|ψ
(0)
i 〉+ |ψ
(0),β
i,dv
〉
]
(25)
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with the first-order perturbed density
n
(1),β
dv
(r) =
∑
i
focc[ψ
(0)∗
i (r)ψ
(1),β
i,dv
(r) + ψ
(1),β∗
i,dv
(r)ψ
(0)
i (r)]. (26)
αv and G′sl,v are computed according to
αvαβ = −2focch¯
2
∑
i
〈ψ
(1),α
i,dv
|ψ
(0),β
i,dv
〉, (27)
G
′sl,v
αβ = −2focch¯
2Im
∑
i
〈ψ
(1),α
i,dv
|ψ
(1),β
i,m 〉. (28)
3 Computational methodology
The calculation of the ROA polarizability tensors has been implemented into the CP2K
program package.84 KS DFT was used as the electronic structure method with the
Gaussian and plane waves method70 employing no periodic boundary conditions and
Goedecker–Teter–Hutter (GTH) pseudopotentials.85–87 In all calculations, the BP86 exchange–
correlation density functional88, 89 was chosen, which has been shown to provide reliable
results for Raman and ROA spectra of biomolecules in the double-harmonic approxima-
tion.20, 21, 90–94 Strict convergence criteria were applied in the calculations: The ground
state orbitals were converged until the electronic energy was constant up to the eighth
decimal place, and the conjugate gradient in the linear response calculation was converged
up to the eleventh place. The kinetic energy cutoff for the plane wave expansion of the
charge density was set to 280 Ry. A cubic simulation cell with a side length of 20 A˚ con-
taining one S-methyloxirane molecule was used in the calculations. For the calculations
in the double-harmonic approximation, a step length of 0.01 bohr was employed for the
calculation of the derivatives. The final spectra from the static calculations were obtained
by applying a Lorentzian band width with a half-maximum height of 15 cm−1.
For the DFT-based MD calculation, the system has been held at around 20 K for 2 ps
in the NVT ensemble using a canonical sampling through velocity rescaling thermostat,95
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followed by a production run in the NVE ensemble for 6 ps. The time step in the AIMD
simulation was set to 0.3 fs, the ROA polarizability tensors were calculated for each
time step. An extended version of the TRAVIS program50, 96 was used to produce the
spectrum applying zero padding and a Hanning type window function. Analogous to our
previous work,60 the harmonic approximation quantum correction factor (h¯ω/kT )
1−exp (−h¯ω/kT )
(k:
Boltzmann’s constant, T : temperature) was multiplied to the resulting ROA intensity
differences.
4 Example calculations
As an example, backscattering ROA spectra for the S-methyloxirane molecule calculated
in the double-harmonic approximation are shown in Fig. 1. In order to test the basis
set dependence of these ROA calculations using GTH pseudopotentials and the Gaussian
and plane waves approach, where wave functions are expanded in terms of a Gaussian
basis set and the charge density is represented by means of an auxiliary plane wave
basis, several calculations with different basis sets (see Fig. 1) as provided in the CP2K
repository were performed. Going from a triple-zeta basis set with one set of polarization
functions (TZVP-GTH) to a triple-zeta basis set with two sets of polarization functions
(TZV2P-GTH) (see top of left-hand side in Fig. 1), several changes in ROA intensity
differences are observed. The sign of the ROA intensity difference is not changed except
of the band around 920 cm−1 corresponding to a normal mode with C–O and exocyclic
C–C stretching vibrations. Calculation with the quadrupole-zeta basis set QZV2P-GTH
leads to additional sign changes for the bands around 1080 cm−1 and 1240 cm−1, which
belong to CH2 rocking and a mixture of ring C–C stretching and bending motions of
the hydrogen atom bound to the C∗ center, respectively. No significant alterations are
observed if the QZV3P-GTH basis set is used instead of the QZV2P-GTH basis set. Test
calculations with the Gaussian 09 (G09) program,97 version revB.01, using BP86 and
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Ahlrich’s def2-TZVP, def2-QZVP, def2-QZVPP98, 99 and the aug-cc-pVTZ and aug-cc-
pVQZ100 basis sets lead to a very similar result (see bottom of right-hand side of Fig. 1).
Here, especially the bands around 1100 cm−1 show a remarkable basis set dependence as
well (further studies about basis set dependence can be found in Refs.101, 102).
Compared to the QZV3P-GTH result, no change of sign is obtained if several augmented
GTH-basis sets are used (see top of right-hand side of Fig. 1). Using double- and triple-
zeta molopt basis sets103 (see bottom of left-hand side of Fig. 1), the most obvious basis
set dependence leading to sign change of the ROA intensity differences is, similarly to
the not augmented GTH basis sets mentioned above, detected for the bands around 930,
1100, and 1250 cm−1.
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Figure 1: Backscattering ROA spectra of the S-methyloxirane molecule obtained within the
double-harmonic approximation.
As shown in Eq. (21), it is in principle necessary to include the commutator [
∑N
l=1 rα,l, Vnonloc]
into the calculations if non-local pseudopotentials are used. Gonze and co-workers have
investigated the influence of such commutator elements in calculations of optical matrix
elements in a plane wave code.104 They found that the commutator contributions in-
fluence the peak heights of the electric-dipole–electric-dipole polarizability and that the
size of correction is dependent on the method employed to generate the pseudopotentials.
We have tested the effect of said matrix elements in the calculation of the ROA spectra
of S-methyloxirane. As can be seen in Fig. 2, there are some amendments in the ROA
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intensity differences. Most noticeable is the considerably increased band height at about
1100 cm−1 as well as smaller intensity differences in the range from 1350 to 1500 cm−1
if the commutator is omitted. It can therefore not be concluded that the commutator
contributions are always negligible and these matrix elements are thus included in the
calculations.
Figure 2: Backscattering ROA spectra of the S-methyloxirane molecule obtained within the
double-harmonic approximation using the TZVP-GTH basis set with and without consideration
of the commutator given in Eq. (21).
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As an example for an ROA spectrum obtained from time correlation functions via DFT-
based MD as described in Section 2, we have performed a DFT-based MD simulation for
an S-methyloxirane molecule in gas phase (see Fig. 3) at a temperature of 20 K.
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Figure 3: Backscattering ROA spectra of an S-methyloxirane molecule obtained from DFT-
based MD using the QZV2P-GTH basis set and simulation lengths of 4, 5, and 6 ps.
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Due to the low temperature, temperature effects are less pronounced than in spectra
calculated at room temperature, which facilitates the comparison to spectra obtained from
the double-harmonic approximation assuming a temperature of 0 K. Nevertheless, small
barriers on the potential energy surface may still be overcome and anharmonicity is thus
in principle included in the spectrum from DFT-based MD.105 Considering the short total
simulation time of 6 ps and the low temperature applied, the calculated spectrum shows a
reasonably good agreement with the calculated one in the double-harmonic approximation
(see Fig. 1). All bands in the latter can be recognized in the DFT-based MD spectrum.
Moreover, the signs of the ROA intensity differences agree well. The only remarkable
exception is a negative band at around 1240 cm−1. Use of longer simulation times as
well as generation of various microcanonical trajectories for calculation of an average
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ROA spectrum are therefore of interest for future studies in order to improve the quality
of the ROA spectra computed by time correlation functions from DFT-based MD. It is
worth mentioning that it is in general difficult in the calculation of gas-phase spectra
from DFT-based MD to fulfill the equipartition theorem, which leads to deviations in the
band intensities.48, 50, 105 Furthermore, DFT-based MD simulations at room temperature
may be worth to be carried out as well as a more detailed study about the basis set and
density functional dependence of the ROA DFT-based MD spectra in order to facilitate
the comparison to experimental data. For condensed phase systems, taking into account
periodic boundary conditions in the ROA calculations will be vital as well.
5 Summary and Outlook
We have described the calculation of ROA property tensors via computationally efficient
DFPT, which has been implemented into the CP2K program using the Gaussian and
plane waves method. Calculations relying on the double-harmonic approximation have
been carried out where the gauge-origin independence has been ensured by utilizing the
velocity representation for the electronic part of the electric dipole operator. Due to the
non-local GTH pseudopotentials used, this requires the evaluation of additional terms
compared to all-electron calculations, which do not necessarily lead to negligible contri-
butions to the ROA intensity differences. Example calculations for S-methyloxirane in
the double-harmonic approximation have shown that non-augmented GTH-basis sets of
triple-zeta quality or less can lead to ROA bands featuring a wrong sign compared to re-
sults obtained close to the basis set limit. Moreover, a method for the calculation of ROA
spectra from DFT-based MD has been developed based on time correlation functions,
which naturally takes into account dynamic effects in contrast to the static approaches
presented up to now. This paves the way for simulations of large systems at realistic
thermodynamic conditions including anharmonicities and providing band shapes directly
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from the DFT-based MD simulation without the need for artificial broadening as required
in static calculations. This approach has been applied for a DFT-based MD calculation
of S-methyloxirane in the gas phase. Further investigations with respect to the influ-
ence of exchange–correlation density functional, basis set, and simulation lengths and
temperature in the DFT-based MD approach may be worth to be carried out as well as
the consideration of periodic boundary conditions for the calculation of condensed phase
systems, which is especially of interest for complex biomolecules in solution.
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