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Abstract
Scramjet engines are limited in performance due to engine starting problems at low hyper-
sonic speeds. For an accelerating hypersonic vehicle, intake contraction ratios are typically
fixed to the low speed starting requirements. This reduces engine performance at higher
Mach numbers, where higher contraction ratios are required to efficiently combust flow within
a practically-sized combustor.
The use of a combustion process called “Thermal Compression” was suggested in the 1960s
that could improve the performance of low intake contraction scramjet engines. In such an
engine, the flow field is non-uniform within the combustor, with regions of locally high pres-
sure and temperature even at low net intake contraction ratio. The flow properties in these
regions are suitable for combustion of air-fuel mixtures, inducing autoignition. As heat is re-
leased, increased temperature and pressure are transmitted to the surrounding flow through
pressure waves. Conditions in the surrounding flow become suitable for combustion, and
this process continues until combustion completes throughout the entire flow field.
This work presents results from experimental and numerical analysis of a three-dimensional,
thermal compression scramjet engine at two high Mach number flight conditions. Experi-
ments were conducted in the T4 Shock Tunnel at The University of Queensland. The tunnel
test gas simulated flow that had been processed by an engine forebody at either 8.0◦ or 8.8◦
angle of attack, in an equivalent flight condition of Mach 10, 50 kPa dynamic pressure.
An engine test model was developed to examine the effect of thermal compression on
combustion-induced pressure rise at these inflow conditions. Non-uniform combustor flow
was generated using a three-dimensional intake with a ramp angle that varied in the span-
wise direction. This produced a low compression side and a high compression side through-
out the scramjet engine. Fuel injection plenums were split such that different gases could be
injected in either the low compression or high compression side. Combustion was induced
by injecting hydrogen fuel, or suppressed by injecting helium.
i
Pressure measurements were taken along the streamwise length of the engine, in three
spanwise locations. Optical techniques, including emission and laser-induced fluorescence
(LIF) methods, were used to visualise the distribution of OH radicals throughout the com-
bustor. These experimental results were then compared to fully-combusting, RANS CFD
simulations.
The influence of thermal compression was determined by comparing combustion-induced
pressure rise in the fully-fuelled case to the sum of both cases where combustion was sup-
pressed on each side of the engine. It was found that for the forebody angle of 8.8◦ case,
thermal compression increased pressure rise by 14.4 ± 6.0 % and 6.7 ± 6.2 % for fuel-air
equivalence ratios of φ = 0.8 and φ = 1.0 respectively. Emission from OH radicals, which is
qualitatively indicative of combustion, also increased by 19 – 54 % in the rear of the com-
bustor. Numerical simulations of the φ = 0.8 condition also showed a pressure increase of
15.9 % and a 27 % increase in combustion efficiency due to thermal compression.
These are the first detailed, experimental results that show that thermal compression can
significantly improve combustion in a scramjet engine. The present results indicate that ther-
mal compression can be applied with a practical engine design to improve performance in
low contraction ratios scramjet engines.
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Chapter 1
Introduction
1.1 Motivation
In recent years, interest in the usage of space systems has been increasing in both scientific and
commercial fields. With the continual miniaturization of electrical components, satellites are
becoming much smaller and lighter, changing the requirements of launch systems [1]. There
is stronger demand for flexible, cheap and reusable launch systems capable of delivering small
payloads to a variety of orbits, as opposed to the large launch systems required to send probes
to other planets, or manned missions to the moon.
Supersonic Combustion Ramjet (Scramjet) engines will have a key role in enabling reusable and
efficient launch systems. The potential payload mass fraction of a three stage rocket-scramjet-
rocket system has increased to 1.87 % [2] from the typical values of between 0.36−1.26 % for
single-use, rocket-based systems [3]. The reason for this is that scramjet engines have greater
performance per propellant flow rate than rocket engines, as scramjets draw oxygen from the
ingested air. Rockets, which are not air-breathing, must carry oxidizer on board. This reduces
the rocket’s specific impulse, or thrust per propellant mass flow rate, a key measure of engine
performance.
Whilst the rocket is less efficient than air-breathing engines, it has the significant advantage
of being able to operate over a very wide range of conditions. The reliance of air-breathing
engines on the incoming flow leads to very specific ranges of operable conditions for the various
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Figure 1.1: Specific impulse of aerospace engines over their useful Mach number ranges, from [4].
engine types, as shown in Fig. 1.1. As the flight speed increases, the amount of compres-
sion required by mechanical components (found in turbojets) decreases. High speed incoming
air is slowed through an engine’s intake, increasing the static pressure and static tempera-
ture through momentum and energy conservation, respectively. With higher flight speed, the
resulting combustor pressure will be higher if subsonic combustion processes are used.
In the supersonic regime, this “ramming” effect becomes the primary source of compression. At
sufficiently high speeds, a mechanical compressor becomes unnecessary, and the entire compres-
sion process occurs naturally within the intake. In this configuration, the engine is operating
in ramjet mode. The flow is still generally slowed to subsonic speeds, where pressures and
temperatures are suitable for combustion and fuel mixing is easily manageable.
A pure scramjet engine is designed for speeds in the hypersonic regime, at approximately Mach
5 and above. At these Mach numbers, slowing the flow to subsonic speeds would produce un-
acceptably high combustor static temperatures. High combustor temperatures (above approx-
imately 2500 K) are detrimental to releasing heat, as the reactions products cannot recombine
and release energy, lowering the combustion efficiency.
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Additionally, the intake becomes less efficient as combustor flow velocity decreases [5]. Slowing
the flow speed to subsonic conditions quickly becomes exceedingly inefficient, especially at high
Mach numbers. The intake then introduces too much total pressure loss, making net thrust
nearly impossible. This is shown by the crossover of ramjet (subsonic combustion) and scramjet
(supersonic combustion) performances at approximately Mach 6 in Fig. 1.1.
Instead, the scramjet is designed to maintain supersonic flow throughout the engine, hence its
name, reducing combustor temperature and minimising losses across the intake. This comes
with other drawbacks; higher speeds through the combustor reduce the available mixing time,
and increase the flow length over which combustion takes place. This results in longer com-
bustors and increases combustor wall drag, which is a significant contributor to overall engine
drag.
Careful design of scramjet flowpaths is therefore paramount to generating high efficiency engines
at hypersonic speeds. A detailed description of the scramjet cycle is presented in Section 1.3.
The engine must be designed to ensure low total pressure losses across the compression system,
high mixing efficiency between the fuel and air mixture, management of combustor temperature
levels, sufficient combustor length to maximise combustion efficiency, and large nozzle area
ratios to maximise thrust.
All these design requirements are dependent on the flight condition. As flight speed increases,
the intake efficiency decreases and combustion lengths increase. Altitude changes vary the
pressure throughout the engine, changing chemical reaction rates and potentially unstarting
the engine. Typically these changes are controlled by the flight path, such that as the Mach
number increases, so too does the altitude, typically targeting a constant dynamic pressure
condition for structural optimisation. But scramjet engines are still generally designed for a
particular set of conditions, and suffer performance losses when operating off the design point.
This is a significant problem for the access-to-space system, which would have the scramjet-
based stage accelerating between typical values of Mach 6 to 9 [1]. As such, scramjets must be
designed to maintain performance over a wide range of conditions.
Engine cycles typically maximise efficiency by minimising entropy increase and hence total
pressure loss. This is achieved by maximising the temperature at which heat is added to the
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system, limited by the requirement to minimise the dissociation of combustion products. In the
case of scramjets, this means that the combustor temperature and intake compression should
be maximised. However, this is not necessarily ideal for a scramjet operating over a range of
flight conditions.
At low supersonic speeds, rapid pressure rises from combustion can choke the flow through an
engine, destabilising the compression shock system and producing subsonic flow through the
engine in what is called an engine “unstart”. As such, intake compression must be limited so
that the pressure is increased in a controlled manner throughout the engine. At high speeds,
the momentum of the incoming flow makes the engine much less prone to unstarts.
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Figure 1.2: Kantrowitz and isentropic starting limits of intakes over a range of Mach numbers [6].
Figure 1.2 shows the starting behaviour of engine intakes at a variety of Mach numbers, from
[6]. The vertical axis represents limits on the ratio of the minimum area, or throat, at the
combustor entrance, A3, to the area at the beginning of internal contraction, A1. The isentropic
curve is the hard limit where the area ratio will produce sonic flow even for an isentropic
compression process. Engines with area ratios below the isentropic limit will never start, and
cannot maintain supersonic flow. In practice, engines are found to unstart above the isentropic
limit; various empirical correlations, such as that in [7], give more reasonable, practical estimates
of the minimum area ratio.
Also shown in Fig. 1.2 is the Kantrowitz limit of area ratio. This curve was found in [6] by
assuming the presence of a normal shock at the beginning of internal contraction, A1, and
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then finding the area ratio that produces sonic flow at A3. For any area ratio larger than the
Kantrowitz limit, this hypothetical normal shock is ingested through the throat [6], and thus
the engine starts unconditionally.
Between these two curves is an indeterminate region, where the flow can either be started or
unstarted. That is, the flow beyond the throat can be either subsonic or supersonic. Engines
that are started above the Kantrowitz limit can be moved into this indeterminate region, either
through deceleration or variable geometry, and remain started. However it becomes more
difficult to retain supersonic combustor flow as the contraction ratio approaches the isentropic
(or empirical) lower limits.
Note that this analysis was performed using a quasi-one-dimensional assumption. Practical,
three-dimensional engines have various mechanisms through which starting can be achieved
below the Kantrowitz limit, such as the self-starting inlet in [8].
What is consistent for all limits, however, is that they become more forgiving at high Mach
numbers; as M1 increases, the engine becomes easier to start and less likely to unstart.
This leads to the critical compromise that must be made in scramjet engine design: Choosing
an intake compression ratio, which is discussed in great detail in [5]. At low speeds, intake
compression is limited by engine unstart characteristics. At high speeds, engine unstart is
less important, and the intake should compress the flow as much as possible, to encourage
high combustor pressure and temperature. Increased temperature results in faster ignition
and minimises entropy increase, whilst the higher pressures result in faster chemical reactions,
reducing combustor length and hence combustor drag.
A possible solution to this compromise is using a variable geometry inlet that changes the
compression ratio as the flight condition changes. This comes at the considerable cost of
added structural weight which must be carefully minimised in the design of aerospace vehicles.
Fixed geometry solutions are therefore preferred and are likely to be used for first generation
accelerators.
These fixed geometry engines range between two extremes: The first is to design the inlet
considering starting requirements at low speeds, at the cost of high speed performance; alter-
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natively the engine can be designed to maximise performance at high speeds and inject less fuel
at low speeds, reducing low speed performance. With less fuel injection, combustion-induced
pressure rise is lower and the engine is less likely to unstart; however, the unfuelled starting
condition at low speeds remains a hard limit.
Engine performance is much higher at low Mach numbers [5, 9], primarily due to higher inlet
compression efficiencies and lower Rayleigh losses in the combustor. Additionally, higher flow
speeds require longer engines, resulting in more combustor drag which is a key contributor to
total engine drag [10]. As such, a scramjet designer may be tempted to sacrifice low speed
performance to raise the maximum Mach number.
These compromises ultimately depend on the requirements of the system as a whole, not just
the scramjet engine. Jazra et al. [2] found that for a particular optimised rocket-scramjet-rocket
system, the scramjet-based second stage had a reasonably low maximum Mach number of 8.5,
even though the engine had a design point of Mach 12. As such, there may be significant benefit
in maximising performance at low speeds, where scramjet engines substantially outperform
rockets.
Alternatively, the engine flowpath and combustion processes can be designed to limit the degra-
dation of engine performance at high Mach numbers. A particular technique called “Thermal
Compression” was developed by both Ferri [11] and Billig [12] that would potentially improve
performance over a wide range of Mach numbers at low inlet contraction ratios, and hence low
compression ratios. This would provide scramjets with adequate starting characteristics at low
Mach numbers, without significantly sacrificing high speed performance.
Whilst geometric compression uses the physical contraction of the intake geometry to compress
the flow, thermal compression uses local heat release from combustion to increase the pressure
and temperature in the core flow. By inducing a non-uniform flow into the combustor, com-
bustion can occur in regions of high pressure and temperature, even for minimal contraction
ratios. This combustion increases the pressure throughout the rest of the flow field, inducing
combustion within the remaining air-fuel mixture. More detail on thermal compression is found
in Section 1.4.
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The thermal compression tehcnique looked extremely promising when it was examined in the
1960s and 1970s; however, it was not developed further until numerical work by Bricalli et
al. [13, 14]. Bricalli et al. showed that non-uniformities could be used in a three-dimensional
flow field to dramatically improve performance over a similar two-dimensional engine.
Thermal compression appears to be able to provide marked improvements to combustion within
a scramjet engine. Nonetheless, no experimental studies have conclusively shown whether ther-
mal compression has a significant effect within a scramjet flow field. This thesis provides quan-
titative, experimental data that examines the effect of thermal compression within a scramjet
combustor.
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1.2 Aims and Objectives
The purpose of this thesis is to experimentally examine whether thermal compression increases
combustion within a three-dimensional scramjet engine. An engine was designed to easily sup-
press combustion in different regions of the engine flowpath and thus examine the interactions
of combustion within these regions. Advanced optical techniques including emission and Planar
Laser-Induced Fluorescence (PLIF) were used to image OH radicals throughout a section of
the flow, providing a qualitative representation of combustion activity.
The objectives of this thesis are to:
• Develop a scramjet engine test model capable of demonstrating fundamental thermal
compression effects within a ground test facility.
• Visualise the distribution of OH radicals within the scramjet combustor, and determine
any influence of thermal compression on OH production.
• Determine the influence of thermal compression on the combustion-induced pressure rise
within the scramjet engine.
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A typical scramjet flowpath, adapted from [15], is shown in Fig. 1.3. The flow passes through:
1. The compression system, which typically includes the vehicle forebody and the scramjet
inlet, or diffuser. This serves the purpose to produce flow conditions suitable for ignition
and efficient burning at the combustor entrance, i.e. high temperature and pressure.
2. The combustion system. Fuel is mixed with the ingested air, which ignites and combusts,
increasing the enthalpy of the flow. Fuel can be injected either in the combustor or in the
inlet.
3. The expansion system. High enthalpy flow exiting the combustor is expanded through a
nozzle and vehicle afterbody, increasing the exhaust velocity and producing thrust.
0,
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Figure 1.3: Flow field of a typical scramjet engine, adapted from [15]. Reference stations are
numbered at key streamwise locations. Note that station 2 would refer to the beginning of an isolator
not included in this figure.
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1.3.1 Compression System
The role of the compression system (referred to from here as the intake) is to produce conditions
in the combustor suitable for autoignition of the fuel used (unless some other ignition source
is used). To this effect, the flow must be compressed from the freestream conditions to the
combustor entrance, which are designated as stations 0 and 3, respectively, in keeping with the
conventions used by [15].
A key feature of the intake is the geometric contraction ratio, defined1 as
Cr = A0/A3. (1.1)
As the contraction ratio increases, the flow becomes more compressed, increasing the pressure
and temperature at the entrance of the combustor, station 3. The pressure ratio, Pr, and
temperature ratio, ψ, across the intake are given by
Pr = P3/P0 (1.2)
and
ψ = T3/T0. (1.3)
Whilst it is important that the intake provides high values of pressure and temperature to the
combustor, losses across the intake must be kept to a minimum. There are several measures of
the efficiency of an intake (see Chapters 4 and 5 of [15]), including the kinetic energy efficiency,
ηKE, and the dimensionless entropy increase, (s3 − s0)/Cpc. These are defined as
ηKE =
V 2X
V 20
(1.4)
and
s3 − s0
Cpc
= lnψ − Rc
Cpc
lnPr. (1.5)
In these equations, point X refers to a theoretical state with pressure equal to the static
freestream pressure, P0, and entropy equal to that at the combustor entrance, s3. This is
equivalent to taking the flow at station 3 and isentropically expanding it to the freestream
1Following the definitions from [5] and [12], as examples. Others, such as [16], refer to the contraction ratio
as the inverse of the right hand side in Eq. (1.1).
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static pressure. The term Cpc refers to the specific heat capacity at constant pressure, averaged
over the compression system.
If it assumed that the compression process is adiabatic, Eq. (1.4) can be expressed as
ηKE,AD =
V 20 − 2Cpc(TX − T0)
V 20
. (1.6)
From [5], an empirical fit for existing engines was found such that
ηKE,AD = 1−
(
9
M0
)0.7[
0.018
{
1− M3
M0
}
+ 0.12
{
1− M3
M0
}4]
. (1.7)
With the combination of Eq. (1.3) and Eq. (1.6), thermodynamic calls can be made to fully
define the conditions at the exit of the intake using methods similar to that described in [5].
Using the NASA Chemical Equilibrium with Applications (CEA) code [17], ηKE,AD was found
for a variety of pressure ratios and Mach numbers, as plotted in Fig. 1.4. This shows the rapid
drop in efficiency as Pr (and thus ψ) is increased, especially for low M0. As a result, there is a
compromise between maximising temperature and pressure at the combustor entrance, whilst
maintaining a sufficiently efficient intake.
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Figure 1.4: Variation of adiabatic kinetic energy efficiency with pressure ratio.
As an example, although the combustion efficiency for a constant temperature process might
be very high at T4 = T3 = 2500 K, for T0 = 220 K this results in a temperature ratio of
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ψ = 11.4. At Mach 10, q0 = 50 kPa, the above method gives a required pressure ratio of
Pr = 850, resulting in an intake efficiency of ηKE,AD = 0.939. This is impractically low
2 and
to compensate would require unattainable levels of heat addition and expansion throughout
the other systems. Lower pressure and temperature ratios are therefore necessary, with the
associated loss of combustion efficiency or increase in combustor length.
1.3.2 Fuel Injection
As with all air-breathing combustion engines, fuel must be mixed into the core flow. In scramjet
engines fuels are either hydrogen or a hydrocarbon. Hydrogen is an ideal fuel, especially in
access-to-space systems, as it has a very large specific energy of approximately 120 MJ kg−1.
Unfortunately, hydrogen has a very low density, so must either take up a large volume, increasing
structural weight and causing aerodynamic problems, or be stored cryogenically with additional
insulation structure and energy requirements, introducing operational problems.
Therefore, practical scramjet engines will likely use established hydrocarbon-based fuels. Hy-
drogen and hydrocarbons both add similar amounts of energy per mass of incoming air, with
hydrogen providing approximately 20 % more energy per unit mass of oxygen compared to
methane. Thus both types of fuels are viable from a cycle analysis point of view; however, hy-
drocarbon fuels outperform hydrogen by 2−4 times [18] in terms of energy density, i.e. energy
per unit volume. Hydrocarbons are also much easier to handle; however, they have less suitable
ignition and reaction characteristics. Nonetheless, combustion of hydrocarbon fuels has been
measured within a scramjet engine, e.g. in [18].
The relative simplicity of hydrogen autoignition allows the investigation of other flow features
without the added complexity of the hydrocarbon fuels. Additionally, detailed and relatively
inexpensive models for hydrogen-air combustion (e.g. [19]) enable numerical simulation of fully
combusting cases within complex, three-dimensional geometries. As such, hydrogen gas is
typically used within scientific investigations of scramjet engines.
The chosen fuel must be added to the flow in such a way as to maximise distribution and mixing,
2Although ∼94 % may appear to be a high efficiency, it actually indicates a significant loss in energy. At
the high velocities seen by scramjet engines, although a small proportion of the kinetic energy is transferred
or lost, this corresponds to a large value of energy that must be returned to the flow through combustion and
expansion. Acceptable values for ηKE,AD are typically larger than 96 %.
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whilst minimising total pressure losses in the core flow. These two goals typically counteract
one another, as the further the fuel plume reaches into the core flow, the more the core flow is
disturbed. One method of encouraging mixing is to inject fuel within the intake. This increases
the length, and hence time, over which mixing can occur, without producing combustion within
the converging inlet [20]. This is particularly advantageous at high Mach number conditions,
where ignition and reaction lengths become very large. Additionally, interaction between fuel
plumes and the inlet shock/expansion systems has been found to dramatically increase mixing
for inlet-fuelled engines [21].
Figure 1.5: Flow features of a wall-normal porthole injector from [22].
To encourage penetration of fuel within the core flow, fuel is typically injected using porthole
injection. The key features of a porthole fuel injection system are shown in Fig. 1.5. The large
bow shock shown in Fig. 1.5 is caused by displacement of the core flow by the injected fuel.
This bow shock can cause significant total pressure loss of the incoming air, which reduces the
ability of the expansion system to produce thrust. Nonetheless, these losses are necessary for
significant penetration and mixing of the fuel within the core flow. Other injection methods
either cause similar disturbances to the flow, such as in strut injection, or do not produce
similar levels of penetration and mixing, as in step, or porous, injection methods.
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To separate injection characteristics from combustion features, tests are commonly repeated
with a nitrogen, N2, test gas. Combustion reactions are therefore suppressed by the removal of
oxygen from the flow. However, this completely suppresses combustion throughout the entire
flow.
Instead, combustion from individual injectors can be suppressed by injecting a non-combusting
gas, such as helium, into the air test gas. This enables combustion in particular regions of the
engine, whilst suppressing it in others, as done numerically in [13]. This method of injecting
helium into an air test gas was previously used by [23] to isolate luminosity from atomic O in
the freestream.
To reproduce the same injection flow features for different gases, the ratios of momentum flux,
J =
ρinju
2
inj
ρ∞u2∞
, (1.8)
must be identical [24]. In Eq. (1.8), the infinity subscript refers to the properties of the undis-
turbed core air flow at the injection streamwise location. To maintain a constant value of J , the
mass flow rate will change for different injected gases, unless the injector geometry is altered.
1.3.3 Combustion System
The role of the combustion system is to release the energy stored within the fuel as effectively
and efficiently as possible. Conditions at the entrance to the combustor are supplied by the
intake3 and should be at sufficiently high temperature and pressure to enable combustion to
occur within the length of the combustor. Due to the configuration of the proposed research,
only auto-ignition is considered. No other forms of ignition will be addressed in this project.
Combustion can be split up into two distinct processes: Ignition and reaction [26]. During
the ignition process, radicals are produced through endothermic two-body reactions. Whilst
some water is also produced during the ignition process, the heat released is absorbed by the
dissociation reactions and very little temperature rise is noted during this period. As such,
3In low speed engines (M0 ≤ 6) a constant area isolator is typically included between the intake and
combustor [25] from stations 2−3. Its purpose is to isolate the intake from the effect of separation of the
boundary layer in the combustor, which would cause an engine unstart. In this case, the scramjet is operating
in “dual-mode”, and the core flow can attain subsonic speeds. Due to the high Mach numbers examined in this
project, only the pure scramjet mode is considered, and an isolator is unnecessary.
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the ignition delay time is defined in [26] as the time taken to increase the temperature of a
composition by 5 % of the total temperature rise. An empirical fit for the ignition delay time
for constant pressure hydrogen combustion is given as
τID =
8× 10−3
P
e9600/Ti (1.9)
where τID is the ignition delay time in µs, P is the pressure in atm and Ti is the initial temper-
ature in K [26]. Equation (1.9) shows that initial temperature has a much greater influence on
ignition delay times than the pressure.
The reaction process is dominated by three-body recombination reactions and is characteristic
of rapid heat release due to the formation of water. These reactions rely on a third body for
conservation of energy reasons and are therefore heavily pressure dependent. The reaction time,
τR, is defined as the time taken after ignition to reach 95 % of the total temperature rise. For
hydrogen-air combustion, the reaction time is given empirically [26] by
τR =
105
P 1.7
e−1.12 Ti/1000. (1.10)
The reaction time is thus more sensitive to pressure than temperature.
Both Eqs. (1.9) and (1.10) are valid for
0.2 ≤ P ≤ 5 atm
1000 ≤ Ti ≤ 2000 K.
The variation of combustion times with respect to inlet pressure ratio is plotted in Fig. 1.6. If
combustion is to take place in a scramjet combustor with length of 1 m with a typical combustor
velocity of 2500 m s−1, the maximum combustion time is τmax = 400 µs.
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Figure 1.6: Pergament combustion times [26] as inlet pressure ratio is increased. τTotal, τID, τR
and τmax are the total, ignition delay, reaction and maximum times available within the combustor,
respectively. Freestream conditions are M0 = 10, T0 = 220 K, q0 = 50 kPa.
For this example, combustion takes place within a length of 1 m for pressure ratios Pr ≥ 70,
corresponding to combustor entrance temperature and pressure of Ti = T3 = 992 K and P3 =
50 kPa respectively.
The above analysis assumed complete combustion of the fuel and air mixture; however, this
typically requires long combustors. Since skin friction in the combustor is a major source of
drag for the engine system [10], it is imperative that the combustor is as short as possible.
To minimise combustor length, the engine may be designed such that combustion does not
reach completion, so not all of the available chemical energy in the fuel is released. Combustion
efficiency, defined as
ηc =
Q˙
fhPR
, (1.11)
describes the actual heat release as a fraction of total available chemical energy. In Eq. (1.11),
Q˙ is heat added per unit mass of total flow per unit time, f is the fuel-air mass ratio and hPR is
the heat of reaction. To minimise drag, the engine designer may choose to limit the combustor
length such that a combustion efficiency of approximately ηc = 0.8 is reached.
There are various idealised combustion processes that may be used to determine the design of
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the combustor. These include constant area, constant pressure and constant temperature, as
well as various others determined by other geometry-driven constraints. Constant area combus-
tion leads to higher pressure and temperatures, whilst constant pressure combustion increases
temperature, but less than the constant area process. Constant temperature combustion actu-
ally leads to a decrease in pressure over the combustor length due to large divergence of the
combustor geometry. A constant temperature combustion segment effectively acts as part of
the expansion system.
From equations Eq. (1.9) and Eq. (1.10), constant area combustion is the most effective way
of adding heat from a specific combustor entrance condition, as the increased pressure and
temperature leads to more rapid combustion. Maximising the temperature, T , for a given heat
release, Q, results in a minimum entropy increase from the definition of entropy,
∆S =
∆Q
T
. (1.12)
Thus from an entropy increase viewpoint, the constant area process is also the most efficient4
(assuming inviscid flow).
However, there are various other factors that must be considered. The rapid rise in pressure
due to combustion can lead to boundary layer separation and engine unstart. It is suggested
in [27] that a maximum engine pressure can be predicted using the Korkegi limit [28]
Pmax = P3
(
1 + 0.3M23
)
. (1.13)
This pressure limit severely impacts the usefulness and length of a constant area combustor.
The other factor is that the Mach number in a pure scramjet must satisfy M4 > 1, which puts
a limit on temperature due to its effect on the speed of sound.
Because of these constraints, a compromise of the combustion process must be reached. This
can either take place by using a simple diverging combustor (which relieves high pressure
and temperature) or some optimised combination of constant area, pressure, Mach number
and temperature combustor sections. The optimal combination of processes is a constant
4On the other hand, if inlet efficiency is ignored and the combustor entrance conditions are allowed to vary,
the most efficient combustion process is simply to compress the flow to some maximum allowed temperature,
and burn at constant temperature. However to compress the flow to such temperatures is highly inefficient, as
discussed in section Section 1.3.1.
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area process until the Korkegi limit, Eq. (1.13), is reached, then constant pressure until some
minimal M > 1 is reached. A constant Mach number combustion process can then be used until
a maximum temperature (limited to ensure maximum recombination of reaction products) is
reached and then constant temperature until sufficient combustion has occurred [29].
1.3.4 Expansion System
Combustion products are accelerated through the expansion system, generating thrust. The
greater the exit area of the expansion system, the more thrust is produced. Ideally, the flow
would be expanded to atmospheric conditions to produce maximum thrust, however this is
unlikely to occur in practice. Nozzles are generally truncated to lower exit areas due to the
large size (and hence weight) required to completely expand the flow, coupled with a dimin-
ishing return of thrust with increasing area (and length). As such, exhaust flow is generally
underexpanded, with exit pressure greater than that of the freestream around it.
Losses in the nozzle generally come from a variety of sources, including the ever-present viscous
effects, flow angularity and chemical freezing. Depending on the design of the nozzle, flow at
the exit may not be directed in the streamwise direction, causing a reduction in the available
thrust. Some degree of chemical freezing occurs due to the rapid expansion of unreacted species
through the nozzle, thus the flow is in a state of chemical non-equilibrium. These factors can
be accounted for within the nozzle efficiency.
The efficiency of an expansion system can be given by
ηe =
h4 − h10
h4 − hY , (1.14)
where hY refers to the enthalpy of the flow if it were expanded isentropically to the final
pressure, P10. Alternatively, a gross thrust efficiency may be applied to the thrust produced by
the nozzle, as is done in [5]. In both cases, an efficiency of approximately 0.90 is typically used.
These limitations of the expansion system have implications for the combustor and inlet designs.
As the exhaust is typically underexpanded, this limits the benefit of maximising temperature
and pressure through the inlet into the combustor, as these will simply need to be expanded
through the nozzle again. Since the combustion products remain at least partially chemically
frozen through the nozzle, it may be necessary to reduce the temperature at the exit of the
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combustor, T4, to ensure sufficient water recombination (and thus heat release) is attained [29].
The result of these limitations is that the combustor temperature is lower than thermodynami-
cally optimal, to maximise the efficiencies of the inlet and nozzle. As concluded by [5,9,29,30],
there is little benefit to operating scramjets above the lowest inlet pressure ratio that produces
sufficient combustion within the length of the combustor. This is due to the compromise that
must be made between the thermodynamic considerations and practical efficiencies of compres-
sion and expansion systems.
However, there are methods to improve performance even with these limitations. The next
section details the concept of thermal compression, which allows high combustion efficiencies,
even at low contraction ratios and thus low mean combustor temperature and pressure.
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In a scramjet, combustion of the air-fuel mixture tends to increase the local pressure and
temperature, which is then relieved by compressing the surrounding gas. As such, combustion in
one location in the flow can be used to increase the temperature and pressure of the surrounding
flow to cause further combustion. This concept is not new; it is the method by which ignition
systems typically operate.
Thermal compression takes advantage of the above effect by generating regions with different
local conditions within the combustor. In doing so, conditions can be sufficient to cause ignition
in one location when the mean flow (global) conditions would not be able to. The ignited
mixture then increases temperature and pressure throughout the rest of the combustor, igniting
the entire flow. Furthermore, it allows combustion to take place at much lower pressure ratios,
which allows for much more efficient engine design as concluded in the previous section.
Other methods, such as radical farming [31–33], also take advantage of enhanced local conditions
to promote combustion. Radical farming, as the name suggests, relies on the transport of
radicals from successive regions of increased local temperature caused by an ingested shock
train. Thermal compression, on the other hand, relies on combustion-coupled shock waves to
ignite the entire flow.
A conceptual, 2D thermal compression engine is presented in Fig. 1.7. In this figure, unprimed
and primed quantities refer to the primary and secondary streams respectively. In both streams,
flow is compressed from freestream conditions at station 0 to the combustor entrance at station
3, combusts until station 4 and is expanded to station 6. However, compression of the secondary
stream is not due to geometric contraction of the intake, rather it is caused by combustion of the
primary stream. As such, the geometric contraction ratio is minimised and the intake efficiency
is very high.
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Figure 1.7: An example 2D flow field designed to take advantage of thermal compression, adapted
from [12].
1.4.1 Thermal Compression Studies
Limited work has been performed to examine the phenomenon of thermal compression. Curran
[34] discussed the various studies produced by Ferri and Fox [11, 16], which will be examined
here along with a 2D analysis by Billig et al. [12]. A more recent examination of thermal
compression by Bricalli et al. [13, 14] will also be presented.
A theoretical analysis of 2D thermal compression scramjet engines was performed by Billig
et al. [12]. The study examined the effect of optimising the mass flow through two streams
(as shown in Fig. 1.7) by making thermodynamic cycle calculations. The authors examined
various methods of heat addition and concluded that the optimal 1D heat addition takes place
at constant area, assuming that converging combustors and subsonic exit conditions are for-
bidden. Finally, whilst thermal compression of two streams resulted in a significant increase in
performance, as shown in Fig. 1.8, there was a negligible performance benefit in introducing a
third.
Figure 1.8 shows an increase in specific impulse for all conditions, although the improvement is
greatest for low M0 and Cr. For each value of Cr the thermal compression engine outperforms
its single stream counterpart. In fact, the thermal compression engine with Cr = 4 has better
performance than even the single stream engine with Cr = 6 for all Mach numbers considered.
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Figure 1.8: Performance increase due to thermal compression over a range of Mach numbers and
contraction ratios, from [12].
Figure 1.9: A 2D combustor with injectors placed strategically to take advantage of thermal com-
pression effects, from [11].
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In the study by Ferri and Fox, [11], it was noted that combustion disturbs the flow in an
equivalent manner to the presence of a physical body. As such, compression from combustion
behind one injector can be used to alter conditions at injectors downstream, i.e. by thermal
compression. This is shown schematically in Fig. 1.9, where combustion takes place at iden-
tical conditions within a 2D, non-uniform combustor flow. Of interest is the internal inverse
contraction ratio, which is only 0.885, i.e. there is very little geometric contraction. However
in this case, the injectors are placed in an extremely impractical configuration, which would
cause significant structural problems within a real engine.
A detailed account of combustion processes is given in Ferri [16]. Of interest is the discussion
leading up to the plot shown in Fig. 1.10. Ferri notes that the Mach number must be minimised
(i.e. maximum temperature, minimum velocity) at the point of heat release to maximise the
engine efficiency. It is noted that thermal compression, and three-dimensional design, allows
low combustor Mach numbers without large contraction ratios. Unfortunately, there is almost
no justification for the production of Fig. 1.10, almost no description of the three-dimensional
flow analysis undertaken or even of the geometry of the three-dimensional engine itself.
Figure 1.10: Advantage of using a thermal compression scramjet engine over a range of Mach
numbers, from [16]. The three-dimensional, thermal compression engine has an inverse contraction
ratio of 0.10.
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Figure 1.10 shows how an engine with small contraction performs better (has a higher thrust
coefficient) than similar 2D engines at high Mach number, and can operate at lower Mach
number than 2D engines with higher contraction ratio. Note that, due to a different naming
convention, Fig. 1.10 describes an inverse contraction ratio, such that “Contraction Ratio
= 0.10” actually refers to a contraction ratio of Cr = 10.
Whilst at any Mach number there is a 1D engine that will perform better than the 3D engine,
the 3D thermal compression engine is superior when considered over the entire range from
M0 = 4−12. The one-dimensional engines in Fig. 1.10 show the expected trend that as the
inverse contraction ratio is decreased, performance peaks at higher Mach numbers. That is, for
higher Mach numbers, the contraction ratio should be increased to maximise performance, in
keeping with the findings from [5,9, 29].
However, increasing the peak Mach number also corresponds with dramatically reduced low
Mach number performance. For higher contraction ratio engines, sonic flow is reached at high
Mach numbers, thus the equivalence ratio must be decreased, i.e. the engine is throttled. This
is the cause of the rapid decrease in thrust as the Mach number is decreased below the peak
for each curve.
The particular 3D engine examined in [16] had an inverse contraction ratio of 0.10; as such,
it outperformed the 1D engine with inverse contraction ratio of 0.02 up to M0 = 5.5. Whilst
the 1D engine with similar inverse contraction ratio of 0.09 outperformed the 3D engine at
low Mach numbers, the thermal compression effect improved performance above M0 = 8.5.
Thermal compression should thus be able to improve the performance of low contraction ratio
engines at high freestream Mach numbers.
Decades later, Peschke [35] published the results of a study that aimed to demonstrate the
processes from [16]. The study included an experimental program where hydrogen fuel was
injected into a vitiated-air flow, with the engine supported on a thrust balance.
The engine is shown in Fig. 1.11, which has clearly been designed to generate non-uniform flow
with varying degrees of compression in the spanwise directions. Fuel was injected through pilot
injectors at the throat, whilst strut injectors were used to inject more fuel within the core flow.
Predicted pressure rises yielded accurate comparisons with measured data on the cowl side,
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but less accurate on the ramp side. Peschke concluded that the thrust increment reached 80 %
of the target level at an equivalence ratio of one. However, it should be noted that to achieve
such thrust levels, there is a significant level of complexity in engine design, both in combustor
layout and injector location.
Figure 1.11: A 3D thermal compression engine with streamwise location in inches, from [35]. Only
body-side injectors are shown.
A simpler 3D thermal compression engine geometry was suggested by Bricalli et al. in premixed
[13] and inlet-fuelled [14] numerical simulations. A constant area combustor was attached to
a 3D inlet, consisting of turning angles that vary in the spanwise direction, but have constant
gradient in the streamwise direction, as shown in Fig. 1.12. This resulted in a much simpler
geometry than that examined in [35]. Note that the ramp angles in Fig. 1.12 vary between
8◦ on the low compression side to 18◦ on the high compression side (the spanwise symmetry
plane).
Bricalli et al. numerically analysed the influence of various effects on water production, in-
cluding 3D flow features, radical transport and thermal compression. This was performed by
suppressing combustion in different regions. The results from the premixed case are shown
in Fig. 1.13, where all three components are seen to have significant influence on combustion.
Both premixed and inlet-fuelled showed that thermal compression enhanced both pressure and
water production by approximately 10−15 %.
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Figure 1.12: Key features of the 3D thermal compression scramjet engine examined in [13].
Figure 1.13: Influence on combustion efficiency due to suppressing various combustion features,
from [13].
26
1.4 Thermal Compression
These studies show significant promise for the improvement to scramjet design through thermal
compression and, in general, 3D flow features. The project presented in this thesis follows on
from these studies and examines, experimentally, whether these features increase combustion
in a real scramjet engine, based on the design in [13,14].
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Measurements of hydroxyl radical, OH, concentrations have been regularly used to show the
presence of combustion in various scenarios. OH is produced in two-body chain-branching
reactions during the ignition stage of hydrogen-air combustion [19]. The OH radicals are
consumed in recombination reactions that release heat through the production of water.
OH concentration varies as follows: Initially, the OH concentration is zero; OH is then produced
(along with other radicals) via the primary chain branching reactions during the ignition phase;
finally radical concentrations reduce to zero again during the reaction phase, due to recombina-
tion reactions. As such, the OH concentration corresponds to the level of water production and
heat release, with maximum OH concentration occurring at approximately the same locations
as maximum heat release.
It must also be noted that OH concentrations will only drop to zero for complete combustion; it
has been noted in several studies (for example [31,36]) that in certain conditions OH concentra-
tions plateau at the same spatial locations as maximum water concentrations and do not have
the opportunity to return back to zero. Thus OH concentration can be used as an indicator of
the presence of combustion and heat release.
Downstream of ignition, the presence of OH can indicate either the local generation of OH, or
advection of previously generated radicals. Water molecules are more indicative of complete
combustion, however they are more difficult to visualise. With the readily accessible and
well-documented excited electronic states, OH is thus the preferred species used to examine
combustion through optical methods.
This section provides a brief introduction to molecular spectroscopy, regarding the physics
underpinning emission and fluorescence diagnostic techniques. For further details, the reader
is directed to [37–39].
1.5.1 Energy Levels
The energy of a diatomic molecule can be broken down into several components as
ETotal = EElec + EVib + ERot, (1.15)
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where translational energy has been excluded. These components reflect the electronic, vibra-
tional and rotational energies respectively. The spacing between electronic levels is approxi-
mately 100 times larger than that between vibrational levels, which is approximately 100 times
larger than that between rotational levels [38].
The electronic energy represents the combination of attraction between electrons to both nu-
clei, and the repulsion felt between the positive nuclei. The attractive force felt by valence
electrons towards each nucleus can result in bonding and anti-bonding orbitals. If the electron
wavefunction results in bonding orbitals, the molecule is stable. If the orbitals are anti-bonding,
there is no attractive force between the two atoms, and the molecular state is unstable. This is
summarised in Fig. 1.14, with electronic energy as a function of separation, r, which also shows
the equilibrium separation, r0, and the binding energy, De.
E
r
Anti-bonding
Bonding
r0E0
De
Figure 1.14: Variation of molecular energy with distance between nuclei, taken from [38]. The energy
of the electron’s state, the repulsive energy between nuclei and the net electronic energy curves are
given by the dotted, dashed and solid curves respectively.
The vibrational component refers to the energy stored in oscillations of the nuclei as their sepa-
ration, r, changes. The bonding curve shown in Fig. 1.14 can be thought of as the potential well
in which the molecule oscillates. The vibrational energy levels, G(v), are discretised according
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to
G(v) = ωe
(
v +
1
2
)
− xeωe
(
v +
1
2
)2
(1.16)
where v is the vibrational quantum number, ωe is the vibrational constant and xe is the anha-
monicity constant, which is small and positive.
The vibrational quantum number, v, is limited to v = 0, 1, 2, .... Note that the ground state,
v = 0, has non-zero energy, i.e.
G(0) =
1
2
ωe − 1
4
xeωe > 0.
Vibrational energy levels are shown schematically in Fig. 1.15. Around the equilibrium sepa-
ration, r0, the potential is similar to the parabolic shape of a simple harmonic oscillator, which
has energy levels in the same form as the first term in Eq. (1.16).
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Figure 1.15: Vibrational energy levels of a specific electronic state, adapted from [37]. The dashed
parabola represents the potential of a simple harmonic oscillator centred at a separation of r0.
Rotational energy, F (J), is quantised similarly to vibrational energy, and is given as
F (J) = BJ(J + 1)−DJ2(J + 1)2. (1.17)
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Here J is the rotational quantum number, B is the rotational constant, and D is a small,
positive constant that relates changes in r to the effective moment of inertia. The rotational
quantum number, J , is an integer limited to J = 0, 1, 2, ... and hence the rotational energy
ground state is F (0) = 0.
In both Eqs. (1.16) and (1.17), the second term is much smaller than the first due to the
small magnitudes of the constants xe and D. As such, these typically serve the functions as
corrections to the first terms, which dominate the energy levels unless v or J are large.
When in thermal equilibrium, energy levels are filled according to the Boltzmann distribution,
Ni
N
=
gi
Z
exp
(−Ei
kBT
)
. (1.18)
Ni and N refer to the number of species in state i and the total number of that species
respectively, gi and Ei are the degeneracy and energy of state i respectively, kB is the Boltzmann
constant, T is the temperature and Z is the total partition function (i.e. a normalisation factor).
1.5.2 Transitions
Molecules can transition between energy levels of different electronic, vibrational and rotational
states. Whilst molecules can transition between energy levels within a single electronic state,
this section will focus on transitions from a ground electronic state, X, to an excited electronic
state, such as A, B, etc., or vice versa. In the process of transitioning to an excited state
(excitation), a molecule must absorb energy, typically in the form of a photon. Similarly, as a
molecule drops to a lower energy state (de-excitation) it emits a photon to conserve energy.
By convention, transitions are written with the upper state first, followed by the lower state.
Quantum numbers in the upper and lower states are designated with a single prime and double
prime respectively. For example, a molecule may transition to an upper state with v′ = 1 from
a lower state with v′′ = 0. This gives a vibrational ‘band’ of transitions designated (v′, v′′),
which for the previous example would be (1, 0). This band contains many individual transitions
of varying strength and wavenumber, due to the various possible changes in J .
Due to the finite angular momentum of a photon, transitions are limited to ∆J = J ′−J ′′ = −1, 0
or +1. These are called the P, Q and R branches respectively.
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1.5.3 Laser-Induced Fluorescence
Directing a laser through a volume of gas can induce excitation of individual molecules. This
results in a non-thermal (non-equilibrium) distribution of molecules, which then de-excite, emit-
ting radiation of a variety of wavelengths. This method is known as Laser-Induced Fluorescence,
or LIF.
The resulting LIF signal intensity, S, is dependent on many factors [40], according to
S = CEV NsBFvj(T )
A
A+Q
. (1.19)
The factor terms in Eq. (1.19) are as follows: C is a group of constants related to the experi-
mental setup, E is the laser pulse energy per unit area per unit frequency, V is the measurement
volume, Ns is the species number density, B is the Einstein coefficient for absorption, Fvj is the
population fraction in the probed state, A is the Einstein coefficient for spontaneous emission
(for appropriate emission lines dependent on optical filters) and Q is the effective rate of all
quenching (e.g. collisional) processes that de-excite molecules without producing fluorescence.
Note that the LIF signal is directly proportional to both the local laser energy, E, and species
number density, Ns. Thus if the signal is normalised to the laser intensity (see Section 2.7.3),
the signal distribution maps the density of the probed species. This proportionality is true only
if all other terms in Eq. (1.19) remain constant throughout the field of view. There are two
factors that may still vary, being the population fraction, Fvj, and the quenching rate, Q.
The population fraction for each state is dependent on temperature, typically through a Boltz-
mann distribution if thermal equilibrium is assumed. Some LIF techniques take advantage of
this property to measure the temperature distribution through comparing signals from different
probed states. However, to measure density distributions, the temperature dependence must
be minimised. As such, the lower pumping state should be chosen to be reasonably constant
over the range of temperatures expected within the experiment.
Finally, the quenching rate, Q, may not be constant across the imaged area. Quenching at low
pressures has been shown to be highly dependent on line choice and pressure [41]. It was found
that quenching is typically more significant at higher pressures and lower rotational quantum
numbers.
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1.5.4 OH Studies
Numerous studies have used OH diagnostic techniques to determine temperatures and combus-
tion locations in various scenarios. Some examples of the study of OH visualisation are listed
below.
A detailed discussion of various methods for imaging combusting flows was presented in 1988
at an invited lecture by Hanson [40]. Qualitative distributions of various species were observed
in a number of different experiments. One particular PLIF experiment produced composite CH
and OH distributions from a small torch [42]. CH was found in a narrow region near the centre
of the flame, indicative of the instantaneous reaction zone, whilst OH was found further away,
indicative of gas that had already burned. In this setup both species were pumped in the (0,0)
band.
It is then noted that different bands should be used for excitation and detection to eliminate
laser scatter. Therefore for the study in [43], the (1, 0) band was excited, and fluorescence
captured from the (1, 1) and (0, 0) bands using an interference filter centred at 316 nm with
FWHM of 10 nm. This selection of bands has been used in many studies since, including in the
present thesis.
A study by Kohse-Ho¨inghaus et al. [44] used saturated LIF to determine quantitative OH
concentrations and temperatures in various low pressure flames. The flame mixtures were
H2−O2, CH4−O2 and C2H2−O2. The process included two calibration methods to determine
the optical detection efficiency, via scattering off a quartz disk and Raman-scattered light of
the Q-branch of nitrogen. In the saturated LIF process, a particular OH transition is excited
and the population allowed to thermalise (settle into a new equilibrium).
This technique returned uncertainties of approximately 55 K (4 %) for the temperature and
200 ppm (8 %) for the OH concentration in the H2−O2 flame. The experiments were performed
using low-pressure flames, of the order of 100 mbar. As such, quenching losses (which are
pressure dependent) will be much lower than those for scramjet-based systems, where pressures
will be of the order of several bar. This procedure is therefore likely to produce much greater
uncertainties if used within a scramjet combustion chamber.
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Seitzman et al. [45] used a two-laser, two image OH PLIF technique to quantitatively map
the temperature with a shock-heated, H2-O2-Ar flow. This study examined a wide range
of conditions expected within scramjet combustors, with temperatures ranging from 1300 to
3000 K and pressures ranging from 0.4 to 3.0 atm. It is noted that to minimise errors, there
should be a large energy difference between the two absorbing states. However, absorbing
states must have large populations to maximise signal strength and thus minimise signal-to-
noise ratio. Temperature was inferred from the fluorescence from several excitation pairs, with
a systematic error of 7 % for the P1(7) and Q2(11) combination.
One of the first cases of OH PLIF imaging within a shock tunnel was performed by Palmer et
al. [46]. This work used shadowgraph, NO and OH PLIF techniques to examine free jet starting
processes of a sonic nozzle. NO was seeded in the test gas and ambient gas for NO PLIF, OH
was produced by a H2-O2-Ar test gas mixture for OH PLIF tests, whilst the shadowgraph
tests simply used a N2 test gas. A temporal series of images from each technique were used
to examine the flow characteristics of both the nozzle supply region, as well as the influence
of a nozzle exit diaphragm on the flow field. This study demonstrated the usefulness of PLIF
techniques as flow visualisation tools.
McIntyre et al. [47] examined a constant area scramjet combustor at approximately Mach 3.5 in
the T3 shock tunnel (see Section 2.3 for a description of the operation of a shock tunnel). Fuel
was injected centrally and allowed to mix with the surrounding air. Various optical systems
were used to examine the flow, including shadowgraph, emission and PLIF. The OH A−X
electronic transition was used for PLIF measurements, exciting the R1(10) line at 281.549 nm
in the (1, 0) vibrational band, and fluorescence was detected in the (1, 1) and (0, 0) bands. OH
was found to be produced in bands in the mixing layers between the fuel and surrounding air,
where OH production and heat release would be expected. The signal level was similar to that
of an atmospheric H2−O2 flame.
A Raman/LIPF (Predissociative LIF, see [48]) method was used by Cheng et al. [49] to examine
laminar hydrogen jet diffusion flames. In this study, the (3, 0) band was excited in the OH A−X
transition, which is predissociative due to transfer into the repulsive a state. The predissociation
method reduces quenching effects, as the molecules remain in the excited state for only a very
short amount of time before either fluorescing or undergoing predissociation at a known rate.
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These methods produced time-averaged point measurements of temperature, major species
concentrations and OH concentrations. Qualitative 2D maps of OH concentration were also
produced and compared with simulated concentrations. The LIPF method produced precise
point measurements of OH concentration, due to its ability to remove quenching at the rela-
tively high pressures examined. It must be noted that the experiment was conducted at bulk
velocities of 3.3 and 36 m s−1, which is several orders of magnitude smaller than the approximate
2500 m s−1 experienced in a scramjet combustor.
A study observing the characteristics of transverse jets in supersonic flows was performed by
Ben-Yaker et al. [50]. Imaging occurred using both schlieren and OH PLIF systems, with OH
molecules observed in a thin filament along the jet shear layer periphery, produced through
autoignition of the fuel-air/fuel-oxygen mixtures. Even though they had the same momentum
flux ratio, the ethylene jet penetrated deeper into the freestream than the hydrogen jet. The
distribution of OH radicals were used to draw conclusions regarding the mixing of the two fuels
through the various processes downstream of the injector.
Work by Kovachevich [51] investigated whether combustion would occur on the inlet of a
hydrogen-fuelled, heated wall scramjet. This is very important, as inlet-fuelling, typically used
by Australian hypersonic researchers, will be detrimental if combustion-induced pressure rise
occurs in the converging inlet, producing drag. Kovachevich used NO PLIF to observe fuel
jet penetration, and OH PLIF (alongside pressure measurements) to examine the possibility
of inlet combustion. OH PLIF was observed when a butane flame was placed above the inlet,
however there was no observable signal during hydrogen injection tests, for wall temperatures
ranging from 300 - 700 K. Combined with the lack of static pressure increases, it was concluded
that there was no combustion along the length of the inlet model.
Boyce et al. [27] used a qualitative PLIF scheme to examine OH concentrations between hot-
pockets in a 2D, radical-farming scramjet. Due to the instantaneous and 2D nature of PLIF,
turbulent structures were clearly visible, and the relative concentrations of OH between the
combustor and injection region was shown. The distribution of OH was used to support the
premise of radical farming producing OH (as well as other radicals) in the first hot pocket,
which remain frozen in the flow to seed ignition in the second hot pocket.
35
1.5 Combustion Visualisation
Another 2D radical-farming scramjet was studied by Lorrain et al. [33]. In this case, 2D OH*
chemiluminescence was used to examine combustion regions. Composite Schlieren and OH*
chemiluminescence images were produced for the entire flow from the inlet through a region of
the combustor, which showed the presence of OH* with relation to the ingested shock train.
The region containing OH* was well upstream of the combustion-induced pressure rise, further
supporting the radical-farming concept. Further work in [52] revealed the OH* chemilumi-
nescence 2D map of the entire combustor, along with a potential temperature measurement
method using spectra at various streamwise locations. This study uses a similar model to the
project being suggested in this report, with identical freestream conditions to Campaign 1 (see
Section 2.4).
In a study by Brieschenk et al. [53], OH and NO PLIF was used to examine species concen-
trations in a laser-induced ignition scramjet. The setup in this study was very similar to that
proposed by the current report as detailed in Section 2.7. NO PLIF was used to examine the
degree to which cold fuel was mixed with the surrounding air, as a transition was selected that
only yielded fluorescence for cold NO molecules. The signal from OH PLIF was spatially inte-
grated to determine a qualitative total number of OH molecules at any time after the generation
of a laser-induced plasma.
More recent (and more expensive) methods have been developed to visualise OH PLIF at ever-
increasing repetition rates. With the use of high-speed burst lasers, frequencies of 10 kHz and
above have been achieved. Miller et al. [54] presented an OH PLIF method with repetition
rates up to 50 kHz, which was used to observe a steady, hydrogen-air diffusion flame. Work
by Hammack et al. [55] presented 10 kHz OH PLIF within an ethylene-fuelled, supersonic
combustor geometry. These high-speed techniques above 1 kHz would allow multiple images
within a single test time of 1 ms, and would be of great scientific interest if the hardware
becomes financially viable.
The research proposed in this report intends to build on the studies above, in particular those
of [33, 52, 53]. PLIF has previously been used to qualitatively examine OH concentrations in
flames and some scramjet configurations. This thesis presents 2D OH imaging maps within a
thermal compression scramjet combustor.
36
Chapter 2
Methodology
Two experimental campaigns were conducted during the course of this project. These were
undertaken in the T4 Shock Tunnel at the University of Queensland, Australia. The purpose
of this chapter is to introduce the experimental and numerical processes used in this research.
First, the experimental model is presented, showing the novel design that this project uses to
examine the effects of thermal compression in a fundamental manner. The experimental facility
and test conditions are described, including the data reduction techniques used. Three optical
diagnostic techniques, two emission methods and a Laser-Induced Fluorescence (LIF) method,
are presented in detail. The numerical approach is then described, detailing the solver and
boundary conditions.
2.1 Experimental Model
This project is focussed on the analysis of a particular engine geometry that is designed to take
advantage of thermal compression. The engine geometry developed, described in this section,
was based on the flow field in numerical work performed by Bricalli [13, 14,56].
Whilst the theoretical thermal compression flowfield shown in Fig. 1.7 separates the flow into
two regions vertically, the engine examined in this project generates non-uniformities in the
spanwise direction. This is a result of the geometric limits imposed by typical scramjet ar-
rangements in the compression inlet. As shown in Fig. 1.3, intake ramp shocks compress the
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flow in the vertical direction, typically resulting in combustor entrance cross-sections that are
flat and wide.
There is thus a natural advantage in generating non-uniformities in the spanwise direction, along
which pressure waves take longer to propagate. Strongly non-uniform pressure and temperature
distributions can be encouraged due to spatial separation of these non-uniformities, and ignition
can occur before the flow returns to a uniform state.
The engine model developed, shown in Fig. 2.1, consists of a three-dimensional intake,a constant
area combustor and single ramp expansion nozzle. The entire engine is just under 755 mm in
length, with a constant width of 75 mm. The engine was designed for testing within the free-jet
nozzle flow produced in the T4 Shock Tunnel (see Section 2.4).
To produce non-uniform flow at the combustor entrance, the intake was designed with a varying
ramp angle, as done in [56]. Shown in Fig. 2.2, the ramp angle varies from 7◦ to 12.5◦ producing
“Low Compression” (LC) and “High Compression” (HC) sides, respectively. The orientation
of the inlet is defined such that the HC wall is located at z = 0 mm and the LC wall is located
at z = 75 mm. The intake ramp angle is constant in the streamwise direction, x, thus any
cross-section taken normal to the spanwise axis, z, has a linear profile. The ramp angles were
chosen such that the capture area was the same as the two-dimensional engine in [23] to enable
comparison in future work.
The intake geometry was designed such that the temperature and pressure at the combustor
entrance are higher on the HC side than on the LC side. As such, ignition is expected on the
HC side, thermally compressing the LC side and inducing combustion throughout the entire
flow field.
Unlike in the numerical work in [56], both spanwise sides have non-slip walls. In [56], the
HC side represents a symmetry plane, thus the whole engine would be an extra width across.
Additionally, this thesis examines an engine less wide than the half-engine examined in [56], as
restricted by legacy hardware within the experimental facility.
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Figure 2.1: Scramjet engine model with key dimensions in mm.
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Figure 2.2: 3D intake designed to produce non-uniform pressure at the combustor entrance.
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For these experimental campaigns, the scramjet engine was rotated around the streamwise axis,
by 90◦ relative to the traditional orientation, such that the engine was presented to the inflow
as in Fig. 2.3. This allowed optical diagnostics to probe axial-spanwise planes, as the camera
was placed to the left of the model in Fig. 2.3. More details of the optical arrangement is
provided in Section 2.7.2.
As shown in Fig. 2.3, the trapezoidal intake and pitot probe are fully contained within a circle
of radius 60 mm. This radius was thus used to determine area-weighted averages of the nozzle
exit conditions from the numerical simulations of NENZFR, see Section 2.4.
Pitot
HC
LC
r = 60 mm
y
z
Figure 2.3: Scramjet intake orientation in the test section, viewed from the front. The central
cross-hair marks the centreline of the tunnel nozzle.
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The primary data gathered in this project were pressure measurements taken on the scramjet
walls. Within the engine, pressure was measured using XTEL type KULITE pressure transduc-
ers. The layout of pressure transducers is shown in the simplified schematic in Fig. 2.4. There
were several arrays of pressure transducers within the inlet (IN-1, IN-2), combustor (COM-1 to
COM-20) and thrust nozzle (TN-1 to TN-10). The engine allows for other pressure and heat
transfer gauges; however, only locations specific to this project are shown in Fig. 2.4.
IN-1
Injectors
COM-1 COM-9
HC
CL
LC
COM-10
COM-20
TN-1
TN-10
x
z
Figure 2.4: Layout of pressure transducers within scramjet model.
Note that IN-2 transducers were placed on the opposite half of the scramjet engine, i.e. in
the y-direction, or in the out-of-page direction in Fig. 2.4. It was determined in Campaign 1
that the data at the very end of the combustor were very important, so additional pressure
transducers were placed at COM-20 for Campaign 2. The transducers used in each campaign
(and their respective sensitivities) are presented in Appendix A.
One key feature of the instrumentation in this project is the lines of transducers offset from
the centreline (CL). These streamwise lines are assigned designations based on their spanwise
location, thus the three transducers at COM-10 (x = 297.3 mm) are designated as COM-10-LC,
COM-10-CL and COM-10-HC.
By using transducers in off-centreline locations, three-dimensional flow features can be exam-
ined. However, the number of pressure data channels was limited by the available hardware,
such as transducer, amplifier and data-acquisition (DAQ) channels. Thus taking a 2D array of
data necessarily reduced the streamwise resolution compared to studies that look only along
the centreline, such as [33]. This project focusses on combustion-induced pressure rise at the
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rear of the combustor, thus only centreline transducers were used in the combustor upstream
of COM-10.
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Freestream test conditions were generated in the T4 shock tunnel, a free-piston impulse facility
at The University of Queensland, Australia. The T4 facility is designed to produce flow typically
between Mach 4 and Mach 10, with total enthalpies ranging from 2.5−15 MJ kg−1 [57].
A layout schematic of the T4 tunnel is shown in Fig. 2.5 [58]. The tunnel consists of six sections:
Reservoir, compression tube, shock tube, nozzle, test section and dump tank. The operation of
a free-piston shock tunnel, Fig. 2.6 [59], is described in great detail in [60] and is summarised
here.
In preparation of a test, the various segments of the tunnel were filled or evacuated to the
conditions in Table 2.1. The reservoir is initially sealed from the compression tube by the
piston, which has a mass of 90.5 kg. A primary diaphragm separates the compression and shock
tubes. For the condition in this project, two 3 mm hot-rolled steel sheets with a total burst
pressure of approximately 85 MPa were used as the primary diaphragm. Finally, a secondary
diaphragm (a thin sheet of Mylar) separates the shock tube from evacuated volume in the
nozzle, test section and dump tank.
Table 2.1: Fill conditions of the T4 shock tunnel specific to the test condition in this project.
Section Gas Pressure
Reservoir Air 6.0 MPa
Compression Tube 70 % Ar / 30 % He 80.5 kPa
Shock Tube Air or N2 194 kPa
Nozzle Vacuum < 1 Torr
Test Section Vacuum < 1 Torr
Dump Tank Vacuum < 1 Torr
Before each test “shot,” the piston is held in place at the head of the compression tube by a small
upstream volume that is kept at vacuum. Upon firing the tunnel, high pressure compressed
air from the reservoir is directed into this volume behind the piston. This increased pressure
accelerates the piston along the compression tube, compressing the driver gas.
As the piston travels along the compression tube, the back pressure increases, whilst the reser-
voir pressure decreases, decelerating the piston. The momentum of the piston still allows it
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Figure 2.5: Layout of the T4 Free Piston Shock Tunnel, from [58].
Figure 2.6: Operation of the T4 Free Piston Shock Tunnel, from [59].
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to continue compressing the driver gas well above the reservoir fill pressure. The driver gas
reaches the rupture pressure of the primary diaphragm, which subsequently bursts.
The discontinuity in flow properties between the driver gas in the compression tube and the
driven gas in the shock tube produces a shock that processes the driven gas. This primary
shock travels at a speed dependent on the ratio of pressures and the ratio of speeds of sound
between the driver and driven gases. The driver gas expands into the shock tube, with a contact
surface marking the representative border between the two gas compositions.
Once the primary shock reaches the end of the shock tube, it reflects and reprocesses the driven
gas to stagnation conditions. Thus the slug of gas just upstream of the nozzle throat, i.e.
the nozzle supply condition, has been processed by two normal shocks to very high pressures
and temperatures. This causes the secondary diaphragm to rupture, exposing the vacuum
downstream of the nozzle throat.
The test gas is then accelerated from stagnation conditions, through the nozzle throat, and
expanded through a contoured nozzle to the exit, test section condition. Flow through the
expansion nozzle and model takes some time to develop steady features, including the devel-
opment of boundary layers.
Whilst the flow at the end of the shock tube is necessarily stagnated by the reflected shock, this
rarely results in the correct condition to stagnate the expanded driver gas beyond the contact
surface [60]. This scenario is known as the “tailored” condition, see Fig. 2.7a, and requires a
particular shock tube filling pressure. The tailored condition provides the maximum steady
test time in the stagnation region, if viscous effects are ignored and other wave processes do
not interfere.
If the initial shock tube pressure is lower than in the tailored condition, the reflected shock
will not provide sufficient pressure to stop the expanded driver gas. As such the driver gas
continues to travel downstream, creating a second reflected shock wave that propagates into
the test gas. After a sufficient number of wave processes, the flow stagnates at a higher pressure,
in an “overtailored” scenario, see Fig. 2.7b.
In the “undertailored” case, see Fig. 2.7c, the pressure rise from the reflected shock is more
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Figure 2.7: Shock tunnel tailoring flow processes, from [61]. The tailored condition (a) includes state
designations, with state 4 being the initial driver fill condition .
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than that required to stagnate the driver gas. Instead, the driver gas is pushed back upstream
by the transmitted shock. An isentropic expansion system reflects off the contact surface,
and produces an equilibrium condition at lower pressure than the tailored case. Undertailored
conditions are produced by filling the shock tube to initial pressures higher than the tailored
value.
The calculation of the stagnation condition properties is complicated by these wave processes.
State-to-state calculators typically follow these processes from the gas as initially processed by
the primary shock through to the final condition. The overtailored condition produces addi-
tional entropy-increasing shock waves, making these calculations complex and adding uncer-
tainty. Instead, undertailored conditions are typically preferred, since the isentropic expansion
system can be accounted for by simply measuring the stagnation pressure during the test time,
see Section 2.4.2.
Finally, the test time is generally limited by the onset of driver gas contamination. The in-
teraction between the reflected shock and the contact surface causes shock boundary layer
interactions that introduce contaminations much earlier in the overtailored case. Conversely,
the undertailored case delays the onset of contamination by pushing the driver gas back up-
stream, lengthening the available test time.
Thus the shock tunnel can be used to produce a steady, well-defined, high enthalpy stagnation
condition for a period of several milliseconds. The condition at the exit of the expansion nozzle
can then be calculated, as detailed in the following section.
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This section details the selection and characterisation of the freestream test condition, at the
model entrance plane. The T4 nozzle exit condition is determined using two shot-processing
tools, ESTCj and NENZFR. These codes and their use are presented in the following sections.
2.4.1 Condition Selection
A well-established condition in the T4 Shock Tunnel was chosen that aimed to simulate a Mach
10 flight condition at a dynamic pressure of 50 kPa. A nominally Mach 8 expansion nozzle was
used to supply a lower speed, engine entrance condition that would be found behind a vehicle
forebody shock (station 1 in Fig. 1.3) [23].
The combination of chosen tunnel condition and model geometry was designed to produce
combustor entrance conditions such that combustion should just occur within the combustor
length of 380 mm. Any higher intake pressure ratios should result in complete combustion
within this length, and lower pressure ratios would result in low combustion efficiencies.
Two experimental campaigns were performed in the T4 facility, with two specific objectives.
The first campaign replicated the experimental conditions in the campaign in [23], where a non-
ideal nozzle throat resulted in a slightly higher nozzle exit Mach number, M∞. By matching
this condition, pressure data from both projects can be compared to determine the benefits of
using different combustion techniques and is suggested for future work.
The second campaign was conducted at the nominal condition described above, with a return to
the ideal nozzle throat sizing, which produced the standard, lower value of M∞. This standard
condition was found to produce stronger shocks, higher pressures and temperatures and faster
reaction rates. The second campaign therefore resulted in greater levels of combustion, allowing
for easier comparison between different fuelling conditions.
From the numerical simulations in Section 3.1, the mass-flow-weighted average pressure was
found to be approximately 45 kPa throughout the combustor in the second campaign. Given
the flight equivalent condition (Section 2.4.5) had a pressure of Pfl = 756 Pa, this resulted in a
intake pressure ratio of Pr = 60.
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From [5,9,29], a pressure ratio of Pr = 60 is quite low, especially for a Mach 10 condition. The
constant pressure reaction (Pergament [26]) length at P2 = 45 kPa is lR > 300 mm, so combus-
tion may be expected to complete towards the end of the combustor. This condition should
therefore produce combustor conditions suitable for measuring the enhancement of combustion
towards the rear of the combustor.
The two experimental campaigns had tunnel conditions that were nominally the same. How-
ever, the different nozzle throat diameters changed the flow properties as presented later in
Section 2.4.5. After the first campaign, the throat’s minimum diameter was measured as
14.6 ± 0.1 mm. In the second campaign, the nozzle throat was measured with a diameter of
16.20± 0.02 mm.
Additionally, the ratio of nozzle exit pitot pressure to nozzle supply (stagnation) pressure was
found to change over the course of the first campaign. This indicated that the nozzle throat
was changing in size, changing the condition as the campaign progressed.
It was therefore imperative to characterise the test condition for each individual shot. The
following sections present the method to determine the model entrance condition, and the
dependence on the measured input parameters.
2.4.2 ESTCj
The shock tunnel conditions were initially estimated using Equilibrium Shock Tube Calculation
junior, ESTCj [62]. ESTCj is a python-based state-to-state calculator that uses the CEA [17]
program to calculate equilibrium thermochemical properties for 5-species air (N2, O2, NO, N
and O). As discussed later in Section 2.4.5, it is recommended that simulations include the
NO2 molecule in future work.
For the case of the T4 shock tunnel, ESTCj is operated in reflected shock tunnel mode. States
in ESTCj follow the same designations as in Fig. 2.7a, noting that the missing state 4 is the
initial driver gas condition in the compression tube. The flow is initialised at state 1 in the
shock tube with test gas, temperature and fill pressure as inputs.
The gas is then processed using the measured shock speed to state 2, then reprocessed again
49
2.4 Test Condition
by the reflected shock to state 5. The shock speed is measured experimentally by two timing
stations that are located 2 m and 4 m upstream of the shock reflection surface. This region
bounded by the two timing stations is taken to be representative of the slug of test gas that
passes over the model during the test time, see [63] for further details.1
Assuming an isentropic expansion, the flow is then relaxed to measured stagnation pressure at
state 5s. The flow is then accelerated to Mach 1 at the nozzle throat, state 6, which is then
used by NENZFR to calculate nozzle exit conditions.
ESTCj can also be used to calculate nozzle-exit conditions, state 7, if required. However the
equilibrium assumption implicit in ESTCj breaks down at high enthalpies. As such, a separate
nozzle code is generally used for relatively high enthalpy conditions, typically hstag > 3 MJ kg
−1.
2.4.3 NENZFR
Flow through the shock tunnel nozzle was simulated using the code Non-Equilibrium Nozzle
Flow Reloaded, or NENZFR. NENZFR is described in great detail in [58], so only a brief
summary will be provided here.
NENZFR is a solver designed to provide a high-fidelity model of the nozzle flow. It uses a
2D axisymmetric compressible Reynolds-Averaged Navier-Stokes (RANS) form of the Eilmer
code [64]. The flow is considered as thermally perfect, i.e. vibrational temperature is equal to
the translational temperature, and turbulence is modelled using the 2006 Wilcox k− ω model.
Chemistry kinetics are modelled using a 5-species air form of the reaction scheme from [65].
Using the sonic conditions from ESTCj, NENZFR develops the flowfield in a block-marching
approach along a grid defined by Bezier curves of the nozzle geometry. To take advantage
of parallelization on computational nodes, the solver computes the flowfield over sets of eight
blocks distributed in the radial direction, solving two sets of eight blocks simultaneously. The
blocks are distributed to provide higher grid resolution near the nozzle walls to more accurately
model the boundary layer, as shown in Fig. 2.8.
1A previous study [23] used a non-traditional method to measure the shock speed, where the shock was
measured at four different locations over the shock tube and extrapolated to the shock reflection surface.
Numerical simulations using conditions from the traditional method described above were found to agree better
with experiments, so the traditional method is used in this project.
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Figure 2.8: Example nozzle grid and density output from NENZFR.
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Figure 2.9: Nozzle exit profile of density, extracted from NENZFR output, including the area-
weighted value averaged over the engine intake, ρ, and variation (SER) indicated as an error bar.
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The resulting density contour for a nominal condition from the second experimental campaign
(rthroat = 8.1 mm, SS = 2234 m s
−1, Pstag = 44 MPa) is also shown in Fig. 2.8. The nozzle
exit conditions are extracted by taking area-weighted values for each quantity of interest. The
density profile at the nozzle exit is shown in Fig. 2.9, with the averaged value shown over the
engine intake radius (60 mm) and an error bar showing standard error of regression (SER) in
the averaging process. Density was chosen as the example quantity due to its relatively high
radial variation at the nozzle exit plane.
NENZFR simulations were performed using the in-house Goliath cluster. Each simulation took
approximately 25 hours to complete on 16 cores. As such, it is unsuitable to compute the
outflow for each individual shot. Instead, a response surface is obtained by simulating the flow
for an array of shock speed and stagnation enthalpy values.
2.4.4 Response Surfaces
To determine the flow conditions for each shot, values were interpolated using a response
surface. The response surface was developed by producing NENZFR simulations for a variety
of shock speeds and stagnation pressures expected to be found during each campaign. From
Appendix B, the measured values for shock speed, SS, stagnation pressure, Pstag, and the ratio
of model pitot pressure to shock tube stagnation pressure, PSR, are given below in Table 2.2 for
both experimental campaigns. The procedure for determining uncertainties for all parameters
can be found in Appendix C.
Table 2.2: Nominal measured quantities for input to NENZFR, with 95 % confidence intervals of
shot-to-shot variation.
Campaign SS, m s−1 Pstag, MPa PSR, 10−3
1 2210± 33 43.6± 1.8 6.06± 0.52
2 2240± 30 44.1± 2.0 7.05± 0.292
PSR is not a direct input into NENZFR, instead it is controlled by adjusting the nozzle throat
radius. Whilst the nozzle throat radius could be used as an independent variable in the response
surfaces, it does not produce a linear response for the nozzle exit conditions. Thus PSR, which
2This value for PSR in Campaign 2 was not used for input in NENZFR, but was included for completeness.
As discussed later, the PSR value corresponding to the measured nozzle throat radius was used instead.
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does result in a (locally) linear response surface, is used as the third independent variable
instead. Previous uncertainty analyses [58, 59, 66] examined the sensitivities to shock tube
fill pressure and temperature, however the resulting uncertainties were found to be negligible
compared to that for the three variables in Table 2.2, and are not included here.
Figure 2.10 shows the nozzle exit density from nine NENZFR simulations compared with the
linear response surface for a particular nozzle throat radius. Response to PSR is not shown in
Fig. 2.10 for clarity of visualisation.
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Figure 2.10: Example response surface of density for the Campaign 2 condition
(rthroat = 8.1 mm).
The standard error for this linear fit is much less than 0.1% for all quantities except radical
species concentrations and radial velocity, both of which have very small absolute values. For
other quantities, the response surface approximation produces no more uncertainty than a single
NENZFR simulation.
Experimental flow conditions for the second campaign were extracted from the response surfaces
for rthroat = rmeasured. This resulted in a numerical value of PSR = 6.55× 10−3, which is within
experimental uncertainty of the measured mean value PSR = (7.05± 0.67)× 10−3.
For the first campaign, however, the change in the nozzle throat had to be considered. Since the
model pitot pressure was measured for each plot, the ratio of pitot to stagnation pressure ratio,
PSR, was used to measure the change in nozzle throat area over the campaign. Since it was
found that the flow conditions vary linearly with pitot-stagnation pressure ratio, 3D response
“surfaces” were considered as functions of shock speed, stagnation pressure and pitot-stagnation
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pressure ratio for the first campaign.
The sensitivities, ∂F
∂φ
, of each derived property, F , to measured quantity, φ, were extracted from
these response surfaces and are presented in Appendix B. For any shot, the value for a nozzle
exit quantity, represented as F , can be determined using
∆F (SS,Pstag,PSR) =
∂F
∂SS
∆SS +
∂F
∂Pstag
∆Pstag +
∂F
∂PSR
∆PSR (2.1)
Quantities marked with ∆ are taken relative values at the nominal conditions given in Table 2.2.
2.4.5 Test Gas Properties
The mean experimental flow conditions are presented in Table 2.3. The associated uncertainties
are the 95 % confidence intervals as derived in Appendix B. Whilst almost all properties were
consistent for both campaigns within experimental uncertainty, the slight differences, especially
in pressure, were enough to significantly influence combustion within the engine, see Chapter 3.
Table 2.3: Experimental flow properties.
F Units Campaign 1 Campaign 2
hstag MJ kg
−1 4.55 ± 0.33 4.66 ± 0.34
P∞ kPa 3.72 ± 0.51 4.20 ± 0.61
ρ∞ g m−3 33.4 ± 3.9 35.8 ± 4.2
T∞ K 384 ± 36 408 ± 39
U∞ m s−1 2916 ± 93 2941 ± 95
M∞ − 7.42 ± 0.17 7.27 ± 0.16
Qm,∞ kg m−2 s−1 97 ± 10 105 ± 11
Flight equivalent conditions were found by assuming the nozzle exit properties were found
beyond an oblique shock caused by a hypothetical vehicle forebody at a turning angle, θfl.
Using the standard atmosphere [67], an iterative procedure was used to find an altitude, hfl,
turning angle and Mach number that match nozzle exit properties P∞ and M∞.
The resulting flight equivalent conditions are presented in Table 2.4. Note that it is impossible
to match all freestream properties to flight equivalent conditions, thus T∞ is not consistent
with the flight equivalent properties. Processing the Campaign 2 flight equivalent properties,
i.e. Tfl = 231 K through an oblique shock at θ = 8.8
◦ with M = 9.76 results in T∞,eff = 438 K.
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Given that the majority of the stagnation enthalpy is due to the high velocity, this difference
is not significant.
Table 2.4: Flight equivalent properties .
F Units Campaign 1 Campaign 2
Mfl − 9.65 ± 0.30 9.76 ± 0.31
qfl kPa 50.1 ± 5.9 50.4 ± 5.6
hfl km 32.8 ± 1.2 32.9 ± 1.1
θfl
◦ 8.0 ± 1.2 8.8 ± 1.2
The chemical composition as determined by NENZFR is presented in Table 2.5. The mass
fraction of atomic nitrogen was found to be negligible in both cases, i.e. YN  10−10, and so
is not included in this table. Note that atomic nitrogen is nonetheless considered as a reaction
species.
Table 2.5: Test gas species mass fraction.
Species Exponent Campaign 1 Campaign 2
N2 10
−1 7.362 ± 0.036 7.352 ± 0.031
O2 10
−1 1.966 ± 0.046 1.954 ± 0.039
NO 10−2 6.62 ± 0.78 6.84 ± 0.66
O 10−4 9.7 ± 3.7 10.6 ± 4.1
Note that there is a very high concentration of radicals, with YNO ≈ 7 % and YO = 0.1 %.
It is believed that radical concentrations, especially for atomic oxygen, were overpredicted by
NENZFR, as they led to simulations where ignition occurred almost instantaneously. Instead,
simulations in this project were performed conservatively using a “Clean Air” outflow, with
mass fractions of YN2 = 77 % and YO2 = 23 %.
A comparison between the two nozzle exit compositions is shown in Fig. 2.11. Experimental
pressure data is shown along the centreline of the scramjet wall, z = 37.5 mm, as well as results
from numerical simulations with the input boundary condition taken from either nozzle exit
composition. See Section 3.3 for further details regarding the experimental data, and Section 2.8
for the numerical methodology. The effective combustion efficiency, i.e. combustion efficiency
normalised by mixing efficiency, is presented in Fig. 2.12 for both input conditions.
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Figure 2.11: Pressure along the centreline of the scramjet wall, z = 37.5 mm, comparing CFD results
for Clean Air and 5-Species freestream gas compositions. Experimental data for each shot are given
as blue circles, with the weighted mean and error bars connected by the black line. Data are from the
fully-fuelled, H2/H2, φ = 0.8 case in Campaign 2.
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Figure 2.12: Effective combustion efficiency, i.e. normalised by mixing efficiency, throughout the
scramjet engine, comparing CFD results for Clean Air and 5-Species freestream gas compositions.
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Figure 2.11 shows that the 5-Species input condition, i.e. with high radical concentrations,
significantly overpredicts the pressure throughout the scramjet combustor. This is due to the
increased reaction rates from having overpredicted the radical concentration. As shown in
Fig. 2.12, combustion rapidly approaches a mixing-limited case by x = 350 mm, after which
ηc,eff plateaus.
Instead, the removal of radicals in the freestream results in a much longer reaction length, as
shown in the Clean Air case. Maximum ηc,eff is only reached at the very end of the combustor.
The Clean Air simulations agree much better with the experimental data, and so are used
throughout this project. These simulations are examined in greater detail in Chapter 3.
It was found that the large mass fraction of atomic oxygen was indeed incorrect. The simpli-
fied, 5-species reaction scheme employed by NENZFR is not sufficient to correctly model the
composition, as it ignores the significance of the NO2 molecule.
From the Jachimowski reaction scheme [19] atomic oxygen is consumed by the reverse form of
the reaction
M + NO2 −−→ NO + O + M (2.2)
and the forward form of
O + NO2 −−→ NO + O2. (2.3)
To examine the effects of different chemical reaction schemes, NENZFR simulations were per-
formed for equilibrium chemistry, 5-Species and 6-Species (N2, O2, NO, NO2, N and O) air.
The resulting key paramaters used as input boundary conditions for the numerical simulations
are presented in Table 2.6, as well as for the Clean Air approximation.
For the condition in this project, the production of NO2 was found to leave negligible traces
of atomic oxygen, a change of more than 8 orders of magnitude! This shows that the chemical
scheme used in NENZFR is very important, and the author suggests the use of the 6-species
reaction scheme for all future work.
The static and stagnation specific enthalpies are also given in Table 2.6. Since hstag is dependent
only on the input values of SS and Pstag, the stagnation enthalpies are consistent between
all schemes except for Clean Air, as expected. For the Clean Air case, setting the radical
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Table 2.6: Comparison between tunnel nozzle reaction schemes for SS = 2234 m s−1, Pstag = 44 MPa
and rthroat = 8.1 mm.
Quantity Units Equilibrium Clean Air 5-Species 6-Species
ρ g m−3 34.7 35.9 35.8 35.6
T K 450 406 405 412
U m s−1 2,996 2,936 2,936 2,946
YN2 10
−1 7.67 7.70 7.35 7.38
YO2 10
−1 2.33 2.30 1.96 2.00
YNO 10
−2 – – 6.81 6.15
YNO2 10
−4 – – – 7.13
YO – – – 1.03 · 10−3 5.11 · 10−12
h MJ kg−1 0.15 0.11 0.33 0.30
hstag MJ kg
−1 4.64 4.42 4.64 4.64
concentrations to 0 without changing the thermodynamic properties necessarily reduces the
static enthalpy, h, and hence the stagnation enthalpy hstag, compared to the 5-Species case.
This approximation has thus resulted in a reduction of enthalpy by 4.7 %. A better method
would be to adjust T to ensure a consistent value of hstag, or instead to simply use the 6-Species
results. At higher enthalpies, additional species may also need to be considered. For example,
an ESTCj simulation at hstag = 7.0 MJ kg
−1 produces YN2O = 2.4× 10−4 at the nozzle throat.
Note that the 6-Species scheme still produces significant levels of NO. In fact, the NO mass
fraction has increased slightly with the 6-Species reaction scheme. The effect of removing the
NO radical in the Clean Air approximation must therefore be examined.
A flow vitiation study was performed in [23], where a φ = 0.5 mixture was seeded with radicals
equivalent to the freestream contamination levels as calculated by NENZFR for that condition.
It was found that seeding the flow with NO had little effect on OH and H2O formation rates,
due primarily to the production of NO2. Conversely, seeding with O was found to increase
reaction rates by seven orders of magnitude.
Additionally, for T ≥ 1200 K, NO seeding had a negligible impact on ignition delay time,
which decreased by no more than 2 %. O seeding consistently decreased ignition delay time by
55−70 %.
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It is therefore expected that this removal of O radicals is key to correctly simulating the nozzle
exit condition. The concentration of NO molecules does not seem to play a key role in the
combustion mechanisms.
The effects of shock speed attenuation, as discussed in detail within [23], may also influence com-
bustion. The shock speed used in [23] was calculated by measuring the shock speed throughout
the shock tube, then extrapolating to the shock reflection surface. This results in a lower value
of hstag, and hence radical concentration. For this project, the traditional method of shock speed
measurement was used, where the shock was measured between two timing stations located 2 m
and 4 m upstream of the shock reflection surface [63].
For the purposes of this project, the Clean Air approximation produces reasonable results that
match the experimental data. It is noted that, even with the enthalpy loss through disregarding
radical concentrations, the Clean Air value of hstag is within experimental uncertainty of the
measured value 4.66 ± 0.34 MJ kg−1. It is therefore reasonable to use this scheme for this
condition, albeit with caution. For future experimental studies, numerical simulations should
be run with nozzle exit conditions from the 6-Species reaction model.
2.4.6 Test Time Determination
The onset of available test time is limited by development of steady flow features within the
test flow. This includes time for the development of boundary layers through the tunnel nozzle,
as well as the development of the boundary layer and combustion-coupled features through
the experimental model. Finally, the steady test flow is typically terminated by a significant
decrease in Pstag, or the onset of driver gas contamination. These features can be determined
by examining stagnation and pitot pressures over the course of a test.
Figure 2.13 shows typical pressure traces of stagnation pressure, Pstag and pitot pressure, Ppitot,
as well as the ratio of the two, PSR. Key features labelled in Fig. 2.13 are the onset of reflected
shock processed flow (a), end of nozzle startup time (b), end of model startup time (c), test
time (d) and 10 % driver gas contamination time (e). The traces have been adjusted to show
feature (a) occurring at t = 0 for all plots, which accounts for the nozzle transit time,3 tnozzle.
3The time required for a gas slug to pass from the shock tube stagnation region, through the nozzle, and
reach the model intake plane and pitot head.
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Figure 2.13: Determination of appropriate test time from the nozzle supply pressure (top), model
pitot pressure (middle) and normalised pitot pressure (bottom). Data taken from Shot 11760 (Cam-
paign 2).
60
2.4 Test Condition
The nozzle startup was conservatively estimated as 1 ms, from the time required for the three
traces in Fig. 2.13 to become steady. Model startup is estimated as the time it takes for the
flow to travel three model lengths. The model length is 755 mm and the nozzle exit speed is
greater than 2900 m s−1. From numerical simulations, the speed of the core flow through the
engine is expected to remain well above 2600 m s−1. Taking this conservatively low speed of
2600 m s−1, the model startup time is estimated as 0.87 ms.
The time until a driver gas contamination of 10 % was determined using [68]
t10% = 62.129× h−1.7183stag ± 38%. (2.4)
From ESTCj calculations in Section 2.4.2, the stagnation enthalpy was found to be
hstag = 4.6 MJ kg
−1. Thus the minimum 10 % contamination time is 2.8 ms after the onset
of flow, accounting for the 38 % uncertainty in Eq. (2.4). Although this could be set as the
end of the test time, it is noted that the stagnation pressure begins to drop considerably after
the chosen test time, for t > 2.5 ms. For more consistent flow conditions, a conservative test
time duration for the pressure transducers of 0.5 ms was chosen in the region shown as (d) in
Fig. 2.13.
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Hydrogen was injected within the intake through cylindrical porthole injectors at an angle of
45◦ to the local surface. The 45◦ injection angle is a common compromise between penetrating
the bulk flow whilst minimising flow disturbances and total pressure losses. These injectors
were located 94 mm downstream of the intake entrance plane. Flow through the injectors was
choked, with a sonic condition within the cylindrical feed.
Due to the varying ramp angle in the spanwise direction, more air is captured on the high
compression side compared to the low compression side. This is shown in Fig. 2.14, with the
capture area divided into sections associated with each injector. The injectors were tailored
such that, at a given plenum pressure, the fuel mass flow produced an even distribution of local
equivalence ratio, φ, for each area A1−A4. Thus the injector diameters were dinj,1 = 2.2 mm,
dinj,2 = 2.1 mm, dinj,3 = 2.0 mm and dinj,4 = 1.9 mm.
Symmetry Plane
HC LC
Inj1
A1
A2
A3
A4
Inj2
Inj3
Inj4
y
z
Figure 2.14: Location of the four injectors on each side of the intake, viewed from the front of
the engine in the traditional scramjet orientation. The capture area associated with each injector
is bounded by a blue border, reaching from the leading edge, vertically up the dashed lines, and
terminating at the symmetry plane. Note that the capture area is much smaller for the LC injectors
than for the HC injectors.
The scramjet engine was fuelled using two Ludwieg tube systems; the schematic of one system
is presented in Fig. 2.15. The Ludwieg tube is filled by a high pressure gas bottle, then isolated
using a manually-operated valve. The volume between the two valves is kept isolated until
immediately before the test time.
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Figure 2.15: Layout of the fuel supply system. Note that the Ludwieg tube is connected to the gas
volume that ends at the solenoid valve within the test section.
A significant aspect of the experimental campaigns was the capability of injecting combustion-
suppressed gas, namely helium, into either half of the flow. This was achieved by splitting the
fuel plenum on each side of the engine in two, one on the LC side and one on the HC side, with
each supplying two injectors. Referring to Fig. 2.14, injectors 1 and 2 were supplied by a single,
HC plenum whilst injectors 3 and 4 were supplied by a separate, LC plenum. The fuelling
combination in each test is indicated throughout this report in the form “HC fuel/LC fuel”.
For example, H2/He indicates that hydrogen and helium were injected through HC injectors
and LC injectors, respectively.
Due to the symmetrical nature of the vehicle, each plenum on the top was directly connected to
its pair on the bottom, as shown in Fig. 2.15. This ensured that the supplied plenum pressures
(and hence fuel flow rates) were the same for both halves of the engine.
Upon receiving a trigger signal from the tunnel recoil, and after a short delay, the high speed
solenoid valve opens. Gas in the Ludwieg tube volume, at a pressure of approximately 1 MPa,
then expands into the evacuated volume downstream of the solenoid valve, into the pair of
plenums on either side of the model. This provides a constant pressure supply of fuel into the
injectors, with mass flow rate of
m˙f = α P
γ−1
2γ
LT,i P
γ+1
2γ
pl (2.5)
where PLT,i and Ppl are the initial Ludwieg tube pressure and plenum pressure respectively [57].
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The discharge coefficient, α, is calibrated prior to the campaign according to
α =
(PLT,f − PLT,i)VLT
R TLT P
γ−1
2γ
LT,i
∫
P
γ−1
2γ
pl,i dt
. (2.6)
To suppress combustion, helium was injected in the same method as in [33]. Helium is useful
as an injection replacement to hydrogen due to its inert nature and similar molecular mass.
Given that this engine has strong three-dimensional shock structures, it is imperative that the
injection flow structures are preserved. Thus it is not sufficient to compare hydrogen-fuelled
pressure traces to unfuelled cases.
To accurately model the injection characteristics of the hydrogen fuelled cases, the ratio of mo-
mentum flux must be kept the same [24], see Section 1.3.2. Under an isentropic approximation,
the sonic condition can be found such that
1
2
ρu∗2 =
1
2
Ppl γ
(
γ + 1
2
)− γ
γ−1
. (2.7)
Thus equating the right hand side of Eq. (2.7) for hydrogen (γ = 1.41) and helium (γ = 1.67)
gives
Ppl,He
Ppl,H2
=
(
γ
(
γ+1
2
)− γ
γ−1
)
H2(
γ
(
γ+1
2
)− γ
γ−1
)
He
= 0.913. (2.8)
Whilst Eq. (2.8) gives a good estimate for the required plenum pressure, a more accurate
approach is to consider the losses in the injectors, and find m˙He by calibrating α for helium
as well as for hydrogen. Then an effective hydrogen mass flow rate, m˙H2,eff , can be found as
follows.
The mass flow rate can be represented as
m˙ = ρ∗u∗2A∗
1√
Tpl
√
γ + 1
2γR
(2.9)
thus
m˙H2,eff
m˙He
=
(√
γ+1
2γR
)
H2(√
γ+1
2γR
)
He
= 0.735. (2.10)
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Figure 2.16: Discharge coefficient for each Ludwieg tube, with both hydrogen and helium gases.
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Figure 2.17: Plenum pressures for H2/H2 condition, Shot 11762 .
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Measured values of α are shown for a series of calibration tests in Fig. 2.16, for both helium
and hydrogen fuels and primary (PLT) and secondary (SLT) Ludwieg tubes. The uncertainty
for each individual test, δα, is shown for the first datum in each set, with the uncertainty in
using the linear fit, δα, given as an error bar at PLT,i = 1.4 MPa.
The resulting plenum pressures are shown in Fig. 2.17, overlaying the nozzle stagnation pressure
and test time. Since the plenums take a finite amount of time to fill, the solenoid valves
are opened approximately 20 ms before the test time. Some other projects have experienced
problems with early fuelling, which can result in engine unstart upon the onset of the primary
shock. However this was not an issue in this project, due primarily to the large combustor
cross-sectional area, allowing rapid flow of the fuel into the test section and dump tank.
Figure 2.17 shows the pressure in a LC plenum, as well as measurements taken in each HC
plenum. Note that the plenum pressures show good agreement during the test time, thus the
resulting injected flow rates are consistent throughout each set of injectors on both sides of the
engine.
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Pressure data were recorded using a National Instruments data-acquisition (DAQ) system.
Voltage limits on the DAQ were set at ±10 V corresponding to a total pressure range of 667 kPa
for a typical transducer sensitivity of 3× 10−4 V kPa−1 (see Appendix A) and amplification
factor of 100. Pressures within the engine combustor rarely reached above 150 kPa, as shown
in Chapter 3. As such, this range of 667 kPa is sufficiently conservative to ensure no clipping
occurred during tests.
Data were sampled at a rate of 1 MHz, thus there were 500 samples per transducer taken in
each test. Since the condition and flow field is considered steady, the mean pressure during
each test is used in the data analysis. The uncertainty associated with the measurement in
each test is caused primarily by calibration factors, see Appendix C.5, rather than variation
within the test time.
To enable comparison between shots, the measured pressure from each transducer was nor-
malised by Pstag, adjusted to account for the nozzle transit time, tnozzle. This minimised effects
due to both the variation in the freestream conditions during each shot, as well as the variation
in condition between each shot. Figure 2.18 shows both absolute and normalised pressure traces
for a transducer near the rear of the combustor at various fuelling conditions. The normalised
traces show a steady value during the test time.
For clarity, the pressures were then returned to an absolute value by multiplying by the
campaign-averaged values of Pstag,1 = 43.6 MPa and Pstag,2 = 44.1 MPa. Thus for a trans-
ducer, i, and shot, j,
Pi,j = Pstag
∫
Pi,j(t)
Pstag(t− tnozzle)dt. (2.11)
To reduce the uncertainty at each fuelling condition (see Appendix C.5) repeat shots were taken
and the resulting pressures averaged. The pressure for each shot was given a particular weight
based on the standard deviation of pressure over the test time, σ, such that
wi,j =
(
σi,j
Pi,j
)−2
. (2.12)
This facilitated an automated process that reduced the influence of outlying erroneous pressure
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measurements caused by, for example, temporary poor wiring connections. Thus the weighted-
mean pressure at each transducer, and hence location, i, was found as
Pi =
1∑
j wi,j
∑
j
wi,jPi,j. (2.13)
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Figure 2.18: Typical variation of pressure over time for a single transducer (COM-18-HC) for unfu-
elled (UF), combustion-suppressed (He/He) and fully-fuelled (H2/H2) conditions. Pressure is absolute
(top), and normalised against nozzle supply pressure (bottom). The selected test time is indicated as
the vertical, dashed lines.
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Optical diagnostic techniques can be used as non-intrusive methods of determining key flow
quantities. Whilst pressure and heat transfer transducers are commonly used for surface mea-
surements, core flow properties are much harder to determine with physical probes without
dramatically altering the downstream flow field. By examining radiation emitted by excited
molecules in the flow, properties such as temperature, radical concentration and velocity can
be determined.
This project qualitatively examined the distribution of OH radicals within the scramjet com-
bustor. The OH radical is a good candidate to examine the flow for two reasons. First, it is
a key intermediate species in the combustion of hydrogen and oxygen, and is a good indica-
tor of heat release. Secondly, as an asymmetric diatomic radical, there is a large selection of
well-defined transition lines that can be probed optically.
Three optical methods were used in this research. Two techniques that shall be referred to
as Time-Resolved Emission (TRE) and Time-Integrated Emission (TIE) imaged the emission
produced naturally by the combusting flow. The resulting signal was a combination of thermal
emission, produced from excited molecules at high temperatures, and chemiluminescence. For
more details on molecular energy levels and transitions, see Section 1.5.
The term chemiluminescence refers to the emission released when the products of chemical
reactions de-excite. The hydroxyl radical is produced in an excited state, OH* through a
reaction such as
H + O + M −−→ OH∗ + M. (2.14)
The excited molecule then de-excites,
OH∗ −−→ OH + γ, (2.15)
releasing energy in the form of electromagnetic radiation, denoted by γ. As with other methods,
the excited molecules can also de-excite collisionally, quenching the fluorescence.
These techniques capture all emission within the field of view, and are therefore integrated
spatially in the line-of-sight direction. Similarly, TIE is integrated over a 1 ms shutter exposure,
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thus there are no temporally-resolved features. Within this exposure time, a fluid element would
travel a distance of approximately 3 m, or 4 model lengths. As such, the TIE method produces
images of steady flow features, such as shock structures. With such a large integration time,
the TIE image contains a much stronger signal and hence has larger signal-to-noise ratios.
Conversely, the TRE method has an exposure time of 300 ns, producing a much weaker signal.
This short exposure allows the image to display unsteady flow features, as a fluid element is
expected to travel a distance less than 1 mm within this time.
Finally, a Laser-Induced Fluorescence (LIF) method produced distributions which were resolved
both in time and space, with high intensity. LIF techniques use lasers to excite molecules
from specific lower rovibrational states into an upper state from which it de-excites, producing
fluorescence (see Section 1.5.3). The additional energy from the laser produces much stronger
intensities than from the other methods within the small exposure time.
By using a laser sheet, or a Planar LIF (PLIF), technique, specific areas of the flow can be
targeted and the resulting emission is not integrated in the line-of-sight direction. However
the system required by the PLIF method is much more complex and requires a variety of
normalising techniques.
2.7.1 Transition Selection
In LIF methods, an appropriate excitation transition must be selected. The absorption spec-
trum of the A2Σ ← X2Π electronic transition for OH at a temperature of 1500 K is given in
Fig. 2.19, as calculated by LIFBASE [69]. Note that all spectra presented in this section are
scaled relative to the strongest transition.
The laser excitation wavelength must be filtered from the observed wavelengths to remove
scatter, which can be much stronger than the fluorescence signal. This is typically done by
exciting OH molecules in the (v′, v′′) = (1, 0) band around 280−290 nm, and then observing
fluorescence in the (1, 1) and (0, 0) bands around 305−320 nm. The (1, 1) emission is produced
directly from de-excitation of the v′ = 1 level. Vibrational Energy Transfer (VET) causes some
molecules to distribute to the v′ = 0 state before de-exciting, producing the (0, 0) band.
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Figure 2.19: OH absorption spectra at T = 1500 K, with the selected doublet transition highlighted
at 283.92 nm.
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These vibrational bands are shown in the thermal emission spectrum at 2500 K given in
Fig. 2.20. The strongest thermal emission occurs in the (0, 0) band (and some emission from
(1, 1)) between 305−325 nm; however, thermal spectra are expected to differ from PLIF spec-
tra.
The Q1(J
′′ = 9.5) and Q2(J ′′ = 7.5) doublet at 283.92 nm was chosen for laser excitation for
two reasons. As a doublet, it is stronger than most individual lines and generally produces
greater signal strength. The populations of these states are also reasonably invariant over the
range of temperatures encountered in the scramjet combustor. Whilst the selection of lower J ′′
states have higher populations (and thus greater resulting LIF signal), the population in these
states vary too much over the range of temperatures found in a scramjet engine.
Figure 2.21 shows that the populations of the J ′′ = 9.5 and J ′′ = 7.5 states remain relatively
constant over temperatures of interest. Between 1500−2500 K (typical within the scramjet
combustor where OH is found), the sum of these populations varies by only 9 %. Conservatively,
over the temperature range 1000−3000 K the sum of the populations varies by 26 %. Thus using
this doublet introduces a temperature dependency error of no more than 26 %. Conversely,
whilst the Q1(J
′′ = 6.5) absorption transition is stronger at low temperatures, the lower state
population decreases by almost 30 % between 1500−2500 K, making it an unsuitable choice.
2.7.2 Optical Arrangement
A Sirah Cobra-Stretch dye laser was used to produce the laser sheet. The dye laser was
pumped using the second harmonic of a Q-switched Nd:YAG laser at 532 nm. The pumping
laser excited Rhodamine 6G dye in the dye laser. The dye laser grating was tuned to select
lasing at 567.84 nm. Finally, the dye laser output was frequency-doubled to produce the required
wavelength of 283.92 nm, with approximately 11.5−13.5 mJ of energy per pulse.
The laser was directed into the test section using a series of dichroic mirrors and via the various
optical components shown in Figs. 2.22 and 2.23. The material of all lenses, beam-splitters and
windows was UV-grade fused silica.
The laser was first diverged along the tunnel streamwise direction using a cylindrical lens
with a focal length f = −70 mm. This produced an increasingly wide laser sheet that was
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Figure 2.20: OH thermal emission spectrum at T = 2500 K.
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Figure 2.22: Side view of optical components directing the laser sheet into the test model, dimensions
in mm (not to scale). Optical shielding not included for clarity.
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Figure 2.23: Front view of optical components directing the laser sheet into the test model, dimen-
sions in mm (not to scale).
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then collimated in one direction (and focussed in the other) using a plano-convex lens with
f = 1000 mm. The laser sheet was masked to create sharp edges on either side to easily locate
the laser sheet on output images for normalisation. As such, the resulting laser sheet was
135 mm in width and approximately 1 mm thick.
The primary laser sheet was directed into the laser sheet slot window shown in Fig. 2.1. From the
orientation of the scramjet model, the planar laser sheet is aligned with what are traditionally
considered the streamwise and spanwise directions (x and z respectively). Both the laser sheet
and the resulting fluorescence were directed through shielding (shown in Fig. 2.23) to ensure
that there was no contamination from tunnel flow luminosity external to the engine.
Since fuel was injected through the walls, the regions near the combustor walls are likely to be
fuel-rich, and the symmetry plane is likely to be fuel-lean. The majority of OH radicals are
thus expected to be found in two membranes between these regions, approximately halfway
between the combustor walls and the symmetry plane in the y direction. The laser slot window
was therefore centred around a distance 6.5 mm from the combustor wall.
To select the (1, 1) and (0, 0) bands, the PLIF signal was filtered using a bandpass filter (New-
port 10BPF10-310) with centre wavelength of 310± 2 nm and FWHM of 11± 2 nm. The TIE
signal was also filtered using the bandpass filter, whilst the TRE method used a combination
of UG11 and WG305 filters. UG11 is a bandpass filter with a transmission range between 275
and 375 nm. WG305 is a longpass filter with cut-on wavelength of 305 nm.
The transmission curves for these filters are presented in Fig. 2.24. Also included is the net
transmission through both the UG11 and WG305 filters, as used in the TRE method. These
transmission curves are purely representative; the manufacturers of the filters only guarantee
certain parameters, such as the peak transmission (≥ 20 %) for the 310 nm bandpass filter.
The TRE method therefore has a larger spectral bandwidth than the other methods. However
this does not necessarily result in stronger signal intensity, as the expected OH emission is in
305−315 nm, from Fig. 2.20. On the other hand, spectral features from contaminant species
are more likely to be captured by the TRE method due to the increased spectral bandwidth.
The resulting emission was captured from the side as shown in Fig. 2.23, using a Princeton
Instruments PI-MAX3 1024× 1024 ICCD.
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Figure 2.24: Filter transmission curves.
A typical field of view image is given in Fig. 2.25. A ruler is included to provide dimensional
scaling. The ruler is placed such that the intake plane is at 600 mm, thus the field of view in
this image ranges approximately x = 355−540 mm from the intake plane. Note that in this
image flow is from right to left.
Visible in Fig. 2.25 are the pilot holes for Kulite pressure transducers along the centreline, CL,
and low compression side, LC. High compression transducers, HC, are masked by the ruler.
Two sets of heat transfer (HT) gauges are also shown, which were not used for this project.
Fields of view for the optical techniques are presented in Fig. 2.26. The TIE and TRE image
the full length observable by the PIMAX camera through imaging windows in the scramjet
engine, whilst PLIF images are limited to the 135 mm width of the laser sheet. All techniques
have spatial resolution of approximately 0.2 mm per pixel. The streamwise locations of these
imaging areas were chosen to maximise the probability of visualising high concentrations of
OH; i.e. towards the rear of the combustor after the fuel has been given sufficient length to
mix and ignite. Geometric limitations prevented imaging of the very rear of the combustor.
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Figure 2.25: Example field of view of PI-MAX3 camera. Flow is right to left, with ruler scale such
that engine intake plane, x = 0 mm, is at x′ = 600 mm.
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Figure 2.26: Fields of view for all optical techniques, flipped such that flow is left to right. TIE and
TRE methods image the larger area indicated in yellow; PLIF is observed in the smaller, blue area.
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2.7.3 PLIF Normalisation
The laser intensity was known to vary over the width of the laser sheet, which would in turn
vary the PLIF signal distribution. This variation was accounted for by normalising the PLIF
distribution by a measured laser intensity distribution.
As shown in Fig. 2.23, a beam-splitter was used to reflect a small portion of the laser sheet
intensity onto a dye cell. This cell contained a solution of Rhodamine 6G that fluoresced under
the incident laser sheet. This fluorescence profile was captured using an 8-bit greyscale (256-
value palette) Point Grey camera, and used to normalise the resulting PLIF signal assuming
a linear response. A typical profile image from the dye cell is shown in Fig. 2.27 (from Shot
11791). The corresponding raw PLIF image is shown in Fig. 2.28, with flow from left to right.
0 50 100 150 200 250
Intensity, a.u.
Figure 2.27: Sheet profile image from dye cell.
Figure 2.28: Example of a raw PLIF signal, with flow from left to right.
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Both signal intensities were integrated along the vertical directions, producing intensity profiles
along the width of the laser sheet as shown in Fig. 2.29. Note that the dye cell profile has been
smoothed in Fig. 2.29. Both the laser profile distribution and raw PLIF signals have clear edges,
facilitating easy mapping of the laser profile distributions. The final step in the normalisation
process was to divide the raw PLIF signal at each pixel by the integrated dye cell intensity at
that streamwise location, resulting in the final PLIF image shown in Fig. 2.30.
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Figure 2.29: Comparison of dye cell profile and PLIF signal profiles.
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Figure 2.30: Normalised PLIF signal, flow from left to right.
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2.8 Numerical Approach
Numerical simulations of the second campaign condition were conducted to provide supplemen-
tary details of the flow field. The purpose of this section is to briefly describe the approach
used in this CFD. The solver, US3D, is introduced along with the particular settings used in
this research. Finally, the grid and boundary conditions are presented.
2.8.1 Numerical Solver
Simulations in this research were produced using the US3D solver [70, 71], developed at the
University of Minnesota. US3D is an unstructured solver that utilises implicit Data Parallel
Line Relaxation (DPLR) time integration where possible, and Full Matrix Point Relaxation
(FMPR) elsewhere. A modified Steger-Warming method was used to calculate inviscid fluxes
to second order spatial accuracy.
US3D has the capability for several turbulence modelling methods, including the detailed but
computationally expensive Large Eddy Simulation (LES) methods, e.g. [21, 72]. For the pur-
poses of this research, Reynolds-Averaged Navier-Stokes (RANS) simulations were sufficient to
simulate the trends of pressure rise for each fuelling case.
Turbulence was simulated using the Menter Shear-Stress Transport (SST) two-equation model
[73]. A turbulence model sensitivity study on an 18◦ ramp can be found in [56], where it was
found that the SST solution produced the most conservative estimate in achieving ignition.
Key input parameters used in the numerical simulations are presented in Table 2.7, based on
typical values of previous studies, such as [56].
Table 2.7: Parameters for input to numerical simulations.
Parameter Value
Turbulent Schmidt Number 0.7
Turbulent Prandtl Number 0.9
Initial Turbulent Viscosity (percentage of Sutherland viscosity) 3 %
Coefficient for specific dissipation ω 5.0
Coefficient for turbulent kinetic energy k 1.0× 10−6
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Finite-rate chemistry was modelled using the 1992 Jachimowski scheme [19], which consists of
33 reactions with 13 species. All species were assumed to be in thermal equilibrium, i.e. the
vibrational temperature was equal to the local translational temperature.
2.8.2 Simulation Grid
Simulations were performed on a numerical grid, modelling half the experimental engine, due
to the symmetry in the vertical (y) direction (see Figs. 2.1 and 2.14). The grid was generated
by Dr Mathew Bricalli, as a modification of the grid used in [56].
The only differences between the grid used in the current research and that used in [56] are
that the current engine is truncated in the spanwise direction (∆z = 75 mm in the present
study, ∆z = 100 mm in [56]), with shallower ramp angles compared to the 8◦−18◦ in [56].
Additionally, the wall on the HC side, z = 0, is a no-slip wall in the present study, as opposed
to a symmetry plane in [56]. As such, the mesh sensitivity study in [56] was considered valid
for the present study and was not repeated.
The geometry simulated in this study is shown in Fig. 2.31. The grid consisted of a total of 11
million cells corresponding to the medium mesh in the sensitivity study in [56]. To analyse the
effect of boundary layer transition on engine combustion, the grid was split into two sections
just upstream of the influence of the injectors, at approximately x = 75 mm, see Fig. 2.31.
The outflow from the front section was extracted and used as the input boundary condition for
the rear section. This allowed a laminar simulation for the front section, with SST turbulence
modelled in the rear section. However it was found that modelling either laminar or turbulent
flow in the front section had minimal effect on the resulting flow field.
Example sections of the grid are shown in Figs. 2.32 and 2.33. These slices are taken along the
HC wall in the front section, and through the HC injector respectively. The two sections of
grid show the clustering that produced higher cell density in key areas, such as the walls, and
the smooth transition between the curvilinear grid blocks.
To ensure the boundary layer is accurately modelled, the non-dimensional wall distance
y+ =
yuτ
ν
(2.16)
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Figure 2.31: Half engine geometry. Note the split between the front and rear sections at approxi-
mately x = 75 mm.
Figure 2.32: Grid on the HC wall in the front section, flow from left to right. Note the clustering of
cells near the wall and inlet.
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Figure 2.33: Distribution of cells near the HC injector. The image shows an artefact in the injector
caused by extracting a slice through the 3D grid.
Figure 2.34: Distribution of y+ along the walls of the geometry for the H2/H2 case in Campaign 2.
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should remain approximately equal to unity at the gridline closest to each wall. In Eq. (2.16),
y is the distance to the nearest wall, uτ is the shear velocity, and ν is the kinematic viscosity.
The distribution of y+ is shown in Fig. 2.34. The average value at all boundaries was y+ = 0.53,
with peak values of y+ = 4 being found at shock-boundary layer interactions on the HC wall.
These were considered sufficiently low for the purposes of these simulations.
2.8.3 Boundary Conditions
Numerical simulations were used to examine the second campaign, φ = 0.8 condition, for all
fuelling arrangements. The inflow condition is given in Table 2.8, representing the mean tunnel
exit conditions for Campaign 2.
Table 2.8: Freestream input condition for numerical simulations.
Quantity Units Value
ρ g m−3 35.9
T K 406
U m s−1 2936
YN2 – 0.77
YO2 – 0.23
Table 2.9: Injector boundary conditions for numerical simulations.
Quantity Units Value
ρHC g m
−3 565
ρLC g m
−3 520
T K 250
U m s−1 1200
YH2 – 1.00
The injection boundary conditions are provided in Table 2.9, where each pair of HC and LC
injectors was held at the same mass flow rate as measured in experiments. Note that the
HC injectors were measured as having slightly more than expected mass flow rate, which was
accounted for by increasing the density of the injector input.
85
2.8 Numerical Approach
Although helium was used as a combustion-suppressed fuel in the experiments, there were
issues simulating the interactions of helium with the finite rate chemistry. Interaction between
helium gas and air-fuel mixture resulted in unphysically fast reaction rates in the simulations,
the cause of which is unclear. As such, frozen hydrogen was used in the cases where suppressed
combustion was required, which was found to adequately simulate the experimental results for
the purposes of this work.
As shown previously in Fig. 2.14, the top (y = ymax) surface was modelled as a symmetry plane.
The rear of the engine nozzle was designated as a supersonic outflow condition, with all other
surfaces considered as no-slip walls.
2.8.4 Simulation Convergence
Simulations were run until a steady-state solution was reached. Figure 2.35 shows a typical
residual plot, simulating the H2/H2 case in Campaign 2. Sharp changes in this plot reflect
changes in CFL number. The solution has converged after approximately 12000 iterations, and
by 15000 iterations the residual and mass balance has decreased by six orders of magnitude.
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Figure 2.35: Convergence of solution residual and mass flow rate balance for the H2/H2 case.
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Chapter 3
Experimental Results
The purpose of this chapter is to examine characteristics of the flow field through the 3D thermal
compression scramjet engine. Pressure data are presented from two experimental campaigns at
different flow conditions. These are supported by numerical simulations, and complementary
optical diagnostics.
The purpose of this thesis is to examine how suppressing combustion in different flow regions
influences combustion-induced pressure rise. Helium gas as a non-combusting fuel substitute is
experimentally justified, and used as a baseline case for comparing pressure traces against the
fuelled conditions with different equivalence ratios, φ. Combustor pressure rise distributions are
compared relative to combustion-suppressed cases, and the influence of thermal compression is
determined.
The unfuelled scramjet flow is a good indicator of the general flow features present in the scram-
jet engine. When helium is injected, the plumes produce additional, complex shock structures.
Finally, injection of combusting hydrogen produces yet again more complex processes. As such,
the results are presented sequentially, with each set of flow structures building on the previous.
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3.1 Unfuelled Flow Field
The distribution of pressure along the unfuelled scramjet engine is shown in Fig. 3.1 for both
campaigns. Vertical dashed lines at x = 180 and 560 mm represent the combustor entrance
and exit respectively. Numerical simulation of the second campaign condition has also been
included in Fig. 3.1b as the continuous dashed curve, as it provides additional insight into the
origin of each flow feature.
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Figure 3.1: Pressure traces along the scramjet engine for the unfuelled case for the LC side (top),
Centreline (middle) and HC side (bottom).
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As discussed in Section 2.6, tests were repeated for each fuelling configuration. Each blue
circle in Fig. 3.1 indicates the normalised pressure for that transducer for a particular test.
The weighted mean for each transducer is represented by the solid black line, with error bars
representing 95 % confidence of sample variation (see Appendix C.5).
In general, the non-combusting cases (unfuelled and, presented later, helium injection) produce
consistent data. The largest variations of pressure between shots occur at shock discontinuities.
This is to be expected, as the pressure is highly sensitive to the location of the shocks, so a small
change in shock location will result in a very large change in pressure. Whilst the shock structure
is not expected to change significantly, small variations between shots are unsurprising.
Figure 3.2: Pressure slice along engine centreline (z = 37.5 mm) from numerical simulation of the
Campaign 2 unfuelled case.
The general shock structure along the centreline from numerical simulation is shown in Fig. 3.2.
The incoming air is initially processed by the intake ramp shock, which varies in strength in the
spanwise direction. This can be seen in Fig. 3.1, where the pressure in the intake (x < 180 mm)
is higher for the HC side and lower for the LC side. This is the key feature of the 3D inlet and
shows that the intake is producing a spanwise pressure gradient as required.
The inlet shock reflects off the symmetry plane and is then ingested into the engine combustor.
Flow processed by this shock expands around the corner between the intake and combustor
entrance, producing an expansion fan. It is the combination of this expansion fan and intake
shock that produces the shock structure seen in Fig. 3.1, a sharp peak after each shock reflection,
followed by a decrease across the associated expansion.
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As expected, the peak in pressure within the first shock-boundary layer interaction at x ≈
250 mm is higher on the HC side than on the LC side. However, as the flow continues along
the combustor, the second and third shock-boundary layer interactions are much stronger on
the LC side, and seem to attenuate along the HC side.
In Fig. 3.1b, both experimental and numerical data show that LC shock interactions reach
pressures in excess of 60 kPa, whilst the HC pressures struggle to reach even 50 kPa. This is
especially evident in the third interaction at x ≈ 450 mm, where the HC pressure is almost
constant at 30−35 kPa, compared with 45−65 kPa on the LC side. This can be explained by
the spanwise flow features. Figures 3.3 and 3.4 show the pressure and spanwise velocity for
a slice halfway between the symmetry plane and combustor floor, or y = 46.25 mm. In these
figures, the HC wall is at the bottom (z = 0 mm), and the LC wall is at the top (z = 75 mm).
In Fig. 3.4, flow is shown to move towards the LC side for the first half of the combustor,
x < 400 mm. When it reaches the LC wall at x ≈ 400 mm, the flow is turned inward, reflecting
the spanwise shock and increasing pressure. As such, the pressure rises dramatically along the
LC transducers (z = 56.25 mm) from x ≈ 450 mm. This effect is also visible along the centreline
(z = 37.5 mm) trace of Fig. 3.1b, with the double peak at x ≈ 475 mm. This double peak is
the combination of the reflection of the intake shock from Fig. 3.2, and the spanwise shock in
Fig. 3.3.
The spanwise shock returns to the HC side, increasing the pressure at the very end of the
combustor, x ≈ 500−560 mm. At this point, the expansion nozzle reduces the pressure again,
so there is limited pressure increase on the HC side. This spanwise bulk flow is thus the reason
for the generally increased pressure on the LC side, and decreased pressure on the HC side;
however, this would undoubtedly reverse for greater combustor lengths. To examine the origin
of this spanwise shock system, the intake flow field will now be examined in detail.
The 3D intake produces a complex and somewhat unintuitive series of flow features. Pressure
and spanwise velocity in a slice at x = 50 mm is shown in figure Fig. 3.5. The spanwise pressure
gradient is immediately clear, with HC pressure in excess of 30 kPa immediately behind the
intake shock, whilst reaching only 13 kPa on the LC side.
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Figure 3.3: Pressure slice halfway between combustor floor and symmetry plane (y = 46.25 mm)
from numerical simulation of Campaign 2.
Figure 3.4: Spanwise velocity, w, slice halfway between combustor floor and symmetry plane
(y = 46.25 mm) from numerical simulation of Campaign 2 .
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(a) Pressure
(b) Spanwise velocity
Figure 3.5: Distribution of pressure and spanwise velocity through the intake at x = 50 mm. The
location of the slice in Fig. 3.6 is represented as a solid line.
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Figure 3.6: Distribution of spanwise velocity within the intake, at z = 37.5 mm. The location of the
slice in Fig. 3.5 is represented as a solid line.
Interestingly, the spanwise velocity (shown in Fig. 3.5b) is not coupled to the pressure gradient.
Fig. 3.5a shows that pressure increases in the negative z-direction (from LC to HC, as expected),
thus if the spanwise velocity was driven by the pressure gradient it would be directed towards
the positive z-direction (towards LC). However, it is clear from Figs. 3.5b and 3.6 that the
post-shock air flows in the negative z-direction (towards HC).
This effect is simply a result of the unique geometry of this intake, and is due to the orientation
of the intake shock. Assuming the shock is locally planar and oriented as in Fig. 3.7, such that
~V is directed along the x-axis (~V = (u1, 0, 0)), the z-component of the post-shock velocity is
trivially found to be
w2 =
a1
a2
u1NxNz
(
M2n
M1n
− 1
)
, (3.1)
where the subscripts 1 and 2 denote the pre- and post-shock conditions respectively.
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Figure 3.7: Representation of the local shock normal unit vector, ~N .
From the geometry of the engine, the shock normal vector is oriented such that Nx < 0 and
Nz < 0 as shown in Figs. 3.5b and 3.6. Since M2n/M1n < 1 from oblique shock relations, it
follows that w2 < 0. Thus immediately behind the intake shock the 3D intake geometry, the
pressure (as well as temperature and density) increases towards HC and yet the flow is also
directed towards this region.
There are other key flow features in the intake flow field. The first considered are the very weak
shocks that originate from the leading edge of the side walls, visible from x = 0 mm in Fig. 3.4.
These appear vertically on either side of Fig. 3.5b. These weak shocks are simply caused by the
displacement of the core flow by the development of the boundary layer along the side walls.
Displacement of the core flow is the cause of another pair of shocks, shown as triangular features
in Fig. 3.5b. These features are caused by an interaction between the boundary layer and intake
shock. This process is briefly presented here; for more detail see [74].
At these high Mach numbers and intake ramp angles, the boundary layer on the side walls
undergoes separation. The flow field of this interaction is shown in Fig. 3.8, which shows a
slice angled normal to the HC ramp (i.e. rotated 12.5◦ around the z-axis). The slice is flooded
with contours of vorticity normal to this plane, lines of constant pressure, and velocity vectors
tangent to the plane. The slice has been oriented normal to the post-shock velocity, ensuring
that vorticity is considered in the correct direction; however, this results in a component of the
freestream velocity in the negative vertical direction.
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Figure 3.8: Shock-boundary layer interaction on the side wall of the intake.
The regions in Fig. 3.8 have been labelled as follows: (a) Undisturbed freestream flow; (b) intake
shock; (c) post-shock flow; (d) vortical separated layer; (e) separation shock. Freestream flow
passes through the intake shock, where it increases in pressure. In the subsonic region close
to the wall, the difference in pressure across the shock pushes flow upwards. This displaces
incoming flow from the freestream, and creates an elongated vortex (d) and shock (e). It is this
displacement that causes the triangular features in Fig. 3.5b.
Whilst the same effect occurs on both sides, the stronger shock on the HC side produces larger
displacement of the freestream. As such, these features are much stronger on HC than on LC.
This is also compounded by the spanwise velocity pushing even more flow into the HC side.
The intake shock reflects off the symmetry plane and begins to process the flow a second time.
This is visible in the combustor entrance conditions as shown in Fig. 3.9. As the shock pro-
cesses the flow, pressure and temperature rapidly increase to conditions suitable for combustion
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(P > 50 kPa, T ≈ 1500 K). However, the flow is clearly not uniform and a number of key fea-
tures dominate.
The vortices on either side have moved into the corners of the symmetry plane, and oppose the
corner vortices that have formed here. This interaction is visible in Figs. 3.9b and 3.9d. These
vortices provide regions of high temperature where an air-fuel mixture could ignite, but the
pressure is generally fairly low, especially on LC. As such, it would be expected that radicals
would form, but not react to completion in the regions.
The flow is dominated by the feature centred around z ≈ 25 mm. This feature is the continua-
tion of the displacement shock (e) from Fig. 3.8. At this location, there is a significant motion
of flow towards the LC side. But in the combustor, spanwise velocity is now aligned with the
pressure gradient, and the flow rapidly accelerates towards the LC side.
It is this bulk motion of the flow that results in the varying pressure features in Fig. 3.1. As
the flow continues downstream, the high pressure feature is transferred to the LC side. This is
particularly clear in Fig. 3.10, where the full 3D flow field is visualised. Spanwise distribution
of pressure is closely tied with spanwise velocity through the spanwise shock structure.
To represent the thermal compression engine as intended, HC combustion would occur early in
the combustor and increase compression on the LC side. The unfuelled flow field indicates that
the high pressure on the HC side is not significantly retained throughout the initial length of
the combustor. It is unlikely that HC conditions would be sufficient to produce significant heat
release and pressure increase. On the other hand, LC conditions maintain higher pressure late
in the combustor as seen in Fig. 3.1, which may be enough to complete the reaction processes
within the combustor length.
Fuel injection radically changes the flow field, by introducing more mass flow and associated
shock systems. As such, the preceding description of the flow is not a precise representation of
the combusting flow. However the unfuelled flow field is a useful simplification of the expected
structures, as it allows the isolation of the purely geometric features from the variable injection
structures. The following section will examine the flow field in the combustion-suppressed
injection condition.
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(a) Pressure
(b) Spanwise velocity
(c) Temperature
(d) Streamwise vorticity
Figure 3.9: Combustor entrance conditions (x = 179.3 mm) for the unfuelled case in Campaign 2.
Constant pressure lines are presented on each plot.
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(a) Pressure
(b) Spanwise velocity
Figure 3.10: Combustor flow field for the unfuelled case in Campaign 2.
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3.2 Combustion-Suppressed Flow Field
Building on the unfuelled flow scenario, non-combusting flow with fuel injection is now ex-
amined. There are multiple ways to produce combustion suppressed flow, either by removing
oxygen from the freestream, or by injecting a non-reacting proxy, helium. Figure 3.11 shows
the pressure traces for both experimental campaigns with helium injected into an air test gas
and numerical simulation as the continuous, dashed line.
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Figure 3.11: Pressure traces along the scramjet engine for the He/He case for the LC side (top),
Centreline (middle) and HC side (bottom).
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As discussed in Section 2.5, if helium is injected as a fuel replacement, both gases must have
equal momentum flux ratios, J . For all sections of this thesis, the fuelling condition is rep-
resented using an effective hydrogen-air equivalence ratio, designated φ. This is based on the
hydrogen mass flow rate that would provide the same momentum flux as the injected helium.
Figure 3.11 presents results for φ = 0.8 in Campaign 1 and combined results of φ = 0.8 and
φ = 1.0 in Campaign 2. Only one test was taken at φ = 0.8 for Campaign 2, so there are
no repeats to estimate the uncertainty for this condition alone. However, it was found that
the resultant flow field was relatively insensitive to the helium flow rates for the values of φ in
Campaign 2. The data for both values of φ are therefore used in Fig. 3.11b, with φ = 1.0 data
indicated as red squares for clarity. This produces a conservative estimate of the variation in
pressure measurements for φ = 0.8. For Campaign 1, the flow fields for two equivalence ratios,
φ = 0.5 and φ = 0.8, were too dissimilar; thus, only φ = 0.8 results are shown.
The flow fields in Fig. 3.11 maintain a high degree of consistency, especially in Campaign 1 for
φ = 0.8. The greatest variation again occurs near the onset of shock waves, where the flow is
highly sensitive to changes in pressure due to slight variation of shock locations.
In the numerical simulation shown in Fig. 3.11b, a chemically frozen molecule with the same
properties as molecular hydrogen was used as the injected gas. Whilst injecting helium would
more accurately simulate the experiments, it was found that mixing helium with hydrogen in
later simulations produced erroneous ignition characteristics. The purpose of injecting helium
in the experimental tests is to simulate combustion-suppressed hydrogen fuel, as simulated in
the CFD. Furthermore, agreement between this CFD and experiments gives confidence in using
helium as a combustion-suppressed fuel replacement. This is examined further in Section 3.2.1.
The numerical simulation agrees well with the experimental data for the entirety of the HC
trace; however, it begins to disagree with LC in particular. The features halfway along the
engine, x ≈ 350− 450 mm, do not agree with the LC experimental data, although the data at
the rear of the combustor is again captured by the CFD. As the flow becomes more complex,
the centreline data becomes especially messy. If the shock structure is captured well, it is
offset, giving the impression of poor agreement along the centreline. Whilst the CFD still
appears to model the majority of the flow field to a high level of accuracy, it should now only
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be considered as representative of the general flow features rather than a precise simulation of
the exact experimental flow fields.
All the features of the shock system in Fig. 3.11 have moved upstream relative to the unfuelled
case. This is caused by the increased mass flow rate from injection strengthening the intake
shocks and decreasing flow Mach numbers. This is particularly clear in the centreline distribu-
tion of pressure in Fig. 3.12, where the fourth interaction between the intake shock system and
the combustor floor occurs at x = 500 mm compared with x = 560 mm in Fig. 3.2.
Figure 3.12: Pressure slice along engine centreline (z = 37.5 mm) from numerical simulation of the
suppressed combustion case for Campaign 2, φ = 0.8.
Similar to the unfuelled case, the LC pressure trace maintains higher pressures throughout
the later half of the engine, from x > 300 mm. Even with the discrepancy with the CFD,
LC pressure is consistently 10 kPa greater than on the HC side. However, since the shock
structure has advanced upstream, the spanwise shock reflection appears on the HC pressure
trace upstream of the nozzle exit for x ≈ 475− 560 mm.
The vertical-normal slices of pressure and spanwise-normal velocity are presented in Figs. 3.13
and 3.14 respectively. Whilst the general features of the unfuelled flow field from Figs. 3.3
and 3.4 persist in the flow, there are significant new structures introduced by the injectors. In
particular the 3D bow shocks (see Fig. 1.5) from each of the four injectors on each side of the
combustor produce smaller scale shocks visible downstream from x = 125 mm.
The pressure throughout the engine has also increased dramatically. This is due to the injected
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Figure 3.13: Pressure slice halfway between combustor floor and symmetry plane (y = 46.25 mm)
numerical simulation of the suppressed combustion case for Campaign 2, φ = 0.8.
Figure 3.14: Spanwise velocity, w, slice halfway between combustor floor and symmetry plane
(y = 46.25 mm) from numerical simulation of the suppressed combustion case for Campaign 2, φ = 0.8.
mass flow rate displacing and compressing the oncoming freestream flow. As such, the LC
pressure downstream of x = 300 mm is greater in Fig. 3.13 than the unfuelled case in Fig. 3.3.
This is also reflected in Fig. 3.11b, even with the discrepancy between the CFD and experi-
mental results. The combustion-suppressed flow field maintains pressures above 50 kPa for all
transducers downstream of the second shock-boundary layer interaction, and consistently main-
tains pressures of ∼60 kPa towards the rear of the combustor. Pressure along the HC is still
much lower in the mid-section where it is crucial for reaction completion. For x = 350−450 mm,
the pressure remains almost constant at ∼40 kPa, before the spanwise shock brings it up to
∼60 kPa.
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These differences between 40−60 kPa are crucial to completing combustion within the required
engine lengths. As discussed in [5], based on the Pergament reaction times (see Eq. (1.10)) for a
constant pressure combustion process [26], a combustion pressure of 50 kPa results in a reaction
length of xR < 300 mm for T > 900 K, assuming a velocity of 2400 m s
−1. If this pressure is
lowered to 40 kPa, the combustor temperature must be greater than T > 1250 K to maintain
this reaction length.
As such, the results in Fig. 3.11b indicate that HC combustion is unlikely to complete combus-
tion within the combustor length of xcomb = 380 mm. Conversely, LC pressure is maintained
between 50 − 60 kPa throughout the engine, so an ignited air-fuel mixture would be expected
to complete combustion within the combustor length.
Combustor entrance properties are presented in Fig. 3.15. Now that fuel injection is simulated,
Fig. 3.15d shows equivalence ratio (saturated at φ = 2) rather than vorticity. The injection of
cold gas has a strong effect on the temperature distribution at the combustor entrance. The
strengthening of the intake shock has resulted in higher temperatures and pressures beyond the
shock reflection, y > 45 mm. However the temperature within the fuel plumes is much colder
than the surrounding flow, which could profoundly impact the ignition of the fuel-air mixture.
From the Pergament relations, temperatures above 1200 K are typically required to ignite the
flow within 100 mm. From Fig. 3.15c, these temperatures are found within the high pressure
feature swept across the engine from the unfuelled case, as well as within the no-slip side walls
and corner vortices. Unfortunately, Fig. 3.15d shows that there is no fuel in these regions.
Figure 3.16 shows the distribution of key flow parameters throughout the engine combustor. In
particular, the distribution of fuel in Fig. 3.16d shows that mixing is generally poor throughout
the combustor, which is unsurprising in such a fundamental engine. Ideally, future models would
tailor fuel injection through each injector such that fuel was distributed evenly throughout the
engine. Instead, the spanwise velocities within the combustor push fuel from the middle HC
injector into the LC side (see Figs. 3.16b and 3.16d). Additionally, there is a large volume of
unmixed oxygen that remains in the core flow for the entire length of the combustor. A more
refined engine would design the combustor shape and injection distribution to ensure greater
penetration of the fuel into the core flow.
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(a) Pressure
(b) Spanwise velocity
(c) Temperature
(d) Hydrogen-air equivalence ratio, saturated at φ = 2
Figure 3.15: Combustor entrance conditions (x = 179.3 mm) for numerical simulation of the sup-
pressed combustion case for Campaign 2, φ = 0.8. Constant pressure lines are presented on each
plot.
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Given that the fuel remains within the lower half of the combustor for almost its entire length, it
is along the combustor floor (y = 39.75 mm) where ignition is expected. The three requirements
for ignition are met here: Good mixing of fuel and air, φ ≈ 1; high temperatures, T > 1200 K,
especially within the boundary layer; and high pressure, P > 50 kPa. These conditions are met
between the fuel plumes (especially between the HC fuel plumes) in the third slice of Fig. 3.16 at
x = 230 mm. Additionally, these conditions are maintained downstream, potentially allowing
the fuel-air mixture time to ignite, react and begin releasing heat.
Finally, another potential ignition source is found at the spanwise shock reflection on the LC
wall, around the 5th slice in Fig. 3.16, x ≈ 306 mm. The edge of the fuel plume, like all
fuel plumes, is the layer with the best mixing between fuel and air. High temperatures are
found in the corners, and the spanwise shock reflection produces a large region of high pressure
P > 60 kPa for the remaining length of the combustor. However, once the fuel plume encounters
the LC side wall, the corner with the combustor floor becomes extremely fuel rich and cools
down. As such, it is unlikely to support sustained combustion.
The difference between the remaining combustor length and the local Pergament reaction
length,
lR,rem = (560− x)− lR, (3.2)
is presented in Fig. 3.17. A positive value of this parameter indicates that the local flow,
if appropriately mixed and ignited, will complete combustion within the remaining available
combustor length. Given that the flow properties do not change dramatically towards the end
of the combustor with combustion suppressed, it is unsurprising that the parameter goes to
lR,rem ≤ 0.
It is clear that the fuel-air mixture on the HC side near the combustor floor could undergo
significant reaction; however, it is still unclear whether combustion will complete before the
drop-off in pressure in the rear of the combustor. There are also regions on the LC wall that
could produce complete combustion, however ignition in these regions may be suppressed by
the rich fuel-air mixture.
105
3.2 Combustion-Suppressed Flow Field
(a) Pressure
(b) Spanwise velocity
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(c) Temperature
(d) Hydrogen-Air Equivalence Ratio
Figure 3.16: Combustor flow field for numerical simulation of the suppressed combustion case for
Campaign 2, φ = 0.8.
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Figure 3.17: Comparison of local reaction length to remaining combustor length.
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3.2.1 Validation of Helium as a Fuel Substitute
The previous section was based on the premise that helium is a suitable, non-combusting proxy
for hydrogen fuel. This premise is now examined by comparing experimental flow fields of
helium injection into an air freestream to hydrogen injection into a nitrogen freestream.
Pressure traces from the He/He case from Campaign 1 (Fig. 3.11a) are compared to a fuelled
shot with nitrogen test gas1. Expansion of the different test gas produced a higher PSR, thus
a new set of conditions was determined directly from NENZFR (see Section 2.4.3), using the
inputs in Table 3.1.
Table 3.1: Tunnel conditions for He/He into air (with 95 % confidence interval in test variation) and
H2/H2 into N2.
Condition SS, m s−1 Pstag, MPa PSR, 10−3
He/He into Air 2207± 17 43.4± 0.2 6.10± 0.49
H2/H2 into N2 2203 43.3 6.81
Table 3.2: Experimental flow properties, F , for N2 test gas (with 95 % absolute confidence interval)
and difference compared to the average He/He into air condition.
F Units N2 Test Gas Difference, %
Hs MJ kg
−1 4.62 ± 0.33 +1.7
P∞ kPa 3.63 ± 0.50 −4.8
ρ∞ g m−3 31.5 ± 3.7 −7.6
T∞ K 388 ± 36 +0.4
U∞ m s−1 3008 ± 96 +3.3
M∞ − 7.50 ± 0.17 +1.8
Qm,∞ kg m−2 s−1 94.8 ± 9.7 −4.3
Tables 3.1 and 3.2 show that for consistent filling conditions, changing the test gas from air
to N2 predominantly changes PSR. Shock speed and stagnation pressure are not significantly
affected by the change, as both N2 and O2 have similar molecular weights and structure, hence
the ratio of specific heats, γ, and speed of sound, a, are largely unchanged.
In the stagnation region, however, the formation of radicals is much more prevalent for the N2
and O2 mixture in air. For the N2 test gas, the only radical that can form is N which is very
1This shot was part of the campaign in [75].
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unstable and forms only in very small quantities at these temperatures; NENZFR predicts only
YN = 6.4× 10−6 at the nozzle exit for the N2 test case, with a predicted stagnation (nozzle
supply) temperature Tstag = 3980 K. For the equivalent 5-Species air simulation, the predicted
stagnation temperature is reduced to Tstag = 3710 K, with YNO = 6.6 %.
Whilst the author believes that radicals are poorly modelled by the 5-Species air scheme (see
Section 2.4.5), it is clear that radical formation plays a significant part in changing the nozzle
supply condition and expansion process between the N2 and air test gas conditions.
The nozzle exit conditions in Table 3.2 show consistency between the two conditions. All values
fall within experimental uncertainty of each other with less than 10 % change for all quantities.
The nitrogen test flow has expanded more across the nozzle, as shown by the increase in PSR,
resulting in higher velocity and lower density and pressure. The lower air mass flux, Qm,∞,
produces a higher effective equivalence ratio (which is calculated as if the test gas was still
YO2 = 0.23), as m˙f was unchanged. Thus φeff,N2 = 1.045 × φH2,nom. This is unlikely to have a
significant influence on the resulting pressure distributions.
Figure 3.18 shows the comparison between pressure traces of He/He into air and H2/H2 into
N2 test conditions. In general, the pressure distributions follow each other very precisely,
with minor differences for particular features. In particular it is noted that the HC traces are
almost identical. It appears that along the centreline the shock structure has moved slightly
downstream, which is expected for the slightly increased Mach number.
It is therefore concluded that helium injection as a non-combusting substitute for hydrogen
is valid. This supports the conclusion by previous works such as [23, 24]. Helium will be
used exclusively from this point forward, as replacing the fuel rather than the test gas allows
suppressing combustion in individual regions rather than the entire flow.
The He/He case therefore provides a representation of the combined three-dimensional flow
structures from the engine geometry and fuel injection. The following section will build on
this flow structure by enabling chemical reactions throughout the engine, producing increased
pressure rise due to the combustion of hydrogen fuel.
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Figure 3.18: Comparison of pressure distributions for He/He into air (blue circles with black line)
and H2/H2 into N2 (red) for the LC side (top), Centreline (middle) and HC side (bottom).
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3.3 Fully-Fuelled Flow Field
The fully-fuelled, combustion-enabled flow is examined in this section. Previous flow fields have
been dominated by three-dimensional flow structures originating from the unique geometry and
injection characteristics. The flow described in this section is heavily influenced by the chemical
reactions within the air-fuel mixture, particularly towards the rear of the engine. Experimental
pressure distributions through the scramjet engine for hydrogen into air test gas nominally at
φ = 0.8 are presented in Fig. 3.19. The numerical pressure distribution for Campaign 2 is
included as dashed curves.
Now that the fuel-air mixture is allowed to combust, significantly higher pressures are reached.
This is typical of constant area combustors, where pressure and temperature increase dramati-
cally. The three-dimensional nature of the flow results in small initial increases in pressure until
waves from thermal compression propagate throughout the entire spanwise width of the com-
bustor. Once these waves reach the other side of the engine, the pressure increases dramatically.
This is apparent in the rear of the combustor in Campaign 2, Fig. 3.19b, for x > 450 mm.
Unlike previous flow fields, the pressure at each transducer for the combusting case has a much
higher variation between shots. Figure 3.19 is slightly misleading in the apparently increased
variation of individual shots, indicated as blue circles, since there were many more tests for
the H2/H2 fuelling condition. This condition was of particular interest for testing of optical
techniques, especially in Campaign 1 for use in [75], hence the large number of repeat tests
(more than 50).
Pressure values in the first half of the combustor have much smaller shot variance as there is
little heat release in these regions. The pressure is still sensitive to shock locations, due both to
the three-dimensional flow features and porthole injection. However there is significant variation
in the combusting region of the flow towards the rear of the combustor. This is due to rapid
combustion-induced pressure rise being highly sensitive to initial pressure and temperature. For
Campaign 2, the combusting region occurs at x ≥ 350 mm on the LC side, x ≥ 400 mm along
the centreline, and x ≥ 450 mm on the HC side. This variation increase along the combustor
gives an indicator of where heat release occurs; combustion-induced pressure rise begins earlier
on the LC side, then spreads across the rest of the width of the combustor.
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Figure 3.19: Pressure traces along the scramjet engine for the H2/H2 case for the LC side (top),
Centreline (middle) and HC side (bottom).
The numerical simulation of the combusting flow field shows a significantly different pres-
sure distribution than in the experimental campaign. This is indicative of the difficulty in
accurately modelling turbulence and chemistry in particular. As such, ignition location and
reaction lengths do not precisely agree. One specific cause of this difficulty is the uncertainty
associated with the experimental flow conditions, especially with freestream temperature and
radical concentration. Precisely matching numerical simulations with experimental data is well
beyond the scope of this investigation.
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Figure 3.20: Pressure slice along engine centreline (z = 37.5 mm) from numerical simulation of the
H2/H2 for Campaign 2, φ = 0.8.
It is noted that in general the experimental and numerical peak pressure values agree reason-
ably well, if offset or delayed in the streamwise direction. As an example, the HC pressure
towards the end of the combustor of P ≈ 105 kPa is reached by both the numerical simulation
and experimental data, within uncertainty bounds. However this value was reached in the ex-
perimental campaign approximately 100 mm upstream. A similar effect is seen on the LC side,
where the peak value of P ≈ 130 kPa being reached approximately 50 mm downstream in the
numerical simulation. As such, the numerical simulations are considered to be a conservative
but delayed representation of the combustion levels.
The numerical pressure distribution in the centreline plane of the combustor is presented
in Fig. 3.20. The vertical shock train originating from the intake leading edge and injec-
tion shocks remains almost unchanged until the third interaction with the combustor floor at
x ≈ 400 mm. This is in agreement with the pressure data in Figs. 3.11 and 3.19, where the
pressure distribution remains similar to the non-combusting case until heat release begins in
the second half of the combustor.
Beyond this interaction, the shock train moves upstream such that the fifth interaction impinges
almost exactly on the expansion ramp corner at x = 560 mm. This shock impinging on the
expansion corner is ideal for an engine designer, as it minimises the region of highest pressure
and temperature at the rear of the combustor, whilst maintaining high pressure through the
expansion nozzle.
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(a) Mach Number
(b) Pressure
Figure 3.21: Comparison of the shock structure along the centreline (z = 37.5 mm) at the combustor
exit for He/He (top) and H2/H2 (bottom) cases. Lines of constant Mach number are included for all
figures.
Movement of the shock train is due to coupling between the flow structures and the combustion
reactions. As heat is released, both pressure and temperature increase, decreasing the local
Mach number and strengthening the shocks. This can be seen in Fig. 3.21, which shows
centreline slices of Mach number and pressure for combusting and non-combusting cases. The
decrease in Mach number due to temperature increases in the H2/H2 case has resulted in
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increased shock angles, diffusion of the shock structure and, at the very rear of the combustor,
a noticeably curved shock.
A key feature of Fig. 3.21 is that the computed Mach number always remains supersonic in
the bulk flow. Whilst the Mach number begins to reduce dramatically towards the end of the
combustor, the expansion ramp quickly accelerates the core flow once more. This reduction in
Mach number is characteristic of constant area combustion and must be carefully monitored
to prevent separation and engine unstart. Any further development of this engine, such as
increasing the combustor length for example, must include great care in ensuring the combustor
exit flow remains supersonic.
Slices of pressure, spanwise velocity and water mass fraction are presented in Figs. 3.22 to 3.24
respectively. Whilst there is still coupling between spanwise velocity and the pressure distri-
bution, the flow field has become dependent on heat release through water formation. There
is no longer a strong motion of flow from LC to HC beyond the first reflection of the spanwise
shock as seen in the previous cases, see Figs. 3.4 and 3.14. Instead, there is almost no spanwise
motion in this region until the increased pressure on the LC side pushes flow back towards HC.
This change is clear in the average spanwise velocity from simulations as presented in Fig. 3.25.
Until x = 300 mm, the H2/H2 and He/He cases have identical mean spanwise velocities, after
which they diverge. Since the only difference between these cases is the enabling of chemical
reactions, this change in spanwise velocity must be caused by combustion on the HC side,
shown in Fig. 3.24. With increased pressure, albeit only a small increase, the HC side increases
positive spanwise velocity (towards the LC side) upstream of the spanwise shock, then resists
the opposing, negative spanwise velocity.
The spanwise distribution of pressure shown in Fig. 3.22 presents a strong indicator of the
discrepancy between the numerical and experimental pressure distributions. There is a clear
source of high pressure that originates from the LC wall at x ≈ 460 mm, which spreads spanwise
across the combustor as previously discussed. This is the feature that passes over the LC
pressure distribution (z = 56.25 mm) in Fig. 3.19b at x = 500 mm, and just reaches the HC
distribution (z = 18.75 mm) before the combustor exit. This feature is caused by heat release
on the LC side, increasing temperature and pressure as it ignites the surrounding flow in a
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Figure 3.22: Pressure slice halfway between combustor floor and symmetry plane (y = 46.25 mm)
numerical simulation of the H2/H2 case for Campaign 2, φ = 0.8.
Figure 3.23: Spanwise velocity, w, slice halfway between combustor floor and symmetry plane
(y = 46.25 mm) from numerical simulation of the H2/H2 case for Campaign 2, φ = 0.8.
Figure 3.24: Slice of water mass fraction, YH2O, taken halfway between combustor floor and sym-
metry plane (y = 46.25 mm) numerical simulation of the H2/H2 case for Campaign 2, φ = 0.8.
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Figure 3.25: Comparison of mass-flow-rate-weighted average of spanwise velocity between fully
fuelled (H2/H2) and combustion-suppressed (He/He) numerical simulations, φ = 0.8.
reaction-limited combustion process, as shown by water mass fraction in Fig. 3.24.
Had LC combustion initiated ∼50 mm upstream, either from higher temperature or increased
radical concentration (due to uncertainty in the tunnel freestream condition), this feature would
agree much better with the experimental results. Since the pressure distributions agree up-
stream of the heat release regions, it is unlikely to be due to uncertainty in freestream pressure.
The assumption of removing all radicals in the freestream is the most likely cause, as the release
of energy in recombination reactions is extremely sensitive to radical concentration (hence the
interest in radical-farming scramjets). When the radical concentrations predicted by NENZFR
were used, combustion occurred almost instantaneously. It is reasonable to conclude that there
is some quantity of radicals in the freestream, but likely less than that predicted by NENZFR.
The removal of radicals in the freestream was taken as a conservative representation of the flow,
and confirmation of this concentration is beyond the scope of this project. It is suggested that
investigation into the freestream radical concentration at the exit of the T4 nozzle would be
worthwhile in future work.
There is a stark difference in the reaction processes between campaigns. The nominal flow
properties in Table 2.3 show that Campaign 1 has lower pressure and temperature, resulting
in longer ignition and reaction times. Campaign 2 pressures increase incredibly rapidly, whilst
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combustion in Campaign 1 seems to have a much more gradual increase. This could be caused
by longer reaction times, or by differences in mixing efficiency. Note that the CFD HC pressure
profile in Fig. 3.19b seems to follow the trend of the Campaign 1 profile rather than the
experimental profile of Campaign 2. Therefore the influence of combustion from the LC side
does not seem to reach the HC pressure transducers before the combustor exit in Campaign 1.
This agrees with the expectation of longer reaction lengths in the higher Mach number, lower
pressure flow in Campaign 1.
Both experimental and numerical pressure traces imply a dominantly reaction-limited combus-
tion regime. Flow properties in the combustor for H2/H2, φ = 0.8 are shown in Fig. 3.26.
Combustion is initiated between the HC fuel plumes, as was indicated by the low reaction
lengths in the combustion-suppressed case in Fig. 3.17, as well as on the LC side at the span-
wise shock reflection. It is clear from Fig. 3.26c that although there is significant combustion on
the HC side, this does not immediately result in a local pressure increase. Instead the density
decreases, counteracting the increase in temperature.
As shown in Fig. 3.26e, the well-mixed regions around φ ≈ 1 do not combust until ignited by
neighbouring regions of higher temperature. It is not until the combustor exit when further
combustion is restricted by the separation of oxygen and fuel.
This independence between mixing and combustion can be shown through mixing and combus-
tion efficiencies, ηm and ηc respectively. The definition of mixing efficiency is adapted from [76],
such that
ηm =
m˙f,mixed
m˙f,total
=
∫
Yf,RρudA∫
YfρudA
, (3.3)
where
Yf,R =
 Yf , Yf ≤ Yf,stoichYf,stoich 1−Yf1−Yf,stoich , Yf > Yf,stoich. (3.4)
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(a) Water mass fraction
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(c) Pressure
(d) Spanwise velocity
121
3.3 Fully-Fuelled Flow Field
(e) Hydrogen-air equivalence ratio
Figure 3.26: Combustor flow field for numerical simulation of the fully-fuelled case for Campaign 2,
φ = 0.8.
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Yf,stoich refers to the stoichiometric mass fraction of fuel which, for hydrogen into air (YN2 = 0.77
and YO2 = 0.23), is Yf,stoich = 0.028. For combusting flows, the fuel subscript (as in Yf) denotes
the contribution to mass from fuel atoms within all species, i.e.
Yf ≈ YH2 +
1
17
YOH +
2
18
YH2O + ... (3.5)
Combustion efficiency, ηc, in Fig. 3.27 is defined as
ηc =
∫
YH2OρudA∫
YfρudA
(
Yf,ηc=0
YH2O,ηc=1
)
stoich
. (3.6)
In Eq. (3.6), (
Yf,ηc=0
YH2O,ηc=1
)
stoich
= 0.1119,
being the mass of hydrogen required to produce a unit mass of water.
In this definition, ηc represents the proportion of fuel converted into water and is an indicator
of the proportion of heat released through recombination reactions. Note that these definitions
are only applicable for lean fuel-air mixtures, φ ≤ 1. For rich mixtures, the fuel terms would
be replaced with equivalent oxygen mass fractions.
As noted in [15], the combustion efficiency can never be greater than the mixing efficiency.
Therefore an effective combustion efficiency is also included, indicating the amount of mixed
fuel that has combusted, defined by
ηc,eff =
ηc
ηm
. (3.7)
Figure 3.27 shows that mixing increases steadily throughout the engine, reaching ηm = 0.70
at the combustor exit and only increasing slightly across the nozzle. Conversely, ηc increases
rapidly in the second half of the combustor, independently of ηm, until becoming almost frozen
through the nozzle. Given the low mixing efficiency of the engine due to its simplistic design,
the combustion efficiency reaching ηc ≈ 0.59 at the combustor exit indicates a relatively high
level of combustion for the conservative CFD case.
This is supported by the high value of ηc,eff > 0.80. The engine has not been designed to
maximise mixing, hence there are large regions of unmixed fuel and regions of unmixed oxygen
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Figure 3.27: Mixing and combustion efficiencies in the H2/H2, φ = 0.8 numerical simulation.
as shown in Fig. 3.26e. The effective combustion efficiency is therefore a useful indicator of how
much fuel has burnt regardless of this lack of mixing. Whilst further analysis still focusses on
the absolute combustion efficiency, ηc, it is worth noting that for the fully-fuelled case, it is a
lack of mixing that severely limits combustion efficiency.
Comparison between the conservative numerical work in Fig. 3.19b and Fig. 3.1b shows a defini-
tive increase in pressure across the entire width of the nozzle, whilst maintaining reasonably
low pressures in the inlet, as intended. To measure net thrust, one would also need to consider
variation of pressure across the width of the nozzle and drag lost throughout the engine. In-
stead, the purpose of this thesis is to examine increases in combustion efficiency, indicated by
increases in pressure due to combustion. It is thus more pertinent to compare the fuelled cases
to the combustion-suppressed condition in Fig. 3.16.
To examine the effect of thermal compression on combustion efficiency, combustion was sup-
pressed on either the HC or LC side of the combustor. The following section details experimental
and numerical examination of how combustion on each side affects combustion on the other.
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3.4 Spanwise Influence of Combustion
This section examines the influence on pressure rise due to combustion on both HC and LC
sides of the scramjet engine. Figures 3.28 and 3.29 show the pressure distributions for He/H2
(combustion suppressed in HC fuel) and H2/He (combustion suppressed in LC fuel) fuelling
cases respectively. Numerical pressure distributions for Campaign 2 are included as dashed
curves.
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Figure 3.28: Pressure traces along the scramjet engine for the He/H2 case for the LC side (top),
Centreline (middle) and HC side (bottom).
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Figure 3.29: Pressure traces along the scramjet engine for the H2/He case for the LC side (top),
Centreline (middle) and HC side (bottom).
The experimental data presented within Figs. 3.28 and 3.29 show a high degree of consistency for
repeats of the same condition. Similar to the fully-fuelled scenario, the numerical simulations
do not precisely capture the location of each flow feature within the experiments, and thus
must be considered cautiously. As an example, the increase in pressure along the centreline at
x ≈ 625 mm in Fig. 3.29b is not captured numerically.
Suppressing combustion from fuel on either side of the combustor clearly has a significant impact
on the flow. To examine these effects, the fuelled condition pressure distributions are taken
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relative to the combustion-suppressed (He/He) pressure data for the same effective equivalence
ratio, φ. Relative pressure rise is calculated for fuelling on HC and LC sides as
∆P (HC/LC) = P (HC/LC)− P (He/He). (3.8)
These values for ∆P , shown in Fig. 3.30, represent combustion-induced pressure rise, as the
key flow features from engine geometry and injection shocks are (ideally) removed through
the combustion-suppressed case. These features are not always captured perfectly, resulting in
artefacts such as at x = 401 mm and x = 479 mm along the centreline of Fig. 3.30a. These are
caused by slight shifting of shock structures between the different fuelling cases. Note that, in
general, the first half of the combustor remains at very low ∆P until significant heat release
produces pressure rise towards the rear of the combustor.
The influence of suppressing combustion on either side of the engine becomes clear in Fig. 3.30.
Allowing combustion only in the LC fuel results in poor pressure rise throughout the entire en-
gine; whilst there is some pressure rise (∆P ≈ 10 kPa) on the LC side, this does not translate
into significantly higher pressures on either the centreline or the HC side, especially for Cam-
paign 1. The influence on the HC side due to combustion from LC fuel, visible in the He/H2
case, is almost negligible and only occurs towards the very end of the combustor, x ≥ 450 mm.
Conversely, allowing HC combustion (H2/He) has a dramatic effect on the flow field. Again, HC
combustion produces only an increase of ∆P ≈ 10 kPa in the first half of the combustor. But
then for x ≥ 450 mm, HC combustion produces significant pressure rises throughout the entire
engine. Note that towards the rear of the LC side, pressure rise is as large for the H2/He case
as it is for He/H2. This indicates that the thermal compression from the HC fuel is increasing
pressure on the LC side as much as local combustion from LC fuelling.
For the first two-thirds of the combustor, x ≤ 425 mm, the fully-fuelled case typically follows
that of the locally fuelled case: The LC distributions for H2/H2 are very similar to He/H2, and
even more similar for the HC distributions of the H2/H2 and H2/He cases. This indicates that
combustion in the front of both sides of the combustor is independent of fuelling on the other.
This is as expected, as waves from combustion-induced pressure rise take a finite amount of
time to propagate in the spanwise direction through the flow field, dependent on the local Mach
number.
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Figure 3.30: Combustion-induced pressure rise for all three φ = 0.8 fuelling cases relative to He/He
for the LC side (top), Centreline (middle) and HC side (bottom).
When the fully-fuelled case is considered, the spanwise influence of combustion becomes very
important. Along the LC pressure distribution in Campaign 2, Fig. 3.30b, H2/H2 has higher
pressure than the He/H2 case as early as x = 323 mm. This difference is caused exclusively by
fuelling, and hence combustion, from the HC side. Conversely, increase in pressure rise between
H2/He and H2/H2 is only seen very late on the HC side, x ≥ 450 mm.
For the purposes of examining the benefits of thermal compression, the He/H2 case would
ideally produce minimal combustion. When combustion-induced pressure rise from the HC
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fuel reaches the LC side, the fuel would then ignite and dramatically increase reaction rates
and pressure rise. It is difficult to discern if this combustion mode is observed within the engine,
as local combustion-induced pressure rise is similar for both sides between x ≈ 325− 425 mm,
∆P ≈ 10 kPa. However the influence from HC fuelling on the LC pressure compared to the
reverse indicates that HC fuelling is having a stronger effect.
It should be noted that there was slightly more fuel injected on the HC side than on the LC side.
Relative to the total incoming air mass flux, the hydrogen-air equivalence ratios for the H2/H2,
φ = 0.8 case were φHC = 0.42± 0.05, φLC = 0.38± 0.04 for Campaign 1 and φHC = 0.45± 0.05,
φLC = 0.40± 0.04 for Campaign 2. Additionally, spanwise motion of flow pushes some HC fuel
towards the LC side, as shown in Fig. 3.16d. As such, the H2/He case may produce combustion
on the LC side simply by providing combustible fuel in that region. This is examined later in
Section 3.5 using data from the numerical simulations.
In Campaign 1, there is a significant pressure rise in the H2/H2 case compared with the other,
partially-fuelled, cases towards the end of the combustor on the LC side. This indicates that the
thermal compression effect is behaving as expected, with HC combustion enhancing combustion
on the LC side. On the HC side, Campaign 1 shows little difference between H2/H2 and H2/He
cases until the very end of the combustor. Thus influence from the combustion-induced pressure
rise on the LC side only just reaches the HC side by the end of the combustor. HC combustion
is therefore independent of LC fuelling for the majority of combustor as intended.
The Campaign 2 LC side also has increased combustion-induced pressure rise for the H2/H2
case, although this is complicated by coupling with the shock structure. The peak in pressure
has moved upstream, decreasing pressure towards the rear of the combustor on the LC side.
Compared with Campaign 1, the Campaign 2 HC pressure trace shows a dramatic increase
between the H2/H2 and H2/He cases. This is the reflection of the high pressure feature in
Fig. 3.22, although further upstream as discussed in Section 3.3.
It is this difference in pressure between the various fuelling cases that is key in determining any
benefit of thermal compression. This would be manifested in pressure distributions as higher
combustion-induced pressure rise for the fully-fuelled case than the sum of the individually-
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fuelled cases:
∆P (TC) = ∆P (H2/H2)− [∆P (H2/He) + ∆P (He/H2)] (3.9)
where ∆P (TC) is the increase in combustion-induced pressure rise from thermal compression.
It is noted that, in this context, ∆P (TC) would include all spanwise influences of combustion
from each side on the other. Whilst it would capture enhancement due to thermal compression,
other combustion-enhancing mechanisms, such as spanwise transport of combustion radicals,
would also be included in this quantity ∆P (TC). However these are still included for the
purposes of this thesis, as it is impractical to remove these effects from experimental results.
Fundamentally, any process that increases the combustion on one side of the engine due to
combustion on the other is still advantageous, and benefits combustion in scramjets with low
inlet contraction ratios. As such, all of these processes are included in the umbrella label,
“Thermal Compression”.
Figure 3.31 shows the distributions of ∆P (TC) for the φ = 0.8 case in Campaign 1 and
Campaign 2. Distributions of ∆P and ∆P (TC) for the φ = 1.0 case in Campaign 2 are shown
in Fig. 3.31. The plots of ∆P (TC) are dominated by large values of relative uncertainty.
This is an unfortunate consequence of the prohibitively expensive cost of repeating tests in
hypersonic facilities (see the discussion in Appendix C.5). However there is still sufficient levels
of confidence to draw some key conclusions.
As discussed previously, combustion is minimal in the front half of the combustor. As such,
thermal compression effects can only be observed towards the rear of the combustor. Through-
out the majority of engine ∆P (TC) ≈ 0, and only reaches significantly positive values for
x ≥ 453 mm.
For the Campaign 1 condition, the LC side does appear to have some increase due to thermal
compression from the HC side. The four rear pressure transducers show positive values of
∆P (TC), albeit with uncertainty of approximately 50 − 100 %. However, when these values
are integrated to produce a mean value along the streamwise pressure distribution at the rear
of the engine, the uncertainty decreases.
To determine the relative improvement due to thermal compression effects, a metric, κ, is
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introduced such that
κ =
∫
∆P (TC)dx∫
∆P (H2/H2)dx
. (3.10)
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Figure 3.31: Thermal compression pressure enhancement, ∆P (TC), for φ = 0.8 along the LC side
(top), Centreline (middle) and HC side (bottom).
The integrals in Eq. (3.10) were taken using the trapezoidal method for transducers from
x ≥ 427 mm to the end of the combustor. Table 3.3 presents the resulting value of κ for
multiple equivalence ratios in both Campaigns 1 and 2. The 95 % confidence lower bound is
also included, as well as the confidence that κ > 0. It is important to note that the results in
Table 3.3 are produced exclusively from the experimental pressure data.
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The centreline data, CL, is included in Table 3.3 for completeness. Centreline pressure en-
hancement is insignificant for all cases except φ = 0.8 for Campaign 1, as uncertainty is much
larger than on the sides. This is caused by the messy shock structure along the centreline. In
particular the combustion-suppressed case has shocks causing large uncertainties for all cases,
generally between 400 mm ≤ x ≤ 500 mm.
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Figure 3.32: Relative pressure data and thermal compression pressure enhancement, ∆P (TC), for
φ = 1.0 along the LC side (top), Centreline (middle) and HC side (bottom).
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Table 3.3: Improvement of combustion-induced pressure rise due to thermal compression, κ, for
multiple equivalence ratios in both experimental campaigns.
Campaign φ Side κ, % 95 % Bound, % Confidence κ > 0, %
1 0.5 LC −4± 23 −24 35.8
CL +27± 92 −51 71.4
HC −6± 26 −28 31.2
0.8 LC +8.3± 7.2 +2.3 98.8
CL −24± 14 −36 0.1
HC −6.5± 8.5 −13.6 6.5
2 0.8 LC +12± 13 +1.5 97.0
CL +1± 20 −16 53.2
HC +16.1± 5.9 +11.2 > 99.9
1.0 LC −23.2± 5.9 −28.2 < 0.01
CL −9± 21 −26 19.7
HC +14.8± 5.5 +10.2 > 99.9
There are several conclusions to be drawn from the results in Table 3.3. In Campaign 1 there is
limited combustion for the φ = 0.5 case, so there is very little pressure rise and hence very small
values of κ. The uncertainty in κ is still dependent on variation between experimental tests,
which is still significant even for low levels of combustion. As such, uncertainty dominates in
Campaign 1, especially for the φ = 0.5 case.
With the increased level of fuelling in the φ = 0.8 case for Campaign 1, stronger injection
bow shocks ignite the air-fuel mixture and produce more significant levels of combustion, as
shown in Fig. 3.30a. As such, thermal compression is more significant, with κ > 0 on the LC
side. In this case, it appears that thermal compression is working as intended, with HC fuelling
increasing combustion on the LC side beyond that produced by LC fuelling alone.
However this increase in pressure has not yet propagated back to the HC side, thus κ < 0 for
the HC side. This indicates that LC combustion has negligible effect on combustion on the HC
side, within the length of the combustor examined. This is unsurprising; Fig. 3.30a shows that
LC fuelling in the He/H2 case has only a minor effect on HC pressure. Although H2/H2 pressure
is larger than H2/He towards the rear of the combustor, it is clear that the minor increase in
pressure from LC fuelling has not had sufficient time to significantly increase combustion.
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Unsurprisingly, the centreline data are dominated by the artefact caused by a shock in the
H2/He case at x = 453 mm. The pressure is very sensitive to the location of the shock over the
transducer, so pressure is higher in the H2/He case, causing a large, negative value of ∆P (TC).
The second campaign tells a very different story, especially for the φ = 0.8 case. Due to
the lower Mach number freestream at higher pressure and temperature, there is significant
combustion throughout the engine. As such, thermal compression has increased combustion
levels on both sides of the combustor. In this case, minimal pressure increase on the LC side
for the He/H2 case has been substantially enhanced by combustion from the HC fuel. This
pressure rise on the LC side in turn reaches the HC side in the second half of the combustor,
and produces κ > 0 for the HC side as well.
From Table 3.3 it is clear that for thermal compression to be beneficial it requires a specific
scenario: A region where combustion is robust and a region where combustion is minimal.
The conditions in Campaign 1, φ = 0.5 were not sufficient for robust combustion early in the
combustor, and hence could not benefit from thermal compression. The φ = 0.8 case for both
campaigns did generate sufficient levels of combustion on the HC side such that LC combustion
was enhanced. The high flow velocity and low pressure in Campaign 1 did not, however, allow
the pressure rise to return to the HC side, thus κ < 0 for this case.
The Campaign 2, φ = 0.8 condition produced significantly higher levels of combustion-induced
pressure rise. Lower velocity, higher pressure flow enabled strong combustion behind the span-
wise reflection on the HC side, producing κ > 0. This condition presents the strongest evidence
of combustion enhancement due to thermal compression. On both sides of the engine the fully-
fuelled case (H2/H2) produces higher combustion-induced pressure rise than the sum of the
two individually-fuelled cases, He/H2 and H2/He. Thus κ > 0 for both the HC and LC side,
with confidence greater than 97 % and 99.9 % respectively. In the HC region downstream of the
spanwise shock, combustion-induced pressure rise has increased by at least 11 % due to thermal
compression.
This region on the HC side, behind the spanwise shock, is where pressure rise is indicative
of increased combustion. Before this point, combustion proceeds in a quasi-constant pressure
process, with only minor increases in pressure. Pressure waves from HC combustion spread
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across the combustor, increasing the pressure and enhancing combustion the LC side. As the
spanwise shock returns to the HC side, it is strengthened by the combustion and higher pressure
from the LC side and dramatically increases HC pressure, resulting in κ > 11.2 %.
However, as the equivalence ratio increases to φ = 1.0, κ < 0 for the LC side. This is due to
LC fuelling already producing significant combustion in this case. As such the HC fuelling is
not providing significant improvement to LC combustion. This can be seen in Fig. 3.32a, where
the He/H2 case produces significant combustion-induced pressure rise throughout the engine.
As such, thermal compression is not required to induce combustion on the LC side.
When the spanwise shock returns to the HC side, thermal compression is having the desired
result. κ > 0, and thermal compression has increased pressure rise on the HC side by at least
10 % with 95 % confidence. If the combustor were longer, it is expected that this increase in
pressure would be measured in the centreline and LC side as well as the shock reflection passes
over these regions.
Nonetheless, the negative value of κ on the LC side requires further investigation. As such,
the thermal compression pressure enhancement was integrated over both the streamwise and
spanwise directions at the rear of the combustor. This was to ensure the thermal compression
metric did not have a net negative value over the spanwise width.
For this case, ∆P (TC) was integrated over the spanwise distance, z according to
∫∫
∆Pdxdz =
3
8
∫
∆PLCdx+
2
8
∫
∆PCLdx+
3
8
∫
∆PHCdx, (3.11)
accounting for the distribution of transducers in the spanwise direction. κ is then calculated
according to
κ =
∫∫
∆P (TC)dxdz∫∫
∆P (H2/H2)dxdz
. (3.12)
There is a large, anomalous artefact in the centreline (CL) distribution at x = 453 mm, thus
the thermal compression metric is integrated over 480 mm ≤ x ≤ 545 mm. Whilst this is a
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less conservative choice of region than in Table 3.3, it is still representative of the pressure
enhancement at the rear of the combustor.
Table 3.4: Net value of κ across spanwise width of the engine.
Campaign φ κ, % 95 % Bound, % Confidence κ > 0, %
1 0.5 +4± 25 −17 61.4
0.8 +3.0± 6.1 −2.1 83.1
2 0.8 +14.4± 6.0 +5.0 > 99.9
1.0 +6.7± 6.2 +1.4 98.2
The thermal compression enhancement metric was integrated across this region, producing the
results of κ shown in Table 3.4. These results are consistent with previous discussions. Thermal
compression enhancement is minimal for Campaign 1, and is dominated by uncertainty, as there
is limited combustion even in the fully-fuelled case. Confidence that κ > 0 is greater for the
φ = 0.8 case, as stronger combustion produces smaller values of relative uncertainty.
The Campaign 2 results are significant, with κ95 % > 0 for both fuelling cases. The φ = 0.8
case still provides the largest enhancement due to thermal compression, as LC combustion
(He/H2) is low in this case. As more fuel is injected for φ = 1.0 the stronger bow shocks again
result in more combustion from LC fuel in the He/H2 case, thus there is less benefit from HC
combustion, producing a lower value of κ.
This section has shown that thermal compression enhances combustion-induced pressure rise in
some scenarios. Specifically, in the case where combustion is robust on one side and minimal on
the other, thermal compression is shown to have a large effect. Conditions in the first campaign
resulted in limited total combustion, and hence low combustion-enhancement. The second
campaign produced conditions suitable for testing thermal compression, resulting in significant
values of the pressure enhancement metric across the entire combustor width: κ = 14.4± 6.0 %
for φ = 0.8 and κ = 6.7± 6.2 % for φ = 1.0.
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3.5 Thermal Compression in Numerical Simulations
The flow fields for the Campaign 2 fuelling conditions were examined in further detail through
numerical simulation. Figure 3.33 presents distributions of pressure along streamwise-spanwise
slices (y = 46.25 mm) for all fuelling combinations of the φ = 0.8, Campaign 2 condition.
The He/He case in Fig. 3.33 represents the base flow field on which the combusting flows build
further features. In agreement with the pressure traces in Fig. 3.30b, there are no differences
until x ≈ 350 mm where the HC combustion begins for the H2/He and H2/H2 cases.
The LC pressure feature in the H2/H2 case is considerably more intense than in the He/H2 case.
Note that this feature occurs behind the reflection of a shock originating at x = 350 mm on the
HC side, where HC combustion is observed. The pressure distributions in Fig. 3.33 therefore
behave as intended; HC combustion initiates independently of LC combustion, strengthening
spanwise shocks that then dramatically increase LC combustion and pressure rise.
Note the location of the shocks in the expansion nozzle (x > 560 mm) for Fig. 3.33. The HC wall
spanwise reflection at x ≈ 500 mm is pushed upstream in the HC combustion cases. This shock
is then pushed further to the LC side and reaching the centreline by the end of the combustor
in these cases. The shock from the LC combustion feature at the end of the combustor in the
H2/H2 case produces noticeably increased pressure within the nozzle.
The relative pressures and thermal compression pressure enhancement from the numerical sim-
ulations are presented in Fig. 3.34. The experimental trace of ∆P (TC) is also included in
Fig. 3.34b for reference. As shown previously, ∆P (TC) from numerical simulations are delayed
compared to the experimental values. Comparison between experimental values in Fig. 3.30b
and Fig. 3.34a shows the core difference between the numerical and experimental results: The
LC combustion does not occur until far too late in the numerical simulations.
In the experimental data, combustion-induced pressure rise becomes significant as early as
x = 350 mm, where ∆PLC(H2/H2) = 14.2 ± 6.3 kPa. In the numerical data, the pressure rise
does not reach this value until x = 430 mm, where pressure rise from HC combustion reaches the
LC transducers. Even at this location, the pressure rise is predominantly from HC combustion
in the simulations, see the H2/He trace.
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(a) He/He
(b) He/H2
(c) H2/He
(d) H2/H2
Figure 3.33: Pressure slice halfway between combustor floor and symmetry plane (y = 46.25 mm)
in numerical simulation of all fuelling cases for Campaign 2, φ = 0.8.
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Figure 3.34: Relative pressure data and thermal compression pressure enhancement, ∆P (TC), for
numerical simulation of φ = 0.8 along the LC side (top), Centreline (middle) and HC side (bottom).
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This discrepancy is explained primarily by two observed differences between experimental and
numerical pressure traces on the LC side. First, the combustion-suppressed case, He/He, is
significantly over-predicted by numerical simulation along the LC side. Second, HC pressure
traces are consistent between experimental and numerical results, except where LC combustion
is expected.
That is, whilst the He/He (Fig. 3.11b) and H2/He (Fig. 3.29b) cases agree well on the HC side,
pressure rise at the rear of the combustor is under-predicted for both the He/H2 (Fig. 3.28b)
and H2/H2 (Fig. 3.19b) cases. The last four transducers on the HC side produce a mean value
of ∆PHC(He/H2) = 17.3± 5.5 kPa compared with an average value of 1.2 kPa for the numerical
simulations.
This consistently implies that LC combustion is under-predicted by the numerical simulations.
Whilst the LC traces generally agree for the absolute pressure cases, the fact that the He/He
case over-predicts the pressure in the numerical case causes the combustion-induced pressure
rise for all cases to be lower than in experiments. This is the cause of the difference between
the LC case for Fig. 3.34a and the experimental results in Fig. 3.30b.
Decreased combustion on the LC side in the numerical simulations is most likely caused by the
choice of input conditions. In particular, the decision to simulate the flow without any radicals
in the freestream would have a profound and delaying impact on the ignition length along the
LC side. Combustion on the HC side is sufficiently robust that ignition occurs regardless of the
lack of radicals in the freestream.
Additionally, the input flow conditions are intrinsically uncertain (see Table 2.3). There is thus
a limit on how accurately the nozzle outflow conditions can be known. From the Pergament
equations, Eqs. (1.9) and (1.10), ignition and reaction lengths are sensitive to both pressure
and temperature in the freestream. Given that these quantities have uncertainties of the order
10−15 %, combustion on the LC side is expected to change dramatically if these were increased.
However finding the combination of freestream pressure, temperature and radical concentrations
that best replicates the experimental results is well beyond the scope of this thesis.
Instead, the numerical simulations are taken as low-combustion estimates of the flow field found
in experiments. This does, however, produce greater values of thermal compression enhance-
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ment, as the numerical simulations are closer to the ideal scenario for enhancing combustion.
As mentioned previously, thermal compression enhancement is greatest when combustion is
minimal on one side of the combustor: The LC side. The following analysis therefore gives a
less conservative view on thermal compression enhancement compared with the experimental
values. This can be clearly seen in Fig. 3.34b, where ∆P (TC) > 0 for the entire engine,
compared with regions of negative values for the experimental results. There is still merit in
examining the numerical flow fields, as they allow the direct calculation of properties such as
mixing and combustion efficiencies.
Table 3.5: Comparison between experimental and numerical improvement of combustion-induced
pressure rise due to thermal compression, κ, in the region 480 mm ≤ x ≤ 545 mm. for φ = 0.8 in
Campaign 2.
κ, %
Location Exp CFD
LC −8.6± 8.6 25.7
CL 42± 19 20
HC 17.3± 7.9 9.0
Net 14.4± 6.0 15.9
Experimental and numerical values of κ are compared in Table 3.5 for 480 mm ≤ x ≤ 545 mm.
The increase in ignition delay for the numerical simulations causes results that are fundamen-
tally different from the experiments.
As expected, numerical values for LC is greater than the experimental results (which is negative
because of the region selected), and lower on the HC side. The centreline uncertainty from the
experiments is too large to make any concrete conclusions. The experimental value of κCL is
larger than the simulations because although the values of ∆P (TC) are similar, ∆P (H2/H2) is
lower in this region.
Also presented in Table 3.5 is the net value of κ across the width of the combustor. Given how
fundamentally different the flowfields are, and the difference between each individual value of
κ, the fact that the net value agrees well is presumed to be coincidental.
The numerical results support the claim that thermal combustion enhancement is greater when
141
3.5 Thermal Compression in Numerical Simulations
(a) He/H2
(b) H2/He
Figure 3.35: Comparison of chemical reaction with mixing through the combustor from numerical
simulation of the H2/H2 for Campaign 2, φ = 0.8. Slices are flooded with equivalance ratio, and
contoured with lines of constant water mass fraction.
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individual combustion is minimised. That is, numerical simulation of He/H2 combustion pro-
duces very little pressure rise, that is then greatly enhanced when HC combustion is enabled.
The extent of combustion on each side can be examined using the water mass fraction, YH2O.
Slices of water mass fraction in the scramjet combustor are presented in Fig. 3.35. Combustion
occurs far upstream in the H2/He case, with water production visible as early as x = 280 mm
(the 5th slice in Fig. 3.35). Water production does not become significant on the LC side until
x = 355 mm, where combustion is only occurring in the very corners of the LC wall.
One important feature to note in Fig. 3.35b is that water production only occurs on the HC half
of the combustor until x = 505 mm. The simulations show that the H2/He case is suppressing
combustion on the LC side as intended, even though there is combustible fuel in that region.
Thus, for the simulations, combustion on the LC side is enhanced primarily by the propagation
of pressure waves across the combustor from the HC side.
The mixing efficiencies for all three fuelling cases are presented in Fig. 3.36. The mixing
efficiency remains largely unchanged between cases, thus although the bulk flow properties
change between different fuelling arrangements, mixing of the fuel and air stays consistent.
Thus the different cases can be compared without the complication of adjusting for mixing
efficiency.
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Figure 3.36: Mixing efficiencies for all φ = 0.8 cases in numerical simulations.
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Combustion efficiencies, defined in Eq. (3.6), are presented in Fig. 3.37. Figures 3.37a and 3.37b
show the combustion efficiency split between the LC and HC halves of the combustor, whilst
the efficiency across the full engine is presented in Fig. 3.37c. For all cases, the efficiencies are
taken relative to the total available fuel, including the non-combustible fuel replacement. This
allows direct comparison between the two sides as this definition produces
ηc = ηc,LC + ηc,HC. (3.13)
To determine the effect of thermal compression enhancement on combustion, a combustion
efficiency is defined as
ηc(TC) = ηc(H2/H2)− ηc(H2/He)− ηc(He/H2). (3.14)
Figure 3.37d presents both the absolute value of ηc(TC), and the same quantity taken as a
fraction of ηc(H2/H2). The absolute and relative efficiencies peak at 16 % and 28 % respectively.
Figures 3.37a and 3.37b show that combustion is occurring precisely in the manner intended.
Combustion in the HC half is entirely independent of LC fuelling until x = 500 mm, as the
H2/H2 case exactly follows the H2/He case. In the LC half, there is some combustion in the
He/H2 case, which is dramatically improved when HC combustion is enabled in the H2/H2 case.
Figure 3.37 shows that the majority of water production occurs through HC fuelling until
x > 400 mm. For x > 450 mm, the H2/He and He/H2 cases show that water production rate
from HC begins to slow down, whilst LC water production increases. However, the fully-fuelled
case shows a continually-increasing water production rate until the end of the combustor.
The dramatic increase for x > 450 mm in Fig. 3.37d corresponds to the reflection of the spanwise
shock in Fig. 3.33. Additionally, as shown in Figs. 3.35a and 3.35b, this corresponds to the
beginning of combustion on the LC side (the 5th slice from the rear of the combustor in
Fig. 3.35a). Thus combustion from HC fuelling dramatically increased the combustion efficiency
on the LC side.
Note that the combustion efficiency values sometimes decrease in one half, corresponding to
increases in the other half of the engine. This is indicative of water advecting from one half of
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the engine to the other, such as from the HC half to the LC half in the expansion nozzle for
x ≥ 700 mm in the H2/H2 case.
All of the water produced by LC fuelling remains in the LC half until the expansion nozzle,
as shown by the He/H2 trace in Fig. 3.37b. However, as mentioned previously, a significant
amount of fuel from the HC injectors reaches the LC half. As shown in Fig. 3.37a, fuel from
the HC injectors produces water in the LC half equivalent to 5 % of the total possible water
mass flow rate. There is therefore the concern that fuel from the HC injectors that does not
combust in the H2/He case accounts for the improvement on the LC side, as opposed to LC
fuelling that is enhanced by HC fuelling.
If a large amount of HC fuel remains unburnt in the LC half for H2/He, this would clearly not
be available for combustion in the He/H2 case. When both are sides are fuelled in the H2/H2
case, LC fuelled combustion would ignite the HC fuel and produce an apparent improvement
in combustion due to thermal compression. Thus it must be shown that the results indicate a
significant improvement to combustion of fuel originating from the LC injectors.
Appendix D examines how much of the LC fuel is combusted in the numerical simulations, so
only the results are discussed here. In this analysis, combustion of fuel refers explicitly to fuel
being converted completely into water. For the most conservative scenario, all fuel from the
HC injectors in the LC half is assumed to combust in the H2/H2 case. With this assumption,
by the combustor exit (x = 560 mm) thermal compression results in the combustion of 11.5 %
of the remaining LC fuel not combusted in the He/H2 case. This corresponds to an increase
of ηc = 3.6 % relative to the total fuel in the engine, or 6.0 % relative to the fuel burnt in the
H2/H2 case.
Alternatively, in a more representative scenario, combustion of fuel from HC injectors in the
LC half is limited by the mixing efficiency, which is taken as ηm = 0.7 at x = 560 mm. This
scenario is still conservative, as Figs. 3.24 and 3.24 show that combustion in the LC side occurs
primarily near the LC wall, where fuel from the LC injectors reside. It is not until the very
rear of the engine that fuel from HC injectors in the middle of the engine is converted to water.
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Figure 3.37: Combustion efficiencies for all φ = 0.8 cases in numerical simulations.
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In this scenario, 24.1 % of the remaining fuel from LC injectors combusts by the end of the
combustor due to thermal compression enhancement, an increase of ηc = 7.5 % relative to the
total fuel in the engine, or 12.7 % relative to the fuel burnt in the H2/H2 case. This is the same
order as κ for both experimental and CFD at rear of the combustor, noting that κ is also taken
relative to the H2/H2 case.
Thus even if all mixed fuel from the HC injectors in the LC half completes combustion, there
is still a significant increase in combustion of LC fuel. As such, the thermal compression effect
is producing the intended effect of increasing combustion of fuel from the LC injectors due to
combustion from the HC half.
This section has examined numerical simulation of all fuelling cases for the φ = 0.8, Campaign 2
condition. Combustion enhancement due to thermal compression is observed through increases
in pressure, resulting in a net value of κ = 15.9 %. Thermal compression has also been shown
to increase the combustion efficiency by ηc = 16 % by the end of the combustor, or ηc = 27 %
relative to the combustion efficiency in the H2/H2 case. In the LC half of the engine at the
combustor exit, thermal compression results in the combustion of an additional ηc = 12.7 %
from LC fuel, relative to the total burnt in the H2/H2 case. Thus in numerical simulations,
thermal compression behaved as intended, with HC combustion resulting in the enhancement
of LC fuel combustion.
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3.6 Results from Optical Techniques
This section presents results from multiple optical diagnostic techniques used throughout the
second experimental campaign. Results from the time-integrated emission (TIE) and time-
resolved emission (TRE) methods are directly compared, as they provide observations of similar
flow field characteristics. Planar Laser-Induced Fluorescence (PLIF) results are then presented,
showing an intrinsically different examination of the flow.
The advantages and disadvantages of each method are discussed, addressing the differences be-
tween each set of results. Distributions of OH are used qualitatively to examine the distribution
of combustion throughout the field of view, and are compared to both numerical results and
experimental pressure data.
3.6.1 Time-Integrated and Time-Resolved Emission Results
Figures 3.38 and 3.39 present the results of the time-integrated emission (TIE) from the scram-
jet combustor, while Figs. 3.40 and 3.41 present results from time-resolved emission (TRE).
The distributions of OH emission in these figures are qualitatively indicative of local chemical
activity, see Section 2.7. Distributions of hydroxyl density, ρOH, from numerical simulations are
included in Fig. 3.42.
The streamwise and spanwise distances, x and z, are aligned along the horizontal and vertical
axes respectively. The HC and LC walls are at z = 0 mm and z = 75 mm respectively. As
discussed in Section 2.7, both TIE and TRE methods produce images integrated in the line-
of-sight direction, thus each pixel on the ICCD captures emission from the combustor floor,
through the core flow, and right up to the optical window (see Fig. 2.1).
However, the flow may not be optically thin, as discussed in Appendix E. Photons from OH
emission may be absorbed en route to the detector, as they pass through other regions of
high OH concentration. Thus although emission increases with increased quantities of OH, the
intervening flow typically increases in optical depth.
When optically thin, emission is directly proportional to OH density, ρOH (ignoring temperature
dependence). As the optical depth increases, the captured emission intensity no longer increases
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Figure 3.38: Results for the Time-Integrated Emission (TIE) method for all fuelling cases for
Campaign 2, φ = 0.8.
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Figure 3.39: Results for the Time-Integrated Emission (TIE) method for all fuelling cases for
Campaign 2, φ = 1.0.
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Figure 3.40: Results for the Time-Resolved Emission (TRE) method for all fuelling cases for
Campaign 2, φ = 0.8.
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Figure 3.41: Results for the Time-Resolved Emission (TRE) method for all fuelling cases for
Campaign 2, φ = 1.0.
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linearly. This means that the results concluded from this section are conservative, as it could
act to weaken the signal from the most reactive cases, without significantly decreasing the signal
from poorly reacting, low ρOH cases.
Figures 3.38 to 3.41 clearly show the differences between the two optical techniques, caused
primarily by the difference in integration (shutter exposure) time. In the TIE method (see
Section 2.7), the flow is expected to travel several model lengths within the exposure time of
1 ms. Conversely, the TRE method is given a much shorter exposure time of 300 ns, thus flow
is expected to traverse less than 1 mm.
As such, the TIE signal is blurred, presenting either features that remain constant within the
test time, or the average of periodic features. Any temporary features caused, for example, by
variations in the freestream and fuelling properties, or impurities in the test flow, are removed
in the averaging process.
The TRE method produces an image that is simply a snapshot in time. This allows the
visualisation of unsteady features, at the cost of signal strength. In Figs. 3.40 and 3.41, the
finer flame structures are visible, especially for the H2/H2 cases. However the signal is much
weaker, and background noise from the ICCD is relatively larger.
Note that the clarity of the flame structures in the TRE images are still complicated by the line-
of-sight integration. As such, the fine details of the three-dimensional flames are still difficult
to observe. This highlights the advantage of the PLIF technique, which exclusively probes a
plane of the flow field. Results using the PLIF technique are presented later in Section 3.6.2.
The distributions of OH in Figs. 3.38 to 3.41 provide useful insight into the combusting flow
fields in the experimental campaign. It is clear that hydrogen fuel from the HC side in the H2/He
case reaches into the LC side. The LC distribution of pressure along z = 56.25 mm increases
for H2/He combustion-induced pressure rise at x ≥ 425 mm in Fig. 3.30b. This corresponds
to the increase in signal due to the feature in Fig. 3.38b at (x, z) ≈ (400, 40). This feature is
caused by ignition of a HC fuel plume interacting with the spanwise shock as it traverses back
towards the HC side.
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Unlike in the simulations examined in Appendix D, fuel from the HC injectors that resides in
the LC half of the engine underwent significant combustion. This is supported by both the
optical diagnostics in the H2/He cases (see Figs. 3.38b, 3.39b, 3.40b and 3.41b) and the relative
pressure traces in Figs. 3.30b and 3.32a. As such, the concern of unburnt fuel from HC injectors
(in the H2/He case) incorrectly contributing to apparent thermal compression enhancement is
unlikely to be a concern in the experiments. For further discussion, see Appendix D.
Comparison between Fig. 3.38 and the CFD in Fig. 3.42 shows an intrinsically different flow
field. The experimental optical results show significantly more combustion activity throughout
the engine, agreeing with the pressure data in Fig. 3.19b. Figure 3.38 shows that, in the
experiments, OH production was significant whenever there was fuel available on the LC side.
On the other hand, Fig. 3.42 shows that the LC side doesn’t ignite until x ≈ 425 mm in the
numerical simulations. Although in all fuelling cases there is hydrogen residing in the LC side,
it is not until this reflection of a shock at the LC wall that ignition occurs. This feature is
clearly shown in Figs. 3.22 to 3.24.
The optical results therefore support the conclusion that the experimental flow field ignites
significantly earlier than in the numerical simulations. One proposed reason for this difference
is the removal of radicals in the freestream in the numerical simulations, as discussed previously.
With increased dissociation of N2 and O2 in the freestream, the availability of free O atoms
would accelerate the production of OH radicals.
Interestingly, the third stream of OH from HC injectors, visible in both TIE and TRE methods
at z ≈ 45 mm, is missing from the CFD in both Figs. 3.42b and 3.42c. Thus it is not only LC
fuel, but also HC fuel that does not ignite in the LC half in the simulations. Nonetheless, the
OH signal at the rear of the engine clearly increases on the LC side when HC combustion is
enabled (compare the CFD in Fig. 3.42c to Fig. 3.42a). This is typical of the effect of thermal
compression being examined here: LC combustion is enhanced by combustion on the HC side.
The distributions of emission signal in Figs. 3.38 to 3.41 are also consistent with this effect. For
both methods and equivalence ratios, the signal in the H2/H2 case is stronger than the sum of
the other two cases. That is, emission from the LC side is stronger due to HC combustion, and
vice versa.
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This is particularly visible in two main regions: For x = 400−475 mm throughout the entire
engine, and behind the spanwise shock reflection off the HC wall at x ≈ 475 mm. The first
region is where combustion from both sides begins to interact with each other. Combustion
on each side couples with the spanwise shock, increasing the shock angle and the pressure rise
behind it. When the combustion-enhanced shock reaches the HC wall once more, the increased
pressure dramatically increases reaction rates, causing the sudden heat release and pressure rise
seen in Fig. 3.19b.
On the other hand, the numerical simulation shows minimal increase in emission on the HC
side at this interaction relative to the LC side. LC combustion is therefore required to produce
the dramatic increase in combustion seen in experiments on the HC side.
The distribution of emission is consistent between the two equivalence ratios, although the
increased injection momentum flux causes the shocks to move upstream. The shock reflection
on the HC side moves upstream by approximately 25 mm for both methods.
The averaging process of the TIE method reveals very clear shock structures, however they are
less obvious in the TRE images. In particular, the H2/He cases in Figs. 3.40b and 3.41b do not
show a clear shock reflection off the HC wall, which may be caused simply by the reduced signal
levels, and thus less contrast. However, the features in Figs. 3.40c and 3.41c closely resemble
those in the TIE images.
The individually fuelled, φ = 0.8 cases in Figs. 3.40a and 3.40b show remarkably low signal
strength compared with the TIE method, and compared with the φ = 1.0 case for TRE. One
possible reason for this low signal strength is the difference in filters between the two methods.
As shown in Fig. 2.24, the net filter transmission in the TRE method spans much longer
wavelengths than the bandpass filter used in the TIE method. Thus radiation from impurities
in the flow, e.g. atomic iron, may be captured only by the TRE method.
There are many atomic iron (Fe I) emission lines in the wavelengths examined by these meth-
ods [77]. These have been previously observed in other hypersonic flow conditions [78]. The in-
tensities of Fe I lines are strong for λ = 340−385 nm, but weak in the region of λ = 300−320 nm.
Thus these strong Fe I lines would be transmitted through the filters in the TRE method, but
filtered by the 310 nm narrowband filter used in the TIE and PLIF methods.
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Alternatively, analysis of a previous set of experiments with a similar engine [79] suggested
that CN molecules from the tertiary diaphragm were responsible for a large feature between
λ = 330−400 nm. Since this feature was observed only in the chemically active sections of
the combustor in [79], called “radical farms”, this feature is indicative of chemical activity, or
increased temperatures. This feature would also only be captured using the TRE method in
the experiments presented here, as it would be filtered out using by the 310 nm bandpass filter.
As such, the TRE signal may be much more sensitive to local heat release, or gas temperature.
Thus for the φ = 0.8, individually fuelled cases, the signal is relatively low due to small levels
of heat release. In the H2/H2 and all φ = 1.0 cases, there is dramatically more heat release,
higher gas temperatures and thus significantly more emission signal.
The source of this emission should be analysed using emission spectroscopy in future work.
Resource limitations prevented such analysis within this project. Nonetheless it is clear that
the emission signal in both TRE and TIE methods is dependent on local combustion; emission
only occurs in regions where combustible fuel is available.
Additionally, the signal increases consistently with the expected levels of combustion. That is,
the signal increases for the higher equivalence ratio for all fuelling combinations. Thus it is
concluded that this emission method is still valid for qualitatively examining chemical activity
throughout the scramjet combustor.
To examine combustion in different regions, the field of view is split into nine sections, as shown
in Fig. 3.43. These sections are designated by their location: Front, middle and rear in the
x-direction; and LC side, centre and HC side in the z-direction.
The sections are spread equally in the z-direction, but are divided unevenly in the x-direction
to emphasise regions of interest. Initially, as shown in Figs. 3.38 and 3.39, the flow produces
only minimal OH emission in the front region. Combustion from both sides begins to interact
in the middle section, and features become much stronger in the H2/H2 case than the individual
He/H2 and H2/He cases.
Finally, the section at the rear presents the final, combustor exit conditions. On the HC side,
this region includes the spanwise reflection from the LC side. On the LC side, OH emission
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Figure 3.43: Division of optical field of view for integration .
appears to decrease, potentially due to the completion of combustion.
The signal in each segment was integrated for both methods and is presented in Figs. 3.44
and 3.45. Values for each method are normalised such that the total integrated signal of the
fully-fuelled case is 100. This means that whilst the absolute values of each method cannot be
directly compared (due to different normalisation procedures) the distribution of signal between
the different segments can be examined. Figures 3.44 and 3.45 shows that the distribution of
signal for the fully-fuelled case is very consistent between the two different methods.
The plots in Figs. 3.44 and 3.45 are stacked such that the sum of the He/H2 and H2/He cases
can be directly compared to the H2/H2 case. The effect of thermal compression is again taken
as the difference between the H2/H2 case and the sum of He/H2 and H2/He cases.
An ideal result would therefore see the H2/H2 case having a higher signal than the other two
cases combined in all segments. This ideal scenario is clearly shown in the φ = 0.8 case for the
TRE method, although the signal is again suspiciously low for the He/H2 and H2/He cases.
For the TIE method, the fully-fuelled case maintains similar levels to the summation of the
individual cases for all regions, except at the rear of the HC side. This is the region that captures
the shock reflection, where the enhancement due to thermal compression was greatest.
Before the integrated signals are analysed in further detail, an indication of the signal consis-
tency is presented. Due to limited resources, only the repeatability of the TRE method was
examined. It is proposed that the TRE method, capturing unsteady processes, would have
higher variability than the averaged TIE images.
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Figure 3.44: Comparison of emission integrated over various regions of the combustor for the φ = 0.8
case for the LC side (top), centre (middle) and HC side (bottom).
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Figure 3.45: Comparison of emission integrated over various regions of the combustor for the φ = 1.0
case for the LC side (top), centre (middle) and HC side (bottom).
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Thus repeats were taken for the fully-fuelled case using the TRE method. The values presented
in Figs. 3.44 and 3.45 labelled H2/H2 are therefore the average of two shots (11761 and 11770)
for φ = 0.8 and three shots (11762, 11767 and 11769) for φ = 1.0.
It was found that the TRE method generally produced consistent levels between shots, as
presented in Tables 3.6 and 3.7. The standard deviation of total, integrated signal was 4.3 %
and 14.2 % for the φ = 0.8 and φ = 1.0 cases respectively. For the middle and rear segments,
the standard deviation reaches only 15 % for φ = 1.0, and stays well below 10 % for φ = 0.8.
Table 3.6: Standard Deviation in % for the TRE method, φ = 0.8, H2/H2.
Spanwise Location Front Middle Rear Total
LC Side 16.0 6.9 8.5 7.5
Centre 15.1 2.4 1.7 3.7
HC Side 2.6 0.1 6.4 2.5
Total 11.3 1.1 0.7 4.3
Table 3.7: Standard Deviation in % for the TRE method, φ = 1.0, H2/H2.
Spanwise Location Front Middle Rear Total
LC Side 13.1 3.5 8.1 7.6
Centre 34.5 11.8 13.5 20.0
HC Side 21.3 15.0 11.0 14.7
Total 23.0 10.5 10.9 14.2
The large, front section did vary considerably, especially for the φ = 1.0 case. The variation of
signal in each region is a little misleading, as it could simply represent the displacement of OH
across the region boundaries between shots. As such, the variation of the total signal in the
front, middle and rear sections more accurately represents variation between shots.
This total variation in each streamwise region still peaks in the front section, reaching a standard
deviation of 23 % for the φ = 1.0 case. Otherwise, total signal integrated along the spanwise
direction reaches standard deviations of 1.1 % and 11 % for the φ = 0.8 and φ = 1.0 cases
respectively. Noting that three shots were taken to analyse the φ = 1.0 case rather than the
two shots for φ = 0.8, there is more confidence in using a standard deviation of 11 % as an
estimator of the variation in the integrated signals.
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Qualitative comparisons can now be made between the total integrated signals for H2/H2 and
the sum of He/H2 and H2/He case, relative to the H2/H2 case. These comparisons are presented
in Table 3.8. This difference integrated across the entire field of view, marked “Total” in
Table 3.8, is positive for both methods, except for φ = 0.8 using the TIE method.
Table 3.8: Thermal compression enhancement of signals integrated across the spanwise direction in
%, relative to the fully-fuelled case.
φ Method Front Middle Rear Total
0.8 TIE -23 3 19 0
TRE 63 55 54 58
1.0 TIE -3 20 31 16
TRE -30 21 35 8
However the front region typically has large negative values of this difference. This may be
simply due to the high variability of signal in this region. Yet even if the signal were accurate,
this does not mean the combustion is behaving in an unexpected manner.
The OH radical is an intermediate species formed under endothermic reactions (relative to
the original H2 and O2 reactants). If OH is not converted into H2O, the final product, the
production of large amounts of OH actually corresponds to the absorption of energy from the
surrounding gas2.
As shown previously, heat release and pressure rise is not significant in the front region. Fig-
ures 3.30b and 3.32a show that dramatic combustion-induced pressure rise occurs for x >
425 mm, or the start of the middle region in Fig. 3.43.
Thus the production of large quantities of OH in the front section does not indicate completion
of combustion. Instead, they are indicative of energy-absorbing intermediate processes. The
production of additional OH in the front section of the individually-fuelled cases isn’t beneficial
if it does not result in more heat release.
2To be more specific, it is the formation of atomic H and O that absorbs energy. The conversion of atomic
H and O to OH is exothermic, however the net process H2 + O2 −−→ 2 OH is still endothermic. This is a
gross simplification of the complex reactions that take place in the combustion process, for more details see the
reaction scheme in [19].
163
3.6 Results from Optical Techniques
It is therefore more relevant to examine the OH distributions towards the rear of the combus-
tor. As shown in Figs. 3.44 and 3.45 and Table 3.8, there is significant thermal compression
improvement of OH signal in both the middle and rear regions. The middle region for φ = 0.8
using TIE produces an increase of 3 %, whilst all other cases show improvements of 19−55 %
in the middle and rear regions.
Thus the TIE and TRE methods both support the conclusion that complete combustion in
the fully-fuelled, H2/H2, is stronger than that for both the individually-fuelled, He/H2 and
H2/He, cases combined. Whilst there is a greater amount of OH in the front regions for the
individually-fuelled cases, the completion of combustion is improved significantly in the middle
and rear regions due to thermal compression.
3.6.2 Planar Laser-Induced Fluorescence Results
The planar laser-induced fluorescence (PLIF) technique produced a different view of the flow
than through the other optical techniques. Fluorescence of OH molecules is produced by ex-
citing a particular transition line by an external energy source, the laser sheet. The laser sheet
location and orientation therefore defines the section of flow field examined. It was expected
that the majority of OH molecules would be found in the interface between the fuel (near the
engine walls) and the oxygen (in the core of the flow). The sheet was therefore positioned
halfway between the combustor floor (where pressure transducers were located) and the sym-
metry plane.
Figures 3.46 and 3.47 show results for all fuelling cases using the PLIF method. The fluorescence
has been scaled by the intensity profile of the laser sheet, see Section 2.7.3. The images have
been cropped to the width of the laser sheet, which was ∆x ≈ 135 mm. Since the laser sheet
approximately follows a skewed gaussian profile, the centre of each image is quite clear, whilst
the background noise is amplified towards both edges in the x-direction. This is clearly visible
for x > 475 mm. The detection of only a very thin plane of the flow produces both benefits and
disadvantages. Without line-of-sight integration, the flame structure can be resolved without
any complications found in the previous techniques.
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Unfortunately, this also means that not all OH is captured by this method. Combustion occurs
both above and below plane of the laser sheet, but only the OH molecules in this plane are
captured. The PLIF results are therefore not representative of all the OH at each streamwise
location. Thus no attempt has been made to analyse the effect of thermal compression on ρOH
as in Section 3.6.1.
Numerical simulations of the OH PLIF images are compared with the experimental results in
Fig. 3.48. Noting that the laser sheet is located 6.5 mm from the symmetry plane, Fig. 3.48
also includes a 1 mm thick sheet more centrally located at 4.5 mm from the symmetry plane for
comparison. As discussed previously in Sections 3.3 and 3.6.1, ignition in the CFD occurred
significantly later, expecially on the LC side.
Unlike for the TRE and TIE methods, the PLIF images in Figs. 3.46 and 3.47 show a con-
sistently stronger signal in the LC half (z > 37.5 mm) than in the HC half. Additionally, the
signal gets decidedly weaker towards the end of the combustor for the H2/He and H2/H2 cases.
Most strikingly, the PLIF signal is weakest in the region beyond the shock reflection on the HC
wall for the H2/H2 case, specifically for the area x > 425 mm, z < 37.5 mm. Compare this to
the emission methods in Figs. 3.38 to 3.41, where the signal has the highest intensity in this
region.
The change in signal intensity for this region could be caused by a number of factors. It is
most likely that the PLIF results are representative of the distribution of OH as intended, and
there is simply a lower density of OH molecules in the plane of the laser sheet. As such, the
high intensity feature in the emission techniques would be from regions of high ρOH offset from
the plane of the laser sheet. This is consistent with the numerical simulations in Fig. 3.48, that
indicate a higher concentration of OH in the y = 1 mm thick volume located 4.5 mm from the
symmetry plane compared to the volume located 6.5 mm from the symmetry plane.
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Figure 3.46: Results for the Planar Laser-Induced Fluorescence (PLIF) method for all fuelling cases
for Campaign 2, φ = 0.8.
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Figure 3.47: Results for the Planar Laser-Induced Fluorescence (PLIF) method for all fuelling cases
for Campaign 2, φ = 1.0.
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To provide confidence that the PLIF technique is behaving as intended, all possible causes of
lower signal strength are examined in detail. These causes are that:
• There were lower values of OH density.
• The excitation laser intensity was lower.
• There was a reduced population of OH in the probed rovibrational state.
• Emission was lost through quenching (collisional loss of energy).
• Emission was absorbed en route to the detector (fluorescence trapping).
The majority of these items are unlikely causes since the signal distribution is strong throughout
the rest of the field of view. Nonetheless, each item will be addressed to ensure that the PLIF
signal is capturing the distribution of OH as intended.
OH density
The purpose of the OH PLIF method is to determine the distribution of OH molecules inde-
pendently of other variables. The variation of ρOH is thus the primary and, indeed, intended
cause of variation of PLIF signal. Since the PLIF method only probes a single planar section
of the flow, significant volumes of high ρOH in the combustor may not be revealed. The strong
signal found in the TIE and TRE methods could be in regions offset from the plane probed by
the laser sheet, and thus remain undetected using PLIF. Discussion of the three-dimensional
distribution of OH is discussed later, using results from the numerical simulations for further
analysis.
Laser intensity
The received PLIF signal is directly proportional to the laser sheet intensity, assuming that
the method is operating in the linear, non-saturated regime. Thus if the laser intensity was
weaker in this region, there would be lower resultant fluorescence. Variation of laser intensity
in the streamwise, x, direction is considered and normalised by the intensity profile measured
by a dye cell, see Section 2.7.2. Since the fluorescence in the LC side maintains a relatively
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consistent intensity along the streamwise direction, the normalised signal appears to remove
this streamwise variation quite effectively.
Another potential cause of decreased laser intensity is by absorption of the laser sheet by OH
molecules. The laser sheet enters the flow from z = 75 mm, and travels in the −z direction.
The optical depth along this direction can be estimated using the method in Appendix E. The
Einstein absorption coefficient, B12, for the absorption is approximately half of the line used in
Appendix E, the absorption coefficient remains of the order of k = 1 mm−1.
Since the length scales are much larger in the spanwise direction, absorption effects may be
significant in regions of high OH concentration. For example, the bright feature in the centre
of Fig. 3.47b, at (x, z) ≈ (440, 50), has a width of ∆z > 10 mm, and thus is likely to reduce the
laser intensity in the corresponding region in the HC half.
To analyse any effect of laser absorption, the PLIF signals were integrated along the spanwise
direction for both the LC and HC halves, as presented in Figs. 3.49 and 3.50. These plots have
been smoothed in the streamwise direction by taking the mean value of a series of ∆x = 1 mm
segments. All plots have been arbitrarily normalised for clarity, whilst maintaining consistency
such that each figure can be directly compared to one another. If laser absorption were a
problem, one would expect that increased signal in the LC half would result in decreased laser
intensity reaching the HC half, and hence lower HC PLIF signal.
There is a clearly periodic feature in the forward section, x = 390−435 mm, of the H2/He,
φ = 0.8 case in Fig. 3.49b. This corresponds to a flame front that is either discontinuous
or oscillatory in the out-of-plane, y, direction. An oscillatory flame would produce the clean,
sinusoidal feature shown in Fig. 3.49b, so is more likely. Additionally, a similar feature can be
seen in Fig. 3.50c, oscillating in the spanwise direction for x = 375−410 mm near the LC wall.
This oscillatory nature is important to note, as it indicates that the signal can produce peaks
and troughs naturally, without any absorption problems. As shown in Fig. 3.49b, the LC trough
at x = 427 mm corresponds to a HC peak. However, this is most likely coincidental, with the
LC trough lining up with the periodic HC feature. Thus care must be taken when drawing
conclusions from these plots.
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The strongest evidence of absorption is found in Fig. 3.50b. This bright feature in the LC
half discussed previously corresponds to both a large increase in LC signal and a significant
decrease in the HC signal for x = 425−445 mm. This does, however, correspond to a similarly
low feature in Fig. 3.49b, where the LC signal remains low and is hence more likely to be caused
by the three-dimensional flow field.
Additionally, the signal in the HC half of Fig. 3.50b increases for x = 440−455 mm without
any corresponding decrease in the LC signal. Thus the HC signal can certainly maintain high
intensities with or without strong signal in the LC half.
Figures 3.49 and 3.50 clearly show the low intensity feature in the HC half. This is especially
apparent for x > 465 mm in Fig. 3.49b, x > 425 mm in Fig. 3.49c, and the entirety of Fig. 3.50c.
In Fig. 3.49b in particular there is no corresponding increase in the LC signal when the HC
signal decreases. Thus this decrease in the HC half is independent of LC signal, and hence is
not due to laser absorption.
In both Figs. 3.49c and 3.50c, although the LC signal becomes quite strong, there is still very
little increase in HC signal when the LC signal decreases towards the rear. In Fig. 3.49c,
the LC signal decreases from a peak of 0.75 to a trough of 0.40, or a decrease of 47 % for
x = 430−478 mm. Over the same distance, the HC signal also decreases by 42 %. Similarly in
Fig. 3.50c, the LC and HC signals decrease by 38 % and 17 % respectively for x = 425−467 mm.
Thus the decrease in signal in the HC half does not correspond to increased signal intensity in
the LC half. Absorption of the laser intensity by OH molecules is therefore unlikely to be the
primary cause of the low PLIF intensity in the HC half.
OH population distribution
Another factor that determines PLIF signal strength is the population fraction in the probed
rovibrational state. It must be assumed that the population is in local thermal equilibrium,
i.e. a Boltzmann distribution of rovibrational states, as any other distribution of states would
make any analysis impossibly complex. Since the distribution of molecules in each state is thus
determined by temperature, great care must be taken to ensure that the population in the
probed state does not significantly change over the range of temperatures encountered.
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Figure 3.49: Integrated signals for the PLIF method for all fuelling cases for Campaign 2, φ = 0.8.
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Figure 3.50: Integrated signals for the PLIF method for all fuelling cases for Campaign 2, φ = 1.0.
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As discussed in Section 2.7.1, the selected transition was a doublet that probes both the F2,
J ′′ = 7.5 and F1, J ′′ = 9.5 lower states, in X2Π, v′′ = 0. This doublet was chosen for two
reasons. First, as a doublet, there is a relatively high proportion of the population in the lower
states, n′′/nT ≈ 7 %. Second, the population in these states do not change significantly over the
range of temperatures expected in a scramjet combustor. As shown in Fig. 2.21, the population
only changes by 9 % between 1500−2500 K and 26 % between 1000−3000 K.
Thus increasing the temperature does decrease the population in the probed rovibrational
states, and hence the PLIF signal. However, even if the temperature reached 3000 K (combustor
temperatures would be expected to reach 2300−2500 K) the signal would only decrease by 26 %.
The signal strength was approximately twice as intense in this region than upstream in the HC
half for the TIE methods, see Fig. 3.38c. As such, this effect of temperature on population
distribution would not decrease the intensity by enough to explain the observed lack of signal
in this region.
Collisional quenching
Once molecules are in the excited state, interactions with other molecules can result in de-
excitation, quenching the fluorescence signal [40, 41, 48]. This process, known as collisional
quenching, is highly dependent on pressure [41], as higher number densities increase the chance
of an excited molecule interacting with a collision partner.
At typical atmospheric pressures, as required to combust fuel within a reasonable length,
quenching becomes a significant problem [48]. Rovibrational-level dependent quenching rates
must be considered to produce quantitative measurements using LIF.
For the purposes of this study, it is accepted that collisional quenching reduces the PLIF signal.
However, this analysis must examine whether the effect of quenching changes the distribution
of signal intensity relative to the underlying distribution of ρOH.
Since quenching is dependent on pressure, the measured pressure traces can be used to infer
the effect of quenching on the PLIF signal. Note that the laser sheet is estimated to be only
6.5 mm from the combustor floor where the pressure transducers are located. Whilst there is
certainly some variation of pressure in the vertical, y, direction, the pressure measurements are
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taken to be generally representative of the distribution of pressure at each streamwise-spanwise
location in the laser sheet.
Figure 3.51 shows a comparison between the pressure distributions and PLIF signals for the
H2/He and H2/H2 cases for φ = 0.8. The pressure distributions are taken along the LC and HC
sides, at z = 56.25 mm and z = 18.75 mm, respectively. The measured pressure traces shown
are the raw data for each shot, since quenching is dependent on absolute pressure. Error bars
in these pressure traces indicate the variation of pressure throughout the test time.
It is clear from the pressure traces in Fig. 3.51 that the LC side has consistently higher, or at
least equal, pressure than on the HC side until x = 500 mm. In fact, for x = 375−425 mm,
the LC pressure is consistently 20 kPa, or 28 %, higher than in the HC half for the H2/H2 case.
Nonetheless, the PLIF signal is typically stronger in the LC half of the engine. As such, there
appears to be minimal effect of pressure, and hence collisional quenching, on the distribution
of PLIF signal.
Fluorescence trapping
As discussed in Section 3.6.1 and Appendix E, the flow does not seem to be optically thin at
the emission line-centre. However, this does not necessarily mean there is strong effect on the
distribution of PLIF signal due to absorption.
For the TIE and TRE methods, increasing optical depth would simply reduce the rate of change
of signal to OH density. This is because all emission in the field of view is captured by the
ICCD. In the case for PLIF, regions of OH between the laser sheet plane and the detector are
not excited by the laser. As such, they do not contribute to the fluorescence signal, but cause
the signal to decrease through absorption. This is known as fluorescence trapping.
Re-emission of trapped fluorescence could act to increase the apparent thickness of the laser
sheet, by inducing fluorescence in OH regions outside the laser sheet plane. This would con-
tribute to the blurriness of the PLIF images. The majority of this re-emission is expected
to be lost, due both to the narrowband filter used (more emission would be converted into
other vibrational bands) and the finite solid angle captured by the imaging camera. As such,
fluorescence trapping causes the signal strength to decrease exponentially [80].
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Figure 3.51: Comparison between the pressure distributions along the LC and HC lines (z = 56.25 mm and z = 18.75 mm, respectively)
and the PLIF results for the H2/He (Shot 11791, Top) and H2/H2 (Shot 11789, Bottom) cases for Campaign 2, φ = 0.8.
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Yet fluorescence trapping still requires the scenario that there is more OH in the off-plane
locations. If there were a near-uniform distribution of OH in the plane-normal direction, y,
fluorescence trapping would consistently decrease the signal across the plane. Regions of high
OH density would still produce more signal, but at an ever-decreasing (non-linear) rate.
Since the region of interest, x > 425 mm on the HC side, has less signal than in other regions
for H2/H2, this indicates that there is simply less OH in this region of the laser sheet. For
absorption to be the cause of this decreased signal, there must be much higher amounts of OH
in this region but offset from the laser sheet location in the y-direction.
Therefore, whether or not absorption is significantly decreasing the OH PLIF signal, there must
be more OH in this region, but offset from the laser sheet in the y-direction.
Conclusion
Analysis of all the factors listed above support this conclusion: The PLIF results are consistent
with the distribution of ρOH throughout the plane of the laser sheet. No other cause of decreased
signal is consistent with the distribution of PLIF signal throughout the field of view.
This highlights a key feature of the PLIF method: PLIF only examines a planar section of the
flow field. Great care must be taken to ensure that all the flow of interest is captured by the
plane by, for example, taking a cross-sectional plane normal to the flow.
The arrangement in this thesis was chosen to examine the distribution of combustion across
the spanwise direction, to examine the effect of LC and HC fuelling. This was obviously more
appropriate for the TIE and TRE methods, which examine the entire three-dimensional flow
field. Unfortunately, in the three-dimensional flow field of this engine, some key combustion
features were not captured by the PLIF method.
Figure 3.52 shows the distributions of ρOH for numerical simulation of the Campaign 2, φ = 0.8
condition. Since OH is an intermediate combustion species, in mixing-limited combustion
modes OH is found almost exclusively in the interface between fuel and air.
The resulting distribution of ρOH in the plane used in the PLIF method (expanded over the
entire length, x, of the engine) is shown in Fig. 3.53. Even though ignition is delayed in the
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Figure 3.52: Slices of ρOH from numerical simulation of the H2/H2 case for Campaign 2, φ = 0.8.
Figure 3.53: Slice of ρOH in the streamwise-spanwise (x−z) plane from numerical simulation of the
H2/H2 case for Campaign 2, φ = 0.8.
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simulations, these plots are useful to consider the limitation of only examining OH in a plane
in the streamwise-spanwise directions.
Towards the rear of the combustor (x = 560 mm) in Figs. 3.52 and 3.53, there is a similar
total amount of OH on both sides of the engine. However, since the PLIF plane cuts halfway
between the combustor floor and the symmetry plane, the distribution in the PLIF plane is not
consistent with the volume throughout the combustor.
For the last slice in Fig. 3.52 at x = 555 mm, the distribution of ρOH is 47.6 % and 52.4 % in
the LC and HC halves respectively. But in the PLIF plane, in Fig. 3.53, this split becomes
56.5 % and 43.5 % in the LC and HC halves respectively. As such, the PLIF signal would be
23 % weaker in the HC half relative to the LC signal. Whilst this is not as significant as the
38−55 % difference in signal in Fig. 3.49c, it indicates the likely difference between the PLIF
and TIE/TRE distributions.
The plane investigated does not represent the entire distribution of OH, and hence the degree of
combustion, throughout the combustor. An ideal configuration would be one in which a series
of planes was taken taken that spanned the entire “vertical”, y, distance of the combustor.
Alternatively, cross-sectional planes normal to the streamwise, x, direction would capture all
OH passing through the engine at that location. However physical, geometric constraints on
the engine structure prevented that configuration in this study.
This analysis suggests that the PLIF signal accurately represented the distribution of ρOH in
the selected plane. The PLIF signals were strong, with high signal-to-noise ratios especially in
the centre of the laser sheet. Additionally, LIF methods probe specific energy transitions of
the molecule of interest. Thus the PLIF signal was definitely due to the fluorescence of OH
molecules.
This distribution of ρOH in this plane can be used for comparison with numerical simulations
to examine the accuracy of numerical models. The author recommends that this analysis be
conducted in future work.
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Chapter 4
Conclusions and Future Work
The purpose of this thesis was twofold. First, to examine the effect of thermal compression
on combustion-induced pressure rise throughout a scramjet engine. Second, to use advanced
optical techniques to visualise the OH distribution within a scramjet combustor.
This project addressed these objectives through the examination of two experimental cam-
paigns. The experiments were conducted using the T4 Shock Tunnel at The University of
Queensland. Flow conditions were produced that simulated the flow behind a vehicle fore-
body with a compression angle of 8◦ or 9◦ at Mach 9.7, dynamic pressure of 50 kPa and 33 km
altitude.
Design of the engine model was based on the numerical work in [56]. The inlet was designed
to generate a non-uniform flow field in the combustor, where pressure and temperature varied
in the spanwise direction. High compression (HC) and low compression (LC) regions were
produced in each half of the engine. The influence of combustion in each of these regions
was examine by injecting either a combustible fuel, hydrogen, or a non-combusting substitute,
helium, in each half of the engine.
Pressure measurements were taken along the streamwise length of the engine in three spanwise
locations: Along the centreline, and halfway between each pair of injectors on the HC and
LC sides. As such there were three sets of pressure traces at spanwise distances of 25 %, 50 %
and 75 % of the engine width. These pressure measurements were supplemented with optical
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visualisation techniques of the fuelled cases. Numerical simulations of the second campaign,
φ = 0.8 flow condition were used to provide additional insight into the three-dimensional flow
field.
Using the pressure measurements and numerical simulations, the unfuelled flow field through
the scramjet was examined. This condition was relatively simple, thus the effect of the specific
engine geometry chosen could be analysed in detail. It was found that the large spanwise
shocks had a significant impact on the pressure throughout the engine, with a strong correlation
between spanwise velocity and static pressure. As such, the pressure was actually higher along
the LC pressure trace than the HC trace for the rear half of the combustor.
The influence of fuel injection on the flow field was examined by using a combustion-suppressed
fuel substitute, helium. With four porthole injectors on each side of the inlet, a series of
bow shocks was ingested into the combustor, increasing the flow field complexity. These bow
shocks coupled with the shocks from the unfuelled flow field, moving the entire shock structure
upstream, increasing their shock strengths and the static pressure and temperature throughout
the engine. The use of helium as a non-combusting fuel substitute was justified by comparing
the experimentally measured pressure traces for injecting helium into an air test gas to injecting
hydrogen into a nitrogen test gas.
Next, the fully-fuelled flow field was examined by injecting hydrogen into an air test gas. The
introduction of a combustible fuel to the flow field resulted in significant heat release and
increased static pressure. There was poor absolute agreement for the pressure traces between
the experimental results and the numerical simulations, due to delayed ignition in the CFD.
This was most likely caused by removal of radicals from the freestream boundary condition
in the numerical simulations. Nonetheless, the general trends and peak levels agreed well, if
slightly delayed for the simulations.
The numerical simulations were thus used as a conservative estimation of the level of combus-
tion in the fully-fuelled case. It was found that the fuel-air mixing efficiency and combustion
efficiencies reached 70 % and 60 % respectively at the end of the combustor. Taking the low
mixing efficiency into consideration produces an effective combustion efficiency of over 80 %.
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This mixing efficiency is quite low, indicative of the poor mixing characteristics of this particular
engine geometry. However for such a fundamental study designed to examine a particular
combustion effect (thermal compression), the mixing is expected to be sub-optimal. This would
be improved in a real engine designed to produce thrust by tailoring the fuel injection to ensure
penetration of fuel into the core flow of oxygen.
Different configurations of hydrogen and helium were injected into the engine to examine the
influence of regions of combustion on other regions of the flow. By injecting helium through half
of the injectors, combustion was suppressed in the corresponding regions within the combus-
tor. The pressure traces were compared between fuelled cases and the combustion-suppressed,
He/He, case. This isolated the combustion-induced pressure rise from other pressure effects
such as the injection-coupled shock waves.
It was found that combustion in each half of the combustor affected combustion within the other
half. Combustion was enhanced within the LC side due to heat release in the HC side, which
then led to more combustion in the HC side. In the second campaign, combustion-induced
pressure rise for the H2/H2 case was generally greater than for the He/H2 and H2/He cases
(combustion suppressed on the HC and LC sides, respectively) combined.
A parameter, κ, was introduced that compared this difference in combustion-induced pressure
rises, caused by thermal compression, that was taken relative to the fully-fuelled case. κ was
calculated over the area at the rear of the combustor for both campaigns and several fuel-
air equivalence ratios. The limited levels of heat release in the first campaign resulted in
insignificant levels of thermal compression, with confidence that κ > 0 of only 61.4 % and
83.1 % for the φ = 0.5 and φ = 0.8 cases respectively.
The flow conditions in the second campaign were much more conducive to combustion and
thermal compression produced significant improvements. The φ = 0.8 and φ = 1.0 cases
resulted in κ = 14.4 ± 6.0 % and κ = 6.7 ± 6.2 % respectively, with confidences that κ >
0 of > 99.9 % and 98.2 %. Thus the results from the second campaign show that thermal
compression acted to significantly increase combustion for the fully fuelled case over the levels
in the individually-fuelled cases combined.
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Interestingly, the φ = 1.0 case showed less relative improvement than the φ = 0.8 case. This
indicates that thermal compression works best to enhance combustion in regions where combus-
tion is initially limited. By increasing the equivalence ratio, the injection shocks were stronger,
causing higher pressure and temperature throughout the engine. Thus combustion was already
significant in the LC half of the engine, reducing the ability of thermal compression to further
enhance combustion.
The logical conclusion is to only take advantage of thermal compression in engines that have
low intake pressure ratios and hence mean combustor conditions that are unfavourable to
combustion. That is, thermal compression can be used to significantly improve combustion
in engines of low compression ratio, as previously asserted by [12, 16]. If conditions are too
unfavourable, however, minimal combustion would occur and no thermal compression would
be observed, as in Campaign 1. Local conditions on the HC side must still be sufficient to
ignite the air-fuel mixture to take advantage of thermal compression.
Results from numerical simulation of the Campaign 2, φ = 0.8 case supported the conclusions
from the experimental campaigns. Although ignition was delayed in the CFD, thermal com-
pression caused an improvement of κ = 15.9 % across the full width of the combustor. This
agrees well with the experimental result of κ = 14.4 ± 6.0 %, although it must be noted that
the flow field is intrinsically different. It is simply noted here that pressure rise enhancements
of approximately 15 % are achievable.
The numerical simulations showed that thermal compression increased the water production
combustion efficiency by 27 % relative to the H2/H2 case. Regarding just the fuel from LC
injectors, an additional 12.7 % of water is produced relative to the H2/H2 case.
Finally, three optical techniques were used to examine the distribution of OH radicals to-
wards the rear of the combustor. The techniques were Time-Integrated Emission (TIE), Time-
Resolved Emission (TRE) and Planar Laser-Induced Fluorescence (PLIF). The TRE technique
captured a wide bandwidth of radiation, whilst the TIE method captured a narrow bandwidth
centred around 310 nm. These two techniques captured emission naturally emitted from the
combusting flow, which potentially allowed the detection of flow contaminants such as iron.
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On the other hand, the PLIF technique used external laser energy to excite OH molecules, ensur-
ing only OH molecules are examined. The PLIF technique probed a particular, two-dimensional
plane as selected by the laser sheet location, whilst the emission techniques integrated the third
dimension, along the line-of-sight direction. Like the TIE method, PLIF only captured emission
in a narrow bandwidth around 310 nm.
All three techniques produced different distributions of OH molecules throughout the flow field.
The PLIF and TRE methods, with exposure times of only 300 ns, produced instantaneous
snapshots of the flow, which captured unsteady flow features. The TIE method averaged
emission from the flow field over an exposure time of 1 ms, thus resolving only the steady flow
features, similar to the RANS numerical method used in this project.
Thermal compression was found to enhance the intensity signals in TIE and TRE methods by
19−54 % in the rear of the combustor. That is, the intensity of emission for the H2/H2 case
was consistently larger than the sum of the intensities for the He/H2 and H2/He cases. This
further supports the claim that thermal compression enhanced combustion within the scramjet
engine examined.
The PLIF method produced a distribution of OH for a particular plane in the scramjet com-
bustor. The signal-noise ratio was much larger than for the corresponding emission technique,
TRE, as the PLIF method probes the lower, more populated ground state. A detailed analysis
showed that the PLIF signal accurately represented the distribution of OH molecules within
the plane of the laser sheet.
However, it was found the distribution in this plane was considerably different than the line-of-
sight integrated distributions produced by the other optical techniques. As such, the OH PLIF
method did not produce a distribution representative of ρOH throughout the full volume of the
combustor.
The experimental and numerical results support the conclusion that thermal compression en-
hanced combustion within the scramjet combustor examined in this project. Qualitative dis-
tributions of ρOH were inferred within the scramjet combustor, which supplemented the ex-
perimental pressure measurements. These optical techniques can therefore be used within the
high-pressure environment of a scramjet combustor.
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4.1 Future Work
4.1 Future Work
This work has built on the numerical results from [56] to experimentally show that thermal
compression can be used to enhance combustion in a particular scramjet geometry. However it
must still be shown that thermal compression improves engine performance above that of other
engines at the same conditions.
As such, a series of experiments should be performed comparing combustion levels between a
three-dimensional, thermal compression scramjet to a two-dimensional engine with consistent
geometric characteristics, such as inlet contraction ratio. Such a study has been performed
numerically in [56], and it would be advantageous to support this with experimental data.
The geometry of the engine was selected based on previous studies, such as [23, 56]. To fully
determine the utility of thermal compression, experiments should be designed at extremely
low contraction ratios such that a two-dimensional engine would not result in autoignition of
the fuel. A non-uniform geometry could then be designed to produce autoignition and robust
combustion. The performance of this engine geometry could then be examined over a range
of freestream conditions, to test the hypothesis in [12, 16] that a three-dimensional thermal
compression scramjet outperforms an equivalent two-dimensional engine over a range of Mach
numbers.
Finally, further design of the engine is encouraged to produce a realistic geometry by including,
for example, an elliptical combustor cross-section, an optimal nozzle and considerations for
vehicle integration.
This research successfully used optical diagnostic techniques to qualitatively map distributions
of OH within a scramjet combustor. To incorporate quantitative methods, the resultant emis-
sion must be calibrated against a known distribution of OH. This is typically done in an
atmospheric hydrogen-air flame, and would require a two-laser, two-camera system.
To reduce uncertainty, quenching rates should be considered. This requires empirical relations
for the quenching of signal, and some knowledge of the thermal properties in the combustor.
Alternatively, a preddissociative technique, such as that provided by [48], could be used to
minimise the quenching effect.
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4.1 Future Work
The author believes that thermal compression scramjets, and advanced optical techniques, show
great potential for utility in the development of hypersonic vehicles. Further research in these
areas would greatly contribute to our ability for affordable and reliable access to space.
And that is worth pursuing.
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Appendix A
Instrumentation
The purpose of this appendix is to present detailed information of the sensors used at each
location for the experimental campaigns. This is presented in Tables A.2 and A.3. Each
possible transducer location is given a designation, regardless of whether a transducer was
placed in this location or not. Blank items in Tables A.2 and A.3 indicate that no transducer
was used in this location, due to limited availability of probes or amplifiers.
The designations are as follows: SPA and SPB refer to the stagnation (tunnel nozzle supply)
pressure transducers, F1-F4 measure the pressure within each fuel plenum, IN transducers
within the intake upstream of injection, COM transducers within the combustor, and TN
transducers within the thrust nozzle (see Fig. 2.4).
Whilst the PCB type transducers (stagnation and pitot probes, fuel plenum pressures) have a
wide variety of model numbers, the Kulite XTEL type pressure sensors models were assigned
the designations as in Table A.1.
Table A.1: Kulite model designations.
Designation Model Number
A XTEL-190-50A
B XTEL-100-190M-100A
C XTEL-190-100A
D XTEL-190-25A
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Table A.2: Campaign 1 instrumentation.
Designation Position x, mm Serial No. Model No. Sensitivity, 10−4 V kPa−1
SPA 5563 101M91 0.405
SPB 5564 101M91 0.359
Pitot 7943 112A21 64.1
F1 HC 22557 113B26 14.3
F2 HC 22374 113B24 6.88
F3 LC 22555 113B26 14.2
F4 LC 22372 113B24 7.27
IN-1 LC 40.8 CC9-24 A 3.18
CL 41.3 CC9-25 A 3.00
HC 41.9 CC9-26 A 2.89
IN-2 LC 40.8 CC9-27 A 3.13
CL 41.3 X97-58 A 2.95
HC 41.9 CC9-31 A 2.88
COM-1 CL 192.3
COM-2 CL 202.3 S94-12 A 2.94
COM-3 CL 212.3
COM-4 CL 222.3 X97-53 A 2.94
COM-5 CL 232.3 X97-54 A 2.94
COM-6 CL 242.3 S94-13 A 2.95
COM-7 CL 260.3 X97-59 A 2.95
COM-8 CL 270.3
COM-9 CL 280.3 X97-60 A 2.96
COM-10 LC 297.3 X97-61 A 2.90
CL 297.3 X97-62 A 2.94
HC 297.3 X97-63 A 2.94
COM-11 LC 323.3 X97-64 A 2.93
CL 323.3 X97-65 A 2.91
HC 323.3 X97-67 A 2.93
COM-12 LC 349.3 J79-26 B 1.46
CL 349.3 J79-27 B 1.46
HC 349.3 J79-29 B 1.44
COM-13 LC 375.3 CC9-32 A 2.90
CL 375.3 J79-33 B 1.45
HC 375.3 L77-94 B 1.43
COM-14 LC 401.3 L77-97 B 1.46
CL 401.3 Y97-3 C 1.46
HC 401.3 L77-98 B 1.47
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Campaign 1 instrumentation, continued.
Designation Position x, mm Serial No. Model No. Sensitivity, 10−4 V kPa−1
COM-15 LC 427.3 X97-97 C 1.48
CL 427.3 X97-98 C 1.45
HC 427.3 X97-99 C 1.46
COM-16 LC 453.3 Y97-1 C 1.45
CL 453.3 L77-95 B 1.46
HC 453.3 Y97-5 C 1.46
COM-17 LC 479.3 Y97-7 C 1.46
CL 479.3 Y97-8 C 1.46
HC 479.3 Y97-9 C 1.47
COM-18 LC 505.3 Y97-10 C 1.47
CL 505.3 Y97-12 C 1.46
HC 505.3 Y97-13 C 1.46
COM-19 LC 531.3 Y97-14 C 1.46
CL 531.3 Y97-15 C 1.46
HC 531.3 Y97-16 C 1.47
COM-20 LC 544.3
CL 544.3
HC 544.3
TN-1 CL 574.1 X97-68 A 2.94
TN-2 CL 587.0 X97-69 A 2.92
TN-3 CL 599.8 UU8-67 D 5.84
TN-4 CL 612.7 UU8-69 D 5.71
TN-5 CL 625.5
TN-6 CL 638.3 UU8-70 D 5.74
TN-7 CL 651.2
TN-8 CL 664.0 UU8-72 D 5.78
TN-9 CL 676.9
TN-10 CL 689.7 P97-75 D 5.84
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Table A.3: Campaign 2 instrumentation.
Designation Position x, mm Serial No. Model No. Sensitivity, 10−4 V kPa−1
SPA 5564 101M91 0.359
SPB 19803 108A04 0.225
Pitot 7943 112A21 63.4
F1 HC 22557 112B26 14.5
F2 HC 22374 113B24 6.96
F3 LC
F4 LC 22372 113B24 7.35
IN-1 LC 40.8 CC9-27 A 3.18
CL 41.3 X97-59 A 2.96
HC 41.9 X97-65 A 2.96
IN-2 LC 40.8
CL 41.3 X97-69 A 2.95
HC 41.9
COM-1 CL 192.3 CC9-28 A 2.96
COM-2 CL 202.3 CC9-30 A 2.96
COM-3 CL 212.3 X97-54 A 2.94
COM-4 CL 222.3
COM-5 CL 232.3 UU8-71 D 5.85
COM-6 CL 242.3
COM-7 CL 260.3
COM-8 CL 270.3
COM-9 CL 280.3 CC9-32 A 2.95
COM-10 LC 297.3 CC9-29 A 2.91
CL 297.3 CC9-23 A 3.23
HC 297.3 Y92-30 A 2.92
COM-11 LC 323.3 CC9-26 A 2.94
CL 323.3 X97-56 A 2.94
HC 323.3 CC9-25 A 3.06
COM-12 LC 349.3 X97-61 A 2.40
CL 349.3 X97-53 A 2.94
HC 349.3 X97-63 A 2.97
COM-13 LC 375.3 X97-68 A 2.96
CL 375.3 X97-55 A 2.93
HC 375.3 CC9-24 A 3.16
COM-14 LC 401.3 X97-67 A 2.92
CL 401.3 X97-64 A 2.94
HC 401.3 X97-62 A 2.93
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Campaign 2 instrumentation, continued.
Designation Position x, mm Serial No. Model No. Sensitivity, 10−4 V kPa−1
COM-15 LC 427.3 X97-60 A 2.95
CL 427.3 Y97-3 C 1.47
HC 427.3 Y97-5 C 1.47
COM-16 LC 453.3 Y97-15 C 1.47
CL 453.3 Y97-12 C 1.48
HC 453.3 Y97-11 C 1.48
COM-17 LC 479.3 Y97-14 C 1.46
CL 479.3 Y97-2 C 1.48
HC 479.3 Y97-13 C 1.46
COM-18 LC 505.3 Y97-7 C 1.46
CL 505.3 Y97-17 C 1.47
HC 505.3 Y97-16 C 1.47
COM-19 LC 531.3 Y97-10 C 1.47
CL 531.3 Y97-1 C 1.47
HC 531.3 Y97-6 C 1.47
COM-20 LC 544.3 X97-97 C 1.47
CL 544.3 X97-99 C 1.46
HC 544.3 Y97-4 C 1.47
TN-1 CL 574.1 X97-98 C 1.44
TN-2 CL 587.0 Y97-8 C 1.46
TN-3 CL 599.8 Y97-9 C 1.46
TN-4 CL 612.7 X97-58 A 2.96
TN-5 CL 625.5 P97-72 D 5.86
TN-6 CL 638.3
TN-7 CL 651.2 P97-80 D 5.86
TN-8 CL 664.0 UU8-70 D 5.88
TN-9 CL 676.9
TN-10 CL 689.7 P97-75 D 5.91
201
Appendix B
Data Summary
This appendix presents flow conditions for each individual shot, grouped by fuelling condition.
A summary of the overall Campaign 1 conditions is presented in Table B.1, with flow properties
for each shot presented in Tables B.2 to B.11. Similarly, the summary for all Campaign 2 shots
is presented in Table B.12, with properties of each shot presented in Tables B.13 to B.21.
In each table, the measured quantities SS, Pstag and PSR are presented first. These values
were used as inputs in ESTCj and NENZFR to produce the other stagnation and freestream
properties. Finally, fuel flow rates were used in combination with freestream properties to
calculate values of equivalence ratio, φ.
In each table for every different condition, a mean value and standard deviation are presented
for each flow quantity. These standard deviations represent the variation between shots, and
not necessarily the uncertainty of each quantity. As discussed in Appendix C, uncertainty can
be considered as a combination of systematic and random sources of error. Whilst the standard
deviation in each quantity can be used as an estimator for the random uncertainty, it provides
no information regarding the systematic uncertainty.
This thesis, however, depends strongly on the comparison between mean values of pressure for
each fuelling condition. As such, it is crucial that flow conditions remain consistent between
fuelling conditions. This section shows that all properties have standard deviations of ≤ 5 %
within each condition. Compared to the relative uncertainties in Tables C.3 and C.7, the shot
variation is minimal.
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The most critical property, in terms of consistency, is the equivalence ratio φ. Tables B.1
and B.12 show that φHC and φLC remain consistent between fuelling configurations. The engine
pressure measurements are relatively insensitive to non-combusting helium mass flow rates.
Thus the consistency for φ in helium injection cases is less imperative, e.g. φHC in the He/H2
case.
However, it is critical that the hydrogen injection is consistent between shots, as combustion-
induced pressure rise is necessarily sensitive to fuel injection rates. Hydrogen injection, conve-
niently, produced very consistent values of φ as shown in Tables B.1 and B.12. For example,
compare φHC between the H2/He and H2/H2 cases, and φLC between the He/H2 and H2/H2 for
Campaign 2 in Table B.12. Whilst the helium conditions produce some variation, the hydrogen
values for φHC and φLC differ by ≤ 1 % for the nominally φ = 0.8 case in Campaign 2.
On the other hand, φHC and φLC in H2/H2 are both ∼3 % less than their respective counterparts
in the H2/He and He/H2 cases. There is not enough confidence in these values to make any
conclusions about whether this lower fuel injection caused the lower enhancement due to thermal
compression. However, this does indicate that the values of κ for φ = 1.0 is conservative, and
likely to be higher if values of φ were more consistent.
There is thus a high degree of consistency for flow conditions and fuelling rates between shots
and conditions, especially for the φ = 0.8 case in Campaign 2. As such there is great confidence
in the main conclusions found in this thesis. In particular, the enhancement in pressure mea-
surements, e.g. κ = 14.4 ± 6.0 % for φ = 0.8 in Campaign 2, has sufficiently high confidence
that shot variation is unlikely to have strongly influence the results. It must also be noted that
shot variation is included indirectly in the uncertainty of each pressure measurement, since
uncertainty was calculated through sample variation, see Appendix C.5.
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B.1 Campaign 1
Table B.1: Experimental flow properties for all Campaign 1 conditions
Case SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
UF 2,253 44.9 5.91 4.715 3.64 393.5 31.9 2,964 7.43 140.0 4.181 0.623 – – –
He/He 2,217 44.9 6.03 4.604 3.61 382.7 32.5 2,934 7.46 139.9 4.307 0.629 0.271 0.257 0.528
He/H2 2,229 43.4 6.08 4.605 3.66 387.9 32.5 2,932 7.41 139.9 4.264 0.629 0.284 0.236 0.519
H2/He 2,195 43.7 6.04 4.512 3.62 377.4 33.1 2,907 7.44 139.8 4.386 0.634 0.267 0.252 0.518
H2/H2 2,226 43.9 6.05 4.609 3.64 386.5 32.5 2,934 7.42 139.8 4.271 0.629 0.270 0.238 0.507
He/He 2,207 43.4 6.10 4.538 3.81 386.3 34.1 2,912 7.37 144.3 4.445 0.654 0.408 0.367 0.775
He/H2 2,201 43.1 6.21 4.512 3.82 385.0 34.2 2,904 7.36 144.3 4.468 0.656 0.407 0.371 0.778
H2/He 2,214 43.2 6.04 4.555 3.78 387.4 33.7 2,917 7.37 143.1 4.391 0.647 0.420 0.369 0.789
H2/H2 2,206 43.5 6.06 4.482 3.73 383.6 33.6 2,912 7.40 142.3 4.408 0.645 0.422 0.377 0.800
All 2,210 43.6 6.06 4.550 3.72 384.5 33.4 2,916 7.40 142.1 4.385 0.643 – – –
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Table B.2: Experimental flow properties for the Campaign 1, unfuelled condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11580 2,242 47.0 5.97 4.732 3.78 394.6 33.1 2,970 7.44 145.9 4.340 0.648 – – –
11581 2,223 45.0 5.78 4.628 3.60 384.4 32.3 2,941 7.46 139.8 4.280 0.627 – – –
11594 2,292 42.8 5.96 4.784 3.53 401.6 30.2 2,982 7.39 134.2 3.920 0.594 – – –
Mean 2,253 44.9 5.91 4.715 3.64 393.5 31.9 2,964 7.43 140.0 4.180 0.623 – – –
Std Dev. 29 1.7 0.09 0.065 0.11 7.1 1.2 17 0.03 4.8 0.180 0.022 – – –
% 1.3 3.8 1.5 1.4 2.9 1.8 3.9 0.6 0.4 3.4 4.4 3.6 – – –
Table B.3: Experimental flow properties for the Campaign 1, φ = 0.5, He/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11582 2,218 45.3 5.97 4.620 3.63 383.8 32.7 2,939 7.46 141.1 4.325 0.633 0.244 0.285 0.529
11583 2,229 45.1 5.93 4.646 3.63 386.5 32.4 2,946 7.45 140.5 4.274 0.629 0.284 0.242 0.526
11589 2,203 44.1 6.18 4.545 3.56 377.7 32.5 2,917 7.47 138.3 4.321 0.625 0.284 0.245 0.529
Mean 2,217 44.9 6.03 4.604 3.61 382.7 32.5 2,934 7.46 139.9 4.307 0.629 0.271 0.257 0.528
Std Dev. 10 0.5 0.11 0.043 0.04 3.7 0.1 12 0.01 1.2 0.023 0.003 0.019 0.020 0.002
% 0.5 1.2 1.8 0.9 1.0 1.0 0.4 0.4 0.1 0.9 0.5 0.5 6.9 7.6 0.3
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Table B.4: Experimental flow properties for the Campaign 1, φ = 0.5, He/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11587 2,219 44.0 6.03 4.589 3.55 381.6 32.1 2,929 7.46 137.6 4.249 0.620 0.288 0.231 0.519
11588 2,221 43.8 5.77 4.589 3.53 381.8 31.9 2,929 7.46 137.0 4.230 0.617 0.289 0.242 0.531
11612 2,231 44.0 5.94 4.625 3.71 389.7 32.8 2,938 7.40 141.6 4.296 0.636 0.281 0.238 0.519
11663 2,246 41.9 6.57 4.618 3.85 398.6 33.3 2,933 7.31 143.2 4.282 0.644 0.277 0.231 0.507
Mean 2,229 43.4 6.08 4.605 3.66 387.9 32.5 2,932 7.41 139.9 4.264 0.629 0.284 0.236 0.519
Std Dev. 11 0.9 0.30 0.015 0.13 7.0 0.6 3 0.06 2.6 0.026 0.011 0.005 0.005 0.008
% 0.5 2.1 5.0 0.3 3.5 1.8 1.7 0.1 0.8 1.9 0.6 1.8 1.7 2.1 1.6
Table B.5: Experimental flow properties for the Campaign 1, φ = 0.5, H2/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11586 2,165 43.6 5.89 4.417 3.46 364.5 32.8 2,881 7.51 136.2 4.422 0.624 0.271 0.255 0.526
11614 2,209 43.9 6.03 4.558 3.70 383.6 33.3 2,919 7.41 141.7 4.376 0.641 0.265 0.250 0.515
11615 2,212 43.7 6.20 4.562 3.69 384.1 33.2 2,920 7.41 141.4 4.360 0.639 0.265 0.250 0.515
Mean 2,195 43.7 6.04 4.512 3.62 377.4 33.1 2,907 7.44 139.8 4.386 0.634 0.267 0.252 0.518
Std Dev. 22 0.1 0.13 0.067 0.11 9.1 0.2 18 0.04 2.5 0.026 0.008 0.003 0.002 0.005
% 1.0 0.3 2.1 1.5 3.0 2.4 0.6 0.6 0.6 1.8 0.6 1.2 1.0 0.9 1.0
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Table B.6: Experimental flow properties for the Campaign 1, φ = 0.5, H2/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11585 2,225 44.1 6.25 4.609 3.54 383.2 31.9 2,935 7.46 137.4 4.221 0.617 0.275 0.239 0.514
11611 2,215 43.4 6.19 4.560 3.63 383.2 32.7 2,920 7.42 139.5 4.308 0.630 0.269 0.238 0.507
11613 2,240 44.2 5.69 4.658 3.74 393.2 32.8 2,947 7.39 142.6 4.283 0.638 0.266 0.236 0.502
Mean 2,226 43.9 6.05 4.609 3.64 386.5 32.5 2,934 7.42 139.8 4.271 0.629 0.270 0.238 0.507
Std Dev. 10 0.4 0.25 0.040 0.08 4.7 0.4 11 0.03 2.1 0.037 0.009 0.004 0.001 0.005
% 0.5 0.9 4.1 0.9 2.2 1.2 1.3 0.4 0.4 1.5 0.9 1.4 1.4 0.6 1.0
Table B.7: Experimental flow properties for the Campaign 1, φ = 0.8, He/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11595 2,206 44.9 5.75 4.571 3.66 381.5 33.2 2,924 7.45 141.7 4.386 0.639 0.418 0.378 0.796
11661 2,197 42.7 6.26 4.491 3.88 385.7 34.7 2,897 7.34 145.7 4.515 0.663 0.402 0.360 0.763
11662 2,218 42.6 6.28 4.551 3.89 391.8 34.3 2,914 7.33 145.6 4.435 0.659 0.405 0.361 0.766
Mean 2,207 43.4 6.10 4.538 3.81 386.3 34.1 2,912 7.37 144.3 4.445 0.654 0.408 0.367 0.775
Std Dev. 9 1.0 0.25 0.034 0.10 4.2 0.7 11 0.05 1.8 0.053 0.010 0.007 0.008 0.015
% 0.4 2.4 4.1 0.8 2.7 1.1 1.9 0.4 0.7 1.3 1.2 1.6 1.7 2.2 1.9
Table B.8: Experimental flow properties for the Campaign 1, φ = 0.8, H2/H2 into N2 test gas condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11639 2,203 43.3 6.81 4.613 3.80 385.0 34.1 2,908 7.37 144.0 4.604 0.653 0.417 0.370 0.787207
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Table B.9: Experimental flow properties for the Campaign 1, φ = 0.8, He/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11592 2,217 44.2 5.65 4.588 3.59 382.4 32.4 2,929 7.45 139.1 4.290 0.627 0.427 0.384 0.811
11653 2,204 43.3 6.14 4.527 3.88 387.8 34.6 2,908 7.35 146.2 4.498 0.664 0.402 0.372 0.774
11655 2,204 42.8 6.34 4.516 3.85 387.1 34.4 2,905 7.35 145.0 4.471 0.659 0.405 0.369 0.774
11657 2,178 42.2 6.32 4.424 3.80 378.3 34.6 2,879 7.36 143.5 4.537 0.657 0.407 0.367 0.774
11658 2,195 43.2 6.37 4.497 3.90 385.8 34.9 2,899 7.35 146.8 4.546 0.668 0.398 0.364 0.762
11660 2,207 42.6 6.43 4.520 3.87 388.4 34.4 2,905 7.34 145.3 4.467 0.660 0.405 0.368 0.773
Mean 2,201 43.1 6.21 4.512 3.82 385.0 34.2 2,904 7.36 144.3 4.468 0.656 0.407 0.371 0.778
Std Dev 12 0.6 0.27 0.048 0.11 3.5 0.8 15 0.04 2.6 0.085 0.014 0.009 0.007 0.016
% 0.5 1.4 4.3 1.1 2.8 0.9 2.4 0.5 0.5 1.8 1.9 2.1 2.3 1.8 2.0
Table B.10: Experimental flow properties for the Campaign 1, φ = 0.8, H2/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11593 2,209 44.3 5.75 4.567 3.60 380.6 32.7 2,923 7.45 139.6 4.330 0.630 0.431 0.378 0.810
11652 2,226 43.0 6.31 4.586 3.86 393.3 33.9 2,924 7.34 145.1 4.390 0.655 0.415 0.365 0.780
11664 2,208 42.3 6.06 4.512 3.86 388.3 34.3 2,903 7.33 144.7 4.450 0.658 0.415 0.363 0.777
Mean 2,214 43.2 6.04 4.555 3.78 387.4 33.7 2,917 7.37 143.1 4.390 0.647 0.420 0.369 0.789
Std Dev. 8 0.8 0.23 0.031 0.12 5.2 0.7 10 0.06 2.5 0.050 0.012 0.008 0.007 0.015
% 0.4 2.0 3.8 0.7 3.2 1.4 2.1 0.3 0.8 1.7 1.2 1.9 1.9 1.9 1.9
208
B
.1
C
a
m
p
a
ig
n
1
Table B.11: Experimental flow properties for the Campaign 1, φ = 0.8, H2/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11590 2,207 44.3 5.67 4.562 3.59 379.6 32.6 2,922 7.46 139.2 4.330 0.628 0.433 0.388 0.821
11591 2,201 44.2 5.75 4.539 3.57 377.5 32.7 2,915 7.46 138.8 4.340 0.628 0.433 0.388 0.821
11596 2,206 43.7 5.93 4.543 3.57 378.8 32.5 2,916 7.45 138.2 4.310 0.625 0.436 0.388 0.824
11597 2,203 44.3 5.87 4.548 3.62 379.5 33.0 2,917 7.45 140.2 4.370 0.634 0.429 0.387 0.817
11598 2,211 44.0 5.82 4.568 3.61 381.6 32.7 2,923 7.44 139.6 4.320 0.630 0.430 0.386 0.816
11599 2,209 44.9 5.90 4.582 3.69 383.2 33.3 2,927 7.44 142.5 4.390 0.642 0.423 0.379 0.802
11600 2,222 43.3 5.85 4.581 3.56 383.2 32.1 2,926 7.44 137.3 4.230 0.619 0.437 0.397 0.834
11601 2,228 44.7 5.80 4.634 3.70 388.7 32.9 2,941 7.42 142.2 4.320 0.638 0.427 0.378 0.805
11602 2,186 43.8 5.57 4.486 3.60 374.3 33.2 2,900 7.45 139.6 4.420 0.635 0.428 0.377 0.805
11603 2,210 43.8 5.54 4.556 3.62 381.4 32.8 2,919 7.44 139.6 4.330 0.631 0.432 0.382 0.814
11605 2,209 43.4 5.85 4.546 3.60 380.7 32.6 2,916 7.44 138.6 4.310 0.627 0.433 0.384 0.817
11606 2,224 43.7 5.83 4.596 3.64 385.8 32.5 2,930 7.42 139.6 4.280 0.629 0.433 0.387 0.819
11607 2,201 43.9 5.88 4.533 3.65 379.8 33.2 2,912 7.43 140.6 4.380 0.637 0.426 0.379 0.806
11608 2,213 44.0 5.78 4.572 3.67 383.9 33.0 2,923 7.42 141.2 4.350 0.637 0.427 0.384 0.811
11610 2,220 43.4 5.85 4.576 3.63 384.6 32.6 2,924 7.42 139.4 4.290 0.629 0.432 0.392 0.824
11616 2,206 43.9 6.25 4.549 3.71 383.1 33.4 2,916 7.41 142.2 4.400 0.643 0.422 0.383 0.805
11617 2,233 44.7 6.14 4.647 3.80 392.9 33.4 2,944 7.39 144.7 4.350 0.649 0.418 0.381 0.799
11618 2,232 43.9 5.89 4.626 3.74 391.0 33.0 2,938 7.39 142.4 4.310 0.639 0.426 0.382 0.808
11619 2,207 43.7 5.95 4.546 3.71 383.3 33.4 2,915 7.41 142.0 4.390 0.642 0.423 0.381 0.805
11620 2,205 43.7 5.96 4.541 3.71 383.0 33.5 2,914 7.41 142.1 4.400 0.643 0.423 0.373 0.796
11621 2,211 43.3 5.98 4.548 3.69 383.9 33.2 2,916 7.40 141.0 4.350 0.638 0.428 0.383 0.811
11622 2,217 42.8 5.90 4.554 3.66 384.6 32.8 2,917 7.40 139.6 4.310 0.632 0.431 0.385 0.816
11623 2,208 43.0 5.92 4.531 3.67 382.5 33.1 2,911 7.40 140.2 4.350 0.636 0.427 0.384 0.811
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Experimental flow properties for the Campaign 1, φ = 0.8, H2/H2 condition, continued
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11624 2,206 43.6 6.11 4.541 3.73 383.7 33.6 2,913 7.40 142.4 4.406 0.645 0.422 0.377 0.799
11625 2,203 44.0 6.33 4.540 3.77 383.9 33.9 2,913 7.40 143.9 4.448 0.652 0.418 0.372 0.790
11626 2,217 45.0 6.00 4.609 3.88 391.0 34.3 2,933 7.38 147.5 4.471 0.663 0.412 0.367 0.779
11627 2,203 44.8 6.10 4.560 3.86 386.3 34.5 2,919 7.39 147.0 4.515 0.664 0.410 0.366 0.776
11628 2,203 44.5 6.12 4.554 3.83 385.8 34.3 2,917 7.39 145.9 4.491 0.660 0.412 0.366 0.778
11629 2,212 44.4 6.08 4.578 3.84 388.4 34.2 2,924 7.38 146.0 4.461 0.659 0.414 0.367 0.781
11630 2,219 43.5 4.95 4.576 3.77 388.3 33.5 2,923 7.38 143.0 4.372 0.646 0.421 0.377 0.798
11631 2,193 42.9 6.12 4.486 3.71 379.6 33.7 2,898 7.40 141.4 4.432 0.644 0.422 0.375 0.797
11632 2,200 43.3 6.11 4.513 3.75 382.5 33.8 2,905 7.39 142.7 4.437 0.648 0.420 0.375 0.795
11633 2,180 42.5 6.20 4.435 3.67 375.0 33.8 2,883 7.41 140.5 4.465 0.643 0.424 0.377 0.801
11634 2,201 42.4 6.20 4.497 3.69 381.3 33.4 2,901 7.39 140.4 4.381 0.638 0.428 0.379 0.807
11635 2,193 42.6 6.03 4.476 3.70 379.4 33.7 2,895 7.39 141.0 4.425 0.643 0.424 0.380 0.804
11636 2,203 44.0 6.08 4.540 3.84 386.0 34.3 2,913 7.38 145.6 4.485 0.659 0.414 0.366 0.780
11637 2,201 43.2 6.11 4.516 3.77 383.7 34.0 2,906 7.38 143.4 4.446 0.651 0.419 0.372 0.791
11638 2,179 42.7 6.28 4.438 3.72 376.1 34.1 2,884 7.39 141.9 4.499 0.649 0.418 0.370 0.789
11639 2,203 43.3 6.81 4.613 3.80 385.0 34.1 2,908 7.37 144.0 4.604 0.653 0.417 0.370 0.787
11640 2,198 43.1 6.24 4.503 3.78 383.0 34.0 2,902 7.38 143.4 4.457 0.652 0.419 0.370 0.790
11641 2,201 43.7 6.27 4.529 3.84 385.7 34.4 2,909 7.37 145.5 4.489 0.660 0.413 0.366 0.780
11642 2,204 43.1 6.22 4.520 3.79 385.1 34.0 2,907 7.37 143.7 4.443 0.652 0.419 0.373 0.792
11643 2,191 42.5 6.41 4.469 3.74 380.1 33.9 2,892 7.38 141.9 4.451 0.647 0.422 0.376 0.798
11644 2,204 42.8 6.26 4.516 3.78 385.0 33.9 2,905 7.37 143.1 4.429 0.650 0.420 0.374 0.794
11645 2,203 42.4 6.41 4.503 3.76 383.9 33.8 2,901 7.37 142.2 4.414 0.646 0.424 0.378 0.802
11646 2,179 43.5 6.05 4.458 3.84 379.7 34.9 2,889 7.37 145.7 4.580 0.665 0.409 0.366 0.775
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Experimental flow properties for the Campaign 1, φ = 0.8, H2/H2 condition, continued
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11647 2,206 43.4 6.07 4.536 3.86 387.6 34.4 2,911 7.36 145.6 4.475 0.660 0.413 0.366 0.779
11648 2,218 43.7 6.39 4.580 3.90 392.0 34.3 2,923 7.35 146.7 4.453 0.662 0.411 0.367 0.778
11649 2,203 43.5 6.26 4.529 3.88 387.2 34.6 2,908 7.36 146.4 4.505 0.664 0.410 0.370 0.780
11650 2,203 42.8 6.33 4.512 3.82 385.7 34.2 2,904 7.36 144.2 4.458 0.655 0.415 0.372 0.786
11651 2,206 42.0 6.50 4.500 3.76 384.7 33.7 2,900 7.36 141.8 4.396 0.645 0.423 0.378 0.801
11654 2,204 42.8 6.46 4.514 3.85 386.7 34.3 2,904 7.35 144.8 4.468 0.658 0.414 0.373 0.787
11656 2,193 41.3 6.64 4.445 3.71 380.2 33.7 2,885 7.36 140.3 4.411 0.641 0.425 0.382 0.807
11659 2,203 41.8 6.28 4.486 3.78 384.8 34.0 2,896 7.35 142.4 4.420 0.649 0.420 0.377 0.796
Mean 2,206 43.5 6.06 4.482 3.73 383.6 33.6 2,912 7.40 142.3 4.408 0.645 0.422 0.377 0.800
Std Dev 11 0.8 0.30 0.047 0.09 3.9 0.7 14 0.03 2.5 0.075 0.012 0.007 0.008 0.014
% 0.5 1.8 4.9 1.0 2.4 1.0 1.9 0.5 0.4 1.7 1.7 1.8 1.7 2.0 1.8
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B.2 Campaign 2
Table B.12: Experimental flow properties for all Campaign 2 conditions
Case SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
UF 2,253 44.9 5.91 4.715 3.64 393.5 31.9 2,964 7.43 140.0 4.181 0.623 – – –
He/He 2,261 45.7 6.92 4.759 4.39 418.5 36.4 2,970 7.25 160.3 4.571 0.712 0.411 0.367 0.778
He/H2 2,239 44.1 7.01 4.653 4.20 407.3 35.8 2,940 7.27 154.7 4.540 0.694 0.423 0.395 0.818
H2/He 2,242 44.0 7.07 4.658 4.19 407.9 35.6 2,942 7.27 154.1 4.518 0.691 0.447 0.383 0.830
H2/H2 2,239 43.8 6.98 4.646 4.17 406.6 35.6 2,939 7.27 153.6 4.518 0.690 0.446 0.399 0.845
He/He 2,259 44.7 7.05 4.728 4.28 415.2 35.7 2,961 7.25 156.7 4.507 0.698 0.523 0.477 1.000
He/H2 2,232 43.4 7.18 4.613 4.13 403.1 35.5 2,929 7.28 152.2 4.519 0.686 0.534 0.508 1.042
H2/He 2,228 43.4 7.04 4.602 4.12 401.9 35.5 2,926 7.28 152.1 4.529 0.686 0.564 0.488 1.052
H2/H2 2,241 44.3 7.06 4.686 4.23 408.4 35.9 2,943 7.27 155.4 4.549 0.696 0.548 0.492 1.041
All 2,240 44.1 7.05 4.660 4.20 407.6 35.8 2,941 7.27 154.7 4.537 0.694 – – –
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Table B.13: Experimental flow properties for the Campaign 2, unfuelled condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11580 2,242 47.0 5.97 4.732 3.78 394.6 33.1 2,970 7.44 145.9 4.340 0.648 – – –
11581 2,223 45.0 5.78 4.628 3.60 384.4 32.3 2,941 7.46 139.8 4.280 0.627 – – –
11594 2,292 42.8 5.96 4.784 3.53 401.6 30.2 2,982 7.39 134.2 3.920 0.594 – – –
Mean 2,253 44.9 5.91 4.715 3.64 393.5 31.9 2,964 7.43 140.0 4.180 0.623 – – –
Std Dev. 29 1.7 0.09 0.065 0.11 7.1 1.2 17 0.03 4.8 0.180 0.022 – – –
% 1.3 3.8 1.5 1.4 2.9 1.8 3.9 0.6 0.4 3.4 4.4 3.6 – – –
Table B.14: Experimental flow properties for the Campaign 2, φ = 0.8, He/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11753 2,261 45.7 6.92 4.759 4.39 418.5 36.4 2,970 7.25 160.3 4.571 0.712 0.411 0.367 0.778
Table B.15: Experimental flow properties for the Campaign 2, φ = 0.8, He/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11758 2,244 45.6 7.12 4.705 4.36 412.9 36.6 2,955 7.26 160.1 4.629 0.714 0.410 0.381 0.791
11764 2,257 44.7 7.01 4.724 4.29 414.8 35.8 2,960 7.25 156.9 4.515 0.699 0.420 0.393 0.814
11777 2,235 42.7 7.06 4.605 4.06 402.3 35.0 2,927 7.28 149.7 4.455 0.675 0.436 0.406 0.842
11790 2,220 43.4 6.85 4.576 4.11 399.1 35.7 2,919 7.29 152.0 4.560 0.687 0.428 0.397 0.825
Mean 2,239 44.1 7.01 4.653 4.20 407.3 35.8 2,940 7.27 154.7 4.540 0.694 0.423 0.395 0.818
Std Dev. 14 1.2 0.10 0.063 0.13 6.7 0.6 18 0.01 4.0 0.064 0.015 0.010 0.009 0.019
% 0.6 2.6 1.4 1.4 3.0 1.6 1.7 0.6 0.2 2.6 1.4 2.1 2.2 2.3 2.3
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Table B.16: Experimental flow properties for the Campaign 2, φ = 0.8, H2/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11757 2,245 45.6 7.17 4.707 4.36 413.1 36.6 2,956 7.26 160.0 4.625 0.714 0.432 0.367 0.799
11763 2,242 43.5 7.09 4.648 4.15 406.8 35.3 2,939 7.27 152.7 4.488 0.685 0.450 0.385 0.835
11778 2,257 43.8 6.94 4.702 4.19 412.5 35.2 2,954 7.25 153.7 4.453 0.687 0.449 0.388 0.837
11791 2,224 42.8 7.08 4.576 4.06 399.1 35.3 2,919 7.29 150.2 4.507 0.679 0.457 0.391 0.848
Mean 2,242 44.0 7.07 4.658 4.19 407.9 35.6 2,942 7.27 154.1 4.518 0.691 0.447 0.383 0.830
Std Dev. 12 1.0 0.08 0.053 0.11 5.6 0.6 15 0.01 3.6 0.065 0.013 0.009 0.009 0.018
% 0.5 2.3 1.2 1.1 2.6 1.4 1.6 0.5 0.2 2.3 1.4 2.0 2.0 2.4 2.2
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Table B.17: Experimental flow properties for the Campaign 2, φ = 0.8, H2/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11742 2,268 45.8 7.01 4.785 4.40 421.3 36.3 2,977 7.24 160.7 4.549 0.712 0.416 0.377 0.793
11748 2,213 43.8 7.01 4.568 4.15 398.3 36.1 2,917 7.29 153.6 4.618 0.695 0.443 0.397 0.840
11749 2,248 43.7 7.13 4.671 4.17 409.2 35.3 2,945 7.26 153.3 4.477 0.686 0.449 0.403 0.852
11750 2,239 42.7 7.23 4.617 4.06 403.6 34.9 2,931 7.28 149.8 4.440 0.674 0.457 0.411 0.868
11751 2,253 43.9 7.00 4.691 4.20 411.4 35.4 2,951 7.26 154.0 4.472 0.688 0.446 0.401 0.846
11756 2,257 44.3 6.92 4.714 4.24 413.7 35.5 2,957 7.25 155.3 4.482 0.693 0.446 0.397 0.843
11761 2,255 44.6 6.96 4.713 4.27 413.7 35.8 2,957 7.25 156.4 4.514 0.698 0.441 0.403 0.843
11770 2,212 42.5 6.77 4.533 4.01 394.5 35.3 2,907 7.30 149.0 4.528 0.676 0.455 0.409 0.864
11773 2,245 43.9 6.59 4.667 4.19 408.8 35.5 2,944 7.26 154.1 4.506 0.690 0.447 0.397 0.843
11774 2,223 43.8 7.25 4.599 4.16 401.6 35.9 2,925 7.28 153.7 4.581 0.693 0.446 0.398 0.844
11776 2,223 43.1 7.14 4.579 4.08 399.5 35.4 2,920 7.29 151.0 4.526 0.682 0.453 0.404 0.858
11788 2,238 44.2 6.93 4.652 4.21 407.2 35.9 2,940 7.27 155.1 4.553 0.696 0.444 0.394 0.838
11789 2,233 43.1 6.85 4.611 4.10 402.9 35.3 2,929 7.28 151.3 4.493 0.681 0.455 0.401 0.856
Mean 2,239 43.8 6.98 4.646 4.17 406.6 35.6 2,939 7.27 153.6 4.518 0.690 0.446 0.399 0.845
Std Dev. 17 0.8 0.18 0.068 0.10 7.1 0.4 19 0.02 2.9 0.047 0.010 0.010 0.008 0.018
% 0.8 1.9 2.5 1.5 2.3 1.8 1.0 0.6 0.2 1.9 1.0 1.4 2.2 2.0 2.1
Table B.18: Experimental flow properties for the Campaign 2, φ = 1.0, He/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11755 2,273 45.3 7.03 4.790 4.36 421.2 35.8 2,977 7.24 158.8 4.500 0.704 0.518 0.473 0.991
11768 2,245 44.1 7.08 4.670 4.21 409.2 35.7 2,945 7.26 154.6 4.520 0.693 0.528 0.481 1.009
Mean 2,259 44.7 7.05 4.728 4.28 415.2 35.7 2,961 7.25 156.7 4.507 0.698 0.523 0.477 1.000
Std Dev. 14 0.6 0.03 0.057 0.07 6.0 0.1 16 0.01 2.1 0.010 0.006 0.005 0.004 0.009
% 0.6 1.3 0.4 1.2 1.7 1.5 0.3 0.5 0.2 1.3 0.2 0.8 0.9 0.8 0.9
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Table B.19: Experimental flow properties for the Campaign 2, φ = 1.0, He/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11765 2,230 44.4 7.22 4.632 4.22 405.1 36.2 2,935 7.27 155.7 4.597 0.700 0.523 0.497 1.020
11779 2,230 43.8 7.13 4.618 4.16 403.6 35.8 2,931 7.28 153.5 4.553 0.691 0.531 0.502 1.033
11792 2,235 42.0 7.20 4.588 3.99 400.6 34.5 2,923 7.28 147.5 4.407 0.666 0.548 0.525 1.074
Mean 2,232 43.4 7.18 4.613 4.13 403.1 35.5 2,929 7.28 152.2 4.519 0.686 0.534 0.508 1.042
Std Dev. 3 1.0 0.04 0.018 0.10 1.9 0.7 5 0.00 3.5 0.081 0.015 0.011 0.012 0.023
% 0.1 2.3 0.5 0.4 2.4 0.5 1.9 0.2 0.1 2.3 1.8 2.1 2.0 2.5 2.2
Table B.20: Experimental flow properties for the Campaign 2, φ = 1.0, H2/He condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11766 2,221 44.3 7.05 4.601 4.20 401.9 36.2 2,926 7.28 155.2 4.622 0.700 0.550 0.476 1.026
11780 2,234 43.2 7.04 4.614 4.10 403.2 35.3 2,930 7.28 151.3 4.492 0.682 0.566 0.490 1.056
11793 2,229 42.5 6.93 4.581 4.03 399.8 35.0 2,921 7.29 149.1 4.466 0.673 0.577 0.497 1.074
11795 2,230 43.5 7.16 4.611 4.14 402.8 35.6 2,929 7.28 152.6 4.534 0.688 0.564 0.487 1.050
Mean 2,228 43.4 7.04 4.602 4.12 401.9 35.5 2,926 7.28 152.1 4.529 0.686 0.564 0.488 1.052
Std Dev. 5 0.6 0.08 0.013 0.06 1.3 0.5 4 0.00 2.2 0.059 0.010 0.010 0.008 0.017
% 0.2 1.5 1.2 0.3 1.5 0.3 1.3 0.1 0.0 1.4 1.3 1.4 1.7 1.6 1.6
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Table B.21: Experimental flow properties for the Campaign 2, φ = 1.0, H2/H2 condition
Shot SS Pstag PSR Hstag P∞ T∞ ρ∞ U∞ M∞ q∞ Re∞ m˙air φHC φLC φ
– m s−1 MPa 10−3 MJ kg−1 kPa K g m−3 m s−1 – kPa 106 m−1 kg s−1 – – –
11744 2,235 44.7 7.13 4.655 4.26 407.5 36.2 2,941 7.27 156.7 4.597 0.703 0.537 0.469 1.006
11747 2,238 45.2 7.06 4.677 4.31 409.9 36.5 2,947 7.26 158.5 4.622 0.710 0.533 0.480 1.012
11759 2,259 44.5 6.87 4.723 4.26 414.7 35.6 2,960 7.25 156.1 4.494 0.696 0.541 0.488 1.029
11760 2,241 45.0 7.05 4.682 4.29 410.4 36.3 2,949 7.26 157.7 4.592 0.706 0.533 0.455 0.988
11762 2,248 43.7 7.19 4.669 4.17 409.1 35.3 2,945 7.26 153.2 4.478 0.686 0.546 0.499 1.045
11767 2,245 43.4 6.83 4.655 4.14 407.6 35.2 2,941 7.27 152.3 4.468 0.683 0.564 0.511 1.074
11769 2,243 44.2 7.27 4.667 4.21 408.8 35.7 2,944 7.26 154.9 4.529 0.694 0.556 0.509 1.064
11771 2,241 44.3 6.84 4.665 4.22 408.5 35.8 2,944 7.27 155.2 4.542 0.696 0.555 0.506 1.062
11772 2,261 44.9 7.26 4.739 4.30 416.4 35.8 2,964 7.25 157.4 4.511 0.700 0.551 0.498 1.049
11781 2,228 43.9 7.04 4.866 4.17 403.3 35.9 2,930 7.28 153.9 4.566 0.693 0.555 0.500 1.055
11794 2,208 43.8 7.17 4.550 4.14 396.4 36.2 2,912 7.29 153.3 4.635 0.695 0.560 0.502 1.062
Mean 2,241 44.3 7.06 4.686 4.23 408.4 35.9 2,943 7.27 155.4 4.549 0.696 0.548 0.492 1.041
Std Dev. 14 0.6 0.15 0.073 0.06 5.1 0.4 13 0.01 2.0 0.055 0.007 0.010 0.017 0.027
% 0.6 1.3 2.2 1.6 1.5 1.2 1.1 0.5 0.2 1.3 1.2 1.1 1.9 3.4 2.6
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Appendix C
Uncertainty Analysis
The purpose of this appendix is to determine the uncertainty in measured and derived quan-
tities. The uncertainties of experimental freestream, or tunnel nozzle exit, conditions are of
particular interest in this section, as detailed knowledge of their absolute values are necessary
to repeat or compare these experiments at other facilities or through numerical methods.
For the purpose used by the experimental campaigns in this thesis, absolute uncertainty is
not critical for comparisons within the same condition. Instead, it is more important that flow
conditions remain repeatable such that only the key variable (which in this thesis is the injected
gas) changes significantly.
This appendix follows the methodology and designations from [63], with various adjustments
discussed in detail in [58, 66].
C.1 Theory
For some quantity F and variables ψi such that
F ≡ f(ψ1,ψ2, ...) (C.1)
the uncertainty, δF , is a function of the uncertainties δψi:
δF =
√√√√∑
i
(
∂F
∂ψi
δψi
)2
. (C.2)
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If f is of the form:
f(ψ1,ψ2, ...) =
∏
i
ψnii (C.3)
then Eq. (C.2) simplifies to
δF
F
=
√√√√∑
i
(
ni
δψi
ψi
)2
. (C.4)
It is convenient to describe relative uncertainties, X, defined as
Xψ ≡ δψ
ψ
. (C.5)
Equation (C.2) can be re-arranged in terms of relative uncertainties, such that
XF =
√√√√∑
i
(
∂XF
∂Xψ,i
Xψ,i
)2
. (C.6)
This form of uncertainty is convenient, as it directly relates the relative uncertainty each derived
quantity F to each measured quantity ψ using relative sensitivities defined as
∂XF
∂Xψ,i
=
∂F
∂ψi
ψi,nom
Fnom
. (C.7)
The derivatives ∂F
∂ψi
are calculated by perturbing each ψ and creating a response surface for
each F , using the tools described in section Section 2.4.4. The response of each flow variable is
extremely linear in the local region around each experimental test condition, so the sensitivity
derivatives can be found using linear regression of the response surfaces.
This linear approximation introduces a typical standard error of regression (SER) of ∼1 % or
less. Variables that produced larger SER were the mass fraction of atomic nitrogen radical, YN,
and the radial velocity, Vr, both of which were assumed to be negligibly small and taken as zero
in further analysis. The uncertainty introduced by the SER of ∼1 % for typical variables has an
insignificant effect on total uncertainty, which is dominated by the relatively large uncertainties
of measured quantities, ψ.
Using these relative sensitivities, the nozzle exit quantities were determined for each shot using
the rearranged form of Eq. (C.7) given as
F = Fnom +
∑
i
∂XF
∂Xψ,i
∆Xψ,i (C.8)
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where
∆ψi = ψi − ψnom. (C.9)
Nominal values Fnom were taken at the mean experimental values of ψi,nom in Table 2.2.
C.2 Uncertainties in Measured Quantities
The uncertainties in directly measured quantities are given in Table C.1. The influence of shock
tube fill pressure and temperature uncertainties were found to be negligible, and so will not
be considered here. Their minimal influence is clearly apparent in the low sensitivity values in
Table B.1 from [66].
Table C.1: Assumed uncertainties in measured quantities.
Quantity ψ δψ
ψ
, %
Shock Speed SS 5
Stagnation Pressure Pstag 3.6
Pitot-Stagnation Pressure Ratio PSR 9.5
These values are similar to those stated in [59, 63, 66]. Further justification of these values are
given here:
• Shock Speed: As discussed by Mee [63], the primary cause of uncertainty in shock speed
is caused by attenuation of the shock speed as it travels down the shock tube. To address
this change of shock speed and its effect on resulting stagnation and nozzle exit conditions,
a conservative uncertainty of 5 % is used.
• Stagnation Pressure: Since the publication of [63], the two pressure transducers in the
nozzle supply region have been upgraded. As such, an uncertainty of 3.6 % was determined
for each gauge, or 2.5 % if the average of both was used [59]. Whilst the average was used
where possible, the extreme conditions in the stagnation region regularly resulted in only
one transducer operating for many shots. As such, the conservative estimate of 3.6 % was
used for all conditions.
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• Pitot-Stagnation Pressure Ratio: The pitot pressure has traditionally been the third pa-
rameter to examine uncertainty in flow variables [59,63,66]. This is because the previous
methods of using NENZF and ESTC-j would relax the nozzle exit conditions to the
measured pitot pressure. NENFZR, however, produces a fixed axisymmetric numerical
solution. An effective relaxation process was included by adjusting the nozzle throat
radius, as discussed in Section 2.4.4. Since the throat radius does not produce a linear
response in nozzle exit parameters, a more appropriate representation of the nozzle geom-
etry is the pitot to stagnation ratio. The uncertainty of which is conservatively estimated
as XPSR =
√
X2P ,Stag +X
2
P ,Pitot. XP ,Pitot was taken from [59,66] as 8.8 %.
C.3 Derived Quantity Sensitivities
Following the process described in Appendix C.1, the sensitivities for each flow quantity were de-
termined. The sensitivities of freestream, or nozzle exit, properties are provided in Tables C.2a
and C.2b. These sensitivities agree well with those in [59,66].
In general, the sensitivities of derived properties to the measured quantities is consistent across
the two campaigns, and especially for the larger sensitivities. When a property is relatively
insensitive to a measured quantity, the regression procedure produced larger uncertainties in
the sensitivity values. One clear example is the freestream pressure, P∞, which is more sensitive
to both Pstag and PSR than SS. For Campaign 1, the sensitivity value
∂XP∞
∂XSS
was found to
vary significantly over the range examined, hence the very different value than in Campaign 2.
However, these values were always less sensitive to SS than the other measured input values,
which dominated the final uncertainty values.
The resulting uncertainties in the freestream properties were then found by substituting the
values from Tables C.1, C.2a and C.2b into Eq. (C.6), producing the final values in Table C.3.
The sensitivities for the effective flight conditions are given in Tables C.4a and C.4b, producing
the final uncertainties in Table C.5.
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Table C.2: Sensitivities of Nozzle exit quantities relative to input variables.
(a) Campaign 1
F ∂XF
∂XSS
∂XF
∂XPstag
∂XF
∂XPSR
Hs 1.458 0.236 0.000
P∞ 0.387 1.055 1.358
ρ∞ −1.304 0.783 0.979
T∞ 1.694 0.282 0.392
U∞ 0.635 0.105 −0.018
M∞ −0.208 −0.035 −0.212
Qm,∞ −0.674 0.885 0.959
(b) Campaign 2
F ∂XF
∂XSS
∂XF
∂XPstag
∂XF
∂XPSR
Hs 1.462 0.234 0.000
P∞ 0.560 1.060 1.442
ρ∞ −1.233 0.781 1.004
T∞ 1.777 0.283 0.386
U∞ 0.642 0.105 −0.018
M∞ −0.236 −0.034 −0.199
Qm,∞ −0.587 0.884 0.984
Table C.3: Relative uncertainty in nozzle exit properties.
F XF , %
Hs 7.4
P∞ 14.5
ρ∞ 11.7
T∞ 9.7
U∞ 3.2
M∞ 2.3
Q∞ 10.3
222
C.3 Derived Quantity Sensitivities
Table C.4: Sensitivities of flight equivalent properties relative to input variables.
(a) Campaign 1
F ∂XF
∂XSS
∂XF
∂XPstag
∂XF
∂XPSR
Mfl 0.620 0.137 0.013
qfl −2.225 0.546 0.338
hfl 0.717 −0.056 −0.064
θfl 2.438 0.495 0.836
(b) Campaign 2
F ∂XF
∂XSS
∂XF
∂XPstag
∂XF
∂XPSR
Mfl 0.630 0.137 0.015
qfl −2.027 0.584 0.397
hfl 0.674 −0.063 −0.073
θfl 2.237 0.427 0.728
Table C.5: Relative uncertainty in flight equivalent properties.
F XF , %
Mfl 3.2
qfl 11.7
hfl 3.6
θfl 14.7
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C.4 Uncertainties in Fuelling Condition
Following the procedure set out in Appendix C.1, the uncertainty in the fuelling condition was
found. In this case, the key sources of uncertainty were within the calibration of the fuelling
system through the discharge coefficient, α (see Section 2.5), and the air mass flux, Qm, inf .
Since the discharge coefficient,
α =
(PLT,f − PLT,i)VLT
R TLT P
γ−1
2γ
LT,i
∫
P
γ+1
2γ
Pl dt
,
repeated from Eq. (2.6) is of the form in Eq. (C.3), Eq. (C.4) can be applied. The relative
uncertainty in α is thus
X2α =
(
δ(PLT,f − PLT,i)
PLT,f − PLT,i
)2
+X2V ,LT +X
2
T ,LT
+
(
γ − 1
2γ
XP ,LT
)2
+
(
γ + 1
2γ
XP ,Pl
)2 (C.10)
The relative uncertainties are given in Table C.6. These values have been taken from [66].
Table C.6: Relative uncertainty in measured fuelling quantities.
ψ Xψ, %
PLT 2
TLT 2
VLT 3
PPl 3
It is important to highlight the first term in Eq. (C.10). Although simplistically one may
consider the uncertainty to be found using
δ(PLT,f − PLT,i) =
√
δPLT,f
2 + δPLT,i
2, (C.11)
one must consider the difference between the systematic and random errors introduced in this
case.
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C.4 Uncertainties in Fuelling Condition
The two Ludwieg tubes had different pressure transducers, such that the uncertainty in the
primary, PLT, and oxygen, OXY, Ludwieg tube pressures were given by
δPPLT,i = δPPLT,f = 1 kPa (C.12)
and
δPOXY,i = δPOXY,f = 6 kPa (C.13)
respectively.
The Ludwieg tube pressure transducer is very stable and produces almost negligible random
error. The systematic error, however, is considerable, and arises from uncertainty in calibration
values and thermal variation. These errors will change over time, however within the timeframe
of a calibration test ( 1 s) they remain constant.
The uncertainties were therefore taken as the smallest division on each of the measuring devices.
These values from Eqs. (C.12) and (C.13) were then substituted into Eq. (C.11).
Combining the uncertainties in Table C.6 and Eqs. (C.12) and (C.13) with Eq. (C.10), the
uncertainty in a single calibration of α was found. Since the uncertainty in α is much larger
than the variation over the range of PPl investigated, the calibration effectively produces a mean
value α.
Table C.7: Relative uncertainty in derived fuelling properties.
F XF ,PLT XF ,OXY
α 4.5 6.3
α 1.4 1.9
m˙f 2.9 3.2
φ 10.7 10.8
Table C.7 shows that the uncertainty in mass flow rate, m˙f , is very similar for both Ludwieg
tubes at ∼3 %. The difference between uncertainty in H2 and He injection has a negligible
influence on the final uncertainty, and so it not shown here, see Fig. 2.16.
The relative uncertainty in equivalence ratio, Xφ = 10.8 %, is clearly dominated by the uncer-
tainty in air mass flux, shown in Table C.3 to be XQ,m = 10.3 %. Uncertainty due to calibration
of the fuel systems, therefore, is almost negligible compared to that of Pstag and PSR.
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C.5 Uncertainties in Pressure Distributions
It is therefore recommended that if minimising uncertainty in test conditions becomes a priority,
time should be spent to reduce uncertainty in:
• Pstag: By ensuring both stagnation pressure transducers are consistently reliable.
• PSR: By examining in detail the central region of the core flow in pitot rake measure-
ments and resolving issues between measured pitot pressures and numerical values from
NENZFR.
C.5 Uncertainties in Pressure Distributions
As discussed in great detail in [58], one must consider the pressure trace over each shot as
an individual measurement. Although the data acquisition system produced 500 data points
per transducer within a typical test time, it is the mean value that must be used to compare
between different fuelling conditions. As such, the uncertainty of this mean value is not reduced
by the averaging process. Instead the typical uncertainty sources (calibration, bias, etc.) apply
to this averaged value.
However, this thesis is primarily interested in comparing pressure distributions at the same
tunnel flow properties, but with different fuelling conditions. The final goal of this section is
to find the uncertainty of thermal compression pressure rise, given by
∆P (TC) = ∆P (H2/H2)− (∆P (He/H2) + ∆P (H2/He)), (C.14)
which can be rearranged, noting that ∆P (HC/LC) = P (HC/LC)− P (He/He), to produce
∆P (TC) = P (H2/H2) + P (He/He)− P (He/H2)− P (H2/He). (C.15)
The uncertainty is thus
(δ∆P (TC))2 = (δP (H2/H2))
2 + (δP (He/He))2 − (δP (He/H2))2 − (δP (H2/He))2. (C.16)
Similar to the argument in Appendix C.4, the uncertainty in Eq. (C.16) is due only to random
error encountered between shots, and not the systematic uncertainty in pressure gauge calibra-
tions. As such, the uncertainty is found by examining the variance of pressure distributions
around the weighted means.
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C.5 Uncertainties in Pressure Distributions
As discussed in Section 2.6, the reliability of a transducer’s pressure value within a particular
shot was weighted by the inverse of the relative variance within the test time, w =
(
σ
P
)−2
. Thus
the pressure value of a transducer i was averaged over each test j according to
Pi =
1∑
j wi,j
∑
j
wi,jPi,j. (C.17)
The variance over the test time is not necessarily a meaningful measure of the uncertainty for
each test, but is a good way of removing erroneously noisy sensors caused by poor physical
conditions, such as connection issues.
The uncertainty of a mean, µ, of some property, F , is traditionally related to the sample
variance, σs, by applying the t-distribution. The distribution is designated A ≡ f(ν, p), for ν
degrees of freedom and confidence interval, p, such that
Pr
(
F − A σs√
n
< µ < F + A
σs√
n
)
= p. (C.18)
For a two-sided 95 % confidence interval, A → 1.96 for large ν, i.e. for a large number of
samples. For 10 tests, ν = 9 and A(9, 0.95) = 2.3. This method was used when there were
more than four tests for a particular condition, such as the H2/H2 case in Fig. 3.19.
Unfortunately, testing in hypersonic shock tunnels is prohibitively expensive and the number
of repeats of each condition is kept as low as possible, and typically only three tests are taken
at each condition. The t-distribution is therefore not an appropriate method of determining
uncertainty in shot variability for conditions with a small number of repeats.
Instead, it is noted in [81] that for a number of samples n ≤ 4, an appropriate estimate of the
uncertainty of the mean, σF is given simply by
σF ≈
1
n
∑
j
∣∣F − F ∣∣. (C.19)
Applying Eq. (C.19) to the weighted mean in Eq. (C.17) produces
σP ,i ≈ 1∑
j wi,j
∑
j
[
wi,j
∣∣F − F ∣∣] (C.20)
The 95 % confidence interval δP = 1.96σP ,i is then used in Eq. (C.16).
227
C.5 Uncertainties in Pressure Distributions
The final averaged thermal compression metrics have large uncertainties, of the order of 30 %. In
[81], Squires comments that “A better estimate of the error is obtained by more measurements,
not more arithmetic.” However, obtaining the thermal compression metric requires testing four
different fuelling conditions for each equivalence ratio, so obtaining higher levels of statistical
precision quickly becomes financially impossible. Given that two additional repeats for each
test, for two equivalence ratios increases the number of tests to a total of 24, obtaining any
more repeat shots was deemed impractical.
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Appendix D
Combustion in the Low Compression Side
The purpose of this appendix is to analyse combustion in the LC half of the combustor. As
mentioned in Section 3.5, there is the possibility that unburnt fuel from the HC injectors in the
H2/He case accounts for the difference in combustion on the LC side between the He/H2 and
H2/H2 cases. This appendix examines how much of this additional combustion in the numerical
simulations is due to fuel originating from the LC injectors.
The distributions of fuel from HC and LC injectors for the H2/He case are shown in Fig. D.1.
It is clear that a significant amount of HC fuel resides unburnt in the LC half at the end of the
combustor. Note that all fuel near the LC wall originated from the LC injectors.
The fuel mass flow rates from each pair of injectors in both halves of the engine at the combustor
exit are shown in Table D.1. It is assumed that a negligible amount of the fuel from the LC
injectors resides in the HC half of the engine at this point. This assumption is justified by the
fact that in the He/H2 case, there is only 0.2 g s
−1 of hydrogen on the HC side, and 9× 10−4 g s−1
in the H2/He case. It is expected that the H2/H2 case would follow the H2/He case, as the
He/H2 case does not provide pressure on the HC side to keep fuel on the LC side.
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Table D.1: Simulated mass flow rates of fuel, m˙f , at the combustor exit, x = 560 mm, in g s
−1.
Region
Fuel from injectors LC HC Total
LC 3.97 0.00 3.97
HC 1.11 3.33 4.44
Total 5.09 3.33 8.42
Figure D.1: Distribution of fuel mass flux, Qf , for each pair of injectors, from numerical simulation
of the H2/He case for Campaign 2, φ = 0.8. Constant lines of Qf,LC are also included.
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Figure D.2: Consumption of fuel from LC injectors. Contours of QH2O from the H2/H2 case are
presented, overlaying lines of constant Qf,LC from the H2/He case for Campaign 2, φ = 0.8.
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The simulated mass flow rates of water are shown in Table D.2. The He/H2 and H2/He cases
represent the water produced from LC and HC injectors without interaction with combustion
from the other half, i.e. due to thermal compression. Of particular interest to this analysis is
the difference between cases shown in the TC case, in the LC half of the engine. This represents
the water produced in the LC half for the H2/H2 in addition to that from both He/H2 and
H2/He cases combined. Note that there is no water in the HC half of the engine for the He/H2
case, thus all water from combustion of LC fuel is expected to remain on the LC side for the
H2/H2 case.
Table D.2: Simulated mass flow rates of water, m˙H2O, in the LC half at the combustor exit in g s
−1.
Region
Case LC HC Total
He/H2 12.2 0.0 12.2
H2/He 3.5 16.7 20.2
H2/H2 24.8 19.5 44.3
TC 9.1 2.8 11.9
Table D.3 shows the mass flow rates of water for a variety of situations. The maximum water
production is calculated assuming that all mixed fuel (i.e. limited by ηm) in the LC half from
each pair of injectors completes combustion. The remaining water is the difference between
these maximum values and those calculated for the LC half in Table D.2. For example, the
remaining available water from HC injectors, 6.5 g s−1, is calculated by taking the simulated
value, 3.5 g s−1 from the H2/He case, from the maximum value, 10.0 g s
−1.
Table D.3: Maximum, remaining and additional mass flow rates of water, m˙H2O, in the LC half at
the combustor exit in g s−1.
Fuel from injectors
Case LC HC Total
ηm = 1.0 Maximum 35.5 10.0 45.5
Remaining 23.3 6.5 20.7
Additional 2.7 6.5 9.1
ηm = 0.7 Maximum 25.0 7.0 32.0
Remaining 12.8 3.5 7.2
Additional 5.6 3.5 9.1
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As an extremely conservative estimate, fuel from HC injectors is assumed to combust to comple-
tion, producing all the available “remaining” water. The additional fuel total is the additional
water flow rate marked “TC” in Table D.2. Finally, the difference between this total and water
produced from HC injectors provides a conservative estimate of the amount of remaining fuel
from LC injectors that combusts between the He/H2 and H2/H2 cases.
Thus if all of the fuel from HC injectors in the LC half combusts to completion, an additional
2.7 g s−1 of water is produced from LC fuel due to thermal compression. Alternatively, if the
fuel-air mixing is considered such that combustion is limited to ηc = ηm = 0.7, an additional
5.6 g s−1 is produced. This corresponds to an additional combustion efficiency of 3.6 % and
7.5 % respectively, relative to total fuel injected through all injectors.
This is a very conservative method that nonetheless shows that a significant proportion of the
increase in combustion efficiency must be due to fuel from LC injectors. Figure D.2 shows that
the water production in the LC half initiates at the LC wall. Whilst fuel from the HC injectors
does enter the LC half of the engine, the fuel in this region is primarily from LC injectors.
Thus assuming combustion is limited to ηm = 0.7, at least 61.6 % of the additional water
produced due to thermal compression on the LC side is from the LC injectors. This corresponds
to a minimum of 24.1 % of the remaining, unburnt fuel from LC injectors in the He/H2 case
combusted due to thermal compression when HC combustion was enabled.
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Appendix E
Optical Depth
In optical diagnostic methods, there is a concern that emission from key species is absorbed en
route to the detector. The key parameter for this case is the optical depth, defined as
τ = kνl (E.1)
where kν is the absorption coefficient and l is the length of absorbing material through which
a signal passes.
In an ideal scenario, all probed emission reaches the detector, requiring the condition τ  1. In
this case, the flow is considered to be optically thin. For τ  1, the flow is considered optically
thick, and emission lines are weaker and broadened. The inverse of absorption coefficient, 1/kν ,
can be considered to be a mean free path of a photon [38].
For a collimated beam passing through an absorbing gas, the decrease in spectral flux is given
by
−∆I = I(ν)δx
∫
line
kνdν (E.2)
with ∫
line
kνdν = n1B12
hν0
c
. (E.3)
In Eq. (E.3), n1 is the population density of gas species in the lower energy state (ready to
absorb incoming radiation), B12 is the Einstein coefficient of absorption, and ν0 is the line
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frequency. The resultant intensity after absorption through a homogeneous layer of thickness l
is thus
Iν
Iν(0)
= e−kν l. (E.4)
The peak value of absorption coefficient can be then be found assuming the absorption line is
gaussian with linewidth ∆ν. For the purposes of this analysis, the linewidth is dominated by
doppler broadening, such that
δνD = 7.16× 10−7ν0
√
T
M
(E.5)
where T is the temperature in Kelvin, M is the molecular weight in g mol−1. For, λ = 310 nm
with an absorbing medium of OH, M = 17, at T ≈ 2000 K, the resulting Doppler broadened
frequency width is δνD = 7.5× 109 Hz.
Further expanding on Eq. (E.3), the number density of species in the lower state can be ex-
pressed as
n1 =
n1
nT
ρYOHNA
MOH
(E.6)
where n1/nT is the fraction of population in the lower state, ρ is the gas density, YOH is the
OH mass fraction, NA is Avogadro’s number, and MOH is the molar mass of OH. Table E.1
shows the values of these key parameters for a typical region of high OH concentration from
the numerical simulations.
It is assumed that the absorption line is of a Gaussian profile:
kν =
A√
2σ2pi
exp
(
−(ν − ν0)
2
2σ2
)
(E.7)
where the integral becomes ∫
line
kνdν = A. (E.8)
Thus the maximum absorption coefficient is
kν,max = kν(ν0) =
∫
line
kνdν√
2σ2pi
. (E.9)
For a Gaussian profile, a FWHM of δνD = 7.5× 109 Hz corresponds to a standard deviation
σ = 3.2× 109 Hz. Therefore kν(ν0) = 1.5 mm−1. Since the thickness of the OH layer is
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Table E.1: OH absorption properties, data typical of values found in numerical simulation of H2/H2
case for Campaign 2, φ = 0.8.
Quantity Units Value
n1/nT – 0.038
ρ kg m−3 0.15
YOH – 0.025
NA mol
−1 6.02× 1023
MOH kg mol
−1 0.017
n1 m
−3 5.0× 1021
B12 m
3 J−1 s−2 1.14× 1018
λ nm 310
ν0 Hz 9.67× 1014
h m2 kg s−1 6.63× 10−34
c m s−1 3.00× 108∫
line
kνdν m
−1 Hz 1.2× 1013
approximately l ≈ 5 mm, the optical depth and relative intensity are given by
τ > 7.7
and
Iν(5 mm)
Iν(0)
= 4.6× 10−4.
respectively.
Figure E.1 shows contours of kν(ν0) throughout the engine. In regions of high YOH, i.e. towards
the rear of the combustor, the absorption coefficient is consistently kν(ν0) ≈ 1 mm−1. Since the
thickness of the OH sheet is greater than 1 mm, the optical depth is τ > 1 towards the rear of
the combustor. Since τ > 1, the flow cannot be considered as optically thin.
As such, only emission from the OH surface is expected to reach the detector. Any emission
from more than l ≥ 1 mm beneath the surface of OH is likely to be absorbed.
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Figure E.1: Contours of kν(ν0) from the H2/H2 case for Campaign 2, φ = 0.8.
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