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We study the interplay between interactions and finite temperature dephasing baths. We consider a double
well with strongly interacting bosons coupled, via the density, to a bosonic bath. Such a system, when the bath
has infinite temperature and instantaneous decay of correlations, relaxes with an emerging algebraic behavior
with exponent 1/2. Here we show that, because of the finite temperature baths and of the choice of spectral
densities, such an algebraic relaxation may occur for a shorter duration and the characteristic exponent can be
lower than 1/2. These results show that the interaction-induced impeding of relaxation is stronger and more
complex when the bath has both finite temperature and/or non-zero time scale for the decay of correlations.
I. INTRODUCTION
The study of the effects of the environment on quantum sys-
tems is important for the development of future technologies.
In recent years, a number of works have focused on various
research directions. One example is the study of how one can
engineer the bath to prepare interesting/useful quantum states
[1–6]. Another example is the study of how one can protect
the system from the environment, for instance using external
factors, e.g. drivings [7], or thanks to intrinsic properties of
the system which make it more resistant against the bath [8–
11]. In Ref. [8–10, 12, 13], it was stressed that interesting
physics emerges not only in the steady state, but also in the
transient dynamics towards the steady state. In fact, in Ref.
[8], it was shown that a strongly interacting double-well sys-
tem with enough bosons shows a power-law relaxation regime
when coupled to a bath via dephasing, a phenomenon re-
ferred to as interaction-induced impeding. In Ref. [9], the
authors showed also the emergence of a stretched exponen-
tial regime, and in [10] they showed the emergence of aging
[14]. These results were obtained both numerically and an-
alytically. In particular, by using the “adiabatic-elimination”
technique [8, 15], one could show that these dynamics can be
described by classical anomalous diffusion equations. Since
then, the adiabatic elimination approach has been used to gain
deeper insights for various many-body open quantum system
[9–12, 16–18]. Complex relaxation dynamics have been ob-
served also in dissipative Rydberg atoms setups which can be
modeled by systems with kinetic constraints, both in theory
[19, 20] and experiments [21–23].
Previous works studying the effect of dephasing on many-
body quantum systems relied on the fact that the master equa-
tion would drive the system towards the infinite temperature
state [8–11, 18]. Hence, for however weak the coupling be-
tween the system and the bath was, it would always be possi-
ble to eventually heat up the system such that all the possible
configurations of atoms or spins would become equally proba-
ble. Considering a strongly interacting system with many par-
ticles, for this infinite-temperature approach to be valid, one
would need temperatures larger than any energy difference in
the system. It is thus important to study how such relaxation
dynamics would be affected by considering finite temperature
baths, and also examine the effect of structured baths. This is
the aim of this work. In the following we will show that at
finite temperatures and/or for spectral densities with a finite
range of frequencies, the duration of the algebraic regime can
be significantly shortened, and the exponent may change to a
smaller value. For the description of the effects of the environ-
ment on the system we have used a Redfield master equation
[24], which was recently also used to tackle many-body quan-
tum systems [25], showing accurate dynamics as compared to
numerical exact approaches [26, 27].
This manuscript is structured in the following way: In Sec.
II we describe in detail the model studied, with particular em-
phasis on how we consider the effects of dissipation in Sec.
II B. In Sec. III we present our results on the relaxation dy-
namics of the system as a function of the temperature of the
bath and its spectral properties. In Sec. IV we draw our con-
clusions.
II. MODEL
We study a deep double-well potential in which each site is
coupled to a finite temperature bosonic bath. We take the total
Hamiltonian Hˆtot, which includes both the system and bath,
to be time-independent, and in particular to have the generic
form
Hˆtot = HˆS +
∑
i
(HˆBi + SˆiBˆi), (1)
where HˆS is the Hamiltonian of the system under consider-
ation, HˆBi is the i-th bath Hamiltonian, and the interaction
between system and each bath is given by SˆiBˆi where Si acts
on the system while Bˆi acts on the i-th bath. We consider the
case in which the system-bath coupling to be weak, and that
the initial global density matrix of the system and bath ρˆtot(0)
is in a separable form ρˆtot(0) ≈ ρˆ(0)
⊗2
i=1 ρˆBi , where the re-
duced density matrix ρˆ(0) describes the system while ρˆBi is
a thermal Gibbs state for the i-th bath at temperature T . By
the Born approximation and time-local Markov approxima-
tion [28, 29], the evolution of ρˆ(t) is given by
∂ρˆ (t)
∂t
=− i
[
HˆS , ρˆ (t)
]
+Dt [ρˆ(t)] , (2)
which is also known as the Redfield master equation (RME)
[24, 29]. In Eq. (2) the first term on the right-hand side de-
scribes the unitary evolution due to the system Hamiltonian,
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2while the dissipation due to the baths is described by a time-
dependent super-operator
Dt [ · ] =
∑
i
[
Si (t) · , Sˆi
]
+
[
Sˆi, · S†i (t)
]
, (3)
S (t) =
∫ t
0
S˜ (−τ)C (τ) dτ, (4)
with S˜i (τ) = eiHˆSτ Sˆie−iHˆSτ while the bath correlation func-
tion is Ci (τ) = tr
(
eiHˆBiτ Bˆie
−iHˆBiτ Bˆi ρˆBi
)
and ρˆBi =
e−HˆBi/T /tr
(
e−HˆBi/T
)
. Note that we use units such that
~ = kB = 1, where kB is the Boltzmann constant. Here we
refer S(t) as the transition operator which carries all the rele-
vant bath information, including its temperature and spectral
properties. In the following we will use S(∞) in our compu-
tations because we tested that the dynamics of the system is
identical, for the duration of the algebraic relaxation regime,
to the one obtained using S(t). This approximation makes the
Redfield master equation Markovian in the sense that the first
order evolution of the density operator ρˆ(t) does not effec-
tively depend on the previous times.
We should here discuss briefly one important aspect of the
Redfield master equation, which is that it does not guaran-
tee that the density matrix remains non-negative [28, 30]. We
have thus checked this issue by computing the eigenvalues λi
of the density matrix representing the system, added together
only the negative ones and considered the absolute value of
this sum  =
∑
i for λi<0
|λi|. We found that  is negligible
[31].
A. The system Hamiltonian
We consider bosons in a double-well potential with Hamil-
tonian
HˆS = −J
(
bˆ†1bˆ2 + bˆ
†
2bˆ1
)
+
U
2
[nˆ1(nˆ1 − 1) + nˆ2(nˆ2 − 1)]
(5)
where J is the tunneling amplitude, U is the interaction mag-
nitude, bˆ†j (bˆj) creates (destroys) a boson at site j, nˆj = bˆ
†
j bˆj
and [bˆi, bˆ
†
j ] = δi,j . For this model, we are interested in the
regime of both strong interaction U and large particle number
N =
∑
j=1,2 tr(ρnˆj). The interactions are needed to explore
the impeded regime, in which the interactions slow down the
relaxation dynamics, while the large particle number makes
the emergence of the algebraic regime possible, instead of
simple exponential decays.
1. Initial conditions
In the regime of large U and total particle number N , it
is possible to approximate the Hamiltonian of the system as
that of a harmonic oscillator. In fact, we can write the state
of the system with a basis |n1〉 with N + 1 elements, where
n1 is the number of atoms in well 1. Hence, for large N
the kinetic component of the Hamiltonian (the portion mul-
tiplied by J) is approximately constant near n1 = N/2 (using√
N/2 + 1 ≈ √N/2), while the interaction term is propor-
tional to (n1 −N/2)2. Near n1 ≈ N/2, we can thus approx-
imate the Hamiltonian Eq.(5) with a single particle Hamilto-
nian Hˆsp
Hˆsp = −2JN3 ∂
2
∂x2
+ UN2xˆ2 (6)
where xˆ = (nˆ1 − N/2)/N . For U large enough, the ground
state is, with much higher probability, close to x = 0 and thus
the approximation of the kinetic term is accurate. From Eq.
(6) we get that the ground state is a Gaussian with variance
proportional
√
JN/U . We thus expect the particle fluctua-
tions in the first site κ(t = 0) = 〈nˆ21〉 − 〈nˆ1〉2 to scale as
√
N
for the ground state.
B. Modeling of the bath
We consider a structured environments with a finite tem-
perature modeled by a collection of harmonic oscillators. The
bath Hamiltonian is given by
HˆBi =
∞∑
n=1
[
pˆ2i,n
2mi,n
+
mi,nω
2
i,nxˆ
2
i,n
2
]
. (7)
Since we aim to study dephasing, we consider a cou-
pling with the system operator given by Sˆi = nˆi
and Bˆi = −
∑∞
n=1 ci,nxˆi,n where ci,n is the cou-
pling constant for the n-th mode of the i-th bath.
From the definition of C(τ) we get that Ci(τ) =∫∞
0
(dω/pi) Ji(ω) [coth (ω/2T ) cos(ωτ)− i sin(ωτ)] with
Ji(ω) = pi
∑
c2i,n/(2mi,nωi,n)δ(ω − ωi,n).
The bath properties can be characterized by the spectral
function Ji(ω) which we consider to be Ohmic with an expo-
nential suppression depending on a cut-off frequency ωc, i.e.,
Ji(ω) = γiω exp(−ω/ωc), and where γi ∝
∑
n c
2
i,n is the
dissipation strength. In the following we consider the baths to
be identical and coupled with the same magnitude to the sys-
tem γi = γ, except that one bath is coupled with the density to
the first site, while the other bath is coupled to the second site.
The spectral function describes the energy differences present
in the bath and which can cause excitations in the system. As
we shall see later, the interplay between the energies available
in the bath and the energy differences in the system has an
important role in the relaxation dynamics.
In the eigenbasis of the system Hamiltonian, the real part of
the transition operator in the long time limit S(∞) can be ex-
pressed as the product Sn,mWn,m. HereWn,m, often referred
to as the transition rate, is computed by integrating Eq. (4)
while Sn,m are the elements of the operator Sˆ in the energy
eigenbasis. Focusing on the off-diagonal rates, the transition
rates are given by (see e.g., [28, 32, 33])
Wn,m = J(∆n,m) nB(∆n,m, T ), ∆n,m > 0,
Wn,m = −J(−∆n,m )nB(−∆n,m, T ), ∆n,m < 0. (8)
3FIG. 1: Rescaled density fluctuations κ/N2 vs rescaled
time t/τ for different total particle numbers N =
40 (blue dotted), 60 (red dashed) and 80 (yellow dash-dotted),
with temperature T/J = 500 and cut-off frequency ωc/J = 500.
The arrows point to the asymptotic values of the rescaled fluctua-
tions. Inset: Scaling of κ with N for the initial condition, κ ∼ √N
as predicted by the harmonic approximation, Eq.(6).
where ∆n,m = En − Em is the level spacing between levels
n and m, and nB(∆n,m, T ) is the Bose-Einstein statistics.
C. Infinite temperature local Lindblad bath
To help the reader, here we review the dynamics of the inter-
acting double well coupled to an infinite temperature Marko-
vian bath which can be modeled by a local master equation in
Gorini-Kossakowski-Sudarshan-Lindblad form [34, 35]
∂ρˆ (t)
∂t
=− i
[
HˆS , ρˆ (t)
]
+ Γ
∑
i
[nˆi, [ρ, nˆi]], (9)
where Γ is a dissipation rate. This master equation was de-
rived for ultracold atoms under the effect of spontaneous emis-
sions in [36, 37]. For the setup described by Eq. (9), it was
shown that ifU/J andN are large enough, then (i) the dynam-
ics would depend on a new timescale given by U2N2/(ΓJ2),
and (ii) that if the initial condition is a balanced enough occu-
pation of the two wells, then the probability distribution of the
number of particles in one of the wells would be accurately de-
scribed by an anomalous diffusion equation [8]. Such anoma-
lous diffusion could be measured by the time-dependence of
the particle fluctuation number κ = 〈nˆ2i 〉−〈nˆi〉2 which would
show a power-law regime proportional to
√
t. An identical
power-law has also been predicted in Ref. [8] for the coher-
ence, and in a later work these results have been extended to
larger systems [9, 10]. This anomalous diffusion behavior has
recently been tested experimentally in [38]. However, both
the temperature and the spectral density could significantly
change the emerging dynamics, whose study is the main goal
of our investigation.
III. RESULTS
We now consider the relaxation dynamics of the system
with Hamiltonian Eq. (5) following the master equation from
Eq. (2) due to the finite temperature baths. In the following
we will study the effects of temperature T , interaction strength
U , particle numberN , and the cut-off frequency ωc. We stress
that for an infinite temperature bath, the steady-state value of
the fluctuation κ/N2 is independent of U and it is given by
1/6 + 1/3N . This also means that for large enough N the
steady-state κ/N2 converges to κ/N2 → 1/6, which is in-
dependent of N . However, for finite temperature, the steady-
state value of κ/N2 is dependent on both U and N . It is thus
natural to expect that the power-law regime that emerges from
the interplay between the interaction, dissipation and kinetic
energy, would survive for a shorter duration, which decreases
as the interaction U or N increases. At the same time, if the
temperature is too small then the power-law regime may not
even occur, or it may be following a different exponent. This
is what we are going to analyze in the following.
We first consider the effect of different interaction strengths
and the particle number N on the dynamics when the temper-
ature and frequencies cut-off are large. In Fig. 1 we ana-
lyze the effect of the particle number while keeping the in-
teraction constant at U/J = 10. Here we plot the rescaled
particle fluctuations κ/N2 versus rescaled time t/τ where
τ = U2N2/(γJ2). The blue dotted curve depicts the fluc-
tuations for N = 40, the red dashed one for N = 60 and the
yellow dash-dotted one for N = 80. In Fig. 1 we observe
that κ/N2 is dependent of N , unlike for the infinite temper-
ature case. In particular, the arrows in Fig. 1 indicate the
asymptotic values of the particle fluctuations. Because of the
different steady-state values, given a U/J and a temperature
T , the evolution of the rescaled fluctuations will deviate from
the power-law curve at earlier rescaled times. Despite this,
we still observe that there is a good enough merging of the
curves and they share the same fit to a power-law curve with
exponent 1/2, as predicted in Ref. [8]. In the inset of Fig. 1
we depict the dependence of the initial time fluctuations (i.e.
the ground state fluctuations) for the double well, showing the
power-law regime predicted to be κ ∝ √N in Sec.II A 1.
In Fig. 2(a,b) we show the rescaled fluctuation κ/N2 versus
the rescaled time t/τ , with different temperatures in panel (a)
T = 500J and in panel (b) T = 1200J being used. The
different lines represent different interaction strength U , in
particular the blue continuous line is for U/J = 5, the red
dashed line is for U/J = 10 and the green dot-dashed line is
for U/J = 20. The dotted black line shows the power-law
regime predicted for an infinite temperature bath. The steady-
state value of κ/N2, for the values studied in Fig. 2, is given
by the arrows of the colors of the corresponding lines. As
expected, we observe in Fig. 2 that the curves for larger in-
teractions deviate from the power-law line at earlier rescaled
times. By comparing panels (a) and (b) we also observe that
for larger temperatures the curves of the fluctuation follow the
power-law line for longer rescaled times, as the baths are able
to bring the system to larger values of κ.
Unlike Fig. 1, in Fig. 2(a,b) there is no clear collapse of the
4FIG. 2: Density fluctuations κ/N2 vs rescaled time t/τ (panels (a,b))
or vs relaxation rate adjusted rescaled time t/τ˜ for different interac-
tion strengths U/J = 5 (blue dotted), 10 (red dashed), 20 (yellow
dash-dotted), and 50 (purple continuous). In panels (a,c) the bath
temperature is T/J = 500 while in panels (b,d) T/J = 1200. The
cut-off frequency ωc/J = 500 and N = 40. The black dashed line
shows the power-law regime with exponent 1/2.
curves when we plot the fluctuations versus the rescaled time
t/τ . This is due to the fact that the relaxation rates Wn−1,n
given by Eq. (8), which couple two consecutive eigenstates
of the Hamiltonian, depend on the energy difference between
these eigenstates. For a given large interaction, the energy
gaps between the eigenstates En−En−1 grow approximately
as a linear function of the energy level n. This linear function
is independent ofN , but proportional to the interaction U . For
this reason there is a good scaling and collapse when varying
N at fixed U/J , but not when varying U/J at fixed N . For
large enough temperatures and ωc we realize that we can use a
different time scale, rescaled with W0,1, to obtain a better col-
lapse of the particle fluctuations. This is shown in Fig. 2(c,d)
in which we plot κ/N2 versus t/τ˜ where τ˜ = τ/W0,1, and
where the curves represent the fluctuations for the correspond-
ing values of U as in Fig. 2(a,b). The corrected time scale τ˜
allows one to fit the power-law regime for all the curves with
the same algebraic line ∝ √t. When comparing panels (c)
and (d) it is clear that higher temperatures allow the power-
law regime to last for a longer time. We note, however, that
this is possible because the temperature is fairly large and so
is the cut-off ωc, and hence the various Wn−1,n do not vary
significantly for a sizeable number of energy levels. However
this will not be the case any longer for small T and ωc, which
we investigate in the following.
We now consider temperatures which are low and we plot in
Fig. 3 the evolution of the rescaled fluctuations forU/J = 10,
N = 40, ωc = 500J and for different temperatures. The var-
ious continuous lines represent different temperatures, from
T/J = 10 to T/J = 1200 from the bottom to the top, while
the asymptotic values of the rescaled fluctuations are signaled
by arrows. Also in Fig. 3 it is apparent that the steady-state
value of the rescaled fluctuations is different for different tem-
FIG. 3: Density fluctuations (solid lines) κ vs time t, for temperatures
(from bottom to top and from lighter to darker) T/J = 10, 100, 200
and 1200, with cut-off frequency ωc/J = 500. Here, the interaction
strength isU/J = 10 andN = 40. The dot-dashed lines indicate the
algebraic behaviors fitted in the power-law regime, while the arrows
point towards the asymptotic values of κ.
FIG. 4: Exponent α of the power-law regime vs temperature T for
interaction strengths U/J = 10, N = 40 and γ = 10−2J . Different
lines, from bottom (light) to top (dark), are for difference cut-off
frequency ωc/J = 10, 50, 100, 1000.
peratures. More interestingly, though, we remark that even at
low temperatures there is a power-law regime which can be
present for one or two orders of magnitudes of the time evo-
lution. Moreover, the exponent appears to decrease for lower
temperatures (as highlighted by the dot-dashed lines which are
fits in the power-law regions).
We thus study the dependence of the power-law exponent as
a function of temperature in Fig. 4. In this figure the different
lines correspond to different frequencies cut-off, where, more
precisely, larger ωc are represented by darker lines. For large
enough ωc we observe that, as the temperature increases the
exponent of the power-law approaches 0.5, the value predicted
in Ref. [8] for an infinite temperature with local dephasing.
However, for lower temperatures the power-law exponent de-
creases and, as it is naturally expected, for a bath temperature
tending to zero, the power-law exponent is 0. For lower ωc,
the overall behavior is similar, in the sense that the exponent
is 0 at T → 0 and it increases for larger temperatures. How-
5ever, the exponent converges, at high temperature, to a value
which is smaller than 0.5. This slower dynamics is related to
the fact that for small ωc, it is necessary to rely on slower and
higher order processes to heat up the interacting system which
has large energy gaps.
IV. CONCLUSIONS
We have analyzed the heating dynamics of a strongly in-
teracting bosonic double well in contact with finite temper-
ature baths via a dephasing interaction. For the infinite tem-
perature local Lindblad studied in the literature, an anomalous
diffusive dynamics emerges which results in an algebraic re-
laxation regime. Howoever, for finite temperatures and for
baths with small cut-off frequencies ωc, the duration of the
algebraic regime can be much shorter, and the emerging alge-
braic exponent, if present, can be smaller. Hence, the interplay
between interaction, kinetic energy, and the bath’s properties
can result in an even more complex dynamics. While in Ref.
[8] it was shown that the relaxation could give significant in-
sight into the properties of the spectrum of the system, here
we show that such heating dynamics can also give important
insight into the baths’ properties. We stress that in order to
observe algebraic dynamics for longer times in such strongly
interacting systems, we had to consider temperatures as high
as T = 1200J , indicating that the infinite-temperature local
Lindblad limit, observed experimentally with ultracold atoms
[38], can be difficult to obtain in other set-ups.
In the future, we plan to search for a general framework
linking the transition rates and the heating dynamics in order
to characterize the interplay between the bath spectrum, tem-
perature, and system’s level spacing. We also plan to gain
deeper analytical insights into this much more complex dy-
namics, as compared to the infinite temperature case, and to
analyze systems beyond the double well, for instance a chain
or a higher dimensional system. Such systems could then be
tested in solid state set-ups. We note that in systems larger
than a double-well, the emergence of an even slower dynam-
ics than algebraic decay was predicted [9, 10], which can be
further modified by finite temperature or small ωc.
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