abstract: We calculate Warfield p-invariants Wα,p(V (RG)) of the group of normalized units V (RG) in a commutative group ring RG of prime char(RG) = p in each of the following cases: (1) G 0 /Gp is finite and R is an arbitrary direct product of indecomposable rings; (2) G 0 /Gp is bounded and R is a finite direct product of fields; (3) id(R) is finite (in particular, R is finitely generated). Moreover, we give a general strategy for the computation of the above Warfield p-invariants under some restrictions on R and G. We also point out an essential incorrectness in a recent paper due to Mollov and Nachev in Commun. Algebra (2011).
Introduction
Everywhere in the text, let R be a commutative unital ring of prime characteristic p and G an Abelian group written multiplicatively as is customary when discussing group rings. For such R and G, suppose RG is the group ring of G over R with unit group U (RG) and its normalized component V (RG); note that the decomposition U (RG) = V (RG) × U (R) holds, where U (R) is the unit group (that is, the multiplicative group of units of R). As usual, id(R) = {e ∈ R | e 2 = e} is the set of all idempotents of R.
Imitating [11] , for any multiplicative group A we define the following ordinalto-cardinal functions, called in the existing literature Warfield p-invariants These invariants were the object of a series of explorations [1] - [6] . They were calculated for both U (RG) and V (RG) under some limitations on R and G only in their terms and divisions. The most important achievements are these:
(i) G 0 = G p (i.e., G is p-mixed) and R is arbitrary; (ii) G 0 /G p is bounded and R is perfect; (iii) G 0 /G p is bounded and R is a field;
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Peter Danchev (iv) G 0 /G p is finite and R is indecomposable; (v) G is arbitrary and R is perfect indecomposable. Actually, the last result is proved in [1] for a perfect integral domain and in [2] for a perfect field, but according to the main theorem of [7] the same idea also works for an indecomposable ring.
Some other useful estimations of W α,p (U (RG)) and W α,p (V (RG)) are also obtained there.
Mollov and Nachev [10] have duplicated the results of ours from [1] , [2] , [3] and [4] . Even more, they have partly plagiarized results (i) and (v) as well as the ideas for their proofs without any concrete correct citation of the articles [2] , [3] and [4] .
Moreover, they wrongly cited in ( [10] , p.2300, the last sentence before Section 2) that [1] is the unique article of the current author which treated the problem for calculation of W α,p (V (RG)), but seeing the cited bibliography listed below this is apparently false.
The main purpose here is to add two more points to the list (i)-(v) given above, that are:
(vi) G 0 /G p is finite and R is an arbitrary direct product of indecomposable rings -thus extending (iv).
(vii) G 0 /G p is bounded and R is a finite direct product of fields -thus extending (iii).
We also give a general strategy for the computation of W α,p (U (RG)) over some special rings R.
Main Results
We first begin with a crucial technicality (see also [2] ).
Lemma 2.1. Let A = i∈I A i be an abelian group. Then, for any ordinal α,
Proof: Observe that for any ordinal β we have A
whence by a simple appeal to the additive property of the rank of an abelian group we derive that r(A
The last is just equivalent to the desired equality. ✷ If {R i } i∈I is a system of commutative unital rings for some finite or infinite index set I, then by i∈I R i we will denote the arbitrary direct product of rings in the following sense: Any element r ∈ i∈I R i is of the form of a vector (finite or infinite) r = (· · · , r i , · · · ) equipped with the operations for an other element
Clearly the zero element is 0 = (· · · , 0 i , · · · ) where 0 i is the corresponding zero element in R i , and the identity element is 1 = (· · · , 1 i , · · · ) where 1 i is the corresponding identity element in R i .
Under these circumstances, it is not difficult to check that U ( i∈I R i ) = i∈I U (R i ) which fact will be used in the sequel without a concrete referring. Note that in some existing literature such a product is also called a coproduct of these rings R i .
The next statement is well known but we will prove it for completeness and for the reader's convenience. Proposition 2.2. Let A be a finite group and let K = × j∈J K j be a finite direct product of rings. Then the following isomorphisms hold:
where I is an arbitrary index set.
Proof: (a) For any v = a∈Av r a a where r a = (· · · , r va , · · · ) ∈ i∈I R i and A v is a finite subset of A depending on the element v, define the map φ : ( i∈I R i )A → i∈I (R i A) via the equality φ(v) = (· · · , v∈Av r ai a, · · · ). Furthermore, it is only a routine technical exercise to verify that φ is an isomorphism of R-algebras, as required.
(b) Follows in the same manner. ✷ Remark 2.1. We will further identify with no loss of generality ( i∈I R i )A with i∈I (R i A), and (× j∈J K j )G with × j∈J (K j G), so that the two isomorphisms in points (a) and (b) will be formal equalities, indeed.
We are now ready to state and prove the following first main result. Theorem 2.3. Suppose G is a group whose factor G 0 /G p is finite and R = i∈I R i where each R i is indecomposable for i ∈ I. Then the following formula is valid:
Proof: Since q =p G q is finite and pure in G, one may write
where µ is given there explicitly. However, for each index i ∈ I, we have the relation
.g., [9] ). Thus, one may deduce that
and henceforth Lemma 2.1 works. This gives the desired equalities. ✷
We are now in a position to formulate and prove Theorem 2.4. Let G be an abelian group for which G 0 /G p is infinite bounded and R = F 1 × · · · × F n where every F i is a field; i ∈ [1, n], where n is natural. Then
Proof:
Therefore, using Lemma 2.1, we deduce that (F i G) ) are completely computed, so that the wanted equality follows. ✷ Remark 2.2. When G 0 /G p is finite bounded, things are settled in Theorem 2.3 listed above.
The next statement somewhat supersedes Theorem 3.9 from [10] .
Theorem 2.5. Suppose R is a perfect ring with a finite number of idempotents (in particular, R is perfect finitely generated). Then the following formula holds:
is the boundary defined as in ( [10] , (3.8)) and n = log 2 |id(R)|, or
Proof: Since id(R) is finite, R possesses 2 n idempotents where n is the number of primitive idempotents of R, say {e 1 , · · · , e n } is such a system. Furthermore, owing to a folklore ring-theoretic fact, one may decompose R like this:
where each Re i is an indecomposable subring of R; i ∈ [1, n]. Thus, in view of Proposition 2.2 (b), one can write that RG = (
It is readily seen that every Re i is a perfect ring of characteristic p as well; 1 ≤ i ≤ n. Moreover, ( [2] , Theorem 6 -see also [10] , Theorem 3.9) applies to calculate all functions W α,p (U ((Re i )G)) where i ∈ [1, n]. Thus we obtain the explicit form of W α,p (U (RG)) stated above. ✷ Remark 2.3. Unfortunately, there is no result of that type for infinite decompositions of R. For example, take R =
F n where all F n are fields. Therefore, the set of idempotents in R is a quotient of boolean algebras: id(R) = B/J where B is the boolean algebra of subsets of the set N of natural numbers and J is the ideal of finite subsets. Since |B| = 2 ℵ0 and |J| = ℵ 0 , we get that |id(R)| = 2 ℵ0 . However, id(R) has no atoms (= primitive idempotents), so no ring direct summand of R is indecomposable.
One source of the problem is that cardinality information is much stronger in the finite case: in fact, any finite boolean algebra is generated by its atoms, so if |id(R)| = 2 n , then id(R) is set-theoretically isomorphic to the boolean algebra of subsets of {1, · · · , n} and thus id(R) always possesses primitive idempotents. Consequently, a more promising hypothesis would be to assume that id(R) is isomorphic to the boolean algebra 2 I of subsets of an infinite set I. Nevertheless, it looks like even this is not completely sufficient. For instance, start with S = ∞ n=1 F n where each F n is a copy of some large field F (larger than its prime subfield), choose a nontrivial maximal ideal M in S (meaning one that contains ⊕ ∞ n=1 F n ), and take R = K · 1 + M , where K is a proper subfield of F . Then R contains all the idempotents of S, so that id(R) ∼ = 2 N , but R is not an infinite direct product of indecomposable rings. E.g., since R is a commutative von Neumann regular ring, it could only be a direct product of indecomposable rings if it were a direct product of fields. That fact would imply R is self-injective, but it is not -in fact, its injective hull, equal to its maximal quotient ring, is S.
