In the manufacture of printed circuit boards, electronic components are attached to a blank board by one or more pick-and-place machines. Frequent machine setups, though time consuming, can reduce overall processing time.
Introduction
Printed Circuit Board (PCB) production in its entirety is a complex multi-stage operation comprising many interrelated decisions. In each planning period, a manufacturer typically produces a multitude of distinct types of PCB. Each type includes varying numbers of different electronic components, e.g., capacitors, resistors, and microprocessors. For practical reasons, approaches to modeling and optimization have typically treated individual subproblems within an overall production planning framework. Our work concerns an integrated approach to two of these subproblems, that of machine setup and product clustering.
Broadly speaking, the former seeks to configure an assembly machine to minimize processing time for a particular production run. The latter seeks sets of PCB jobs that can be efficiently processed together, each under a common machine setup.
There is an extensive literature on the optimization of PCB operations, and we cite a set of works that in some sense spans this field. Ball and Magazine formulated a type of directed postman problem to determine the best sequence of insertion operations and developed an algorithm which is exact under certain conditions, and approximate within constant performance bounds when these conditions are relaxed.' Hashiba and Chang formulated an integer program to minimize the number of setups over all sequences of jobs in a PCB assembly shop. In lieu of an exact algorithm, they proposed and tested a three-stage heuristic. 2 Sadiq, Landers and Taylor presented and tested a two-stage heuristic known as the intelligent slot assignment algorithm to minimize total manufacturing time. The first stage sequences jobs to minimize setup time, and given this sequence, the second assigns components to sleeves to minimize processing time. 3 Bard, Clayton and Feo developed a series of heuristics for solving the linked subproblems of component placement sequencing, machine setup, and component retrieval within an iterative procedure. 4
A series of articles by Moyer and Gupta in the mid-1990s proposed new optimization models to keep pace with rapidly advancing technology in PCB manufacturing.5 8 First, they developed and tested two heuristics for machine setup, in which component types were assigned to slots in the feederbank to best provide for a specified placement path on the substrate board. 5 Next, they proposed a heuristic they called the Acyclic Assembly Time (AAT) Algorithm for determining the component placement sequence for implementation by a type of assembly machine known as a High Speed Chip Shooter. 6 A subsequent work presented another heuristic for this problem, along with detailed numerical experiments. 7 Finally, they showed how component placement could be significantly speeded by orienting substrate boards at an appropriate angle relative to the placement table. 8 Jain, Safai and Johnson developed a nonlinear integer model for sequencing jobs in order to minimize setup time, and obtained approximate solutions using a suite of four heuristics. In shop floor testing at Hewlett Packard facilities, these solutions exhibited a tradeoff between setup time and processing time: for large jobs, setup time reduction was surpassed by increased processing time. 9 Assembly operations at Hewlett Packard also motivated a study by Hillier and Brandeau, who proposed a model for optimally assigning PCB types and components to manual processes as well as to machines. They also developed a heuristic that provides near optimal solutions. 10 Gnther, Grunow and Schorling proposed a highly aggregated linear programming model to maximize system throughput in a high mix, low volume facility. To lessen the error of aggregation, the authors used a fuzzy estimation of the number of setups. 1 There is related research in the broader context of group technology and product clustering. Group technology (GT) takes advantage of similarity within groups of products or parts, with goals that include curtailing machine setups, reducing work-in-process inventory, and improving work center balance.
Relevant to PCB manufacturing, Carmon, Maimon and Dar-EI proposed a heuristic group set-up (GSU) method for a two-machine PCB assembly process, with an overall objective of increasing throughput. 12 Davis and Selep described the implementation of a "greedy board" GT heuristic to organize PCB board types into clusters, with a primary objective of reducing total setup time. 13 Luzzatto and Perona proposed a multi-criteria heuristic for grouping PCB jobs, which they tested in turn by a simulation model.14 Ben-Arieh and Chang modified the p-median clustering model to treat p, the number of clusters, as a decision variable. Their objective of minimizing the total measure of dissimilarity among the clusters can be interpreted to be a surrogate for some measure of processing cost or time in the context of manufacturing. 15 To better deal with this vast body of knowledge, Crama, van de Klundert and Spieksma proposed a common framework for classification of PCB Their formulation is a set partitioning integer programming model with an exponential number of columns. To solve it, they applied a branch-and-price algorithm that included a specialized combinatorial search procedure for column generation.1 7 Norman devised a set of ICMS test problems and evaluated several classes of heuristics, including clustering by various metrics and genetic algorithms. 1 8 When the assembler constrains product clustering by fixing the sequence of jobs during the kitting phase of planning without input from the assembly shop floor, as sometimes occurs in practice, Magazine and Polak showed that ICMS can be solved efficiently as a shortest path problem.
Moreover they proceeded to analyze the opportunity cost of the organizational barriers that necessitate such procedures. 19 Section 2 describes PCB manufacturing, defines terminology and lists assumptions. In Section 2 we also consider a special case of ICMS, and analyze the processing-setup tradeoff. In Section 3, we formulate a combinatorial optimization problem that underlies ICMS. Working from this formulation, we prove that ICMS is NP-hard, motivating development of a heuristic based on multi-exchange neighborhood search structures in Sections 4. Results of initial numerical testing of the heuristic and concluding remarks round out the work.
PCB Assembly

Component Insertion
Ball and Magazine identified six principal steps: (i) production order release, from materials requirement planning; (ii) kitting, the organizing of kits of appropriate components and the sequential release of jobs; (iii) prepping, the operations preparatory to insertion; (iv) insertion of components into PCB units; (v) inspection and soldering of components; and (vi) testing of PCB units for defects, failure, and functionality. 1 In this work our focus falls on steps (ii), (iii) and (iv).
Components are inserted onto a PCB by a pick-and-place machine that uses either through-hole or surface mount technology. In the former, a substrate (blank board) is pre-drilled, and a component pin is inserted into each hole.
Solder circuitry is then applied to underside of the substrate.
In surface mounting, solder paste is applied to the substrate and each component placed Though this technology is neither as new nor as fast as that used for large job fabrication, it is still common today, especially in high voltage or high amperage applications.
[ Figure 1 about here.]
Definitions and Assumptions
We now review the terms and assumptions underlying ICMS. There is a set K of The assumptions below best characterize through-hole insertion technology, but hold reasonably well in the more complicated surface mount environment:
(1) The time to pick and place any component is proportional to the distance of its sleeve from the home position in the feederbank and independent of placement sequence on the substrate board. Because the substrate board is small relative to the feeder bank, positioning for placement is relatively quick, while the pick is the bottleneck operation.
(2) Setup times are independent of the partition of jobs into clusters. Each setup is "full tear-down", and no "partial" setups of the type described by Jain et al are considered. 9 That is, all feeders were removed from the bank at the end of each run, and this activity is quite invariant in time or cost. The full tear-down setup is widely practiced for several reasons: it allows optimal placement of components for each cluster of jobs, it reduces opportunities to make mistakes, and it allows restocking of all feeders at once.
As a consequence of Assumptions (1) and (2), the processing time of a cluster is independent of the sequence of boards and the total manufacturing time is independent of the sequencing of clusters. where the component type with the greatest population over the cluster is loaded nearest the home position. We let f(S) denote minimal processing time for the cluster and js (i) denote the optimal sleeve assignment for component ie N under the pipe organ setup for cluster S.
The Processing-Setup Tradeoff
A machine setup that minimizes processing time for cluster S need not minimize processing time for any individual job in the cluster. To understand this, suppose that S consists of two jobs, A and B, each possessing a different optimal pipe organ setup. Aggregating their component populations by type can clearly result in an optimal pipe organ setup for S that differs from that for either constituent job.
Consequently, processing time is superadditive, i.e., f( S ) 2 f(T ) + f (U)
given any cluster ScK and subsets T cS and U cS such that TuU=S and TnU = 0, a fact that we next establish.
Proposition 1.
Optimal processing time is a superadditive function on clusters.
Proof. The requirement of any component i aggregated over the jobs in cluster S is obtained by simply adding the requirements for T and U,
By definition of the optimal processing function,
The inequality holds because, for any component i, sleeve assignment jif(i) and j*(i)are assumed optimal for sub-clusters T and U, respectively, while j(i)
need not be optimal for either. · It follows that frequent setups for smaller clusters, though time consuming, can reduce overall processing time. This is the fundamental tradeoff that underlies ICMS.
Computational Complexity of ICMS
The Set Partitioning Integer Programming Model
Each of the 2 K -1 nonempty subsets of the set K is a possible cluster of jobs. Consider a binary decision variable xc for each of these possible clusters, Sc c K. If xc = 1, then cluster Sc is chosen; if xc = 0, then it is not. Accordingly
Cohn et al proposed the following set partitioning integer programming formulation 7 :
ScK st x c = 1 for any board type k E K Recall that f(.) is defined to be the optimal processing cost function of a cluster,
i.e. according to the pipe organ arrangement of the set of components aggregated over all the jobs in the cluster. Since the manufacturing time associated with cluster Sc is the sum of the fixed setup time, 6 , plus the processing time associated with an optimal machine setup, the objective function 
Formulation as a Combinatorial Optimization Problem
High mix applications of ICMS can involve hundreds of PCB jobs, which at present are beyond the capabilities of any known algorithmic approach. To investigate the computational complexity of ICMS, we formulate an equivalent problem posed purely in terms of sets and set functions.
For any given feasible solution, the corresponding partition of the set K is explicit in the objective function (1). On the other hand, the matching of components to sleeves, i.e., the machine setup, within each cluster is implicit in the term f(e). If we reverse these rolls so that each matching is explicitly represented while the choice of partition is implicit, we obtain the following combinatorial optimization problem: Now we show that ICMS-CO contains a known NP-complete problem, the Uncapacitated Facilities Location Problem (UFLP), as a special case. Consider a set L of candidate facility locations, a set C of clients, a "fixed" cost a of placing a facility at location i, and a cost c' of servicing the demand by client j from location i; see Figure 3 . UFLP seeks a subset of locations to service all clients at least total cost, that is:
ICMS-CO
and 1, if client j is serviced from location i;
The objective function (4) sums the fixed costs of facilities and the servicing costs from these facilities. Constraint system (5) ensures that each client is serviced from exactly one facility, while (6) forces each servicing decision to be consistent with a facility choice.
[ Figure 3 Consider now an instance ICMS-CO in which the set M of component types corresponds to the set of candidate locations L in UFLP, and K to the set of clients C. The set of sleeves N is {1, ... , IMI}. Lastly, we choose the costs CL = Ck and Ck = 0 for j = 2,..., IMI.
In this instance, the objective function of the ICMS-CO for a feasible component assignment F is c F I + Ick . For each k E K, let i(k) be the
we can construct a feasible solution (x, y) for the given UFLP instance as: The cost of (x, y) for the UFLP instance is at most I F I + ck. Similarly,
given a solution (x, y) for UFLP, we can create a feasible component assignment F for ICMS-CO such that the objective value of F for ICMS-CO is equal to the cost of (x, y) for UFLP. Hence, the optimal values of both the UFLP and the created ICMS-CO instance are equal and the corresponding decision problems are equivalent. This implies that the ICMS-CO (decision problem) is NPcomplete.E Because ICMS-CO is an optimization problem equivalent to ICMS (Garey and Johnson24), we have the following result.
Corollary. ICMS is NP-hard.
Multi-exchange Neighborhood Search Structures
In this section, we present a neighborhood search based heuristic for ICMS.
Neighborhood search algorithms have been successfully applied to solve several hard optimization problems. The primary reasons for the widespread application of neighborhood search techniques in practice are their intuitive appeal, flexibility and ease of implementation, and their excellent empirical results. The standard neighborhood search algorithm for a cost minimization problem P proceeds by (i) constructing a feasible solution, called the current solution, x' E P; (ii) defining a neighborhood of x', say N(x'), which is the set of solutions of x E P close to x' in some clearly specified manner; (iii) selecting a neighbor x" E N(x), and (iv)
replacing the current solution x' by x" if the cost of x" is lower than the cost of x'.
The algorithm terminates when N(x) has all solutions with the same cost or higher than that of the current solution, in which case the current solution is referred to as a locally optimal solution (defined with respect to the given neighborhood). In practice, one usually applies a local improvement algorithm multiple times with different starting solutions, called different runs, and selects the best solution obtained among different runs. Neighborhood search has been used in PCB manufacturing earlier by Bard to sequence multiple jobs on a machine to minimize component changes while scheduling different jobs. Using a swap neighborhood for job sequences, he was able to find solutions that were either optimal or close to optimal in reasonable amount of computational time. 25 The performance of a neighborhood search algorithm critically depends upon the neighborhood structure, the manner in which we define neighbors of a feasible solution. We present a cyclic exchange neighborhood structure for ICMS. It is based on the cyclic transfer neighborhood structure in Thompson and Orlin. 26 This neighborhood structure has been used effectively earlier for solving set partitioning problems such as Vehicle Routing Problem by Thompson and Psaraftis 2 7 and Capacitated Minimum Spanning Tree Problem by Ahuja, Orlin and Sharma. 28 We also present a construction heuristic to generate good initial solutions for the neighborhood search.
Cyclic Exchange Neighborhood for ICMS
We start by presenting some notation to simplify the discussion on cyclic exchange. Recall that we represent a solution to ICMS as a partition p = {S1, S 2 ,
... , SL} of the PCB jobs in the set K. Each of the subsets Si is a cluster of jobs processed together with a single optimal setup. Given a solution S, we use Cl(k) to denote the cluster, which contains the board type k in the current solution, i.e., if board type k belongs to Si, we set Cl(k) = i. The optimal processing cost for manufacturing the batches of board types in S.is denoted by f(Si).and that the L total cost of the solution S is c(S) = oL + ,f(Si). i=l We consider two types of exchanges in our neighborhood structure- 
this cyclic exchange as c(S') -c(S).
Observe that
.
where ko denotes kr. In other words, the difference between the costs of new clusters and the previous clusters gives the cost of the cyclic exchange. We call the cyclic exchange profitable if c(S') < c(S) and non-profitable otherwise. We illustrate the cyclic exchange using the numerical example shown in Figure 4 .
[ Figure 4 about here.]
We now define a path exchange. We represent a path exchange as k 1 
If S denotes the changed solution after this path exchange has been performed, then the cost of this path exchange is
This path exchange is profitable if c(S') < c(S) and non-profitable
otherwise. We illustrate a path exchange using the numerical example shown in Figure 5 below.
[ Figure 5 about here.]
Note that the expression (7) for the change in cost due to a cyclic exchange is unaffected if we replace f by f.
The Neighborhood of a Solution
For a given solution S, we define another solution S' as a neighbor of S if S' can be obtained from S by performing a cyclic or path exchange. We define the neighborhood of S as a collection of all solutions that are neighbors of S.
The neighborhood based on the cyclic and path exchanges is very large and examining the entire neighborhood to identify a profitable exchange may be an extremely time-consuming task if we use a brute force method to examine the whole neighborhood. We shall use the concept of improvement graph developed earlier in Ahuja et a28 to suggest a heuristic that does not enumerate the entire neighborhood but is quite effective in practice.
Improvement Graph for multi-exchange exchange neighborhood
We use S = {S 1 , ... , SL} to denote the current solution and G = (N, A) to denote the corresponding improvement graph. The graph G contains a node for each board type and for each cluster in S. The arc set in G is defined in a manner so that each cyclic or path exchange with respect to S defines a directed cycle in G, and the cost of the cycle equals the cost of the corresponding exchange.
We now explain how to construct the improvement graph G for solution S.
In order to simplify the explanation, we shall denote the board types by indices in {1, ... , K} and their corresponding nodes in G by the same indices. We use Sj to refer to the node in G corresponding to cluster S in S. Lastly, we assume that the current solution S contains one empty cluster in order to allow for possibility of generating new clusters by path exchanges. For each ordered pair of board types i and j such that
board types in G signifies that board type i leaves the cluster Sc{(,) and joins the cluster ScO) and simultaneously board type j leaves the cluster ScO). We define the cost cij of arc (i, J) between nodes corresponding to two board types as
For each ordered pair (i, S) of a board type and a cluster such that Cl() j we add arc (i, S) to A. Such an arc signifies that board type i leaves the cluster ScI(,) and joins cluster Si. We define cost cisj of arc (i, S) between nodes corresponding to a board type and a cluster respectively as:
We call a directed cycle
Based on the construction of improvement graph G, we state the following result.
Proposition 3. There is a one-to-one correspondence between cyclic(path) exchanges with respect to the solution S and directed subset-disjoint cycles(paths) in G, and both have the same cost.
In order to compute the cost of an arc in the improvement graph, we need to evaluate the two expressions on the right hand side in (9) or (10 function for a specific kind of pick-and-place technology but the neighborhood structure defined here can be applied to other such technologies as well. In particular, this neighborhood could be used in any setting where the processing cost of a cluster can be computed using only information about the board types in that cluster. This would not be the case, e.g., for sequence dependent processing and setup costs.
Enumerative Strategy for Negative Subset-Disioint Cycles and Paths
Although there are several efficient algorithms to identify negative (directed) cycles, finding a negative subset-disjoint cycle (path) can be shown to be an NPcomplete problem. We shall present an exact algorithm for finding subset disjoint cycles and paths that has an exponential worst case complexity but is very effective empirically.
Our algorithm proceeds by systematically enumerating subset disjoint paths (cycles) of increasing length starting with canonical paths of length 1, i.e.
the arcs in G. The primary motivation for this technique is that most of the improving exchanges that are identified during the neighborhood search are short, therefore we can identify them early during the enumeration without significant computational overhead. However, note that even for paths with small length, for example 5, enumeration might require examining O(K 5 ) paths in general. In order to counter this problem we use a property related to the subpaths associated with a negative cost cycle or path. Proof: Suppose node k does not satisfy this property. Consider the k -k subpath with the largest cost in the cycle, such that k -ki is longest of all paths with the largest cost. Note that the cost of cycle C, Cost(C), is equal to the cost of
because k -k is the longest path with largest cost. Further since Cost(k -kp) <
In other words, all k,-kj sub-paths have negative cost. · Using Proposition 4, we only need to enumerate subset disjoint paths of negative cost in our algorithm. Figure 6 gives a formal statement of our negative cost subset disjoint path (cycle) finding algorithm.
[ Figure 6 about here.]
Our empirical investigations revealed that the total number of subset disjoint paths generated by the cycle-path finding routine are linear in the number of boards.
Creating an Initial Solution
The quality of starting solution plays a big role in the success of a neighborhood search solution. Starting a neighborhood search many times with different feasible solutions has been found to be effective in several combinatorial optimization problems, see Festa and Resende. 29 We thus need a mechanism to generate multiple good feasible solutions for ICMS, and for this purpose employ a maximum savings heuristic. The heuristic starts with IKI clusters each containing a single board type. At each iteration, the algorithm identifies a pair of clusters such that the savings in processing cost achieved by the join operation are maximized. We randomize this heuristic by determining the p most profitable join operations and choosing one from them randomly. Since at each step it performs one of the p most profitable join operations, the solution obtained is generally a good tree. In our investigations, we used p = 2. Note that after any iteration we only need to update the benefit of joining the newly formed cluster with other clusters if we maintain all the benefit values in a table. Therefore the computational work required at each iteration is at most O(IKlINI loglNI).
Constructing the initial table of benefit values takes O(IKI21NI logINI) time, and
hence the total time needed to compute a solution is at most O(IKI21NI loglNI).
Numerical Results
We have begun to test the multi-exchange neighborhood search heuristic on several different PCB planning scenarios, including board profiles, batch sizes, Each setup time was chosen to be the simple average of a "low" value at which a selected clustering heuristic placed each job in a cluster by itself, and a "high"
value at which the heuristic placed all jobs in a single cluster. Table 1 displays results for twelve test problems obtained on a desktop PC.
[ Table 1 about here.]
Future Directions and Conclusions
The Integrated Clustering and Machine Setup Problem is an integer programming model that incorporates two fundamental problems in PCB production planning. Optimal solutions to many large scale industrial instances are out the reach of even a state-of-the-art branch-and-price algorithmic approach. We have shown that ICMS is NP-hard, and consequently have proposed a heuristic based on multi-exchange neighborhood search structures.
During initial testing, this heuristic has in each instance obtained a solution as good or better than the best heuristic solution reported to date. Moreover our heuristic found an optimal solution to ICMS for each case in which one is known. 17 An asterisk * means that an optimal solution is not known.
