In this paper, we propose a workload assignment policy for reducing power consumption by air conditioners in data centers. In the proposed policy, to reduce the air conditioner power consumption by raising the temperature set points of the air conditioners, the temperatures of all server back-planes are equalized by moving workload from the servers with the highest temperatures to the servers with the lowest temperatures. To evaluate the proposed policy, we use a computational fluid dynamics simulator for obtaining airflow and air temperature in data centers, and an air conditioner model based on experimental results from actual data center. Through evaluation, we show that the air conditioners' power consumption is reduced by 10.4% in a conventional data center. In addition, in a tandem data center proposed in our research group, the air conditioners' power consumption is reduced by 53%, and the total power consumption of the whole data center is exhibited to be reduced by 23% by reusing the exhaust heat from the servers. key words: data center, power consumption reduction, workload assignment, air conditioner, computational fluid dynamics
Introduction
The dramatic increase in power consumption by data centers has become a major societal problem in recent years. This increase is a result of the popularization of cloud computing, online storage services, social networking, and other such services. Consequently, reducing power consumption by data centers has become an urgent issue.
In a typical data center, information and communications technology (ICT) equipment units, air conditioners, and power supply units consume 30%, 33%, and 18% of total data center power consumption, respectively [2] . Until now, many researchers have proposed energy-efficient technologies focusing on individual data center units such as servers [3] - [5] , air conditioners [6] , network equipments [7] and so on. Workload consolidation is one of methods for reducing power consumption of servers. In this method, to reduce the power consumption of servers, workloads (virtual machines) are assigned to a part of servers, and other servers without workload move to sleep mode.
However, to reduce the overall power consumption of the data center, the effect of power conservation in individual units is not sufficient, but coordinated operation that accounts for complex dependencies among the units in a data center is required. For example, when only some servers are working and the others are turned off by workload consolidation, servers with higher workload generate more heat than other servers. As a result, hot spots occur in some parts of the data center. When the temperature of servers rises, it is necessary to either increase airflow or decrease the temperature set points of air conditioners. This increases power consumption by air conditioners. In addition, these air conditioners then cool the low-temperature servers more than necessary, which is a waste of energy. Furthermore, even if the same workloads are assigned to performance-identical servers, the temperature of each server will differ depending on where the server is located. This is because the airflow and air temperature in and around servers differs by equipment arrangement in data centers. Figure 1 shows the thermal effects of workload consolidation: the creation of hot, over-cooled spots and non-uniform temperature distribution.
In our research group, we have started a project to de- Copyright c 2016 The Institute of Electronics, Information and Communication Engineers velop an augmented data center infrastructure management system (A-DCIM) for coordinated and energy-efficient operation of data center infrastructure units such as servers, air conditioners, exhaust heat reuse systems, and so on [8] .
We call a data center infrastructure that uses the A-DCIM a software-defined data center infrastructure. In [8] , as the first step of the project, we proposed a novel data center architecture and evaluated its effectiveness through numerical evaluations by using experimental results obtained from our data center testbed, Keihanna Data Center.
In this paper, we focus on coordination among servers and air conditioners, especially, server workload assignment and air conditioner settings. As a general rule, the temperature set point of air conditioners is set to a level that will prevent the hottest server from exceeding a certain temperature to avoid overheating. When the servers have differing temperatures, the air conditioners cool low temperature servers more than is required. This causes a waste of energy. Since server temperatures depend on the workload quantity assigned to each server, the temperature distribution of severs can be varied depending of the results of server workload assignment. If the temperature distribution of the servers is narrowed and the temperatures of the hottest servers drop by workload reassignment, the temperature set point of the air conditioners can be raised. This reduces power consumption by the air conditioners. Therefore, in this paper, we propose a server workload assignment policy that reduce power consumption by air conditioners through narrowing the distribution of temperature within data center servers. To evaluate the power consumption of data center taking into account airflow and air temperature, we use a computational fluid dynamics simulator [9] . We show the reduction potential of air conditioning power for two kinds of data center models: conventional data center model and tandem data center model which is based on our novel architecture proposed in [8] .
The rest of this paper is organized as follows. In Sect. 2, we explain the data center, server and air conditioner models. We next propose a workload assignment policy in Sect. 3. Then, in Sect. 4, we evaluate the proposed policy through simulations. We discuss an outlook on prospective future work in Sect. 5. Finally, we conclude this paper in Sect. 6.
Models
In this section, we explain the structure of data centers and the model of power consumption by servers and air conditioners.
Data Center Models
In this paper, we consider two types of data center models, namely conventional data center model and tandem data center model. An example of equipment arrangement and airflow in each data center is shown in Fig. 2 . 
Conventional Data Center Model
In the conventional data center model, there are two hot aisles and one cold aisle between two rows of racks as shown in Fig. 2(a) . Servers' air intakes are facing the cold aisle located between the two lines of racks. The supply sides of the air conditioners face the cold aisle and the return sides face the hot aisles.
Tandem Data Center Model
The tandem data center model is based on a novel equipment arrangement proposed in our previous study [8] . In the tandem data center model, aisles are divided into cold, hot, and super hot aisles, by arranging the exhaust side of one row (the first row) to face the inlet side of the other row (the second row) as shown in Fig. 2(b) . With this tandem equipment arrangement, the second row is exposed to the exhaust heat from servers in the first row. In the second row, we assume heat-tolerant servers. The heat-tolerant servers are able to be operated in higher temperature than typical commodity servers. When the heat-tolerant servers are operated in a high-temperature environment, the temperature of their exhaust heat is higher than that from ordinary servers.
The temperature of the exhaust heat emitted from the second row to the super hot aisle is correspondingly higher. We use this hot air as input to an exhaust heat reuse system, i.e., a desiccant air conditioner. With desiccant air conditioners, we can utilize the exhaust heat to control the humidity or heating in the office area near the data center and reduce the power consumption of the office-area air conditioning. The exchange efficiency of desiccant air conditioners dramatically increases when the temperature increases above around 50
• C [10] . In this paper, we assume that the exhaust heat reuse system is available when the temperature of exhaust heat is beyond 48
• C † as in [8] . Moreover, the temperature of the exhaust air falls after the heat is used at the desiccant air conditioners.
In both data center models, evening out the server temperature by location-aware workload assignment decreases the temperature difference between the exhaust from different servers and raises the total heat from exhaust. In the tandem data center model, the increase in exhaust heat improves the efficiency of desiccant air conditioners and decreases power consumption in the office area.
Server Model
In this paper, a data center has N servers, {s 1 , s 2 , · · · , s N } with identical performance. We suppose that each server can execute from 0 to L max workloads simultaneously. All workloads are identical, independent, and suitable for any server in the data center. Generally, the power consumption by a server is linearly related to the CPU utilization rate [11] . For this reason, we suppose that the number of workloads running on a server and the CPU utilization rate of the server are linearly related. The power consumption p i of server s i under load l i can be written as
where P idle is the power consumption of a server with no load, and P load is the marginal power consumption to execute one workload. We suppose here that each server is a uniform heat source and that all energy used by the server is emitted as heat. We call the average temperature of the exhaust side of server s i the server temperature t i and suppose that servers overheat with probability 1 when the temperature exceeds T break .
In this paper, we consider two kinds of servers: ordinary servers and heat tolerant servers. The difference between them is the temperature threshold T break . Ordinary servers are used in the conventional data centers. In this paper, the temperature threshold of ordinary servers T break is 35
• C. Heat tolerant servers are used in the second row in the tandem data centers. We assume 50
• C as the temperature threshold of heat tolerant servers as in our previous study [8] .
We should note here that the temperature threshold can be raised to 60
• C according to the current status of the Keihanna Data Center. The reason is as follows. The tolerable temperature of servers is mainly depending on the tolerable temperature of capacitors in power supply units and that of oil for hard disk drive spindle. Therefore, we can remove the † We note here that the exhaust heat reuse system is available when the temperature is beyond around 40
• C based on the preriminarly experiments of the exhaust heat reuse system in the Keihanna Data Center. Although we use the simple model for exhaust heat reuse system in this paper as in [8] , we plan to evaluate detailed performance of the exhaust heat reuse system in the future. upper limitation of tolerable temperature of the servers when we remove those two units. In the current Keihanna Data Center, we utilize 12 V direct current power supply units, therefore, the effect of capacitors in power supply units is removed. Since the power supply unit module has no electronic device except for electrical fuses, we call this power supply unit DC 12 V path through module. Figure 3 shows the server with DC 12 V path through module [12] . Moreover, when we utilize flash drive instead of hard disk drive, the effect of oil for hard disk drive spindle can be removed. Then, by removing those two factors, the tolerable temperature of servers rise from 50
• C to over 60
Air Conditioner Model
Each air conditioner removes heat p h W from air by consuming power p c W. The performance of an air conditioner can be expressed as p h divided by p c and is called the coefficient of performance (COP). COP is a function of temperature set point, volumetric airflow rate, load, outside air temperature, and other factors. In this paper, to estimate the COP of air conditioners, we use quadratic equations based on a Gaussian process [14] modeled on experimental data from the Keihanna Data Center, as in [8] . We suppose that the load and temperature set point of the air conditioner, fan speed, and outside air temperature are explanatory variables for the dependent COP. Figure 4 shows an example of the obtained relation between load, temperature set point and COP when fan speed is fixed to 811 revolutions per minute and an outside air temperature is fixed to 10 • C. We note here that we assume a directly supplying air conditioning system as the air conditioner to supply air directly into the cold aisle of the data center. This type of system consumes less power for the fans than a raised-floor air conditioning system does [6] .
Workload Assignment Policy
In this section, we propose the server workload assignment policy to narrow the server temperature distribution. In the proposed policy, iterations are required for convergence. Let L total be the number of workloads to be assigned in a data center. In the proposed policy, we assign server workloads with the aim of achieving a narrow server temperature distribution as follows.
Step 1 Let j, the pattern number, be equal to 0. Assign workloads to each server equally. Each server executes L total N workloads and consumes power P idle + L total N P load . We call this initial workload assignment pattern L 0 .
Step 2 Simulate the heat flow with workload assignment pattern L j . Here, a computational fluid dynamics simulator can be used for the simulation. Then, record the temperature of each server as
where t i, j is the temperature of server i at time j. In addition, record the corresponding workload assignment pattern as L j = {l 1, j , l 2, j , · · · , l N, j } where l i, j is the load of server s i at time t j .
Step 3 Find a highest-temperature server s high and a lowesttemperature server s low from among all servers.
Step 4 If server s high has a load of at least 1 and server s low has load less than L max , then decrease the load of s high by 1 and increase the load of s low by 1 (i.e. reassign a workload from s high to s low ). Then, update the power consumption values accordingly. Here, if server s high does not have any workloads or s low has the maximum number of workloads, then go to Step 6 instead. We should note here that we choose s low from the same row as s high for simplify.
Step 5 If the current workload pattern L j has been seen before, go to Step 6. If not, increase the pattern number j by 1 and go to Step 2.
Step 6 Let τ j = max t i, j ∈T j t i, j be the maximum server temperature of each temperature distribution and find the temperature distribution T m that gives the minimum τ m . The workload assignment pattern L m is the result of the procedure. We call the workload assignment pattern found at this step, L m , the resultant workload assignment pattern.
If the maximum temperature of the resultant workload assignment pattern τ m is lower than the maximum temperature of the initial workload assignment pattern τ 0 , we can raise the temperature set point of the air conditioners and thereby reduce their power consumption. Moreover, narrowing the server temperature distribution and raising the temperature set point raises the temperature of the exhaust from servers and improves the efficiency of the exhaust heat reuse system. The benefit of high ambient temperature in the data center as a result of increment in operating temperature of the air conditioners is also pointed out in [15] . In this study, we indicate the reduction potential of air conditioning system by mean of the workload arrangement. Eventually, the heat reuse efficiency was tried to improved.
Evaluation
In this section, we evaluate the power consumption for the proposed workload assignment policy by a computational fluid dynamics simulation [9] . The policy is applied to a conventional data center model and a tandem data center model. Schematic diagrams of the models used for evaluations are shown in Figs. 5(a) and 5(b), by following the policy shown in Fig. 2 respectively. These models are based on the Keihanna Data Center. The two data center models consist of two rack rows with six racks in each row and two air conditioners. Each rack is 40U (177.8 cm) tall and accommodates five blocks of servers. Therefore, the data center has sixty blocks of servers. We call the front-side racks and air conditioner in the figure rack row A and air conditioner A, respectively, and the other row and air conditioner are row B and air conditioner B, respectively. The server racks are numbered from 1 for the rack nearest to the same-row air conditioner to 6 for the rack farthest from the same-row air conditioner.
In the evaluation, we use the following constants: P idle , the power consumption by one server block without a workload, is 800 W; L max , the maximum number of workloads that one server block can execute, is 6; P load , the marginal power consumption per workload of a server block, is 200 W. We assume that the data center executes 240 workloads (L total = 240), which is two-thirds of the maximum number of workloads, and the whole server power consumption in the data center is 96 kW. Each server block executes 4 workloads and consumes 1600 W in the initial workload assignment pattern. We assume that ordinary servers overheat when their temperature exceeds 35
• C and that heat-tolerant servers do so at a threshold of 50
• C, as measured at the backplane.
Evaluation in Conventional Data Center Model
We first evaluate the proposed policy in conventional data center model. In the conventional data center, ordinary servers are assumed that the maximum server temperature is less than 35
• C. In the evaluation, we first set the air conditioner temperature set point to 19.8
• C and volumetric airflow to 2.1 m 3 /s. In this case, the maximum server temperature τ 0 with all servers executing the same number of workloads was 35
• C. We call this state the initial state. Then, we applied the proposed policy and obtained a workload assignment pattern such that the maximum server temperature is 32.9
• C. Therefore, we raised the temperature set point of the air conditioners by 2.1
• C, which increased the maximum server temperature to 35
• C. We call this state the raised state. The back-plane temperatures of each server block are shown in Figs. 6(a) and 6(b) for the initial state and the raised state, respectively. The five blocks of the horizontal axis correspond to the server blocks of each rack from rack 1 to rack 6. For each rack, 5 data items are shown from left to right, these correspond to the server blocks from bottom to top of the rack. As shown in Figs. 6(a) and 6(b), the temperature distribution is narrowed by using the proposed policy.
We next evaluate the power consumption of air conditioners in the initial state and in the raised state. Here, the load on the air conditioners can be approximated as linearly proportional to the temperature difference between supply air and return air (Δt) [16] . Therefore, the load ratio of two air conditioners is equal to the ratio of temperature difference Δt of each air conditioner. In the evaluation, the obtained ratio of temperature difference Δt of each air conditioner is 1:1. Here, the total heat load on the air conditioners is 96 kW, corresponding to the total power consumption of servers. Therefore, the load of each air conditioner is 48 kW. The relation of supply air temperature T and COP with 48 kW load is modeled as shown in Eq. (2).
This equation is obtained from the result of a Gaussian process with experimental data as in [8] . By dividing the load to COP , the power consumption of air conditioner can be estimated. Here, we assume that the supply air temperature and return air temperature are equal to the average temperature of the supply side and the return side of the air conditioner, respectively. Table 1 shows the relations for the air conditioner between the supply air temperature, return air temperature, temperature difference of supply air and return air, load, COP, and power consumption. As shown in Table 1 , the total power consumption by the air conditioners in the initial state is 14.1 kW, and that in the raised state is 12.6 kW. Therefore, the power consumption by air conditioners in the conventional arrangement is reduced by 10.4% as a result of using the proposed workload assignment policy.
Evaluation in Tandem Data Center Model
We then evaluate the proposed policy in tandem data center model. In the tandem data center model, heat tolerant servers are assumed, therefore, the maximum server temperature must be less than 50
• C. In the evaluation, for simplicity, we first considered that air conditioner B is deployed in row B as in the conventional data center model. We set the temperature set point of air conditioner A to 24.1
• C and that of air conditioner B to 37.1
• C, and the volumetric airflow of each air conditioner to 2.1 m 3 /s. In this setting, the maximum server temperature τ 0 with all servers execute the same number of workloads is 50
• C. We call this state the initial state. We then applied the proposed policy and obtained a workload assignment pattern such that the maximum server block temperature is 48.4
• C. Here, the workloads are assigned in the same manner as in the conventional data center model in the previous section. Therefore, we raised the temperature set point of each air conditioner by 1.6
• C, which increased the maximum server temperature to 50
• C. We call this state the raised state. Figures 7(a) and 7(b) show the sever temperature of each server in the initial state and the raised state, respectively. Also, Figs. 8(a) and 8(b) show the simulation results of the backplane temperature of each server block in row B in the initial state and in the raised state, respectively. As shown in these figures, the temperature distribution is narrowed by using the proposed policy.
We next evaluate the power consumption of air conditioners in the initial state and in the raised state as in the previous section. In the evaluation, the load of air conditioner A is 53 kW and the load of air conditioner B is 43 kW. Here, the relations of supply air temperature T and COP with 43 kW load is modeled as
and that with 53 kW load is modeled as Table 2 shows the evaluation results of air conditioners in the tandem data center model. Here, as a result of the propsoed workload assignment policy, the return air temperature of air conditioner B in the raised state exceeds 48
• C, which is the required temperature for exhaust heat reuse system. Therefore, we then consider that the heat reuse system is deployed in row B instead of air conditioner B in the raised state. In this case, the power consumption of the air conditioner B is took off. Therefore, the total power consumption of air conditoners equals to the power consumption of air conditioner A. Here, we assumed that the power consumption of exhaust heat reuse system is negligible. As a result, the power consumption by the air conditioners is reduced by 53% by using the proposed workload assignment policy and the exhaust heat reuse system in the tandem data center model. Figure 9 shows the total power consumption in the data center as a function of the temperature of exhaust heat. The total power consumption is sum of power consumption of air conditoners, that of servers and the reused power of exhaust heat reuse system. Here, we assumed that the reuse efficiency of the exhaust heat reuse system is 20% as in [8] .
In Fig. 9 , the graph labeled "Without Reuse" indicates that air conditioner B is used in row B instead of the exhaust heat reuse system, and the graph labeled "With Reuse" indicates that the exhaust heat reuse system is used in row B. The vertical axis represents the return air temperature when the heat-tolerant servers are at 50
• C. As shown in Fig. 9 , the total power consumption with exhaust heat reuse system is much lower than that without exhaust heat reuse system when the exhaust heat is over 48
• C. This is because the power consumption of air conditoner B can be taken off, and the exhaust heat can be reused. Moreover, since the efficiency of the exhaust heat reuse system improves as the temperature of exhaust heat from servers rises, the total power consumption of the data center decreases against the temperature of exhaust heat. On the other hand, the total power consumption in the data center without exhaust heat reuse system increases against the temperature of exhaust heat, since the efficiency of air conditioner B declines as we raise the temperature set point of the unit.
Also when we compare the total power consumption of the data center without exhaust heat reuse system in the initial state and that with exhaust heat reuse system in the raised state, the total power consumption of the data center is decreased by 23% by using the proposed workload assignment policy and the exhaust heat reuse system in the tandem data center model. When we utilize servers with DC 12 V path though module and SSD, and the temperature of exhaust heat from servers is 60
• C, the total power consumption of the data center is reduced by 28%.
Discussion

Power Consumption by Server Fans
The power consumption by server fan is proportional to the cube of fan speed, and modern servers control fan speed according to the ambient and CPU temperatures as a means of reducing power consumption [17] . In the evaluation in this paper, we set average power consumption of 400 servers as two-thirds of total power consumption. Therefore, we suppose that fan power consumption depends on CPU temperature only and take the total power consumption by fans as fixed. We reduce the power consumption by the air conditioners and improve the efficiency of the exhaust heat reuse by raising the temperature set point of the air conditioners. However, this also increases fan speed and increases the power consumption by fans. We must consider this trade-off more precisely in future works.
Energy Proportionality and Workload Consolidation on Servers
The CPU utilization and the marginal power consumption by servers are proportional to one another, and servers consume a certain amount of power even when the server is idle [11] . As a result, methods that consolidate server workload and put idle servers into a sleep or powered-off mode are commonly proposed. However, except in low-volume cases such as for server rooms, these methods are not applied in typical data centers because of the operational risk of having insufficient capacity. Therefore, we did not consider methods of reducing power consumption by consolidating workload and turning off idle servers.
Use Case of Workload Relocation
In this paper, we used a workload swapping procedure to reduce air conditioner power consumption. In some data centers, however, dynamic workload relocation between servers is undesirable because dynamic relocation obviously increases the risk of service interruption. A proactive assignment policy exhibits promise for decreasing power consumption by data centers. In such a procedure, workloads would be assigned on the basis of estimated temperatures and loads, which would allow operation with no unusual risk.
Reuse Efficiency
We evaluated the efficiency of the exhaust heat reuse system by the efficiency of exchanging sensible heat. When the temperature of exhaust heat from servers falls, the temperature of air is required to be raised to utilize the reuse system. Therefore, the efficiency of the exhaust heat reuse system goes down as the temperature of exhaust heat from servers fall.
Conclusion
In this paper, we proposed a workload assignment policy that is intended to reduce the power consumption by air conditioners. The narrowing of the distribution of exhaust heat from servers enables raising the temperature set point of air conditioners, and the power consumed by them is thereby reduced. We evaluated the proposed policy for both the conventional and tandem data center models through simulation experiments. Through evaluations, we showed that the power consumption by air conditioners was reduced by 10.4% in the conventional data center model. In the tandem data center model, the air conditioner power consumption was reduced by 53%, and the total power consumption of the whole data center was reduced by 23% through reusing exhaust heat from the servers. When we utilize servers with DC 12 V path though module and SSD and raise the temperature of exhaust heat from servers to 60
• C for improving the efficiency of exhaust heat reuse system, the total power consumption of the whole data center was reduced by 28%.
As future work, we evaluate the policy using detailed models taking into account build-in fans in servers, detailed characteristics of exhaust heat reuse systems, and so on.
