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Ce travail de thèse explore l’usage biométrique de la parole dont les applications
sont très nombreuses (sécurité, environnements intelligents, criminalistique, surveil-
lance du territoire ou authentification de transactions électroniques). La parole est soumise
à de nombreuses contraintes fonction des origines du locuteur (géographique, sociale et
culturelle) mais également fonction de ses objectifs performatifs. Le locuteur peut être
considéré comme un facteur de variation de la parole, parmi d’autres. Dans ce travail,
nous présentons des éléments de réponses aux deux questions suivantes :
– Tous les extraits de parole d’un même locuteur sont-ils équivalents pour le recon-
naître ?
– Comment se structurent les différentes sources de variation qui véhiculent di-
rectement ou indirectement la spécificité du locuteur ?
Nous construisons, dans un premier temps, un protocole pour évaluer la capacité hu-
maine à discriminer un locuteur à partir d’un extrait de parole en utilisant les données
de la campagne NIST-HASR 2010. La tâche ainsi posée est difficile pour nos auditeurs,
qu’ils soient naïfs ou plus expérimentés. Dans ce cadre, nous montrons que ni la (quasi)
unanimité des auditeurs ni l’auto-évaluation de leurs jugements ne sont des gages de
confiance dans la véracité de la réponse soumise.
Nous quantifions, dans un second temps, l’influence du choix d’un extrait de parole sur
la performance des systèmes automatiques. Nous avons utilisé deux bases de données,
NIST et BREF ainsi que deux systèmes de RAL, ALIZE/SpkDet (LIA) et Idento (SRI).
Les systèmes de RAL, aussi bien fondés sur une approche UBM-GMM que sur une ap-
proche i-vector montrent des écarts de performances importants mesurés à l’aide d’une
mesure de variation relative autour de l’EER moyen, Vr (pour NIST, VrIdento = 1.41 et
VrALIZE/SpkDet = 1.47 et pour BREF,Vr = 3.11) selon le choix du fichier d’apprentissage
utilisé pour chaque locuteur. Ces variations de performance, très importantes, montrent
la sensibilité des systèmes automatiques au choix des extraits de parole, sensibilité qu’il
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est important de mesurer et de réduire pour rendre les systèmes de RAL plus fiables.
Afin d’expliquer l’importance du choix des extraits de parole, nous cherchons les in-
dices les plus pertinents pour distinguer les locuteurs de nos corpus en mesurant l’effet
du facteur Locuteur sur la variance des indices (η2). La F0 est fortement dépendante
du facteur Locuteur, et ce indépendamment de la voyelle. Certains phonèmes sont plus
discriminants pour le locuteur : les consonnes nasales, les fricatives, les voyelles nasales,
voyelles orales mi-fermées à ouvertes.
Ce travail constitue un premier pas vers une étude plus précise de ce qu’est le locuteur
aussi bien pour la perception humaine que pour les systèmes automatiques. Si nous
avons montré qu’il existait bien une différence cepstrale qui conduisait à des modèles
plus ou moins performants, il reste encore à comprendre comment lier le locuteur à
la production de la parole. Enfin, suite à ces travaux, nous souhaitons explorer plus
en détail l’influence de la langue sur la reconnaissance du locuteur. En effet, même si
nos résultats indiquent qu’en anglais américain et en français, les mêmes catégories de
phonèmes sont les plus porteuses d’information sur le locuteur, il reste à confirmer ce
point et à évaluer ce qu’il en est pour d’autres langues.
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Nous listons ici les abréviations utilisées dans ce document. Nous utilisons les abré-
vations anglaises lorsqu’elles sont l’usage courant dans la communauté francophone.
ACP Analyse en Composante Principale
DCT Discrete Cosine Transform
DET Detection Error Tradeoff







FFT Fast Fourier Transform
FR Faux Rejets
GETALP Groupe d’Étude en Traduction Automatique/Traitement
Automatisé des Langues et de la Parole
GMM Gaussian Mixture Model
GSCC Glottal Source Cepstral Coefficients
HASR Human Assisted Speaker Recognition
JFA Joint Factor Analysis
LDA Linear Discriminant Analysis
LFA Latent Factor Analysis
LFCC Linear Frequency Cepstral Coefficients
LIA Laboratoire Informatique d’Avignon
LIG Laboratoire Informatique de Grenoble
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LPCC Linear Prediction Cepstral Coefficients
MFCC Mel Frequency Cepstral Coefficients
NAQ Normalized Amplitude Quotient
NIST National Institute of Standard and Technology
NIST-SRE NIST Speaker Recognition Evaluation
n.s Non significatif
PLP Prédiction Linéaire Perceptuelle ou Perceptual Linear Predictive
RAL Reconnaissance Automatique du Locuteur
Shim. Shimmer
SRI Stanford Research Institute
SVM Support Vector Machine
signif. Significativité
UBM Universal Background Model
Pour faciliter la lecture du manuscrit, la notation des nombres suit les règles suivantes.
– Les décimales sont séparées de la partie entière par un point.
– Le passage au millier, million et milliard est signalé par un blanc.
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Introduction
L’idée selon laquelle il est possible de reconnaître quelqu’un à partir de sa voix est
très répandue. Dès qu’un auditeur entend une personne parler, il peut y associer cer-
taines caractéristiques comme son genre, son âge ou encore son origine géographique
ou sociale, voire lui attribuer des traits de personnalité : la parole est toujours incarnée.
Dans son cours de linguistique générale, Saussure (de Saussure, 1916) qualifie la parole
de « partie individuelle du langage », en opposition avec la langue qu’il définit comme
«un produit social de la faculté de langage et un ensemble de conventions nécessaires ».
Cette dichotomie permet de séparer la langue et de ses instanciations particulières, in-
carnées, produites par un individu dans des circonstances spécifiques : la parole.
En 1962, Kersta affirme qu’il est possible d’identifier une personne à partir d’un en-
registrement de sa parole, il utilise le terme « d’empreinte vocale » (Kersta, 1962). Cette
empreinte est en réalité une représentation par spectrogramme du signal acoustique.
Bolt et al, en réponse à Kersta, montrent la mutabilité des spectrogrammes et la non-
pertinence de la métaphore proposée (Bolt et al., 1973). En effet, tandis que les em-
preintes digitales et les empreintes génétiques sont « une image du corps dont on peut
effectuer un traitement statistique pour les enregistrer en base de données » (Galton,
1892), la parole, si elle est bien issue du corps, n’en est pas uniquement l’image et ne
peut se résumer à une production biomécanique résultant du mouvement des articula-
teurs. En effet, des pans entiers de la linguistique s’intéressent aux variations diastra-
tiques, diatopiques et diaphasiques qui s’observent dans la parole (Ducrot et Schaeffer,
1995). La sociolinguistique variationniste étudie, depuis Labov (Labov, 1972), l’influ-
ence de l’origine sociale des locuteurs sur leur façon de parler. La géolinguistique cor-
respond à « la caractérisation des parlers en rapport avec leur localisation ». La pragma-
tique, en se focalisant sur les « usages du langage » (Austin, 1970), met en évidence que
la parole est performative et contextualisée (Moeschler et Reboul, 1994). En fonction de
ce que l’auditeur veut dire et faire faire à son interlocuteur, il utilise un mode d’expres-
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sion différent dans lequel l’état émotionnel du locuteur joue également un rôle (Scherer,
1984). La parole est donc soumise à de nombreuses contraintes fonction des origines du
locuteur (géographique, sociale et culturelle) mais également fonction de ses objectifs
performatifs. Ainsi la parole ne répond pas aux critères de donnée biométrique tels
qu’entendus pour les empreintes digitales ou génétiques. Pourtant, le locuteur peut
être considéré comme un facteur de variation de la parole, parmi d’autres. La variation
idiosyncratique ne peut s’abstraire de l’origine sociale et géographique du locuteur et
est influencée par le contexte : chaque enregistrement de la voix d’un locuteur s’effectue
dans un contexte d’énonciation donné.
Deux questions émergent de ce constat et constituent l’objet de ce travail de thèse.
– Tous les extraits de parole d’un même locuteur sont-ils équivalents pour le re-
connaître ? Il s’agit de quantifier la possibilité de reconnaissance d’un locuteur à
partir d’un extrait de parole.
– Comment se structurent les différentes sources de variation qui véhiculent di-
rectement ou indirectement la spécificité du locuteur ? Les indices idiosyncra-
tiques proposés étant souvent étudiés pour décrire d’autres phénomènes de vari-
ation, la question de l’influence relative du locuteur sur ces différents indices se
pose.
Issus de la reconnaissance des formes, les outils de vérification du locuteur sont pro-
grammés pour établir si deux enregistrements de parole ont été prononcés par le même
locuteur. Les performances de ces systèmes, évaluées par des campagnes comme celles
du National Institut of Standard and Technology (NIST) (NIST, 2011), ont beaucoup
progressé cette dernière décennie. Ces outils peuvent sembler sûrs dans le sens où leurs
taux d’erreurs sont très bas. Cependant, lors de ces campagnes d’évaluation, se pose
rarement la question de l’influence des extraits de parole utilisés. La prise en compte de
la variabilité due au contexte d’énonciation est souvent négligée car en règle générale,
à un locuteur correspond un extrait de parole. L’importance de l’extrait de parole lui-
même sur les performances des systèmes automatiques est étudiée dans ce travail et
renforce la nécessité d’attribution d’une mesure de confiance dans la décision fournie.
Cette nécessité n’est pas réservée aux systèmes automatiques puisqu’elle a été égale-
ment soulignée dans le cas des expertises judiciaires (French et Harrison, 2007), (Bonas-
tre et al., 2003) ou (Eriksson, 2006). La définition d’une mesure de confiance impose
de relier les erreurs commises pour les systèmes automatiques et/ou les auditeurs hu-
mains aux caractéristiques des extraits de parole utilisés. Il s’agit d’identifier et de clas-
sifier les indices extraits de la parole qui sont influencés par le locuteur afin de vérifier
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si nous pouvons avoir plus confiance dans la décision prise à partir de ces segments.
Cadre de la thèse
Située à la croisée de l’informatique et de la phonétique, cette thèse, financée par le
système de bourses DGA/CNRS, s’est déroulée au sein de deux laboratoires français, le
Laboratoire Informatique d’Avignon (thématique Langage) et le Laboratoire Informa-
tique de Grenoble (Groupe d’Étude en Traduction Automatique/Traitement Automa-
tisé des Langues et de la Parole (GETALP)). Nos analyses ont été menées principale-
ment à l’aide du système ALIZE/SpkDet, majoritairement développé au sein du LIA.
Les questions que ce travail a suscitées nous ont conduit à nous rendre pour un séjour
de trois mois au SRI International, Stanford, Californie, au sein du Speech Technology
And Research (STAR) Laboratory afin de vérifier nos résultats sur un autre système de
Reconnaissance Automatique du Locuteur (RAL), Idento.
Pour évaluer les systèmes automatiques, nous avons également bénéficié des données
fournies lors des campagnes NIST- Speaker Recognition Évaluation (SRE) auxquelles
ont participé les laboratoires LIA et SRI. Nous avons profité de la création d’une nou-
velle tâche lors de NIST-SRE 2010 qui implique une évaluation des capacités humaines
à discriminer des locuteurs.
Organisation du document
La partie I constitue un état de l’art qui énumère les éléments envisagés pour retrou-
ver le locuteur dans le signal de parole.
Le chapitre 1 présente la vérification du locuteur par les systèmes automatiques. Le
mode d’évaluation ayant des conséquences importantes sur les solutions envisagées
en RAL, nous avons choisi de commencer par la présentation des évaluations NIST,
avant de décrire les techniques de modélisation généralement utilisées. Il s’agit dans ce
chapitre de comprendre les approches qui sous-tendent les techniques de RAL et non
de détailler les techniques en elles-mêmes. Les paramètres acoustiques font, eux, l’objet
d’une description plus précise.
Le chapitre 2 concerne la capacité humaine à reconnaître les personnes à partir d’un ex-
trait de parole. Une distinction entre les performances obtenues pour les personnes con-
nues et les nouvelles personnes est effectuée. Les processus cognitifs qui sous-tendent
19
cette capacité sont présentés et confrontés à un cas de phonoagnosie. Ce chapitre finit
par la liste des indices qui ont été utilisés pour reconnaître le locuteur. La probléma-
tique précisant les objectifs de ce travail de thèse clôt cette première partie et introduit
les contributions présentées en parties II et III.
La partie II du document interroge les modes d’évaluation afin de mettre en évidence
la variabilité des performances en vérification du locuteur.
Les capacités humaines sont évaluées en s’appuyant sur notre participation à la cam-
pagneHuman Assisted Speaker Recognition (HASR) et présentées chapitre 3. La recherche
d’une mesure de confiance à attribuer aux réponses des auditeurs constitue l’objectif de
ce chapitre.
Le chapitre 4 présente les expérimentations menées sur différentes bases de données.
Ces expériences permettent, d’une part, de faire émerger des profils de locuteur. Elles
permettent, d’autre part, d’estimer la variabilité des performances des deux systèmes
de RAL, ALIZE/SpkDet et Idento, en fonction des extraits de parole utilisés.
La partie III met en évidence l’influence du locuteur sur des indices considérés comme
idiosyncratiques. Nous cherchons à comprendre pourquoi des écarts de performance
très importants sont observés en fonction des extraits de parole.
Le chapitre 5 présente la méthodologie utilisée pour établir l’influence relative du locu-
teur sur les indices et pour vérifier si ces indices permettent d’attribuer une confiance
dans la décision prise.
Le chapitre 6 présente les résultats pour les indices issus de la phonation tandis que le
chapitre 7 se focalise sur les indices relevant de l’articulation de la parole.
Le chapitre 8 est consacré aux coefficients cepstraux, utilisés par tous les systèmes de
RAL. L’influence du locuteur sur ces coefficients est estimée pour chaque catégorie
phonémique en français et en anglais et une première étude sur la sélection des vecteurs
acoustiques est menée.
Nous concluons ce travail par un résumé des contributions de cette thèse ainsi que par
une présentation des perspectives qui en découlent.
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Première partie





Vérification du locuteur, systèmes de
RAL et évaluation de la performance
Résumé : Nous présentons dans ce chapitre la vérification du locuteur. Nous nous intéressons d’abord
à la méthode commune d’évaluation adoptée pour rendre compte des performances des systèmes automa-
tiques au cours de cette tâche. Après avoir décrit les principes de modélisation en prenant comme exemple
les systèmes que nous avons utilisés au cours de notre thèse, nous revenons sur les paramètres idiosyn-
chratiques qui ont été envisagés en RAL. Nous terminons ce chapitre en insistant sur le rôle central de
l’évaluation dans le développement de la recherche en vérification automatique du locuteur.
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1.1 Vérification du locuteur
Reconnaître une personne à l’aide d’un enregistrement de sa parole est une tâche
courante qui intervient dans de nombreuses situations. Par exemple, un auditeur peut
chercher à savoir qui lui parle au téléphone, il peut aussi rechercher dans la foule une
personne en particulier. Reconnaître le locuteur permet d’améliorer la sécurité dans une
large variété d’applications, allant du contrôle d’accès à la sécurisation de transactions
électroniques. Savoir quel locuteur parle offre également un grand intérêt dans le cadre
d’applications de dialogue homme-machine, en termes de performance et de convivi-
alité par exemple. L’application judiciaire, où l’enregistrement de parole est parfois la
seule preuve accessible, est également un cas où il est important de savoir reconnaître
une personne grâce à un enregistrement de parole.
Ces exemples d’application montrent bien la nécessité de comprendre comment ex-
traire et organiser l’information sur le locuteur présente dans le signal de parole.
Plusieurs tâches de reconnaissance peuvent être envisagées.
1.1.1 Tâches de reconnaissance
Identification du locuteur
La première tâche envisagée en reconnaissance du locuteur est l’identification du
locuteur. Dans ce cas, il s’agit de retrouver l’identité d’un locuteur parmi un panel de
personnes.
Dans le cadre d’une évaluation perceptive, il est possible que l’auditeur connaisse déjà
le locuteur à identifier (personne connue) ou au contraire que l’auditeur ait dans un
premier temps à apprendre la voix du locuteur (personne nouvelle).
L’identification peut être ouverte, dans le sens où il est possible que le locuteur ne soit
pas présent dans le panel, ou bien fermée, lorsque le locuteur est obligatoirement dans
le panel.
L’identification en milieu ouvert se retrouve dans des applications comme la recherche
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d’un locuteur dans une foule. La technique du panel, qui consiste à demander à l’au-
diteur d’identifier le locuteur dans un ensemble d’enregistrements, a longtemps été
utilisée pour les expertises judiciaires (French et Harrison, 2007).
Segmentation et structuration en locuteur
Une seconde tâche consiste à déterminer dans un signal de parole le nombre de lo-
cuteurs présents et le moment où ils interviennent. Il s’agit de la segmentation et de la
structuration en locuteur. Cette tâche est essentielle pour un système domotique qui
doit, par exemple, évaluer quand le propriétaire de lamaison parle ou bien en recherche
d’information lorsqu’il s’agit de retrouver un locuteur.
Vérification du locuteur
La tâche sur laquelle nous allons nous concentrer dans cemanuscrit est la vérifica-
tion du locuteur (terme pour l’informatique) ou authentification du locuteur (terme
pour les tests perceptifs). Cette tâche est souvent celle demandée lors des expertises
judiciaires (Boë et al., 1999) où les experts doivent déterminer si la pièce à conviction
a bien été prononcée par la personne suspectée. Elle intervient également dans les sys-
tèmes de sécurité de type contrôle d’accès.
La vérification du locuteur consiste à déterminer si deux enregistrements de parole
ont été prononcés par le même locuteur. Cette tâche appartient donc aux tests de dis-
crimination. Le premier enregistrement mis à disposition est appelé signal d’apprentis-
sage ou pièce de comparaison tandis que le second est connu sous le terme de signal de
test ou pièce de question.
Nous parlons de « comparaison cible » lorsque les deux enregistrements ont été pro-
duits par le même locuteur et de « comparaison imposteur » lorsque les deux enreg-
istrements ont été prononcés par des locuteurs différents.
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1.1.2 Réponse et erreurs en vérification du locuteur
La réponse à la tâche de vérification du locuteur est de type binaire : soit les deux
enregistrements ont été prononcés par le même locuteur, soit deux locuteurs différents
ont produit les enregistrements. Deux cas d’erreurs sont possibles.
Lorsque la décision est, en comparaison cible, que les deux enregistrements n’ont pas
été produits par le même locuteur, nous parlons de Faux Rejet.
En comparaison imposteur, lorsque la réponse est que les deux enregistrements ont été
produits par le même locuteur, nous parlons de Fausse Acceptation.
La décision prise doit toutefois être pondérée à l’aide d’un score de confiance en la
réponse fournie. Pour les systèmes automatiques, ce score consiste en une mesure de
vraisemblance d’appartenance et sert à la prise de décision (Campbell et al., 2005). Dans
ce cadre, la réponse n’est donc pas uniquement binaire.
1.2 Un cadre d’évaluation : NIST-SRE
Depuis plus de 10 ans 1, le National Institute of Standard and Technology (NIST) pro-
pose d’évaluer les systèmes de traitements automatiques de la parole, notamment les
systèmes de vérification du locuteur 2, en organisant une série de campagnes d’évalu-
ation intitulée NIST Speaker Recognition Evaluation (NIST-SRE). Ces campagnes jouent
un rôle important, voire fondamental, dans l’orientation des travaux de recherche de
ces dernières années. Les avancées sur des questions comme l’influence du mode d’en-
registrement ((Auckenthaler et al., 2000), (Campbell et al., 2007), (Kenny et al., 2005),
(Dehak et al., 2009)) ou la durée des signaux ((Fauve et al., 2008),(Reynolds et al., 2000))
ont été possibles parce que NIST-SRE a proposé de nombreux corpus où ces problèmes
étaient posés. Cette campagne est aujourd’hui une référence, c’est pour cette raison
que nous allons commencer par présenter les principes métrologiques qui sous-tendent
cette évaluation.
1. La première évaluation a eu lieu en 1996 mais la description de l’évolution des évaluations NIST
s’appuie sur les plans d’évaluation accessibles sur http://www.itl.nist.gov/iad/mig/tests/
spk/
2. D’autres tâches, comme le suivi de locuteur, sont également organisées par NIST, dans notre travail
nous nous focalisons uniquement sur la tâche de vérification.
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1.2.1 Les règles du protocole d’évaluation
La procédure d’évaluation proposée par NIST-SRE consiste à mettre à disposition
plusieurs centaines de milliers de comparaisons cible et imposteur.
Pour évaluer les systèmes dans les mêmes conditions, certaines règles communes ont
été édictées par le NIST (NIST, 2011). Ces règles ont évolué au cours du temps.
Indépendance des comparaisons
Le premier principe de NIST-SRE consiste en l’indépendance des comparaisons les
unes par rapport aux autres. Ainsi, il est interdit d’utiliser les autres comparaisons
fournies par NIST-SRE pour décider si les deux enregistrements en question provi-
ennent du même locuteur.
Il est entendu que les signaux fournis lors des campagnes précédentes peuvent être util-
isés pour développer les systèmes automatiques, en complément des données limitées
fournies par NIST lors de l’évaluation en cours.
Informations fournies
Toutes les informations accessibles dans les en-têtes des fichiers d’enregistrement
peuvent être utilisées pour la prise de décision.
Les modes d’enregistrements des fichiers ont évolués au cours du temps et cette in-
formation est actuellement bien spécifiée. Depuis 2008, deux façons d’enregistrer les
locuteurs sont possibles dans le corpus (NIST, 2008). Il s’agit de données dites inter-
view et de données dites téléphoniques. Si pour les données interview, les locuteurs sont
enregistrés à l’aide de différents microphones dans une salle peu bruitée, pour les don-
nées téléphoniques, les locuteurs sont mis en relation de manière aléatoire et doivent
converser entre eux à travers le téléphone. Le type de microphone ou de téléphone util-
isé n’est pas connu, mais les participants savent s’il s’agit de données interview ou des
données téléphoniques (NIST, 2008).
Le sexe du locuteur ainsi que la langue 3 parlée sont fournis. Si jusqu’en 2001 la tran-
3. De 1997 à 1999 ainsi qu’en 2010, l’ensemble des enregistrements étaient en langue anglaise, cette
information n’avait donc pas lieu d’être. Il était tout de même indiqué si les locuteurs étaient natifs de
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scription orthographique des signaux était interdite (Campbell et Reynolds, 1999), elle
est depuis cette date autorisée. Il est à noter qu’au début de l’introduction de ces tran-
scriptions, la transcription manuelle était autorisée. Aujourd’hui, l’écoute des signaux
est interdite, les transcriptions peuvent être fournies par le NIST-SRE ou obtenues à
l’aide de systèmes automatiques de reconnaissance de la parole (Doddington et al.,
2000).
La nouvelle tâcheHuman Assisted Speaker Recognition (HASR) proposée en 2010 (Green-
berg et al., 2011b) est une exception à l’interdiction d’écoute des enregistrements puisqu’il
s’agit justement de voir quelles améliorations peut fournir l’écoute de certaines com-
paraisons par l’humain.
Soumission
Pour chacune des comparaisons, les participants doivent soumettre une décision
qui spécifie si l’hypothèse selon laquelle les deux enregistrements ont été produits par le
même locuteur est vraie ou fausse. Ils doivent également soumettre un score qui suit la
règle «plus le score est grand, plus la confiance dans le fait que les deux enregistrements
proviennent du même locuteur est grande. »(NIST, 2010).
1.2.2 La métrique d’évaluation
A partir de la décision
Plutôt qu’un taux de réponses correctes sur la totalité des comparaisons soumises,
la performance du système est évaluée pour les comparaisons cible d’une part et
imposteur d’autre part. Le pourcentage de fausses acceptations (FA) et le pourcentage
de faux rejets (FR) sont mesurés tels que définis par les équations 1.1 et 1.2.
FR =
Nombre de comparaisons résultant en un Faux Rejet
Nombre de comparaisons cible
(1.1)
FA =
Nombre de comparaisons résultant en une Fausse Acceptation




Chaque participant peut ainsi être positionné dans un plan FA-FR. Cette représenta-
tion est utilisée pour comparer les réponses des participants dans le cadre de HASR.
En revanche, l’évaluation des performances des systèmes automatiques ne se fait pas
uniquement à l’aide des décisions binaires mais également à partir du score fourni.
A partir du score
Chaque participant doit indiquer un score qui respecte la règle selon laquelle plus
l’hypothèse que les deux enregistrements ont été produits par le même locuteur est
sure, plus ce score est élevé. Dans ce cadre, la distribution de scores obtenus pour les
comparaisons cible doit logiquement montrer une moyenne plus élevée que la distri-
bution des scores des comparaisons imposteur.
Dans un cas idéal, les deux distributions sont complètement séparées. Dans la réalité,
elles se chevauchent et ce chevauchement donne lieu à des erreurs qui peuvent être
quantifiées en termes de FA et de FR. Une représentation schématique de ces distribu-
tions est donnée en figure 1.1.
FIGURE 1.1 – Représentation schématique des distributions de scores : importance du seuil
Toutes les comparaisons dont le score est supérieur à un seuil donné sont considérées
comme provenant du même locuteur, tandis que les comparaisons dont le score est in-
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férieur à ce même seuil sont considérées comme provenant de deux locuteurs différents
(décision).
Le seuil choisi a donc une grande influence sur les FA et de FR. Chaque seuil définit un
point dans un plan FA-FR. La courbe représentant ces points est dénommée courbe DET
(Detection Errore Tradeoff ) (Martin et al., 1997)) et est illustrée par la figure 1.2 revenant
ainsi à une représentation dans un espace usuel.
FIGURE 1.2 – La courbe DET : une représentation de l’évolution des taux d’erreur en fonction du
seuil choisi
Des points particuliers sur cette courbe permettent également de comparer plus sim-
plement les systèmes entre eux. Le premier d’entre eux est leDCF qui sert de référence
principale dans le cadre de NIST-SRE (NIST, 2010). Il s’agit d’un point qui permet de
prendre en compte les priorités de NIST en terme de coût des erreurs. Il est défini par
l’équation 1.3.
DCF = Coût(FR) ∗ P(cible) ∗ FR+ Coût(FA) ∗ P(imposteur) ∗ FA (1.3)
30
où Coût(FR) et Coût(FA) sont respectivement les coûts d’un Faux Rejet et d’une Fausse
Acceptation et P(cible) et P(imposteur) sont les probabilités des comparaisons cibles et
des comparaisons imposteur.
Dans les campagnes NIST-SRE, le coût des erreurs et les probabilités a priori d’appari-
tion des différentes comparaisons ont évolué au cours des années comme reporté dans
le tableau 1.1. L’évolution des coûts et des probabilités a priori suggère que les organ-
isateurs de NIST veulent que les systèmes évitent de réaliser des FA au détriment des
FR.
Période Coût(FR) Coût(FA) P(cible) P(imposteur)
1997-2010 10 1 0.01 1-P(cible)=0.99
2010 4 1 1 0.001 1-P(cible)=0.999
TABLE 1.1 – Valeurs des coûts des erreurs et des probabilités d’apparitions des types de compara-
isons.
Le taux d’égal erreur ou Equal Error Rate (EER) qui correspond au point où FR =
FA est un autre point de référence illustré par la figure 1.3.
FIGURE 1.3 – EER, score pour lequel p(FA) = p(FR)
Cette mesure est pratique pour comparer les systèmes mais, comme elle est calculée a
posteriori, elle ne permet pas d’évaluer les techniques de détermination du seuil optimal
pour tenir compte de la fonction de coût définie par l’application visée. Dans ce travail,
nous évaluons les systèmes de vérification du locuteur étudiés en donnant le même
4. Pour certains jeux de comparaisons
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poids au FA et au FR, aussi les performances des systèmes sont, elles, mesurées à l’aide
de leur EER.
1.2.3 Résultats de l’évaluation de la performance des systèmes automatiques
Nous observons depuis la création des évaluations NIST-SRE, une amélioration in-
discutable des performances des systèmes automatiques de vérification du locuteur,
notamment depuis l’introduction des techniques d’analyses factorielles. En 2010, les
meilleurs systèmes étaient en dessous de 2% d’EER pour la condition avec 2 minutes
30 de signal en apprentissage et en test (Greenberg et al., 2011a). Plusieurs éléments
de variation de performance ont été étudiés à l’occasion des campagnes NIST-SRE.
L’influence de ces facteurs sur les performances a été étudiée en comparant les résul-
tats des différentes cohortes qui possèdent certaines caractéristiques que nous allons à
présent décrire.
La durée des enregistrements
Dès le début des campagnes NIST-SRE, la durée des enregistrements a été envis-
agée comme un facteur pouvant faire varier les performances des systèmes. Si au
départ la durée des enregistrements variait entre 30 secondes et 2 minutes, aujourd’hui
les cohortes peuvent contenir des enregistrements de 10 secondes à plus de 20 minutes.
Ceci a évidemment une influence sur la quantité d’information extraite par les systèmes
pour effectuer la comparaison. Comme illustré par la table 1.4 5, avec l’accroissement
de la durée des enregistrements une amélioration globale des résultats est observée,
les taux d’EER variant de plus de 18% d’EER pour des durées de 10 secondes d’enreg-
istrement à moins de 3% d’EER pour 20 minutes d’enregistrement.
Ces tendances se retrouvent en 2010 où l’EER varie de 0.5% à 17% pour respectivement
les fichiers de 20 minutes et ceux de 10 secondes (Greenberg et al., 2011a) 6. Ces résul-
tats sont confirmés, lors d’une étude utilisant les outils ALIZE/SpkDet (Fauve et al.,
5. L’ensemble des courbes est issu de http://www.itl.nist.gov/iad/mig/tests/spk/2008/
official_results/index.html
6. Dans cet article, seules les courbes DET sont fournies, les EER sont déduits de la lecture de ces
courbes.
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FIGURE 1.4 – Courbes DET résumant les performances obtenues par les différents systèmes ayant
participé à NIST-SRE 2008 selon la durée des enregistrements en parole conversationnelle télé-
phonique (10 secondes en apprentissage et 10 secondes en test ; 2 minutes 30 secondes en appren-
tissage et 2 minutes 30 secondes en test ; 20 minutes en apprentissage et 2 minutes 30 secondes en
test).
2007) en analysant pour les outils développés dans ALIZE/SpkDet les différences de
performance. Dans ce cas, les auteurs observent pour le système SVM une variation de
9.43% à 30.1% d’EER pour des enregistrements de 2 minutes 30 secondes d’une part et
de 10 secondes d’autre part.
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Les techniques d’enregistrement
La question des différentes techniques d’enregistrement de la parole du locuteur
est un problème qui a été soulevé très tôt par NIST-SRE. En 1997, par exemple, tous
les locuteurs étaient déjà enregistrés avec deux types de téléphones filaires. En 2002, les
téléphones cellulaires sont rajoutés aux filaires. En 2008, les enregistrements interview
sont rajoutés. Les performances des systèmes sont sensibles aux différences de canal
comme l’illustre les courbes DET de la Figure 1.2 7.
Les données interview conduisent à de meilleurs résultats que les données télé-
phoniques (EERinterview = 3% vs EERtelephonique = 5%). Lorsque ce sont les mêmes mi-
crophones qui ont enregistrés les éléments utilisés en apprentissage et en test, les per-
formances globales des systèmes sont également meilleures (EERinterviewmêmemicro =
1.3% vs EERinterviewmicrodifférents = 3%). Il est toutefois à noter que ce ne sont pas exacte-
ment les mêmes comparaisons qui sont effectuées en données interview et en données
téléphoniques par exemple ce ne sont pas les mêmes auditeurs qui sont enregistrés et le
nombre de comparaisons utilisées pour calculer la performance est différent. Les résul-
tats ne sont pas parfaitement comparables mais ils rendent bien compte de l’influence
du mode d’enregistrement sur les performances du système.
La langue des locuteurs
Entre 1997 et 1999, l’ensemble des enregistrements étaient en langue anglaise. En
2010, la difficulté résidait dans le fait que certains locuteurs étaient natifs et d’autres
non. Pour les autres campagnes, plusieurs langues étaient représentées : c’est d’abord
l’espagnol qui a été ajouté, puis le mandarin et le russe pour arriver en 2008 à plus
de 20 langues différentes représentées. La difficulté susceptible d’être ajoutée par les
changements de langue est étudiée en terme de performance globale. Il s’agit d’es-
timer si les performances se dégradent globalement lorsque plusieurs langues sont
représentées dans la cohorte. Dans le cas de 2008 8, les performances lorsqu’il n’y a
que des locuteurs anglophones sont meilleures que pour les conditions où les lo-
7. L’ensemble des courbes de résultats est issu de http://www.itl.nist.gov/iad/mig/tests/
spk/2008/official_results/index.html
8. L’ensemble des courbes de résultats est issu de http://www.itl.nist.gov/iad/mig/tests/
spk/2008/official_results/index.html
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TABLE 1.2 – Courbes DET résumant les performances obtenues par les différents systèmes ayant
participé à NIST-SRE 2008 selon le type d’enregistrement utilisé. Tous les signaux d’apprentissage
et de test durent 2 minutes et 30 secondes (Données d’interview avec le même microphone en ap-
prentissage et en test ;Données d’interview avec des microphones différents ;Données téléphoniques ;
Données d’interview en apprentissage et téléphonique en test.)
cuteurs parlent plusieurs langues (pour le meilleur système, EERAnglais = 2.1% vs
EERTouteslanguescon f ondues = 5%). Il est tout de même à noter que l’ajout de locuteurs
non natifs de l’anglais n’a que peu d’influence sur les performances globales (Pour le
meilleur système, EERAnglaisnati f s = 2.0% vs EERAnglaisavecnonnati f s = 2.1%).
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Autres pistes
En 2010, pour la première fois, un corpus permettant de tester l’influence de l’ef-
fort vocal des locuteurs sur les performances des systèmes a été proposé. Trois séries
sont alors comparées. Dans la première, qui sert de témoin, le signal d’apprentissage
correspond à une session où les locuteurs parlent « normalement ». Dans la seconde,
appelée low effort, le signal d’apprentissage correspond à une session où il est demandé
aux locuteurs de parler doucement. Enfin, pour la troisième série appelée « high effort »,
les fichiers d’apprentissage correspondent à une session où les locuteurs avaient un
casque sur les oreilles par lequel du bruit était diffusé. Ils devaient se faire entendre
d’un autre interlocuteur qui lui aussi avait un casque sur les oreilles. La conséquence
de ce protocole est que les locuteurs ont tendance à parler plus fort. Ce sont les mêmes
locuteurs qui ont participé à ces trois séries. Les fichiers de test sont considérés comme
comprenant de la parole « normale ». Dans ce cadre, les performances des systèmes
varient légèrement en fonction de la série. Si pour la série low effort, l’EER est autour
de 1%, il est de 2.1% pour la série high effort. La série témoin a un EER de 1.9% (Green-
berg et al., 2011a) 9. L’effort vocal a donc une légère influence sur les performances des
systèmes. Il est surprenant que les meilleurs résultats ne soient pas pour la série où les
efforts vocaux en apprentissage et en test sont équivalents. Une analyse des signaux
pourrait peut-être expliquer ces différences.
Un autre élément a commencé à être analysé en 2010, il s’agit de la constance de la voix
à travers le temps. Ainsi, des personnes qui avaient été enregistrées lors des années
précédentes ont été de nouveau enregistrées afin d’évaluer la capacité des systèmes à
trouver une constance dans la voix au cours du temps. Les résultats de ces séries n’ont
toutefois pas encore été publiés à notre connaissance.
1.3 Principes de modélisation d’un locuteur par un système de
RAL
Ces dernières années, une nette amélioration des performances de systèmes de RAL
a été mise en évidence lors des campagnes NIST-SRE et l’étude de l’influence de fac-
teurs tels que la durée des enregistrements ou les modes d’enregistrement ont amené
9. Dans ce papier, les résultats sont uniquement présentés en terme de courbes DET, les EER sont
déduits de ces courbes
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les participants à proposer des modélisations des locuteurs qui prennent en compte
ces difficultés. Les principes de modélisation de ces systèmes relèvent soit d’approches
génératives soit d’approches discriminantes et nécessitent un apprentissage super-
visé. La description des deux systèmes que nous avons utilisés lors de ce travail, AL-
IZE/SpkDET (Bonastre et al., 2008) et Idento (Scheffer et al., 2011), permet de présenter
les principes des modélisations les plus utilisées dans le domaine, sans prétendre à
l’exhaustivité.
1.3.1 Décomposition en trois phases
Trois étapes distinctes sont identifiées dans un systèmes automatique de vérification
du locuteur.
La première consiste à extraire du signal des vecteurs de paramètres, x, à intervalles
réguliers (trames), c’est la phase de paramétrisation. Cette étape est effectuée aussi bien
pour le signal d’apprentissage que pour le signal de test. Nous la décrirons en détail
dans la partie 1.4. La seconde consiste à construire un modèle à partir des paramètres
extraits du signal d’apprentissage afin d’obtenir le modèle du locuteur. La troisième,
la phase de décision, consiste à décider du statut du signal de test : l’hypothèse qu’il
ait été produit par le même locuteur que celui qui a été enregistré dans le signal d’ap-
prentissage est-elle vraie ? Dans cette partie nous présentons ces deux dernières étapes.
Le processus de décision en vérification du locuteur repose sur un test d’hypothèses.
Connaissant un signal de parole, S, et un locuteur L, deux hypothèses peuvent être
envisagées.
– Le parole a été prononcée par le locuteur (H0).
– La parole n’a pas été prononcée par le locuteur (H1).
Il s’agit d’estimer la probabilité de chacune des deux hypothèses. Le rapport entre les





Ce rapport correspond au score à partir duquel la décision est prise : il est comparé
à un seuil, θ, pour prendre la décision. Lorsque le ratio est inférieur à θ, l’hypothèse
selon laquelle les deux enregistrements ont été prononcés par deux locuteurs différents
est retenue. Si le ratio est supérieur à θ, alors l’hypothèse qu’il s’agit du même locuteur
est considérée comme vraie.
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Nous allons nous attacher à décrire ici les deux systèmes avec lesquels nous avons
travaillé. Le premier, ALIZE/SpkDet (Bonastre et al., 2008) repose sur une approche
générative tandis que Idento (Scheffer et al., 2011) s’appuie sur une méthode discrimi-
nante.
1.3.2 ALIZE/SpkDet : exemple d’une approche UBM-GMM
ALIZE/SpkDet est une plate-forme biométrique libre de droit principalement dévelop-
pée au Laboratoire Informatique d’Avignon. Ce système repose sur une approche
générative qui utilise des modèles multi-gaussien (GMM) dont la construction s’ap-
puie sur un Universal Background Model ou modèle du monde (UBM).
Modèle multi-gaussien et Modèle du monde
Lemodèle du locuteur est résumé par unmélange de gaussiennes (GMM) (Reynolds,
1995) de dimension M 10. Le locuteur est ainsi caractérisé par une loi de densité de prob-
abilité dans l’espace des paramètres acoustiques. Pour un vecteur de paramètres x de
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Ce modèle repose sur l’hypothèse que les vecteurs de paramètres, x, provenant d’un
enregistrement prononcé par un locuteur suivent une loi de probabilité propre à ce lo-
cuteur.
Nous l’avons vu précédemment, la durée des enregistrements est assez courte, en ma-
jorité de 2.5 minutes soit environ 15 000 trames. L’estimation du GMM avec unique-
ment ces trames n’est pas très précise.
Pour remédier à cela, le modèle du locuteur est construit par adaptation d’un modèle
10. Pour ALIZE/SpkDet, la dimension du GMM varie de 256 à 2048 gaussiennes (Larcher et al., 2010)
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dumonde (UBM). Le modèle du monde est un mélange de gaussiennes construit à par-
tir de plusieurs milliers de fichiers de parole prononcés par des centaines de locuteurs
dans différentes conditions. L’idée ici est d’obtenir une représentation précise de ce
qu’est la parole afin de structurer l’espace des paramètres autour des lieux où se con-
centrent les échantillons de parole. Ce modèle est unique pour l’apprentissage de tous
les locuteurs. Il est tout de même souvent construit un modèle du monde par genre.
L’apprentissage du modèle du monde repose sur l’algorithme d’Espérance Maximisa-
tion (EM) (Laird, 1993). Cet algorithme cherche à optimiser les paramètres du modèle
pour maximiser la vraisemblance des données avec ce même modèle.
Le modèle du locuteur consiste à modifier, en fonction des paramètres extraits du
fichier d’apprentissage, les moyennes de l’UBM. La méthode la plus utilisée en recon-
naissance du locuteur est celle du Maximum a Posteriori (MAP) (Gauvain et Lee, 1994).
La figure 1.5 illustre le processus d’apprentissage à partir d’un UBM.
FIGURE 1.5 – Apprentissage du modèle de locuteur : une adaptation du modèle du monde selon les
paramètres extraits du signal d’apprentissage.
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Dans le cadre d’unmodèle UBM-GMM, p(S|H0) correspond à la vraisemblancemoyenne
du signal test d’appartenir au modèle du locuteur.
p(S|H1) peut être approximée grâce à une cohorte d’imposteurs (Rosenberg et al., 1992)
mais c’est généralement la vraisemblance d’appartenance au modèle du monde (Carey
et Parris, 1992) qui est utilisée pour estimer la contre-hypothèse.
Si (Higgins et al., 1991) préconise d’utiliser pour la construction de l’UBM des signaux
de parole considérés comme proches de celui du signal d’apprentissage, (Reynolds,
1995) considère qu’il faut utiliser tous les types d’enregistrement de manière à avoir
accès à des signaux proches et d’autres plus éloignés.
Factor Analysis
La variation des conditions d’enregistrement des signaux de parole est un des prob-
lèmes majeurs que les participants à NIST-SRE ont cherché à résoudre. La technique du
Factor Analysis est une des solutions qui a permis d’améliorer très significativement
(d’un facteur deux en moyenne) les performances des systèmes 11. Cette technique est
implémentée dans ALIZE/SpkDet (Matrouf et al., 2008a).
Le Factor Analysis (Kenny et al., 2005) repose sur l’hypothèse que l’enregistrement
de parole dépend de différents facteurs dont deux principaux, l’un rendant compte
du locuteur, l’autre correspondant à des informations sur le canal. Ici le canal est en-
tendu comme information pouvant varier dans le signal de parole et qui n’est pas due
au locuteur comme les conditions d’enregistrement ou la langue. Le Factor Analysis
admet comme seconde hypothèse que chaque facteur peut être représenté dans un
sous-espace spécifique de dimension réduite. Il s’agit donc dans cette technique de ne
conserver pour la modélisation que la partie contenant l’information sur le locuteur.
Normalisations
Dans les campagnes NIST-SRE, il est demandé aux participants de ne fournir qu’un
seul seuil. Par ailleurs, les campagnes ont très tôt imaginé des cohortes où fichiers d’ap-
prentissage et de test sont enregistrés dans des conditions très différentes. Ces con-
traintes ont eu, notamment, comme conséquence d’amener les participants à proposer
11. EERsansFA = 17% vs EERavecFA = 7.1% (Kenny et Dumouchel, 2004)
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une normalisation des scores. Les techniques les plus courantes consistent à centrer
et réduire les scores obtenus en fonction de cohortes d’imposteurs. Trois types de
normalisations sont observées en 2010 dans les systèmes participants à la campagne
NIST-SRE.
z-norm permet de préciser le rapport du signal d’apprentissage à des signaux dont
nous savons qu’ils sont des imposteurs (Reynolds, 1997). Cette transformation se ré-





où µI et σI sont respectivement la moyenne et la variance des scores obtenus par le
signal d’apprentissage face à des fichiers test que nous savons tous imposteur.
t-norm permet de préciser le rapport du signal de test à des signaux dont nous savons






zt-norm est l’application conjointe et successive des deux normalisations précédentes.
Ces normalisations permettent une légère amélioration des résultats comme l’illustre la
figure 1.6 pour ALIZE/SpkDet.
En 2008, pour ALIZE/SpkDet, sur les fichiers d’apprentissage et de test de 2.5 minutes,
les EER sans normalisation, avec znorm, avec tnorm et ztnorm sont respectivement de
4.33%, 3.42%, 4.55% et 3.87%.
1.3.3 Idento : exemple de système fondé sur les i-vectors
Idento (Scheffer et al., 2011) est le système i-vectors développé par le SRI. Il repose
sur un classifieur Machine à Vecteurs Support (SVM).
I-vector
Dans la continuité du Factor Analysis (Kenny et al., 2005), (Dehak et al., 2009) met
au point la technique des i-vectors en utilisant le Factor Analysis comme une « tech-
nique d’extraction des paramètres ». Si la technique du Factor Analysis telle que décrite
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FIGURE 1.6 – Performances pour ALIZE/SpkDet sur les données NIST-SRE 08 en fonction de la
normalisation utilisée : EERnonorm = 4.33, EERznorm = 3.42, EERtnorm = 4.55, EERztnorm =
3.87
dans (Kenny et al., 2005) considère deux espaces séparés entre le canal et le locuteur,
l’hypothèse pour la construction des i-vectors est qu’il existe un espace de variabil-
ité totale qui contient à la fois la variation due au canal et au locuteur. Les i-vectors
correspondent à un vecteur qui contient les coordonnées du locuteur dans l’espace
de variabilité totale. Une compensation des différences de mode d’enregistrement est
effectuée dans ce cadre à l’aide d’une Analyse Linéaire Discriminante (LDA) dans l’es-
pace de variabilité totale.
L’avantage de ces techniques est de réduire grandement la dimension des vecteurs de
paramètres et donc d’améliorer la durée d’exécution des calculs. Elles améliorent égale-
ment les performances avec une diminution d’un facteur deux 12. Dans ce cadre, pour
estimer les probabilité de H0 et de H1, un SVM est utilisé.
12. Pour les données hommes anglophones de NIST-08, EERFactorAnalysis = 2.64% vs EERi−vectors =
1.12% (Dehak et al., 2009)
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Machine à vecteur support
Les SVM sont des classifieurs développés pour permettre la séparation de don-
nées complexes dans des espaces de grandes dimensions (Wan et Campbell, 2000).
Plutôt que de construire une fonction qui associe directement l’espace d’entrée à la
classe souhaitée, la classification consiste à trouver une fonction dont le signe donne
l’appartenance à la classe (Scheffer, 2006). Il s’agit dans ce cas de trouver un hyperplan
qui permet au mieux de séparer les données de chacune des deux classes. Cet hy-
perplan est estimé de façon à maximiser la marge entre les données des deux classes
comme l’illustre la figure 1.7.
FIGURE 1.7 – Représentation schématique d’un SVM d’après (Scheffer, 2006)
L’attrait pour les classifieurs SVM tient en leur capacité à traiter des problèmes non-
linéaires. Le principe sous jacent est qu’un problème non séparable linéairement peut
être transformé en un problème séparable linéairement dans un espace de dimension
suffisamment grande.
Dans le cas du système i-vectors, les i-vectors sont projetés dans le SVM. La distance
est estimée à l’aide d’un cosine kernel.
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Normalisation
Les mêmes types de normalisation que celles décrites en 1.3.2 peuvent être ap-
pliquée sur les scores produits par Idento.
1.4 Focus sur la phase de paramétrisation
Nous avons vu précédemment les principales techniques de modélisation du locu-
teur. Nous souhaitons ici décrire les paramètres acoustiques qui ont été utilisés afin de
mieux appréhender où se situe l’information propre au locuteur. L’étape de paramétri-
sation consiste, à partir d’un signal de parole numérisé, à extraire des vecteurs de
paramètres à intervalle de temps régulier, trames (Bimbot et al., 2004). Plusieurs paramètres
ont été envisagés pour reconnaître le locuteur les plus courants étant les paramètres
cepstraux. A titre d’exemple, le tableau 1.3 résume l’ensemble des paramètres utilisés
par les différents systèmes ayant participé à la dernière campagne d’évaluation des
systèmes NIST-SRE 2010 (NIST, 2010) 13.
MFCC PLP LPCC LFCC Paramètres Prosodiques Autre
Nombre de systèmes 43 14 11 6 3 5
TABLE 1.3 – Paramètres utilisés par les différents systèmes ayant participé à la campagne NIST-
SRE 2010.
Nous allons ici nous attacher à décrire les principes qui fondent ces différents paramètres.
La Figure 1.8 illustre le calcul de ces différents paramètres (Furui, 1981).
1.4.1 Analyses cepstrales
Les paramètres issus d’analyses cepstrales sont utilisés dans tous les systèmes de
vérification du locuteur. Nous pouvons en distinguer différents types (Furui, 1981) :
les MFCC, les LFCC, les LPCC et les PLP. L’atout majeur de ces paramètres est qu’ils
sont décorrélés entre eux ((Haton et al., 2006), (Larcher, 2009)). La décorrélation des
13. Ces statistiques sont tirées des descriptions de systèmes fournies par les participants de NIST-SRE
2010 lors du workshop NIST-SRE de Brno les 24 et 25 juin 2010
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FIGURE 1.8 – Processus de calcul des différents paramètres cepstraux utilisés
coefficients permet de limiter le nombre de coefficients nécessaires pour définir l’espace
à modéliser puisque toutes les valeurs sont indépendantes les unes des autres. Tous
ces coefficients reposent sur une analyse fréquentielle trame par trame du signal.
L’information temporelle est abandonnée dans les systèmes de RAL contrairement
aux systèmes de reconnaissance de la parole qui utilisent égelent ces coefficients (Haton
et al., 2006).
Sélection de trames
Il est important de souligner que toutes les trames du signal ne sont pas utilisées.
Une technique de détection d’activité vocale est employée par tous les systèmes ayant
participé à NIST-SRE 2010. Cette technique consiste à classifier chacune des trames en
trame de parole ou de non-parole en utilisant la quantité d’énergie.
La majorité des systèmes utilisent pour leur modèle l’ensemble des trames détectée
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comme parole, mais certains systèmes utilisent des sélections plus précises. Par exem-
ple, le système du SRI International (Scheffer et al., 2011) combine plusieurs systèmes
dont un n’utilise que les trames issues des phonèmes nasals. Ils utilisent alors un sys-
tème de transcription de la parole pour déterminer les trames qui seront utilisées. Dans
le même ordre d’idée, un autre de leurs systèmes ne sélectionne que les trames en fin
de groupe de souffle. Tous ces choix partent des hypothèses que ces zones sont plus
porteuses d’information sur le locuteur 14.
LFCC et MFCC
Les MFCC (Davis et Mermelstein, 1980) et LFCC sont le résultat d’une analyse
fréquentielle du signal de parole réalisée à l’aide de calcul de spectres de Fourier à court
terme sur une fenêtre temporelle. Pour lesMFCC, une fois dans l’espace des fréquences,
le module du spectre est filtré par un banc de filtre dont les fréquences centrales sont
fixées par l’échelle Mel (Stevens et al., 1937). Cette transformation, illustrée par la Fig-
ure 1.9, permet de mieux rendre compte de la perception des fréquences par l’oreille
humaine. Dans le cas des LFCC, ce filtre n’est pas appliqué.
FIGURE 1.9 – Banc de filtres à l’échelle Mel d’après (Haton et al., 2006)
Le logarithme de ces valeurs est ensuite calculé. La dernière étape consiste à appliquer
une transformée inverse en cosinus discrète (Calliope, 1989). La durée des fenêtres varie
entre 20 millisecondes et 250 millisecondes selon les systèmes. La grande majorité des
systèmes utilise des fenêtres de Hamming d’une durée de 20 millisecondes avec un pas
14. Les nasales sont produites en faisant passer de l’air dans la cavité nasale dont la forme est propre
au locuteur ; en fin de groupe de souffle, on observe souvent un relâchement des articulateurs qui peut
donner une information sur la taille du conduit vocal (Shriberg et Stolcke, 2008)
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de 10 millisecondes. Ce choix permet de respecter l’hypothèse de stationnarité du sig-
nal mais a pour conséquence d’utiliser des trames dont la durée est bien inférieure à un
segment de parole 15. Le tableau 1.4 résume les différentes durées de fenêtres pour les
paramètres cepstraux. Il est à noter que le pas de trame correspond le plus souvent à la
moitié de la durée des trames.







TABLE 1.4 – Longueur de trames pour le calcul des coefficients cepstraux
La dimension des vecteurs varie en fonction des systèmes. Si le nombre de coef-
ficients cepstraux fluctue entre 12 et 20, la majorité des systèmes ayant participé à
NIST-SRE 2010 utilise 19 coefficients cepstraux ainsi que c0 qui correspond à l’énergie
présente dans la trame de signal analysé. Il est à noter qu’en reconnaissance de la pa-
role, où nous sommes principalement intéressé à rendre compte de l’enveloppe spec-
trale pour reconnaître le phone prononcé, les systèmes utilisent en moyenne 12 coeffi-
cients cepstraux (Haton et al., 2006). En tenant compte d’un nombre de coefficients plus
grand, nous supposons récupérer également l’information sur la source du signal de
parole.
Coefficients issus d’une Prédiction linéaire
Les LPCC, quant à eux, s’appuient sur la technique de prédiction linéaire (Markel
et Gray, 1976). Cette technique se fonde sur la corrélation entre les échantillons suc-
cessifs de parole, corrélation qui peut être attribuée aux résonances du conduit vocal
d’après la théorie source-filtre (Fant, 1970). Ces coefficients rendent compte de l’en-
veloppe spectrale. Une fois les coefficients de prédiction linéaires calculés, ceux-ci sont
15. A titre d’exemple, (Marchal, 2007) cite une durée entre 50 et 150 ms pour les occlusives (Ladefoged,
2005) illustre son propos avec des spectrogramme où les voyelles ont une durée autour de 150 millisecon-
des
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transformés dans l’espace cepstral. La majorité des systèmes de NIST-SRE 2010 qui
utilisent des LPCC a opté pour des vecteurs de 18 coefficients.
Les coefficients PLP (Furui, 1981), (Hermansky, 1990) permettent de tenir compte de la
perception non linéaire des fréquences par l’oreille humaine. Ils reposent eux aussi
sur une analyse fréquentielle du signal de parole, dont les valeurs seront transformées à
l’aide d’une échelle perceptive Bark (Zwicker et Feldtkeller, 1981). Une transformée de
Fourier inverse est ensuite appliquée sur ces coefficients afin d’obtenir les PLP. Les sys-
tèmes utilisent entre 12 et 15 coefficients PLP. Cette analyse peut être renforcée par une
analyse spectrale relative (RASTA) qui simule l’insensibilité de l’oreille aux variations
temporelles lentes (Hermansky et al., 1991).
Informations dynamiques
La majorité des systèmes (72% des systèmes pour NIST-SRE 2010) souhaitent tenir
compte d’une information dynamique dans leurs vecteurs de paramètres. Pour cela,
ils utilisent les variations immédiates des paramètres acoustiques en calculant les
dérivées temporelles première (∆) et seconde (∆∆) (Furui, 1981). La dérivée première
peut être liée à la vitesse de variation du spectre tandis que la dérivée seconde rend
compte de l’accélération. Nous retrouvons ces calculs de ∆ et de ∆∆ avec tous les types
de paramètres (cepstraux ou PLP).
1.4.2 Autres paramètres utilisés
Éléments prosodiques
Peu de systèmes proposent d’utiliser des paramètres prosodiques 16. Ceux qui les
utilisent espèrent ainsi capter des informations sur la source de production qui ramène
notamment à la morphologie des plis vocaux 17 (Ferrer et al., 2010). Ces paramètres
sont, dans tous les cas, combinés avec un système utilisant des paramètres acous-
tiques, généralement des coefficients cepstraux.
Un des systèmes les plus connus utilisant ces paramètres est le systèmeNERF développé
par le SRI International (Scheffer et al., 2011). Dans ce système, les éléments prosodiques
16. Lors de NIST-SRE 2010, seulement 3 systèmes disent utiliser ce type de paramètres
17. Nous parlons ici de plis vocaux et non de cordes vocales car les plis vocaux contiennent diffréents
éléments anatomiques (muqueuse, muscles et cartilage) qui rendent la métaphore de la corde caduque.
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extraits sont la courbe de la fréquence fondamentale (F0, fréquence de vibrations des
plis vocaux) et la courbe d’intensité ainsi que la durée des segments d’où sont extraits
les éléments précédents. Les paramètres utilisés pour rendre compte des deux premiers
éléments sont les coefficients de Legendre introduit par (Dehak et al., 2007) pour la
RAL. Il s’agit de décrire ces courbes à l’aide de polynômes d’ordre 5. Différentes zones
ont été testées, les éléments ayant été calculés sur chaque syllabe, sur les vallées des
éléments voisés et sur des zones uniformes telles que définies dans (Kockmann et al.,
2010).
Un des autres systèmes de NIST-SRE 2010 utilisant des indices prosodiques calcule les
courbes de F0 et d’intensité sur des fenêtres fixes de 300 millisecondes, les trames non
voisées étant rejetées. L’information de durée dans ce système consiste à compter le
nombre de trames voisées sur un intervalle de 30 trames soit 300 millisecondes. Cette
durée de trame correspond à peu près à la durée moyenne d’une syllabe.
Il est à noter que, précédemment, d’autres paramètres avaient été envisagés pour rendre
compte des éléments prosodiques comme la durée des mots, la durée des états perme-
ttant de décrire les phones ou la durée des pauses (Shriberg et Stolcke, 2008). La combi-
naison de ces paramètres avec les systèmes fondés sur les coefficients cepstraux permet
d’améliorer les performances. Par exemple, sur les données de NIST 2008, le système
du SRI sans les paramètres prosodiques en données téléphoniques a un EER de 2.7%
qui chute à 2.4% après la fusion avec le système utilisant des paramètres prosodiques
(Ferrer et al., 2010).
Niveau glottique
Certains participants à NIST-SRE 2010 ont utilisé des paramètres rendant compte
de la source glottale en utilisant des Glottal Source Cepstral Coefficients (GSCC)(Mazaira
et al., 2010). Ces coefficients reposent sur une transformée inverse du signal de manière
à ne décrire que la source du signal. Les auteurs notent une amélioration des perfor-
mances en utilisant ces paramètres plutôt que les MFCC. Il est toutefois à noter que
la performance initiale de leur système MFCC sont assez éloignée de l’état de l’art
(EER = 27.15 en parole téléphonique, 2.5 minutes).
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Niveau segmental, réalisation phonétique
La déviance de la réalisation de certains phones par rapport à un prototype est
considérée comme un bon indice sur le locuteur par certains concepteurs de systèmes.
Ainsi, la fréquence des phones absents de la langue parlée par le locuteur, a été envis-
agée comme paramètre par (Campbell et al., 2004). Dans ce cas, les performances du
système sont améliorées (de 21.8% d’EER à 13.4% pour des fichiers de 2.5 minutes).
(Klusacek et al., 2003) observent, quant à eux, la réalisation de certains phones selon
leur contexte. Par cette technique, l’EER passe de 2.8% à 1.7% pour des fichiers de 20
minutes.
Niveau lexical
D’autres systèmes rendent compte du vocabulaire employé par les locuteurs, con-
sidérant qu’une information idiosyncratique est contenue dans le choix des idiomes
utilisés par le locuteur. Si (Scheffer et al., 2011) utilisent les fréquences de mots comme
paramètres, (Mirghafori et al., 2005) ne comptabilise que certains mots comme actually,
anyway, like, see, well, now et des expressions telles que you know, you see, I think, I mean
ou certains bruits de bouches tels que um, uh. Ces éléments permettent d’améliorer
légèrement les performances. L’ajout de la fréquence des mots dans le système du SRI
a permis de diminuer la DCF 18 de 0.471 à 0.298 lors de l’évaluation 2010 en condition
téléphonique (Scheffer et al., 2011).
Synthèse : le rôle fondamental de l’évaluation
Le paradigme de l’évaluation est un outil incontournable pour faire avancer la
recherche. Les avancées observées et les questions scientifiques abordées cette dernière
décennie sont, dans leur majorité, dues au mode d’évaluation des systèmes. Ainsi, en
vérification du locuteur, d’importants efforts ont été consacrés à la question de la ro-
bustesse des systèmes auxmodes d’enregistrement ou à la durée des signaux qui sont
des questions centrales de l’évaluation NIST-SRE. Les techniques du Factor Analysis
et des i-vectors ont permis une progression drastique sur ces questions. Un autre ex-
emple concerne les transcriptions dont l’utilisation a permis d’explorer des paramètres
18. Le taux d’EER n’est pas disponible dans ce papier, les performances du système n’étant exprimées
qu’en terme de DCF.
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dépendants du message délivré par le locuteur.
De plus en plus de soumissions à NIST-SRE combinent des approches différentes afin
d’obtenir de meilleures performances. Si certaines tentent d’introduire des données
liées à la connaissance de la production de la parole ou faire des hypothèses sur la
localisation l’information idiosyncratique, une grande majorité préfère combiner de
nombreux systèmes en utilisant différents paramètres cepstraux et en jouant sur les
dimensions des modèles.
Il est à noter que la majorité des paramètres acoustiques utilisés en RAL sont également
utilisés en reconnaissance automatique de la parole où le but est de transcrire ce qui est
dit dans le signal de parole. Ceci met en évidence que ces paramètres rendent plus
compte du signal de parole en général que de spécificités du locuteur en tant que tel.
Par ailleurs, l’analyse des erreurs commises par les systèmes peut permettre de com-
prendre où se situe l’information pertinente pour la vérification du locuteur.. Comme
l’évaluation des systèmes de vérification du locuteur se fait de manière globale, l’anal-
yse des erreurs n’est pas beaucoup développée. Il est actuellement difficile de com-
prendre l’influence des éléments de variations de la parole sur les performances des
systèmes car la constitution des corpus ne permet pas toujours de rendre compte de
l’influence exacte d’un facteur, toute chose n’étant pas égale par ailleurs.
Ces campagnes d’évaluation ont déjà permis de poser des profils de locuteurs dif-
férents. (Doddington et al., 1998) met en évidence qu’il existe des comportements de lo-
cuteurs et propose de décrire ces comportements à l’aide d’uneménageriemétaphorique.
Les locuteurs au comportement normal 19 sont appelés moutons. Les locuteurs dont les
enregistrements utilisés en apprentissage donnent lieu à de nombreuses FA sont ap-
pelés agneaux tandis que ceux qui donnent lieu à de nombreux FR sont appelés chèvres.
Enfin, les locuteurs dont les enregistrements utilisés en tests donnent lieu à de nom-
breux FA sont appelés des loups. La « chasse aux loups » a notamment été étudiée par
(Stoll et Doddington, 2010). Dans ces travaux, la distinction entre fichiers d’enreg-
istrement et locuteur n’est pas toujours évidente, pourtant un locuteur peut produire
plusieurs enregistrements différents.
Cette distinction entre enregistrement et locuteur est complètement niée dans l’ap-
proche des i-vectors qui considère qu’un enregistrement est équivalent à un locuteur.
L’enregistrement reste le support sur lequel la parole du locuteur a été enregistrée et
le défi de la vérification du locuteur est de conserver les indices sur le locuteur tout
en s’extrayant des éléments de variation comme la langue ou l’effort vocal. Il est in-
19. tel qu’estimé à partir d’exemples d’enregistrements
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téressant de noter que l’introduction, dans les campagnes NIST SRE, de nouveau type
d’enregistrement se focalisant sur l’effort vocal ou l’influence de l’évolution de la voix
dans le temps ouvrent actuellement de nouvelles perspectives en ce sens.
La question des indices idiosyncratiques et de leur relative indépendance avec les
autres facteurs de variation de la parole est centrale et nécessite de poser la distinc-
tion entre enregistrement et locuteur lors des évaluations des systèmes de RAL.
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Chapitre 2
Reconnaître son interlocuteur : une
capacité humaine à évaluer
Résumé : Ce chapitre est consacré à la capacité humaine à reconnaître des voix. Cette capacité est
évaluée par différents protocoles depuis de nombreuses années. Les expériences menées montrent que
cette capacité est variable selon les conditions : il est indispensable de séparer les tâches où les personnes
sont déjà connues des auditeurs de celles où il s’agit de nouvelles personnes car les performances sont
très différentes selon les conditions. D’autres éléments comme la longueur des extraits, la langue des
locuteurs ou l’état émotionnel du locuteur jouent un rôle important dans les performances des auditeurs.
Suite à la description de ces capacités, nous présentons les modèles cognitifs qui ont été envisagés pour
expliquer la perception des voix. Enfin, nous établissons la liste des paramètres idiosynchratiques qui ont
été mis en évidence par tests perceptifs ou par analyses acoustiques.
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2.1 Capacité humaine à reconnaître un locuteur
L’évaluation des capacités humaines à reconnaître une personne à partir de sa parole
est une question qui intéresse les phonéticiens depuis longtemps. Cet intérêt n’a tout
de même pas donné lieu, contrairement à l’évaluation des systèmes automatiques, à un
véritable protocole de référence même si des propositions dans ce sens ont été faites
(Broeders et Amelsvoort, 1999).
2.1.1 Protocoles d’évaluation et métriques
Les protocoles d’évaluation des capacités humaines à reconnaître son interlocuteur
sont très variés et pas toujours comparables (Van Lancker et Kreiman, 1987). Avant
de présenter les performances obtenues par l’humain, nous nous intéresserons aux
métriques employées en fonction de la tâche choisie.
Similarité entre les voix et test d’authentification
Une première approche pour évaluer la capacité humaine à reconnaître une per-
sonne à partir de sa voix consiste à présenter aux auditeurs une paire d’enregistrements
vocaux et de les interroger sur la similarité entre les locuteurs (Erikson, 2007). La réponse
des auditeurs peut être de type binaire : il s’agit du même locuteur ou bien il s’agit de
deux locuteurs différents. Ceci correspond à la tâche de vérification du locuteur telle
que définie en informatique. Elle a notamment été utilisée par (Schlichting et Sullivan,
1996). Si elle reste minoritaire pour les tests perceptifs, elle est très courante pour les
analyses acoustiques (Rogers, 1998). La métrique généralement utilisée dans ce cadre
est le taux de réussite global, TG. Ce taux consiste à comptabiliser toutes les réponses
correctes (qu’elles soient issues de comparaisons cible ou de comparaisons imposteur)









où TGk est le taux de réussite pour chaque auditeur (indicé par k) calculé selon l’équa-
tion 2.2 et où n est le nombre d’auditeurs.
TGk =
Nombre de réponses correctes pour l’auditeur k
Nombre de comparaisons écoutées par l’auditeur k
(2.2)
La réponse des auditeurs peut également être fournie à l’aide d’échelles de proximité
où la plus petite valeur indique qu’il s’agit du même locuteur tandis que la plus élevée
signifie que les locuteurs sont très différents. Ceci est notamment utilisé par (Remez
et al., 2004) ou (Kahn et Rossato, 2009). Dans ce cadre, ce sont des matrices de distances
qui sont analysées. Ce type de tâche, même s’il se développe de plus en plus, reste
toutefois marginal par rapport à la tâche d’identification.
Une autre métrique utilisée en discrimination est la mesure d-prime (Macmillan et
Creelman, 1991). Cette mesure tient compte de la tendance des auditeurs à répondre
systématiquement de la même façon (toujours oui ou toujours non). Elle obtenue par
l’équation 2.3.
d− prime = z(p("oui"|H0))− z(p("oui"|H1)) (2.3)
où z() est une normalisation des données pour les centrer et les réduire, p("oui"|H0) est
la proportion de fois où l’auditeur a répondu qu’il s’agissait du même locuteur alors
qu’il s’agissait dumême locuteur (Vraie Acceptation) et p("oui"|H1) est la proportion de
fois où l’auditeur a répondu qu’il s’agit dumême locuteur alors que les enregistrements
proviennent de deux locuteurs différents (Fausses Acceptations).
Dans ce cadre, si d− prime = 0, cela signifie que l’auditeur a répondu au hasard. Un
d− prime de 1 signifie que 69% des comparaisons imposteur et comparaisons cible ont
été correctement reconnues. Le maximum qui puisse être atteint est 6.93. La figure 2.1
illustre le lien entre d-prime et une courbe ROC.
Identification du locuteur
L’identification du locuteur consiste à retrouver un locuteur dans un panel d’enreg-
istrement. Cette tâche, majoritaire, est notamment utilisée par (Schlichting et Sullivan,
1998) ou (Lavner et al., 2000). Des expériences où il faut directement nommer le locu-
teur ont également été réalisées (Van Lancker et al., 1985). Si la voix est nouvelle pour
les auditeurs, une phase d’apprentissage est prévue. Il se peut que soit demandé aux
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FIGURE 2.1 – Lien entre les valeurs de d-prime et la proportion de Fausses Acceptations et de Vraies
Acceptations.
auditeurs de donner leur confiance dans leur réponse à l’aide d’une échelle de confi-
ance. Le chiffre le plus haut désigne généralement qu’ils sont très confiants dans leur
réponse.
Plusieursmétriques ont été envisagées pour ce type de tâche. La première est le taux d’i-
dentification ou son homologue le taux d’erreurs. Le taux d’identification, Tidenti f ication,
tient compte du nombre de fois où l’auditeur a identifié correctement le locuteur comme
le retranscrit l’équation 2.4.
Tidenti f ication =
Nombre d’identifications correctes
Nombre total d’identifications à réaliser
(2.4)
Le taux d’erreurs, Terreurs, correspond au pourcentage de fois où les auditeurs se sont
trompés dans leur identification : ils ont déclaré que l’enregistrement de parole prove-
nait d’un autre locuteur que celui qui a réellement effectué l’enregistrement. Ce taux
est l’autre face du taux d’identification (cf. équation 2.5).
Terreurs = 1− Tidenti f ication (2.5)
La performance des auditeurs peut également être exprimée en comptabilisant le nom-
bre de fois où les auditeurs ont identifié un locuteur alors que ce n’était pas lui (fausse
acceptation, FAidenti f ication, équation 2.6) et le nombre de fois où le locuteur a été pris
pour un autre (faux rejet, FRidenti f ication, équation 2.8). Ces taux sont obtenus à partir de
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la matrice de confusion des réponses, MC.




























où i et j sont respectivement l’indice de la colonne et de la ligne de la matrice de confu-
sion MC et n est le nombre de locuteurs. La Figure 2.2 illustre ces éléments.
FIGURE 2.2 – Éléments pris en compte lors de l’expression de la performance à l’aide d’un
FAidenti f ication et d’un FRidenti f ication
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2.1.2 Des performances inégales
Identifier des personnes connues
L’humain sait dès son plus jeune âge reconnaître des personnes à partir d’un en-
registrement de parole (Mehler et Dupoux, 1990). A quatre semaines, l’enfant est plus
sensible à la voix de sa mère qu’à la voix d’une autre femme lorsqu’il entend des enreg-
istrements réalisés alors que ces femmes s’adressent à leurs enfants (Miles et Meluish,
1974). Cette sensibilité est mesurée à l’aide de la technique de la succion non-nutritive
(Siqueland et DeLucia, 1969) qui consiste à mesurer à l’aide d’une tétine à capteur, le
nombre de succions réalisées par le nourrisson. Une augmentation du nombre de suc-
cions est considérée comme un indicateur du fait que l’enfant est intéressé par ce qui se
passe autour de lui. Dans le cas de cette expérience, le taux de succions augmente de
18% lorsque l’enfant entend la voix de sa mère après avoir entendu la voix d’une autre
femme, alors que le taux de succion diminue de 35% lorsque l’enfant entend une voix
inconnue après avoir entendu la voix de sa mère. La voix de sa mère est donc connue
de l’enfant dès ces premières semaines de vie et il ne réagit pas de la même façon à
cette voix qu’à une autre.
L’humain a d’ailleurs une facilité à reconnaître, à partir de parole, des personnes qui
lui sont connues. Une personne connue peut être aussi bien une célébrité (homme poli-
tique, star de variété) (Schlichting et Sullivan, 1996) ou (Van Lancker et al., 1985), qu’un
membre de la famille (Ladefoged, 1980) ou un collègue de travail (Hollien et Doherty,
1982). Il s’agit de personnes que les auditeurs ont l’habitude d’entendre. Dans ce cas,
l’humain reconnaît très bien les personnes, les taux d’identification s’élèvent selon
les circonstances (nombre d’auditeurs étudiés, longueur des enregistrements, panel ou
nomination...) autour de 98% pour (Hollien et Doherty, 1982), 83% pour (Ladefoged,
1980) ou 69.9% pour (Van Lancker et al., 1985).
La durée des enregistrements joue un rôle important dans les différences de perfor-
mances. Plus les enregistrements ont une durée importante, plus les taux d’identifica-
tion sont élevés. Ainsi, pour (Ladefoged, 1980), les taux d’identification sont de 31%,
66% et 83% lorsque le locuteur prononce respectivement « hello », une phrase simple ou
un message d’une durée de 30 secondes.
L’état émotionnel influence également le choix des auditeurs. (Saslove et Yarmey,
1980) notent que les auditeurs reconnaissent mieux les locuteurs lorsque, dans les deux
enregistrements à comparer, l’état émotionnel est le même plutôt que lorsqu’un des en-
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registrements est réalisé avec le locuteur en colère. Lorsque les 15 auditeurs réalisent
cette tâche d’identification, tous répondent parfaitement quand le locuteur a une voix
neutre tandis que seulement quatre auditeurs obtiennent 100% de bonnes réponses
lorsque le locuteur s’exprime avec colère. Cette différence est significative et montre
que l’état émotionnel du locuteur peut changer les capacités d’identification de l’audi-
teur. Ce phénomène est d’ailleurs également souligné par (Scherer et al., 1998) dans sa
revue générale sur l’influence de l’état émotionnel du locuteur sur la parole.
Au delà de la familiarité, c’est la question du contexte où la voix est entendue qui est
posée. Par exemple, (Bricker et al., 1976) ont enregistré leurs collègues de travail au lab-
oratoire et ont demandé à d’autres collègues de les identifier. Que se serait-il passé si
les locuteurs avaient été enregistrés sur leurs lieux de vacances et avaient été identifiés
par leurs collègues ? Des résultats similaires auraient-ils été trouvés ? A notre connais-
sance, aucune expérience d’identification de personnes à partir de la voix n’a posé la
question dans ces termes. Toutefois, (Campbell et Erickson, 2004) en suivant une femme
pendant trois ans dans différents contextes de communication montre que les indices
prosodiques varient en fonction de la personne à qui elle s’adresse. Demême, (de Looze
et al., 2011) montre que les courbes prosodiques des interlocuteurs ont tendance à se re-
joindre lorsqu’il y a connivence dans le dialogue. Dans ce cadre, nous pouvons nous
demander si la familiarité de la voix n’est pas dépendante du contexte. Une première
réponse peut se trouver dans la réaction du nourrisson qui ne réagit plus à la voix de
sa mère lorsque celle-ci lit un texte destiné à un adulte (Mehler et al., 1976).
Une difficulté accrue pour les nouvelles voix
La connaissance préalable du locuteur par l’auditeur est un facteur qui influe
grandement les performances des auditeurs. Ainsi, (Hollien et Doherty, 1982) par un
test d’identification sur un groupe de dix locuteurs, montre que « alors que le taux d’er-
reur est de 60% pour des auditeurs qui ne connaissent pas les locuteurs, il tombe à
2% pour des auditeurs familiers ». Des résultats équivalents sont trouvés par (Bricker
et al., 1976) ou (Ladefoged, 1980) dans des contextes quelque peu différents. Les per-
formances des auditeurs, lorsque ceux-ci n’ont entendu la voix de cette nouvelle per-
sonne que quelques instants avant de réaliser l’identification, varient grandement :
26.6% pour (Van Lancker et al., 1985), 46% pour (Ladefoged, 1980) et jusqu’à 82%
(Blatchford, 2006) de taux d’identifications correctes. Cette capacité à apprendre à re-
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connaître de nouvelles personnes à partir de leur parole est d’ailleurs détectée par
(Spence, 1996) qui, toujours en mesurant des taux de succions, montre que les nour-
rissons d’un mois ne réagissent pas de la même manière face à l’enregistrement d’une
infirmière qui s’occupe d’eux depuis trois jours et face à l’enregistrement d’une nou-
velle infirmière. Le nombre de succions est significativement différent entre les deux
types d’infirmières (F(2, 21) = 5.9, p < 0.01 avec Nb succionsinfirmières connues = 12 vs
Nb succionsinfirmières non-connues = 10
1).
La durée des enregistrements joue aussi dans l’identification de nouvelles voix un
rôle important. Dans le cas de nouvelles personnes, (Ladefoged, 1980) montre que
les taux d’identification diminuent si la durée des enregistrements diminue. Dans ce
cas, ils sont de 17%, 36% et 46% respectivement pour « hello », une phrase simple et 30
secondes de parole. Ce résultat est confirmé par (Blatchford, 2006) : les auditeurs ar-
rivent mieux à reconnaître la locutrice quand celle-ci prononce un énoncé du type Face
down on the ground and hands behind your back now ! (Tidenti f ication = 82%) que lorsqu’elle
prononce un énoncé du type Get him (Tidenti f ication = 46%). Il est toutefois à noter que
(Legge et al., 1984) montre que, pour les personnes inconnues, lorsque la longueur
des enregistrements dépasse la minute, les taux de bonnes identifications diminuent
(Tidenti f ication = 70% avec 1 minute de parole vs Tidenti f ication = 58% avec 2 minutes de
parole). Trouver la bonne durée d’enregistrement, celle qui permet à l’auditeur d’être
dans les conditions optimales pour reconnaître la personne, n’est donc pas chose si
aisée. Il ne suffit pas que l’auditeur soit exposé à l’enregistrement le plus long de la
parole du locuteur pour maximiser sa performance.
Par ailleurs, le temps intervient aussi dans la mémorisation des indices. Quand l’en-
registrement de la personne n’est pas ré-entendu, la performance des auditeurs diminue
avec le temps comme lemontre l’expérience de (McGehee, 1937) où les auditeurs doivent
identifier une personne après avoir entendu un extrait de parole il y a un jour (Tidenti f ication =
83%), deux jours (Tidenti f ication = 83%), deux semaines (Tidenti f ication = 68%), trois se-
maines (Tidenti f ication = 51%) et cinq mois (Tidenti f ication = 13%). (McGehee, 1937) ne
présente pas aléatoirement ses stimuli ; ce que lui reproche (Saslove et Yarmey, 1980)
qui ne trouve pas de différences significatives (F < 1.0) entre les performances des
deux cohortes testées, l’une réalisant la tâche d’identification juste après avoir enten-
due la parole de la personne à identifier, l’autre effectuant l’identification 24 heures
plus tard.
1. Significativité mesurée à l’aide d’un test de Fisher, la notation se lie de la manière suivante : F(Degrès
de liberté du facteur, Degrès de liberté du résidu)=F-mesure (Wonnacott et Wonnacott, 1991)
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Au delà de la présentation aléatoire ou non-aléatoire, certaines études autorisent les
auditeurs à écouter autant de fois qu’ils le souhaitent les enregistrement tandis que
d’autres les obligent à répondre après une seule écoute. Nous n’avons pas trouvé d’-
expérience qui mesure l’impact du protocole sur les performances des auditeurs, mais
nous tenions à souligner que les deux procédures existent dans la littérature.
Variations de performance selon les enregistrements
La grande majorité des résultats présentés sur les capacités humaines de recon-
naissance des locuteurs a été obtenue avec des signaux dont les enregistrements sont
effectuées dans des conditions comparables. Les enregistrements à comparer ont été
enregistrés dans les mêmes conditions, le plus souvent en chambre sourde avec un
microphone. Ces conditions expérimentales sont très différentes de celles que nous
avons pu observées pour les systèmes de RAL où la variabilité due aux conditions
d’enregistrement est un phénomène étudié depuis le début des campagnes d’évalua-
tion. (Alexander et al., 2004) compare les performances des humains et des systèmes au
cours d’un test d’authentification avec des enregistrements qui sont systématiquement
enregistrés avec du matériel différent. Dans ce cas, la performance des humains est de
35% de EER contre 20% lorsque les enregistrements sont faits avec le même matériel.
La langue est un filtre qui joue également un rôle important dans le processus de
reconnaissance des locuteurs. Par exemple, des auditeurs anglophones reconnaissent
mieux des locuteurs anglophones que des locuteurs germanophones (Goggin et al.,
1991) (Tidenti f ication = 40% pour les anglophones vs Tidenti f ication = 12% pour les ger-
manophones). Demême, des auditeurs de langue seconde suédoise reconnaissentmoins
bien un locuteur suédois qu’un natif du suédois (Schlichting et Sullivan, 1996) et (Sulli-
van et Schlichting, 2000) lorsque la personne à reconnaître est le premier ministre sué-
dois. Tidenti f ication pour les natifs est de 93% contre 56% pour les non-natifs ayant une
connaissance du suédois. Les apprenant du suédois le reconnaissent néanmoins mieux
que des auditeurs n’ayant aucune connaissance du suédois (Sullivan et Schlichting,
2000) (Tidenti f ication pour les auditeurs sans connaissance du suédois est de 16%). Il faut
tout de même noter que, dans ce cadre expérimental, pour les auditeurs qui ne par-
lent pas du tout le suédois, le premier ministre suédois ne fait sûrement pas partie des
personnes connues, alors que c’est le cas pour les suédois. L’accent avec lequel parle le
locuteur peut également suffire pour tromper les auditeurs. (Sjostrom et al., 2006) après
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avoir enregistré un locuteur qui parle deux dialectes de Suède, montre que les perfor-
mances des auditeurs sont meilleures lorsque l’identification du locuteur est faite avec
deux enregistrements où le locuteur parle de la même manière que lorsqu’il n’y a pas
adéquation de dialecte entre les deux extraits de parole.
Variation de performance selon les auditeurs
Tous les humains ne réussissent pas dans les mêmes proportions à reconnaître
une personne à partir d’un extrait de parole. La spécificité des phonéticiens (à la fois
à l’écoute et en lecture spectrographique) a beaucoup été étudiée et les résultats restent
controversés.
D’une part, (Schiller et Köster, 1998) montre qu’un panel de phonéticiens réussit légère-
ment mieux qu’un panel d’auditeurs naïfs à identifier des locuteurs. Les auditeurs
naïfs ont obtenu un taux d’identification de 92% avec 2% de FAidenti f ication et 7% de
FRidenti f ication tandis que les phonéticiens ont obtenus 98% de Taux d’identification, 1%
de FAidenti f ication et 1,6% de FRidenti f ication.
Les résultats de (Reich et al., 1976) tendent à montrer que les performances sont sim-
ilaires lorsque les enregistrements sont réalisés sans trucage (TIdenti f ication = 92%). Les
auteurs soulignent que les phonéticiens discriminent mieux les locuteurs que les naïfs
lorsque les locuteurs ont cherché à déguiser leur voix en utilisant par exemple des mou-
choirs sur leur bouche (Tidenti f ication = 59% pour les naïfs contre Tidenti f ication = 81% pour
les phonéticiens).
(Stevens et al., 1957) observent quant à eux des différences de performance importantes
entre leurs auditeurs qui sont tous naïfs. Dans le cas d’identification auditive de voix
familières en milieu fermé, les auteurs soulignent une grande disparité entre les audi-
teurs : en effet, le meilleur réalise moins de 5% de taux d’erreur tandis que le moins bon
réalise environ 16% de taux d’erreurs.
.L’humain sait donc reconnaître des locuteurs à partir d’extrait de parole mais cette
capacité dépend de certaines circonstances. Ces éléments ont conduits les chercheurs à
proposer des modèles sur les processus cognitifs impliqués dans la reconnaissance.
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2.2 Les processus cognitifs impliqués
Nous avons vu dans la section précédente que l’humain sait reconnaître des locu-
teurs à partir d’extraits de parole mais que cette capacité dépend de nombreux facteurs.
Ces éléments ont conduit les chercheurs à proposer des modèles sur les processus cog-
nitifs impliqués dans la reconnaissance des locuteurs.
2.2.1 Prototypes
Le parallèle entre la reconnaissance des locuteurs par leur parole et par leur visage
est notamment proposé par (González et al., 2011). Selon cette théorie, dans les deux
cas, l’auditeur encode un prototype (de parole ou de visage) qui sert de référence pour
la reconnaissance. En perception multimodale, le sujet se sert à la fois des indices vi-
suels et auditifs pour reconnaître la personne. La figure 2.3 illustre ce modèle.
FIGURE 2.3 – Théorie des prototypes
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Reconnaissance des visages
Pour les visages, cette théorie s’appuie sur différentes expériences. Tout d’abord,
(Goren et al., 1975) montre que les nourrissons, dès leurs premières heures, sont plus
sensibles à des patterns qui respectent l’organisation d’un visage que des patterns qui,
bien que composés des mêmes éléments, ne respectent pas l’organisation du position-
nement des yeux, du nez et de la bouche. Ils suivent plus le pattern où l’ordre des élé-
ments du visage sont respectés que les autres (p < 0.001, le nourrisson tourne sa tête à
166.75 pour suivre le pattern qui respecte l’organisation du visage contre 141.25 degrés
pour celui où les éléments sont mélangés). Les nourrissons semblent donc présenter
une prédisposition à regarder des visages.
Le prototype se construit peu à peu à partir de l’ensemble de visages observés. Ainsi,
(Valentine et al., 1995) montre que les sujets ont tendance à mieux reconnaître les vis-
ages qui sont de la même couleur de peau que la leur. Alors qu’ils ont peu de contact
avec la personne blanche à identifier visuellement, les sujets blancs réussissent à 95%
l’identification alors que les sujets noirs réussissent à 72%. Ce phénomène est bien ex-
pliqué par le fait que les sujets sont plus souvent exposés à des visages de la même
couleur que la leur. (Sangrigoli et al., 2005) confirme cette hypothèse en mettant en
évidence que des enfants asiatiques adoptés très tôt en France obtiennent les mêmes ré-
sultats dans l’identification de visages de type caucasien que des enfants d’origine cau-
casienne (Tidenti f ication = 96% pour les adoptés vs Tidenti f ication = 94% pour les Français
de type caucasien).
Reconnaissance des voix
Pour les extraits de parole, selon la théorie du prototype, l’auditeur construit à
travers toutes les paroles qu’il a entendues, un prototype générique de ce qu’est la
parole des locuteurs. Lorsqu’il rencontre une nouvelle personne, il se réfère à ce proto-
type pour apprendre la nouvelle voix, en retenant en quoi l’enregistrement de la parole
diffère du prototype (Lavner et al., 2001). Plus la personne lui est familière, moins il
fait appel au prototype comme référence et il encode uniquement les différences au
prototype. Ceci expliquerait pourquoi les humains sont plus rapides à reconnaître une
personne connue qu’une personne inconnue (Papcun et al., 1989).
Le prototype est construit à partir de la parole déjà rencontrée, ainsi l’auditeur con-
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struit son prototype majoritairement à l’aide de parole de personnes qui parlent la
même langue que lui. Ceci pourrait expliquer les différences de performance observée
en fonction des langues.
Par ailleurs, (Lavner et al., 2001) montre que tous les locuteurs inconnus ne sont pas
tous aussi faciles à reconnaître pour un panel d’auditeur. Il suggère que certains in-
dices sur le locuteur s’écartent plus que d’autres du prototype, ce qui expliquerait que
certains locuteurs soient plus faciles à reconnaître que d’autres (Sullivan et Schlichting,
2000).
Ce modèle, majoritaire chez les psychologues, se rapproche en informatique de l’ap-
proche UBM-GMM (Reynolds et al., 2000) qui se fonde sur un modèle générique de ce
qu’est la parole et qui adapte ensuite à l’enregistrement du locuteur les moyennes de
ce modèle.
2.2.2 Jeux de paramètres acoustiques
(Bricker et al., 1976) suggère plutôt que l’auditeur extrait des indices du signal
acoustique et compare ces indices avec ceux des paroles de locuteurs qu’il connaît
déjà pour évaluer la similarité entre l’extrait à évaluer et ceux qu’il a stocké. Dans
ce cas, l’auditeur ne fait pas appel à un prototype mais compare directement le nouvel
exemplaire avec les exemplaires mémorisés.
La fréquence d’apparition de la voix du locuteur joue alors un rôle primordial. Plus
l’auditeur a été soumis à un nombre important d’exemples de parole d’un locuteur,
plus sa connaissance de la voix est précise. Ici encore, une explication de la différence
entre voix connue et voix inconnue est donnée.
Un argument avancé par les teneurs de cette théorie est que les auditeurs ne répon-
dent pas à la même vitesse quand il s’agit de discriminer deux locuteurs et de dis-
criminer des phonèmes (Cutler et al., 2011). Le traitement du segment est plus rapide
que celui du locuteur. Le fait que le processus soit plus long pour la voix suggère que
des traitements préalables doivent être réalisés. L’hypothèse, dans ce cadre, est que les
traitements préalables en question concerne l’extraction de paramètres pertinents pour
mémoriser les locuteurs. Ces paramètres seraient différents de ceux utilisés dans la pa-
role.
La figure 2.4 illustre cette théorie.
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FIGURE 2.4 – Reconnaissance des locuteurs par les jeux de paramètres acoustiques
Ce modèle rejoint l’approche par modèles d’ancrage (Mami, 2003) qui cherche à situer
les locuteurs les uns par rapport aux autres et non à voir comment le locuteur diffère
de la moyenne.
2.2.3 Ce que nous apprend la phonoagnosie
La phonoagnosie est un symptôme qui se traduit par le fait que le patient a des diffi-
cultés pour reconnaître les personnes de sa propre famille à partir d’un extrait de parole
(Lancker et Canter, 1982). Cette maladie est l’occasion de mieux comprendre comment
l’humain utilisent les indices pour reconnaître ses interlocuteurs.
Comme cette maladie est assez rare, (Garrido et al., 2009) étudie les capacités d’une
seule patiente anglophone atteinte de phonoagnosie.
66
Une déficience pour reconnaître les personnes à partir d’un extrait de parole
Dans un premier temps, (Garrido et al., 2009) montrent que leur patiente a plus de
difficultés pour réaliser certaines tâches où intervient un enregistrement vocal qu’un
panel de huit auditrices témoins (anglophones et ayant le même âge que la patiente).
Ainsi, elle n’arrive pas déterminer si la voix qu’elle entend lui est connue ou non alors
qu’elle dit connaître les personnes à identifier. Par ailleurs, elle n’arrive pas à identifier
la personne lorsqu’elle dit connaître la voix (3% d’identification correcte pour la pa-
tiente alors que les taux d’identification des sujets témoin varient de 40% à 65%).
Elle arrive également moins bien que le panel à apprendre de nouvelles voix anglo-
phones. Dans ce cas, les auditeurs ont à apprendre les six voix de locuteurs inconnus
tous originaires de la même région anglophone en associant à chaque voix un prénom.
Les auditeurs écoutent ensuite un autre enregistrement, ils doivent dire s’il s’agit de
la même personne ou non que le prénom indiqué. Cette expérience est répétée quatre
fois de suite. Si pour le premier bloc de répétitions, la patiente réussit aussi bien que
le panel de contrôle, au fur et à mesure de l’expérience la patiente arrive de moins en
moins à discriminer les voix. Par la suite, elle n’arrive pas à identifier les voix qu’elle
vient d’apprendre et elle n’est pas capable de distinguer les voix qu’elle vient d’appren-
dre de nouvelles voix anglophones (12% d’identification pour la patiente contre entre
40% et 55% pour le panel témoin).
Aucune différence avec d’autres auditeurs pour...
Si la patiente n’arrive pas à reconnaître des personnes connues grâce à un enreg-
istrement de parole, elle sait reconnaître les gens à partir de leur visage aussi bien que
le panel.
La patiente sait aussi bien que les autres auditrices discriminer des locuteurs qui par-
lent dans une langue étrangère ou qui parlent dans le bruit (TG = 61% pour la patiente
vs TG = 62% pour le panel témoin). Elle sait également aussi bien qu’elles reconnaître
le genre des locuteurs en milieu bruité.
La patiente ne présente pas de problème particulier en terme de compréhension des
énoncés : elle réussit aussi bien que le panel témoin à associer un énoncé oral à la sit-
uation qu’il décrit ou à répéter des mots après les avoir entendus. Elle n’a d’ailleurs
aucun mal à mémoriser des listes de mots lors d’un Rey Auditory Verbal Learning Test
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(Rey, 1964). 2 Le niveau segmental ne lui pose pas plus de problème puisqu’elle sait
aussi bien que le panel identifier des voyelles.
La patiente sait identifier, aussi bien que le panel, des émotions. Les émotions testées
sont les six émotions suivantes : la joie, la tristesse, la peur, la surprise, la colère et dé-
goût. Ces tests sont réalisés à l’aide de données verbales dans un premier temps puis à
l’aide de bruits de bouche dans un second temps. Les émotions sont identifiées à 82%
et 72% par le panel témoin contre 83% et 70% par la patiente pour respectivement le
premier et le second cas.
Les sons qui ne sont pas des sons de parole ne lui posent pas de problème particulier :
elle sait aussi bien que le panel associer un bruit à une image ou nommer des objets
ou des animaux à partir de sons. Elle sait également discriminer des instruments de
musique.
Les aptitudes de cette patiente atteinte de phonoagnosie montrent tout d’abord que
le processus cognitif de reconnaissance de locuteur à partir de la parole est dif-
férent de celui employé pour reconnaître le message délivré par la parole. Elle n’a
pas de difficulté pour comprendre ce qui est dit ou pour identifier des phonèmes. Il
ne s’agit donc pas uniquement de percevoir comment le locuteur dit les choses. Par
ailleurs, la reconnaissance des locuteurs n’est pas traitée comme celle d’instruments
de musique. Il ne s’agit donc pas uniquement d’une question de mélodie. Enfin, les
processus pour reconnaître les voix et les visages ne sont pas exactement les mêmes
puisque la patiente n’est pas atteinte de protoagnosie.
Ces études indiquent bien que la reconnaissance de la personne par un extrait de pa-
role est un processus cognitif à part entière qui ne se fondent pas sur les mêmes pro-
cessus que la reconnaissance de la parole ou la reconnaissance des émotions. Quels
sont les indices utilisés pour reconnaître les locuteurs ?
2.3 A la recherche d’indices idiosynchratiques
Dès 1927, (Sapir, 1927) distingue cinq éléments pour décrire la parole d’un locuteur.
Il s’agit de « qualité de voix, la prosodie [(rythme et intensité)], la prononciation [(les
éléments phonétique et phonologique)], le vocabulaire et le style ». Dans cette partie,
nous souhaitons lister les indices acoustiques, qui ont été proposés depuis cette descrip-
2. Ce test consiste à faire apprendre une première liste de mots en répétant 5 fois chaque élément de
la liste puis de demander au patient de redonner les mots. Le patient doit, par la suite, apprendre une
seconde liste de mots. Enfin, il doit répéter la première liste qu’il a apprise.
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tion, suite à des analyses du signal de parole et/ou des tests perceptifs.Il s’agit pour
nous d’établir une liste des indices pertinents afin de pouvoir par la suite les utiliser
pour expliquer à quoi est sensible le système de RAL.
2.3.1 Fréquence fondamentale
La fréquence fondamentale (F0) correspond à la fréquence à laquelle vibrent les plis
vocaux lorsque la glotte est fermée (phonation). Elle ne peut être mesurée que sur les
sons dits voisés car lorsque la glotte est ouverte (sons non-voisés), les plis vocaux ne
vibrent pas.
Cette fréquence dépend à la fois de critères morphologiques (non contrôlés) comme la
masse ou l’épaisseur des plis vocaux et de critères contrôlés par le locuteur comme le
débit d’air issus des poumons (Marchal, 2007). La F0 est un paramètre idiosyncratique
énoncé à de nombreuses reprises dans la littérature (Nolan, 2001) ou (Kunzel, 1994).
D’ailleurs, (Spence et Freeman, 1996) montre que des nouveaux nés ne reconnaissent
pas leur mère lorsque celle-ci chuchote. Avec de la voix chuchotée, nous n’avons accès
qu’aux éléments d’articulation et au rythme mais pas au voisement. La F0 joue donc un
rôle important pour le nouveau né pour reconnaître sa mère par la parole. L’intonation
de la voix joue un rôle primordial dans la reconnaissance des personnes. Par exemple,
(Mehler et al., 1976) montre qu’en fonction de l’intonation l’enfant ne réagit pas de la
même manière à la voix de sa mère. De même, (Van Dommelen, 1987) montre « l’influ-
ence du rythme et du F0 en matière de reconnaissance du locuteur » en faisant écouter
des signaux laryngés à des auditeurs. En modifiant la durée des portions voisées et non
voisées, le contour de F0 et de la hauteur de F0, il montre que les auditeurs confondent
les locuteurs et que ces paramètres sont important dans la reconnaissance des locuteurs.
Toutefois, (Van Lancker et al., 1985) montre que la tâche d’identification des locuteurs
connus est moins bien réussie si les signaux sont écoutés non pas dans le sens clas-
sique d’écoute mais à l’envers, ce qui fait que les locuteurs ne peuvent pas comprendre
ce qui est dit (Tidenti f ication = 69.9 en écoute classique avec 2 secondes de signaux vs
Tidenti f ication = 57.5% en écoute à l’envers avec 4 secondes de signaux). L’information
sur le locuteur ne réside pas uniquement dans la valeur moyenne de F0, sa variation
est porteuse d’information.
Toutefois, comme le souligne (Cappé, 1995), la F0 moyenne se situe, par exemple pour
35% des locuteurs masculins allemands, entre 110Hz et 120Hz. Par conséquent, elle
69
ne « fournit [. . . ] des résultats exploitables [que] lorsqu’un des locuteurs [. . . ] s’éloigne
fortement des caractéristiques moyennes ». De plus, il semble important de souligner
que la F0 varie également en fonction d’autres facteurs comme l’état émotionnel du lo-
cuteur (Hollien, 1990).
Nous tenions à souligner qu’à notre connaissance aucune étude n’a été faite sur l’influ-
ence des tons, qui sont des éléments phonologiques qui s’appuient sur les courbes de
F0, sur la reconnaissance des locuteurs. Nous ne savons pas si ces résultats sont repro-
ductibles lorsque la courbe de F0 sert d’élément phonologique comme c’est le cas dans
les langues à tons.
2.3.2 Jitters et shimmers
La qualité de voix est mise en avant comme influençant la reconnaissance du lo-
cuteur (Erikson, 2007) ou (Zetterholm, 2006). Elle consiste à décrire le mode de phona-
tion en terme de voix plus ou moins tendue, laryngalisées, soufflées, murmurées ou
chuchotées (Laver, 1980). Ces description sont avant tout auditives ou articulatoires.
Parmi les indices acoustiques proposés pour mesurer la qualité de voix se trouvent le
jitter et le shimmer. Le jitter correspond aux modulations de durée des cycles glottaux
tandis que le shimmer correspond aux modulations d’amplitude des cycles. Par exem-
ple, (Bohm et Shattuck-Hufnagel, 2007) montre que les jitters mesurés sur des /a/ sont
différents en fin de phrases en fonction de la locutrice.
D’autres paramètres acoustiques ont également été proposés pour décrire la qualité de
voix. Ainsi, (Campbell et Mokhtari, 2003) mesure le degrés de breathy voice via le Nor-
malized Amplitude Quotient (NAQ) et montre des différences importantes en fonction
des interlocuteurs chez une locutrice suivie pendant trois ans. Ce paramètre, complexe
à extraire n’a pas été utilisé, à notre connaissance comme un indice différenciant les
locuteurs.
2.3.3 Mesures formantiques
Les transitions formantiques ont été repérées comme idiosyncratiques par (Mc-
Dougall, 2006). Son expérience est une analyse acoustique où elle montre que les tran-
sitions formantiques sont spécifiques au locuteur. Au delà de la valeur moyenne des
formants, le projet de (Nolan et al., 2006) propose d’utiliser la dynamique des formants
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qui rendrait compte de l’articulation. Chaque locuteur a sa propre « stratégie articula-
toire »pour réaliser la suite de phonèmes. Ainsi, (de Jong et al., 2007) montrent que les
trajectoires formantiques pour F1, F2, F3 sont significativement différentes en fonction
du locuteur.
Par ailleurs, les valeurs de F3 et F4 sont présentées par (Lavner et al., 2001) comme
dépendantes du locuteur. (Nolan, 2001) suggère notamment d’étudier la dispersion de
ces valeurs formantiques. (Gendrot et Adda-Decker, 2007) mettent bien en avant que F3
joue un rôle important en français pour distinguer /i/ de /y/. L’utilisation des formants
comme critère idiosynchratique est donc sûrement dépendant des langues.
2.3.4 L’information sur le locuteur inégalement répartie dans le signal de
parole
Tous les phonèmes ne sont pas aussi discriminants pour reconnaître les locuteurs.
Ainsi, (Rose, 2011) met en évidence à l’aide d’une analyse acoustique, l’utilité des frica-
tives dans la reconnaissance des locuteurs déjà envisagée par (Nolan, 2001). Des dif-
férences importantes de valeurs de centre de gravité 3 en fonction des locuteurs sont
d’ailleurs également soulignées par (Schmid, 2011) pour les affriquées des parlers ro-
manches.
(Amino et al., 2006) met en évidence que des auditeurs japonais reconnaissent plus
facilement des locuteurs qu’ils connaissent après l’écoute de phrases contenant des
nasales que des phrases contenant des orales. En revanche, comme le lien entre ar-
ticulatoire et acoustique des nasales est un débat qui reste en cours, aucune mesure
précise n’est suggérée comme indice sur le locuteur. Certains phonèmes semblent donc
être plus porteurs que d’autres d’indices sur le locuteur.
2.3.5 Les autres niveaux du langage
D’autres niveaux ont également été identifiés. (Butcher, 2002) souligne l’intérêt de
décrire le style employé par le locuteur d’après la classification de (Mitchell et Del-
bridge, 1965). Ce style peut être en partie décrit à l’aide du lexique. Les accents sem-
blent pertinents pour (Schwartz et al., 2009) commemoyen d’identifier les locuteurs. Ils
3. Le centre de gravité est la valeur fréquentielle pour laquelle, dans le spectre, autant d’énergie se situe
au-dessous et au-dessus de cette fréquence.
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proposent une méthodes de reconnaissance des locuteurs où ils comparent notamment
la similarités des systèmes phonologiques et de la fréquence fondamentale.
Synthèse du chapitre
Les auditeurs sont capables de reconnaître des personnes à partir d’enregistrements
de parole. Cette capacité dépend de la connaissance qu’a l’auditeur du locuteur, de la
langue dans laquelle parle le locuteur et de la durée des enregistrements.
La diversité des protocoles d’évaluation utilisés pour estimer les capacités humaines
à reconnaître un interlocuteur a pour conséquence que certaines conclusions peuvent
sembler contradictoires. Cette diversité rend difficiles les comparaisons des résultats
obtenus. Une évaluation commune avec une explication du protocole comme cela est
fait en informatique apporterait sans doute une amélioration de nos connaissances.
Les modèles cognitifs proposés pour expliquer comment l’auditeur mémorise les lo-
cuteurs, notamment le modèle de prototype, rejoignent des approches proposées en
RAL.
L’étude de la phonoagnosie nous conduit à conclure que le processus de reconnais-
sance des personnes à partir d’un enregistrement de parole n’est pas le même que le
processus de reconnaissance du message transmis.
Les paramètres qui permettent de reconnaître un locuteur à partir d’un signal de
parole se situent à différents niveaux du langage : si la phonation, la prosodie ou
l’articulation sont étudiées plus particulièrement par la phonétique, la phonologie ou
la lexicologie ont aussi un rôle à jouer dans l’identification du locuteur. Un indice à
lui seul ne permet pas de reconnaître une personne. C’est la combinaisons des in-
dices qui semble la solution la plus pertinente. Dans ce chapitre, nous avons également
montré que l’information idiosynchratique n’est pas uniquement contenue dans les
sons voisés où la voix, c’est-à-dire le résultat de la phonation, peut être entendue. En ce
sens, notre travail ne consiste pas uniquement à faire une reconnaissance du locuteur
à l’aide de sa voix mais à l’aide de l’ensemble de la parole enregistrée.
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Parole, voix et locuteur
Les mesures de performance adoptées en vérification du locuteur sont moyennées
sur un grand nombre de comparaisons cible et imposteur. Ces mesures peuvent per-
mettre de rendre compte de la variabilité des performances en fonction de données
contrôlées qui se différencient par un facteur dont l’impact peut être étudié. La notion
de locuteur est parfois réduite dans ce type d’évaluation, par une confusion courante
entre locuteur et enregistrement. En effet, dans NIST-SRE, toutes les comparaisons sont
considérées comme équivalentes, la mention du locuteur n’étant pas utilisée pour éval-
uer la performance. Or, la parole est non seulement incarnée mais également soumise
à d’autres contraintes qui interfèrent sur les indices idiosyncratiques. Nous voulons re-
connaître le locuteur à partir de sa voix mais la parole s’en mèle.
Nous faisons le choix, dans ce manuscrit, de limiter l’utilisation du terme de voix. En
effet, dans leurs ouvrages, (Garde, 1954) et (Cornut, 2009), tous les deux intitulés la
voix, les auteurs décrivent principalement le phénomène de phonation, c’est-à-dire la
création d’une onde périodique complexe (bourdonnement) par la vibration des plis
vocaux. Nous emploierons donc, dans ce travail, la terminologie suivante.
– Parole : onde dynamique produite par le conduit vocal et qui répond à des con-
traintes d’ordre biomécanique, linguistique, sociologique, psychologique et per-
formatif. La parole est motivée, produite pour être entendue.
– Enregistrement ou Extrait de parole : support par lequel nous pouvons avoir ac-
cès à la parole d’un locuteur. Un locuteur peut, heureusement, produire plusieurs
enregistrements ou extraits de parole.
– Locuteur : personne qui parle, il s’agit de l’objet d’étude de cette thèse.
Dans cette thèse, nous cherchons, tout d’abord, à proposer des méthodologies perme-
ttant de rendre compte de la variabilité des performances en vérification du locu-
teur. Nous établissons, dans un premier temps, un protocole pour évaluer la capacité
humaine à discriminer un locuteur à partir d’un extrait de parole. Cette évaluation
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est accompagnée d’une estimation de la confiance en la réponse des auditeurs. Nous
souhaitons, dans un second temps, quantifier l’influence du choix d’un extrait de pa-
role sur la performance des systèmes automatiques. Ce plan d’évaluation doit donc
quantifier l’impact d’un changement d’extrait de parole pour représenter le locuteur,
en tenant compte du fait que tous les locuteurs ne sont peut-être pas aussi aisément
reconnus.
Il s’agit, par la suite, d’établir quels sont les indices les plus pertinents pour dis-
tinguer les locuteurs de nos corpus. Pour répondre à cette question, nous nous ap-
puyons sur les indices qui ont déjà été identifiés par les linguistes, les informaticiens
et les psychologues comme porteurs d’informations idiosyncratiques. Si les techniques
du RAL utilisent dans leur grande majorité des paramètres rendant compte de l’ensem-
ble du signal de parole, les indices mis en évidence par les tests perceptifs ou les études
acoustiques caractérisent aussi bien la phonation que l’articulation de la parole. Cette
étude sera l’occasion d’établir si ces indices nous permettent de différencier les extraits









Évaluation perceptive dans le cadre
du Human Assisted Speaker
Recognition de NIST
Résumé : En 2010, pour la première fois, le NIST proposait une évaluation où les humains pouvaient
intervenir dans le processus de décision. Nous avons profité de ce protocole commun pour évaluer la
capacité humaine à discriminer des locuteurs et estimer la confiance que nous pouvons avoir dans la
réponse des auditeurs. Nous montrons que la tâche ainsi posée est difficile pour nos auditeurs, qu’ils
soient naïfs ou plus expérimentés. Ce résultat est également valable pour les autres participants à HASR,
un seul ayant réussi à faire mieux que le hasard sur cette tâche. Nous montrons par ailleurs que la quasi
unanimité des auditeurs dans une réponse ou l’auto-évaluation ne sont pas des gages de confiance dans
la réponse soumise. Enfin, nous mettons en évidence que toutes les paires de signaux n’ont pas toutes la
même difficulté.
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3.1 Protocole HASR défini par NIST
En 2010, pour la première fois, le NIST a proposé une tâche, nommée Human As-
sisted Speaker Recognition (HASR), dont le but est d’« évaluer la complémentarité
qu’il peut exister entre expertise humaine et traitement automatique » (Greenberg
et al., 2011b). L’introduction d’une évaluation humaine dans cette tâche de vérification
est un moyen d’établir une référence pour mesurer la capacité des humains à discrim-
iner des personnes à partir d’extraits de parole. En participant à cette campagne, nous
avons accès à un nombre important de données qui correspondent à celles utilisées lors
des campagnes d’évaluation des systèmes automatiques. Le contexte de l’évaluation
nous autorise une comparaison avec d’autres sites qui participent également à cette
évaluation.
Dans le cadre de la tâche HASR, les participants peuvent combiner des solutions im-
pliquant des humains et des systèmes de vérification du locuteur. Ils sont donc au-
torisés à écouter les signaux et/ou à leur appliquer différents traitements pour améliorer
l’intelligibilité du signal, contrairement aux autres tâches pour lesquelles l’écoute des
signaux est interdite.
Pour chaque comparaison, les participants doivent fournir une réponse composée d’une
décision (Oui/Non 1) et d’un score de confiance dans cette décision. Il est important
de souligner que lors de cette évaluation, les participants n’ont pas accès directement
à l’ensemble de la cohorte de comparaisons. Ils doivent fournir une réponse à la pre-
mière comparaison pour avoir accès à la seconde et ainsi de suite jusqu’à la dernière
paire.
L’ensemble des paires est issu de l’évaluationNIST-SRE 2010Mixer 6 (?), elles sont donc
en langue anglaise et chaque enregistrement a une durée d’environ 2 minutes 30 sec-
1. Oui : les deux enregistrements ont été prononcés par le même locuteur, Non : il s’agit de deux per-
sonnes différentes
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ondes. Il est à noter que les fichiers qui composent une paire ont toujours été enregistrés
dans des conditions différentes l’un par rapport à l’autre. L’un est toujours issu des
données interview tandis que l’autre provient de données téléphoniques. Les micro-
phones et les téléphones utilisés varient également d’une paire à l’autre. Des paires
avec différents efforts vocaux (cf. 1.2.3) ont également été incluses dans cette tâche.
Les paires d’enregistrements ont été sélectionnées par NIST en fonction de leur diffi-
culté évaluée par le système de vérification automatique du locuteur de ICSI-Berkeley
(Morgan, 2010). Les comparaisons cible sélectionnées sont celles qui obtiennent les
scores les plus bas tandis que les comparaisons imposteur choisies correspondent à
celles qui donnent lieu aux scores les plus élevés.
Nous avons décidé d’évaluer la capacité humaine à distinguer les paires d’enregistrements
proposées dans le cadre de l’évaluation HASR2 soit sur les 150 comparaisons de pa-
role afin d’avoir accès à un nombre important de stimuli. En participant à cette éval-
uation, nous souhaitons connaître la confiance qui peut être attribuée à la réponse
(oui/non) fournie. Pour répondre à cette question, deux pistes sont explorées. La pre-
mière consiste à quantifier la confiance que chaque auditeur attribue à sa réponse sur
une échelle de 0 (pas confiant dans sa réponse) à 5 (très confiant dans sa réponse). La
seconde approche consiste à faire appel à un panel d’auditeurs (avec un nombre im-
pair). Dans ce cas, le taux de confiance correspond à l’accord inter-juges, c’est-à-dire
au nombre d’auditeurs qui ont donné la même réponse.
Par ailleurs, nous ne nous attendons pas à ce que notre panel d’auditeurs soit spéci-
fiquement performant pour discriminer les personnes car la tâche proposée est une
tâche difficile. D’une part, les auditeurs auxquels nous avons fait appel ne sont pas
natifs de l’Anglais. D’autre part, ils ne connaissent pas les locuteurs qu’ils vont de-
voir discriminer et la durée d’enregistrement accessible (2 minutes 30 secondes) ne
permet pas de faire un apprentissage préalable des locuteurs par les auditeurs 2. Enfin,
les conditions d’enregistrement des deux extraits à comparer sont systématiquement
différentes.
2. A titre d’exemple, (Legge et al., 1984) utilise, pour « apprendre une voix non familière », des enreg-
istrements dont la durée varie entre 10 minutes et plus de 2h20. (Papcun et al., 1989) utilisent, quant à eux,
des enregistrements de plus de 5 minutes pour la phase d’apprentissage des nouveaux locuteurs.
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3.2 Évaluation de la performance
La tâche se compose de deux cohortes nommées HASR1 et HASR2 décrites par le
tableau 3.1. HASR1 se compose de 15 paires de comparaison (6 comparaisons cible con-
tre 9 comparaisons imposteur) tandis que HASR2 comporte 150 paires à comparer (51
comparaisons cible et 99 comparaisons imposteur). Il est à noter que les comparaisons
de HASR1 sont incluses dans HASR2. Ainsi, si les participants choisissent de participer
à HASR2, ils participent automatiquement à HASR1. Un déséquilibre entre femmes et
hommes est observé. 114 et 9 paires sont des femmes et 36 et 6 paires sont des hommes
respectivement pour HASR2 et HASR1.
Protocole Type de Comparaison Hommes Femmes Total
HASR1
Cible 5 1 6
Imposteur 1 8 9
HASR2
Cible 20 31 51
Imposteur 16 83 99
TABLE 3.1 – Répartition des comparaisons cible et imposteur pour HASR
Contrairement au protocole proposé par HASR, outre FA et FR, l’évaluation des per-
formances est également observée de manière globale à l’aide d’un taux de réussite.
Il s’agit d’exprimer le pourcentage de réponses correctes indépendamment du type
de comparaison cible et imposteur. Les taux de réussite sont comparés aux taux de
réponses correctes qui pourraient être fournies si les réponses étaient fournies au
hasard, et ce à l’aide d’un test binomial (Wonnacott et Wonnacott, 1991). Les différents
degrés de significativité retenus pour caractériser la différence entre les taux obtenus
par le panel avec ceux obtenus au hasard sont les suivants.
– Si p > 0.05, la différence n’est pas considérée comme significative.
– Si p < 0.05, nous considérons la différence avec le hasard comme légèrement
significative.
– Si p < 0.01, nous considérons la différence avec le hasard comme significative.
– Si p < 0.001, nous considérons la différence avec le hasard comme très significa-
tive.
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Il est à noter que dans un test binomial, nous jugeons la significativité de la différence
et non la nature de la différence (« meilleur » ou « moins performant » que le hasard).
C’est la valeur du taux qui indique si la performance est meilleure ou non que le hasard.
Enfin, nous souhaitons vérifier l’hypothèse selon laquelle plus une décision est unanime,
plus elle a des chances d’être correcte. Pour cela, nous comptabilisons pour chaque
stimuli l’accord entre les auditeurs et regardons si un accord entraîne plus de réponses
correctes. L’influence du score de confiance donné par chaque auditeur est également
étudiée.
3.3 Première étude perceptive lors de l’évaluation HASR
3.3.1 Méthodologie adoptée
Panel d’auditeurs
L’obligation, dans le cadre de la participation à HASR, de fournir une réponse à
la comparaison précédente pour avoir accès à une autre comparaison, implique que
tous les auditeurs de notre panel doivent répondre en même temps. En effet, l’avis de
l’ensemble des participants nous est nécessaire pour soumettre la décision finale. Ceci
nécessite une grande coordination entre les différents auditeurs et c’est pour cette rai-
son que notre premier panel est assez restreint.
Trois auditeurs (un homme âgé de 31 ans et deux femmes âgées de 25 et 36 ans) natifs
du français ont participé à cette première expérience. Tous ces auditeurs ont l’habi-
tude d’analyser du signal de parole et n’ont pas de problème d’audition connu. Ils
pratiquent l’anglais dans le cadre de leurs activités professionnelles mais n’ont jamais
séjourné plus d’un an dans un pays anglophone.
Avec un panel aussi petit, il ne nous est pas possible d’étudier l’influence du stimulus.
Cette question sera abordée dans une étude post-campagne, une fois le panel d’audi-
teurs élargi.
Manipulation de stimuli
Chaque paire de comparaison fournie parNIST se compose de deux enregistrements
d’une durée d’environ 2 minutes 30 secondes chacun. Cette durée ne permet pas d’-
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effectuer un apprentissage préalable des locuteurs par les auditeurs 3 et dans le même
temps elle est beaucoup plus longue que celle habituellement utilisée en test per-
ceptif 4. Nous avons donc décidé de ne pas présenter aux auditeurs les deux enreg-
istrements tels quels, ce qui les auraient conduit à écouter pendant environ 2 minutes
30 secondes un premier locuteur puis d’entendre le second locuteur pour enfin prendre
une décision.
Notre choix a été le suivant : les auditeurs entendent des extraits plus courts de chaque
enregistrement en alternant les enregistrements toutes les six secondes afin de con-
fronter les auditeurs à chacun des deux enregistrements.
FIGURE 3.1 – Un stimulus est la concaténation d’extraits de 6 secondes de chacun des deux enreg-
istrements séparés par un bip.
Pour chaque enregistrement de 2 minutes 30 secondes, nous sélectionnons des por-
tions de 6 secondes qui contiennent le plus d’énergie à l’aide de l’outil EnergyDetector
d’ALIZE/SpkDet (Matrouf et al., 2008b) afin de conserver des zones de parole. Nous
concaténons alternativement un extrait de 6 secondes du premier enregistrement et
un extrait de 6 secondes du second enregistrement en séparant chaque extrait d’un
bip jusqu’à obtenir un stimuli d’une durée d’environ 1 minute. Ainsi, si les auditeurs
écoutent les enregistrements jusqu’au bout, ils ont accès à 30 secondes de parole issues
3. cf note de base de page numéro 2 de ce chapitre
4. (Lavner et al., 2000) effectue l’identification acoustique des auditeurs sur les voyelles isolées.
(Schlichting et Sullivan, 1998) présente des phrases courtes d’une durée de 6 secondes environ. (Saslove
et Yarmey, 1980) utilisent des stimuli de 11 secondes. (Legge et al., 1984) utilisent des stimuli entre 6 et 60
secondes. Les stimuli présentés par (Papcun et al., 1989) ont une durée moyenne de 1.58 minutes
82
du premier enregistrement et 30 secondes du second enregistrement. Le bip permet
aux auditeurs de savoir qu’ils ont changé d’enregistrement. La figure 3.2 présente un
stimulus ainsi construit.
Les auditeurs peuvent prendre leur décision dès qu’ils ont entendu un extrait de chaque
enregistrement soit au bout de 12 secondes, il peuvent attendre la fin du stimulus et
sont autorisés à réécouter le stimuli autant de fois qu’ils le souhaitent. Nous autorisons
également les auditeurs à filtrer le signal audio afin de diminuer l’effet de certaines
fréquences, certaines conditions d’enregistrement étant extrêmement bruitées comme
illustré par la figure 3.2. L’écoute est faite à l’aide du logiciel Praat (Boersma etWeenink,
2009) et les filtrages ont également été réalisés avec les filtres de ce logiciel.
FIGURE 3.2 – Différence de qualité d’enregistrement entre 2 extraits de parole pour une même
locutrice.
Prise de décision et score de confiance
Comme imposé par le protocole HASR (3.1), tous les auditeurs ont écouté les stim-
uli dans le même ordre. Chaque locuteur, indépendamment des autres, indique si les
deux enregistrements qui lui sont présentés ont été produits par le même locuteur. Sa
réponse est de type binaire : oui ou non. Il indique, par la suite, la confiance qu’il a dans
sa réponse à l’aide d’une échelle de 0 à 5, 0 signifiant qu’il n’a pas du tout confiance en
sa réponse et 5 qu’il est très confiant. Ce score de confiance n’a pas été soumis à NIST
mais il permet de rendre compte de l’impression des auditeurs quant à leurs réponses.
Il s’agit par la suite d’établir la pertinence de ce score de confiance comme prédiction
de réponses correctes.
La réponse soumise aux organisateurs de HASR correspond au vote majoritaire des
trois auditeurs. Ainsi, si au moins deux auditeurs répondent qu’il ne s’agit pas du
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même locuteur, la réponse soumise est « non ». Au contraire, si au moins deux audi-
teurs répondent qu’il s’agit du même locuteur alors la réponse soumise est « oui ».
Afin d’effectuer, par la suite, des fusions de scores avec un système automatique, nous
avons décidé d’utiliser les distributions de scores obtenus par le systèmeALIZE/SpkDet
(Matrouf et al., 2008b) lors deNIST-SRE 2008 pour définir les scores de confiance soumis
à HASR. Ce score n’est qu’une correspondance entre le nombre de réponses positives
et les distributions de scores du système. Le calcul du score de confiance demandé par
les organisateurs est défini à partir du nombre de locuteurs ayant pris la même décision
comme illustré par la figure 3.3.
Quatre scores de confiance sont attribués en fonction de l’accord entre les auditeurs.
Les écarts entre les scores ont été choisis afin de permettre, lors de la fusion avec un
système automatique, d’avoir des écarts importants si les auditeurs sont unanimes.
– Si les trois auditeurs ont tous décidé que les deux enregistrements ont été produits
par lemême locuteur, le score soumis àHASR correspond à lamoyenne des scores
issus de comparaisons imposteur de NIST-SRE 2008 moins deux fois l’écart type
de cette distribution.
– Si deux auditeurs affirment qu’il s’agit de deux locuteurs différents, le score soumis
correspond à la moyenne des scores issus de comparaisons imposteur de NIST-
SRE 2008.
– Si seulement deux auditeurs sur trois décident qu’il s’agit du même locuteur, le
score de confiance soumis correspond à la moyenne des scores issus des compara-
isons cible de NIST-SRE 2008.
– Si les trois auditeurs sont d’accord pour dire qu’il s’agit du même locuteur, alors
le score soumis correspond à la moyenne des scores issus de comparaisons cible
de NIST-SRE 2008 plus deux fois l’écart type de cette distribution.
Système automatique pour la comparaison
Les résultats obtenus par les trois auditeurs sont comparés avec ceux obtenus par
le système basé sur la technique du SVM (Chang et Lin, 2011) issu des outils libres
ALIZE/SpkDet (Matrouf et al., 2008b) en appliquant les techniques du Factor Analysis
(Matrouf et al., 2007). Le seuil choisi pour évaluer le système est celui utilisé pour NIST-
SRE 2010 (Larcher et al., 2010).
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FIGURE 3.3 – Choix des valeurs des scores de confiance soumis à HASR en fonction des distribu-
tions de scores de ALIZE/SpkDet sur les cohortes de NIST-SRE 2008.
3.3.2 Performance et confiance dans le panel d’auditeurs
Performances
Le taux de réponses correctes des trois auditeurs est de 59%. Ce taux est significa-
tivement légèrement différent du hasard (test binomial : p < 0.05). La moyenne des
scores de confiance indiqués par les auditeurs sur l’ensemble des stimuli est de 2.2
sur une échelle de 0 (pas du tout confiant dans la réponse) à 5 (très confiant dans la
réponse). Ce score de confiance indique que les auditeurs ont une confiance assez
moyenne en leur réponse. Il retranscrit bien la performance globale des auditeurs qui
est légèrement meilleure que le hasard mais qui n’est pas très élevée.
Les auditeurs ont répondu correctement à 65% des comparaisons cible (soit un taux de
FR de 35%) et à 56% des comparaisons imposteur (soit un taux de FA de 44%). Si le taux
de FR est significativement différent du hasard (p < 0.05), le taux de FA est équivalent à
celui obtenu par le hasard (p = 0.3149). Le score de confiance moyen est de 2.0 pour les
comparaisons cible et de 2.3 pour les comparaisons imposteur. Il est surprenant que le
score de confiance des auditeurs soit plus élevé lorsque leurs réponses ne sont pas dif-
férentes du hasard (cas des comparaisons imposteur) que lorsque leur taux de réponses
correctes atteint 65% (cas des comparaisons cible). Est-il sûr de prendre en compte le
ressenti des auditeurs sur leur propre décision ?
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Confiance dans le score de confiance
Si les auditeurs ont confiance en leur jugement (moyenne du score de confiance
supérieure à 2.5), leur taux de réussite est-il plus élevé que lorsqu’ils sont peu confi-
ants (moyenne du score de confiance inférieure à 2.5) dans leur réponse ?
Pour cette analyse, nous avons séparé les comparaisons en fonction de leur score de
confiance : d’un côté nous retrouvons toutes les comparaisons où la moyenne des scores
de confiance est inférieure à 2.5 (cohorte faible confiance) et de l’autre toutes les compara-
isons où le moyenne des scores de confiance est supérieure à 2.5 (cohorte confiance plus
haute).
Dans ce cas, une claire asymétrie est observée dans la répartition des comparaisons
cible et imposteur comme résumé par le tableau 3.2.







[0 ;2.5] 55 37 92
]2.5 ;5] 44% 14 58
99 51
TABLE 3.2 – Répartition des comparaisons pour les cohortes faible confiance et confiance plus haute.
Si 61% des comparaisons se retrouvent dans la cohorte faible confiance, les proportions
sont bien plus importantes pour les comparaisons cible que pour les comparaisons im-
posteur (72.5% vs 55.5%).
Les performances globales se montrent légèrement meilleures pour la cohorte confiance
plus haute que pour la cohorte faible confiance. Le taux de réponses correctes est de 62%
pour la cohorte confiance plus haute contre 57% pour la cohorte faible confiance. Le taux
de FR de la cohorte faible confiance est de 32% tandis que celui de la cohorte confiance
plus haute est de 43%. En comparaisons cible, le score de confiance des auditeurs en
leur réponse n’est pas un gage de qualité de la réponse car ils se trompent plus souvent
quand ils ont confiance dans leur réponse.
Le taux de FA de la cohorte faible confiance est de 51% tandis que celui de la cohorte con-
fiance plus haute est de 36%. En comparaison imposteur, le ressenti des auditeurs semble
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Faible confiance Confiance plus haute
Cible FR=32% FR=43%
Imposteur FA=51% FA=36%
Taux de réussite global 59% 59%
TABLE 3.3 – Performance pour la cohorte où les auditeurs sont confiants dans leur réponse et celle
où ils ne sont pas confiants dans leur réponse.
être plus indicatif. Le tableau 3.3 retranscrit ces résultats.
Au vu de ces résultats, il semble qu’il existe un lien entre la confiance des audi-
teurs et le type de comparaisons auxquelles ils sont confrontés. Ils sont plus confiants
lorsqu’ils affirment qu’il s’agit de deux locuteurs différents. Étant donné que le type
de comparaison n’est pas connu à l’avance, le score de confiance des auditeurs en
leur réponse n’est pas un bon prédiction de réponses correctes.
Confiance dans l’unanimité
Un autre indicateur de confiance repose sur le nombre de réponses semblables at-
tribuées par les auditeurs. Plus les auditeurs sont d’accord, plus le score de confiance
attribué à la réponse est grand.
Les trois auditeurs ont pris lamême décision dans 51%des cas (coefficient Kappa=0.34 5).
Ce taux est supérieur à celui obtenu par le hasard 6. Les auditeurs sont donc unanimes
plus souvent que si les trois réponses étaient tirées au hasard. Pouvons-nous avoir plus
confiance dans les réponses unanimes que dans les autres réponses ?
Pour vérifier cette hypothèse nous pouvons comparer les taux de réussite (et les taux de
FA et FR) de l’ensemble des comparaisons où les trois auditeurs sont unanimes à celui
de l’ensemble des comparaisons où un des auditeurs n’a pas répondu comme les deux
autres. La cohorte unanimes se compose de 23 comparaisons cible et de 53 compara-
5. Dans notre cas (3 annotateurs, 150 comparaisons, 213 réponses positives), si les auditeurs donnent
systématiquement la même réponse le coefficient Kappa aurait été de 1. Dans le pire des cas (où ils n’au-
raient jamais répondu la même chose), le coefficient Kappa aurait été de -0.33. Si les auditeurs avaient
répondu au hasard, le coefficient Kappa=0)
6. Sachant qu’il y a trois auditeurs, la probabilité que les trois auditeurs soient d’accord est la somme
de la probabilité qu’ils répondent tous « oui » et de la probabilité qu’ils répondent tous « non ». Soit une
probabilité de 0.35. D’après (Wonnacott et Wonnacott, 1991), ce taux peut varier de 0.07. Ainsi, le hasard
est compris entre 28% et 42% d’accord.
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isons imposteur tandis que la cohorte désaccord se compose de 28 comparaisons cible et
46 comparaisons imposteur. Les résultats sont résumés par le tableau 3.4.
Accord Désaccord
Cible (FR) 35% 36%
Imposteur (FA) 30% 61%
Taux de réussite global 49% 68%
TABLE 3.4 – Performances en fonction de l’unanimité des auditeurs.
Le taux de réussite global de la cohorte unanimes est de 49% (p = 0.9076) tandis que
celui de la cohorte désaccord est de 68% (p < 0.01). Le taux de FR de la cohorte unanimes
est de 35% (p = 0.1849) et celui de la cohorte désaccord est de 36% (p = 0.2100). Le taux
de FA pour la cohorte unanimes est de 30% (p = 0.1839) tandis que celui de la cohorte
désaccord est de 61% (p < 0.01).
Contrairement à notre hypothèse, les auditeurs ont une meilleure performance globale
lorsqu’ils ne sont pas d’accord. Nous ne pouvons a priori pas utiliser l’unanimité des
auditeurs pour prédire la performance globale des auditeurs. En comparaisons cible, il
n’y a pas de différence de performance si les auditeurs sont unanimes ou non. En com-
paraison imposteur, l’unanimité des auditeurs ne rend pas les performances meilleures
que le hasard ; en revanche, lorsqu’ils sont en désaccord, la performance est pire que le
hasard.
L’unanimité n’est donc pas un bon indicateur pour prédire la confiance à accorder à
la réponse donnée. Ici encore, nous pouvons nous interroger sur l’influence des dif-
férences de modes d’enregistrement sur l’unanimité.
Comme l’illustre la figure 3.4, nous observons en comparaison imposteur, un nombre
de réponses unanimes correctes plus important que de réponses non-unanimes cor-
rectes (36 vs 17).
A l’inverse, en comparaison cible (figure 3.5), le nombre de réponses correctes non-
unanimes sont plus importantes que le nombre de réponses correctes unanimes (18 vs
15).
Ainsi, lorsqu’ils ont raison, les auditeurs sont unanimes en comparaison imposteur
mais pas en comparaison cible.
88
FIGURE 3.4 – Nombre de réponses en fonction du nombre d’auditeurs en comparaison imposteur
FIGURE 3.5 – Nombre de réponses en fonction du nombre d’auditeurs en comparaison cible.
Le fait que les modes d’enregistrement des personnes soient systématiquement dif-
férents pourrait expliquer ce phénomène. En effet, en comparaison imposteur, la dis-
tance entres les indices idiosynchratiques des deux locuteurs peut être renforcée par
la différence de canal. Au contraire, en comparaison cible, cette dernière peut créer
l’impression de personnes distinctes alors qu’il n’en est rien. Cette explication peut
justifier que les auditeurs soient plus confiants en comparaison imposteur qu’en com-
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paraison cible et que la majorité soit plus importante en comparaison imposteur qu’en
comparaison cible.
Les performances de ce panel d’auditeurs très restreint ne sont pas très élevées. La
tâche proposée est bien une tâche difficile. L’unanimité et les taux de confiance qui
auraient pu être utilisés comme critère de confiance dans les réponses données sem-
blent biaisés par le type de comparaisons à effectuer. Ce biais peut être expliqué par
les différences de mode d’enregistrement systématiquement présentes dans les com-
paraisons. Il s’agit maintenant de savoir si les auditeurs ont tous des performances
équivalentes ou si certains sont meilleurs que d’autres pour cette tâche de discrimi-
nation.
3.3.3 Performance par auditeur
Les trois auditeurs ont des performances quelque peu différentes comme illustré
par le tableau 3.5.
Nb réponses correctes signif. %FA signif. %FR signif.
Auditeur 1 80 ns 48% ns 43% ns
Auditeur 2 100 *** 28% *** 43% ns
Auditeur 3 86 ns 46% ns 35% *
Vote Majoritaire 88 ns 44% ns 35% *
TABLE 3.5 – Proportion d’erreurs des 3 auditeurs pour HASR2
Seul un des trois auditeurs a un taux de réussitemeilleur que le hasard (taux de réussite =
67% et p < 0.001), les deux autres auditeurs ayant une performance équivalente à celle
obtenue en répondant au hasard (p = 0.08607 et p = 0.4625). Néanmoins, si le taux de
FA obtenu par le seul auditeur « performant » est meilleur que le hasard (FA = 28%
et p < 0.001), son taux FR n’en diffère pas (p = 0.4011). Cet auditeur semble répon-
dre souvent « non » et sa relative bonne performance globale est due, en partie, au
déséquilibre entre comparaisons cible et imposteur.
Les performances des trois auditeurs ne sont finalement pas si éloignées les unes des
autres : ils ont du mal à discriminer les locuteurs dans ces conditions. Les auditeurs
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semblent avoir développé des stratégies de réponses différentes : un des auditeurs a
tendance à répondre qu’il s’agit de locuteurs différents tandis que les deux autres se
rapprochent d’un tirage aléatoire. La stratégie du premier auditeur est quelque peu
masquée par le déséquilibre entre les comparaisons cible et imposteur. Notre panel
d’auditeurs ne semble pas très bon pour discriminer les locuteurs mêmes si ses per-
formances globales sont légèrement meilleures que le hasard. Il est intéressant de
comparer ces résultats avec ceux des autres participants à HASR2.
3.3.4 Comparaisons avec les autres propositions à HASR
Système SVM d’ALIZE/SpkDet
La performance obtenue par test perceptif peut tout d’abord être comparée à celle
du système automatique. Celui-ci obtient un taux de FA de 20% et un taux de FR de
35%. Cette performance est significativement meilleure que le hasard (Taux d’erreur =
25% et p < 0.001) et ne dépend pas d’une stratégie de réponse (pAcceptations correctes <
0.001, pRejets corrects < 0.001).
La cohorte d’évaluation semble être une cohorte particulièrement difficile aussi bien
pour les humains que pour le système automatique. A titre d’exemple, la performance
du système automatique pour l’ensemble des comparaisons de NIST-SRE 2010 était de
15.9% en FA et de 4.5% en FR pour le seuil choisi. Les performances obtenues sur la
cohorte HASR sont donc bien en deçà de celles obtenues habituellement.
Autres participants
Sept autres sites ont participé à HASR2. L’ensemble de leurs résultats bruts est
présenté en annexe B.1. Nous n’avons cependant accès qu’à leur taux de FA et de FR
et non à leurs scores de confiance. Nous ne pourrons pas vérifier les phénomènes de
confiance que nous avons mis en évidence pour notre panel d’auditeurs.
Un seul site a obtenu une performance réellement différente du hasard (pRéponses correctes <
0.001) et ne dépendant pas d’une stratégie de réponse (FR = 23.5% et pAcceptations correctes <
0.001, FA = 16.2% et pRejets corrects < 0.001).
Trois des participants ont un taux de FA qui est significativement pire que le hasard
(58% < FA < 76% et p < 0.001) et un taux de FR qui est significativement meilleur que
le hasard (4% < FR < 26% et 0.05 < p < 0.001). Ces participants ont donc tendance à
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répondre qu’il s’agit du même locuteur.
Au contraire, un des sites a un taux de FA significativement meilleur que le hasard
(FA = 3% et p < 0.001) et un taux de FR significativement pire que le hasard (FR = 71%
et p < 0.001). Ce site a donc tendance à répondre qu’il s’agit de personnes différentes
lorsqu’il est confronté à une paire de signaux.
FIGURE 3.6 – Résultats obtenus pour HASR2, triangle : SVM (FA = 20%, FR = 35%), losange :
Auditeurs (FA = 44%, FR = 35%), carrés : autres participants. Éléments foncés : taux de réussite
différent du hasard, Éléments clairs : taux de réussite équivalent à celui obtenu par le hasard.
Il est à noter que si chaque site du groupe qui a tendance à répondre « oui » a une
performance globale qui n’est pas différente du hasard (0.3692 < p < 0.8066), le site
qui a tendance à répondre « non » a, au contraire, une performance globale très sig-
nificativement différente du hasard (p < 0.001). Ceci est du au fait que le nombre de
comparaisons cible et imposteur n’est pas équilibré. Ainsi, la stratégie de répondre sou-
vent « non » s’avère logiquement plus payante que celle de répondre souvent « oui ».
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La cohorte HASR2 est une cohorte difficile : seul un participant est réellement
meilleur que le hasard. Les autres participants ont des performances qui sont proches
du hasard ou ont développé des stratégies de réponses qui les conduisent à un déséquili-
bre entre leur taux de FA et de FR. Ces stratégies sont quelque peu masquées par
le déséquilibre du nombre de comparaisons cible et imposteur. Ceci nous invite à
équilibrer la cohorte de comparaisons.
3.3.5 Limites du protocole HASR et de notre soumission
Les corpus issus des protocoles HASR1 et HASR2 sont des corpus comportant de
nombreuses sources de variation (parole conversationnelle, mode d’enregistrement,
parole native/parole non native...). Ceci fait partie de la difficulté et de l’intérêt de la
tâche proposée. Certaines limites auxquelles nous pouvons remédier facilement sont
cependant observées dans le protocole que nous venons de présenter.
Un déséquilibre est observé entre les comparaisons cible et les comparaisons impos-
teur (HASR1 : 6 vs 9 ; HASR2 : 51 vs 99). Comme nous l’avons montré précédemment,
ce déséquilibre masque parfois quelque peu les stratégies de réponse des participants.
Par ailleurs, il est à noter que dans la majorité des tests perceptifs où la réponse est bi-
naire, les expérimentateurs préfèrent équilibrer le type de comparaisons.
De plus, le protocole tel qu’il est proposé empêche de présenter aléatoirement les stim-
uli aux auditeurs. Ceci biaise sérieusement les tests perceptifs puisque les auditeurs
entendent dans le même ordre les stimuli. Il n’est alors pas possible d’annihiler l’effet
de l’ordre de présentation des stimuli.
Par ailleurs, notre première étude n’a été réalisée qu’avec trois auditeurs qui ont
l’habitude d’annoter des signaux de parole. Nous pouvons également nous interroger
sur l’influence de l’habitude d’annotation sur la performance à reconnaître des locu-
teurs.
Une fois la campagne HASR terminée, il est possible de remédier au déséquilibre
de la répartition des comparaisons et à l’ordre de présentation des stimuli. Sans les
contraintes de temps, il nous est également possible d’élargir le panel d’auditeurs
afin d’avoir une analyse plus fine des résultats avec un test perceptif mieux contrôlé.
Cette démarche nous permet notamment d’étudier les performances par stimuli.
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3.4 Extension du protocole HASR
Une fois la campagneHASR terminée, il nous a semblé important de continuer notre
étude en élargissant notre panel d’auditeurs de manière à répondre aux questions suiv-
antes.
– Existe-t-il des différences de performances entre auditeurs naïfs et auditeurs plus
expérimentés ?
– Les paires de stimuli sont-elles toutes équivalentes pour effectuer une discrimi-
nation ?
3.4.1 Quelques changements méthodologiques
Panel d’auditeurs
Le panel de locuteurs est fortement élargi. Deux panels différents d’auditeurs ont
été étudiés afin d’étudier l’influence des signaux de parole sur les performances glob-
ales dans cette tâche de discrimination de locuteurs à partir de leur parole. Le premier
se compose de 29 auditeurs considérés comme non-expérimentés, dans le sens où ils
n’ont pas l’habitude d’écouter et de manipuler des signaux de parole. Les 20 femmes
et les 9 hommes qui composent ce groupe ont étudié en moyenne 9.3 ans l’anglais (leur
moyenne d’age est de 29.3 ans). Aucun d’entre eux n’a vécu plus d’un an dans un pays
anglophone.
Le second groupe se compose de 18 auditeurs considérés comme expérimentés dans le
sens où, en tant que phonéticiens, ils ont l’habitude d’écouter et d’annoter des signaux
de parole. Aucun d’eux ne se présente comme un spécialiste de la reconnaissance du
locuteur. Aucun de ces phonéticiens n’a vécu plus d’un an dans un pays anglophone.
Stimuli
Les stimuli sont, comme pour la soumission à HASR, le fruit d’une concaténation
des deux signaux comme expliqué en 3.3.1. L’ordre de présentation des stimuli est dif-
férente pour chaque auditeur afin de minimiser l’effet d’ordre. Les auditeurs peuvent
prendre leur décision à partir du moment où ils ont entendu au moins un extrait des
deux enregistrements au moins une fois, soit après 12 secondes d’écoute, mais ils ne
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sont pas autorisés à réécouter le stimulus une fois qu’ils l’ont écouté dans son intégral-
ité, soit après 1 minute. Nous avons fait ce choix expérimental car lors du test HASR,
les participants prenaient en moyenne leur décision après une seule écoute. De plus,
cela permet de réduire la durée du test perceptif. Ce dernier se déroule dans un envi-
ronnement calme et chaque auditeur est doté d’un casque audio.
Le test perceptif auquel a participé le groupe des auditeurs non-expérimentés, que
nous nommerons HASR2-ext, consiste en une cohorte de 102 comparaisons. Il se com-
pose des 51 comparaisons cible de HASR2 et de 51 comparaisons imposteur choisies
selon deux critères. Nous avons gardé les 9 comparaisons imposteur de HASR1 et
avons sélectionné les 42 comparaisons imposteur les plus difficiles pour le système AL-
IZE/SpkDet que nous avons utilisé pour estimer la complémentarité entre les réponses
des auditeurs et du système automatique. Le test perceptif est donc équilibré entre
comparaisons cible et comparaisons imposteur comme indiqué dans le tableau 3.6.
En revanche, cette cohorte n’est pas équilibrée entre locuteurs masculins (27 compara-
isons) et féminins (75 comparaisons). Ceci ne nous permet pas d’étudier précisément
l’influence du genre sur les performances, ce qui est regrettable. La durée du test per-
ceptif est de l’ordre d’une heure et trente minutes. Ainsi, chaque auditeur a passé le test
en deux sessions.
Afin de réduire cette durée pour les auditeurs expérimentés, plus difficiles à trou-
ver, nous avons limité le panel de stimuli pour ce groupe d’auditeurs. Le test auquel
ont participé le groupe d’auditeurs expérimentés, que nous nommerons HASR1-ext, se
compose de l’ensemble des stimuli de HASR1 ainsi que des trois comparaisons cible les
plus difficiles pour ALIZE/SpkDet de HASR2 afin d’équilibrer le nombre de compara-
isons cible et imposteur à 9.
Protocole Type de Comparaison Hommes Femmes Total
HASR1-ext
Cible 5 4 9
Imposteur 1 8 9
HASR2-ext
Cible 20 31 51
Imposteur 7 44 51
TABLE 3.6 – Répartition des comparaisons cible et imposteur pour HASR-ext.
Prise de décision et score de confiance
La décision finale est, comme précédemment, prise par vote majoritaire. Ici en-
core, nous souhaitons définir un score pour effectuer des comparaisons avec le système
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automatique SVM d’ALIZE/SpkDet décrit en 3.3.1. Ce score dépend du taux d’accord
entre les auditeurs. Plus ceux-ci sont en accord pour dire qu’il s’agit du même locuteur
dans les deux enregistrements plus le score est élevé comme l’illustre la figure 3.7. Les
valeurs de score s’appuient une nouvelle fois sur les distributions de scores imposteur
et cible du système comme l’illustre la figure 3.7. Lorsque jusqu’à un tiers des audi-
teurs affirment qu’il s’agit du même locuteur, les valeurs de la distribution de scores
obtenus en comparaison imposteur sont retenues pour le mapping, un tiers des au-
diteurs répondant « oui » correspondant à la moyenne des scores des comparaisons
imposteur. De même, si entre 2/3 et 100% des auditeurs sont d’accord pour dire qu’il
s’agit du même locuteur, ce sont les valeurs des scores obtenus en comparaison cible
qui sont utilisées, la moyenne de la distribution des scores de ALIZE/SpkDet étant la
valeur choisie lorsque deux tiers des auditeurs affirment qu’il s’agit du même locuteur.
Enfin lorsque entre 1/3 et 2/3 des auditeurs déclarent qu’il s’agit du même locuteur,
nous utilisons une interpolation des deux distributions.
FIGURE 3.7 – Correspondance entre la proportion de réponses des auditeurs estimant qu’il s’agit
du même locuteur et les valeurs de scores attribuées selon les distributions d’ ALIZE/SpkDet.
3.4.2 Performance globale
Les auditeurs inexpérimentés ont un taux de réussite de 58.8%, ce qui n’est pas sig-
nificativement différent du hasard (p = 0.092).
Le taux de FA est de 43.1% et celui de FR est de 39.2%. La performance des audi-
teurs n’est pas différente de celle du hasard aussi bien pour les comparaisons cible
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(p = 0.161) que pour les comparaisons imposteur (p = 0.401).
Les auditeurs expérimentés ont, quant à eux, un taux de réussite de 39%. Le taux de FA
est de 44% et celui de FR est de 78%.
Dans ce cas aussi, les taux ne sont pas différents du hasard (pRéponses correctes = 0.4807,
pFR = 0.1797 et pFA = 1). Il est toutefois à noter que le nombre de comparaisons pour le
groupe des expérimentés est très réduit. Il est difficile de définir des tendances unique-
ment avec 18 comparaisons.
Les auditeurs, aussi bien expérimentés qu’inexpérimentés, ne semblent pas faire
mieux que le hasard dans cette tâche de discrimination. Ce résultat confirme que
la cohorte est difficile.
3.4.3 Performance par auditeur
Auditeurs inexpérimentés
Pour le groupe des auditeurs inexpérimentés, dont les résultats individuels sont
présentés en Annexe B.2, le taux de réponses correctes (FA et FR confondus) varie de
44% à 66% en fonction de l’auditeur. 86% des auditeurs ont des performances globales
qui ne se distinguent pas de celles obtenues en répondant au hasard. Ainsi, seuls quatre
auditeurs font mieux que le hasard (p < 0.05) pour cette tâche comme l’illustre la figure
3.8.
Il est à noter que le taux de réponses correctes est légèrement corrélé aux nombres d’an-
nées d’étude de l’anglais par les auditeurs (r = 0.437,p = 0.016). Ce résultat confirme
l’influence de la connaissance de la langue sur la performance des auditeurs (Goggin
et al., 1991).
Les taux de FR et de FA varient respectivement de 22% à 73% et de 20% à 80%. Aucun
auditeur ne voit à la fois son taux de FA et son taux de FR différer du hasard. Parmi
les quatre auditeurs dont le taux est légèrement différent du hasard, deux ont un taux
de FA équivalent au hasard et un taux de FR légèrement différent du hasard tandis que
les deux autres ont un taux de FA différent du hasard et un taux de FR équivalent au
hasard.
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FIGURE 3.8 – Taux de FA et de FR pour chaque auditeur inexpérimentés, seuls les éléments foncés
ont un taux de réussite différent du hasard
Les auditeurs semblent développer des stratégies de réponses positives ou négatives
comme l’illustre la figure 3.9. Quatre auditeurs ont un taux de réponses « oui » inférieur
à 40% et différent du hasard ce qui signifie qu’ils ont plutôt tendance à répondre «non ».
Un des auditeurs développe clairement une stratégie de réponse négative (FA = 22%
avec p < 0.001 et FR = 80% avec p < 0.001). Au contraire, cinq auditeurs ont un
taux de réponse de « oui » supérieur à 60% et significativement différent du hasard.
Les autres auditeurs semblent équilibrer leurs réponses positives et négatives. Ces dif-
férentes stratégies sont confirmées par un test de Cochran (Q(29) = 171.219, p < .0001)
qui montre clairement un effet du locuteur sur les performances.
Auditeurs expérimentés
Les taux de réussite individuels du groupe dit expérimenté varient de 28% à 56%
comme l’illustre la figure 3.10. Aucun de ces auditeurs ne fait mieux que le hasard dans
ses réponses (0.09625 < p < 1).
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FIGURE 3.9 – Nombre de réponses positives pour les auditeurs inexpérimentés : les losanges foncés
correspondent aux auditeurs qui ont un taux de réussite global différent du hasard
FIGURE 3.10 – Taux de FA et de FR pour chaque auditeur expérimenté : aucun ne fait mieux que le
hasard (tous les losanges sont clairs)
Ce groupe n’ayant été évalué que sur 18 paires, il est difficile de mettre en évidence
des stratégies de réponses par auditeur. Cinq auditeurs ont tendance à développer une
stratégie de réponse plutôt négative face aux stimuli (un a une différence significative
du hasard, les quatre autres sont proches du seuil de significativité).
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Si certains auditeurs obtiennent des performances significativement meilleures que
le hasard, ce n’est pas le cas lors de l’analyse des deux types comparaison. Il apparaît
que les auditeurs expérimentés ne montrent pas de meilleures performances glob-
ales dans cette tâche que les auditeurs inexpérimentés. Ces résultats rendent bien
compte du fait que la tâche demandée aux auditeurs est une tâche très difficile. Cette
difficulté n’est pas a priori la même sur toutes les comparaisons proposées.
3.4.4 Performance par stimuli
La comparaison des performances en fonction des stimuli est faite uniquement avec
les résultats des auditeurs inexpérimentés car nous avons alors 51 comparaisons cible
et 51 comparaisons imposteur. Les résultats chiffrés par stimuli sont accessibles en An-
nexe B.3.
La performance des auditeurs selon le stimulus varie drastiquement comme l’illustrent
la figure 3.11 pour les comparaisons cible et la figure 3.12 pour les comparaisons im-
posteur. Le taux de FR varie de 10% à 87% et celui de FA de 3% à 90%.
FIGURE 3.11 – Taux de réussite en fonction des stimuli en comparaison cible
Certains stimuli permettent donc une comparaison bien plus facile que d’autres. Cepen-
dant, aussi bien en comparaison cible qu’en comparaison imposteur, une grande ma-
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jorité des stimuli ont des distributions de réponses qui ne diffèrent pas du hasard (re-
spectivement 59% et 61%).
FIGURE 3.12 – Taux de réussite en fonction des stimuli en comparaison imposteur
Les auditeurs ont répondu correctement dans une proportion supérieure à celle du
hasard pour 24% des comparaisons cible et 12% des comparaisons imposteur. Il est
toutefois à noter que, pour certains stimuli, les auditeurs donnent des réponses sig-
nificativement différentes du hasard mais fausses. Ainsi pour 24% des comparaisons
cible, les auditeurs ont donné majoritairement et ce de façon significativement dif-
férente du hasard une réponse « non » . C’est le cas également pour 12% des compara-
isons imposteur. Le fait que pour une comparaison donnée, les réponses des auditeurs
soient différentes du hasard n’est pas un gage de confiance dans la réponse comme l’il-
lustre le tableau 3.7.
TABLE 3.7 – Nombre de comparaisons pour lesquelles le nombre de réponses est significativement
différent du hasard.









>hasard 12 9 14 6
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Tous les stimuli n’ont donc pas la même difficulté pour les auditeurs : 25% d’entre
eux sont correctement traités par les auditeurs (taux de réponses correctes significa-
tivement différent du hasard), au contraire, 15% des stimuli posent problème (taux
de réponses incorrectes significativement différent du hasard). Enfin, la tâche étant
très difficile, 60% des stimuli ont des résultats qui ne sont pas différents de ceux
obtenus par le hasard.
Il nous semble intéressant d’analyser le contenu des stimuli que nous avons repérés
comme faisant une certaine unanimité entre les auditeurs pour comprendre sur quels
indices se sont appuyés les auditeurs pour prendre leur décision qu’elle soit correcte
ou non. A l’écoute, il apparaît que certains stimuli sont tellement bruités qu’une
analyse de la parole est rendue extrêmement difficile voire impossible. Nous ne pou-
vons pas sur ces signaux explorer plus avant les possibles indices mesurables dans
les extraits de parole qui permettent aux auditeurs de déterminer s’il s’agit ou non
de la même personne.
3.4.5 Complémentarité entre les réponses automatiques et celles obtenues
par tests perceptifs
Dans le même esprit que celui de l’évaluation HASR proposé par NIST, nous avons
voulu étudier la possible complémentarité entre les systèmes de RAL et les auditeurs.
Le taux de réussite sur le panel HASR-2 du système SVM est de 63% avec un taux de
FA de 39% et un taux de FR de 35%. Ce taux global est significativement différent du
hasard (p < 0.05). Si le taux de FR est significativement différent du hasard (p < 0.05),
le taux de FA ne l’est pas (p = 0.1608). Ces résultats sont en deçà de ceux habituellement
obtenus par ce système, la cohorte étant particulièrement difficile.
Les erreurs effectuées par le système automatique et par le panel d’auditeurs ne se
situent pas au niveau des mêmes comparaisons comme l’illustre la figure 3.13.
En comparaisons cible, seules 41% des paires sont discriminées correctement à la fois
par le système automatique et par le panel d’auditeurs. 20% des paires ne sont correcte-
ment discriminées que par les humains et 25% des paires ne le sont que par le système.
Enfin 16% des paires ne sont discriminées correctement ni par le système automatique
ni par la cohorte d’humains.
Des résultats similaires sont observés en comparaison imposteur, 35% des paires sont
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FIGURE 3.13 – Évaluation de la complémentarité des réponses entre la cohorte des auditeurs inex-
périmentés et ALIZE/SpkDet
correctement caractérisées à la fois par le système et la cohorte d’auditeurs. 22% des
paires ne sont correctement discriminées que par les humains et 25% des paires ne le
sont que par le système. Enfin 18% des paires ne sont discriminées correctement ni par
le système automatique ni par le panel d’humains.
Une certaine complémentarité est observée entre la cohorte humaine et le sys-
tème automatique. Cette complémentarité peut être exploitée en donnant un poids à
chacune décision prise à l’aide d’une régression logistique (Wonnacott et Wonnacott,
1991) par exemple, mais étant donné que les réponses sont pour une grande majorité
des stimuli, peu différentes du hasard, les désaccords entre système automatique et
panel d’auditeurs peuvent être attribués à cette part d’aléa des réponses.
Synthèse du chapitre
Nous avons cherché à évaluer la capacité d’auditeurs natifs du français à discrim-
iner les locuteurs issus du corpus HASR2 et à comparer les réponses des auditeurs
avec celles d’un système automatique classiquement utilisé en vérification du locu-
teur. Cette tâche se présente comme une tâche difficile pour les raisons suivantes.
– Les auditeurs ne sont pas natifs de la langue parlée par les locuteurs à discriminer.
– Les auditeurs ne connaissent pas les locuteurs qu’ils vont devoir discriminer et la
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durée d’enregistrement (2 minutes 30 secondes) accessible ne permet pas de faire
un apprentissage préalable des locuteurs par les auditeurs (Saslove et Yarmey,
1980).
– Les conditions d’enregistrement des deux extraits à comparer sont systématique-
ment différentes.
Sur l’ensemble des comparaisons proposées, les résultats par vote majoritaire ne sont
pas meilleurs que les performances qu’il est possible d’obtenir en tirant au hasard
les réponses fournies. D’ailleurs, seuls quatre auditeurs obtiennent une performance
meilleure que celle obtenue par le hasard. La tâche proposée est donc très difficile pour
les auditeurs, qui ne présentent pas d’aptitude particulière qu’ils soient expérimen-
tés ou non. Certains auditeursmontrent des stratégies de réponses en répondant plutôt
« oui » ou plutôt « non ». Ces stratégies globales se retrouvent pour les autres partici-
pants à HASR.
Les performances des auditeurs varient drastiquement en fonction des stimuli. Toutes
les paires ne sont donc pas équivalentes pour les auditeurs. Il est important de com-
prendre ce qui différencie les paires qui font l’unanimité pour les auditeurs des com-
paraisons pour lesquelles ils répondent au hasard : des indices propres au locuteur sont
peut-être très présents dans les premiers et moins présents dans les seconds.
Ce genre de procédures est tout de même très long, les tests perceptifs prenant beau-
coup de temps pour finalement n’avoir accès qu’à peu de données par rapport au nom-
bre de comparaisons auxquelles nous pouvons avoir accès en n’utilisant que des sys-
tèmes automatiques. Les signaux de parole de HASR sont très bruités et empêchent une
analyse des possibles indices propres au locuteur. Ne serait-il pas possible de repérer
les enregistrements pour lesquels les systèmes automatiques obtiennent de bonnes per-
formances et ceux pour lesquels les performances sont moins bonnes afin d’établir par




Résumé : Les métriques actuellement utilisées pour évaluer la performance d’un système de RAL sont
fondées sur une mesure moyenne des erreurs sur un très grand nombre de comparaisons. Quelques études
se sont attachées à étudier l’influence du locuteur sur les performances de systèmes (Doddington et al.,
1998) démontrant que certains locuteurs entraînent plus d’erreurs que d’autres. Dans ce chapitre nous
nous interrogeons sur l’influence sur les performances de systèmes de l’enregistrement de parole utilisé
en apprentissage pour modéliser le locuteur. Notre méthode consiste, dans un premier temps, à tester
sur les mêmes données de nombreux enregistrements produits par le même locuteur. Nous sélectionnons,
dans un second temps, pour chaque locuteur le fichier qui minimise le taux FA+FR au seuil de l’EER
et le fichier qui le maximise. Enfin, nous comparons les performances obtenus par ces fichiers sur une
cohorte identique. Cette méthode est appliquée sur deux bases de données (NIST-SRE 2008 (Martin et
Greenberg, 2009) et BREF 120 (Lamel et al., 1991)), et pour deux systèmes (ALIZE/SpkDet (Bonastre
et al., 2008) et Idento (Scheffer et al., 2011)). Les taux de variation relative observés sont de 1.4 pour
NIST et de 2.6 pour les locuteurs de BREF.
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4.1 Hypothèses d’étude
Dans ce chapitre nous souhaitons étayer les hypothèses suivantes.
– S’il existe bien des profils de locuteur qui influencent les performances des sys-
tèmes de vérification du locuteur (Doddington et al., 1998), les indices idiosyn-
chratiques issus de la parole sont des paramètres qui sont également utilisés pour
décrire d’autres fonctions de la parole. Les indices dépendent donc non seule-
ment du locuteur mais également du contexte d’énonciation qui est notamment
dépendant de l’interaction entre les locuteurs, ou du contenu sémantique délivré.
Les techniques d’enregistrement ou la durée des signaux, très étudiés pour les
systèmes automatiques, sont des éléments de variation importants. Dans ces con-
ditions, tous les enregistrements d’un même locuteur ne sont pas équivalents
pour le modéliser et nous devrionsmême à durée d’enregistrement équivalente
observer des écarts de performances.
– Cette variation de performance étant due à la nature même des données, nous
devrions observer des variations de performances quelque soit le système utilisé.
– Plus une base de données est variable (parole conversationnelle vs parole lue),
plus la variation de performance en fonction des extraits de parole sélectionnés
doit être importante.
– Plus la durée des enregistrements est longue, moins la variation de performance
est importante.
Pour apporter des éléments de réponse à ces hypothèses, nous devons, avant toute
chose, disposer de nombreux enregistrements d’un même locuteur et comparer les
performances obtenues pour chacun des modèles. Nous commencerons d’abord par
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présenter les bases de données et les systèmes avec lesquels nous avons travaillé puis
nous nous interrogerons sur les possibles méthodes pour mesurer la sensibilité des sys-
tèmes à cette variabilité. Enfin, nous présenterons les résultats que nous avons obtenus.
4.2 Bases de données
Nous avons travaillé avec deux bases de données, NIST 08 et BREF 120 qui sont
deux bases fournies lors d’évaluation de technologies de la parole dont nous disposons
au LIA.
4.2.1 NIST 08 : téléphone, conversationnel, multilingue
La première base de données est issue du corpus NIST 2008 (Martin et Greenberg,
2009). Nous nous sommes centré sur la partie téléphonique.
Dans ce cadre, des locuteurs, vivants aux États-Unis et qui ne se connaissent pas, sont
mis en relation deux à deux et aléatoirement. Les locuteurs sont enregistrés une ou
plusieurs fois mais dans le second cas, ils changent d’interlocuteur. Aucune consigne
ne leur est donnée sur les thèmes à aborder ni sur la langue à utiliser dans la commu-
nication.
Une conversation dure en moyenne 311 secondes (environ 5 minutes). Chaque lo-
cuteur est enregistré sur une piste différente. Ainsi il est possible d’extraire l’enreg-
istrement d’un seul locuteur.
Les téléphones à partir desquels les locuteurs communiquent sont de différents types
(cellulaire, filaire...) et les signaux sont échantillonnés à 8000 Hz.
221 locuteurs-homme ont été enregistrés lors de ces conversations téléphoniques. Les
enregistrements ainsi recueillis ont permis de générer les 11 636 comparaisons impos-
teur et les 874 comparaisons cible qui constituent l’évaluation NIST 08 pour cette tâche
téléphonique.
Lors de ces conversations, dix-huit langues sont parlées par ces locuteurs comme ré-
sumé par le tableau 4.1.
Les langues présentes appartiennent à des familles de langues différentes (6 indo-européennes,
1 austronésienne, 5 sino-tibétaines, 3 altaïques, 1 chamito-sémitique, 1 tai-Kadaï et 1
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TABLE 4.1 – Langues présentes dans la base données dans M-08
Langues Nombre de fichiers Nombre de locuteurs
Arabe Égyptien 3 1
Bengali 8 5
Chinois Min Nan 6 1
Chinois Min Nan et Mandarin 1 1
Mandarin 12 10
Mandarin et Chinois cantonnais 1 1
Anglais (Natif, non-natif) 554 164
Farsi 3 3
Hindi 48 24









Wu (Chinois de Shanghai) 6 2
Chinois cantonnais 30 13
austroasiatique). La localisation de ces langues, illustrée par la figure 4.1, montre qu’une
grande proportion d’entre elles sont d’Asie du sud-est.
La langue majoritairement utilisée reste l’anglais (seulement 4% des locuteurs n’ont
aucun enregistrement en anglais). 55% des locuteurs parlent deux langues. Cependant,
35% des locuteurs n’ont des enregistrements que dans une seule langue, l’anglais, tan-
dis que 10% des locuteurs parlent 3 langues (cf tableau 4.2).
TABLE 4.2 – Nombre de locuteurs en fonction du nombre de langues parlées dans M-08
Nombre de langues parlées par locuteur 1 2 3
Nombre de locuteurs 60 95 16
Ce corpus contient donc de nombreuses langues avec des locuteurs plurilingues. Il est
vraisemblable que les performances du système de RAL soient sensibles à cette diver-
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FIGURE 4.1 – Localisation des langues présentes dans M-08, fond de carte de Vallée et Arnal 2000
sité linguistique.
L’objectif de notre étude étant d’analyser l’influence du choix du signal d’apprentis-
sage sur les performances d’un système de RAL, nous n’avons conservé que les 171
locuteurs ayant au moins 3 enregistrements différents.
Afin de profiter de l’ensemble des fichiers présents dans la base de données pour mener
notre étude, nous avons utilisé une procédure de Leave-one-out, c’est-à-dire que chaque
fichier a été utilisé pour construire un modèle de locuteur puis a été testé avec l’ensem-
ble des fichiers présents dans la base de données exceptés celui qui a servi à l’appren-
tissage du modèle. L’ensemble des comparaisons créé par cette procédure est appelé
dans notre document M-08. Cette cohorte se compose de 3 624 comparaisons cibles et
de 661 416 comparaisons imposteur. Dans ces comparaisons cible et imposteur, 816 en-
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registrements différents sont exploités. Le nombre de modèles par locuteur varie entre




NIST 2008 221 648 11 636 874
M-08 171 816 661 416 3 624
TABLE 4.3 – Locuteurs et Modèles pour NIST 08 et M-08.
En utilisant les mêmes enregistrements de 2.5 minutes élaborés dans le cadre de la
campagne NIST-SRE 08, nous avons construit une cohorte de comparaisons cible et
imposteur, M-08, qui permet d’étudier les variations de performances dues à des en-
registrements de diverses conversations (types de téléphone, langues, distribution
phonétique, nombre de trames sélectionnées par le système de RAL, hésitations, rire
et bruit de bouches dues au mode conversationnel...). Il est à noter que si la durée
moyenne des enregistrements est de 2 minutes 30 secondes, cela ne signifie pas que le
système utilise les 15 000 trames du signal pour construire le modèle. En effet, comme
nous l’indiquions en 1.4.1 une sélection de trames est toujours effectuée par le système.
Ainsi enmoyenne, ALIZE/SpkDet sélectionne 73 secondes de signal utilisé. Cette sélec-
tion peut varier de façon importante en fonction des enregistrements (sur M-08, entre
45 secondes et 1.8 minutes de paroles sélectionnées).
Il nous semble intéressant de travailler également avec une base de données où les
différentes sources de variabilité sont mieux contrôlées notamment en vérifiant que
le nombre de trames sélectionnées est stable.
4.2.2 BREF 120 : microphone, parole lue, français natif
La base de données BREF 120 (Lamel et al., 1991) a été constituée à l’origine pour
construire un système de reconnaissance de la parole grand vocabulaire pour le français.
Elle comporte 120 locuteurs qui ont lu des phrases issues du journal Le Monde. Tous les
locuteurs ne lisaient pas exactement les mêmes phrases. Il est toutefois à noter que
l’ensemble des phrases prononcées par un locuteur comportaient tous les phonèmes
du français distribués comme dans la langue française. Tous les locuteurs ont été en-
registrés en une seule session avec le même matériel d’enregistrement.
Pour notre étude, les enregistrements des 9 locuteurs francophones non-natifs ont été
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écartés. Nous n’avons conservé que les locuteurs natifs du français, soit 64 femmes
et 47 hommes. Nous appellerons cette base de données dans notre manuscrit BREF.
Pour chaque locuteur, nous avons concaténé des enregistrements de phrases qu’il avait
prononcées de manière à obtenir 39 fichiers pour lesquels environ 30 secondes de
trames avaient été sélectionnées par le système de RAL. Contrairement à M-08, nous
avons ici contrôlé le nombre de trames sélectionnées par le système. Les enregistrements
ont une durée moyenne de 42 secondes.
Nous avons un nombre de fichiers par locuteur qui est beaucoup plus important que
pour NIST-08, nous ne sommes pas obligé d’utiliser une procédure de Leave-on-out.
Ainsi, pour constituer notre panel de comparaisons, 18 fichiers ont été sélectionnés
aléatoirement comme fichiers d’apprentissage tandis que les 21 autres ont été util-
isés comme signaux de test. Ainsi, ont été réalisées, pour chaque locuteur homme,
17 766 comparaisons (378 (1 × 21 × 18) comparaisons cible et 17 388 (46 × 21 × 18)
comparaisons imposteur) et, pour chaque locuteur femme 24 192 comparaisons (378
(1× 21× 18) comparaisons cible contre 23 814 (63× 21× 18) comparaisons imposteur) ;
soit au total, 835 002 tests pour les hommes et 1 548 288 tests pour les femmes.
Dans un second temps, lorsque nous avons voulu observer l’influence de la durée
d’enregistrement sur les écarts de performance d’un système de RAL, nous avons
concaténé les fichiers d’apprentissage précédemment décrits de manière à obtenir des
enregistrements où plus de 2 minutes 30 secondes de trames sont sélectionnées. Nous
avons comparé ces nouveaux modèles avec les fichiers test utilisés précédemment.
Dans ces conditions, pour chaque locuteur, seuls 3 fichiers sont disponibles en appren-
tissage. Ainsi, 4 032 et 2 961 comparaisons cible et 254 016 et 136 206 comparaisons
imposteur ont été réalisées respectivement pour les femmes et les hommes dans cette
condition appelée BREF-2min30svs30s. Il est à noter que pour un modèle donné, le
nombre de comparaisons est le même dans les conditions BREF et BREF-2min30svs30s.




BREF Femmes 30s 64 1 152 1 524 096 24 192
BREF Hommes 30s 47 846 817 236 17 776
BREF Femmes 2min30svs30s 64 192 1 524 096 24 192
BREF Hommes 2min30svs30s 47 141 817 236 17 776




Nous avons testé 2 systèmes différents sur M-08 et un seul système sur BREF et
BREF-2min30svs30s. Ces deux systèmes correspondent à deux systèmes état-de-l’art
entre 2008 et 2011, ALIZE/SpkDet et Idento décrits précédemment. Nous spécifierons
les bases de données ayant été utilisés à l’apprentissage des éléments constitutifs du
modèle (modèle du monde, Matrice U ou Matrice de translation pour la PPCA...). En
effet, les données utilisées pour l’apprentissage de ces structures sont primordiales dans
l’élaboration des futurs modèles (Scheffer, 2006).
4.3.1 ALIZE/SpkDet
Comme décrit précédemment, ALIZE/SpkDet (Bonastre et al., 2008) est un système
de RAL basé sur le paradigme UBM/GMM (Reynolds et al., 2000) développé notam-
ment au LIA. Le modèle du monde est constitué de 1024 gaussiennes. Lors de l’adap-
tation des modèles, les matrices de co-variances sont conservées, seules les valeurs
moyennes sont modifiées à l’aide d’un algorithme MAP.
ALIZE/SpkDet inclut les techniques de Factor Analysis (Kenny et al., 2005). La dimen-
sion de la matrice U utilisée pour le Factor Analysis est de 40.
Le vecteur de paramètres utilisé est de dimension 60. Il se compose de 19 Linear Filter
Cepstral Coefficients (LFCC) ainsi que l’Énergie (C0) ainsi que des Delta et Delta-Delta.
Ces paramètres sont calculés sur une fenêtre de 10 ms.
Lors de la configuration pour M-08, nous avons utilisé les données de langue anglaise
issues de Fisher (Cieri et al., 2004) et NIST 2005 (NIST, 2005) pour constituer le modèle
du monde. La matrice U du Factor Analysis a été obtenue à partir des données NIST
2006 (NIST, 2006). Cette configuration correspond à la soumission effectuée par le LIA
lors de l’évaluation NIST 2008 (Matrouf et al., 2008b). Nous n’avons cependant pas ef-
fectué de normalisation des scores.
Pour BREF, le modèle du monde est calculé à partir des données de langue française
enregistrées en studio et extraites des corpus ESTER-1 (Gravier et al., 2004) et ESTER-2
(Galliano et al., 2005). La technique du Factor Analysis n’a pas été utilisée dans ce cas
là car tous les locuteurs ont été enregistrés dans les mêmes conditions, c’est-à-dire un
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studio d’enregistrement. Aucune normalisation des scores n’a été prise en compte.
4.3.2 Idento
Idento (Scheffer et al., 2011) est un système de RAL développé au SRI basé sur la
technique des i-vector (Dehak et al., 2009). Ce système a été utilisé lors d’un séjour de
février à mai 2011 au sein de ce laboratoire californien.
Les corpus NIST 2004 (NIST, 2004), 2005 (NIST, 2005) et 2006 (NIST, 2006) ont servis à
construire le modèle du monde, les matrices nécessaires à la construction des i-vectors.
Le vecteur de paramètres est de dimension 60 et est composé de 20 Mel Filter Cepstral
Coefficients (MFCC) ainsi que des 20 Delta et des 20 Delta-Delta.
Nous comparerons les résultats obtenus en No-Norm avec ceux obtenus en ZT-Norm
afin de mesurer l’influence de la normalisation sur la variation de performance.
4.4 Performances par locuteur : à la recherche des agneaux et
des chèvres
Les performances obtenues pour M-08 et BREF 30s sont étudiées en fonction des
locuteurs afin de vérifier si certains locuteurs sont sujets à plus d’erreurs que d’autres.
Les locuteurs que nous recherchons sont les chèvres (qui ont des taux de Faux Rejets
importants) et les agneaux (qui ont des taux de Fausses Acceptations important) (Dod-
dington et al., 1998).
4.4.1 Calcul de la performance
La performance par locuteur étudiée correspond à la performance obtenue par ce
locuteur lorsque ses fichiers sont utilisés en apprentissage. Le taux de Faux Rejets et
de Fausses Acceptations dépend du seuil choisi. Nous avons décidé de maintenir ce
seuil fixe tout au long de nos expériences, en choisissant la valeur du seuil de l’EER
sur l’ensemble des comparaisons possibles. C’est à partir de ce seuil que nous allons
calculer la performance du système ALIZE/SpkDet pour chaque locuteur.
Nous comptabilisons pour chaque locuteur, indépendamment du fichier d’appren-
tissage utilisé, le nombre de Fausses Acceptations et de Faux Rejets. A partir de ces
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nombres, nous calculons FAi et FRi par locuteur i. Nous quantifions également la pro-
portion de FA et de FR attribuée à chaque locuteur. Les agneaux sont les locuteurs qui
donnent lieu à FAi élevé tandis que les chèvres sont les locuteurs pour lesquels FRi est
important.
Cette analyse est effectuée à partir des scores fournis par ALIZE/SpkDet pour M-08
d’une part et pour BREF d’autre part. Il est à noter que, pour BREF, les locuteurs sont
testés sur le même nombre de comparaisons imposteurs d’une part (23 814 et 17 388 par
locuteur respectivement pour les femmes et pour les hommes) et de comparaisons cible
d’autre part (378 par locuteur pour les femmes et pour les hommes). Ainsi, la précision
des taux obtenus est équivalente entre locuteur. En revanche, pour M-08, le nombre de
comparaisons varient en fonction du locuteur. Certain taux seront donc plus précis que
d’autres.
4.4.2 M-08
Lorsque ALIZE/SpkDet est configuré pour M-08, nous avons calculé pour chacun
des 171 locuteurs les FAi et FRi avec une valeur de seuil fixé à -0.1549. Ces performances
sont illustrées par la figure 4.2.
FIGURE 4.2 – FAi et FRi des locuteurs de la base de données M-08.
Peu de locuteurs ont à la fois des FAi et des FRi élevés. Par exemple, le locuteur cor-
respondant au FRi le plus élevé (58.3%) a un FAi de 6.3%. De même, le locuteur qui
a le FAi le plus élevé (29.5%) a un FRi de 0%. Seul un locuteur est clairement diffi-
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cile à repérer à la fois en comparaison cible et en comparaison imposteur (FA=28.9% et
FR=43.3%). Il est à noter que, pour les trois fichiers d’apprentissage disponibles de ce lo-
cuteur, le nombre moyen de trames sélectionnées est inférieur à la moyenne des trames
habituellement sélectionnées (5 200 trames pour ce locuteur contre 7 200 en moyenne).
Les modèles de ce locuteur sont donc construits avec beaucoup moins de trames que
les autres modèles.
La moyenne des FAi est de 8.8% ; ce taux varie de 0.15% à 29.5% (σ = 6.03%) en
fonction des locuteurs. La moyenne des FRi est de 7.8%, ce taux varie de 0% à 58.3%
(σ = 11.66%). Les différences en fonction des locuteurs sont importantes, encore plus
en comparaison cible qu’en comparaison imposteur. Il ne faut toutefois pas oublier que
le nombre de comparaisons cible est nettement réduit par rapport à celui des compara-
isons imposteur. Les FRi sont beaucoup moins précis que les FAi puisque les FRi sont
calculés sur 21 comparaisons cible en moyenne tandis que FAi sont calculés sur 3 868
comparaisons imposteur en moyenne. Par ailleurs, il est à noter que tous les locuteurs
ne sont pas évalués sur le même nombre de comparaisons, étant donné qu’ils n’ont pas
tous le même nombre d’enregistrements disponibles.
Certains locuteurs semblent être à l’origine de nombreuses erreurs. Ainsi, 50% des FR
sont attribués à seulement 9% des locuteurs, les chèvres de (Doddington et al., 1998). Ce
phénomène est illustré par la figure 4.3 qui représente les FA cumulés et les FR cumulés
en fonction des locuteurs. Pour les FR, une rupture claire apparaît entre les locuteurs.
Les FA montrent une continuité depuis les moutons jusqu’au agneaux. Ce phénomène
est sûrement dû au fait que le nombre de comparaisons n’est pas du tout le même entre
comparaisons cible et comparaisons imposteur.
FIGURE 4.3 – M-08 : FA et FR cumulé en fonction des locuteurs
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4.4.3 BREF
ALIZE/SpkDet, configuré pour le français est testé sur BREF. Les performances
obtenues, FAi et FRi, sont étudiées séparément pour les locuteurs et les locutrices,
comme l’illustrent les figures 4.4 et 4.5. Le seuil utilisé pour les hommes est 0.0162 et
celui pour les femmes est 0.0174.
FIGURE 4.4 – FAi et FRi des locuteurs de la base de données BREF
Pour les hommes, la moyenne des FAi est de 8.8%. Ce taux varie de 0.7% à 22.6% en
fonction des locuteurs (σ = 5.14). La moyenne des FRi est de 8.8%, avec une plage de
0% à 47.6% en fonction des locuteurs (σ = 9.57). La variation est plus importante pour
les FR que pour les FA.
Les locuteurs présentent rarement des FAi et des FRi élevés. Par exemple, le locuteur
qui a le FRi le plus élevé (47.6%) a un FAi bas (2.1%). Inversement, le locuteur qui a le
FAi le plus élevé (22.6%) a un taux de FR de 0%.
Pour les femmes, la moyenne des FAi est de 10%. Il varie de 1.04% à 27.5% en fonction
des locutrices (σ = 5.74). La moyenne des FRi est de 10% également. Il varie de 0% à
35.2% (σ = 9%).
Le FRi maximal atteint (35.2%) par une locutrice correspond à un FAi de 2% et le FAi
maximal atteint (27.5%) correspond à un FRi de 0.3%.
Les FAi et les FRi sont calculés avec respectivement 23 814 comparaisons imposteur et
378 comparaisons cible. Un net déséquilibre existe encore entre les deux types de com-
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FIGURE 4.5 – FAi et FRi des locutrices de la base de données BREF
paraisons. Ceci pourrait expliquer les écarts observés entre FA et FR. Il est toutefois à
noter que dans BREF, les locuteurs sont tous testés avec le même nombre de compara-
isons, ainsi les écarts obtenus dans les mêmes conditions sont tout à fait comparables
et ils montrent bien qu’il existe des différences en termes de performance importantes
en fonction du locuteur.
FIGURE 4.6 – BREF : FA et FR cumulés en fonction des locuteurs
Sur BREF, 50% des FA sont dus à 30% des locuteurs et 50% des FR sont dus à 19% des
locuteurs. Pour les femmes, 50% des FR sont dus à 20% des locutrices et 50% des FA
sont dus à 30% des locutrices. Ce phénomène est mis en évidence par les figures 4.6 et
4.7 qui illustrent la répartition des FA et de FR cumulés pour les hommes et les femmes.
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Les relations ne sont pas linéaires et montrent là encore un continuum entre les profils
de locuteurs que sont les chèvres, les agneaux et les moutons.
FIGURE 4.7 – BREF : FA et FR cumulés en fonction des locutrices
Pour les deux bases de données, nous avons bien trouvé parmi les locuteurs et
locutrices étudiés des chèvres et des agneaux, mettant ainsi en évidence à la suite
de (Doddington et al., 1998) qu’il existe des différences propres aux locuteurs. Ces
résultats par locuteurs ont été calculés indépendamment du fichier d’apprentissage
utilisé. Tous les enregistrements utilisés pour modéliser le locuteur sont-ils équiva-
lents ? Quelle sensibilité a le système au fichier d’apprentissage utilisé ?
4.5 Mesurer la sensibilité des systèmes
Mesurer la sensibilité des systèmes automatiques aux fichiers d’apprentissage re-
vient à quantifier les différences en terme de performance qu’amène le changement
de l’enregistrement utilisé en apprentissage. Plusieurs angles d’étude peuvent être
envisagés. Dans un premier temps, nous proposons d’utiliser comme élément de com-
paraison les distributions de scores cible et imposteur obtenues pour chaquemodèle.
Cette solution connaissant quelques limites, nous présenterons, dans une second temps,
la méthode que nous avons adoptée et qui s’appuie sur les FA et FR moyens.
118
4.5.1 Analyse des distributions de scores
Une première approche pour rendre compte de la sensibilité des systèmes à la vari-
abilité des fichiers d’apprentissage est de comparer les distributions de scores obtenues
en comparaison cible et imposteur pour un locuteur en fonction des enregistrements
utilisés pour l’apprentissage du modèle.
En effet, nous pouvons faire l’hypothèse que, pour un même locuteur, les distributions
de scores observées pour une même série de comparaisons devraient être sensiblement
les mêmes si les enregistrements d’un même locuteur sont équivalents pour le mod-
éliser.
Les figures 4.8 et 4.9 sont des exemples de distributions de scores que nous avons
obtenues pour la base de données M-08 en comparaison imposteur.
FIGURE 4.8 – Distribution de scores imposteur pour les différents modèles d’un locuteur de la base
de données M-08 : les distributions sont globalement les mêmes. La distribution au trait plus épais
correspond à la moyenne des distributions
Pour le premier locuteur (92), nous observons que les distributions sont très proches
les unes des autres, tandis que pour le second (locuteur 209), nous voyons plutôt deux
distributions différentes apparaître. Si deux distributions différentes apparaissent, cela
signifie que les modèles de ce locuteur ne se comportent pas de la même manière face
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aux tests.
FIGURE 4.9 – Distribution de scores pour les différents modèles d’un locuteur de la base de données
M-08 : 2 groupes de distributions avec des moyennes différentes. La distribution au trait plus épais
correspond à la moyenne des distributions
Ces différences de distribution ont évidemment des conséquences sur les FA et les FR.
Le seuil de décision à l’EER étant -0.1549, les modèles dont les distributions de scores
sont les plus à gauche (moyennes les plus faibles) donneront lieu à moins de FA que les
distributions de droite.
Par cette première représentation, nous avons mis en évidence que les fichiers d’ap-
prentissage ne conduisent pas aux mêmes distributions de scores en comparaison
imposteur. Il apparaît que tous les fichiers ne sont pas équivalents.
L’analyse des résultats en comparaison cible pose, en revanche, plus de problème.
En effet, nous n’avons accès qu’à peu de comparaisons cible par locuteur (entre 3 et
20 pour M-08 et 21 pour BREF). Il n’est pas possible de comparer des distributions de
scores dans ce cas.
Par ailleurs, une autre difficulté de cette méthode réside dans l’obtention d’unemesure
des variations observées qui soit comparable avec les métriques largement utilisées
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afin d’avoir des valeurs de référence. En effet, si nous voyons des différences entre les
distributions, nous ne savons pas mesurer facilement leur implication. De plus, ce type
de comparaisons sépare les comparaisons cible des comparaisons imposteur et il n’est
pas facile de tenir compte du recouvrement entre les deux.
Une autre représentation pour mesurer cette sensibilité du système doit donc être
envisagée.
4.5.2 Utiliser le meilleur et le pire modèle
Définir FAij et FRij sur la totalité des données pour la sélection dumeilleur et du pire
modèle
Comme nous l’avons fait pour les locuteurs, nous pouvons obtenir le taux de Fausses
Acceptations, FAij et de Faux Rejets, FRij, avec le seuil de l’EER pour chaque locu-
teur i et chaque modèle j. Il est possible alors de déterminer pour chaque locuteur
quel est le meilleur et le pire modèle en fonction de ces taux. Le meilleur modèle est
celui qui minimise la somme de FA et de FR tandis que le pire maximise cette somme.
La sélection du meilleur et du pire modèle est réalisée sur le plus grand nombre de
comparaisons possibles (intégralité de M-08, de BREF ou de BREF 2min30svs30s).
Établir différentes séries de tests où seul change le fichier d’apprentissage
Une fois le meilleur et le pire modèle sélectionné pour chaque locuteur, il s’agit de
mesurer l’écart de performance entre les deux modèles du même locuteur. Pour ef-
fectuer la comparaison, une cohorte de fichiers test est définie. Au lieu de rattacher
chaque fichier test à un fichier d’apprentissage comme cela est fait habituellement pour
définir une comparaison, nous rattachons chaque fichier test à un locuteur qui est con-
sidéré comme le locuteur d’apprentissage. Une comparaison est donc ici composée
d’un locuteur « d’apprentissage » et d’un fichier de test. Nous pouvons définir de
nombreuses comparaisons afin d’être certains que les différents locuteurs interviennent
dans la cohorte et qu’ils seront tous testés en comparaison cible et imposteur. Cette co-
horte est le canevas qui répertorie la série de test. En effet, pour chaque locuteur nous
pouvons choisir un fichier d’apprentissage dont nous connaissons à priori la perfor-
mance local FAij + FRij (Meilleur, Pire ou aléatoire). Une série de tests correspond au
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canevas tel que nous l’avons défini où le locuteur est modélisé à l’aide du fichier d’ap-
prentissage de notre choix. Ainsi, chaque série de tests se compose exactement des
mêmes locuteurs et des mêmes fichiers de test, seul change le fichier d’apprentissage
utilisé. Une fois le fichier d’apprentissage sélectionné, un locuteur est représenté par le
modèle élaboré à partir d’un seul fichier d’apprentissage dans toute la série.
Afin de mesurer l’influence du choix de ce fichier sur les performances du système,
nous avons réalisé plusieurs séries de tests. Pour la première série, nous avons util-
isé en apprentissage pour chaque locuteur sonmeilleur modèle (série Min), puis nous
avons réalisé la série de tests en utilisant en apprentissage le pire modèle du locu-
teur (série Max). Cette démarche nous permet de mesurer l’écart maximum de per-
formance que nous pouvons observer pour les mêmes tests et les mêmes locuteurs
lorsque seuls les fichiers d’apprentissage changent. Pour établir la performance du
système lorsque le fichier d’apprentissage n’est ni le meilleur ni le pire, des tirages
aléatoires de modèles ont également été réalisés pour le corpus BREF. Ces modèles ont
ensuite été testés dans les mêmes conditions que les séries Min et Max. Pour le corpus
issus de NIST, nous avons conservé les fichiers qui étaient la référence lors de l’évalua-
tion.
Comparer des performances globales
La performance globale est mesurée à l’aide d’une courbe DET et d’un taux d’EER
pour chacune des séries. Nous pouvons ainsi comparer les performances obtenues pour
chacune des séries et rendre compte de la variation de performance due au fichier d’ap-
prentissage puisque c’est l’unique élément qui change entre nos séries de tests.
Pour M-08, la cohorte de tests choisie est celle proposée par NIST où les 171 locuteurs
de M-08 sont testés en apprentissage. Comme certains fichiers que nous avons sélec-
tionnés comme meilleurs ou comme pires étaient à l’origine utilisés comme fichiers
test, nous avons du supprimer certaines comparaisons. Cette cohorte se compose de
511 comparaisons cible et 2 856 comparaisons imposteur.
Pour BREF et BREF 2min30svs30s, la cohorte de tests est composée de l’ensemble des
tests déjà décrit en 4.2.2. Pour les femmes, la série se compose de 1 344 comparaisons
cible et de 84 672 comparaisons imposteur. Pour les hommes, la série se compose de 987
comparaisons cible et 45 402 comparaisons imposteur. Toutes les conditions de com-
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paraisons sont résumées par le tableau 4.5.
Bases de données Comparaisons cible Comparaisons imposteur Nombre de locuteurs
NIST 511 2 856 171
BREF
Femmes 1 344 84 672 64
Hommes 987 45 402 47
TABLE 4.5 – Nombre de comparaisons utilisées pour mesurer la sensibilité des systèmes à la vari-
abilité intra-locuteur sur les bases de données NIST et BREF
La démarche que nous avons adoptée permet de mesurer les écarts maximaux que
nous pouvons observer en fonction des fichiers d’apprentissage sélectionnés. Les
comparaisons de performance sont faites à l’aide des mesures classiques.
La variation relative, Vr, entre les séries pour chaque système et chaque base de donnée
testée est définie par l’équation 4.1. Cette mesure nous permet de rendre compte de la





4.6 Variabilité de la performance
Nous commencerons par décrire les résultats obtenus pour les séries de tests issues
de NIST puis les résultats obtenus pour celles de BREF.
4.6.1 NIST
Approche UBM-GMM
La courbe DET de la figure 4.10 présente les résultats obtenus par ALIZE/SpkDet.
Si la série Min obtient un EER à 4.1%, la série Max a un EER de 21.9%. La sélection
correspondant à celle de NIST conduit à un EER de 12.1%. Dans ce cas, Vr = 1.47.
Nous observons un écart de performance de plus de 17 points absolus ce qui représente
34% d’erreur en plus. Le choix dumodèle d’apprentissage a donc des conséquences très
123
FIGURE 4.10 – Courbes DET pour les séries Min, Max et aléatoire pour la base de données
NIST 2008 (511 comparaisons cible et 2 856 comparaisons imposteur) testées sur le système AL-
IZE/SpkDet : fluctuation de performance de 4.1% à plus de 21.9%
importantes sur les performances du système. Ceci est indépendant du type de locu-
teur puisque ce sont exactement les mêmes locuteurs qui sont comparés dans les deux
séries. La série correspondant à NIST montre que si les fichiers d’apprentissage sont
tirés aléatoirement, la performance du système se situe entre les deux sérieMin etMax
et rend compte d’une performance moyenne en lissant les écarts importants dus au
choix du fichiers d’apprentissage.
Le systèmeALIZE/SpkDet est sensible au choix du fichier d’apprentissage pourmod-
éliser le locuteur. Tous les fichiers d’apprentissage ne sont donc pas équivalents pour
ce système. Afin de conforter ces résultats et de vérifier que ces écarts sont dus, non
pas au système, mais au contenu des enregistrements de parole choisi pour représen-




Les courbes des figures 4.11 et 4.12 présentent les résultats obtenus en utilisant
Idento. La figure 4.11 illustre les résultats sans normalisation des scores tandis que la
figure 4.12 présente les résultats avec une normalisation ZT.
FIGURE 4.11 – Courbes DET pour les séries Min, Max et aléatoire pour les séries de tests issues de
NIST 2008 (511 comparaisons cible et 2 856 comparaisons imposteur) testées sur le système Idento
sans normalisation : fluctuation de performance de 3.8% à plus de 16.8%
Sans normalisation, l’EER varie de 3.8% pour la série Min à 16.8% pour la série Max.
La série où les modèles correspondent à ceux choisi par NIST a un EER de 9.2%. Dans
ce cas, Vr = 1.41. Des écarts de performance s’observent donc également pour un sys-
tème basé sur les i-vectors, dans des proportions semblables à celles obtenues pour
ALIZE/SpkDet.
La normalisation ne corrige que partiellement ces écarts de performance. En ZT-norm,
l’EER varie de 3.1% avec la sérieMin à 13.8% pourMax, le tirage correspondant à NIST
conduisant à un EER de 7.3%. Vr est alors égal à 1.46. Les écarts de performances exis-
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FIGURE 4.12 – Courbes DET pour les séries Min, Max et aléatoire pour la base de données NIST
2008 (511 comparaisons cible et 2 856 comparaisons imposteur) testées sur le système Idento avec
une normalisation ZT-norm : fluctuation de performance de 3.1% à plus de 13.8%
tent toujours malgré la normalisation.
Sur les séries de tests issues de NIST, nous observons des variations relatives de
performance entre 1.41 et 1.47. Il existe des écarts de performances aussi bien pour
l’approche UBM-GMM que pour l’approche i-vector et la normalisation des scores
ne permet pas de corriger ces écarts de variation. Ceux-ci sont donc à attribuer aux en-
registrements utilisés pour modéliser le locuteur. Certains fichiers contiennent plus
d’indices idiosynchratiques que d’autres. En étudiant les fichiers de chaque sérieMin
et Max sélectionnés pour ALIZE/SpkDet et Idento, il est apparu que seul 30% des
fichiers qui sont considérés comme les pires pour le système ALIZE/SpkDet le sont
aussi pour Idento. De même, 30% des fichiers qui sont considérés comme les meilleurs
pour le système ALIZE/SpkDet le sont pour Idento. Il semble donc qu’il existe une
certaine variabilité entre le systèmes pour déterminer le meilleur et le pire enreg-
istrement. Ceci est sans doute dû à la mesure de FRij qui est calculée sur peu de com-
paraisons cible.
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La cohorte de NIST connaît de nombreuses sources de variation comme la langue, les
conditions d’enregistrement ou encore le nombre de trames sélectionnées pour con-
struire le modèle. En effet, si les enregistrements ont une durée moyenne de 2 min-
utes 30 secondes, cela ne signifie pas que le système sélectionne la même quantité de
données pour construire le modèle du locuteur. D’ailleurs, il existe une différence
significative entre le nombre de trames sélectionnées entre la série Min et Max d’AL-
IZE/SpkDet (F = 11.11, p < 0.001). Ce sont peut-être ces critères qui expliquent les
écarts de performance. Voyons quelles sont les variations de performance lorsque la
base de données est plus contrôlée.
4.6.2 BREF
Seul le système ALIZE/SpkDet a été évalué à l’aide de la base de données BREF. Ici
encore, les fichiers de tests sont exactement les mêmes pour chacun des locuteurs, seul
change entre les séries le fichier d’apprentissage utilisé pour représenter le locuteur.
Nous avons utilisé, dans un premier temps, des fichiers d’enregistrements qui compor-
taient entre 30 et 33 secondes de trames sélectionnées puis nous avons travaillé avec
des fichiers de 2.5 minutes de trames sélectionnées afin de mesurer l’influence de la
quantité des données d’apprentissage sur la variation de performance.
30 secondes de trames sélectionnées
Les courbes DET des figures 4.13 et 4.14 sont respectivement calculées sur 1 344
comparaisons cible et 84 672 comparaisons imposteur pour les femmes et sur 987 com-
paraisons cible et 45 402 comparaisons imposteur pour les hommes.
Pour les femmes, l’EER varie de 1.1% pour la série Min à 28.5% pour la série Max. Les
10 séries pour lesquelles nous avons choisi aléatoirement le fichier d’apprentissage de
chacune des locutrices ont un EER qui varie de 8.8% à 11.5% avec une moyenne de
10.3% et un écart type de 1.1. En utilisant un EER moyen de 10.3%, Vr est égal à 2.66.
Pour les hommes, l’EER fluctue de 1.0% à 33.0% entre la sérieMin et la sérieMax. L’EER
est en moyenne de 9.0% avec un écart type de 1.4, il fluctue entre 6.3% et 11.6% pour
les dix séries où le choix du fichier d’apprentissage se fait aléatoirement. Avec un EER
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FIGURE 4.13 – Courbes DET pour les séries Min, Max et 10 séries aléatoires pour les séries de tests
issues de BREF, avec 64 femmes (1 344 comparaisons cible et 84 672 comparaisons imposteur) et
des enregistrements de 30 secondes de trames sélectionnées en apprentissage et en test, testées sur le
système ALIZE/SpkDet : fluctuation de performance de 1.1% à 28.5%
moyen de 9.0%, Vr est ici égal à 3.55.
Dans un contexte plus contrôlé (mêmemicrophone, langue unique, parole lue...), des
écarts de performances très importants sont également observés. Il apparaît claire-
ment que les enregistrements utilisés ne comportent pas tous la même quantité d’in-
formation nécessaire pour modéliser le locuteur par un système de RAL. Nous avons
ensuite étudié l’influence de la durée des enregistrements sur ces écarts de perfor-
mance.
2.5 minutes de trames sélectionnées
Les courbes DET des figures 4.15 et 4.16 sont calculées comme précédemment sur
1 344 comparaisons cible et 84 672 comparaisons imposteur pour les femmes et sur 987
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FIGURE 4.14 – Courbes DET pour les séries Min, Max et 10 séries aléatoires pour les séries de
tests issues de BREF, avec 47 hommes (987 comparaisons cible et 45 402 comparaisons imposteur)
et des enregistrements de 30 secondes de trames sélectionnées en apprentissage et en test, testées sur
le système ALIZE/SpkDet : fluctuation de performance de 1.0% à 33.0%
comparaisons cible et 45 402 comparaisons imposteur pour les hommes.
Pour les femmes, l’EER varie de 0.9% à 6.0%.
Le même phénomène est observé pour les hommes : l’EER fluctue de 1.0% à 5.8%.
Si l’augmentation du nombre de trames sélectionnées a une influence importante sur
les pires modèles (l’EER passant de 33% à 6%), il est toutefois possible avec seule-
ment 30 secondes de parole d’obtenir des résultats équivalents à ceux obtenus avec
des enregistrements 5 fois plus longs. La quantité de trames sélectionnées, aspect
quantitatif, joue donc un rôle primordial dans la constitution du modèle mais la
question de la pertinence de l’information, aspect qualitatif, est également soulevée
par cette expérience.
Les résultats présentés dans cette section sont résumés par le tableau 4.6.
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FIGURE 4.15 – Courbes DET pour les sériesMin,Max pour la base de données Bref, avec 64 femmes
(1 344 comparaisons cible et 84 672 comparaisons imposteur) et des enregistrements de 2 minutes
30 de trames sélectionnées en apprentissage et de 30 secondes de trames sélectionnées en test, testées
sur le système ALIZE/SpkDet : fluctuation de performance de 0.9% à 6.0%
Conditions
Min Max Aléatoires Vr
Bases de Données Systèmes
NIST
ALIZE/SpkDet 4.1% 21.9% 12.1% 1.47
Idento
No norm 3.8% 16.8% 9.2% 1.41





1.1% 28.5% 10.3% (1.1) 2.66
2.5 minutes 0.9% 6.0% non calculé
Hommes
30 secondes 1.0% 33.0% 9.0% (1.4) 3.55
2.5 minutes 1.0% 5.8% non calculé
TABLE 4.6 – Variation de performance selon les fichiers d’apprentissage choisis
Nous avons déterminé pour deux bases de données, l’une régulièrement utilisée
en vérification du locuteur et l’autre avec un contenu beaucoup plus contrôlé et pour
deux systèmes, ALIZE/SpkDet et Idento, qu’une part importante de la performance
des systèmes automatiques dépend du choix des fichiers d’apprentissage. En effet,
alors que les locuteurs modélisés et les fichiers de test sont exactement les mêmes
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FIGURE 4.16 – Courbes DET pour les séries Min, Max, avec 47 hommes (987 comparaisons cible
et 45 402 comparaisons imposteur) et des enregistrements de 2 minutes 30 de trames sélection-
nées en apprentissage et de 30 secondes de trames sélectionnées en test, testées sur le système AL-
IZE/SpkDet : fluctuation de performance de 1.0% à 5.8%
nous pouvons observer des variations de performance très importantes. Cette varia-
tion semble dépendre de la base de données. A notre surprise, plus la base de don-
nées est contrôlée, plus la variation en fonction du fichier d’apprentissage est im-
portante. Ceci peut également être attribué au fait que le nombre de trames sélec-
tionnées est plus faible dans BREF que dans NIST. En effet, la quantité de trames
sélectionnées pour construire le modèle a une influence importante sur les écarts de
performance. Ceci montre que le choix du fichier d’apprentissage n’est pas anodin :
il est important de pouvoir comprendre ce qui différencie les séries de fichiers ayant
conduit auxmeilleures et aux pires performances afin de pouvoir prédire si un fichier
d’apprentissage contient les informations pertinentes permettant de bien modéliser
le locuteur. Cet objectif est celui de la partie III de ce document.
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4.7 Variation propre au système
Devant l’importance des écarts de performance dus au changement de fichier d’ap-
prentissage, il nous a semblé indispensable de vérifier la stabilité du système. Que se
passe-t-il si les fichiers d’apprentissage sont équivalents ? Pour cela, nous avons con-
struits à partir des fichiers de 2 minutes et 30 secondes de trames sélectionnées du cor-
pus BREF deux modèles différents en utilisant chacun des fichiers. Le premier modèle
comporte toutes les trames impaires du fichier tandis que le secondmodèle comporte
toutes les trames paires. Nous pouvons considérer que les informations utilisées pour
construire les deux modèles sont équivalentes.
Comme précédemment, nous cherchons à déterminer quels sont les écarts maximumde
performances que nous pouvons observer en fonction du modèle utilisé. Pour chaque
locuteur, nous avons déterminé quel est le meilleur modèle entre celui construit avec
les trames paires et celui construit avec les trames impaires. Nous avons effectué la
même série de comparaisons en prenant les meilleurs fichiers puis les pires fichiers. Les
fichiers tests des comparaisons sont ceux utilisés en 4.6.2. Cette expérience a été menée
avec les fichiers des sériesMin etMax uniquement.







Min (EER = 1.0%)
Min 2.1%
Max 3.2%




Min (EER = 0.9%)
Min 1.2%
Max 2.7%
Max (EER = 6.0%)
Min 1.2%
Max 2.3%
TABLE 4.7 – EER obtenus en prenant une trame sur deux des fichiers Min et Max de BREF
2min30svs30s
Pour les hommes, lorsque les modèles sont construits à partir des fichiers de la série
Min (EER = 1.0 lorsque l’intégralité des fichiers est utilisée), les meilleurs modèles
obtiennent un EER de 2.1% tandis que les pires modèles obtiennent un EER de 3.2%.
Lorsque les modèles sont construits à partir de la série Max (EER = 5.8 lorsque l’inté-
gralité des fichiers est utilisée), les meilleurs modèles obtiennent un EER de 2.7% tandis
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que les pires obtiennent un EER de 3.2%.
Pour les femmes, lorsque les modèles sont construits à partir des fichiers de la sérieMin
(EER = 0.9 lorsque l’intégralité des fichiers est utilisée), les meilleurs modèles obtien-
nent un EER de 1.2% tandis que les pires modèles obtiennent un EER de 2.7%. Lorsque
les modèles sont construits à partir de la sérieMax (EER = 6.0 lorsque l’intégralité des
fichiers est utilisée), les meilleurs modèles obtiennent un EER de 1.2% tandis que les
pires obtiennent un EER de 2.3%.
Que ce soit pour les hommes ou pour les femmes, nous observons un écart de perfor-
mance de près d’un point d’EER alors que les modèles ont été construits à partir de
jeux de données statistiquement équivalents. Lorsque l’on observe les distributions
de scores obtenues (figure 4.17), nous voyons bien qu’il existe une différence entre
les séries. Cet écart est dû au système mais est largement plus faible que les écart de
performance observés précédemment.
Il est par ailleurs étonnant que les performances de la série Max soient si proches de
celles de la série Min. Une analyse de la composition trame à trame des jeux de don-
nées utilisés pour l’apprentissage reste nécessaire pour mieux comprendre le com-
portement du système, qui pourrait être du à la présence de quelques données très
spécifiques.
FIGURE 4.17 – Distribution des scores pour les modèles issus de la série Min des hommes de BREF
2min30svs30s en sélectionnant une trame sur 2
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Synthèse du chapitre
Dans ce chapitre, nous avons montré les éléments suivants :
– Les systèmes de RAL, aussi bien fondés sur une approche UBM-GMM que sur
une approche i-vector montrent des écarts de performances importants (Pour
NIST, VrIdento = 1.41 et VrALIZE/SpkDet = 1.47 et pour BREF, Vr = 3.11) selon le
choix du fichier d’apprentissage utilisé pour chaque locuteur.
– La normalisation des scores n’a que peu d’effet sur les écarts de performance
(1.41 < VrNoNorm < 1.47 et VrZTNorm = 1.46).
– Ce phénomène est observé aussi bien sur une base de données où les enreg-
istrements sont très contrôlés que sur de la parole conversationnelle : les varia-
tions relatives dépendent de la base de données (Pour ALIZE/SpkDet, VrNIST =
1.47 et VrBREF = 3.11).
– Augmenter le nombre de trames utilisées pour l’apprentissage permet de dimin-
uer les pires performances (Pour les hommes de BREF, EER30s = 33% et EER2.5minutes =
5.3% pour les sériesMax) mais n’a que peu d’effet sur les meilleures performances
(Pour les femmes de BREF, EER30s = 1.1% et EER2.5minutes = 0.9% pour les séries
Min).
– La sensibilité d’un système comme ALIZE/SpkDet est d’un point de EER lorsque
les données d’apprentissage sont similaires.
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Troisième partie
Localisation, dans le flux de parole,
des indices idiosyncratiques en vue




Le facteur locuteur comme source de
variation
Résumé : Dans ce chapitre, nous présentons la méthode que nous avons adoptée afin de partir à la
recherche du locuteur à travers différentes mesures acoustiques identifiées comme idiosyncratiques. Cette
étude nous permet d’une part de mieux comprendre où se situent les indices pertinents pour discriminer
les locuteurs et expose des critères pour distinguer un fichier donnant lieu à un modèle pertinent de celui
conduisant à un modèle peu performant.
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5.1 Questions
Rechercher le locuteur dans un extrait de parole revient à comprendre comment
la variation du signal peut être expliquée par le facteur locuteur en n’oubliant pas
que d’autres contraintes influencent à la fois le locuteur et le signal de parole comme
sa culture, sa langue, sa situation sociale ou son état émotionnel. Il est d’autant plus
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difficile de séparer les différentes contraintes que les indices identifiés comme permet-
tant de reconnaître le locuteur (cf. chapitre 2.3) peuvent également servir à caractériser
d’autres facteurs linguistiques ou para-linguistiques. La recherche du locuteur dans
le signal de parole ne peut pas faire abstraction de ces éléments. Il est tout de même
possible de contrôler certains éléments de variation afin de comprendre le rôle et la
place du locuteur. L’identification des meilleurs indices pour repérer le locuteur dans
cette situation donnée est alors envisageable.
Ce cadre étant posé, les trois questions auxquelles nous cherchons à répondre dans ce
chapitre sont les suivantes.
– L’influence du locuteur sur l’indice et donc la pertinence de l’indice varie-t-elle en
fonction des extraits de parole ?
– L’information sur le locuteur est-elle uniformément répartie dans le signal de pa-
role ?
– Quelle part de variation peut alors être attribuée au locuteur ?
5.2 Corpus
Pour comprendre un phénomène, le choix du corpus est primordial. En effet, ce
corpus est l’outil central de notre compréhension de la parole. Dans notre cas, il doit
contenir assez de locuteurs pour rendre compte de la variabilité inter-locuteur. Mais
chaque locuteur doit avoir été enregistré assez longtemps pour observer la variabilité
intra-locuteur. Les conditions d’enregistrement doivent être bien connues de manière
à être contrôlées.
5.2.1 Un corpus contrôlé
Les expériences que nous avons menées pour mesurer l’influence du fichier d’ap-
prentissage sur les performances d’un système de RAL ont été menées sur deux corpus
différents l’un de parole conversationnel et multilingue (NIST), l’autre de parole lue en
français (BREF). Nous avons dans un premier temps mené nos analyses sur le corpus
BREF, un corpus beaucoup plus contrôlé pour lequel :
– Les locuteurs sont originaires de la région parisienne et francophones.
– Tous les locuteurs ont été enregistrés dans lesmêmes conditions, la question des
conditions d’enregistrement est donc écartée.
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– Le contexte de communication est de la parole lue, nous disposons d’une tran-
scription orthographiques des phrases prononcées.
Il s’agit donc d’un cadre assez contrôlé pour lequel nous pouvons extraire les indices
acoustiques assez facilement puisque nous disposons des transcriptions et de sig-
naux de bonne qualité (enregistrement en chambre sourde par microphone).
Une référence
Le premier de nos objectifs est d’établir l’influence qu’a le locuteur sur certains
éléments du signal de parole déjà identifiés, dans la littérature, comme porteur d’in-
formation idiosyncratique. Pour répondre à cet objectif, nous avons, pour chaque in-
dice étudié, analysé l’influence du locuteur sur les fichiers ayant servi de corpus de test
dans BREF. Nous disposons ainsi pour étudier l’influence du locuteur d’un ensemble
d’enregistrements important d’environ 11.4 minutes de parole par locuteur.
Min et Max
Le second objectif consiste à déterminer si les indices sur le locuteur sont plus
présents dans les fichiers qui conduisent à une modélisation performante du locu-
teur (série Min) que dans les fichiers qui conduisent à une modélisation moins per-
formante du locuteur (série Max).
Ainsi, nous mesurons l’influence du locuteur sur les indices dans les deux séries en es-
pérant que l’influence du locuteur soit plus importante dansMin que dansMax. Enfin,
nous souhaitons vérifier si les valeurs des indices étudiés permettent de séparer nos
deux séries.
5.2.2 Premières études sur un corpus conversationnel
Nous avons également travaillé sur les coefficients cepstraux qui sont des paramètres
porteurs d’information sur le locuteur et utilisés dans tous les systèmes de RAL. Nous
sommes alors revenus en partie sur le corpus NIST afin de se confronter à d’autres
facteurs de variation, présents dans la parole conversationnelle.
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5.3 Indices étudiés
Nous avons décidé de nous concentrer sur un certain nombre d’indices acoustiques
qui ont été décrits comme étant influencés par le locuteur dans le chapitre 2.3.
Nous commençons par des indices issus de la phonation à savoir la F0 moyenne, le
jitter et le shimmer. Ces indices rendent compte notamment de la taille et de la tension
des plis vocaux qui peuvent être dépendants du locuteur. Suivent des indices relatifs
à l’articulation qui, dans une certaine mesure, est dépendante du locuteur (taille du
conduit vocal, stratégie articulatoire). L’articulatoire nous donne aussi accès à la façon
dont le locuteur prononce les phonèmes de sa langue. La distribution des phonèmes
est étudiée pour les enregistrements Min et Max, afin de vérifier si cela ne pourrait
pas expliquer que certains enregistrements soient plus pertinents que d’autres selon,
tous les phonèmes n’étant pas tous porteurs de la même quantité d’information sur
le locuteur. Nous étudions la réalisation des phonèmes par leurs centres de gravités,
cette mesure nous indique où se situe l’énergie des fréquences présentes dans chaque
phonème. Pour les voyelles orales, les 4 premiers formants sont mesurés en statique
(moyenne) et en dynamique (coarticulation, suivi de formants), afin de mesurer l’influ-
ence du locuteur sur chacun d’entre eux.
La variation des coefficients cepstraux due au locuteur est également étudiée sur les
deux corpus BREF et NIST, permettant ainsi une étude de plusieurs langues.
5.4 Mesures
Les mesures des indices ont été réalisées, après un alignement forcés de l’ensem-
ble des enregistrements à l’aide de Speeral (Linares et al., 2007), grâce au logiciel Praat
(Boersma et Weenink, 2009) exceptés pour les coefficients cepstraux qui ont été extraits
à l’aide de SPro (Gravier, 2011). Notre objectif est de comprendre dans quelle mesure
les indices rendent compte de caractéristiques idiosyncratiques. En effet, lemeilleur
indice est celui qui maximise les différences entre les locuteurs (différences inter-
locuteur) et minimise les différences entre les enregistrements un même locuteur
(différences intra-locuteur).
Nous pouvons définir une variation intra-locuteur, σintra, comme lamoyenne des écarts-
types de chaque locuteur. Cette variation est à comparer avec la variation inter-locuteur,σinter,
définie par la variance des moyennes de chaque locuteur.
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Ce problème peut être ramené au test F qui compare la variance expliquée par les
différences entre les moyennes d’échantillon avec la variance inexpliquée au sein des
échantillons.
L’influence du locuteur sur les indices consiste à calculer la taille de l’effet d’un facteur
lors d’une analyse de variance (ANOVA ou MANOVA), notée η2 (Levine et Hullett,
2002). Dans ce cadre, le facteur fixé est le locuteur tandis que la variable dépendante
est l’indice étudié. La F0, le jitter, le shimmer ou les centres de gravités sont définis par
une valeur unique. Dans ce cas, une ANOVA (Wonnacott et Wonnacott, 1991) est util-
isée pour analyser la variance. En revanche, la distribution des phonèmes ou bien les
valeurs des coefficients cepstraux sont multidimensionnels. Ici, ce sont des MANOVA
qui sont utilisées pour l’analyse de la variance.
Nous souhaitons mesurer l’influence du facteur locuteur sur les mesures acoustiques
que nous avons effectuées. Nous saurons ainsi si les paramètres que nous avons
retenus sont de bons indices pour reconnaître le locuteur. Si le facteur locuteur ex-
plique une grande part de variance de nos mesures, cela signifie que les paramètres






Résumé : Dans ce chapitre, l’influence du locuteur sur des indices de phonation, à savoir la fréquence
fondamentale, le jitter et le shimmer, est étudiée. Si le facteur locuteur permet d’expliquer 18.9% pour les
hommes et de 28.4% pour les femmes de la variation de F0, il ne permet pas de distinguer les deux séries
Min et Max même si 12% des locuteurs et 7% des locutrices sont différentiables entre Min et Max. Le
jitter et le shimmer ne sont pas très influencés par le locuteur (2.6% < η2 < 5.2%).
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6.1 Précisions sur les éléments étudiés
La fréquence fondamentale (F0) fait partie des paramètres mis en évidence par
(Van Dommelen, 1987) ou par (Kahn et Rossato, 2009) comme permettant aux humains
d’identifier des voix. Les informations sur les courbes de F0 sont également utilisées
par des systèmes de vérification automatique du locuteur (Scheffer et al., 2011). (Nolan,
2001) insiste également sur l’importance de la qualité de voix comme indice pour re-
connaître le locuteur.
Afin demesurer l’impact du locuteur sur la phonation, nous avons effectué troismesures
acoustiques identifiées comme pertinentes pour reconnaître le locuteur, à savoir la F0
moyenne, le jitter et le shimmer, résumées par la figure 6.1.
FIGURE 6.1 – Calcul de la F0, du jitter et du shimmer
Le jitter et le shimmer sont des indices couramment utilisés pour définir la qualité de
la phonation en orthophonie (Marchal, 2007). Ainsi, même si ces deux indices n’ont été
que très peu utilisés pour reconnaître les locuteurs, nous les avons utilisés pour rendre
compte en partie de la qualité de voix des locuteurs.
Les paramètres ont été mesurés sur les voyelles orales de l’ensemble des fichiers util-
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isés en test et sur les fichiers qui constituent les séries Min et Max sur la base de don-
nées BREF soit plus de 21 h de parole. Les mesures ont été effectuées à l’aide de praat
(Boersma et Weenink, 2009).
6.2 Influence relative du locuteur sur les indices de la source
indépendamment de la voyelle prononcée
6.2.1 Fréquence fondamentale
Variation inter-locuteur vs variation intra-locuteur
Sur l’ensemble des voyelles des fichiers de test, la médiane de la fréquence fon-
damentale (F0) s’élève à 140 Hz pour les hommes et de 238 Hz pour les femmes.
Les distributions de F0 sont bien différentes entre les hommes et les femmes (T-test :
t(334 093.9) = −709.8).
La F0 connaît une variation importante en fonction du locuteur (σ = 39 Hz pour les
hommes et σ = 41 Hz) en fluctuant de 98 Hz à 181 Hz pour les hommes et de 183 Hz
à 297 Hz pour les femmes. Les tableaux C.1.1 et C.1.2 mis en annexes indiquent ces
valeurs pour, respectivement, les hommes et les femmes. La F0 semble donc a priori un
bon indice pour distinguer les locuteurs.
Toutefois, comme l’illustrent les Figures 6.2 et 6.3, les écarts-types sont plus ou moins
importants en fonction du locuteur même si les variances peuvent être considérées
comme homogènes (Test de Levene : t(46) = 95.538; p < 2.2 ∗ 10−16 pour les hommes
et t(63) = 166.76; p < 2.2 ∗ 10−16 pour les femmes).
Ainsi, pour les hommes, la variation moyenne intra-locuteur est de 33 Hertz tandis
que la variation inter-locuteur est de 18 Hertz. Pour les femmes, la variation moyenne
intra-locuteur est de 35 Hertz, la variation inter-locuteur est de 23 Hertz.
La variation intra-locuteur est donc plus importante que la différence inter-locuteur
aussi bien pour les hommes que pour les femmes.
Cette variation intra-locuteur peut tout à fait être expliquée par le rôle que joue la F0
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FIGURE 6.2 – F0 mesurée sur les voyelles de BREF pour les 47 hommes composant le corpus
FIGURE 6.3 – F0 mesurée sur les voyelles de BREF pour les 64 femmes composant le corpus
au niveau syntaxique pour déterminer une forme interrogative et affirmative. Par ex-
emple, « vraiment » est prononcé par une femme d’abord dans l’énoncé « il est vrai-
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ment l’heure de partir » (Figure 6.4) puis dans l’énoncé « es-tu vraiment sur qu’il vien-
dra ? »(Figure 6.5).
FIGURE 6.4 – Variation de la F0 pour vraiment dans « Il est vraiment l’heure d’y aller »
La valeur de F0 peut varier de 140 Hertz à 495 Hertz pour la même locutrice en fonction
de la phrase.
Les valeurs de F0, même si elles varient plus chez un même locuteur qu’entre les lo-
cuteurs, semblent présenter tout de même une variation inter-locuteur importante qui
peut être visualisée sur les figures 6.2 et 6.3.
Effet du locuteur sur les valeurs de F0
Une analyse de la variance par ANOVA est effectuée avec, comme variable dépen-
dante, les valeurs de F0 moyennes pour chaque voyelle et, comme facteur fixé, les lo-
cuteurs afin de mesurer l’influence des locuteurs sur les valeurs de F0.
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FIGURE 6.5 – Variation de la F0 pour vraiment dans « Es-tu vraiment sûr qu’il viendra ? »
Un effet du facteur locuteur sur la distribution des valeurs moyennes de F0 est observé
aussi bien pour les hommes (F(46, 10 428) = 763.08; p < 0.001) que pour les femmes
(F(63, 199552) = 1258.3; p < 0.001). La part de variance expliquée par le facteur locu-
teur, mesuré par η2 est de 18.9% pour les hommes et de 28.4% pour les femmes.
La F0 semble donc être un facteur pertinent pour distinguer les locuteurs, plus parti-
culièrement pour les femmes.
6.2.2 Jitter
Variation inter-locuteur vs variation intra-locuteur
La valeur médiane des jitters est de 1.4% pour les hommes et de 1.1% pour les
femmes. Cette valeurmédiane est légèrement au-dessus de la valeur de référence comme
seuil de pathologie (1.04%). Toutefois dans (Yu et al., 2001) les voix pathologiques
étudiées ont des valeurs de jitter bien au dessus de 2.07%. En fonction des locuteurs, la
valeur médiane de jitter varie de 1.1% à 2.3% pour les hommes et de 0.8% à 1.7% pour
les femmes. La variation inter-locuteur est de 0.24% pour les hommes et de 0.16% pour
les femmes tandis que la variation intra-locuteur est respectivement de 1.7% et de 1.4%.
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La variation intra-locuteur est donc plus grande que la variation inter-locuteur pour
les valeurs de jitter. Nous pouvons donc nous interroger sur la pertinence du jitter
comme indice de différenciation des locuteurs.
Effet du locuteur sur les valeurs de jitter
Afin de mesurer la part de variation des valeurs de jitter expliquée par le facteur
locuteur, une ANOVA à un facteur avec comme variable dépendante les mesures de
jitter pour l’ensemble des voyelles et comme facteur le locuteur a été effectuée. Si le fac-
teur locuteur semble explicatif des distributions obtenues (F(46, 141 663) = 82.177; p <
0.001 pour les hommes et F(63, 227 526) = 91.823; p < 0.001 pour les femmes), il n’ex-
plique que 2.6% de variance totale pour les hommes et 2.5% de la variance totale pour
les femmes. Le jitter semble donc être un facteur qui explique seulement une faible
proportion de variation due aux locuteurs de la base de données BREF.
6.2.3 Shimmers
Variation inter-locuteur vs variation intra-locuteur
La valeur médiane de shimmer est de 9.2% pour les hommes et de 7.2% pour les
femmes. Cesmesures sont assez éloignées du seuil de pathologie qui est de 3.8% (Teston,
2004). Il est toutefois à noter que ce seuil de pathologie est établi sur des voyelles tenues
et non pas en parole continue, comme c’est le cas dans nos travaux.
Les valeurs de shimmer varient en fonction des locuteurs de 7.3% à 12.8% pour les
hommes et de 5.5% à 10.4% pour les femmes. La variation inter-locuteur est de 1.27%
pour les hommes et de 1.10% pour les femmes à comparer avec la variation intra-
locuteur de 7.16% pour les hommes et de 5.42% pour les femmes.
La variation intra-locuteur est donc également plus grande que la variation inter-
locuteur pour les valeurs de shimmer.
Effet du locuteur sur les valeurs de shimmer
Une ANOVA à un facteur avec comme variable dépendante les mesures de shim-
mer pour l’ensemble des voyelles et comme facteur le locuteur a été effectuée.
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Le facteur locuteur explique des distributions obtenues 3.7% de variance totale pour
les hommes (F(46, 141 663) = 119.80; p < 0.001) et 5.2% de la variance totale pour les
femmes (F(63, 227 526) = 198.68; p < 0.001). Le shimmer semble donc être un facteur
peu pertinent.
Parmi les trois mesures que nous avons expérimentées pour décrire la phonation,
la fréquence fondamentale semble être l’indice le plus influencé par le locuteur, le
facteur locuteur n’expliquant que peu de variance des valeurs de jitter et de shim-
mer.
Il est toutefois à noter que lesmesures de jitter et de shimmer sont généralement réal-
isées sur la voyelle /a/ tenue. (Brockmann et al., 2011) montre que la voyelle utilisée
pour les mesures a une influence sur les valeurs de jitter et de shimmer obtenues. IL
peut donc être important de prendre en compte le timbre de la voyelle pour effectuer
nos analyses.
6.3 Influence relative du locuteur sur les indices de la source
en fonction de la voyelle prononcée
6.3.1 Importance relative du timbre de la voyelle et du locuteur
Nous pouvons mesurer à l’aide d’ANOVA à 2 facteurs l’impact des deux facteurs
locuteur et timbre de la voyelle sur les mesures de F0, jitter et shimmer.
Fréquence Fondamentale
Le timbre de la voyelle explique 0.8% de la variance totale des valeurs de F0 pour les
hommes et 1.6% de la variance pour les femmes. Comme nous l’avons vu précédem-
ment, le facteur locuteur explique quant à lui entre 18.9% et 28.4% de la variance. Ainsi,
au vu de ce ratio, le timbre de la voyelle a une influence très relative sur la F0 par
rapport à l’influence du locuteur.
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Jitter
2.7% et 3.6% de la variance des valeurs de jitter sont expliquées par le timbre de
la voyelle pour respectivement les hommes et les femmes. L’influence du locuteur qui
est de 2.6% et de 2.7% sur les valeurs de jitter est équivalente à celle du timbre de la
voyelle. Une analyse en fonction des voyelles semble donc nécessaire.
Shimmer
Le timbre de la voyelle explique 2.8% et 2.9% de la variance des valeurs de shim-
mer pour les hommes et les femmes respectivement. L’influence du locuteur sur les
valeurs de shimmer est équivalente à ces résultats. Ici aussi une analyse en fonction
du timbre de la voyelle peut s’avérer pertinent.
6.3.2 Effet du locuteur sur les information de source en fonction du timbre
de la voyelle
Pour mesurer l’impact du locuteur en fonction de la voyelle sur les mesures effec-
tuées pour décrire la source, des ANOVA à un facteur ont été effectuées séparément
pour les 10 voyelles orales du français à savoir /i/, /y/, /u/, /e/, /ø/, /o/, /E/, /œ/,
/O/, /a/. L’ensemble des résultats obtenus (valeurs moyennes, σinter, σintra et η2) par
voyelle est résumé par le tableau C.4 en annexe, seuls les η2 sont retranscrits dans le
tableau 6.1 puisqu’il s’agit de la mesure la plus parlante.
Fréquence fondamentale
Un effet du locuteur sur la distribution des valeurs de F0 est observé pour chacune
des voyelles (p < 0.001). Les η2 varient de 15.9% à 29.4% pour les hommes et de 26.1%
à 34.3% pour les femmes selon la voyelle. Si des légères différences sont observées en
fonction du timbre de la voyelle, il est difficile de trouver un critère qui permette d’-
expliquer les différences observées. Les tendances générales (sans faire de différence
entre timbre de la voyelle) se retrouvent ici : les valeurs de F0 semblent être un critère
les locuteurs plus important pour les femmes que pour les hommes.
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/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
H
F0 16.5% 21.4% 29.4% 25.9% 15.9% 21.0% 22.1% 24.6% 21.2% 16.3%
Jitter 3.8% 3.3% 4.0% 3.7% 3.6% 2.6% 5.5% 4.6% 2.8% 3.0%
Shim. 3.9% 3.8% 5.2% 6.0% 5.2% 6.3% 5.9% 4.3% 5.3% 5.4%
F
F0 31.7% 30.1% 28.7% 28.6% 26.1% 27.6% 28.9% 34.3% 29.4% 27.9%
Jitter 3.5% 3.3% 4.1% 3.1% 3.3% 3.3% 6.9% 5.1% 4.3% 3.0%
Shim. 8.8% 7.6% 5.4% 8.7% 6.5% 6.0% 10.7% 7.5% 5.5% 3.6%
TABLE 6.1 – η2 du facteur locuteur pour les indices de description de la source pour les voyelles du
français
Jitter
Un effet du locuteur sur la distribution des valeurs de jitter est observé pour chacune
des voyelles (p < 0.001). Les η2 du jitter varient de 2.6% à 5.5% pour les hommes et de
3.0% à 6.9% pour les femmes. Aussi bien pour les hommes que pour les femmes, c’est le
phonème /œ/ qui est le plus influencé par le locuteur. Viennent ensuite les phonèmes
les plus postérieurs.
Shimmer
Un effet du locuteur sur la distribution des valeurs de shimmer est observé pour
chacune des voyelles (p < 0.001). Les η2 du shimmer varient de 3.8% à 6.3% pour les
hommes et de 3.6% à 10.7% pour les femmes. Il est difficile d’extraire une tendance en
fonction de la catégorie phonémique de la voyelle car les tendance sont opposées entre
hommes et femmes pour les shimmers.
Nous avons montré sur un grand nombre d’enregistrements que le locuteur in-
fluence de façon plus importante les valeurs de F0 que celles de jitter et de shimmer.
Ceci peut s’expliquer par le fait que l’ensemble des locuteurs sont considérés comme
n’ayant pas de pathologie et que les mesures de jitter et shimmer sont au départ un
bon indice de dysphonie. Reste à savoir si la part de variation expliquée par le fac-
teur locuteur varie d’un enregistrement à l’autre ce qui pourrait expliquer les dif-
férences de performance observées au chapitre II. La question suivante est donc de
savoir, étant donné la grande variabilité intra-locuteur observée, la série Min permet
de mieux distinguer les locuteurs que la série Max.
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6.4 Pertinence des indices pour prédire la qualité d’un enreg-
istrement
Les extraits de parole de la série Min permettent une meilleure modélisation du lo-
cuteur que ceux utilisés dans la série Max pour modéliser les mêmes locuteurs. Une
de nos hypothèses explicatives est que la part de variation due aux locuteurs dans la
série Min est plus importante que pour Max.
Afin de mesurer la part de variation expliquée par le facteur locuteur dans nos séries
de fichiers, des ANOVA à un facteur ont été réalisées sur les mesures issues des fichiers
de la liste Min d’une part et de Max d’autre part. L’ensemble des résultats est présenté
dans le tableau 6.2
6.4.1 Effet du locuteur sur les valeurs de F0
La première variable dépendante observée est la F0 moyenne calculée indépendam-
ment du timbre de la voyelle.
Un effet du facteur locuteur est observé dans les deux séries pour les hommes (Min :
F(46, 7 423); p < 2.2e−16 ;Max : F(46, 7 249); p < 2.2e−16) et pour les femmes(Min :
F(63, 7 423); p < 2.2e−16 ;Max : F(63, 7 249); p < 2.2e−16). La part de variation ex-
pliquée par le facteur locuteur est légèrement plus élevée pour Min que pour Max
(η2Min = 21.5%vsη
2
Max = 20.4%) pour les hommes. En revanche, pour les femmes c’est
la sérieMax qui obtient η2 le plus élevé ((η2Min = 25.5%vsη
2
Max = 27.6%)).
Contrairement à nos attentes, la part de variation expliquée par le locuteur est plus
grande pour Min que pour Max chez les hommes mais ce n’est pas le cas pour les
femmes.
6.4.2 Effet du locuteur sur les valeurs de jitters
La seconde variable dépendante étudiée est le jitter calculé sur chacune des voyelles
séparément.
Un effet du facteur locuteur est observé dans les deux séries uniquement pour les
voyelles /a/ et /e/ pour les hommes (/a/ :Min : F(46, 1 348); p < 0.001,Max : F(46, 1 377); p <
0.001 ; /e/ :Min : F(46, 1 026); p < 0.001,Max : F(46, 958); p < 0.001).
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Pour les femmes, l’effet du locuteur n’est significatif que pour /a/, et /i/ (/a/ : Min :
F(63, 1 848); p < 0.001, Max : F(63, 1 813); p < 0.001 ; /i/ : Min : F(63, 1 354); p < 0.001,
Max : F(63, 1 368); p < 0.01).
L’effet du locuteur sur le jitter, quand il existe, est plus élevé pour les mesures issues
des fichiers de la liste Min que pour celles issues des fichiers de la liste Max. Il reste
toutefois bien peu élevé par rapport à l’effet de la F0 et localisé sur très peu de tim-
bres vocaliques.
6.4.3 Effet du locuteur sur les valeurs de shimmers
La troisième variable dépendante est le shimmer calculé sur chacune des voyelles
séparément.
Un effet du locuteur est observé pour toutes les voyelles exceptées /o/, /œ/ et /O/ pour
les hommes et /œ/, /u/ et /y/ pour les femmes. Les parts de variance expliquée par le
locuteur sont plus importantes dansMin et dansMax que dans les valeurs de référence
que nous avons établies en 6.3.2. La part de variance de shimmer expliquée par le lo-
cuteur est à peu près la même entre Min et Max. Il est difficile d’utiliser ce critère pour
séparer nos deux séries.
Le facteur locuteur n’explique pas exactement la même proportion de variance entre
Min et Max selon la variable dépendante utilisée. Pour la F0, si pour les hommes
une part légèrement plus importante de variation est expliquée dans la série Min,
ce n’est pas le cas pour les femmes. Pour les valeurs de jitter, le locuteur semble
expliquer une part de variance plus importante pour Min que pour Max. Il est toute-
fois difficile de savoir si les différences observées de part de variance expliquée sont
significatives ou non. Les paramètres pourraient avoir joué un rôle important pour
certains locuteurs et pas pour d’autres. Il pourrait être intéressant de savoir le nom-
bre de locuteurs pour lesquels les paramètres de source sont différents entre Min et
Max.
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/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
F0
H
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n.sMin 7.5% 8.2% 12.5% 10.4% 11.1% 25.9%
Max 5.5% 8.8% 10.3% 10.4% 9.3% 28.2%
F
Effet *** *** */** *** *** ***
n.s
**/***
n.s n.sMin 11.7% 13.8% 22.0% 12.3% 8.7% 11.1% 14.9%
Max 11.2% 15.9% 21.3% 13.4% 13.8% 10.6% 18.9%
TABLE 6.2 – η2 du facteur locuteur pour Min et pour Max sur les paramètres de la source.
6.4.4 Différencier Min et Max
Méthodes
Pour évaluer le nombre de locuteurs dont les valeurs relatives à la phonation
changent entre Min et Max, nous avons comptabilisé le nombre de locuteurs pour
lesquels la valeur de F0 diffère significativement entre Min et Max. Ainsi, des ANOVA
à un facteur ont été réalisées par locuteur. Le facteur dépendant est l’appartenance à
la série Min ou à la série Max, appelée plus loin Performance, et les paramètres dépen-
dants sont la F0, le jitter et le shimmer. Pour la F0, l’effet de la voyelle est négligée, une
seule ANOVA est donc réalisée. En revanche pour le jitter et le shimmer, une ANOVA
doit être réalisée voyelle par voyelle.
Fréquence fondamentale
L’effet de la Performance est significatif (p < 0.01) pour 6 des 47 hommes, soit un
peu plus de 12% et pour 5 des 64 femmes, soit 7.8%. Ainsi, la différence de Performance
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entreMin etMax peut être expliquée pour quelques locuteurs par une différence de F0.
Cette différence n’est toutefois pas générale puisque pour la grande majorité des locu-
teur, il n’existe pas de différence significative entre les distributions de F0 entre la série
Min et Max. D’ailleurs, en analysant par t-test apparié l’effet de la Performance sur les
valeurs médianes de F0 de chaque locuteur, aucune différence significative n’est ob-
servée aussi bien pour les hommes (t(46) = −0.7955; p = 0.4304) que pour les femmes
(t(63) = 0.7781; p = 0.4394).
Demême, si nous conservons l’ensemble des données et réalisons des ANOVA àmesures
répétées avec comme facteur dépendant la Performance et comme variable les valeurs
de F0 en tenant compte du facteur locuteur, un léger effet de la Performance est observé
sur les distribution de F0 pour les hommes (F(1, 14 718) = 0.1563; p < 0.01). Toutefois,
nous observons également que η2 = 0.03%, le facteur Performance n’a donc quasi au-
cun effet sur les valeurs de F0. Par ailleurs, aucun effet de la Performance n’est observé
sur les distributions de F0 pour les femmes(F(1, 18 987) = 0.1563; p = 0.6926).
Les valeurs de F0 à elles seules ne montrent pas de différence permettant d’expli-
quer les différences entre les signaux de parole qui conduisent à une modélisation
performante et ceux de la série Max.
Jitter et shimmer
Les mêmes questions se posent pour les valeurs de jitter et de shimmer. Dans ce
cas, les analyses doivent être réalisées voyelles par voyelles. Nous n’avons pas assez de
données pour mesurer pour chaque locuteur et pour chaque voyelle l’effet des valeurs
de jitter et de shimmer. Nous pouvons cependant tester s’il existe une différence entre
les deux séries grâce à des ANOVA à mesures répétées. Le facteur dépendant est la
Performance, la variable étudiée est le jitter en tenant compte du locuteur.
Aucun effet de la Performance n’est observé pour les valeurs de jitter des femmes
quelque soit la voyelle (0.1298 < p < 0.9295). Pour les hommes, à l’exception de /a/,
aucun effet de la Performance n’est observé (0.1645 < p < 0.8964). Pour /a/, si l’effet
est légèrement significatif (F(1, 2 771) = 5.34; p < 0.05), η2 = 0.19%, ce qui montre que
l’effet du locuteur n’est vraiment pas important. La part de variation expliquée par le
facteur Performance est donc extrêmement faible.
Aucun effet de la Performance n’est observé pour les valeurs de shimmer des hommes
quelque soit la voyelle (0.1348 < p < 0.9796). Pour les femmes, à l’exception de /a/,
aucun effet de la Performance n’est observé (0.2575 < p < 0.9806). Pour /a/, si l’effet
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est légèrement significatif (F(1, 3 724) = 4.67; p < 0.05), η2 = 0.001%. La part de varia-
tion expliquée par le facteur Performance est donc extrêmement faible.
Le jitter et le shimmer ne montrent pas de différence significative en fonction de la
Performance.
Synthèse du chapitre
Si les valeurs de F0 semblent être influencées par le locuteur (η2 autour de 20%),
elles ne suffisent pas à expliquer les différences de performance observées entre les
sériesMin etMax.
La qualité de phonation, représentée par les mesures de jitter et de shimmer ne sem-
blent pas être des indices très pertinents pour différencier les locuteurs de la base de
données BREF dans laquelle les extraits enregistrés sont constitués de phrases extraites
duMonde lue dans une chambre sourde.






Résumé :Dans ce chapitre, nous étudions comment le locuteur influence certains indices généralement
attribués à des différences d’articulation. Nous observons tout d’abord si la répartition des phonèmes au
sein des deux séries Min et Max pourrait expliquer les différences de performances. Très peu de différences
sont observées. Nous étudions ensuite l’influence du locuteur sur les centres de gravité des phonèmes.
Nous montrons que les centres de gravités des fricatives et des nasales sont plus sensibles au locuteur que
ceux des plosives. Pour les voyelles orales, plus la voyelle est haute et fermée, moins l’effet du locuteur est
élevé sur les valeurs des centres de gravité. En étudiant les formants de ces voyelles, nous montrons que
les voyelles hautes sont moins dépendantes du locuteur que les autres voyelles. Nous montrons également
que F3 et F4 sont plus sensibles au locuteur que F1 et F2. Ces valeurs ne nous permettent cependant pas
de différencier les deux séries Min et Max. Les indices de co-articulation semblent moins pertinents que
les mesures moyennes sur les formants. Toutes ces analyses sont évidemment effectuées phonème par
phonème car l’effet de la catégorie phonétique est très important sur toutes ces mesures.
Sommaire
7.1 Répartition des phonèmes dans les séries Min et Max . . . . . . . . . 160
7.1.1 Méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.1.2 Distribution globale . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.1.3 Étude de chaque phonème . . . . . . . . . . . . . . . . . . . . . 161
7.2 Influence du locuteur sur les centres de gravité des phonèmes . . . . 163
7.2.1 Importance relative du locuteur sur les valeurs de centre de
gravité . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.2.2 Les centres de gravité et les performances des modèles de lo-
cuteur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
7.3 Les voyelles orales par leurs valeurs de formants . . . . . . . . . . . . 170
7.3.1 Approche . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
159
7.3.2 Impact du locuteur et de la catégorie vocalique sur les formants 171
7.3.3 Impact du locuteur sur les valeurs formantiques pour chaque
voyelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
7.3.4 Les formants des voyelles orales pour différencierMin deMax 174
7.3.5 L’aire des triangles pour différencierMin deMax . . . . . . . . 178
7.4 Importance de la co-articulation . . . . . . . . . . . . . . . . . . . . . . 180
7.4.1 Distributions de trigrammes . . . . . . . . . . . . . . . . . . . . 180
7.4.2 Étude du locus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.4.3 Effet du locuteur sur les courbes formantiques . . . . . . . . . . 183
7.4.4 SéparerMin etMax par les courbes formantiques . . . . . . . . 184
7.1 Répartition des phonèmes dans les séries Min et Max
En 1995, (Magrin-Chagnolleau et al., 1995) ont mis en évidence des fluctuations de
performance en fonction du contenu phonétique du fichier d’apprentissage pour des
systèmes automatiques. En ne construisant leurs modèles qu’à partir de certains seg-
ments, ils ont montré que les nasales et certaines voyelles permettaient d’obtenir de
meilleures performances que des modèles construits à partir de plosives ou de frica-
tives. Cette différence de performance en fonction des phonèmes utilisés a également
été mis en évidence pour l’identification par écoute humaine par (Amino et al., 2006).
Les nasales jouaient alors un rôle prépondérant dans la reconnaissance. Le contenu
phonétique jouerait-il encore un rôle important pour les systèmes actuels ? Certains
segments seraient-ils plus porteurs d’information sur le locuteur ? Une présence plus
importante de ces segments spécifiques dans les fichiers composant la série Min que
dans la sérieMax pourrait être un élément d’explication des différences de performance
observées.
7.1.1 Méthode
Nous comptabilisons le nombre de trames de chaque phonème présent dans les
fichiersMax, les fichiersMin et l’ensemble des fichiers choisis aléatoirement lors des ex-
périences décrites en partie II demanière à vérifier l’équilibre de répartition phonologique
de BREF. La durée de chaque phonème, exprimée en nombre de trames, est considérée




Pour savoir si globalement les distributions de phonèmes sont différentes, uneMANOVA
àmesures répétées est effectuée avec comme facteur fixé la Performance et comme vari-
able dépendante la répartition en nombre de trames de chaque catégorie phonétique.
Aucune différence significative n’a été constatée entre les deux séries aussi bien pour
les hommes (F(33, 14) = 2.23, p = 0.056) que pour les femmes (F(33, 31) = 1.40, p =
0.175).
Il n’existe donc pas de différence globale entre les deux distributions, a priori ce n’est
pas la présence de certains phonèmes qui explique les différence de performance.
7.1.3 Étude de chaque phonème
Phonèmes
En effectuant des ANOVA àmesure répétée à un facteur pour chacun des phonèmes,
nous évaluons les différences de quantité de chaque phonème entreMin etMax.
Pour les hommes, il y a significativement plus de /k/ dans la série Max que dans le
sérieMin (F(1, 46) = 7.58, p = 0.008) et légèrement plus de /K/ dansMin que dansMax
(F(1, 46) = 5.83, p = 0.020). Les autres phonèmes ne présentent pas de différences sig-
nificatives. Pour les femmes, seul /t/ est significativement plus présent dans Min que
dansMax (F(1, 63) = 4.84, p = 0.032).
Les résultats obtenus confirment l’analyse faite sur la distribution globale. Il n’existe
que très peu de différences entre les deux séries. La quantité de phonèmes, exprimée
en nombre de trames, ne peut à elle seule expliquer les différences de performance
observées entre Min et Max.
Mode articulatoire
Nous avons par la suite regroupé les phonèmes selon leur mode articulatoire (plo-
sives non voisées, plosives voisées, fricatives non-voisées, fricatives voisées, latérales
et approximantes, consonnes nasales, voyelles hautes, voyelles ouvertes et non parole)
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afin de savoir si certaines catégories étaient plus présentes que d’autres.
L’évaluation des différences de la distribution de ces catégories entre les séries par
MANOVA à mesures répétées, ne montre pas de différence significative aussi bien
pour les hommes (F(10, 37) = 1.59, p = 0.149) que pour les femmes (F(10, 54) =
1.92, p = 0.062). Les comparaisons par classes de phonèmes indiquent que seules les
consonnes nasales sont significativement plus présentes dans la série Max pour les
femmes (F(1, 63) = 4.38, p = 0.040). Les Figures 7.1 et 7.2 illustrent la distribution
des trames en fonction des différentes catégories phonétiques respectivement pour les
hommes et les femmes. Elles représentent également la quantité de trames observée
pour chaque phonème.
FIGURE 7.1 – Distributions des catégories phonétiques pour les séries Min et Max des hommes
Même en regroupant les phonèmes par catégorie, très peu de différence entre les deux
séries est observé.
FIGURE 7.2 – Distributions des catégories phonétiques pour les séries Min et Max des femmes
Les séries ne présentent donc quasi aucune différence en terme de distribution
de phonèmes. Le peu de différence observé ne pourrait, à lui seul, expliquer les
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différences de performance mises en évidence dans le chapitre 4. Les qualités in-
trinsèques des phonèmes pourraient peut-être expliquer les différences de perfor-
mances. Nous savons par exemple que le triangle vocalique est influencé par la taille
du conduit vocal ou que les bruits de friction, mesurés par les centres de gravité,
dépendent de la forme du palais du locuteur. Ainsi, au delà du nombre de phonèmes,
ce sont les qualités des segments qui seraient spécifiques au locuteur.
7.2 Influence du locuteur sur les centres de gravité des phonèmes
7.2.1 Importance relative du locuteur sur les valeurs de centre de gravité
Il s’agit en premier lieu d’établir l’importance relative du locuteur pour les valeurs
de centre de gravité. Nous savons déjà que le phonème sur lequel est mesuré le cen-
tre de gravité a une importance, il permet notamment de distinguer les fricatives entre
elles (Gordon et al., 2002).
Effet de la catégorie phonémique et du locuteur
Pour mesurer la part de variance des valeurs de centre de gravité expliquée par
le facteur phonème et par le facteur locuteur, une ANOVA à deux facteurs est réal-
isée. Les deux facteurs sont l’étiquette phonémique et le locuteur, la variable dépen-
dante est la valeur du centre de gravité. Ces mesures sont effectuées sur l’ensemble des
fichiers tests de BREF. Les occurrences de chaque phonème pour les hommes et pour
les femmes sont consultables en annexe D.1.
Des différences significatives sur les valeurs de centres de gravité sont observées aussi
bien pour le facteur phonème (Hommes : F(33, 455 101) = 16 120.3; p < 0.001, Femmes :
F(33, 662 532) = 16 366.18; p < 0.001) que pour le facteur locuteur (Hommes : F(46, 455 101) =
678.32; p < 0.001, Femmes : F(63, 662 532) = 587.31; p < 0.001). Les Figures 7.3 et 7.4
illustrent la répartition des valeurs de centres de gravité à l’aide de boîte à moustaches,
pour chaque phonèmes pour les hommes et pour les femmes respectivement.
Les valeurs médianes pour chaque phonème sont résumées en annexe D.2.
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FIGURE 7.3 – Répartition des valeurs de centre de gravité selon le phonème pour les hommes
FIGURE 7.4 – Répartition des valeurs de centre de gravité selon le phonème pour les femmes
Les fricatives non-voisées montrent clairement les valeurs les plus élevées du centre de
gravité. Pour les voyelles, plus la position de la langue est postérieure, plus la valeur
du centre de gravité est basse. Pour les consonnes plosives, les labiales sont plus graves
que les dentales, elles mêmes plus graves que les dorsales. Le même phénomène est
observé pour les fricatives voisées. Pour les fricatives non-voisées, /f/ est le phonème
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le plus grave, suivi de /S/ et de /s/.
L’effet du phonème sur les valeurs de centre de gravité est beaucoup plus important
que celui du locuteur aussi bien pour les hommes (η2Phoneme = 52.2% vs η
2
Locuteur = 3.1%)
que pour les femmes (η2Phoneme = 43.6% vs η
2
Locuteur = 3.0%). Une analyse phonème par
phonème semble donc particulièrement intéressante pour mesurer l’influence du lo-
cuteur sur les centres de gravité.
Analyse par phonème de l’effet du locuteur
Pour connaître l’influence du locuteur sur les centres de gravité, des ANOVA à
un facteur sont réalisées pour chaque phonème. Le facteur est le locuteur tandis que
la variable dépendante est la valeur du centre de gravité. Le tableau D.3 en annexe
présente les η2 obtenus pour chaque phonème.
Pour les hommes, la part de variance des valeurs de centre de gravité expliquée par
Catégories η2 pour les hommes η2 pour les femmes
Plosives non voisées 10.4% 8.1%
Plosives voisées 16.6% 11.6%
Fricatives non voisées 23.5% 18.1%
Fricatives voisées 23.9% 17.9%
Consonnes nasales 39.7% 26.2%
Approximantes et glides 15.3% 13.0%
Voyelles fermées 19.7% 16.8%
Voyelles mi-fermées 38.3% 34.0%
Voyelles mi-ouvertes 45.4% 48.7%
Voyelle ouverte 40.7% 51.9%
Voyelles nasales 48.0% 51.5%
Pauses 9.8% 8.6%
TABLE 7.1 – η2 du facteur locuteur sur les centres de gravité
le locuteur varie de 7.9% pour /p/ à 54.6% pour /œ/. Pour les femmes, les valeurs de
η2 varient de 7.2% pour /w/ à 63% pour /E˜/. Certains phonèmes sont plus dépendants
du locuteur que d’autres. A titre d’exemple, le tableau 7.2, composé de deux figures,
illustre la différence de répartition des centres de gravité pour les phonèmes /p/ et /E˜/





TABLE 7.2 – Répartition des valeurs de centres de gravité pour les phonèmes /p/ et /E˜/ pour les
47 locuteurs hommes : des différences inter-locuteur beaucoup plus importantes et différences intra-
locuteur réduites pour la voyelle nasale.
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En terme de catégories, les voyelles nasales (H : η2 = 48.0% et F : η2 = 51.5%) sont
les plus sensibles au locuteur ainsi que le montre les résultats moyens par catégories
du tableau 7.1. Suivent les consonnes nasales et les voyelles orales puis les fricatives
aussi bien non-voisées que voisées. Les plosives non-voisées et voisées ainsi que les
approximantes semblent être les moins sensibles aux locuteurs avec des η2 inférieurs à
15%. Fort heureusement, les pauses (H : η2 = 9.8% et F : η2 = 8.6%) ne sont que peu
influencées par le locuteur.
En ce qui concerne les voyelles orales, il semble que moins la voyelle est fermée et
postérieure, plus elle est influencée par le locuteur. Ces tendances, illustrées par le
tableau 7.1 et la Figure 7.5, sont observées aussi bien pour les hommes que pour les
femmes. Plusieurs hypothèses peuvent être émises pour expliquer ces observations.
FIGURE 7.5 – η2 pour les voyelles orales en fonction de leurs lieux d’articulation : plus la voyelle
est fermée et postérieure, moins elle est influencée par le locuteur.
Lors de la réalisation de nasales, l’air passe par la cavité nasale dont la forme dépend
énormément de l’individu. Les fricatives sont le fruit d’une constriction de la langue,
le long du palais dur pour /s/, /z/ et /S/, /Z/ et d’une constriction entre les lèvres et
les dents pour /f/, /v/. Pour les quatre premières fricatives, nous pouvons faire l’hy-
pothèse que la forme du palais dur est dépendante du locuteur (Toda, 2009). Pour les
labio-dentale, la forme des dents peut, peut-être, jouer un rôle.
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Par ailleurs, les consonnes dentales semblent également plus dépendantes du locuteur
que les autres consonnes. La forme des dents peut à nouveau expliquer ces différences.
Pour les voyelles, /u/ consiste à positionner le langue de manière à obtenir deux réso-
nances d’Helmotz pour produire deux formants très bas. Pour réaliser ceci, les degrés
de libertés possibles ne sont pas très nombreux pour l’appareil phonatoire humain, il
n’est donc pas possible de discriminer les locuteurs à partir de ce type de voyelle.
Les degrés d’aperture de la voyelle peuvent faire partie d’une stratégie du locuteur. Il
peut choisir de réaliser de grands gestes ou bien des petits gestes.
Les centres de gravités, en fonction du phonème, apparaissent comme des indices
d’informations propres au locuteur. Similairement aux paramètres de description de
la source, il s’agit à présent de savoir si cette mesure peut permettre de distinguer un
enregistrement de la série Min d’un enregistrement de la série Max.
7.2.2 Les centres de gravité et les performances des modèles de locuteur
Influence du locuteur sur les centres de gravité extraits de Min et Max
Nous allons commencer par vérifier si le facteur locuteur joue un rôle plus impor-
tant dans la série Min que Max. Pour cela, nous mesurons les centres de gravité de
chaque phonème présent dans les deux séries. Puis, des ANOVA à un facteur sont réal-
isées pour chaque phonème et pour chaque série. Le facteur fixé est donc le locuteur et
la variable dépendante est la valeur du centre de gravité.
L’ensemble des résultats obtenus est résumé par le tableau D.4 en annexe. Nous retrou-
vons dans les deux séries, les mêmes tendances que celles que nous avons décrites en
7.2.1 à savoir que les nasales, les voyelles orales et les fricatives sont les catégories dont
les mesures de centre de gravité sont les plus sensibles au locuteur. Toutefois, les glides
ne présentent pas toujours des différences significatives, aussi bien dans la série Min
que dans la série Max. Il s’agit d’une catégorie pour laquelle le locuteur n’expliquait
pas beaucoup de variance d’après 7.2.1.
Il est également à noter que, pour un peu plus de 50% des phonèmes prononcés par les
hommes, les valeurs de centre de gravité ont une part de variance expliquée par le fac-
teur locuteur plus importante dansMin que dansMax. En moyenne, la part de variance
expliquée par le locuteur dans la série Min est plus importante que dans la série Max
(η2MinMoyen = 35.6% vs η
2
MaxMoyen = 32.8%). Pour les femmes, le même phénomène
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est observé : en moyenne le facteur locuteur explique une plus grande part de variance
dans la série Min que dans la série Max (η2MinMoyen = 34.3% vs η
2
MaxMoyen = 32.6%).
Ce phénomène est illustré par les Figures 7.6 et 7.7 pour respectivement les hommes et
les femmes.
FIGURE 7.6 – Valeurs des η2 pour chaque phonème de Min et de Max pour les hommes
FIGURE 7.7 – Valeurs des η2 pour chaque phonème de Min et de Max pour les femmes
Les centres de gravités semblent être légèrement plus influencés par le locuteur dans
la série Min que dans la série Max. Reste à savoir si les valeurs des centres de gravité
sont significativement différentes entre les deux séries.
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Différencier Min et Max par les valeurs de centre de gravité
Des ANOVA à mesure répétée ont été réalisées avec comme variable dépendante,
pour chaque phonème séparément, les valeurs de centre de gravité, comme facteur la
Performance et comme facteur inter-sujet les locuteurs.
Comme l’illustre le tableau D.6 en annexe, seul le phonème /m/ (p < 0.05) pour les
hommes et les phonèmes /a˜/ et /E˜/ pour les femmes connaissent des différences signi-
ficatives entre les deux séries. Toutefois la variance expliquée par la Performance pour
ces deux phonèmes reste très faible (pour les hommes : η2m = 0.48% et pour les femmes :
η2a˜ = 0.33% et η
2
E˜ = 0.16%). Les centres de gravité ne permettent pas d’expliquer les
différences de performance observées lors des tests d’évaluation.
Les centres de gravité permettent de résumer en une valeur comment se répartissent
les fréquences qui composent le son concerné. Il semble que cette valeur, pour cer-
tains phonèmes (les nasales, les voyelles et les fricatives), soit dépendante de façon
importante du locuteur. Cependant, les valeurs de centre de gravité n’expliquent pas
les différences de performance observées entre les deux séries de fichiers.
7.3 Les voyelles orales par leurs valeurs de formants
7.3.1 Approche
Les formants sont un autre moyen de décrire la qualité des voyelles orales en ren-
dant compte notamment de la taille du conduit vocal (Fant, 1970). Il semble donc judi-
cieux d’étudier l’influence du locuteur sur les quatre premiers formants.
Les voyelles orales sont généralement décrites par leurs valeurs formantiques. Ces
dernières dépendent en premier lieu de la position des articulateurs que sont la langue,
la mâchoire ou les lèvres. Les modèles les plus courants de la production des voyelles
représentent le conduit vocal en une suite de tubes. La longueur de ces tubes dépend
de la position des articulateurs mais aussi de la longueur intrinsèque du conduit. Ce
dernier facteur dépend de la morphologie du locuteur.
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7.3.2 Impact du locuteur et de la catégorie vocalique sur les formants
En premier lieu, nous proposons d’étudier l’impact du locuteur et du timbre de
la voyelle sur les voyelles en considérant que chaque voyelle est représentée par la
valeur moyenne de ses quatre premiers formants. En effet, le timbre de la voyelle est
le plus souvent décrit par les trois premiers formants alors que le quatrième formant
est parfois rattaché au locuteur (Lavner et al., 2000).
Nous mesurons, pour chaque voyelle des enregistrements de tests issus de BREF, les
valeurs moyennes des quatre premiers formants à l’aide de Praat (Boersma et Weenink,
2009). Les valeurs médianes des formants sont résumées dans les tableaux 7.4 et 7.5 re-
spectivement pour les hommes et les femmes. Nous retrouvons globalement les valeurs
de référence pour les voyelles du français (Gendrot et Adda-Decker, 2007).
Description de la voyelle par les quatre premiers formants
Afin de mesurer l’influence du locuteur et du timbre vocalique sur les mesures des
quatre premiers formants, uneMANOVA à deux facteurs est calculée sur l’ensemble de
ces mesures. La variable dépendante est un vecteur composé des valeurs moyennes des
quatre premiers formants, les deux facteurs sont le timbre de la voyelle et le locuteur.
Les deux facteurs ont un effet sur les valeurs des 4 premiers formants aussi bien pour
les hommes (Timbre : F(9, 36) = 17 460.8; p < 0.001, Locuteur : F(46, 184) = 756.8; p <
0.001) que pour les femmes (Timbre : F(9, 36) = 32 456; p < 0.001, Locuteur : F(63, 252) =
649; p < 0.001). Comme nous nous y attendions, le timbre de la voyelle (pour les
hommes : η2 = 26.8% et pour les femmes : η2 = 32.5%) explique plus de variance
que le facteur locuteur (pour les hommes η2 = 1.8% et pour les femmes η2 = 1.2%).
Analyse de chaque formant
Des ANOVA à un facteur ont ensuite été réalisées pour connaître l’influence du lo-
cuteur et du timbre de la voyelle sur chacun des formants. Un effet des deux facteurs
est observé pour chaque formant (p < 0.001). Les valeurs formantiques sont avant tout
affectées par le timbre de la voyelle aussi bien pour F1, F2, F3 que F4 pour les hommes
comme pour les femmes comme le retranscrit le tableau 7.3 qui contient les η2voyelle et
les η2locuteur. Le locuteur joue un rôle moindre dans ce cas mais il semble que F3 et F4
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Hommes 28.1% 7.0% 75.0% 1.7% 54.3% 7.8% 36.5% 15.6%
Femmes 58.7% 3.5% 76.3% 7.6% 51.5% 10.5% 45.5% 11.2%
TABLE 7.3 – η2 du timbre vocalique et du locuteur sur les quatre premiers formants
soient plus dépendantes du locuteur que F1 et F2. Au vu de l’importance du timbre
de la voyelle dans l’analyse de variance, une étude voyelle par voyelle semble incon-
tournable pour comprendre l’influence du locuteur sur les formants.
7.3.3 Impact du locuteur sur les valeurs formantiques pour chaque voyelle
Variation intra-locuteur vs variation inter-locuteur
Dans un premier temps, pour chaque voyelle, les variations inter et intra-locuteurs
ont été calculées pour les hommes 7.4 et pour les femmes 7.5. La variation intra-locuteur
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
Occurrences 31 128 19 585 7 371 23 151 21 260 23 822 2 915 9 126 6 575 9 353
F1
Moyen 602 498 509 434 487 384 509 521 434 412
Inter 39 28 75 33 97 31 37 54 38 35
Intra 94 90 115 114 142 113 60 93 113 126
F2
Moyen 1 476 1 759 1 334 1 951 1 575 2 363 1 474 1 312 1 070 2 223
Inter 49 62 225 77 97 84 58 87 40 64
Intra 189 138 310 125 237 207 135 239 187 187
F3
Moyen 2 540 2 595 2 707 2 694 2 592 3 040 2 509 2 572 2 052 2 890
Inter 113 98 144 82 117 78 102 118 89 99
Intra 132 132 222 144 192 187 123 172 188 223
F4
Moyen 3 680 3 686 3 667 3 709 3 570 3 662 3 547 3 580 2 806 3 542
Inter 163 157 124 150 121 92 144 122 80 91
Intra 178 189 228 183 207 191 153 180 198 181
η2 multivarié 30% 30% 25% 29% 23% 16% 30% 26% 13% 15%
TABLE 7.4 – Valeurs moyennes, variation inter et variation intra des formants des voyelles orales
pour les hommes
est plus importante que la variation inter-locuteur. Cette variation peut s’expliquer par
les phénomènes de co-articulation des segments.
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/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
Occurrences 40 683 26 422 8 599 30 380 26 403 31 423 3 803 12 744 8 427 12 186
F1
Moyen 708 571 505 481 471 383 587 551 443 422
Inter 45 29 30 29 27 29 35 32 33 29
Intra 98 82 87 79 72 90 54 78 100 113
F2
Moyen 1 705 2 021 1 227 2 229 1 676 2 409 1 676 1 382 1 086 2 260
Inter 85 94 49 101 67 80 84 59 41 63
Intra 227 181 224 173 227 130 144 222 186 193
F3
Moyen 2 833 2 911 2 860 3 006 2 808 3 021 2 843 2 846 1 886 2 876
Inter 147 131 141 120 126 70 148 153 68 58
Intra 184 162 160 151 174 169 138 155 217 176
F4
Moyen 3 940 4 004 3 949 4 050 3 882 3 620 3 948 3 939 2 826 3 597
Inter 212 220 144 192 135 73 172 151 72 70
Intra 266 265 181 242 221 191 201 195 150 183
η2 multivarié 28% 29% 27% 26% 21% 15% 37% 28% 11% 10%
TABLE 7.5 – Valeurs moyennes, variation inter et variation intra des formants des voyelles orales
pour les femmes
Effet du locuteur sur les quatre premiers formants
Des MANOVA à un facteur ont été réalisées pour chaque voyelle afin de mesurer
l’influence du locuteur sur chaque voyelle représentée par les quatre premier formants.
Le facteur est le locuteur et la variable dépendante est un vecteur de dimension 4 com-
posé de la moyenne de F1, F2, F3 et F4 pour la voyelle donnée. Un effet du locuteur est
observé pour chaque timbre de voyelle (p < 0.0001). L’effet du locuteur varie cependant
en fonction de la voyelle. Les voyelles fermées semblent être moins affectées par le locu-
teur que les voyelles plus ouvertes comme l’illustre le tableau 7.6. Pour /i/, /u/ et /y/,
η2 est compris entre 13% et 16% pour les hommes tandis que pour les autres voyelles
η2 se situe entre 23% et 30%. Le même phénomène est observé pour les femmes.
Effet du locuteur par formant
Après avoir étudié l’effet du locuteur sur le vecteur F1/F2/F3/F4, des ANOVA à
un facteur par voyelle pour chaque formant ont été réalisées afin de mesurer l’effet du
locuteur sur chaque formant et cela pour chaque voyelle. Les résultats sont également
résumés dans le tableau 7.6
Un effet du locuteur est observé pour chaque formant de chaque voyelle (p<0.001). F3
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η2 /a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
H
F1 15.1% 9.7% 28.6% 7.8% 27.8% 7.4% 27.8% 21.9% 9.9% 6.9%
F2 6.2% 17.1% 32.4% 26.7% 13.2% 13.7% 14.1% 9.9% 4.4% 10.7%
F3 41.8% 37.0% 28.8% 24.0% 26.4% 14.7% 41.0% 30.0% 19.3% 16.1%





30% 30% 25% 29% 23% 16% 30% 26% 13% 15%
F
F1 17.5% 11.0% 11.4% 12.2% 14.2% 9.9% 28.1% 14.4% 9.8% 6.5%
F2 12.2% 20.4% 4.7% 24.3% 7.9% 26.8% 25.6% 6.4% 4.4% 9.4%
F3 37.4% 39.0% 43.4% 37.7% 33.6% 14.6% 52.3% 46.6% 8.8% 9.5%





28% 29% 27% 26% 21% 15% 37% 28% 11% 10%
TABLE 7.6 – η2 pour chaque voyelle décrite à l’aide des formants : les voyelles fermées sont moins
influencées par le facteur locuteur que les autres voyelles.
et F4 semblent être plus sensibles au locuteur que F1 et F2. Par exemple, /a/, prononcé
par les hommes, voit 30% de sa variance expliquée par le locuteur lorsque une analyse
des 4 formants est réalisée. F1 seul voit 15.1% de sa variance expliquée par le locuteur
tandis que la variance de F4 est expliquée à 42.5% par le locuteur. Ce phénomène est
observé pour chaque voyelle même si les voyelles fermées sont moins affectées que les
autres voyelles.
Les voyelles fermées semblent être moins propices que les autres pour différencier
les locuteurs.
7.3.4 Les formants des voyelles orales pour différencier Min de Max
La part de variance des valeurs formantiques expliquée par le facteur locuteur est-
elle plus grande dans la sérieMin que dans la sérieMax ?
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Effet du locuteur sur les quatre premiers formants des voyelles extraits de Min et
Max
Comme nous savons que le timbre de la voyelle influence fortement les valeurs for-
mantiques, nous avons effectué en premier lieu uneMANOVA à un facteur sur l’ensem-
ble des données de Min, d’une part, de Max, d’autre part, afin de mesurer l’effet des
locuteur sur les valeurs formantiques des voyelles. Ici encore, la variable dépendante
se compose d’un vecteur de dimension 4 composé des valeurs moyennes de F1, F2, F3
et F4 et le facteur fixe est le locuteur.
Un effet du locuteur (p < 0.001) est observé pour toutes les voyelles. Les voyelles fer-
mées sont encore celles qui sont le moins influencées par le locuteur, aussi bien pour les
hommes (19.3 < η2voyelles fermées < 27.0 vs 25.4 < η
2
voyelles plus ouvertes < 59.6) que pour les
femmes (19.0 < η2voyelles fermées < 25.2 vs 21.8 < η
2
voyelles plus ouvertes < 57.9).
Trois voyelles -/E/, /e/ et /i/- pour les hommes et quatre voyelles -/o/, /e/, /ø/ et /u/-
pour les femmes sont plus influencées par le locuteur dans Min que dans Max (cf. les
tableaux en annexe D.6.1 et D.6.2). Ces voyelles ne sont pas les mêmes pour les hommes
et pour les femmes. Le pourcentage de variance expliquée par le locuteur pour les for-
mants ne nous permet pas de distinguer la sérieMin de la sérieMax aussi bien pour les
hommes que pour les femmes.
Effet du locuteur pour chaque formant des voyelles extraits de Min et Max
Des ANOVA à un facteur pour chaque voyelle pour la sérieMin, d’une part, et pour
la sérieMax, d’autre part, sont calculées de manière à évaluer l’effet du locuteur sur les
valeurs formantiques des voyelles des deux séries. Le facteur fixé est le locuteur et la
variable est la valeur moyenne du formant étudié.
L’analyse de chaque formant séparément donne les résultats suivants. Quatre voyelles
(/a/, /e/, /O/ et /y/) pour les hommes et huit voyelles (/E/, /o/, /e/, /ø/, /i/, /œ/, /O/ et
/y/) pour les femmes ont une part de variance des valeurs de F1 plus importante pour
la sérieMin que pour la sérieMax.
Trois voyelles (/i/, /u/ et /y/) pour les hommes et cinq voyelles (/o/, /ø/, /O/, /u/ et
/y/) pour les femmes ont une part de variance des valeurs de F2 plus importante pour
la sérieMin que pour la sérieMax.
Deux voyelles (/i/, /y/) pour les hommes et trois voyelles (/ø/, /œ/ et /u/) pour les
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femmes ont une part de variance des valeurs de F3 plus importante pour la série Min
que pour la sérieMax.
Six voyelles (/a/, /E/, /e/, /ø/, /i/ et /œ/) pour les hommes et sept voyelles (/a/, /o/,
/e/, /ø/, /i/, /u/ et /y/) pour les femmes ont une part de variance des valeurs de F4
plus importante pour la sérieMin que pour la sérieMax.
La comparaison des résultats obtenus pour Min et pour Max est illustrée par la figure
FIGURE 7.8 – Valeurs de η2 pour les séries Min (trait plein) et Max (trait pointillé) en fonction de
chaque voyelle pour les hommes
7.8 pour les hommes et la figure 7.9 pour les femmes. Si pour F4, nous observons, pour
plus de la moitié des voyelles, une part de variance plus importante expliquée par le
facteur locuteur, les différences entre Min et Max ne sont pas très importantes. Nous
allons vérifier cela grâce à une ANOVA à mesures répétées.
Différence de valeurs formantiques
Cette analyse par ANOVA à mesures répétées est réalisée pour chaque phonème et
chaque formant séparément. Le facteur fixé est la Performance, la variable inter-sujet est
le locuteur et la variable dépendante est la valeur formantique. En ce qui concerne F1,
nous ne trouvons aucune différence significative pour les hommes. Pour les femmes,
seul le F1 du /E/ est significativement différent entreMin etMax (p < 0.05). L’étude de
F2 montre, pour les hommes, comme seule différence le F2 du /e/ (p < 0.05). Aucune
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FIGURE 7.9 – Valeurs de η2 pour les séries Min (trait plein) et Max (trait pointillé) en fonction de
chaque voyelle pour les femmes
différence n’est trouvée pour les femmes. Aucun F3 n’est significativement différent
que ce soit pour les hommes ou pour les femmes. Enfin, pour F4, des différences sig-
nificatives s’observent pour /œ/ (p < 0.05), /u/ (p < 0.05) et /y/ (p < 0.05) pour les
femmes. Pour les hommes, seul /e/ a un F4 significativement différent entre Min et
Max (p < 0.05). Le tableau 7.7 résume les différences au niveau formantique pour les
voyelles orales.
F1 F2 F3 F4
Hommes - /e/* - /e/*
Femmes /E/* - - /œ/* /u/* /y/*
TABLE 7.7 – Résumé des phonèmes pour lesquels les mesures formantiques sont significativement
différentes entre Min et Max
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7.3.5 L’aire des triangles pour différencier Min de Max
Méthode de calcul
Une autre mesure permettant de rendre compte des valeurs formantiques est le cal-
cul de l’aire du triangle vocalique sur F1/F2 tel que réalisé dans (Bradlow et al., 1996).
Pour calculer cette aire, A, il suffit de connaître les coordonnées des voyelles extrêmes
du triangle à savoir /i/, /a/ et /u/. A partir de ces coordonnées, nous pouvons calculer
les 3 longueurs qui composent le triangle telles que définit par l’équation 7.1.
lab =
√
(xa − xb)2 + (ya − yb)2 (7.1)
où lab est la longueur qui sépare le point a et le point b, xa et xb sont respectivement
l’abscisse du point a et b et ya et yb sont respectivement les ordonnées des points a et b.
Il suffit par la suite de calculer l’aire obtenues par le triangle formé par ces 3 points à
l’aide de la formule 7.2.
A =
√
s(s− liu)(s− lua)(s− lai) (7.2)




× (liu + lua + lai) (7.3)
L’aire du triangle acoustique est ainsi calculée pour chaque locuteur dans la série Min
d’une part et la série Max d’autre part. Nous avons par la suite comparé les valeurs
d’aire obtenues pour savoir s’il existe une différence entre les séries. Pour effectuer
cette comparaison, un t-test apparié est réalisé pour chaque genre.
Hypothèses
Nous pouvons faire l’hypothèse que dans la série Min les sons sont plus hyperar-
ticulés et donc que l’aire du triangle est plus grande que dans Max.
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Comparaison des aires pour les séries Min et Max
Les triangles issus des séries Min et Max sont représentés par les figures 7.10 et
7.11 respectivement pour les hommes et les femmes. Pour les hommes, la moyenne
FIGURE 7.10 – Triangles F1/F2 pour la série Min (Rouge) et Max (Bleu) pour les hommes
des aires obtenue pour Min est de 65 271Hz2 tandis que l’aire moyenne obtenu pour
Max est de 61 061Hz2 mais il n’existe pas de différence significative entre ces valeurs
(t(46) = 1.3001; p = 0.2005). Pour les femmes, l’aire moyenne de Min est égale à
102 017Hz2 tandis que l’aire moyenne deMax est égale 102177Hz2, sans différence sig-
nificative (t(63) = −0.0493; p = 0.9609). Les aires des triangles vocaliques de Min et
Max ne nous permettent pas de différencier les deux séries.
Le locuteur semble plus influencer les valeurs formantiques de F3 et F4. D’autre
part, les voyelles fermées semblent être moins sensibles au locuteur que les autres
voyelles. Les degrés d’aperture de la mâchoire pourraient être dépendants du locu-
teur qui selon sa personnalité ouvrirait plus ou moins la mâchoire. Toutefois, les
différences de valeurs formantiques, brutes ou ramenées à des aires de triangles,
ne permettent pas de différencier les deux séries et donc d’expliquer les différences
de performance observées. Les différences se situent peut-être au niveau de la co-
articulation comme le souligne (Nolan et Grigoras, 2005).
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FIGURE 7.11 – Triangles F1/F2 pour la série Min (Rouge) et Max (Bleu) pour les femmes
7.4 Importance de la co-articulation
(McDougall, 2006) a mis en évidence que les transitions formantiques sont un in-
dice qui permet de discriminer les locuteurs entre eux. Ces transitions formantiques
sont par ailleurs très dépendantes de la co-articulation. Ainsi les transitions ne sont pas
les mêmes selon le lieu d’articulation de la consonne qui précède la voyelle étudiée.
Dans un premier temps, nous avons donc étudié les distributions des trigrammes
présents dans les deux séries afin de voir si certains étaient plus présents que d’autres.
Puis nous nous sommes interrogé sur le pouvoir discriminant des transitions forman-
tiques pour séparer les locuteur de la base de données BREF.
7.4.1 Distributions de trigrammes
Nous n’avons étudié que les trigrammes pour lesquels le second élément est iden-
tifié comme une voyelle puisque, par la suite, nous nous intéresserons aux transitions
formantiques. Les éléments de gauche et de droite de ces trigrammes peuvent pren-
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dre différentes valeurs selon le mode et le lieu d’articulation du phonème. Nous avons
retenu 6 catégories : les consonnes labiales, les consonnes coronales, les consonnes dor-
sales, les voyelles nasales, les voyelles orales et les pauses, ces catégories n’influençant
théoriquement pas de la même manière la voyelles en terme de co-articulation (Vais-
sière, 2006). Pour chaque voyelle, nous avons calculé la fréquence de chacun des tri-
grammes pour chaque locuteur de chacune des séries. Une MANOVA avec comme fac-
teur fixé la Performance et comme variable dépendante un vecteur contenant le nombre
de fois où chaque trigramme a été rencontré est effectuée afin de savoir si les distribu-
tion de trigrammes sont différentes entreMin etMax.
Aucun effet de la Performance n’est observé sur les distributions de trigrammes aussi
bien pour les hommes (F(36, 1 314) = 0.63889; p = 0.9527) que pour les femmes (F(36, 1 790) =
0.71861; p = 0.8924). La figure 7.12 illustre la distribution des trigrammes pour les
femmes. Les distributions de trigrammes entre Min et Max ne sont pas différentes
FIGURE 7.12 – Distributions des trigrammes pour la série Min (noir) et la série Max (blanc), le cas
des locutrices
aussi bien pour les hommes que pour les femmes. Les effets de la co-articulation
doivent donc être équivalents entre les deux séries.
7.4.2 Étude du locus
Il s’agit d’étudier si les valeurs de transitions formantiques pour chaque voyelle
en fonction du lieu d’articulation permettent de mieux discriminer les locuteurs
présents dans la base de données BREF, le locus étant une mesure de l’influence de
la consonne précédente sur les valeurs de F2 de la voyelle.
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Méthode
La transition formantique se mesure généralement sur le second formant. Il s’agit
de mesurer la valeur de F2 à 10% de la voyelle et à 50% de la voyelle puis d’observer la
droite de régression linéaire qui lie ces deux valeurs. Cette droite de régression se cal-
cule pour chacun des lieux de la consonne qui précède la voyelle étudiée (Sussman
et al., 1992). Nous avons donc étudié, séparément, les voyelles précédées de con-
sonnes labiales, de consonnes coronales et de consonnes dorsales.
Trois valeurs peuvent être étudiées dans cette régression. La première est le R2 qui in-
dique comment la droite de régression suit les données. La seconde est le coefficient de
la droite de régression, noté a, et le troisième est l’origine de la droite, noté b. a indique
si les consonnes sont bien coarticulées dans les voyelles. Plus la pente est proche de 1
plus les consonnes sont coarticulées.
L’analyse est effectuée pour les hommes et pour les femmes séparément. La compara-
ison entre Min et Max est effectuée par t-test pour chaque R2, a et b de chaque lieu
d’articulation.
Résultats
L’ensemble des résultats obtenus est présenté dans le tableau 7.8.












labiale 0.50 0.53 0.51 0.62 0.67 0.08
coronale 0.54 0.52 0.41 0.73 0.77 0.07
dorsale 0.59 0.59 0.96 0.58 0.61 0.2933
a
labiale 0.76 0.79 0.42 0.58 0.61 0.2884
coronale 0.71 0.70 0.70 0.87 0.90 0.09
dorsale 0.70 0.73 0.53 0.86 0.90 0.123
b
labiale 350 325 0.56 115 50 0.23
coronale 449 465 0.73 254.7 197.1 0.0885
dorsale 432 410 0.68 245 149 0.10
TABLE 7.8 – Valeurs moyenne de R2, a et b afin de définir le locus, selon les séries Min et Max
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et de 0.52 à 0.59 pour Max. Aucune différence de distribution n’est observée pour les
R2 (0.41 < p < 0.96). Pour les femmes, R2 varie en fonction des lieux d’articulation de
0.58 à 0.73 pourMin et de 0.61 à 0.67 pourMax. Aucune différence de distribution n’est
observée pour les R2 (0.07 < p < 0.2933). R2 ne permet pas de différencier les deux
séries. Il est tout de même à noter que les valeurs des femmes sont plus élevées que
celles des hommes.
Pour les hommes, a varie, en fonction des lieux d’articulation, de 0.70 à 0.76 pour Min
et de 0.70 à 0.79 pour Max. Aucune différence de distribution n’est observée pour les
a (0.42 < p < 0.70). Pour les femmes, a varie en fonction des lieux d’articulation de
0.86 à 0.95 pourMin et de 0.90 à 0.99 pourMax. Aucune différence de distribution n’est
observée pour les a (0.09 < p < 0.2884). a ne permet pas de différencier les deux séries.
Les valeurs de a indiquent que les consonnes sont plus coarticulées par les femmes que
par les hommes.
Pour les hommes, b varie, en fonction des lieux d’articulation de 350 à 449 pour Min
et de 325 à 465 pour Max. Aucune différence de distribution n’est observée pour les b
(0.56 < p < 0.73). Pour les femmes, b varie en fonction des lieux d’articulation de 115
à 254.7 pour Min et de 50 à 197.1 pour Max. Aucune différence de distribution n’est
observée pour les b (0.0885 < p < 0.23). Le paramètre b ne permet pas non plus de
différencier les deux séries.
Les valeurs de locus ne permettent pas de distinguer les deux séries Min et Max. Une
autre manière de mesurer la coarticulation est le suivi de formant. Ce procédé nous
permettra-t-il de distinguer nos deux séries d’enregistrements ?
7.4.3 Effet du locuteur sur les courbes formantiques
Nous souhaitons vérifier si, pour notre corpus, le suivi de formant tel que préconisé
par (McDougall, 2006) montre des différences en fonction des locuteurs de BREF puis
s’il permet de séparer la sérieMin de la sérieMax.
Mesures et analyses
Pour chaque voyelle, nous avons extrait tous les 10% la valeur des quatre premiers
formants. Chaque formant est donc représenté par neuf valeurs de 10 à 90% de la durée
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de la voyelle. Nous souhaitons d’abord vérifier si ces valeurs nous permettent de dis-
criminer les locuteurs. En d’autres termes, nous souhaitons mesurer la part de variance
de ces valeurs qui peut être expliquée par le locuteur. Pour cela une MANOVA a été
réalisée pour chaque voyelle et chaque formant. Le facteur fixé est dans ce cas le locu-
teur et la variable dépendante est un vecteur se composant des 9 valeurs du formant.
Effet du locuteur sur les courbes de formants
Un effet du locuteur est observé pour toutes les voyelles et pour tous les formants
(p < 0.001). Pour les hommes, l’effet du locuteur sur F1 fluctue entre 2.1% (/e/) et
7.9% (/œ/). Pour F2, il varie de 1.4% (/a/) à 6.3% (/œ/). Pour F3, les valeurs de η2
s’échelonnent de 2.6% (/i/) à 9.5% (/œ/). Enfin, pour F4, elles se situent entre 3.6% (/i/)
et 10.3% (/œ/).
Pour les femmes, l’effet du locuteur sur F1 fluctue entre 2.1% (/E/) et 6.4% (/œ/). Pour
F2, il varie de 1.4% (/ø/) à 5.3% (/œ/). Pour F3, les valeurs de η2 s’échelonnent de 2.5%
(/y/) à 9.8% (/œ/). Enfin, pour F4, elles se situent entre 2.4% (/i/) et 8.5% (/œ/).
Le suivi de formant ne semble pas très influencé par le locuteur même si F3 et F4
montre plus d’influence du locuteur que F1 et F2. Il est tout de même à noter que nos
mesures sont effectuées automatiquement aussi bien pour positionner les frontières
de phonèmes que pour l’extraction des valeurs de formant. Ceci peut expliquer des
erreurs de mesures pour une analyse de l’évolution temporelle des formants.
7.4.4 Séparer Min et Max par les courbes formantiques
Nous souhaitons vérifier si les valeurs des courbes formantiques nous permettent
de distinguerMin deMax.
Méthode
Dans un premier temps, nous vérifions si la part de variance expliquée par le locu-
teur est plus grande dans Min que dans Max. Pour cela nous réalisons une MANOVA
pour chaque voyelle et chaque formant pour la sérieMin d’une part etMax d’autre part.
Puis dans un second temps, nous vérifions si les valeurs trouvées nous permettent de
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distinguerMin deMax à l’aide d’une MANOVA où le facteur fixé est la Performance et
la variable dépendante est un vecteur se composant des neuf valeurs du formant.
Effet du locuteur sur les courbes formantiques de Min et Max
L’ensemble des résultats est résumé par les tableaux D.8.1 et D.8.2 en annexe pour
respectivement les hommes et les femmes.
Aussi bien pour les hommes que pour les femmes, 45% des mesures d’effet effectuées
sur les voyelles sont plus élevées dans la série Min que dans la série Max. La part de
variation des suivis de formant expliquée par le locuteur est équivalente entre les deux
séries.
Il est à noter que les parts de variation sont plus importantes que dans notre référence
calculée sur l’ensemble des tests. Ce résultat peut être expliqué par la différence en
terme de quantité de données analysées.
Différentier Min et Max par les courbes formantiques
« Est-il possible de différencier Min de Max à l’aide des suivi de formant ? » est la
dernière question à laquelle nous souhaitons répondre. DesMANOVA ont été effectuée
pour chaque voyelle et chaque formant où le facteur indépendant est la performance et
la variable est le vecteur des 9 valeurs de formants mesurées tous les dix pour-cents.
L’ensemble des résultats est résumé en annexe par le tableau D.9 pour respectivement
les hommes et les femmes.
Pour les hommes, aucun formant d’aucune voyelle n’est significativement différent en-
tre la sérieMin etMax. Le même résultat est observé pour les femmes excepté pour les
troisième (p < 0.001) et quatrième (p < 0.05) formants du /i/ et le quatrième formant
du /œ/. Les effets de la Performance restent tout de même peu importants puisque η2
est égal à 0.14% pour F3 de /i/, à 0.09% pour F4 de /i/ et à 0.72% pour le F4 de /œ/
Il est donc difficile de distinguer nos deux séries à l’aide des courbes forman-




La manipulation d’un corpus de grande taille nous a amené à distinguer la signi-
ficativité de l’effet d’un facteur définie par la mesure p de la taille de l’effet d’un
facteur définie par la mesure η2. En effet, au vu de la quantité de données que nous
manipulions lors de nos expériences sur l’ensemble des fichiers de test, la significa-
tivité de l’effet est toujours avérée. En revanche, les analyse sur Min et Max, qui ré-
duisent drastiquement le nombre de données accessibles limitent la significativité des
effets notamment lorsqu’il s’agit de différencier les deux séries. C’est la taille de l’effet
du facteur qui nous permet de mesurer si une variable en est vraiment dépendante.
En suivant cette méthodologie, nous avons montré que les indices idiosyncratiques se
situent aussi bien au niveau de la phonation (fréquence fondamentale moyenne) qu’au
niveau de l’articulation (centre de gravité et formants).
Nous avons également montré que tous les phonèmes ne sont pas tous aussi porteurs
d’information sur le locuteur. Par exemple, si nous utilisons les centres de gravités
comme descripteurs des phonèmes, ce sont les segments nasals suivis des voyelles
orales et des fricatives qui sont les plus influencés par le locuteur. Au niveau des
voyelles orales, plus une voyelle est fermée et postérieure moins elle porte de l’in-
formation sur le locuteur. Les formants peuvent être également de bons indices sur le
locuteur particulièrement les troisième et quatrième formants. Mais cette pertinence
dépend du timbre de la voyelle car les voyelles fermées semblent être moins influ-
encées par le locuteur que les autres voyelles. L’information sur le locuteur n’est donc
pas également répartie dans le signal de parole.
Même si nous avons su identifier et caractériser les indices que nous pourrions utiliser
dans ce cadre de parole lue, ces indices ne nous permettent pas de distinguer les deux
séries de fichiersMin etMax.
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Chapitre 8
Les paramètres utilisés en RAL
Résumé : Dans ce chapitre nous revenons sur les paramètres cepstraux utilisés par les systèmes au-
tomatiques de vérification du locuteur afin de mesurer quelle est l’influence du locuteur sur ces paramètres.
Une analyse de la variance des vecteurs de paramètres montre que, pour la quasi totalité des phonèmes,
les vecteurs sont différents entre les séries Min et Max. Dans un second temps, nous établissons la part
de variance des cepstres qui peut être attribuée au facteur locuteur pour les fichiers de BREF et de NIST
2010. Les catégories fricatives, approximantes et glides ainsi que les nasales semblent être les catégories
les plus influencées par les locuteurs. Des expériences à l’aide d’Idento montrent que les performances
sont améliorées lorsque seules ces catégories sont utilisées ou lorsque les plosives sont éliminées.
Sommaire
8.1 Peut-on différencier Min et Max à l’aide des LFCC/MFCC? . . . . . . 188
8.1.1 Méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
8.1.2 Différence cepstrale en fonction des phonèmes . . . . . . . . . . 188
8.1.3 Différence par coefficient . . . . . . . . . . . . . . . . . . . . . . 190
8.2 La part de variation des valeurs de MFCC expliquée par le locuteur
varie-t-elle en fonction des segments ? . . . . . . . . . . . . . . . . . . 190
8.2.1 Élargissement de la question . . . . . . . . . . . . . . . . . . . . 190
8.2.2 Méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
8.2.3 Effet du locuteur sur les coefficients cepstraux . . . . . . . . . . 192
8.3 η2 permet-il de prédire les phonèmes pertinents ? . . . . . . . . . . . . 193
8.3.1 Objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
8.3.2 Méthode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
8.3.3 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
187
Jusqu’à présent, les analyses que nous avonsmenées pour comprendre ce qui amène
l’importante différence de performance observée à partir des enregistrements de la série
Min et de ceux de la série Max ont été infructueuses. Nous souhaitons vérifier si les
vecteurs de coefficients cepstraux qui sont utilisés pour construire les modèles de lo-
cuteur sont différents entre les deux séries. Dans un second temps, nous proposons
d’analyser la part de variation des coefficients cepstraux expliquée par le facteur locu-
teur.
8.1 Peut-on différencier Min et Max à l’aide des LFCC/MFCC?
8.1.1 Méthode
Les coefficients utilisés par ALIZE/SpkDet sont des LFCC normalisés auxquels sont
associés les coefficients Delta et double Delta. Dans notre analyse, nous considérons ces
trois types de paramètres séparément. Les LFCC retranscrivent de l’information cep-
strale tandis que les deltas et les delta-delta reflètent la dynamique de ces coefficients.
Pour chaque phonème, les coefficients extraits de toutes les trames de Min et de Max
sont comparés à l’aide de MANOVA en séparant les hommes et les femmes. Les 20 co-
efficients correspondant aux LFCC, les 20 Delta et les 20 double Delta sont les variables
dépendantes tandis que les groupesMin etMax sont les facteurs indépendants.
Nous étudions par la suite les vecteurs par coefficients afin d’identifier quels sont les
coefficients qui diffèrent entre les deux séries. Nous comparons, pour chaque phonème,
chaque coefficient à l’aide d’ANOVA. Le facteur fixé est la performance et la variable
dépendante est la valeur de chaque coefficient.
8.1.2 Différence cepstrale en fonction des phonèmes
Mis à part /v/ prononcé par les femmes, les LFCC diffèrent significativement en-
tre Min et Max pour tous les phonèmes. Les valeurs des Delta diffèrent pour 33% des
phonèmes et semblent correspondre entre hommes et femmes excepté pour les con-
sonnes nasales et la majorité des plosives. Les valeurs de delta-delta ne sont pas sig-
nificativement différentes entre Max et Min excepté pour /j/ pour les deux genres, /l/
pour les femmes et /a/ et /i/ pour les hommes. Le tableau 8.1 résume les comparaisons
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obtenues pour l’ensemble des MANOVA.
Les coefficients cepstraux sont donc différents entre les deux séries étudiées, ceci
F M
Phon. LFCC Delta D-D LFCC Delta D-D
/p/ ***** **** n.s. ** ** n.s.
/t/ ****** ** n.s. ****** **** n.s.
/k/ **** n.s. n.s. **** *** n.s.
/b/ ****** **** n.s. ****** * n.s.
/d/ *** ** n.s. *** ***** n.s.
/g/ ****** * n.s. ****** *** n.s.
/f/ ****** ** n.s. *** n.s. n.s.
/s/ **** *** n.s. ***** ** n.s.
/S/ ****** n.s. n.s. ****** n.s. n.s.
/v/ n.s. ** n.s. *** ** n.s.
/z/ *** n.s. n.s. ****** * n.s.
/Z/ ****** n.s. n.s. ****** n.s. n.s.
/K/ *** ** n.s. ****** *** n.s.
/l/ *** n.s. * ****** *** n.s.
/j/ ****** * * ****** n.s. *
/4/ ****** * n.s. ****** n.s. n.s.
/w/ ****** ** n.s. **** n.s. n.s.
/m/ ****** **** n.s. ****** * n.s.
/n/ ****** ****** n.s. ****** * n.s.
/E˜/ ****** * n.s. ****** n.s. n.s.
/O˜/ * ** n.s. ****** ** n.s.
/A˜/ ****** n.s. n.s. ****** *** *
/i/ ***** ** n.s. ****** ***** **
/y/ **** n.s. n.s. ****** n.s. n.s.
/u/ ****** n.s. n.s. ****** * n.s.
/ø/ ****** * n.s. ****** n.s. n.s.
/œ/ ****** **** n.s. * n.s. n.s.
/e/ ****** *** n.s. ****** ** n.s.
/E/ ****** n.s. n.s. ****** **** n.s.
/o/ ****** ** n.s. ****** ** n.s.
/O/ ****** n.s. n.s. *** ****** n.s.
/a/ ****** ***** n.s. ** ** n.s.
NS *** n.s. n.s. *** n.s. n.s.
TABLE 8.1 – Significativité des comparaisons des LFCC, Delta et Delta-Delta pour Max vs. Min
pour chaque genre ****** : p<.000001 ; ***** : p<.00001 ; **** : p<.0001 ; *** : p<.001 ; ** : p<.01 ;
* : p<.05 ; n.s. : non significatif.
explique en partie pourquoi les performances des modèles diffèrent entre les deux
séries.
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8.1.3 Différence par coefficient
Selon le phonème étudié, ce ne sont pas les mêmes coefficients qui diffèrent, comme
le retranscrit la Figure 8.1. Toutefois, les 20 coefficients sont bien utiles car chacun, en
fonction du phonème étudié, permet de différencierMin deMax.
FIGURE 8.1 – p value évaluant la significativité des différences pour chaque coefficient LFCC en
fonction du phonème pour les séries Min-femmes et Max-femmes
Les coefficients cepstraux employés dans Min et dans Max semblent différés les uns
des autres. Reste à savoir quelle part de variation de ces valeurs cepstrales peut être
expliquée par le facteur locuteur.
8.2 La part de variation des valeurs de MFCC expliquée par le
locuteur varie-t-elle en fonction des segments ?
8.2.1 Élargissement de la question
Les coefficients cepstraux, qu’ils soient des LFCC ou des MFCC, sont les paramètres
les plus couramment utilisés en vérification du locuteur. Aussi bien ALIZE/SpkDet que
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Idento utilisent ces coefficients.
Il nous a semblé intéressant d’étendre l’analyse de ces coefficients à l’anglais, qui est
la langue majoritaire des campagnes NIST. Cette étude préliminaire nous permettra de
vérifier si ce sont les mêmes classes de phonèmes qui sont porteuses d’information
sur le locuteur pour deux langues différentes.
8.2.2 Méthode
Corpus
Comme pour les autres indices, nous souhaitons rendre compte de la part de varia-
tion des coefficients cepstraux qui peut être attribuée au locuteur. Nous avons, dans ce
cas, travaillé avec à la fois les données de BREF et des données issues des campagnes
de NIST.
Les données de NIST sont issues de la campagne d’évaluation 2010 car nous souhaitons
par la suite vérifier nos analyses par un test effectué sur les données de NIST 2008.
Tous les fichiers ont une durée moyenne de 2 minutes 30 secondes. Les coefficients cep-
straux sont extraits pour l’ensemble des fichiers et sont étiquetés, à l’aide du système
de transcription du SRI (Shriberg et Stolcke, 2011). Pour l’anglais, la base de données se
compose de 14 139 fichiers prononcés par 194 hommes.
Analyse
L’analyse de la part de variance des coefficients cepstraux expliquée par le facteur
locuteur est effectuée pour chacune des deux langues séparément. Pour chaque langue,
des MANOVA à mesures répétées sont effectuées pour chaque phonème. La variable
dépendante est un vecteur de 20 coefficients cepstraux et le facteur indépendant est le
locuteur. Les η2 sont calculés pour chaque phonème afin d’évaluer l’effet du facteur
locuteur sur les vecteurs de coefficients cepstraux. La moyenne de η2 est calculée par
classes phonémiques en regroupant les phonèmes selon leurmode articulatoire. Ce sont
ces résultats qui sont retranscrits dans ce manuscrit.
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8.2.3 Effet du locuteur sur les coefficients cepstraux
Un effet du locuteur est observé aussi bien pour la base de données NIST que pour
BREF (p < 0.001). L’ensemble des résultats par classes phonémiques est présenté dans
le tableau 8.2. Le lecteur trouvera les résultats par phonème à l’annexe E.
Les diphtongues et les glides sont la classe phonémique qui semble la plus influencée
par le locuteur (η2NIST = 39.8% et η
2
BREF = 12.5%). Suivent les fricatives (η
2
NIST = 22.6%
et η2BREF = 8.0%) et les nasales (η
2
NIST = 18.2% et η
2
BREF = 13.4%). Arrivent enfin
les voyelles orales (η2NIST = 10.8% et η
2
BREF = 6.7%) et les plosives (η
2
NIST = 9.9% et
η2BREF = 4.7%).
Les catégories phonémiques les plus influencées par le locuteur sont les mêmes pour
les deux langues excepté une inversion entre les nasales et les fricatives. Il est toutefois
à noter que la catégorie nasale de BREF comporte des voyelles et des consonnes alors
que pour NIST, seules des consonnes sont présentes, l’anglais n’ayant pas de voyelles
nasales.
La parole dans NIST étant conversationnelle, des rires ont été identifiés par le système
de transcription. Les trames caractérisées comme du rire ont un η2 de 21.7%. Cet η2 est
très élevé et montre que le rire peut être un indicateur pertinent pour discriminer les
locuteurs.
Les pauses ont un η2 pour NIST de 15.2% et de 5.7% pour BREF. Ces valeurs sont assez
élevées, elles peuvent peut-être être expliquées par la méthode de caractérisation des
pauses.
Parmi les catégories les plus influencées par le locuteur, nous retrouvons les fricatives
et les nasales. Les glides et les diphtongues font leur apparition. Ces éléments sont
très influencés par la co-articulation et révèlent peut-être des stratégies articulatoires
propres aux locuteurs révélées par les coefficients cepstraux. Les fricatives mises en év-
idence pour les centres de gravité, le sont également pour les coefficients cepstraux.
En revanche, nous ne retrouvons pas les différences entre voyelles hautes et les autres
voyelles.
L’analyse des coefficients cepstraux montre que les glides et diphtongues, les frica-
tives et les nasales sont les catégories phonémiques les plus influencées par le locu-
teur, tandis que la variation des plosives n’est que très peu expliquée par le facteur
locuteur. Ces observations se retrouvent-elles dans les résultats d’un système de RAL







Diphtongues et glides 39.8% 12.5%
Nasales 18.2% 13.4%
Fricatives non voisées 16.7% 9.3%
Fricatives voisées 29.7% 7.6%
Voyelles orales hautes 10.5% 8.1%
Autres voyelles orales 10.5% 7.3%
Plosives non voisées 9.9% 4.7%
Plosives voisées 9.9% 4.7%
Rires 21.7% non mesuré
Pauses 15.2% 5.7%
TABLE 8.2 – Proportion de variance des valeurs de MFCC par type de phonème expliquée par le
facteur locuteur pour tous les phonèmes p < 0.001
8.3 η2 permet-il de prédire les phonèmes pertinents ?
8.3.1 Objectifs
L’analyse des effets du locuteur sur les coefficients cepstraux met en évidence que
certaines catégories phonémiques sont plus influencées par le locuteur que d’autres.
Nous souhaitons vérifier si cette information peut être utile pour les systèmes au-
tomatiques.
8.3.2 Méthode
L’ensemble des comparaisons effectuées pour vérifier la pertinence de nos mesures
de η2 correspond à la cohorte de développement du SRI issue de NIST 2008. Cette co-
horte se compose de 395 comparaisons cible et 394 211 comparaisons imposteur. Les
fichiers sont tous issus de conversations téléphoniques en anglais. Pour vérifier la per-
tinence des mesures de η2, plusieurs expériences à l’aide d’Idento ont été conduites en
utilisant toujours cette cohorte extraite de NIST-08 comme élément de comparaison.
L’expérience témoin correspond à la sélection de toutes les trames de parole où les rires
et les pauses ont été exclues.
La première expérience consiste à ne sélectionner, pour construire le modèle de lo-
cuteur que les vecteurs acoustiques des catégories phonémiques dont η2 est le plus
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élevé, à savoir, les glides ou diphtongues, les nasales et les fricatives. Cette série est
nommée FGDN. Nous avons, par ailleurs, construit des modèles à partir des mêmes
fichiers en sélectionnant aléatoirement le même nombre de trames que celles sélec-
tionnées dans FGDN pour chaque fichier. Ceci nous permet de vérifier si la sélection
opérée connaît de meilleurs résultats qu’une sélection aléatoire des trames.
La seconde expérience consiste à sélectionner tous les vecteurs acoustiques de parole
exceptés les vecteurs acoustiques des catégories qui obtiennent le η2 le plus élevé,
c’est-à-dire toutes les trames de parole que nous n’avions pas utilisées dans FGDN.
Cette série est appelée -FDGN. Ici encore, une sélection aléatoire est également menée
de manière à comparer les résultats obtenus avec -FGDN à ceux obtenus avec une
sélection aléatoire.
La troisième expérience consiste à sélectionner tous les vecteurs acoustiques de pa-
role exceptés les vecteurs acoustiques des catégories qui obtiennent le η2 le plus bas,
à savoir les plosives. Cette série est appelée TSP. Là encore, cette série est comparée
avec une série construite avec les mêmes fichiers dont sont extraits aléatoirement ex-
actement le même nombre de trames par fichier que TSP. Nous comparons les taux
d’EER obtenus pour chaque expérience de manière à vérifier si le η2 est un bon estima-
teur de la quantité d’information sur le locuteur.
8.3.3 Résultats
Lorsque toutes les vecteurs acoustiques de parole sont sélectionnés, l’EER est de
3.3% avec en moyenne 16 323 vecteurs acoustiques sont sélectionnés pour construire
un modèle. Cette valeur est notre référence.
FGDN vs -FGDN
Lorsque les nasales, les fricatives, les glides et les nasales sont sélectionnées, les
modèles sont construits à partir de 4 030 vecteurs acoustiques en moyenne. Dans ce cas,
l’EER est de 4.5%. Dans le même temps, en sélectionnant aléatoirement 4 030 vecteurs,
le système obtient un EER de 5.5%.
Les résultats obtenus en sélectionnant les vecteurs considérés comme les plus influ-
encés par le locuteur sont meilleurs que lorsque les vecteurs acoustiques sont sélec-
tionnés aléatoirement. Ceci nous encourage à considérer que notre sélection est per-
194
tinente.
Par ailleurs, lorsque tous les vecteurs acoustiques de parole sont sélectionnés exceptés
les vecteurs acoustiques catégorisés comme nasales, glides, diphtongue ou fricatives,
un EER de 4.5% est observé alors que 12 293 vecteurs en moyenne sont sélectionnés. En
sélectionnant aléatoirement le même nombre de vecteurs, un EER de 5.0% est obtenu.
Avec un nombre de vecteurs 4 fois plus important, nous observons une performance
moyenne équivalente en sélectionnant les vecteurs acoustiques dont le η2 est le plus
élevé. Cette expérience confirme que notre sélection est pertinente.
TSP
En sélectionnant tous les vecteurs acoustiques exceptés ceux caractérisés comme
plosive, l’EER est de 3.5% alors que 13 239 vecteurs acoustiques sont sélectionnés. En
utilisant le même nombre de vecteurs acoustiques, mais en les sélectionnant aléatoire-
ment, l’EER passe à 5.0%.
Alors que le résultat obtenu sans les plosives est comparable à celui obtenu en sélection-
nant tous les vecteurs acoustiques de parole, le résultat obtenu en sélectionnant aléa-
toirement les vecteurs acoustiques est plus élevé. Les plosives ne semblent pas apporter
d’information supplémentaire sur le locuteur comme l’indiquait le η2. L’ensemble des
résultats obtenus est résumé par le tableau 8.3.
Conditions Nombre de trames EER
Toutes les trames de parole (pas les rires) 16 323 3.3%
Fricatives, Glides, diphtongues et nasales (FGDN) 4 030 4.5%
Même nombre de trames que FGDN sélectionnées aléa-
toirement
4 030 5.5%
Tout sauf les segments de FGDN (-FGDN) 12 293 4.5%
Même nombre de trames que -FGDN sélectionnées
aléatoirement
12 293 5.0%
Toutes les trames sauf les plosives (TSP) 13 239 3.5%
Même nombre de trames que TSP sélectionnées aléa-
toirement
13 239 5.0%
TABLE 8.3 – EER obtenus selon les trames utilisées pour le système Idento en condition télé-
phonique
Cette série d’expérience montre que η2 est une mesure qui peut être retenue pour
caractériser les vecteurs acoustiques afin de connaître leur pertinence pour discrim-
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iner le locuteur. Il est toutefois à noter que les meilleurs résultats sont obtenus en
sélectionnant toutes les trames. La quantité d’information est donc un facteur essen-
tiel. Cependant, certaines trames n’apportent que peu d’information.
Synthèse du chapitre
Les coefficients cepstraux sont différents entre les séries Min et Max. Les coeffi-
cients pourraient donc peut-être être utilisés pour caractériser la pertinence d’un en-
registrement pour reconnaître le locuteur.
Lorsqu’elles sont représentées par des coefficients cepstraux, les catégories phonémiques
ne sont pas toutes influencées par le locuteur de la même manière que ce soit pour
l’anglais ou le français. Les diphtongues, les nasales et les fricatives sont les caté-
gories pour lesquelles l’effet du locuteur est le plus important. D’autre part, les plosives
ne sont que peu porteuses d’indices sur le locuteur. La validité de prédiction des η2
est confirmée par une série d’expériences où les performances du système ne sont que







L’évaluation est un outil incontournable pour faire avancer la recherche en ouvrant
de nouvelles perspectives. En vérification du locuteur, d’important efforts ont été con-
sacrés à la question de la robustesse des systèmes aux modes d’enregistrement ou à la
durée des signaux qui sont des questions centrales de NIST-SRE. En 2010, les meilleurs
systèmes étaient en dessous de 2% d’EER pour la condition avec 2 minutes 30 de signal
en apprentissage et en test (Greenberg et al., 2011a). Le plan d’évaluation a aussi un rôle
fondamental dans l’analyse des performances en vérification du locuteur. Dans le cadre
de NIST-SRE, la métrique des performances consiste à comptabiliser le nombre de fois
où le système s’est trompé indépendamment de l’auteur de l’extrait de parole. L’influ-
ence du locuteur sur la difficulté de reconnaissance n’est donc pas prise en compte.
D’autre part, l’influence des extraits de parole utilisés pour chaque locuteur n’est pas
non plus étudiée.
Les protocoles d’évaluation que nous avons mis en œuvre prennent en compte la vari-
abilité intra-locuteur des extraits de parole et évaluent la performance pour chaque
locuteur. Nos protocoles sont élaborés afin de répondre à la question scientifique posée
en introduction : Tous les extraits de parole d’un même locuteur sont-ils équivalents
pour le reconnaître ? D’autres questions découlent de cette première interrogation :
– Quelles sont les sources de variabilité qui influencent la capacité à reconnaître une
personne à partir d’un enregistrement de parole ?
– Quelle confiance peut être attribuée à la réponse fournie ?
Tout au long de ce travail, nous avons mis en œuvre des protocoles qui nous permettent
d’apporter des éléments de réponses à ces questions.
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Perception humaine : des difficultés pour établir une mesure de
confiance
La tâche proposée lors deHASR est très difficile puisqu’un seul des participants de
la campagne HASR fait réellement mieux que le hasard. Certains participants dévelop-
pent des stratégies de réponse, à savoir répondre très souvent « oui » ou « non ».Lors
de notre participation à HASR, nous avons développé deux approches pour établir
la confiance qu’il est possible d’attribuer à la réponse fournie. La première consiste
à demander aux auditeurs d’accompagner leur réponse d’un score de confiance (auto-
évaluation). La seconde revient à mesurer l’accord entre les auditeurs et à considérer
que plus les auditeurs sont unanimes, plus la confiance dans la réponse est élevée.
Dans le premier cas, nous avons comparé les taux de réussite globaux, les FA et les FR
pour, d’une part, la cohorte où les auditeurs avaient en moyenne un score de confiance
supérieur à 2.5 (cohorte confiance plus haute) et d’autre part la cohorte où les auditeurs
avaient indiqué en moyenne des scores de confiance inférieur à 2.5 (cohorte faible confi-
ance). Le taux de réponses correctes est de 62% pour la cohorte confiance plus haute contre
57% pour la cohorte faible confiance. Pourtant, le FR de la cohorte faible confiance est de
32% tandis que celui de la cohorte confiance plus haute est de 43%. En comparaisons cible,
le score de confiance des auditeurs en leur réponse n’est pas un gage de qualité de la
réponse car ils se trompent plus souvent quand ils ont confiance dans leur réponse. Le
FA de la cohorte faible confiance est de 51% tandis que celui de la cohorte confiance plus
haute est de 36%. En comparaison imposteur, le ressenti des auditeurs semble être plus
indicatif.
Dans le second cas, nous avons comparé les taux de réussite globaux, les FA et les FR
de la cohorte pour laquelle tous les auditeurs avaient répondu de la même manière
(cohorte unanime) et ceux de la cohorte où ils n’étaient pas tous d’accord (cohorte désac-
cord). Le taux de réussite global de la cohorte unanime est de 49% tandis que celui de la
cohorte désaccord est de 68%.
Dans le cadre difficile qu’est HASR, la confiance dans les réponses des auditeurs
ne peut se faire ni par mesure majoritaire ni par un score de confiance fourni par
l’auditeur. Nous proposons d’expliquer ces résultats par la différence de conditions
d’enregistrement. En effet, en comparaison imposteur, la distance entre les indices id-
iosynchratiques des deux locuteurs peut être renforcée par la différence de canal. Au
contraire, en comparaison cible, cette dernière peut créer l’impression de personnes dis-
tinctes alors qu’il n’en est rien.
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Par ailleurs, les résultats obtenus par les auditeurs expérimentés et non expérimentés
ne différant pas du hasard dans ce cadre expérimental, nous ne pouvons pas faire plus
confiance à des auditeurs expérimentés qu’à des naïfs. Des stratégies individuelles
sont observées chez nos auditeurs quelque soit leur catégorie. Seul quatre auditeurs
(non-expérimentés) ont des réponses significativement différentes du hasard.
Systèmes automatiques : des écarts de performance fonction de
l’extrait de parole du locuteur
Tous les enregistrements d’un même locuteur ne sont pas équivalents pour le
modéliser : suivant le choix de l’enregistrement de référence, la performance des sys-
tèmes varie de 1% d’EER à 30% pour les mêmes locuteurs et les mêmes fichiers test.
Cette variation, mesurée à l’aide d’un taux de variation relatif, Vr, est similaire pour
un système fondé sur l’approche UBM-GMM-FA ou pour un système fondé sur l’ap-
proche i-vector (pour NIST, VrIdento = 1.41 et VrALIZE/SpkDet = 1.47). La normalisation
des scores ne semble pas permettre de limiter la variabilité des performances. Un des
apports de cette thèse est de montrer l’absolue nécessité de distinguer locuteur et ex-
trait de parole, distinction qui n’est pas faite au cours des évaluations NIST.
Cette variabilité intra-locuteur dépend de la base de données. Ainsi, plus les sources de
variabilité sont nombreuses dans les enregistrements, moins la variation relative de
performance est importante (pour ALIZE/SpkDet, VrNIST = 1.47 et VrBREF = 3.11).
Ce résultat met en avant l’importance du contexte d’énonciation pour rechercher le
locuteur. Un locuteur ne fait pas varier sa parole de la même manière en fonction des
circonstances. Plus la parole est contrôlée, plus le locuteur est contraint dans son
énonciation, plus le risque de ne pas trouver d’indices discriminants pour le locu-
teur est grand.
La longueur des signaux permet de limiter les erreurs commises (pour les hommes de
BREF, EER30s = 33% et EER2.5minutes = 5.3% pour les sériesMax). L’augmentation de la
durée des signaux d’apprentissage permet une diminution importante de la variabilité
des performances.
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Nous avons mis en évidence que la variation de performance n’est pas uniquement
un problème de différence de mode d’enregistrement, il existe dans la parole une
variation intrinsèque qui fait que le locuteur est plus ou moins présent au sein des
extraits de parole. Ces résultats montrent qu’il est essentiel de faire la différence entre
enregistrement et locuteur et de ne pas se contenter d’unemesure moyenne de la per-
formance. Il est indispensable de prendre en compte cette variabilité intra-locuteur qui
vient perturber les performances moyennes. L’objectif est non seulement d’obtenir
de meilleures performances moyennes mais également de minimiser l’impact de la
variabilité intra-locuteur.
La performance seule n’est pas suffisante, elle doit être accompagnée d’une mesure
de confiance fondée sur l’acoustique qui nous permette d’expliquer (et de prédire)
les performances obtenues à partir des enregistrements.
Des indices idiosyncratiques inégalement répartis dans la parole
Pour apporter des éléments de réponse nous avons, dans la partie III, procédé à une
analyse fine et détaillée des différents indices idiosyncratiques identifiés dans la lit-
térature. Cette analyse a été menée sur la base de données BREF qui regroupe plus de
21 heures de parole, 64 locutrices et 47 locuteurs. Les conditions d’enregistrement sont
excellentes et permettent une analyse acoustique semi-automatique.
La manipulation d’un corpus de grande taille nous a amené à distinguer la significa-
tivité de l’effet d’un facteur (p) de la taille de l’effet de ce facteur (η2). En effet, au vu
de la quantité de données que nous manipulons, la significativité de l’effet est toujours
avérée. C’est la taille de l’effet qui nous permet d’établir si une variable est vraiment
dépendante d’un facteur. La pertinence d’un indice idiosyncratique est donc mesurée à
l’aide de la valeur de η2 sur la base de données BREF.
Les indices étudiés pour discriminer le locuteur relèvent de la phonation et/ou de
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l’articulation :
– Phonation : fréquence fondamentale, jitter, shimmer.
– Articulation : fréquence phonémique, centre de gravité, quatre premiers formant,
aire du triangle vocalique, locus, suivis formantiques.
Concernant les indices relatifs à la phonation, le facteur locuteur explique 18.9% pour
les hommes et de 28.4% pour les femmes de la variation de la fréquence fondamentale,
et ce indépendamment de la voyelle.
Pour les indices relatifs à l’articulation, les η2 les plus élevés sont observés pour le
centre de gravité de certains phonèmes et les troisième et quatrième formants des
voyelles orales. Les centres de gravités peuvent être mesurés pour tous les segments
contrairement aux formants. Les segments les plus discriminants pour le locuteur sont
les consonnes nasales (η2 = 39.7%), les fricatives (η2 = 23.0%), les voyelles nasales
(η2 = 48.0%), les voyelles orales mi-fermées à ouvertes (η2 de l’ordre de 40%). L’in-
fluence du locuteur sur les mesures formantiques est plus important pour les voyelles
mi-fermées à ouvertes que pour les voyelles fermées. Les η2 obtenus pour F3 sont de
l’ordre de 16% pour les voyelles fermées alors qu’ils atteignent 39% pour les autres
voyelles.
L’information sur le locuteur n’est pas également répartie dans le signal de parole,
cette information est structurée. Certains phonèmes sont plus porteurs que d’autres
d’information sur le locuteur.
Le rôle de ces phonèmes se retrouve lors de l’analyse des vecteurs acoustiques, sur
BREF comme sur NIST. Si la hiérarchie est globalement respectée, les valeurs des η2
diffèrent en fonction de la base de données. Ces différences de valeurs peuvent être at-
tribuées à la différence de langue et/ou de contexte d’énonciation. D’ailleurs, lorsque
seuls les éléments qui sont les plus discriminants pour le locuteur sont utilisés pour
construire un modèle de locuteur, les performances globales du système avec ces
vecteurs acoustiques sélectionnés sont meilleures qu’avec des vecteurs acoustiques
sélectionnées aléatoirement. De plus, elles ne varient pas si les vecteurs acoustiques
correspondant aux plosives, pour lesquelles l’effet du locuteur est le plus faible, sont
ignorés.
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En mettant en évidence que tous les enregistrements de parole ne sont pas équiva-
lents pour modéliser le locuteur et en montrant que l’information sur le locuteur est
structurée, nous avons proposé des premières pistes pour établir une mesure de con-
fiance.[1cm] Ce travail analytique, mené à l’aide de systèmes automatiques, est une
donc première pierre pour comprendre la structuration de la variation de la parole.
Ce thème est sans doute le défi majeur à relever pour tous les acteurs du monde de
l’authentification vocale qui souhaiteraientmettre évidence la fiabilité des approches
et non leur performance brute.[1cm]
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Perspectives
Le travail que nous avonsmené connaît certaines limites et aurait pu explorer d’autres
pistes.
Une première limite méthodologique à laquelle nous avons été confronté est que le
nombre de comparaisons cible est toujours bien inférieur à celui des comparaisons im-
posteur. La base de données NIST contient de nombreux locuteurs mais peu d’extraits
de parole par locuteur. A l’inverse, la base de données BREF nous permet d’obtenir 40
extraits de 30 secondes de parole par locuteur mais ne comporte que 47 hommes et 64
femmes. Il serait intéressant d’étudier l’influence du nombre de locuteurs étudiés sur
les performances, en n’omettant pas l’influence capitale du choix de l’extrait de pa-
role.
Les extraits de parole de BREF sont enregistrés dans un contexte très contrôlé de parole
lue, limitant de fait la variabilité. L’objectif est de décorréler les informations propres
au locuteur du contexte d’énonciation. Il est alors impossible d’étudier l’impact des
différents contextes d’énonciation dans le cadre de la reconnaissance du locuteur.
L’idéal serait d’enregistrer les locuteurs dans des contextes d’énonciation variés comme
l’a entrepris Campbell et al (Campbell et Erickson, 2004) en suivant une locutrice durant
trois ans. Les récents développements des évaluations NIST, comme l’introduction de
l’effort vocal ou les réenregistrements de locuteurs déjà présents dans la base de don-
nées, permettront d’avoir plus d’extraits de parole pour un même locuteur dans des
contextes plus variés que la lecture de BREF.
Une autre limite importante de ce travail est le nombre restreint de locuteurs étudiés
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qui ne nous permet pas de rendre compte de la diversité des voix des locuteurs, im-
pliquant une variabilité inter-locuteur relativement faible. Par ailleurs, en sélectionnant
aléatoirement les personnes enregistrées, nous ne contrôlons pas la proximité des voix
des personnes étudiées. Il serait intéressant de se focaliser sur des voix considérées
comme proches : voix de frères, de pères et fils, d’amis d’enfance, collègues de travail.
Par ailleurs, dans ce travail, nous ne nous sommes intéressé qu’aux fichiers d’appren-
tissage en travaillant systématiquement avec les mêmes fichiers de tests. L’influence de
la paire de comparaisons n’a pas été abordée et reste une question ouverte.
Au final, il s’agit de bien connaître la constitution des bases de données utilisées en
évaluation de manière à pouvoir diagnostiquer là où le système commet des erreurs
et comprendre ses difficultés.
Concernant les tests perceptifs, nous avons été confronté dans ce travail à la difficulté
de trouver des auditeurs qui acceptent de passer plus d’une heure et demie à discrim-
iner des voix. Par ailleurs, ces tests se limitent à des auditeurs francophones pour des
stimuli en anglais, alors que nous savons que la langue a un rôle prépondérant dans
l’identification des locuteurs. Un autre inconvénient est qu’il est difficile d’extraire de
ces tests perceptifs des informations sur les paramètres acoustiques qui sous-tendent
les décisions des auditeurs. Les critères de sélection des comparaisons de la campagne
HASR sont en effet très défavorables à une analyse acoustique.
Dans cette thèse, l’utilisation d’outils de traitement automatique de la parole nous a
permis de traiter plusieurs dizaines d’heures de parole. Nous avons réussi à mieux
comprendre où se situe l’information pertinente sur le locuteur, il faut continuer à ex-
ploiter les systèmes automatiques pourmieux définir les possibles paramètres acous-
tiques pertinents avant de les confirmer par des tests perceptifs si coûteux à mettre
en place. Les systèmes automatiques sont de bons outils pour comprendre la parole
et nous aider à caractériser les informations pertinentes dans les signaux de parole.
206
Si dans notre analyse des indices, nous avons étudié un grand nombre de mesures sou-
vent relatives à l’articulatoire, nous aurions pu affiner nos mesures sur la phonation
en analysant par exemple les courbes de fréquence fondamentale ou des mesures de
rythme et de qualité de voix. Un vaste champ reste à explorer étant donné que nous
avons concentré notre analyse sur les segments. Les hypothèses invoquées pour expli-
quer pourquoi certains segments sont plus porteurs d’informations idiosyncratiques
relèvent souvent de différences morphologiques : forme des fosses nasales, forme du
palais dur et des dents, longueur des plis vocaux. Il est important de vérifier ces hy-
pothèses par des mesures articulatoires qui permettraient de prédire les variations
observées à partir de simulations par des conduits vocaux adaptés au locuteur.
Une source de variation idiosyncratique pourrait relever non pas de paramètres mor-
phologiques mais de la culture, de la sphère sociale et de la personnalité de cet in-
dividu. Ces éléments doivent être pris en compte et leur influence étudiée, d’autant
plus lorsque les futures applications de la reconnaissance du locuteur s’inscrivent dans
la problématique des environnements intelligents où le système devra reconnaître le
locuteur dans différentes circonstances communicationnelles.
Une autre question est celle de la langue parlée. Les indices idiosyncratiques sont-ils
les mêmes en fonction des langues ?Qu’arrive-t-il si le système vocalique de la langue
étudiée connaît moins de timbres ? Comment interagit une langue tonale avec les in-














B.1 Performances des participants à HASR
Ce tableau indique les performances obtenues par tous les participants à HASR.




signif. FR signif. FA signif.
Site 1 81% *** 24% *** 16% ***
Site 2 74% *** 71% ** 3% ***
Site 3 59% * 49% ns 37% *
Site 4 54% ns 16% *** 62% *
Site 5 53% ns 25% *** 58% ns
Site 6 52% ns 59% ns 42% ns
Site 7 49% ns 4% *** 76% ***
B.2 Groupe non-expérimentés : Résultats par auditeur
Ce tableau indique les performances obtenues pour chacun des 29 auditeurs inex-
périmentés ayant participé au test perceptif. Seuls quatre auditeurs font mieux que le
hasard.
% réussite p signif. FR p signif. FA p signif.
A. 1 44% 0.276 ns 39% 0.160 ns 73% 0.002 **
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% réussite p signif. Taux FR p signif. Taux FA p signif.
A. 2 45% 0.372 ns 65% 0.048 * 45% 0.575 ns
A. 3 46% 0.488 ns 47% 0.779 ns 61% 0.160 ns
A. 4 48% 0.766 ns 45% 0.575 ns 59% 0.262 ns
A. 5 49% 0.921 ns 37% 0.091 ns 65% 0.04887 *
A. 6 49% 0.921 ns 80% 1.47E−005 *** 22% 5.70E−005 ***
A. 7 50% 1 ns 59% 0.262 ns 41% 0.262 ns
A. 8 50% 1 ns 47% 0.779 ns 53% 0.779 ns
A. 9 52% 0.766 ns 59% 0.262 ns 37% 0.091 ns
A. 10 52% 0.766 ns 57% 0.401 ns 39% 0.160 ns
A. 11 53% 0.620 ns 45% 0.575 ns 49% 1 ns
A. 12 53% 0.620 ns 45% 0.575 ns 49% 1 ns
A. 13 54% 0.488 ns 47% 0.779 ns 45% 0.575 ns
A. 14 54% 0.488 ns 61% 0.160 ns 31% 0.010 *
A. 15 54% 0.488 ns 37% 0.091 ns 55% 0.575 ns
A. 16 54% 0.488 ns 39% 0.160 ns 53% 0.779 ns
A. 17 54% 0.488 ns 43% 0.401 ns 49% 1 ns
A. 18 54% 0.488 ns 37% 0.091 ns 55% 0.575 ns
A. 19 55% 0.372 ns 63% 0.091 ns 27% 0.002 **
A. 20 55% 0.372 ns 43% 0.401 ns 47% 0.779 ns
A. 21 56% 0.276 ns 41% 0.262 ns 47% 0.779 ns
A. 22 56% 0.276 ns 51% 1 ns 37% 0.091 ns
A. 23 56% 0.276 ns 51% 1 ns 37% 0.091 ns
A. 24 57% 0.197 ns 39% 0.160 ns 47% 0.779 ns
A. 25 58% 0.137 ns 20% 1.47e−005 *** 65% 0.048 *
A. 26 61% 0.037 * 43% 0.401 ns 35% 0.048 *
A. 27 61% 0.037 * 27% 0.002 ** 51% 1 ns
A. 28 64% 0.007 ** 25% 0.001 *** 47% 0.779 ns
A. 29 66% 0.002 ** 43% 0.401 ns 25% 0.0006 ***
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B.3 Groupe non-expérimentés : Résultats par stimulus
B.3.1 Comparaisons cible
Ce tableau indique le taux d’erreur obtenu par les 29 auditeurs non-expérimentés
pour chaque comparaison cible. Une variation importante est observée en fonction du
stimulus.
Stimuli VA FR %erreur p significativité
14 26 3 10% 1.52e−005 ***
94 24 5 17% 0.0005461 ***
139 24 5 17% 0.0005461 ***
21 23 6 21% 0.002316 **
66 22 7 24% 0.00813 **
97 22 7 24% 0.00813 **
102 22 7 24% 0.00813 **
44 21 8 28% 0.02412 *
65 21 8 28% 0.02412 *
67 21 8 28% 0.02412 *
133 21 8 28% 0.02412 *
136 21 8 28% 0.02412 *
31 20 9 31% 0.06143 ns
36 20 9 31% 0.06143 ns
54 20 9 31% 0.06143 ns
95 20 9 31% 0.06143 ns
107 20 9 31% 0.06143 ns
137 20 9 31% 0.06143 ns
147 20 9 31% 0.06143 ns
135 19 10 34% 0.136 ns
51 18 11 38% 0.2649 ns
56 18 11 38% 0.2649 ns
120 18 11 38% 0.2649 ns
79 17 12 41% 0.4583 ns
126 17 12 41% 0.4583 ns
99 16 13 45% 0.711 ns
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Stimuli VA FR %erreur p significativité
142 16 13 45% 0.711 ns
1 15 14 48% 1 ns
23 15 14 48% 1 ns
111 15 14 48% 1 ns
128 15 14 48% 1 ns
5 14 15 52% 1 ns
10 14 15 52% 1 ns
134 14 15 52% 1 ns
42 13 16 55% 0.711 ns
47 13 16 55% 0.711 ns
81 12 17 59% 0.4583 ns
61 11 18 62% 0.2649 ns
108 11 18 62% 0.2649 ns
92 10 19 66% 0.136 ns
77 9 20 69% 0.06143 ns
78 9 20 69% 0.06143 ns
15 8 21 72% 0.02412 *
32 8 21 72% 0.02412 *
86 8 21 72% 0.02412 *
96 8 21 72% 0.02412 *
106 8 21 72% 0.02412 *
141 6 23 79% 0.002316 **
25 5 24 83% 0.0005461 ***
150 5 24 83% 0.0005461 ***
7 4 25 86% 0.0001037 ***
B.3.2 Comparaisons imposteur
Ce tableau indique le taux d’erreur obtenu par les 29 auditeurs non-expérimentés
pour chaque comparaison imposteur. Une variation importante est observée en fonc-
tion du stimulus.
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Stimuli VR FA %erreur p significativité
93 28 1 3% 1.12e−007 ***
39 27 2 7% 1.62e−006 ***
60 26 3 10% 1.52e−005 ***
90 26 3 10% 1.52e−005 ***
52 25 4 14% 0.0001037 ***
130 25 4 14% 0.0001037 ***
115 24 5 17% 0.0005461 ***
13 23 6 21% 0.002316 **
75 22 7 24% 0.00813 **
34 21 8 28% 0.02412 *
43 21 8 28% 0.02412 *
74 21 8 28% 0.02412 *
76 21 8 28% 0.02412 *
148 21 8 28% 0.02412 *
27 19 10 34% 0.136 ns
55 18 11 38% 0.2649 ns
104 18 11 38% 0.2649 ns
113 18 11 38% 0.2649 ns
28 17 12 41% 0.4583 ns
63 17 12 41% 0.4583 ns
143 17 12 41% 0.4583 ns
8 16 13 45% 0.711 ns
70 16 13 45% 0.711 ns
83 16 13 45% 0.711 ns
6 15 14 48% 1 ns
12 15 14 48% 1 ns
35 15 14 48% 1 ns
71 15 14 48% 1 ns
116 15 14 48% 1 ns
18 14 15 52% 1 ns
80 14 15 52% 1 ns
85 14 15 52% 1 ns
129 13 16 55% 0.711 ns
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Stimuli VR FA %erreur p significativité
3 12 17 59% 0.4583 ns
57 12 17 59% 0.4583 ns
127 12 17 59% 0.4583 ns
38 11 18 62% 0.2649 ns
68 11 18 62% 0.2649 ns
2 10 19 66% 0.136 ns
11 10 19 66% 0.136 ns
121 10 19 66% 0.136 ns
131 10 19 66% 0.136 ns
9 9 20 69% 0.06143 ns
89 9 20 69% 0.06143 ns
119 9 20 69% 0.06143 ns
145 8 21 72% 0.02412 *
124 7 22 76% 0.00813 **
62 6 23 79% 0.002316 **
41 5 24 83% 0.0005461 ***
73 5 24 83% 0.0005461 ***
4 3 26 90% 1.52e−005 ***
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Annexe C
Données sur la source à partir de
BREF
C.1 Valeurs moyennes de F0 par locuteur
C.1.1 Hommes
Les valeurs de F0 varient pour les hommes entre 117 Hz et 181 Hz.


















































Locuteur F0 moyenne Écart type
LBM 146 45.2
C.1.2 Femmes
Les valeurs de F0 varient pour les femmes entre 183 Hz et 297 Hz.
































































































































































































C.3 Voyelles par locuteur pour l’extraction de F0
C.3.1 Hommes
Locuteurs
Nombre d’occurrences par segments
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
I0M 701 368 161 553 419 564 67 210 165 217
I6M 615 364 137 445 421 446 59 188 103 164
I7M 587 347 165 449 423 487 73 177 143 177
IAM 701 392 197 515 404 522 66 196 171 206
ICM 669 315 165 557 441 521 53 184 133 225
IDM 769 507 172 610 420 654 74 259 167 253
IFM 674 366 173 534 482 518 56 172 134 195
IGM 653 379 145 451 401 472 62 200 132 173
IHM 724 454 167 553 504 533 71 226 148 199
ILM 644 350 119 538 489 501 45 167 115 217
IMM 668 354 171 582 474 568 51 145 130 210
IOM 712 516 158 438 447 527 61 224 181 197
IQM 564 314 130 390 386 400 60 148 116 155
ISM 720 411 186 548 453 507 82 241 182 214
ITM 649 381 176 463 458 466 71 187 159 205
IVM 698 553 174 384 431 535 57 214 161 202
J0M 546 266 141 490 454 416 56 194 113 169
J2M 523 221 114 469 385 442 50 164 116 172
J7M 656 421 147 503 457 493 68 211 118 203
JAM 590 323 128 421 395 470 55 132 121 185
JCM 692 363 139 558 550 458 71 158 136 215
JFM 717 561 119 505 486 563 59 217 114 243
JGM 713 363 106 551 441 466 51 213 139 210
JJM 746 487 144 496 460 556 65 254 169 223
JQM 683 498 145 478 500 546 52 221 151 217
JYM 724 427 195 635 466 562 58 173 144 206
K1M 641 393 150 452 420 499 59 164 128 195
K5M 605 352 152 483 403 422 56 144 115 171
227
Locuteurs
Nombre d’occurrences par segments
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
K6M 693 489 133 459 457 478 58 214 123 212
K7M 636 362 185 535 429 487 62 155 154 201
KBM 561 301 77 493 407 418 35 187 100 165
KEM 614 346 138 533 486 429 49 134 129 177
KFM 680 614 143 458 483 531 63 220 143 215
KHM 565 449 151 322 477 457 56 189 114 192
KIM 778 579 177 518 489 624 74 246 175 235
KKM 697 488 170 454 374 497 77 177 145 176
KQM 651 467 192 404 413 486 79 183 150 175
KUM 661 474 160 567 482 551 56 221 164 219
KWM 622 356 181 459 604 467 55 163 137 151
KXM 676 414 175 546 447 507 55 169 153 204
KYM 591 389 154 499 433 512 79 191 127 187
L2M 645 480 181 414 446 468 73 190 131 202
L3M 658 396 169 493 411 498 74 229 132 198
L4M 693 480 151 531 557 574 65 231 135 237
L7M 698 585 135 321 472 581 57 246 154 202
L9M 706 474 205 450 451 582 72 218 154 191
LBM 692 381 215 620 453 561 66 171 154 195
C.3.2 Femmes
Locuteurs
Nombre d’occurrences par segments
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
I1F 662 351 119 543 389 499 50 205 157 197
I2F 636 375 142 564 377 489 47 181 107 210
I3F 570 294 112 574 344 444 49 158 83 156
I5F 659 448 101 471 423 464 47 220 134 180
I8F 589 427 106 387 358 458 64 199 154 178
I9F 516 335 136 478 356 459 61 184 128 137
IBF 622 452 146 387 344 464 71 190 125 198
IEF 603 376 128 483 395 416 49 174 133 181
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Locuteurs
Nombre d’occurrences par segments
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
IIF 629 492 141 510 537 525 56 223 138 210
IJF 518 365 115 423 461 460 59 225 136 170
IKF 707 453 97 541 535 500 61 196 108 210
INF 585 374 99 427 401 491 55 194 88 175
IPF 666 475 117 513 489 523 74 228 126 204
IRF 611 332 126 466 487 487 43 183 146 190
IUF 576 372 147 466 385 465 50 164 121 189
IWF 697 394 119 558 416 533 81 213 123 219
IXF 611 449 139 442 464 486 68 191 132 185
IYF 581 442 113 484 412 482 49 183 142 189
IZF 668 367 139 555 388 462 65 182 136 184
J1F 719 445 126 547 438 523 74 228 165 222
J3F 526 279 113 429 307 382 38 196 128 162
J4F 655 450 87 432 587 492 55 174 128 201
J5F 565 281 88 467 366 405 45 155 97 151
J6F 597 333 152 487 396 399 54 130 151 156
J8F 628 359 156 500 484 422 64 153 113 168
J9F 691 435 152 521 376 516 54 199 138 208
JBF 549 318 95 465 395 415 40 195 109 136
JHF 649 416 127 521 429 461 53 194 131 190
JIF 701 462 146 476 434 530 67 203 149 197
JKF 589 357 133 411 397 459 67 169 123 188
JLF 607 346 179 523 368 464 60 156 132 182
JMF 536 390 144 287 378 415 49 143 132 139
JOF 722 474 161 468 421 560 76 232 149 239
JPF 671 367 175 503 351 508 67 187 147 211
JRF 622 431 144 408 418 479 40 178 122 181
JSF 673 389 148 487 430 511 57 205 152 193
JWF 533 409 123 391 429 498 62 182 95 175
JXF 598 402 123 495 343 476 54 219 132 179
JZF 659 538 85 370 347 484 59 207 112 199
K0F 615 477 136 439 385 453 55 208 150 184
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Locuteurs
Nombre d’occurrences par segments
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/
K3F 705 589 129 356 399 529 48 217 139 202
K4F 687 413 154 483 455 496 74 159 124 208
K8F 743 453 107 571 454 513 71 244 108 216
K9F 669 521 106 414 456 515 67 218 102 212
KAF 603 362 85 580 520 494 38 212 109 167
KCF 661 350 121 569 360 443 55 191 132 178
KDF 660 349 89 579 417 463 62 206 131 194
KGF 583 376 124 406 407 468 45 187 128 173
KJF 614 486 133 464 310 502 73 252 137 184
KLF 719 417 186 573 407 548 61 214 154 228
KMF 702 460 164 440 374 557 78 243 149 222
KNF 658 453 144 429 389 539 75 225 144 193
KOF 590 333 165 556 376 487 57 204 129 180
KPF 607 438 142 444 388 515 61 216 124 176
KRF 595 409 166 349 411 465 67 189 140 191
KSF 539 342 113 384 367 471 53 151 104 148
KTF 709 494 185 503 444 541 76 244 151 209
KVF 615 458 137 434 368 479 66 210 150 211
KZF 635 399 135 438 453 497 49 183 131 216
L0F 716 474 140 424 422 552 77 242 145 193
L5F 629 522 143 440 380 499 69 227 140 193
L6F 596 367 169 409 331 475 59 176 125 177
L8F 722 415 194 520 445 542 64 212 134 210
LAF 679 459 152 459 431 570 56 257 149 205
C.4 Résultats pour analyse des indices sur la source en fonction
de la voyelle
L’ensemble des ANOVA a un p < 2.2e−16
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C.4.1 Hommes
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/




Moyen 137 141 142 139 138 145 138 142 149 146
Inter 16 18 18 17 17 19 16 18 20 19
Intra 33 30 27 28 35 33 27 29 35 40





) Moyen 1.8 1.8 1.9 1.9 2.1 2.2 1.5 1.9 2.4 2.3
Inter 0.33 0.32 0.32 0.33 0.37 0.33 0.33 0.37 0.34 0.37
Intra 1.48 1.56 1.44 1.59 1.79 1.93 1.17 1.58 1.90 2.05






) Moyen 9.9 10.0 10.2 10.5 11.5 12.6 8.8 9.9 12.4 13.6
Inter 1.28 1.35 1.43 1.69 1.81 2.19 1.54 1.37 2.03 2.22
Intra 5.95 6.50 5.87 6.60 7.57 8.14 5.77 6.11 8.04 8.89
η2(%) 3.9 3.8 5.2 6.0 5.2 6.3 5.9 4.3 5.3 5.4
C.4.2 Femmes
/a/ /E/ /o/ /e/ /ø/ /i/ /œ/ /O/ /u/ /y/




Moyen 231 242 241 235 235 245 236 243 250 244
Inter 22 23 22 22 21 22 24 24 24 23
Intra 32 35 36 34 34 35 38 32 36 35





) Moyen 1.2 1.4 1.5 1.6 1.7 1.8 1.0 1.5 2.1 2.2
Inter 0.21 0.25 0.28 0.25 0.27 0.31 0.25 0.31 0.39 0.33
Intra 1.01 1.24 1.23 1.29 1.44 1.61 0.84 1.25 1.79 1.83






) Moyen 7.9 7.8 8.1 8.1 9.2 9.4 6.5 7.8 10.1 10.8
Inter 1.31 1.33 1.19 1.39 1.47 1.65 1.28 1.28 1.76 1.66
Intra 4.00 4.50 4.81 4.48 5.42 6.37 3.58 4.42 7.00 8.38
η2(%) 8.8 7.6 5.4 8.7 6.5 6.0 10.7 7.5 5.5 3.6
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C.5 Différences Min, Max par voyelles pour les mesures de jit-
ter et de shimmer
C.5.1 Jitter
Hommes Femmes
effet η2 effet η2
/a/ F(1, 2 771) = 1.77; p = 0.1837 F(1, 3 724) = 4.67; p < 0.05 0.001%
/E/ F(1, 1 705) = 2.06; p = 0.1511 F(1, 2 441) = 0.87; p = 0.3503
/o/ F(1, 572) = 0.52; p = 0.4725 F(1, 789) = 0.001; p = 0.973
/e/ F(1, 2 030) = 0.04; p = 0.8436 F(1, 2 776) = 0.15; p = 0.6943
/ø/ F(1, 1 706) = 7e−04; p = 0.9796 F(1, 2 365) = 0.09; p = 0.7528
/i/ F(1, 1 978) = 0.13; p = 0.7226 F(1, 2 785) = 1.28; p = 0.2575
/œ/ F(1, 231) = 0.002; p = 0.9614 F(1, 333) = 0.46; p = 0.4993
/O/ F(1, 777) = 0.17; p = 0.6775 F(1, 1 182) = 1.02; p = 0.312
/u/ F(1, 479) = 0.04; p = 0.8329 F(1, 739) = 6e−04; p = 0.9806
/y/ F(1, 692) = 2.24; p = 0.1348 F(1, 1 010) = 0.19; p = 0.6595
C.5.2 Shimmer
Hommes Femmes
effet η2 effet η2
/a/ F(1, 2 771) = 5.34; p < 0.05 0.19% F(1, 3 724) = 2.30; p = 0.1298
/E/ F(1, 1 705) = 1.87; p = 0.1713 F(1, 2 441) = 0.26; p = 0.6085
/o/ F(1, 572) = 0.96; p = 0.327 F(1, 789) = 0.15; p = 0.6951
/e/ F(1, 2 030) = 0.13; p = 0.7198 F(1, 2 776) = 0.29; p = 0.5901
/ø/ F(1, 1 706) = 0.66; p = 0.4142 F(1, 2 365) = 1.76; p = 0.1851
/i/ F(1, 1 978) = 0.63; p = 0.4277 F(1, 2 785) = 1.04; p = 0.3077
/œ/ F(1, 231) = 0.02; p = 0.8964 F(1, 333) = 0.0166; p = 0.8976
/O/ F(1, 777) = 1.04; p = 0.3087 F(1, 1 182) = 0.01; p = 0.9295
/u/ F(1, 479) = 1.94; p = 0.1645 F(1, 739) = 0.15; p = 0.6943
/y/ F(1, 692) = 0.0631; p = 0.8018 F(1, 1 010) = 1.13; p = 0.2883
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Annexe D
Données sur le filtre à partir de
BREF
D.1 Occurrences des phonèmes étudiés
Phonèmes Hommes Femmes
/p/ 14 465 20 738
/t/ 22 761 33 362
/k/ 16 225 23 297
/b/ 4 899 7 131
/d/ 20 456 28 811
/g/ 3 257 4 743
/f/ 6 294 9 050
/s/ 25 557 26 555
/S/ 2 641 3 759
/v/ 8 021 11 405
/z/ 7 276 10 358
/Z/ 4 925 6 895
/K/ 33 758 48 552
/l/ 26 038 37 455
/j/ 9 622 14 124
/4/ 1 538 2 276
233
Phonèmes Hommes Femmes
/w/ 3 240 4 575
/m/ 12 904 18 777
/n/ 13 580 20 044
/E˜/ 6 532 9 352
/O˜/ 8 178 11 853
/A˜/ 14 397 20 539
/i/ 23 761 34 426
/y/ 9 348 13 343
/u/ 6 570 9 285
/ø/ 21 158 28 852
/œ/ 2 907 4 177
/e/ 23 069 33 094
/E/ 19 539 29 001
/o/ 7 344 9 469
/O/ 9 095 14 069
/a/ 30 969 44 450
pause 34 857 58 812










/s/ 2 563 2 006
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Phonèmes Hommes Femmes
/S/ 2 473 2 801
/v/ 355 385
/z/ 560 482



























Effet η2 Effet η2
/p/ F(46, 14 418) = 27.091; p < 0.001 7.9% F(63, 20 674) = 29.116; p < 0.001 8.1%
/t/ F(46, 22 714) = 77.061; p < 0.001 13.5% F(63, 33 298) = 47.484; p < 0.001 8.2%
/k/ F(46, 16 178) = 38.668; p < 0.001 9.9% F(63, 23 233) = 31.563; p < 0.001 7.9%
/b/ F(46, 4 852) = 16.686; p < 0.001 13.7% F(63, 7 067) = 14.999; p < 0.001 11.8%
/d/ F(46, 20 409) = 70.843; p < 0.001 13.8% F(63, 28 747) = 49.002; p < 0.001 9.7%
/g/ F(46, 3 210) = 20.02; p < 0.001 22.3% F(63, 4 679) = 11.507; p < 0.001 13.4%
/f/ F(46, 6 247) = 32.5; p < 0.001 19.3% F(63, 8 986) = 24.162; p < 0.001 14.5%
/s/ F(46, 25 510) = 241.31; p < 0.001 30.3% F(63, 36 491) = 152.88; p < 0.001 20.9%
/S/ F(46, 2 594) = 15.085; p < 0.001 21.1% F(63, 3 695) = 13.572; p < 0.001 18.8%
/v/ F(46, 7 974) = 43.069; p < 0.001 19.9% F(63, 11 341) = 35.387; p < 0.001 16.4%
/z/ F(46, 7 229) = 50.043; p < 0.001 24.2% F(63, 10 294) = 32.093; p < 0.001 16.4%
/Z/ F(46, 4 878) = 40.697; p < 0.001 27.7% F(63, 6 831) = 28.868; p < 0.001 21.0%
/K/ F(46, 33 711) = 86.743; p < 0.001 10.6% F(63, 48 488) = 85.319; p < 0.001 10.0%
/l/ F(46, 25 991) = 160.28; p < 0.001 22.1% F(63, 37 391) = 127.48; p < 0.001 17.7%
/j/ F(46, 9 575) = 18.9; p < 0.001 8.3% F(63, 14 060) = 20.921; p < 0.001 8.5%
/4/ F(46, 1 491) = 4.0389; p < 0.001 11.1% F(63, 2 212) = 3.3307; p < 0.001 8.7%
/w/ F(46, 3 193) = 6.886; p < 0.001 9.0% F(63, 4 511) = 5.5777; p < 0.001 7.2%
/m/ F(46, 12 857) = 179.79; p < 0.001 39.1% F(63, 18 713) = 91.342; p < 0.001 23.6%
/n/ F(46, 13 533) = 197.42; p < 0.001 40.2% F(63, 19 980) = 127.52; p < 0.001 28.7%
/E˜/ F(46, 6 485 = 163.81; p < 0.001 53.7% F(63, 9 288) = 251.51; p < 0.001 63.0%
/O˜/ F(46, 8 131) = 146.07; p < 0.001 45.2% F(63, 11 789) = 132.32; p < 0.001 41.4%
/A˜/ F(46, 14 350) = 221.45; p < 0.001 41.5% F(63, 20 475) = 324.82; p < 0.001 50.0%
/i/ F(46, 23 714) = 219.21; p < 0.001 29.8% F(63, 34 362) = 231.07; p < 0.001 29.8%
/y/ F(46, 9 301) = 39.661; p < 0.001 16.4% F(63, 13 279) = 29.704; p < 0.001 12.4%
/u/ F(46, 6 523) = 21.205; p < 0.001 13.0% F(63, 9 221) = 13.069; p < 0.001 8.2%
/ø/ F(46, 21 111) = 263.38; p < 0.001 36.5% F(63, 28 788) = 164.68; p < 0.001 26.5%
/œ/ F(46, 2 860) = 74.913; p < 0.001 54.6% F(63, 4 113) = 92.372; p < 0.001 58.6%
/e/ F(46, 23 022) = 528.43; p < 0.001 51.4% F(63, 33 030) = 657.04; p < 0.001 55.6%
/E/ F(46, 19 492) = 290.34; p < 0.001 40.7% F(63, 28 937) = 563.52; p < 0.001 55.1%
/o/ F(46, 7 297) = 58.496; p < 0.001 26.9% F(63, 9 405) = 37.457; p < 0.001 20.0%
/O/ F(46, 9 048) = 136.04; p < 0.001 40.9% F(63, 14 005) = 99.178; p < 0.001 30.9%




Effet η2 Effet η2
pause F(46, 34 810) = 82.544; p < 0.001 9.8% F(63, 58 748) = 87.242; p < 0.001 8.6%




Min Max Min Max
Effet η2 Effet η2 Effet η2 Effet η2
/p/ *** 16.1% *** 15.7% *** 15.7% *** 13.6%
/t/ *** 18.8% *** 15.8% *** 17.6% *** 14.6%
/k/ *** 15.6% *** 14.6% *** 14.0% *** 12.2%
/b/ ** 26.4% *** 31.7% ** 31.8% *** 34.3%
/d/ *** 32.8% *** 19.0% *** 12.7% *** 13.3%
/g/ n.s n.s * 38.5% ** 46.4%
/f/ *** 26.5% *** 28.4% *** 30.3% *** 31.0%
/s/ *** 32.8% *** 32.1% *** 25.6% *** 26.6%
/S/ *** 52.4% ** 51.0% n.s n.s
/v/ *** 27.6% *** 29.8% *** 26.0% *** 19.7%
/z/ *** 33.0% *** 39.8% *** 46.2% *** 34.7%
/Z/ *** 44.6% *** 38.5% *** 37.1% *** 35.3%
/K/ *** 13.5% *** 15.3% *** 15.1% *** 11.8%
/l/ *** 24.4% *** 26.3% *** 21.9% *** 22.5%
/j/ n.s ** 16.0% ** 15.0% *** 18.0%
/4/ n.s n.s n.s n.s
/w/ *** 56.0% n.s n.s n.s
/m/ *** 50.3% *** 37.2% *** 35.7% *** 30.5%
/n/ *** 44.3% *** 48.7% *** 37.8% *** 40.5%
/E˜/ *** 68.1% *** 65.8% *** 70.2% *** 63.4%




Min Max Min Max
Effet η2 Effet η2 Effet η2 Effet η2
/A˜/ *** 20.7% *** 45.3% *** 57.8% *** 33.2%
/i/ *** 34.8% *** 33.2% *** 25.3% *** 26.6%
/y/ *** 29.3% *** 20.9% *** 20.2% *** 19.7%
/u/ *** 27.8% ** 22.5% * 21.7% *** 30.0%
/ø/ *** 53.2% *** 44.4% *** 20.2% *** 20.6%
/œ/ *** 82.4% *** 68.4% *** 69.2% *** 63.9%
/e/ *** 57.7% *** 48.4% *** 55.7% *** 53.4%
/E/ *** 38.7% *** 39.7% *** 54.3% *** 59.9%
/o/ *** 33.0% *** 31.1% ** 23.8% *** 45.9%
/O/ *** 49.9% *** 46.9% *** 33.3% *** 40.1%
/a/ *** 46.5% *** 35.5% *** 53.4% *** 50.2%
pause *** 10.5% *** 11.1% *** 8.3% *** 10.5%







































TABLE D.6 – Comparaisons des centres de gravité selon le phonème entre Min et Max
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D.6 Influence du locuteur sur les voyelles : comparaison Min et
Max
D.6.1 Hommes
F1/F2/F3/F4 F1 F2 F3 F4
Min Max Min Max Min Max Min Max Min Max
/a/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 33.0 33.1 16.2 15.6 8.7 9.3 43.2 45.5 46.8 44.2
/E/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 34.8 33.3 12.3 15.1 19.9 24.2 37.9 39.9 44.3 36.7
/o/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 31.8 37.8 28.8 43.3 28.2 42.0 31.6 39.3 28.9 31.4
/e/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 32.4 30.7 12.2 8.3 29.5 27.7 25.8 30.7 43.7 38.5
/ø/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 25.4 27.7 32.8 33.3 18.0 19.6 30.3 31.7 27.9 26.6
/i/
effet *** *** *** *** *** *** *** *** *** ***






*** *** *** *** ***
η2(%) 52.9 59.6 48.8 54.1 63.8 68.5 58.3 55.4
/O/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 31.1 32.7 32.5 28.2 17.6 19.3 29.2 38.1 34.8 35.0
/u/
effet *** *** ** ** ***
ns
*** *** *** ***
η2(%) 23.9 25.2 23.6 25.1 15.9 24.9 28.5 23.9 26.9
/y/
effet *** *** ** *** *** *** *** *** *** ***
η2(%) 25.6 27.0 15.4 10.9 23.0 20.0 29.7 21.4 31.1 36.5
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D.6.2 Femmes
F1/F2/F3/F4 F1 F2 F3 F4
Min Max Min Max Min Max Min Max Min Max
/a/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 30.9 32.2 15.6 20.6 14.1 15.8 39.4 41.4 43.3 42.7
/E/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 31.3 32.9 16.1 12.1 22.4 22.6 38.0 46.1 45.3 46.4
/o/
effet *** *** *** *** ** *** *** *** *** ***
η2(%) 39.2 39.0 26.6 25.5 24.2 14.9 48.2 52.9 50.1 47.6
/e/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 31.8 29.7 17.0 14.1 26.3 33.4 26.3 40.4 43.6 36.9
/ø/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 25.3 21.8 18.0 16.4 10.9 9.5 36.0 30.2 27.4 24.4
/i/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 19.0 20.6 15.0 13.0 29.1 32.0 16.0 20.2 17.8 17.2
/œ/
effet *** *** *** * *** *** *** *** *** ***
η2(%) 55.6 57.9 46.7 40.7 51.6 55.7 71.1 70.4 58.4 66.5
/O/
effet *** *** *** *** *** *** *** *** *** ***
η2(%) 32.1 36.7 18.9 13.5 15.1 13.5 50.6 55.1 42.4 47.5
/u/
effet *** *** * *** * ** * * *** ***
η2(%) 25.2 21.8 22.2 23.2 22.0 20.6 32.1 19.1 32.1 24.7
/y/
effet *** *** *** * *** *** *** *** *** **
η2(%) 20.3 20.3 17.1 15.6 22.8 21.3 22.9 23.5 19.4 16.3
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D.7 Influence du locuteur sur la dynamique du formant
D.7.1 Hommes
F1 F2 F3 F4
effet η2(%) effet η2(%) effet η2(%) effet η2(%)
/a/ *** 3.5 *** 1.4 *** 7.3 *** 6.7
/E/ *** 3.0 *** 3.5 *** 7.3 *** 6.9
/o/ *** 7.2 *** 6.3 *** 6.0 *** 5.3
/e/ *** 2.1 *** 5.4 *** 4.9 *** 6.5
/ø/ *** 5.0 *** 2.4 *** 4.7 *** 4.9
/i/ *** 3.4 *** 2.4 *** 2.6 *** 3.6
/œ/ *** 7.9 *** 4.9 *** 9.5 *** 10.3
/O/ *** 4.1 *** 2.4 *** 5.7 *** 6.0
/u/ *** 4.0 *** 2.7 *** 4.2 *** 4.0
/y/ *** 3.8 *** 2.5 *** 3.3 *** 4.2
D.7.2 Femmes
F1 F2 F3 F4
effet η2(%) effet η2(%) effet η2(%) effet η2(%)
/a/ *** 3.3 *** 1.9 *** 5.8 *** 5.9
/E/ *** 2.1 *** 3.0 *** 6.0 *** 6.5
/o/ *** 4.9 *** 2.0 *** 7.9 *** 6.6
/e/ *** 3.7 *** 3.6 *** 5.9 *** 5.5
/ø/ *** 3.0 *** 1.4 *** 5.2 *** 4.2
/i/ *** 3.3 *** 4.0 *** 2.4 *** 2.4
/œ/ *** 6.4 *** 5.3 *** 9.8 *** 8.5
/O/ *** 3.1 *** 1.7 *** 7.7 *** 6.3
/u/ *** 3.5 *** 2.1 *** 2.6 *** 3.8
/y/ *** 4.3 *** 2.4 *** 2.5 *** 3.1
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effet η2 (%) effet η2 (%)
/a/
F1 *** 5.8 *** 5.9
F2 *** 4.1 *** 4.3
F3 *** 9.4 *** 10.0
F4 *** 9.5 *** 8.8
/E/ F1 *** 6.4 *** 7.3
F2 *** 7.4 *** 9.1
F3 *** 10.9 *** 11.5
F4 *** 11.7 *** 9.8
/o/ F1 *** 16.8 *** 20.4
F2 *** 14.2 *** 19.8
F3 *** 15.3 *** 19.8
F4 *** 15.7 *** 21.6
/e/ F1 *** 5.3 *** 5.7
F2 *** 8.5 *** 8.8
F3 *** 7.8 *** 8.9
F4 *** 10.3 *** 10.2
/ø/ F1 *** 9.4 *** 8.0
F2 *** 6.6 *** 6.3
F3 *** 8.9 *** 8.4
F4 *** 7.7 *** 7.7
/i/ F1 *** 5.9 *** 5.7
F2 *** 6.0 *** 5.9
F3 *** 6.0 *** 6.2
F4 *** 6.9 *** 6.2
/œ/ F1 *** 44.8 *** 36.7
F2 *** 39.1 *** 35.9
F3 *** 43.0 *** 37.5
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F4 *** 37.4 *** 31.6
/O/ F1 *** 13.3 *** 15.6
F2 *** 12.5 *** 12.8
F3 *** 14.4 *** 15.8
F4 *** 12.1 *** 15.5
/u/ F1 *** 18.6 *** 16.6
F2 *** 15.4 *** 13.7
F3 *** 15.5 *** 17.9
F4 *** 17.0 *** 18.3
/y/ F1 *** 11.1 *** 10.5
F2 *** 12.3 *** 13.5
F3 *** 13.1 *** 13.0
F4 *** 13.3 *** 15.7
D.8.2 Femmes
Min Max
effet η2 (%) effet η2 (%)
/a/
F1 *** 5.8 *** 6.0
F2 *** 5.2 *** 5.0
F3 *** 8.4 *** 9.1
F4 *** 9.1 *** 8.8
/E/ F1 *** 6.6 *** 6.1
F2 *** 6.9 *** 7.6
F3 *** 9.0 *** 11.2
F4 *** 10.3 *** 10.7
/o/ F1 *** 16.1 *** 18.1
F2 *** 15.6 *** 14.6
F3 *** 21.6 *** 21.8
F4 *** 20.9 *** 19.9
/e/ F1 *** 7.8 *** 7.3
F2 *** 7.0 *** 8.9
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Min Max
effet η2 (%) effet η2 (%)
F3 *** 8.9 *** 9.5
F4 *** 9.9 *** 9.3
/ø/ F1 *** 7.5 *** 7.8
F2 *** 6.3 *** 6.7
F3 *** 10.4 *** 9.6
F4 *** 8.0 *** 8.7
/i/ F1 *** 6.2 *** 6.3
F2 *** 7.7 *** 8.5
F3 *** 5.5 *** 6.7
F4 *** 6.3 *** 6.1
/œ/ F1 *** 32.9 *** 39.5
F2 *** 30.6 *** 41.7
F3 *** 34.5 *** 41.1
F4 *** 33.3 *** 41.3
/O/ F1 *** 12.5 *** 12.8
F2 *** 11.6 *** 11.6
F3 *** 15.8 *** 18.1
F4 *** 16.1 *** 16.2
/u/ F1 *** 18.1 *** 16.6
F2 *** 17.2 *** 16.0
F3 *** 18.5 *** 14.0
F4 *** 18.7 *** 16.9
/y/ F1 *** 14.8 *** 12.6
F2 *** 14.8 *** 12.5
F3 *** 15.1 *** 13.2
F4 *** 13.6 *** 12.1
D.9 Différentier Min et Max par la courbe formantique
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Hommes Femmes
effet η2 (%) effet η2 (%)
/a/
F1 F(9, 2 990) = 1.8071; p = 0.06207 F(9, 3 819) = 1.0330; p = 0.4106
F2 F(9, 2 990) = 0.56792; p = 0.8244 F(9, 3 819) = 0.71954; p = 0.6915
F3 F(9, 2 990) = 1.2430; p = 0.2636 F(9, 3 819) = 1.0782; p = 0.3753
F4 F(9, 2 990) = 0.37885; p = 0.9457 F(9, 3 819) = 1.2521; p = 0.2581
/E/ F1 F(9, 1 888) = 1.3245; p = 0.2187 F(9, 2 524) = 1.2025; p = 0.2887
F2 F(9, 1 888) = 0.53095; p = 0.853 F(9, 2 524) = 0.80745; p = 0.6094
F3 F(9, 1 888) = 0.59745; p = 0.8 F(9, 2 524) = 1.1773; p = 0.305
F4 F(9, 1 888) = 0.95535; p = 0.4755 F(9, 2 524) = 0.83794; p = 0.83794
/o/ F1 F(9, 639) = 0.62617; p = 0.7752 F(9, 857) = 0.75598; p = 0.6575
F2 F(9, 639) = 0.42759; p = 0.9205 F(9, 857) = 0.5312; p = 0.8525
F3 F(9, 639) = 0.62842; p = 0.7732 F(9, 857) = 0.26448; p = 0.9838
F4 F(9, 639) = 1.0623; p = 0.3889 F(9, 857) = 1.1467; p = 0.3267
/e/ F1 F(9, 2 243) = 1.4601; p = 0.1571 F(9, 2 853) = 1.5146; p = 0.1367
F2 F(9, 2 243) = 1.6346; p = 0.09991 F(9, 2 853) = 1.2357; p = 0.268
F3 F(9, 2 243) = 1.5160; p = 0.1364 F(9, 2 853) = 1.195; p = 0.2934
F4 F(9, 2 243) = 1.6111; p = 0.1064 F(9, 2 853) = 1.3742; p = 0.194
/ø/ F1 F(9, 1 994) = 1.4205; p = 0.1735 F(9, 2 452) = 40863; p = 0.9312
F2 F(9, 1 994) = 1.4909; p = 0.1455 F(9, 2 452) = 0.55418; p = 0.8352
F3 F(9, 1 994) = 1.3518; p = 0.2050 F(9, 2 452) = 1.7097; p = 0.08148
F4 F(9, 1 994) = 0.53136; p = 0.8526 F(9, 2 452) = 1.4521; p = 0.1602
/i/ F1 F(9, 2 308) = 0.64206; p = 0.7617 F(9, 2 929) = 1.6061; p = 0.1076
F2 F(9, 2 308) = 1.5685; p = 0.119 F(9, 2 929) = 0.42868; p = 0.9204
F3 F(9, 2 308) = 3.181; p < 0.001 0.14 F(9, 2 929) = 0.55936; p = 0.8312
F4 F(9, 2 308) = 2.1043; p < 0.05 0.09 F(9, 2 929) = 0.46384; p = 0.8994
/œ/ F1 F(9, 286) = 0.97278; p = 0.5577 F(9, 396) = 0.97444; p = 0.4606
F2 F(9, 286) = 0.60016; p = 0.7966 F(9, 396) = 0.92243; p = 0.5054
F3 F(9, 286) = 0.70583; p = 0.7035 F(9, 396) = 0.8679; p = 0.5541
F4 F(9, 3 819) = 2.0607; p < 0.05 0.72 F(9, 396) = 1.1872; p = 0.3016
/O/ F1 F(9, 897) = 0.31382; p = 0.9706 F(9, 1 248) = 0.99636; p = 0.441
F2 F(9, 897) = 0.78726; p = 0.6283 F(9, 1 248) = 1.7270; p = 0.07834
F3 F(9, 897) = 0.68493; p = 0.7231 F(9, 1 248) = 0.90559; p = 0.5194
F4 F(9, 897) = 0.7483; p = 0.65695 F(9, 1 248) = 0.90023; p = 0.5242
/u/ F1 F(9, 619) = 1.2285; p = 0.2743 F(9, 839) = 1.3655; p = 0.1995
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Hommes Femmes
effet η2 (%) effet η2 (%)
F2 F(9, 619) = 1.1501; p = 0.3250 F(9, 839) = 0.96937; p = 0.464
F3 F(9, 619) = 0.60159; p = 0.7961 F(9, 839) = 1.8639; p = 0.05401
F4 F(9, 619) = 1.0391; p = 0.407 F(9, 839) = 0.78075; p = 0.6344
/y/ F1 F(9, 882) = 0.84796; p = 0.5719 F(9, 1 115) = 0.71882; p = 0.692
F2 F(9, 882) = 1.2826; p = 0.2422 F(9, 1 115) = 0.98205; p = 0.453
F3 F(9, 882) = 1.5883; p = 0.1142 F(9, 1 115) = 0.93774; p = 0.4911
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