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Les futures missions spatiales d’observation de la Terre, Venµs et Sentinelle (1 et
2), fourniront un flot de données inédit en termes de résolution spatiale, revisite
temporelle et richesse spectrale. Afin d’exploiter de façon efficace ces données pour
la réalisation de cartes d’occupation des sols ou de détection de changements, des
approches rapides, robustes et le moins supervisées possibles seront nécessaires.
Un exemple d’utilisation de ces données pourrait être d’identifier, dès le mois de
mai, les surfaces couvertes par du maïs dans tout le Sud-ouest de la France. Ou
encore d’obtenir une carte d’occupation des sols mensuelle, dans un délai très
court, à l’échelle de grandes régions.
On constate que les images seules ne permettent pas d’obtenir de telles données.
Nous avons cependant d’autres types d’informations à notre disposition, qui ont
jusqu’alors été très peu exploitées. Ce travail de thèse a consisté à identifier les
informations dites a priori disponibles, évaluer leur pertinence, et les introduire
dans les chaînes de traitement déjà existantes pour chiffrer leur apport.
Nous nous sommes intéressés en particulier au domaine du suivi de l’agriculture.
Les informations que nous avons utilisées sont, entre autres, les connaissances sur
les pratiques agricoles (rotations de culture, irrigation, alternances de catégories
de cultures, etc.), les tailles des parcelles et la topographie.
Nous avons principalement travaillé avec 2 sources de connaissances a priori :
• Celles contenues dans des bases de données telles que le Registre Parcellaire
Graphique (RPG). Nous avons utilisé des méthodes d’apprentissage automa-
tique sur les données pour les extraire.
• Celles fournies par des experts. Nous les avons modélisées à l’aide de règles
de la logique de 1er ordre.
Une des contributions de cette thèse est la sélection et l’évaluation d’un outil
qui permette d’extraire l’information et de la traiter, de manière à ce qu’elle soit
introduite de façon efficace dans les algorithmes de classification déjà existants.
Pour cela, nous avons utilisé la Logique de Markov, un outil statistique capable
de travailler à la fois sur des informations issues de bases de données, et sur des
informations modélisées sous la forme de règles logiques.
Nous avons montré que l’utilisation de ces données permet d’améliorer la qualité
des cartes d’occupation du sol. Nous avons de plus montré que ces informations
permettent d’obtenir des cartes en quasi-temps-réel, dont la qualité va crescendo
avec l’arrivé de nouvelles informations.
En conclusion de ce travail de thèse, nous donnons des pistes pour appliquer la
même méthodologie à d’autres domaines, en particulier au suivi des forêts tropi-
cales et à la cartographie générique de l’occupation du sol.
vii
Abstract
The future Earth observation space missions, Venµs and Sentinel (1 and 2), will
provide us with a flow of data unseen in terms of spatial, spectral and temporal
resolution. To use these data efficiently for the generation of land cover maps or
change detection, we need fast, robust approaches that require as little supervision
as possible. For instance, a concrete use of these data could be the identification,
as early as May, of the area growing corn in all the South-West part of France. Or
obtaining a monthly land cover map, in a slight delay, on large areas.
Images alone don’t allow us to reach such goals. Nevertheless, other information
is available, which hasn’t been really used. The main goal of this thesis is to identify
available prior information, evaluate its revelance, and introduce it in preexisting
processing chains to assess its contribution.
We focused on agriculture monitoring. The information we used is knowledge
on farming practices (crop rotations, irrigation, crop class alternation, etc) and
the size and the topography of the fields.
We mainly worked with 2 sources of prior knowledge:
• Knowledge contained in databases such as the Registre Parcellaire Graphique
(RPG). We used data mining methods to extract it.
• Knowledge provided by experts. We modeled it with 1st order logic rules.
One contribution of this thesis is the selection and assessment of a tool allowing
us to extract and process information in a way that we can introduce it efficiently in
preexisting classification algorithms: Markov Logic. Markov Logic is a statistical
tool able to work with both information from databases and information modeled
with logic rules.
We show that using these data increases the quality of the land cover maps.
We also show that this information allows us to obtain real time maps, whose
quality increases with the arrival of new information.
As a conclusion of this thesis work, we provide outlooks for applying the same
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1.1 Contexte général
L’être humain a toujours désiré connaître ce qui l’entoure, maîtriser son environ-
nement. Très tôt, il a compris l’importance de prendre de la hauteur pour observer
plus loin. Les villes et les forteresses étaient construites sur des collines afin de voir
l’ennemi arriver. Les tours de guet, hautes constructions, permettent de surveiller
la région alentour. Pendant la première guerre mondiale, des pigeons étaient équi-
pés d’appareils photos et relâchés sur le front pour obtenir des images de l’avancée
ennemie. Aujourd’hui, nous avons à notre disposition d’incroyables outils pour car-
tographier la Terre, notamment la télédétection, c’est à dire l’imagerie par avion
ou satellite, qui s’est largement démocratisée ces dernières années. En 2004, Google
Earth permet aux internautes de s’émerveiller en découvrant leur planète, en met-
tant gratuitement à la disposition de tous des images de la Terre.
Dans le domaine de l’agriculture, beaucoup d’efforts sont fournis pour élaborer
des cartes d’occupation du sol. C’est à dire des cartes qui montrent quel type de
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culture est pratiquée dans chaque parcelle agricole. Cela permet de prédire les
productions des différents produits agricoles, d’étudier les échanges de carbone
entre le sol et l’atmosphère, de surveiller les variations des nappes phréatiques, ou
encore de superviser l’utilisation des nitrates.
Depuis les accords de Kyoto, une attention particulière est prêtée au suivi du
bilan carbone des pays. De plus, la prise de conscience de l’impact de l’utilisa-
tion de nitrates par les agriculteurs sur la santé publique entraîne une volonté de
surveiller de près leur utilisation. Mais l’agriculture n’est pas le seul domaine inté-
ressé par l’imagerie satellite. Elle est aussi employée pour contrôler la déforestation
des grandes forêts tropicales, surveiller les incendies, évaluer les dégâts suite aux
grandes catastrophes naturelles et guider les secours sur place.
L’exploitation des images satellite a donc un réel enjeu environnemental et sa-
nitaire.
L’arrivée de nouvelles missions d’observation de la Terre va bientôt révolution-
ner la surveillance actuelle de l’environnement grâce à la production de volumes de
données jamais vus jusque là, en termes de richesse spectrale, de revisite tempo-
relle et de résolution spatiale. Nous pouvons citer les missions Sentinel-2 (préparée
par l’Agence Spatiale Européenne (ESA), dans le cadre du programme Coperni-
cus) et Venµs (développée conjointement par le Centre National d’Études Spatiales
(CNES), et l’Agence Spatiale Israélienne (ISA)). En effet, Venµs livrera des images
en 12 bandes spectrales allant de 412 à 910 nm, avec une répétitivité de 2 jours, et
une résolution spatiale de 10 m. De leur côté, les satellites Sentinel-2 offriront une
couverture en 13 bandes spectrales allant de 443 à 2200 nm, avec une répétitivité
de 5 jours et une résolution spatiale comprise entre 10 et 60 m.
Dans le cas de la surveillance de la végétation, et particulièrement la sur-
veillance des cultures, un échantillonnage temporel dense permet une description
fine de la phénologie1 et donc une grande justesse dans l’identification de classes
autrement difficiles à distinguer. Néanmoins, les différences sur le plan de la ges-
tion parcellaire, du type de sol et du climat, peuvent introduire du bruit dans la
signature temporelle, et donc augmenter la variabilité intra-classe. Inversement,
certaines classes d’intérêt, comme par exemple le blé et l’orge, ont une phénolo-
gie très semblable et sont donc difficiles à distinguer. De plus, l’arrivée régulière
d’images donne la possibilité de réaliser des classifications en quasi-temps-réel ou
au fil de l’eau. Cela signifie ne pas attendre que toutes les images de la saison
agricole soient disponibles pour générer une carte d’occupation du sol, mais d’en
produire une nouvelle chaque fois qu’une nouvelle image est disponible. Cela per-
met d’avoir une première idée de l’occupation du sol sans devoir nécessairement
attendre la fin de la saison, et d’affiner cette idée au fur et à mesure que la saison
1Étude des évènements clés de la croissance de la plante.
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avance. La connaissance de l’occupation du sol permet de prévoir les rendements
et les productions afin de prévenir les crises alimentaires, de détecter les cultures
d’été pour la gestion de l’irrigation, etc.
Le Centre d’Études Spatiales de la BIOsphère2 (CESBIO) est un laboratoire
devenu expert dans l’utilisation des images satellite pour l’observation de la Terre.
Il contribue au progrès des connaissances sur le fonctionnement des surfaces conti-
nentales et leurs interactions avec le climat et l’Homme.
Pour accomplir cela, le CESBIO est l’initiateur de deux missions spatiales fi-
nancées par l’Agence Spatiale Européenne (ESA). A savoir SMOS, une mission qui
étudie l’humidité des sols et la salinité des océans. Et BIOMASS, une mission qui
observera la bio-masse des forêts pour suivre l’évolution du carbone dans l’atmo-
sphère. De plus il contribue fortement à la préparation d’autres missions comme
Sentinel et Venµs. Le CESBIO possède aussi plusieurs sites d’observation équipés
de capteurs pour analyser les cultures, en France mais aussi au Maroc, en Tunisie
et au Liban.
Pour ces raisons, le CESBIO est régulièrement sollicité par différents organismes
pour répondre aux questions concernant le suivi de l’agriculture par satellite. Au
fil des années, de nombreuses méthodes ont été mises au point pour exploiter au
mieux les images satellite de toutes sortes, créant un capital scientifique de renom
[1, 2, 3, 4, 5, 6].
Récemment, le CESBIO a été sollicité pour travailler sur la préparation de
l’exploitation de Sentinel-2 pour le suivi de l’agriculture : le projet Sen2-Agri3. La
mission Sentinel-2 est une opportunité unique, car elle proposera une résolution
spatiale de 10-20 m avec une fréquence de revisite de 5 jours, pour une couverture
mondiale. Le projet Sen2-Agri a pour objectif de démontrer les bénéfices de la
mission Sentinel-2 pour le domaine de l’agriculture. Pour ce faire, les différents
acteurs du projets travaillent à mettre en place des outils validés pour le suivi des
cultures et à les rendre disponibles pour la communauté internationale.
1.2 La télédétection
La télédétection est l’ensemble des techniques permettant de prendre des mesures
à distance, sans contact avec l’objet étudié. Dans le contexte de notre étude, nous
considérons la télédétection spatiale, c’est à dire l’étude des caractéristiques de la
surface et de l’atmosphère terrestre (ou d’autres planètes, mais dans le cadre de
cette thèse nous nous sommes limités à la Terre), en utilisant des moyens spatiaux




Les mesures communément effectuées en télédétection sont des mesures du
rayonnement électromagnétique de la Terre dans diverses bandes spectrales telles
que le spectre visible, l’infrarouge, ou encore les micro-ondes. Les deux grandes
familles de capteurs utilisés en imagerie satellite sont les capteurs optiques et les
capteurs radar. Les capteurs optiques sont comparables aux capteurs des appareils
photographiques numériques. Ils sont généralement composés d’un bolomètre ou
d’un élément CCD. De leur coté, les capteurs radar sont des antennes fonctionnant
sur le même principe que les antennes radio. Tous deux sont directionnels : ils
traitent principalement l’information en provenance d’une direction d’observation
donnée appelée ligne de visée.
Les grands domaines d’application de la télédétection sont :
• L’étude de l’atmosphère, notamment la météorologie, la climatologie et l’étude
de la composition de la stratosphère.
• L’océanographie. Étant donné qu’il est très difficile de parcourir en bateau
les vastes étendues des océans, la télédétection se prête bien à l’étude de ces
milieux. Entre autres sont étudiés la température et la salinité de surface
et de profondeur des océans, les vagues et les courants marins, la faune
(planctons) et l’altitude de la surface de la mer.
• L’étude des surfaces continentales est sans doute l’application la plus variée,
que ce soit pour la cartographie, la géologie, le suivi des couverts végétaux
tels que les cultures ou les forêts, l’urbanisme et l’aménagement du territoire,
etc.
Le grand nombre d’applications de la télédétection, dans des domaines variés et
souvent aux enjeux environnementaux, sanitaires ou stratégiques importants, a fait
le succès de cette discipline qui s’est grandement développée au cours des dernières
décennies.
1.2.1 Imagerie Optique
Dans le cadre de ce travail de thèse, nous avons travaillé exclusivement avec des
images optiques. Elles sont présentées en annexe A.1. Nous allons à présent étudier
les caractéristiques des images optiques.
Principe d’acquisition
Le capteur est en orbite autour de la Terre. Sa ligne de visée est orientée vers le
centre de la Terre, et il capte les rayonnements émis par l’objet le plus proche sur




La résolution spatiale est définie par la distance minimale entre deux objets ad-
jacents pouvant être distingués. Elle est déterminée par les propriétés du système
(capteur, optique, orbite du satellite). La résolution spatiale peut varier de plu-
sieurs km pour les satellites météorologiques, à quelques dizaines de cm pour les
satellites dédiés à la cartographie urbaine.
Résolution spectrale
Les rayonnements électromagnétiques sont caractérisés par leur longueur d’onde.
Par exemple, les longueurs d’onde des rayonnement visibles s’étendent entre 400
et 700 nm. Les capteurs optiques mesurent l’intensité du rayonnement qui arrive
jusqu’à eux dans une plage donnée de longueurs d’onde. Si le capteur observe une
très large plage de longueurs d’onde, c’est à dire qu’une grande quantité de lon-
gueurs d’onde sont captées, alors on parle d’image panchromatique. Au contraire,
si le capteur est capable de mesurer plusieurs petites plages de longueurs d’onde sé-
parément, on parle d’image multispectrale. Les images multispectrales permettent
d’étudier plus finement les éléments sur la surface terrestre. Par exemple, dans le
spectre du visible, il est courant de choisir des plages de longueurs d’onde corres-
pondant au vert et au rouge. Étant donné que la végétation réfléchit beaucoup de
rayonnement infrarouge, les longueurs d’onde correspondantes sont très intéres-
santes pour l’étude du couvert végétal.
Résolution temporelle
La résolution temporelle correspond au temps qui sépare deux images d’une même
scène. Elle est déterminée principalement par l’orbite du satellite et la taille de
la fauchée. La résolution temporelle peut varier de quelques jours à quelques se-
maines.
Corrections post-acquisition
Après avoir été acquise, l’image satellite a besoin de passer par plusieurs traite-
ments avant d’être utilisable [7] :
1. Transmission des données entre le satellite et le centre de traitement.
2. Conversion de la télémesure satellite en matrice de pixels.
3. Corrections radiométriques. Cette étape permet de corriger les effets instru-
mentaux (égaliser la sensibilité des détecteurs).
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4. Géoréférencement, corrections géométriques et orthorectification [8]. Cette
étape permet de connaître la position représentée par chaque pixel de l’image
et de corriger les effets systématiques : rotation et courbure de la Terre,
variation d’altitude du satellite, suppression de l’effet panoramique.
5. Corrections atmosphériques [9]. Cette étape permet de réduire l’impact de
l’atmosphère sur la lumière captée par le satellite, et de fournir des réflec-
tances normalisées, qui correspondent à la fraction de lumière incidente ré-
fléchie par la surface observée.
La météo est probablement la plus grosse limitation de l’imagerie optique. En
effet, lorsque la zone d’acquisition est nuageuse, les données ne sont pas utili-
sables. Une bonne résolution temporelle augmente les chances d’obtenir une image
dépourvue de nuages.
Comme vu à la section précédente, les images subissent de nombreuses correc-
tions avant d’être disponibles. Ce temps de mise à disposition des images varie de
quelques jours à quelques semaines.
1.2.2 Les missions et challenges à venir
Avec les nouvelles missions d’observation de la Terre (Venµs et Sentinel notam-
ment) arrivent de nouveaux challenges à relever. Ces missions proposeront des
hautes résolutions spatiale, spectrale et temporelle. Cela implique la mise en place
de plusieurs adaptations.
La grande quantité de données oblige à l’utilisation d’algorithmes rapides et ef-
ficaces. De plus, la richesse à la fois spatiale, spectrale et temporelle de ces données
étant une nouveauté, de nouvelles utilisations et applications sont à imaginer.
La forte fréquence de revisite des satellites permet une étude multi-temporelle
plus fine, ce qui implique des algorithmes spécifiques. Ces caractéristiques nouvelles
sont tout à fait indiquées au suivi de la phénologie des cultures. Cela permet aussi
de mettre en place des traitements quasi-temps-réel. Nous parlons de quasi-temps-
réel, et non de temps-réel, car comme nous l’avons vu à la section 1.2.1, le délai
entre l’acquisition d’une image et sa mise à disposition peut être assez important.
Pour le programme Sentinel, l’ESA impose un délai de mise à disposition très court
(moins de 2 jours), ce qui permettra de se rapprocher grandement du temps-réel.
Enfin, le programme Sentinel étant constituté de différentes familles de satel-
lites, il implique l’utilisation de capteurs de natures différentes (optique et radar).
Cette dimension multi-capteurs doit être prise en considération lors de la mise
en place des nouveaux algorithmes, mais nous n’avons pas abordé cela dans cette
thèse.
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1.3 Les cartes d’occupation du sol
L’objectif premier de ce travail de thèse a été l’amélioration de la qualité des cartes
d’occupation du sol. Ces cartes sont utilisées pour des applications très variées.
Nous avons déjà cité la cartographie, la géologie, le suivi des couverts végétaux
tels que les cultures ou les forêts, l’urbanisme et l’aménagement du territoire.
Dans le cas spécifique de l’agriculture, les cartes d’occupation du sol sont uti-
lisées en entrée de différents modèles pour, par exemple :
• réaliser des estimations spatialisées de biomasse, et donc des réserves en
carbone de la végétation [10] ;
• suivre l’état hydrique des sols [11] ;
• contrôler l’utilisation des nitrates et leurs effets sur la faune aquatique [12] ;
• anticiper les stocks alimentaires futurs [13].
Contrairement aux forêts et aux zones urbaines qui sont des zones relativement
stables, la majorité des surfaces agricoles changent de couverture tous les ans.
Cela signifie que les cartes d’occupation des surfaces agricoles ont besoin d’être
actualisées annuellement.
Dans les régions tempérées de l’hémisphère Nord, la saison agricole s’étale entre
octobre et septembre environ. De façon à générer une carte d’occupation du sol
fiable, il est nécessaire d’utiliser plusieurs images satellites acquises à des instants
clés du cycle phénologique des cultures. Cela signifie que ces cartes ne peuvent pas
être obtenues avant le mois de juillet.
Cependant, il peut être intéressant d’avoir accès aux variables listées précédem-
ment (réserves en carbone, état hydrique des sols, utilisation des nitrates, etc.) le
plus tôt possible, même avec une fiabilité moindre. Dans ce contexte, il devient
intéressant de générer des cartes d’occupation du sol en quasi-temps-réel. Cela si-
gnifie qu’à tout moment de l’année une carte d’occupation du sol est disponible,
générée avec les données acquises jusque là.
Nous avons donc travaillé non seulement à améliorer la qualité des cartes d’oc-
cupation du sol, mais aussi à rendre notre approche compatible avec des méthodes
quasi-temps-réel, permettant ainsi un accès rapide à l’information sur l’occupation
des sols agricoles.
1.3.1 Classification de séries temporelles d’images
La méthode la plus classique pour la génération d’une carte d’occupation du sol
à partir d’imagerie de télédétection est d’utiliser un algorithme de classification
automatique [14]. Dans notre cas, il s’agira d’utiliser les séries temporelles d’images
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satellite. Cela consiste à attribuer automatiquement une classe (c’est à dire, dans
notre cas, un type de culture) à chaque objet (les pixels ou les régions de l’image),
en se basant sur les propriétés de celui-ci. L’ensemble des propriétés d’un objet
est décrit par un vecteur de paramètres. Le rôle du classifieur est d’appliquer une
fonction de décision sur les paramètres pour décider de la classe de l’objet. La
fonction de décision est construite par différentes approches qui vont s’appuyer
sur les similarités et les différences entre les objets pour tracer des frontières entre
les classes dans l’espace des paramètres.
Les classifications fonctionnent donc en 2 étapes. La première étape est appelée
l’étape d’apprentissage. C’est l’étape pendant laquelle la fonction de décision est
construite. La seconde étape est appelée l’inférence. C’est l’étape pendant laquelle
le classifieur attribue une classe à chaque objet à classer, en utilisant la fonction
apprise lors de l’étape d’apprentissage.
Classification supervisée et non supervisée
Les classifieurs supervisés ont besoin qu’on leur fournisse des exemples dont on
connaît la classe (les échantillons d’apprentissage), pour produire des règles qui
sont par la suite utilisées pour évaluer les similarités entre chaque objet et les
exemples fournis.
Au contraire, les classifieurs non supervisés utilisent des échantillons dont la
classe d’appartenance n’a pas besoin d’être connue. Ils sont aussi appelés algo-
rithmes de clustering car ils créent des clusters, c’est à dire des groupes d’objets,
en fonction de la similarité (distance dans l’espace des paramètres) entre les objets
à classer. Les caractéristiques de ces clusters ne sont pas connues par avance. Il est
donc nécessaire de procéder à une phase de reconnaissance des classes a posteriori
qui nécessite généralement une vérité terrain ou une interprétation par un expert
du domaine.
Les classifieurs supervisés produisent généralement de meilleurs résultats que
les classifieurs non supervisés. De plus, les classes attribuées par les classifieurs su-
pervisées sont décidées à l’avance, alors que les clusters fournis par les classifieurs
non supervisés peuvent ne pas correspondre aux classes d’intérêt. En contrepar-
tie, les classifieurs supervisés nécessitent un échantillon d’apprentissage, ce qui
n’est pas toujours disponible, et la façon d’obtenir ces données est généralement
coûteuse.
Pixel et région
Les classifieurs travaillent sur des individus représentés par les vecteurs de para-
mètres. Lorsque ces individus sont des pixels de l’image, alors on parle de classi-
fication à l’échelle des pixels. Lorsque ces individus sont des objets (segments de
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l’image), on parle alors de classification à l’échelle des régions ou des objets.
Travailler au niveau des objets nécessite une segmentation des images qui soit
de bonne qualité. L’utilité de l’approche objet est évidente sur l’imagerie à très
haute résolution spatiale, car souvent, les objets d’intérêt peuvent être reconnus
à partir de leur forme. Dans le cas qui nous intéresse, à savoir la classification de
cultures en utilisant des images de résolution métrique et décamétrique, l’approche
objet ne se justifie pas et pourrait même introduire des erreurs importantes dans
le cas où la segmentation contiendrait des erreurs comme la fusion de parcelles
adjacentes.
Les SVM
Dans cette thèse, les travaux réalisés portent sur l’introduction de connaissances a
priori en entrée de l’algorithme de classification. La façon dont ces connaissances
sont introduites est complètement indépendante de l’algorithme de classification
utilisé. Elle pourra donc être appliquée dans le cas où les chaînes de production
de cartes d’occupation du sol évoluent vers l’utilisation d’autres techniques de
classification.
Les Séparateurs à Vaste Marge4 (SVM) sont un ensemble de techniques de
classification supervisée [15, 16]. Ils permettent donc de classer automatiquement
une image en plusieurs classes en prenant une décision pour chaque pixel ou région
de l’image. Ce sont des techniques largement utilisées en classification des images
de télédétection [17]. C’est la raison pour laquelle nous l’utiliserons au chapitre 5.
L’optimisation de l’algorithme de classification ne faisant pas partie des objec-
tifs de cette thèse, nous avons utilisé les SVM car ils étaient parmi les techniques
les plus performantes au début de nos travaux. Ces dernières années, les comités
de classifieurs de type Random Forest [18, 19] ont démontré des performances légè-
rement meilleures pour des temps de calcul plus faibles. Il serait donc intéressant
d’évaluer leur utilisation.
1.4 Objectifs de la thèse
L’objectif principal de ces travaux de thèse est de préparer l’arrivée des images
d’observation de la Terre à hautes résolutions spatiale, spectrale et temporelle des
futures mission spatiales. C’est à dire d’exploiter de façon efficace ces données pour
la réalisation de cartes d’occupation du sol sur de très larges régions (diversité de
paysages très importante, vérité terrain limitée). Pour ce faire, nous avons travaillé
4ou Machines à Vecteurs de Support, ou encore Séparateurs à Valorisation de Marge. Il est
donc difficile de dire si l’acronyme SVM est masculin ou féminin.
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à la conception et à la validation d’une approche utilisable à grande échelle en
intégrant
• des algorithmes de traitement de données (fouille de données, classification,
etc.) ;
• des connaissances quantitatives (rotations de cultures, topographie) ;
• des connaissances expertes (pratiques agricoles, exploitation des images de
télédétection, etc.).
L’approche proposée doit être utilisable sur des régions très grandes, ce qui
signifie qu’elle doit être capable de traiter des scènes dont les paysages varient
grandement. De plus, elle doit être capable de traiter rapidement les informations,
pour faire face à l’arrivée rapide des nouvelles images, et travailler en quasi-temps-
réel. Enfin, elle doit être compatible avec les traitements multi-capteurs.
Les travaux effectués au cours de cette thèse se concentrent sur le suivi des sur-
faces agricoles, à cause des thématiques prioritaires du CESBIO et de la Région
Midi-Pyrénées qui co-finance ces travaux. Mais bien que nous nous soyons concen-
trés sur le suivi des surfaces cultivées, l’objectif est de développer une approche
générique. Nous montrerons au chapitre 6.2.2 une application au suivi des forêts
tropicales.
Ce mémoire est organisé de la façon suivante : Au chapitre 2, nous faisons un
inventaire non exhaustif des connaissances a priori que nous sommes susceptibles
d’exploiter avec notre approche. Nous présentons aussi l’outil nous permettant
d’exploiter ces informations a priori. Au chapitre 3, nous montrons comment ap-
pliquer notre méthode à des connaissances a priori quantitatives contenues dans
des bases de données. Nous prenons l’exemple des rotations de cultures. Au cha-
pitre 4, nous appliquons notre méthode aux connaissances a priori expertes. Nous
prenons l’exemple de la connaissance sur les cultures d’été. Au chapitre 5, nous
montrons comment notre approche permet de produire des cartes d’occupation
du sol. Enfin, au chapitre 6, nous présentons nos conclusions, et proposons des
perspectives pour le développement et l’amélioration de notre approche.
Ce mémoire est destiné à être consulté par des lecteurs avec des profils très
variés : scientifiques utilisateurs de cartes d’occupation du sol, télédétecteurs pro-
ducteurs de ces cartes et spécialistes de la fouille de données et de l’apprentissage
automatique. Pour rendre la lecture du manuscrit accessible à un public aussi varié,
nous avons fait le choix de détailler les méthodes et techniques à l’endroit où elles
sont appliquées. Nous avons aussi fait le choix de renvoyer le lecteur vers des réfé-
rences bibliographiques spécialisées au lieu de donner des descriptions théoriques
détaillées. C’est notamment le cas pour la Logique de Markov et les SVM. Le choix
contraire aurait abouti à un mémoire de thèse trop long et difficile à appréhender.
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Nous avons préféré mettre l’accent sur la démarche, les contributions originales et
l’interprétation des résultats. Nous espérons que ces choix seront appréciés par les
lecteurs et nous excusons par avance pour le travail supplémentaire qui leur est
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Pour être en mesure d’introduire des connaissances a priori dans le procédé de
génération de cartes d’occupation du sol dans le but d’en améliorer la qualité, il
est nécessaire de commencer par identifier les connaissances dont on peut disposer,
et qui semblent présenter un intérêt pour la classification. Dans ce chapitre, nous
allons passer en revue différentes sources de connaissances a priori. Nous allons
aussi avoir un aperçu de leur utilisation dans la littérature pour montrer leur
intérêt. Puis nous allons évaluer leur facilité d’accès afin d’estimer s’il nous est
possible de les utiliser dans le cadre de notre étude. Par exemple une connaissance
qui n’est disponible que localement ne peut être utilisée dans une méthode globale.
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Cette évaluation est basée sur 2 critères : le coût et l’aspect global ou local de la
donnée.
Ce chapitre n’est pas une liste exhaustive des sources de connaissances a priori
que nous pourrions utiliser. Mais ce sont celles qui nous ont semblé les plus perti-
nentes lors de nos discussions avec les experts et lors de notre étude de la littérature.
Nous verrons que ces informations sont hétérogènes :
• de par leur source, qui peut être un expert, une base de données, des images
satellite, etc ;
• de par leur nature quantitative ou qualitative.
Mais dans un premier temps, nous ferons un état de l’art sur l’utilisation des
connaissances a priori dans les classifications. Puis nous présenterons en fin de
chapitre une méthode permettant l’exploitation dans un seul modèle des connais-
sances malgré leurs hétérogénéités. Cette méthode sera développée en détails dans
les chapitres 3, 4 et 5
2.1 État de l’art
Les méthodes de classification automatique ont été l’objet de nombreux travaux de
recherche, dans des domaines très variés tels que les moteurs de recherche [20], la
médecine [21], la vision par ordinateur [22], ou encore l’analyse des langues natu-
relles [23]. Il est donc logique que la question des connaissances a priori introduite
dans les classifications ait déjà été abordée. Nous allons premièrement étudier les
solutions proposées en général, puis dans un second temps nous étudierons le cas
de l’observation de la Terre en particulier.
2.1.1 Les connaissances a priori pour la classification
L’introduction des connaissances a priori dans les processus de classification est de-
puis longtemps au centre de nombreux travaux de recherche, et une grande variété
de solutions a été proposée. Certains ont fait le choix d’introduire la connaissance
a priori en amont du processus de classification, par le biais par exemple de don-
nées exogènes. D’autres choisissent d’introduire la connaissance a priori dans la
structure même du classifieur, en en modifiant l’algorithme. D’autres encore optent
pour un post-traitement des résultats du classifieur.
Par exemple, Lauer et al. [24] présentent un recensement de différents travaux
concernant l’introduction de connaissances a priori dans les procédés de classifi-
cation par SVM dans le domaine de la vision par ordinateur. Ils regroupent les
connaissances en 2 catégories :
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• Les connaissances sur les invariances de classe, c’est à dire les invariances
aux transformations, aux permutations, etc. Par exemple, en reconnaissance
d’écriture, certaines lettres présentent des symétries ou sont invariables par
rotation.
• Les connaissances sur les données, comme par exemple le fait qu’une classe
soit sur-représentée par rapport aux autres, etc.
Ils notent aussi 3 approches pour l’introduction de ces connaissances dans les SVM :
• la modification des données d’apprentissage ;
• la modification du noyau du SVM ;
• une optimisation basée sur la reformulation du problème.
Plus récemment, Wang et al. [25] ont proposé d’exploiter la connaissance sur
la géométrie des vecteurs supports dans l’espace des paramètres pour accroître les
performance des SVM.
De leur coté, Lui et al. [26] utilisent des règles floues pour modéliser la co-
naissance a priori . Puis ils représentent des noyaux de classifieurs classiques par
des équivalences floues basées sur les formulation des connaissances a priori . Ils
utilisent ensuite ces noyaux dans des classifieurs tels que des SVM ou séparation
par enveloppe convexe.
Li et al. [27] travaillent à introduire la connaissance a priori du bruit contenu
dans les données mesurées directement dans un classifieur par noyau (ou mé-
thode de Parzen-Rozenblatt). Pour ce faire, ils construisent un noyau différent
pour chaque échantillon à partir de la connaissance a priori . La connaissance est
modélisée par des fonctions de dépendance qui font le lien entre la connaissance a
priori et les paramètres du noyau (longueur et largeur).
Ces dernières années, des travaux ont cherché à introduire la connaissance
a priori à plusieurs niveaux. C’est le cas par exemple de Zhou et al. [28] qui
travaillent à sélectionner dynamiquement le noyau le plus adapté aux données,
tout en modifiant les formules d’optimisation à partir de connaissances a priori.
Pour augmenter les chances de détection des tumeurs, Tai et al. [29] proposent
d’exploiter des connaissances a priori sur les fonctions géniques. Pour ce faire,
ils répartissent les données en groupes basés sur cette connaissance a priori, et
appliquent à chaque groupe une pénalité plus ou moins importante avant de l’in-
troduire dans un classifieur. Ils ont expérimenté 2 classifieurs différents : le Nearest
Shrunken Centroids [30] et le Moindres Carrés Partiels Pénalisés (penalized partial
least squares) [31].
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2.1.2 Les connaissances a priori pour l’observation de la
Terre
Dès 1980, Strahler [32] s’intéresse à l’utilisation des connaissances a priori pour
l’amélioration de la précision des classifications en télédétection. Strahler n’uti-
lise pas les connaissances a priori directement, mais il les utilise pour estimer des
probabilités d’occurrence de chaque classe. Ce sont ces probabilités qui sont en-
suite utilisées pour modifier la règle de décision d’un classifieur par maximum de
vraisemblance.
Cette approche, consistant à traiter premièrement les connaissances pour ob-
tenir des probabilités a priori sur les classes a ensuite été reprise plusieurs fois.
Par exemple, Gorte et al. [33] proposent une méthode de classification itérative
par maximum a posteriori, ou espérance-maximisation (EM). Cette méthode de-
mande de réaliser plusieurs classifications successives en utilisant à chaque fois des
probabilités a priori qui sont mises à jour à chaque itération. Mais outre le temps
de calcul important, ces travaux ne proposent pas de méthode pour obtenir les
probabilités a priori.
Conese et al. [34] cherchent à améliorer la qualité des classifications effectuées
par un classifieur par maximum de vraisemblance en utilisant des matrices de tran-
sition entre classes. Ces matrices de transition sont très simples à obtenir à partir
des classifications précédentes. Mais ils ne proposent pas de solution permettant
de construire ces matrices à partir d’autres types de connaissances, ce qui limite
la méthode à l’exploitation de la connaissance sur l’historique de la zone étudiée.
Pedroni [35] propose une solution à cette lacune. Il a choisi de calculer les pro-
babilités a priori à l’aide d’une distance de Mahalanobis appliquée sur la connais-
sance des fréquences d’apparition des classes et des données exogènes. Mais le seuil
appliqué à cette mesure de distance dépend grandement de la scène observée, cette
approche peut donc difficilement être généralisée.
Pour répondre à la même problématique, Maselli et al. [36] ont choisi d’utiliser
des données exogènes telles que la morphologie ou la pédologie dans le procédé
de classification. Ces connaissances sont introduites comme de nouveaux canaux
indépendants des images, et viennent s’ajouter au calcul de la probabilité a priori
globale.
Cette stratégie qui consiste à introduire la connaissance a priori comme un ca-
nal supplémentaire des images a été largement utilisée. Nous trouvons par exemple
Sesnie et al. [37] qui proposent d’introduire des variables dérivées à partir de pro-
duits de plusieurs capteurs dans des classifieurs à arbres de décision. Ou encore
Kumar et al. [38] qui proposent d’utiliser des indices tirés des images (tels que
des indices de végétation ou l’étude des textures) et des connaissances exogènes
(telles que des modèles numériques du terrain) comme couches supplémentaires
aux images, pour la classification par random forest.
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Bien que facile à mettre en œuvre, cette stratégie donne de moins bons ré-
sultats que la méthode consistant à extraire des probabilité a priori à partir des
connaissances, puis d’exploiter ces probabilités dans les classifieurs. Nous avons
montré ce principe au début de nos travaux de thèse [39]. Nous n’avons donc pas
utilisé ces méthodes.
Une autre approche a été proposée par Richards et al. [40], qui exploitent
des informations exogènes dans les classifieurs par maximum de vraisemblance
en utilisant une procédure nommée relâchement probabiliste supervisé des labels.
Mais cette approche semble être difficile à adapter à d’autres classifieurs.
McIver et al. [41] proposent la construction d’un arbre de classification à partir
des connaissances a priori , à l’aide de l’approche de Boosting. Cet arbre permet
le calcul des probabilités a priori utilisées ensuite dans le procédé de classification.
Ce travail présente la particularité de pouvoir s’adapter à plusieurs algorithmes de
classification. Mais l’approche Boosting va souvent nécessiter d’importants temps
de calcul, ce qui n’est pas envisageable dans le cadre d’une étude de la couverture
du sol en quasi-temps-réel.
D’autres travaux proposent d’introduire la connaissance a priori directement
dans les images, en venant modifier les valeurs de réflectances. C’est le cas par
exemple de Shrestha et al. [42], Janssen et al. [43] et de Florinsky [44] qui cherchent
à améliorer la qualité des classifications en zones montagneuses en utilisant les
MNT et des connaissances expertes sur le terrain. Cette approche, efficace pour
exploiter les connaissances sur la topographie, semble cependant difficile à étendre
à d’autres connaissances, car cela demande de modéliser l’effet de la connaissance
sur les réflectances.
Dans un autre registre, Hubert-Moy et al. [45] ont étudié les résultats obtenus
par plusieurs classifieurs sur différents paysages, et proposent de choisir le classi-
fieur en fonction de la connaissance a priori du type de paysage présent dans la
scène étudiée. Cette application est assez limitée, mais la méthode qui consiste à
adapter le classifieur en fonction des connaissances a priori est intéressante.
L’utilisation de bases de connaissances sous la forme d’ensembles de règles a
aussi été étudiée. Srinivasan et al. [46] proposent d’exploiter des connaissances en
photo-interprétation dans le procédé de classification, permettant ainsi d’utiliser
des données multi-sources à condition que ces sources fournissent le même type
d’information. Et Kontoes et al. [47] utilisent des connaissances telles que le réseau
routier et des cartes des sols en complément des images satellite pour produire des
cartes d’occupation du sol agricole. Dans les deux cas, une base de connaissances
est constituée pour modéliser la connaissance a priori, puis utilisée pour permettre
une meilleure exploitation des images. Mais les bases de connaissances sont souvent
incapables de prendre en compte la notion d’incertitude.
C’est la raison pour laquelle les recherches se sont tournées vers l’apprentissage
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automatique, une autre famille de méthodes d’intelligence artificielle permettant
de modéliser la connaissance a priori. Bruzzone et al. [48] proposent d’exploiter
l’information exogène en la traitant à l’aide d’un réseau de neurones permettant
d’obtenir les probabilités a posteriori de chaque classe. Ces probabilités sont en-
suite utilisées en entrée d’une classification par maximisation de l’espérance (algo-
rithme espérance-maximisation).
Nous constatons que les solutions proposées dans la littérature pour exploiter
les connaissances a priori dans les classifications sont nombreuses, y compris dans
le domaine de l’observation de la Terre. Cependant, nous n’en trouvons aucune
qui nous convienne, car elles ne permettent pas d’exploiter à la fois des connais-
sances de nature quantitative et des connaissances expertes, tout en effectuant un
traitement rapide des données permettant un travail en quasi-temps-réel.
À la section 2.3, nous présenterons la méthode que nous avons retenue pour
exploiter les connaissances a priori. Mais avant cela, il est nécessaire d’étudier
les connaissances que l’on cherche à modéliser. C’est ce que nous faisons dans la
prochaine section.
2.2 Sélection de connaissances a priori
2.2.1 Les rotations de culture
Les rotations de culture - séquences spécifiques de cultures au cours des saisons
agricoles - améliorent ou maintiennent les rendements tout en réduisant les be-
soins en fertilisants et en pesticides, et sont donc abondamment utilisées par les
agriculteurs. Cette régularité des pratiques agricoles permet de prévoir (dans le do-
maine de l’apprentissage automatique, on parle de “prédiction”) avec une certaine
précision le type de culture présent dans un champ à un moment donné si la sé-
quence des cultures précédentes est connue. Cette connaissance a priori peut donc
être utilisée pour tenter d’améliorer la précision des approches de cartographie des
cultures en quasi-temps-réel.
Approches existantes dans la littérature
Un passage en revue de la littérature montre que la modélisation des rotations de
culture a été étudiée avec différentes approches. Étant donné leurs effets favorables
sur les rendements, les rotations de culture ont été intensément étudiées à la fois
par les agronomes et les économistes, conduisant à des modèles de conduite des
exploitations agricoles et des parcelles en économie, et à des modèles des sciences
du vivant en agronomie. Ces modèles demandent souvent en entrée les séquences
de cultures cultivées dans un champ spécifique sur plusieurs années. Ces dernières
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années, les études de ce type se sont focalisées sur les systèmes agricoles durables1.
Cela a conduit à une augmentation de l’usage de modèles spécialisés dans l’éva-
luation de l’impact environnemental de l’agriculture. Pour la modélisation d’une
exploitation agricole complète, il est important de prendre en considération les
rotations de culture, car elles ont un impact majeur sur la production agricole.
Les modèles de simulation sont nécessaires lorsque le but de l’étude est d’évaluer
les systèmes de production des cultures et les rendements [49]. Cependant, pour
la prévision de cartes de types de culture, il y a certains besoins qui ne sont pas
couverts par les approches existantes. Ces besoins sont :
1. Informations à l’échelle de la parcelle : le type de culture doit être prédit
pour chaque parcelle ; les données agrégées ou les tendances régionales ne
sont pas suffisantes.
2. Des paysages ou des conditions climatiques différentes conduisent à des pra-
tiques agricoles différentes, et donc, les informations régionales doivent être
combinées avec l’historique au niveau parcellaire.
3. Afin que l’approche soit adaptable à différents pays et régions du globe avec
un niveau de précision acceptable, l’approche doit pouvoir à la fois apprendre
des données historiques et prendre en compte les connaissances expertes si
elles sont disponibles.
4. Afin de couvrir les très grandes surfaces, notre approche ne peut pas reposer
uniquement sur les enquêtes de terrain qui sont trop coûteuses.
5. Le modèle doit être capable d’évoluer dans le temps afin de prendre en
compte les changements qui influencent les pratiques de gestion (évolution
du climat, nouvelles législations).
Nous avons rassemblé les approches pour la modélisation des rotations de
cultures en 3 groupes, en fonction de l’angle sous lequel elles abordent la mo-
délisation :
1. les approches utilisant principalement des connaissances théoriques, qui construisent
des modèles à partir des sciences du vivant, de l’économie ou des connais-
sances d’experts agronomes ;
2. les approches qui apprennent à partir de données numériques ;
3. et les approches qui exploitent les informations géographiques.
Bien que cette classification soit arbitraire, elle permet de comprendre les com-
promis associés à chaque façon de modéliser les rotations de culture.
1Système de production agricole qui vise à assurer une production pérenne : conservation du
sol et des ressources en eau, protection de la biodiversité, etc.
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Connaissances théoriques Les connaissances théoriques, ou expertes, peuvent
simplement consister en une liste des cultures présentes dans une région particu-
lière. Des logiciels tels que ROTAT [50] permettent alors de générer toutes les
rotations possibles en appliquant des filtres basés sur des critères agronomiques.
La création de matrices de transitions adaptées au paysage agricole étudié
nécessite une connaissance des cultures à modéliser, et une compréhension des
dynamiques internes aux successions de cultures. Une telle connaissance peut être
obtenue à partir de recherches sur les prises de décisions des agriculteurs vis à vis
des successions de culture [51].
L’adaptation des modèles à des sites spécifiques requiert des outils adéquats.
Par exemple Detlefsen et al. [52] proposent d’utiliser un modèle basé sur les ré-
seaux de flux pour trouver une rotation de cultures optimale pour une sélection
de cultures donnée sur une parcelle donnée. Ce modèle en réseau de flux est un
graphe direct dont chaque nœud a une certaine capacité de stockage et les arcs
décrivent des flux entre ces nœuds. Ils utilisent un algorithme de programmation
linéaire [53] pour raisonner sur ce réseau. Mais ce modèle n’est pas évolutif avec
les changements influençant les pratiques de gestion.
Les modèles de conduite d’exploitation fournissent souvent des moyennes de
rendement de récoltes sur un certain nombre d’années, alors que les modèles issus
des sciences naturelles nécessitent en général des séquences de cultures sur une
parcelle spécifique sur plusieurs années. Pour une modélisation interdisciplinaire,
cela peut être un obstacle de taille. Et pour franchir cet obstacle, des approches ont
été proposées qui permettent la désagrégation des résultats des modèles de gestion
d’exploitation au niveau requis par plusieurs modèles de sciences naturelles. Par
exemple, Aurbacher et al. [54] utilisent les chaînes de Markov et reconnaissent la
nécessité des informations spécifiques aux parcelles qui sont obtenues par désagré-
gation.
Le principal inconvénient des modèles basés sur les connaissances théoriques est
leur incapacité à s’adapter facilement aux changements de conditions, comme de
nouvelles législations ou de nouveaux modes de subvention des agriculteurs. Cepen-
dant certaines tentatives ont été faites pour prendre en compte les changements.
Par exemple, Supit et al. [55] modélisent l’impact des changements climatiques sur
les rendements des cultures irriguées du continent européen en utilisant la sortie
de trois modèles de circulation générale combinés à un générateur de climat.
Apprentissage à partir de données numériques Une façon de surmonter
le problème de l’adaptation aux changements environnementaux ou aux zones
spécifiques est d’intégrer les enquêtes de terrain et données similaires dans les
modèles.
Certains modèles sont utilisés pour décrire les données existantes, comme par
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exemple CarrotAge [56] qui permet une analyse spatio-temporelle des données afin
d’étudier les pratiques agricoles habituelles d’un territoire. Les résultats de Carro-
tAge sont interprétés par des agronomes et utilisés dans des travaux de recherches
reliant l’utilisation des sols agricoles et la gestion de l’eau. L’algorithme sous-jacent
utilise les modèles de Markov.
Un autre exemple est le modèle de rotation de culture CropRota [57], qui
intègre des critères agronomiques et des données d’observation de l’occupation des
sols pour générer les rotations de cultures typiques pour des exploitations et des
régions.
Similaire au précédent, ROTOR [58] est un outil qui permet de générer et
d’évaluer les rotations de culture pour les exploitations agricoles spécialisées dans
l’agriculture biologique. Il a été développé en utilisant des données de terrain, de
fermes tests, d’enquêtes et de connaissances expertes. Son originalité repose sur
l’intégration d’un modèle de simulation sol-culture.
Ces modèles à apprentissage à partir de données numériques permettent certes
de palier au problème de l’adaptation aux changements environnementaux, mais
ils présentent aussi des faiblesses, la principale étant qu’ils sont souvent coûteux
en puissance de calcul. De plus, il est très difficile de leur faire intégrer des connais-
sances théoriques. En effet, modifier le modèle obtenu après l’apprentissage pour y
intégrer ces connaissances reviendrait à perdre une partie de la richesse des données
d’apprentissage. Il faudrait donc modifier directement la donnée d’apprentissage
en la pré-traitant, ce qui est une tache complexe.
Utilisation de l’information géographique Étant donné que notre but est de
cartographier les terres cultivées, nous devons non seulement modéliser les tran-
sitions de cultures, mais aussi prendre en compte les informations géospatiales
disponibles.
En général, les données disponibles pour l’intégration dans les modèles viennent
de recensements et n’ont pas de distributions spatiales continues. Il existe plusieurs
approches pour la spatialisation de ce type d’information, comme par exemple le
kriggeage [59]. Dans le cas de la répartition des cultures, You et al. [60] ont proposé
une approche qui permet de passer des données de recensements à des données
raster, mais leur travail ne permet d’obtenir qu’une résolution de 9×9km, et donc
ne s’applique pas au niveau des parcelles, ce qui est notre besoin dans le cas de la
cartographie des cultures.
Bien que limité à 3 cultures, Xiao et al. [61] ont utilisé des informations au
niveau des parcelles pour réaliser une analyse à l’échelle régionale. Mais ils ne
réalisent pas de prévision des classes choisies sur les parcelles individuelles, ce qui
ne permet pas d’appliquer l’approche à notre cas.
Resop et al. [62] travaillent au niveau des parcelles afin de prédire les rende-
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ments, mais ils ont besoin de connaître la culture au préalable, ce qui est justement
l’information que nous cherchons à produire.
Nous constatons donc que l’information géographique est très coûteuse et dif-
ficile à obtenir à une échelle satisfaisante. Mais depuis quelques années, les états
mettent en place des bases de données qui permettent d’accéder à cette informa-
tion, en se basant directement sur les déclarations des exploitants. Nous allons
à présent nous intéresser au cas particulier de la France, que l’on doit pouvoir
étendre à l’Union Européenne.
Le Registre Parcellaire Graphique
Les bases de données géographiques contiennent des informations numériques ou
symboliques sur la distribution spatiale et temporelle de variables d’intérêt. Pour
notre part, nous disposons du registre parcellaire graphique (RPG), le système
d’information parcellaire français, dans différentes zones géographiques et sur di-
verses périodes.
Le RPG contient des îlots (ensembles contigus de parcelles culturales exploitées
par un même agriculteur). Dans notre étude nous n’avons travaillé que sur les îlots
dits purs (ne contenant qu’un seul type de culture) et stables (ne changeant pas
trop de frontières d’une année sur l’autre) que nous appelons parcelles. Cette base
de données nous permet de connaître pour chaque parcelle :
• le contour géographique de la parcelle et son identifiant unique ;
• la commune où est localisée la parcelle ;
• le type de culture cultivée une année particulière, utilisant une nomenclature
à 28 classes (voir annexe A.2) ;
• la forme juridique de l’exploitation (GAEC, EARL) ;
• la classe d’âge du propriétaire pour les propriétaires individuels.
Cette base de données nous offre une connaissance sur l’historique des cultures
pratiquées à l’échelle de la parcelle pour chaque département français. Elle nous
permet donc d’étudier les rotations de culture.
Administré par l’Agence de Services et de Paiement (ASP), le RPG a été mis en
place par la France pour se conformer à la réglementation communautaire numéro
1593/2000. Ce règlement oblige tous les états membres de l’Union Européenne
à localiser et à identifier les parcelles agricoles des exploitants touchant des aides
(pilier 1 de la Politique Agricole Commune (PAC)). Cela signifie que nous pouvons
disposer d’une base de données équivalente au RPG pour chaque état membre, et
donc, que nous avons le potentiel d’étendre notre étude à l’Union Européenne
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entière. Au niveau national français, il contient environ 7 millions de parcelles. Il
est mis à jour en utilisant les déclarations des exploitants.
Le RPG présente tout de même quelques limitations. En effet, il ne contient
que les exploitations qui reçoivent des aides de l’Union Européenne au travers de
la PAC2. Cela signifie que certaines zones sont très mal -voire pas- définies :
• les zones de montagne ;
• les zones 100% enherbées ;
• les exploitations non professionnelles (comme les haras, les potagers, les zones
péri-urbaines) ;
• certaines arboricultures et viticultures qui ne reçoivent aucune aide.
Le CESBIO a mis en place son Système d’Information Environnementale (SIE)
qui permet de regrouper en une seule base les données dont disposent les chercheurs
du laboratoire. Cette base de données contient le RPG de plusieurs départements,
surtout dans le sud de la France, entre 2006 et 2012 (voir la figure 2.1 et la table
2.1).
Nous avons donc à notre disposition une grande variété de paysages agricoles, ce
qui va nous permettre d’étudier les rotations de cultures dans diverses écorégions3.
2.2.2 La topographie
Un modèle numérique de terrain (MNT) décrit la topographie d’une zone géogra-
phique. Il se présente généralement sous la forme d’une image raster dont chaque
pixel représente une altitude. Il existe aussi des MNT présentés sous la forme de
données vectorielles, comme des courbes de niveaux ou encore des nuages de points.
L’utilisation du MNT nous donne accès à 3 variables en tout point :
• l’altitude ;
• la pente ;
• l’exposition, c’est à dire l’orientation de la parcelle par rapport aux points
cardinaux.
2Il suffit que l’exploitant touche des aides de la PAC pour l’une de ses parcelles, pour qu’il
soit dans l’obligation de déclarer toute l’exploitation, c’est à dire l’ensemble des surfaces qu’il
possède.
3Larges zones géographiques homogènes d’un point de vue de leur climat, de leur géologie, de
leur type de sol, des écosystèmes présents, etc.
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Nombre d'années disponibles 0 1 3 7
Figure 2.1 – Départements et années du RPG disponibles au CESBIO
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Département 2006 2007 2008 2009 2010 2011 2012
7 x x x
9 x x x x x x x
11 x x x x x x x
12 x x x x x x x
15 x x x x x x x
16 x x x x x x x
17 x x x x x x x
19 x x x x x x x
23 x x x
24 x x x x x x x
26 x x x
30 x x x
31 x x x x x x x
32 x x x x x x x
33 x x x x x x x
34 x x x x x x x
35 x
40 x x x x x x x
42 x x x
43 x x x
46 x x x x x x x
47 x x x x x x x
48 x x x x x x x
50 x
63 x x x
64 x x x x x x x
65 x x x x x x x
66 x x x x x x x
81 x x x x x x x
82 x x x x x x x
84 x x x
87 x x x
Table 2.1 – Départements et années du RPG disponibles au CESBIO
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Yang et al. [63] ont montré que ces trois variables ont une grande influence sur les
rendements agricoles : l’altitude car elle est liée à la température ; la pente car liée
aux pratiques agricoles (machines, irrigation) ; l’exposition car elle est utile pour
caractériser les zones en fonction du rayonnement solaire reçu. Or le rendement
est l’un des principaux facteurs de choix de culture des exploitants, ces variables
conditionnent donc les cultures pratiquées. Il est donc intéressant d’étudier quel
apport peut avoir la connaissance de ces variables pour la prédiction des cultures.
Approches existantes dans la littérature
La température, et donc l’altitude, joue un grand rôle dans la croissance de la
végétation [64]. Il est donc intéressant de chercher à utiliser la connaissance de
l’altitude dans la génération de cartes d’occupation du sol.
La pente correspond au module du gradient de l’altitude. Kravchenko et al.[65]
utilisent la théorie des multifractales pour montrer l’influence de la pente sur les
rendements agricoles. Entre autres, ils montrent qu’un terrain incliné est un avan-
tage en termes de rendement lorsque la saison est humide car les excès d’eau
sont plus facilement évacués, alors qu’inversement un terrain plat est un avantage
lorsque la saison est sèche. D’autre part, la pente est un facteur important dans le
choix d’irriguer ou non une parcelle [66], et influence donc grandement l’implan-
tation ou non de certaines cultures. Il semble donc intéressant d’exploiter cette
connaissance pour la génération de cartes d’occupation du sol.
L’exposition correspond à la phase du gradient de l’altitude. Gachon [67, 68]
montre que l’orientation a depuis longtemps été un élément observé de près par les
agriculteurs, à tel point qu’un vocabulaire spécifique a été créé au fil des années
(on peut dire par exemple qu’un champ ou qu’un pré peuvent être virés à soleil
levant).
La plupart des études utilisent l’information sur l’altitude a posteriori en fixant
des seuils sur certaines classes. Mais comme le font remarquer Loveland et al. [69],
ces seuils doivent en permanence être revus en fonction de la latitude, ce qui rend
cette approche par seuils a posteriori laborieuse à mettre en œuvre. Les auteurs
se tournent alors vers l’utilisation des variables météorologiques telles que la durée
de la période de non-gel. C’est un chemin que nous pourrions emprunter à notre
tour, mais cette variable météorologique ne peut être obtenue qu’a posteriori ce
qui en limite l’utilité dans notre cas. De plus la résolution de ces variables est plus
grossière que la valeur d’altitude.
Lucas et al. [70] utilisent l’altitude, la pente et l’orientation dans une classifica-
tion en les introduisant directement dans le vecteur de paramètres du classifieur,
mélangées à plusieurs autres tels que des réflectances et des indices radiométriques
dérivés. Toutefois, ils trouvent que ces variables peuvent être redondantes entre
elles, et qu’il n’est donc pas nécessaire de toutes les utiliser.
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Disponibilité et richesse de la donnée
Il est très facile d’obtenir un MNT de n’importe quel pays, en utilisant par exemple
le MNT de la Shuttle Radar Topography Mission (SRTM) conduite par la NASA
[71]. Cela signifie que notre étude peut potentiellement porter sur le globe entier.
Au CESBIO nous disposons d’un MNT de toute la France avec un pas de
25 m, et une précision comprise entre 2 et 6m, fourni par l’Institut de l’Information
Géographique et Forestière (IGN). De plus, le MNT a été intégré au SIE, ce qui
permet de calculer facilement les valeurs moyennes de l’altitude, de la pente et de
l’exposition pour chaque parcelle. Nous limiterons donc notre étude aux mêmes
départements que ceux inclus dans le SIE (présenté en section 2.2.1). Néanmoins,
avant que le SIE ne soit en place, nous avions développé des outils permettant
de travailler à partir de n’importe quel MNT. Dans un souci d’inter-compatibilité
des moyens utilisés au laboratoire, nous avons mis de coté ces outils. Mais leur
utilisation reste tout à fait possible pour étendre l’étude à d’autres zones.
La région sur laquelle nous travaillons nous offre une grande variété de terrains
avec des zones légèrement vallonnées, des zones de plaine et des zones monta-
gneuses, des climats variés de l’atlantique à la méditerranée.
2.2.3 Les exploitations agricoles
Nous appelons exploitation (ou domaine) agricole un ensemble de parcelles appar-
tenant à un même propriétaire (personne physique ou morale). Les exploitants ont
des stratégies différentes et n’utilisent pas les mêmes approches quant à la gestion
de leur exploitation. Ces différences de stratégies peuvent être régionales ou locales,
et elles ont un impact sur le paysage agricole. La connaissance des exploitations
agricoles permet d’étudier deux nouvelles variables :
• la taille de l’exploitation ;
• le type d’exploitation (élevage ou non).
Ces deux variables vont nous permettre de classer les exploitations agricoles, dans
l’objectif d’affiner la génération des cartes d’occupation du sol.
Approches existantes dans la littérature
Bakker et al. [72] et Blazy et al. [73] ont mené des études pour établir des modèles
de l’utilisation du sol à partir de données sociologiques sur les agriculteurs et des
facteurs environnementaux. Cette approche est intéressante car elle montre l’inté-
rêt de la notion d’exploitation agricole dans la génération de cartes d’occupation
du sol. Mais les données utilisées dans ces études sont difficiles à obtenir à grande
échelle, ce qui limite leur intérêt pour notre approche.
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Disponibilité de la donnée
Le RPG contient certains renseignements sur les exploitations agricoles. En effet,
à chaque îlot du RPG est associé la taille de l’exploitation, ainsi que l’exploitant
et sa catégorie d’âge. En analysant le type de cultures pratiquées dans une ex-
ploitation, il est possible de déterminer s’il s’agit d’une exploitation d’élevage, ou
d’une exploitation dédiée à la culture. Pour ce faire, il faut étudier les proportions
de chaque culture au sein de l’exploitation. Par exemple, une grande quantité de
prairies et de maïs signifie une forte chance qu’il s’agisse d’un élevage de vaches,
et que le maïs soit un maïs ensilage4.
Il existe d’autres bases de données facilement accessibles et qui peuvent nous
aider dans cette étude. Par exemple, le Recensement Général Agricole (RGA) qui,
tous les 10 ans, recense de façon exhaustive les parcelles agricoles et d’élevage.
Contrairement au RPG, il ne permet pas de connaître la localisation précise des
parcelles, mais il peut donner une idée des dominantes dans chaque région (zones
avec beaucoup d’élevages herbivores, zones sans élevages, etc.).
2.2.4 Les cultures d’été/d’hiver
Les grandes cultures pratiquées en Europe et en Amérique du nord peuvent être
séparées en deux catégories : les cultures d’hiver qui sont semées tôt dans la saison
(entre août et novembre) et qui passeront l’hiver en ayant déjà levé et atteint un
stade de développement minimal (quelques feuilles) ; et les cultures d’été qui sont
semées au printemps. Le même type de système peut être retrouvé dans des pays
de l’hémisphère sud comme l’Argentine ou l’Afrique du Sud, en prenant en compte
l’inversion des saisons.
Marais-Sicre et al. [74] proposent une approche basée sur un arbre de décision
avec les valeurs de NDVI du printemps pour discerner les cultures d’été des autres
cultures. Le NDVI [75] est un indice de végétation qui se calcule à partir des
valeurs de réflectances du rouge et du proche infrarouge. Cette approche est à la
fois simple à mettre en oeuvre et présente des résultats prometteurs.
Disponibilité de la donnée
Ces règles se basent sur les valeurs de NDVI qui est un indice qui se calcule à partir
de deux bandes spectrales qui sont acquises par la grande majorité des capteurs
satellites car elles sont justement idéales pour l’étude de la végétation. Il est donc
aisé d’obtenir les valeurs de NDVI en tout point du globe.
En revanche, les règles sont spécifiques à la région Midi-Pyrénées. Mais malgré
cela, la simplicité de la méthode la rend facile à adapter à d’autres régions avec




L’irrigation est une pratique commune en agriculture. Elle consiste à approvi-
sionner en eau une parcelle de façon artificielle pour augmenter sa production.
L’irrigation a fait l’objet de multiples ouvrages et articles discutant des différentes
techniques (telles que l’aspersion, l’inondation ou la rigole) [76], l’optimisation et
la consommation en eau [77], la relation sol/eau [78, 79], ou encore le stockage et
l’approvisionnement en eau.
La mise en place d’un système d’irrigation transforme les pratiques agricoles
sur la parcelle. En effet, après avoir investi dans l’équipement de sa parcelle, l’agri-
culteur va chercher à rentabiliser son investissement en produisant des cultures
qu’il ne pourrait cultiver sans irrigation et qui ont une plus forte valeur ajoutée.
Dans la région Midi-Pyrénées, par exemple, cela se traduit généralement par une
monoculture de maïs.
Disponibilité de la donnée
Il nous est donc apparu important de prendre en compte cet aspect de l’agriculture
dans notre étude. Mais savoir si une parcelle est irrigable ou non est difficile, car
il n’y a pas de méthode facile à mettre en œuvre pour obtenir cette donnée.
Certaines années, le RPG renseigne les parcelles irriguées. En effet, entre 2007
et 2009, l’Union Européenne allouait des subventions différentes aux agriculteurs
qui pratiquaient l’irrigation. Donc l’agence qui administre le RPG a imposé aux
agriculteurs de fournir cette information pendant ces 3 années.
Il est aussi possible d’obtenir cette information en réalisant des enquêtes sur
le terrain. Mais cela nécessite des moyens très importants et n’est pas réalisable
à grande échelle. D’un autre coté, des approches mondiales, comme la global map
of irrigation areas [80] propose bien une cartographie à grande échelle, mais avec
une résolution si grossière qu’elle n’est pas utilisable à l’échelle de la parcelle.
Certaines recherches comme celles de Conrad et al. [81] ou encore celles de
Wriedt et al. [82] mettent en place des méthodes pour cartographier les zones
irriguées, mais pour la plupart, elles utilisent des cartes d’occupation du sol et des
séries temporelles d’images de l’année étudiée, ce qui les rend inutiles dans notre
cas, puisque nous cherchons à générer des cartes d’occupation du sol avant la fin
de la saison.
Au chapitre 6.2.1, nous introduisons une approche permettant de détecter les




Les écorégions sont de larges zones homogènes d’un point de vue des conditions
environnementales. Ces conditions peuvent inclure le climat ou la topographie.
Pour l’agriculture, nous pouvons aussi prendre en compte les pratiques habituelles
des agriculteurs. Les frontières de ces zones ne correspondent pas forcément aux
frontières des départements ou des régions administratives.
Pour identifier les frontières des écorégions, nous pouvons faire appel à des
experts agronomes et écologues locaux qui peuvent nous aider à déterminer les
caractéristiques des écorégions locales. Puis nous pouvons déterminer avec eux
quelles sont les variables qui permettent de tracer les frontières entre les écorégions.
Par exemple, dans le département de la Haute-Garonne, nous observons 3 éco-
régions. La première dans les coteaux du Gers et du Lauragais, où pousse une
majorité de blé et de tournesol. La seconde, dans les vallées, est composée pour la
plupart de monocultures de maïs. Ces deux zones sont entourées d’une troisième
zone, principalement constituée de prairies destinées à alimenter des élevages. Nous
avons discerné 3 variables qui permettent de déterminer à quelle zone appartient
chaque parcelle :
• la proportion cultures/prairies ;
• la proportion maïs/tournesol ;
• la pente.
Les 2 premières peuvent être extraites du RPG, la 3ème s’obtient à partir du MNT.
Le gros inconvénient de cette méthode est qu’elle est très locale et qu’elle
demande un grand travail pour être adaptée à d’autres zones. Il semble donc
difficile d’exploiter cette donnée à grande échelle.
Une autre façon de générer une carte d’écorégions est de partir de la constata-
tion faite par French et al. [83] que le type de sol influence les rendements, et donc
les types de cultures pratiqués. Nous pourrions donc prendre une carte des types
de sols et l’utiliser comme une carte d’écorégions. La figure 2.2a présente une carte
des types de sols en Haute-Garonne, extraite de la carte de la Chambre Régionale
d’Agriculture de Midi-Pyrénées, à l’échelle 1/500000e.
D’autre part, l’IGN propose un découpage écoforestier de la France, dont un
extrait est présenté en figure 2.2b. Ce découpage est basé sur les zones homogènes
d’un point de vue du type de forêts présentes dans le paysage. Dans une certaine
mesure, ce découpage peut être assimilé à un découpage en écorégions, ce qui
permettrait d’étendre notre étude à toute la France.
Nous présentons sur la même page les figures 2.2a et 2.2b de façon à pouvoir
facilement les comparer. Au cours de cette comparaison, nous constatons que les
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(a) Carte des types de sols. La légende de cette carte se trouve en figure A.3a.
(b) Carte des écoforêts. La légende de cette carte se trouve en figure A.3b
Figure 2.2 – Comparaison de la carte des types de sols et de la carte des écoforêts.
Afin de permettre une meilleure comparaison, nous avons placé ces deux cartes sur
une même page, ce qui nous oblige à placer les légendes en annexe A.3
frontières des zones écoforestières correspondent la plupart du temps à des chan-
gements de type de sol. L’idée d’utiliser ce type de données comme base pour la
construction d’une carte d’écorégions semble donc pertinente.
Enfin, Hargrove et al. [84] ont réalisé des cartes des écorégions en utilisant un
partitionnement de données (clustering) multivarié. Ils utilisent des variables topo-
graphiques (l’altitude et la pente), des variables météorologiques (la moyenne an-
nuelle des températures, la moyenne annuelle des précipitations et l’ensoleillement
annuel), et des variables pédologiques (la densité apparente du sol, la profondeur
du sol minéral, la profondeur de la croûte terrestre et la capacité de rétention de
l’eau). L’ensemble de ces variables peut s’obtenir sur l’ensemble de la France, à
une résolution suffisante pour l’étude des écorégions. Ce qui rend cette méthode
tout à fait exploitable pour notre approche.
2.3 Modéliser des connaissances en utilisant les
réseaux de logique de Markov
Les connaissances a priori présentées jusque là peuvent être classées dans 2 caté-
gories :
• celles contenues dans des bases de données (RPG) ou des images (MNT) ;
• celles de type qualitatif ou fournies par des experts (règles sur les cultures
d’été, règles sur les écorégions).
Les connaissances de la première catégorie peuvent être extraites grâce à des mé-
thodes d’apprentissage automatique probabilistes, alors que celles appartenant à la
seconde peuvent être modélisées à l’aide de règles de la logique de 1er ordre. Nous
recherchons une méthode unique qui nous permette de travailler avec les connais-
sances des deux catégories, de façon à pouvoir coupler facilement ces connaissances.
2.3.1 Les ontologies
Nous avons considéré utiliser des ontologies [85] pour notre étude. En effet, les
ontologies sont utilisées pour capturer des connaissances dans certains domaines
d’intérêt. Elles permettent de décrire les concepts du domaine, ainsi que les re-
lations existant entre ces concepts, par des déclarations de la forme Sujet verbe
Objet. Par exemple, Tournesol est Une Culture d’Été ou Maïs peut être Irrigué.
Les concepts sont souvent organisés de façon taxinomique, c’est à dire selon une
hiérarchie de classes (une culture peut être une culture d’été ou une culture d’hiver,
une culture d’hiver peut être du blé ou de l’orge etc.).
32
De plus, il existe des algorithmes qui permettent de confronter des contextes
(des déclarations qui ne font pas partie de l’ontologie) aux connaissances modé-
lisées dans l’ontologie, permettant ainsi de vérifier leur cohérence. Ce sont des
raisonneurs.
Les 3 grands avantages des ontologies sont :
• le partage de connaissances de façon standardisée entre plusieurs personnes
ou plusieurs systèmes de domaines différents ;
• le raisonnement par ordinateur à partir de divers mécanismes de raisonne-
ment logiques pour évaluer la pertinence de contextes ;
• la réutilisation de connaissances d’une ontologie à une autre.
Ces 3 points forts pourraient justifier le choix des ontologies pour notre étude.
D’autant plus qu’il existe des implémentassions libres des ontologies, comme PRO-
TÉGÉ [86], qui nous permettraient d’évaluer l’approche facilement et rapidement.
En préparation de ce travail de thèse, un stage a été effectué au CESBIO sur le
sujet des ontologies [87]. La figure 2.3 donne un exemple d’une ontologie mise en
place au cours de ce stage pour la modélisation des connaissances a priori sur les
pratiques agricoles. Nous y voyons une organisation des cultures selon leur date
de semis, l’usage possible ou non d’irrigation et leur appartenance à la catégorie
culture d’été/culture d’hiver. Ce travail nous a permis de mettre en évidence 3
défauts des ontologies :
• elles ne sont pas faciles à maintenir, car elles demandent une grande rigueur
pour les garder cohérentes [88] ;
• le raisonnement sur les ontologies peut conduire à des temps de calcul im-
portants ;
• la notion d’incertitude est très difficile à introduire dans les ontologies. Or
notre approche nécessite l’emploi de règles souples. Il existe des tentatives
d’ontologies dites floues [89] qui ne sont pas encore très matures, et qui sont
complexes ce qui vient aggraver le point précédent.
Pour ces raisons, nous avons abandonné la piste des ontologies.
2.3.2 La logique de Markov
Nous avons donc cherché une approche à inférence qui soit capable de combiner
l’apprentissage probabiliste et le raisonnement sur des règles logiques. Combiner
probabilité et logique de premier ordre dans une seule représentation a longtemps
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Figure 2.3 – Exemple d’une ontologie mise en place pour la modélisation des
connaissances a priori sur les pratiques agricoles. Nous y voyons une organisation
des cultures selon leur date de semi, l’usage possible ou non d’irrigation et leur
appartenance à la catégorie culture d’été/culture d’hiver.
été un objectif de l’Intelligence Artificielle. Les modèles probabilistes graphiques
tels que les réseaux Bayésiens permettent de manier facilement l’incertitude. La
logique de premier ordre rend possible la représentation compacte d’une grande
variété de connaissances. La fusion des modèles probabilistes et propositionnels a
été l’objet de recherches à l’activité importante depuis le milieu des années 1990
[90, 91].
Récemment, la logique de Markov [92] a été introduite comme une approche
simple pour combiner logique de premier ordre et modèles probabilistes graphiques
en une unique représentation. Un réseau de logique de Markov (de l’anglais Mar-
kov Logic Network ou MLN) est une collection de formules de la logique du 1er
ordre (une base de connaissances de premier ordre), chacune d’elles se voyant at-
tribuer un nombre réel, ou poids. Les formules peuvent être découpées en formules
atomiques5 (ou atomes). Chaque atome peut être vu comme le nœud d’un réseau
de Markov (ou champ aléatoire de Markov), et les connexions logiques entre ces
5Une formule atomique ne contient pas de sous-formule.
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atomes peuvent être vues comme les arcs de ce réseau de Markov.
La figure 2.4 présente un exemple de MLN simple. Dans cet exemple, chaque
nœud représente un atome liée à la nature de la culture cultivée sur une parcelle













Figure 2.4 – Exemple de réseau de logique de Markov simple. Chaque nœud
représente un atome (Culture n-2 Blé représente la formule signifiant qu’à l’année
n − 2 du blé était cultivé sur la parcelle). Les arc représentent les connexions
logiques entre ces atomes.
Nous sommes nous-mêmes utilisateurs des MLN. Nous les avons validés, et
nous avons caractérisé leur fonctionnement pour notre problème. Nous croyons en
avoir une bonne compréhension, mais nous n’en sommes pas des spécialistes. Dans
la suite de cette section, nous présentons le fonctionnement des MLN. Le lecteur
pourra comprendre la suite de ce manuscrit sans être un spécialiste des méthodes
présentées ici.
Chaque formule du MLN est constituée d’une ou plusieurs formules atomiques
reliées par des connexions logiques. Elles peuvent donc être considérées comme
étant des cliques6 du réseau de Markov. Inversement, chaque atome apparaît dans
une ou plusieurs formules du MLN, donc sa couverture de Markov7 constitue l’en-
semble de ces formules.
Dans les MLN, l’inférence est réalisée avec la méthode de l’échantillonnage de
Gibbs sur le sous-ensemble minimal du réseau lié requis pour répondre à la re-
quête. L’échantillonnage de Gibbs est un algorithme de Monte-Carlo par chaîne
de Markov (MCMC) qui permet d’obtenir une approximation d’une distribution
de probabilités multivariée. En considérant les évidences8 comme des variables
qui sont fixées à la valeur observée, les variables restantes forment une distribu-
tion conditionnée par les évidences. Cette distribution est estimée par des tirages
aléatoires récursifs.
6En théorie des graphes, une clique est un sous-ensemble d’un graphe, les nœuds de cette
clique étant adjacents dans le graphe.
7La couverture de Markov d’un nœud est constituée de l’ensemble de ses nœuds voisins.
8Terme employé en apprentissage automatique pour faire référence aux variables dont la valeur
est connue par le biais d’observation.
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Les poids sont appris efficacement à partir de bases de données relationnelles en
optimisant itérativement une mesure de pseudo-vraisemblance [93]. Utiliser la vrai-
semblance demanderait un temps et une puissance de calcul très importants, c’est
pourquoi la pseudo-vraisemblance est utilisée. Il s’agit d’une approximation de la
fonction de vraisemblance qui prend en considération les dépendances condition-
nelles. De façon optionnelle, des techniques de programmation logique inductive
(PLI) sont utilisées pour apprendre des clauses additionnelles, ou affiner celles
apprises précédemment. La PLI consiste à créer un programme logique à partir
d’un échantillon de faits logiques qui permet de les séparer en deux catégories :
faits avérés et faits infirmés. Aussi, des clauses peuvent être ajoutées si quelques
connaissances a priori ou expertes sont disponibles. Nous verrons que ce point sera
très utile par la suite.
Une base de connaissance du premier ordre peut aussi être vue comme un
ensemble de contraintes strictes sur un ensemble de domaines9 possibles : si le
domaine ne respecte pas ne serait-ce qu’une formule, il a une probabilité nulle.
L’idée de base dans les MLN est d’assouplir ces contraintes : lorsqu’un domaine
ne respecte pas une contrainte de la base de connaissances, il a une probabilité
plus faible, mais il n’est pas impossible. Moins un domaine viole de formules,
plus il est probable. Chaque formule est associée à un poids qui représente la
force d’une contrainte : un poids élevé augmente la différence en logarithme des
probabilités entre un domaine qui satisfait à la formule et un domaine qui ne la
satisfait pas, tout étant égal par ailleurs. Les poids ne sont pas bornés dans une
plage, contrairement aux valeurs de probabilités.
Bien entendu, les modèles tels que les champs aléatoires de Markov (MRF) et
réseaux Bayésiens (BN) peuvent toujours être représentés de façon compacte par
les MLN, en définissant des formules pour les facteurs correspondants.
Il existe des algorithmes d’apprentissage efficaces pour la structure du réseau
et les poids associés aux règles [94] et ils sont mis à disposition par leurs auteurs
sous la forme d’un logiciel libre [95] ce qui nous permet d’évaluer la méthode pour
nos besoins.
Dans les deux prochains chapitres, nous allons utiliser un réseau de logique
de Markov pour modéliser les rotations de culture, et les règles sur les cultures
d’été. Nous travaillerons principalement sur ces deux informations a priori car
elles permettent d’illustrer l’ensemble des possibilités offertes par notre méthode.
Nous allons aussi évaluer l’intérêt de ces modèles pour la production de cartes
d’occupation du sol au chapitre 5.
9Lorsque toutes les variables sont fixées à une valeur, on obtient un domaine. Il y a donc
autant de domaines que de combinaisons possibles sur les variables.
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Dans le chapitre précédent, nous avons passé en revue les différentes sources
d’information a priori que nous pourrions utiliser dans notre étude. À présent, nous
allons nous concentrer sur l’une d’entre elles : les rotations de cultures. Nous allons
comprendre comment nous pouvons modéliser cette connaissance avec les réseaux
de logique de Markov (MLN). Nous mettrons en place une série d’expériences qui
nous permettra d’évaluer la pertinence de cette connaissance pour l’amélioration
des cartes d’occupation du sol. Enfin, nous analyserons les résultats.
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3.1 Modéliser avec les réseaux de logique de Mar-
kov
Nous avons vu à la section 2.2.1 que le RPG contient toutes les informations dont
nous avons besoin pour étudier les rotations de culture. Il nous faut maintenant
mettre en place une méthode efficace pour extraire les rotations de cultures du
RPG et les étudier afin de les exploiter par la suite. Dans le domaine de la fouille
de données (ou data mining en anglais), il existe de nombreux outils probabilistes
graphiques qui permettent d’extraire de façon efficace des connaissances à partir
de grandes quantités de données. Les réseaux Bayésiens sont l’une d’entre elles.
Un réseau Bayésien est un graphe orienté acyclique1 dont les nœuds repré-
sentent des variables aléatoires, et dont les arcs représentent des dépendances
causales entre les variables aléatoires reliées. Ces relations de cause à effet entre
variables aléatoires sont probabilistes, elles peuvent donc être modélisées par des
probabilités conditionnelles. Une table de probabilités conditionnelles est donc as-
signée à chaque nœud, permettant de quantifier la dépendance entre la variable
représentée par ce nœud et ses parents (P(Xi|Parents(Xi)).
Un réseau Bayésien permet de représenter la distribution conjointe comme le
montre l’équation (3.1) [96].




où P(x1, . . . , xn) est une abréviation pour P(X1 = x1, . . . , Xn = xn) et parents(Xi)
indique les valeurs spécifiques des variables dans Parents(Xi).
Les probabilités contenues dans les tables de probabilités conditionnelles peuvent
être apprises à partir d’une base de données, ou elles peuvent être renseignées par
des experts. Les réseaux Bayésiens présentent plusieurs avantages par rapport aux
autres méthodes de fouille de données :
• ils sont largement utilisés dans le domaine de l’exploration de données, et
ont atteint une bonne maturité ;
• ils sont faciles et rapides à mettre en œuvre ;
• ce sont des graphes, il est donc facile de se les représenter visuellement ;
• leurs tables de probabilités de transition peuvent être interprétées par des
experts ;
• ils permettent de gérer les données manquantes (méconnaissance de la culture
pratiquée une année pendant la rotation) ;
1C’est à dire un graphe ne présentant aucune boucle, et dont les arcs sont orientés
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• ils permettent de représenter des chaînes de Markov, qui sont très appropriées
pour modéliser des séries temporelles [97].
Tous ces points nous ont poussé à choisir les réseaux Bayésiens pour modéliser les
rotations de cultures.
Dans la section 2.3, nous avons justifié le choix d’utiliser des réseaux de logique
de Markov (MLN) pour la modélisation et l’exploitation des connaissances a priori.
Notre premier argument était que les MLN permettent de combiner logique de
premier ordre et modèles probabilistes graphiques en une unique représentation.
Nous allons à présent exploiter cette caractéristique. En effet, les réseaux Bayésiens
étant des modèles graphiques probabilistes, ils peuvent être modélisés avec un
MLN. Nous allons donc modéliser les rotations de cultures à l’aide d’un MLN qui
aura les caractéristiques d’un réseau Bayésien.
Pour modéliser les rotations de cultures, nous attribuons à chaque nœud la
classe cultivée une année. Par exemple, si nous étudions des rotations sur 4 ans
(figure 3.1), notre réseau disposera de 4 nœuds. Le nœud D représentera la culture
cultivée l’année en cours, et les trois autres représenteront les cultures cultivées les
trois années précédentes. Il reste à symboliser les dépendances entre ces 4 variables
par des arcs, et nous avons plusieurs possibilités à notre disposition. La figure 3.1
présente 4 d’entre elles.
A B C D















Figure 3.1 – Exemples de structures de réseaux Bayésiens.
Une première approche est de faire une chaîne de Markov. En effet, Castellazzi
et al. [51] montrent que les chaînes de Markov, qui sont appropriées pour repré-
senter les séries temporelles, font un excellent travail pour modéliser les rotations
de cultures. La figure 3.1a montre une chaîne de Markov du 1er ordre. Puisqu’elle
ne prend en compte que les relations entre deux années successives, elle ne permet
que la modélisation des rotations sur deux années, et donc elle ne permet pas de
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modéliser des rotations de cultures sur 3 années ou plus. Si nous passons à une
chaîne du 2ème ordre, nous obtenons le réseau représenté dans la figure 3.1b, qui
permet de représenter correctement les rotations de cultures sur 3 années. De même
une chaîne de Markov d’ordre 3 (figure 3.1c) permet de modéliser des rotations de
culture sur 4 années. Le principal avantage de cette structure est qu’elle prend en
compte toutes les relations entre les différentes années. Mais elle peut rapidement
devenir très complexe lorsque l’ordre augmente.
Les chaînes de Markov ne sont pas la seule possibilité de structure pour le
réseau Bayésien. Dans notre cas, nous pouvons proposer une meilleure structure.
En effet, la structure du réseau dépend de la nature de l’information dont nous
disposons dans la base de données, mais aussi de l’information que nous cherchons
à obtenir. Or nous souhaitons connaître les probabilités d’apparition des cultures
l’année n, connaissant les cultures des années précédentes (n− 1, n− 2, . . . , n− i).
Dans ce cas précis, nous pouvons nous contenter d’une structure de la forme effet
commun. C’est une structure où un seul nœud est la conséquence de tous les autres.
La figure 3.1d en est un exemple.
Pour effectuer l’inférence d’un réseau Bayésien il faut effectuer la somme des
termes de la distribution conjointe, nous utilisons donc la formule (3.2) [96],
P(X|e) = α×P(X, e) = α×∑
y
P(X, e, y), (3.2)
où P(X|e) est une abréviation de P(X = x|E = e), P(X, e) est une abréviation
de P(X = x,E = e) et P(X, e, y) est une abréviation de P(X = x,E = e, Y = y).
Nous notons X la variable recherchée (la culture de l’année en cours dans notre
cas), E les variables connues (les évidences ; dans notre cas, les cultures des années
précédentes), α une constante de normalisation (pour s’assurer que la somme des
probabilités reste égale à 1) et Y les variables cachées.
La constante de normalisation α est telle que :
α×∑
k∈C
P(X = xk, e) = 1, (3.3)
avec C l’ensemble des valeurs possibles pour le nœud étudié. Elle dépend des évi-
dences e, c’est à dire des cultures passées.
Dans notre cas, X = XD, et e = {XA, XB, XC}. Il n’y a pas de variable cachée,
car nous connaissons toutes les cultures passées. Cela implique que le résultat de
la formule (3.2) ne dépend pas de la structure du réseau, mais uniquement de la
dépendance entre la variable recherchée et ses variables parents. Or dans notre
modèle, les variables parents sont indépendantes, nous pouvons donc écrire :
P(X|e) = P(XD|XA, XB, XC) = α×P(XD, XA, XB, XC). (3.4)
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De plus, dans les cas de la structure en chaîne de Markov du 3ème ordre et de la
structure à effet commun, la variable recherchée a les même variables parents, ces
deux réseaux donnent donc les mêmes résultats.
La structure à effet commun est plus simple, et permet donc des calculs plus
rapides, notamment lorsqu’on travaille avec un grand nombre d’années. En re-
vanche, elle ne permet plus de gérer l’absence de données (nous sommes dans le
cas précis où nous connaissons n− 1, etc). Nous avons donc utilisé cette structure
pour réaliser nos tests plus rapidement, mais si besoin est, il sera très facile de
revenir à une chaîne de Markov, qui produira strictement les mêmes résultats.
Maintenant que notre réseau a une structure, il a besoin que nous lui four-
nissions les probabilités de transition. Dans le cas du réseau Bayésien, il s’agit de
tables de probabilités conditionnelles (Pi = P(Xi|Parents(Xi)). Mais dans le cas de
la version MLN que nous utilisons, il s’agit de poids (ω) que l’on attribue à chaque
transition possible, tels que ωi = − ln(Pi) (il s’agit d’une log-vraissemblance).
Il est tout à fait possible de renseigner ces poids un par un en demandant l’avis
d’un expert. Mais dans le cas d’une étude des rotations sur 3 ans avec 5 classes, il y
a 125 (53) poids à attribuer. Si nous augmentons le nombre d’années ou le nombre
de classes, le nombre de poids augmente très rapidement. Cela fait beaucoup de
poids à fournir pour un expert (fatigue, baisse de la précision, très long à obtenir,
etc). Mais la force des réseaux Bayésiens et des réseaux de logique de Markov,
c’est qu’il existe des algorithmes d’apprentissage qui permettent d’apprendre les
valeurs des probabilités et des poids à partir de données connues. Dans le cas d’un
réseau (Bayésien ou de logique de Markov) dont la structure est à effet commun,
l’apprentissage revient à faire un comptage des fréquences des différentes rotations
de cultures dans le jeu de données d’apprentissage. C’est la méthode que nous
avions employée dans [39]. Afin que notre méthode puisse s’adapter à d’autres
structures de réseau, nous exploitons à présent les algorithmes d’apprentissage
automatique des MLN. Nous utilisons les données contenues dans le RPG comme
jeu d’apprentissage.
Après cette étape, le modèle devient un ensemble de règles et de poids. L’en-
semble des combinaisons de successions de cultures possibles forme les règles. Elles
sont générées automatiquement par un algorithme d’apprentissage. Les poids eux
sont appris automatiquement à partir des données d’apprentissage, chacun d’eux
est associé à une règle pour la pondérer conformément à l’importance que l’algo-
rithme d’apprentissage donne à celle-ci.
Dans la suite, nous exprimerons les règles et les poids de cette façon (exemple
d’une rotation sur 4 ans) :
{Can−3, Cbn−2, Ccn−1} → Cdn, ω,
ce qui signifie que la règle qui dit que la séquence d’une culture a suivie d’une
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culture b suivie d’une culture c conduit à une culture d l’année suivante a un poids
ω.
Lorsque l’apprentissage est terminé, le modèle est prêt à être utilisé. Pour ce
faire, il suffit de mettre en entrée du modèle une succession de cultures, pour que
celui-ci calcule une prédiction sur la suite de cette série de cultures. Ce procédé
s’appelle inférence. En sortie d’un réseau Bayésien, nous devrions obtenir un en-
semble de probabilités {P (C = i|A,B)/i ∈ C} avec C l’ensemble des classes. Mais
puisque nous utilisons un MLN, nous obtenons un ensemble de poids tels que
ωi = − ln(Pi). Plus un poids est élevé, plus la classe associée est probable pour
compléter la série proposée. Contrairement aux probabilités, les poids ne sont pas
restreints au domaine [0, 1], et leur somme ne doit pas nécessairement faire 1. Cela
nous permettra plus tard d’introduire de nouvelles connaissances non disponibles
dans les données étudiées actuellement (voir chapitre 4).
Nous allons à présent évaluer la pertinence et la robustesse de notre approche.
Pour ce faire, nous allons générer des modèles dans différentes situations en jouant
sur divers paramètres, et observer les résultats qu’ils nous permettent d’obtenir.
3.2 Expérimentations et résultats
Dans la section précédente, nous avons proposé une méthode pour modéliser les
rotations de cultures avec des MLN. Dans cette section, nous allons effectuer plu-
sieurs expérimentations qui nous permettront d’évaluer les caractéristiques de la
méthode. Nous allons dans un premier temps nous intéresser au temps nécessaire
pour effectuer l’apprentissage du modèle et l’inférence avec plusieurs échantillons
de données de différentes tailles. Nous étudierons ensuite plus en détail les diffé-
rentes rotations et leur influence sur la variabilité des résultats. Puis nous étudie-
rons l’influence de la longueur de rotation sur le modèle. Enfin, nous évaluerons la
robustesse du modèle à un changement de région d’application ou a un changement
dans les données.
3.2.1 Critères d’évaluation des prédictions
Pour évaluer la qualité de la prédiction des cultures, nous utilisons des outils
classiques du domaine de l’apprentissage automatique : la précision, la matrice de
confusion et le coefficient kappa (κ).






avec OA la valeur de la précision (Overall Accuracy), nc le nombre l’éléments
correctement prédits et nt le nombre total d’éléments.
La matrice de confusion est une table à deux entrées dont les colonnes repré-
sentent les classes réelles (les cultures de référence) et les lignes représentent les
classes prédites. Chaque cellule de la matrice contient le nombre d’éléments ap-
partenant à la classe de la colonne et prédit comme appartenant à la classe de la
ligne.
Les éléments sur la diagonale de la matrice représentent le nombre d’individus
correctement prédits de chaque classe, c’est-à-dire le nombre d’individus de réfé-
rence d’une certaine classe qui ont effectivement obtenu la classe correcte pendant
la prédiction.
Les éléments en dehors de la diagonale représentent les individus mal prédits,
c’est-à-dire le nombre d’individus de référence qui ont été prédits dans une autre
classe lors de la classification.
Par la suite, nous avons remplacé les nombres d’individus contenus dans chaque
cellule des matrices par le pourcentage d’éléments de chaque classe correspondant





avec αi,j l’élément de la ligne i et de la colonne j de la matrice en pourcentages,
ai,j l’élément de la ligne i et de la colonne j de la matrice classique, et ni le nombre
d’éléments dans la classe i. Ce changement permet une interprétation plus simple
des résultats. Une autre solution aurait été d’utiliser le même nombre d’échantillons
pour chaque classe.
La matrice de confusion permet d’étudier les confusions entre différentes classes.
Par exemple, si une classe A est fortement confondue avec une classe B, alors
l’élément à la colonne correspondant à la classe A et à la ligne correspondant à
la classe B, aura une valeur élevée. Et inversement, si la classe B est fortement
confondue avec la classe A, alors l’élément à la colonne correspondant à la classe
B et à la ligne correspondant à la classe A, sera élevé. Nous notons au passage
que “A confondu avec B” n’est pas équivalent à “B confondu avec A”, puisque ces
confusions sont dans des sens différents.
Une partie des individus correctement prédits peut être due à la chance. Le
coefficient Kappa (κ) exprime une différence relative entre l’accord observé Po et
l’accord attendu qui pourrait être obtenu si le classifieur était aléatoire, Pa :


















κ est un nombre réel compris entre −1 et 1, dont la valeur dépend de la qualité
de la prédiction mais aussi des conditions de l’expérimentation. Récemment, plu-
sieurs articles [98] [99] [100] montrent que le coefficient κ ne devrait pas être utilisé
pour estimer la qualité d’une classification, car sa valeur dépend des caractéris-
tiques de l’échantillon de validation. La valeur de κ ne représente donc pas une
valeur fiable pour comparer des expérimentations réalisées sur des échantillons de
natures différentes. En revanche, il est tout à fait possible d’utiliser ce coefficient
en valeur relative pour comparer différentes approches les unes par rapport aux
autres en utilisant le même échantillon de validation. Ainsi, nous n’utiliserons pas
κ pour juger de la qualité absolue des résultats, mais pour comparer divers para-
métrages de banc d’essais.
Pour accomplir divers tests et expérimentations de façon rigoureuse, nous avons
mis en place un banc d’essais qui :
1. génère les fichiers de données pour l’apprentissage des poids et l’inférence à
partir du RPG en consultant le SIE (la base de données du CESBIO présentée
section 2.2.1) ;
2. fait l’apprentissage des poids ;
3. fait l’inférence ;
4. compare la classe ayant obtenu le poids le plus important avec la classe réelle
(référence) ;
5. calcule divers indices de qualité : la précision, la matrice de confusion et le
coefficient kappa (κ).
Le banc d’essais donne la possibilité de faire varier différents paramètres :
• le nombre de parcelles pour l’apprentissage et la validation ;
• la première année de la série à utiliser ;
• le nombre d’années utilisées pour la modélisation des rotations ;
• la zone géographique d’apprentissage ;
• la zone géographique d’inférence ;
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• les cultures à étudier (choisies parmi les cultures disponibles dans le RPG).
Pour réaliser nos expérimentations, nous n’avons pas utilisé l’intégralité des
classes du RPG. Nous avons principalement travaillé avec les 5 cultures dominantes
de la région, à savoir le blé, le maïs, l’orge, le colza et le tournesol, qui représentent
respectivement 38%, 12%, 12%, 11% et 5% de la production française (soit 78%,
c’est à dire près de 4/5èmes). Mais pour tester l’influence du nombre de classes sur
les temps de calcul nous avons parfois introduit d’autres classes, telles que les gels,
les prairies temporaires, les prairies permanentes, les vignes, les plantes à fibres et
les protéagineux.
De même, nous nous sommes concentrés sur le sud-ouest de la France, car le
CESBIO possède une grande expertise sur cette région. Pour évaluer la robustesse
de notre approche, ou sa capacité à travailler sur des zones géographiques variées,
nous avons travaillé sur les 3 zones représentées sur la figure 3.2.
Figure 3.2 – Les 3 zones utilisées pour nos expérimentations. Zone Formosat en
rouge, zone moyenne en gris foncé et zone élargie en gris clair.
1. En rouge est représentée la zone que nous appellerons “zone Formosat”. Elle
correspond à l’emprise de nos séries d’images Formosat-2 qui sont décrites
en annexe A.1. Pour le moment, nous n’utilisons pas les images Formosat,
mais cela viendra dans les chapitres 4 et 5, donc nous commençons déjà à
étudier le comportement de notre approche sur cette zone. Ses dimensions
sont 24 × 24 km2. Elle contient environ 1700 parcelles d’intérêt avec des
conditions pédoclimatiques relativement homogènes.
2. En gris foncé est représentée la “zone moyenne”, qui englobe la zone For-
mosat, et qui correspond aux départements de la Haute-Garonne (31) et
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du Gers (32). Elle contient environ 15500 parcelles d’intérêt avec des types
de sols variables et un gradient climatique Nord-Sud non négligeable. Cette
zone nous permet de tester notre méthode sur une plus grande variété de
rotations de cultures.
3. En gris clair est représentée la “zone élargie”, qui englobe la zone moyenne,
à laquelle nous avons ajouté tous les départements limitrophes (Ariège (09),
Landes (40), Lot-et-Garonne (47), Pyrénées-Atlantiques (64), Hautes-Pyrénées
(65), Tarn (81) et Tarn-et-Garonne (82)). Elle contient environ 72000 par-
celles d’intérêt et présente une large variété de sols, de paysages et de condi-
tions climatiques.
Ces 3 zones ne permettent pas de prendre en compte toute la variété des paysages
agricoles contenue dans le RPG, mais elles permettent de montrer comment réagit
notre modèle sur de grandes régions. Pour une application à plus grande échelle,
nous pouvons imaginer décomposer la zone à étuder en régions et générer un
modèle par région.
D’un point de vue temporel, nous avons travaillé avec tout le RPG dont nous
disposions, c’est à dire de 2006 (année à partir de la quelle le RPG a été mis
en place en France) à 2012 (dernière année disponible pendant les travaux de
thèse). Pour travailler avec un jeu de données d’apprentissage différent du jeu de
données de validation, nous avons utilisé une année du RPG comme référence, et
les années précédentes comme données d’apprentissage. La figure 3.3 présente un
exemple d’utilisation du RPG pour des rotations sur 3 années. Les années 2006
à 2008 sont utilisées pour l’apprentissage du MLN. Les années 2007 et 2008 sont
utilisées pour prédire l’année 2009 par une inférence. Et l’année 2009 est utilisée
comme référence pour la validation.
3.2.2 Durée de l’apprentissage du modèle
L’apprentissage est la première étape de notre méthode pour utiliser les connais-
sances a priori. Richardson et al. [92] proposent de faire l’apprentissage du MLN
en optimisant une mesure de pseudo-vraisemblance par la méthode de Broyden-
Fletcher-Goldfarb-Shanno (BFGS) [101] à partir de données issues d’une ou plu-
sieurs bases de données. Il est intéressant d’étudier le temps que prend l’algorithme
pour effectuer l’apprentissage du modèle. Pour cela, nous mesurons le temps de
calcul dans différentes situations, en faisant varier le nombre de parcelles d’appren-
tissage/validation et le nombre de classes prises en compte.
Il semble raisonnable de penser que le temps nécessaire à l’apprentissage soit
lié au nombre de poids à apprendre, et donc au nombre de règles. Le nombre de









Figure 3.3 – Exemple d’utilisation du RPG. Les années 2006 à 2008 sont utilisées
pour l’apprentissage du MLN. Les années 2007 et 2008 sont utilisées pour prédire
l’année 2009 par une inférence. Et l’année 2009 est utilisée comme référence pour
la validation.
de classes et Na le nombre d’années prises en compte). Ce nombre varie donc de
façon polynomiale avec le nombre de classes, et exponentielle avec la longueur des
rotations étudiées.
Nous avons effectué une série d’apprentissages à partir du RPG, en fixant le
nombre d’années à Na = 4, et en faisant varier le nombre de classes prises en
compte, pour étudier le temps nécessaire à la réalisation de l’apprentissage. La
figure 3.4a nous montre les résultats (courbe rouge). Nous observons effectivement
une croissance polynomiale, que nous avons cherché à modéliser par une courbe de
tendance (courbe verte) de la forme α×Nβc . Par la méthode des moindres carrés,
nous estimons α = 0.015 et β = 4.1. Pour certaines cartes d’occupation du sol, le
nombre de classes peut être élevé. Par exemple, le RPG contient 28 classes, dont 14
sont présentes dans notre zone d’étude. Cela implique des temps d’apprentissage
importants.
De même, nous avons effectué une série d’apprentissages à partir du RPG,
en faisant varier le nombre de parcelles utilisées pour l’apprentissage, de façon
à évaluer le temps nécessaire à l’apprentissage. La figure 3.4b nous montre les
résultats (courbe rouge). Nous constatons que la durée de l’apprentissage augmente
également de façon polynomiale avec la taille de l’échantillon d’apprentissage. Nous
avons modélisé cette croissance par une courbe de tendance (courbe verte). Nous
avons estimé les paramètres avec la méthode des moindres carrés pour obtenir
α = 0.0036 et β = 1.9. Le fait que la durée d’apprentissage augmente de façon
presque quadratique avec le nombre de parcelles est particulièrement limitant car
nous montrerons plus loin que la qualité du modèle augmente avec le nombre de









































Apprentissage0.0154719 * x ** 4.13599Inference2.60414 * x + 61.2783



















Apprentissage0.00359311 * x ** 1.85282Inference0.359922 * x
(b) Influence du nombre de parcelles
Figure 3.4 – Influence du nombre de classes pour 1000 parcelles et du nombre de
parcelles pour 5 classes sur les temps d’apprentissage et d’inférence.
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cultures longues (plus de 4 années).
Le nombre de classes et le nombre d’années prises en compte influencent forte-
ment la durée de l’apprentissage. C’est contraignant, mais ce n’est pas bloquant.
En effet, l’apprentissage du MLN est une opération ponctuelle. Dans le cadre de
notre banc de tests, nous avons réalisé plusieurs apprentissages dans différentes
conditions, pour évaluer l’influence des différents paramètres. Le temps d’appren-
tissage a donc été très pénalisant. Mais en production, l’apprentissage est à réaliser
une fois pour générer le modèle, puis le modèle peut être utilisé autant de fois que
nécessaire sans refaire d’apprentissage. Donc le fait que le temps d’apprentissage
puisse être élevé n’est pas une contrainte forte. En revanche, l’inférence est à réa-
liser à chaque classification, sa durée a donc plus d’influence sur la chaîne de
traitement. Nous allons donc à présent étudier le temps d’inférence.
3.2.3 Temps d’inférence
L’inférence est l’étape de calcul des probabilités d’apparition de chaque classe
à partir de l’historique de la parcelle. Richardson et Al. [92] proposent d’effec-
tuer cette opération en deux phases. La première consiste à rechercher le sous-
ensemble minimal du réseau lié par la méthode de Monte-Carlo par chaîne de
Markov (MCMC). Puis la seconde est une inférence par récurrence sur le sous-
ensemble déterminé à l’étape précédente par la méthode de l’échantillonnage de
Gibbs.
De même que pour l’apprentissage, nous avons fait une série d’inférences à
partir du RPG en fixant le nombre d’années à Na = 4 et en faisant varier le nombre
de classes prises en compte, pour étudier le temps nécessaire à la réalisation de
l’inférence. La figure 3.4a nous montre les résultats (courbe bleue). Nous constatons
que le temps d’inférence augmente de façon presque linéaire avec le nombre de
classes. Nous avons modélisé ce comportement par une courbe de tendance (courbe
violette) linéaire de la forme α × Nc + β. Nous estimons α = 2.6 et β = 61 par
la méthode des moindres carrés. Cette faible croissance du temps d’inférence avec
le nombre de classes utilisées nous permet d’utiliser un grand nombre de classes
en conservant un temps d’inférence raisonnable. Ce sera important lorsque nous
génèrerons des cartes d’occupation en quasi-temps-réel. Néanmoins, un nombre de
classes élevé peut limiter la qualité de classification obtenue.
Finalement, nous avons fait une série d’inférences à partir du RPG, en fai-
sant varier la taille de l’échantillon de parcelles à inférer, pour étudier l’influence
de cette taille sur le temps d’inférence. La figure 3.4b nous montre les résultats
(courbe bleue). Nous notons un faible accroissement du temps d’inférence avec
l’augmentation du nombre de parcelles. Nous modélisons cet accroissement par la
courbe de tendance (courbe violette) par une droite de la forme α × Np avec Np
le nombre de parcelles. Le paramètre estimé par la méthode des moindres carrés
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est α = 0.36. Nous constatons que le taux d’accroissement est bien plus faible que
dans le cas de l’apprentissage. Cela veut dire que malgré un apprentissage long,
notre méthode reste rapide en production.
3.2.4 Exemples de rotations obtenues
Au début de la section 3.2.2, nous avons introduit l’algorithme utilisé pour effec-
tuer l’apprentissage et nous avions constaté que l’apprentissage pouvait rapidement
devenir long. Nous avons donc été tentés de gagner en temps d’apprentissage en
remplaçant l’apprentissage MLN proposé par Richardson et Al. [92], par une éva-
luation des fréquences d’apparition de chaque rotation de culture dans la zone
d’apprentissage.
Ces deux méthodes sont équivalentes, mais il faut bien faire attention à ne pas
oublier de prendre en compte le coefficient de normalisation (le paramètre α de
l’équation (3.2)). En effet, nous pouvons avoir une idée de la différence entre les
fréquences d’apparition des rotations de cultures, et les poids associés aux règles
du MLN, en observant la table 3.1 dans laquelle nous représentons les 20 rotations
les plus fréquentes dans la zone Formosat pour des séquences sur 4 années, et la
table 3.2 où nous présentons les 20 rotations de cultures associées aux règles du
MLN qui ont obtenu les poids les plus importants lors de l’apprentissage.
En ce qui concerne les fréquences des rotations, la première chose que nous
constatons est que la première et la seconde rotation sont les mêmes, avec un
décalage d’une année. Il est intéressant de noter que ces deux rotations ont des
poids très élevés dans la table 3.2, et que ces poids ne sont pas très différents,
surtout si nous prenons en compte le fait que les fréquences sont elles très éloignées
(405 contre 253, soit un ratio de 1.6). Nous pourrions envisager de construire
une formulation des règles qui prenne en compte les rotations identiques décalées
comme celles-ci, mais nous ne le ferons pas car le modèle actuel n’est pas perturbé
par ce décalage. De plus cela rendrait le modèle plus complexe, ce qui pourrait
accroître les temps d’apprentissage et d’inférence, et il deviendrait plus difficile à
maintenir.
Nous pouvons aussi voir que la monoculture de maïs a une fréquence très élevée,
et la règle associée a un poids élevé aussi.
En regardant uniquement les 3 premières lignes des deux tableaux, nous pour-
rions déduire que les poids des règles sont similaires aux fréquences d’apparition
des rotations. Cependant, ce n’est pas le cas puisque les règles représentent une
probabilité conditionnelle2 régissant le choix de la culture qui vient compléter la
2Bien que les poids ne soient pas restreints à l’intervalle [0, 1] comme les probabilités. De la
même manière, la somme de tous les poids ne doit pas nécessairement faire 1. Cette dernière
propriété nous permettra d’introduire de nouvelles connaissances non représentées dans la base
de données et dont nous pourrions disposer.
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- 2009 2010 2011 2012 nombre
1 tournesol blé tournesol blé 405
2 blé tournesol blé tournesol 253
3 maïs maïs maïs maïs 113
4 tournesol blé tournesol orge 46
5 blé colza blé colza 46
6 blé colza blé tournesol 46
7 blé tournesol blé colza 38
8 colza orge blé colza 34
9 colza blé tournesol blé 34
10 tournesol blé colza blé 26
11 colza blé colza blé 26
12 orge blé tournesol blé 26
13 orge blé colza orge 24
14 tournesol orge blé tournesol 24
15 blé tournesol orge tournesol 22
16 tournesol blé blé tournesol 21
17 blé tournesol orge blé 21
18 orge blé tournesol orge 19
19 blé colza orge blé 18
20 orge tournesol blé tournesol 16
Table 3.1 – Rotations les plus fréquentes dans la zone Formosat.
- 2009 2010 2011 2012 poids
1 tournesol blé tournesol blé 0.752
2 maïs maïs maïs maïs 0.699
3 blé tournesol blé tournesol 0.601
4 blé orge blé orge 0.355
5 maïs maïs colza orge 0.333
6 maïs maïs colza colza 0.331
7 maïs colza maïs colza 0.322
8 maïs maïs colza blé 0.319
9 maïs colza maïs orge 0.317
10 maïs maïs colza tournesol 0.312
11 tournesol blé orge tournesol 0.309
12 colza maïs maïs colza 0.305
13 maïs maïs orge orge 0.305
14 blé orge blé maïs 0.304
15 colza maïs maïs orge 0.302
16 orge blé tournesol colza 0.302
17 maïs colza maïs tournesol 0.3
18 maïs orge maïs orge 0.3
19 blé orge blé colza 0.298
20 orge blé tournesol maïs 0.297
Table 3.2 – Règles ayant les poids les plus importants après apprentissage dans
la zone Formosat.
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séquence lorsque l’on connaît les 3 cultures qui la précèdent. Or d’après l’équa-
tion (3.2), la probabilité conditionnelle est égale à la probabilité d’apparition de la
culture multipliée par une constante de normalisation. Et l’équation (3.3) montre
que cette constante est déterminée par les cultures passées. La normalisation n’est
donc pas la même pour tous les poids, ce qui explique qu’ils ne soient pas équiva-
lents aux fréquences d’apparition.
Par exemple, nous trouvons des règles contenant du maïs dans la table 3.2,
alors que seule la monoculture de maïs contient du maïs dans la table 3.1. En
effet, les autres rotations contenant du maïs sont rares, mais la normalisation fait
que leur poids est élevé.
En étudiant la table 3.2, nous notons que certaines rotations ont des poids très
proches et dont la seule différence apparaît dans l’année à prédire. Par exemple
les lignes 5 et 6 sont des rotations commençant par maïs-maïs-colza, ou encore les
lignes 7 et 9 sont des rotations commençant par maïs-colza-maïs. Dans ce chapitre,
nous attribuons à chaque parcelle la classe de la culture obtenant le poids le plus
important. Ce n’est pas une méthode de classification idéale, en particulier dans le
cas où les poids sont presque égaux, ce qui entraine de la confusion. Nous pourrions
proposer un coefficient de confiance en utilisant la différence de poids entre la 1ère et
la 2nd classe, mais au chapitre 5 nous utiliserons les images issues de la télédétection
d’une part, et un classifieur plus élaboré capable de prendre en compte plusieurs
poids et de s’occuper de faire cette comparaison d’autre part. Nous verrons que
cela diminue grandement les confusions.
3.2.5 Variabilité des résultats
Afin de savoir si les valeurs de κ que nous obtenons sont représentatives, nous avons
effectué 10 réalisations de la même expérience avec 10 jeux de données différents
(nous n’avons pas utilisé les mêmes parcelles), puis nous avons calculé l’écart-
type de l’indice κ. La figure 3.5 résume les résultats en montrant pour chaque
configuration la valeur moyenne de κ accompagnée d’une barre d’erreur montrant
son écart-type.
Le premier constat que nous faisons est que plus le nombre de parcelles utilisées
pour l’apprentissage est important, plus la variance de l’indice κ est faible. Cela
est notamment vrai pour les grandes longueurs de rotations. En effet, augmenter le
nombre d’années étudiées pour les rotations entraîne une augmentation du nombre
de probabilités de transition, et donc une augmentation du nombre de poids à
apprendre. Or, plus il y a de poids à apprendre, plus l’échantillon d’apprentissage
doit être grand pour que les poids appris par le MLN soit fiables.
De même, nous pouvons souligner que la valeur moyenne de κ augmente lors-
qu’on augmente la taille de l’échantillon d’apprentissage. La cause est probable-
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Figure 3.5 – Valeur de Kappa moyenne et écart-type dans différentes configura-
tions (5 cultures, 3 à 5 années, 100 à 4000 îlots d’apprentissage).
montrer.
Enfin, nous constatons que les rotations sur 3 années produisent de meilleurs
résultats que les rotations sur 4 et 5 années. Dans la section suivante, nous étudions
ce phénomène en analysant l’effet de la longueur de rotation sur les résultats.
3.2.6 Longueur de rotation
Nous avons effectué une série de tests en utilisant 5 classes sur 4000 parcelles
d’apprentissage réparties sur le département 31, avec des rotations de cultures sur
3, 4 et 5 années. Pour chacun des 3 cas, nous avons effectué 10 réalisations dans les
mêmes conditions, mais en utilisant des parcelles différentes pour l’apprentissage,
et nous avons calculé les moyennes des indices (précision, matrice de confusion et
κ). Les tables 3.3, 3.4 et 3.5 présentent les matrices de confusion obtenues dans les
3 cas.
Nous constatons que lorsque nous augmentons le nombre d’années pour l’étude
de la rotation, la valeur de κ diminue. Intuitivement, nous pourrions penser qu’au
contraire l’étude des rotations sur 5 années apporterait plus d’information que
les rotations sur 3 années. Ce phénomène est peut-être lié aux types de rotations
que l’on trouve dans la région. Cela pourrait aussi être dû au fait que 4000 îlots
d’apprentissage ne suffisent pas lorsque le nombre d’années - et donc le nombre
de séquences possibles - augmente. Mais nous constatons que l’augmentation du
nombre d’années fait aussi chuter l’écart type de κ, ce qui veut dire que la moyenne
est bien estimée et que κ ne diminue donc pas à cause d’un manque d’îlots d’ap-
prentissage. De plus, nous avions constaté le même phénomène dans la figure 3.5
dans le cas des 5 années de rotations avec 4000 parcelles d’apprentissage, où la
variance était très faible. Ce qui donne à penser que 4000 îlots d’apprentissage
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- Blé Maïs Orge Colza Trnsol
Blé 72 10 6 4 8
Maïs 4 85 3 3 5
Orge 31 13 10 12 34
Colza 7 8 10 27 49
Trnsol 12 8 6 11 62
Précision 63.54 % ± 1.177 Kappa 61.86 ± 1.156
Table 3.3 – Matrice de confusion obtenue pour le département 31 avec des rota-
tions sur 3 années.
- Blé Maïs Orge Colza Trnsol
Blé 59 12 9 9 11
Maïs 11 71 6 6 7
Orge 23 18 22 14 22
Colza 8 8 11 30 43
Trnsol 8 9 10 9 65
Précision 58.83 % ± 0.85 Kappa 58.03 ± 0.8584
Table 3.4 – Matrice de confusion obtenue pour le département 31 avec des rota-
tions sur 4 années.
- Blé Maïs Orge Colza Trnsol
Blé 60 11 9 8 12
Maïs 12 69 6 7 6
Orge 19 14 26 12 29
Colza 12 13 11 23 42
Trnsol 12 12 6 9 61
Précision 57.85 % ± 0.6445 Kappa 56.56 ± 0.6433
Table 3.5 – Matrice de confusion obtenue pour le département 31 avec des rota-
tions sur 5 années.
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suffisent.
Premièrement, regardons les résultats dans le cas des rotations sur 3 années
(table 3.3). Nous constatons que le maïs est relativement bien prédit. Dans la
région, le maïs est très souvent utilisé en monoculture, ce qui rend sa prédiction
assez facile (voir la règle 2 de la table 3.2). Nous constatons que le blé aussi est bien
prédit, bien qu’il soit confondu avec le maïs, ce qui vient probablement du fait que
les monocultures de maïs sont parfois interrompues par une année de blé, qui n’est
pas prédite par notre méthode car bien que cela arrive parfois cette interruption
est trop rare pour être associée à un poids élevé dans le MLN. De même, le blé
est confondu avec le tournesol, qui est lui même souvent confondu avec le blé3. Il
faut savoir que la rotation {blé-tournesol-blé-tournesol} est une rotation classique
dans la région, mais il arrive que l’on trouve du blé deux années de suite, ou du
tournesol deux années de suite, ce qui provoque la confusion. Nous constatons
aussi que le colza et le tournesol sont souvent confondus. Cela vient du fait que
ce sont deux cultures d’été qui se retrouvent souvent dans des rotations similaires.
Par exemple {blé-tournesol-blé-tournesol}, {blé-colza-blé-colza} ou encore {blé-
tournesol-blé-colza}. Enfin, l’orge est fortement confondue, notamment avec le blé
ou avec le tournesol. Le blé et l’orge sont deux cultures d’hiver qui se retrouvent
souvent dans des rotations similaires car ce sont toutes les deux des céréales à
paille qui sont donc interchangeables d’un point de vue agronomique. Or, le blé
est bien plus présent dans la région que l’orge, il est donc prédit plus souvent,
l’orge est donc prédite comme blé. Cependant, certaines rotations se terminent
presque systématiquement avec de l’orge (voir la règle n◦4 dans la table 3.2), ce
qui signifie que l’orge n’est pas complètement absente des prédictions.
En étudiant le cas des rotations sur 4 années (table 3.4), nous constatons une
amélioration de la prédiction de l’orge, qui est moins confondue avec le blé et le
tournesol que dans l’étude sur 3 années. Comme nous le disions dans le paragraphe
précédent, l’orge apparaît dans des rotations plus complexes, et donc augmenter
la longueur des rotations étudiées augmente la chance de la prédire correctement.
En contrepartie, nous constatons une augmentation de la confusion du blé et du
tournesol avec l’orge.
Enfin, nous étudions le cas des rotations sur 5 années (table 3.5). Nous consta-
tons que l’orge est toujours mieux prédite, bien qu’elle soit à nouveau confondue
avec le tournesol. Mais nous constatons surtout que le colza commence à être
confondu avec le blé et le maïs. Donc augmenter la longueur des rotations de
cultures favorise les cultures qui sont dans des rotations complexes, comme l’orge
ou le colza. Or, dans notre région d’étude, les principales cultures sont dans des
rotations simples (mono ou bi-cultures).
3Nous rappelons que comme expliqué en section 3.2.1, “A confondu avec B” n’est pas la même
chose que “B confondu avec A”.
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La chute de l’indice κ pour les rotations sur 4 et 5 années est donc bien liée
au type de rotations que nous trouvons dans la région. Il est donc légitime de se
demander si notre modèle est robuste, et s’il peut être utilisé dans d’autres zones.
Nous allons étudier cette question dans la section suivante.
3.2.7 Diversité de la zone d’apprentissage
Pour pouvoir utiliser un modèle sur une très grande zone, celui-ci doit prendre
en compte toute la variété éco-climatique de cette zone. Une solution pour que le
modèle en soit capable est de réaliser l’apprentissage sur cette grande zone. Pour
étudier l’influence de la taille et de l’hétérogénéité de la zone d’apprentissage sur
le modèle, nous avons fait l’apprentissage d’un modèle sur la zone Formosat, un
autre modèle a été appris sur la zone moyenne, et un dernier modèle a été appris
sur la zone élargie (voir figure 3.2). Ensuite, nous avons utilisé ces 3 modèles pour
faire l’inférence sur la zone Formosat afin d’étudier comment ils se comportent.
Avec notre jeu de données, nous pouvons travailler avec 27 combinaisons diffé-
rentes en termes de zones, de longueur de rotation et d’années utilisées. Les tables
3.6, 3.7 et 3.8 donnent une compilation des résultats que nous obtenons pour les 3
zones d’étude, respectivement la zone Formosat, la zone moyenne et la zone élargie.
Nous utilisons le coefficient κ pour comparer nos différents résultats. Chaque ligne
donne les valeurs de κ obtenues pour une longueur de rotation donnée, chaque
colonne donne les valeurs de κ pour une année de prédiction donnée.
Premièrement, il n’est pas étonnant de constater que les prédictions utilisant
le modèle appris sur la petite zone Formosat sont meilleures que sur les zones plus
grandes, puisque les conditions éco-pédo-climatiques qui régissent les pratiques
agricoles sont plus homogènes sur la zone Formosat. Cependant, les résultats sur
la zone moyenne sont très proches de ceux obtenus sur la zone Formosat. Cela
signifie que notre méthode permet de modéliser les rotations de cultures dans des
zones présentant des types de sols variables et un gradient climatique Nord-Sud
important.
Nous constatons aussi que les prédictions sur l’année 2011 sont celles qui
donnent les plus mauvais résultats indépendamment de la zone d’étude ou de
la longueur de rotation. Cela peut s’expliquer par le fait que 2009 a souffert d’un
climat anormal, ce qui a forcé les agriculteurs du sud de la France à changer leurs
plans concernant les cultures d’hiver (comme le blé) pour des cultures d’été (comme
le tournesol). Cette modification des pratiques agricoles impacte la représentati-
vité statistique des données. Comme nous étudions les rotations de culture sur 3
années ou plus, cette anomalie en 2009 influence les résultats de 2011. Cependant,
nous n’avons pas le moyen de valider cette hypothèse.
Nous allons nous intéresser aux différences de qualité de prédiction entre les
zones de différentes tailles. Pour ne pas surcharger le document avec d’innom-
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Zone Formosat
- 2009 2010 2011 2012
3 années 0.51 0.58 0.54 0.60
4 années - 0.57 0.53 0.61
5 années - - 0.54 0.55
Table 3.6 – Valeurs du coefficient κ lorsque l’apprentissage et l’inférence sont
effectués sur la zone Formosat.
Zone moyenne
- 2009 2010 2011 2012
3 années 0.53 0.57 0.51 0.58
4 années - 0.57 0.52 0.59
5 années - - 0.51 0.54
Table 3.7 – Valeurs du coefficient κ lorsque l’apprentissage est effectué sur la zone
moyenne et l’inférence sur la zone Formosat.
Zone élargie
- 2009 2010 2011 2012
3 années 0.50 0.56 0.52 0.58
4 années - 0.50 0.46 0.53
5 années - - 0.43 0.43
Table 3.8 – Valeurs du coefficient κ lorsque l’apprentissage est effectué sur la zone
élargie et l’inférence sur la zone Formosat.
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brables matrices de confusion, nous travaillons sur les rotations de cultures sur 4
années, et nous calculons pour chaque zone la matrice moyenne à partir des ma-
trices réalisées pour les 3 années dont nous disposons (2010 à 2012). Les tables
3.9, 3.10 et 3.11 présentent ces matrices de confusion respectivement pour la zone
Formosat, pour la zone moyenne et pour la zone élargie. L’intégralité des matrices
utilisées pour générer ces matrices moyennes, ainsi que les matrices d’écart-type
correspondant aux matrices moyennes se trouvent en annexe B.1.
Nous notons premièrement qu’il n’y a pas de différence majeure entre la zone
Formosat et la zone moyenne, comme nous l’avions déjà constaté dans les tableaux
présentant les coefficients κ. Les matrices de confusion nous permettent de contrô-
ler que cette stabilité se reproduit aussi au niveau de chaque culture et de leurs
confusions spécifiques.
Pour ce qui est des confusions, nous pouvons voir que le tournesol est la culture
la plus difficile à prévoir, et ceci d’autant plus que la zone est grande. Dans ce der-
nier cas, la précision de prédiction est plus faible qu’une attribution aléatoire (qui
devrait être de 20%). Ces 10 dernières années, le rendement du tournesol a régu-
lièrement diminué dans la région, et petit à petit cette culture est utilisée comme
remplacement d’une culture d’hiver planifiée qui n’a pu être semée. Le tournesol
n’entrerait donc plus dans des rotations classiques, et ceci pourrait expliquer qu’il
soit difficile de le prédire.
À l’opposé, le blé et le maïs sont très bien prédits, notamment parce que ce
sont les principales cultures dans la région. Le colza est très confondu avec le
tournesol, puisque ces deux cultures sont généralement choisies pour des raisons
économiques plus que pour des raisons agronomiques. Nous voyons aussi que l’orge
est souvent prédite comme étant du blé, mais nous l’avons déjà expliqué dans la
section précédente. La confusion est stable d’une zone à une autre, mais l’orge est
moins bien prédite lorsque la taille de la zone d’apprentissage augmente, à cause
de l’augmentation de sa confusion avec le colza. La bonne prédiction du maïs reste
stable indépendamment de la taille de la zone.
Les résultats analysés ici pourraient être extrapolés à des cultures différentes
mais qui ont des pratiques similaires. Par exemple, le maïs est représentatif des
cultures principalement pratiquées en mono-culture. De même, le blé est un bon
exemple de culture pratiquée en bi-culture. L’orge et le blé sont des exemple de
cultures équivalentes du point de vue agronomique. Enfin, le comportement des
cultures équivalentes économiquement est représenté par le colza et le tournesol.
3.2.8 Simuler un important changement
Dans les expériences précédentes, nous avons montré la capacité du MLN à prédire
les cultures à partir de l’historique d’une parcelle. Cependant, ce type d’utilisation
est très similaire à ce que nous pourrions faire avec un réseau Bayésien classique.
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- Blé Maïs Orge Colza Trnsol
Blé 72 5 8 5 9
Maïs 5 80 5 4 6
Orge 23 6 32 8 31
Colza 8 4 12 29 48
Trnsol 15 17 28 20 20
Table 3.9 – Matrice de confusion obtenue lorsque l’apprentissage et l’inférence
sont effectuées sur la zone Formosat.
- Blé Maïs Orge Colza Trnsol
Blé 74 6 7 5 8
Maïs 5 80 4 5 6
Orge 23 9 27 11 30
Colza 7 7 11 27 47
Trnsol 18 17 24 23 18
Table 3.10 – Matrice de confusion obtenue lorsque l’apprentissage est effectué sur
la zone moyenne et l’inférence est effectuée sur la zone Formosat.
- Blé Maïs Orge Colza Trnsol
Blé 65 8 9 8 10
Maïs 6 79 4 5 6
Orge 23 13 22 13 29
Colza 11 10 13 21 44
Trnsol 19 19 23 22 16
Table 3.11 – Matrice de confusion obtenue lorsque l’apprentissage est effectué sur
la zone élargie et l’inférence est effectuée sur la zone Formosat.
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L’avantage principal du MLN est qu’il permet un accès direct à des règles lisibles
par des humains, ce qui est bien plus pratique que de modifier un modèle sous
forme de graphe qui peut être difficile à interpréter s’il y a beaucoup de nœuds.
Nous avions proposé d’utiliser les MLN car ils permettent de combiner l’ap-
prentissage statistique avec des règles de logique du 1er ordre. Cette propriété
particulière des MLN est intéressante car nous souhaitons introduire des connais-
sances qui ne soient pas quantitatives. Dans le cas de la cartographie précoce des
cultures, cette situation peut survenir lors de changements dans la réglementation
ou pour des raisons économiques (comme le prix des semences ou la spéculation
sur les rendements).
Malheureusement, nous ne disposons pas de ce type de comportement dans
nos données, nous proposons donc de le simuler. Nous proposons ici l’expérience
suivante. Nous allons supposer que pour une raison quelconque, une rotation de
culture qui était fréquente dans le passé est devenue interdite (ou moins rentable,
ou improbable) à partir d’un certain moment. Nous allons introduire ce comporte-
ment attendu en modifiant fortement le poids lié à la règle qui régit cette rotation.
Nous allons ensuite analyser comment la probabilité que cette rotation soit prédite
se propage dans le modèle.
Pour cette expérience, nous allons utiliser le modèle MLN obtenu en réalisant
un apprentissage sur la zone moyenne entre 2008 et 2011, pour prédire les cultures
de l’année 2012.
Nous avons choisi de modifier le poids associé à la séquence de cultures {maïs,
maïs, maïs, maïs} dont la règle est
{Cmaïsn−3 , Cmaïsn−2 , Cmaïsn−1 } → Cmaïsn , 0.699,
et nous avons fixé le poids à ω = −∞4. Il est important de noter que seule cette
règle est modifiée. Nous analysons ensuite les probabilités d’apparition attribuées
à chaque classe par l’inférence du MLN pour différentes rotations et nous les com-
parons aux probabilités que nous obtenions avant le changement.
La table 3.12 montre les probabilités obtenues pour chaque classe après infé-
rence du MLN dans le cas de la succession {maïs, maïs, maïs} pour la prédiction
de la classe de l’année suivante. Nous voyons que dans le cas original le maïs a
une probabilité de 0.6, et les autres classes ont une probabilité bien plus faible.
Dans le cas où l’apparition d’une 4ème année de maïs est interdite par le modèle,
le maïs obtient une probabilité presque nulle, alors que les autres cultures ont vu
leurs probabilités augmenter, tout en conservant leur rang : celles qui étaient plus
probables avant le changement (blé et tournesol) restent plus probables après.
Il est intéressant de rappeler qu’il n’a pas été nécessaire de refaire un appren-
tissage du modèle, ce type de changement peut donc être introduit dans le modèle








Table 3.12 – Probabilités associées à chaque culture après l’inférence du MLN
dans le cas de la succession {maïs, maïs, maïs} avec la règle originale et avec la
règle modifiée.
sans coût.
Il est aussi intéressant de vérifier que la modification d’une règle particulière
ne modifie pas le comportement des autres règles. En effet, dans les formules (3.1)
et (3.2) que nous rappelons ici




P(X|e) = αP(X, e) = α∑
y
P(X, e, y),
nous voyons que lorsque nous effectuons une inférence, la probabilité condition-
née par les évidences est proportionnelle à la probabilité de la distribution jointe,
qui peut elle-même être exprimée en fonction des probabilités conditionnelles des
nœuds parents. Cela signifie qu’il est compliqué d’effectuer un changement sur une
seule probabilité sans qu’il ne se répercute dans tout le réseau et n’en change le
comportement. Afin de vérifier que notre modèle se comporte toujours correcte-
ment après la modification, nous appliquons la même analyse sur d’autres règles.
Nous avons premièrement étudié le cas de la rotation la plus fréquente dans la
zone d’étude, à savoir { tournesol, blé, tournesol }, qui est décrite par la règle
{Ctournesoln−3 , Cblén−2, Ctournesoln−1 → Cdn}.
Puis nous avons étudié la rotation {blé, orge, blé}, qui est décrite par la règle
{Cblén−3, Corgen−2, Cblén−1 → Cdn}.
Enfin, nous avons étudié une rotation contenant deux années successives de maïs,
à savoir{maïs, maïs, blé}, décrite par la règle
{Cmaïsn−3 , Cmaïsn−2 , Cblén−1 → Cdn}.
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Dans les 3 cas, les valeurs des probabilités produites par le modèle avant et après le
changement sont identiques jusqu’à la 3ème décimale. Donc malgré le changement
important effectué sur l’une des rotations, les autres ne sont pas impactées.
Dans le cas d’un réseau Bayésien à effet commun, il aurait fallut changer pu-
sieurs valeurs dans la table de probabilités (4 dans notre cas) au lieu d’un seul
poids. De plus, les nouvelles valeurs sont difficiles à estimer.
Dans le cas d’un réseau Bayésien complexe, cette modification aurait nécessité
une modification des données pour réapprendre les probabilités de transition, car
il est impossible de modifier la probabilité d’une série particulière d’évènements
sans changer le reste. Cette propriété du MLN est donc très puissante, et nous
sera très utile lorsque nous fusionnerons le modèle des rotations de cultures avec
le modèle des cultures d’été dans le chapitre 4.
3.3 Conclusion
Dans ce chapitre, nous avons utilisé des MLN pour modéliser les rotations de
cultures. Nous avons montré que la logique de Markov permettait d’extraire facile-
ment l’information sur les rotations de cultures contenue dans une base de données
géographique. Nous avons mis en place une série de tests permettant d’évaluer les
performances de cette approche, et nous avons constaté que les MLN étaient à la
fois rapides et fiables pour modéliser les rotations de cultures.
Cependant, comme expliqué au chapitre 2.2.1, nous avons travaillé uniquement
avec les parcelles du RPG, c’est à dire les îlots purs et stables. Il serait intéressant
d’étudier le comportement du modèle en utilisant l’intégralité du RPG. Nous abor-
derons au chapitre 5.4.1 une méthode permettant de partitionner les îlots mixtes
en plusieurs îlots purs.
Mais nous sommes aussi en droit de nous demander si nous ne perdons pas
une information intéressante en ne travaillant qu’avec des îlots purs. En effet,
comme nous l’expliquions dans la section 2.2.3, il y a probablement des relations
de dépendance entre les cultures d’une même exploitation (et donc d’un même
îlot). Cette étude mériterait d’être menée pour être sûr que nos modèles ne sont
pas biaisés par cette utilisation exclusive des îlots purs stables.
Jusque là, pour évaluer notre méthode, nous nous sommes limités à une clas-
sification sans observation de l’année en cours, que ce soit par des images ou des
données relevées sur le terrain. Nous avons obtenu des précisions de l’ordre de
50% ce qui est tout à fait acceptable avec une telle approche. Au chapitre 5 nous
utiliserons nos modèles MLN de rotations de cultures accompagnés d’images de
télédétection dans des classifications supervisées pour produire des cartes d’occu-
pation du sol. Mais avant cela, nous allons introduire un autre type de connaissance
a priori basé sur des connaissances expertes.
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Chapitre 4
Modélisation des cultures d’été
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Dans le chapitre 2, nous avions présenté différentes sources de connaissances
a priori intéressantes pour la prédiction des classes de culture au niveau le plus
détaillé de la nomenclature. Nous allons à présent exploiter le fait que les cultures
d’été et les cultures d’hiver ont des comportements phénologiques différents. Dans
ce chapitre, nous allons utiliser des règles expertes exprimées en logique du 1er
ordre, et nous allons les intégrer dans les réseaux de logique de Markov (MLN).
Nous mettrons en place une série de tests, puis nous analyserons les résultats
dans le but d’évaluer la pertinence de l’utilisation de cette connaissance pour
l’amélioration des cartes d’occupation du sol.
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4.1 Présentation des règles expertes
Dans les zones tempérées de l’hémisphère Nord, les cultures d’hiver sont les cultures
qui sont semées tôt dans la saison (entre août et novembre) et qui passent l’hiver
en ayant déjà levé et atteint un stade de développement minimal. Au contraire, les
cultures d’été ne sont semées qu’au printemps. Cette différence dans la date des
semis implique des différences d’un point de vue phénologique : à une date donnée,
les cultures d’hiver sont à un stade phénologique plus avancé que les cultures d’été.
Marais-Sicre et al. [74] proposent un ensemble de règles de logique permettant
de différencier les cultures d’été des cultures d’hiver à partir du NDVI. Le NDVI
[75, 102] (Normalized Difference Vegetation Index) est un indice de végétation
communément utilisé en télédétection pour le suivi de la végétation [103]. Il traduit
une activité végétative, et permet de suivre la phénologie des plantes. Il est calculé
à partir des valeurs de réflectances dans les bandes rouge et proche infrarouge par
la formule :
NDV I = PIR−R
PIR +R ,
avec PIR la valeur du proche infrarouge et R la valeur du rouge. Il s’agit donc
d’une valeur réelle inclue dans l’intervalle [−1; 1]. Typiquement, les sols nus ont des
valeurs inférieures à 0.2 et la végétation bien développée des valeurs supérieures à
0.7. Beaucoup de satellites optiques permettent de capter ces deux bandes, ce qui
rend cet indice facile à obtenir sur la totalité du globe.
Les règles proposées par Marais-Sicre et al. [74] se basent sur des valeurs de
NDVI à des périodes clé de la croissance de la végétation pour détecter les cultures
d’été. Elles viennent en 3 versions, dépendant du nombre d’images de télédétection
à notre disposition. Pour être appliquées, ces règles ont besoin d’images de NDVI
acquises entre début avril et mi-mai.
Si nous ne disposons que d’une seule image sur cette période, la règle est de la
forme :
NDVIt1 ≤ 0.3⇒ culture d’été, (4.1)
avec NDVIt1 la valeur du NDVI à la seule date disponible. Cette règle signifie
que les zones agricoles où le NDVI est inférieur à 0.3 sont considérées comme des
cultures d’été, car entre avril et mai les cultures d’hiver devraient déjà avoir une
valeur de NDVI supérieure à 0.3.
Si nous disposons de 2 images sur cette période, la règle devient :
NDVIt1 ≤ 0.3 OU NDVIt2 ≤ 0.3⇒ culture d’été, (4.2)
avec NDVIt1 la valeur du NDVI à la première date, et NDVIt2 la valeur du NDVI
à la seconde date. La règle est symétrique par rapport aux dates. La règle traduit
le fait que si, à une des deux dates au moins, le NDVI est inférieur à 0.3, alors il
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s’agit d’une culture d’été. L’utilisation de 2 dates sert donc à rendre plus fiable la
détection d’une valeur suffisante du NDVI.
Enfin, si nous disposons de 3 images sur cette période, la règle est :
NDVIt1 ≤ 0.4 ET NDVIt2 ≤ 0.4 ET NDVIt3 ≤ 0.4
OU (NDVIt1 ≤ 0.35 ET NDVIt2 ≤ 0.35)
OU (NDVIt2 ≤ 0.35 ET NDVIt3 ≤ 0.35)
OU (NDVIt2 ≤ 0.4 ET NDVIt3 ≤ 0.5)




avec NDVIti la valeur du NDVI à la ième date. Cette règle, comme les deux pré-
cédentes, transcrit le fait que si le NDVI est inférieur à 0.3 à l’une des 3 dates,
alors il s’agit très probablement d’une culture d’été. Mais cette règle va plus loin
en prenant aussi en compte les relations entre les valeurs des 3 dates.
Nous pouvons noter que ces règles nous permettent d’obtenir l’information tôt
dans la saison (dès le mois de mai), ce qui est un gros avantage pour le suivi
des cultures en quasi-temps-réel, car cela veux dire que nous pouvons rapidement
utiliser ces règles pour générer des cartes d’occupation du sol.
4.2 Modélisation avec les réseaux de logique de
Markov
Il est tout à fait possible d’utiliser directement les règles logiques présentées jusque
là. Mais dans les chapitres précédents, nous avons utilisé des MLN. Nous avons
expliqué que les MLN permettent de combiner logique de premier ordre et mo-
dèles probabilistes graphiques. Au chapitre 3, nous avons travaillé avec des MLN
sur des réseaux Bayésiens, qui sont des modèles probabilistes graphiques. Il est
donc intéressant d’insérer les règles logiques sur les cultures d’été dans les MLN
proposées précédemment. Dans un premier temps nous allons étudier comment se
comporte le MLN avec ces règles. Pour ce faire, nous allons nous placer dans le cas
où nous ne disposons que d’une seule date. Nous allons faire varier la valeur du
NDVI, et étudier les poids que le MLN attribue aux cultures d’été et aux cultures
d’hiver. La figure 4.1 présente la forme des courbes de poids théoriques attendues
en sortie du MLN pour les cultures d’été et les cultures d’hiver. Dans un second
temps, nous allons présenter un MLN exploitant à la fois les règles expertes et les
rotations de cultures.
Le MLN génère une règle pour chaque valeur de NDVI possible. Étant donné
qu’il y a un très grand nombre de valeurs possibles pour le NDVI, il en résulte un
très grand nombre de règles dans le MLN. Cela implique des temps de calcul très













Figure 4.1 – Évolution théorique des poids déterminés par le MLN en fonction
du NDVI appliqué en entrée, pour les cultures d’été et les cultures d’hiver.
autre moyen de gérer ce grand nombre de valeurs. Nous proposons ici 2 possibilités.
La première est d’utiliser la logique de Markov dite “hybride”[104], c’est à dire
qu’elle est capable de travailler à la fois avec des variables catégorielles (comme les
classes des cultures) et des variables quantitatives (comme le NDVI). La seconde
possibilité est de pré-traiter les valeurs de NDVI pour réduire leur domaine à un
petit nombre de valeurs. Dans ce cas, nous utilisons un MLN classique.
Que nous utilisions le MLN hybride ou non, nous devons premièrement définir
des règles concernant la classification de chaque culture en culture d’été ou culture
d’hiver. Pour ce faire, nous avons établi une règle par culture, spécifiant son type.
Nous nous sommes intéressés aux 5 cultures dominantes de la région, tout comme
nous l’avions fait lors de l’étude des rotations de culture au chapitre 3. Celles-ci
sont le maïs et le tournesol qui sont des cultures d’été, et le blé, le colza et l’orge
qui sont des cultures d’hiver. Nous avons donc établi 5 règles, chacune d’entre elles
étant de la forme :
POIDS CULTURE =⇒ TYPE
Étant donné que ces règles sont strictes, nous souhaitons que le MLN les consi-
dère comme telles. Nous avons donc fixé les poids à une valeur bien supérieure aux
autres poids que nous affecterons plus tard (par exemple 200). En pratique, nous
66
obtenons : 
200 CULT0(id, Tournesol) =⇒ TYPECULT(id, Ete)
200 CULT0(id, Mais) =⇒ TYPECULT(id, Ete)
200 CULT0(id, Colza) =⇒ TYPECULT(id, Hiver)
200 CULT0(id, Ble) =⇒ TYPECULT(id, Hiver)
200 CULT0(id, Orge) =⇒ TYPECULT(id, Hiver)
(4.4)
Nous allons à présent étudier les forces et faiblesses des deux approches (hybride
ou non hybride) pour déterminer laquelle nous utiliserons.
4.2.1 Logique de Markov hybride
L’avantage principal de la logique de Markov hybride est qu’elle permet d’intro-
duire les valeurs de NDVI directement dans le MLN en entrant simplement les
règles expertes sous forme de règles logiques de premier ordre et en leur attribuant
des poids qui sont fonction de la confiance qui leur est accordée.
Mais comme nous avons pu le voir, les règles dont nous disposons sont consti-
tuées d’inéquations. Or, bien qu’il soit théoriquement possible de travailler avec des
inéquations dans les MLN, les chercheurs qui ont mis au point la logique de Markov
n’ont pas encore implémenté les inéquations dans les logiciels qu’ils proposent. Les
implémenter nous-mêmes n’était pas envisageable car cela aurait demandé un trop
grand investissement en temps. Il nous a donc fallu les gérer différemment. Pour ce
faire, nous avons remplacé chaque inégalité par plusieurs égalités auxquelles nous
avons attribué des poids qui prennent en compte la justesse ou non de l’égalité.
Par exemple, si l’inégalité est a < 10, alors l’égalité a = 2 aura un poids élevé,
alors que l’égalité a = 20 aura un poids faible. On peut voir cet ensemble de règles
avec des égalités comme un échantillonnage de ce que seraient les poids dans le
cas d’inégalités.
Nous avons travaillé avec la règle (4.1) dans le cas où nous ne disposons que
d’une image de NDVI. Nous avons établi le modèle le plus fidèle à l’inéquation en
testant plusieurs modèles et en modifiant les paramètres en fonction des résultats
obtenus. Il se présente sous cette forme :
4 TYPECULT(i, Hiver) ET (NDVI(i) = 0.9)
1 TYPECULT(i, Hiver) ET (NDVI(i) = 0.1)
20 TYPECULT(i, Ete) ET (NDVI(i) = 0.1)
(4.5)
Chaque règle de ce modèle est composée de 3 parties. La première est le poids de
la règle. La deuxième précise s’il s’agit d’une culture d’été ou une culture d’hiver.














Figure 4.2 – Évolution des poids déterminés par le MLN hybride (équation (4.5))
en fonction du NDVI appliqué en entrée, pour les cultures de tournesol, de maïs,
de colza, de blé et d’orge.
Le graphique de la figure 4.2 montre l’évolution des poids déterminées par le
MLN en fonction du NDVI appliqué en entrée, pour nos 5 cultures. Il est à com-
parer à la figure 4.1 qui présente l’évolution souhaitée des poids. Nous constatons
que les poids pour le tournesol et le maïs, qui sont des cultures d’été, suivent la
même évolution. De même, le blé, le colza et l’orge, qui sont 3 cultures d’hiver, ont
une évolution similaire. Lorsque le NDVI est inférieur à 0.3 les cultures d’été se
voient attribuer un poids plus importants que les cultures d’hiver, et inversement
lorsque le NDVI est supérieur à 0.3. Les poids suivent bien ce que la règle (4.1)
impose. En revanche, la séparation entre les 2 types de culture n’est pas grande
(elle est inférieure à 0.1). De plus, le croisement entre les deux classes de courbes
qui devrait être à 0.3 se fait en réalité à une valeur plus importante, qui se trouve
autour de 0.35 mais qui est difficile à déterminer avec exactitude. La forme de
ces courbes est très éloignée de ce que nous attendions, et nous laisse douter de
l’efficacité de ce modèle.
En conclusion, à cause de cette limitation sur les inégalitées dans le MLN
hybride, cette approche est devenue inintéressante, car :
1. Elle n’est pas précise. En effet, comme nous l’avons expliqué au paragraphe
précédent, le modèle obtenu ne correspond pas à ce que qui était recher-
ché (écart faible entre les deux classes de courbes, point de croisement à la
mauvaise position).
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2. Elle est très complexe à paramétrer. La recherche empirique des règles et des
poids est fastidieuse, et demande de jouer avec plusieurs paramètres. Il serait
possible de mettre en place une optimisation automatique des paramètres,
mais cela reste une approche complexe.
3. Elle est lente. Les MLN hybrides ont des temps de calcul jusqu’à 50 fois plus
importants que les MLN classiques.
Nous avons donc cherché une méthode alternative que nous présentons à pré-
sent.
4.2.2 Pré-traitement des valeurs de NDVI
Pour éviter d’avoir à utiliser la version hybride du MLN, nous allons appliquer
un pré-traitement aux valeurs de NDVI, afin que le MLN n’ait à manipuler que
des variables catégorielles. Ce pré-traitement consiste à tester chaque valeur de
NDVI avec les inéquations pour enregistrer le résultat - qui est une information
booléenne - sous une forme exploitable par le MLN.
Dans le cas de la règle (4.1), le pré-traitement permet d’obtenir deux variables :
Infer03 qui est vraie si le NDVI est inférieur à 0.3 et Super03 qui est vraie si le
NDVI est supérieur à 0.3. Le modèle devient alors :{
3 Infer03(id) =⇒ TYPECULT(id, Ete)
3 Super03(id) =⇒ TYPECULT(id, Hiver) (4.6)
Nous aurions aussi pu faire des variables Infer02, Super02, Infer01, Super01,
etc, et ajouter des règles avec des poids croissants, pour obtenir quelque chose de
similaire aux fonctions d’appartenance à des ensembles floux. Les règles fournies
par les experts dans ce cas ne sont pas floues, mais il est intéressant de noter que
c’est possible.
Le graphique de la figure 4.3 montre l’évolution des poids déterminés par le
MLN en fonction du NDVI appliqué en entrée, pour nos 5 cultures. Nous constatons
que cette méthode donne des résultats plus proches de ce qui aurait été le résultat
de l’application directe de la logique de 1er ordre que le réseau hybride. En effet, la
séparation entre les cultures d’été et les cultures d’hiver est bien plus grande (0.3)
et le basculement au point de croisement est plus franc et plus précis. De plus,
cette méthode est plus simple à paramétrer que la précédente. En revanche, nous
avons dû mettre en place un pré-traitement qui est spécifique à chaque règle. Mais
ce n’est pas aussi contraignant que le paramétrage empirique du MLN hybride,















Figure 4.3 – Évolution des poids déterminés par le MLN non hybride (équa-
tion (4.6)) en fonction du NDVI appliqué en entrée, lorsqu’on applique un pré-
traitement sur les valeurs de NDVI, pour les cultures de tournesol, de maïs, de
colza, de blé et d’orge.
Lorsque nous observons les courbes des figures 4.2 et 4.3, nous constatons la
présence de bruit. Comme expliqué à la section 2.3.2, l’inférence dans les MLN
est optimisée en utilisant un échantillonnage de Gibbs et l’algorithme de recherche
locale MaxWalkSat. Ces optimisations font que les poids trouvés en sortie de l’in-
férence sont des approximations qui peuvent contenir des erreurs
Dans la suite de notre étude, nous utiliserons cette méthode. Nous allons à
présent étudier le choix des poids attribués aux règles.
4.2.3 Étude de l’influence du poids
Dans le cas des rotations de cultures (chapitre 3), nous réalisions un apprentissage
automatique des poids liés aux règles du MLN. Ces poids étaient généralement
inférieurs à 1. Mais dans le cas des règles expertes sur les cultures d’été, c’est
l’expert qui fixe les poids en fonction de la vraisemblance qu’il attribue à la règle.
Étant donné qu’il s’agit d’un problème de type tiers exclu (une culture d’hiver
n’est pas une culture d’été et vice-versa), nous considérons que les poids de toutes
les règles sont identiques. Par contre, si l’expert considère qu’il est plus grave de se
tromper dans un sens que dans l’autre, on peut toujours introduire une dissymétrie
dans les poids. Reste à déterminer cette valeur de poids. Pour ce faire, nous avons
fait une série de prédictions en faisant varier entre 0 et 5 le poids appliqué aux
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règles expertes. Nous étudions alors l’évolution du coefficient κ de la classification
obtenue.
In fine, l’objectif est de fusionner cette règle sur les cultures d’été avec la
connaissance sur les rotations de cultures. Il est donc intéressant d’étudier l’in-
fluence du poids dans le cas où les règles expertes sont utilisées seules, mais aussi
dans le cas où elles sont utilisées conjointement avec la modélisation des rotations
de cultures. Nous avons donc effectué cette analyse dans les deux cas. À cet ef-
fet, nous fusionnons les règles issues des deux sources simplement en les utilisant
conjointement dans un même modèle MLN, ce qui en pratique revient à les mettre
dans un même fichier. Nous apprécions alors la puissance des MLN, qui permettent
de manipuler facilement les modèles, que ce soit en modifiant les poids ou les règles.
La figure 4.4 montre l’évolution de κ avec la valeur que nous donnons au poids
des règles expertes. Pour faire ces tests, nous utilisons les données de l’année 2012.












Règles expertes seulesRotations seulesRègles expertes et rotations
Figure 4.4 – Évolution de κ en fonction de la valeur du poids attribuée aux règles
expertes.
• La courbe rouge montre le cas où nous utilisons uniquement les règles ex-
pertes. Nous constatons qu’avec un poids supérieur à 0.7 nous obtenons une
valeur de κ maximale.
• La droite verte montre la valeur de κ lorsque nous n’utilisons que les rotations
de cultures sur 3 années. Ce cas ne dépend pas du poids que nous attribuons
aux règles expertes, la valeur de κ est donc constante.
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• La courbe bleue montre le cas où nous utilisons à la fois les règles expertes et
les rotations. Nous pouvons voir que la courbe forme un palier compris entre
un poids de 1 et un poids de 4, sur lequel la valeur de κ est maximale. Nous
notons au passage, même si ce n’est pas l’objet de cette étude, que la fusion
des deux sources de connaissance a priori donne de meilleurs résultats que
les connaissances prises indépendamment (gain d’environ 10%). Mais nous y
reviendrons à la section 4.3.1.
Si nous donnons un poids inférieur à 1 aux règles expertes, le MLN les considère
comme peu importantes, et leur effet est moindre, ce qui entraîne une baisse de la
qualité de la prédiction. À l’opposé, si nous donnons aux règles un poids supérieur à
4, elles deviennent tellement importantes qu’elles écrasent l’information apportée
par les règles sur les rotations de cultures, ce qui entraîne une décroissance des
performances. Entre ces deux valeurs, nous observons une large plage de valeurs
où κ est stable. Nous pouvons donc choisir un poids compris entre ces deux valeurs.
Par la suite, nous travaillerons avec un poids de 2.5 pour les règles expertes.
4.3 Expérimentations et résultats
De même que lors de notre étude des rotations de cultures, nous avons mis en
place un banc d’essais permettant d’accomplir divers tests et expérimentations
rigoureuses. Ce banc permet de :
1. générer les jeux de données pour l’inférence du MLN en analysant les images
de NDVI ;
2. réaliser l’inférence ;
3. comparer la classe ayant obtenu le poids le plus important avec la classe
réelle (référence RPG) ;
4. calculer divers indices de validation : la précision, la matrice de confusion et
le coefficient kappa (κ).
Pour évaluer la qualité de la prédiction, nous utilisons les outils que nous avons
présentés dans la section 3.2.1. Contrairement à l’étude des rotations de cultures,
pour l’étude des cultures d’été nous sommes tributaires des images à notre dispo-
sition pour le choix de la zone d’étude. Pour réaliser nos expérimentations, nous
avons travaillé sur la zone Formosat (en rouge dans la figure 3.2). En effet sur
cette zone, nous avons à notre disposition plusieurs images Formosat-2 qui nous
permettent de calculer le NDVI. L’ensemble du jeu de données est présenté en
annexe A.1. La table 4.1 donne les dates des images utilisées lors des tests pour
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chacune des 3 versions des règles sur lesquelles nous travaillons. Ces dates ont été
choisies selon 2 critères :
• elles sont comprises entre début avril et mi-mai (dans la mesure du possible)
comme suggéré par les experts qui ont établi ces règles ;
• nous prenons en priorité la date la plus ancienne (pour préparer l’étude en
temps réel que nous présenterons dans le chapitre 5.1).
année
version 1 date 2 dates 3 dates
2010 18/04 18/04 27/04 18/04 27/04 21/05
2011 9/05 9/05 20/05 9/05 20/05 24/05
2012 7/03 7/03 27/03 7/03 27/03 3/05
Table 4.1 – Dates des images utilisées pour chacune des 3 versions des règles
expertes.
Malgré le fait que nous disposions d’un grand nombre d’images en 2009 (voir
figure A.2a), nous n’en avons aucune dans la période intéressante pour l’étude des
cultures d’été1. Nous n’avons donc pas été en mesure de travailler sur cette année.
La valeur moyenne du NDVI sur les parcelles du RPG est calculée à partir
des images Formosat-2. Bien que l’inférence du MLN soit rapide, il est tout de
même plus rapide de travailler à l’échelle de la parcelle, c’est à dire de calculer le
NDVI moyen des parcelles et de faire l’inférence sur les parcelles, que de travailler
à l’échelle des pixels, c’est à dire de faire l’inférence sur tous les pixels. Nous allons
donc travailler à l’échelle des parcelles et utiliser le RPG pour la validation.
Nous allons comparer les résultats obtenus par le biais des règles expertes avec
les résultats que nous obtenons grâce aux rotations de cultures dans les mêmes
conditions. Nous avons aussi étudié la fusion des deux modèles. Pour ce faire, nous
avons pris le modèle appris sur les rotations de cultures, et nous lui avons ajouté
les règles sur les cultures d’été. Cela est rendu possible grâce à la capacité des
MLN à être facilement modifiés et fusionnés.
Comme nous l’avions fait à la section 3.2.7, nous évitons de surcharger le do-
cument avec d’innombrables matrices de confusion en travaillant sur les matrices
moyennes sur les 3 années pour chaque version des règles. L’intégralité des ma-
trices utilisées pour générer ces matrices moyennes ainsi que les matrices d’écarts
types correspondantes se trouvent en annexe B.2.
1D’où l’intérêt d’avoir des missions spatiales à très haute résolution temporelle de façon à
maximiser les chances d’obtenir des données claires.
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4.3.1 Étude de la règle pour 1 date
Dans le cas où nous utilisons la règle pour 1 date, nous obtenons déjà des résultats
très intéressants. La table 4.2 nous montre la matrice de confusion moyenne sur
les 3 années d’étude, obtenue en utilisant les règles expertes.
Nous constatons que les 3 cultures d’hiver que sont le blé, l’orge et le colza sont
toutes les trois prédites de la même façon, à savoir qu’elles sont prédites comme
étant l’une des 3 cultures d’hiver, et les prédictions sont équitablement réparties
entre les 3 cultures. Nous pouvions nous y attendre car la règle experte utilisée a été
conçue pour séparer les cultures d’été des cultures d’hiver, et non pour reconnaître
les cultures spécifiques. Cette méthode permet donc de bien détecter les cultures
d’hiver.
En ce qui concerne le maïs et le tournesol, qui sont des cultures d’été, les
résultats sont un peu moins bons. Nous notons que ces deux cultures sont princi-
palement prédites comme des cultures d’été, mais cette prédiction est bien moins
fiable que dans le cas des cultures d’hiver, notamment dans le cas du tournesol.
Cela vient premièrement du fait que la règle pour 1 date est peu fiable, car avec une
seule date les cultures d’été et d’hiver restent difficiles à dissocier. Vient s’ajouter à
cela le fait que la date que nous choisissons est un peu tôt dans la saison. En effet,
comme nous l’avons expliqué à la section précédente, nous choisissons la date la
plus ancienne car dans le chapitre 5 nous mettrons en place une méthode permet-
tant de générer des cartes d’occupation du sol en quasi-temps-réel. Cette méthode
en quasi-temps-réel utilisera les règles expertes présentées dans ce chapitre. Nous
souhaitons donc dès à présent appliquer cette contrainte.
Nous noterons tout de même que les dates à notre disposition pour l’année
2012 ne sont pas vraiment dans l’intervalle requis par la méthode, ce qui rend la
séparation des cultures d’été et des cultures d’hiver plus difficile cette année ci, et
cela se voit sur la matrice de confusion moyenne. Les matrices de confusion des
années 2010 et 2011 présentent de meilleurs résultats, comme nous pouvons le voir
en annexe B.2.
La table 4.3 présente la matrice de confusion moyenne obtenue en utilisant les
rotations de cultures et en utilisant les mêmes jeux de données. Elle montre les
mêmes types de résultats que celles étudiées à la section 3.2.6.
La table 4.4 expose la matrice de confusion moyenne obtenue en fusionnant les
règles expertes et les rotations. En la comparant à la matrice de la figure 4.3 sur les
rotations de cultures, nous constatons plusieurs choses. Premièrement, une baisse
de la qualité de la prédiction du maïs, qui est faussement prédit comme du blé.
Deuxièmement, les 3 cultures d’hiver que sont le blé et l’orge et le colza ne sont
plus prédites comme étant du tournesol. En revanche, elles ne sont plus confondues
entre elles. Troisièmement la prédiction du tournesol est fortement dégradée, mais
nous avions vu dans la matrice 4.2 que le tournesol était difficile à classer comme
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- Blé Maïs Orge Colza Trnsol
Blé 35 0 33 32 0
Maïs 8 42 6 8 36
Orge 37 1 27 34 0
Colza 32 0 34 34 0
Trnsol 14 28 13 13 32
Table 4.2 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les règles expertes avec 1 date de NDVI. Valeur de κ : 0.16
- Blé Maïs Orge Colza Trnsol
Blé 73 5 5 7 10
Maïs 4 83 1 7 4
Orge 24 8 17 11 39
Colza 6 9 5 18 61
Trnsol 7 5 6 10 71
Table 4.3 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les rotations de cultures. Valeur de κ : 0.45
- Blé Maïs Orge Colza Trnsol
Blé 74 1 10 15 0
Maïs 12 74 3 5 7
Orge 33 1 26 40 1
Colza 9 0 21 69 1
Trnsol 6 10 9 22 53
Table 4.4 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les règles expertes et les rotations avec 1 date de NDVI. Valeur de κ :
0.51
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culture d’été avec une seule date.
Le dernier résultat intéressant se trouve dans la table 4.5 qui résume les valeurs
moyennes du coefficient kappa. Nous y constatons que la fusion des deux modèles
permet d’obtenir de meilleurs résultats que les modèles pris séparément. C’est un
résultat important car il montre deux choses :
1. les informations a priori sur les rotations de cultures et sur les cultures d’été
sont complémentaires ;
2. le MLN est capable d’exploiter correctement ces deux informations.
C’est encourageant pour la suite, car l’amélioration est supérieure à 5%. Nous
allons à présent étudier les règles pour 2 et 3 dates.
méthode
version 1 date 2 dates 3 dates
Règles expertes 0.16 0.15 0.14
Rotations de cultures 0.45
Fusion règles et rotations 0.51 0.53 0.56
Table 4.5 – Valeurs moyennes de κ sur les annés 2010 à 2012 dans le cas où
nous utilisons les règles expertes, les rotations de cultures, et la fusion des règles
expertes avec les rotations de culture, respectivement.
4.3.2 Étude des règles pour 2 et 3 dates
Lorsque nous avons une ou deux images de plus à notre disposition, nous pouvons
utiliser les versions avancées des règles expertes. La table 4.5 semble nous donner
des résultats contradictoires. En effet, la valeur de κ reste à peu près constante
(avec une tendance à la baisse) dans le cas de la règle experte, alors qu’elle aug-
mente de près de 10% dans le cas de la fusion des modèles.
Pour comprendre ce phénomène, il faut se tourner vers les matrices de confu-
sion. Les tables 4.6 et 4.8 nous permettent d’étudier les matrices de confusion ob-
tenues avec les règles expertes pour 2 et 3 dates. Nous constatons que les cultures
d’hiver sont prédites de façon très similaire à ce que nous avions avec la règle
pour 1 date. En revanche, les cultures d’été sont bien mieux prédites en cultures
d’été, même si elles sont toujours confondues entre elles. Les confusions sont donc
toujours existantes, ce qui explique la stabilité du coefficient κ, mais elles sont co-
hérentes avec la nature des cultures confondues. Le fait que ces confusions soient
logiques apporte une information sur la culture à prédire. Cette information de
nature phénologique est introduite par les images, les rotations de cultures ne pou-
vaient donc pas l’apporter. Donc lorsque nous fusionnons les deux modèles nous
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- Blé Maïs Orge Colza Trnsol
Blé 34 0 33 33 0
Maïs 5 42 7 8 38
Orge 35 0 32 33 1
Colza 36 1 30 34 0
Trnsol 9 38 12 11 31
Table 4.6 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les règles expertes avec 2 dates de NDVI. Valeur de κ : 0.15
- Blé Maïs Orge Colza Trnsol
Blé 75 0 8 16 1
Maïs 15 73 3 2 7
Orge 26 1 29 43 1
Colza 12 1 20 67 1
Trnsol 5 9 7 18 61
Table 4.7 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les règles expertes et les rotations avec 2 dates de NDVI. Valeur de κ :
0.53
- Blé Maïs Orge Colza Trnsol
Blé 32 0 33 35 0
Maïs 2 41 4 7 46
Orge 37 1 34 28 0
Colza 34 0 34 31 1
Trnsol 8 39 9 9 36
Table 4.8 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les règles expertes avec 3 dates de NDVI. Valeur de κ : 0.14
- Blé Maïs Orge Colza Trnsol
Blé 74 1 8 12 4
Maïs 0 89 0 1 10
Orge 26 2 31 28 13
Colza 7 1 18 53 21
Trnsol 1 14 6 4 75
Table 4.9 – Matrice de confusion moyenne sur les annés 2010 à 2012 obtenue en
utilisant les règles expertes et les rotations avec 3 dates de NDVI. Valeur de κ :
0.56
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obtenons de meilleurs résultats. C’est un résultat classique en fusion d’information
lorsque les erreurs de prédiction issues des deux sources sont indépendantes.
Les matrices de confusion obtenues par la méthode des modèles fusionnés
(tables 4.4, 4.7 et 4.9) nous permettent d’étudier l’évolution des prédictions avec
le nombre de dates utilisées. Nous constatons que la fusion des modèles permet
d’obtenir un nouveau modèle qui bénéficie à la fois de la richesse de l’information
apportée par les rotations de cultures, et de la précision apportée par les règles
expertes. En effet, avec un plus grand nombre d’images disponibles, les règles ex-
pertes permettent de mieux séparer les cultures d’été des cultures d’hiver, ce qui
a des répercussions directes sur le modèle fusionné. Nous pouvons le constater en
observant la prédiction du tournesol, qui n’est plus confondu avec du blé ou du
colza. Ou encore le maïs, qui est de moins en moins prédit comme étant du blé à
mesure que l’on augmente le nombre de dates utilisées.
4.4 Conclusion
Nous pouvons à présent affirmer que la connaissance a priori de l’appartenance
d’une culture à la catégorie culture d’été ou culture d’hiver est une information
de grande valeur. Obtenue grâce à des règles expertes sur des valeurs de NDVI,
elle n’est probablement pas disponible partout, car il faut que des experts nous
fournissent les règles qui sont spécifiques à chaque région. Mais dans les régions où
de telles règles sont disponibles, cette information peut facilement être fusionnée
aux rotations de cultures pour venir enrichir la qualité des prédictions.
Une perspective intéressante serait de donner des poids différents aux règles en
fonction des dates disponibles, en prenant en compte le fait que ces dates soient bien
dans l’intervalle souhaitée, ou les conditions climatiques particulières de l’année.
À ce stade, nous avons un système de classification complètement non-supervisé.
En effet, les seules données nécessaires sont :
• Les cultures des années précédentes. Nous les avons prises dans le RPG, mais
nous pourrions les prendre sur des cartes d’occupation du sol des années
précédentes, etc.
• 3 images de l’année étudiée, acquises pendant les mois d’avril et mai.
Aucune vérité terrain n’est nécessaire. Notre système a un gros avantage. En ef-
fet, les autres méthodes de classification non supervisées consistent en une phase
de regroupement des éléments en clusters, suivie d’une phase de reconnaissance
des classes a posteriori. Cette reconnaissance a posteriori nécessite généralement
une vérité terrain. Ce n’est pas le cas de notre méthode qui reconnait les classes
directement.
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La qualité des classifications n’est pas extraordinaire, mais ce n’est pas surpre-
nant pour une classification non supervisée. Au chapitre suivant, nous allons insérer
ce système dans une chaîne de classification comportant un classifieur supervisé,
pour obtenir des cartes d’occupation du sol de qualité. Nous étudierons l’apport
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Dans le chapitre 3, nous avons montré comment modéliser les rotations de
cultures avec des MLN, et en quoi cette information était pertinente pour la pré-
diction des cultures. Puis dans le chapitre 4, nous avons étudié comment des règles
expertes peuvent être modélisées avec des MLN, toujours en vue de prédire les
cultures. Nous avons aussi montré que les MLN permettent de fusionner facile-
ment ces deux sources d’information pour ne former qu’un seul modèle. À présent
nous allons voir comment exploiter ces modèles dans le processus de génération
des cartes d’occupation du sol.
81
5.1 Classification en quasi-temps-réel, ou au fil
de l’eau
Nous allons générer des cartes d’occupation du sol à partir d’images de télédétec-
tion. Pour ce faire, nous utiliserons un algorithme de classification qui attribuera
à chaque pixel une culture estimée à partir de certains paramètres.
Nous souhaitons que notre méthode puisse être utilisée en quasi-temps-réel (ou
au fil de l’eau). Cela veut dire que l’arrivée d’une nouvelle information (acquisition
d’une nouvelle image) déclenche la génération d’une nouvelle classification mettant
ainsi à jour les précédentes cartes d’occupation du sol.
La connaissance a priori sur les rotations de cultures est disponible dès le début
de la saison, elle ne provoquera donc pas de mise à jour. En revanche, les images ne
sont pas toutes disponibles en même temps, car elles sont mises à notre disposition
au fur et à mesure de leur acquisition. De même, la connaissance sur les cultures
d’été est extraite des images d’avril-mai, elle est donc disponible autour de cette
période.
Nous avons simulé ce comportement quasi-temps-réel pour les années dont nous
disposons. Pour ce faire, nous avons généré une nouvelle carte d’occupation du sol
pour chaque date d’arrivée d’image, chaque classification ne prenant en compte
que les images disponibles à cette date. Bien entendu, nous avons aussi utilisé
les modèles créés dans les deux chapitres précédents, l’objectif étant d’évaluer leur
apport. Nous avons aussi effectué une classification en n’utilisant que l’information
a priori sur les rotations de culture pour simuler le fait qu’en début de saison nous
ne disposons d’aucune image.
Une autre façon de voir cette simulation est d’imaginer que nous travaillons
à une date virtuelle. Les images satellite acquises à une date antérieure à cette
date virtuelle sont utilisées dans la classification. À l’inverse, les images acquises
après cette date ne peuvent pas être utilisées. En faisant varier la date virtuelle du
1er janvier au 31 décembre de chaque année, nous pouvons suivre l’évolution des
cartes d’occupation du sol au cours de cette année.
Nous exploitons les 3 versions des règles expertes sur les cultures d’été (1 image,
2 images et 3 images), en fonction du nombre d’images disponibles à la date vir-
tuelle.
Pour réaliser une simulation de production de carte d’occupation du sol en
quasi-temps-réel, il faut générer un grand nombre de classifications. Nous avons
donc mis en place un banc d’essais qui nous permet d’accomplir cette tache de
façon rigoureuse.
Chaque classification est réalisée de la même façon. Nous utilisons un classifieur
de type Séparateur à Vaste Marge (SVM), avec un noyau linéaire. Les paramètres
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du SVM1 sont estimés en utilisant un algorithme basé sur une validation croisée
effectuée sur des sous-ensembles de l’échantillon d’apprentissage.
Il s’agit d’un classifieur supervisé, ce qui signifie qu’il est nécessaire de dispo-
ser d’échantillons d’apprentissage pour lesquels nous connaissons la classe. Mais
ce n’est pas un problème, puisque c’est une méthode habituellement utilisée en
télédétection. Or, nous ne travaillons pas à proposer une nouvelle méthode de
classification, mais nous voulons avant tout caractériser l’apport de l’information
a priori pour la classification. C’est la raison pour laquelle nous n’avons pas cherché
à optimiser le classifieur. En revanche, nous veillons à utiliser le même classifieur
pour tous les tests, afin que la seule variation soit l’apport de la connaissance a
priori.
Le vecteur de paramètres du classifieur est construit en utilisant :
• les réflectances des 4 bandes (bleu, vert, rouge et proche infrarouge) de toutes
les images disponibles à la date virtuelle ;
• les valeurs de NDVI associées aux images disponibles ;
• les 3 classes les plus probables issues du MLN, ainsi que les probabilités
associées.
La figure 5.1 illustre la formation du vecteur de paramètres. Les images servent
à fournir les réflectances, et les valeurs de NDVI qui sont à la fois intégrées dans
le vecteur de paramètres et dans le MLN pour utiliser les règles expertes sur les
cultures d’été. Le RPG est exploité par le MLN pour utiliser les règles sur les
rotations de cultures. Le vecteur de paramètres est ensuite utilisé par le classifieur
pour attribuer une classe à chaque pixel.
5.2 Les SVM linéaires
Comme expliqué à la section 1.3.1, nous ne nous sommes pas intéressés à l’optimi-
sation de l’algorithme de classification utilisé. Nous avons utilisé les SVM car ils
étaient parmi les techniques les plus performantes au début de nos travaux. Nous
donnons ici une courte présentation des SVM [15, 16].
Étant donné un échantillon d’apprentissage D contenant n points (xi, yi)i∈D
avec xi les vecteurs de paramètres et yi les classes associées (disons -1 ou 1), l’étape
d’apprentissage des SVM linéaires consiste à trouver l’hyperplan dans l’espace des
paramètres qui divise les points dont la classe est -1 des points dont la classe
1dans le cas linéaire, il n’y a qu’un seul paramètre : le C qui gère le compromis marge vs.














Figure 5.1 – Formation du vecteur de paramètres pour la classification, à partir
d’une série d’images satellite et du RPG.
w
w · x + b = 0
w · x + b = +1
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Figure 5.2 – Représentation géométrique des SVM linéaires.
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est 1, en maximisant la marge entre l’hyperplan et les points. Dans l’espace des
paramètres, un hyperplan est de la forme
h(w, b) = {w · x+ b = 0}
avec w le vecteur normal à l’hyperplan et x l’ensemble des vecteurs du plan. La
figure 5.2 donne cette représentation géométrique.
La distance entre un vecteur et l’hyperplan est :
d(x, h(w, b)) = w · x+ b||w|| .
Donc pour obtenir l’hyperplan qui maximise la marge entre l’hyperplan et les
vecteurs de l’échantillon d’apprentissage, il faut maximiser la distance entre chaque






L’inférence s’effectue en étudiant de quel coté du plan se situent les objets à
classer, c’est à dire le signe du produit scalaire entre x et w.
Les SVM sont binaires, c’est à dire qu’ils travaillent avec deux classes. Il
existe des méthodes permettant aux classifieurs binaires de travailler avec plu-
sieurs classes, que l’on applique aux SVM [105]. L’approche principale consiste
à découper le problème multiclasses en plusieurs problèmes binaires. Les deux
exemples les plus connus sont :
• one-versus-all, qui consiste, pour chaque classe, à faire une classification entre
cette classe et toutes les autres ;
• one-versus-one, qui consiste à faire une classification pour chaque combinai-
son de 2 classes.
L’algorithme que nous utilisons est paramétré en one-versus-one.
Il existe aussi des SVM non-linéaires. Le principe reste le même, mais les pro-
duits scalaires sont remplacés par une fonction non linéaire appelée fonction noyau.
Cela revient à appliquer une transformation à l’espace de caractéristiques, puis re-
chercher l’hyperplan optimal dans ce nouvel espace. Nous ne les avons pas utilisés
car ils sont plus lents et comprennent plus de paramètres à fixer. De plus, nous
introduisons de la non-linéarité dans l’espace des paramètres en utilisant le NDVI
en plus des réflectances. Toutefois, comme indiqué plus haut, notre procédure de
production de cartes d’occupation du sol est indépendante du choix de classifieur.
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5.3 Résultats des classifications
Nous avons à notre disposition la série d’images Formosat-2 présentée en annexe
A.1. Comme expliqué au chapitre 4.3, l’année 2009 n’est pas favorable à l’utilisation
des règles expertes sur les cultures d’été, nous avons donc travaillé avec les années
2010, 2011 et 2012.
Pour chaque année, nous avons effectué 4 simulations quasi-temps-réel :
1. Avec les images seules. Dans ce cas, nous n’utilisons aucune information a
priori. Il s’agit d’un cas témoin, qui nous permet de mesurer l’apport des
connaissances a priori dans les autres simulations.
2. Avec les images et la connaissance sur les rotations de cultures.
3. Avec les images et la connaissance sur les cultures d’été.
4. Avec les images, la connaissance sur les rotations de cultures, et la connais-
sance sur les cultures d’été.
La figure 5.3 montre l’évolution de κ en fonction du temps pour les années 2010,
2011 et 2012. La courbe rouge représente le cas où nous utilisons uniquement les
images. Elle commence à la date de la première image. La courbe verte représente
le cas où nous utilisons en plus la connaissance sur les rotations de cultures. Elle
commence le 1er janvier, même si la première image arrive plus tard, car l’infor-
mation sur les rotations de cultures seule est suffisante pour générer une première
carte d’occupation du sol. La courbe bleue représente le cas où nous utilisons les
images accompagnées de la connaissance sur les cultures d’été. Le premier point
de cette courbe est généré en utilisant la règle pour une image. Le second point
utilise la règle pour 2 images. Les points suivants utilisent la règle pour 3 dates.
Enfin, la courbe violette représente le cas où nous utilisons les images et les deux
types de connaissances. Ces deux dernières courbes commencent autour du mois
d’avril, date d’arrivée de la première image exploitable par la règle experte sur les
cultures d’été.
Premièrement, nous notons que les courbes représentant les cas où nous uti-
lisons des connaissances a priori sont toujours au-dessus de la courbe rouge qui
représente le cas où nous utilisons les images seules. Cela signifie que la valeur de
κ (et donc la qualité de la classification) augmente lorsque nous introduisons de
la connaissance a priori dans la classification. Nous présentons dans les tables 5.1,
5.2, 5.3, 5.4, 5.5, 5.6 et 5.7, quelques matrices de confusion obtenues avec et sans
la connaissance a priori pour l’année 2010.
La table 5.1 correspond au cas où nous n’utilisons que la connaissance sur les








































Images seulesImages et rotationsImages et règles expertesImages, rotations et règles expertes
(c) 2012
Figure 5.3 – Évolution de κ en fonction du temps pour les années 2010, 2011 et
2012.
- Ble Mais Orge Colza Trnsol
Ble 69 1 24 6 1
Mais 5 36 44 2 12
Orge 11 0 72 12 4
Colza 6 0 22 68 4
Trnsol 6 1 24 19 50
- Précision 59.2 % Kappa 0.5876 -
Table 5.1 – Matrice de confusion obtenue le 1er janvier 2010 en utilisant unique-
ment la connaissance sur les rotations de cultures.
- Ble Mais Orge Colza Trnsol
Ble 49 2 26 14 9
Mais 1 73 5 3 18
Orge 16 5 61 5 13
Colza 18 3 17 52 11
Trnsol 11 36 7 5 42
- Précision 55.35 % Kappa 0.5487 -
Table 5.2 – Matrice de confusion obtenue le 2 mars 2010 en utilisant uniquement
la première image de l’année.
- Ble Mais Orge Colza Trnsol
Ble 66 2 22 5 4
Mais 3 84 5 1 8
Orge 11 2 70 10 6
Colza 7 2 14 73 4
Trnsol 7 9 11 7 66
- Précision 71.92 % Kappa 0.714 -
Table 5.3 – Matrice de confusion obtenue le 2 mars 2010 en utilisant la première
image de l’année et la connaissance sur les rotations de cultures.
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- Ble Mais Orge Colza Trnsol
Ble 74 0 17 5 4
Mais 1 79 1 1 18
Orge 13 1 73 7 5
Colza 7 0 14 75 3
Trnsol 5 24 2 2 66
- Précision 73.56 % Kappa 0.7304 -
Table 5.4 – Matrice de confusion obtenue le 18 avril 2010 en utilisant uniquement
la série d’images.
- Ble Mais Orge Colza Trnsol
Ble 81 0 14 3 2
Mais 0 91 1 0 7
Orge 9 0 80 8 2
Colza 3 0 10 85 2
Trnsol 2 10 3 2 84
- Précision 84.24 % Kappa 0.8378 -
Table 5.5 – Matrice de confusion obtenue le 18 avril 2010 en utilisant les images
et les connaissances a priori.
Les tables 5.2 et 5.3 donnent les résultats obtenus le 2 mars lors de l’arrivée
de la première image dans le cas où nous utilisons l’image seule et dans le cas ou
nous utilisons aussi la connaissance sur les rotations de culture respectivement.
Nous notons que la connaissance sur les rotations de cultures permet de réduire
grandement la confusion entre le blé et le colza, qui sont deux cultures d’hiver
difficiles à distinguer avec les images seules. De même avec le maïs et le tournesol
qui sont des cultures d’été.
Les tables 5.4 et 5.5 donnent les résultats obtenus le 18 avril dans le cas où nous
utilisons les images seules et dans le cas où nous utilisons toutes les connaissances
a priori dont nous disposons (rotations et cultures d’été). Nous constatons que,
comme dans le cas précédent, les connaissances a priori permettent de beaucoup
mieux distinguer le maïs du tournesol.
Enfin, les tables 5.6 et 5.7 donnent les résultats obtenus le 31 décembre lorsque
nous disposons de toutes les images, dans le cas où nous n’utilisons que la série
d’images et dans le cas où nous utilisons toutes les informations à notre disposition.
Nous constatons que les 2 valeurs de κ sont très proches (0.91 et 0.93). Donc
l’apport des connaissances a priori est moindre en fin d’année.
Deuxièmement, nous constatons que les connaissances a priori permettent
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- Ble Mais Orge Colza Trnsol
Ble 86 0 11 2 1
Mais 1 96 1 0 2
Orge 7 0 90 3 1
Colza 2 0 5 93 0
Trnsol 2 1 2 1 94
- Précision 91.56 % Kappa 0.9125 -
Table 5.6 – Matrice de confusion obtenue le 31 décembre 2010 en utilisant uni-
quement la série d’images.
- Ble Mais Orge Colza Trnsol
Ble 89 0 7 2 2
Mais 1 97 1 0 2
Orge 6 0 90 2 2
Colza 2 0 3 94 1
Trnsol 2 1 1 1 95
- Précision 93.06 % Kappa 0.9279 -
Table 5.7 – Matrice de confusion obtenue le 31 décembre 2010 en utilisant les
images et les connaissances a priori.
d’obtenir des cartes d’occupation du sol de meilleure qualité plus tôt. Prenons par
exemple la figure 5.3b. Au 1er janvier 2011, les rotations de cultures permettent de
générer une carte d’occupation du sol qui a un κ égal à 0.46. Pour dépasser cette
valeur avec les images seules, il faudra attendre l’arrivée de la seconde image, soit
le 15 avril, c’est à dire plus de 100 jours après.
De même, nous pouvons prendre l’exemple de la figure 5.3a (année 2010).
Lorsque nous utilisons toutes les informations (courbe violette), à l’arrivée de la
première image exploitable par les règles sur les cultures d’été, nous obtenons une
valeur de κ égale à 0.84. Ce n’est qu’avec 4 images de plus que nous pouvons
obtenir une valeur équivalente avec les images seules, soit 139 jours plus tard.
Troisièmement, nous constatons que l’écart entre les courbes se réduit lorsque la
date augmente, pour presque devenir nul en fin d’année. Cela signifie que l’apport
des connaissances a priori que nous utilisons (c’est à dire les rotations de cultures
et les règles sur les cultures d’été) agit essentiellement sur les premiers mois de
l’année. Bien que l’apport en fin d’année ne soit pas nul (notamment en 2010 et
2011), nous ne pouvons pas affirmer qu’il soit significatif (+1.7% en 2010, +2%
en 2011 et +0.6% en 2012). En revanche la contribution en début d’année des
connaissances a priori est un réel progrès dans le contexte d’une production de
90
cartes d’occupation du sol en quasi-temps-réel.
Pour finir, nous notons que l’apport des connaissances a priori varie sensible-
ment d’une année à l’autre. Nous pouvons entre autres comparer l’année 2010 et
l’année 2012, la première obtenant de bien meilleurs résultats grâce aux connais-
sances sur les rotations et aux règles expertes, alors que la seconde n’est que peu
impactée. Une première explication à cette variation concerne l’information sur
les cultures d’été. En effet, à la section 4.3 nous avions expliqué comment étaient
sélectionnées les images utilisées par les règles expertes. Et dans la table 4.1 nous
présentions les dates des images sélectionnées. Or, en 2012, 2 des 3 dates sortent
de la période conseillée par les experts. Et cela avait eu des répercussions sur les
résultats (voir section 4.3.1). Cette baisse de qualité de l’information a priori peut
naturellement entrainer une baisse de l’apport de cette connaissance dans la classi-
fication. Une seconde explication concerne l’arrivée d’une première image très tôt
en 2012, qui permet de très rapidement réduire l’écart entre la classification avec
l’information a priori et la classification sans. La classification avec l’information
a priori reste néanmoins avantageuse.
5.4 Cartes d’occupation du sol
Jusqu’à présent, nous avons travaillé à la mise en place des modèles. Pour ce
faire, nous avons exclusivement utilisé des échantillons de validation. Dans cette
section, nous allons étudier comment se comporte notre méthode en situation de
production de cartes d’occupation du sol, c’est à dire dans la génération d’une
carte dense et non pas seulement sur quelques points.
5.4.1 Les limites du RPG
Dans un premier temps, nous avons produit une carte d’occupation en utilisant
la métode et les données présentées à la section 5.1. Nous avons utilisé les images
Formosat-2 de l’année 2012. Nous avons aussi utilisé l’information a priori sur les
rotations de culture sur les années 2009 à 2011, ainsi que les règles expertes sur les
cultures d’été afin de prédire les cultures pratiquées en 2012. Nous obtenons alors
la carte d’occupation du sol présentée en figure 5.4.
Cette carte nous permet de mettre en évidence la plus grosse limitation de
notre méthode : elle ne fonctionne que dans les zones où nous disposons de l’in-
formation a priori. Si, comme c’est le cas ici, les informations a priori ne sont
disponibles que sur une zone limitée, la carte d’occupation du sol qui résulte de
notre approche sera limitée. Cependant, comme il s’agit d’une méthode permet-
tant d’améliorer l’efficacité de techniques de classification existante, les zones où
l’information a priori n’est pas disponible peuvent tout à fait être traitées avec
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Figure 5.4 – Carte d’occupation du sol de la zone Formosat pour l’année 2012
réalisée en utilisant les connaissances a priori. Le blé est en jaune, le maïs est en
rouge, l’orge est en vert, le colza est en violet et le tournesol est en marron.
des méthodes classiques. C’est à dire qu’il est tout à fait possible de traiter les
zones où l’information a priori est disponible avec notre méthode, et les autres
avec le même classifieur mais sans l’information a priori. Il en résulte alors une
carte d’occupation du sol couvrant toute la zone, dont certaines parties (celles où
l’information a priori est disponible) sont plus précises que d’autres.
De plus, bien que le RPG permette de couvrir presque toute la zone d’étude
(voir figure 5.5a), nous n’en utilisons qu’une petite partie. En effet, comme nous
l’expliquions au chapitre 2.2.1, nous nous limitons aux parcelles, c’est à dire les
îlots purs et stables. Cela limite grandement l’étendue du RPG (voir figure 5.5b).
De plus, nous avons travaillé uniquement avec 5 cultures. Il suffit donc qu’une autre
culture apparaisse sur une des 3 années pour que la parcelle ne soit pas retenue.
Cela limite encore le RPG (voir figure 5.5c). Pour palier à cette limitation, il y a
deux voies à explorer.
Étant donné que le RPG couvre la majeur partie de la zone, la première voie
consiste à travailler avec une plus grande portion du RPG. Pour ce faire, nous
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(a) RPG complet sur la zone Formosat.
(b) Parcelles du RPG : îlots purs et stables. (c) Parcelles du RPG sur lesquelles sont cultivées l’une des 5
cultures étudiées sur les 4 années d’étude.
Figure 5.5 – Surface couverte par le RPG sur la zone Formosat.
pouvons utiliser plus de cultures. Mais nous voyons en comparant les figures 5.5b et
5.5c que le gain ne serait pas très important. Et c’est logique, car comme expliqué
au chapitre 3.2.1 les 5 cultures sélectionnées représentent 78% de la production
nationale. Une autre approche est d’utiliser plus d’îlots, c’est à dire ne plus se
limiter aux parcelles. Mais pour que cela soit possible, il faut être capable de
spatialiser les cultures présentes dans l’îlot. Inglada et al. [106] proposent une
approche pour effectuer cette tache. Cette approche est basée sur la segmentation
des îlots en parcelles à partir d’images de télédétection, et sur une classification
supervisée utilisant les îlots purs environnants pour l’apprentissage.
La deuxième voie consiste à ne pas se limiter à l’utilisation du RPG. En effet,
nous utilisons le RPG comme source de connaissances a priori sur le passé des
parcelles. Mais dans un contexte de production de cartes d’occupation du sol, il
est tout à fait possible d’utiliser les cartes produites les années précédentes comme
source d’information. A ce moment là, la zone couverte par les cartes d’occupation
du sol précédentes définit l’étendue de la nouvelle carte.
Nous avons opté pour cette deuxième voie, ce que nous allons montrer à présent.
5.4.2 Utiliser les cartes du passé
Comme nous l’avons vu à la section 5.3, l’écart de qualité des cartes d’occupation
du sol produite avec et sans connaissances a priori se réduit au fur et à mesure que
les images arrivent. Donc les cartes d’occupation du sol produites en fin d’année
sont équivalentes, que nous utilisions la connaissance a priori ou non. Donc si nous
produisons une carte d’occupation du sol pour les années 2009, 2010 et 2011 en
utilisant le même classifieur que celui utilisé pour les tests de la section 5.3, nous
pouvons les utiliser comme connaissances a priori pour notre méthode.
Nous avons donc produit 3 cartes d’occupation du sol, une pour chaque année,
en utilisant les images disponibles pour chaque année et un SVM à noyau linéaire
comme expliqué à la section 5.3. Nous avons sélectionné quelques parcelles du
RPG comme vérité terrain pour l’apprentissage de ces SVM. Nous avons ensuite
réuni ces cartes dans une seule image multi-temporelle pour lui appliquer une
segmentation, chaque segment étant composé des pixels adjacents qui ont la même
succession de cultures sur les 3 années. Cette étape permet de travailler à l’échelle
des objets, ce qui est plus rapide que de travailler au niveau des pixels2. L’étape
suivante a été d’effectuer une inférence avec notre modèle MLN sur ces segments.
2Il faut noter que cette segmentation n’introduit pas d’erreur sur le contour des objets, à la
différence de ce que nous avons évoqué dans le chapitre 1 quand nous avons expliqué les différences
entre approche objet et approche pixel. En effet, ici nous segmentons des cartes d’occupation
du sol qui ont été produites par un traitement pixel et la segmentation est basée sur un critére
d’égalité stricte des pixels voisins. Il s’agit donc juste d’un regroupement permettant d’accélérer
les calculs et qui n’entraine pas de perte de résolution spatiale par rapport à une approche pixel.
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Les poids obtenus en sortie du MLN ont été introduits comme primitives d’un
nouveau SVM, accompagnés des images de l’année 2012. De même que pour les
premier SVM, nous avons sélectionné quelques parcelles du RPG comme vérité
terrain pour l’apprentissage de ce SVM.
La figure 5.6 montre le résultat obtenu par cette méthode. Nous constatons
Figure 5.6 – Carte d’occupation du sol agricole sur la zone Formosat pour l’année
2012 réalisée en utilisant les classifications des années précédentes. Le blé est en
jaune, le maïs est en rouge, l’orge est en vert, le colza est en violet et le tournesol
est en marron.
que notre méthode est capable de produire une carte d’occupation du sol dense.
Étant donné que nous faisons une carte avec une nomenclature agricole, notre
carte ne peut pas couvrir toutes les zones. En particulier, les forêts et les zones
artificialisées. Nous n’avons donc conservé dans notre carte que les zones agricoles,
en masquant les zones qui ne sont pas présentes dans le RPG de l’année 2012
(figure 5.5a).
Parmi les zones agricoles conservées ne figurent pas que les 5 classes étudiées
(Voir l’annexe A.2 pour la nomenclature complète du RPG). Ces zones ne peuvent
95
pas être bien classées, car notre nomenclature n’est pas assez riche. Il faudrait
ajouter quelques classes (prairies, gels, plantes à fibres, etc) pour que ces zones
puissent être bien classées. Nous avons choisi de ne pas le faire pour une raison de
gain de temps. Mais nous avons montré au chapitre 3.2.2 qu’il est possible de tra-
vailler avec plus de classes. Nous y avons même quantifié les temps d’apprentissage
et d’inférence.
Au chapitre 2.2.6, nous parlions des écorégions et de la répartition maïs dans
les vallées et tournesol dans les coteaux. Nous retrouvons cette répartition sur cette
carte, avec une zone à forte densité de maïs (en rouge) dans la vallée au centre et
le tournesol (en marron) sur les coteaux.
5.5 Conclusion
Ce chapitre constitue le point d’orgue du travail réalisé dans cette thèse. En effet,
après avoir construit la modélisation des connaissances a priori dans les chapitres
3 et 4, nous arrivons ici au moment où elles permettent d’atteindre l’objectif prin-
cipal de ce travail de recherche : améliorer les résultats obtenus par les méthodes
habituelles de production de cartes d’occupation du sol.
Nous avons montré que notre méthode permettait la génération de cartes d’oc-
cupation du sol au fil de l’eau. Nous avons vu que ces cartes d’occupation du sol
étaient disponibles très tôt dans la saison, avec des qualités acceptables. Ces ré-
sultats sont obtenus sans modification de l’architecture des chaînes de traitement
actuelles. En effet, la modélisation des connaissances a priori que nous avons choi-
sie peut être utilisée comme des primitives additionnelles dans la classification
supervisée habituelle.
Nous avons aussi montré que notre méthode reste fonctionnelle dans les régions
où le RPG ne couvre pas toute la zone, en utilisant les classifications passées. En
effet, comme nous l’avions signalé au chapitre 2, pour qu’une connaissance a priori
soit vraiment utile dans un cadre opérationnel, il faut qu’elle soit disponible en tout
point. Si le RPG nous a servi à construire le modèle statistique de rotations des
cultures, il n’est pas suffisamment dense pour la production de cartes d’occupation
du sol. La généricité de la modélisation proposée permet d’utiliser d’autres sources
d’information sur l’historique des surfaces. Dans notre cas, l’utilisation des cartes
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6.1 Conclusions
L’objectif de cette thèse était de proposer une nouvelle approche à la génération
de cartes d’occupation du sol utilisant, en plus des images de télédétection, des
connaissances a priori. Cette approche devant permettre une amélioration de la




Notre principale contribution est la mise en place d’une méthode permettant d’in-
troduire des connaissances a priori dans les chaînes de production de cartes d’oc-
cupation du sol. Cette méthode exploite la puissance des réseaux de logique de
Markov, qui sont capables de combiner des modèles probabilistes graphiques et la
logique de premier ordre.
Nous avons proposé plusieurs connaissances a priori à exploiter avec notre
méthode. Nous avons, entre autres, montré comment modéliser les rotations de
cultures, qui sont une connaissance issue d’une base de données géographique.
Nous avons aussi travaillé avec des règles de la logique du premier ordre pour
montrer le fonctionnement de notre méthode avec des connaissances proposées par
des experts.
Nous avons effectué de nombreux tests avec des données réelles pour démontrer
que notre méthode peut être utilisée de façon opérationnelle. Nous avons montré
que notre méthode était capable de produire des cartes d’occupation du sol en
quasi-temps-réel, permettant ainsi un accès rapide à des cartes de qualité.
Notre méthode peut aussi être utilisée comme un classifieur non supervisé,
qui a en plus l’avantage de ne pas avoir besoin de reconnaissance des classes a
prosteriori.
6.1.2 Résultats
Nous avons montré que l’utilisation des rotations de cultures et de la connaissance
sur les cultures d’été comme connaissances a priori pour les algorithmes de clas-
sification permet de gagner environ 100 jours (et même jusqu’à 140 jours) pour la
mise à disposition des cartes d’occupation du sol.
Nous avons aussi été capables d’obtenir des cartes d’occupation du sol avant
même que la première image satellite ne soit disponible, avec une précision de
l’ordre de 50% pour 5 classes de cultures, ce qui est un résultat honorable.
6.2 Autres travaux réalisés
En raison des thématiques prioritaires de notre laboratoire d’accueil et de nos
financeurs, et du temps limité pour accomplir ce travail de thèse, nous nous sommes
concentrés sur :
1. le suivi des surfaces agricoles ;
2. les rotations de cultures et les règles expertes sur les cultures d’été, qui
semblaient être les connaissances a priori les plus prometteuses.
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Mais cela ne nous a pas empêché d’explorer aussi d’autres pistes. Nous al-
lons donc présenter dans un premier temps d’autres connaissances a priori exploi-
tables par notre méthode. Puis nous expliquerons comment nous appliquons cette
approche pour la surveillance des forêts tropicales. Ce sont là des travaux non
terminés, mais qui sont de belles perspectives d’application de notre méthode.
6.2.1 D’autres connaissances a priori
Au chapitre 2, nous présentions plusieurs connaissances a priori qui nous sem-
blaient pertinentes pour l’amélioration de la production des cartes d’occupation
du sol sur les zones agricoles. Jusqu’à présent, nous avons présenté l’apport de 2
d’entre elles : les rotations de cultures d’une part et la différence culture d’été/culture
d’hiver d’autre part. Il est tout à fait envisageable d’exploiter d’autres connais-
sances. En effet, dans les précédents chapitres, nous avons montré que les MLN
permettent d’utiliser conjointement plusieurs connaissances. Il est donc aisé de
compléter notre modèle en identifiant et en modélisant d’autres connaissances.
Dans cette section, nous présentons des travaux réalisés pour l’exploitation
de 2 autres connaissances a priori. Premièrement la topographie, deuxièmement
l’irrigation. Nous n’avons pas eu le temps d’exploiter complètement ces deux pistes,
car nous avons décidé de nous concentrer sur les plus prometteuses. Mais ce sont des
perspectives bien concrètes qui demanderaient peu de travail pour être pleinement
exploitées.
Modélisation de données topographiques
À la section 2.2.2, nous avions suggéré l’utilisation de la topographie comme source
d’information a priori. Nous proposons ici une approche accompagnée de quelques
résultats pour exploiter 3 variables topographiques :
• la pente, que l’on obtient en calculant le module du gradient de l’altitude ;
• l’exposition, que l’on obtient en calculant la phase du gradient de l’altitude ;
• la taille des parcelles1, inclue dans le RPG.
Comme nous l’avons expliqué précédemment, ces variables ont une grande in-
fluence sur les rendements agricoles, et donc sur les pratiques agricoles. Nous avons
donc cherché à savoir ce que la connaissance de ces variables peut nous apporter.
1Bien qu’il ne s’agisse pas d’une variable topographique, nous la présentons dans cette sec-
tion pour plusieurs raisons. Premièrement, il s’agit d’une variable qui s’observe à l’échelle de la
parcelle, comme la pente et l’exposition. Deuxièmement, elle est extrêmement facile à obtenir.
Finalement, nous l’intégrons dans notre modèle de la même façon que les deux autres.
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Pour ce faire, nous avons utilisé le modèle des rotations de cultures avec struc-
ture à effet commun comme présenté dans la figure 3.1d, et nous l’avons complété
en lui ajoutant les règles associées aux variables topographiques. La figure 6.1







Figure 6.1 – Structure du MLN utilisant l’information topographique. P symbo-
lise la pente, E symbolise l’exposition et T symbolise la taille de la parcelle. A, B
et C symbolisent les cultures présentes sur la parcelle respectivement les années
n− 2, n− 1 et n.
Les données nécessaires à l’utilisation de ce modèle sont faciles à collecter. En
effet, la taille des parcelles peut s’extraire du RPG en même temps que les cultures.
De leur coté, l’altitude et ses dérivés demandent un peu plus d’effort, mais la tache
nous est rendue facile grâce au SIE du CESBIO. En effet, comme expliqué à la
section 2.2.2, le MNT dont nous disposons a été intégré au SIE, ce qui nous permet
de calculer facilement les altitudes, pentes et orientations moyennes des parcelles.
À l’occasion de l’International Geoscience and Remote Sensing Symposium
(IGARSS) de juillet 2013, nous avons présenté une application de cette méthode
[107]. Nous avions alors montré que la pente, l’orientation et la taille des parcelles
ne permettaient pas d’améliorer significativement la qualité des classifications. Ce
résultat décevant peut avoir 2 causes.
La première pourrait être que l’information sur la topographie des parcelles soit
redondante avec la connaissance sur les rotations de culture. En effet, l’influence
que la topographie a sur les pratiques agricoles se trouve déjà dans les rotations
de culture. Donc le fait d’étudier les rotations de culture permettrait de prendre
en compte la topographie.
La seconde pourrait être que la structure à effet commun ne serait pas adaptée
à l’exploitation de l’information sur la topographie. Une solution consisterait à
utiliser un algorithme d’optimisation de structure, tel que celui proposé par Pe-
titjean et al. [108]. Un tel algorithme permet d’apprendre la structure du réseau
directement à partir des données.
Modélisation de l’irrigation
Au chapitre 2.2.5, nous proposions d’utiliser la connaissance des parcelles irriguées
comme connaissance a priori pour l’amélioration des cartes d’occupation du sol.
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Malheureusement, il n’existe pas de méthode simple pour accéder à cette infor-
mation. Nous allons à présent introduire une approche permettant de détecter les
parcelles irrigables.
Nous expliquions que l’irrigation transforme les pratiques et les paysages agri-
coles. Un bon exemple est l’irrigation à pivot central. Il s’agit d’une méthode
d’irrigation utilisant des travées2 tournant autout d’un pivot. Cela permet d’irri-
guer la surface parcourue par la travée. Cette zone est circulaire et centrée sur le
pivot. Les motifs circulaires ne sont pas courants dans les images satellites, l’ir-
rigation à pivot central laisse donc une empreinte caractéristique dans les images
satellites. La figure 6.2 montre un exemple de parcelle irriguée par un pivot central.
Il s’agit d’une image Formosat-2 en fausses couleurs infrarouge3 acquise en Haute-
Garonne. Pour segmenter les zones circulaires à forte activité photo-synthétique
Figure 6.2 – Image Formosat-2 en fausses couleurs infrarouge acquise en Haute-
Garonne, montrant un exemple de parcelle irriguée par un pivot central.
(NDVI élevé), nous pourrions utiliser des algorithmes tels que la transformée de
Hough [109].
Cet algorithme permettrait la détection des parcelles irriguées par la méthode
du pivot central. Mais la méthode du pivot central n’est utilisée que sur une petite
partie de l’ensemble des parcelles irriguées. Il faut donc aller plus loin.
Nous savons que pour irriguer une parcelle, il faut de l’eau. Les parcelles ir-
riguées doivent donc être à proximité d’un point d’eau (rivière, canal, barrage).
2Une travée est un tuyau équipé d’arroseurs.
3En télédétection, il est fréquent d’utiliser des couleurs artificielles pour mettre en valeur
certains éléments des images. Pour faire ressortir la végétation, il est courant d’utiliser de fausses
couleurs infrarouge ce qui consiste à visualiser la bande verte dans le canal bleu, la bande rouge
dans le canal vert, et la bande infrarouge dans le canal rouge.
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Nous pouvons donc envisager d’utiliser la distance entre la parcelle et le point d’eau
le plus proche comme connaissance a priori à intégrer dans le MLN. Une bonne
méthode pour accéder à l’information sur la position des rivières et canaux est
de consulter des cartes des réseaux hydrographiques. L’Institut de l’Information
Géographique et Forestière (IGN) propose la BD TOPOR©, une base de données
géographiques qui contient le réseau hydrographique français.
Nous avons profité de la puissance des bases de données géographiques qui per-
mettent de mesurer des distances entre différents points, pour mesurer la distance
entre une parcelle et le point d’eau le plus proche, utilisant la BD TOPOR© et le
RPG comme données d’entrée. Nous avons montré que dans notre zone d’étude
(figure 3.2), la grande majorité des parcelles irriguées sont à proximité de points
d’eau. Mais ce n’est pas le cas partout. En effet, dans certaines zones, l’eau uti-
lisée pour l’irrigation est puisée dans les nappes phréatiques avec des puits qui
ne figurent pas sur les cartes de réseau hydrologique. Le couplage avec des cartes
pédologiques (sols) pourrait être une piste à explorer.
6.2.2 Application à un autre domaine
L’approche mise en place au cours de ces travaux de thèse n’est pas limitée à une
application dans le domaine de l’agriculture. Nous pouvons facilement imaginer que
toute chaîne de production de cartes d’occupation du sol peut bénéficier de l’apport
de connaissances a priori. Un bon exemple est le suivi de la forêt amazonienne. En
effet, dans le cadre du projet Tools for Open Multi-Risk Assessment using Earth
Observation Data (TOLOMEO), j’ai effectué un séjour de 6 mois à l’Instituto
Nacional de Pesquisas Espaciais (INPE, l’institut de recherches spatiales brésilien)
pour travailler sur des problématiques liées à la déforestation.
Le projet TOLOMEO est financé par le Marie Curie International Research
Staff Exchange Scheme dont le but principal est l’établissement de coopérations
internationnales entre des partenaires en Europe et en Amérique du Sud. Il se
focalise sur le développement d’outils libres de télédétection.
Le suivi de la forêt amazonienne
Chaque année, la forêt amazonienne disparait un petit peu, remplacée par des
champs de culture et d’élevage. Pendant les deux dernières décennies, les pays
d’Amérique du Sud ont œuvré au ralentissement de la déforestation. L’utilisation
des images satellite pour le suivi des forêts s’est largement développée, et des
outils ont été mis en place pour aider dans cette tache. La forêt couvre environ 5.5
millions de km2, ce qui représente une très grande étendue à suivre. Cela implique
d’utiliser des cartes à faible résolution, ou d’user de très grandes puissances de
calcul.
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L’INPE a déjà mis en place un programme (PRODES) pour générer une carte
annuelle des zones déforestées incluant toute la forêt amazonienne brésilienne [110].
Le programme exploite principalement des images Landsat, mais utilise aussi des
images MODIS et CBERS. Le programme repose essentiellement sur le travail
d’opérateurs qui observent minutieusement les images afin de détecter les zones
déforestées. Il y a eu des tentatives d’automatisation de cette tache longue et
fastidieuse, mais elles ne permettaient pas d’atteindre la fiabilité imposée par le
gouvernement brésilien.
De même que l’introduction de connaissances a priori dans les procédés de gé-
nération de cartes d’occupation du sol agricole apporte une réelle plus-value, nous
voulons montrer que l’introduction de connaissances a priori dans les méthodes
de surveillance des forêts tropicales peut être un avantage. Nous proposons donc
d’utiliser notre approche pour modéliser les vecteurs de la déforestation en utili-
sant des connaissances a priori et des MLN, pour aider les opérateurs travaillant
dans le cadre du projet PRODES à se focaliser en priorité sur les zones qui ont les
plus grands risques d’être déforestées.
Il s’agit ici d’un travail en cours, qui a besoin d’être achevé. Seules les lignes
générales de la méthode sont présentées.
Les données et leur collecte
La première étape pour modéliser le processus de déforestation est d’identifier les
variables qui sont pertinentes à la détection de la déforestation. Dans sa thèse,
Aguiar [111] montre que 7 variables permettent de résumer les facteurs de défo-
restation :
• la distance à de grands domaines agricoles ;
• la distance à de petits domaines agricoles ;
• la distance à des zones urbaines ;
• le taux d’immigration ;
• la fertilité des sols ;
• la distance à des routes ;
• la présence de zones protégées.
En plus de ces variables, il est possible d’utiliser les précédentes cartes de
déforestation produites par le projet PRODES.
Pour collecter ces données, nous disposons de deux sources :
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1. L’Instituto Brasileiro de Geografia e Estatística (IBGE, l’Institut Brésilien
de Géographie et de Statistiques) met à disposition des bases de données
contenant une grande quantité d’informations géographiques4. Nous pouvons
y trouver l’ensemble des villes avec leur position et leur taux d’immigration,
des cartes de fertilité du sol, et la position des zones protégées.
2. Les images satellites peuvent nous permettre de détecter les routes [112] et les
domaines agricoles. Nous n’avons pas eu le temps d’approfondir cet aspect
de la recherche, cependant la figure 6.3 présente un exemple de grands et
petits domaines agricoles, qu’il doit être possible d’extraire et de différencier
avec les bons outils de traitement d’image.
Dans la figure 6.4, nous présentons un exemple de traitement utilisant notre
approche. En vert sont représentées les sources de données. En orange sont repré-
sentés les traitements permettant d’extraire l’information a priori. Le MLN est
représenté en bleu (variables d’entrée, ou évidences) et rouge (variable de sortie).
Nous utilisons une structure du réseau à effet commun (comme présenté dans la
figure 3.1d), car c’est une structure simple qui permet de se faire une première idée
de l’efficacité de la méthode.
Par la suite, il sera tout à fait possible de faire comme nous l’avions proposé
à la section 6.2.1, c’est à dire d’utiliser un algorithme d’optimisation de structure
(Petitjean et al. [108]).
6.3 Perspectives sur la méthode
Bien que notre méthode présente de bons résultats, nous proposons ici quelques
pistes d’amélioration qui n’ont pas pu être explorées pendant la thèse.
6.3.1 Apprentissage automatique de la structure du réseau
Que ce soit pour l’exploitation des variables topographiques ou le suivi de la forêt
amazonienne, nous proposions d’utiliser un algorithme d’optimisation de structure
pour remplacer la structure à effet commun du réseau par une structure plus
adaptée aux données.
Dans le cadre d’une collaboration avec le Dr. Petitjean de l’université de Mo-
nash à Melbourne en Australie, nous avons appliqué la méthode qu’il a développée
[108] à nos données sur les rotations de culture et la topographie.
La méthode développée par le Dr. Petitjean est basée sur une analyse log-
linéaire, qui est une technique statisitique bien établie dans la recherche d’as-
sociations entre variables [113]. Il s’agit d’une technique itérative qui consiste à
4http ://www.ibge.gov.br
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(a) Grands domaines agricoles (b) Petits domaines agricoles
Figure 6.3 – Exemples de grands et de petits domaines agricoles (à la même
échelle : 1 cm représente environ 10 km). À gauche, les grands domaines agricoles
sont constitués essentiellement de champs de soja. À droite, les petits domaines




























Figure 6.4 – Exemple de traitement pour la détection de la déforestation en Ama-
zonie, utilisant notre approche. En vert sont représentées les sources de données.
En orange sont représentés les traitements permettant d’extraire l’information a
priori. Le MLN est représenté en bleu (variables d’entrée, ou évidences) et rouge
(variable de sortie).
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retirer et ajouter des termes à un modèle initial pour optimiser un rapport qua-
lité/complexité.





Figure 6.5 – Structure du MLN découverte à partir des données pour des rotations
sur 3 années. P symbolise la pente, E symbolise l’exposition et T symbolise la
taille de la parcelle. A, B et C symbolisent les cultures présentes sur la parcelle
respectivement les années n− 2, n− 1 et n.
Une information surprenante, mais aussi fort intéressante, que nous obtenons
en étudiant cette structure, est que lorsque l’on connaît la culture présente l’année
n − 2, la pente, et la taille de la parcelle, il n’est pas nécessaire de connaître la
culture présente l’année n− 1, ni l’exposition. Cela permet d’avoir un réseau plus
simple, et donc un apprentissage et une inférence plus rapides.
Il serait donc très intéressant d’appliquer la même approche à tous les modèles
de MLN que nous avons utilisés au cours de ces travaux de thèse.
6.3.2 Adaptation aux informations a priori disponibles
Aux chapitres 4 et 5, nous avons fusionné deux modèles MLN (celui sur les ro-
tations de cultures et celui sur les règles expertes) en un seul. En pratique, cette
opération consiste à inscrire dans un même fichier le contenu des deux fichiers
incluant les deux modèles à fusionner. Il s’agit là d’une opération simple qui peut
être automatisée.
Étant donné que les modèles MLN peuvent facilement être fusionnés, une pers-
pective intéressante de ce travail de thèse serait de mettre en place un algorithme
qui adapterait le modèle MLN utilisé en fonction des données proposées en entrée
ou de la disponibilité de certaines règles. Pour ce faire, cet algorithme construirait
le modèle MLN à partir de morceaux de modèle MLN, tel un puzzle.
Par exemple, le même algorithme pourrait décider de n’utiliser que la connais-
sance sur les rotations de cultures sur une zone où nous ne disposons pas de règles
expertes, et décider de travailler à la fois avec les rotations de cultures et les règles
expertes dans une autre zone où cela est possible. De même, pour les zones où
l’information sur le passé des parcelles n’est pas disponible (comme c’était le cas à
la section 5.4.1), ce même algorithme pourrait décider de ne travailler qu’avec les
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règles expertes (permettant ainsi de travailler avec des données manquantes dans
le RPG).
Pour aller plus loin, il serait intéressant que cet algorithme soit capable d’éditer
et d’adapter les morceaux de modèles MLN. Il pourrait ainsi faire varier les poids
des règles pour les adapter à la situation locale. Par exemple, dans la conclusion du
chapitre 4, nous proposions de donner des poids différents aux règles en fonction
des dates disponibles, en prenant en compte le fait que ces dates soient bien dans
l’intervalle souhaité, ou les conditions climatiques particuliaires de l’année. Un
algorithme pourrait tout à fait prendre ce type de décision automatiquement.
Il s’agit là certainement de la perspective la plus intéressante, car la mise en
place d’un tel algorithme permettrait de rendre notre méthode de génération de
cartes d’occupation du sol tout à fait adaptative aux conditions locales.
6.4 Application à la cartographie générique de
l’occupation du sol
Un des enseignements principaux de notre travail de recherche est que la connais-
sance de l’historique des objets à classer (pixels ou régions) constitue une informa-
tion très pertinente dans la production de cartes d’occupation du sol. Nous avons
montré que c’est le cas pour les surfaces agricoles, mais on peut imaginer que c’est
aussi le cas pour d’autres zones. En effet, nous n’avons pas du tout abordé les
classes d’occupation du sol dites “permanentes” comme les zones urbaines ou les
forêts, mais nous savons qu’il s’agit de zones dont la probabilité de changement de
classe dans le temps est faible.
Dans le chapitre 5 nous avons montré que la connaissance sur l’historique des
surfaces peut être extraite des cartes d’occupation du sol des années précédentes.
Il semble donc logique d’étendre cette approche à tout type de classe d’occupation
du sol. Ainsi, dans un contexte de production de cartes avec des nomenclatures
étendues aux zones naturelles et artificialisées (les zones agricoles pouvant être
considérées comme semi-naturelles), on pourrait envisager de construire des mo-
dèles de transition de classes à partir de séquences de cartes d’occupation du sol.
Ces modèles pourraient être facilement couplés à ceux que nous avons construits
pendant cette thèse grâce à la souplesse de la logique de Markov.
Dans le cas des classes permanentes (forêt, urbain), la probabilité de change-
ment est faible, mais pas nulle. En plus, cette probabilité n’est pas stationnaire
spatialement. Ainsi, les zones en périphérie des zones urbaines ont plus de chance
d’évoluer vers du bâti que vers de la forêt. Des règles spécifiques pour gérer ces
cas pourraient être intégrées dans les MLN de façon très simple, à l’image de ce
que nous avons fait lors de la modification de la règle sur la monoculture de maïs
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à la section 3.2.8.
Les outils développés dans cette thèse sont basés partiellement sur des bases
de données relationnelles spatiales (PostGIS) et utilisent déjà les requêtes géospa-
tiales. Il serait donc aisé de définir des règles pour des zones tampon autour des
villes ou des routes (l’expansion urbaine et la déforestation se font souvent le long
des voies de communication).
Des approches similaires pourraient être adoptées pour les zones humides, les
plans d’eau, les zones protégées (parcs nationnaux, sites du réseau Natura 2000 5).
Ces perspectives peuvent paraître trop ambitieuses, mais il ne faut pas oublier
que nous avons démontré la possibilité d’apprendre des règles de façon automatique
à partir de bases de données, ainsi que la possibilité de les modifier et de les enrichir
“manuellement” pour prendre en compte d’autres sources de connaissances. Cela
veux dire que, sans modification de la méthode, beaucoup d’autres sources de
connaissances qualitatives et quantitatives peuvent être intégrées.
5Natura 2000 est un réseau de sites naturels européens protégés ayant pour but d’assurer la
survie à long terme des espèces animales et végétales les plus vulnérables.
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A.1 Le jeu de données Formosat-2
Le Centre d’Études Spatiales de la BIOsphère (CESBIO) étudie le fonctionnement
des surfaces continentales et la gestion durable des territoires. Dans le cadre de
cette étude, les chercheurs du CESBIO travaillent sur le chantier Sud-Ouest dans le
but de comprendre et prévoir l’influence de l’homme et du climat sur les ressources
en eau et les écosystèmes. Le chantier est situé au Sud-Ouest de Toulouse, dans
le Sud de la France (voir la figure A.1). Le CESBIO a équipé plusieurs parcelles
de cette zone avec une station météorologique (données météorologiques standard,
mesures de rayonnement, température, humidité dans le sol, . . . ) pour mener à
bien ses recherches.
Dans le cadre de ce chantier, le CESBIO a fait l’acquisition d’une série d’images
Formosat-2 entre 2008 et 2012. Pour notre étude, nous utilisons 53 images Formosat-
2 réparties sur 4 années (voir figure A.2) :
• 16 images réparties sur l’année 2009 ;
• 13 images réparties sur l’année 2010 ;
• 12 images réparties sur l’année 2011 ;
• 13 images réparties sur l’année 2012.
Formosat-2 est un satellite produisant des images optiques à hautes résolutions
spatiale (8 mètres) et temporelle (revisite quotidienne sur Taïwan, 3 jours sur le
chantier Sud-Ouest). Les images produites ont 4 bandes spectrales :
1. B1 : 0.45− 0.52µm (bleu) ;
2. B2 : 0.52− 0.60µm (vert) ;
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(d) Année 2012
Figure A.2 – Distribution temporelle des images Formosat-2 à notre disposition.
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3. B3 : 0.63− 0.69µm (rouge) ;
4. B4 : 0.76− 0.90µm (proche infra-rouge).
Dans la figure 3.2 nous représentons en rouge la zone que nous avons nomé “zone
Formosat”. Elle correspond au carré de 24 × 24 km de l’emprise du satellite, qui
englobe les différents sites d’étude du laboratoire.
A.2 Nomenclature du Registre Parcellaire Gra-
phique
id intitulé de la classe
1 Blé tendre







9 Plantes à fibres
10 Semences











22 Fruits à coque
23 Oliviers
24 Autres cultures industrielles
25 Légumes-fleures




A.3 Légendes de la carte de types de sols et de
la carte des écoforêts
À la section 2.2.6, nous avons comparé une carte de types de sols et une carte des
écoforêts. Pour rendre cette comparaison plus facile, nous n’avons pas affiché les
légendes de ces cartes. Ces légendes sont présentées ici (figure A.3).
Mal drainées à boulbenes limoneuses











Basses plaines d'alluvions recentes
Hautes terrasses anciennes découpées
Argileuses calcaires
Non calcaires
Petites vallées à basses plaines et terrasses
Pedo_cramp_empriseSpot
Coteaux peu à moyennement accidentés
Coteaux moyennement accidentés
Coteaux accidentés
Coteaux peu accidentés et glacis sur molasse argileuse 
Coteaux accidentés sur molasse acide argileuse ou argilo-caillouteuse
Monts calcaires accidentés
 
(a) Légende de la carte des types de sols
de la figure 2.2a
REGIONS FORESTIERES


















MONTS DE LACAUNE - SOMMAIL - ESPINOUSE
PAYS DE SAULT
PETITES PYRENEES ET PLANTAUREL
PLAINE ET COLLINES DU MOYEN-ADOUR
PLAINE VITICOLE DE L'AUDE ET DE L'HERAULT
RAZES ET PIEGE
SEGALA
VALLEES DE LA GARONNE ET AFFLUENTS
VOLVESTRE ET COTEAUX DE L'ARIEGE
 
(b) Légende de la carte des écoforêts de
la figure 2.2b
Figure A.3 – Légendes de la carte de types de sols et de la carte des écoforêts




Au cours de ce travail de thèse, de nombreuses expérimentations ont été menées sur
de gros volumes de données. Les différents bancs d’essais, composés de multiples
programmes et scripts mis en place spécifiquement pour ce travail de recherche,
ont produit une grande quantité de résultats. Il ne serait pas opportun de publier
l’intégralité des résultats obtenus au cours de ce travail de thèse, la plupart étant
des résultats intermédiaires. Mais cette annexe est une compilation des résultats
les plus significatifs.
B.1 Diversité de la zone d’apprentissage
Dans la section 3.2.7, nous étudions l’effet de la diversité de la zone d’apprentis-
sage sur l’efficacité du modèle. Nous avons expliqué comment nous avions effectué
l’apprentissage du MLN sur 3 zones d’étude (voir figure 3.2), pour ensuite faire
l’inférence sur la zone Formosat. Nous avions présenté les résultats sous la forme
de matrices de confusion moyennes sur les 3 zones d’étude. Dans cette section
se trouvent toutes les matrices utilisées pour calculer ces moyennes, ainsi que les
matrices d’écarts types correspondant aux matrices moyennes.
Étude sur la zone formosat
Apprentissage sur 2006-2009, inférence sur 2010
- Ble Mais Orge Colza Trnsol
Ble 66 7 9 7 11
Mais 4 84 4 3 5
Orge 24 9 36 9 21
Colza 9 2 8 3 0 51
Trnsol 15 18 34 11 22
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Apprentissage sur 2007-2010, inférence sur 2011
- Ble Mais Orge Colza Trnsol
Ble 71 4 11 3 11
Mais 6 79 5 4 6
Orge 19 3 31 4 43
Colza 8 5 12 15 60
Trnsol 18 19 25 17 21
Apprentissage sur 2008-2011, inférence sur 2012
- Ble Mais Orge Colza Trnsol
Ble 80 4 4 5 6
Mais 5 76 5 6 8
Orge 27 6 29 10 28
Colza 6 6 15 41 32
Trnsol 12 14 26 31 16
Matrice des écarts types
- Blé Maïs Orge Colza Trnsol
Blé 5.79 1.41 2.94 1.63 2.36
Maïs 0.82 3.3 0.47 1.25 1.25
Orge 3.3 2.45 2.94 2.62 9.18
Colza 1.25 1.7 2.87 10.66 11.67
Trnsol 2.45 2.16 4.03 8.38 2.62
Étude sur la zone moyenne
Apprentissage sur 2006-2009, inférence sur 2010
- Ble Mais Orge Colza Trnsol
Ble 70 7 8 7 8
Mais 5 85 3 4 4
Orge 25 13 27 15 21
Colza 9 5 9 34 42
Trnsol 17 17 24 26 16
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Apprentissage sur 2007-2010, inférence sur 2011
- Ble Mais Orge Colza Trnsol
Ble 71 6 8 5 10
Mais 6 79 4 5 6
Orge 19 7 25 11 38
Colza 6 7 11 24 51
Trnsol 20 20 22 20 18
Apprentissage sur 2008-2011, inférence sur 2012
- Ble Mais Orge Colza Trnsol
Ble 80 4 4 4 7
Mais 5 76 4 7 8
Orge 26 7 28 8 31
Colza 6 8 13 24 49
Trnsol 16 15 25 23 21
Matrice des écarts types
- Blé Maïs Orge Colza Trnsol
Blé 4.5 1.25 1.89 1.25 1.25
Maïs 0.47 3.74 0.47 1.25 1.63
Orge 3.09 2.83 1.25 2.87 6.98
Colza 1.41 1.25 1.63 4.71 3.86
Trnsol 1.7 2.05 1.25 2.45 2.05
Étude sur la zone élargie
Apprentissage sur 2006-2009, inférence sur 2010
- Ble Mais Orge Colza Trnsol
Ble 61 10 11 9 10
Mais 6 84 3 3 5
Orge 24 15 21 16 24
Colza 11 9 13 23 43
Trnsol 20 20 21 21 16
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Apprentissage sur 2007-2010, inférence sur 2011
- Ble Mais Orge Colza Trnsol
Ble 62 9 9 8 12
Mais 5 78 5 6 6
Orge 23 12 22 12 30
Colza 11 11 13 19 45
Trnsol 20 21 23 21 15
Apprentissage sur 2008-2011, inférence sur 2012
- Ble Mais Orge Colza Trnsol
Ble 71 6 6 7 9
Mais 6 74 5 7 7
Orge 23 11 23 11 32
Colza 11 10 13 21 45
Trnsol 17 17 25 24 17
Matrice des écarts types
- Blé Maïs Orge Colza Trnsol
Blé 4.5 1.7 2.05 0.82 1.25
Maïs 0.47 4.11 0.94 1.7 0.82
Orge 0.47 1.7 0.82 2.16 3.4
Colza 0.0 0.82 0.0 1.63 0.94
Trnsol 1.41 1.7 1.63 1.41 0.82
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B.2 Étude des règles sur les cultures d’été
Dans la section 4.3 nous analysons si l’introduction de la connaissance a priori
de la caractéristique culture d’été/d’hiver est pertinente pour la génération de
cartes d’occupation du sol. Nous avons expliqué que nous avons effectué les tests
sur 3 années (2010 à 2012) et que nous avons étudié les matrices de confusion
moyennes. Dans cette section se trouvent l’intégralité des matrices utilisées pour
calculer ces matrices moyennes sur ces 3 années, ainsi que les matrices d’écarts
types correspondant aux matrices moyennes.
Règle sur 1 date
Règles expertes
2010
- Blé Maïs Orge Colza Trnsol
Blé 33 0 32 35 0
Maïs 1 50 3 4 43
Orge 30 1 29 39 1
Colza 42 0 32 26 0
Trnsol 5 38 6 6 45
- Précision 37.18 % Kappa 0.2133 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 35 0 29 36 0
Maïs 6 42 8 4 41
Orge 33 0 29 38 0
Colza 34 1 36 28 0
Trnsol 10 27 11 13 38
- Précision 35.30 % Kappa 0.1825 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 35 0 33 32 0
Maïs 9 30 13 15 33
Orge 44 0 22 32 1
Colza 22 0 32 47 0
Trnsol 21 18 18 28 16
- Précision 30.73 % Kappa 0.1027 -
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Matrice des écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 1.43 0.14 2.03 0.84 0.13
Maïs 5.86 5.98 3.73 4.75 12.51
Orge 2.7 0.72 4.99 1.77 0.0
Colza 4.58 0.51 0.79 5.19 0.0
Trnsol 6.78 9.65 7.1 5.29 11.8
Combinaison des deux approches
2010
- Blé Maïs Orge Colza Trnsol
Blé 69 2 15 14 1
Maïs 0 94 1 0 5
Orge 23 4 49 24 0
Colza 9 0 23 68 0
Trnsol 3 15 6 6 70
- Précision 70.56 % Kappa 0.6083 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 70 2 16 9 3
Maïs 1 90 0 3 6
Orge 19 0 48 32 1
Colza 11 0 35 53 1
Trnsol 6 14 10 15 55
- Précision 64.40 % Kappa 0.5320 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 78 0 9 12 0
Maïs 9 69 7 6 9
Orge 28 3 35 34 0
Colza 7 0 33 60 0
Trnsol 14 3 16 33 33
- Précision 61.64 % Kappa 0.4629 -
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Matrice des écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 6.4 0.49 3.01 3.4 0.12
Maïs 10.22 14.39 2.35 3.89 2.56
Orge 3.87 0.82 3.3 8.02 1.1
Colza 1.08 0.51 1.81 2.67 1.61
Trnsol 3.91 4.17 2.97 11.02 13.06
Règle sur 2 dates
Règles expertes
2010
- Blé Maïs Orge Colza Trnsol
Blé 37 0 33 29 0
Maïs 1 44 1 3 51
Orge 23 1 36 38 1
Colza 27 0 45 29 0
Trnsol 3 39 7 3 48
- Précision 39.59 % Kappa 0.2412 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 38 0 33 29 0
Maïs 3 41 3 11 43
Orge 33 0 31 36 0
Colza 31 1 36 29 3
Trnsol 5 37 13 10 35
- Précision 35.98 % Kappa 0.1942 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 32 0 28 39 1
Maïs 25 33 17 8 17
Orge 31 0 33 36 0
Colza 37 0 37 26 0
Trnsol 12 27 22 18 22
- Précision 29.65 % Kappa 0.0620 -
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Matrice des écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 2.31 0.11 2.68 1.86 0.21
Maïs 1.77 1.58 4.78 8.44 13.0
Orge 5.7 0.0 3.45 2.98 0.86
Colza 4.48 1.05 4.43 1.27 0.52
Trnsol 4.35 6.69 6.02 2.83 8.04
Combinaison des deux approches
2010
- Blé Maïs Orge Colza Trnsol
Blé 65 1 14 20 0
Maïs 0 92 0 1 7
Orge 28 1 51 17 3
Colza 10 0 27 63 0
Trnsol 1 16 1 9 72
- Précision 68.91 % Kappa 0.5871 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 71 2 15 12 1
Maïs 1 87 1 1 9
Orge 18 0 44 38 0
Colza 12 3 30 54 1
Trnsol 2 17 12 15 54
- Précision 63.96 % Kappa 0.5279 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 81 0 9 10 1
Maïs 33 50 0 8 8
Orge 33 0 47 20 0
Colza 11 0 35 54 0
Trnsol 8 4 22 20 47
- Précision 66.57 % Kappa 0.4839 -
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Matrice des écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 5.4 0.08 3.05 2.63 0.76
Maïs 13.33 14.2 2.67 1.47 0.53
Orge 6.24 0.49 1.85 4.38 0.93
Colza 1.22 1.02 3.61 4.62 1.02
Trnsol 1.63 4.05 2.49 8.67 9.02
Règle sur 3 dates
Règles expertes
2010
- Blé Maïs Orge Colza Trnsol
Blé 35 0 32 33 0
Maïs 1 44 1 1 53
Orge 36 4 33 27 0
Colza 35 0 31 35 0
Trnsol 2 48 1 6 43
- Précision 37.74 % Kappa 0.2146 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 38 0 33 29 0
Maïs 4 45 12 7 32
Orge 37 1 31 30 0
Colza 33 3 32 31 1
Trnsol 11 34 5 13 38
- Précision 37.18 % Kappa 0.2028 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 35 0 34 31 1
Maïs 8 25 8 8 50
Orge 49 0 18 33 0
Colza 26 0 37 37 0
Trnsol 6 24 16 12 43
- Précision 33.72 % Kappa 0.1087 -
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Matrices de écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 0.8 0.13 3.13 2.78 0.21
Maïs 2.95 7.74 5.11 4.87 0.69
Orge 5.7 1.04 8.58 4.4 0.44
Colza 4.57 0.53 3.06 4.23 1.06
Trnsol 3.31 10.79 3.4 5.98 1.21
Combinaison des deux approches
2010
- Blé Maïs Orge Colza Trnsol
Blé 70 1 12 15 3
Maïs 1 92 0 0 7
Orge 26 3 41 22 9
Colza 12 0 16 51 20
Trnsol 1 16 1 3 78
- Précision 70.04 % Kappa 0.5951 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 68 2 16 10 4
Maïs 0 88 0 3 9
Orge 19 0 43 30 7
Colza 13 3 28 35 22
Trnsol 3 18 7 5 67
- Précision 63.62 % Kappa 0.5203 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 77 1 10 9 3
Maïs 0 75 0 0 25
Orge 24 2 38 20 16
Colza 11 0 20 52 17
Trnsol 2 8 4 14 73
- Précision 68.02 % Kappa 0.5221 -
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Matrice des écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 4.56 0.07 2.38 4.62 2.19
Maïs 0.0 2.77 0.0 1.77 2.64
Orge 6.28 1.53 0.2 2.8 6.34
Colza 1.07 1.06 2.15 6.98 7.68
Trnsol 0.55 4.38 3.68 0.93 7.74
Rotations de culture
2010
- Blé Maïs Orge Colza Trnsol
Blé 59 9 9 11 12
Maïs 5 88 1 5 1
Orge 19 14 33 17 17
Colza 4 4 10 47 35
Trnsol 10 8 13 12 58
- Précision 59.18 % Kappa 0.4574 -
2011
- Blé Maïs Orge Colza Trnsol
Blé 68 7 9 3 13
Maïs 5 85 3 4 3
Orge 16 4 22 9 48
Colza 8 10 13 18 51
Trnsol 8 12 11 7 62
- Précision 57.85 % Kappa 0.4327 -
2012
- Blé Maïs Orge Colza Trnsol
Blé 75 4 8 3 10
Maïs 17 67 8 8 0
Orge 24 11 29 9 27
Colza 9 7 11 15 59
Trnsol 2 10 20 6 63
- Précision 59.01 % Kappa 0.3930 -
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Matrice des écarts-type
- Blé Maïs Orge Colza Trnsol
Blé 5.61 0.95 2.25 2.46 3.73
Maïs 2.01 7.71 1.77 4.2 2.36
Orge 8.94 0.61 4.22 1.4 13.93
Colza 2.21 2.24 1.56 5.68 2.4
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Les futures missions spatiales d’observation de la Terre, Venµs et Sentinelle (1 et 2), fourniront un flot de données
inédit en termes de résolution spatiale, revisite temporelle et richesse spectrale. Afin d’exploiter de façon efficace
ces données pour la réalisation de cartes d’occupation des sols ou de détection de changements, des approches
rapides, robustes et le moins supervisées possibles seront nécessaires. Un exemple d’utilisation de ces données
pourrait être d’identifier, dès le mois de mai, les surfaces couvertes par du maïs dans tout le Sud-ouest de la
France. Ou encore d’obtenir une carte d’occupation des sols mensuelle, dans un délai très court, à l’échelle de
grandes régions.
On constate que les images seules ne permettent pas d’obtenir de telles données. Nous avons cependant
d’autres types d’informations à notre disposition, qui ont jusqu’alors été très peu exploitées. Ce travail de thèse a
consisté à identifier les informations dites a priori disponibles, évaluer leur pertinence, et les introduire dans les
chaînes de traitement déjà existantes pour chiffrer leur apport.
Nous nous sommes intéressés en particulier au domaine du suivi de l’agriculture. Les informations que nous
avons utilisées sont, entre autres, les connaissances sur les pratiques agricoles (rotations de culture, irrigation,
alternances de catégories de cultures, etc.), les tailles des parcelles et la topographie.
Nous avons principalement travaillé avec 2 sources de connaissances a priori :
• Celles contenues dans des bases de données telles que le Registre Parcellaire Graphique (RPG). Nous
avons utilisé des méthodes d’apprentissage automatique sur les données pour les extraire.
• Celles fournies par des experts. Nous les avons modélisées à l’aide de règles de la logique de 1er ordre.
Une des contributions de cette thèse est la sélection et l’évaluation d’un outil qui permette d’extraire l’infor-
mation et de la traiter, de manière à ce qu’elle soit introduite de façon efficace dans les algorithmes de classification
déjà existants. Pour cela, nous avons utilisé la Logique de Markov, un outil statistique capable de travailler à la
fois sur des informations issues de bases de données, et sur des informations modélisées sous la forme de règles
logiques.
Nous avons montré que l’utilisation de ces données permet d’améliorer la qualité des cartes d’occupation du
sol. Nous avons de plus montré que ces informations permettent d’obtenir des cartes en quasi-temps-réel, dont la
qualité va crescendo avec l’arrivé de nouvelles informations.
En conclusion de ce travail de thèse, nous donnons des pistes pour appliquer la même méthodologie à d’autres
domaines, en particulier au suivi des forêts tropicales et à la cartographie générique de l’occupation du sol.
Abstract
The future Earth observation space missions, Venµs and Sentinel (1 and 2), will provide us with a flow of data
unseen in terms of spatial, spectral and temporal resolution. To use these data efficiently for the generation of
land cover maps or change detection, we need fast, robust approaches that require as little supervision as possible.
For instance, a concrete use of these data could be the identification, as early as May, of the area growing corn in
all the South-West part of France. Or obtaining a monthly land cover map, in a slight delay, on large areas.
Images alone don’t allow us to reach such goals. Nevertheless, other information is available, which hasn’t
been really used. The main goal of this thesis is to identify available prior information, evaluate its revelance,
and introduce it in preexisting processing chains to assess its contribution.
We focused on agriculture monitoring. The information we used is knowledge on farming practices (crop
rotations, irrigation, crop class alternation, etc) and the size and the topography of the fields.
We mainly worked with 2 sources of prior knowledge:
• Knowledge contained in databases such as the Registre Parcellaire Graphique (RPG). We used data
mining methods to extract it.
• Knowledge provided by experts. We modeled it with 1st order logic rules.
One contribution of this thesis is the selection and assessment of a tool allowing us to extract and process
information in a way that we can introduce it efficiently in preexisting classification algorithms: Markov Logic.
Markov Logic is a statistical tool able to work with both information from databases and information modeled
with logic rules.
We show that using these data increases the quality of the land cover maps. We also show that this information
allows us to obtain real time maps, whose quality increases with the arrival of new information.
As a conclusion of this thesis work, we provide outlooks for applying the same methodology to other areas,
such as the monitoring of tropical forests and generic land cover mapping.
