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VARIANCE OF LIPSCHITZ FUNCTIONS ANDAN ISOPERIMETRIC PROBLEM FOR A CLASSOF PRODUCT MEASURESS.G. Bobkovy and C. Houdre zJuly 10, 1995AbstractThe maximal variance of Lipschitz functions (with respect to the`1{distance) of independent random vectors is found. This is then usedto solve the isoperimetric problem, uniformly in the class of productprobability measures with given variance.1 StatementsLet  = (1;    ; n) be a vector of independent random variables with nitevariance 2i = Var i, 1  i  n. Denote by F1 the class of all functions onRn which are Lipschitz with respect to the `1{distanced1(x; y) = kx  yk1 = nXk=1 jxk   ykj; x; y 2 Rn:By denition, f 2 F1, if for all x; y 2 Rn, jf(x)   f(y)j  d1(x; y). LetSn = 1 + : : :+ n.Key Words: Isoperimetry, Lipschitz function, Variance inequalityyResearch supported in part by the ISF grant NZX000 and NZX300zResearch supported in part by an NSF Mathematical Sciences Postdoctoral Fellowship1
2 s.g bobkov and c. houdreTheorem 1 In the class F1, the maximal value of Varf() is attained at thefunction f(x) = x1 + : : :+ xn. In other words, for any f 2 F1,Varf()  VarSn = nXi=1 2i : (1:1)X.Fernique [F, Theoreme 3.2] proved an inequality similar to (1.1) forf 2 F1, convex. However,  there, is only assumed to be symmetricallydistributed, i.e., for all "i = 1, the random vectors ("11;    ; "nn) havethe same distribution (of course, this is fullled if the i are i.i.d. with asymmetric one{dimensional distribution). In contrast to the dicult proofof Fernique, Theorem 1 can easily be obtained by induction.Theorem 1 also has the following consequence: Denote by Mn() thefamily of all the product measures  = 1 
    
 n on Rn with givenvariance Var () = 2, whereVar () = nXi=1 ZR x  ZR tdi(t)2 di(x):Hence, with the above notations, Var() = VarSn. Now, given a set A  Rnand h > 0, denote byAh = A+ hB1 = fx 2 Rn : d1(a; x) < h; for some a 2 Agthe open h{neighbourhood of A (B1 is the open `1{unit ball in Rn). FromTheorem 1 we obtain a solution to the isoperimetric problem with respect tothe `1{distance uniformly in the class Mn() controlled by the parameter .Theorem 2 For any h > 0,  > 0 and p 2 (0; 1),inf2Mn() inf(A)p (Ah) = 8><>: p; if h  pp(1 p);1   p2ph2 2; if h  pp(1 p): (1:2)The rst inmum in (1.2) is taken over all the  2Mn(), the second is takenover all the Borel sets A of {measure greater or equal to p. In particular,from Theorem 2, we have:
VARIANCE OF LIPSCHITZ FUNCTIONS 3Corollary 3 Given  > 0 and p 2 (0; 1), one can garantee that (Ah) > pregardless of the dimension n  1, regardless of the measure  2Mn(), andregardless of the set A  Rn of {measure greater or equal to p, if and onlyif h > h(p; )  qp(1  p) :Otherwise, it is possible to have (Ah) = p.Equality in (1.2) is already attained when n = 1. Indeed, denote by xthe unit mass at the point x 2 R. If h  h(p; ), take = p0 + (1  p)h(p;); A = f0g:Then, Var () = 2, Ah = ( h; h), so (Ah) = p = (A). If h  h(p; ),take  = p0 + qx + rh; A = f0g;with r = p2=(ph2   2), q = 1   p   r, x = rh=(p + q). Then, it is againeasy to verify that Var () = 2, and that (Ah) = 1  p2=(ph2   2).Since equality in (1.2) is attained when n = 1, (1.2) will not change if the h{neighbourhood is dened with respect to the `2{distance, or more generally,with respect to the `{distance in Rn, 1    +1. Indeed, the `{unit ball B is larger than B1, hence, A + hB1  A + hB, and therefore(A+hB1)  (A+hB). Hence, the same inequality holds when one takesthe second inmum in (1.2). But, all the balls B coincide when n = 1 (inwhich case equality in (1.2) is attained).For individual measures  (for example, for those having nite exponentialmoments) there exist estimates for 1   (Ah) which decrease exponentiallywhen h! +1 (see M.Talagrand [T2]). For example, given i > 0, 1  i n, let  = 1
  
n 2Mn(), where i = (i+ i)=2, 2 = 21+  +2n.Then, as shown in [T2, Proposition 2.1.1, Theorem 2.4.1] (see also M.Ledoux[L, p.24] for an extension to non{identical marginals), if h > 0, (A) = p,then (A+ hB1)  1  1p exp( h2=42): (1:3)When all the i = 1, the extremal sets minimizing (Ah), while (A) = pis xed, are known and were obtained by L.H.Harper [H]. If one minimizes
4 s.g bobkov and c. houdre(Ah) over all convex sets A, the situation changes considerably, and wethen deal with a much more powerful concentration principle discovered byM.Talagrand (see [T1],[T2]). In particular, when all the i = 1, one has(A+ hB2)  1   1p exp( h2=8):In our case, since one looks for a uniformly minimal value of (A + hB1),it does not matter whether one considers convex sets or arbitrary sets, sincethe extremal A = f0g is convex.To nish this section, we give an inequality which is actually equivalentto the second part of (1.2). For non{empty sets A;B  Rn, let d1(A;B) =inffd1(a; b) : a 2 A; b 2 Bg:Corollary 4 For any  2Mn(), and any non{empty Borel sets A;B  Rn,d1(A;B)  s 1(A) + 1(B) : (1:4)Let (A) > 0, (B) > 0 be such that (A) + (B)  1. Then, choosingB = fhg with h equal to the right{hand side of (1.4), it is easily seen thatequality in (1.4) is attained at the same measure  and the same set A = f0gas the second inequality in (1.2).2 ProofsA statement slightly more general than Theorem 1 will actually be proved.Assume we have n measurable spaces (Xk;k) and n measurable functionshk = hk(xk; yk) dened on Xk  Xk, 1  k  n, and which vanish on thediagonal xk = yk. Let k be independent random variables with values inXk, 1  k  n, such that22k = Eh2k(k; k) < +1;where k is an independent copy of k. Put  = (1;    ; n).Lemma 5 Let f be a measurable function dened on X1 : : :Xn such thatjf(x)  f(y)j  nXk=1 hk(xk; yk); (2:1)
VARIANCE OF LIPSCHITZ FUNCTIONS 5for x = (x1; : : : ; xn); y = (y1; : : : ; yn) 2 X1  : : :Xn. Then,Varf()  nXk=12k: (2:2)Proof. This lemma is proved by induction on the dimension n. For n = 1,and since 2Varf() = R R (f()   f())2d()d(), (2.2) is immediate. As-sume now that (2.2) is true for n. Denote by n+1 the distribution of n+1, andby Pn the distribution of the random vector (1;    ; n), thus Pn+1 = Pn 
n+1 is the distribution of (1;    ; n+1). Let f : X1: : :Xn+1  ! R satisfy(2.1). Now, x xn+1. Since the function g(x1;    ; xn) = f(x1;    ; xn; xn+1)saties (2.1), making use of the induction hypotheses and writing (2.2) for gwe get: Z g2dPn  Z gdPn2 + nXk=1 2k: (2:3)The functionm(xn+1) = R gdPn is well{dened, measurable and as a functionof one variable, jm(xn+1) m(yn+1)j  hn+1(xn+1; yn+1):Thus m satises (2.1), henceZ m2dn+1  Z mdn+12 + 2n+1: (2:4)Integrating (2.3) over Xn+1 (with respect to n+1), and taking into account(2.4), gives (2.2) for f . Lemma 5 and thus Theorem 1 are proved.Proof of Theorem 2Let A  Rn be such that (A)  p. Since the function f(x) = infa2A d1(a; x)belongs to F1, we have by Theorem 1, that Varf  2. In addition, f  0and (f = 0)  p. Note also that Ah = fx 2 Rn : f(x) < hg. To get (1.2),it just remains to appeal to the following result:Lemma 6 For any h > 0,  > 0 and p 2 (0; 1),sup P(  h) = 8><>: 1  p; if h  pp(1 p);p2ph2 2; if h  pp(1 p); (2:5)
6 s.g bobkov and c. houdrewhere the supremum is taken over all non{negative random variables  on aprobability space (
;B;P) such that P( = 0)  p and Var   2.Proof. Denote by L() the distribution of . The cases of equality in (2.5)were, in fact, already settled in Section 1. Ifh  h(p; ); L() = p0 + (1  p)h(p;);then Var () = 2, P( = 0) = p, P(  h) = 1   p. Ifh > h(p; ); L() = p0 + qx + rh;where r = p2=(ph2 2), q = 1 p r, x = rh=(p+q), then as easily veried,we have Var () = 2, P( = 0) = p, and P(  h) = r = p2(ph2 2). So,one needs only to show that whenever h  h(p; ),P(  h)  p2ph2   2 : (2:6)To prove this last statement, several steps will be needed.Step 1 (reduction to the bounded case).It is easy to see, via a usual truncation argument, that  can be assumed tobe bounded, say, by a constant C. So, L() is assumed to be a probabilitymeasure F on [0; C].Step 2 (reduction to discrete case with only four atoms).Fixingp0 = P( = 0) = F (f0g); a = E = Z C0 xdF (x); b = E2 = Z C0 x2dF (x);denes a subset Z(p0; a; b) of the family Z of all probability measures on[0; C]. Then, observe the following:1) Z is a (convex, compact for the topology of weak convergence) symplexin the space M of all signed measures on [0; C], and the extremal points ofZ are just the unit masses x, 0  x  C.2) Z(p0; a; b) is the intersection of Z with three hyperspaces H0 = fF 2M : F (f0g) = p0g, H1 = fF 2 M : RC0 xdF (x) = ag and H2 = fF 2 M :R C0 x2dF (x) = bg.
VARIANCE OF LIPSCHITZ FUNCTIONS 73) Therefore, noting that H1 and H2 are closed, while clos(H0) = fF 2M : F (f0g)  p0g, one easily concludes that the extremal points of Z(p0; a; b)are just the measures of the form F = p000+p1x1+p2x2+p3x3; with p00  p0.4) The functional F  ! F ([h;+1)) is linear and, since the set [h;+1) isclosed, this functional is upper semi{continuous on Z. Hence, its maximumon Z(p0; a; b) is attained at an extremal point of Z(p0; a; b).Of course, the above maximum should be further maximized over allpossible p0; a; b (in particular, we should have p0  p, a2  b, b   a2  2).But in the sequel, one needs only consider the  taking four values, andmoreover, on may also forget about the condition   C.Step 3 (reduction to the four atoms case, one of them being h).So, by the previous step, it suces to prove (2.6) whenL() = p00 + p1x1 + p2x2 + p3x3;p0  p; p1; p2; p3  0; p0 + p1 + p2 + p3 = 1; x1; x2; x3  0. Thus we need tomaximize the functionalJ = p11fx1hg + p21fx2hg + p31fx3hgunder the conditionu(x1; x2; x3)  Var  = (p1x21 + p2x22 + p3x23)  (p1x1 + p2x2 + p3x3)2  2:Let us keep p0; p1; p2; p3 xed, xed for a while. Next, one can assume that0  x1  x2  x3. Note that in the region x3 > x2,@u@x3 = 2p3(x3   (p1x1 + p2x2 + p3x3)) > 0:That is, u = Var  is an increasing function of x3 in [x2;+1). But, asa function of x3, J is constant in [0; h) and constant [h;+1). Hence, anyx3 2 [0; h) can be replaced by x3 = x2, and any x3 2 [h;+1) can be replacedby x3 = max(x2; h). In the rst case, a new random variable  will have asmaller variance, the value of J will be unchanged, but  will take at mostthree value: 0; x1; x2. In the second case, the same is true provided thatx2  h, and  will take the values 0; x1; x2; h if x2 < h. Now, let x2  h,thus one can put x3 = x2. Then, by the same type of reasoning, x2 can be
8 s.g bobkov and c. houdrereplaced by x2 = max(x1; h). If x1  h, then  will take only the values 0and x1, and once more x1 can be replaced by h.The arguments above show that only the case 0  x1; x2 < x3 = h needto be worked out and in fact the value x3 = h may disapper if p3 = 0Step 4 (reduction to the three atoms case, one of them being h).Proving (2.6) is thus reduced to study random variables  such thatL() = p00 + p1x1 + p2x2 + p3h;where p0  p; p1; p2; p3  0; p0 + p1 + p2 + p3 = 1; 0  x1; x2 < h. Now,J = p3 and one needs to maximize the functional J under the conditionu(x1; x2)  Var  = (p1x21 + p2x22 + p3h2)   (p1x1 + p2x2 + p3h)2  2:Again, p0; p1; p2; p3 are kept xed and x1 and x2 are allowed to vary in [0; h).In addition, it is assumed that, for p0; p1; p2; p3 given and xed, there existsat least one pair x1; x2 2 [0; h) such that u(x1; x2)  2 (otherwise, the abovevalues of p0; p1; p2; p3 cannot be considered).Under the above conditions, J = p3 is constant, and there is nothing tomaximize. However, one needs to prove the existence of p0; p1; p2; p3 suchthat u(x1; x2)  2, for some x1; x2 2 [0; h). To nish this step, we onlyshow that if this is at all possible, one may choose x1 = x2.First observe that u = u(x1; x2) is a positive quadratic form, hence anextremal point of u will also also be the global minimum on the whole planeR2. The extremal point satises( 12 @u@x1 = p1x1   p1(p1x1 + p2x2 + p3h) = 012 @u@x2 = p2x2   p2(p1x1 + p2x2 + p3h) = 0that is, assuming that p1; p2 > 0, x1 = p1x1 + p2x2 + p3hx2 = p1x1 + p2x2 + p3hfrom which it follows thatx1 = x2 = p31   p1   p2h: (2:7)
VARIANCE OF LIPSCHITZ FUNCTIONS 9Now, since p3 < 1   p1   p2 = p0 + p3, then x1 = x2 2 [0; h). Therefore,the global minimum (x1; x2) of u on R2 is also a global minimum of u onthe square [0; h) [0; h). Therefore, there exists (x1; x2) 2 [0; h) [0; h) suchthat u(x1; x2)  2, if and only if u(x1; x2)  2 with x1 = x2 dened by(2.7). When, p1 = 0 and/or p2 = 0 we, in fact, deal with  taking at mostthree values.Step 5: the case F = p00 + p1x + p2h, 0  x < h, p0  p, p1; p2  0,p0 + p1 + p2 = 1.Again, J = p2 is constant. According to (2.7), (changing the notationsthere), for xed p0; p1; p2, the minimal value of Var  as a function of x on[0; h) is attained at x = p2p0 + p2h:For this value of x, we ndVar  = (p1x2 + p2h2)  (p1x+ p2h)2=  p1 p22(p0 + p2)2h2 + p2h2!   p1 p2p0 + p2h+ p2h!2= " p2(p0 + p2)2 (p1p2 + (p0 + p2)2)  p22(p0 + p2)2 (p1 + (p0 + p2))2#h2= p2(p0 + p2)2 hp1p2 + (p0 + p2)2   p2ih2= p0p2p0 + p2h2:Now, we have to maximize J = p2 under the conditionVar  = p0p2p0 + p2h2  2: (2:8)From (2.8), when p0 decreases,Var  also decreases, while J = p2 = 1 p0 p1increases (p1 is xed). Hence, in the sequel, it is enough to only consider thecase p0 = p. The possible maximal value p2 = 1   p satises (2.8) if andonly if p(1   p)  2=h2, that is, if and only if h  h(p; ). Otherwise, ifh > h(p; ), or even if h = h(p; ), the maximal value of J = p2 is, accordingto (2.8), the value which satisespp2p + p2h2 = 2:
10 s.g bobkov and c. houdreThe only solution to this equation is given byp2 = p2ph2   2 :Lemma 6 follows.Proof of Corollary 4.Let p = (A), q = (B). If p = 0 or q = 0, there is nothing to prove. Ifp+ q > 1, then A\B 6= ;, so d1(A;B) = 0. Thus, we need only consider thecase p + q  1. Let p; q > 0, p + q  1, and assume A \B = ;. Note thath  s1p + 1q > h(p; ):Therefore, by (1.2), 1  (Ah)  p2ph2   2 = q;and again by (1.2), for all h1 > h, 1 (Ah1) < q. Hence, B \ (Ah1 nA) 6= ;,and therefore, d1(A;B)  h1. Letting h1 ! h, completes the proof.References[F] X.Fernique. Regularite de fonctions aleatoires non gaussiennes. LectureNotes in Math. 976 (1981), 2{74.[H] L.H.Harper. Optimal numbering and isoperimetric problems on graphs.J. Comb. Theor. 1 (1966), 385{393.[L] M.Ledoux. Isoperimetry and Gaussian Analysis. Ecole d'ete de Proba-bilites de Saint-Flour. (1994).[T1] M.Talagrand. An isoperimetric theorem on the cube and the Khinchine{Kahane inequalities. Proc. Amer. Math. Soc. 104 (1988), 905{909.[T2] M.Talagrand. Concentration of measure and isoperimetric inequalitiesin product spaces. Preprint (1994).
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