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The Differential Ideal [P ] : M∞
SALLY MORRISON†
Department of Mathematics, Bucknell University, Lewisburg, PA 17837 U.S.A.
Let F be a finite subset of the differential polynomial algebra k{y1, . . . , yn}. In order
to determine membership in the radical differential ideal {F}, one is led to express {F}
as the intersection of differential ideals of the form [P ] : M∞ for suitable subsets P and
M of k{y1, . . . , yn}. One criterion for “suitability” is that the ideal [P ] : M∞ should
be radical; another is that the question of membership in this ideal should be reducible
to the question of membership in its algebraic counterpart (P ) : M∞. Lazard’s lemma
provides sufficient conditions for the first criterion to hold; Rosenfeld’s lemma provides
sufficient conditions for the second criterion to hold. In this paper, we prove substantially
strengthened versions of both of these results, and apply them to Mansfield’s algorithms
(Mansfield, 1993) for solving systems of PDEs.
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1. Introduction
Let k be a differential field of characteristic zero, let k{y1, . . . , yn} be a differential poly-
nomial ring over k, and let F ⊂ k{y1, . . . , yn} \ k. (See Section 2 for all definitions; see
Kolchin (1973) for a complete account of differential polynomial algebra.)
The determination of membership in the radical differential ideal {F} generated by
F has been an important topic in differential algebra ever since the inception of this
field. In the event that {F} is known to be prime, the problem can be solved in principle
by finding a characteristic set of {F}; for if C is a characteristic set of {F} and {F}
is prime, then g ∈ {F} if and only if the remainder of F with respect to C is zero.
(Here the remainder is determined by Ritt–Kolchin reduction, which is a differential
version of pseudo-reduction.) Therefore, if {F} is merely radical, it would suffice to
solve the following problem: find finitely many finite subsets C1, . . . , Ck of k{y1, . . . , yn},
each a characteristic set of a prime differential ideal Pi (1 ≤ i ≤ k) such that {F} =
∩ki=1Pi. Ideally one would also ask for this intersection of prime differential ideals to be
irredundant, but the problem of eliminating superfluous Pi’s from the intersection has so
far proved quite intractable: given characteristic sets of two differential prime ideals, it
is not difficult to decide whether the ideals are equal, but there is no algorithm—or even
a solution in principle, except in very special cases—to decide whether one of the ideals
is contained in the other.
Ritt (1950) solved the membership problem “in principle” in the case of an ordi-
nary differential polynomial ring, and Kolchin (1973) generalized Ritt’s method to the
case of a partial differential polynomial ring. After pointing out that the Ritt–Kolchin
method is not truly constructive because it requires polynomial factorization, Seidenberg
†E-mail: morrison@bucknell.edu
0747–7171/99/100631 + 26 $30.00/0 c© 1999 Academic Press
632 S. Morrison
(1956) developed an elimination theory for differential algebra: given a finite subset F
of k{y1, . . . , yn} and a differential polynomial g ∈ k{y1, . . . , yn}, he gave a constructive
procedure for determining whether the differential system F = 0, g 6= 0 has a solution.
Since g ∈ {F} if and only if this differential system has no solution (which happens if
and only if [F ] : g∞ is a proper ideal of k{y1, . . . , yn}), Seidenberg’s algorithm also solves
the membership problem. However, the algorithm as it stands does not appear to be
practical for implementation purposes.
Recently, Boulier et al. (1995), building on the work of Ritt, Kolchin, and Seidenberg
described above, produced and actually implemented algorithms to compute a repre-
sentation of {F} suitable for determining membership by reduction methods. An im-
portant innovation in Boulier et al. (1995) is the notion of a regular differential system
A = 0, S 6= 0, and the corresponding notion of a regular differential ideal [A] : S∞.
Boulier’s regular differential system plays a role similar both to Seidenberg’s “maximal
canonically reduced system” and to the Ritt–Kolchin characteristic set. Recall that if
C is a characteristic set of a prime differential ideal I, then I = [C] : H∞C , where HC
is the product of the initials and separants of the elements of C. Boulier et. al. weaken
the conditions on both C and HC in order to express {F} as an intersection of regular
(not necessarily prime) differential ideals [A] : S∞, where A is a coherent autoreduced
set and S is the product of finitely many elements s1, . . . , sk of k{y1, . . . , yn} ; here the
set {s1, . . . , sk} must include the initials and separants of the elements of A, but may
also include other elements of k{y1, . . . , yn} that are partially reduced with respect to A.
All the above-mentioned work depends upon first representing a radical differential
ideal as an intersection of ideals of form [P ] : M∞, then reducing the question of mem-
bership in [P ] : M∞ to the question of membership in its algebraic counterpart (P ) : M∞.
The mathematical result that permits this reduction more or less amounts to an explicit
differential-algebraic formulation of the analytic notion of “compatibility condition”. The
earliest version of this differential-algebraic result appears in Seidenberg (1956). Roughly
contemporaneously, Rosenfeld (1959) formulated the notion of coherence and indepen-
dently obtained a strengthened version of Seidenberg’s result. Boulier et al.’s algorithm
relies on this result, which is generally known as Rosenfeld’s lemma. More recently,
Boulier (Submitted) has improved his original algorithm by proving a slightly strength-
ened version of Rosenfeld’s lemma.
It is also important for Boulier et al. to know that every regular differential ideal
[P ] : M∞ is radical and to have some information about dimension. The necessary infor-
mation here depends on Lazard’s lemma (Boulier et al., 1995, Lemma 2), to the effect
that the corresponding algebraic ideal (P ) : M∞ is radical and its prime components
all have the correct dimension. The dimension-theoretic part of Lazard’s lemma is an
algebraic version of the implicit function theorem of analysis. Unfortunately, the proof
given in Boulier et al. (1995) is incorrect, and no correct proof has yet been published. In
an unpublished work, Schicho and Li (1995) offer a generalization of part of this result.
A related recent development is a package of algorithms by Mansfield (1993), imple-
mented in Maple, for finding exact solutions to certain systems of differential equations.
Mansfield begins with an arbitrary system F = 0 of polynomial PDEs, and her goal is
to produce an equivalent system G = 0 that includes all compatibility conditions and is
more amenable to known methods of solution. She refers to G as a “differential Gro¨bner
basis” of the differential ideal generated by F .
In order to avoid the complications engendered by autoreducing, such as the necessity
of frequent splittings to avoid loss of information, Mansfield uses a generalized version
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of Ritt–Kolchin reduction which permits her to reduce with respect to an arbitrary
(not necessarily autoreduced or even triangular) finite collection of differential polynomi-
als. Mansfield and Fackerell (1994) prove that this reduction always terminates, provide
heuristic justification for their algorithms, and offer many excellent examples to demon-
strate the efficacy of their methods. Mansfield and Fackerell do not explicitly refer to the
ideal (G) : H∞G in their work, but they do so implicitly when they note that various pro-
cedures work “up to” multiplication by initials and separants. Mansfield is particularly
interested in practical methods for finding solutions of systems of differential equations
important in physics. One difficulty she encounters is the lack of an algorithmic way of
verifying the important condition [G] ∩ HG = ∅. (See p. 13 of the highly informative
manual accompanying Mansfield (1993).)
The purpose of the present paper is to strengthen simultaneously the theoretical foun-
dations underlying both Boulier’s and Mansfield’s work by proving Rosenfeld’s and
Lazard’s results under the weaker (Mansfield and Fackerell) hypotheses, to use these
results to fill the above-mentioned algorithmic gap in Mansfield’s work, and to obtain
new information about Mansfield’s algorithms.
The paper is organized as follows. Section 2 includes the necessary algebraic and differ-
ential algebraic preliminaries: more specifically, Section 2.1 contains all algebraic prelim-
inaries for the proof of Lazard’s lemma in its original triangular form (Proposition 3.4);
Section 2.2 adds the information on pseudo-rankings necessary for the generalization of
Lazard’s lemma to systems that are merely coherent (Corollary 3.11); and Section 2.3
contains the differential algebraic preliminaries necessary for Sections 4–6.
We devote Section 3 to purely algebraic matters, that is, to those questions that can
be settled inside the polynomial ring k[Y ] (where Y is a possibly infinite set of inde-
terminates), without recourse to the language and methods of differential algebra. Here
we prove Lazard’s lemma, then introduce a notion of algebraic coherence in order to
generalize this result. (The notion of coherence defined here is similar but not identical
to Mansfield and Fackerell’s notion of coherence in the differential context.) Section 4
marks the transition to differential algebra: here we translate our algebraic notion of
coherence in k[Y ] to the notion of differential coherence in the differential polynomial
ring k{y1, . . . , yn}, show that this notion guarantees that the differential ideal [P ] : M∞
is radical when HP ⊂ M , and introduce Rosenfeld’s lemma in its original form. Rosen-
feld’s lemma supplies motivation for the idea of “completing” a set of differential poly-
nomials, and this idea is worked out in Section 5; the definition of ∆-complete given
here is just slightly weaker than Mansfield and Fackerell’s condition GAC (“G is almost
complete”) given in Mansfield and Fackerell (1994). Section 6 establishes the fact that
Rosenfeld’s lemma holds quite generally under the combined hypotheses of ∆-coherence
and ∆-completeness. Section 7, finally, contains applications to Mansfield’s algorithms;
these include a “non-triviality” test and a proof that even a single loop of her algorithm
DiffGBasis produces useful output.
2. Preliminaries
Throughout, N denotes the set of non-negative integers. Let R be a commutative ring
(with 1), let I be an ideal of R, and let
√
I be the radical of I. For any subset A of R,
denote by (A) the ideal generated by A. Let M be a multiplicatively closed subset of R
containing 1.
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2.1. primary decomposition and quotient ideals
The ideal I is said to be primary if ab ∈ I, b 6∈ √I ⇒ a ∈ I. If Q is a primary ideal,
then P =
√
Q is prime, and Q is then said to be a P -primary ideal.
Let Q1, . . . , Qs be primary ideals. The intersection ∩si=1Qi is said to be irredundant if
no Qj contains the intersection of the other Qi’s and if the Qi’s have distinct radicals.
If R is Noetherian, every proper ideal I has a primary decomposition; that is, I is a
finite irredundant intersection of primary ideals. The primary ideals occurring in such a
decomposition are sometimes called primary components of I. They are not uniquely de-
termined, but their radicals are; these are called the associated primes of I. Prime ideals
minimal among the associated primes of I are called isolated primes of I; the correspond-
ing primary ideals are called the isolated primary components of I, and are uniquely
determined by I. The ideal I is radical if and only if each primary component is prime.
For m ∈ R, put
I : m = {x ∈ R : xm ∈ I},
I : m∞ = ∪k∈NI : mk,
I : M∞ = ∪m∈MI : m.
Clearly I : m, I : m∞, and I : M∞ are ideals of R containing I. Moreover, I : m is a
proper ideal (that is, I : m 6= R) if and only if m 6∈ I; also I : m∞ is a proper ideal if
and only if m 6∈ √I; and I : M∞ is a proper ideal if and only if M ∩ I = ∅. Such ideals
are sometimes referred to as saturation ideals.
Let h : R−→RM (in the notation of Zariski and Samuel, 1958, p. 221) be the localiza-
tion of R at the multiplicative set M . Then
I : M∞ = h−1(h(I) ·RM ) = Iec.
If Q is a P -primary ideal and M ∩ Q = ∅, then M ∩ P = ∅, whence P : M∞ = P and
Q : M∞ = Q; if Q ∩M 6= ∅, then Q : M∞ = P : M∞ = R. From this it follows that
if I = ∩si=1Qi is a primary decomposition of I such that Qi ∩M = ∅ (1 ≤ i ≤ r) and
Qi ∩M 6= ∅ (r < i ≤ s), then I : M∞ = ∩ri=1Qi is a primary decomposition of I : M∞.
Therefore the associated primes of I : M∞ are precisely those associated primes of I that
do not meet M .
Let Pi =
√
Qi(1 ≤ i ≤ r), and put N = R \ ∪ri=1Pi. Then N is a multiplicative set
containing M and disjoint from each Qi(1 ≤ i ≤ r). If M1 is any multiplicative set such
that M ⊂M1 ⊂ N , then by the preceding paragraph,
I : M∞ = I : M∞1 = I : N
∞.
The multiplicative set N is in fact “saturated”; that is, if the product ab is in N for
some a, b ∈ R, then a and b are also in N . For this reason, when working with the ideal
I : M∞, we may assume that divisors of elements of M are again in M . Therefore, we
may assume that a finitely generated multiplicative set is singly generated; for if M is
generated by m1, . . . ,mk, then, putting m =
∏k
i=1mi, we have I : M
∞ = I : m∞.
If Y is a family of indeterminates over R, it is not difficult to see that the the ideal
I : M∞ of R generates the ideal (I ·R[Y ]) : M∞ of R[Y ]. We include a proof of this fact
for the convenience of the reader.
Let g ∈ (I ·R[Y ]) : M∞. There are distinct monomials n1, . . . , ns in the indeterminates
of Y , and there are elements b1, . . . , bs ∈ R, m ∈ M , and a1, . . . , as ∈ I such that
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g =
∑s
i= bini and mg =
∑s
i=1 aini. Then
s∑
i=1
mbini =
s∑
i=1
aini.
It follows that ai = mbi, whence bi ∈ I : M∞(1 ≤ i ≤ s). Thus g ∈ (I : M∞) ·R[Y ].
2.2. polynomial rings and pseudo-ranking
Let k be a field and let Y be a family of indeterminates over k. For each f ∈ k[Y ]
and v ∈ Y , denote by degv(f) the degree of f considered as a polynomial in v (with
coefficients in k[Y \ {v}]). Fix a well-ordering of Y , and extend it to positive integral
powers of elements of Y via
um < vn ⇐⇒ u < v or u = v and m < n.
For each f ∈ k[Y ] \ k, the leader of f , denoted uf , is the highest element of Y , under
this ordering, that appears in f . We may write f as
f = Ifu
df
f + Tf , (2.1)
where deguf (Tf ) < df and where uf does not appear in If . We then define the pseudo-
rank of f , denoted rankψ(f), to be udff , and we consider every element of k to be of lower
pseudo-rank than any element of k{y1, . . . , yn} \ k. A pseudo-ranking is a pre-order on
k[Y ].
Given a pseudo-ranking of k[Y ], there is a natural way to extend it to a lexicographic
monomial order on k[Y ]. Indeed, if v1 > · · · > vk are elements of Y , we say that
vd11 · · · vdkk ≺ ve11 · · · vekk
if and only if (d1, . . . , dk) < (e1, . . . , ek), where we consider d1, . . . , dk and e1, . . . , ek as
elements of Nk under the usual lexicographic order. We shall refer to this as the monomial
order induced by the pseudo-ranking. Both Carra´-Ferro (1989) and Ollivier (1990) have
used such monomial orderings to define the concept of a differential Gro¨bner basis.
The polynomial If appearing in equation (2.1) is called the initial of f , and the polyno-
mial Sf = ∂f/∂uf is called the separant of f . Note that If and Sf have lower pseudo-rank
than f , and that If = Sf if and only if f is linear in uf .
For any A ⊂ k[Y ], v ∈ Y , and d ∈ N, let
A[vd] = {a ∈ A : rankψ(a) ≤ vd},
A(vd) = {a ∈ A : rankψ(a) < vd}.
The above remarks thus imply that If ∈ k[Y ](uf ) and that Sf , Tf ∈ k[Y ](udff ).
Given a subset F of k[Y ], there are three multiplicative subsets of particular interest.
We define IF , respectively SF , respectively HF , to be the multiplicative subset of k[Y ]
generated by the initials, respectively separants, respectively initials and separants, of
the elements of F .
2.3. differential algebra
Let k be a field of characteristic zero, and let ∆ = {δ1, . . . , δm} act as a set of commut-
ing derivations on k, thereby endowing k with the structure of differential field. If m = 1,
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then k is an ordinary differential field; otherwise, k is a partial differential field. A stan-
dard example is the collection of all functions in the variables z1, . . . , zm meromorphic in
a given region of Cm, with ∆ = {∂/∂z1, . . . , ∂/∂zm}.
Let Θ be the set of derivative operators generated by ∆; that is, Θ is the free commuta-
tive monoid generated by δ1, . . . , δm, whence each element θ of Θ is uniquely expressible
as θ = δe11 · · · δemm for some e1, . . . , em ∈ N. For θ = δe11 · · · δemm ∈ Θ, the order of θ is the
non-negative integer ord(θ) =
∑m
k=1 ek. We denote by Θ
+ the set of elements of Θ of
strictly positive order.
Let Y = {y1, . . . , yn} be a set of differential indeterminates over k; this means that
the set of symbols
ΘY = {θy|θ ∈ Θ, y ∈ Y }
is algebraically independent over k and that ∆ acts on ΘY via δ(θy) = (δθ)y. The
action of ∆ then extends to the polynomial ring k[ΘY ] according to the usual rules for
derivations: δ(f + g) = δf + δg, and δ(fg) = f(δg) + (δf)g. Under this action, k[ΘY ] is
a differential integral domain, which we refer to as the differential polynomial ring in n
differential indeterminates over k, and which we denote by k{y1, . . . , yn}. The elements
of k{y1, . . . , yn} are differential polynomials over k.
An ideal of k{y1, . . . , yn} is a differential ideal if it is closed under the action of ∆. For
any subset P of k{y1, . . . , yn} and any subset Θ′ of Θ, denote by Θ′P or Θ′(P ) the set
{θ′p : θ′ ∈ Θ′, p ∈ P}. Let [P ] be the differential ideal of k{y1, . . . , yn} generated by P ;
then [P ] = (ΘP ).
A differential ranking (or: ∆-ranking) on k{y1, . . . , yn} is a pseudo-ranking on k[ΘY ]
that is compatible with ∆. This means that, for every y, z ∈ Y , δ ∈ ∆ and α, β ∈ Θ, we
have
y < δy and αy < βz ⇒ δαy < δβz.
Given a differential polynomial f ∈ k{y1, . . . , yn} \ k and a differential ranking on
k{y1, . . . , yn}, we denote the differential rank of f by rank∆(f) .
Examples of differential rankings include an “orderly” ranking induced by ordering
Nm+1 lexicographically and making the identification
δe11 · · · δemm yj ↔
(
m∑
k=1
ek, em, . . . e2, j
)
, (2.2)
and an “elimination” ranking induced by the identification
δe11 · · · δemm yj ↔
(
j,
m∑
k=1
ek, em, . . . e2
)
, (2.3)
again ordering Nm+1 lexicographically.
Since k{y1, . . . , yn} = k[ΘY ], initials and separants are defined, and as before, we write
f = Ifu
df
f + Tf ,
where rank∆(Tf ) < rank∆(f) and where uf does not appear in If . If θ ∈ Θ+, then θf is
linear in its leader uθf , which is equal to θuf ; and Iθf = Sθf = Sf , whence
θf = Iθfuθf + Tθf
= Sfθuf + Tθf , (2.4)
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where rank∆(Tθf ) < rank∆(θf).
It follows that If ∈ k{y1, . . . , yn}(uf ), that Sf , Tf ∈ k{y1, . . . , yn}(udff ), and that, for
every θ ∈ Θ+, Sf , Tθf ∈ k{y1, . . . , yn}(θuf ).
Let f, g ∈ k{y1, . . . , yn} \ k. We say that g is partially reduced with respect to f if
no proper derivative of uf appears in g; g is reduced with respect to f if g is partially
reduced with respect to f and deguf (g) < df . Let P be a finite subset of k{y1, . . . , yn}\k
and let g ∈ k{y1, . . . , yn} \ k. We say that g is (partially) reduced with respect to P
if g is (partially) reduced with respect to each element of P , and that P is (partially)
autoreduced if each element p ∈ P is (partially) reduced with respect to P \ {p}. The
elements of a partially autoreduced subset of k{y1, . . . , yn} can have only finitely many
distinct leaders. Every autoreduced set is finite.
3. The Algebraic Ideal (F ) : M∞
Let k be a field (of arbitrary characteristic), let t = (t1, . . . , tr) be a family of inde-
terminates over k, and let x = (x1, . . . , xs) be a family of indeterminates over k[t]. Let
F = (f1, . . . , fs) be a subset of the polynomial ring R = k[t, x], and put
J = det(∂fi/∂xj)1≤i,j≤s.
Lemma 3.1. Suppose that (F ) 6= R and that no isolated prime ideal of (F ) contains J .
(a) If (t¯, x¯) is a generic zero of an associated prime ideal of (F ), then t¯ is algebraically
independent over k, and x¯ is separably algebraic over k(t¯).
(b) (F ) is a radical ideal.
Proof. (a) Let P be an associated prime ideal of (F ). If P is an isolated prime ideal,
the result follows immediately from Kolchin (1973, p. 46, Corollary 4).† Thus the
ideal (F ) has dimension r. Since (F ) is generated by s elements, it follows from
Macaulay’s theorem for polynomial rings (Zariski and Samuel, 1960, p. 203, Theo-
rem 26) that (F ) is unmixed; that is, every associated prime of (F ) has dimension
r, hence is minimal.
(b) Put R¯ = R/(F ), and let P¯ be an associated prime of (0¯) in R¯. Then P¯ is the
image of an associated prime P of (F ) in R. By part (a), codim(F ) = s, whence,
in Eisenbud’s notation (Eisenbud, 1995), the codimension of (F )P in RP is s. It
also follows from part (a) that the matrix (∂fi/∂xj), taken mod P , has rank s, and
that the quotient field of R¯/P¯ , since it is isomorphic to k(t¯, x¯), is separable over k.
Then by Eisenbud (1995, p. 402, Theorem 16.19), R¯P¯ is a regular local ring; so by
Eisenbud (1995, p. 241, Corollary 10.14), R¯P¯ is an integral domain. Since P¯ is a
minimal prime ideal of R¯, P¯ R¯P¯ is a minimal prime ideal of R¯P¯ , whence P¯ R¯P¯ = (0¯).
Now let Q¯ be a P¯ -primary component of (0¯) in R¯, and let p¯ ∈ P¯ . Since P¯ R¯P¯ = (0¯),
by Eisenbud (1995, p. 60, Proposition 2.1) there is an element s¯ ∈ R¯ \ P¯ such that
s¯p¯ = 0¯ ∈ Q¯. Since Q¯ is P¯ -primary, p¯ ∈ Q¯. Thus Q¯ = P¯ is prime. It follows that (0¯)
is a radical ideal in R¯, whence (F ) is a radical ideal in R.2
†Thanks to Ziming Li for bringing this result to my attention, thereby shortening the proof of Propo-
sition 3.2 by a lemma.
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Proposition 3.2. Continuing in the previous notation, let M be a multiplicative subset
of R = k[t, x] disjoint from (F ), and suppose that J ∈M .
(a) Let P be a prime component of (F ) : M∞, and let (t¯, x¯) be a generic zero of P .
Then t¯ is algebraically independent over k, and x¯ is separably algebraic over k(t¯).
(b) (F ) : M∞ is a radical ideal.
(c) If M is generated by finitely many elements m1, . . . ,mq, and if m =
∏q
i=1mi, then
(F ) : M∞ =
√
(F ) : m.
Proof. First suppose that M is generated by J . Put
˜(F ) = (f1, . . . , fs, Jxs+1 − 1) ⊂ R[xs+1],
put fs+1 = Jxs+1 − 1, and let φ be the surjective homomorphism
R[xs+1]
φ−→ RJ ∼= R[xs+1]/(fs+1)
xs+1 7→ J−1.
By the usual properties of homomorphisms and localizations, the ideals of R[xs+1] con-
taining fs+1, the ideals of RJ , and the ideals of R contracted from RJ are in one-to-one
correspondence, and the correspondences preserve inclusions, intersections, and prime-
ness. Furthermore, the contracted ideals of R are just the ideals of form I : J∞, and
the ideals of R[xs+1] containing fs+1 are just the ideals of form (I, fs+1) for some ideal
I of R. In particular, (F˜ ) ∩ R = (F ) : J∞ 6= (1), and each isolated prime ideal of ˜(F )
contracts to a isolated prime ideal of (F ) : J∞. Now J does not belong to any isolated
prime ideal of (F˜ ), since Jxs+1 − 1 ∈ (F˜ ); then neither does
det(∂fi/∂xj)1≤i,j≤s+1 = ±J2.
By Lemma 3.1, therefore, conclusions (a) and (b) hold for (F˜ ). In particular,
(F˜ ) = P˜1 ∩ · · · ∩ P˜k,
where each P˜i is minimal over (F˜ ). Put Pi = P˜i ∩R. Then
(F ) : J∞ = (F˜ ) ∩R = P1 ∩ · · · ∩ Pk. (3.1)
Thus (F ) : J∞ is a radical ideal, and P1, . . . , Pk are its associated prime ideals. Fix i,
and let (t¯, x¯) be a generic zero of Pi. Then (t¯, x¯, J(t¯, x¯)−1) is a generic zero of P˜ , so (a)
follows from Lemma 3.1(a).
Now relinquish the assumption that M is generated by J . Equation (3.1) gives the
primary decomposition of (F ) : J∞. Therefore, by Zariski and Samuel (1958, p. 225,
Theorem 17), applied to the ideal (F ) : J∞, if P1, . . . , P` are those among the Pi’s such
that Pi ∩M = ∅, then
(F ) : M∞ = ∩`i=1Pi.
Thus (F ) : M∞ is radical, and since its isolated prime ideals are among the isolated
prime ideals of (F ) : J∞, conclusion (a) holds by the previous case.
Finally, suppose that M is generated by m1, . . . ,mq and put m =
∏q
i=1mi. It follows
immediately from the definitions that (F ) : M∞ = (F ) : m∞ and that
(F ) : m∞ ⊂
√
(F ) : m ⊂
√
(F ) : m∞;
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so (c) follows from (a).2
Now let Y be a (possibly infinite) family of indeterminates over k, fix a pseudo-ranking
on k[Y ], let F be a subset of k[Y ]\k, and let M be a multiplicative subset of k[Y ] disjoint
from (F ).
Definition 3.3. F is triangular if its elements have distinct leaders.
Proposition 3.4. (Lazard’s Lemma) Let F be a finite triangular set, and suppose
that M is finitely generated, that SF ⊂M , and that M ∩ (F ) = ∅.
(a) Let v ∈ Y , and let P be an associated prime ideal of (F ) : M∞. Then v is the
leader of an element of F if and only if the image of v is algebraic over the image
of k[Y(v)] modulo P .
(b) (F ) : M∞ is a radical ideal.
Remark. In light of the discussion in Section 2.1, one can replace the hypothesis that
SF ⊂ M by the weaker hypothesis that the multiplicative set generated by SF and M
does not meet any associated prime ideal of (F ) : M∞.
Proof. Let v ∈ Y . Let Y0 be a finite subset of Y containing v and every indeterminate
appearing either in F or in a generator of M ; say Y0 = (y1, . . . , yn), where y1 < · · · < yn.
As noted in the last paragraph of Section 2.1, the ideal (F ) : M∞ of k[Y ] is generated
by the ideal (F ) : M∞ of k[y1, . . . , yn]. Therefore, part (b) follows immediately from
Proposition 3.2(b). (Take x = uf1 , . . . , ufs in that Proposition, and let t consist of the
remaining yi’s.)
Put
Fi = F ∩ k[y1, . . . , yi]
Ji =
∏
f∈Fi
Sf
Mi = M ∩ k[y1, . . . , yi],
and note that Ji ∈Mi (1 ≤ i ≤ s).
Let P be a prime component of (F ) : M∞, and let Pi be a prime component of
(Fi) : M∞i contained in P ∩ k[y1, . . . , yi]. Denote by d the number of non-leaders among
the indeterminates y1, . . . , yi , and by y¯j the image of yj modulo P . Then
d
(1)
≤ tr degk(k[y¯1, . . . , y¯i])
(2)
= dim(P ∩ k[y1, . . . , yi])
(3)
≤ dim(Pi) (4)= d,
because (using the numbering indicated above): (1) by Proposition 3.2(a), the images of
the d non-leaders among the indeterminates y1, . . . , yi belong to a transcendence basis of
k[y¯1, . . . , y¯n]; (2) (y¯1, . . . , y¯i) is a generic zero of P∩k[y1, . . . , yi]; (3) Pi ⊂ P∩k[y1, . . . , yi];
and (4) Proposition 3.2(a) applies to the ideal (Fi) : M∞i of k[y1, . . . , yi], since Ji ∈Mi
by assumption.
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Thus Pi = P ∩k[y1, . . . , yi], whence (y¯1, . . . , y¯i) is a generic zero of Pi. Since dim(Pi) =
d, yi is algebraic over (y1, . . . , yi−1) if and only if yi is a leader of an element of Fi.2
If F is not triangular, we may be able to replace F by a triangular subset that still
generates the same saturation ideal (F ) : M∞. This is the aim of the next two definitions
and Lemma 3.10.
Definition 3.5. Let f, f ′ ∈ F have a common leader u = uf = uf ′ . The pseudo-S-
polynomial of f and f ′ is given by
Sψ(f, f ′) =
If ′u
df′ f − Ifudf f ′
GCD{udf , udf′} .
That is,
Sψ(f, f ′) =
 If ′f − Ifu
df−df′ f ′, if df ≥ df ′
If ′f − Iff ′, if df = df ′
If ′u
df′−df f − Iff ′, if df < df ′ .
(3.2)
The notation Sψ suggests the imperfect analogy to the familiar S-polynomials used
in the theory of Gro¨bner bases. Here ψ is used to mean “pseudo”, in recognition of the
fact that these polynomials are appropriate to a type of pseudo-reduction rather than
the more familiar monomial reduction.
It is clear that Sψ(f, f ′) is in the ideal generated by F and has pseudo-rank lower than
ud, where d = max{df , df ′}; that is,
Sψ(f, f ′) ∈ (F ) ∩ k[Y ](ud).
There remains the question of whether Sψ(f, f ′) can be generated by elements of F of
pseudo-rank less than ud.
Definition 3.6. A subset A of F is coherent relative to F and M if for every f, f ′ ∈ A
having a common leader u,
Sψ(f, f ′) ∈ (F(ud)) : M∞,
where d = max{df , df ′}. If F is coherent relative to F and IF , we say simply that F is
coherent; and if F is coherent relative to F and M , we say that F is coherent relative to
M .
Subsets of coherent sets need not be coherent. We have, however:
Lemma 3.7. Let A ⊂ B ⊂ F . If B is coherent relative to F and M , then A is too.
Example 3.8. Let v > w be indeterminates. Let F = {v, v −w,w} and let G = {v, v −
w}. Then IF = IG = {1}, F(v) = {w}, and G(v) = ∅. The only Sψ-polynomial is
Sψ(v, v − w) = w. Thus F is coherent, whence G is coherent relative to F and IF . But
G is not coherent.
In this example, G failed to be coherent because (G(v)) 6= (F(v)). The other possibility,
of course, is that a subset G of F may fail to be coherent because IG 6= IF .
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Example 3.9. Let u, v, w be indeterminates with u > v > w. Let F = {f1, f2, f3, f4},
where
f1 = (3w2 − 4w + 1)u f2 = v
f3 = v − w f4 = w3 − 2w2 + w
and let G = {f2, f3, f4}. As before, there is only one Sψ-polynomial, namely Sψ(f2, f3) =
w. We have (G(v)) = (F(v)) = (f4), but {1} = IG ⊂ IF . Since
I2f1S
ψ(f2, f3) = (9w2 − 6w + 1)f4 ∈ (F(v)) = (G(v)),
F is coherent. However,
Sψ(f2, f3) = w 6∈ (w3 − 2w2 + w) = (G(v)) : I∞G ,
so G is not coherent. Of course, G is coherent relative to G and IF .
Lemma 3.10. Suppose that IF ⊂M , and that F is coherent relative to F and M . There
is a triangular subset T of F such that
(F ) ⊂ (T ) : M∞ = (F ) : M∞
and in fact, for every v ∈ Y , d ∈ N ,
(F[vd]) ⊂ (T[vd]) : M∞.
The leaders of T are precisely the leaders of F .
Proof. The proof is by Noetherian induction. (See, for instance, Becker and Weispfen-
ning (1993, p. 157).) Put UF = {ug : g ∈ F}. For each u ∈ UF , choose an element tu of
F having leader u and minimum degree in u. Then T = {tu : u ∈ UF } is a triangular
subset of F . Assume inductively that for each wr < vd,
F[wr ] ⊂ (T[wr]) : M∞.
Let g ∈ F[vd] \ F(vd) and put f = tv. Then f ∈ T[vd], and by the definition of Sψ-
polynomial (equation (3.2)),
Ifg = Sψ(g, f) + vd−df Igf.
Now Sψ(g, f) ∈ (F(vd)) : M∞ by the coherence of F , and F(vd) ⊂ (T(vd)) : M∞ by the
induction hypothesis. Thus g ∈ (T[vd]) : M∞.2
Corollary 3.11. Let F be finite and coherent, and suppose that M is finitely gener-
ated, that HF ⊂ M , and that M ∩ (F ) = ∅. Then the conclusions of Lazard’s lemma
(Proposition 3.4) hold.
We thus have the following generalization of Boulier et al. (1995, Lemma 3).
Proposition 3.12. Let F be finite and coherent, let M be a finitely generated multi-
plicative set containing IF , and suppose that 1 6∈ (F ) : M∞. Let G be a reduced Gro¨bner
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basis of (F ) : M∞ in the monomial ordering induced by the differential ranking, as de-
scribed in Section 2.2. Then the leaders of the elements of G are precisely the leaders of
the elements of F .
Proof. Let Y0 be the subset of Y consisting of those indeterminates appearing in either
F or M . A Gro¨bner basis G of (F ) : M∞ in k[Y0] is also a Gro¨bner basis of (F ) : M∞ in
k[Y1] for Y0 ⊂ Y1 ⊂ Y . (This is because the condition that every S-polynomial reduces
to 0 involves only the variables present in G.) Thus we may assume that Y = Y0.
Let y1 < · · · < yn be the indeterminates present in elements of F . Let g ∈ G; say
ug = yk. Consider g as a polynomial in yk with coefficients in k[y1, . . . , yk−1]. Since G is
a reduced Gro¨bner basis, the leading term of g—and so a fortiori the leading term of
Ig—is not divisible by the leading term of any g′ ∈ G \ {g}. Thus Ig 6∈ (F ) : M∞.
Since (F ) : M∞ is a radical ideal by Corollary 3.11(b), one of its prime components,
say P , does not contain Ig. Denote by y¯i the image of yi modulo P (1 ≤ i ≤ n). Since
g(y¯1, . . . , y¯k) = 0 and Ig(y¯1, . . . , y¯k−1) 6= 0, we see that y¯k is algebraic over k[y¯1, . . . , y¯k−1].
By Corollary 3.11, ug = yk is the leader of an element of F .
Conversely, let f ∈ F and suppose that uf is not the leader of any element of G. We
shall show that 1 ∈ (F ) : M∞.
Write f = Ifvd + Tf , where v = uf and degv(Tf ) < d. Since G is a Gro¨bner basis, f
has a standard representation with respect to G, which we may re-write as
f =
r∑
i=1
migi + q, (3.3)
where the mi’s are monomials divisible by vd, the gi’s are (not necessarily distinct)
elements of G not involving v, q ∈ (G), and no term of q is divisible by vd. Put m′i =
mi/v
d. Then
If =
r∑
i=1
m′igi ∈ (G) ∩M = ((F ) : M∞) ∩M.
So (F ) : M∞ = (1).2
Corollary 3.13. Let F and M be as in Proposition 3.12, and let G be a reduced
Gro¨bner basis such that (F ) ⊆ (G) ⊆ (F ) : M∞. Then for each f ∈ F , there is a
g ∈ G such that ug = uf and dg ≤ df .
Proof. If not, then f has representation (3.3), which as before implies that
1 ∈ (F ) : M∞.2
4. ∆-Coherence
Throughout this section and the remainder of the paper, k is a differential field of
characteristic zero, k{y1, . . . , yn} is the differential polynomial ring over k under a fixed
differential ranking, P is a finite subset of k{y1, . . . , yn} \ k, and M is a multiplicative
subset of k{y1, . . . , yn} .
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If k is an ordinary differential field, if A is an autoreduced set, and if g ∈ [A] : H∞A is
partially reduced with respect to A, it is not difficult to see that g is in fact in the algebraic
ideal (A) : H∞A . Essentially, this is because the leaders of the elements of Θ(A) must all
be distinct, thereby precluding their cancelling in linear combinations. The situation is
more complicated for the partial case, as the next example shows.
Example 4.1. In the differential polynomial ring k{u, v, w}, let ∆ = {δ1, δ2}, and put a
differential ranking on k{u, v, w} in any way so that u < δ1w and v < δ2w—for instance,
use either the orderly ranking (2.2) or the elimination ranking (2.3) with u < v < w. Let
f1 = δ1w − u
f2 = δ2w − v
and put A = {f1, f2}.
Clearly A is autoreduced, and g = δ1v − δ2u is partially reduced with respect to A.
Also, g ∈ [A] : H∞A , since g = δ2f1 − δ1f2. However, g 6∈ (A) : H∞A .
Note that the above example amounts a reformulation in the language of differential
algebra of the following standard problem of elementary calculus: given two sufficiently
nice functions u and v of two variables x1 and x2, find if possible another function w
such that ∂w/∂x1 = u and ∂w/∂x2 = v. A necessary condition for the existence of w, of
course, is the familiar “compatibility condition”
g(x1, x2) := ∂v/∂x1 − ∂u/∂x2 = 0.
Rosenfeld (1959) introduces the notion of coherence of an autoredeuced set of differ-
ential polynomials, and proves that examples like the above cannot occur when A is
coherent in his sense of the word. The set A above is coherent in the algebraic sense of
Definition 3.6; we shall see shortly that it is not coherent in Rosenfeld’s differential sense
because
Sψ(δ2f1, δ1f2) = g 6∈ (A) : H∞A = (Θ(A)(δ1δ2w)) : H∞A .
In order to generalize to sets that are not necessarily autoreduced and to multiplicative
sets other than HA, we require a more flexible definition than Rosenfeld’s. To this end,
we define the concept of relative ∆-coherence, and we show that this concept provides a
sufficient condition for the differential ideal [P ] : M∞ to be radical.
Definition 4.2. Let f, f ′ ∈ k{y1, . . . , yn}\k, suppose that uf and uf ′ are derivatives of
the same differential indeterminate, and denote by uf,f ′ the smallest common derivative
of uf and uf ′ . Let g and g′ be the unique derivatives of f and f ′, respectively, such that
uf,f ′ = ug = ug′ . Define the S∆,ψ-polynomial of f and f ′ to be
S∆,ψ(f, f ′) = Sψ(g, g′).
Note that, in contrast to the situation for autoreduced sets, g and g′ need not be proper
derivatives of f and f ′.
Definition 4.3. Let M be a multiplicative subset of k{y1, . . . , yn}. A subset A of Θ(P )
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is ∆-coherent relative to P and M if
S∆,ψ(f, f ′) ∈ (Θ(P )(uf,f′ )) : M∞
whenever f, f ′ ∈ Θ(A) and S∆,ψ(f, f ′) is defined. If P is ∆-coherent relative to P and
HP , we say simply that P is ∆-coherent; and if P is ∆-coherent relative to P and M ,
we say that P is ∆-coherent relative to M .
The concept of ∆-coherence relative to M was first introduced by Boulier (Submitted).
Boulier considers only the case that P is partially autoreduced and triangular, with M
partially reduced with respect to P ; he refers to the concept as “coherence by inverting
M” rather than “∆-coherence relative to M”. It will be convenient, particularly when P
is not partially autoreduced, to define the concept not only for P but for subsets of ΘP
as well. One advantage of the notion of relative ∆-coherence is that it satisfies stability
properties not enjoyed by ∆-coherence.
Lemma 4.4. Let A ⊂ ΘP .
(a) If A ⊂ B ⊂ ΘP , and if B is ∆-coherent relative to P and M , so is A.
(b) A is ∆-coherent relative to P and M if and only if for every q, q′ ∈ A, the set {q, q′}
is ∆-coherent relative to P and M .
(c) Suppose that A ⊂ B ⊂ ΘA. If A is ∆-coherent relative to P and M , so is B. If A
is ∆-coherent, so is B.
Proof. The first two statements follow immediately from the definitions; the third state-
ment follows from the definitions together with the fact that, if A ⊂ B ⊂ ΘA, then
ΘA = ΘB and HA = HB .2
The next lemma also follows immediately from the definitions.
Lemma 4.5. Let A ⊂ Θ(P ) and let M be a multiplicative subset of k{y1, . . . , yn}. A is
∆-coherent relative to P and M if and only if Θ(A) is coherent (in the algebraic sense
of Section 3) relative to ΘP and M . In particular, P is ∆-coherent if and only if Θ(P )
is coherent.
Example 4.6. Returning to Example 4.1, we see that A is not ∆-coherent because
uf1,f2 = δ1δ2w and g = S
∆,ψ(f1, f2) = δ2v 6∈ (Θ(A)(δ1δ2w)) = (A). It will follow from
Proposition 4.9 that the set B = A ∪ {g} is ∆-coherent, however, and hence that A is
∆-coherent relative to B and HB .
The next three results combine to show that ∆-coherence can always be determined
by computing a finite number of S∆,ψ-polynomials.
Lemma 4.7. Let g, g′ ∈ Θ(P ), and suppose that ug = ug′ and that
Sψ(g, g′) ∈ (Θ(P )(ug)) : M∞.
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If dg = dg′ = 1, then
Sψ(θg, θg′) ∈ (Θ(P )(uθg)) : M∞
for every θ ∈ Θ.
Proof. By an obvious induction on the order of θ, we may assume without loss of
generality that θ = δ ∈ ∆. Moreover, since dg = dg′ = 1, we have Iδg = Ig = Sg, and
similarly for g′, so that Sψ(g, g′) = Sg′g − Sgg′.
Therefore,
δ(Sψ(g, g′)) = δ(S′gg − Sgg′)
= (S′gδg − Sgδg′) + (δS′g)g − (δSg)g′,
which we can rewrite as
Sψ(δg, δg′) = δ(Sψ(g, g′))− (δS′g)g + (δSg)g′. (4.1)
By hypothesis, there is an element m in M such that
mSψ(g, g′) ∈ (Θ(P )(ug)).
Applying δ to mSψ(g, g′) and multiplying by m, we see that
δ(Sψ(g, g′)) ∈ (Θ(P )(δug)) : M∞;
and since also g, g′ ∈ Θ(P )(ug) ⊂ Θ(P )(δug), the right-hand side of equation (4.1) belongs
to (Θ(P )(δug)). Therefore
Sψ(δg, δg′) ∈ (Θ(P )(uδg)) : M∞.2
Proposition 4.8. Let q, q′ be elements of Θ(P ) such that S∆,ψ(q, q′) is defined. Suppose
that
S∆,ψ(q, q′) ∈ (Θ(P )(uq,q′ )) : M∞, (4.2)
and that, if dq > 1 or dq′ > 1, we also have
S∆,ψ(δq, δq′) ∈ (Θ(P )(uδq,δq′ )) : M∞. (4.3)
Then the set Q = {q, q′} is ∆-coherent relative to P and M .
Proof. Let f and f ′ be derivatives of q and q′ (respectively), and suppose that uf = uf ′ .
Then uf,f ′ = uf = βuq,q′ for some β ∈ Θ. Let g and g′ be the derivatives of q and q′
such that S∆,ψ(q, q′) = Sψ(g, g′). Then ug = ug′ = uq,q′ , so f = βg and f ′ = βg′.
First suppose that dq = dq′ = 1 . Since Sψ(g, g′) = S∆,ψ(q, q′) and Sψ(f, f ′) =
Sψ(βg, βg′), it follows from equation (4.2) and Lemma 4.7 that
Sψ(f, f ′) ∈ (Θ(P )(uf )) : M∞.
Now suppose that dq > 1 or dq′ > 1. If ord(β) = 0, then uf = uq,q′ , so Sψ(f, f ′) =
S∆,ψ(q, q′). By equation (4.2),
Sψ(f, f ′) ∈ (Θ(P )(uf )) : M∞.
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If ord(β) > 0, on the other hand, there are elements δ ∈ ∆ and β′ ∈ Θ such that
β = β′δ, whence uf = β′uδq,δq′ and Sψ(δg, δg′) = S∆,ψ(δq, δq′). Since Sψ(f, f ′) =
Sψ(β′(δg), β′(δg′)), equation (4.3) and Lemma 4.7 give
Sψ(f, f ′) ∈ (Θ(P )(uf )) : M∞.
Thus Q is ∆-coherent relative to P and M .2
Corollary 4.9. Let A ⊂ Θ(P ). Then A is ∆-coherent relative to P and M if and only
if equations (4.2) and (4.3) hold whenever q, q′ ∈ A and S∆,ψ(q, q′) is defined. If every
element of A has degree 1 in its leader—in particular, if A = ∆P or ∆P \ P—then it
suffices to verify equation (4.2).
Thus ifA is finite, its ∆-coherence relative to P andM can be determined by computing
a finite number of S∆,ψ-polynomials.
Proposition 4.10. Let P be a finite subset of k{y1, . . . , yn}. Suppose that P is ∆-
coherent, that M ∩ [P ] = ∅, and that HP ⊂ M . Then [P ] : M∞ is a radical differential
ideal.
Proof. Let fk ∈ [P ] : M∞. Since IΘP = HP ⊂M , by Lemma 3.10 there is a triangular
subset T of ΘP such that [P ] : M∞ = (T ) : M∞. Let F = {f1, . . . , fs} be a finite subset
of T such that fk ∈ (F ) : M∞, and put J = Sf1 · · ·Sfs . Then J ∈ HP ⊂ M . By
Corollary 3.11, (F ) : M∞ is a radical ideal. Thus f ∈ (F ) : M∞ ⊂ [P ] : M∞.2
Rosenfeld (1959) defines an autoreduced set A to be coherent if, whenever p, p′ ∈ A and
S∆,ψ(p, p′) is defined, we have S∆,ψ(p, p′) ∈ (Θ(A)(up,p′ )) : H∞A . His concept of coherence
is useful only in the partial case, since an autoreduced subset of an ordinary differential
polynomial ring has no S∆-polynomials defined. In the autoreduced case, moreover, each
S∆,ψ(p, p′), for p, p′ ∈ A, is equal to S∆,ψ(q, q′) for some q, q′ ∈ ∆(A). It follows from
Lemma 4.7 that, when A is autoreduced, A is “Rosenfeld coherent” if and only if , in
our terminology, ∆(A) is ∆-coherent relative to A and HA, which is the case if and only
if A is ∆-coherent. Rosenfeld more or less proves all of this in the course of proving the
following lemma:
Lemma 4.11. (Rosenfeld’s Lemma) Let A be a coherent autoreduced subset of the
differential polynomial ring k{y1, . . . , yn}, and let g ∈ [A] : M∞. If g is partially reduced
with respect to A, then g ∈ (A) : M∞.
Loosely speaking, Rosenfeld’s lemma gives a condition under which certain differential
consequences (compatibility conditions) of the system A = 0 are already algebraic conse-
quences of that system. Boulier et al. (1995) make important use of Rosenfeld’s lemma in
their algorithm to compute radical differential ideals. The idea, in short, is that applying
Ritt–Kolchin reduction methods and Rosenfeld’s lemma to [A] : M∞ converts the ques-
tion of membership in the differential ideal [A] : M∞ to the question of membership in
the algebraic ideal (A) : M∞; this last ideal can be computed by Gro¨bner basis methods.
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Strengthening Rosenfeld’s lemma requires first of all that we obtain suitable modifica-
tions of each of the hypotheses “coherent”, “partially reduced”, and “autoreduced”. The
notion of relative ∆-coherence defined in the previous section will supply an appropriate
replacement for Rosenfeld’s coherence. We will not require P to be ∆-coherent; it will
be more than enough to assume that ∆(P ) is ∆-coherent relative to P and M .
Example 4.12. Let k{y, z} be the ordinary ∆-polynomial ring in two differential inde-
terminates. Denote the derivation by ′, and fix any differential ranking such that z < y.
Let P = {p1, p2, p3}, where
p1 = y′ + z
p2 = y
p3 = z′.
Then up1,p2 = y
′, up′1,p′2 = y
′′, and HP = {1}. We have
S∆,ψ(p1, p2) = Sψ(p1, p′2)
= p1 − p′2
= z 6∈ Θ(P )(y′),
and
S∆,ψ(p′1, p
′
2) = S
ψ(p′1, p
′′
2)
= p′1 − p′′2
= z′ 6∈ (Θ∆(P ))(y′′).
Therefore neither P nor ∆(P ) is ∆-coherent. However, ∆(P ) is ∆-coherent relative to
P .
Before continuing, we recall that variations of a well-known algorithm in Kolchin (1973,
pp. 166–169) are used by Ritt, Kolchin, and Boulier to express the radical of a differential
ideal as an intersection of differential ideals of form [P ] : M∞, where P is ∆-coherent.
Mansfield and Carra´-Ferro use versions of the part of this algorithm that inputs P and
outputs a ∆-coherent basis of [P ]. This part of the algorithm works quite generally, as one
easily sees, and can be thought of as a differential version of Buchberger’s algorithm for
constructing a Gro¨bner basis by adjoining remainders of S-polynomials to a given basis.
If the P ’s are autoreduced, then combining this algorithm with Rosenfeld’s reduces the
entire membership problem for radical differential ideals to an algebraic (non-differential)
problem. The generalization of Rosenfeld’s lemma that appears in Section 6 avoids the
further splittings that would be required to ensure that the P ’s obtained are also au-
toreduced. Instead, Proposition 5.6 replaces these splittings by a simple adjunction of
elements. This is what is done in Mansfield (1993).
5. ∆-Completeness
We next generalize the notion of “partially reduced”.
Lemma 5.1. Let P be a subset of k{y1, . . . , yn} \ k, and let g ∈ k{y1, . . . , yn}. If g is
partially reduced with respect to P , then no leader of an element of Θ(P ) \ P appears in
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g. Conversely, if P is autoreduced (or even partially autoreduced), and if no leader of an
element of Θ(P ) \ P appears in g, then g is partially reduced with respect to P .
Proof. The first statement is immediate from the definition of “partially reduced”. For
the converse, suppose that no leader of an element of Θ(P ) \ P appears in g. Let θup be
a proper derivative of up for some p ∈ P . Then θup = uθp, so, since P is partially auto-
reduced, θp ∈ Θ(P ) \ P . By hypothesis, θup does not appear in g. Thus g is partially
reduced with respect to P .2
The lemma suggests the next definition.
Definition 5.2. Let P ⊂ k{y1, . . . , yn} \ k, and let g ∈ k{y1, . . . , yn}. We say that g is
semi-reduced with respect to P if no leader of an element of θ(P ) \ P appears in g.
Lemma 5.1 shows that the definitions of “partially reduced” and “semi-reduced” co-
incide when P is partially autoreduced; however, “semi-reduced” is a weaker condition
than the word-by-word application of “partially reduced” to arbitrary P . (As a trivial
example, let P = {y, δy}, g = δy. Then g is semi-reduced but not partially reduced with
respect to P .)
Finally, we define a suitable replacement for “autoreduced”.
Definition 5.3. A subset P of k{y1, . . . , yn} is differentially complete (or: ∆-complete)
if each element of P is semi-reduced with respect to P .
When P is autoreduced, one knows that every element of HP is partially reduced with
respect to P . A similar property holds in the ∆-complete case.
Proposition 5.4. If P is ∆-complete, then every element of HP is semi-reduced with
respect to P .
Proof. Let p ∈ P . No leader of an element of ΘP \ P appears in p, so certainly such a
leader cannot appear in Ip or Sp.2
The basic idea of ∆-completion is due to Mansfield and Fackerell (1994). They define
a similar but slightly less restrictive notion called “almost complete” (GAC).
Definition 5.5. A subset P of k{y1, . . . , yn} is almost complete if, for every q ∈ ΘP \P
and for every p ∈ P , either uq does not appear in p or uq = up and dp = 1.
Of course, every ∆-complete set is almost complete. Mansfield and Fackerell point
out that the “almost completion” is adequate for many purposes and has computational
advantages. It can be computed by the algorithm Algorithm GAC (Mansfield, 1993),
or by making the obvious modification in the algorithm given below for computing the
∆-completion.
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Proposition 5.6. Let P ⊂ k{y1, . . . , yn}, and let F ⊂ ΘP . There is a smallest ∆-
complete set Comp∆(F ) such that
F ⊂ Comp∆(F ) ⊂ Θ(P ),
whence
[F ] = [Comp∆(F )] and HF = HComp∆(F ).
Comp∆(F ) is ∆-coherent relative to P and M if F is, and can be computed by the
following algorithm.
Input: A finite subset F of ΘP
Output: A = Comp∆(F ).
A := F
Repeat
S = Θ(F ) \A
B := ∅
for each a ∈ A and s ∈ S
If us appears in a Then B = B ∪ {s}
A := A ∪B
Until B = ∅.
Proof. There certainly are ∆-complete subsets of ΘF containing F—for instance, ΘF
itself. Let C be the intersection of all such subsets. Let f ∈ ΘC\C. There is a ∆-complete
subset A of ΘF = ΘC = ΘA containing C such that f 6∈ A. Since A is ∆-complete, uf
appears in no element of A, hence in no element of C. Thus C is ∆-complete. Put
Comp∆(F ) = C. If F is ∆-coherent relative to P and M , then by Lemma 4.4(c), so is
Comp∆(F ).
We now turn to the algorithm. Let Ai and Bi be the values of A and B after the ith
repetition. Then A0 = F and B0 = ∅. For i ≥ 1, we have
Bi = {s ∈ Θ(F ) \Ai−1 : us appears in Ai−1}
Ai = Ai−1 ∪B.
If Bn = ∅ for some n > 0, then An = An−1 is ∆-complete. Moreover, it is clear
inductively that any ∆-complete subset of ΘF containing F must also contain each Bi,
whence An = Comp∆(F ).
It therefore remains only to establish the more delicate point that the algorithm ter-
minates, that is, that Bi = ∅ for sufficiently large i. Before doing so, we pause to consider
an example.
Example 5.7. Let k be an ordinary differential field under the single derivation δ. Let
u, y, and z be differential indeterminates, and put an elimination ranking on k{u, y, z}
so that for every i, j, k ∈ N,
δiu < δjy < δkz.
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For simplicity, we denote derivatives by subscripts, e.g. δiu = ui. Let
F = P = {u, y + u3, z + y + y2, z1} ⊂ k{u, y, z}.
From the algorithm we obtain
B1 = {u3, y2 + u5, z1 + y1 + y3}
B2 = {u5, y1 + u4, y3 + u6}
B3 = {u4, u6}
B4 = ∅.
Thus
Comp∆(P ) = P ∪B1 ∪B2 ∪B3.
Note that the derivatives of elements of P that end up in Comp∆(P ) do not necessarily
make their appearance in order. Nonetheless, if we let mi be an element of Bi of maximum
differential rank—so that in this case we have
m1 = z1 + y1 + y3, m2 = y3 + u6, m3 = u6, (5.1)
then m1 > m2 > m3.
The remainder of the proof of Proposition 5.6 amounts to showing that the above
example is quite typical of the general situation. The following lemma supplies the details.
Lemma 5.8. Let i ≥ 2, and let s ∈ Bi. Then
(a) us does not appear in any element of Ai−2.
(b) us appears in some element of Bi−1.
(c) us is not the leader of any element of Bi−1.
Proof. Let s ∈ Θ(F ) and suppose that us appears in an element of Ai−2. Using in
succession the definitions of Bi−1, Ai−1, and Bi, we have:
us appears in an element of Ai−2 =⇒ s ∈ Ai−2 ∪Bi−1
=⇒ s ∈ Ai−1
=⇒ s 6∈ Bi.
Thus (a) holds. (b) follows immediately, since, by definition of Bi, us appears in an
element of Ai−1 = Ai−2∪Bi−1. Finally, (c) follows from (a) and the definition of Bi−1.2
Completion of the Proof of Proposition 5.6. Let mi be an element of Bi (i ≥ 2)
of maximum differential rank. By Lemma 5.8(b,c), umi appears in an element bi−1 of
Bi−1, and umi 6= ubi−1 , whence umi < ubi−1 ≤ umi−1 . Thus (umi)i≥1 forms a strictly
descreasing sequence. It follows that Bi = ∅ for sufficiently large i ∈ N, terminating the
algorithm.2
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6. Generalization of Rosenfeld’s Lemma
We are ready now to state and prove a generalization of Rosenfeld’s lemma.
Theorem 6.1. Let P ⊂ k{y1, . . . , yn} \ k and let M be a multiplicative set containing
SP . Suppose that Θ(P ) \P is coherent relative to P and M and that each element of M
is semi-reduced with respect to P . Let g ∈ [P ] : M∞.
(a) If g is semi-reduced with respect to Comp∆(P ), then g ∈ (Comp∆(P )) : M∞.
(b) If P is ∆-complete, and if g ∈ [P ] : M∞ is semi-reduced with respect to P , then
g ∈ (P ) : M∞.
Remark. (i) Of course parts (a) and (b) of the theorem are actually equivalent. The
statement of (b) shows that the theorem really is a generalization of Rosenfeld’s
lemma. Statement (a), on the other hand, points out that the present theorem has
far wider applicability than Rosenfeld’s original lemma. This is because, given an
arbitrary finite subset P of k{y1, . . . , yn}, with ΘP \ P coherent relative to P and
M , there is no direct way to apply Rosenfeld’s lemma because there is no way
to compute a partially autoreduced set A such that [P ] : M∞ = [A] : M∞; it is
possible, however, to compute such a ∆-complete set, as Proposition 5.6 shows.
(ii) It is important to note that we do not require P itself to be coherent. For most
practical purposes we replace the assumption that Θ(P ) \ P is coherent by the
slightly stronger but tidier assumption that the finite set ∆(P ) \ P is ∆-coherent
relative to P and M . In any event, one can determine whether Θ(P )\P is coherent
relative to P and M by testing a finite number of S∆,ψ-polynomials. If P∩Θ+(P ) =
∅, then Θ(P ) \ P = Θ+(P ), so its coherence is the same thing as the ∆-coherence
of the finite set ∆(P ). When we require P to be ∆-complete, however, we must
admit the possibility that P ∩Θ+(P ) 6= ∅. In this case, the coherence of Θ(P ) \ P
is almost but not quite the same thing as the ∆-coherence of ∆(P )\P . Certainly if
∆(P )\P is ∆-coherent, then Θ(P )\P is coherent. However, there may be elements
q, q′ of ∆(P ) \ P and derivatives f, f ′ of q and q′ such that S∆,ψ(q, q′) = Sψ(f, f ′)
and either f or f ′ is in P . It is not necessary that these S∆,ψ-polynomials satisfy
a coherence condition in order for Θ(P ) \ P to be coherent.
(iii) By Proposition 5.4, the hypotheses that SP ⊂M and that M is semi-reduced with
respect to P cannot conflict.
(iv) The proof shows that (b) remains true even when we replace the ∆-complete
hypothesis with Mansfield and Fackerell’s weaker assumption that P is “almost
complete”—see Definition 5.5—so that in (a) we may replace Comp∆(P ) by Mans-
field and Fackerell’s GAC(P ). This is perhaps of some interest although at present
we have no use for the stronger theorem.
Proof. Put C = Comp∆(P ). It follows from Lemma 4.4 that Θ(C) \ C is coherent,
since
Θ(C) \ C ⊂ Θ(P ) \ P ⊂ Θ(P ).
Since also [P ] = [C], we may as well assume in (a) that P is ∆-complete; that is, we need
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only prove (b). The proof now follows the general lines of the proof in Rosenfeld (1959),
but requires closer attention to detail. We shall prove (b) with the weaker hypothesis
that P is “almost complete” replacing the hypothesis that P is ∆-complete.
There is a smallest element of ΘY , call it v, such that
g ∈ (P ∪Θ(P )[v]) : M∞.
Then for some m ∈M , pi ∈ P , and gi ∈ k{y1, . . . , yn} (1 ≤ i ≤ s), we have
mg =
r∑
i=1
giθipi +
s∑
i=r+1
giθipi, (6.1)
where v = uθipi (1 ≤ i ≤ r) and θipi ∈ P ∪Θ(P )(v) (r < i ≤ s). We may and do assume
that uθipi 6= v (r < i ≤ s). If v is small enough—for instance if v is the smallest leader
of an element of P—then P ∪Θ(P )[v] = P , so g ∈ (P ) : M∞ as desired.
Suppose for a contradiction that Θ(P )[v] 6⊂ P . Since the second sum in equation (6.1)
belongs to (P ∪ Θ(P )(v)), by the minimality condition on v, some θipi (1 ≤ i ≤ r) is
not in P . Thus v is the leader of an element of Θ(P ) \ P . Since P is almost complete, v
does not appear in any θipi(r < i ≤ s), and v appears only linearly in θipi(1 ≤ i ≤ r).
Denoting the separant of pi by Si, we have
Sψ(θipi, θrpr) = Srθipi − Siθrpr (1 ≤ i ≤ r),
whence
Srθipi = Sψ(θipi, θrpr) + Siθrpr. (6.2)
Multiply equation (6.1) by Sr, and in the resulting equation use equation (6.2) to sub-
stitute for Srθipi:
Srmg =
r∑
i=1
giS
ψ(θipi, θrpr) +
(
r∑
i=1
giSi
)
θrpr + Sr
s∑
i=r+1
giθipi.
Since Θ(P ) \ P is coherent,
Sψ(θipi, θrpr) ∈ (Θ(P )(v)) : M∞ (1 ≤ i ≤ r).
Thus there exist m′ ∈M , g′i ∈ k{y1, . . . , yn}, and θ′ip′i ∈ (Θ(P )(v)) such that
m′Srmg =
r′∑
j=1
g′jθ
′
jp
′
j +
(
r∑
i=1
giSi
)
m′θrpr +m′Sr
s∑
i=r+1
giθipi. (6.3)
Now v does not appear in g by hypothesis; v does not appear in m′, Sr, m, or Si
because M is semi-reduced with respect to P ; v does not appear in θipi (r + 1 ≤ i ≤ s)
by construction, and v does not appear in θ′jp
′
j (1 ≤ j ≤ r′) since these are in Θ(P )(v).
As in equation (2.4), we write
θrpr = Srv + Tθrpr ,
where Sr, Tθrpr ∈ (Θ(P )(v)). Under the substitution
v =
−Tθrpr
Sr
,
θrpr vanishes, and each gi and g′j occuring in equation (6.3) is replaced by a quotient
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whose numerator is in k{y1, . . . , yn} and whose denominator is a power of Sr; everything
else appearing in equation (6.3) remains unaffected. Substituting and clearing denomi-
nators therefore gives Skrm
′mg ∈ (Θ(P )(v)) for some k ∈ N, whence
g ∈ (P ∪Θ(P )[v]) : M∞,
contradicting the minimality of v. We conclude that Θ(P )[v] ⊂ P , and therefore that
g ∈ (P ) : M∞.2
7. An Application
We now concern ourselves with three of the algorithms implemented in the package
diffgrob2 by Mansfield (1993). Each accepts as input a finite subset F of k{y1, . . . , yn}.
The algorithm Kolchin–Ritt has as output a set G = Kolchin–Ritt(F ) containing F
such that [G] = [F ], and G is ∆-coherent provided that HG ∩ [G] = ∅. The algorithm
GAC has as output a set G = GAC(F ) containing F such that [G] = [F ], HG = HF ,
and G is almost complete provided that HG∩ [G] = ∅. Mansfield is not able to determine
algorithmically whether the condition HG∩ [G] = ∅ holds. Our next proposition remedies
that situation.
Proposition 7.1. Let P be a finite subset of k{y1, . . . , yn}, and let M be a finitely
generated multiplicative subset of k{y1, . . . , yn} containing HP and semi-reduced with
respect to P . If ΘP \P is ∆-coherent relative to P and M , then there is an algorithm to
determine whether [P ] ∩M = ∅.
Proof. First recall that [P ] ∩ M = ∅ if and only if 1 6∈ [P ] : M∞. Theorem 6.1
(taking g = 1) guarantees that 1 ∈ [P ] : M∞ if and only if 1 ∈ (Comp∆(P )) : M∞.
Furthermore, if m is the product of the generators of M , then (Comp∆(P )) : M∞ =
(Comp∆(P )) : m∞. Let G be a Gro¨bner basis of (Comp∆(P )) : m∞. (G can be com-
puted, for instance, by the algorithm IDEALDIV2 given in Becker and Weispfenning
(1993, p. 268).) Then [P ] ∩M = ∅ ⇐⇒ G 6= {1}.2
For use with Mansfield’s package diffgrob2, one simply chooses m to be the product
of all the initials and separants of the elements of P . Mansfield actually uses factors
of these elements in her multiplicative set, but this does not affect the saturation ideal
(Comp∆(P )) : M∞, as noted in Section 2.1.
The last of Mansfield’s three algorithms is the algorithm DiffGBasis. We reproduce
the algorithm below, except that we replace some of her notation and language with our
own.
Algorithm DiffGBasis
INPUT: a set P of differential polynomials
a term ordering induced by a differential ranking
OUTPUT: a set G such that [G] = [P ], and HG ∩ [G] = ∅ implies
for all f ∈ [G], f ∆-reduces to 0 with respect to G.
G := ∅
F := P
while G 6= F
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G := F
F := Kolchin–Ritt(G)
if HF is reduced with respect to F , then G := F , end
F := GAC(F )
F := Gro¨bner(F )
end
Here Gro¨bner(F ) is a reduced Gro¨bner basis of the algebraic ideal (F ); the condition
“HF is reduced with respect to F” appears in Mansfield’s algorithm as “SPR(F ) is true”.
Mansfield and Fackerell’s justifications for their algorithms appear in the preprint
(Mansfield and Fackerell, 1994). However, the explanations contained therein tend to be
heuristics rather than formal proofs. One difficulty is that many of the arguments assume
that ∆-reduction enjoys some of the particularly nice properties possessed by reduction
with respect to a Gro¨bner basis; but often this is not so. Therefore, further justifications
are in order. We are not able to prove the correctness of the entire DiffGBasis algorithm
here, but we can show that a modification of a single iteration of the main loop “nearly”
works; we then use this fact to obtain a differential Gro¨bner basis in quite special cases.
Let F be a finite subset of k{y1, . . . , yn} \ k. Recall that for any f ∈ k{y1, . . . , yn},
there exist f¯ ∈ k{y1, . . . , yn}, qf ∈ (Θ(F )
[u
df
f ]
) and hf ∈ HF such that f¯ = hff+qf , and
f¯ is ∆-reduced with respect to F . Such differential polynomials f¯ , hf , and qf—which
are not uniquely determined in general—can be computed using Mansfield’s adaptation
of Ritt–Kolchin reduction. The qf and f¯ produced by this computation are linear when
f and F are linear. We shall refer to f¯ as a ∆-remainder of f with respect to F , and we
shall write f¯F instead of f¯ when it is necessary to specify the set F .
Theorem 7.2. Let P be a finite subset of k{y1, . . . , yn}, let M be a finitely generated
multiplicative subset of k{y1, . . . , yn} containing HP , and suppose that P is ∆-coherent
relative to M and that M is semi-reduced with respect to P . Let G be the reduced Gro¨bner
basis of the algebraic ideal (Comp∆(P )) : M∞ under the monomial order induced by the
differential ranking, and suppose that G 6= {1}. If f ∈ [P ] : M∞, then f¯G = 0.
The output G is not quite a “differential Gro¨bner basis” of [P ] in Mansfield’s ter-
minology, because in general the differential ideal [G] is larger than [P ]. Nonetheless,
it does possess the important property that it reduces every element of [P ] to zero.
(Loosely speaking, this guarantees, for instance, that G accounts for all “compatibility
conditions”.)
Proof. Let f ∈ [P ] : M∞. We claim that if f is ∆-reduced with respect to G, then f is
also ∆-reduced with respect to P .
To establish the claim, let f ∈ [P ] : M∞, and suppose that f is not ∆-reduced with
respect to P . Then there exist p ∈ P , θ ∈ Θ, and a positive integer d ≥ dθp such that
udθp occurs in f . By Corollary 3.13, there is a g ∈ G such that ug = up and dg ≤ dp.
Combining this information with the fact that dθg = 1 if θ is a proper derivative, we see
that dθg ≤ d in all cases. Thus f is not ∆-reduced with respect to g, whence certainly f
is not ∆-reduced with respect to G. This proves the claim.
Next, we suppose for a contradiction that f¯G 6= 0. By the claim proved above, f¯G is
∆-reduced with respect to P , whence by Theorem 6.1(a), f¯G ∈ (G). Since G is a reduced
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Gro¨bner basis, the head term of f¯G is divisible by the head term of some g ∈ G. By our
choice of term order, this means that for some d ≥ dg, udg occurs in f¯G, contradicting
the fact that f¯G is ∆-reduced with respect to G. Thus f¯G = 0.2
In summary, we have proved the correctness of the following algorithm, in which hG
denotes the product of all the initials and separants of G, and Coh∆(G) denotes a
∆-coherent set containing G. The set Coh∆(G) is smaller in general than Mansfield’s
Kolchin–Ritt(G), because Mansfield defines S∆-polynomials for every pair of differen-
tial polynomials, whereas we restrict ourselves to pairs of differential polynomials whose
leaders have a common derivative. Coh∆(G) can be computed by the obvious modifica-
tion of Mansfield’s algorithm Kolchin–Ritt. Comp∆(G) could be replaced by the possibly
smaller GAC(G), or indeed by an even smaller triangular subset as in Lemma 3.10.
INPUT: A finite subset P of k{y1, . . . , yn} \ k
A term order induced by a ∆-ranking
OUTPUT: A ∆-coherent set G and a differential polynomial m such that,
if G 6= {1}, then [P ] : m∞ = [G] : m∞ and for every
f ∈ [P ] : m∞, f¯G = 0.
G := P
G := Coh∆(G)
G := Comp∆(G)
m := hG
G := Gro¨bner((G) : m∞)
end
The system G = 0, in general, has fewer solutions than the system P = 0, but these
include the “non-singular” solutions of P = 0, m 6= 0. Note that G incorporates the com-
patibility conditions on P , and that m incorporates not only the obvious non-singularity
conditions IP = 0 and SP = 0, but also non-singularity conditions arising from compat-
ibility conditions—that is, from the other elements of Coh∆(P ).
Finally, we show that if F = Coh∆(F ) and if every element of F is linear in its leader,
then a single iteration of Mansfield’s DiffGBasis yields a differential Gro¨bner basis
of [F ].
Proposition 7.3. Let P be a ∆-coherent subset of k{y1, . . . , yn}, and let M be a multi-
plicative subset of k{y1, . . . , yn} containing HP and semi-reduced with respect to P . Let G
and G′ be reduced Gro¨bner bases for the ideals (Comp∆(P )) and (Comp∆(P )) : M∞, re-
spectively, under the monomial ordering induced by the differential ranking, and suppose
that G′ 6= {1}. Let f ∈ [P ] : M∞. If dp = 1 for every element of P , then f¯P = f¯G = 0.
Thus P and G are differential Gro¨bner bases in Mansfield’s sense.
Proof. Since each element of P is linear in its leader, a differential polynomial is ∆-
reduced with respect to P if and only if it is free of all derivatives of all leaders of elements
of P .
Suppose for a contradiction that f¯P 6= 0. Since f¯P ∈ [P ] : M∞, it follows from The-
orem 7.2 that there is a g′ ∈ G′ and a θ′ ∈ Θ such that θ′ug′ appears in f¯P . By
Proposition 3.12, ug′ = uq for some q ∈ Comp∆(P ) ⊂ ΘP ; say q = θp for p ∈ P and
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θ ∈ Θ. Then θθ′up appears in f¯P , contradicting the fact that f¯P is ∆-reduced with
respect to P . Thus f¯P = 0.
By Corollary 3.13, each leader of an element of Comp∆(P ) appears linearly as the
leader of some element of G. Thus an element of k{y1, . . . , yn} that is ∆-reduced with
respect to G is also ∆-reduced with respect to P . From this it follows that f¯G = 0.2
Corollary 7.4. Let P be a finite set of linear differential polynomials, let G be a re-
duced Gro¨bner basis of the ideal (Comp∆(Coh∆(P ))), and suppose that G 6= {1}. Then
Coh∆(P ) is a differential Gro¨bner basis of [P ] in Mansfield’s sense.
Proof. In this case Coh∆(P ) is also linear, and HCoh∆(P ) ⊂ k∗, so the Proposition
applies.2
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