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Abstract
This paper studies the problem of constructing a minimum-weight spanning tree (MST) in a distributed network. This is one of
the most important problems in the area of distributed computing. There is a long line of gradually improving protocols for this
problem, and the state of the art today is a protocol with running time O(Λ(G)+√n · log∗ n) due to Kutten and Peleg [S. Kutten,
D. Peleg, Fast distributed construction of k-dominating sets and applications, J. Algorithms 28 (1998) 40–66; preliminary version
appeared in: Proc. of 14th ACM Symp. on Principles of Distributed Computing, Ottawa, Canada, August 1995, pp. 20–27], where
Λ(G) denotes the diameter of the graph G. Peleg and Rubinovich [D. Peleg, V. Rubinovich, A near-tight lower bound on the time
complexity of distributed MST construction, in: Proc. 40th IEEE Symp. on Foundations of Computer Science, 1999, pp. 253–261]
have shown that Ω˜(
√
n) time is required for constructing MST even on graphs of small diameter, and claimed that their result
“establishes the asymptotic near-optimality” of the protocol of [S. Kutten, D. Peleg, Fast distributed construction of k-dominating
sets and applications, J. Algorithms 28 (1998) 40–66; preliminary version appeared in: Proc. of 14th ACM Symp. on Principles of
Distributed Computing, Ottawa, Canada, August 1995, pp. 20–27].
In this paper we refine this claim, and devise a protocol that constructs the MST in Ω˜(μ(G,ω) + √n) rounds, where μ(G,ω)
is the MST-radius of the graph. The ratio between the diameter and the MST-radius may be as large as Θ(n), and, consequently,
on some inputs our protocol is faster than the protocol of [S. Kutten, D. Peleg, Fast distributed construction of k-dominating sets
and applications, J. Algorithms 28 (1998) 40–66; preliminary version appeared in: Proc. of 14th ACM Symp. on Principles of
Distributed Computing, Ottawa, Canada, August 1995, pp. 20–27] by a factor of Ω˜(√n). Also, on every input, the running time
of our protocol is never greater than twice the running time of the protocol of [S. Kutten, D. Peleg, Fast distributed construction of
k-dominating sets and applications, J. Algorithms 28 (1998) 40–66; preliminary version appeared in: Proc. of 14th ACM Symp. on
Principles of Distributed Computing, Ottawa, Canada, August 1995, pp. 20–27].
As part of our protocol for constructing an MST , we develop a protocol for constructing neighborhood covers with a drastically
improved running time. The latter result may be of independent interest.
© 2006 Elsevier Inc. All rights reserved.
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1.1. Distributed computing
Consider a weighted undirected n-vertex graph (G = (V ,E),ω), with a non-negative weight function ω. Suppose
that every vertex hosts a processor with unbounded computational power, but with limited initial knowledge. Specifi-
cally, assume that each vertex (the terms “vertex” and “processor” are synonyms in this context) is attached a distinct
identity number from the set {1,2, . . . , n}, and at the beginning of the computation each vertex v accepts as input its
own identity number, the identity numbers of its neighbors in G, and the weights of the edges that are adjacent to v.
The vertex may also accept some additional inputs as specified by the problem at hand.
The vertices are allowed to communicate through the edges of the graph G. The communication is synchronous,
and occurs in discrete pulses, called rounds. In particular, all the vertices wake up simultaneously at the beginning of
round 1, and from this point on the vertices always know the number of the current round. On each round each vertex
v is allowed to send an arbitrary message of size O(logn) through each edge e = (v,u) that is adjacent to v, and
the message will arrive to u at the end of the current round. The messages that are sent at certain round by the same
vertex to different neighbors may differ. The weights of the edges are at most polynomial in the number of vertices n,
and, therefore, a weight of a single edge can be communicated in one round. We will refer to this model of distributed
computation as the CONGEST model; most of this paper is devoted to this model. However, we will also consider
the so-called LOCAL model, in which messages of unbounded size can be delivered through an edge in one round.
Finally, in-between there is the CONGEST (B) model in which the upper bound on the size of the messages is B ,
and B is a parameter.
There are several measures of efficiency of distributed algorithms (also called “protocols”), but we will concentrate
on one of them, specifically, the running time, that is, the number of rounds of distributed communication. Note that
the computation that is performed by the vertices locally is “free,” i.e., it does not affect the time efficiency measure.
This model of computation is often termed as distributed computing with no shared memory, or, shortly, distributed
computing. The distributed computing model has been attracting a lot of research attention during last two decades
(e.g., [1,2,4,5,7,11,14,17,22,23,26]; see also [24] and references therein). The importance of the model stems from
both practical and theoretical considerations. From a practical perspective the model serves as a fairly good abstraction
of today’s most prominent computer networks, particularly the Internet. From a theoretical perspective the model can
be seen as a gross generalization of the communication complexity model, in which the graph G consists of a single
edge.
1.2. Distributed MST problem: Previous research
The distributed minimum-weight spanning tree (henceforth, MST) problem is one of the most important problems
in the area of distributed computing. In this problem each vertex v should return as output the set of edges that are
adjacent to v and belong to the MST of the graph (assuming that the latter is unique; otherwise, the outputs of all
the vertices should be consistent, and form an MST). The study of the MST problem was initiated twenty years ago
in a seminal paper by Gallager et al. [18], that devised a protocol that constructs the MST in O(n · logn) rounds of
distributed computation in the CONGEST model. This result was improved soon afterwards by Chin and Ting [11]
to O(n · log logn), further improved to O(n · log∗ n) by Gafni [17], and consequently improved by Awerbuch [2] to
an existentially optimal running time of O(n).
In the late eighties it was observed that for most existing networks G, their diameter Λ(G) is significantly smaller
than the number of vertices n, and that, therefore, it is desirable to design protocols whose running time is bounded
in terms of Λ(G) rather than in terms of n [3]. The first such protocol for the MST problem was designed by Garay
et al. [19], and its running time is O(Λ(G) + n0.61). The result was later improved by Kutten and Peleg [20] to
O(Λ(G) + √n · log∗ n), and this is the state of the art today. Table 1 summarizes the upper bounds on the time
complexity of the MST problem in the CONGEST model. The lack of progress in improving the result of [20] led
researchers to work on lower bounds. Peleg and Rubinovich [26] have shown that Ω(
√
n
logn ) rounds of distributed
computation are required for constructing the MST even when the input graphs have low diameter. The author of the
current paper has recently improved this lower bound to Ω(
√
n
logn ) [15].
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The summary of upper bounds on the complexity of the MST problem
Running time Reference
O(n · logn) Gallager et al. [18]
O(n · log logn) Chin, Ting FOCS ’85 [11]
O(n · log∗ n) Gafni PODC ’85 [17]
O(n) Awerbuch STOC ’87 [2]
O(Λ(G)+ n0.61) Garay et al. FOCS ’93 [19]
O(Λ(G)+ √n · log∗ n) Kutten, Peleg PODC ’95 [20]
O˜(μ(G,ω)+ √n) This paper1
The upper bound of Kutten and Peleg [20] in conjunction with the lower bound of Peleg and Rubinovich [26]
may leave the impression that there is no more room for a significant improvement in our understanding of the
complexity of the MST problem. Indeed, Peleg and Rubinovich explicitly stated in [26] that in view of their lower
bound, the protocol of [20] is asymptotically near-optimal. However, an indication that the protocol of [20] can still
be improved was provided by Peleg in [25], that devised a protocol that constructs the MST in O(γ (G)) rounds,
where γ (G) denotes the cyclic radius of the graph G, in the LOCAL model. However, this result does not apply to
the CONGEST model, while all the aforementioned results do. The definition of the cyclic radius γ (G) is deferred
to Section 2, and meanwhile we remark that the relation between the cyclic radius and the diameter is similar to the
relation between the diameter and the number of vertices n, that is, for every graph G, γ (G)Λ(G), and it is often
the case that γ (G)  Λ(G).
We also remark that the protocol of [25] does not detect termination. Intuitively, it means that if an adversary is
allowed to stop the execution of the protocol and to force the vertices to return an output in an arbitrary moment,
they would be able to return the MST of the input graph if this termination happens after Ω(γ (G)) rounds. Later on
(Section 2.1) we will present a formalism of will-maintaining algorithms, that will enable us to state results of this
sort formally.
1.3. Our results
1.3.1. Upper bounds
The main motivation for the result of [25] was the quest for the “correct” graph parameter that reflects the com-
plexity of the MST problem to as large extent as possible. It was suggested in [25] that the cyclic radius could be such
a parameter. In this paper we prove that it is not true, and single out another parameter, specifically, the MST-radius
μ(G,ω), that also serves as an upper bound on the complexity of the MST problem in the LOCAL model. The MST-
radius is never greater than the cyclic radius, and the gap between the two parameters may be arbitrarily large; in fact,
we show an example of an infinite family of n-vertex graphs with cyclic radius n/2 and MST-radius equal to 1! (The
definition of MST-radius is deferred to Section 2.)
Moreover, after almost a decade that witnessed no progress on upper bounds for the MST problem in
the CONGEST model, we devise a randomized protocol for the problem with worst-case running time
O˜(μ(G,ω) + √n ). Since for many graphs (G,ω) there is a large gap between the diameter Λ(G) and the MST-
radius μ(G,ω), it is often the case that our protocol is far more efficient than the previously best-known protocol [20].
Specifically, the ratio between the running times of these protocols may be as large1 as Ω˜(
√
n). Also, on any input,
our protocol is as efficient as the protocol of [20], up to a polylogarithmic factor in n (and, actually, the two protocols
can be combined in the obvious way so that the running time of the combined protocol is always at most twice the
minimum of the two running times).
We remark that it is natural that there exist graphs on which the upper bound on the running time of our protocol is
no better than the running time of the protocol of [20]. Indeed, this is the case also when comparing the running time
1 We use the notations O˜(f (n)) and Ω˜(f (n)) to denote O(f (n) · polylog(f (n))) and Ω(f (n)/polylog(f (n))), respectively.
1 Moreover, both protocols generalize to the CONGEST (B) model. The running time of the generalization of the protocol of [20] is O(Λ(G)+√
(n logn)/B log∗ n), and the running time of our protocol is O˜(μ(G,ω) + √n/B). Hence, the maximum ratio between the running times of the
two protocols grows with B . Specifically, it is min{n,√n ·B/ log3 n}.
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of [2] rules out the possibility of devising a protocol that has strictly smaller running time than the protocol of [2] on
every graph.
However, unlike the previous protocols [2,19,20], in our protocol the vertices should accept the MST-radius
μ(G,ω) of the input graph as an additional input (or, else, the protocol does not detect termination). To weaken
this assumption we generalize the protocol to work in the scenario when each vertex v in the graph accepts as input
its own upper bound μˆv of the MST-radius of the graph, and for different vertices these upper bounds are allowed
to disagree. Denoting the maximum of these upper bounds by μˆ, the running time of our protocol in this scenario is
O˜(μˆ+ √n).
We remark that some assumption of this sort is necessary, as protocol with our running time in which the vertices
accept no additional input provably provides wrong outputs on some inputs. Also, the assumption that all the vertices
in the graph know an estimate of some parameter of the input graph, such as the number of vertices or the diameter of
the graph, is quite common in distributed computing [6,23], especially for protocols whose running time is o(Λ(G))
(protocols that run Ω(Λ(G)) rounds can compute these parameters within their time bounds). It can be motivated by
the following scenario. These estimates can be provided to the vertices as part of the network configuration. Later on
some minor changes of the network may ruin the MST (or, another relevant structure), and require a new execution
of the protocol. However, it is likely that these changes will not change the MST-radius (or, the relevant parameter)
drastically, and so the pre-configurated estimates will enable an efficient re-computation of the MST .
1.3.2. Lower bounds
We also show that the MST-radius “deserves its name,” that is, reflects the complexity of the MST problem in
several senses (and, in particular, it is rather unlikely that a protocol for constructing MST with running time smaller
than the MST-radius exists even in the LOCAL model). All our lower bounds are proved in the LOCAL model, and,
therefore, they obviously apply to the CONGEST model as well.
First, we consider the class of coarsening protocols that do not detect termination. Intuitively, a protocol is coars-
ening if for every input its output is always a superset of the correct answer of the problem on this input, even if the
protocol is stopped prematurely (see Section 2.1 for the formal definition). We show that for every coarsening protocol
and every input (G,ω) of the MST problem, the running time of the protocol is at least μ(G,ω), or else the protocol
returns a wrong output on some other instance. Note that this lower bound is matched exactly by our protocol for
constructing the MST in the LOCAL model.
However, note that both these upper and lower bounds refer to the distributed network as a blackbox, considering
the running time of a protocol as a whole, and making no distinction between the individual vertices. While this is the
standard way to think about the running time of a protocol (as maximum of the running times of individual vertices
that run the protocol), in this paper we suggest a refined way of defining the running time of distributed protocols.
Specifically, we introduce the notion of vector running time of a distributed protocol, which is the n-tuple of the
running times of different vertices. We also refine the notion of the MST-radius, and define the vector MST-radius,
μ(G,ω), of a graph. The vector MST-radius of a graph (G,ω) is an n-dimensional vector indexed by the vertex set V
of G, and for every vertex v ∈ V the vth coordinate of μ(G,ω), denoted μv(G,ω), is a parameter that depends both
on the graph (G,ω) and on the vertex v (see Section 2).
We show that for every coarsening protocol and every input (G,ω) of the MST problem, and every vertex v of G,
the running time of the vertex v in the protocol is at least the vth coordinate of the MST-radius μ(G,ω), that is,
μv(G,ω). This lower bound is also exactly matched by protocol for constructing the MST in the LOCAL model, i.e.,
when the protocol is run on the graph (G,ω), for every vertex v of the graph, the running time of the restriction of
this protocol to v is precisely μv(G,ω). In terms of our refined notion of running time, the vector running time of our
protocol is precisely equal to the vector MST-radius of the graph.
Second, we consider the MST∗ problem, a variant of the MST problem in which every vertex accepts the MST-
radius of the input graph (G,ω) as part of its input. We show that for every graph (G,ω), every protocol that solves the
MST∗ problem on (G,ω) requires Ω(μ(G,ω)) rounds even in the LOCAL model, and this lower bound is matched
up to a multiplicative constant factor of 2 and additive constant term of 3 by our upper bound for the LOCAL model
(Corollary 3.7).
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While these lower bounds do not rule out completely the possibility that our protocol would ever be improved, they
can still serve as a strong evidence that the MST-radius is not an arbitrary parameter, and that it reflects in a rather
strong sense the complexity of the MST problem.
It should be noticed that in the LOCAL model our upper and lower bounds agree on every instance. This every-
case or instance optimality is a rather rare phenomenon, that, however, was already observed more or less explicitly
in several different contexts.
First, more than thirty years ago, Levin [21] proved that for every NP-relation there exists an optimal search algo-
rithm. Without going into details of the precise sense in which this algorithm is optimal, we note that this “optimality”
is achieved on every instance of the appropriate search problem. More recently, Dwork and Moses [13] have devised
an algorithm for Byzantine agreement, and their algorithm is optimal for every sequence of crash failures of the par-
ticipating processors. Very recently, Fagin et al. [16] have devised an aggregation algorithm for database systems, and
have shown that their algorithm is optimal up to a factor of 2 on every instance of the problem, as far as the attention
is restricted to a certain rather wide class of algorithms. Garay et al. [19] were probably the first to discuss the gen-
eral phenomenon of algorithmic optimality on every instance explicitly, and they called it universal optimality. Fagin
et al. [16] further formalized this notion of optimality, and termed it instance-optimality.
We take the discussion on instance-optimality one step forward, and define a new complexity measure of problems
that has the property that instance-optimal algorithms are optimal with respect to this measure. We call this measure
every-case complexity, and interpret our results concerning the MST problem in the LOCAL model in terms of this
new complexity measure. Specifically, the aforementioned result concerning the MST∗ problem means that the every-
case complexity of this problem is (up to a constant factor) equal to the MST-radius. We also generalize the notion
of every-case complexity measure to adapt it to the distributed model with the vector notion of running time. For this
scenario we introduce the vector every-case complexity measure of problems, and in terms of this measure our result
concerning the coarsening will-maintaining protocols for the MST problem in the LOCAL model means that the
vector every-case complexity of the MST problem with respect to the appropriate class of protocols is precisely equal
to the vector MST-radius. (Note that both the complexity measure and the vector MST-radius are vector functions
with common domain; the latter is the class of all weighted graphs.)
We remark that these semantic interpretations do not aim to shed a new light on the complexity of the MST
problem, but rather to illustrate that the scalar and vector every-case complexity measures are meaningful, and convey
more information about the complexity of certain problems than the classic worst-case and average-case complexity
measures.
1.4.1. Our techniques
We believe that our main contribution is in realizing that the result of Kutten and Peleg [20] still leaves a large
room for improvement. From a technical perspective, the idea that makes possible such an improvement is to use
neighborhood covers for constructing the MST . Neighborhood covers were introduced in [4], and were found very
useful for various applications. In particular, they were used in [7] for network synchronization, in [9] for routing, and
in [4,14] for computing almost shortest paths and constructing spanners. However, so far neighborhood covers were
not used for constructing the MST , and moreover, all the existing distributed protocols for constructing neighborhood
covers that apply for the entire range of the parameters either require superlinear time [4,8], or apply only to the
LOCALmodel [5]. This running time exceeds by far our desired resource limits, that is, a running time of O˜(μ+√n).
To overcome this difficulty we devise a new efficient randomized protocol for constructing neighborhood covers.
Our protocol for constructing neighborhood covers is based on Cohen’s parallel algorithm for constructing pair-
wise covers [12], and adapts some techniques from [5]. There are two major differences between our protocol and
Cohen’s algorithm. First, pairwise covers are very related but yet different from neighborhood covers. The more strik-
ing is the difference between the parallel and distributed models of computation. In the parallel model the objective
is to minimize the maximum number of steps of computation that are performed by each processor, and the number
of processors involved, while in the distributed model the objective is to minimize the number of rounds of com-
munication between the processors of unbounded computational power. Also, the algorithm of [12] assume that the
processors have shared memory, and this is not the case in distributed model.
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lustrate its applicability, we show that it immediately gives rise to a drastically improved protocol for constructing
sparse spanners (the running time of our protocol is by a factor of n/(polylog(n)) smaller than the running time of the
previously best-known protocol [4] for this task; see Corollary A.9 and the discussion that precedes it). We believe
that other applications of our efficient protocol for constructing neighborhood covers will be found in future.
Remark. Although our protocol for constructing the covers, and, consequently, the MST , is randomized,2 there is a
hope to derandomize it while maintaining similar running time. Specifically, Awerbuch et al. [5] devised a determinis-
tic protocol for constructing neighborhood covers with running time greater by a factor of 2O(
√
logn) than the running
time of our randomized protocol. Unfortunately, their result applies only to the LOCAL model of distributed compu-
tation. So far we were not able to adapt their protocol to the CONGEST model, but we believe that such adaptation
should be possible. If the latter turns out to be true, it will give rise to a deterministic protocol for constructing the
MST in μ(G,ω) · 2O(√logn) + O˜(√n) rounds.
1.4.2. Structure of the paper
The simplest form of our protocol for constructing the MST and its analysis appear in Section 4. Its generalization
to the scenario where the upper bounds on the MST-radius that the vertices accept as input are allowed to disagree
appears in Section 5. Our protocol for constructing neighborhood covers appears in Appendix A. The scalar and vector
every-case complexity measures are defined and discussed in Section 2.1. The complexity-theoretic issues of the lack
of termination detection (e.g., will-maintaining algorithms) are also discussed in Section 2.1. Section 3 contains our
results regarding the MST problem in the LOCAL model (it focuses on lower bounds).
2. Preliminaries
2.1. Every-case complexity: Definitions and discussion
In this section we define the notions of every-case complexity and every-case homogeneity, and discuss the
complexity-theoretic meaning of (the lack of) termination detection. We also generalize the notions of algorithmic
non-uniformity to the distributed setting, and define the notions of locally and globally non-uniform algorithms.
Consider an optimization problem A over domain A = A(A). An algorithm Π for the problem A is said to be
correct, if for each instance α ∈A it stops in finite time and returns the correct answer. Henceforth, the term “algo-
rithm” will serve as a shortcut for “correct algorithm,” and the term “problem” will serve as a shortcut for “decidable
optimization problem.” For an algorithm Π for the problem A, its running time on A is the function tΠ :A→ N
such that for each α ∈ A, tΠ (α) is the running time of the algorithm Π on the instance α. Every-case complexity
of the problem A with respect to a class Σ of algorithms, denoted EΣ(A), is the function f :A→ N defined by
f (α) = min{tΠ (α) | Π ∈ Σ}. An algorithm Π ∈ Σ is called every-case optimal with respect to the class Σ , if the
every-case running time tΠ of the algorithm Π is identical to the every-case complexity EΣ(A) of the problem A
with respect to the class Σ (two functions that share the same domain are identical if they agree on the entire domain).
A problem A is called every-case homogeneous with respect to the class Σ , if there exists an every-case optimal
algorithm Π for the problem A with respect to the class Σ .
Fix a problem A with domain A, and a class Σ of algorithms for the problem A. Assume for simplicity that on
each instance α ∈A, the correct answer of the problem A on the instance α can be outputted in zero time. Consider
an algorithm Πrec for recognizing the elements of A. Observe that for each instance α ∈A, the algorithm Πrec can
be converted into an algorithm Παrec for the problem A that works as follows. It starts with checking whether its
input α′ is equal to α, and if the answer is yes, the algorithm outputs the correct answer of the problem A for the
instance α; otherwise it conducts some (possibly very time-consuming) computation that produces the correct answer
of the problem A for the instance α′. Observe that for every instance α ∈A, the running time of the algorithm Παrec
on α is equal to the running time of the recognition algorithm Πrec on α.
Let the recognition complexity of a set A with respect to a class Σ of algorithms, denoted RΣ(A), be the every-
case complexity of the problem of recognizing the elements of A correctly with respect to the class Σ of algorithms.
2 With negligible probability over the coin tosses the protocol may output a cyclic subgraph of the input graph.
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recognition complexity RΣ(A) of the domain A with respect to Σ . In particular, it follows that the notion of every-
case complexity is mostly relevant for problems that can be solved in sublinear time, i.e., faster than their instances
can be recognized (and, actually, stronger than that; faster than the witnesses for the correct answer can be verified).
Consider a problem A, and assume that any algorithm for it may be stopped in an arbitrary step of computation by
some external power over which the algorithm has no control. To overcome this nuisance, an algorithm might maintain
its “will,” that is, an output that it would produce if stopped prematurely. (This will may be updated on each step of
computation.) An algorithm Π is called a correct will-maintaining algorithm if for each instance α ∈A, the will of
the algorithm Π when it is run on the instance α eventually becomes equal to the correct answer on this instance.
Observe that a correct will-maintaining algorithm is allowed to run infinitely long time on some (or even all)
instances. The running time of an algorithm Π on instance α ∈A(A) is the smallest number t of time units such that
after t time units the will of Π becomes equal to the correct answer of the problem A on the instance α. The every-
case complexity of a problem A with respect to a class Σ of will-maintaining algorithms is now defined similarly to
the case when the algorithms are required to detect termination.
Lemma 2.1. For every problem A, its every-case complexity with respect to the class of all will-maintaining algo-
rithms is O(1).
Proof. For each instance α ∈A(A) there exists an algorithm Πα that starts with producing the correct answer for α
(this answer is “hard-wired” in the algorithm), and then conducts a (possibly very time-consuming) computation that
recognizes the input and solves the problem on this input. The will of the algorithm Πα becomes equal to the correct
answer for each input in finite time, and, therefore, this algorithm is correct. The running time of the algorithm Πα on
α is O(1), proving the observation. 
We next introduce a more restricted class C of coarsening will-maintaining algorithms, such that the notion of
every-case complexity of some problems (including the MST problem) with respect to this class becomes non-trivial.
For a problem whose outputs are sets of elements, a coarsening algorithm is a will-maintaining algorithm whose will
is always a superset of the correct answer. A randomized algorithm is called coarsening, if on every input in every
step of the execution of the algorithm on this input the will of the algorithm is a superset of the correct answer with
probability greater than 1/2. For a problem A, let ΣC(A) denote the class of all coarsening algorithms for the problem.
The term coarsening every-case complexity of a problem A, denoted EC(A), will serve as a shortcut for the every-case
complexity of the problem A with respect to the class of coarsening algorithms. Coarsening every-case optimality and
homogeneity are defined similarly.
Note that the entire discussion above is general, and, in particular, the definitions apply both to the sequential and
distributed models. (The definition of coarsening algorithm needs, however, to be slightly adjusted to the distributed
setting. Specifically, in a coarsening protocol the will of every vertex v has always to be a superset of the correct output
of v.) Furthermore, the notion of every-case complexity may be defined with respect to classes of both uniform and
non-uniform algorithms. In the distributed model it is instructive to distinguish between (at least) two levels of non-
uniformity of protocols (distributed algorithms). The protocol is called locally non-uniform if each vertex is allowed to
run a different algorithm for each possible input of the vertex. The input of the vertex contains the input that it accepts
at the beginning of the execution of the protocol, and all the messages that it receives throughout the execution. The
protocol is called globally non-uniform if the vertices are allowed to run different protocols for different underlying
unweighted graphs of the input graph (this is about as far as one can get without making the notion too powerful;
allowing the algorithm to depend on the weighted input would allow it to solve every problem in zero time). Note that
any globally non-uniform protocol can be converted into a locally non-uniform one by providing the vertices with the
underlying unweighted graph of the instance as an additional input.
Observe also that in distributed setting different vertices may be stopped by the external power at different time.
This leads to a more general notion of vector every-case complexity. Specifically, let A be a distributed problem over
domain A of weighted graphs, and Σ be a class of protocols for A that do not detect termination. For a protocol Π
for the problem A, and an instance α = (G = (V ,E),ω), and a vertex v ∈ V , let Πv be the restriction of the protocol
Π to the vertex v. With slight abuse of notation, for an instance α ∈ A let Πv(α) denote the running time of the
algorithm Πv on the instance α (that is, the smallest non-negative integer t such that on t th round of the execution of
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the function that given an instance α = (G = (V ,E),ω) returns a vector indexed by the vertex set V of α whose vth
coordinate is Πv(α), for every v ∈ V . The (vector) every-case complexity of a distributed problem A with respect to
a class Σ of protocols, denoted EΣ(A), is the function that given an instance α = (G = (V ,E),ω) ∈A with |V | = n
vertices returns an n-dimensional vector indexed by the vertex set V of G such that for each vertex v ∈ V the vth
coordinate of EΣ(A) is min{Πv(α) | Π ∈ Σ}.
2.2. Graph definitions and parameters
Graph P = ({ui | i = 1,2, . . . , t}, {(ui, ui+1) | i = 1,2, . . . , t − 1}) is called a path. The length of the path P as
above is t − 1. Graph C = ({ui | i = 1,2, . . . , t}, {(ui, ui+1 (mod t)) | i = 1,2, . . . , t}) is called a cycle. A graph G =
(V ,E) is connected, if for every pair of vertices u,w ∈ V , there is a path P = (VP ,EP ) in G (i.e., VP ⊆ V, EP ⊆ E)
that contains both u and w. A tree is a connected acyclic graph. Given a graph G = (V ,E), a tree τ = (Vτ ,Eτ ) is a
spanning tree of G if Vτ = V , Eτ ⊆ E. The weight of a spanning tree τ , ω(τ), of a weighted graph (G,ω), is defined
by ω(τ) =∑e∈Eτ ω(e). The minimum-weight spanning tree (MST ) of weighted graph (G,ω) is a spanning tree τ
that minimizes ω(τ). The (unweighted) distance between a pair of vertices u, w in a weighted graph (G,ω) is the
length of the shortest (in terms of its number of edges) path P between u and w. The (unweighted) diameter of the
graph (G,ω), denoted Λ(G), is the maximum distance between a pair of vertices u, w in G.
Without loss of generality, we assume that the graph is connected. We also assume that all the weights of edges in
the graphs are distinct. It implies, in particular, that the MST of the graph is unique. The definitions and the results
generalize readily to the case when the weights are not necessarily distinct.
Two vertices u,w ∈ V in an unweighted graph G = (V ,E) are called biconnected if there are at least two vertex-
disjoint simple paths in G between u and w in G. The cyclic diameter of a graph G, denoted CycDiam(G), is
the maximum distance between a pair of biconnected vertices u,w ∈ V . For a cycle C in a graph G, its vertex
diameter, denoted VxDiam(C), is the maximum distance in G between a pair of vertices in V (C), i.e., VxDiam(C) =
max{distG(u,w) | u,w ∈ V (C)}. It is easy to see that CycDiam(G) = max{VxDiam(C) | C is a cycle in G}.
In a weighted graph (G = (V ,E),ω), and an edge e ∈ E, let Z(e) be the set of cycles C in G such that the
edge e is the heaviest edge of C. Let elimination diameter of an edge e, denoted ElimDiam(e), be ElimDiam(e) =
min{VxDiam(C) | C ∈Z(e)}. (The minimum of an empty set is defined as 0.) The MST-diameter of a weighted graph
(G,ω), denoted λ(G,ω), is defined as λ(G,ω) = max{ElimDiam(e) | e ∈ E}.
For a vertex u ∈ V and an edge e ∈ E, let distG(u, e) = min{distG(u, v) | v ∈ e}. For a vertex u ∈ V and a cycle C,
let the vertex-edge radius of the cycle C with respect to vertex u, denoted VxEdgRadu(C), be max{distG(u, e′) | e′ ∈
E(C)}. For an edge e, let Z(e) be the set of cycles C in which the edge e is the heaviest edge. For a vertex u ∈ V
and an edge e ∈ E that is adjacent to u, let VxEdgElimRad(u, e) = min{VxEdgRadu(C) | C ∈ Z(e)}. Intuitively,
VxEdgElimRad(u, e) is the number of rounds required to the vertex u to discover that the edge e that is adjacent to u
does not belong to the MST . The MST-radius of a weighted graph (G = (V ,E),ω) with respect to a vertex u ∈ V ,
denoted μu(G,ω), is defined by μu(G,ω) = max{VxEdgElimRad(u, e) | e ∈ E, u ∈ e}. The MST-radius of the graph
(G = (V ,E),ω) with vertex set V = {1,2, . . . , n} is the vector μ(G,ω) = (μ1(G,ω),μ2(G,ω), . . . ,μn(G,ω)),
and the maximum MST-radius of the graph (G,ω), denoted μ(G,ω), is the ∞-norm of the vector μ(G,ω), i.e.,
μ(G,ω) = max{μu(G,ω) | u ∈ V }.
For a vertex u ∈ V and a cycle C, the vertex radius of C with respect to u is VxRadu(C) = max{distG(u,w) | w ∈
V (C)}. The vertex radius of the cycle C is min{VxRadu(C) | u ∈ V }. The cyclic radius of the graph G, denoted γ (G),
is the maximum of the vertex radii of the cycles of G.
Obviously, for a cycle C and a vertex u ∈ V (C), 12 VxDiam(C) VxRadu(C) VxDiam(C). It follows that for an
edge e ∈ E and its endpoint u ∈ e,
VxEdgElimRad(u, e) = min{VxEdgRadu(C) | C ∈Z(e)}
min
{
VxDiam(C) | C ∈Z(e)}= ElimDiam(e) 2 · VxEdgElimRad(u, e)
(the first inequality is because for any cycle C ∈Z(e) and a vertex u ∈ e, the vertex u belongs to V (C)). Hence,
μ(G,ω) = max{VxEdgElimRad(u, e) | e ∈ E, u ∈ e}
max
{
ElimDiam(e) | e ∈ E}= λ(G,ω) 2 ·μ(G,ω).
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To conclude the discussion about the parameters that affect the every-case complexity of the MST problem, we
show an example of a graph with an MST-radius of 1, and a cyclic radius of n/2. This example shows that the gap
between the cyclic radius and the MST-radius can be arbitrarily large.
Consider a (2k)-vertex ladder G = (V ,E) with vertex set V = U ∪ W , U = {u1, u2, . . . , uk}, W = {w1,w2, . . . ,
wk}, and edge set E = E1 ∪ E2, E1 = {(ui, ui+1), (wi,wi+1) | i = 1,2, . . . , k − 1}, E2 = {ei = (ui,wi) | i = 1,2,
. . . , k}, with weight function ω defined by ω(e) = 0 for each e ∈ E1, and ω(ei) = i for i = 1,2, . . . , k. See
Fig. 1. (This specific choice of the weights is somewhat arbitrary; the two conditions that the weights have
to satisfy are (1) For each pair of edges e ∈ E1, e′ ∈ E2, ω(e) < ω(e′). (2) For each pair of indices i, j =
1,2, . . . , k, i < j implies ω(ei) < ω(ej ).) Observe that any cycle C contains at least one edge from the set
{ei | i = 2,3, . . . , k}. Observe that for any edge e ∈ E1 ∪ {e1}, there is no cycle C in the graph such that e is the
heaviest edge in C. Hence, for each edge e ∈ E1 ∪ {e1} and any endpoint x ∈ e, VxEdgElimRad(x, e) = 0. For
each i = 2,3, . . . , k, VxEdgElimRad(ui, ei) = VxEdgElimRad(wi, ei) = 1. Hence, μu1(G,ω) = μw1(G,ω) = 0, and
μui (G,ω) = μwi (G,ω) = 1, for i = 2,3, . . . , k. Hence the maximum MST-radius, μ(G,ω), is equal to 1. On the
other hand, all the vertex radii of the cycle (u1, u2, . . . , uk,wk,wk−1, . . . ,w1, u1) are equal to k. Hence, the cyclic
radius of this graph is n2 .
3. The LOCAL model
In this section we study the every-case complexity of the MST problem in the LOCAL model. We first need few
definitions.
3.1. Upper bound
We start with presenting a will-maintaining protocol for the MST problem in the LOCAL model with vector
running time μˆ(G,ω).
On each round, each vertex v transmits to all its neighbors the entire information that is available to it at this
moment. Also, on each round each vertex v constructs a local picture of the graph, based on the information it
collected so far, and for each cycle C that it discovers, it checks whether its heaviest edge e is incident to v. If the
edge e is incident to v, the vertex v eliminates the edge e from the constructed tree τ0. (The latter is performed locally
by every vertex, and requires no distributed computation.) Each vertex participates in the protocol for μˆv rounds, if
it has accepted an upper bound μˆv of the MST-radius of the graph as input. Otherwise, the vertices run the protocol
indefinitely. In this case on each round the will of each vertex v is the set of edges that are incident to it, and were not
eliminated so far.
We next argue that the protocol constructs the MST of the input graph (G,ω). If an edge e = (u,w) be-
longs to the MST , there is no cycle C such that it is the heaviest edge of C, and, thus, e belongs to the con-
structed tree τ0. Furthermore, in this case the edge e belongs to the will of both its endpoints on each round
of the protocol, implying that the protocol is coarsening. If the edge e does not belong to the MST , then
e is the heaviest edge in some cycle C. In particular, Z(e) = ∅. Note that VxEdgElimRad(u, e)  μu(G,ω),
VxEdgElimRad(w, e)  μw(G,ω). It follows that there exist cycles Cu,Cw ∈ Z(e) such that VxEdgRadu(Cu) =
VxEdgElimRad(u, e), VxEdgRadw(Cw) = VxEdgElimRad(w, e). Hence, for every edge e′ = (u′,w′), e′ ∈ E(Cu),
distG(u, e′)  VxEdgElimRad(u, e)  μu(G,ω). It follows that after at most μu(G,ω) rounds, the vertex u will
know the input of either u′ or w′, and, in particular, u will be informed of the existence of the edge e′, will know the
identities of its endpoints u′ and w′, and the weight ω(e′). Since this is true for every edge e′ ∈ E(Cu), after at most
μu(G,ω) rounds the vertex u will be able to reconstruct the entire cycle Cu (the identities of all the vertices of V (Cu),
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will know that the edge e = (u,w) is the heaviest edge in the cycle Cu, and will eliminate this edge from its will.
Analogously, after at most μw(C,ω) rounds, the vertex w will eliminate the edge e = (u,w) from its will. Hence,
each vertex v ∈ V has a correct will (that is, a set of edges that are adjacent to it and belong to the MST) starting from
the round μv(G,ω) (or sooner).
We conclude that the coarsening every-case complexity of the MST problem in the LOCAL model is at most the
MST-radius, i.e., EC(MST)(G,ω) μ(G,ω) (the inequality should be interpreted coordinate-wise).
Note also that this protocol can be easily appended with a termination detection mechanism, if each vertex u will
get an upper bound μˆu of the MST-radius μu(G,ω) of the graph with respect to u. The running time of the protocol
will be then at most μˆ = max{μˆu | u ∈ V }.
3.2. Lower bounds
In this section we present two lower bounds on the every-case complexity of the MST problem. First, we show
that for any weighted graph (G = (V ,E),ω) and any vertex v ∈ V , and any coarsening protocol Π for the MST
problem, the vertex v runs the protocol for at least μv(G,ω) rounds before the will of v becomes correct. This lower
bound applies even for randomized globally non-uniform will-maintaining protocols. In particular, it follows that the
protocol Π described in Section 3.1 is every-case optimal with respect to the class of coarsening protocols. In other
words, no coarsening protocol for the MST problem can do better than Π not even on a single input, and not even
with respect to a single vertex. Hence, the coarsening every-case complexity of the MST problem is precisely equal to
the MST-radius, i.e., for every weighted graph (G = (V ,E),ω), [ EC(MST)](G,ω) = μ(G,ω). (Note that both sides
of this equality are vectors in N |V |, where N denotes the set of natural numbers.)
Second, we study a variant MST∗ of the MST problem, and show a nearly tight lower bound on its every-case
complexity with respect to the class of (not necessarily coarsening) randomized locally non-uniform protocols that
detect termination. The MST∗ problem is defined as follows.
Each vertex v accepts as input the subset Ev of edges that are adjacent to the vertex v in the input graph, along
with the identities of their endpoints that are different from v, and their weights. In addition, each vertex v accepts as
input the maximum MST-radius, μ(G,ω), of the graph. Each vertex v is required to output a subset Ev(MST) ⊆ Ev
and it is required that the following two conditions hold:
(1) The sets Ev(MST) are consistent, i.e., the edge (u, v) belongs to the set Ev(MST) if and only if it belongs to the
set Eu(MST).
(2) Altogether, the sets Ev(MST) form the MST of the graph, i.e.,
⋃
v∈V Ev(MST) = MST(G,ω). Furthermore, for
each vertex v, the edge set Ev(MST) that it outputs is precisely the intersection Ev ∩ MST(G,ω) of the edge set
of the MST with the set of edges that are incident to v in the graph.
Observe that the protocol described in Section 3.1 solves the MST∗ problem in at most μ(G,ω) rounds of distrib-
uted computation. We next show a lower bound of μ(G,ω)2  − 1 on the every-case complexity of the MST∗ problem.
It would follow that⌊
μ(G,ω)
2
⌋
− 1 EL(MST∗) μ(G,ω).
In other words, our upper and lower bounds on the every-case complexity of the MST∗ problem with respect to the
class of (not necessarily coarsening) randomized locally non-uniform protocols that detect termination match up to a
factor of 2 on every instance of the problem.
3.2.1. Lower bound for MST∗ problem
Given a protocol Π , consider its execution ϕ on instance (G,ω) of the MST∗ problem. For each vertex v, let tv(ϕ)
denote the index of the round of the execution ϕ on which the vertex v terminates and returns its output. The running
time of the execution ϕ is max{tv(ϕ) | v ∈ V }.
Let us temporarily restrict our attention to deterministic protocols. Note that for a fixed deterministic protocol Π ,
the input (G,ω) determines uniquely the execution ϕ of the protocol.
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the MST∗ problem are met (regardless the running time). Otherwise, the execution ϕ is said to fail, or, equivalently,
the protocol Π is said to fail on instance (G,ω).
Assume, without loss of generality, that on each round each vertex sends a message over each edge that is incident
to it; to capture a situation that no message is sent one can introduce a NULL message. Assume also that the vertices
“work silently,” i.e., return no output before terminating their participation in the protocol, and return their output
upon termination.
For an execution ϕ, the behavior of a vertex v in a round t in ϕ, denoted beh(ϕ, v, t), is the deg(v)-tuple of
messages that it sends on each of the edges it is incident to on the round t of the execution ϕ, and its output if it returns
an output on the round t . The view of a vertex v on a round t in the execution ϕ, denoted view(ϕ, v, t), is the input
that it accepted, and the deg(v)-tuple of sequences of messages that it received in rounds 1,2, . . . , t − 1. Observe that
the view of a vertex in round t determines uniquely its behavior in this round.
For a vertex v in a graph G = (V ,E), and a non-negative integer i, let the i-neighborhood of the vertex v, denoted
Γˆi(v,G), be the set {u ∈ V | distG(u, v) i}.
Lemma 3.1. Let (G,ω) and (G′,ω′) be two graphs with a common vertex v and its entire (i + 1)-neighborhood
Γˆi+1(v,G) for some i = 0,1, . . . , and, furthermore, for each edge e = (u,w) with {u,w} ∩ Γˆi(v,G) = ∅, ω(e) =
ω′(e). Consider a protocol Π for a problem A, and two executions of it, ϕ and ϕ′, on instances (G,ω) and (G′,ω′),
respectively. Assume also that the vertices of Γˆi+1(v,G) accept the same input in both executions. Then, for each
j = 1,2, . . . , i, i + 1, beh(ϕ, v, j) = beh(ϕ′, v, j) and view(ϕ, v, j) = view(ϕ′, v, j).
Proof. The proof is by induction on i.
On the first round the view of the vertex v is just its input. Specifically, in the execution ϕ these are the identities
of the vertices in Γˆ1(v,G), the weights of edges (v,w) ∈ E and (possibly) some additional input if specified in the
definition of the problem A. As Γˆi(v,G) = {v} for i = 0, the vertex v accepts the same input in both executions. Also,
note that {e = (u,w) | {u,w} ∩ Γˆ0(v,G) = ∅} is the set of edges that are incident to v. Hence, the weight functions ω
and ω′ agree on these edges. It follows that view(ϕ, v,1) = view(ϕ′, v,1), and hence, beh(ϕ, v,1) = beh(ϕ′, v,1).
For the induction step, suppose for some i = 0,1, . . . that Γˆi+2(v,G) = Γˆi+2(v,G′), and for each edge e = (u,w)
such that {u,w} ∩ Γˆi+1(v,G) = ∅, ω(e) = ω′(e). Suppose also that for each vertex w ∈ Γˆi+2(v,G), w accepts
the same input in the executions ϕ and ϕ′. In particular, it follows that for each vertex z ∈ Γˆ1(v,G), its (i + 1)-
neighborhood in G is identical to its (i + 1)-neighborhood in G′ (i.e., Γˆi+1(z,G) = Γˆi+1(z,G′)), and each vertex
w ∈ Γˆi+1(z,G), the vertex w accepts the same input in the executions ϕ and ϕ′. Also, for each edge e = (u,w) such
that {u,w} ∩ Γˆi(z,G) = ∅, ω(e) = ω′(e).
By the induction hypothesis, for j = 1,2, . . . , i, i+1, beh(ϕ, z, j) = beh(ϕ′, z, j), for each neighbor z of v. In other
words, in both executions the vertex v received the same sequences of messages from its neighbors during the first i+1
rounds. Recall that v also accepted the same input in both executions. Hence, view(ϕ, v, i + 2) = view(ϕ′, v, i + 2),
and beh(ϕ, v, i + 2) = beh(ϕ′, v, i + 2). 
Consider now a randomized protocol Π such that for every instance its success probability is some p > 1/2.
Observe that for a fixed randomized protocol Π , the input (G,ω) no longer determines a single execution ϕ of the
protocol on this input, but rather determines a single probability distribution Ψ over the possible executions ϕ. Such
a probability distribution will be henceforth called a randomized execution. The behavior of a vertex v in a round t
in a randomized execution Ψ , denoted beh(Ψ, v, t), is a distribution over the behaviors beh(ϕ, v, t), where ϕ is drawn
from Ψ . The view of a vertex v in a round t for a randomized execution is defined analogously. It is easy to see that
Lemma 3.1 generalizes to randomized executions as well. A randomized execution is said to succeed if it returns the
right answer with probability strictly greater than 1/2. Otherwise, it is said to fail. Henceforth the term “execution”
refers to “randomized execution.”
We next describe Procedure NEW_INSTANCE, that given a weighted graph (G,ω) forms another weighted graph
(G′,ω′). We will later show that if some protocol Π computes the MST for the graph (G,ω) in less than μ2 − O(1)
rounds (μ = μ(G,ω)), then the protocol Π fails on the instance (G′,ω′). We assume that μ  2, as otherwise the
lower bound of μ/2 −O(1) is meaningless.
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that is adjacent to the vertex u0, and such that VxEdgElimRad(u0, e0) = max{VxEdgElimRad(u0, e) | e ∈ E,
u0 ∈ e} = μu0(G,ω). As VxEdgElimRad(u0, e0) = μ is positive, the set Z(e0) of cycles in G in which e0 is the
heaviest edge is non-empty, and, furthermore, for each cycle C ∈Z(e0), VxEdgRadu0(C) μ.
Let f (μ) = μ/2 − 1. The graph (G′,ω′) is formed in the following way. Its vertex set V ′ is the (disjoint) union
of the f (μ)-neighborhood Γˆf (μ)({u0,w0},G) of the edge e0, with the set S of 2μ slack vertices z1, z2, . . . , z2μ.
These slack vertices will be used to ensure that the maximum MST-radius of the obtained graph (G′,ω′) is no smaller
than μ. The edge set E′ of the graph (G′,ω′) is the (disjoint) union of the edge set E(Γˆf (μ)({u0,w0},G)) with the
edge set {(z = z0, z1), (z1, z2), . . . , (z2μ−1, z2μ), (z2μ, z0)} of a cycle formed by the slack vertices and some vertex
z ∈ Γˆf (μ)({u0,w0},G). The latter vertex is on distance precisely f (μ) from the edge e0. (Such a vertex exists as
otherwise the diameter of the graph G would be at most 2 · (f (μ)− 1)+ 1 = 2f (μ)− 1 <μ. This would imply that
the vertex diameter of each cycle that contains e0 as the heaviest edge is smaller than μ. Hence, the vertex-edge radii
of these cycles with respect to u0 are smaller than μ, contradicting the assumption that for each cycle C ∈ Z(e0),
VxEdgRadu0(C) μ.) Finally, set the weight ω′(e) of an edge e in the graph (G′,ω′) be ω(e) for each e ∈ E, and to
be some arbitrary (possibly different one from another and from the original weights) positive integer otherwise.
We next argue that the maximum MST-radius of the graph (G′,ω′) is μ. We remark that adding more slack vertices
it is easy to guarantee that not only the maximum MST-radius of the graph (G′,ω′) will be identical to that of the
graph (G,ω), but also its radius, and its number of vertices.
Lemma 3.2. μ(G′,ω′) = μ(G,ω) = μ.
Proof. Observe that for any cycle in G′, its vertex set is either (entirely) contained in Γˆf (μ)({u0,w0},G), or it is
(entirely) contained in the set of slack vertices S. Let C denote the cycle formed by the slack vertices, and e =
(zi , zi+1) be the heaviest edge of C (for some i = 0,1, . . . ,2μ; the addition is modulo 2μ + 1). Then, obviously,
VxEdgElimRad(e, zi) = VxEdgElimRad(e, zi+1) = μ, and μzi (G′,ω′) = μzi+1(G′,ω′) = μ. Also, for each index j ∈{0,1, . . . ,2μ} \ {i, i + 1}, and any edge e that is adjacent to zj , VxEdgElimRad(e, zj ) = 0, and so μzj (G′,ω′) = 0.
Consider a cycle C with V (C) ⊆ Γˆf (μ)({u0,w0},G). Its vertex diameter is at most VxDiam(C) 
max{distG(u,w) | u,w ∈ Γˆf (μ)({u0,w0},G)} 2 · f (μ) + 1 < μ. Consider some edge e ∈ E(Γˆf (μ)({u0,w0})), and
one of its endpoints u ∈ e. Let Z ′(e) denote the set of cycles in the graph (G′,ω′) such that e is their heaviest edge.
Note that for each cycle C ∈Z ′(e), C is contained in Γˆf (μ)({u0,w0}). Since the weight functions ω and ω′ agree on
E(Γˆf (μ)({u0,w0})), it follows that for an edge e ∈ E(Γˆf (μ)({u0,w0})), Z ′(e) ⊆Z(e). Let Cu,e be the cycle that min-
imizes VxEdgElimRad(u, e), i.e., VxEdgElimRad(u, e) = VxEdgRadu(Cu,e) = min{VxEdgRadu(C) | C ∈ Z ′(e)}. As
Cu,e ∈ Z ′(e) ⊆ Z(e), and u ∈ e, VxEdgRadu(Cu,e)  VxDiam(Cu,e) < μ. It follows that VxEdgElimRad(u, e) < μ,
for every edge e ∈ E(Γˆf (μ)({u0,w0})), and every endpoint u of e. Hence, for every vertex u ∈ Γˆf (μ)({u0,w0}),
μu(G
′,ω′) = max{VxEdgElimRad(u, e) | e ∈ E,u ∈ e} μ, as required. 
We next show that the edge e0 does not belong to the MST of the graph (G,ω), but it does belong to the MST of
the graph (G′,ω′).
Lemma 3.3. e0 ∈ MST(G′,ω′) \ MST(G,ω).
Proof. As Z(e0) = ∅, it follows that the edge e0 is the heaviest edge in at least one cycle in the graph (G,ω), and
hence e0 /∈ MST(G,ω). Let Z ′(e0) be the set of cycles in the graph (G′,ω′) that contain the edge e0, and such that e0
is their heaviest edge. It is sufficient to prove that Z ′(e0) = ∅.
Note that the slack vertices participate in no cycle that contains e0. Suppose there is a cycle C in Γˆf (μ)({u0,w0},G′)
that contains e0 as its heaviest edge. However, the vertex diameter of this cycle is at most 2 · f (μ) + 1 < μ. As the
edge set of the cycle C is contained in the edge set induced by the vertices Γˆf (μ)({u0,w0},G′) = Γˆf (μ)({u0,w0},G),
and the weight functions ω and ω′ agree on the neighborhood of {u0,w0} (i.e., on E(Γˆf (μ)({u0,w0},G)) =
E′(Γˆf (μ)({u0,w0},G))), it follows that the cycle C has vertex diameter smaller than μ in the graph G as well,
and the edge e0 is its heaviest edge under both weight functions ω and ω′. I.e., C ∈Z(e0), and VxDiam(C) < μ. This
contradicts the assumption that for each cycle C ∈Z(e0), its vertex diameter is at least μ.
It follows that Z ′(e0) = ∅, completing the proof. 
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and (G′,ω′).
Lemma 3.4. Γˆ(f (μ)−1)({u0,w0},G) = Γˆ(f (μ)−1)({u0,w0},G′), and for each edge e = (u,w) with {u,w} ∩
Γˆ(f (μ)−1)({u0,w0},G) = ∅, ω(e) = ω′(e).
Proof. By construction, Γˆf (μ)({u0,w0},G) = Γˆf (μ)({u0,w0},G′). Consider an edge e = (u,w) with at least one
endpoint in Γˆ(f (μ)−1)({u0,w0},G). Note that both its endpoints are in Γˆf (μ)({u0,w0},G). Hence, by construction,
ω′(e) = ω(e). 
With these lemmas at our disposal, we next argue that the first f (μ) − 1 rounds of the executions of any protocol
for the MST∗ problem on (G,ω) and (G′,ω′) are identical from the perspective of the vertices u0 and w0.
Corollary 3.5. Consider a weighted graph (G,ω), and the weighted graph (G′,ω′) that is returned by the invocation
NEW_INSTANCE(G,ω). Let ϕ (respectively, ϕ′) be the execution of some protocol Π for the MST∗ problem on the
instance (G,ω) (respectively, (G′,ω′)). Then for i = 1,2, . . . , f (μ)− 1,
beh(ϕ,u0, i) = beh(ϕ′, u0, i), view(ϕ,u0, i) = view(ϕ′, u0, i),
beh(ϕ,w0, i) = beh(ϕ′,w0, i), view(ϕ,w0, i) = view(ϕ′,w0, i).
Proof. By definition of the MST∗ problem, each vertex v in the graphs G and G′ accepts as input the iden-
tities of its neighbors, the weights of the edges that are incident to v, and the MST-diameter of the graph.
By Lemma 3.4, Γˆ(f (μ)−1)({u0,w0},G) = Γˆ(f (μ)−1)({u0,w0},G′), and for each edge e = (u,w) with {u,w} ∩
Γˆ(f (μ)−1)({u0,w0},G) = ∅, ω(e) = ω′(e). Also, by Lemma 3.2, μ(G,ω) = μ(G′,ω′) = μ. It follows that for each
vertex v in the (f (μ)− 1)-neighborhood Γˆ(f (μ)−1)({u0,w0},G) of the edge e0 in G, its input in the executions ϕ and
ϕ′ is identical.
Furthermore, it follows that the conditions of Lemma 3.1 are satisfied with respect to the vertex u0 and
i + 1 = f (μ) − 1. Hence, for each round j = 1,2, . . . , f (μ) − 1, beh(ϕ,u0, j) = beh(ϕ′, u0, j) and view(ϕ, v, j) =
view(ϕ′, v, j). The same statement follows for the vertex w0 as well, completing the proof. 
Theorem 3.6. For any protocol Π for the MST∗ problem that succeeds on every instance of the problem with proba-
bility p > 1/2, its running time on any instance (G,ω) of the problem is at least μ(G,ω)/2 − 1 rounds.
Proof. Suppose for contradiction that there exists a protocol Π for the MST∗ problem that constructs the MST for an
instance (G,ω) in at most f (μ) − 1 rounds with probability p > 1/2. On some round t (u0) the vertex u0 terminates
and outputs a list of edges that are incident to u0 and, with probability p > 1/2 all these edges belong to the MST of
the graph (G,ω). Also, by our assumption, t (u0) f (μ)− 1.
Let (G′,ω′) be the instance returned by the invocation NEW_INSTANCE(G,ω). Let ϕ (respectively, ϕ′) be the
execution of the protocol Π for the MST∗ problem on the graph (G,ω) (respectively, (G′,ω′)). Then, by Corollary 3.5,
and as t (u0)  f (μ) − 1, beh(ϕ,u0, t (u0)) = beh(ϕ′, u0, t (u0)). It follows that in the execution ϕ′ the vertex u0
terminates at round t (u0) and with probability p outputs a set of edges that are incident to u0 and belong to the MST
of the graph (G,ω). By Lemma 3.3, this set does not contain the edge e0. In other words, with probability p > 1/2, the
set of edges that is returned by the vertex u0 in the execution ϕ′ does not contain the edge e0. But by the same lemma,
the edge e0 belongs to the MST of the graph (G′,ω′), and so, by definition of success or failure of an execution, the
execution ϕ′ fails (as it produces the right answer with probability at most 1 − p < 1/2). In other words, the protocol
Π fails on the instance (G′,ω′), contradiction. Hence, there is no instance (G,ω) on which a correct protocol Π runs
for f (μ)− 1 or less rounds. I.e., each correct protocol Π requires on each instance (G,ω) at least f (μ) = μ/2− 1
rounds. 
Let Π be the protocol for the MST∗ problem that was described in Section 3.1, and let tΠ :A→ N denote its
running time. Let EL(MST∗) :A→ R+ denote the every-case complexity of the MST∗ problem with respect to the
class of (not necessarily coarsening) randomized locally non-uniform protocols.
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3.2.2. Lower bound on the MST problem
Next, we present the lower bound on the every-case complexity of the MST problem with respect to the class of
the coarsening globally non-uniform will-maintaining protocols.
Theorem 3.8. For any coarsening randomized globally non-uniform protocol Π for the MST problem, any weighted
graph (G = (V ,E),ω), and any vertex v ∈ V , the running time of the restriction Πv of the protocol Π to the vertex v
is at least the MST-radius of the graph (G,ω) with respect to the vertex v, i.e., μv(G,ω).
Proof. As a matter of convention, if in a protocol Π the will of a vertex v becomes equal to the correct answer at
the beginning of the round t = 1,2, . . . (i.e., before v sends or receives any messages on the round t), we say that the
running time of the restriction Πv of the protocol Π to the vertex v is t −1 rounds (this is consistent with the definition
of running time of will-maintaining algorithms, given in Section 2.1). Hence, throughout this proof we assume that
the rounds are indexed starting from 0, and then the running time is equal to the index of the round on which the will
becomes correct for the first time.
Consider a (possibly randomized globally non-uniform) protocol Π , and suppose that there exists a weighted graph
(G = (V ,E),ω) and a vertex v ∈ V such that the will of the vertex v on some round t  μv(G,ω) − 1 is equal with
probability p > 1/2 to the subset Ev(MST) of the edges that are adjacent to v and belong to the MST . (Note that the
probability is taken over the coin tosses of the protocol Π .) Let μv = μv(G,ω). Obviously, this may happen only
if μv  1. Let e be the adjacent edge to v that maximizes VxEdgElimRad(v, e) (i.e., VxEdgElimRad(v, e) = μv).
Recall that VxEdgElimRad(v, e) = min{VxEdgRadv(C) | C ∈ Z(e)}. As VxEdgElimRad(v, e) = μv  1, it follows
that Z(e) = ∅. Further, for every cycle C ∈ Z(e), VxEdgRadv(C)  μv . Hence, for every cycle C ∈ Z(e), there
exists an edge eC = (uC,wC) ∈ E(C) such that distG(v, eC) = VxEdgRadv(C) μv . In other words, for every cycle
C ∈Z(e), the edge eC satisfies
distG(v,uC),distG(v,wC) μv. (1)
Let Y(e) be the set of edges that contains one edge eC = (uC,wC) ∈ E(C) that satisfies (1) for each cycle C ∈Z(e).
Let
ω′(e˜) =
{
ω(e˜), e˜ ∈ E \ Y(e),
ω(e)+ 1, e˜ ∈ Y(e).
(The weight function ω′ agrees with ω on all the edges of the graph G except of the edges that are antipodal to the
edge e in the cycles of Z(e). The weights of these edges are increased in order to force the MST to contain the edge e.
We remark that setting the weight of these edges to ω(e)+ 1 is arbitrary as far as their new weight under ω′ is greater
than ω(e). In particular, one can choose the weights more carefully in order to preserve the distinctness of the weights
of different edges.)
Observe that as Z(e) = ∅, e /∈ MST(G,ω).
Lemma 3.9. There is no cycle C in (G,ω′) such that the edge e is the heaviest edge of C.
Proof. Consider a cycle C. If the edge e is not the heaviest edge of C under the weight function ω, then it is not
the heaviest edge of C under the weight function ω′, because ω(e) = ω′(e), and for any other edge e˜ ∈ E \ {e},
ω(e˜) ω′(e˜). If the edge e is the heaviest edge of the cycle C under the weight function ω, then C ∈Z(e). But then
there exists an edge eC ∈ E(C) ∩ Y(e) such that ω′(eC) > ω(e), implying that the edge e is not the heaviest edge of
the cycle C. 
It follows that the edge e belongs to the MST of the graph (G,ω′). Observe that the graphs (G,ω) and (G,ω′)
share the same underlying graph G. Also, for each edge e˜ = (x, y) such that x ∈ Γˆμv−1(v,G), ω(e˜) = ω′(e˜). This is
because distG(v, e˜) = μv − 1, and hence e˜ /∈ Y(e) (as for every edge e˜ ∈ Y(e), distG(v, e˜) μv).
Consider a randomized globally non-uniform protocol Π , and consider its executions ϕ and ϕ′ on graphs (G,ω)
and (G,ω′), respectively. It follows from the discussion above that the vertex v accepts the same input in both execu-
tions (recall that in globally non-uniform protocol the input of v contains the underlying graph G). Also, the second
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μv − 1 rounds of the executions ϕ and ϕ′ are identical. By our assumption, the will of the vertex v on some round
t  μv − 1 of the execution ϕ is Ev(MST(G,ω)) = MST(G,ω) ∩ {e ∈ E | v ∈ e}, with probability p > 1/2. As the
edge e does not belong to the MST of the graph (G,ω), it follows that this will does not contain the edge e with
probability p > 1/2. Hence, the will of the vertex v on round t of the execution ϕ′ of the protocol Π on the input
(G,ω′) does not contain e with probability p > 1/2. However, the edge e belongs to the MST of the graph (G,ω′).
Hence, protocol Π is not a coarsening protocol (as in a coarsening protocol the will of every vertex on every round
has to contain the correct answer with probability greater than 1/2). This completes the proof of Theorem 3.8. 
To conclude
Corollary 3.10. The every-case complexity of the MST problem with respect to the class of coarsening randomized
globally non-uniform protocols is precisely the MST-radius, i.e., for every weighted graph (G = (V ,E),ω) with
V = (1,2, . . . , n),[ EC(MST)](G,ω) = μ(G,ω) = (μ1(G,ω),μ2(G,ω), . . . ,μn(G,ω)).
4. The CONGEST model
In this section we describe our protocols for constructing the MST in the CONGEST (B) model.
4.1. Overview
The protocol of [20] consists of two parts. The first part constructs an MST-forest, that is, a forest of subtrees (also
called fragments) of the MST . The second part “filters” the inter-fragment edges, and leaves only those that belong
to the MST . This filtering is performed by a pipelined convergecast of these edges through a BFS tree of the graph,
and, thus, requires at least Λ(G) rounds (as the depth of the BFS tree is Λ(G)). Our protocol has a similar structure
to that of [20], and its first part also involves constructing an MST-forest, though with slightly different parameters.
However, in its second part, instead of performing the pipelined convergecast through a BFS tree of the graph, our
protocol performs many pipelined convergecasts in parallel through all trees of an appropriate neighborhood cover
(the latter is a collection of trees that satisfy certain properties; see Appendix A). The properties of the trees of the
cover are crucial for our analysis. We next discuss some of them. First, all the trees are rather shallow (the maximum
depth is bounded from above in terms of the MST-radius), and, thus, potentially, the convergecasts can be conducted
through them efficiently. Second, every edge of the graph belongs to a relatively small number of trees, and thus, no
edge is ever utilized in parallel by too many convergecasts, ensuring that the network experiences a limited number
of congestions. Third, every vertex v participates in convergecasts in each of the trees of the cover that contain v, and
combines the vth local perspective of these convergecasts in a certain way. The result of this process turns out to be
essentially equivalent to the result that the vertex v would obtain from participation in a single convergecast through a
BFS tree of the entire graph. Essentially, the last property is an instantiation of a general paradigm that for many tasks,
global computation can be replaced by somewhat more involved local one (see [24] for a comprehensive discussion
on this paradigm).
The main difficulty in implementing the above scheme is, however, that before conducting the pipelined converge-
casts over the trees of the neighborhood cover, this cover needs to be constructed. Neighborhood covers play an
important role in the design of distributed protocols, and were subject to extensive research [4,5,7–9]. However, to-
day’s best-known distributed protocols for constructing neighborhood covers from scratch in the CONGEST model
that apply for the entire range of the parameters have superlinear running time [4,8]. In Appendix A this paper we
present a drastically more efficient randomized distributed protocol for constructing neighborhood covers, and in this
section this protocol is used for constructing the MST .
We start (Section 4.2) with describing our generalization of the protocol by [20]. The protocol of [20] computes
the MST on an n-vertex graph G in O(Λ(G)+√n · log∗ n) in CONGEST (logn) model. Our protocol applies to the
CONGEST (B) model, and its running time is O(Λ(G) +
√
n
B
· logn · log∗ n). We then use it (Section 4) to devise
our randomized protocol for the MST problem in the CONGEST (B) model with running time of O˜(μˆ+
√
n ), where
B
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these estimates are accepted by the vertices as part of the input.
4.2. Generalization of protocol of [20] to the CONGEST (B) model
We first introduce the following definition. A k-MST forest F of a graph (G = (V ,E),ω) is a collection of vertex-
disjoint trees that satisfy
(1) ⋃T ∈F V (T ) = V , ⋃T ∈F E(T ) ⊆ E.
(2) |V (T )| = Ω(k), depth(T ) = O(k).
(3) Each tree T ∈F is a fragment (that is, a connected subtree) of the MST of the graph (G,ω).
The notion of a k-MST forest is related to the notion of a (σ,ρ) spanning forest of [20]. Trees T ∈ F of (σ,ρ)
spanning forest F have to satisfy properties (1) and (2) with |V (T )|  σ and depth(T )  ρ, but may not satisfy
property (3). It was demonstrated in [20] that a k-MST forest of an n-vertex graph G can be constructed in O(k · log∗ n)
rounds of distributed computation in the CONGEST (B) model for B = Ω(logn).
Fix k to be a positive integer parameter. The first step of our protocol is to construct the k-MST forest. In [19] it
is shown that given a k-MST forest, an MST can be constructed in O(Λ(G) + n/k) time in the CONGEST (logn)
model. We next generalize the protocol of [19] to the CONGEST (B) model for arbitrary B , and show that it requires
O(Λ(G)+ n·logn
B·k ) rounds.
The protocol starts with constructing a BFS tree τ for the graph G, rooted in some arbitrary vertex rt. The tree
τ will serve as an auxilary structure that is used to deliver information on it. The construction of this tree requires
O(Λ(G)) rounds.
For the following discussion we need the notion of matroid. Suppose we are given a universe A of elements, and
a collection S of subsets that is closed under inclusion, i.e., that A ∈ S and B ⊆ A implies that B ∈ S . The sets
of S are called the independent sets of the matroid, and a set A ∈ S is called maximal independent set if for every
element e ∈A \A, the set A∪ {e} /∈ S . The collection (along with the universe) is called a matroid if for any two sets
A,B ∈ S such that |B| = |A| + 1, there exists an element e ∈ B such that A∪ {e} ∈ S . (This property is usually called
replacement property.)
One of the properties of matroids (that follow from the definition) is that all maximal independent sets are of the
same size, and this size is called the rank of the matroid, denoted rank(A,S).
Given a k-MST forest F , consider the collection Eˆ of inter-fragment edges, i.e., edges (u,w) ∈ E such that u ∈
V (T ), w ∈ V (T ′) for some pair of distinct fragments T ,T ′ ∈ F . Observe that the set of inter-fragment edges forms
a multigraph with fragments serving as vertices, and inter-fragment edges serving as the edges of the multigraph.
Denote this multigraph Gˆ = (Vˆ , Eˆ).
Observe that the collection of acyclic subsets of the edge set of a multigraph forms a matroid of rank |Vˆ | − 1
with universe A = Eˆ. Observe also that we are given a non-negative weight function ω : Eˆ = A → R+, and we
are interested in computing a maximal independent set (henceforth, MIS) A of this matroid of minimum weight,∑
e∈A ω(e). Such independent set is precisely the set of edges that together with the edges of the forest F form the
MST of the graph G. Suppose also that the elements of the universe of this matroid are initially distributed with
possible duplications among the vertices of a tree τ .
In [19] a distributed protocol was devised for computing the MIS with minimum weight of a matroid (A,S) in
this scenario. Their protocol works in the CONGEST (logn) model, and its worst case running time is O(depth(τ )+
rank(A,S)). We generalize their protocol to CONGEST (B) model, and show that its running time in this more
general model is O(depth(τ )+ rank(A,S)·logn
B
). The proof of this statement is omitted from this extended abstract. Our
generalized protocol for this task will be referred henceforth Protocol PIPELINE. It follows that under the assumption
that the inter-fragment edges of Gˆ are distributed among the vertices of τ , the MST for Gˆ can be constructed in
O(depth(τ )+ |Vˆ | · logn) rounds.B
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We next show that if each vertex v knows of the input graph (G,ω) knows in advance an upper bound μˆv on the
maximum MST-radius of the graph G, μ = μ(G,ω), then, essentially, the first term Λ(G) of the running time of the
protocol of [20] can be replaced by μˆ = max{μˆv | v ∈ V }.
Throughout the rest of the section we assume that all the vertices accept as input the maximum MST-radius μ, i.e.,
for every vertex v ∈ V , μˆv = μ. The generalization to the scenario when these upper bounds are allowed to disagree
can be found in Section 5. To construct an MST given a k-MST forest, we use Protocol PIPELINE in parallel on many
auxilary trees.
The collection C of auxilary trees that is required for our protocol has to satisfy the following properties with
W = μ(G,ω) and κ = O(logn).
(1) For each tree τ ∈ C, depth(τ ) = O(W · κ).
(2) Each vertex v ∈ V appears in at most O˜(κ · n1/κ) different trees τ ∈ C.
(3) For each vertex v ∈ V there exists a tree τ ∈ C that contains the entire W -neighborhood of the vertex v, i.e.,
ΓˆW (v) ⊆ V (τ).
Such a collection of trees is called sparse (κ,W)-neighborhood cover (henceforth, (κ,W)-cover) of the graph G. For
a cover C and a vertex v ∈ V , let the cover-degree of the vertex v in the cover C, denoted covdegC(v), be the number
of clusters of the cover C that contain the vertex v. The (maximum) cover-degree of the cover C, denoted covdeg(C), is
max{covdegC(v) | v ∈ V }. We devise a new randomized protocol for constructing (κ,W)-neighborhood covers with
maximal cover-degree O(κ · n1/κ · logn) with running time O(κ2 · logn · n1/κ · W). Our construction is based on a
parallel algorithm for constructing pairwise covers due to [12], and adapts some techniques from [5]. Our algorithm is
described in Appendix A, and the main is result is given by Theorem A.8. The formal description of our construction
of covers is omitted from this extended abstract.
The first step of our protocol for constructing the MST given a k-MST forest is to construct a (logn,μ)-cover of
the graph. By Theorem A.8, this requires O(log3 n ·μ) rounds.
Let C denote the constructed (logn,μ)-cover. Consider some tree τ ∈ C. Its vertex set V (τ) induces a subgraph of
G, Gτ = G(V (τ)). Let F be the k-MST forest. Let F τ = F |V (τ) be the restriction of the forest F to the vertex set
V (τ). Observe thatF τ is not necessarily a k-MST forest of Gτ , because each fragment (tree) T of F may form several
disconnected fragments (trees) T τ1 , T τ2 , . . . , T τp for some p = 1,2, . . . . For each fragment T ∈ F , let T τ denote the
forest with vertex set V (T )∩ V (τ) and edge set {e = (u,w) ∈ E(T ) | u,w ∈ V (τ)}.
Consider the multigraph Gˆτ that is obtained out of Gτ by contracting each (not necessarily connected) fragment T τ
(such that T ∈F ) to a supervertex. For each inter-fragment edge (u,w) with u ∈ V (T τ1 ), w ∈ V (T τ2 ), there is an edge
labeled (u,w) between T τ1 and T
τ
2 in Gˆ
τ
.
Next, Protocol PIPELINE is invoked on each tree τ of the cover C to compute the MST of the multigraph Gˆτ . We
refer to this stage of the computation as Protocol PIPE_MST. Observe that for each tree τ ∈ C, the acyclic sets of
edges of the multigraph Gˆτ form a matroid of rank equal to the number of supervertices of the multigraph Gˆτ minus 1.
As each fragment T ∈ F yields at most one (not necessarily connected) fragment T τ = V (τ) ∩ V (T ), {e = (u,w) ∈
E(T ) | u,w ∈ V (τ)}, it follows that the number of supervertices of Gˆτ is at most the number of fragments of the
k-MST forest F , that is, O(n/k). Hence, the rank of the matroid is O(n/k), and, therefore, Protocol PIPELINE would
compute the MST of Gˆτ in O(depth(τ ) + n·logn
k·B ) = O(μ · logn + n·lognk·B ) rounds, if this computation would proceed
uninterruptedly.
However, each vertex may participate in O(log2 n) trees τ ∈ C, and, therefore, on each round O(log2 n) different
executions of Protocol PIPELINE may try to utilize the same edge. Hence, the running time of Protocol PIPE_MST
is at most by a factor O(log2 n) greater than it would be for a single execution of Protocol PIPELINE, that is,
O(μ · log3 n+ n·log3 n
k·B ).
The last step of our protocol is to form the MST of the graph G out of the k-MST forest F , and the MSTs of the
multigraphs Gˆτ , for each tree τ ∈ C.
This is done locally by each vertex v in the following way. For each edge e = (u,w) that is incident to the vertex v,
the edge e is taken into the MST if it belongs to one of the following two sets:
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(2) {e = (v,w) | ∀τ ∈ C s.t. v,w ∈ V (τ), e ∈ MST(Gˆτ )}.
The first condition means that the constructed MST contains the edge set of the k-MST forest F . The second condition
means that an inter-fragment edge e belongs to the constructed MST if it belongs to the MST of each multigraph Gτ
such that the vertex set V (τ) contains both its endpoints.
We refer to the above protocol for constructing MST given a k-MST forest F , COVER_MST.
Lemma 4.1. If e = (u,w) is an inter-fragment edge that belongs to the MST of G, then it belongs to the MST of each
multigraph Gˆτ such that both its endpoints u and w belong to the vertex set V (τ).
Proof. Suppose for contradiction that there exist a tree τ ∈ C such that u,w ∈ V (τ), but the edge e does not belong
to the MST of the multigraph Gˆτ .
Let Tu be the fragment of F that contains u, and let Fu be the (not necessarily connected) fragment of F τ that
contains u, i.e., Fu = Tu ∩ V (τ). Analogously, let Tw and Fw be the corresponding fragments of F and F τ that
contains w.
As e = (u,w) is an inter-fragment edge, Tu = Tw , and, therefore, Fu = Fw . Since the edge e does not belong to
the MST of Gˆτ , e is the heaviest edge in some simple cycle in Gˆτ . Let Cˆτ = (Fu = F0,Fw = F1,F2, . . . ,Fp,F0) be
this cycle in Gˆτ , and let ei,i+1 (mod p+1), i = 0,1, . . . , p, be the edges that connect Fi and Fi+1 in this cycle.
For each i = 0,1, . . . , p, Fi ⊆ Ti , where Ti is a (connected) fragment of the k-MST forest F . Furthermore, the edge
e0,1 = e = (u,w) is the heaviest edge in the cycle Cˆ = (Tu = T0, Tw = T1, T2, . . . , Tp,T0). Note that Cˆ is a simple
cycle in the multigraph Gˆ. (Recall that for each fragment T ∈F , all the connected components of V (T )∩V (τ) were
contracted into a single possibly disconnected fragment F of F τ ; this ensures that this cycle is simple.)
Denote ei,i+1 (mod p+1) = (ui,wi), u = u0, w = w0 (i.e., e = e0,1), and the vertices wi−1 (mod p+1), ui ∈ Ti , i =
0,1, . . . , p.
Recall that each Ti , i = 0,1, . . . , p, is a connected fragment of the MST of the graph G. Let Pi−1 (mod p+1),i
be the (unique) path between the vertices wi−1 (mod p+1) and ui in the fragment Ti . Consider the cycle C that is
formed by concatenating the edges ei,i+1 (mod p+1) with the paths Pi,i+1 (mod p+1) in the alternating order, i.e., C =
(e0,1,P0,1, e1,2,P1,2, . . . , ep−1,p,Pp−1,p, ep,0,Pp,0). Observe that C is a simple cycle in G.
Recall that the edge e belongs to the MST of the graph G, and, therefore, there must an edge in the cycle C that is
heavier than e. However, as e is the heaviest edge in the cycle Cˆτ , it follows that ω(e) = ω(e0,1) > ω(ei,i+1 (mod p+1))
for each i = 1,2, . . . , p. Hence, there exists an index i = 0,1, . . . , p, such that the path Pi,i+1 (mod p+1) contains an
edge e′ with ω(e′) > ω(e), and the edge e′ is the heaviest edge of the cycle C. However, the edge set of the path
Pi,i+1 (mod p+1) is contained entirely in the edge set of the fragment Ti of the k-MST forest F . It follows that all the
edges of this path belong to the MST of G, and, in particular, the edge e′ belongs to the MST of G. Hence, it is not
the heaviest edge of any cycle, contradiction.
Thus, there is no tree τ in the cover C such that both u and w belong to V (τ), but the edge e = (u,w) does not
belong to the MST of the multigraph Gˆτ . 
A cover C′ is said to coarsen the cover C, if for every cluster C ∈ C, there exists a cluster C′ ∈ C′ such that C ⊆ C′.
Unlike the previous lemma that does not depend on the properties of the constructed cover C, the next lemma heavily
exploits the assumption that the cover C coarsens a (κ,μ)-neighborhood cover.
Lemma 4.2. Let e = (u,w) be an inter-fragment edge that does not belong to the MST of G. Let C be a cover that
coarsens a (κ,μ)-neighborhood cover. Then there exists a tree τ ∈ C with u,w ∈ V (τ), such that e does not belong to
the MST of the multigraph Gˆτ .
Proof. Consider an edge e = (u,w) that does not belong to the MST of G. Observe that VxEdgElimRad(u, e) 
μu(G,ω)  μ. By definition of VxEdgElimRad(u, e), there exists a cycle C0 ∈ Z(e) such that VxEdgRadu(C0) =
VxEdgElimRad(u, e)  μ. As C0 ∈ Z(e), the edge e belongs to E(C0), and the endpoints u and w of e belong to
V (C0). By definition of neighborhood cover, and since the cover C coarsens a (κ,μ)-neighborhood cover, it follows
that there exists a tree τ ∈ C such that the entire μ-neighborhood of the vertex u is contained in V (τ). It follows that
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cycle Cτ0 in the multigraph Gˆ
τ
, and as the edge e is an inter-fragment edge with both endpoints in V (τ), it is the
heaviest edge of the cycle Cτ0 . It follows that the edge e does not belong to the MST of the multigraph Gˆ
τ
, proving
the lemma. 
Corollary 4.3. Given a k-MST forest F of an n-vertex graph (G,ω), Protocol COVER_MST constructs the MST of
(G,ω) with probability 1 −O(1/poly(n)) in O(μ · log3 n+ n
k·B · log3 n) rounds.
Proof. Suppose that the neighborhood cover was constructed by Protocol COVER correctly. This happens with prob-
ability 1 −O(1/poly(n)).
Consider an edge e of the MST of G. If it is an inter-fragment edge (with respect to the forest F ), then by
Lemma 4.1 and by condition (2) of Protocol COVER_MST, it belongs to the tree τ0 that was constructed by Protocol
COVER_MST.
If the edge e = (u,w) is not an inter-fragment edge, then there exists a fragment T ∈F such that u,w ∈ V (T ). By
definition of the k-MST forest, T is a connected subtree of the MST , and, therefore, it spans all the vertices of V (T ).
Hence, for any edge e′ = (v, z) of the MST with both endpoints v and z in V (T ), the edge e′ belongs to the edge set
of the fragment. Hence, in particular, e ∈ E(T ), and, therefore, it belongs to the tree τ0 that was constructed by the
protocol.
Consider an edge e = (u,w) that does not belong to the MST . If the edge is inter-fragment with respect to the
forest F , then by Lemma 4.2 and condition (2), the edge e does not belong to τ0. Consider the case that both endpoints
u and w of the edge e belong to the same fragment of F . As the edge does not belong to the MST , it does not belong
to the k-MST forest F . Hence, it was not inserted into the tree τ0.
It follows that the tree τ0 is precisely the MST of the graph.
Regarding the running time, observe that constructing the neighborhood cover requires O(μ · log3 n) rounds. Recall
that running Protocol PIPELINE in parallel on all the trees τ of the neighborhood cover C requires O(μ · log3 n+ n
k·B ·
log3 n) rounds. The corollary follows. 
Set k =
√
n
B
· log3/2 n√
log∗ n
. Let Protocol FAST_MST denote the protocol that computes k-MST forest for k = k(n,B)
as above, using the protocol due to [19], and then invokes Protocol COVER_MST. Recall that computing the k-MST
forest requires O(k · log∗ n) rounds. We conclude
Theorem 4.4. Protocol FAST_MST computes the MST of an n-vertex graph (G = (V ,E),ω) from scratch assuming
that every vertex v accepts as input the maximum MST-radius μ(G,ω) of the graph in O(μ · log3 n+ √n/B · logn ·√
log∗ n) rounds of distributed computation with success probability 1 −O(1/poly(n)).
See Section 5 for the generalization of this result to the scenario in which every vertex v accepts an upper bound
μˆv of the MST-radius μ.
5. Extensions of Protocol FAST_MST
In this section we generalize Protocol FAST_MST to work in the scenario when each vertex v ∈ V accepts as
input only an upper bound μˆv of the maximum MST-radius μ, and not the maximum MST-radius itself. (For different
vertices u,w ∈ V , the upper bounds μˆu, μˆw may disagree.) Let μˆ = max{μˆv | v ∈ V }. We will argue that in this
scenario the MST of the input graph can be constructed in O˜(μˆ+
√
n
B
) rounds.
We start with describing the generalized protocol, to which we refer as Protocol GEN_FAST. Like in Protocol
FAST_MST, the first part of Protocol GEN_FAST is to construct the k-MST forest. The second part of Proto-
col GEN_FAST is an invocation of Protocol GEN_COV_MST, that generalizes Protocol COVER_MST. Protocol
GEN_COV_MST proceeds as follows. It starts with initializing the cover C to be an empty set, i.e., each vertex v
initializes its local set C(v) of clusters of the cover C that contain v as an empty set. From now on these sets will only
grow, and once a cluster gets into one of these sets, it is never removed from it. Also, initially all the vertices marked
as not terminated.
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and such that μˆv > 2j−1 invoke Protocol COVER with κ = logn (the κ-parameter will stay unchanged throughout the
protocol), and W = Wj = 2j . Let Cj denote the constructed cover. Each vertex v as above adds all the clusters of Cj
that contain it into its local set C(v). Note that in this stage of the protocol, the vertices maintain a cover ⋃j=1 C. We
denote the latter cover as C¯j .
Next, all the vertices v that participated in the execution of Protocol COVER on this phase invoke a modified variant
of Protocol PIPE_MST on the cover C¯j . Specifically, recall that during Protocol PIPE_MST (see Section 4) the edges
of the graph are pipelined through the different trees of the cover C¯j . Recall also that in Protocol FAST_MST the sets
of edges that are pipelined through the trees of the cover form a matroid of rank O(n/k). The latter is not necessarily
true in Protocol GEN_FAST, because the W -parameter of the constructed cover C¯j may be not large enough to ensure
the acyclicity of the pipelined sets of edges. Therefore, using Protocol PIPE_MST as is would result in an intolerably
high running time.
Instead, this protocol is run with an additional threshold parameter t = O(n/k), and whenever a vertex needs to
pipeline t ′ items with t ′ > t items, it discards some arbitrary t ′ − t of them. We refer to this modified version of
Protocol PIPE_MST as Protocol GEN_PIPE. Observe that whenever Protocol GEN_PIPE runs on a matroid of rank
O(n/k), it never needs to apply the threshold condition, and, therefore, its execution in this case is identical to the one
of Protocol PIPE_MST. In other words, whenever the W -parameter of the constructed cover is large enough, Protocol
GEN_PIPE behaves identically to Protocol PIPE_MST. Also, in either case the running time of Protocol GEN_PIPE
is at most O(depth(τ ) + n·logn
k·B ), where τ is the tree on which it was invoked (that is, the same upper bound as for
Protocol PIPE_MST).
If throughout the execution of phase j the vertex v was informed that one of the vertices in its vicinity is already
terminated, then v will terminate at the end of the current phase. Also, if the index j of the current phase satisfies
2 · μˆv > 2j  μˆv , then the vertex v will also terminate at the end of the current phase. In both cases v will produce its
output prior to the termination. In the former case (when a terminated vertex was discovered in the vicinity of v) the
output of v will be the output of (j − 1)st phase restricted to v, and in the latter case the output of v will be the output
of j th phase restricted to v. Also, on the last round of each phase the vertices update their neighbors of whether they
decide to terminate. However, the vertices that are informed on this stage that one of their neighbors terminate, will
terminate only at the end of the next phase; otherwise, either the process of informing the neighbors could require
O(Λ(G)) rounds, which exceeds our time limits, or some vertices would have terminated neighbors that they would
not know about.
Finally, there are two possible ways for a vertex v to be informed throughout phase  that one of the vertices in its
vicinity is terminated is as follows. First, throughout the execution of Protocol COVER the vertex v may turn out to be
explored by the same BFS exploration as some terminated vertex w, and then all the vertices of this exploration are
informed that w is terminated (incurring only a constant overhead in running time). Second, when Protocol GEN_PIPE
performs pipelined broadcasts and convergecasts through the trees of the cover C¯, it may discover a terminated vertex
in one of the trees of the cover C¯−1 ⊆ C¯ (since a terminated vertex in a cover C = C¯ \ C¯−1 would be discovered
through the execution of Protocol COVER), and one of these trees may contain v. In this case, again, all the vertices
of the tree in which a terminated vertex was encountered through the execution of Protocol GEN_PIPE are informed,
and the overhead in the running time is again at most constant.
Note that Protocol GEN_PIPE performs pipelined broadcasts and convergecasts through the trees of this constructed
cover, and, so, if the all the vertices of one these trees were not terminated throughout the construction of the cover,
they will still be not terminated throughout the execution of Protocol GEN_PIPE.
This completes the description of the modified Protocol GEN_FAST. Its analysis is omitted from this extended
abstract. We next turn to its analysis.
Let μˇ = min{μˆv | v ∈ V }. Note that μˆ μ. Consider the index j such that 2μˇ > Wj = 2j  μˇ. Observe that for
each index i = 1,2, . . . , j − 1, Wi = 2i < μˇ  μˆv for every vertex v ∈ V , and, so, no vertex is terminated at the
beginning of phase j . (This is true for every phase j ′ = 1,2, . . . , j , and follows by a straightforward induction on j ′.)
Hence, Protocol COVER constructs successfully a (κ,Wj )-cover Cj on phase j , and, therefore, the cover C¯j coarsens
a (κ,Wj )-cover. Furthermore, since Wj  μˇ μ, the cover C¯j coarsens a (κ,μ)-neighborhood cover. Hence, when
running on the cover C¯j , Protocol GEN_PIPE constructs the MST of the graph.
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vertex w throughout phase , it decides to terminate at the end of phase , and produces the output of phase − 1. The
correctness of the later output is derived easily using an induction on  with induction base j =  + 1. Otherwise, if
the vertex encounters no terminated vertex throughout phase , then the local view of the vertex v of the cover C¯ ⊇ C¯j
is constructed successfully, and Protocol GEN_PIPE completes successfully the pipelining through all the trees of the
cover that contain v. Since C¯ ⊇ C¯j , and the cover C¯j coarsens a (κ,μ)-neighborhood cover of the graph, the cover
C¯ coarsens the (κ,μ)-neighborhood cover of the graph as well. Hence, in this case at the end of phase , the output
of the vertex v is correct (note, however, that it is not necessarily returned on this stage).
This completes the proof of correctness of the protocol. To analyze its running time, note that all the vertices
terminate after at most log μˆ phases. Also, the cover-degree of the cover C¯,  = 1,2, . . . , is at most  times greater
than the cover-degree of some single cover C′ that is constructed by one of the invocations of Protocol COVER (note
that the upper bound of O(κ · n1/κ · logn) on the latter cover-degree is independent of the W -parameter). Hence,
covdeg(C¯) = O(κ · n1/κ · logn · ), for each  = 1,2, . . . , log μˆ. Recall that the time required for constructing
a (κ = logn,2)-neighborhood cover is O(log3 n · 2), and the running time of running Protocol GEN_PIPE (or
PIPE_MST) on a cover that coarsens a (logn,μ)-neighborhood cover and has cover-degree O(log2 ·) is O(n·logn
k·B ·
log2 n · ). Hence, the running time of phase  is O(log3 n · 2 + n·logn
k·B · log2 n · ). Hence, the overall running time
of Protocol GEN_COV_MST is O(
∑log μˆ
=1 (log
3 n · 2 + n·log3 n
k·B · )) = O(μˆ · log3 n + n·log
3 n
k·B · log2 μˆ). Hence, the
overall running time of Protocol GEN_FAST is O(k · log∗ n + μˆ · log3 n + n·log3 n
k·B · log2 μˆ), which is optimized by
setting k =
√
n
B
· log3/2 n · log μˆ√
log∗ n
, resulting in O(μˆ · log3 n+
√
n
B
· log3/2 n · log μˆ ·√log∗ n).
Observe that Protocol GEN_FAST alternatively constructs a cover and tries to construct the MST using this cover.
Consider a simpler protocol in which the vertices start with constructing (κ,W = 2)-neighborhood covers, for  =
1,2, . . . , log μˆ (again each vertex v participates as far as W/2 is smaller than μˆv), and then construct the MST
using the union of all these covers. The problem with this approach is that it is not clear how the vertices may know
when the construction of the covers is over and they should start pipelining the edges through the trees of the covers
(since when a vertex v finishes it participation in constructing covers, it still may be the case that other vertices did not
complete their role in this process). A straightforward way for informing everyone requires Ω(Λ(G)) rounds, and,
this, of course, exceeds our time limits.
Observe also that a protocol similar to GEN_FAST applies to the case when no information about the MST-radius
μ is provided to the vertices as part of their input, but no termination detection is required. The running time of this
will-maintaining variant of Protocol GEN_FAST is the same up to a factor that depends logarithmically on μ.
Finally, if one would assume the existence of the (logn,μ(G,ω))-neighborhood cover in the graph, our protocol
would not need to invoke Protocol COVER, and, therefore, it would be deterministic, and also some logarithmic factors
could have been saved.
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Appendix A. Constructing neighborhood covers
In this section we describe an efficient distributed protocol, Protocol COVER, for constructing (κ,W)-neighborhood
cover of a given unweighted graph (G = (V ,E),ω). (Note, however, that the weight function ω plays no role in the
construction of the cover, as our definition of neighborhood covers (see Section 4.3) does not refer to the weights of
the edges.)
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Protocol COVER has κ phases, each of at most L = 8A · W · κ · logn · n1/κ + 1 rounds, where A is a sufficiently
large constant to be determined later. Phase i, i = 1,2, . . . , κ , starts at round (i−1)L+1. (Note that since the network
is synchronous, all the vertices know what is the number of current round; we also assume that all the vertices know
the parameters κ and W , as well as the number of vertices n.)
At the beginning of Protocol COVER every vertex marks itself as Uncovered. Let U denote the set of all vertices
that are marked Uncovered. Initially, U = V . As the protocol proceeds some vertices are covered, and they mark
themselves correspondingly as Covered. A covered vertex never becomes uncovered again. In other words, denoting
the set of vertices that belong to U at the beginning of phase i by Ui for i = 1,2, . . . , κ , and denoting the set of
vertices that belong to U at the end of phase κ by Uκ+1, these sets satisfy that V = U1 ⊇ U2 ⊇ · · · ⊇ Uκ ⊇ Uκ+1. One
more property of the protocol (which will be argued later on; see Lemma A.1) is that Uκ+1 = ∅, and it may happen
that Uκ ′ = ∅ for some κ ′ = 2,3, . . . , κ .
For i = 1,2, . . . , κ , at the beginning of phase i, each uncovered vertex selects itself at random into the subset Ii ⊂ U
with probability pi = min{1,A · logn · ni/κn } independently of other vertices. Note that the selection is uniform, i.e., the
probabilities pi do not depend on the choice of the specific vertex at hand. The vertices of the selected subset Ii ⊆ U
initiate constructions of clusters around them. Specifically, each vertex s ∈ Ii initiates a BFS exploration in the graph
(Ui,G(Ui)) to depth di−1 = 2((κ − i) + 1)W . (Note that 2κW = d0 > d1 > · · · > dκ = 0.) This di−1-neighborhood
of the initiator s in Ui , denoted Γˆdi−1(s,Ui), will form a cluster of the constructed cover. The cluster will be denoted
Cˆ(s), and this notation is well defined since every vertex of the graph initiates a construction of at most one cluster of
the cover (sometimes the notation Cˆi(s) = Cˆ(s) will be used to stress that the cluster Cˆ(s) was constructed on phase i;
this notation is somewhat redundant as the index i is a function of the initiator s). The set of all clusters constructed on
phase i will be denoted by Ci . The BFS explorations that result in constructing the subcover Ci occur in parallel, and
the identity of its initiator is attached to every message that is sent as part of the exploration. In addition, the distance
from the initiator of the exploration is attached to every message of the exploration (or, alternatively, the number of
round on which the exploration started is attached; given this every vertex is able to compute locally the distance from
the initiator). When more than one exploration tries to utilize the same edge, a congestion occurs. The order in which
the two endpoints utilize the same edge is arbitrary, and also, when a single vertex v needs to send more than one
message through an edge e that is adjacent to v, it sends them in an arbitrary order. This, obviously, requires more
than one round of communication, and we will analyze the running time of Protocol COVER taking these congestions
into account.
When on one of the rounds of phase i a vertex v receives an exploration message originated by initiator s with
distance counter at most di−1, the vertex v adds the identity of s to its local list of clusters to which it belongs
(initially, this list is empty). If the distance counter is strictly smaller than di−1, then v propogates the exploration
message to all its neighbors in Ui (that were uncovered at the beginning of phase i), except the one from which v
received the exploration message. Otherwise, if the distance counter is equal to di−1, then the vertex v is a leaf of this
BFS exploration, and so it does not propogate the message. If the distance counter is at most di = 2(κ − i)W , then
the vertex v marks itself as covered, and it will not belong to the set Ui+1 (effectively, it will become covered at the
beginning of phase i + 1). For a vertex s, let C(s) = Γˆdi (s,Ui) denote the di -neighborhood of s in Ui . We will refer
to C(s) as the kernel of the cluster Cˆ(s), and also use the notation Ci(s) = C(s) whenever Cˆ(s) ∈ Ci .
Finally, at the last round of phase i (round i ·L), each vertex v informs its neighbors whether it belongs to Ui+1 or
not. This completes the description of the protocol.
A.2. Analysis of Protocol COVER
We first argue that Uκ+1 = ∅.
Lemma A.1. Upon the termination of the protocol, all the vertices are covered.
Proof. On phase κ , the selection probability pκ = min{1,A · logn} = 1, and, therefore, each vertex s that was uncov-
ered at the beginning of phase κ becomes initiator (i.e., the set Iκ of initiators on phase κ is equal to the set Uκ of the
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the kernel C(s) of the cluster Cˆ(s) is the 0-neighborhood of s in Uκ , i.e., C(s) = Γˆ0(s,Uκ)  s. As for each cluster
of the constructed cover C, the vertices of its kernel are marked by Protocol COVER as Covered, it follows that all
the vertices of Iκ = Uκ are marked as covered at the end of phase κ . (Note that, therefore, phase κ of the protocol is
performed by the vertices locally, and requires no communication.) 
In the next lemma we argue that Protocol COVER constructs a neighborhood cover.
Lemma A.2. For every vertex v ∈ V , there exists a cluster Cˆ ∈ C such that ΓˆW (v,V ) ⊆ Cˆ.
Proof. Recall that V = U1 ⊇ U2 ⊇ · · · ⊇ Uκ ′ = ∅ for some κ ′ ∈ {2,3, . . . , κ + 1}. Hence, there exists an index
j ∈ {1,2, . . . , κ} such that ΓˆW (v,V ) ⊆ Uj , but ΓˆW (v,V ) ⊆ Uj+1. Let u ∈ (Uj \ Uj+1) ∩ ΓˆW (v,V ). It follows
that there exists a vertex s ∈ Ij ⊆ Uj that serves as the initiator of one of the BFS explorations on phase j + 1,
and such that the kernel C(s) of the cluster Cˆ(s) that was constructed around the vertex s contains the vertex u.
In other words, u ∈ C(s) = Cj (s) = Γˆdj (s,Uj ). Hence, distG(Uj )(s, u)  dj . Note also that by assumption, the
W -neighborhood of the vertex v, ΓˆW (v,V ), is contained entirely in Uj (i.e., ΓˆW (v,V ) ⊆ Uj ). Hence, for every
w ∈ ΓˆW (v,V ) ⊆ Uj , distG(Uj )(u,w)  distG(Uj )(u, v) + distG(Uj )(v,w)  2W . Hence, by triangle inequality, for
every vertex w ∈ ΓˆW (v,V ),
distG(Uj )(s,w) distG(Uj )(s, u)+ distG(Uj )(u,w) dj + 2W = dj−1.
In other words, w ∈ Γˆdj−1(s,Uj ). Recall that Γˆdj−1(s,Uj ) = Cˆj (s), implying that ΓˆW (v,V ) ⊆ Cˆj (s), as required. 
In the next lemma we show that with high probability on the coin tosses of the protocol, each vertex that is still
uncovered at the beginning of phase i has a small neighborhood in Ui . Formally,
Lemma A.3. For an index i = 2,3, . . . , κ and a vertex u ∈ Ui , with probability at least 1− 1
nA
′ , |Γˆdi−1(u,Ui)| < n
i−1
κ ,
where A′ = A · log e − 1.
Proof. Observe that Ui−1 ⊇ Ui , and so it is sufficient to prove that with high probability{
u ∈ Ui−1 |
∣∣Γˆdi−1(u,Ui−1)∣∣ n i−1κ }∩Ui = ∅. (A.1)
Consider a vertex u ∈ Ui−1 such that∣∣Γˆdi−1(u,Ui−1)∣∣ n i−1κ . (A.2)
We next prove that with high probability u ∈⋃s∈Ii−1 C(s). This would complete the proof of the lemma, as for every
vertex s that was chosen into Ii−1, the kernel C(s) of the cluster Cˆ(s) was removed from Ui−1, and so, it would follow
that if u ∈ Ui−1 satisfies (A.2) then with high probability u /∈ Ui , implying (A.1).
To prove this, it suffices to prove that for every vertex u ∈ Ui−1 that satisfies (A.2), with high probability there
exists an initiator s ∈ Ii−1 such that u ∈ Γˆdi−1(s,Ui−1). Fix a vertex u ∈ Ui−1 as above. Note that the probability of
the contrary is
PIi−1
((
Ii−1 ∩ Γˆdi−1(u,Ui−1)
)= ∅)= PIi−1(∀s ∈ Γˆdi−1(u,Ui−1), s /∈ Ii−1).
Since each vertex s ∈ V is chosen into the set Ii−1 of initiators independently at random with probability pi−1, it
follows that the probability above is equal to
∏
s∈Γˆdi−1 (u,Ui−1)
PIi−1(s /∈ Ii−1) = (1 − pi−1)|Γˆdi−1 (u,Ui−1)|  (1 − pi−1)n
1− i−1κ  e−pi−1n1−
i−1
κ
,
where the first inequality is by (A.2).
Recall that pi−1 = min{1,A · logn · n
i−1
κ
n
}. If n1− i−1κ > A logn then pi ·n1− i−1κ = A · logn. Otherwise, if n1− i−1κ 
A · logn then pi−1 = 1, and so, each vertex u ∈ Ui−1 is selected into the subset Ii−1 with probability 1, implying
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complete.
In the opposite case, it follows that
PIi−1
((
Ii−1 ∩ Γˆdi−1(u,Ui−1)
)= ∅) e−pi−1n1− i−1κ = e−A logn = n−A log e,
for every vertex u ∈ Ui−1 that satisfies (A.2). By union-bound,
PIi−1
(∃u ∈ Ui−1 s.t. ∣∣Γˆdi−1(u,Ui−1)∣∣ n1− i−1κ , and (Ii−1 ∩ Γˆdi−1(u,Ui−1))= ∅)

∑
PIi−1
((
Ii−1 ∩ Γˆdi−1(u,Ui−1)
)= ∅) 1
nA·log e−1
,
where the sum is over the set {u ∈ Ui−1, |Γˆdi−1(u,Ui−1)| n1−
i−1
κ }. To conclude,
PIi−1
(∀u ∈ Ui−1 s.t. ∣∣Γˆdi−1(u,Ui−1)∣∣ n1− i−1κ , (Ii−1 ∩ Γˆdi−1(u,Ui−1)) = ∅) 1 − 1nA·log e−1 ,
i.e.,
PIi−1
(∀u ∈ Ui−1 s.t. ∣∣Γˆdi−1(u,Ui−1)∣∣ n1− i−1κ , ∃s ∈ Ii−1 s.t. u ∈ Γˆdi−1(s,Ui−1) = Ci−1(s))
= PIi−1
(∀u ∈ Ui−1 s.t. ∣∣Γˆdi−1(u,Ui−1)∣∣ n1− i−1κ , u /∈ Ui)
= PIi−1
(({
u ∈ Ui−1 |
∣∣Γˆdi−1(u,Ui−1)∣∣ n1− i−1κ }∩Ui)= ∅) 1 − 1nA·log e−1 . 
In the continuation of the proof we will use the following form of Chernoff’s bound.
Lemma A.4. [10] Let Z be the sum of mutually independent indicator random variables. For every  > 0,
P[|Z − E(Z)| >  · E(Z)] < 2 · e−c ·E(Z), where c depends only on .
We next prove that with high probability, the maximum degree of the constructed cover C is small, i.e., each vertex
appears in a small number of clusters of the cover C.
Lemma A.5. With probability at least 1 −O( 1
nA
′′ ), for every vertex v ∈ V and index i = 1,2, . . . , κ ,
∣∣{Cˆ ∈ Ci | v ∈ Cˆ}∣∣ 2 ·A · n1/κ · logn,
where A′′ = min{A · log e − 1, c ·A · log e} − 1, and c denotes c for  = 1 from Chernoff’s bound (Lemma A.4).
Proof. Fix a vertex v ∈ V . By Lemma A.3, with probability at least 1 − 1
nA
′ , for each vertex u ∈ Ui , |Γˆdi−1(u,Ui)| <
n1− i−1κ . For each vertex u ∈ Ui , if u /∈ Γˆdi−1(v,Ui) then PIi (v ∈ Γˆdi−1(u,Ui), u ∈ Ii) = 0. However, if u ∈ Ui ∩
Γˆdi−1(v,Ui) then PIi (v ∈ Γˆdi−1(u,Ui), u ∈ Ii) = PIi (u ∈ Ii) = pi .
For each vertex u ∈ Ui , let Y(u) be the indicator random variable of the event E(u) = {v ∈ Γˆdi−1(u,Ui), u ∈ Ii}.
Note that for each u ∈ Ui ∩ Γˆdi−1(v,Ui), EIi (Y (u)) = PIi (E(u)) = pi . Let Y be the random variable that counts the
number of vertices u ∈ Γˆdi−1(v,Ui) such that u ∈ Ii . By linearity of expectation,
EIi (Y ) =
∑
u∈Γˆdi−1 (v,Ui)
E
(
Y(u)
)= pi · ∣∣Γˆdi−1(v,Ui)∣∣ pi · n1− i−1κ , (A.3)
and the last inequality holds with probability at least 1 − 1
nA
′ on the choice of I1, I2, . . . , Ii−1, by Lemma A.3. (In the
case i = 1 this inequality holds with probability 1 since the right-hand side in this case is pi · n.)
Consider n′ = n1− i−1κ identical independent indicator random variables Y ′1, Y ′2, . . . , Y ′n′ , each accepting value 1
with probability pi . Assume that these random variables are defined in the same sample space as the random variables
Y(u) for vertices u ∈ Γˆd (u,Ui). Let Y ′ = ∑n′ Y ′. Note that if n1−i/κ < A · logn then pi = 1, and PIi (Y ′ >i−1 =1 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 = n′ = n1−(i−1)/κ < A · logn · n1/κ with probability 1. Otherwise, if
n1−i/κ A · logn then EIi (Y ′) = A · logn · n1/κ . By Chernoff’s bound,
PIi
(
Y ′ > 2 ·A · logn · n1/κ) PIi (∣∣Y ′ − E(Y ′)∣∣> E(Y ′))< 2 · e−c·E(Y ′) = O
(
1
nc·A·log e
)
.
Since in the case that n1−i/κ < A · logn, PIi (Y ′ > 2 ·A · logn ·n1/κ) = 0, it follows that the upper bound of O( 1nc·A·log e )
on this probability applies in both cases.
Since the random variable Y ′ stochastically dominates the random variable Y , it follows that
PIi
(
Y > 2 ·A · logn · n1/κ)= O
(
1
nc·A·log e
)
(A.4)
as well.
Recall that inequality (A.3) holds with probability at least 1 − 1
nA
′ on the choice of I1, I2, . . . , Ii−1, and, thus, the
same applies to inequality (A.4). By Bayes formula,
PI1,...,Ii
(
Y > 2 ·A · logn · n1/κ)
= P(Y > 2 ·A · logn · n1/κ | ∣∣Γˆdi−1(u,Ui)∣∣< n1−((i−1)/κ)) · P(∣∣Γˆdi−1(u,Ui)∣∣< n1−((i−1)/κ))
+ P(Y > 2 ·A · logn · n1/κ | ∣∣Γˆdi−1(u,Ui)∣∣ n1−((i−1)/κ)) · P(∣∣Γˆdi−1(u,Ui)∣∣ n1−((i−1)/κ))
= O
(
1
nc·A log e
+ 1
nA
′
)
.
Hence, PI1,...,Ii (Y > 2 ·A · logn · n1/κ) = O( 1nA′′+1 ).
The vertex v was fixed throughout the discussion above. Next, for every vertex v ∈ V , let Yv denote the random
variable that counts the number of clusters of the subcover Ci that contain v. We have shown that for every vertex
v ∈ V ,
PI1,...,Ii
(
Yv > 2 ·A · logn · n1/κ)= O
(
1
nA
′′+1
)
.
Hence, by union-bound,
PI1,...,Ii
(∃v ∈ V, Y v > 2 ·A · logn · n1/κ)∑
v∈V
P
(
Yv > 2 ·A · logn · n1/κ)= O(1/nA′′).
Finally, it follows that
PI1,...,Ii
(∀v ∈ V, Y v  2 ·A · logn · n1/κ)= 1 −O(1/nA′′),
as required. 
Corollary A.6. With probability at least 1 −O( logn
nA
′′ ), for every vertex v ∈ V ,
∣∣{Cˆ ∈ C | v ∈ Cˆ}∣∣ 2 ·A · κ · logn · n1/κ .
Proof. By Lemma A.5, for i = 1,2, . . . , κ ,
P
(∣∣{Cˆ ∈ Ci | v ∈ Cˆ}∣∣> 2A · logn · n1/κ)= O(1/nA′′).
By union-bound,
P
(∃i = 1,2, . . . , κ, ∣∣{Cˆ ∈ Ci | v ∈ Cˆ}∣∣> 2A · logn · n1/κ)= O
(
κ
nA
′′
)
= O
(
logn
nA
′′
)
.
The assertion follows. 
Lemma A.7. The running time of Protocol COVER is O(κ2 · logn · n1/κ ·W) with probability at least 1 −O( log2 n′′ ).nA
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rounds. Indeed, on each phase the BFS explorations are of depth at most 2κW . By Lemma A.5, on a single phase
with high probability each edge is explored by at most 4A · n1/κ logn explorations (since each of the endpoints of the
edge is reached by at most 2A · n1/κ logn explorations). Hence, the total running time of all the BFS explorations on
a single phase is 8A · κ logn · n1/κ ·W . The lemma follows. 
We are now ready to derive the main result of this section. To state it, we need the notion of communication
efficiency measure of a protocol. The latter is just the overall number of messages that are sent throughout its execution.
Theorem A.8. For κ = 1,2, . . . , with high probability over its coin tosses, Protocol COVER constructs (κ,W)-
neighborhood cover in time O(κ2 · n1/κ · logn · W) and using O(|E| · κ · n1/κ · logn) communication. The result
applies to the CONGEST model.
Proof. Set A to be a constant that is sufficiently large to guarantee that A′′(A) 10. The constructed cover C is (with
high probability) a (κ,W)-neighborhood cover by Lemmas A.1, A.2, Corollary A.6, and since all the clusters in C
are of diameter O(κW). The running time of Protocol COVER is (with high probability) O(κ2 · logn · n1/κ · W), by
Lemma A.7. By Lemma A.5, on each phase of the protocol each edge is explored O(n1/κ logn) times. Hence, the
communication complexity of each phase is O(|E|n1/κ · logn), and altogether O(|E|n1/κ · κ · logn). 
The result of Theorem A.8 should be compared with the previously best-known distributed protocol for construct-
ing (κ,W)-neighborhood covers in the CONGEST model due to [4]. The latter protocol constructs covers with
similar properties in time O(κ2 · n1+1/κ ) and using O(|E| + n1+1/κ · κ2) communication. Note that the running time
of our protocol is drastically better (by a factor of roughly n/W ) than that of [4], while the communication complexity
of our protocol is only marginally worse than that of [4].
As was already mentioned, the improved running time of our protocol enables us to use neighborhood covers for
constructing MST efficiently. Constructing spanners may serve as another example of an application of our improved
protocol for constructing neighborhood covers. Given a graph G, a subgraph G′ is a κ-spanner of G, if for every
pair of vertices u,w ∈ V , distG′(u,w) κ · distG(u,w). Currently, the best-known distributed construction of O(κ)-
spanners for unweighted graphs with O˜(n1+1/κ ) edges is due to [4] as well, and their protocol has running time
O(min{logn,κ2} · n1+1/κ) and uses O(|E| + n1/κ min{logn,κ2}) communication (for weighted graphs all the upper
bounds above should be multiplied by logωmax, where ωmax = max{ω(e) | e ∈ E}). It is a simple observation that for
an unweighted graph G, the union of spanning trees of the clusters of a (κ,1)-neighborhood cover for G forms an
O(κ)-spanner with O˜(n1+1/κ ) edges. Therefore, our result (Theorem A.8) on constructing (κ,W)-covers gives rise
to a protocol for constructing sparse κ-spanners for unweighted graphs with drastically improved running time (and
with communication complexity which is only marginally worse than the optimal one). Formally,
Corollary A.9. For κ = 1,2, . . . , with high probability over its coin tosses, Protocol COVER, when invoked with
parameters (κ,W = 1) on an unweighted graph G, constructs an O(κ)-spanner of G with O(κ2 · logn · n1+1/κ )
edges in time O(κ · logn · n1/κ) and using O(|E| · n1/κ · logn) communication. The result applies to the CONGEST
model.
This result readily generalizes to weighted graphs, but the size of the obtained spanner, the running time of the
protocol and its communication complexity, all grow by a factor of logωmax.
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