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Fig. 2. Sketh of our diusion model.3.1 The jug of the DanaidesThe diusion sheme that we propose an apply to an arbitrary number ofparts, but for the sake of larity we will desribe it in the ontext of graphbipartitioning, that is, with two parts only. We model the graph to bipartitionin the following way, depited in Figure 2. Nodes are represented as barrels ofinnite apaity, whih leak suh that one unit of liquid at most drips per unitof time. When graph verties are weighted, always with integer weights, themaximum quantity of liquid to be lost per unit of time is equal to the weight ofthe vertex. Graph edges are modeled by pipes of setion equal to their weight.In both parts, a soure vertex is hosen, to whih a soure pipe is onneted,whih ows in |V |
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while (number of passes to do) {reset ontents of new array to 0;
old[s0]← old[s0]− |V |/2; /* Refill soure barrels */
old[s1]← old[s1] + |V |/2;for (all verties v in graph) {
c← old[v]; /* Get ontents of barrel */if (|c| > weight[v]) { /* If not all ontents have leaked */




weight[e]; /* Sum weights of all adjaent edges */for (all edges e = (v, v′)) { /* For all edges adjaent to v */
f ← c ∗ weight[e]/σ; /* Fration to be spread to v' */
new[v′]← new[v′] + f ; /* Aumulate spreaded ontributions */}}}swap old and new arrays;}Fig. 3. Sketh of the jug-of-the-Danaides diusion algorithm. Soth, represented aspositive quantities, ows from the soure of part 1, while anti-soth, represented asnegative quantities, ows from the soure of part 0. For eah step, the urrent and newontents of every vertex are stored in arrays old and new, respetively.the ut. In fat, unlike all of the algorithms presented in the previous setion, ourmethod privileges load balaning over ut minimization. For this latter riterion,we rely on an additional feature of our sheme, as explained below.3.2 Band graphs in a multi-level shemeOur diusion algorithm, as suh, presents two weaknesses: nothing is said aboutthe seletion of the seed verties, and performing suh iterations over all ofthe graphs verties is very expensive ompared to loal optimization algorithmswhih only onsider verties in the immediate viinity of the frontiers.To address these two problems onurrently, we use a method we have de-veloped in [1℄, illustrated in Figure 4. It onsists in using a multi-level shemein whih renement algorithms are not applied to the full graphs but to bandgraphs that ontain verties that are at most at some small distane, typially






































Table 1. Desription of the test graphs that we use, whih all relate to 3D problems,exept thread. |V | and |E| are the vertex and edge ardinalities, in thousands.Graph Size (×103) Average
|V | |E| degreealtr4 26 163 12.50audikw1 944 38354 81.28auto 449 3315 14.77bmw32 227 5531 48.65body 45 164 7.26braket 63 367 11.71
Graph Size (×103) Average



















Table 2. Evolution of the ut size (∆Cut), of the load imbalane ratio (∆MaCut)and of the maximum diameter of the parts (∆MDi) produed by various partitioningheuristis with respet to the RMF strategy, averaged over all test graphs and numbersof parts. Figures below partitioning strategy names indiate the number of diusionsteps performed.Method RMBD RMBDF RMBaDF500 200 100 40 500 40 40
∆Cut (%) +19.51 +20.01 +18.15 +21.49 +2.26 +3.10 -3.17
∆MaCut (%) +0.58 +1.12 +1.80 +9.76 -0.95 -0.29 -0.21
∆MDi (%) +3.86 +1.92 +4.69 +5.43 +2.26 +3.10 -3.24
∆Time (×) 21.31 9.33 5.33 2.93 21.47 2.99 3.07
When performing 100 diusion steps, the averageMaCut value for RMBD is






































a. RMF. b. RMBD. . RMBaDF.Fig. 5. Partition of graph altr4 into 8 parts using three dierent strategies. The seg-mented frontiers produed by FM-like algorithms are learly evidened in Figure a.RMBD produes the smoothest boundaries, as shown in Figure b. RMBaDF takes thebest of both worlds, in Figure 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