Fill and Holst conjectured for the move-to-front rule that the probability that the search time is greater than c will be Schur concave in the stationary distribution for any value of c. This paper disproves the conjecture but proves some conclusions that would be implied by the conjecture.
Introduction
In 2], Fill and Holst considered the move-to-front rule for selforganizing lists. In this list, there are n objects, and object number i has a selection probability p i > 0 such that P n i=1 p i = 1. In the discrete version, an object is selected from the list every unit of time; in the continuous version, an object is selected from the list at times determined by a Poisson process with parameter 1. In either case, the object is selected according to its selection probability and independently of earlier selections, and the selected object is moved to the top of the list. The discrete version gives a Markov chain on the orderings of the list (which can be viewed as the symmetric group S n ) while the continuous version gives a Markov process on these orderings. In either case, the stationary distribution is given by P( (1) We de ne the search cost to be the number of objects above the selected object. Let S(1) be a random variable representing the search cost of the move-to-front rule where the initial distribution of the objects is determined according to the stationary distribution of the Markov chain or process. As in 2], the convention is that S(1) is 0 if the selected object is on top of the list. Considering computer science applications, Fill and Holst 2] note a connection between the event S(1) c and a cache fault if the size of the cache is c. E(S(1)) is a symmetric function of p 1 ; : : : ; p n , and Fill and Holst 2] prove the Schur concavity of E(S(1)). Marshall and Olkin 4] have an extensive discussion of Schur convexity and concavity. For our purposes, it will su ce to note that a symmetric function de ned on the subset of R n such that all coordinates are positive and sum to 1 will be Schur convex (respectively Schur concave) if the (x 1 ; s ? x 1 ; x 3 ; : : :; x n ) is non-decreasing (respectively nonincreasing) for x 1 s=2 for each xed s; x 3 ; : : :; x n . P(S(1) c) is also a symmetric function of p 1 ; : : :; p n for each value c, and in a remark, Fill and Holst 2] conjecture that P(S(1) c) is also Schur concave.
For some values of c, the conjecture holds. In particular, we can show Theorem 1 P(S(1) c) is Schur concave if c 2 f1; 2; 3g.
However, we will show Theorem 2 P(S(1) c) is not Schur concave if c = 4 and n = 5.
Theorem 2 disproves the conjecture of Fill and Holst. The following theorem, which would be a corollary of the conjecture, still holds.
Theorem 3 For any c and any n, the maximum of P(S(1) c) occurs when p i = 1=n for i = 1; : : : ; n.
2 Conjecture for c = 1 and c = 2
In this section, we shall prove Theorem 1 in the case c = 1 and c = 2. The case c = 3 is tedious and deferred to an appendix. The cases c = 1 and c = 2 are relatively straightforward, and Fill 1] believes he showed these cases in unpublished work exploring the conjecture.
The case c = 1 is equivalent to showing that P(S(1) = 0) is Schur convex. We assume p 1 p 2 : : : p n . Note that P(S(1) = 0) = P n i=1 p 2 i since the probability that the ith object is on top in the stationary distribution is p i .
Suppose i > j and 0 < < p j . we get the Schur convexity of P(S(1) = 0). Showing that P(S(1) 2) is Schur concave is equivalent to showing that P(S(1) 1) is Schur convex. Again we assume that p 1 p 2 : : : p n .
Observe that
Note that the probability (in the stationary distribution) of having the top two objects being objects j and i (in that order) is p j (p i =(1? p j )), and the expression for P(S(1) = 1) follows. Putting all the terms together gives us the fact that P(S (1) 1) is Schur convex. Note that x = 0 gives a local minimum here as well.
Proof of Where P (S(1) c) is Maximized
In this section, we prove Theorem 3. Without loss of generality, we may suppose c 2 f0; 1; : : : ; ng. Recall that the convention is that S(1) is 0 is the top object is chosen. Thus S(1) c precisely when an object not in the top c objects is picked. Suppose each of the n objects is equally likely to be picked. Then the probability the object is not in the top c objects is (n ? c)=n
1 n n ? c n = n ? c n : Now suppose the probability of picking each of the n objects is p 1 ; p 2 ; : : :; p n (in order) with p 1 p 2 : : : p n > 0 and P n i=1 p i = 1. Let e i be the probability in the stationary distribution that object i is not in the top c objects. Note that e i may depend on all of p 1 ; p 2 ; : : :; p n as well as the choice of c. Proof: This statement is trivial if c = 0 (and hence e 1 = e 2 = : : : = e n = 1) or c = n (and hence e 1 = e 2 = : : : = e n = 0). Otherwise let's examine states in the stationary distribution and see which states are counted in e i and e j with i j.
If objects i and j are both in the top c objects in a given state, then this state contributes to neither e i nor e j .
If neither object i nor object j is in the top c objects in a given state, then this state contributes to both e i and e j .
If exactly one of objects i and j is in the top c objects in a given state, then consider this state with the corresponding state where objects i and j are switched but the remaining objects are left alone. Suppose objects i and j are in the`th and mth positions (not necessarily respectively) with` c < m. If Note that this state is counted in e j but not e i . If object i is in the mth position and object j is in the`th position, then the probability of this state is similar except that the p i 's and p j 's are interchanged. Note that this state is counted in e i but not e j .
Note that the numerators for both states multiply to the same quantity. Some terms in the denominator may be smaller when i is in the`th position than when j is in the`th position (since p i p j ) while the remaining terms are equal. Thus the probability of the rst state (where i is in the`th position) is at least as large as the probability of the second state (where j is in the`th position). Summing over all pairs of corresponding states gives us e j e i . 2
Note that this lemma may be adapted to other rules. For exam-ple, if one uses the move ahead one rule (where the chosen object is moved up one in the list except when the chosen object is already on top in which case the object stays at the top), then the probability of getting a permutation in the stationary distribution can be shown (via an elementary Markov chain argument) to be proportional to p n?1 . If p i p j and`< m, note that p n?ì p n?m j p n?m i p n?j . This inequality can be used to prove Lemma 5 adapted for this rule. Thus if we can show that P n i=1 i i 0, then we'll be done with the proof of Theorem 3. Proposition 6 does so. Proof: Observe that if is a random permutation of S n , then the expected value of P n i=1 (i) i is 0 since the 's sum to 0. The sum P n i=1 (i) i can be viewed as the inner product of a permuted -vector with a vector. To get the smallest inner product possible with these permutations, make one vector's coordinates increase (or stay the same) from left to right while the other vector's coordinates decrease (or stay the same) from left to right. This is given by P n i=1 i i . This smallest inner product must be non-positive since the expected value of all such inner products is 0.
5 Questions for Further Study
It seems reasonable to believe that the conjecture of Fill and Holst will also fail for larger values of c beyond those considered here, but a formal proof is not yet known.
Another question possibly worth exploring is the extent to which Schur concavity and Schur convexity fails. Figure 2 illustrated part of failure, but the the local maxima in the gure were only a few percent larger than the local minima at x = 0. In particular, let's consider f(p 1 )=f(p 2 ) where f(p) is P(S(1) c) with probabilities determined byp. What is the maximum of f(p 1 )=f(p 2 ) over allp 1 andp 2 such that any non-negative Schur concave function g has g(p 1 ) g(p 2 )? Is there a bound on this maximum which works uniformly for all c? If so, what is the bound? If not, does each value of c have bound on this maximum?
Another question possibly worth exploring is to see if there are real life examples where this lack of Schur concavity has a practical impact in slowing down a cache unexpectedly.
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A Appendix
In this appendix, we prove Theorem 1 in the case c = 3. This is equivalent to proving that P(S (1) 2) Suppose we alter the selection probabilities to p i 1 + and p i 2 ? where 0 < < p i 2 . How does this a ect the various terms?
In the table in Table 1 , we split the terms into cases. Y means the object is one of i 1 or i 2 , N means the object is not one of i 1 or i 2 , and A means the object is not considered in this term. (No A's means the term is in the sum over i, j, k distinct. One A will be for object k and means the term is in the sum over i and j distinct. Two A's will be for objects j and k and means the term is in the sum over i alone.)
Note that terms with no Y's are not a ected by changing the selection probabilities for objects i 1 and i 2 . Some cases combine several kinds of terms, and we will later combine cases 5 and 6. Note that cases 1, 2, and 3 are empty if there are precisely three objects. Let us examine the terms in the two main pairs of parentheses in the preceding expression. Since > 0 and p i 1 p i 2 , the term in the rst set is non-negative. By considering derivatives and using the facts that 0 < 1?p i 1 1?p i 2 and 0 < 1?p j ?p i 1 1?p j ?p i 2 , we can show that the term in the second parentheses increases as increases above 0. Thus the terms in case 1 will be larger for positive than for = 0. Let us consider the terms inside the two main pairs of parentheses in the preceding expression. By a derivative argument, one can show the terms inside the rst pair of parentheses increases as increases above 0 while the terms in the second pair of parentheses are positive. Thus the terms in case 2 will be larger for positive than for = 0.
Case 3: Fix j and k. Consider when i = i 1 and i = i 2 . These terms give us
By arguments analogous to that for c = 1 and P(S(1) = 0), we conclude this expression will be larger for positive than for = 0. is non-negative, and the term in the last pair of parentheses increases as increases above 0. Thus the terms in the combined cases 5 and 6 are either constant (if there are precisely three objects) or increase with above 0 (if there are more than three objects).
Combining all six cases over all choices for the xed objects gives us that P(S (1) 2) 
