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Summary
Light-matter interaction is a key technology for many scientific experiments and
industrial applications. Efficiency improvements in the free space coupling between
light and matter could enable new technological applications or new high-precision
experiments. One particular experiment benefiting from this progress will be the
experimental demonstration of the time-reversibility of the spontaneous emission
process.
In this work, a highly efficient light-matter interface is demonstrated that is based
on a 4pi parabolic mirror focusing light onto a single, trapped ion. A quantitative
model to simulate the coupling efficiency is established that considers the primary
experimental parameters. The quantitative model is verified by measuring the free
space coupling efficiency and the effective focal intensity distribution in the experi-
ment. The achieved value of the coupling efficiency to one of the ion’s linear dipole
transitions amounts to G = 13.7 ± 1.4 % and is thus among the highest values
ever measured so far. Based on the quantitative model, technical limitations of the
interface are determined.
In the second part of this work, the most relevant technical limitation for G is subject
of further investigations, the wavefront aberrations due to form-figure errors of the
parabolic mirror. Different concepts of aberration correction based on phase conju-
gation are described and are experimentally reviewed. Among the technologies for
aberration correction are: A continuous membrane deformable mirror, a phase-only
spatial light modulator, a binary lithographic computer generated hologram, and a
correction phase plate manufactured with magnetorheological finishing, respectively.
The different concepts are evaluated concerning their Strehl ratio correction quality
and their relevance for experiments based on 4pi focusing.
To demonstrate the potential impact of the 4pi parabolic mirror on technical appli-
cations, two applications are experimentally demonstrated: Firstly, the phase-shift
imprinted on a weak coherent laser beam by the single ion is measured. Secondly,
single particle tracking with an accuracy in the nanometer regime for all spatial di-
rections is realized. The latter utilization of the 4pi parabolic mirror has the potential
to significantly impact some of today’s super-resolution light-microscopes.
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Zusammenfassung
Licht-Materie Wechselwirkung ist eine Schlüsseltechnologie für zahlreiche wissen-
schaftliche Experimente und industriell genutzte Anwendungen. Fortschritte in der
Kopplungseffizienz zwischen Licht und Materie könnten neue technische Anwendun-
gen und neuartige Hochpräzisionsexperimente ermöglichen. Im Speziellen könnte
die Umkehrbarkeit der spontanen Emission experimentell demonstriert werden.
In dieser Arbeit wird deshalb ein optischer Aufbau realisiert, welcher einen 4pi
Parabolspiegel nutzt, um hocheffiziente Licht-Materie Wechselwirkung im Freiraum
zu erzielen. Ein quantitatives Modell wird erarbeitet, welches die Kopplungsef-
fizienz mithilfe der dominierenden experimentellen Parameter simuliert. Das Modell
wird verifiziert, indem die Kopplungseffizienz und die fokale Intensitätsverteilung
im optischen Aufbau gemessen werden. Der dabei erzielte Wert der Freiraum-
Kopplungseffizienz von 13.7±1.4 % ist unter den höchsten bisher realisierten Werten
einzuordnen. Basierend auf dem quantitativen Modell werden die technischen Lim-
itationen des Aufbaus identifiziert.
Danach werden im zweiten Teil dieser Arbeit die Wellenfrontaberrationen, welche
durch die Formabweichungen des Parabolspiegels hervorgerufen werden, genauer un-
tersucht. Sie stellen eine Limitation der experimentell erzielten Wechselwirkungsef-
fizienz dar. Daher werden verschiedene Konzepte zur Wellenfrontkorrektur durch
Phasenkonjugation präsentiert und realisiert. Zu den Technologien, die zur Wellen-
frontkorrekur eingesetzt werden, gehören: Ein deformierbarer Spiegel mit kontinuier-
licher Membran, ein räumlicher Phasenmodulator, ein binäres lithographisch gefer-
tigtes computergeneriertes Hologramm und eine Phasenplatte, welche mittels Ma-
gnetorheologischen Polierens hergestellt ist. Alle Konzepte werden auf ihr Potential
zur Korrektur der Strehl-Zahl und ihre Relevanz in 4pi Aufbauten untersucht.
Um die experimentell-technologische Signifikanz des 4pi Parabolspiegels aufzuzeigen,
werden zwei Anwendungen experimentell umgesetzt: Erstens wird die Phasenver-
schiebung eines schwachen, kohärenten Laserstrahls durch das einzelne Ion gemessen.
Zweitens wird die Position des einzelnen Emitters mithilfe des 4pi Parabolspiegels
entlang aller drei räumlichen Dimensionen mit einer Auflösung im Bereich weniger
Nanometer bestimmt. Die letztgenannte Anwendung besitzt das Potential, die
technische Komplexität mancher der heutzutage wichtigsten Techniken der hoch-
auflösenden optischen Mikroskopie wesentlich zu reduzieren.
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Einfachheit ist die höchste Form der Raffinesse.
Simplicity is the highest form of sophistication.
La semplicità è la suprema sofisticazione.
(Leonardo da Vinci)
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Introduction
Motivation
The aim of this thesis is to increase the light-matter coupling efficiency in the 4pi
Photon Atom Coupling (4piPAC) experiment [1, 2, 3] which itself aims to enable new
types of high precision experiments in quantum optics. As a first step, the coupling
efficiency that is present in the experiment is characterized based on the method
presented in [4] to identify the most significant reasons for coupling efficiency re-
duction. As a second step, ways to improve the most dominant technical limitation,
wavefront aberrations of the focused laser beam, are experimentally investigated.
Optical systems incorporating a lens-based high numerical aperture (NA) objective
enable tight focusing of a light beam, such as a collimated laser beam. If the optical
system’s quality is high, the focal spot size may only be limited by the diffraction of
the light beam at the aperture of the objective, i.e. by the amount of solid angle from
the half hemisphere that is used for focusing. The larger this amount of solid angle,
the smaller the lateral1 extent of the focal spot. If the whole half-hemisphere is
covered by the focusing element, the focal spot’s lateral full width at half maximum
∆x approaches ∆x = λ/(2n) with λ denoting the wavelength of light in vacuum and
n denoting the refractive index of the surrounding medium. This effect is nowadays
well known and was first described by the German physicist Ernst Karl Abbe in the
19th century [5].
Lens-based optical systems with a single high NA objective are intrinsically limited
by their transmissive nature and cannot cover more than the solid angle of one half
hemisphere for focusing. This limitation for high NA focusing creates a focal spot
that is elongated along the axial2 direction (see for example [6]). More complex con-
cepts based on two opposing high NA objectives have been realized that circumvent
this limitation. The additional solid angle covered by the second high NA objective
changes the focal spot size mostly along the axial direction and thus creates a more
isotropic focal spot. The concept of focusing light from both half hemispheres in
a so called 4pi configuration was first realized by Hell and Stelzer [6] as a confocal
fluorescence microscope. By combining 4pi focusing with high resolution imaging
techniques, such as stimulated emission depletion (STED) microscopy (see for ex-
ample [7] and citations therein), an axial resolution of about λ/23 has been achieved
[8]. Lens-based 4pi focusing systems rely on a precise coalignment of both objective
lenses which can be technically challenging [9]. Furthermore, chromatic aberrations
have to be corrected to a high degree if the 4pi system is used in a multi-wavelength
microscope, such as a STED microscope.
1The lateral extent denotes the extent in the plane orthogonal to the optical axis.
2The axial direction denotes the direction along the the optical axis.
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4pi focusing based on a monolithic 4pi parabolic mirror (4pi-PM)3 [1] does not exhibit
the challenging mechanical stability requirements of lens-based 4pi systems since
focusing is done by a single optical element. In addition, the mirror’s reflective
nature does not exhibit significant axial or lateral chromatic aberrations. Chromatic
effects are primarily seen in a change of reflectivity for different wavelengths. The
4pi-PM is therefore a promising candidate for enhancing today’s microscopy systems
that incorporate lens-based 4pi focusing [1].
The original motivation for the concept of a 4pi-PM was, however, not only to
improve lens-based focusing systems, but to enable the realization of a special light-
matter interface that couples light to a single atom with very high interaction prob-
ability [1, 2, 3]. A light-matter interface of this type might enable novel types of
high-precision measurements and new concepts of optical devices in a variety of
scientific fields. Two particular scientific fields that might benefit are quantum in-
formation processing and quantum communication [10]. One specific effect that
might be interesting in this context and scales with the light-matter coupling effi-
ciency is the phase shift of light scattered by a single atom [10, 11]. The incident
light creates an induced dipole moment in the particle that oscillates with a phase
delay relative to the incident field. Thus, the scattered photons also exhibit a phase
delay relative to the non-scattered photons. Scattered and non-scattered photons
interfere and create a global phase change that increases with increasing interaction
probability. A large phase shift imposed by a single particle may be interesting
for technical applications or for novel high precision experiments. One experiment
that was proposed together with the concept of a 4pi-PM is the absorption of a
single photon by a single two-level atom with close to unity interaction probability
[3, 10, 12, 13], i.e. a fundamental test of the reversibility of the spontaneous emission
process. Ideally, the experiment requires that the whole fraction of the solid angle
relevant for the particular dipole transition is covered by the focusing system. This
condition constitutes, inter alia, a prerequisite for a high coupling efficiency.
A high interaction probability to a single particle may not be required if collective
effects can be exploited (see for example [14, 15]). Collective effects do not rely on the
interaction between light and a single particle but rather on the interaction between
light and an ensemble of particles. Similarly, if a high interaction strength to a single
particle is required but free space interaction is not necessary, the particle can be
placed near a plasmonic antenna (see for example [16, 17, 18]) or inside a high finesse
cavity (see for example [19, 20, 21]) to enhance the coupling. Both ways of coupling
enhancement modify, however, the density of states of the electromagnetic field so
that they cannot be used for a fundamental test of the reversibility of the free-space
spontaneous emission process [10]. Collective effects and coupling enhancement by
plasmonic effects or high finesse cavities go beyond the scope of this work which
focuses on the realization, characterization, and optimization of a highly efficient
free space light-matter interface. This thesis addresses these problems from the
perspective of quantum optics and from the perspective of technical optics and
microscopy.
3The term deep parabolic mirror used in [1] and the term 4pi-PM are used equivalently.
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Scope
The work presented in this thesis contributes to the 4piPAC project in the research
group of Prof. Dr. Gerd Leuchs at the Friedrich-Alexander University Erlangen-
Nuremberg and the Max Planck Institute for the Science of Light in Erlangen.
The 4piPAC project was originally proposed in 2007 [1, 2, 3]. It is based on the
idea that a radially polarized donut mode4 can be transformed by a 4pi-PM into a
converging linear dipole mode. The conversion efficiency can be very high allowing to
conduct a fundamental test of the reversibility of the spontaneous emission process
[1, 3, 10, 12, 13, 23]. Besides the high conversion efficiency into a converging linear
dipole mode, a metallic parabolic mirror yields the advantage that it is electrically
conductive. This is a key feature because it allows to set the mirror to a constant
electrical potential and thus to use it as an electrode in a stylus like RF-ion trap
[24, 25]. The combined system of the 4pi-PM and stylus-like ion trap enables to focus
light and collect light from a single trapped ion from a large fraction of the solid angle
relevant for a dipole transition. Furthermore, many of the ion’s optical transitions
can be addressed since the reflectivity of the mirror can be high for a large spectral
range depending on the material of the reflecting surface. This is a valuable feature
since addressing UV and infrared transitions with the same lens-based high NA
objective is technically challenging due to absorption inside the glass of the lenses or
due to chromatic aberrations. Based on these significant technical advantages, the
original intention of the 4piPAC project therefore focuses on the combination of ion
trap and parabolic mirror. The concept of a highly efficient light-matter interface
is, however, of course not limited to this particular experiment [26].
Before the start of the work presented in this thesis, the stylus-like ion trap was
developed [24, 27] and combined with a parabolic mirror [25, 28, 27] that covers
94% [3] of the solid angle relevant for a linear dipole oscillating along the optical
axis of the mirror. An optical setup for trapping a single 174Yb+-ion was set up
[25, 28, 27] and a measurement scheme for probing the coupling efficiency to the
2S1/2 ↔ 2P1/2 linear dipole transition was established based on the saturation of
excitation [4]. Furthermore, an interferometric setup was utilized [29] to characterize
aberrations of the parabolic mirror originating from deviations from the parabolic
shape. In order to correct for the measured aberrations, the feasibility of the litho-
graphic manufacturing of a correction phase plate was investigated and a numerical
simulation program was developed for calculating the focal field distribution [30]. In
[4] resonantly scattered photons were used for detection and the wavelength of the
light used for detection and excitation were the same. To exclude the light used for
exciting the ion during the saturation measurement, the inner half of the parabolic
mirror was used for excitation and the outer half of the mirror was used for detection.
Therefore, the measurement was not exploiting the full potential of the mirror’s 4pi
focusing property. This deficiency is overcome in this thesis and the concept of
the coupling efficiency measurement presented in [4] is adapted to incorporate the
full solid angle for focusing. This is accomplished by including an additional op-
tical transition in the detection scheme, the 3D[3/2]1/2→ 2S1/2-transition with an
4The term radially polarized donut mode is used as synonym for the combination of the linearly
polarized TEM10 and TEM01 modes [22].
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emission wavelength of 297 nm. The emission wavelength of the 3D[3/2]1/2→ 2S1/2-
transition for detection differs from the excitation wavelength of 370 nm used to
drive the S0 ↔ P1-transition. This difference is exploited to separate the detection
light from the excitation laser light with a chromatic filter in order to use the full
solid angle for focusing.
In addition to the saturation experiment, the spectral separation of excitation and
detection light is also utilized to measure the focal intensity distribution inside the
4pi-PM. First measurements of this kind were already performed in [4, 31] using
the ion as a probe in an object scanning laser-scanning microscope. The resulting
intensity distribution did, however, not agree well with the simulated one. To inves-
tigate the disagreement, a quantitative model is established in this work that allows
to simulate the expected focal intensity distribution and the expected coupling ef-
ficiency. The model includes the numerically simulated focal intensity distribution
and the calculated extent of the ion’s probability density function in the steady state
of the laser cooling [32, 33]. It shows a close agreement between simulation and ex-
periment. Based upon this agreement major technical limitations are identified.
Among them are aberrations induced by the mirror’s imperfect form. To overcome
the coupling efficiency reduction due to aberrations, various strategies for aberra-
tion correction are investigated in this work. Each concept is tested in a proof of
concept study and the results for all concepts are discussed along various dimensions
such as correction quality, versatility, complexity of manufacturing, and availability.
These concepts for correction are developed particularly for an integration into the
light-matter interface of the 4piPAC experiment.
Besides the aim to improve the coupling efficiency in the 4piPAC experiment, the
potential of the 4pi-PM for technical applications is demonstrated in this thesis by
presenting two additional measurement concepts. Firstly, the phase shift imprinted
by the single ion onto a weak coherent beam is measured. Secondly, spatial local-
ization of the ion in the nanometer regime is realized incorporating the 4pi-PM and
a Shack-Hartmann wavefront sensor. Besides the descriptions of the measurement
concepts, proof of concept studies are conducted and the experimental results are
presented.
The experiments presented throughout this thesis are conceived and conducted
jointly in different scientific teams. For each measurement, the contributing scien-
tists are listed in the respective section of the text. Furthermore, the work presented
here builds upon previous works of current and former members of the Friedrich-
Alexander University Erlangen-Nuremberg and the Max Planck Institute for the
Science of Light in Erlangen. Therefore, the work has to be seen as a continua-
tion of a long-lasting research project with a key focus on the characterization and
improvement of optical aberrations in the 4piPAC experiment.
4
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Structure
The contents of the work presented here is divided into two parts which can be
read mostly independently: The first part focuses on the characterization of the
light-matter interface in the 4piPAC experiment. An introduction to the steady
state solution of the optical Bloch equations that describe the relevant S0 ↔ P1-
transition in 174Yb+ is presented. This background is required to understand the
principles of the coupling efficiency measurement that is conducted subsequently. A
quantitative model for a simulation of the coupling efficiency is introduced and used
to determine major technical limitations of the light-matter interface. At the end of
the first part, two (technical) applications of the 4pi-PM are presented: The phase
shift induced by the single ion onto a weak coherent beam and three-dimensional
single particle tracking with a resolution in the nanometer regime.
The second part addresses one of the dominant technical limitations, the aberra-
tions induced by the parabolic mirror. Firstly, a numerical optimization process
is presented that calculates an optimal target wavefront for a wavefront correcting
device with a finite number of degrees of freedom. Secondly, four optical systems are
presented and tested experimentally towards their potential for aberration correc-
tion in the 4piPAC experiment. These concepts include a lithographically produced
computer generated hologram (CGH), a phase only greyscale CGH imprinted by an
adaptive spatial light modulator (SLM), a correction phase plate manufactured with
magnetorheological finishing (MRF), and the implementation of a continuous mem-
brane deformable mirror (DM) in an adaptive optical system. The adaptive optical
system requires the implementation of a Shack-Hartmann wavefront sensor (SHS)
which is also presented alongside to the aberration correction systems. At the end
of part II, a discussion of the different strategies is presented and an outlook for
further improvements in the 4piPAC experiment is given.
5

Part I
Light-matter interface
7

1 Interaction of light with a single atom
This chapter discusses the interaction between a focused light field and a single
174Yb+ ion with the help of the semiclassical Optical Bloch equations. Furthermore,
a way is presented to include the effect of wavefront aberrations and the spatial
extent of the ion in the calculation of the coupling efficiency. This chapter provides
the theoretical basis for the subsequent chapters 2 and 3, in which the saturation
behavior of the ion is measured in order to determine the coupling efficiency and in
which the coupling efficiency is simulated.
1.1 Steady state solution of a driven 4-level system
In this section, the steady state solution of the upper level population of a driven 4-
level system with energy degenerate states is derived. This kind of degenerate 4-level
system corresponds to the excitation of the 2S1/2 ↔ 2P1/2 transition of 174Yb+ as
done in the experiment later on and in the case that no magnetic field and therefore
no Zeeman splitting is present.
The system that describes the interaction between the laser field and the atom is
treated in the semiclassical approximation, i.e. only the atom is quantized and the
laser field is treated classically. The semiclassical approximation is applicable as long
as the atom is driven by a standard laser beam which can be described by a coherent
state |α〉 [34] with large mean photon number N =
〈
α
∣∣∣N ∣∣∣α〉  1. In addition to
the semiclassical approximation, the size of the atom (with the characteristic length
scale of the Bohr radius a0 ≈ 5 · 10−11 m) is much smaller than the variation of the
electric field of the laser beam (with the characteristic length scale of an optical
wavelength λopt ≈ 10−7 m) so that this field can be considered to be the same for
all electrons of the atom which is positioned at x0, i.e. ~E(x, t) ≈ ~E(x0, t). Together
with this latter dipole approximation the electric field used in the experiment (see
chapter 2) is given by ~E(t) = E0 cos(ωLt)~ez, where ~ez denotes the unity vector along
the z-direction, i.e. the optical axis of the parabolic mirror (see figure 1.3).
Using the notation from figure 1.1 the Hamiltonian HA of the atom can be expressed
by
HA = ~ω1 |1〉 〈1|+ ~ω2 |2〉 〈2|+ ~ω3 |3〉 〈3|+ ~ω4 |4〉 〈4| (1.1)
with the atomic energy levels with eigenenergies Ei = ~ωi. Since some of these
energy levels are degenerate we have ω1 = ω3 and ω2 = ω4, respectively. Setting
ω1 = 0 and ω2 = ωA without loss of generality, equation 1.1 simplifies to
HA = ~ωA
(|2〉 〈2|+ |4〉 〈4|) . (1.2)
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|1〉
|2〉
|3〉
|4〉
γ14γ32
γ21 γ34ωLωL
Figure 1.1: Diagram of the degenerate 2S1/2 and 2P1/2 energy levels of
174Yb+ when the magnetic field at the position of the ion is negligible.
The quantization axis of the atom is set such that the applied field with
frequency ωL = ωA − ∆ only drives the pi-transitions |1〉 → |2〉 and
|3〉 → |4〉. The states |i〉 , i = 1, .., 4 correspond to the quantum numbers
|L, S, J,mJ〉 with |1〉 = |0, 12 , 12 ,−12〉, |2〉 = |1, 12 , 12 ,−12〉, |3〉 = |1, 12 , 12 ,+12〉,
and |4〉 = |1, 12 , 12 ,+12〉, respectively.
In matrix notation, equation 1.2 can be written as
HA = ~ωA

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1
 . (1.3)
In the dipole approximation, the interaction HamiltonianHint between the atom and
the incident laser field is determined by the electric dipole moment operator of the
atom ~d = e0 ~r such that Hint = −~d · ~E (e0 denotes the charge of the electron). With
the quantization axis of the atom parallel to the z-direction1, the field present in the
experiment is pi-polarized and can therefore only drive the pi-transitions |1〉 ↔ |2〉
and |3〉 ↔ |4〉, respectively (see figure 1.1). This condition is described by the ex-
pectation values
〈
i
∣∣∣ ~d · ~E ∣∣∣ j〉 = 〈j ∣∣∣ ~d · ~E ∣∣∣ i〉 = 0 for (i, j) = (4, 1), (2, 3), (3, 1), (2, 4)
and
〈
i
∣∣∣ ~d · ~E ∣∣∣ j〉 = 〈j ∣∣∣ ~d · ~E ∣∣∣ i〉 = dijE0 cos(ωLt) for (i, j) = (2, 1), (4, 3).
Taking into account the symmetry d21 = d43 and denoting the Rabi frequency by
ΩR = −d21E0/~, the interaction Hamiltonian can be written as
Hint = ~ΩR cos(ωLt) (|2〉 〈1|+ |1〉 〈2|+ |4〉 〈3|+ |3〉 〈4|) (1.4)
or in matrix notation in the energy eigenbasis with states |1〉, |2〉, |3〉, |4〉 ( see figure
1.1)
Hint = ~ΩR cos(ωLt)

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 . (1.5)
1The quantization axis can be chosen arbitrary. If the axis is, however, chosen such that it coin-
cides with the z-direction, i.e. the polarization direction, the complexity of the mathematical
description is reduced.
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Therefore, the total Hamiltonian H = HA + Hint of the atom interacting with a
coherent light field amounts to
H = ~

0 ΩR cos(ωLt) 0 0
ΩR cos(ωLt) ωA 0 0
0 0 0 ΩR cos(ωLt)
0 0 ΩR cos(ωLt) ωA
 . (1.6)
As a next step, the rotating wave approximation (see for example [35]) is used which
neglects fast oscillating terms in the Hamiltonian. Thus, if the reference system is
transformed into a frame that rotates with the frequency ωL, all frequencies ω are
substituted by ω − ωL and the Hamiltonian reduces to
H → ~

0 ΩR/2 0 0
ΩR/2 ∆ω 0 0
0 0 0 ΩR/2
0 0 ΩR/2 ∆ω
 (1.7)
with ∆ω = ωA − ωL. In general, the atom will be in a mixed quantum state which
has to be described by a density operator of the form
ρ =
∑
i
pi |Φi〉 〈Φi| , pi ∈ [0, 1],
∑
i
pi = 1 (1.8)
with the pure states2 |Φi〉.
The expectation value of an observable A is than given by 〈A〉 = Tr(ρA). The time
evolution of the density operator can be derived by inserting the Hamiltonian from
equation 1.7 into the von Neumann equation (see for example [36]):
∂ρ
∂t
= − i
~
[H, ρ] . (1.9)
The Hamiltonian in equation 1.7, however, only describes coherent absorption and
emission due to the driving laser field but it does not include the influence of spon-
taneous emission of photons from the excited atomic states. Spontaneous emission
is a non-unitary process and leads to a population transfer from the upper atomic
levels to the lower ones. It causes a change of the diagonal elements of ρ (population
transfer) and of the non-diagonal elements of ρ (decoherence). Additional dissipative
processes originating from non-radiative decay channels and additional dephasing
and decoherence due to a finite linewidth of a driving laser field, for example, can
further influence the time evolution of ρ. Neglecting these additional processes3,
the influence of spontaneous emission of photons can be incorporated into the time
evolution of the density matrix by including the Lindblad superoperator LD(ρ(t)) in
2A pure state |Φi〉 is represented by a linear combination of the orthonormal basis states |i〉:
|Φi〉 =
∑4
i=1 ci |i〉.
3For the experiment that will be presented in the following chapters, the decay rates can be
assumed to be dominated by spontaneous emission (lifetime τ = 1s19.6·2pi 106 ≈ 8.1 ns [37]).
Furthermore, additional dephasing due to a finite linewidth of the driving laser field can be
neglected since this linewidth is much smaller than 1τ .
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equation 1.9 (see [38, 39]). This yields the master equation (optical Bloch equations)
∂ρ
∂t
= − i
~
[H, ρ] + LD(ρ(t)) . (1.10)
As shown in figure 1.1, there are four spontaneous decay channels with decay rates
γ12, γ32, γ34, and γ14, respectively. The Lindblad superoperator LD is therefore given
by [39]
LD(ρ(t)) =
∑
m6=n
γmnL
P
mn(ρ(t))
LPmn(ρ(t)) =
1
2
(
[Vmnρ(t), V †mn] + [Vmn, ρ(t)V †mn]
)
Vmn = |m〉 〈n| , (m 6= n) . (1.11)
The spontaneous decay rates γmn depend on the specific quantum numbers (j, mj)
of the initial state |n〉, namely (jn, mn), the final state |m〉, namely (jm, mm), and
the polarization averaged spontaneous decay rate 1/τ , respectively. They are given
by [40]
γmn =
∑
q
(2jn + 1)
(
jm 1 jn
mm q −mn
)2 1
τ
=
γ12 = γ34 =
1
3
1
τ
γ14 = γ32 = 23
1
τ
. (1.12)
Expressing the operator Vmn in matrix notation (in the atomic energy eigenbasis)
and explicitly calculating LPmn and LD(ρ(t)) in equation 1.10 yields:
V12 =

0 1 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , V34 =

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0
 , V32 =

0 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
 , V14 =

0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0

LP12 =

ρ22 −ρ12/2 0 0
−ρ21/2 −ρ22 −ρ23/2 −ρ24/2
0 −ρ32/2 0 0
0 −ρ42/2 0 0
 , LP34 =

0 0 0 −ρ14/2
0 0 0 −ρ24/2
0 0 ρ44 −ρ34/2
−ρ41/2 −ρ42/2 −ρ43/2 −ρ44

LP32 =

0 −ρ12/2 0 0
−ρ21/2 −ρ22 −ρ23/2 −ρ24/2
0 −ρ32/2 ρ22 0
0 −ρ42/2 0 0
 , LP14 =

ρ44 0 0 −ρ14/2
0 0 0 −ρ24/2
0 0 0 −ρ34/2
−ρ41/2 −ρ42/2 −ρ43/2 −ρ44

LD(ρ(t)) =

( 1
τ
(ρ22 + 2 ρ44))/3 −( 1τ ρ12)/2 0 −( 1τ ρ14)/2−( 1
τ
ρ21)/2 − 1τ ρ22 −( 1τ ρ23)/2 − 1τ ρ24
0 −( 1
τ
ρ32)/2 ( 1τ (2 ρ22 + ρ44))/3 −( 1τ ρ34)/2−( 1
τ
ρ41)/2 − 1τ ρ42 −( 1τ ρ43)/2 − 1τ ρ44
 .
(1.13)
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The steady state solutions of the optical Bloch equations (see equation 1.10) are
derived by setting ∂ρ/∂t = 0 for each element of ρ. This yields a system of 16
linear equations. Together with the additional condition ∑4i=1 ρii = 1, the analytic
solution for ρ can be calculated with the script given in section A.1, for example.
This way we find
ρ =

4 ∆ω2+ΩR2+( 1τ )
2
8 ∆ω2+4 ΩR2+2 ( 1τ )
2 − ΩR (2 ∆ω−(
1
τ
) i)
8 ∆ω2+4 ΩR2+2 ( 1τ )
2 0 0
− ΩR (2 ∆ω+(
1
τ
) i)
8 ∆ω2+4 ΩR2+2 ( 1τ )
2
ΩR2
8 ∆ω2+4 ΩR2+2 ( 1τ )
2 0 0
0 0 4 ∆ω
2+ΩR2+( 1τ )
2
8 ∆ω2+4 ΩR2+2 ( 1τ )
2 − ΩR (2 ∆ω−(
1
τ
) i)
8 ∆ω2+4 ΩR2+2 ( 1τ )
2
0 0 − ΩR (2 ∆ω+(
1
τ
) i)
8 ∆ω2+4 ΩR2+2 ( 1τ )
2
ΩR2
8 ∆ω2+4 ΩR2+2 ( 1τ )
2

.
(1.14)
From equation 1.14, the upper state population ρup = ρ22 + ρ44 can be derived and
amounts to
ρup =
1
2
2Ω2Rτ 2
2Ω2Rτ 2 + (2∆ωτ)2 + 1
. (1.15)
In general, the Rabi frequency ΩR is calculated using the dipole matrix element for
the specific transition that is driven by the incoming laser field. For a pi-polarized
field between the levels a and b with quantum numbers (ja, mj,a) → (jb, mj,b), the
matrix element dab can be calculated using the Wigner 3-j symbols. Assuming L-S
coupling [40] and considering states of the 174Yb+-ion of the form
|1〉 = |L = 0, S = 1/2;mL = 0,mS = −1/2〉
|2〉 = |L = 1, S = 1/2;mL = 0,mS = −1/2〉
|3〉 = |L = 0, S = 1/2;mL = 0,mS = +1/2〉
|4〉 = |L = 1, S = 1/2;mL = 0,mS = +1/2〉 (1.16)
the corresponding moduli of the dipole matrix elements d12 = 〈1| ~d · ~e3 |2〉 and
d34 = 〈3| ~d · ~e3 |4〉 with |d12| = |d34| are smaller by a factor of (1/
√
3) in comparison
with the modulus of the dipole matrix element of a two-level system dtls12
|d12| = |d34| = 1√3
∣∣∣dtls12 ∣∣∣ (1.17)
which is of the form dtls12 = 〈L = 0,mL = 0| ~d · ~e3 |L = 1,mL = 0〉. The factor (1/
√
3)
is also present in the Rabi frequency ΩR since ΩR ∝ d12 is valid
Ω2R =
1
3(Ω
tls
R )2 . (1.18)
Inserting equation 1.18 into equation 1.15 and substituting the saturation parameter
S = 2(ΩtlsR τ)2 yields
ρup =
1
2
S/3
S/3 + (2∆ωτ)2 + 1
. (1.19)
13
1 Interaction of light with a single atom
Equation 1.19 is plotted in figure 1.2. For small values of S, the increase in ρup as a
function of S can be approximated to be linear. Furthermore, ρup shows a saturation
behavior for S →∞:
lim
S→∞
ρup = 1/2 . (1.20)
In contrast to equation 1.19 for 174Yb+, the upper level population ρtlsup for a 2-level
system is given by
ρtlsup =
1
2
S
S + (2∆ωτ)2 + 1
. (1.21)
It is obvious that the saturation parameter S in equation 1.21 for a two-level system
is replaced by S/3 in equation 1.19 for the degenerate four-level system present in
the 2S1/2 ↔ 2P1/2-transition of 174Yb+. Since S ∝ E20 , this decrease in saturation
parameter can be interpreted that only 1/3 of the electric field power couples to the
atom. The light-matter coupling efficiency is therefore reduced by this factor 1/3.
In order to measure the the upper level population as a function of incident laser
field power, it has been shown (see for example [4]) that S can be expressed by the
incident light power P in the linear dipole mode as
S = P
Psat
(1.22)
with the saturation power Psat. Psat corresponds to an upper level population ρup =
1/4 on resonance and is given by (see [4] and citations therein)
Psat =
~ω0 Γ
8 (1.23)
where ω0 denotes the transition’s frequency and Γ the transition’s linewidth, respec-
tively. For the 2S1/2 ↔ 2P1/2-transition of 174Yb+, Psat on resonance is calculated to
be [4]
Psat = 8.3 pW . (1.24)
1.2 Light-matter interaction using focused light
In the last section, the light-matter interaction of an 174Yb+-ion with a pi-polarized
light field was investigated. So far, only the physical processes that happen inside
the atom were subject to investigation. The internal level structure of the atom
plays an important role and can lead to a worsening of the coupling. Choosing the
right transition with a high coupling efficiency is therefore important for applications
that are restricted in the available light power. For such highly efficient applications,
one also has to think of how to concentrate all of the incoming light towards the
atom. The focusing geometry is therefore of vital importance. Therefore, in the
next section, the relation between coupling efficiency and focusing geometry will be
explained. In particular, the coupling efficiency of a 4pi parabolic mirror (4pi-PM)
as a focusing device will be derived and imperfections in the fabrication will be
14
1.2 Light-matter interaction using focused light
0 5 10 15 20 25 30 35 40 45 500
0.25
0.5
S
ρ
u
p
Figure 1.2: Upper level population ρup for a degenerated 4-level system (blue)
and a 2-level system (red) from the equations 1.19 and 1.21 with ∆ω = 0,
respectively.
included in a realistic model. This description is the basis for the experimental part
of this work, were a 4pi-PM is fabricated and the coupling efficiency is determined
experimentally.
There are three types of dipole transitions: The linear (pi), the left-hand circular
(σ−), and the right-hand circular (σ+) dipole transition, respectively. To determine
how strong an ingoing spherical wave will drive any of these dipole transitions, the
laser field has to be expanded into the corresponding multipole components. It has
been shown that using a multipole decomposition, the electric field amplitude Ed
that is relevant for driving the dipole transition d ∈ {pi, σ−, σ+} in the focal point
of a parabola can be written as [23]
Ed = −i
√
2P
λ
√
0c
√
Ωd ηd . (1.25)
In equation 1.25, P denotes the total electric power of the focused light field, ηd
denotes the overlap of the field mode with the dipole mode d, and Ωd denotes the
solid angle that is covered by the focusing device and weighted by the irradiance
pattern Dd, respectively. In addition, 0 denotes the vacuum permittivity and c
denotes the speed of light. The irradiance pattern Dd and the weighted solid angle
Ωd can be written in a spherical coordinate system4 with the azimuthal angle ϕ and
the polar angle ϑ (see figure 1.3) as [23]
Ωd =
∫
ϑ,ϕ
Dd(ϑ) sin(ϑ)dϑ dϕ
Dpi(ϑ) = sin(ϑ)2, Dσ±(ϑ) =
(
1 + cos(ϑ)2
)
/2 . (1.26)
4The origin of the spherical coordinate system is represented by the focal point and the zenith
direction is coaligned with the optical axis and points to the open end of the parabola.
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In a realistic scenario where an imperfect focusing device is used to concentrate the
light, two additional contributions have to be considered, namely light losses and
aberrations. Losses can, for example, be due to unwanted reflection, absorption,
or scattering processes inside the focusing device. Aberrations can be caused by
a deficient design of the optical system such that the system does not correct for
aberrations within the required precision. On the other hand, aberrations can also
be caused by the manufacturing or by the assembly of the involved optical elements
such that the fabrication or alignment precision is too inaccurate for the required
application. Aberrations will cause the focusing device to distribute the light not
as designed. For a focusing device that focuses all of the incident light into a single
focusing spot, the intensity I at the position of this spot will decrease due to the
aberrations. This decrease is denoted by the Strehl ratio S which describes how
diffraction limited a focusing system works. It can be calculated for a focusing sys-
tem by dividing its intensity in the focal point when the (real) system is affected
by aberrations Ireal by its ideal intensity I ideal in case of diffraction limited perfor-
mance when no aberrations affect the system: S = Ireal/I ideal. Since scattering and
aberrations decrease the light power P in equation 1.26 in first order linearly, two
factors,
√
Ld ∈ [0, 1] for scattering and
√
S ∈ [0, 1] for a finite Strehl ratio, can be
multiplied to the right side of equation 1.26 in order to derive an expression for the
total field amplitude Ereald that drives the dipole transition d = pi, σ± in a realistic
focusing device
Ereald = −i
√
2P
λ
√
0c
√
Ωd ηd
√
Ld
√
S . (1.27)
In order to build a focusing device that maximizes light-matter coupling efficiency,
it is mandatory to introduce a physical quantity that determines how well the light
field couples to a (pi, σ±) dipole transition of a single atom. Regarding the fact
that ρtlsup in equation 1.21 depends on the saturation parameter which is in turn
proportional to the absolute square of the electric field, it is reasonable to compare
|Ereald |2 in equation 1.27 of a realistic (imperfect) focusing device with Ωd ∈ [0, 8pi/3]
(finite solid angle coverage), ηd ∈ [0, 1] (finite mode overlap with the targeted dipole
transition), Ld ∈ [0, 1] (finite losses), and S ∈ [0, 1] (finite Strehl ratio) to |Eideald |2 of
an idealized focusing device with Ωd = 8pi/3, ηd = 1, Ld = 1, and S = 1, respectively.
These quantities are sufficient to define a coupling efficiency that incorporates all
required physical properties concerning the focusing device and the incident light
mode. Besides the optical setup, the trapping and cooling of the atom might,
however, influence the coupling efficiency.
In the experiments presented in this work, a specific light matter interface is used
which traps a single ion in a Stylus-like Paul trap [24]. While being trapped, the
ion is laser cooled to reduce its thermal energy. Nevertheless, the remaining finite
thermal energy has to be considered that causes a spread of the ion’s probability
density function Ψ(~x). As a result, the ion does not solely see the focal field at
the focus E0(~x = 0), but also a small region around the focal point. This effect of
finite temperature can mathematically be incorporated into the coupling efficiency
with a factor κ ∈ [0, 1] that compares the maximum value of the three-dimensional
convolution between the absolute square of the atomic wave packet and the focal
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intensity distribution to the intensity distribution without the influence of the ion’s
extent:
κ =
max~x
{
|Ψ|2 ∗ |Ereald |2
}
max~x
{
|Ereald |2
} (1.28)
The effective coupling efficiency G for the laser cooled, trapped ion can therefore be
expressed by:
G = κ
∣∣∣∣∣∣ E
real
d
Eideald
∣∣∣∣∣∣
2
= Ωd8pi/3 |ηd|
2 κLd S . (1.29)
1.3 4pi parabolic mirror
In the case of a 4pi-PM as shown in figure 1.3, the quantization axis of the dipole
may be chosen to coincide with the optical axis of the mirror and the integrals
in equation 1.26 thus range from 0 to 2pi for ϕ and from ϑ1 to ϑ2 for ϑ. The
function of a parabola facing upwards with the focal point being at (0, f) is given by
y(r) = r24·f . The parabolic mirror used in the experiment later on has a focal length
of f = 2.1mm, an outer front aperture of a = 20mm diameter, and an inner hole
with a diameter of h = 1.5mm, respectively. From simple geometric considerations
(see figure 1.3) and from the basic equation of a parabola it follows that
ϑ1 = arctan
 h/2
f − (h/2)24 f

≈ arctan 0.369 = 20.3◦
ϑ2 = 180◦ − arctan
 a/2(a/2)2
4 f − f

≈ 180◦ − arctan 1.020 = 134.4◦ . (1.30)
The maximum achievable solid angle coverage Ωd for a pi-polarized dipole transition,
that will be used later on, is calculated by inserting the results from equation 1.30
into equation 1.26. It amounts to
Ωd ≈ 2.5 pi = 0.94 · 8pi/3. (1.31)
An experimental setup that can adapt the incident light mode to the ideal pi−dipole
light mode to a high degree is presented in section 11. It is, however, technically
less complex to use a propagation invariant light mode, for example the radially
polarized donut mode [2] which is described by an amplitude profile of the electric
field
E(r) ∝ r e− r
2
w2 (1.32)
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∆ϑ
ϑ1
ϑ2
Figure 1.3: Schematic drawing of the parabolic mirror. Since the mirror is rota-
tionally symmetric around its optical axis, it covers a solid angle from ϑ1
to ϑ2 with ∆ϕ = 2pi.
with w describing the beam waist. As shown in [23], this mode can achieve a
mode overlap to the ideal pi−dipole mode of up to ηd = 0.982 for a beam waist of
w = 2.26 f . In conclusion, a coupling efficiency to a pi-transition of
G = 0.94 · 0.982 = 0.90 (1.33)
can be achieved with the finite solid angle coverage from equation 1.30 and the finite
mode overlap to an optimized radially polarized donut mode. This value is, however,
the maximum value that can only be achieved with a diffraction limited (S = 1)
and loss less (Ld = 1) 4pi-PM focusing light onto a point-like ion. An estimation
how aberrations and a spatial extent of the ion influences the coupling efficiency is
presented in chapter 3. In chapter 2, an aperture is inserted into the optical beam
path that blocks the outer half of the parabolic mirror (see figure 2.2). The expected
coupling efficiency calculated in equation 1.33 decreases to a value of 49% in this
scenario.
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In this chapter, an experimental setup is presented for measuring the coupling ef-
ficiency G (compare with equation 1.29) between a focused light field and a linear
dipole transition of a single trapped 174Yb+-ion. This value of the coupling effi-
ciency is used in chapter 3 to verify its simulation. As described in section 1.3, the
experiment uses a 4pi parabolic mirror (4pi-PM) to focus the light onto the ion.
2.1 Setup
The geometry of the parabolic mirror is, for example, described in detail in [1, 24]
and is chosen such that the covered solid angle is maximized under two technical
aspects: Firstly, three auxiliary holes have to be located at the vertex of the parabola
(see figure 2.1). Secondly, the front aperture should be compatible with standard 1
inch optics to reduce the overall costs of the experiment.
One backside hole is used to insert a stylus-like ion trap [24] into the parabolic mirror
such that an ion can be trapped in the focus of the mirror. The second backside
hole is needed for auxiliary laser beams that ionize, Doppler cool, and repump the
ion from a dark state (see figure 2.2). The third backside hole is used as a window
for a stream of neutral Yb-atoms that are emitted by a oven in front of the backside
hole. A detailed description of the backside holes and their geometries can be found
in [24, 27]. All holes together block a region around the vertex of the mirror that
is approximately 1.5mm in diameter. In order to minimize the solid angle that is
Laser beam
Ion trap
Atoms
Figure 2.1: Parabolic mirror with backside holes for the cooling beam, the ion
trap, and the beam of neutral 174Yb+-ions.
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blocked by the backside holes, a focal length of 2.1mm is chosen. Therefore, the
relevant solid angle for a pi-transition that is blocked by the holes is only 2.4 %.
To fit the size of standard 1 inch optics, a front aperture of 20mm is chosen. Due
to the finite aperture diameter, additional 3.6% of the relevant solid angle are not
used for focusing.
In the experiment, a radial polarized donut mode and not the ideal dipole mode is
used for focusing since it yields the advantage of being propagation invariant and
many experimental techniques exists to create this kind of light-field [22, 41, 42]. The
radial polarized donut mode is created with a segmented half-wave plate (SHWP)
that locally turns the polarization of an incoming linear polarized beam [41]. The
SHWP thereby creates a radially polarized donut mode but also higher order modes
that have to be filtered out by focusing the beam onto a spatial filter pinhole. The
pinhole size is adjusted such that only the donut mode propagates after the spatial
filtering. The propagating light mode is subsequently recollimated and focused
down with the 4pi-PM as described in section 1.3. In the mirror’s focal point, a
single 174Yb+-ion is trapped with the ion trap [24]. The ion trap itself is mounted
on a 3D piezo stage1 that can be moved in order to position the ion exactly in the
focal point. Further details of the ion trap are given in section A.2.
To trap a single 174Yb+-ion, a stream of neutral Yb atoms is emitted by a hot wire
coated with Yb foil (oven). The stream of atoms enters the parabolic mirror through
a backside hole (see figure 2.1) and is subsequently illuminated with laser beams
having a wavelength of 399 nm, 370 nm, and 935 nm, respectively. The laser beams
enter the mirror from another backside hole (see figure 2.2). The laser having a
wavelength of 399 nm is used to resonantly and isotope specifically excite the 6s2 1S0
- 6s6p 1P1 transition in neutral 174Yb. After the excitation, a second photon having a
wavelength of 370 nm is used to ionize the excited atom. Alternatively, a second 399
photon may also be able to ionize the excited atom since the ionization threshold is
lowered in presence of the strong electric field applied by the Paul trap. The whole
ionization scheme is described in [43, 44]. In order to allow stable trapping, the
174Yb+-ion is immediately laser cooled on the 2S1/2-2P1/2-transition2 (370 nm) to re-
duce its thermal temperature. The excited 2P1/2 level of 174Yb+ can decay back into
the 2S1/2 level (99.5% probability) or into the metastable 2D3/2 level (0.5% probabil-
ity) [45]. Therefore, the ion has to be repumped from the metastable 2D3/2 state. In
the experiment, this is done by exciting the 2D3/2-3D[3/2]1/2-transition with a laser
having a wavelength of 935 nm. From the 3D[3/2]1/2 state, the ion decays back into
the 2S1/2 state emitting a photon at a wavelength of 297 nm. The level scheme of
174Yb+ is shown in figure 2.3.
The emitted photons at a wavelength of 297 nm are outcoupled from the excitation
beam path by a pair of 50:50 beam splitters3. They are detected by a photon
counting photomultiplier tube (PMT)4 that is equipped with two dichroic clean-up
1(PIHera P-622K058, Physik Instrumente (PI) GmbH & Co. KG
2The resonance frequency of 369.53 nm [45] is rounded to 370 nm throughout this thesis.
3Two beam splitters are used which are rotated to reach other by 90◦ around the optical axis.
By using a pair of beam splitters, S- and P-polarized light is attenuated by the same amount
in the ingoing radial polarized donut beam.
4MP-942, PerkinElmer, Inc.
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Figure 2.2: Optical setup for measuring the coupling efficiency with a 4pi parabolic
mirror (4pi-PM) having the geometry that is described in chapter 1.3. In
some experiments, an aperture is inserted into the optical beam path. The
aperture exactly blocks the outer half of the mirror’s solid angle which
is used for focusing the excitation light. λ/2: Half-wave plate. AOM:
Acousto-optic modulator. BS: Non-polarizing beamsplitter. PBS: Polariz-
ing beamsplitter. PMT: Photon counting photomultiplier tube. SHWP:
Segmented half-wave plate.
filters5. Since the detection count rate increases in case of a successfully trapped ion,
the detection scheme allows to check whether the trapping process was successful or
not.
The frequency of the 370 nm laser can be fine tuned by an acousto-optic modula-
tor (AOM). Furthermore, the AOM allows to shutter the beam. To have a large
tuning range, the AOM is used in double pass configuration. In addition, the laser is
frequency stabilized by locking it to a passive optical cavity that is actively temper-
ature stabilized [46]. The laser with a frequency of 935 nm is also modulated by an
AOM in order to shutter it. Stabilization of the laser frequency is done by coupling
the laser into a scanning Fabry-Perot interferometer6 (wavemeter) together with a
software feedback loop. The wavemeter is also used to measure the frequency of
the laser having a wavelength of 399 nm. The adjustment of this particular laser
frequency is done manually at the laser controller since this laser is only used for
ionization and therefore long-time frequency stability is not needed. Shuttering of
this laser is done by a mechanical shutter.
Data acquisition is done by connecting the digital TTL output of the PMT to the
counter input of a PC data acquisition card7. Furthermore, the data acquisition
5FF01-292/27-25, Semrock, Inc.
6WS Ultimate, HighFinesse GmbH
7PCI-6259, National Instruments Germany GmbH
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Figure 2.3: Relevant energy levels of 174Yb+.
card controls the 3D piezo stage with the ion trap via its analog output ports and
shutters the laser beams by switching the radio frequency signals of the respective
AOMs on and off or by moving the mechanical shutter via a TTL signal.
The detection efficiency is measured using laser pulses of the excitation laser (370 nm)
and the repump laser (935 nm) each in a separate time frame. The scheme of the
setup is shown in figure 2.2 and the pulsing scheme is shown in figure 2.4. The laser
pulses are created by amplitude modulation using the respective AOMs for each of
the two lasers. The first pulse at a wavelength of 370 nm excites the 2S1/2-2P1/2 tran-
sition. The scattering rate of the excitation amounts to 1/τ in case of full saturation
where τ ≈ 8.1ns [37] presents the lifetime of the upper level. In 0.5 % of the upper
state’s decays, the ion does not decay back into the 2S1/2 ground state but into the
metastable 2D3/2 state. It therefore takes an average time span of about τ/0.005
to pump the ion from the 2S1/2 ground state into the metastable 2D3/2 state. The
decay time of the 2D3/2 state back into the 2S1/2 state is about 53ms (see [45, 37] and
citations therein). With a subsequent laser pulse having a wavelength of 935 nm,
the ion is further excited into the 3D[3/2]1/2 state from which it primarily decays
back into the 2S1/2 ground state emitting a photon with a wavelength of 297 nm.
The pulse lengths and intensities of the laser pulses are chosen such that any further
increase in intensity or pulse length does not increase the detection count rate of
the 297 nm photons any more. In particular, the pulse lengths are 30µs long and
therefore much longer than τ/0.005 = 1.6µs. Furthermore, the time span from the
beginning of the 370 nm pulse until the end of the 935 nm pulse is 80µs long and thus
much shorter than the lifetime of the 2D3/2 state (≈ 53ms). The lifetime values of
the relevant transitions can be found in [37, 45]. With a suitable set of parameters,
one can assume that the ion emits a detection photon at each pulse cycle. The
overall detection probability γ for detecting an emitted photon at a wavelength of
297 nm is limited by the finite reflectivities and finite transmissions of the optical
components and the quantum efficiency of the PMT (γ < 1). γ is determined by
repeating the pulse cycles with a repetition rate of Rc = 10 kHz while counting
the rate of detected photons Rd. Division of both quantities yields the detection
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Figure 2.4: Pulsing sequence of the detection efficiency measurement.
efficiency
γ = Rd
Rc
. (2.1)
For a precise measurement, the total number of detected photons is corrected for
the dark count rate of the detector by repeating the experiment with the 935 nm
laser turned off all the time. The experimentally achieved value for the detection
efficiency is
γ = 142± 12 cps10 kHz = 1.42± 0.12 % . (2.2)
2.2 Measurement and results
The coupling efficiency G is measured in a similar way than the procedure pre-
sented in [4] but with the difference that fluorescent photons from the 3D[3/2]1/2→
2S1/2 transition at a wavelength of 297 nm are used for detection. Different to [4],
this change allows to use the full solid angle for focusing that is covered by the
4pi-PM. The measurement scheme is based on equation 1.19 and determines the
upper level population ρup, i.e. the population of the 2P1/2 level, as a function of
the incident light power P . By introducing the coupling efficiency G as the fraction
of incident light power Pinc that interacts with the ion
P = G · Pinc , (2.3)
G can be determined by measuring ρup as a function of P and fitting the model from
equation 1.19 to the data.
ρup is determined by measuring the count rate on the 3D[3/2]1/2→ 2S1/2 transition
that gives evidence about the population of the 2D3/2 level. The population of the
2D3/2 level is proportional to the population of ρup if the 2D3/2→3D[3/2]1/2 transition
at the repump wavelength is saturated [47]. The proportionality constant is given
by the branching ratio β = 0.5% [37]. ρup is thus determined by the detection count
rate Rd
ρup =
1
2
Rd
Rmax
(2.4)
with Rmax denoting the maximum count rate for a saturation parameter S ap-
proaching infinity. For S →∞, the ion statistically emits a photon on the 2S1/2 ↔
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2P1/2 transition every second lifetime (timespan 2 ·τ), since the probability of being
in the excited state approaches 1/2 (see figure 1.2). In β = 0.5% of the decays from
the excited state, a photon at the detection wavelength of 297 nm is emitted. Rmax
is therefore given by
Rmax = γ β
1
2 τ = 4310 cps . (2.5)
Inserting equation 2.5 and 2.4 into equation 1.19 and solving for Rd results in
Rd = γ β
1
2 τ
S/3
S/3 + (2 ∆ω τ)2 + 1
. (2.6)
The incident power Pinc in the donut mode is determined by measuring the power
Pmeas before the parabolic mirror with a calibrated power meter8 and correcting for
the finite reflectivity r = 64 % of the 4pi-PM for the incident mode at the excitation
wavelength
Pinc = r · Pmeas . (2.7)
By inserting equation 2.7 and 2.3 into equation 1.22, S is calculated to be
S = G · r Pmeas
Psat
. (2.8)
After inserting equation 2.8 into equation 2.6, the detection count rate Rd is finally
given by
Rd = γ β
1
2 τ
G · r Pmeas3Psat
G · r Pmeas3Psat + (2 ∆ω τ)2 + 1
. (2.9)
As mentioned in the beginning of this section, G is determined by measuring Rd as
a function of incident light power, here Pmeas, and fitting the model from equation
2.9 to the data with G as the only free fit-parameter. Fitting is done by means of
weighted least squares fitting. During the experiment, a detuning of ∆ω/(2 pi) =
14.2MHz from resonance and the value of Psat from equation 1.24 is used. The
measurement of the coupling efficiency is performed together with Martin Fischer
from the Max Planck Institute for the Science of Light, Erlangen (see [47]). The
obtained results are shown in figure 2.5 for using half of the mirror’s solid angle
for focusing and in figure 2.6 for using the full solid angle covered by the 4pi-PM.
The values for the coupling efficiency G to the pi-transition excluding losses due to
a finite reflectivity of the parabolic mirror amount to:
• Full solid angle: G = 8.6± 0.9 % (figure 2.6)
• Half solid angle: G = 13.7± 1.4 % (figure 2.5) .
The error bars for the values of G include the statistical error from the fit and
the error from the detection efficiency but they do not include systematic errors
that might, for example, be due to an incorrect calibration of the power meter or
8Nova II from the company Ophir Spiricon Europe GmbH
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a wrong detuning. Only excitation intensities for small saturation (S < 1/10) are
used for fitting since the measured curves show a deviation from the theoretical
model predicted by equation 1.19 for higher saturation values (see figure 2.5 (b)
and figure 2.6 (b)). There is evidence [48, 49] that the deviation is caused by an
increase of the ion’s spatial extent with increasing saturation which itself is due
to the properties of the laser cooling by the focused donut mode. The increase
in spatial extent decreases the coupling efficiency G as a consequence. For small
values of S, however, G keeps to be constant in first approximation and a fitting
according to equation 2.9 is possible. Numerical simulations of the ion’s spatial
extent for different excitation strength are given in [48, 49]. In the next section,
the theoretical coupling efficiency G considering the most significant experimental
parameters is simulated and compared to the measured experimental value.
25
2 Measurement of the effective coupling efficiency G
0 10 20 30 40 50 600
200
400
600
Incident power [pW]
C
ou
nt
s
[c
ps
]
Measurement Fit
(a)
0 100 200 300 400 500 600 700 8000
1,000
2,000
3,000
Incident power [pW]
C
ou
nt
s
[c
ps
]
Measurement Fit
(b)
Figure 2.5: Saturation measurement for inserting the aperture into the setup
shown in figure 2.2. The aperture partly blocks the incident laser light
such that only half of the solid angle covered by the parabolic mirror is
used for focusing. (a) Measurement points that are used for fitting the
saturation model to the data. Only points with a saturation lower than
S < 1/10 are used that correspond to a maximum count rate of 392 cps.
For larger saturation values (b), the saturation curve deviates from the
simple assumption of a two-level system (fit model) probably due to heating
processes of the ion [48, 49].
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Figure 2.6: Saturation measurement similar to figure 2.5 without the aperture
such that the full solid angle covered by the parabolic mirror is used for
focusing. (a) Measurement points that are used for fitting the saturation
model to the data. Only points with a saturation lower than S < 1/10 are
used that correspond to a maximum count rate of 392 cps. For larger satu-
ration values (b), the saturation curve deviates from the simple assumption
of a two-level system (fit model) probably due to heating processes of the
ion [48, 49].
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3 Simulation of the effective coupling
efficiency G
As described in chapter 1, the maximum coupling efficiency G (compare with equa-
tion 1.29) for using a radially polarized donut mode in combination with the geom-
etry of the parabolic mirror used in the experiment from chapter 2 is 91 %. This
coupling efficiency is, however, only achieved under ideal experimental conditions.
Two factors that may reduce the value of G in a realistic experiment are wavefront
aberrations of the incoming beam and a spatial extent of the trapped ion (see equa-
tion 1.29). In order to overcome such limitations and to design and realize a setup
that maximizes the coupling efficiency up to the value required for a specific appli-
cation, a quantitative estimate for both factors is needed. This estimate is derived
in this chapter. Furthermore, the simulation of the effective coupling efficiency G is
compared to its measured value from chapter 2.
3.1 Focal intensity distribution
The coupling efficiency can be reduced by wavefront aberrations in the focused laser
beam since aberrations can reduce the peak intensity in the focus of the parabolic
mirror. The dominating source of aberrations in the optical setup is the 4pi-PM.
The 4pi-PM is a strongly curved aspheric mirror and cannot be manufactured with
standard high precision optical manufacturing techniques existing for spherical op-
tical elements. Instead, single-point diamond turning (SPDT)1 is used to fabricate
the mirror.
The aberrations imprinted by the 4pi-PM are measured according to the procedure
presented in [29]. A radially polarized donut mode is prepared using a helium-neon
laser at a wavelength of 633 nm. The collimated donut mode is partly reflected at
an uncoated λ/100 flat reference plate that is placed in front of the parabolic mirror.
The transmitted part of the beam is focused down onto a reflecting reference sphere
having a diameter of 1mm that is placed exactly in the focus of the mirror. The
impinging light is reflected at the reference sphere and is subsequently recollimated
by the 4pi-PM. The outgoing beam is overlayed with the retroreflected beam of
the reference plate and both beams are outcoupled from the excitation beam path
with a 50:50 beamsplitter plate. For the detection, both beams are imaged onto
a camera. From the appearing fringe pattern, the wavefront is reconstructed. All
interferometric aberration measurements presented in this work are carried out by
Markus Sondermann from the Friedrich-Alexander University Erlangen-Nuremberg
and the Max Planck Institute for the Science of Light, Erlangen.
1The 4pi-PM used in chapter 2 is manufactured by the Fraunhofer Institute for Applied Optics
and Precision Engineering, Jena. It differs from the parabolic mirrors that are used in part II.
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0
2
Figure 3.1: Interferometric measurement: Aberration data of the parabolic mirror
used in chapter 2 measured with the interferometric setup from [29]. The
phase values are given in multiples of λ = 370nm.
The measured aberrations (see figure 3.1) are used in a numeric simulation program
based on a program described in [30] that calculates the focal intensity distribution
using a generalization of the method presented in [50]. For the calculations, an ideal
radially polarized donut mode with a beam radius of w = 2.26 times the focal length
of the parabolic mirror is assumed [23]. The simulated focal intensity distributions
are shown in figure 3.2 together with the intensity distributions of an aberration-free
mirror. The intensity at the focal point is reduced by the aberrations to a Strehl
ratio of
S = 19 % (3.1)
relative to the diffraction limited case. This decrease in peak intensity directly
indicates a decrease in coupling efficiency (see equation 1.29) to a value of
G = 0.90 · 0.19 = 17 % . (3.2)
If the additional aperture shown in figure 2.2 is inserted into the optical beam
path, the Strehl ratio calculates to be S = 59% relative to its diffraction limited
case where the inner half of the mirror is used for focusing. In this scenario, the
coupling efficiency calculates to be G = 0.49 · 0.59 = 29% and is therefore higher
than in the case of using the full aperture of the mirror. This increase in coupling
efficiency in the case of using a smaller aperture might seem paradoxical at first since
the reduction in solid angle coverage decreases the coupling efficiency according to
equation 1.29. The decrease in coupling efficiency is, however, overcompensated by
the improvement in Strehl ratio due to the lower impact of the aberrations.
3.2 Spatial extent of the trapped ion
Another contribution that influences the coupling efficiency is the spatial extent of
the trapped ion due to its finite thermal energy during Doppler cooling. Since the
ion is not point like located exactly in the focal point, it is affected not only by
the electric field in the focus but by a small region around the focus. The effective
focal intensity distribution polarized along the optical axis Ieffz that is relevant for
the interaction with the linear dipole is the average of the intensity distribution Iz
over the region of the ion [51]. Mathematically, this average is calculated by the
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Figure 3.2: Simulation of the focal intensity distribution inside the 4pi-PM (a -
c) without and (d - f) considering the aberrations of the parabolic mirror.
Shown are cross sections along the (a, d) XZ, (b, e) YZ, and (c, f) XY
directions, respectively. The intensity distributions are normalized to the
aberration free case (scale bar 1λ = 370nm) and the colormap thus denotes
the Strehl ratio. The diffraction limited FWHM along the axial direction
in (a) amounts to 253 nm and 134 nm along the lateral directions in (b) and
(c).
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convolution of the focal intensity distribution Iz with the spread of the ion |Ψ(~x)|2:
Ieffz = (Iz ∗ |Ψ|2)(~x) (3.3)
In the following, the size of the ion is estimated using the semiclassical rate equation
approach presented in [32, 33]. For low saturation values S, the ion can be assumed
to be in a thermal state with a Gaussian shaped probability |Ψ(xi)|2 along each trap
axis i for finding it at the position xi [52]:
|Ψi(xi)|2 = 1√2piσi
exp
−12
(
xi
σi
)2 . (3.4)
This relation holds true for each of the three trap axes independently. In the exper-
iment, the trap axes are found to be oriented such that one coincides with the sym-
metry axis of the parabolic mirror (axial trap axis) and two trap axes are orientated
in the plane orthogonal to the symmetry axis (radial trap axes) [24]. Furthermore,
the two radial trap axes are found to be comparable in strength and the ion there-
fore has approximately the same extent in any of these two directions. |Ψ(xi)|2 can
therefore be written as
|Ψ(r, z)|2 = |Ψ0|2 exp
−22
(
r
σr
)2 exp
−12
(
z
σz
)2 ,
|Ψ0|2 = 1√
2pi3σ2rσz
. (3.5)
In equation 3.5, the width σi for the probability distribution along direction ~ei with
i = r, z is given by the mean phonon number ni and amounts to [52]
σi =
√
2ni + 1σi,0,σi,0 =
√
~/(2mωi) (3.6)
with m denoting the ion’s mass, ωi the trap frequency along the direction i, and σi,0
the ion’s size along direction i in the ground state, respectively. The mean phonon
number ni is given by (see [47] and citations therein):
ni =
αρup(∆ω, S) + βρup(∆ω − ωi, S)
β(ρup(∆ω + ωi, S)− ρup(∆ω − ωi, S)) (3.7)
with α denoting a factor that depends on the emission geometry, β denoting a factor
that depends on the excitation illumination, and ρup denoting the probability for
finding the ion in the excited state according to equation 1.19, respectively. The
emission dependent factor α amounts to α = 1/3 [32] for an isotropic emission as
present in the 174Yb+-ion. Furthermore, the excitation geometry dependent factor
β can be approximated by β = cos(^(~k, ~ei))2 where the angle ^(~k, ~ei) between the
incident ~k-vector and the trap axis has to be used. This approximation can, however,
only be used if the light impinges from a unique direction and therefore only if a
small fraction of the solid angle is used for illumination. In the scenario present in
the experiment, this condition does not hold true. Consequently, the factor β has
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to be calculated by averaging over the incoming linear dipole field Dpi(ϑ) = sin(ϑ)2
(see equation 1.26). As a result, the factor βax for the axial and the factor βrad for
the radial trap frequency are given by [47]
βax =
∫ ∫
dϑdϕ
3
8pi sin(ϑ)
3 cos(ϑ+ pi/2)2 = 1/5
βrad =
∫ ∫
dϑdϕ
3
8pi sin(ϑ)
3 cos(ϑ+ 0)2 = 2/5. (3.8)
Equation 3.8 is valid for using no integration bounds and it therefore excludes the
fact of finite solid angle coverage. This approximation nevertheless describes the
system well since the solid angle coverage of the dipole transition is about 94% (see
equation 1.31).
The trap frequencies are measured by varying the frequency of an AC signal that is
applied to one of the compensation electrodes of the ion trap (see appendix A.2) and
exciting the ion with the backside cooling beam. When the applied AC frequency
is close to one of the trap frequencies, a drop in the fluorescent counts can be
seen. From this measurement, the trap frequencies are determined to be ωx/(2pi) =
482.6 kHz, ωy/(2pi) = 491.7 kHz, and ωz/(2pi) = 1025 kHz, respectively.
Together with a detuning of ∆ω/(2pi) = 14.2MHz from resonance, the mean phonon
number can be estimated from equation 3.7 to be
nax ≈ 14
nrad ≈ 20. (3.9)
With the massm = 174u of 174Yb+and the averaged radial trap frequency ωrad/(2pi) =
482.6+491.7
2 kHz = 487.2 kHz, the widths for the ground states are calculated using
equation 3.6 to be
σax,0 = 5.32 nm
σrad,0 = 7.72 nm . (3.10)
Inserting equation 3.9 and 3.10 into equation 3.6 yields the spatial spread in the
Doppler cooling limit:
σax = 28.7 nm
σrad = 49.4 nm. (3.11)
The values for the spatial spread are used to calculate the effective excitation inten-
sity Ieffz according to equation 3.4. The intensity distribution Iz from equation 3.3
can be split up in first approximation into a radial and an axial dependent term
Iz(r, z) = Iz,0 Iz,r(r) Iz,z (z) (3.12)
since the parabolic mirror, any aberrations, and the radially polarized donut mode
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Figure 3.3: Simulation of the effective focal intensity distribution inside the
4pi-PM considering the aberrations of the parabolic mirror and the spatial
extent of the ion’s probability density function. Shown are cross sections
along the (a) XZ, (b) YZ, and (c) XY direction, respectively. The inten-
sity distributions are normalized to the aberration free case from figure 3.2
(scale bar 1λ = 370nm) and the colormap thus denotes the Strehl ratio.
are azimuthally symmetric in first instance. Using equation 3.5 and 3.12, the effec-
tive intensity distribution can be written as
Ieffz = I(~x) ∗ |Ψ(~x)|2
= Iz,0|Ψ0|2
(
Iz,r(r) Iz,z (z)
)
∗
(
e−
1
2 (
r
σr
)2e−
1
2 (
z
σz
)2
)
= Iz,0|Ψ0|2
(
Iz,r(r) ∗ e−
1
2 (
r
σr
)2
)2 (
Iz,z (z) ∗ e−
1
2 (
z
σz
)2
)
. (3.13)
It should be noted that in the second line of equation 3.13 a three-dimensional
convolution is used whereas in the third line of equation 3.13 two one-dimensional
convolutions are used. Since a convolution has to be done along each of the ra-
dial trap axes, the term Iz,r(r) ∗ e−
1
2 (
r
σr
)2 appears squared. The calculation of the
convolution is done numerically using the intensity distribution affected by the in-
terferometrically measured aberrations (see figure 3.3).
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Figure 3.4: Line profiles through the PSF cross sections from figure 3.2 and
3.3 with/without aberrations and the influence of the ion’s spatial extent.
(Top) shows a line profile from the XZ cross section along the Z direction
though the maximum intensity point. (Middle) shows a line profile from
the XY cross section along the X direction though the maximum intensity
point and (bottom) shows a line profile from the XY cross section along
the Y direction though the maximum intensity point, respectively.
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3.3 Free space coupling efficiency
The influence of the ion’s spatial extent decreases the amplitude of the effective
focal distribution by a factor of κ = 59% (see equation 1.29) compared to the
unconvolved intensity distribution. Multiplying this factor with the reduction due
to the aberrations from equation 3.1 yields a coupling efficiency
G = 0.90 · 0.19 · 0.59 = 10 % . (3.14)
For using the inner half of the solid angle that is covered by the parabolic mirror,
G amounts to2
G = 0.49 · 0.59 · 0.58 = 17 % . (3.15)
Both values for G are higher but close to the measured coupling efficiencies. From
this result it follows that the numerical model to simulate the coupling efficiency
G describes the experiment sufficiently well. The fact that the measured values lie
below the simulated values might be due to a slight misalignment of the optical
setup since the alignment of the incident beam has a significant impact onto the
Strehl ratio (see section 8.5).
2Using only the inner half of the solid angle that is covered by the 4pi-PM yields a higher coupling
efficiency due to the reduced impact of wavefront aberrations.
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In chapter 3 the convolution of the focal intensity distribution and the spatial extent
of the ion was calculated. This convolution is called effective point spread function
(PSF). In this chapter the effective PSF is measured experimentally in an object
scanning laser scanning microscope incorporating the single ion as a probe. This
measurements verifies the simulated effective PSF.
4.1 Setup
The optical setup for measuring the effective PSF is the same as used for measuring
the free space coupling efficiency (see figure 2.2). The ion is excited on the 2S1/2-
2P1/2-transition (λ = 370 nm) with a radially polarized donut mode that is focused
down by the 4pi-PM. The intensity distribution is probed by moving the ion trap
such that the ion is positioned at places in the XY-, the XZ-, and the YZ-plane
that differ by an incremental step size of 25 nm along the X- and Y-direction, and
by a step size of 50 nm along the Z-direction, respectively. The scanning scheme is
schematically shown in figure 4.1. At every position, the florescent response at a
wavelength of 297 nm (3D[3/2]1/2→ 2S1/2 decay) is recorded using a PMT. More
details about the setup can be found in section 2.1.
Scan positions
Trapped ion
Scan path
Focal volume
Figure 4.1: Scanning scheme of the effective PSF measurement. By moving the
ion trap, the ion is positioned at different positions in the XY-, XZ-, and
YZ-plane, respectively. At every position, the fluorescent response of the
ion at a wavelength different to the excitation wavelength is recorded (see
setup in figure 2.2).
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4.2 Results
The measurement is performed together with Martin Fischer from the Max Planck
Institute for the Science of Light, Erlangen (see [47]). The results for the effective
PSF are shown in figure 4.2 and line profiles along the X, Y, and Z direction from
the figure are shown in figure 4.3. They are overlayed with the respective line
profiles from the numerical simulations. The measurement results resemble the most
significant features existing in the simulations. In the Z-direction, the focal peak
splits up into several peaks and therefore the maximum peak intensity decreases
compared to the not aberrated mirror. This splitting of the focal peak is also seen
when including the aberrations into the simulation of the effective focal intensity
distribution. The splitting of the focal peak limits this particular mirror’s usefulness
as a highly efficient light-matter interface since the coupling efficiency is decreased.
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Figure 4.2: Measurement of the effective focal intensity distribution inside the
4pi-PM. Shown are cross sections along the (a) XZ, (b) YZ, and (c) XY
direction, respectively. The first letter denotes the horizontal direction and
the second letter denotes vertical direction. The color map is given in
counts per second (cps) (scale bar 1λ = 370nm). The dotted lines in (b)
and (c) indicate the pixel used for the line profile comparison in figure 4.3.
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Figure 4.3: Line profiles through the measured effective PSF cross sections from
figure 4.2. (Top) shows a line profile from the YZ cross section along
the Z direction though the maximum intensity point. (Middle) shows a
line profile from the XY cross section along the X direction though the
maximum intensity point and (bottom) shows a line profile from the XY
cross section along the Y direction though the maximum intensity point,
respectively. In addition, the line profiles from figure 3.4 are show. They are
rescaled and shifted along the x axis to be comparable to the measurement
data.
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light-matter interface
In the previous chapters the experimental results for the coupling efficiency of a
light-matter interface that focuses a radial polarized light beam down onto a single
trapped 174Yb+-ion incorporating a 4pi-PM were presented. The experimental value
of the coupling efficiency G is, however, smaller than the value that can be achieved
under ideal experimental conditions. Since the deviation of the measured coupling
efficiency from its ideal value is significant, technical improvements to the setup have
to be incorporated. In order to determine which improvements should be considered,
the bottlenecks of the optical setup have to be identified quantitatively, i.e. its
limitations. The quantitative model for the light-matter interaction developed in
the previous chapters incorporates:
(a) The steady-state solutions of the optical Bloch-equations of a 4-level system
involving a 2S1/2 ↔ 2P1/2 transition driven on its pi-transitions.
(b) The spatial extent of the ion which is laser cooled in the trap.
(c) A numerical simulation of the focal intensity distribution taking into account
the measured aberrations of the parabolic mirror.
The quantitative model for the coupling efficiency G agrees well with its measured
value. In view of this agreement, three conclusions can be drawn:
(A) Due to the decreased transition matrix element compared to a closed two-level
transition, the coupling efficiency is decreased by more than 60%. This means
that three times more light intensity is necessary to reach a certain saturation
level compared to a pure two-level system.
(B) With the trap frequencies present in the experiment, the ion’s spatial extent
in the lower limit of Doppler cooling decreases the coupling efficiency by more
than 40%.
(C) The effective PSF is elongated along the optical axis of the parabolic mirror due
to aberrations imprinted by form-figure errors of the mirror. These aberrations
reduce the coupling efficiency by more than 80%.
An overview over the simulations and measurement results is shown in figure 5.1.
Since the aberrations are among the most dominant sources for coupling reduction,
they are subject to further investigation in part II.
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Figure 5.1: Technical limitations of the light-matter interface. Shown are the
values of the coupling efficiency G for a pi-transition including different
experimental factors.
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This chapter demonstrates the potential for improving and simplifying scientific
experiments and technical applications by using a 4pi parabolic mirror (4pi-PM).
Two examples are realized experimentally: The first example is the measurement
of the phase shift imprinted by the single ion onto a weak coherent laser beam
propagating in free space. The measurement of the phase shift imprinted by a
single emitter is of significant scientific relevance and has also be performed by
other research groups [53, 54, 55]. Furthermore, phase-shift keying is an important
element in many modern telecommunication schemes and the phase shift imprinted
by a single emitter might enable new implementations of quantum communication.
The second example is the experimental realization of single particle tracking using
the 4pi-PM to achieve nanometer tracking resolution along all spatial directions.
Due to the nearly isotropic resolution, high photon collection efficiency, and the
relatively low technical complexity of the incorporated setup, the performance of
super-resolution light microscopes might be raised significantly.
6.1 Phase shift induced by a single ion
As first application, the phase shift imprinted by the single 174Yb+ ion onto a weak
coherent laser beam is measured. In the following, the basic idea of the experiment
is presented along with the results of the measurement. Further details about the
procedure are published in [56].
A radial polarized donut mode is focused down onto the trapped ion with the same
setup as shown in figure 2.21. The donut mode is weak (saturation parameter
S < 0.1)2 such that the interaction between the focused light and the ion can be
assumed to be coherent in first instance. The fraction of the incident photons that
interact with the ion are thus coherently scattered and both, scattered photons and
non-scattered photons, are recollimated by the parabolic mirror and interfere with
each other. The resulting electric field is phase-shifted by the value ∆ϕ compared
to the case of no interaction with the ion. ∆ϕ depends on the fraction of light that
interacts with the ion and therefore on the coupling efficiency G. As shown in [56],
∆ϕ is given by
∆ϕ = arg
(
1− 2G3
1 + i · 2∆/Γ
1 + 4∆2/Γ2
)
(6.1)
with ∆ denoting the detuning between the laser frequency and the atomic resonance
1The aperture in figure 2.2 is used during the phase shift experiment to reduce the solid angle
that is covered by the parabolic mirror to the inner half. Using only the inner half yields a
higher coupling efficiency due to the lower impact of aberrations.
2The reduction of the measured phase due to saturation effects is expected to be less than 2%.
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Figure 6.1: Setup for the measurement of the phase shift imprinted by a single
ion. Compared to figure 2.2, a second off-resonant donut mode is overlayed
with the near-resonant donut mode to form a common-path heterodyne
interferometer. The second off-resonant beam is created by the AOM and
coupled into the the same singlemode fiber.
and Γ denoting the transition’s linewidth, respectively.
For the measurement of the phase shift ∆ϕ, a heterodyne interferometer similar to
[54] is implemented into the setup by coupling another far off-resonant beam into
the single mode fiber of the donut preparation (see figure 6.1). The far off-resonant
donut mode is frequency shifted by around ωrf = −400MHz with an acousto-optic
modulator (AOM) and also converted into a radially polarized donut mode by the
segmented half-wave plate (SHWP) since the corresponding wavelength difference is
small. The frequency detuning is, however, much larger than the atomic linewidth
Γ and the second donut mode therefore hardly interacts with the ion. Due to the
negligible interaction, hardly no3 phase shift is imprinted onto the second donut
mode.
The interacting resonant and non-interacting off-resonant recollimated donut modes
interfere on a photomultiplier tube operated in photon-counting mode causing the
signal I [56]
I ∝ cos(ϑ)
ϑ = ωrf ∆t+ ∆ϕ+ ϕ0 (6.2)
with a constant phase offset ϕ0. The phase ϑ is measured by correlating the photon
arrival times to the phase reference signal given by the RF frequency ωrf. The
measurement of the phase is repeated in a reference measurement with the ion
pumped into the metastable 2D3/2-state4. In the latter case, no phase shift of the
3According to equation 6.1, the phase shift of the off-resonant beam calculates to 0.13◦ at a
coupling efficiency of G = 13.7%.
4To pump the ion in the metastable 2D3/2-state, the repump laser of the 2D3/2→ 3D[3/2]1/2 tran-
sition is turned off (see section 2.1).
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near-resonant beam takes place and ϑref is given by
ϑref = ωrf ∆t+ ϕ0 . (6.3)
Subtracting ϑref from the first measurement of ϑ yields the phase shift ∆ϕ = ϑref−ϑ.
The measurement of the phase shift is performed together with Martin Fischer and
Bharath Srivathsan from the Max Planck Institute for the Science of Light, Erlangen
(see [56]). The measurement result amounts to
∆ϕ = 2.2◦ ± 0.5◦ (6.4)
which corresponds to a coupling efficiency of G = 12± 3%. This values of G agrees
well within its error bounds with the coupling efficiency G = 13.7± 1.4% measured
in the saturation experiment. The phase shift measurement therefore crosschecks
the coupling efficiency measurement from chapter 2. Furthermore, the value from
equation 6.4 represents one of the highest values measured so far for the phase shift
of a coherent beam scattered at a single emitter in free-space [53, 54, 55].
6.2 3D particle localization
Apart from using the 4pi-PM for applications in quantum communication like shown
in section 6.1, some advantages of the mirror can also be exploited for applications
in light microscopy. One particular application, particle localization with nanometer
accuracy along all three spatial directions, is demonstrated in this section.
Photoactivated localization microscopy (PALM) [57] also called fluorescence pho-
toactivation localization microscopy (FPALM) [58] or stochastic optical reconstruc-
tion microscopy (STORM) [59] is a technique that enables super-resolution light
microscopy, i.e. microscopy with a resolution below the diffraction limit (see [7]
for an overview). The usually incorporated setup consists of a field-corrected high
numerical aperture (NA) microscope that images the object plane onto a camera.
The sample itself consist of fluorescent particles that can be photoactivated. When
photactivated, an optical transition appears that can be optically driven. A sin-
gle particle is turned on and imaged onto the camera. Subsequently, the particle’s
center coordinates in the image plane are determined by fitting the detection point
spread function (PSF) to the acquired camera image. The accuracy in determin-
ing the center coordinate increases with increasing number of collected fluorescence
photons and can exceed the diffraction limited optical resolution of the imaging sys-
tem if enough photons are collected. In order to record a super-resolution image,
only one emitter per diffraction limited volume is allowed to be photoactivated and
thus allowed to emit photons at a given time. After a sufficient amount of photons
are collected, the emitter’s optical transition is turned off e.g. by a photobleaching
process. The measurement scheme is repeated until the center coordinates of all
particles in the sample are measured. By associating the center coordinates to the
respective emitters, a super-resolution image with features potentially smaller than
the diffraction limit can be reconstructed.
A problem in single particle localization consists in a lower resolution along the
axial direction, i.e.along the optical axis of the high NA objective (see for example
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[60]). The lower resolution is due to the fact that the camera image measures the
lateral cross section of the detection PSF. For determining the center coordinate
along the lateral and axial direction with the same accuracy, the lateral and axial
information about the detection PSF is, however, required. To collect information
about the axial dimension of the detection PSF, several additional techniques exist
that can be combined to photoactivated localization microscopy. An overview about
the available techniques can be found in [60]. All of the techniques have in common
that they add technical complexity and provide a trade-off between field of view
and high axial resolution [60]. In the following section, a measurement scheme for
determining the center coordinate of a particle is presented that is relatively simple
to realize, provides similar resolution along all three spatial directions, and yields a
high photon collection efficiency. Furthermore, an experimental proof of concept of
the measurement scheme is presented.
Measurement scheme
A fluorescent particle placed exactly in the focal point of an ideal 4pi-PM creates
a flat wavefront in the mirror’s aperture plane, i.e. after the fluorescence light
has been collimated by the mirror. If the particle is displaced along the X, Y, or
Z direction, the wavefront exhibits position dependent aberrations. The shape of
the aberrations is distinctive for each of the three directions and the amplitude of
the aberrations linearly scales with displacement5 [61]. The aberrations are also
referred as misalignment functions [29] (see also section 8.1). If the parabolic mirror
additionally exhibits aberrations Φer due to form-figure errors, the wavefront Φ in
the mirror’s aperture plane is given by
Φ = Φer + x · ΦX + y · ΦY + z · ΦZ . (6.5)
ΦX , ΦY , and ΦZ represent the misalignment functionals along the X, Y, and Z direc-
tion, respectively and x, y, and z represent the displacement along each direction. A
reference wavefront ΦRef can be used to define the origin of a coordinate system and
to subtract the form-figure induced aberrations of the mirror. The subtraction of the
reference wavefront also avoids problems in the tracking procedure connected with
the coupling of the form-figure induced aberrations and the misalignment functionals
(see section 8.1). With the coordinates
xˆ = x− xRef
yˆ = y − yRef
zˆ = z − zRef (6.6)
relative to the coordinates associated to the reference measurement, the difference
wavefront ∆Φ = Φ− ΦRef calculates to be
∆Φ = xˆ · ΦX + yˆ · ΦY + zˆ · ΦZ . (6.7)
5The linear relation between position and aberration amplitude has been deduced with a ray
tracing simulation.
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PMSHS
Figure 6.2: Setup for 3D particle tracking with a 4pi parabolic mirror (4pi-PM)
and a Shack-Hartmann wavefront sensor (SHS).
Similar to the interaction matrix of the deformable mirror (see section 13.1), the
problem can be written in matrix formalism
∆~Φ = I · ~A (6.8)
with
∆~Φ =

∆Φ1
...
∆ΦM
 , I =

ΦX,1 ΦY,1 ΦZ,1
... ... ...
ΦX,M ΦY,M ΦZ,M
 , ~A =
xˆyˆ
zˆ
 . (6.9)
In equation 6.9, the difference wavefront ∆Φ is written as vector ∆~Φ containing
the M finite pixel values of the wavefront measured by a wavefront sensor. The
misalignment functions are also expressed by theirM pixel values on the finite pixel
grid of the wavefront sensor. The position of the particle is encoded in ~A and
can be deduced by decomposing ∆Φ into the basis of the orthogonal misalignment
functions. Similar to finding the control matrix of the deformable mirror in section
13.1, the position vector ~A can be deduced by using the pseudoinverse II of I (see
equation 13.7)
~A = II ·∆~Φ . (6.10)
A similar measurement scheme based on a detection of the misalignment functionals
with a modal wavefront sensor is proposed in [62] but without demonstrating the
tracking of a single fluorescent emitter experimentally.
To demonstrate the 3D particle localization with a 4pi-PM and a wavefront sensor
experimentally, a Shack-Hartmann wavefront sensor (SHS) [63] consisting of a deep
cooled EMCCD camera6 and a microlens array7 is used. The exposure time for each
camera image amounts to about 5 s. The SHS is read out in a similar way than the
SHS used for aberration correction. Further details about the SHS read out principle
and wavefront reconstruction can thus be found in chapter 9. The ion trap is moved
with a 3D piezo stage (see figure 2.2) at known positions along each direction8. At
6512 × 512 pixel EMCCD camera with Unichrome coating from the company Roper Scientific
GmbH. The EMCCD camera is cooled to −80◦C and the full EMCCD gain is applied during
the measurements. The size of each pixel is 16× 16µm.
7The microlens array has rectangular lenses with a focal length of f = 32mm and a pitch of
300µm.
8Further details about the setup can be found in chapter 4.
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each position, the wavefront is acquired and the coordinates of the ion are determined
according to equation 6.10. The determined coordinates are compared to the known
positions of the piezo stage resulting in an estimation about the localization precision
of the measurement scheme. Since the SHS can only measure wavefront slopes, the
measured wavefront represents the true wavefront except for a constant additive
wavefront offset Φ0 (piston). The wavefront piston amplitude p0 has the same value
for all pixels of the sensor and has to be incorporated in the interaction matrix I
and the vector ~A from equation 6.9:
I =

ΦX,1 ΦY,1 ΦZ,1 Φ0
... ... ... ...
ΦX,M ΦY,M ΦZ,M Φ0
 , ~A =

xˆ
yˆ
zˆ
p0
 . (6.11)
Figure 6.3 shows the measured misalignment functions for a movement of the piezo
stage of 1µm from the reference point, the origin of the coordinate system defined
by the reference wavefront measurement. The measured misalignment functions
correspond well to the simulates ones from figure 8.1. The results for comparing the
known piezo stage positions to the measured positions are shown in figure 6.4. The
ion trap is moved linearly along the X, Y, and Z direction, respectively, and a linear
function is fitted to the measurement points. The deviations of the measured points
from the fitted line are calculated and the the mean deviation for each direction is
determined. The mean deviation thereby corresponds to the localization precision
of a single position measurement with the SHS. The resulting localization precisions
calculate to
• X precision: 19 nm
• Y precision: 27 nm
• Z precision: 9 nm .
The localization precision values are on the same order of magnitude as the noise
in the DC voltages that control the position of the piezo stage. The DC drive volt-
age noise for each spatial direction is about ≈ 1mV which corresponds to ≈ 25 nm
positioning uncertainty/fluctuation of the piezo stage. Therefore, the measured val-
ues of the localization precision do not solely represent the localization precision of
the measurement principle, but are rather a combination of measurement precision
and positioning uncertainty. Each spatial direction of the piezo stage is driven by
an individual DC voltage supply. Small differences in the noise characteristics of
the three drive voltages might explain the small differences in localization preci-
sion. The measured values, however, demonstrate that a localization precision in
the nanometer regime can be reached along all three spatial directions enabling 3D
super-resolution light microscopy with only a few optical components. The technical
complexity of the measurement scheme consisting of a 4pi-PM and a single photon
sensitive SHS is thus on a moderate level compared to other particle localization
schemes that offer high 3D tracking precision [60]. In addition, the 4pi-PM collects a
large fraction of the emitted photons [25] which is beneficial for particle tracking be-
cause it reduces the acquisition time. The experiment presented here demonstrates
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a proof of concept study and further optimization steps can be realized in order to
increase the localization precision and decrease acquisition time.
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Figure 6.3: Measured misalignment functionals of the parabolic mirror. (a) X,
(b) Y, and (c) Z misalignment functionals of the parabolic mirror. The
pictures show the aberrations that result from a misalignment of a point
emitter from the focal point by 1µm. The amplitude is given in terms
of λ = 370 nm. A constant wavefront offset is added to the misalignment
functionals to yield only positive wavefront values. The additional offset
has no effect onto the post-processing (see equation 6.11). The results for
the simulated misalignment functionals are shown in figure 8.1.
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Figure 6.4: Measurement of the 3D localization precision. Shown are the mea-
sured positions when moving the piezo along the X direction (left), along
the Y direction (right), and along the Z direction (bottom), respectively.
In each plot, a line is fitted in order to determine the tracking accuracy as
the mean deviation of the measurement points from the fitted line. The
tracking accuracy amounts to 19 nm in the X direction, 27 nm in the Y
direction, and 9 nm in the Z direction.
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Aberration correction
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7 Aberration correction in the 4piPAC
experiment
The two main technical limitations in the 4pi-PM light-matter interface impacting
the coupling efficiency and presented in part I are the finite spatial extent of the
ion in the trap and the aberrations of the parabolic mirror. In this second part of
this thesis the aberrations originating from imperfections of the parabolic mirror are
subject of further investigation.
To correct for the wavefront aberrations in an optical setup two different types of
strategies are possible. The first strategy consists in using optical components that
have very narrow form tolerances so that the complete optical system meets the
required optical performance. The required optical performance for the 4pi light-
matter interface is discussed in chapter 8. The most challenging part in using high
performance optical components in the 4piPAC setup is to manufacture a parabolic
mirror. A promising way to do so is discussed in chapter 15.2. A second type of
strategy consists in incorporating an additional optical element in the setup that
induces additional aberrations. The additional aberrations are induced in such a
way that the sum of all wavefront aberrations cancels out or at least meets the
required optical performance. In the 4piPAC experiment this basically means that
the element imprints the inverse of the aberrations that are induced by the imperfect
parabolic mirror.
This part concentrates on the second strategy, namely the aberration correction
with an additional optical element inducing phase conjugation [64]. As a first step,
a proof of concept is provided to demonstrate that the aberration correction strat-
egy improves the optical quality of the focusing system. The proof is accomplished
by including an appropriate correction element into the setup of chapter 4 and by
repeating the measurement of the effective focal intensity distribution (see section
7.1). As a second step, an examination is presented that tries to identify the ideal
way for aberration correction. Four of the most common techniques for wavefront
correction are conceptionally adapted to be incorporated into the 4piPAC experi-
ment. They are experimentally realized in proof of concept studies and their abilities
to correct for the particular type of aberration that occurs in the experiment are
evaluated quantitatively. An overview of the potential correction strategies that are
evaluated throughout the following chapters is given in section 7.2.
53
7 Aberration correction in the 4piPAC experiment
7.1 Proof of concept: Improved focal intensity
distribution
The effective point spread function (PSF) is measured in a similar way to chapter
4 but with the deformable mirror as wavefront corrector. The measurement serves
the purpose of demonstrating the improvement in Strehl ratio qualitatively and thus
provides evidence that aberration correction via phase conjugation is an appropriate
strategy in the 4piPAC experiment. The proof of concept is followed by a descrip-
tion about the potential aberration correction strategies which are quantitatively
evaluated throughout the rest of this part.
The setup used to measure the effective PSF in this section (see figure 7.1) incorpo-
rates the continuous membrane deformable mirror (DM) used throughout chapter
13 (see figure 13.1). Both optical setups, however, differ and the setup used in
this section is a simplified and preliminary version of the setup used in chapter
13. The simplification does not incorporate the exchangeable pinholes in the tele-
scope between f3 and f4 in figure 13.1 and measures the wavefront at a different
position. Furthermore, the beam path used during the control of the DM contains
optical elements that are not incorporated during the actual 4piPAC experiment and
the calibration procedure for the Shack-Hartmann wavefront sensor (SHS) does not
eliminate as many systematic errors than the one used in chapter 13. The remain-
ing systematic error after correction is thus expected to be higher in the simplified
setup. The simplified setup is, however, easier and faster to implement in the ex-
isting 4piPAC experiment and is thus used throughout the proof of concept test in
this section.
Details about how the DM has to be controlled in order to achieve a certain deter-
ministic wavefront deformation are explained in chapter 13. The most important
measurement steps are repeated here in order to understand the optical setup shown
in figure 7.1: In the beginning, the SHS has to be calibrated with a flat wavefront.
Therefore, both removable mirrors (RM) shown in figure 7.1 are inserted into the
beam path. The first RM couples a large Gaussian beam into the setup similar to
the procedure described in section 9.3. The large beam illuminates the DM almost
homogeneously. The second RM redirects the light reflected by the DM onto the
SHS where an image of the DM-surface is formed by a 4f-telescope. In order to
calibrate the SHS, the DM is replaced by a flat reference mirror1. After a cali-
bration image is acquired, the flat reference mirror is exchanged again by the DM
and the interaction matrix is acquired. The matrix is required in order to calculate
the control matrix that contains the knowledge about how the actuators of the DM
have to be changed in order to achieve a certain wavefront deformation. After the
control matrix has been calculated, the deformable mirror is set to the inverse of
the aberrations recorded by the interferometric measurement [29]. Both RMs are
subsequently removed and the radially polarized donut mode is coupled into the
setup.
1Dielectric mirror BB1-E01 from the company Thorlabs GmbH. The mirror has a specified PV
surface flatness of 63 nm over the D = 1 inch aperture.
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DM PMf1 f2
SHWP f3 f4
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f6
f5
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M1
Figure 7.1: SHS integration into the adaptive optical feedback loop with DM for
the PSF measurement in section 7.1. The setup corresponds to the setup
shown in figure 9.1 but with slightly different beam paths. Not shown is
the detection beam path for the PSF measurement (see figure 2.2). RM:
Removable mirror. M1: Flat mirror. All other abbreviations can be found
in figure 9.1.
The ion trap had to be replaced after the measurements of part I due to a major
technical failure that suddenly appeared. In the replacement trap used in this sec-
tion, the RF and central ground electrodes (see appendix A.2) have slightly different
lengths causing lower trap frequencies. With the same RF frequency that was ap-
plied to the first ion trap in part I, the trap frequencies with the replacement trap
amount to approximately 2pi · 200 kHz and 2pi · 215 kHz along the lateral directions
and approximately 2pi · 415 kHz along the axial direction, respectively. The smaller
trap frequencies increase the ion’s spatial extent and thus decrease the coupling effi-
ciency (see section 3.2). During the replacement of the ion trap, the parabolic mirror
was also replaced by the one shown in figure 8.2 and figure 8.5. Furthermore, the
laboratory including the optical setup was moved to another building which might
have caused a slight change in the environmental conditions. After the relocation
of the setup, the measurement of the effective PSF (see chapter 4) was challeng-
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ing because the FWHM of the PSF sometimes fluctuated by approximately 50 to
200 nm along each dimension. As a reason for this problem, fluctuations of the DC
supply voltages were identified which were applied at the compensation electrodes
(see appendix A.2). An adequate solution to this problem was provided by replacing
the DC voltage supplies with battery based voltage supplies.
For demonstrating the effect of wavefront correction, the effective PSF is first ac-
quired2 without correcting for the aberrations of the 4pi-PM by replacing the DM
with the flat reference mirror. The results of the measurement are shown in figure
7.2 and clearly point out the elongation of the effective PSF along the Z direction.
Figure 7.3 in contrast shows the measurement for aberration correction via phase
conjugation. Compared to the previous measurement, the elongation in Z direction
decreases whereas the widths along the lateral directions stay approximately con-
stant. This observation also appears in the comparison of line profiles along each
direction through the maximum intensity points shown in figure 7.4. It can thus
be qualitatively concluded that aberration correction via phase conjugation can im-
prove the focus quality of the 4pi-PM. In order to quantitatively examine which
aberration correction strategy yields the best compromise between high correction
performance, high functionality, and low technical complexity in the 4piPAC experi-
ment, four strategies for aberration correction via phase conjugation are described in
the next section and are experimentally investigated throughout the next chapters.
2A detuning of half linewidth apart from the resonance is used during the experiment.
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Figure 7.2: Measurement of the effective focal intensity distribution inside the
4pi-PM similar to figure 4.2 without aberration correction. Shown are cross
sections along the (a) XZ, (b) YZ, and (c) XY direction, respectively. The
color map is given in counts per second (cps) (scale bar 1λ = 370nm).
The dotted lines in (a) and (c) indicate the pixels used for the line profile
comparison in figure 7.4.
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Figure 7.3: Measurement of the effective focal intensity distribution inside the
4pi-PM similar to figure 7.2 but with aberration correction using the DM.
Shown are cross sections along the (a) XZ, (b) YZ, and (c) XY direction,
respectively. The color map is given in counts per second (cps) (scale bar
1λ = 370nm). The dotted lines in (a) and (c) indicate the pixels used for
the line profile comparison in figure 7.4.
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Figure 7.4: Line profiles through the PSF cross sections from figure 7.2 and
figure 7.3 (without (red)/with (black) aberration correction; aberration free
simulation (blue)). (Top) shows line profiles from the XZ cross sections
along the Z direction though the maximum intensity point. (Middle) shows
line profiles from the XY cross sections along the X direction though the
maximum intensity point and (bottom) shows line profiles from the XY
cross sections along the Y direction though the maximum intensity point,
respectively.
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7.2 Overview of potential correction strategies
Four potential ways to correct for the aberrations of the parabolic mirror are in-
vestigated in the following chapters. They either incorporate a binary computer
generated hologram (CGH), a phase-only liquid crystal on silicon (LCOS) spatial
light modulator (SLM), a continuous membrane deformable mirror (DM), or a phase
plate manufactured with magnetorheological finishing (MRF), respectively. In order
to evaluate their performance for aberration correction in the 4piPAC experiment,
each aberration correction strategy is experimentally realized in an individual proof
of concept study. The wavefront created by the correction setup is measured either
with a Shack-Hartmann wavefront sensor (SHS) or deduced by an interferometric
measurement. Incorporating the knowledge about the wavefront shaping ability in
the simulation of the focal intensity distribution (see section 3.1), the Strehl ratio
of each focusing system is simulated. An overview of the correction results and a
comparison between the four correction strategies is given in section 14.
Before the strategies for aberration correction are evaluated, the aberration data
resulting from the interferometric measurement [29] are post-processed in order to
calculate a modified target wavefront for correction. The modified target wavefront
can be optimized for a wavefront corrector that can only correct low spatial frequen-
cies like, for example, in the case of the particular deformable mirror used throughout
chapter 13. The optimization is presented in chapter 8 along with further theoretical
aspects relevant for aberration correction of a 4pi-PM.
The concept of aberration correction with a correction phase plate was already
discussed in [1] and promising experimental results were demonstrated with a litho-
graphically manufactured phase plate in [30]. During the PSF measurements pre-
sented in this work (see chapter 4) it turned out that the post-processing of the inter-
ferometric measurement [29] used in [30] suffered from a systematic error. The data
correction for excluding the influence of a misaligned reference sphere eliminated
major parts of defocus and first order spherical aberration from the aberrations (K.
Mantel3 and M. Sondermann4, personal communication, 2015). But these aberra-
tions in fact dominated the aberrations of the parabolic mirror. The systematic error
thus led to an amplitude of the aberrations much smaller than actually published
in [30]. The low amplitude could be corrected well with a greyscale lithographic
phase plate but due to the systematic error, the aberrations imprinted by the phase
plate did not correspond to the real physical aberrations of the parabolic mirror.
After the systematic error in the post-processing of the interferometric measurement
was resolved (K. Mantel and M. Sondermann, personal communication, 2015), the
greyscale lithographic process could not be applied again since the required etching
depth was too deep for the particular photoresist in order to achieve a good correc-
tion accuracy (I. Harder5, personal communication, 2015). It was therefore decided
to change the manufacturing process of the phase plate to magnetorheological fin-
ishing (MRF).
3Klaus Mantel, Max Planck Institute for the Science of Light, Erlangen.
4Markus Sondermann, Friedrich-Alexander University Erlangen-Nuremberg, Max Planck Insti-
tute for the Science of Light, Erlangen.
5Irina Harder, Max Planck Institute for the Science of Light, Erlangen.
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In this chapter, some aspects relevant for aberration correction of the 4pi-PM via
phase conjugation are addressed. The aberrations resulting from an interferometric
measurement [29] are modified by adding a certain aberration that moves the focal
spot inside the parabolic mirror along the optical axis so that the Strehl ratio re-
mains unaffected. This modification is used to optimize the target aberrations for
wavefront correction with the deformable mirror (DM) since the DM can correct
only a finite number of spatial modes. Furthermore, an optimization of the target
aberrations of the binary CGH is performed to minimize errors associated with the
required binarization. In addition to the optimization of the target wavefront the
azimuthal symmetry of the aberrations are evaluated, requirements for the align-
ment sensitivity of the optical setup are simulated, and the impact of wavefront
aberrations originating from relevant optical elements apart from the 4pi-PM are
investigated. The interferometric measurements of parabolic mirrors presented in
this work are carried out by Markus Sondermann1.
8.1 Misalignment of the reference sphere
This section motivates the optimization of the target wavefront described in section
8.3 by discussing the cross-coupling between the misalignment functionals and the
form error induced aberrations of the parabolic mirror. Due to this cross-coupling,
the interferometrically measured aberrations may contain a nonzero contribution
of the misalignment functionals. This in turn means that even if the measured
aberrations are corrected perfectly via phase conjugation, one may not focus the
light into the mirror’s geometrical focus but rather into a shifted focal spot. The
Strehl ratio of the focusing system is, however, not affected by the shift and an
additional shift of the focus can be used to optimize the target wavefront for a
particular wavefront correcting device.
The aberrations of the parabolic mirror are measured with a Fizeau-type of inter-
ferometer that incorporates a reference sphere positioned in the focal spot of the
mirror [29]. The sphere retroreflects the focused light during the interferometric
measurement and is thus an essential part of the measurement process. The align-
ment of the sphere is critical since even a misalignment from the focal spot in the
order of λ causes significant wavefront aberrations (see figure 8.1). To decrease the
influence of a possible misalignment, the misalignment functionals that correspond
to a misalignment along each spatial direction are fitted and subtracted from the
measured aberration data ΦM . The resulting post-processed data are thus given by
Φ = ΦM − (δxΦx + δyΦy + δzΦz) (8.1)
1Markus Sondermann, Friedrich-Alexander University Erlangen-Nuremberg and Max Planck In-
stitute for the Science of Light, Erlangen.
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Figure 8.1: Simulated misalignment functionals of the parabolic mirror [61]. X
(left), Y (middle), and Z (right) misalignment functionals of the parabolic
mirror. The pictures show the aberrations that result from a misalignment
of a point emitter from the focal point by 1µm. The amplitude is given in
terms of λ = 370nm. A constant wavefront offset is added to the misalign-
ment functionals to yield only positive wavefront values. The additional
offset has no effect onto the Strehl ratio.
with the coefficients δi, i = x, y, z, resulting from the fit and Φi, i = x, y, z, denoting
the orthogonal misalignment functionals, respectively. The misalignment functionals
are calculated using a ray tracing simulation of the parabolic mirror. The simula-
tion was carried out by Johannes Stehr from the Friedrich-Alexander University
Erlangen-Nuremberg [61]. As a metric for the fit, the scalar product Φ · Φi is min-
imized for every i by choosing δi in the right way. This condition basically means
that for the optimized values δi, the post-processed data Φ = ΦM −∑ δiΦi have no
overlap with the misalignment functionals any more. This condition can be written
as
Φ · Φi = 0 ∀ i . (8.2)
Inserting equation 8.1 into equation 8.2 results in the coefficients
δx =
ΦM · Φx
|Φx|2
δy =
ΦM · Φy
|Φy|2
δz =
ΦM · Φz
|Φz|2 . (8.3)
In the case of a misaligned reference sphere during the interferometric measurement,
the measured aberrations ΦM contain the mirror’s real aberrations ΦR and the
aberrations ∑3i=1 δˆiΦi due to a misalignment. ΦM is simply given by
ΦM = ΦR +
3∑
i=1
δˆiΦi . (8.4)
In equation 8.4, δˆi denotes the misalignment coefficient for the real physical mis-
alignment that might differ from the fit-coefficient δi. This can easily be seen by
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inserting equation 8.4 into equation 8.3:
δx =
ΦR · Φx
|Φx|2 + δˆx
δy =
ΦR · Φy
|Φy|2 + δˆy
δz =
ΦR · Φz
|Φz|2 + δˆz . (8.5)
δi = δˆi holds true only if the scalar product ΦR · Φi equals zero, i.e.
ΦR · Φi 6= 0→ δi 6= δˆi . (8.6)
Equation 8.6 states that the fitted coefficient δi for the misalignment of the reference
sphere might not agree with the real physical misalignment δˆi in case of a cross-
coupling between the respective misalignment functional and the form error induced
aberrations. This means that a nonzero amount of misalignment functionals might
be present in the post-processed interferometric data. Adding further misalignment
functionals to the interferometric data can lead to an optimization of the target
wavefront for aberration correction as shown in section 8.3. In other words, the
aberration correction procedure might benefit from an optimization of the amount
of misalignment functionals present in the post-processed aberrations.
8.2 Zernike decomposition
Figure 8.2 shows the aberrations ΦM as a result of the interferometric measurement.
The figure displays a discretized 706×706-pixel array with the phase values as pixel
values. Instead of describing the aberrations as two-dimensional pixel array, one
can also use a set of basis functions for description. A commonly used basis is
the Zernike basis with polynomials Zmn [65, 66] which are orthonormal. Zernike
polynomials are commonly used in optics to describe aberrations since the lowest
order polynomials describe the most common types of aberrations very well. Even
for a finite number of basis functions, physical aberrations can therefore often be
described with high accuracy. The polynomials can be written in polar coordinates
where each polynomial can be decomposed into a radial and an azimuthal part:
Zmn (r, ϕ) = Rmn (r) cos(mϕ) . (8.7)
In equation 8.7, n denotes the radial degree andm ≤ n denotes the azimuthal degree.
Despite this notation, the Zernike polynomials can be enumerated by a single index
Zi. Here, the OSA/ANSI standard indices [67] are used2. It can be seen in figure
8.2 that the aberrations of the parabolic mirror are primarily azimuthally symmetric
although small asymmetries exist. The azimuthal symmetry of the aberrations is
examined in section 8.4. The dominant aberrations are thus given by azimuthally
2Another notation was introduced by Noll [68].
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Figure 8.2: Interferometric measurement: Aberration data of the parabolic mirror
measured with the interferometric setup from [29]. The phase value is given
in multiples of λ = 370nm (scale bar 1mm). Unless stated otherwise, this
parabolic mirror is used throughout part II and differs from the mirror used
throughout part I.
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Figure 8.3: Zernike decomposition of the measured aberrations from figure 8.2.
The amplitude of each polynomial is normalized to a PV amplitude of
1λ = 370nm.
symmetric Zernike polynomials with azimuthal degree m = 0. The lowest orders of
these polynomials are shown in table 8.1.
The aberrations ΦM of the mirror measured as finite 706 × 706-pixel array can be
decomposed into the Zernike modes with M basis functions. ΦM is simply given by:
ΦM =
M∑
i=1
αiZi . (8.8)
Equation 8.8 can also be expressed in a matrix formalism. The decomposition into a
finite set ofM Zernike modes can be done using a matrix inversion similar to section
13.1: As first step, the 706×706-pixel arrays for each of the M Zernike polynomials
are calculated. As second step, the pixel values for each Polynomial are put as single
column into a common 7062 ×M matrix I. With the vector of Zernike coefficients
α, the pixel values of ΦM written in a single column vector are then given by
ΦM = I · α . (8.9)
Similar to section 13.1, α can be calculated by using the pseudoinverse II of I (see
equation 13.7):
α = II · ΦM . (8.10)
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Index i Radialdegree n Name
4 2 Defocus
−0.5
0.5
12 4 1. order spherical
−0.5
0.5
24 6 2. order spherical
−0.5
0.5
40 8 3. order spherical
−0.5
0.5
60 10 4. order spherical
−0.5
0.5
84 12 5. order spherical
−0.5
0.5
Table 8.1: Most relevant Zernike polynomials of the parabolic mirror normalized
to a PV amplitude of 1λ (see equation 8.7).
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8.3 Aberration correction with a low order wavefront
corrector
Some wavefront correcting devices, like the DM used throughout this part, are lim-
ited in their wavefront correction capabilities by a limited spatial sampling of the
wavefront, i.e. by a limited number of Zernike modes that can be corrected. If
the aberrations that have to be corrected include modes that cannot be corrected
by the wavefront corrector, the correction quality might be decreased. Assuming a
wavefront corrector that can correct Zernike polynomials up to the order M , the
measured aberrations of the parabolic mirror can be decomposed into
Φ =
M∑
i=1
αiZi +
∞∑
i=M+1
ζiZi . (8.11)
The term ∑Mi=1 αiZi can be used as target aberration for the wavefront corrector in
order to improve the Strehl ratio of the optical system. The residual error for the
correction process is dominated by the term ∑∞i=M+1 ζiZi which cannot be corrected
by the additional element.
A wavefront correction according to the target aberration from equation 8.11 can
yield a high residual error term ∑∞i=M+1 ζiZi if the amplitude of the physical aber-
rations ΦR is large and overlaps with the misalignment functionals. This effect is
based on the problem that the fitted values δi, i = x, y, z of the reference sphere’s
misalignment might differ from the real misalignment δˆz (see equation 8.5). To illus-
trate the problem, let us assume that the real aberrations ΦR can be well described
by Zernike polynomials up to the order M which can be imprinted by the wavefront
corrector. If δz 6= δˆz, Φ can be written as
Φ = ΦR + (δˆz − δz) Φz . (8.12)
If M is lower than the relevant number of orders needed to describe ΦZ sufficiently
(see figure 8.4), the residual error coefficients
ζi = (δˆz − δz) Φz · Zi (8.13)
for i = M + 1, ...,∞ sum up to a residual wavefront error ∑∞i=M+1 ζiZi that might
noticeable influence the Strehl ratio and therefore might noticeable reduce the cou-
pling efficiency of the optical system. So even if the real aberrations ΦR can be
well described by Zernike polynomials of the order M correctable by the wavefront
corrector, the residual wavefront error ∑∞i=M+1 ζiZi after correction might be high.
In addition to the modes that can be corrected by the wavefront corrector, the
misalignment functionals can be used as additional modes for correction since the
Strehl ratio and thus the light-matter coupling efficiency is invariant upon a shift
of the focal spot (ref. section 8.1). So instead of applying the interferometrically
measured aberrations directly to the wavefront corrector, one can beforehand add
misalignment functionals to the target wavefront in such a way that the resulting
target wavefront is optimized for the modes of the wavefront corrector. In the fol-
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Figure 8.4: Zernike decomposition of the Z-Misalignment functional shown in fig-
ure 8.1. The amplitude of each polynomial is normalized to a PV amplitude
of 1λ = 370nm.
lowing section, a numerical optimization strategy for calculating the ideal amount of
misalignment functionals is presented. The optimization is used to derive the mini-
mum number of required Zernike modes that have to be corrected by the wavefront
corrector in order to achieve a certain Strehl ratio.
In order to decrease the remaining aberrations after correction, an additional mis-
alignment amplitude along the Z direction δ˜zΦz is added to Φ. Misalignments along
the X and Y directions are not added since the measured aberrations are dominated
by azimuthally symmetric aberrations (see section 8.4) and the misalignment along
the X and Y direction show rotational symmetry of 180◦ around the vertex. Only
a misalignment along the Z direction can therefore be used to improve the aberra-
tion correction. If a significant amount of non-azimuthally symmetric aberrations is
present in the interferometrically measured data, the X and Y misalignment func-
tionals might, however, as well be used for an optimization of the target wavefront.
Similar to equation 8.11, the target aberrations for correction can be decomposed
into
Φ + δ˜zΦz =
M∑
i=1
αiZi +
∞∑
i=M+1
ζiZi (8.14)
with the term ∑Mi=1 αiZi denoting the target aberrations for the wavefront corrector.
As a next step, the residual error coefficients
ζi = Φ · Zi + δ˜zΦz · Zi (8.15)
are minimized. This is accomplished by numerically optimizing the amplitude δ˜z
such that the Root Mean Square (RMS) value of the coefficients ζi
RMS(ζi,M,N) =
√√√√ 1
N −M
N∑
i=M+1
ζ2i (8.16)
is minimized. For the numerical optimization, a finite basis with N  M basis
functions is chosen and the algorithm fminsearch is used in a MATLAB® 3 script.
3MATLAB® from the company The MathWorks, Inc.
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For a given amplitude δ˜z, the optimized correction wavefront ΦC that has to be the
target for the wavefront corrector is given by
ΦC = −
M∑
i=1
(Φ · Zi + δ˜zΦz · Zi)Zi . (8.17)
To estimate how many Zernike modes the wavefront corrector has to correct, the
Strehl ratio resulting from the remaining aberrations after correction is simulated
for different mode numbers M . For the simulation, the aberrations Φ + δ˜zΦz + ΦC
are used as input in the simulation of the focal intensity distribution and N = 120
basis functions are used. The simulation is described in chapter 3. The results
of the simulations are shown in figure 8.5. A significant increase in Strehl ratio
above 80% can be achieved by correcting only for Zernike polynomials up to radial
degree n = 4 (number of corrected Zernike modes M = 16) including defocus and
1. order spherical aberration. A wavefront corrector should thus be able to correct
for Zernike modes up to this degree.
The optimized amount of misalignment functional along the Z direction that is
added to the target wavefront is −1.25µm. The amount of defocus and 1. order
spherical aberration that has to be applied to the wavefront corrector (see figure 8.6)
significantly differs from the coefficients of a pure Zernike fit to the interferometric
data (see figure 8.3). Measurements of further parabolic mirrors are shown in figure
8.7.
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Figure 8.5: Strehl ratio simulation when correcting for an increasing number of
Zernike modes. X-axis: Maximum radial order n (ref. equation 8.7) that
is corrected by the wavefront corrector. Y-axis: Strehl ratio normalized to
the diffraction limited case. In black: Strehl ratio achieved by using the
optimization procedure to derive the Zernike coefficients. In red: Strehl
ratio achieved by using a Zernike fit to the measured interferometric data
to derive the Zernike coefficients. The values are simulated as described
in chapter 3. When correcting for Zernike polynomials up to radial order
n = 4 (including 1. order spherical aberration), a Strehl ratio of more than
80% can be reached adding a misalignment functional of -1.25µm along
the Z direction to the measured aberrations.
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Figure 8.6: Decomposition of the inverse target aberrations −ΦC for wavefront
correction if a wavefront corrector for all Zernike polynomials up to the
radial order n = 4 is used (see figure 8.5). The PV amplitude is given in
multiples of λ = 370 nm. Note that the values significantly differ from the
values of a simple Zernike fit to the measured aberrations marked in red
(values taken from figure 8.3).
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Figure 8.7: Strehl ratio simulation when correcting for an increasing number of
Zernike modes according to figure 8.5 but for different parabolic mirrors.
The optimization procedure presented in section 8.3 is used to optimize the
target wavefront. The mirror in figure 8.5 is fabricated from a monolithic
block of the aluminium alloy 6061. (a) Shows the evaluation of another
mirror made out of the same allow which is used throughout part I of
this work. In contrast to that, (c) and (e) show the results for mirrors
fabricated from the aluminium alloy RSA 905. (b), (d), and (f) show the
measured aberrations for the mirrors from (a), (c), and (e), respectively.
The amplitude values are given in λ = 370nm.
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Figure 8.8: Non-azimuthally symmetric aberrations of different parabolic mirrors:
(a) Al 6061 mirror from figure 8.5 with a Strehl ratio reduction of 8.5%
due to the non-azimuthally symmetric aberrations, (b) Al 6061 mirror from
figure 8.7 (a, b) with a Strehl ratio reduction of 18.5%, (c) RSA 905 mirror
from figure 8.7 (c, d) with a Strehl ratio reduction of 2.2%, (d) RSA 905
mirror from figure 8.7 (e, f) with a Strehl ratio reduction of 2.2%. The
amplitude values are given in λ = 370nm.
In section 8.3, it was assumed that the interferometrically measured aberrations of
the parabolic mirror are azimuthally symmetric in first instance. The azimuthal
symmetry might seem obvious due to the fact that the manufacturing process with
the diamond turning machine exhibits rotational symmetry. There are, however,
several experimental circumstances that can disturb the azimuthal symmetry. One
of these circumstances might, for example, be a mechanical mount of the mirror that
deforms the optical surface due to mechanical stress. To examine if the azimuthal
symmetry holds true, the deviation from the azimuthal average is calculated and
shown in figure 8.8. The deviation is calculated using a MATLAB® 4 script con-
taining 3 basic steps: Firstly, the 2-dimensional aberration image is averaged az-
imuthally yielding the averaged line profile of the aberrations. Secondly, the line
profile is used to reconstruct the 2-dimensional aberration image by associating each
radial coordinate the same phase value. Thirdly, both 2-dimensional images, the in-
terferometrically measured aberrations and the averaged aberrations, are subtracted
yielding the deviation from the azimuthal average.
As noted in the figure, the azimuthally symmetric aberrations alone reduce the
Strehl radio by 8.5%. Due to the discontinuities in the data, some of the aberra-
4MATLAB®, The MathWorks, Inc.
71
8 Aspects of aberration correction
−4 −3 −2 −1 0 1 2 3 40.2
0.4
0.6
0.8
1
PV aberration [λ = 370nm]
St
re
hl
ra
tio
[n
or
m
]
Tilt Defocus
Figure 8.9: Alignment sensitivity of the incident beam. Given are the values of
the Strehl ratio as a function of PV amplitude of tilt and defocus.
tions shown the figure might be measurement errors either due to the interferometric
data acquisition process or due to the wavefront reconstruction process of the ac-
quired data. The true Strehl ratio reduction due to non-azimuthally symmetric
aberrations might therefore actually be lower than the values given in figure 8.8.
In addition, figure 8.8 shows that the non-azimuthally symmetric aberrations are
lower for mirrors fabricated from the aluminium allow RSA 905 compared to the
ones fabricated from Al 6061. The mirrors from figure 8.5 and figure 8.7 (c-f) are
manufactured with single-point diamond turning (SPDT) in the same production
run5. The the mirror from figure 8.7 (a,b) is also fabricated with SPDT but by
another manufacturer6.
8.5 Alignment sensitivity
In order to design and select the mechanical components of an optical system, it
is often required to know how precisely an optical component has to be positioned
and how precisely the degrees of freedom have to be adjusted. In this context, it is
interesting to know how well the beam that propagates into the 4pi-PM has to be
aligned with respect to the mirror. Small misalignments can usually be represented
as wavefront aberrations of the incident beam. The most dominant aberrations that
occur by a misalignment of a mirror or by a misalignment of a spherical lens are
tilt and defocus. For both types of aberrations, the Strehl ratio as a function of
aberration amplitude is shown in figure 8.9. The calculation uses the numerical
simulation of the focal intensity distribution described in chapter 3.1 with a radially
polarized donut mode having the ideal beam waist [3]. A precise tilt and defocus
alignment can, for example, be realized using one of the adaptive optical correction
systems presented in chapter 11 and chapter 13. Further aspects concerning the
alignment requirements of a 4pi-PM and a suitable alignment tool can be found in
[29].
5Kugler GmbH, Salem
6Fraunhofer Institute for Applied Optics and Precision Engineering, Jena
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8.6 Static aberrations of the optical setup
Static aberrations caused, for example, by imperfect optical components or a finite
on-axis alignment are likely to exist in the optical system even when the parabolic
mirror is excluded. The manufacturing tolerances of most optical components used
in the experimental setup are optimized for the visible spectrum, usually they exhibit
a surface accuracy of λ/10 at a wavelength of λ = 632nm. The UV light at a
wavelength of λ = 370 nm that is used in the experiment is at the lower end of the
optical spectrum in terms of wavelength. It is therefore possible that further optical
components cause significant aberrations.
A large portion of these aberrations can be suppressed by inserting a pinhole, i.e.
a spatial filter, into the telescope in front of the parabolic mirror between f1 and
f2 in figure 7.1. The pinhole’s size can be chosen such that it acts like a Fourier-
filter filtering out higher spatial frequencies that arise from the aberrations. As
a consequence, only the last telescope lens, two beam splitters, the viewport of
the vacuum chamber, and the PM itself, respectively, are leftover and are able to
deteriorate the optical performance. The procedure of mode cleaning does, however,
not work when an element for aberrations correction of the parabolic mirror is used
before the pinhole since the pinhole would simply filter out all aberrations imprinted
by the correction element.
So instead of filtering the aberrations with a pinhole, it might be required to measure
the static aberrations and to correct for them in case of a large aberration amplitude.
In order to measure the amplitude of the static aberrations, the same optical system
is used as for measuring the interaction matrix of the deformable mirror (see figure
9.1 and chapter 9). But different to the interaction matrix measurement setup, the
deformable mirror is replaced by a flat reference mirror7.
During the measurement, a large Gaussian beam is used which over-illuminates
the aperture of the optical system. Furthermore, the aberrations of the additional
optical components which are only used for the wavefront acquisition and not during
the real experiment are subtracted in a calibration measurement. This calibration
measurement is done by creating a flat reference wavefront with a single mode
fiber and a calibration CGH that illuminates the imaging system (see figure 9.4).
To decrease the statistical error of the measurement value (ref. section 9.6), 128
wavefront images are acquired and the mean wavefront is calculated. The error of the
mean calculates to be 1.6nm /
√
127 ≈ 0.2 nm for the RMS and 10 nm /√127 ≈ 1nm
for the PV value.
The measurement results of the static aberrations are shown in figure 8.10. The
RMS and PV values of the wavefront amount to:
• RMS error: 28.8± 0.2nm
• PV error: 180± 1nm
Using only the measured aberrations as input aberrations in the numeric focal in-
tensity simulation, the Strehl ratio of the focusing system excluding the aberrations
7Dielectric mirror BB1-E01 from the company Thorlabs GmbH. The mirror has a specified PV
surface flatness of 63 nm over the D = 1 inch aperture.
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Figure 8.10: (a) Measured aberrations of the whole optical setup from figure 9.1
excluding deformable mirror and parabolic mirror. The wavefront is shown
in multiples of λ = 370 nm. (b) Simulated XZ-PSF using the wavefront
from (a) resulting in a Strehl ratio of 96% (scale bar 1λ = 370nm). The
colormap denotes the Strehl ratio.
of the parabolic mirror results in 96% (see figure 8.10 (b)). Compared to a small
tip/tilt misalignment of several λ in the incident beam (see section 8.5), this effect is
very small and misalignment aberrations might therefore dominate the aberrations
of the optical system.
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9 Shack-Hartmann wavefront sensor
The wavefront measurements in section 6.2 and in chapters 10, 11, and 13 are done
using Shack-Hartmann wavefront sensors (SHSs) [63]. In this chapter the most
important experimental considerations about the implementation of a SHS in the
4piPAC experiment are presented. A short description of the working principle of
a SHS is also derived based on [64]. In this latter resource further details about
wavefront sensing with a SHS can be found.
DM PMf1 f2
SHWP f3 f4Pinhole
SHS
f6
f5
Figure 9.1: SHS integration into the adaptive optical feedback loop with a DM
from chapter 13. The setup corresponds to the setup shown in figure 13.1
with the required SHS for the feedback loop. A flip mirror is used to
send the light to the SHS for measuring the wavefront (f5 = 300mm,
f6 = 200mm).
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(a) Flat WF (b) Aberrated WF
Figure 9.2: Schematic drawing of a Shack-Hartmann sensor. The incident beam is
focused onto a CCD camera by the microlens array (MA) and the position
of each centroid on the CCD chip is measured. (a) For a flat wavefront
(WF), each microlens focuses the light down into the center position of the
lens. (b) For an aberrated wavefront, the centroid of each microlens moves
accordingly to the average tilt over the aperture of the microlens.
9.1 Working principle
A SHS consists of a microlens array and a detector which can, for example, be a
rectangular grid of M × M microlenses and a CCD camera (see figure 9.2). At
the position of each microlens ~r0,i, i = 1, ...,M2, the incident wavefront Φ can be
approximated by a Taylor series up to the first order [64]
Φ(~r) = Φ0 + Sx x+ Sy y +O(~r 2). (9.1)
Sx = ∂Φ/∂x and Sy = ∂Φ/∂y correspond to a tip or tilt of the wavefront over the
aperture of the microlens. The effect of a tip/tilt is shown in figure 9.3: A tilt of
the incoming beam over the aperture of the microlens displaces the centroid of the
focal spot in the focal plane of the lens. The relation between the slopes Sx and Sy
and the displacements ∆X and ∆Y follows from simple geometrical considerations
[64]
Sx =
D
f
∆X , Sy =
D
f
∆Y . (9.2)
Equation 9.2 contains the diameterD of the microlens and the distance f to the CCD
plane. The CCD is used to measure the corresponding focal intensity distributions
and therefore the displacements ∆X and ∆Y . Subsequently, the slopes Sx and Sy
are calculated with equation 9.2.
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Sx
f
∆X
D
Figure 9.3: Detailed drawing of one microlens from a Shack-Hartmann wavefront
sensor.
In section 6.2, a home-made SHS is used that incorporates a rectangular microlens
array with a focal length of f = 32mm, a pitch of 0.3mm×0.3mm, and an EMCCD-
camera1 with 512× 512-pixel and a pixel size of 16µm× 16µm. In chapter 10 and
13, a SHS2 is used that incorporates a rectangular microlens array with a focal
length of f = 9.55mm, a pitch of 0.13mm × 0.13mm, and a 2048 × 2048-pixel
camera3 with a pixel size of 7.4µm × 7.4µm. In chapter 11, a home-made SHS is
used incorporating a rectangular microlens array with a focal length of f = 32mm, a
pitch of 0.3mm×0.3mm, and a scientific camera4 having a resolution of 2048×2048-
pixel and a pixel size of 7.4µm× 7.4µm.
9.2 Readout
For the measurement of ∆X and ∆Y , the CCD pixel matrix is first divided into
parts. Each part consists of a rectangular array of N × N pixels such that N
multiplied by the pixel size s corresponds to the diameter D of a microlens:
N · s ≈ D . (9.3)
The pixel arrays are oriented next to each other since the microlenses are oriented
in a grid-like arrangement with the distance D to the next neighbor. For each
pixel array, the centroid coordinates CX and CY are determined by calculating the
geometric centroid, also called center of mass, in each direction. In order to do so,
the row index i = 1, ..., N and the column index j = 1, ..., N of a pixel array are
introduced. Together with the pixel value Pij, the centroids are calculated to be
CX =
1
M
N∑
i=1
N∑
j=1
i Pij, CY =
1
M
N∑
i=1
N∑
j=1
j Pij, M =
N∑
i=1
N∑
j=1
Pij . (9.4)
1EMCCD-camera PhotonMAX from the company Roper Scientific GmbH with Unichrome coat-
ing and cooled to −80◦ C.
2Custom-made SHS from the company Optocraft GmbH.
3svs4022MOGE from the company SVS-VISTEK GmbH.
4Non-cooled 4070M-USB from the company Thorlabs GmbH.
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9.3 Calibration
PMCGH
f5
SHS
Pinhole
f6
SM fiber
Figure 9.4: Setup for calibration of the SHS and the demagnifying imaging system
consisting of f5 and f6 (see figure 9.1). The reference wavefront is created
by collimation of a SM fiber with a binary phase-only Fresnel zone plate
CGH. The millimeter-sized pinhole filters the +1. diffraction order of the
CGH in a similar way to the procedure presented in chapter 10.
In order to estimate the slopes Sx and Sy from the centroid measurement, a cali-
bration measurement has to be done with a flat reference wavefront that yields the
offset centroids CX,0 and CY,0 for each microlens. By subtracting CX,0 and CY,0 from
CX and CY in subsequent measurements of the aberrated beam, one can calculate
the desired slopes using the pixel size s:
Sx = s (CX − CX,0)
Sy = s (CY − CY,0) . (9.5)
For testing the wavefront of the beam that is send into the parabolic mirror for
example during the adaptive wavefront correction with the DM in chapter 13, an
imaging system has to be used. The imaging system demagnifies the beam diameter
such that it can be measured with the SHS and consists of a mirror and two telescope
lenses. These additional optical components induce additional aberrations Φimg that
have to be subtracted from the measured wavefront Φ. To do so, the flat reference
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beam is sent into the whole optical system consisting of the demagnifying imaging
system and the wavefront sensor (see figure 9.4). Therefore, CX and CY therefore
do not only represent the offset values of the focal spots, but also the systematic
aberrations caused by the imaging system Φimg. The subtraction of Φimg from the
measured wavefront Φ is thus already included by calculating Sx and Sy according
to equation 9.5.
The flat reference wavefront has to be physically flat since any additional aberration
leads to a systematic error in the measurement of Φ. In the experiment, the reference
beam is created by a single-mode fiber that is collimated by a computer generated
hologram (CGH), a binary phase-only Fresnel zone plate (see chapter 10). The
CGH-lens has a focal length of f = 300mm and is imprinted on a flat fused silica
substrate5 which is specified to have a flatness of better than 32 nm PV on each
side. The total systematic wavefront error can hence be estimated to be lower than
2 · 32 nm · (nFS − 1) ≈ 30 nm PV6. The CGH is fabricated by Irina Harder from the
Max Planck Institute for the Science of Light, Erlangen.
9.4 Wavefront reconstruction
With the calculated slopes Sx = ∂Φ/∂x and Sy = ∂Φ/∂y, the wavefront Φ can
be reconstructed. The reconstruction problem with the geometry occurring in the
SHS is an approximation of the Southwell geometry [70]. There is a variety of
methods to reconstruct Φ from the gradient data. The most common techniques are
either based on a recursive method, called “zonal reconstruction”, or rely on using
a finite number of orthogonal basis functions, called “modal reconstruction”. In the
latter case, the gradient data for each basis function is calculated and averaged over
the aperture of each microlens. For a SHS with M ×M microlenses and P basis
functions, one has to calculate 2 ·P ·M2 gradient points. Analogue to the interaction
matrix I for controlling the deformable mirror (see section 13.1), the gradient points
can be arranged in a common matrix I with dimension 2 ·M2 × P . The columns
of I represent the response of the wavefront sensor slopes7 S to each of the P basis
functions. Mathematically, this can be formulated as
~S = I · ~A (9.6)
with ~S being a vector containing all sensor data slopes and ~A being a vector con-
taining the factors ai of the basis functions Zi
Φ =
P∑
i=1
ai Zi, ~A =

a1
...
aP
 , ~S =

S1
...
S2M2
 . (9.7)
5Parallel window 10QW40-30 from Newport Corporation.
6The refractive index of fused silica at a wavelength of 370 nm is nFS = 1.47 [69].
7S has to contain the slopes along each dimension, i.e. Sx and Sy. This can be accomplished by
including Sx as the entries 1 to M2 of S and Sy as the entries M2 + 1 to 2M2.
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Similar to the interaction matrix I of the deformable mirror, ~A can be calculated
for a set of measured gradient points ~S by using the pseudoinverse II which can be
calculated with a singular value decomposition (see equation 13.7):
~A = II · ~S . (9.8)
The zonal reconstruction problem can also be formulated using a matrix formalism
like in equation 9.6. Further details can be found, for example, in [64].
Both methods, modal and zonal reconstruction, were tested experimentally. The
best results for the wavefront reconstruction were, however, achieved with a state-of-
the-art reconstruction algorithm that fits the slopes data with piecewise polynomials
[71]. Using this algorithm yields the advantage of low wavefront errors at the rim of
the pupil, low overall noise, and high computational speed, respectively. Therefore,
the algorithm from [71] is used throughout the wavefront measurements presented
in this work.
9.5 Wavefront acquisition
Raw image acquisition
Background subtraction
Subpicture splitting
Centroid calculation
Reference centroid subtraction
Wavefront reconstruction
Figure 9.5: Wavefront acquisition sequence used in the Shack-Hartmann software.
The centroid calculation and reference centroid subtraction has to be done
for each microlens-subimage.
The whole wavefront acquisition sequence of the Shack-Hartmann software is shown
in figure 9.5. Besides the already discussed centroid determination, the reference
centroid subtraction, and the wavefront reconstruction, respectively, a background
subtraction is used to improve the raw image. The background image is acquired
without the laser being turned on and therefore accounts for dark noise and remain-
ing stray light. As shown in figure 9.5, the background image is subtracted from the
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raw image before the picture is processed further. In addition, the exposure time of
the image is chosen such that no pixel is close to its maximum value in order to be
in the linear regime of the image sensor.
9.6 Measurement error
The wavefront measurement with the SHS has, of course, a finite measurement
repeatability. The finite repeatability is partly due to the statistical error of the
wavefront acquisition process and partly due to the finite reproducibility of the
environmental conditions. The statistical error of the wavefront acquisition can, for
example, be caused by the electronic noise in the camera image, by the finite number
of pixels of the sensor (discretization error), by the finite dynamic range of the sensor,
by the finite number of microlenses, or by the noise due to the statistical nature of
light, respectively. A detailed quantitative overview of different noise contributions
can be found in [72].
In addition to the error of the wavefront sensor, the environmental conditions of the
whole optical setup constantly change. This can, for example, be due to a vibration
of the optical table or due to air turbulences in the optical beam path.
To measure both types of noise for the SHS used in chapter 13, the precision of the
wavefront acquisition was measured inside the optical setup used for the adaptive
optical correction loop with the deformable mirror (DM) (see figure 9.1). The DM
is changed such that a flat wavefront is measured by the wavefront sensor similar
to the best-flatness test (see section 13.4). This wavefront is measured N = 100
times and the mean of all wavefronts is calculated. The deviation between each
measured wavefront and the mean wavefront is calculated and expressed as RMS
and PV deviation (see figure 9.6). The mean RMS and PV values are:
• RMS error: 1.6 nm
• PV error: 10 nm
The RMS error is also calculated per microlens by calculating the RMS error over
all of the 100 wavefront values for a particular microlens. As shown in figure 9.7,
the mean RMS error again amounts to 1.6 nm.
The precision of the wavefront measurement constitutes a technical limitation of
the achievable performance in the adaptive optical feedback loop in chapter 13. For
the feedback loop, the interaction matrix of the deformable mirror is used and has
to be measured initially. The measurement requires at least as many wavefront
images than number of actuators. For a deformable mirror with 97 actuators, the
error of the interaction matrix can be approximated to be
√
97 ≈ 10 times as large
as the error of a single wavefront image. A detailed examination of the correction
performance is given in section 13.4.
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Figure 9.6: Histogram plot of the RMS and PV deviation of multiple wavefront
measurements (incidences) with respect to the mean wavefront. The mean
RMS error amounts to 1.6 nm and the mean PV error amounts to 10 nm,
respectively.
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Figure 9.7: Error per microlens of the SHS: (a) RMS error per microlens given
in nm. (b) Histogram plot of the RMS error per microlens (incidences).
Similar to figure 9.6, the mean RMS value amounts to 1.6 nm.
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CGH Pinhole PM
Figure 10.1: Concept of a setup for correcting the aberrations of the parabolic
mirror with a diffractive phase plate. A modified Fresnel zone plate with
f = 200mm replaces one of the Keplerian telescope lenses shown in figure
2.2. The binary CGH imprints the inverse of the aberrations onto the first
diffraction order which is filtered from the other diffraction orders by a
spatial filter.
In this chapter a static phase-only binary computer generated hologram (CGH) [73]
is tested experimentally: It corrects for aberrations of the 4pi-PM and is based on
a modified Fresnel zone plate. The Fresnel zone plate design is chosen because this
CGH can easily be integrated into the existing optical setup (see figures 2.2 and
10.1) by exchanging the first lens of the illumination telescope. The required phase
function Φ(r) = (2pi/λ)OPD(r) of a thin lens is derived in the appendix A.3 (see
equation A.9) and can be approximated by a CGH that samples the phase function
on a discrete pixel grid with quantized pixel values. Different ways of encoding the
phase function exist (see for example [74, 75, 76]) that either imprint an amplitude
modulation, a phase modulation, or a combined amplitude and phase modulation,
respectively. One of the most commonly used ways of imprinting a hologram is a
phase-only hologram that can be very light-efficient. Neglecting light losses due to
Fresnel reflection and losses due to an imperfect manufacturing, the efficiency of the
phase-only CGH can reach nearly 100% [77]. In the following, a mathematical way
for approximating the phase function Φ(r) by a discrete pixel grid will be introduced.
It is based on [77] and citations therein. Thereby it is shown that the approximation
by the CGH produces a far-field distribution that contains the term derived for a
thin lens in equations A.4 and A.9. Furthermore, the light-efficiency of the CGH for
different pixel value quantizations will be given.
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10.1 Diffractive lens
The sampling theorem states that a one-dimensional function l(r) can be exactly
described by sampling values at equally spaced distances δr [78]. The spacing of
the values has to obey the condition that δr < 12 νmax with νmax denoting the largest
frequency component that occurs in the Fourier spectrum of l(r):
F [l](ν) = 0 ∀|ν| > νmax. (10.1)
Mathematically, the sampling of the phase function by the pixel grid can be ex-
pressed by a multiplication of a Dirac-comb to the real function l(r). Further-
more, each resulting sampling point (pixel) is convolved with a rectangular function
rect(r/δr) that accounts for the finite size of the pixel. The resulting approximation
lˆ(r) of the function l(r) is thus calculated to be [77]
lˆ(r) =
l(r) ∞∑
n=−∞
δ(r − n δr)
 ∗ rect(r/δr). (10.2)
Equation 10.2 takes into account an infinite sampling grid which corresponds to an
infinitely extended CGH. To account for the CGH’s finite diameter D, the aperture
function
P (r) = rect(r/D) (10.3)
has to be introduced as shown in equation A.3. As a result, the far-field of the
outgoing field Eout(r) = lˆ(r)P (r)Ein(r) that passes the CGH can be written as1 [77]
F
[
lˆ · P · Ein
]
(ν) ∝ F [l · P · Ein] · F [
∞∑
n=−∞
δ(r − n δr)] ∗ F [rect(r/δr)]
∝ F [l · P · Ein] sinc(ν δr) ∗
∞∑
n=−∞
δ(ν − n/δr) (10.4)
The term F [l · P · Ein] in equation 10.4, the far-field of a thin lens, is still present
in case of an CGH that approximates the lens. Higher order modes, however, are
build up due to the pixel-grid of the CGH. Furthermore, equation 10.4 only holds
true for an analog greyscale hologram where the pixel values are not quantized.
For the fabrication of the CGH, the phase function Φ(r) is phase-wrapped by calcu-
lating Φ(r) modulo 2pi. The corresponding height profile2 h(r) = ∆nOPD(r) that
is imprinted into the CGH is therefore expressed modulo ∆nλ. The low absolute
height of the imprinted profile can be of great advantage in photolithography since
the development rate of the photoresist as a function of exposure dose has to be
calibrated for the whole dynamic range that is used. The fabrication simplifies fur-
ther if only a discrete quantized set of phase values is used. The lower limit of the
allowed number of phase values is a binary hologram that uses only two discrete
phase steps.
1The sinc function is defined as sinc(x) = sin(pi x)pi x .2∆n denotes the difference in refractive index n between CGH material and surrounding material.
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Figure 10.2: (a) Phase profile (Φ′(r)) of a thin lens (green), of a thin lens after
phase-wrapping (blue), and of a thin lens after phase-wrapping and bina-
rization (red). (b) Schematic illustration of the phase error associated with
the binarization: If the value of the phase profile (blue and green curves) is
below the threshold value of pi, the binarized value (red) is set to 0. If the
phase value is equal or larger than the threshold value, the binarized value
is set to pi. Two different phase profiles, like the blue and green curves in
the illustration, might yield the same binarized pattern. Therefore, spatial
frequencies which have a low amplitude and oscillate fast compared to the
binarization period, like the fast spatial frequencies in the green curve, may
not be induced correctly by the binarized correction CGH. This causes a
phase error.
To achieve the binarization of a hologram, a commonly used procedure is to set every
phase value of the wrapped phase Φ(r) above a certain threshold to the upper phase
step and every other value to the lower phase step (see figure 10.2). The efficiency
ηm of a blazed or binarized grating into the m-th diffraction order depends on the
height of the phase step and can be calculated by expanding h(r) in a Fourier series
[79, 80, 81]
h(r) = exp(iΦ(r)) =
∞∑
m=−∞
bm exp
(
im
2pi
T
r
)
bm =
1
T
∫ T
0
h(r) exp
(
−im 2pi
T
r
)
dr
ηm = |bm|2 (10.5)
with T denoting the period length of the grating.
Equation 10.5 is valid if h(r) is a periodic function that repeats with constant pe-
riod spacing T . In case of a Fresnel zone plate, T is, however, not constant and
decreases with increasing pupil radius r. Equation 10.5 can nevertheless yield a
good approximation for the diffraction efficiency of a binarized Fresnel zone plate
[80]. In figure 10.3, the diffraction efficiencies of a blazed and binary grating are
calculated accordingly to equation 10.5 for varying phase step amplitude.
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The aim of using a CGH is to correct for the aberrations of the parabolic mirror.
Therefore, the target aberrations ΦC(r) are added to the unwrapped phase profile
Φ(r) of a lens in order to yield the phase profile for the correction hologram
Φ′(r) = Φ(r) + ΦC(r). (10.6)
Subsequently, Φ′(r) is phase-wrapped (modulo 2pi) and binarized (see figure 10.2)
by setting every phase value equal or larger than pi to pi and every phase value
below pi to 0. According to the plot shown in figure 10.3 (b), the binary CGH is
therefore expected to achieve an efficiency into the +1. diffraction order of about
41%. The resulting height profile h′(r) that has to be imprinted into the glass
substrate amounts to
h′(r) = ∆nλΦ
′(r)
2pi . (10.7)
The +1. diffraction order is filtered out from all other orders by using a millimeter-
sized spatial filter pinhole as shown in figure 10.4.
In figure 10.2 (b) it is schematically shown that the binarization may induce phase
errors because spatial frequencies in Φ′(r) that have a low amplitude and oscillate
fast compared to the binarization period may not be reproduced correctly. Further-
more, the +1. diffraction order has to be filtered by using a spatial filter pinhole in
the focus of the diffractive lens (see figure 10.1). The spatial filter pinhole has to
be as small as possible to block as much light as possible from unwanted diffraction
orders. In order to keep the filter pinhole as small as possible, the spatial frequen-
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Figure 10.3: Efficiency of a blazed grating (a) and a binary grating (b) for varying
phase step amplitude.
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cies imprinted by the diffractive lens have to be as low as possible: The smaller the
imprinted spatial frequencies, the smaller the Fourier spectrum in the focus of the
diffractive lens and thus the smaller the filter pinhole. To minimize the impact of
these two potential problems, the manufacturing strategy presented in the next sec-
tion uses the optimization procedure presented in section 8.3 to optimize the target
wavefront. Only Zernike modes with spatial frequencies as low as possible are used
for the fabrication of the CGH.
10.2 Manufacturing and characterization
CGH Pinhole SHS
Figure 10.4: Setup for probing the wavefront that is imprinted by the CGH.
Shown are the ±1. diffraction orders that are created by the CGH. The
+1. diffraction order is filtered out by a pinhole placed in the focal point.
The wavefront of the recollimated light is measured with a Shack-Hartmann
sensor (SHS). Not shown in the figure: The focal plane of the last telescope
lens is imaged with a demagnifying (magnification 2/3) Keplerian telescope
onto the microlens array of the SHS.
The binary CGH for wavefront correction is manufactured with a laser lithography
system3 on a flat fused silica substrate4. The substrate is first spin-coated with a
etch primer5 and a approximately 900 nm thick layer of a positive photoresist6. As
second step, the substrate is illuminated with the laser lithography system. The laser
focuses light at a wavelength of λ = 405nm down onto the photoresist and locally
increases the solubility of the photoresist for a particular photoresist developer7.
By scanning the beam across the entire substrate and turning the laser on were
material has to be removed, a picture of the CGH is imprinted. After the exposure,
the photoresist exposed to light is removed with the development agent and material
is removed from the fused silica substrate at the positions where no photoresist exist
any more. The removing is done by a reactive ion etching process8. All lithographic
CGHs presented in this work are manufactured by Irina Harder from the Max Planck
Institute for the Science of Light, Erlangen.
3DWL66+, Heidelberg Instruments Mikrotechnik GmbH.
4WG41050 from the company Thorlabs GmbH with 63nm flat surfaces.
5The etch primer consists of a mixture of AZ® EBR solvent from the company Clariant GmbH
and hexamethyldisilazane (HMDS) in a ratio of 4:1.
6AZ® MIR 701 from the company Merck KGaA.
7As photoresist developer, AZ® 726 MIF from the company Merck Performance Materials GmbH
is used.
8Plasmalab 100, Oxford Instruments plc. A mixture of CF4 and H2 is used during the etching
process.
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In order to optimize the target wavefront for correction in the way that only Zernike
modes with spatial frequencies as low as possible are imprinted by the CGH, the op-
timization procedure presented in section 8.3 is used. A Strehl ratio above 80% can
be achieved by correcting for Zernike polynomials up to the radial degree n = 4 (see
figure 8.5). Therefore, misalignment aberrations corresponding to a misalignment
of −1.25µm along Z direction are added to the data of the interferometric measure-
ment. To decrease the technical complexity during the manufacturing process, the
resulting target wavefront is azimuthally averaged.
To characterize the CGH, the setup shown in figure 10.4 is used: A collimated
homogeneously illuminated beam with a flat wavefront is focused down by the on-
axis CGH. The first diffraction order of the CGH is filtered out by a 1mm large
pinhole and subsequently recollimated by a second telescope lens. The wavefront
of the recollimated beam is characterized with a Shack-Hartmann wavefront sensor
(SHS) setup consisting of a demagnifying (M = 2/3) Keplerian telescope (not shown
in figure 10.4) and the SHS9. To calibrate the whole sensor system, a second CGH
with a phase profile of an aberration-free lens is fabricated and inserted at the
position of the wavefront correction CGH. The wavefront of the calibration CGH is
measured and subtracted from the wavefront of the correction CGH.
10.3 Results
Figure 10.5 shows the measured wavefront imprinted by the CGH which deviates
from the target wavefront by 28 nm RMS. In order to simulate the Strehl ratio after
a potential correction with the CGH, the remaining aberrations after correction are
calculated. Therefore, a misalignment functional of −1.25µm along the Z direction
is added to the interferometric data and the resulting sum is subtracted from the
measured wavefront (see figure 10.5 (d)). The difference wavefront is used as input
aberrations for the numerical simulation of the PSF (see section 3.1) and a Strehl
ratio of 80% is obtained (see figure 10.5 (e)).
At the position of the recollimation lens, the outgoing beam has the correct phase to
compensate for the aberrations of the parabolic mirror. In the foreseen experimental
setup, however, the parabolic mirror is placed at a distance of f = 300 mm away
from the lens (see figure 10.1). Since the wavefront is not imaged onto the front
aperture of the parabolic mirror, propagation effects have to be considered. A
numerical solution of the Fresnel diffraction integral [66] is shown in figure 10.6
and shows that propagation effects can be neglected in good approximation. In
the measurement of the imprinted wavefront, the propagation effects are considered
since the plane at a distance of f = 300 mm away from the last telescope lens is
imaged onto the SHS.
Possible reasons for the limited Strehl ratio are the phase errors described at the
end of section 10.1 which might be induced by the binarization of the CGH or by
the spatial filter pinhole. The latter problem can be circumvented if an off-axis
9The SHS from the company Optocraft GmbH has a rectangular microlens array with a focal
length of f = 9.55mm, a pitch of 0.13mm× 0.13mm, and the camera svs4022MOGE from the
company SVS-VISTEK GmbH.
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hologram with large separation of the diffraction orders is used instead of the on-
axis diffractive lens. In the next chapter a possible implementation of an off-axis
hologram for wavefront correction will be presented.
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Figure 10.5: Results of the aberration correction with a binary CGH. (a) Target
wavefront and (b) measured WF of the CGH lens for aberration correction.
(c) Difference of the measured WF to the target WF. (d) Difference of the
measured WF to the sum of interferometrically measured aberrations and a
misalignment aberration of −1.25µm along the Z direction. (e) Simulated
XZ-PSF using the difference WF from (d) resulting in a Strehl ratio of
80%. The values of the wavefronts are given in multiples of λ = 370nm
(scale bar 1λ). The colormap in (e) denotes the Strehl ratio.
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Figure 10.6: Propagation effect onto the amplitude profile (a) and the phase
profile (b) of the donut mode at the distance z = 0 cm and z = 30 cm.
Amplitude and phase are calculated solving the Fresnel diffraction integral
numerically [66].
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SLM PMf1 f2LCP VRBS
f1 f1+f2 f2
Figure 11.1: Concept of a setup for correcting the aberrations of the parabolic
mirror by using a LCOS phase-only spatial light modulator (SLM). The
SLM shapes intensity and phase of a linearly polarized beam that homo-
geneously illuminates the aperture of the SLM. A liquid crystal polymer
vortex retarder (LCP VR) is used to create a radial polarization pattern.
The LCP VR does not need a spatial mode filter and thus does not mod-
ify the intensity of the imprinted mode significantly. A 2mm large iris in
the confocal point filters out remaining light from any unwanted diffraction
orders.
A spatial light modulator (SLM) can be used to shape the amplitude of a laser
beam or its wavefront or both, respectively. Among the variety of different working
principles, phase modulators based on liquid crystal on silicon (LCOS) [82] are
promising for wavefront correction since they are commercially available and are
able to imprint a greyscale phase-only hologram with high resolution. Due to the
greyscale modulation, holograms with very high diffraction efficiency can be created
(see figure 10.3). In addition to the high efficiency, the high number of pixels offers
the possibility to correct wavefront aberrations with very high spatial frequencies.
With a resolution of usually over 700 × 700 pixels (see for example [83]), LCOS-
SLMs can have a resolution better than the interferometric measurement of the
aberrations presented in this work. All spatial frequencies that can be measured
in the interferometric measurement are therefore expected to be reproducible by
the SLM. This allows to directly imprint the measured aberrations with the SLM
without the need of any further target wavefront optimization (ref. section 8.3) and
a high aberration correction efficiency is expected. A LCOS-SLM is thus a promising
device for wavefront correction in the 4piPAC experiment.
A significant drawback, however, limits the use of LCOS-SLMs: Due to the building
principle of the device it can only modulate the phase of a linearly polarized beam.
Different to that, the 4piPAC light-matter interface incorporates a radially polarized
donut mode to efficiently interface the ion’s linear dipole transition. Obviously, one
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cannot create the radial polarization before the wavefront correction. Instead, one
can create the radial polarization after the modulation by the LCOS-SLM. The
conversion into radial polarization after the wavefront shaping constitutes a problem
since state-of-the-art radial polarization converters, such as a segmented half-wave
plate [41], have to be used together with a spatial mode filter, e.g. a filter pinhole
in a 4f-telescope. The filter pinhole cleans the propagating light mode, i.e. it filters
out any other mode except the radially polarized donut mode1, but also filters out
any imprinted aberrations. This is due to the fact that the aberrations correspond
to spatial frequencies in the Fourier domain larger than the size of the pinhole that
has to be used for the filter. As a result, more sophisticated and more complex
polarization conversion and wavefront shaping schemes have to be used, such as the
ones presented in [84]. Despite the ability to shape polarization and phase of the
beam in the desired way, these schemes may require interferometric stability of the
optical components or may be difficult to align and therefore not convenient to use.
In order to overcome these shortcomings a strategy for converting a linear polarized
beam into a radially polarized beam after shaping of the wavefront with a LCOS-
SLM is presented in the next sections. The presented optical system does not require
a spatial mode cleaner and can thus shape the wavefront and the amplitude of a laser
beam with high resolution to perfectly fit the ion’s linear dipole transition and the
target aberrations for the optical system. Measurements of the imprinted wavefront
and the Stokes-parameters are presented demonstrating the potential of the setup.
11.1 Characterization setup
The optical setup for wavefront correction incorporating a LCOS-SLM2 and the
subsequent radial polarization converter is shown in figure 11.1. With a long focal
length lens (f = 200 mm), the light diverging from a single-mode fiber is collimated
into a Gaussian beam such that the aperture of the SLM is nearly homogeneously
illuminated. The SLM imprints a phase-only CGH as modified blazed grating. By
varying the blazing amplitude locally, the efficiency of the grating can be tuned lo-
cally to also shape the intensity of the outgoing beam [85]. Using this method, the
right intensity for ideally driving the linear dipole transition in the 4piPAC experi-
ment can be created. In addition, the inverse of the parabolic mirror’s aberrations
are imprinted in the phase of the outgoing beam. The SLM is turned in a way that
the +1. diffraction order of the blazed grating propagates along the same path than
the ingoing beam but in the opposite direction. This configuration is called Littrow
arrangement and satisfies the blaze condition (see for example [86]).
The CGH is calculated with a phase-wrapping procedure similar to the one used
throughout chapter 10. First, a tilt is overlayed with the target aberrations that
have to be imprinted. Second, the resulting phase-pattern is phase-wrapped modulo
2pi to create a blazed grating. The amplitude of the tilt in the first step is chosen in a
way that the period of the blazed grating in the second step is only 5 pixel large. The
small pixel period ensures a large diffraction angle necessary for separation of the
1The Gaussian TEM00 mode would also pass the pinhole. The mode is, however, not present
any more after passing the radial polarization converter.
2PLUTO-VIS-014 from the company HOLOEYE Photonics AG.
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SLM PAf1 f2LCP VRBS
SHS
1.DO
0.DO
Figure 11.2: Measurement setup for testing the greyscale computer generated
hologram (CGH) imprinted by the spatial light modulator (SLM). A flip
mirror can either direct the light to a Shack-Hartmann wavefront sensor
(SHS) or to a polarization analyzer (PA) consisting of a rotatable quarter
wave plate, a polarizing beamsplitter, and a camera. A 2 mm large iris
in the confocal point filters out remaining light from unwanted diffraction
orders (DO). Light at a wavelength of λ = 405 nm is used for the proof of
principle test. BS: Non-polarizing beamsplitter. LCP VR: Liquid crystal
polymer vortex retarder.
+1. diffraction order from remaining light in other diffraction orders. Furthermore,
a low amount of discretization errors is expected that may arise from a too coarse
sampling of the hologram [77]. The SLM is tilted with a mechanical stage such that
the +1. diffraction order is retroreflected into the direction of the incident beam
(Littrow arrangement) yielding maximum diffraction efficiency for this order [86].
To create the ideal intensity pattern, the efficiency of the blazed grating is changed
locally such that the diffracted beam has a modified intensity. A blazing amplitude
smaller than 2pi results in a lower diffraction efficiency as shown in figure 10.3 (a).
By decreasing the blazing amplitude locally, the diffraction efficiency can therefore
be decreased locally and an intensity modification is achieved (see for example [85]).
For the proof of principle test presented here, the curve shown in figure 10.3 (a)
is approximated by a linear function that goes through the origin (amplitude: 0,
efficiency: 0%) and the point (amplitude: 2pi, efficiency: 100%). Using this ap-
proximation, the dipole mode [3] is imprinted by multiplying the phase pattern of
the SLM with the normalized intensity distribution3 of the desired mode. The lin-
ear approximation of the diffraction efficiency curve induces systematic errors in the
intensity pattern that are neglected here for a simplification of the technical com-
plexity. If a very accurate intensity modulation is needed, it might be beneficial to
first calculate the right amplitude modification profile using the diffraction efficiency
curve from figure 10.3 (a) before the multiplication with the phase pattern.
The beam that is modified in intensity and phase is focused down with a lens onto
an iris having a diameter of 2mm (see figure 11.2). The iris removes unwanted
3The normalized intensity distribution has a minimum value of 0 and a maximum value of 1.
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diffraction orders except the +1. order from the beam but does not modify the
Fourier components of the +1. diffraction order significantly. After the iris, the
beam is recollimated with a second lens. Both lenses form a 4f-telescope that images
the SLM onto a plane in which the parabolic mirror is ment to be positioned in the
foreseen correction setup.
To create the radial polarization, a liquid crystal polymer (LCP) vortex retarder4 is
placed between the 50:50 beam splitter and the first lens of the telescope. The vortex
retarder consists of liquid crystal polymers on a glass substrate that are oriented
in a way to locally rotate the polarization of the linearly polarized beam outwards.
The working principle is similar to a segmented half-wave plate consisting of a finite
number of segments [41]. But in contrast to the finite number of segments, the
sampling is much finer since a large number of liquid crystal polymers exist on the
substrate. By the dense packing of the molecules, no significant intensity modulation
takes place that appears, for example, in a segmented half-wave converter. Only a
small singularity at the center of the LCP vortex retarder remains. The ideal dipole
intensity pattern or its approximation by the donut mode, however, vanishes at the
center and the singularity can thus be neglected. As a result, the amplitude after
propagation through the LCP vortex retarder does not have to be cleaned by a
mode filter which makes the device applicable as polarization shaping element in
the LCOS-SLM correction setup.
In the proof of concept study presented here, a SHS (see section 9) for measuring
the wavefront or a polarization analyzer for measuring the intensity and polariza-
tion state is positioned in the image plane of the 4f-telescope, the plane where the
parabolic mirror is ment to be positioned in the foreseen correction setup. The SHS
used to characterize the wavefront is a home-made SHS consisting of a rectangular
microlens array with a focal length of f = 32mm, a pitch of 0.3mm × 0.3mm,
and a scientific camera5 having a resolution of 2048 × 2048-pixel and a pixel size
of 7.4µm × 7.4µm. For measuring the polarization and intensity overlap of the
imprinted mode with the ideal linear dipole distribution, the Stokes parameters are
measured using a rotatable λ/4 wave-plate, a polarizing beamsplitter, and a camera,
respectively [87]. A detailed description of the measurement process can be found in
[88] and a description of using the Stokes parameters to characterize of the radial po-
larized donut mode can be found in [28]. The measurement of the Stokes parameters
and the wavefront correction has been performed together with Ben Schuler from
the Friedrich-Alexander University Erlangen-Nuremberg during his Bachelor thesis
[89], where further details about the measurement can be found. For the characteri-
zation of the proof of concept setup, light at a wavelength of λ = 405nm is used and
all optical components are optimized for this particular wavelength. Even though
this wavelength slightly differs to the wavelength of λ = 370nm used in the 4piPAC
experiment, the proof of concept setup provides a good quantitative measure for
the potential aberration correction quality. This is due to the fact that all optical
components including the diffractive CGH imprinted by the SLM can be optimized
for λ = 370 nm and therefore for the 4piPAC experiment with approximately the
same optical quality.
4WPV10L-405, Thorlabs GmbH
5Non-cooled 4070M-USB from the company Thorlabs GmbH.
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11.2 Results
The phase profile of the beam is measured with the SHS placed in the plane where
the parabolic mirror is positioned in the foreseen correction setup (see figure 11.2).
The nearly homogeneous illumination of the SLM is imaged onto the SHS without
changing the intensity pattern by local efficiency variations of the SLM. The ho-
mogeneous illumination ensures that each microlens of the SHS is illuminated with
approximately the same light level giving rise to a high signal-to-noise (SN) ratio
in the measurement. As seen in figure 11.3, the imprinted wavefront quality corre-
sponds well to the target wavefront. Since the SLM has a much higher resolution
than the SHS used for the wavefront measurement, much higher spatial frequencies
can be imprinted than measured. Using the residual aberrations as input aberrations
for the numerical simulation of the focal intensity distribution described in section
3.1, the Strehl ratio calculates to 95% (see figure 11.3 (d)). The results for the
wavefront correction quality therefore show that an accurate aberration correction
can be realized with the setup from figure 11.1.
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Figure 11.3: Results of the aberration correction with a greyscale CGH imprinted
by a phase-only SLM. (a) Target wavefront and (b) measured WF of the
greyscale CGH for aberration correction. As target, the raw data from the
interferometric measurement are used since the SLM is expected to correct
all spatial frequencies in the data. (c) Difference of the measured WF to
the target WF. The RMS deviation from the mean value is 14 nm. (d)
Simulated XZ-PSF using an (ideal) radially polarized donut mode with the
difference WF from (c). The simulation results in a Strehl ratio of 95%.
The values of the wavefronts are given in multiples of λ = 405nm (scale
bar 1λ). The colormap in (d) denotes the Strehl ratio.
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The measurement of the Stokes parameters is done imprinting the target aberrations
for wavefront correction and the local efficiency variations of the SLM. Figure 11.4
shows the results from this measurement. The overlap to the linear dipole mode is
95% [89]. This overlap is close to the overlap that can be achieved with an ideal
donut mode of 98% [23]. The setup is therefore well suited to create the polarization
and intensity distribution to interface the ion’s linear dipole transition required in
the 4piPAC experiment. Since the efficiency of the blazed grating is approximated
by a linear function, slight deviations of the measured mode from the ideal one are
expected. For a very accurate intensity distribution, one may use the efficiency curve
shown in figure 10.3 (a) for encoding the intensity or one may use more sophisticated
schemes for modulating the phase and intensity with a SLM (see for example [90]).
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Figure 11.4: Results of the Stokes measurement for the SLM aberration correc-
tion. (a) Normalized intensity (S0), (b) direction Ψ of the electric field
vector, and (c) angle χ of the polarization ellipse. The values of (b) and
(c) are given in radian.
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Two technologies are commonly used in optical manufacturing in order to achieve
high precision form-figure accuracy even for wavelength in the UV regime: Mag-
netorheological finishing (MRF) [91] and ion beam figuring (IBF) [92, 93]. IBF is
discussed in chapter 15.2 in the context of the 4pi-PM and might be well suited to
correct the form errors of the parabolic mirror by removing material locally from
the surface. In contrast MRF cannot be used in today’s commonly existing MRF
plants to correct the mirror’s surface due to the strongly curved geometry.
But instead of correcting the surface, one can create a correction element, a phase
plate, that imprints the inverse aberrations similar to the diffraction based elements
presented in chapters 10 and 11 but based on refraction. The phase plate is fab-
ricated by modifying the surface topology of a flat glass substrate in a way that
the height difference ∆s(~r) resembles the inverse of the aberrations Φ(~r) (see figure
12.1)
Φ(~r) = 2pi
λ
∆n ·∆s(~r)
∆n = nS − nM . (12.1)
In equation 12.1, ∆n denotes the difference in refractive index between the surround-
ing medium nM and the glass substrate nS. For a phase plate, MRF polishing can
be applied and offers the advantage of being widely available commercially. MRF
uses a spinning wheel together with a magnetorheological fluid which consists of
magnetic particles, a solution fluid, and a polishing agent, respectively. Due to the
magnetic particles, the shape and stiffness of the fluid can be manipulated by ex-
ternal magnetic fields enabling a highly deterministic and precise polishing process.
Before the polishing process takes place, the surface topology of the flat substrate is
∆s
Figure 12.1: Schematic drawing of the MRF correction phase plate in the foreseen
combination with the parabolic mirror. The phase plate can be included
into the 4piPAC setup by placing it in front of the parabolic mirror shown
in figure 2.2.
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measured and the removal function for the computer controlled polishing process is
calculated in order to achieve the target surface topology. Since MRF polishing is
also incorporated in volume production of optical components, a phase plate based
on this technique might be particularly interesting for the industrial application of
a 4pi-PM. Thus in this chapter, the concept of aberration correction with a MRF
polished phase plate is tested experimentally in a proof of concept study.
12.1 Manufacturing
To proof the concept of a MRF correction phase plate, it is manufactured on a flat
N-BK-7 substrate with 1 inch diameter1 which can be positioned in front of the
parabolic mirror. At the time of manufacturing, the manufacturer only offered to
imprint the azimuthally averaged aberrations of the parabolic mirror. The MRF
process is, in principle, not limited to azimuthally symmetric shapes nor restricted
to glass substrates. This has been, for example, demonstrated by applying a MRF
polishing step during the fabrication of a high precision metallic freeform mirror [94].
The aberration profile imprinted by the MRF correction plate corresponds to the
parabolic mirror discussed in figure 8.7 (e, f) and figure 8.8 (d), respectively, which is
manufactured out of a single block of the aluminium alloy RSA 905. The azimuthally
averaged aberrations of this mirror are shown in figure 12.2 (a). The particular
parabolic mirror is therefore not the parabolic mirror that has been placed inside
the vacuum chamber of the 4piPAC experiment so far and the target aberrations for
correction therefore differ to the ones from chapter 10, 11, and 13, respectively. The
reason for this choice of parabolic mirror is to have two options: Either to replace the
existing mirror in the 4piPAC experiment with the system of MRF phase plate and
new parabolic mirror or to use the system of MRF phase plate and new parabolic
mirror in a different optical setup. Together with the boundary condition that
the 4piPAC experiment should not be interrupted, this led to the decision to use a
different parabolic mirror than the one placed in the vacuum chamber of the 4piPAC
experiment so far. Furthermore, no numerical optimization for the target wavefront
(see section 8.3) is applied since it is expected that the MRF polishing process can
correct nearly all spatial frequencies present in the interferometric data.
12.2 Results
Figure 12.2 compares the target wavefront for correction to the measured trans-
mitted wavefront after the phase plate. The data of the transmitted wavefront
Φ(~r, 632 nm) are measured by the manufacturer with a commercial interferometer
incorporating a He-Ne laser at a wavelength of λ = 632 nm. To deduce the wave-
front error at a wavelength of λ = 370nm as shown in figure 12.2, the phase plate’s
height profile
∆s(~r) = Φ(~r, 632 nm)∆n(632 nm)
632 nm
2pi (12.2)
1The MRF correction plate was produced by the company Edmund Optics Ltd by polishing one
side of a 4mm thick optical N-BK7 window (product number 45-076).
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is first calculated and then used to consecutively calculate the phase profile for the
wavelength used in the 4piPAC experiment:
Φ(~r, 370 nm) = ∆n(370 nm) ·∆s(~r) 2pi370 nm
= Φ(~r, 632 nm) ∆n(370 nm)∆n(632 nm)
632 nm
370 nm . (12.3)
The refractive index for the glass N-BK7 is taken from [95]. Using the residual
wavefront aberrations as input for the numerical simulation of the focal intensity
distribution, a Strehl ratio of 97% is achieved for the system consisting of phase
plate and parabolic mirror. The reason for the high correction efficiency may partly
be due to the high spatial resolution of the MRF process and partly be due to the
shape of the aberrations itself, since the aberrations are dominated by low order
azimuthally symmetric Zernike polynomials (see figure 8.7 and 8.8). The Strehl
ratio is among the best aberration correction results presented in this thesis. The
combination of a parabolic mirror made out of RSA 905 together with a MRF
correction phase plate is therefore a promising candidate for setups requiring low
technical complexity and a high correction efficiency. Furthermore, it represents the
most favorable solution in terms of financial expenditure. A detailed comparison
between the different strategies for aberration correction is given in section 14.
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Figure 12.2: Results of the aberration correction with a MRF phase plate: (a)
Target wavefront from figure 8.7 (e, f) and (b) measured WF of the MRF
correction phase plate. As target, the radially averaged aberrations mea-
sured by the interferometer are used. (c) Difference of the measured WF
to the target WF. The values of the wavefronts are given in multiples of
λ = 370 nm. (d) Simulated XZ-PSF using the difference WF from (c) re-
sulting in a Strehl ratio of 97% (scale bar 1λ). The colormap denotes the
Strehl ratio.
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12.3 Compensation error due to dispersion
Despite the high correction efficiency, the refractive MRF phase plate exhibits dis-
persion when it is used with a wavelength λi different to the design wavelength
λd = 370nm. A different wavelength might be used, for example, when another
transition of the trapped ion is interfaced (see section 15.4). The dispersion changes
the imprinted aberrations such that they do not correspond to the target aberrations
any more. To evaluate the impact of this effect, the error in correction accuracy is
evaluated for the particular MRF phase plate of the experiment. The error for aber-
ration correction including dispersion ∆Φ(~r, λi, λd) is given by the actual wavefront
ΦA(λi) imprinted at λi and the target wavefront ΦT(λi) at λi:
∆Φ(~r, λi, λd) = ΦA(λi)− ΦT(λi) . (12.4)
ΦA(λi) can be deduced from the actual wavefront at the design wavelength λd with
equation 12.3 and amounts to
ΦA(λi) =
∆n(λi)
∆n(λd)
λd
λi
ΦA(λd) . (12.5)
In equation 12.5, ∆n(λi) and ∆n(λd) denote the differences in refractive index be-
tween the glass substrate and the surrounding medium for λi and λd, respectively:
∆n(λi) = nS(λi)− nM(λi)
∆n(λd) = nS(λd)− nM(λd) . (12.6)
ΦT(λi) can also be derived using equation 12.3 but assuming that the differences in
refractive index for λi and λd are the same, i.e. ∆n(λi) = ∆n(λd):
ΦT(λi) =
λd
λi
ΦT(λd) . (12.7)
Inserting equation 12.5 and equation 12.7 into equation 12.4 yields
∆Φ(~r, λi, λd) =
∆n(λi)
∆n(λd)
λd
λi
ΦA(λd)− λd
λi
ΦT(λd) . (12.8)
ΦA(λd) and ΦT(λd) are shown in figure 12.2. The aberration correction error for a
wavelength range between 300 nm and 1000 nm is calculated and the corresponding
Strehl ratios are simulated by using the wavefront error due to refraction as input
aberrations in the numerical simulation program of the focal intensity distribution
(see section 3.1). The results of the calculation are shown in figure 12.3. Over the
particular spectral range, the correction quality changes only by less than 6%.
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Figure 12.3: Refractive index n and Strehl ratio SR of the optical system of MRF
phase plate and parabolic mirror affected by the dispersion induced change
of the aberration correction efficiency. The refractive index for the glass
N-BK7 is taken from [95].
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13 Adaptive correction with a deformable
mirror
In this chapter, an adaptive system for correcting the aberrations of the parabolic
mirror is presented. The system incorporates a deformable mirror (DM) and a
Shack-Hartmann wavefront sensor (SHS) in a feedback loop using a control software.
In the foreseen correction setup, the DM is imaged by a Keplerian 4f-telescope onto
the front aperture of the parabolic mirror (see figure 13.1). By changing the mir-
ror’s surface S(~r ′) in the way that it imprints the inverse of the interferometrically
measured aberrations Φ(~r), the Strehl ratio can be improved1. The correction of the
Strehl ratio will be the better, the more modes the wavefront corrector can correct
(see section 8.3). The larger the number of actuators incorporated in the DM, the
more degrees of freedom exist for a wavefront correction and therefore the more
modes the DM can correct.
Different subtypes of DMs exist that all rely on a changeable mirror surface. Two
commonly used types are segmented mirrors that consist of non-connected mirror
segments mounted on actuators and continuous membrane mirrors. In the latter
case, a thin membrane coated with a reflective material is mounted on a grid of
actuators (see figure 13.2). This type of mirror is used in the experiment presented
throughout this chapter.
Continuous membrane deformable mirrors are commonly used in astronomical tele-
scope system to correct for the optical aberrations induced by atmospheric turbu-
lences (see for example [96] for an overview). But continuous membrane deformable
mirrors are also incorporated in less complex lab-based optical systems like for cor-
recting specimen induced aberrations [97] or off-axis aberrations [98] in confocal
microscopy. This may imply that a continuous membrane DM may be ideally suited
to correct for the aberrations in the 4piPAC experiment in an easy way. The chal-
lenge in using this type of mirror consists, however, in the fact that the actuators are
coupled by the membrane. Therefore, neighboring actuators influence each other.
This technical challenge has to be overcome, for example, by measuring the response
of each actuator onto the surface shape S(~r ′) individually. Instead of measuring the
surface S(~r ′), the influence of each actuator onto the imprinted phase Φ(~r) can be
directly measured since Φ(~r) is proportional to S(−~r/M) with the magnification of
the Keplerian telescope M :
Φ(~r) = 2pi
λ
S(−~r/M). (13.1)
1The 4f-telescope creates a real image that is magnified by the factor M = 3/2 and mirrored at the
center of the aperture. Therefore, the coordinate ~r ′ in the plane of the DM and the coordinate
~r in the plane of the parabolic mirror are transformed into each other by ~r = −M ~r ′.
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DM PMf1 f2
SHWP f3 f4Pinhole
Figure 13.1: Concept of a setup to correct for the wavefront aberrations of the
4pi-PM with a deformable mirror (DM). For the experiment, a radially
polarized donut mode is created by a segmented half-wave plate (SHWP).
For the measurement of the interaction matrix I, the SHWP is taken out
of the setup and the 75µm large spatial filter pinhole is replaced by a
15µm large pinhole. The incoming Gaussian beam is first focused down by
the first telescope lens (f3 = 300mm) and then diffracted by the smaller
pinhole. As a consequence, the numerical aperture of the diffracted beam
is larger than the numerical aperture of the beam focused by f3 resulting in
an over-illumination of the second telescope lens (f4 = 600mm). This leads
to an approximately homogeneous illumination of the deformable mirror’s
aperture during the interaction matrix measurement and thus a high signal-
to-noise ratio.
The measurement of the wavefront is done by incorporating a Shack-Hartmann
wavefront sensor (SHS) (see chapter 9) into the optical setup. Using the individual
information of each actuator’s influence on Φ, the singular values can be calculated.
The singular values are needed in order to calculate a control matrix C such that
the actuator voltages A to achieve a certain value of Φ are given by
A = C · Φ. (13.2)
In the following sections, an implementation of a control loop system consisting of a
continuous membrane DM, a SHS, and a control software are discussed and realized
in a proof of concept study to evaluate their potential correction quality. Each part
is discussed in detail and results for the WF correction are shown. The control of
the DM is based on the procedure presented in [96] and citations therein.
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(a) Segmented DM (b) Continuous membrane DM
Figure 13.2: Segmented DM (a) and continuous membrane DM (b). The seg-
mented DM consists of many mirror segments that are stitched together.
The continuous membrane DM consists of a thin reflecting membrane that
is mounted on a grid of actuators.
13.1 DM control
A continuous membrane deformable mirror consists of a thin flexible membrane that
is mounted on a grid of actuators (see figure 13.3). Each actuator has one or more
degrees of freedom. The deformable mirror that is used in the experiment2 has 97
actuators that can be pushed outwards or pulled inwards, i.e. each actuator has one
degree of freedom. The thin membrane is coated with a thin layer of aluminium in
order to achieve a high reflectivity in the UV range.
The membrane on one hand yields the advantage that the deformation of the surface
is smooth and therefore no additional spatial filter is required to smoothen the dis-
cretized wavefront sampling (see equation 10.2). On the other hand, the continuous
membrane couples the degrees of freedom of the deformable mirror. This effect man-
ifests itself when a single actuator is changed in height: Due to the membrane, the
actuator influences neighboring actuators that are also changed in height. The ac-
tuator coupling causes that the control voltages Aj at the positions ~rj ′, j = 1, ..., N ,
for the N actuators are not just given by a simple proportionality to the desired
surface shape S(~r ′), i.e. Aj 6= ξ · S(~rj ′) with a constant factor ξ.
A commonly used procedure to cope with the problem of coupled actuators is to
acquire the interaction matrix I that includes the wavefront response of all actuators
in the plane relevant for the experiment. The plane of interest in the experiment is
the plane of the parabolic mirror’s front aperture in the foreseen correction setup
(see figure 13.1). This plane has to be imaged onto a wavefront sensor in order to
measure each actuator’s influence. The influence of actuator Aj is presented as the
jth column of the interaction matrix I. Measuring the i = 1, ...,M pixel values
Φi(Aj) of the wavefront sensor when only actuator j is pushed by the voltage gain
2DM97-15, ALPAO SAS
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(a) Flat DM (b) Deformed DM
Figure 13.3: Schematic view of a continuous membrane deformable mirror. A thin
membrane is coated with aluminium and mounted on a grid of actuators.
Each actuator can be pushed outwards or pulled inwards and thereby de-
form the surface shape of the mirror which causes a wavefront deformation
of a reflected beam.
g, the interaction matrix I can be expressed as
Iij = Φi(Aj)/g
= 1
g

Φ1(A1) . . . Φ1(AN)
... . . . ...
ΦM(A1) . . . ΦM(AN)
 . (13.3)
For a given actuator voltage vector ~A, the resulting values ~Φ of the wavefront sensor
can be calculated to be
~Φ = I · ~A (13.4)
with ~A and ~Φ given by
~A =

A1
...
AN
 , ~Φ =

Φ1
...
ΦM
 . (13.5)
The control matrix C is the pseudoinverse II [99] that can be calculated for example
via a singular value decomposition. In the singular value decomposition, theM ×N
matrix I is decomposed into a unitary M × M matrix U , a M × N matrix Σ
containing the singular values along the diagonal entries, and a unitary N × N
matrix V according to [100], respectively:
I = U · Σ · V ∗ (13.6)
The pseudoinverse is therefore given by [100]
C = II = V · ΣI · U∗ (13.7)
with ΣI containing the reciprocal values of Σ. Using equation 13.7 for the con-
trol matrix C, the voltage value vector ~A for a certain wavefront shape ~Φ can be
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13.1 DM control
Record WF offset
Move actuator j (gain g)
Record WF, subtract off-
set, and divide by gain
Encode WF as jth row of I
Calculate C = II
j
=
1,
..
.,
N
Figure 13.4: Interaction matrix process diagram for a deformable mirror having
N actuators. The control matrix C is derived from the interaction matrix
I according to equation 13.7.
calculated to be
~Φ = I · ~A
II · ~Φ = II · I · ~A
C · ~Φ = ~A . (13.8)
An additional requirement for the interaction matrix measurement consists in the
fact that the response of each actuator has to be measured with high SN ratio.
For the wavefront measurement with a SHS, this implies that each actuator has
to be illuminated with approximately the same light level. To further explain this
argument, let us consider the following scenario: A Gaussian beam which is smaller
than the deformable mirror is used to measure the interaction matrix. The Gaussian
beam is not clipped by the deformable mirror and therefore has negligible intensity
at the mirror’s rim. The low intensity at the rim, however, leads to a noisy wavefront
measurement at the rim. The noise in each wavefront measurement might either
lead to no influence of actuators positioned at the rim or a very noisy influence of
these actuators in the interaction matrix. The error then propagates into the control
matrix and causes a larger error in the prediction of the voltage values ~A. Wrong
voltage values directly lead to a wrong wavefront and thus the wavefront correction
efficiency of the deformable mirror feedback loop decreases.
To circumvent noise in the interaction matrix measurement due to low light levels
at the mirror’s rim, the deformable mirror is illuminated with a Gaussian beam that
over-illuminates the aperture. The large Gaussian beam is created by modifying the
generation of the radially polarized donut mode. The segmented half-wave plate is
taken out and the spacial filter pinhole in the 4f-telescope is replaced by a smaller
one (see figure 13.1). The focused beam is diffracted at the pinhole that acts as
a point emitter. If the pinhole matches exactly the size of the beam waist in the
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Figure 13.5: Measured wavefront response during the interaction matrix mea-
surement. Each picture shows the wavefront that is measured when the
actuator positioned at the location of the image is pushed. All measure-
ments are concatenated into the interaction matrix I (see equation 13.3).
The wavefront response is measured by pushing each actuator by about
1% of its maximum stroke. The wavefront images shown in the figure are
rescaled and visualize the response for a stroke of 100%. The values are
given in multiples of λ = 370nm.
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focal point, the numerical aperture of the diffracted beam matches the numerical
aperture of the beam before the pinhole. If the pinhole is, however, much smaller
that the beam waist in the focus, the numerical aperture of the diffracted beam is
larger than the one for the focused down beam before the pinhole. The beam that
is recollimated by the second telescope lens is therefore the larger, the smaller the
pinhole. With the pinholes used in the experiment (see figure 13.1), the intensity
over the deformable mirror’s aperture drops by less than half of the peak intensity.
13.2 Feedback loop
WF measurement
Calc. difference to target WF
Calc. actuator values
Apply actuator values
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Figure 13.6: Schematic diagram of the software for setting a target WF onto the
deformable mirror.
To control the wavefront that is imprinted by the deformable mirror, the mirror is
used together with the SHS according to figure 9.1. For changing the wavefront
to a particular target wavefront, the procedure shown in figure 13.6 is used: First,
the wavefront for the current actuator set is measured by the SHS. The wavefront
difference to the target wavefront is calculated and the difference in wavefront is
used to calculate the respective actuator changes according to equation 13.8. The
actuator changes are added to the current actuator control voltages in order to
achieve the target wavefront. Since the membrane of the deformable mirror relaxes
slightly after a large change of the actuator voltages, the whole control sequence is
repeated several times. In the experiment, no significant change of the surface could
be seen after three iterative control sequences.
13.3 Complete control scheme
The complete scheme for wavefront control including all necessary calibration steps
is shown in figure 13.7: As first step, the SHS is calibrated by taking out the
last lens of the telescope in front of the parabolic mirror (see figure 9.1) and two
50:50 beamsplitters (see figure 2.2). A single mode fiber and a calibration CGH is
inserted according to figure 9.4 in order to generate a beam with a flat wavefront
and a nearly homogeneous intensity profile. The beam is used to calibrate the SHS
and its imaging system consisting of a flip mirror and an imaging telescope.
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SHS calibration with
SM fiber and CGH
Interaction matrix measure-
ment (large Gaussian beam)
Control matrix calculation
Set inverse aberrations
Change intensity pattern to
radial polarized donut mode
Figure 13.7: Schematic diagram of the aberration correction procedure including
all necessary calibration steps.
As a second step, the fiber and the CGH are taken out and replaced by the original
telescope lens and the beamsplitters. In the setup for generating the radial polarized
donut mode, the 75µm large pinhole is replaced by a 15µm large pinhole and the
segmented half-wave plate is removed. As a consequence of the small pinhole, a
large beam with a nearly homogeneous intensity profile is created (see figure 13.1).
The homogenous illumination ensures that the whole aperture of the deformable
mirror is illuminated and is therefore used to measure the interaction matrix (ref.
section 13.1). From the interaction matrix, the control matrix is calculated and the
target aberrations are set by the adaptive system (see figure 13.6).
After the wavefront control process, the light mode is changed back to the radial
polarized donut mode by inserting the segmented half-wave plate and exchanging
the pinhole in the donut generation by the 75µm large pinhole. The flip mirror
in front of the parabolic mirror (see figure 9.1) is taken out of the setup and the
experiment can be performed. The complete control of the DM, the measurement
program of the SHS, and the control loop is implemented in a common MATLAB®
3 program with a graphical user interface.
13.4 Results
To characterize the performance of the control loop consisting of SHS, deformable
mirror, and control-software, respectively, the following procedure is used: The de-
formable mirror is controlled such that the wavefront sensor measures a flat wave-
front. Afterwards, the remaining deviation of the wavefront from a flat wavefront
is measured and compared to the ideal value provided by the deformable mirror’s
manufacturer. The provided ideal value is measured with a state-of-the-art adaptive
3MATLAB®, The MathWorks, Inc.
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correction loop4 incorporating the particular deformable mirror used in the experi-
ment and therefore constitutes a reasonable performance metric for the control loop.
The results for the best flatness measurement are shown in figure 13.8. The root
mean square (RMS) error of the remaining aberrations and the peak-to-valley (PV)
error are calculated and amount to:
• RMS error: 9.2 nm
• PV error: 94 nm
The ideal RMS value provided by the manufacturer is 8.67 nm and the ideal PV value
amounts to 104.9 nm, respectively. Since the measured values for the remaining
error are close to the values provided by the manufacturer, it can be deduced that
all relevant sources of noise in the control loop lead to a level of correction accuracy
that is comparable to the one of a state-of-the-art control loop.
As a next step, the performance of the adaptive optical system is measured when
correcting for the aberrations of the parabolic mirror. In order to do so, the target
aberrations optimized for a correction of Zernike polynomials up to radial degree
12 (see table 8.1) for the parabolic mirror shown in figure 8.2 are imprinted. This
degree is chosen because the DM has 11 actuators in a row (see figure 13.5) and is
therefore expected to correct up to 5th order spherical aberration (see table 8.1).
The aberrations correspond to the interferometrically measured aberrations plus the
aberrations resulting from a misalignment of 0.78µm along the Z-direction.
The results for the remaining wavefront difference to the target aberrations are
shown in figure 13.9. The root mean square (RMS) and the PV values are calculated
like in the case of the best-flatness test and amount to:
• RMS error: 19 nm
• PV error: 140 nm
The remaining error is used as input for the simulation of the focal intensity distri-
bution (see section 3.1) and results in a Strehl ratio of 85% for the optical system
consisting of deformable mirror and parabolic mirror. This is, however, only the
case when the alignment of the incident beam with respect to the parabolic mirror
is within the required precision (see section 8.5). This requirement also includes a
proper axial alignment of the calibration CGH lens shown in figure 9.4.
4The adaptive correction loop used to measure the specified best-flatness incorporates the de-
formable mirror used in the experiment and a SHS with 128 × 128 lenses. The best-flatness
value is provided by the manufacturer of the deformable mirror, ALPAO SAS.
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Figure 13.8: Best flatness test of the DM: (a) Flat target wavefront and (b)
measured WF as result of the best-flatness test. The values are given in
multiples of λ = 370nm.
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Figure 13.9: Results for aberration correction with a DM: (a) Target WF and
(b) measured WF of the adaptive correction feedback loop. As target, the
aberrations optimized for correction of Zernike polynomials up to radial
order n = 5 are used. This corresponds to the measured aberrations with
0.78µm misalignment along Z added (ref. figure 8.5). (c) Difference of
the measured WF to the target WF. (d) Simulated XZ-PSF using the
difference WF from (c) resulting in a Strehl ratio of 85% (scale bar 1λ).
The colormap denotes the Strehl ratio.
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correction strategies
This chapter summarizes the experimental findings from part II and discusses the
strategies for aberration correction. The strategies include: Aberration correction
with a phase-only binary computer generated hologram (CGH), with a phase-only
greyscale CGH imprinted by a spatial light modulator (SLM), with a correction
phase plate manufactured with magnetorheological finishing (MRF), and with an
adaptive optical feedback loop including a deformable mirror (DM), respectively.
The different strategies are compared in terms of correction quality, versatility, tech-
nical complexity, and availability. Their suitabilities for some relevant applications
that might incorporate a 4pi parabolic mirror (4pi-PM) are discussed and the best
aberration correction strategy for the light-matter interface in the 4piPAC experi-
ment is deduced. In addition to this chapter, prospects for directly correcting the
form-figure of the parabolic mirror using ultra-precision manufacturing is discussed
as outlook in section 15.2.
The proof of concept studies for aberration correction presented in part II show
that all four strategies can potentially increase the Strehl ratio significantly and are
therefore well suited to be used in the context of aberration correction. Each po-
tential Strehl ratio is calculated by using the sum of the wavefront imprinted by the
correction device and the wavefront imprinted by the 4pi-PM as input aberrations in
the numerical simulation program for the focal intensity distribution. The simulated
Strehl ratios range from 80% for the binary CGH to 97% for the MRF correction
phase plate. An overview about the Strehl ratios that are achieved is shown in figure
14.1. The remaining errors after correction are shown in figure 10.5, 11.3, 12.2, and
13.9, respectively. One obvious conclusion that can be drawn from the results is that
the correction quality increases with increasing degree of Zernike polynomial that
can still be corrected by the correction device (see also section 8.3). Therefore, the
SLM and the phase plate which are supposed to correct nearly all spatial frequencies
present in the interferometrically measured data yield higher Strehl ratios than the
DM and the binary CGH which are supposed to correct only some of the spatial
frequencies present in the data.
Despite azimuthally symmetric aberrations that dominate the aberrations of the
parabolic mirror (see figure 8.8), azimuthally non-symmetric aberrations also exist
in the aberrations. The binary CGH and the MRF phase plate can in principle
correct for non-symmetric aberrations but due to the increased technical complexity
in the fabrication process, the proof of concept studies imprint the azimuthally
averaged aberrations. This simplification worsens the correction quality by 8.5%
for the binary CGH and by 2.2% for the MRF phase plate (see figure 8.8). The
corrected Strehl ratio might increase by this amount if a freeform correction process
is used.
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Figure 14.1: Overview of the aberration correction strategies and discussion along
the dimensions correction quality, versatility, and technical complexity, re-
spectively. X: Applicable. O: Not applicable. (): Non-radial aberrations
can be corrected in principle but are not corrected in the experiment due
to the increased technical complexity. *: Binary holograms can be phase
or intensity holograms. Different manufacturing techniques exist such that
no general statement about their price or availability can be made. In
the experiment, a binary phase-only hologram is demonstrated which is
manufactured using an in-house laser-lithography system.
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Considering the 8.5% correction quality improvement in case of correcting for az-
imuthally non-symmetric aberrations with the binary CGH, the inferred correction
quality of the binary CGH and the DM are close but just below the predicted Strehl
ratio of 90% that corresponds to correcting Zernike polynomials up to radial order
n = 12 (see figure 8.5). The SLM in contrast has a correction quality above 90%.
One can infer from the higher correction quality that the SLM can also correct
Zernike polynomials with radial order higher than n = 12, at least to some extent.
In order to compare the binary CGH, the DM, and the SLM to the MRF phase
plate, it has to be considered that the MRF phase plate corrects the aberrations for
a different parabolic mirror than the one used for the binary CGH, the DM, and
the SLM, respectively1. Since the mirror used for the MRF phase plate yields a
3% higher correction quality for correcting Zernike polynomials up to radial order
n = 12, it is expected that the correction quality of the binary CGH and the DM
might increase by this amount if they are used to correct the target aberrations of
the second parabolic mirror. A similar statement cannot, however, be made for the
SLM because it is only known that the SLM can correct Zernike polynomials with
radial order higher than n = 12 to some extent but it is not quantified how well
each of these spatial frequencies can be corrected. A more detailed study about this
topic might be required if the SLM is ment to be incorporated in a correction setup
that has a Strehl ratio higher than 95%.
Manufacturing errors of the single-point diamond turning used to fabricate the
parabolic mirror are the reason for deviations from the ideal parabolic shape. Four
different parabolic mirrors are presented in this work: Two of the mirrors are made of
the standard aluminium alloy 6061 and two of the mirrors are made of the aluminium
alloy RSA 905 [101], respectively. The aluminium alloy RSA 905 is commonly used
to achieve a low surface roughness in the SPDT process [102, 103] and yields better
optical quality. The Strehl ratios for the mirrors made of Al 6061 amount to 25%
and 21%2 and the Strehl rations for the mirrors made of RSA 905 amount to 52%
and 53%3 (see figure 8.5 and 8.7). Furthermore, the mirrors made of Al 6061 have
a Strehl ratio reduction due to azimuthally non-symmetric aberrations of 8.5% and
18.5% and the mirrors made of RSA 905 have a corresponding Strehl ratio reduc-
tion of 2.2% and 2.2% (see figure 8.8), respectively. These results indicate the a
4pi-PM made from the aluminium alloy RSA 905 exhibits less surface errors and
shows a better symmetry around its optical axis. An in-depth study comparing
different aluminium alloys and different SPDT parameters is, however, missing and
might give a more detailed picture. Besides the optimization of the SPDT process,
an additional surface figure correction using ion beam figuring might decrease the
surface error further (see section 15.2).
The aberrations of all optical components in the setup except the parabolic mirror
reduce the Strehl ratio by about 4% (see section 8.6). Since this reduction is small
compared to the Strehl ratio reduction by the parabolic mirror (47% - 75%, see
1The reason for the choice of the parabolic mirror for the MRF phase plate is explained in section
12.1.
2One mirror is fabricated by the company Kugler GmbH, Salem, and one mirror is fabricated by
the Fraunhofer Institute for Applied Optics and Precision Engineering, Jena.
3Both mirrors are fabricated by the company Kugler GmbH, Salem, and stem from the same
production run.
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figure 8.5 and 8.7), they can be neglected in first instance. Depending on the optical
quality of the components incorporated in the setup, their impact on the overall
Strehl ratio might increase and might become significant. In this case, an easy way
to remove most of them consists in filtering them out by a properly sized mode-
filter pinhole in the focus of the last telescope (see section 8.6). The pinhole can
only be used if the wavefront correction of the parabolic mirror is imprinted after the
pinhole because otherwise the correction is filtered out by the pinhole. Since only the
MRF phase plate can be placed after the pinhole, only this strategy of aberration
correction can be combined with an aberration filtering by a simple pinhole. All
other correction strategies require to incorporate the additional aberrations into
the target wavefront for correction which in turn requires a precise in situ wavefront
measurement in the optical setup. The in situ measurement is, for example, included
in the correction feedback loop of the DM (see chapter 13) and adds a significant
amount of technical complexity.
Versatility
An advantage of the DM and the MRF correction phase plate lies in their ability
to correct aberrations for a broad spectrum of wavelengths. The DM is based
on reflection which causes that the imprinted path length difference is invariant
for varying wavelength. Even through the MRF phase plate exhibits wavelength
dependent dispersion which changes the imprinted effective path length difference,
the wavefront correction quality hardly changes and the effect can thus be neglected
in first instance (see section 12.3). In contrast to the DM and the MRF phase plate,
the binary CGH and the greyscale CGH imprinted by the SLM are diffraction based
and can in practice only be used in a narrow spectral window. Multiple wavelengths
or a light source with a broad spectrum can thus not be used in both aberration
correction strategies.
The DM and the CGH imprinted by the SLM offer the ability to change the im-
printed wavefront adaptively. This flexibility enables one to exchange the parabolic
mirror in the setup without the need to fabricate a new correction element. The im-
printed wavefront can simply be changed to the target wavefront of the new parabolic
mirror. The adaptive optical correction with the DM and the SLM-CGH can also
be used to align the angle (tilt) and the collimation (defocus) of the incident beam
with respect to the optical axis of the parabolic mirror. Since both strategies change
the wavefront in the order of a few wavelengths, the precision of the alignment is
high. A precise alignment of the incident beam is required in order to achieve a high
Strehl ratio (see section 8.5). The static nature of the MRF correction phase plate
and the static lithographic CGH do not offer this alignment feature and therefore
require additional optical elements that offer precise alignment.
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Technical complexity, affordability
In chapter 10, a lithographically imprinted phase-only CGH is manufactured. This
procedure requires a cost-intensive lithography system with high spatial resolution.
The cost-intensive nature might limit the availability of lithographically produced
phase-only CGHs. Simple ways for generating holograms nevertheless exists that, for
example, utilize a standard laser printer to encode a binary intensity hologram [104].
A general statement about the technical complexity and the availability of a binary
CGH can therefore hardly be made and depends on the specific implementation.
Nowadays, SLMs are widely available and incorporated in a variety of optical experi-
ments. Different types of SLMs exist ranging from binary intensity modulators based
on digital micromirror arrays, which can be very cost-effective and are incorporated
in many modern video projectors, to phase-only liquid crystal on silicon (LCOS)
SLMs. The LCOS-SLM used in chapter 11 exceeds the price of the parabolic mir-
ror but keeps technical complexity on a moderate level since it can be controlled
without a SHS. Its moderate technical complexity, high availability, high versatility,
and high correction quality makes the SLM phase-only CGH a promising candidate
for lab-based experiments that require to focus only a single monochromatic light
source with the parabolic mirror.
Similar to the SLM, the continuous membrane DM also offers versatility in the sense
of adaptive optical wavefront control. Due to the coupled degrees of freedom, the
continuous membrane DM has, however, to be used in combination with a SHS
which increases technical complexity. Adaptive optical feedback loops consisting of
continuous membrane DMs and SHSs are widely commercially available but usually
cost-intensive. The system used in the experiment exceeds the price of the parabolic
mirror by about an order of magnitude. Aberration correction of a 4pi-PM using
a continuous membrane DM is therefore an ideal strategy if a high versatility has
to be combined with a usability for multiple monochromatic light sources or even a
polychromatic light source. Its demanding technical complexity, however, restricts
the usability to lab-based optical systems or complex commercial systems. Besides
continuous membrane DMs, other types of deformable mirrors exist that might
decrease technical complexity and/or costs.
One technology that is widely used in commercial volume production is MRF pol-
ishing. A correction phase plate manufactured with MRF is therefore ideally suited
in the context of volume production and offers high affordability. The phase plate
features the lowest technical complexity because no additional optical components
have to be used when it is positioned directly in front of the parabolic mirror. Other
than placing it in front of the mirror, it can also be glued to the front aperture of the
mirror to circumvent repeated alignment of both optical components relative to each
other. In this way, the optical system additionally offers a high alignment reliability.
The price of the MRF phase plate used in the experiment undercuts the price of the
diamond turned parabolic mirror. The device’s high affordability, high reliability,
and high versatility makes it a promising candidate for focusing systems that benefit
from 4pi focusing and incorporate multiple wavelength like optical super-resolution
microscopes.
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Prospects for aberration correction in the 4piPAC experiment
One of the major project goals of the 4piPAC experiment is to demonstrate the time
inversion of the spontaneous emission process of a linear dipole transition. Besides
other aspects, this goal requires to spatially shape the light beam such that the
coupling to the desired linear dipole transition is increased. As shown in chapter
1, the Strehl ratio should therefore be as high as possible and ideally reach 100%.
Due to this reason, the most important metric for the aberration correction system
in the 4piPAC experiment is the aberration correction quality. A second important
characteristic is the usability of the aberration correction system for addressing
different optical transitions having different resonance wavelengths. One transition
that is of particular interest is the S0 ↔ P1-transition in 174Yb2+at a wavelength of
252 nm [105]. The short UV wavelength constitutes a problem for most of today’s
LCOS-SLMs which usually require wavelengths higher than 300 nm.
In the proof of concept studies, the MRF phase plate shows the highest correction
quality among all correction strategies. Furthermore, it exhibits a low amount of
technical complexity and can be used for multiple transition wavelengths. The
correction phase plate is therefore ideally suited to be included in the light-matter
interface. In the proof of concept study of the phase plate, a N-BK7 substrate is
used which has a low transmission in the UV-range [95]. A correction phase plate
made of fused silica might be beneficial offering a better transmission in the UV
range.
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15.1 Summary
In the first part of this work, 4pi focusing with a parabolic mirror is used to interface
a single trapped 174Yb+-ion. This light-matter interface is characterized in terms of
its light-matter coupling efficiency and important experimental factors that decrease
the coupling efficiency are identified. A coupling efficiency of 8.6± 0.9% is achieved
by using the complete aperture of the 4pi-PM for focusing and a coupling efficiency of
13.7± 1.4% is achieved if only half of the solid angle covered by the mirror is used.
This increase in coupling efficiency in the case of using a smaller aperture might
seem paradoxical at first since the reduction in solid angle coverage decreases the
coupling efficiency. The decrease in coupling efficiency is, however, overcompensated
by the improvement in Strehl ratio due to the lower impact of the aberrations
imprinted by the form-figure error of the 4pi-PM. These aberrations are one of the
main technical limitations of the light-matter interface. Other factors that limit
the coupling efficiency are the spatial extent of the laser-cooled ion in the steady
state and the fact that the optical transition incorporated in the experiment is not
a closed two-level transition.
The second part of this work examines how the focusing quality of the 4pi-PM can
be improved by correcting for one of the main technical limitations, the form-figure
induced aberrations. In order to do so, a second optical element that imprints the
opposite of the wavefront imprinted by the parabolic mirror is additionally incor-
porated into the optical setup. As a first step for aberration correction, a proof of
principle is demonstrated that shows an improvement of the focusing quality in the
light-matter interface. As a second step, four different concepts that determinis-
tically imprint the target wavefront are set up experimentally in proof of concept
studies. These concepts are investigated and compared among each other in terms of
aberration correction quality, versatility, and technical complexity. In the 4piPAC
experiment, a phase plate manufactured with magnetorheological finishing might
represent an easy, robust, and very precise way to correct for the aberrations of the
4pi-PM. Furthermore, the phase plate can be used in combination with different
wavelengths that are needed to interface different optical transitions of the trapped
ion.
To underline the significance of parabolic mirror based 4pi focusing, two applications
are realized experimentally and discussed in detail in this work. As a first applica-
tion, the phase shift is measured that is induced by the single trapped ion upon a
weak coherent beam. A phase shift of 2.2 ± 0.5 ◦ is recorded which is among the
highest phase shifts of this kind ever measured so far. As a second application, three-
dimensional particle localization is realized with the 4pi-PM as imaging system and
a Shack-Hartmann wavefront sensor for detection. A localization precision in the
nanometer regime is achieved along all three spatial directions. Together with the
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high photon collection efficiency of the 4pi-PM, this demonstrates a high potential
to improve today’s super-resolution light microscopes.
Subsequently, outlooks for possible further improvements of the light-matter inter-
face in the 4piPAC experiment are presented. These chapters address all of the three
important factors that decrease the coupling efficiency: The aberrations imprinted
by the parabolic mirror, the spatial extent of the trapped ion, and an ideally suited
optical transition for highly efficient light-matter experiments, respectively.
15.2 Outlook: Ultra-precision machining
For the fabrication of the 4pi-PM used in the experiments, single-point diamond
turning (SPDT) is used for machining. The SPDT process uses a single diamond
mounted on a turning machine to cut out the parabolic shape from a single block
of aluminium in a monolithic way. Doing so, the process yields two advantages:
Firstly, even strongly curved shapes can be cut out that cannot be produces with
a conventional grinding process. Secondly, a low surface roughness is achieved that
is sufficient to yield a high reflectivity even for a wavelength of 370 nm without
any further polishing step. Both advantages are important for the 4pi-PM used
in the experiment because due to the strongly curved shape, neither conventional
grinding methods nor conventional polishing tools1 can be conveniently used for
fabrication. But since the SPDT process apparently does not provide the required
form-figure accuracy, a second form-figure correction step should be applied during
manufacturing.
Several techniques exist that are suitable for producing optical elements with supe-
rior optical performance, such as magnetorheological finishing [91], fluid jet polish-
ing [107], and plasma jet machining [108], respectively. An additional form-figuring
technique that has proven to be applicable even for strongly curved surfaces is ion
beam figuring (IBF) [92, 93]. Ion beam figuring uses an ion beam with a beam
waist of a few millimeters up to several centimeters in size to remove material lo-
cally from an optical element. Since the removal rate is very slow and the process is
very deterministic, an optical surface that was first produced by a relatively coarse
production process like SPDT and measured with a precise metrology method can
be fine-machined with IBF to yield a very high surface figure.
Conventional IBF treatment that is applied to non-amorphous materials, such as
aluminium, leads to a significant increase in surface roughness [106] which can, of
course, be seen in a reduction of the optical component’s reflectivity. An undesir-
able increase in surface roughness is likely to take place when applying IBF to the
4pi-PM since the 4pi-PM used in the experiment is made out of a single block of
aluminium. Applying IBF to surfaces made out of amorphous materials, such as
layers of electroless nickel films alloyed with phosphorus (NiP) or fused silica, the
surface roughness can usually be preserved.
One promising way to increase the optical quality of the 4pi-PM while preserving
the surface roughness would therefore be to coat the aluminium surface with a NiP
1In this context, conventional grinding or polishing methods refer to the standard manufacturing
techniques for spherical lenses.
120
15.2 Outlook: Ultra-precision machining
SPDT
NiP coating
Metrology
IBF
Metrology
Al coating
Metrology
It
er
at
e
Pr
e-
co
rr
ec
t
A
lc
oa
tin
g
fig
ur
e
er
ro
r
(a) Conventional IBF
SPDT
Metrology
RIBE IBF
MetrologyI
te
ra
te
(b) RIBE-IBF
Figure 15.1: IBF [92] and RIBE-IBF [106] process chain comparison: (a) Con-
ventional IBF correction for optical elements requiring a high reflectivity
in the UV spectrum. (b) RIBE-IBF correction process chain using RIBE
to directly process Al surfaces without any NiP coating.
layer and subsequently applying IBF to correct for the remaining form-figure error.
This process chain has successfully been applied to astronomical mirrors and even to
small but strongly curved surfaces with a final form-figure of around 3 nm PV [93].
The drawback of this method, however, lies in the fact that nickel has a reflectivity
of around 46-24% [109] for P-polarized light at a wavelength of 370 nm and the
span of angles of incidence that are covered by the 4pi-PM. Aluminium, in contrast,
has a reflectivity of around 92-84% [110] for the same polarization, wavelength, and
spectrum of angles, respectively. Due to the low reflectivity of nickel, the mirror
has to be coated with a layer of pure aluminium as a last process step. Since
the parabolic mirror has a very strong curvature, the coating cannot be applied
from normal incidence and the coating layer is therefore likely to deteriorate the
form-figure again. The change of the form-figure due to the coating-step has to be
characterized and pre-corrected in the IBF correction which increases the complexity
of the whole correction process (see figure 15.1 (a)).
An alternative IBF correction of the 4pi-PM, that does not require a coating of the
surface with NiP or exhibit an increase in surface roughness, is a special kind of IBF
process based on reactive-ion beam etching (RIBE) [106]. The RIBE-IBF process
uses oxygen as reaction gas inside the reaction chamber. During the IBF process,
oxygen ions are implanted inside the aluminium surface and a several nanometer
thick layer of amorphous Al2O3 is formed. Since the layer is constantly built up
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during the IBF process, material is only removed from within this layer. The layer
itself is of amorphous nature so that the surface roughness of the optical element
can consequently be preserved to a high degree during the IBF treatment. In this
way, the RIBE-IBF process allows for form-figure correction of the 4pi-PM without
an additional NiP and Al coating and thus keeps the complexity of the correction
process at a low level (see figure 15.1 (b)). This process is therefore ideally suited
to decrease the form-figure error of the 4pi-PM used in the experiment.
15.3 Outlook: Spatial extent of the ion
The spatial extent of the ion’s probability density function decreases the coupling
efficiency of the light-matter interface as shown in section 3.2. The spatial extent
depends upon the mean vibrational excitation (phonon) number n¯i of the trapped
ion which is laser cooled to the minimum temperature of standard Doppler cooling.
This vibrational excitation depends on the trap frequency ωi along the trap axis i:
The higher the trap frequency, the lower this excitation. The trap frequency ωi is
related to the applied RF voltage U and the applied RF frequency ΩRF by (see for
example [27])
ωi ∝ UΩRF . (15.1)
In order to increase ωi, U can be increased or ΩRF can be decreased. The maximum
voltage U that can be applied in the RF trap is limited by an electrical break-down
between the RF electrode and the central ground electrode (see section A.2). An
overview over the relevant break-down mechanism can be found in [111], for example.
ΩRF cannot be chosen independently from ωi but has to be chosen so that ΩRF and
ωi are associated with a stable solution of the Mathieu equation (see for example
[112] and citations therein).
Alternatively to changing the electrical properties of the trap, ground state cooling
techniques might be incorporated into the setup. An overview about relevant cooling
techniques for ion traps can be found in [33], for example. The cooling properties
might also change if a different ion species is trapped, such as 174Yb2+ as proposed
in [3].
15.4 Outlook: Optical transition
The 4pi-PM light-matter interface is designed to drive a linear dipole transition.
Therefore, one would ideally intend to trap a particle that is driven in a closed
2-level transition [3]. In this way, the coupling efficiency of the incoming light to
the trapped particle is maximized. This strategy is also the long-term intent of the
4piPAC experiment by trapping a 174Yb2+-ion as proposed in [3]. 174Yb2+ has a
closed 2-level transition on its S0 ↔ P1-transition and is therefore ideally suited
as a candidate to demonstrate highly efficient light-matter interaction. Section A.4
shows that the dipole matrix element for this closed 2-level transition is indeed three
times larger than for the 2S1/2 ↔ 2P1/2-transition of 174Yb+.
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Although further ionization of a trapped174Yb+-ion to a 174Yb2+-ion has been al-
ready realized [105], there are several experimental challenges concerning the in-
corporation of 174Yb2+ into the 4pi-PM light-matter interface (see for example [46]):
Firstly, the transition frequency of the S0 ↔ P1-transition is not known within
the required precision and therefore has to be determined spectroscopically. This
shortcoming in spectroscopic knowledge is also the case for the relevant re-pumping
transitions from meta-stable dark states [46] that might be relevant for experiments
with long measurement times. Secondly, the wavelength of the S0 ↔ P1-transition
is in the deep ultraviolet with a wavelength of about 252 nm [105]. The low wave-
length of the transition implies additional experimental complexity since optical
components in the deep ultraviolet are in general more difficult to produce and the
optical quality is often lower than for components in the visible spectrum. Thirdly,
an even further increase in experimental complexity is due to the additional lasers
that are required to ionize 174Yb+ to 174Yb2+, to laser cool 174Yb2+, and to re-pump
the ion from metastable dark states, respectively. All these additional lasers have
to be frequency stabilized at the same time requiring a well engineered setup and
control of the laser systems. In conclusion, using 174Yb2+ with its closed 2-level
transition is a challenging task, but it is a promising strategy for demonstrating the
highest coupling efficiency possible in the 4piPAC experiment.
In order to keep experimental complexity on a moderate level, all experiments in
this work have been conducted using a single 174Yb+-ion driven on its 2S1/2 ↔ 2P1/2-
transition. Since its level structure differs from a closed 2-level transition (see figure
1.1), the dipole matrix element for the pi-transition is lower and therefore the cou-
pling efficiency is decreased by about 66% compared to the closed 2-level transition
of 174Yb2+. Another promising transition in the 174Yb+-ion is the S1/2 ↔ P3/2-
transition [113] which yields a coupling efficiency twice as high as the 2S1/2 ↔ 2P1/2
(see appendix A.5). Thereby, the coupling efficiency is only 33% lower compared to
the ideal case of a close 2-level transition. The S1/2 ↔ P3/2-transition may thus be a
good candidate for applications where a high coupling efficiency and a low technical
complexity are required at the same time.
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A.1 Script for calculating the steady state solutions
of the optical Bloch equations
This MATLAB® 1 script calculates the steady state solutions of the Optical Bloch
equations for the degenerate 4-level system present in the 2S1/2 ↔ 2P1/2-transition
of 174Yb+ (see chapter 1).
Define variables
Clear workspace and define variables.
clear all; % Clear workspace
Rho = sym(’rho’,[4 4]); % Density matrix
fR = sym(’fR’); % Rabi frequency
assume(fR > 0);
dw = sym(’dw’); % Detuning: dw = w_atom - w_laser
hbar = sym(’hbar’); % hbar
assume(hbar, ’real’);
assume(hbar >0);
syms gamma; % Gamma: 1/spontaneous emission rate
assume(gamma, ’real’);
assume(gamma >0);
Create Hamiltonian without spontaneous emission
H = hbar* [...
0,fR/2,0,0;...
fR/2,dw,0,0;...
0,0,0,fR/2;...
0,0,fR/2,dw...
];
Create the Lindblad superoperator
V12 = zeros(4,4); V12(1,2) = 1;
V34 = zeros(4,4); V34(3,4) = 1;
V32 = zeros(4,4); V32(3,2) = 1;
1MATLAB®, The MathWorks, Inc.
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V14 = zeros(4,4); V14(1,4) = 1;
L12 = 0.5*(V12*Rho*V12’-V12’*V12*Rho + V12*Rho*V12’-Rho*V12’*V12);
L34 = 0.5*(V34*Rho*V34’-V34’*V34*Rho + V34*Rho*V34’-Rho*V34’*V34);
L32 = 0.5*(V32*Rho*V32’-V32’*V32*Rho + V32*Rho*V32’-Rho*V32’*V32);
L14 = 0.5*(V14*Rho*V14’-V14’*V14*Rho + V14*Rho*V14’-Rho*V14’*V14);
LD = (gamma/3)*(L12+L34)+(2*gamma/3)*(L32+L14);
LD = simplify(LD);
Quantum Liouville equation with dissipation
Calculate the derivative of the density matrix according to the Liouville equation
with dissipation. For simplicity, the Rabi frequency and the detuning are given in
units of gamma.
DRho = - (i/hbar)*(H*Rho-Rho*H) + LD;
% dw, fR in units of 1/gamma
DRho = subs(DRho,[dw, fR ],[dw*gamma, fR*gamma]);
DRho = simplify(DRho/gamma);
Calculate the steady state solution of the Optical Bloch
equations
The derivative of the density matrix is set to 0 and an additional boundary condition,
energy conservation, is considered. For the correct solution, it has to be considered
that the Rabi frequency and the detuning are given in units of gamma.
eqn = DRho(:) == 0;
eqn = simplify(eqn);
% Additional equation
eqn(numel(eqn)+1) = Rho(1,1)+Rho(2,2)+Rho(3,3)+Rho(4,4) == 1;
[A,B]=equationsToMatrix(eqn, Rho(:));
solutions = A\B;
solutions = reshape(solutions,[4,4]);
% Upper state population:
upPop = solutions(2,2)+solutions(4,4);
% For the correct solution, do the replacement:
% fR has to be replaced with fR/gamma
% dw has to be replaced with dw/gamma
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(a) Side view (b) Top view
Figure A.1: Side view (a) and top view (b) of the stylus-like RF ion trap [24]. In
(a): Mirror and ion trap are shown schematically in different length scales
relative to each other.
The RF ion trap [114] used in the experiment is described in [24, 27, 28] and consists
of two tube-like electrodes that create an oscillating electric field which traps a
charged particle above the electrodes. For a given polarity, the field creates forces
that either focus the particle in the Z-direction and defocus the particle in the
X- and Y-direction or vice versa. By switching the polarity faster than the time
the particle needs to escape from the trap, the particle can be confined. A field
that is commonly used in Paul traps is the quadrupole field. For the stylus-like
Paul trap used in the experiment (see figure A.1), the RF field is created by a
ring electrode and the parabolic mirror which are connected to ground and another
ring electrode connected to a RF voltage source. The particle’s equation of motion
can be transformed to the standard form of the Mathieu differential equation (see
for example [112] and citations therein) that have stable and unstable solutions
depending on the parameters of the trap.
Some of the relevant parameters are:
• Mass of the particle
• Charge of the particle
• Amplitude and frequency ΩRF of the RF-field
• Geometry of the trap
In each spatial direction of the trap, the motion u(t) of the ion can be described by
(see for example [27] and citations therein)
u(t) = u0,sec cos(ω t) · (1− ξ cos(ΩRFt)) . (A.1)
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In equation A.1, u0,sec cos(ω t) describes the secular motion of the particle with
the trap frequency ω. The term ξ cos(ΩRFt) describes the micromotion at the RF-
frequency ΩRF with the amplitude ξ that depends on the trap parameters. In most
cases, ξ is much smaller than 1 and the micromotion therefore has a very small
amplitude. The situation, however, changes if a constant electric field is present.
The motion of the ion can than be expresses by
u(t) =
(
u0,ext + u0,sec cos(ω t)
)
· (1− ξ cos(ΩRFt)) . (A.2)
Compared to equation A.1, the micromotion in equation A.2 is increased by u0,ext
which depends on the amplitude of the additional field. Since the size of the ion has
to be minimized in order to increase the light-matter coupling efficiency, external
fields have to be compensated by additional compensation electrodes (see figure A.1
(b)). Further details can be found in [27].
A.3 Phase function of a thin lens
This section derives the effect of a thins lens onto an incoming electric field Ein(~r)
by applying the formalism of Fourier optics. The derivation points out the most
important aspects relevant to understand chapter 10 and is based on the derivation
in [115].
The effect of a thin lens can by expressed by multiplying a function l(~r), that
describes the effect of the lens, and a pupil function P (~r), that describes the effect
of the aperture of the lens, to the ingoing scalar electric field Ein(~r). The outgoing
electric field Eout(~r) immediately behind the lens can be written as
Eout(~r) = l(~r)P (~r)Ein(~r). (A.3)
The electric field E(x, y, z) at a distance z away from the lens is given by [115]
E(x, y, z) ∝
∫ ∞
−∞
Eout(x′, y′) exp(−i2pi[νx x′ + νy y′]) dx′ dy′
∝ F [Eout](νx, νy) (A.4)
with the spatial frequencies νx = x/(λ z) and νy = y/(λ z), respectively. This
approach to calculate the effect of a lens assumes that there is no translation of
the beam between entering and leaving the lens (thin lens approximation), i.e. it is
assumed that the outgoing beam leaves the lens at the same position where it enters
but with a modified phase and intensity. Furthermore, equation A.4 is only valid in
the far-field. For an azimuthally symmetric lens, l(~r) can be written as l(~r) = l(r)
and it is
l(r) = exp
(
i
2pi
λ
OPD(r)
)
(A.5)
with the optical path difference (OPD) of a ray hitting the lens at position r > 0
relative to the origin position at r = 0 (see figure A.2). The OPD for a thin lens
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∆x(r)
r
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Figure A.2: Sketch of a thin lens for deducing the phase function.
follows from simple geometric considerations
OPD(r) = n∆x(r) + (∆x(r = 0)−∆x(r))− n∆x(r = 0)
= (1− n) ∆x(r = 0) + (n− 1) ∆x(r) (A.6)
with the lens having a refractive index of n and being placed in air (nair ≈ 1). The
term (1 − n) ∆x(r = 0) can be neglected since it is only a constant phase offset in
equation A.5. With the paraxial approximation2, ∆x(r) can be written as [115]
∆r(r) ≈ −r
2
2
(
1
R1
− 1
R2
)
. (A.7)
with R1 and R2 denoting the two radii of the lens. Equation A.7 can be simplified
by using the basic lens maker’s equation for a thin lens [116]
1
f
= (n− 1)
(
1
R1
− 1
R2
)
. (A.8)
With equation A.7 and equation A.8, the OPD and l(r) result in
OPD(r) ≈ − r
2
2 f , l(r) ≈ exp
(
−i 2pi
λ
r2
2 f
)
. (A.9)
Equation A.9 expresses l(r) of a thin spherical lens in paraxial approximation as a
function of its radius.
2The paraxial approximation considers only rays that have a small angle to the optical axis [115].
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A.4 S0 ↔ P1-transition
|1〉 = |0, 0〉
|2〉 = |1, 0〉 |4〉 = |1, 1〉|3〉 = |1,−1〉
γ12 γ14γ13 ωL
Figure A.3: Relevant energy levels |j,mj〉 for the closed two-level S0 ↔ P1-
transition. Indicated in blue: pi-transition driven by a light field with fre-
quency ωL = ωA −∆ω.
The steady state solutions of the optical Bloch equations for a S0 ↔ P1-transition
as present in 174Yb2+[3] can be derived with the procedure presented in section 1.1.
Using the spontaneous decay rates
γ12 = γ13 = γ14 = 1/τ , (A.10)
the steady state solution of the upper population ρup results in
ρup = ρ22 + ρ33 + ρ44
= ρ22
= 12
2(ΩtlsR τ)2
2(ΩtlsR τ)2 + (2 ∆ω τ)2 + 1
. (A.11)
With the saturation parameter S as defined in section 1.1, equation A.11 can be
written as
ρup =
1
2
S
S + 1 + 2∆2ωτ 2
. (A.12)
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|1〉 |3〉
|2〉 |4〉 |6〉|5〉
γ12
γ32 γ14
γ34γ15 γ36ωL ωL
Figure A.4: Relevant energy levels |j,mj〉 for the S1/2 ↔ P3/2-transition.
Indicated in blue: pi-transitions driven by a light field with frequency
ωL = ωA − ∆ω. Name conventions: |1〉 = |1/2,−1/2〉, |2〉 = |3/2,−1/2〉,
|3〉 = |1/2, 1/2〉, |4〉 = |3/2, 1/2〉, |5〉 = |3/2,−3/2〉, |6〉 = |3/2, 3/2〉.
The steady state solutions of the optical Bloch equations for a S1/2 ↔ P3/2-transition
as present in 174Yb+(see for example [113]) can be derived with the procedure pre-
sented in section 1.1 and analog to appendix A.4. With the spontaneous decay
rates
γ12 =
2
3
1
τ
, γ14 =
1
3
1
τ
, γ15 =
1
τ
γ34 =
2
3
1
τ
, γ32 =
1
3
1
τ
, γ36 =
1
τ
, (A.13)
the steady state solution of the upper population ρup results in
ρup = ρ22 + ρ44 + ρ55 + ρ66
= ρ22 + ρ44
= 12
2
3 2(Ω
tls
R τ)2
2
3 2(ΩtlsR τ)2 + (2 ∆ω τ)2 + 1
. (A.14)
With the saturation parameter S as defined in section 1.1, equation A.14 can be
written as
ρup =
1
2
2
3S
2
3S + 1 + 4∆2ωτ 2
. (A.15)
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B List of acronyms
4piPAC 4pi Photon Atom Coupling
4pi-PM 4pi parabolic mirror
AOM acousto-optic modulator
CGH computer generated hologram
DM deformable mirror
FWHM full width at half maximum
G coupling efficiency
IBF ion beam figuring
LCOS liquid crystal on silicon
MA microlens array
MRF magnetorheological finishing
NA numerical aperture
OPD optical path difference
PM parabolic mirror
PMT photon counting photomultiplier tube
PSF point spread function
PV peak-to-valley
RF radio frequency
RIBE reactive-ion beam etching
RIBE-IBF reactive-ion beam etching ion beam figuring
RMS root mean square
SHS Shack-Hartmann wavefront sensor
SHWP segmented half-wave plate
SLM spatial light modulator
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B List of acronyms
SM single mode
SN signal-to-noise
SPDT single-point diamond turning
STED stimulated emission depletion
UHV ultra-high vacuum
WF wavefront
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