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In present paper the Quantum Electrodynamics theory at finite temperatures for the bound states is presented. To
describe the thermal effects arising in a heat bath the Hadamard form of thermal photon propagator is employed.
This form permits the simple introduction of thermal gauges in a way similar to the ’ordinary’ Feynman propa-
gator and, therefore, the gauge invariance can be proved for all the considered effects. Moreover, contrary to the
’standard’ form of thermal photon propagator, the Hadamard expression has a well defined analytical properties.
However, this thermal photon propagator contains the divergent contribution which requires the introduction of
regularization procedure within the framework of constructed theory. The method of regularization in conjunc-
tion with the physical interpretation is given in the paper. Correctness of regularization procedure is confirmed
also by the gauge invariance of final results and coincidence of the results (on the example of self-energy cor-
rection) for two different forms of photon propagator. On the basis of constructed theory the thermal Coulomb
potential and its asymptotics at the large distances are found. Finally, we discuss in details the thermal effects of
lowest order in the fine structure constant and temperature. Such effects are presented by the thermal one-photon
exchange between bound electron and nucleus, thermal one-loop self-energy, thermal vacuum polarization, recoil
corrections and correction on the finite size of the nucleus. Introduction of the regularization allows us do not
apply the renormalization procedure. To confirm this we describe also the thermal vertex (with one, two and
three vertices) corrections within the adiabatic S-matrix formalism. Finally, the influence of thermal effects on
the determination of proton radius and Rydberg constant is discussed in the paper.
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I. INTRODUCTION
The influence of blackbody radiation (BBR) on the atomic
systems is the one of important subjects in the modern atomic
physics. Investigations in this field were strated in the end of
70th. First the BBR-induced effects were noted experimen-
tally (as a BBR-induced photoionization from Rydberg energy
levels) and then the theoretical description was given within
the framework of the quantum-mechanical (QM) approach in
(Farley and Wing, 1981; Gallagher and Cooke, 1979). Mea-
surements of the BBR-induced energy shifts for Rydberg lev-
els of Rb atom were performed in (Hollberg and Hall, 1984)
with the use of high-precision laser spectroscopic techniques.
In (Hollberg and Hall, 1984) it was noted that measurements
are consistent with the predicted finite-temperature radiative
corrections to atomic energy levels induced by BBR. Now
a question about the blackbody radiation influence on atoms
is widely discussed in literature. Particular interest to such
kind of investigations arises in view of the essential progress
in theoretical and experimental research of atomic clocks and
determination of frequency standards (Degenhardt and at al.,
2005; Itano et al., 1982; Middelmann et al., 2011; Porsev
and Derevianko, 2006; Robyr et al., 2011; Safronova et al.,
2010, 2011). The standard approach that is usually applied to
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2the analysis of BBR-induced effects in atomic systems corre-
sponds to the quantum mechanic evaluation of the Stark shifts
and depopulation rates for the highly excited (Rydberg) states
(Farley and Wing, 1981; Gallagher and Cooke, 1979).
On the other hand, the quantum field theory at finite tem-
peratures was developed in the middle 70th (Weinberg, 1974),
where a spontaneous symmetry breaking at high temperature
and cosmological implications of it were discussed. Feynman
rules for scalar and vector fields and for finite-temperature
Green’s functions were derived in (Bernard, 1974; Dolan and
Jackiw, 1974). Brief hystorical review of the field theory at
finite temperature and how it affects scattering processes and
decay rates can be found in (Donoghue and Holstein, 1983;
Donoghue et al., 1985). Namely, the renormalization pre-
scription for fermions at finite temperature and the procedure
for calculating radiative corrections for free particles were
given in (Donoghue and Holstein, 1983). The details of quan-
tum electrodynamics (QED) theory at finite temperatures for
free particles can be found in (Donoghue et al., 1985). The ap-
plication of this theory to the bound states was demonstrated
also in (Donoghue et al., 1985), where the thermal correction
to the Lamb shift in hydrogen atom was roughly estimated.
As it was noted in (Donoghue et al., 1985) the existing
methods and results of many of the specific calculations in the
literature do not always agree with each other. The same situ-
ation takes a place in present time. Although the main goal of
such calculations referes to the early universe or the quark-
gluon plasma investigations, authors usually employ meth-
ods of the thermal QED theory for the description of bound
states. The extensive applications of the non-relativistic quan-
tum electrodynamics theory to the theoretical analysis of the
BBR influence onto the atomic systems is widely distributed
in literature, see, for example, (Escobedo and Soto, 2008,
2010), where the electronic and muonic hydrogen atoms were
considered.
Recently, the rigorous quantum electrodynamic derivation
of the Stark shift and depopulation rates of the atomic en-
ergy levels in presence of the blackbody radiation was per-
formed in (Solovyev et al., 2015), where the perfect agree-
ment between QED (in non-relativistic limit) and QM results
was also demonstrated. An attempt to evaluate the relativis-
tic correction to the one-loop BBR shift in the ground states
of hydrogen and ionized helium was given in (Zhou et al.,
2017). Another application of the QED description of thermal
effects in atoms was given in (Solovyev et al., 2015) with the
use of the ’QED regularization’ of the self-energy correction.
Namely, it was supposed that such regularization leads to the
level-mixing effect in the BBR field, which exceeds strongly
the QM result for the depopulation rates.
However, the calculations of Γmixa were performed incor-
rectly, the factor α3 (α is the fine structure constant) was
missed1 in calculations of Γmixa . In this paper it will be shown
1 Author DS expresses deep appreciation to LL, TZ, GP and AV for a de-
tailed explanations of parametric estimation of the SE correction in private
communication.
that the numerical results for Γmixa is much less but still ex-
ceeds on several orders the quantum mechanical results (Far-
ley and Wing, 1981), the analysis of such behaviour and accu-
rate calculations are given in (Zalialiutdinov and Labzowsky,
2017), where it is shown that the mixing effect has a place
at the very low temperatures only. For the high temperatures
the QM depopulation rates (Farley and Wing, 1981) coincides
with corresponding QED values with high accuracy. The main
conclusion from this consists of the fact that the QED theory
at finite temperatures for bound states requires still examina-
tion and further development.
To reveal the ’new’ and re-examine well-known effects aris-
ing via the blackbody radiation we refer to the QED the-
ory at finite temperatures developed in (Dolan and Jackiw,
1974; Donoghue and Holstein, 1983; Donoghue et al., 1985).
Within QED at finite temperatures a free-electron gas (no ex-
ternal field) interacting with a photon gas is considered as be-
ing in thermal equilibrium and described by a grand canoni-
cal statistical operator, which modifies both the electron and
the photon propagators. Since our task consists of description
of the blackbody radiation influence on bound states, we re-
tain the electron propagator in the standard (QED theory for
bound states) form and will treat the influence of the BBR
within QED perturbation theory involving the thermal photon
propagator only. This circumstance is fulfilled since the ther-
mal part of the fermion propagator is suppressed by the fac-
tor exp(−βme) (me is the fermion mass) (Donoghue et al.,
1985).
The main difficulty in developing such a theory is that the
thermal photon propagator found in (Dolan and Jackiw, 1974;
Donoghue and Holstein, 1983; Donoghue et al., 1985) has not
well defined analytical properties, see (Fetter and Walecka,
1971; Kapusta and Gale, 2006). Thus, we start our research
from the very beginning, i.e. we re-examine the derivation
of photon propagator in case of heated vacuum. Although
the final results in our paper are given in nonrelativistic limit,
the relativistic corrections can be easily found from the theory
developed in this paper.
II. QED DERIVATION OF PHOTON PROPAGATOR AT
FINITE TEMPERATURES
A. Vacuum-expectation value of the T-product
At first, we derive the thermal photon propagator and show
that it is defined by the Hadamard propagation function. Ac-
cording to QED theory, (Akhiezer and Berestetskii, 1965;
Greiner and Reinhart, 2003), the photon propagator is a time-
ordered product of two photon field operators averaged over
the vacuum state:
iDµνF (x, x
′) = 〈0|T
(
Aˆµ(x)Aˆν(x′)
)
|0〉, (1)
where the vector-potential operator, Aˆµ(x), is defined by
Aˆµ(x) =
∑
λ
∫
eµλ,kd
3k
(2pi)3/2
√
4pi
2ωk
(
Cˆλke
ikx + Cˆ†λke
−ikx
)
. (2)
3Here eµλ,k is the four-dimensional polarization vector (λ, µ =
0, 1, 2, 3), k and x are the ordinary four-dimensional wave and
time-space vectors, ωk = |~k| is the frequency of photon and
notations Cˆλk, Cˆ
†
λk correspond to the annihilation and cre-
ation operators, respectively.
Insertion of (2) into Eq. (1) leads to the expression which
contains four terms. Two of them are equal to zero since
Cˆλ~k|0〉 = 0 and 〈0|Cˆ†λ~k = 0, where |0〉 is the vacuum state.
Then, for the vacuum-expectation value of the T-product we
obtain
〈0|T(Aµ(x′)Aν(x′))|0〉 =
∫
d3kd3k′
4pi
2(2pi)3
√
ωkωk′
∑
λλ′
eµ
λ,~k
eν
λ′, ~k′
× (3)
〈0|T
[
Cˆλ~kCˆ
†
λ′ ~k′
ei
~k~x−iωkte−i~k
′ ~x′+iω′kt
′
+ Cˆ†
λ~k
Cˆλ′ ~k′e
−i~k~x+iωktei~k
′ ~x′−iω′kt′
]
|0〉.
Employing the relations 〈0|Cˆλ~kCˆ†λ′ ~k′ |0〉 = gλλ′δ(~k − ~k′) and gλλ′e
µ
λ,~k
eν
λ′,~k
= gµν , gµν is the pseudo-Euclidean metric tensor
in Minkowski’s space, we find
〈0|T(Aµ(x)Aν(x′))|0〉 = 4pigµν
∫
d3k
(2pi)32ωk
[
θ(t− t′)ei~k(~x−~x′)−iωk(t−t′) + θ(t′ − t)e−i~k(~x−~x′)+iωk(t−t′)
]
= (4)
= 4pigµν
∫
d3k
(2pi)32ωk
[
ei
~k(~x−~x′) + e−i~k(~x−~x
′)
]
e−iωk|t−t
′| = 4pigµν
∫
d3k
(2pi)3ωk
ei
~k(~x−~x′)e−iωk|t−t
′|.
Here θ(τ) is the Heaviside theta-function. With the use of
1
ωk
e−iωk|τ | =
1
pii
∫
C
e−ik0τ
k20 − ω2k
dk0, (5)
the vacuum-expectation value of the T-product reduces to
〈0|T(Aµ(x1)Aν(x2))|0〉 = −i4pigµν
∫
C
d4k
(2pi)4
eik(x−x
′)
k2
, (6)
where k2 = k20 − ~k2 = k20 − ω2k and the integration contour
C, see (Berestetskii et al., 1982), is depicted in Fig. 1.
FIG. 1 The integration contour C (bold line) in the complex plane
of k0 in Eq. (5). The ±ωk denote the poles of the integrand.
Thus, the photon propagator in Feynman gauge is
DµνF (x, x
′) = −4pigµν
∫
d4k
(2pi)4
eik(x−x
′)
k20 − ω2k − i0
. (7)
The integration over the angles and over the poles in the com-
plex plane k0 in Eq. (7) leads to the well-known expression:
DµνF (x, x
′) =
gµν
2piir12
∞∫
−∞
ei|ω|r12−iω(t−t
′)dω, (8)
where r12 ≡ |~x − ~x′| and integration over frequency ω goes
through all the possible values including the negative half-
axes.
However, the photon propagator can be presented also in
other form. For this purpose the chronological product Eq.
(1) can be presented as the sum of commutator and anticom-
mutator:
iDµνF (x, x
′) ≡ iDµν(x) + iDµν1 (x) = (9)
1
2
〈0|sgn(t− t′)
[
Aˆµ(x), Aˆν(x′)
]
+
{
Aˆµ(x), Aˆν(x′)
}
|0〉,
where the first term represents the Pauli-Jordan function and
the second one is the Hadamard propagation function (Greiner
and Reinhart, 2003).
In four-dimensional integration form, see (Akhiezer and
Berestetskii, 1965), the Pauli-Jordan function, Dµν(x), is
Dµν(x, x′) = −4pi g
µν
(2pi)4
∫
C0
eik(x−x
′)
k2
d4k, (10)
and the Hadamard propagation function is defined by
Dµν1 (x, x
′) = −4pi g
µν
(2pi)4i
∫
C1
eik(x−x
′)
k2
d4k. (11)
The Hadamard propagation function can be also given in the
equivalent form:
Dµν1 (x, x
′) = −4pigµν
∫
d4k
(2pi)3
δ(k2)eik(x−x
′). (12)
The contours of integration in k0-plane for Eqs. (10) and
(11) are given in Figs. 2, 3. We should note that these
4FIG. 2 The integration contour C0 in k0 plane in Eq. (10). Arrows
on the contour define the poles bypass rule. The poles ±ωk are de-
noted by the crossed lines.
FIG. 3 The integration contourC1 in k0 plane in Eq. (11). Notations
are the same as in Fig. 2.
two equivalent forms of Hadamard function Eqs. (11), (12)
are related directly to the thermal averaged photon propagator
which derivation is given in the next section.
B. Thermal part of the T-product and thermal photon
propagator
To determine the heated vacuum expectation value we
should consider the ensemble-averaged chronological product
of vector-potentials (2):
iDµνβ (x, x
′) = 〈T(Aµ(x)Aν(x′))〉β (13)
≡ Tr {ρ [T(Aµ(x)Aν(x′))]} ,
where ρ denotes (in zeroth approximation) the statistical oper-
ator for the non-interacting photons, electrons and positrons.
We consider the bound electrons case when the heat bath in-
fluence is much less with respect to the Coulomb interaction
of charges. Then the legitimity of Eq. (13) is justified at tem-
peratures kBT  (αZ)2mec2.
With the use of decomposition (9), the heated vacuum ex-
pectation value of the chronological product is given by
〈T(Aµ(x)Aν(x′))〉β = 1
2
〈{Aµ(x), Aν(x′)}〉β (14)
+sgn(t− t′)1
2
〈[Aµ(x), Aν(x′)]〉β .
Since the commutator [Aµ(x), Aν(x′)] after T-ordering and
averaging over vacuum becomes the c-number, we can re-
write Eq. (14) in the form:
iDµνF,β(x, x
′) =
1
2
sgn(t− t′)〈0|
[
Aˆµ(x), Aˆν(x′)
]
|0〉 (15)
+
1
2
〈{
Aˆµ(x), Aˆν(x′)
}〉
β
.
Then, combining Eq. (16) with Eq. (9),
iDµνF,β(x, x
′) = iDµνF (x, x
′) (16)
+
1
2
〈{
Aˆµ(x), Aˆν(x′)
}〉
β
− iDµν1 (x, x′),
where DµνF (x, x
′) is defined by Eq. (9) and represents the
zeroth (unheated) vacuum Feynman propagator.
Introducing the definition
DµνF,β(x, x
′) = DµνF (x, x
′) +Dµνβ (x, x
′), (17)
we find that the thermal part of photon propagator,
Dµνβ (x, x
′), is defined by the Hadamard function D1 as
Dµνβ (x, x
′) =
1
2
(
Dµν1,β(x, x
′)−Dµν1 (x, x′)
)
, (18)
i.e. the thermal part of photon propagator can be given in the
form of four-dimensional integration with the contour Fig. 3.
Then, with the relations〈{
Cˆ†λk, Cˆλ′q
}〉
β
= 2
〈
Cˆ†λkCˆλ′q
〉
β
+
〈[
Cˆλ′q, Cˆ
†
λk
]〉
β
,[
Cˆλ′q, Cˆ
†
λk
]
= −gλλ′δ(~k − ~q), (19)〈
Cˆ†λkCˆλq
〉
β
= −gλλ′δ(~k − ~q)nβ(ωk),
we find
iDµνβ (x, x
′) = −4pi
∫
d3k
(2pi)3
ei
~k(~x−~x′)
2ωk
3∑
λ=0
eµ
λ,~k
eν
λ,~k
gλλ
×
(
eiωk(t−t
′) + e−iωk(t−t
′)
)
(2nβ(ωk) + 1) + (20)∫
d3k
(2pi)3
ei
~k(~x−~x′)
2ωk
3∑
λ=0
eµ
λ,~k
eν
λ,~k
(
eiωk(t−t
′) + e−iωk(t−t
′)
)
,
where nβ(ωk) = (exp(βωk) − 1)−1, β−1 = kBT , kB is the
Boltzmann constant and T is the temperature in kelvin. This
expression can be easily transformed to
iDµνβ (x, x
′) = −4pi
3∑
λ=0
eµλ,ke
ν
λ,kgλλ (21)
×
∫
d3k
(2pi)3
ei
~k(~x−~x′) cosωk(t− t′)
ωk
nβ(ωk).
Here we can use also the relation 2nβ(ω) = coth(βω2 ) − 1.
Then, we arrive at the expression
iDµνβ (x, x
′) = −4pi
3∑
λ=0
eµλ,ke
ν
λ,kgλλ (22)
×
∫
d3k
(2pi)3
ei
~k(~x−~x′) cosωk(t− t′)
2ωk
(
coth
(
βωk
2
)
− 1
)
,
which coincides with the result of (Donoghue and Holstein,
1983; Donoghue et al., 1985).
5From Eq. (21) the two different forms of thermal photon
propagator can be obtained. The first one corresponds to the
four-dimensional integration arising via the relation
cosωk(t− t′)
ωk
= − 1
2pii
∫
C1
dk0
e−ik0(t−t
′)
k2
. (23)
Employing the completeness relation (Greiner and Reinhart,
1996) for the polarization vectors,
3∑
λ=0
eµλ,ke
ν
λ,kgλλ = g
µν ,
we obtain
iDµνβ (x, x
′) = −4piigµν
∫
C1
d4k
(2pi)4
eik(x−x
′)
k2
nβ(ωk). (24)
Thus, the thermal photon propagator can be defined by the
Hadamard propagation function.
The form Eq. (21) allows the analytical integration in k-
space. For this purpose we integrate over angles at first:
iDµνβ (x, x
′) = −4pigµν 1
2pi2
∞∫
0
dκ
sinκr
r
cosκτ
eβκ − 1 , (25)
where notations r ≡ |~r − ~r′|, τ ≡ t − t′ were introduced.
Finally, after the analytical integration over κ we find
iDµνβ (x, x
′) = −4pigµν 1
2pi2
× (26)
βr
(
cosh 2piτβ − cosh 2pirβ
)
+ pi
(
r2 − τ2) sinh 2pirβ
4βr (r2 − τ2) sinh pi(r−τ)β sinh pi(r+τ)β
Then, with the use of coshx−cosh y = 2 sinh x+y2 sinh x−y2 ,
expression (26) transforms to
iDµνβ (x, x
′) =
4pigµν
(2pi)2
[
1
r2 − τ2 −
pi
2rβ sinh
2pir
β
cosh 2pirβ − cosh 2piτβ
]
,(27)
that gives the space-time representation of the thermal photon
propagator.
The second equivalent form for the thermal part of photon
propagator can be found with the use of next relations:
e±iωkτ =
∞∫
−∞
dk0e
ik0τδ(k0 ∓ ωk), (28)
δ(x2 − a2) = 1
2|a| (δ(x− a) + δ(x+ a))) .
Substitution of Eq. (28) into (21) gives
iDµνβ (x, x
′) = −4pigµν
∫
d3k
(2pi)3
nβ(ω)e
i~k(~r−~r′) × (29)
1
2ω
∞∫
−∞
dk0
[
eik0(t−t
′)δ(k0 − ω) + eik0(t−t′)δ(k0 + ω)
]
.
The final expression coincides with the result given in (Dolan
and Jackiw, 1974; Donoghue and Holstein, 1983; Donoghue
et al., 1985) and reads
iDµνβ (x, x
′) = −4pigµν
∫
d4k
(2pi)3
nβ(ωk)δ(k
2)eik(x−x
′). (30)
After the angular integration and some algebraic transforma-
tions, see (Solovyev et al., 2015), we can find also
Dµ νF,β(x1, x2) =
gµ ν
2piir12
+∞∫
−∞
dωei|ω|r12−iω(t1−t2) (31)
− gµ ν
pir12
+∞∫
−∞
dωnβ(|ω|) sin |ω|r12e−iω(t1−t2).
Thus, we have found two equivalent forms of thermal pho-
ton propagator Eqs. (24) and (30). The latter one coincides
with the result of theory presented in (Dolan and Jackiw,
1974; Donoghue and Holstein, 1983; Donoghue et al., 1985).
However, the form Eq. (30) has not the well defined analytical
properties (Landsman and van Weert, 1987). It was stressed in
(Landsman and van Weert, 1987) that the delta function in Eq.
(30) should be regarded as an abbreviation for regularized rep-
resentation; only in the simplest diagrams the delta functions
can be taken literally, see also (Fetter and Walecka, 1971).
Moreover, the photon propagator, Eq. (30), becomes undeter-
mined at the point k0 = 0 (static limit) where the δ(|~k|) arises
on the half-axis of integration.
Contrary to this, the form Eq. (24) does not have any un-
certainties. Moreover, expression (24) allows the simple intro-
duction of gauges. However, the both forms of thermal photon
propagator contain the divergence which originates from the
distribution function nβ at the point ωk = 0. In (Donoghue
et al., 1985) the renormalization procedure of such diver-
gences was demonstrated for the case of free particles. It will
be shown that this procedure does not work for bound states
(there is no infrared divergences in QED for bound states) and
instead of it the procedure of regularization will be described
in section III.C.
C. Thermal photon propagator: Coulomb part
To clarify the contribution of transversal and Coulomb
parts of thermal photon propagator, a set of general polariza-
tion vectors can be introduced for the metric tensor gµν =
eµ0,ke
ν
0,k −
2∑
λ=1
eµλ,ke
ν
λ,k − eµ3,keν3,k (Greiner and Reinhart,
1996). Namely, starting from an arbitrary time-like unit vec-
tor nµ = (1, 0, 0, 0), the scalar, transversal and longitudinal
6polarization vectors are
eµ0,k ≡ nµ =
(
1
~0
)
, (32)
eµλ,k =
(
0
~eλ,k
)
, λ = 1, 2 ,
eµ3,k =
kµ − nµ(n · k)√
(n · k)2 − k2 =
(
0
~k/|~k|
)
,
The two transverse polarization vectors eµ1,k and e
µ
2,k are
purely spatial and orthogonal to ~k. The longitudinal polariza-
tion vector eµ3,k is time-like positive, orthogonal to ~k as well
as the transverse polarization vectors, and has unit negative
norm.
Then, the metric tensor can be expressed as
gµν = −
2∑
λ=1
eµλ,ke
ν
λ,k − nµnν + (33)
(kµ − nµ(n · k))(kν − nν(n · k))
(n · k)2 − k2 .
Regrouping terms in Eq. (33), we obtain
−gµν =
2∑
λ=1
eµλ,ke
ν
λ,k +
k2nµnν
(n · k)2 − k2 + (34)
kµkν − (nµkν + nνkµ)(n · k)
(n · k)2 − k2
The last term here is irrelevant for the following evalua-
tion since the photon propagator should be contracted with
the conserved current. According to the continuity equation
kµjµ = 0 and this terms give a zero. Thus, the Coulomb part
of metric tensor, g00, is
gµν = −k
2nµnν
~k2
δµ0δν0, (35)
and the transversal part, gij , is defined by
gij = −δij + k
ikj
~k2
, i, j = 1, 2, 3. (36)
Finally, substitution of Eqs. (35) and (36) into Eq. (24)
results to
D00β (x, x
′) = 4pii
∫
C1
d4k
(2pi)4
eik(x−x
′)
~k2
nβ(ω), (37)
Dijβ (x, x
′) = 4pii
∫
C1
d4k
(2pi)4
eik(x−x
′)
k2
nβ(ω)
(
δij − k
ikj
~k2
)
.(38)
Here, we should note that the form Eq. (24) represents the
thermal photon propagator in Feynman gauge whereas the
forms Eqs. (37) and (38) give the Coulomb and transversal
parts of thermal photon propagator in Coulomb gauge. The re-
sult (37) can be considered, in principle, as the BBR-induced
Coulomb photons by an analogy with relation between spon-
taneous and induced transition rates (transversal photons).
D. Thermal Coulomb gauge
The result, Eq. (24), enables the analogy with the ordi-
nary photon propagator (7). Thus, we can introduce the gauge
in ordinary manner (Berestetskii et al., 1982) for the thermal
photon propagator. The most general form of the ordinary
photon propagator in momentum space is
Dµν(k) = −4piigµν
k2
+ χµkν + χνkµ +D(k
2)kµkν , (39)
where χµ and D(k2) are the arbitrary functions. The gauge
functions χµ and D(k2) can be defined as
χ0 =
2pik0i
~k2(k20 − ~k2)
, (40)
χi = − 2pikii~k2(k20 − ~k2)
(i = 1, 2, 3),
D(k2) = 0.
In thermal case these functions can be modified by multi-
plication onto the Bose-distribution nβ(|~k|):
χ0 =
2pik0i
~k2(k20 − ~k2)
nβ(|~k|), (41)
χi = − 2piiki~k2(k20 − ~k2)
nβ(|~k|) (i = 1, 2, 3),
Dβ(k2) = 0.
Then the zeroth component (Coulomb) of thermal photon
propagator is
Dβ00(k) = −4piinβ(|~k|)
[
1
k2
− k
2
0
~k2k2
]
=
4pii
~k2
nβ(|~k|) (42)
and transversal part is defined by
Dβij(k) =
4pii
k2
nβ(|~k|)
(
δij − kikj~k2
)
. (43)
III. ONE-PHOTON THERMAL EXCHANGE
From the derived expression Eq. (24) for the thermal pho-
ton propagator which includes thermal scalar photons and
from its ”Coulomb” part Eq. (42) does not follow the exis-
tence of the real physical thermal correction to the Coulomb
potential. In the present chapter we will formally derive an
expression for the thermal correction to the Coulomb poten-
tial which follows from the thermal Coulomb propagator Eq.
(42). Later we will compare this expression with another one,
see section IV.
A. Derivation of Coulomb interaction via the photon
propagator
Schematically, the Coulomb interaction of bound electron
and nucleus is shown in Fig. 4. The corresponding S-matrix
7FIG. 4 The Feynman graph corresponding to the one-photon ex-
change between bound electron and nucleus. The bold line denotes
the propagation of the nucleus with the charge Ze. The bold wavy
line with the subscription γT denotes the thermal photon and double
line corresponds to the bound electron in Furry interaction picture.
The indexes i, f denote the initial and final states of bound electron,
respectively.
element is given by
Sfi = (−ie)(ieZ)
∫
d4x1d
4x2ψ¯f (x1)γµψi(x1)× (44)
iDµνF (x1, x2)j
ext
ν (x2).
Here f and i denote the full set of quantum numbers of the
final and initial states, respectively. The wave functions ψ(x)
and their Dirac conjugated functions ψ¯(x) are the solutions
of Dirac equation in the field of nucleus, jextν represents the
external nuclear current and Feynman photon propagator is
given by Eq. (7).
Employing the Fourier transform for the nuclear current
jextν (x2) =
∫
d4q
(2pi)4
eiqx2jextν (q), (45)
we can integrate over x2 variables in Eq. (44). The result
is the δ-function which cancels integration over q variables.
Then, with the use of definition (7), we obtain
Sfi = −4piiZe2
∫
d4xψ¯f (x)γµψi(x)g
µν × (46)∫
d4k
(2pi)4
eikx
k2
jextν (k).
This expression can be simplified significantly in the static
limit: for the zeroth component of nuclear current it is
jext0 (k) = 2piδ(k0)ρ
ext(~k), where ρext(~k) is the charge dis-
tribution. Then, performing integration over k0,
Sfi = 4piiZe
2
∫
d4xψ¯f (x)ψi(x)
∫
d3k
(2pi)3
ei
~k~r
~k2
ρext(~k). (47)
Integration over time variable gives the δ-function. Then, ac-
cording to the definition, see for example (Andreev et al.,
2008),
Sfi = −2piiδ (Ef − Ei)Ufi (48)
∆Ea = 〈a|U |a〉,
we can write
∆Ea = −4piZe2
∫
d3rψ?a(~r)
∫
d3k
(2pi)3
ei
~k~r
~k2
ρext(~k)ψa(~r).(49)
Further evaluation can be performed with the assumption
ρext(~k) ≈ 1 that corresponds to the point-like charge distribu-
tion of nucleus. Then integration over angles in d3k yields
∆Ea = −2Ze
2
pi
∫
d3rψ?a(~r)
∞∫
0
dκ
sinκr
κr
ψa(~r), (50)
∆Ea = −Ze2〈a|1
r
|a〉 ≡ −Ze
2
n2a
.
Here κ ≡ |~k|, r ≡ |~r| and na is the principle quantum number.
The result (50) corresponds to the hydrogen atom. It twice
exceeds the energy of bound level in hydrogen, since this term
represents the potential energy only. To find a complete level
energy for the bound electron, the kinetic energy of electron
should be taken into account that can be found via the virial
relation for example. In case of Coulomb potential 〈T 〉 =
− 12 〈U〉 = Ze
2
2n2a
and, therefore, 〈T 〉+ 〈U〉 = −Ze22n2a .
B. Derivation of thermal correction to the Coulomb
potential in Feynman and Coulomb gauges
In this part of work we consider the Feynman diagram
Fig. 4, where the ’ordinary’ photon propagator is replaced by
the thermal part Eq. (24) (denoted by γT ). To derive the ther-
mal interaction we evaluate the zeroth component of thermal
photon propagator only. In accordance to the results of sec-
tion III.A, the S-matrix element is
Sβfi = (−ie)(ieZ)
∫
d4x1d
4x2ψ¯f (x1)γµψi(x1) (51)
×iDµνβ (x1, x2)jextν (x2).
Insertion of the zeroth component of thermal photon propaga-
tor Eq. (24) gives
Sβfi = −4piiZe2
∫
d4x ψ¯f (x)ψi(x)× (52)∫
C1
d4k
(2pi)4
eikx
k2
nβ(|~k|)jext0 (k).
Employing the static limit for the point-like nucleus, we
find the thermal interaction energy in the form:
∆Eβa = −8piZe2
∫
d3rψ?a(~r)
∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|)ψa(~r).(53)
Here we have used again the approximation of point-like nu-
cleus. An additional factor 2 has appeared as a result of con-
tour integration Fig. 3. Then integrating d3k we arrive at
∆Eβa = −
4Ze2
pi
∫
d3rψ?a(~r)
∞∫
0
dκnβ(κ)
sinκr
κr
ψa(~r). (54)
The same result can be easily found in the thermal Coulomb
gauge, Eq. (42), when we consider the scalar part of thermal
photon propagator in the form Eq. (37).
8The integral (54) is divergent at κ = 0 due to the singularity
of Bose distribution function nβ(κ). Applying the series ex-
pansion to sinκr/κr ∼ 1 − κ2r2/6, we find that divergence
corresponds to first term in this expansion:
∫∞
0
dκnβ(κ).
However, it does not depend on r and is the same for any
atomic state (unmeasurable). In principle, this divergence can
be attributed to the heated vacuum infinite energy. In this way,
the zeroth energy of heated vacuum must be subtracted from
the result (54), i.e. the divergent term can be omitted from the
consideration (see §23 (Abrikosov et al., 1975)).
C. Cancellation of divergent contribution
According to QED theory the divergences arising in ordi-
nary case (zeroth vacuum) can be canceled out by the con-
tribution of other diagrams (renormalization technique). In
heated vacuum case the same procedure was described in
(Donoghue and Holstein, 1983; Donoghue et al., 1985) for
free particles. For this purpose the finite temperature counter-
term to Lagrangian was introduced there.
To demonstrate this procedure we evalaute shortly the ther-
mal correction of lowest order for free particles. The wave
function of free charge in simplest form can be written as
ψ(~r, t) =
∫
d3q
(2pi)
3
2
ψ(~q)ei~q~r−iωqt, (55)
where ωq and ~q represent the energy and momentum of the
particle, respectively.
Applying the S-matrix formalism to the diagram Fig. 4 for
free particle case, after the integration over time variables one
can find
Sfi = 2piiδ(ωq − ωq′)8piZe
2
(2pi)3
∫
d3q
∫
d3q′
∫
d3r × (56)
ψ¯(~q)ψ(~q′)ei(~q−~q
′)~r
∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|).
Integration over d3r leads to (2pi)3δ(~q−~q′+~k) which removes
the integration over d3q′. Then, the energy shift can be defined
via Eqs. (48):
∆E = −8piZe2
∫
d3q ψ¯(~q)
∫
d3k
(2pi)3
nβ(|~k|)
~k2
ψ(~q + ~k). (57)
The series expansion of the wave function ψ(~q+~k) over small
values of ~k leads to
∆E = −8piZe2
∫
d3k
(2pi)3
nβ(|~k|)
~k2
, (58)
where the normalization property of wave function was used.
Integration over angles in Eq. (58) gives the same divergent
contribution as the first term after the series expansion of sin
in expression (54):
∆E = −4Ze
2
pi
∞∫
0
dκnβ(κ). (59)
This expression diverges logarithmically at κ → 0 what cor-
responds to the zeroth energy of thermal photons. However,
there are no photons with the energy equal to zero. Moreover,
as well as the result of previous section, this divergence is ~r-
independent. Thus, this contribution should be attributed to
the ’dressed’ particle, i.e. we should subtract the counter-term
from the Lagrangian, which is δm ψ¯ψ and corresponds to the
mass renormalization of particle.
Although it quite obvious that ~r-independent contribution
in Eq. (54) vanishes by the subtraction of Eq. (59), the more
regorous prove consists in introduction of regularization: the
lower limit in the integrals Eq. (59) and Eq. (54) should be
replaced by  which should be set equal to zero after all calcu-
lations. Thus, we see that in the lowest order the subtraction
of expressions (58) or (59) leads to a finite result and corre-
sponds to the renormalization procedure of the particle mass.
The same conclusion can be achieved in other way.
Namely, to avoid the divergent or ~r-independent constnat con-
tributions in all orders we can consider the procedure de-
scribed breifly in §23 in (Abrikosov et al., 1975). Since, we
have a deal with the thermal photon part only, the renormaliza-
tion procedure can be attributed to regularization of the ther-
mal photon Green’s function.
In particular, the Lagrangian of electron-photon interaction
is written as
Linteγ ∼ jµ(x)Aµext(x), (60)
where jµ(x) is the electron current and A
µ
ext(x) is the vector-
potential of the field induced by external charge, Jextν (x). Ac-
cording to (Akhiezer and Berestetskii, 1965) the external field
can be defined via the photon Green’s function (thermal pho-
ton propagator in our case):
Aµext(x) ∼
∫
d4yDµνβ (x, y)J
ext
ν (x). (61)
Thus, the renormalization procedure corresponds to the sub-
traction of the counter-term from Eq. (60) or to the regular-
ization of Eq. (61).
In (Abrikosov et al., 1975) it was shown that the annihila-
tion and creation operators can be modified as
Cˆkλ = ξˆ0 + Cˆ
′
kλ, Cˆ
†
kλ = ξˆ
†
0 + Cˆ
′†
kλ, (62)
where the prime denotes the absence of the state with κ = 0,
and ξˆ0, ξˆ
†
0 represent the annihilation, creation operators for the
particles in the state with κ = 0. Such construction admits the
evaluation of thermal photon propagator as in section II.B but
separately for the states with κ = 0 and κ 6= 0.
Since the integration contour C1 is closed the part corre-
sponding to ξˆ0, ξˆ
†
0 averaged over heated vacuum states arises
immediately from the expressions (21), (23), where we can
set ~x = ~x′ and t = t′. Then, we can write
iDµνβ,× = −4pigµνi limx1→x2
∫
C1
d4k
(2pi)4
eik(x1−x2)
k2
nβ(|~k|). (63)
This expression can be compared with the result (58). It is
clear that in the static limit iDµνβ,× leads precisely to the same
contribution.
9Ansatz: Since there are no photons with energies equal to
zero the subtraction of the ’coincidence limit’ (63) provides
correct regularization of divergent or constant ~r-independent
contributions in all orders of perturbation theory for thermal
photon part.
The coincidence limit for the thermal photon propagator in
the Coulomb form, see Eqs. (37), (38), is
D00β,× = 4pii lim
x1→x2
∫
C1
d4k
(2pi)4
eik(x1−x2)
~k2
nβ(|~k|), (64)
Dijβ,× = 4pii limx1→x2
∫
C1
d4k
(2pi)4
eik(x1−x2)
k2
nβ(|~k|)
×
(
δij − k
ikj
~k2
)
.
In further we will demonstrate that the coincidence limit al-
lows the exact cancellation of r-independent contributions.
D. Regularized thermal correction of lowest order
To regularize expression (54) we consider the coincident
limit Eq. (63). The S-matrix element for the zero-zero com-
ponent of Dµνβ,× can be written as
Sβ,×fi = −iZe2
∫
d4x1d
4x2ψ¯f (x1)ψi(x1)D
00
β,× j
ext
0 (x2).(65)
Substitution of the Fourier transform for the nuclear current
jext0 (x2) =
∫
d4q
(2pi)4
eiqx2jext0 (k) (66)
allows the integration over x2 with the replacement of the co-
incidence limit on x1 → 0. In other words, we have
Sβ,×fi = −4pi iZe2
∫
d4xψ¯f (x)ψi(x) (67)
× lim
x→0
∫
C1
d4k
(2pi)4
eikx
k2
nβ(|~k|)
∫
d4q
(2pi)4
δ(4)(k − q)jext0 (q).
Then, integrating over d4q in Eq. (67), the regularized S-
matrix element (52) can be written as
Sβ,regfi = S
β
fi − Sβ,×fi = (68)
−4piiZe2
∫
d4xψ¯f (x)ψi(x)
∫
C1
d4k
(2pi)4
eikx − 1
k2
nβ j
ext
0 (k).
In the static limit for the point-like nucleus jext0 (k) = 2piδ(k0)
after the integration over k0, we find
Sβ,regfi = 8piiZe
2
∫
d4x ψ¯f (x)ψi(x)
∫
d3k
(2pi)3
1− ei~k~r
~k2
nβ .(69)
The integration over time variable in d4x gives the δ-function,
which is removed by the definition (48).
The energy shift is defined by
∆Eβ,rega =
Ze2
pi2
∫
d3r |ψa(~r)|2
∫
d3k
ei
~k~r − 1
~k2
nβ(|~k|).(70)
Integration over angles in d3k yields
∆Eβ,rega =
4Ze2
pi
∫
d3r |ψa(~r)|2 × (71)
∞∫
0
dκnβ(κ)
(
sinκr
κr
− 1
)
.
This expression is regular and can be easily achieved for the
thermal photon propagator in the Coulomb form Eq. (37) with
the use of the coincidence limit (64).
Thermal correction of lowest order can be obtained with the
estimation κr  1 at relevant temperarutes. Employing the
series expansion of sinκr we arrive at
∆Eβ,rega = −
2Ze2
3pi
∫
d3r |ψa(~r)|2
∞∫
0
dκnβ(κ)κ
2r2
= −4Ze
2ζ(3)
3piβ3
∫
d3r |ψa(~r)|2 r2, (72)
where ζ(s) is the Riemann zeta function.
IV. THERMAL COULOMB POTENTIAL
A. Derivation of thermal Coulomb potential
Now we concentrate on the Coulomb part, Eq. (37), of ther-
mal photon propagator. Integrating over k0, we obtain
D00β (x, x
′) =
δ(t− t′)
pi2
∫
d3k
eik(~x−~x
′)
~k2
nβ(ωk), (73)
and after the integration over polar angles, we arrive at
D00β (x, x
′) =
2δ(t− t′)
pi
∞∫
0
dκ
1∫
−1
dy eikrynβ(κ), (74)
where r ≡ |~x− ~x′| and we made the substitution cos θ = y.
To regularize expression (74) we subtract the coincident
limit (64) and introduce also a large distances regularization:
lim
α→0
exp(−ακ). Then we find
D00β,reg(x, x
′) =
2δ(τ)
pi
lim
α→0
1∫
−1
dy
∞∫
0
dκ e−ακ
eiκry − 1
eβκ − 1 . (75)
Integration over κ and y can be performed analytically with
the use of ψ(z) function (the logarithmic derivative of the Eu-
ler’s gamma function, d ln[Γ(z)]/dz, see (Abramowitz and
Stegun, 1964)):
ψ(z) + γ =
∞∫
0
dt
e−t − e−zt
1− e−t , (76)
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where γ is the Euler-Mascheroni’s constant, γ ' 0.577216.
Then
lim
α→0
1∫
−1
dy
∞∫
0
dκ e−ακ
eikry − 1
eβκ − 1 =
lim
α→0
1∫
−1
dy
∞∫
0
dκ
e−(α+β−iry)κ − e−(α+β)κ
1− e−βκ . (77)
Setting α = 0 in the second term of the numenator, we find
lim
α→0
1∫
−1
dy
∞∫
0
dκ
e−(α+β−iry)κ − e−βκ
1− e−βκ . (78)
The substitution βκ ≡ t in Eq. (78) gives
lim
α→0
∞∫
0
dκ e−ακ
eikry − 1
eβκ − 1 = −
1
β
lim
α→0
∞∫
0
dt
e−t − e−zt
1− e−t , (79)
where z ≡ 1 + αβ − iy rβ . Then, see (Abramowitz and Stegun,
1964) and Eq. (76), we obtain
lim
α→0
∞∫
0
dκ e−ακ
eikry − 1
eβκ − 1 = (80)
− 1
β
lim
α→0
[
ψ
(
1 +
α
β
− iy r
β
)
+ γ
]
.
Integration over y can be performed with the definition
ψ(z) = d ln Γ(z)dz :
lim
α→0
1∫
−1
dy
∞∫
0
dκ e−ακ
eikry − 1
eβκ − 1 = (81)
− lim
α→0
1∫
−1
dy
1
β
[
γ +
d
dy
dy
dz
ln Γ
(
1 +
α
β
− iy r
β
)]
.
Insertion of dy/dz = iβ/r gives
lim
α→0
1∫
−1
dy
∞∫
0
dκ e−ακ
eikry − 1
eβκ − 1 = (82)
− lim
α→0
1∫
−1
dy
1
β
[
γ + i
β
r
d
dy
ln Γ
(
1 +
α
β
− iy r
β
)]
.
Now integration over y can be easily performed
lim
α→0
1∫
−1
dy
∞∫
0
dκ e−ακ
eikry − 1
eβκ − 1 = (83)
− lim
α→0
2γ
β
− i
r
ln
Γ
(
1 + αβ +
ir
β
)
Γ
(
1 + αβ − irβ
)
 ,
that leads to the expression for the thermal Coulomb potential:
D00β,reg =
4δ(t− t′)
pi
−γ
β
+
i
2r
ln
Γ
(
1 + irβ
)
Γ
(
1− irβ
)
 . (84)
The result Eq. (84) can be expanded in Taylor’s series for
r → 0. Then the thermal corrections of lowest order are
D00β,reg ≈
4δ(t− t′)
pi
[
−r
2ζ(3)
3β3
+
r4ζ(5)
5β5
+ . . .
]
. (85)
The same result can be found for the low temperature regime
β → ∞. In both cases the asymptotic for the Euler’s gamma
function at z = r/β  1 can be found, see (Abramowitz and
Stegun, 1964), with
Γ(1 + z) =
√
piz
sinpiz
1− z
1 + z
eΛ, (86)
where Λ = C1z − C3z3 − C5z5 − . . . and
C1 = 0.422784335, C5 = 0.007385551, C9 = 0.000223155,
C3 = 0.067352301, C7 = 0.001192754, C11 = 0.000044926.
B. Asymptotic of thermal Coulomb potential at large
distances
The asymptotic behaviour of the potential (84) at large dis-
tances and fixed temperatures can be found in slightly differ-
ent way. For this purpose we should resume our derivation of
D00β,reg(x, x
′). Namely, in this case we integrate Eq. (74) over
y at first:
D00β,reg =
4δ(τ)
pi
 ∞∫
0
dκ
(
sinκr
κr
− 1
)
e−ακ
eβκ − 1

α→0
. (87)
Writting sin as the imaginary part of exponent we have
D00β,reg ∼
=
r
∞∫
0
dκ
κ
e−(α−ir)κ
eβκ − 1 −
∞∫
0
dκ
e−ακ
eβκ − 1
 , (88)
where = denotes the imaginary part and the lim
α→0
is assumed.
To evaluate the corresponding integrals we employ the ex-
pression (3.427(4)) in (Gradshteyn et al., 1994):
∞∫
0
dx
x
e−µx
(
1
2
− 1
x
+
1
ex − 1
)
= (89)
= ln Γ(µ)−
(
µ− 1
2
)
lnµ+ µ− 1
2
ln(2pi)
for the positive real part of µ, <µ > 0. Then integration over
κ in Eq. (88) can be performed with the substitution x = βκ:
D00β,reg ∼
=
r
∞∫
0
dx
e−(
α
β−i rβ )x
x
(
1
ex − 1 −
1
x
+
1
2
)
+=
∞∫
0
dx
e−(
α
β−i rβ )x
x
(
1
x
− 1
2
)
− 1
β
∞∫
0
e−
α
β xdx
ex − 1 . (90)
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The latter can be transformed to
D00β,reg ∼
=
r
∞∫
0
dx
e−(
α
β−i rβ )x
x
(
1
ex − 1 −
1
x
+
1
2
)
+
1
r
∞∫
0
dx
sin r xβ
x
(
1
x
− 1
2
)
− 1
β
∞∫
0
dx
ex − 1 , (91)
where we set α equal to zero in the last two terms.
Second integral in Eq. (91) can be evaluated as follows. At
first, we re-group it
1
r
∞∫
0
dx
x
sin
r x
β
(
1
x
− 1
2
)
≡ (92)
− 1
2r
∞∫
0
dx
x
sin
r x
β
+
1
r
∞∫
0
dx
x2
sin
r x
β
,
where the first integral in the right-hand side is equal to pi/2
and the second one we integrate by parts ( 1x2 = − ddx 1x ). Then
∞∫
0
dx
rx
sin
r x
β
(
1
x
− 1
2
)
= − pi
4r
+
1
β
1 + ∞∫
0
dx
cos r xβ
x
 .(93)
Substitution t = rxβ in the last integral, results to
∞∫
0
dx
rx
sin
r x
β
(
1
x
− 1
2
)
= − pi
4r
+
1
β
1 + ∞∫
0
dt
cos t
t
 .(94)
With the account for expressions (89) and (94) we arrive at
D00β,reg ∼ =
1
r
[
ln Γ
(
α
β
− i r
β
)
(95)
−
(
α
β
− i r
β
− 1
2
)
ln
(
α
β
− i r
β
)
+
α
β
− i r
β
− 1
2
ln(2pi)
]
− pi
4r
+
1
β
+
1
β
∞∫
0
dx
cosx
x
− 1
β
∞∫
0
dx
ex − 1 .
The remaining integrals result to Euler-Mascheroni constant:
1
β
∞∫
0
dt
(
cos t
t
− 1
et − 1
)
= −γ
β
. (96)
In the limit α→ 0 we have
D00β,reg(x, x
′) =
δ(t− t′)
pi2
[
− pi
4r
+
1− γ
β
+ (97)
1
r
=
(
ln Γ
(
−i r
β
)
+
(
1
2
+ i
r
β
)
ln
(
−i r
β
)
− i r
β
)]
.
Now, using ln(−i) = −ipi2 and
=
[(
1
2
+ i
r
β
)
ln
(
−i r
β
)
− i r
β
]
=
=
[(
1
2
+ i
r
β
)
ln (−i)
]
+
r
β
ln
r
β
− r
β
(98)
= −pi
4
+
r
β
ln
r
β
− r
β
,
we find
D00β,reg(x, x
′) =
4δ(t− t′)
pi
[
− pi
4r
+
1− γ
β
+ (99)
1
r
=
[
ln Γ
(
−i r
β
)]
− pi
4r
+
1
β
ln
r
β
− 1
β
]
.
In following we use the property of gamma function: Γ(z) =
Γ(z) and employ the next asymptotic representation, (Jahnke
and Emde, 1945):
Γ(iy) = heiω, h ≈
√
2pi
y
e−
pi
2 y, (100)
ω ≈ −pi
4
+ y(ln y − 1)− 1
12y
− 1
360y3
− . . . ,
where y = r/β.
The final result reads
D00β,reg(x, x
′) = δ(τ)
[
−1
r
+
4
pi
1− γ
β
+
β
3pir2
+ . . .
]
.(101)
Presence of r-independent constant in Eq. (101) leads to the
necessity of renormalization procedure in large distances (free
particles) limit. This procedure can be found in (Donoghue
and Holstein, 1983; Donoghue et al., 1985).
The results obtained in this chapter should be compared
with the previous one. Namely, in section III.D we found the
thermal correction of lowest order for the photon exchange
Feynman diagram between bound electron and nucleus, see
Eq. (72). Averaging the expression (83) on the state a of
bound electron, one can find the same result. Actually, evalua-
tion of the matrix element (70) without the series expansion of
sin would repeat the derivations of section IV.A. Thus, we can
conclude that the potential (84) represents the renormalized
external potential induced by the charge current. In analogy
with the stimulated emission in the field of BBR the thermal
Coulomb potential (84) can be considered as the Bose induced
part of Coulomb photons.
V. THERMAL VERTEX CORRECTIONS OF NEXT
ORDERS: ADIABATIC S-MATRIX FORMALISM
In this section we understand the vertex correction as the
Feynman grapg Fig. 4 describing the thermal Coulomb inter-
action of the electron with the nucleus in an atom. Then the
higher order vertices correspond to the Feynman graphs with
the two or three such vertices attached to the same electron
line. The lowest one vertex according to Eq. (71) presents a
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correction of the order αZF1(βme), where α is the fine struc-
ture constant and F1(βme) is the function of the thermal pa-
rameter 1/βme. This function is defined by the integral in Eq.
(71). The corrections of such low order α, αZ are absent in
the zero-temperature QED. The lowest order radiative correc-
tions in the zero-temperature QED start with the corrections
of the order meα(αZ)4 in r.u. The smallness of the lowest
order thermal Coulomb correction Eq. (71) is defined by its
dependence on the thermal parameter 1/βme. Therefore, it is
necessary to check whether the never other vertex corrections
will decrease with the growth of the number of vertices.
The evaluation of the energy corrections with the formula
(50) is possible only for the irreducible Feynman graphs (Lab-
zowsky et al., 1993). Irreducible graphs are defined as the
graphs which cannot be cut into unconnected parts by cutting
only one internal fermion line. Evaluation of the energy cor-
rections represented by the reducible graphs is more involved
and requires the application of the special methods. Histor-
ically the first was the adiabatic S matrix approach, later the
Green Function method (Braun et al., 1984), (Shabaev, 2002),
covariant evaluation operator method (Lindgren et al., 2004)
and the Line Profile method (Andreev et al., 2008) were de-
veloped for this purpose. The Feynman graphs with several
thermal interactions between the electron and the nucleus are
reducible and we choose the adiabatic S-matrix approach for
their treatment.
The adiabatic S-matrix Sˆη differs from the standard S-
matrix by the presence of the adiabatic (exponential) fac-
tor e−η|t| in each (interaction) vertex. It refers to the con-
cept of adiabatic switching on and off the interaction intro-
duced formally by the replacement Hˆint(t) −→ Hˆηint(t) =
e−η|t| Hˆint(t) (Gell-Mann and Low, 1951; Sucher, 1957).
The symmetrized version of the adiabatic formula containing
Sη(∞,−∞), which is more convenient for the QED calcula-
tions, was proposed by Sucher (Sucher, 1957). The first ap-
plication to calculations within bound-state QED theory was
made in (Labzovskii, 1971). In (Labzovskii, 1971) it was
shown how to deal with the adiabatic exponential factor when
evaluating the real part of corrections to the energy levels (see
also (Labzowsky et al., 1993)). In (Labzowsky et al., 2009)
the same method was applied for evaluation of the imaginary
part of corrections. The QED applications within the adia-
batic S-matrix formalism to the evaluation of energy shifts
and level widths can be found also in (Barbieri and Sucher,
1978).
A. Thermal correction of lowest order
In terms of adiabatic S-matrix formalism the energy shift is
defined by the Gell-Mann and Low adiabatic formula (Gell-
Mann and Low, 1951):
∆Ea = lim
η→0
iη
2
e ∂∂e 〈a|Sˆη|a〉
〈a|Sˆη|a〉
, (102)
where the adiabatic S-matrix element can be expanded in se-
ries over e, Sˆη =
∞∑
n=0
enSˆ
(n)
η . Then, expanding the numerator
and the denominator in Eq. (102) in powers of e, we confine
ourselves to terms of second order:
∆Ea = lim
η→0
eiη
2
[
〈a|Sˆ(1)η |a〉+ e
(
2〈a|Sˆ(2)η |a〉 − 〈a|Sˆ(1)η |a〉2
)]
.(103)
The off-diagonal matrix element of first order corresponds
to the one-vertex diagram depicted in Fig. 4 and is
e〈f |Sˆ(1)η |i〉 = −Ze2
∫
d4x1d
4x2ψ¯f (x1)γµe
−η|t1| ×
iDµνβ (x1, x2)jν(x2)ψi(x1). (104)
Employing again the Fourier transform to the nuclei current
and static limit to the zeroth component of it, we arrive at
e〈f |Sˆ(1)η |i〉 = −8piiZe2
∫
d3r
∞∫
−∞
dtei(Ef−Ei)t−η|t|
×ψ¯f (~r)
∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|)ρext(~k)ψi(~r). (105)
Integration over time variable gives
∞∫
−∞
dtei(Ef−Ei)t−η|t| =
∞∫
0
dtei(Ef−Ei)t−ηt
+
0∫
−∞
dtei(Ef−Ei)t+ηt =
2η
(Ef − Ei)2 + η2 . (106)
Then the diagonal matrix element f = i = a gives the
energy shift
∆E(1)βa = − lim
η→0
η
2
8piZe2
∫
d3rψ¯a(~r)×∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|)ρext(~k)ψa(~r) 2
η
. (107)
The final result arises is obtained in the limit η → 0. After the
integration over angles we find
∆E(1)βa =
4Ze2
pi
〈a|
∞∫
0
dκnβ(κ)
sinκr
κr
ρext(κ)|a〉. (108)
The energy shift Eq. (108) coincides precisely with the result
of ordinary S-matrix formalism, Eq. (54). Thus, applying
the regularization procedure given in section III.C we arrive
at expression (72).
B. The double vertex diagram
The double vertex diagram is depicted in Fig. 5. Corre-
sponding matrix element, 〈a|Sˆ(2)η |a〉, can be calculated with
the insertion of adiabatic factors e−η|t1| and e−η|t2| as
〈a|Sˆ(2)η |a〉 = Z2e2
∫
d4x1d
4x2d
4x3d
4x4ψ¯a(x1)e
−η|t1|γµ
×S(x1, x2)e−η|t2|γνψa(x2)iDµλβ (x1, x3)× (109)
jλ(x3)iD
νσ
β (x2, x4)jσ(x4).
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FIG. 5 The Feynman graph corresponding to the double-thermal
photon exchange between bound electron and nucleus. All the no-
tations are the same as in previous Feynman diagrams.
Here, the Feynman propagator for the bound electron is
S(x1x2) =
i
2pi
∞∫
−∞
dωe−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0) . (110)
Employing again the Fourier transform for the zeroth com-
ponent of nuclear curren, after the integration over d4x3 and
d4x4, in static limit we have
〈a|Sˆ(2)η |a〉 = i32piZ2e2
∫
d4x1d
4x2ψ¯a(x1)e
−η|t1|
×
∞∫
−∞
dω e−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0)ψa(x2) (111)
×e−η|t2|
∫
d3k
(2pi)3
nβ(|~k|)e
i~k~r1
~k2
∫
d3q
(2pi)3
nβ(|~q|)e
i~q~r2
~q2
.
Then, with the use of Eq. (106), this expression reduces to
〈a|Sˆ(2)η |a〉 =
32piiZ2e2
(2pi)6
∑
n
∞∫
−∞
dω
4η2
[(Ea − ω)2 + η2]2
×
∣∣∣∣〈a|∫ d3k~k2 ei~k~rnβ(|~k|)|n〉
∣∣∣∣2 1ω − En(1− i0) . (112)
Integration over ω, details see in (Labzowsky et al., 2009), can
be performed with
∞∫
−∞
η2
[(Ea − ω)2 + η2]2
dω
ω − En(1− i0) = (113)
= −2pi
η
Ea − En + 2iη
[Ea − En + iη]2
and, therefore,
〈a|Sˆ(2)η |a〉 =
26pi2iZ2e2
η
× (114)
∑
n
∣∣∣∣∣〈a|
∫
d3k
(2pi)3~k2
ei
~k~rnβ(|~k|)|n〉
∣∣∣∣∣
2
Ea − En + 2iη
η[Ea − En + iη]2 .
Separating out the term n = a (reference state) in the ex-
pression (74), we can write
〈a|Sˆ(2)η |a〉 = −
27pi2Z2e2
η2
∣∣∣∣∣〈a|
∫
d3k
(2pi)3~k2
ei
~k~rnβ |a〉
∣∣∣∣∣
2
+ (115)
26pi2iZ2e2
η
∑
n 6=a
∣∣∣∣∣〈a|
∫
d3k
(2pi)3~k2
ei
~k~rnβ |n〉
∣∣∣∣∣
2
Ea − En + 2iη
[Ea − En + iη]2 .
From Eqs. (105), (106) it follows that
〈a|Sˆ(1)η |a〉2 =
28pi2Z2e2
η2
〈a|
∫
d3k
(2pi)3~k2
ei
~k~rnβ(|~k|)|a〉2.(116)
Then, according to Eq. (103), we obtain
∆E(2)βa = −26pi2Z2e4
∑
n6=a
∣∣∣〈a| ∫ d3k
(2pi)3~k2
ei
~k~rnβ(|~k|)|n〉
∣∣∣2
Ea − En ,(117)
where the first term in Eq. (115) (the summand n = a in
2〈a|Sˆ(2)η |a〉) cancels precisely 〈a|Sˆ(1)η |a〉2. Final expression
for the second-order vertex thermal correction, see Fig. 5, can
be obtained after the integration over angles in d3k, that gives
∆E(2)βa = −
16Z2e4
pi2
∑
n 6=a
∣∣∣∣〈a| ∞∫
0
dκnβ(κ)
sinκr
κr |n〉
∣∣∣∣2
Ea − En .(118)
In particular, from the result (118) follows that there is no
divergence in second-order correction. The term correspond-
ing to the ~r-independent contribution is equal to zero due to
the orthogonality of wave functions and, therefore, correction
of leading order is
∆E(2)βa =
64Z2e4ζ2(3)
9pi2β6
∑
n6=a
∣∣〈a|r2|n〉∣∣2
Ea − En . (119)
This correction is negligibly small since it is proportional to
(kBT )
6 and kBT ∼ 9.50043 · 10−4 at the room temperature
in atomic units.
We should note here that modification of thermal photon
propagator in accordance with Eq. (63) does not change this
result. Cancellation of the reference state in Eq. (117) (the
state n = a) means that all the operators independent of r
vanish in the off-dioganal matrix element. Thus, the counter-
term in scalar part of thermal photon propagator is equal to
zero for the diagram Fig. 5. The gauge invariance of this re-
sult can be easily achieved with the use of Eq. (37) for the
thermal propagator and Eq. (64) for the coincidence limit.
The main conclusion of this section is that the corrections of
next orders do not lead to the necessity of an additional renor-
malization procedure. The regularization procedure described
in section III.C in conjunction with two forms of thermal pho-
ton propagator Eqs. (24), (37) gives the gauge invariant and
regular result.
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C. Third-order correction within the adiabatic S-matrix
formalism
To convince the conclusion of previous section we consider
shortly the third order thermal vertex correction within the
adiabatic S-matrix formalism. The corresponding energy shift
can be written as
∆Ea ∼ 3〈a|S(3)η |a〉 − 3〈a|S(2)η |a〉〈a|S(1)η |a〉+ 〈a|S(1)η |a〉3. (120)
Employing the Feynman rules we find
e3〈a|S(3)η |a〉 = iZ3e627
∫
d3r1d
3r2d
3r3ψ¯a(~r1)
∞∫
−∞
dω1
∞∫
−∞
dω2
∑
n
ψn(~r1)ψ¯n(~r2)
ω1 − En(1− i0)
∑
m
ψm(~r2)ψ¯m(~r3)
ω2 − Em(1− i0)ψa(~r3)× (121)
2η
(Ea − ω1)2 + η2
2η
(ω1 − ω2)2 + η2
2η
(Ea − ω2)2 + η2
∫
d3k1 nβ(|~k1|)
(2pi)3
ei
~k1~r1
~k21
∫
d3k2 nβ(|~k2|)
(2pi)3
ei
~k2~r2
~k22
∫
d3k3 nβ(|~k3|)
(2pi)3
ei
~k3~r3
~k23
.
Then, considering the case n = a, m 6= a together with m = a, n 6= a, we find that these terms vanish with the account for the
second summand in Eq. (120). In turn, the case when n = m = a cancels the third term in Eq. (120). Thus, the expression for
the third-order thermal correction can be written as
e3〈a|S(3)η |a〉 = iZ3e627
∫
d3r1d
3r2d
3r3ψ¯a(~r1)
∞∫
−∞
dω1
∞∫
−∞
dω2
∑
n 6=a
ψn(~r1)ψ¯n(~r2)
ω1 − En(1− i0)
∑
m 6=a
ψm(~r2)ψ¯m(~r3)
ω2 − Em(1− i0)ψa(~r3)× (122)
2η
(Ea − ω1)2 + η2
2η
(ω1 − ω2)2 + η2
2η
(Ea − ω2)2 + η2
∫
d3k1 nβ(|~k1|)
(2pi)3~k21
ei
~k1~r1
∫
d3k2 nβ(|~k2|)
(2pi)3~k22
ei
~k2~r2
∫
d3k3 nβ(|~k3|)
(2pi)3~k23
ei
~k3~r3 .
Integration over ω1 and ω2 in Eq. (122) leads to
∆Ea = −Z
3e626
pi4
∑
n 6=a
∑
m 6=a
〈a|
∞∫
0
dκnβ(κ)
sinκr
κr |n〉
(Ea − En)(Ea − Em) (123)
×〈n|
∞∫
0
dκnβ(κ)
sinκr
κr
|m〉〈m|
∞∫
0
dκnβ(κ)
sinκr
κr
|a〉.
With the use of series expansion of sin we find the final ex-
pression for the third-order correction in the form:
∆Ea =
64Z3e6ζ3(3)
27pi4β9
∑
n 6=a
m6=a
〈a|r2|n〉〈n|r2|m〉〈m|r2|a〉
(Ea − En)(Ea − Em) .(124)
Thus, we can conclude that the reference states n = a and
m = a can be dropped out from the evaluation of thermal
vertex correction of the third order. In turn, this means again
that there are no divergences connected with Eq. (54). The
terms independent of r as well as the coincidence limit Eq.
(63) vanish by the orthogonality property of wave functions.
The same conclusion can be found for the thermal Coulomb
gauge. Therefore, the renormalization procedure given in sec-
tion III.C and corresponding coincidence limit is enough in all
orders of such diagrams.
VI. EVALUATION OF THERMAL SELF-ENERGY
CORRECTION
In this section the one-loop self-energy (SE) correction is
considered when the photon line is given by the thermal part
of photon propagator, see Fig. 6. The detailed description
FIG. 6 The Feynman graph corresponding to the thermal one-loop
self-energy diagram. Double line denotes the bound electron. Wavy
line represents the thermal photon exchange, where notation γT cor-
responds to the thermal photon line and f , i denote the final and
initial states, respectively.
of SE-correction within presented theory allows the accurate
regularization of divergences in the Coulomb and Feynman
gauges and to avoid the annoying mistakes made in (Solovyev
et al., 2015). In particular, we show that the Hadamard repre-
sentation of the thermal photon propagator leads to the same
final result as in (Solovyev et al., 2015), where thermal pho-
ton propagator in the form Eq. (31) was used. To make this
section more self-consistent we repeat some expressions from
the text above.
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A. One-loop self-energy correction: zeroth vacuum
The self-energy correction with the one-photon thermal
loop was considered in (Solovyev et al., 2015) for the first
time. In particular, it was shown that rigorous QED descrip-
tion allows the accurate account for the finite life-times of
the atomic levels. The importance of the finite life-times was
found in (Jentschura et al., 2015; Łach et al., 2012) what leads
to enhancement of blackbody friction by several orders. The
same effect was obtained in (Solovyev et al., 2015), where the
blackbody induced line broadening on several orders larger
than the corresponding quantum mechanical result was ob-
tained.
A generic non-diagonal second-order S-matrix element,
Fig. 6, in the Furry picture for a bound atomic electron is
〈a′|SˆSE|a〉 = (−ie)2
∫
d4x1d
4x2ψ¯a′(x1)γµ (125)
×S(x1, x2)γνψa(x2)DµνF (x2, x1),
where integration is performed over spacetime variables x1,
x2 which denote abreviously the spatial position vector ~r and
the time variable t. Here we employ relativistic units me =
~ = c = 1. The Dirac matrices are denoted as γµ, where
µ takes the values µ = (0, 1, 2, 3), ψa(x) = ψa(~r)e−iEat is
the one-electron Dirac wave function, ψ¯a is the Dirac conju-
gated wave function. The standard (zero-temperature) elec-
tron propagator defined as vacuum-expectation value of the
time-ordered product can be represented in terms of an eigen-
mode decomposition with respect to one-electron eigenstates:
S(x, y) =
i
2pi
∞∫
−∞
dωe−iω(t1−t2)
∑
n
ψn(~x)ψ¯n(~y)
ω − En(1− i0) , (126)
where summation runs over the entire Dirac spectrum. Fi-
nally, the standard (zero-temperature) photon propagator
DµνF (x, y) in Feynman gauge is given by Eqs. (7), (8).
The energy correction ∆Ea for ”irreducible” Feynman
graph can be obtained via the relation (Andreev et al., 2008;
Labzowsky et al., 1993):
〈a′|SˆSE|a〉 = −2pii〈a′|U |a〉δ(Ea′ − Ea) (127)
∆Ea = 〈a|U |a〉.
Performing the integration over time and ω variables in Eq.
(127), the energy shift can be written as
∆ESEa =
e2
2pii
∑
n
(
1− ~α1 ~α2
r12
Ina(r12)
)
anna
, (128)
where
Ina(r12) =
∞∫
−∞
ei|ω|r12dω
En(1− i0)− Ea + ω , (129)
and matrix element should be understood as(
Aˆ(12)
)
abcd
≡ 〈a(1)b(2)|Aˆ|c(1)d(2)〉. (130)
Correction ∆Ea can be separated on the real and imaginary
parts
∆ESEa = L
SE
a −
i
2
Γa. (131)
Here LSEa denotes the lowest order electron self-energy con-
tribution to the Lamb shift and Γa denotes the lowest-order
radiative width. The rigorous QED evaluation of (128) can
be found in (Labzowsky et al., 1993), (Andreev et al., 2008)
and lies beyond our interests. However, we should note, that
such description admits the regularization of the divergent en-
ergy denominators in the photon scattering amplitudes, see
(Andreev et al., 2008; Low, 1952). The detailed analysis of
the imaginary part of the higher order SE corrections can be
found in (Zalialiutdinov et al., 2014).
B. Self-energy correction with one thermal photon loop
In (Solovyev et al., 2015) it was shown that insertion of
photon propagator in the form Eq. (31) into Eq. (125) leads
to the Stark shift and depopulation rate induced by the black-
body radiation. In further we evaluate the thermal one-loop
self-energy correction with the Hadamard representation, Eq.
(24), for the thermal photon propagator. The S-matrix ele-
ment (125) is
S
SEβ
fi = −2e2
∫
d4x1d
4x2ψ¯f (x1) (1− ~α1~α2)× (132)
∞∫
−∞
dωe−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0) ×∫
C1
d4k
(2pi)4
nβ(|~k|)e
ik(x1−x2)
k2
ψi(x2).
Integrating at first in k0 plane in the thermal photon propa-
gator, we obtain
S
SEβ
fi = 2ie
2
∫
d4x1d
4x2ψ¯f (x1) (1− ~α1~α2)× (133)
∞∫
−∞
dωe−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0) ×∫
d3k
(2pi)3
cos |~k|(t1 − t2)
|~k|
nβ(|~k|)ei~k(~r1−~r2)ψi(x2).
Then integration over angles in d3k yields
S
SEβ
fi =
ie2
pi2
∫
d4x1d
4x2ψ¯f (x1) (1− ~α1~α2)× (134)
∞∫
−∞
dωe−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0) ×
∞∫
0
dκ cos[κ(t1 − t2)]nβ(κ) sinκr12
r12
ψi(x2).
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Integration over time variables and ω can be performed in
usual manner what gives
S
SEβ
fi = 2ie
2
∫
d3r1d
3r2ψ¯f (~r1) (1− ~α1~α2) (135)
×
∞∫
0
dκnβ(κ)
sinκr12
r12
ψi(~r2)δ(Ef − Ei)×
[∑
n
ψn(~r1)ψ¯n(~r2)
Ef + κ− En(1− i0) +
∑
n
ψn(~r1)ψ¯n(~r2)
Ef − κ− En(1− i0)
]
.
According to the definition (127) we find the energy shift:
∆E
SEβ
a = −e
2
pi
∫
d3r1d
3r2ψ¯a(~r1) (1− ~α1~α2) (136)
×
∞∫
0
dκnβ(κ)
sinκr12
r12
ψa(~r2)×
[∑
n
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0) +
∑
n
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0)
]
.
Expression (134) can be simplified with the use of series
expansion for sinκr12/r12 ≈ κ− 16κ3r212 + . . . :
∆E
SEβ
a = −e
2
pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ) (137)
×
(
κ− κ(~α1~α2)− 1
6
κ3r212
)
ψa(~r2)×[∑
n
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0) +
∑
n
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0)
]
,
where the terms of lowest order are retained only. The fol-
lowing evaluation of Eq. (137) can be performed in the
nonrelativistic limit. For this purpose we use the relations
r212 = r
2
1+r
2
2−2(~r1~r2) and (~α1~α2)anna = (Ea−En)2(~r1~r2),
see (Labzowsky et al., 1993). Omitting the terms r21 + r
2
2 , ex-
pression (137) transforms to
∆E
SEβ
a = −e
2
pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ) (138)
×
(
−2
3
κ3(~r1~r2) + κ− κ(E2an − κ2)(~r1~r2)
)
ψa(~r2)×[∑
n
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0) +
∑
n
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0)
]
,
where we have added and taken away κ3(~r1~r2).
The first term in brackets represents the sought-for result:
∆E
SEβ
a =
2e2
3pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ)κ
3(~r1~r2)ψa(~r2)
[∑
n
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0) +
∑
n
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0)
]
.(139)
Evaluation of the real and imaginary parts of this expression
was given in (Solovyev et al., 2015), where it was shown that
they represent the BBR-induced Stark shift and BBR-induced
level width, respectively.
Below we consider the remaining terms in Eq. (138). The
first of them is simplified significantly by the orthogonality
property of wavefunctions:
∆E
SE1β
a = −e
2
pi
∞∫
0
dκnβ(κ)κ
[
1
κ+ i0
+
1
−κ+ i0
]
.(140)
In the second one the imaginary part in denominators can be
dropped out. Then
∆E
SE2β
a =
2e2
pi
∞∫
0
dκnβ(κ)κ
∑
n
Ean |〈a|~r|n〉|2 . (141)
Summation over n here can be performed with the use of
Thomas-Reiche-Kuhn rule. As a result these two expressions
represent the divergent and constant contributions which do
not depend on atomic states.
We should note also that the energy shift for the thermal
self-energy correction can be obtained as in (Solovyev et al.,
2015), i.e. with the use of thermal photon propagator in the
form Eq. (31). The result is
∆E
SEβ
a =
e2
pi
∑
n
(
1− ~α1~α2
r12
Iβna(r12)
)
anna
, (142)
where
Iβna(r12) =
∞∫
0
dκnβ(κ) sinκr12 × (143)
[
1
En(1− i0)− Ea + κ +
1
En(1− i0)− Ea − κ
]
or in equivalent form
Iβna(r12) =
+∞∫
−∞
dω
nβ(|ω|) sin |ω|r12
En(1− i0)− Ea + ω . (144)
Evaluation of this expression leads again to the terms inde-
pendent of r1(2). Such contributions are equivalent for any
states and, therefore, can be considered as unphysical (unmea-
surable). In (Solovyev et al., 2015) such contributions were
dropped out from the consideration.
Nonetheless, the application of the coincidence limit allows
us to cancel such contributions precisely. To demonstrate this
one can start from Eq. (136), where sinκr12/r12 → κ. Re-
peating all the calculations as before the terms equal to Eqs.
(140) and (141) can be found. Thus, the subtraction of the
coincidence limit leads to the regular contribution Eq. (139).
Finally, evaluation of (139) or (142) can be reduced to the
consideration of the real and imaginary parts. With the use of
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Sokhotski-Plemelj theorem, see (Solovyev et al., 2015), the
results are
Re∆E
SEβ
a =
4e2
3pi
∞∫
0
dκκ3nβ(κ)
∑
n
|〈a|~r|n〉|2Ean
E2an − κ2
, (145)
Im∆E
SEβ
a =
4e2
3
∑
n
|〈a|~r|n〉|2 nβ(|Ean|)E3an. (146)
Here the real part of thermal self-energy correction,
Re∆E
SEβ
a , represents the ac-Stark shift induced by the black-
body radiation. The imaginary part, Im∆ESEβa , is the total
BBR-induced depopulation rate ΓBBRa .
Expressions (145) and (146) are obtained without the ac-
count for the finite lifetimes of atomic levels and represent the
well-known Quantum Mechanics results (Farley and Wing,
1981). In principle, the effect of finite lifetimes can be taken
into account in Eq. (139) phenomenologically, i.e. by the
inclusion of level widths into the energy denominators. How-
ever, in the next section the more regorous procedure will be
described.
C. QED regularization of resonant contributions
There is another divergency in Eq. (139) connected with the
resonance in energy denominators. The corresponding regu-
larization can be perfomed as in (Low, 1952), see also (An-
dreev et al., 2008; Zalialiutdinov et al., 2018). The details of
such regularization procedure in thermal case can be found in
(Solovyev et al., 2015). For this purpose the series of the or-
dinary SE-corrections should be included in the electron line,
see Fig. 7.
FIG. 7 The Feynman graph corresponding to the regularization of
resonant denominators in the thermal one-loop self-energy correction
Eqs. (139), (142). The wavy bold line represents the thermal pho-
ton, whereas the thin wavy lines correspond to the ordinary photons,
remaining dots denote the whole series of self-energy insertions. All
others notations are the same as in Fig. 6.
As a result of such procedure we arrive at
I˜βna(r12) =
+∞∫
−∞
dω
nβ(|ω|) sin |ω|r12
En + ω − Ea + LSEn − i2Γn
, (147)
where LSEn is the Lamb shift and Γn is the natural level width
of the nth level.
Then the regularized expression of thermal one-loop self-
energy correction is
∆˜E
SEβ
a =
2e2
3pi
∑
n
|〈a|~r|n〉|2
∞∫
0
dκκ3nβ(κ)× (148)
[
E˜an + κ+
i
2Γan
(E˜an + κ)2 +
1
4Γ
2
an
+
E˜an − κ+ i2Γan
(E˜an − κ)2 + 14Γ2an
]
,
where tilde denotes the inclusion of the Lamb shift.
The real part of this correction reduces to
Re∆˜E
SEβ
a =
2e2
3pi
∑
n
|〈a|~r|n〉|2
∞∫
0
dκnβ(κ)κ
3 × (149)
[
E˜an + κ
(E˜an + κ)2 +
1
4Γ
2
an
+
E˜an − κ
(E˜an − κ)2 + 14Γ2an
]
,
that differs from the quantum mechanical result (Farley and
Wing, 1981) by the inclusion of the Lamb shift and level
width: in the limit of zeroth Lamb shift and level width the
QM and QED results coincide precisely. The imaginary part
of Eq. (148) can be expressed as 2Im∆˜E
SEβ
a = −ΓBBRa :
ΓBBRa =
2e2
3pi
∑
n
|〈a|~r|n〉|2
∞∫
0
dκκ3nβ(κ)× (150)
[
Γan
(E˜an + κ)2 +
1
4Γ
2
an
+
Γan
(E˜an − κ)2 + 14Γ2an
]
.
This result was derived in (Solovyev et al., 2015) for the first
time and transforms to the quantum mechanical expression in
the limit Γan → 0.
D. One-loop self-energy correction in thermal Coulomb
gauge
To verify the correctness of (139) and (148), in this section
we evaluate the self-energy correction in thermal Coulomb
gauge, see Eqs. (42), (43). At first we consider the Coulomb
part (zeroth component of thermal photon propagator (42))
given by the S-matrix element:
S
SECβ ,C
fi = 2e
2
∫
d4x1d
4x2ψ¯f (x1)
∫
C1
d4k
(2pi)4
eik(x1−x2) (151)
×nβ(|
~k|)
~k2
∞∫
−∞
dω e−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0)ψi(x2).
Here we can integrate over k0 that leads to the factor
4piδ(t1 − t2). Employing the definition (127) after the in-
tegration over time variables, we find the thermal energy shift
18
for the Coulomb part of self-energy correction in the form:
∆E
SECβ ,C
a = 4e
2i
∫
d3r1d
3r2ψ¯a(~r1)
∫
d3k
(2pi)3
ei
~k(~r1−~r2)
×nβ(|
~k|)
~k2
∞∫
−∞
dω
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0)ψa(~r2). (152)
Then integration over ~k angles yields
∆E
SECβ ,C
a =
2e2i
pi2
∫
d3r1d
3r2ψ¯a(~r1)× (153)
∞∫
0
dκ
sinκr12
κr12
nβ(κ)
∞∫
−∞
dω
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0)ψa(~r2).
Now one can apply the Sokhotski-Plemelj theorem:
1
x± i0 = ℘
1
x
∓ ipiδ(x), (154)
where ℘ denotes the Cauchy principal value. Evaluation of the
part containing δ-function does not present any difficulties:
∆E
SECβ ,C,δ
a =
2e2
pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκ
sinκr12
κr12
×nβ(κ)
∑
n
ψn(~r1)ψ¯n(~r2)ψa(~r2) (155)
and via the completeness condition
∑
n
ψn(~r1)ψ¯n(~r2) =
δ(~r1 − ~r2), it transforms to
∆E
SECβ ,C,δ
a =
2e2
pi
∫
d3r |ψa(~r)|2
∞∫
0
dκnβ(κ) (156)
=
2e2
pi
∞∫
0
dκnβ(κ).
At the same time, the principal value integral is
℘
∞∫
−∞
dω
ω − Ea = limA→∞
 −∫
−A
dx
x
+
A∫

dx
x

→0
≡ 0. (157)
Now let’s consider the coincident limit for the Coulomb
part. For this pripose we employ expression (64) to the S-
matrix element Eq. (151). Repeating all the derivations above
one can find
∆E
SECβ ,C×
a =
2ie2
pi2
∞∫
0
dκnβ(κ)℘
∞∫
−∞
dω
ω − Ea (158)
+
2e2
pi
∞∫
0
dκnβ(κ).
Although the principal value integral is still equal to zero, it is
obvious that subtraction of ∆E
SECβ ,C×
a leads to the exact can-
cellation of (156) and (157) contributions. Thus, the Coulomb
part of thermal self-energy correction in the thermal Coulomb
gauge is absent.
As the next step we evaluate the transversal part of self-
energy correction. The corresponding S-matrix element is
S
SECβ ,t
fi = 2e
2
∫
d4x1d
4x2ψ¯f (x1)
∫
C1
d4k
(2pi)4
eik(x1−x2)
×nβ(|
~k|)
k2
(
~α1~α2 − (~α1
~k)(~α2~k)
~k2
)
× (159)
∞∫
−∞
dωe−iω(t1−t2)
∑
n
ψn(~r1)ψ¯n(~r2)
ω − En(1− i0)ψi(x2).
Integration over k0 can be carried out with Eq. (23). Then,
integrating over time variables and ω with the use of definition
Eq. (127), the energy shift can be written as
∆E
SECβ ,t
a = 2pie
2
∫
d3r1d
3r2ψ¯a(~r1)
∫
d3k
(2pi)3
ei
~k(~r1−~r2)
×nβ(|
~k|)
|~k|
(
~α1~α2 − (~α1
~k)(~α2~k)
~k2
)
ψa(~r2)× (160)
∑
n
[
ψn(~r1)ψ¯n(~r2)
Ea − |~k| − En(1− i0)
+
ψn(~r1)ψ¯n(~r2)
Ea + |~k| − En(1− i0)
]
.
The following simplification of this expression, see (Lab-
zowsky et al., 1993), can be performed via the substitution
(~α1~k)(~α2~k)→ (~α1~∇1)(~α2~∇2) and with the account for(
(~α1~∇1)(~α2~∇2)f(r12)
)
abba
= E2a b (f(r12))abba . (161)
Then the transversal part of self-energy transforms to
∆E
SECβ ,t
a =
e2
pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ)κ×
(
(~α1~α2)− (~α1
~∇1)(~α2~∇2)
κ2
)
sinκr12
κr12
ψa(~r2)× (162)
∑
n
[
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0) +
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0)
]
,
where we have integrated over ~k-angles. Employing (161)
and series expansion of sin with the relation r212 = r
2
1 + r
2
2 −
2(~r1~r2), one can arrive at
∆E
SECβ ,t
a =
e2
pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ)κ
×E2an
(
2
3
(~r1~r2)− 1
κ2
+
1
6
(r21 + r
2
2)
)
ψa(~r2)× (163)∑
n
[
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0) +
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0)
]
.
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At first, one can note immediately that the terms − 1κ2 +
1
6 (r
2
1 + r
2
2) give a zeroth result due to the orthogonality prop-
erty of wavefunctions and common factor E2an. To separate
out the physical contribution we make the substitution ±κ2
for the term 23 (~r1~r2). Then we have
∆E
SECβ ,t
a =
2e2
3pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ)κ
3(~r1~r2) (164)
×
∑
n
[
ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0) +
ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0)
]
ψa(~r2)
+
2e2
3pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ)κ (~r1~r2)ψa(~r2)×
∑
n
[
(E2an − κ2)ψn(~r1)ψ¯n(~r2)
Ea − κ− En(1− i0) +
(E2an − κ2)ψn(~r1)ψ¯n(~r2)
Ea + κ− En(1− i0)
]
The first part of it confirms Eq. (139). The results (139) and
(164) correspond to the nonrelativistic limit and coincide pre-
cisely with expression achieved within the Quantum Mechan-
ical approach (Farley and Wing, 1981), see also (Solovyev
et al., 2015). Thus, the gauge-invariant result for the thermal
self-energy correction of lowest order is
∆E
SECβ ,t
a =
2e2
3pi
∑
n
|〈a|~r|n〉|2
∞∫
0
dκnβ(κ)κ
3 × (165)
[
1
Ea − κ− En(1− i0) +
1
Ea + κ− En(1− i0)
]
.
Now, we demonstrate that the second part of Eq. (164) is
cancelled by the corresponding transversal contribution of the
coincidence limit. At first, this contribution can be simplified
by the dropping out the imaginary parts in energy denomina-
tors. Then, we can write
∆E
SECβ ,t(R)
a =
4e2
3pi
∞∫
0
dκnβ(κ)κ
∑
n
Ean |〈a|~r|n〉|2 . (166)
Evaluation of the transversal part of the coincuidence limit
(see Eq. (68)) can be started from Eq. (159). The energy shift
reduces to
∆E
SECβ ,t×
a = 4pie
2
∫
d3r1d
3r2ψ¯a(~r1)
∫
d3k
(2pi)3
nβ(|~k|)
|~k|(
~α1~α2 − (~α1
~k)(~α2~k)
~k2
)∑
n
ψn(~r1)ψ¯n(~r2)
Ea − En(1− i0)ψa(~r2).(167)
To perform the integration over ~k-angles we can use the rep-
resentation scalar product in spherical components ( ~A~B) =∑
q
(−1)qAqB−q , where the spherical component of vector
is Aq = 4pi3 | ~A|Y1q(θ, φ). Then, according to (Varshalovich
et al., 1988) the factor 8pi3 can be easily found.
∆E
SECβ ,t×
a =
4e2
3pi
∫
d3r1d
3r2ψ¯a(~r1)
∞∫
0
dκnβ(κ)κ
×(~α1~α2)
∑
n
ψn(~r1)ψ¯n(~r2)
Ea − En(1− i0)ψa(~r2). (168)
Going back to the non-relativistic limit, (~α1~α2) →
E2an(~r1~r2), we obtain exactly the result Eq. (166).
Thus, the divergent thermal contribution at the κ = 0 is
regularized by the coincidence limit Eqs. (63), (64). The final
result is the gauge invariant and equivalent for two forms of
the thermal photon propagator, see Eqs. (24) and (30). More-
over, the results arising from the one-loop thermal self-energy
correction have a clear physics which originally was found
within the Quantum Mechanical approach. This circumstance
has a most significant conclusion: a) the renormalization or
regularization procedure described in section III.C is justified
in this case also; b) besides the Stark shift anf level broadening
there are no other ’artificial’ contributions depending on tem-
perature, see for example (Escobedo and Soto, 2008, 2010;
Zhou et al., 2017).
Numerical values of the ac-Stark shift and level widths,
Eqs. (149), (150) are given in Tables I-III for the hydrogen
atom. The analysis of the numerical evaluation and corre-
sponding discussion of the results listed in Tables I,II can be
found in (Solovyev et al., 2015). The values of the ac-Stark
shifts obtained within QED approach are in a good agreement
with the quantum mechanical ones (Farley and Wing, 1981).
The difference can be explained by the accurate account for
the Lamb shift. The QED values for the ac-Stark shift coin-
cides with the results obtained in (Jentschura and Haas, 2008).
The same conclusions can be made for the BBR-induced de-
population rates Eq. (167).
The most interesting result arises for the imaginary part
of the one-loop self-energy correction within the QED ap-
proach, see (Solovyev et al., 2015). As it was noted in works
(Jentschura et al., 2015; Łach et al., 2012) the account for
the finite life times of atomic states can lead to the several
orders enhancement of the friction force in the BBR field.
The same situation was found in case of the BBR-induced
level widths Eq. (150) for low lying states. The analysis of
the expression for ΓBBRa shows that Eq. (150) represents a
more general expression for the line broadening since it con-
tains the nonresonant contributions. Comparison of values
in Tables II and III indicates that the nonresonant contribu-
tion can exceed the quantum mechanical result (pure resonant
contribution) on several orders. However, the values of ΓBBRa
given in (Solovyev et al., 2015) for ΓBBRa (Γ
mix
a in notations
of (Solovyev et al., 2015)) were overestimated significantly -
the factor of α3 was missed. 2 The detailed analysis of the
2 Author affirms the incorrect numerical results for Γmixa in (Solovyev et al.,
2015). They should be multiplied by the factor α3.
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numerical results for ΓBBRa , Eq. (150), is given in (Zalialiut-
dinov et al., 2019) and we do not repeat it. In Table III these
values are listed upto the temperature 3000K, for the higher
temperatures a more accurate numerical methods should be
applied.
TABLE I The ac-Stark shift induced by the blackbody radiation in Hz for the ns states in the hydrogen atom for different temperatures T .
The first column contains the considered n values. In the second column the lower line for each n value presents the results of (Farley and
Wing, 1981). The asterix ∗ corresponds to the values evaluated without inclusion of continuous spectrum.
a T = 300 K T = 3 K ∗ T = 5.5 K ∗ T = 3000 K T = 4000 K T = 5000 K
1s -0.0387511 −3.1542× 10
−10 −3.56332× 10−9 −391.455 −1247.01 −3079.38
-0.04128
2s −0.989702 7.07128× 10
−7 2.27578× 10−6 −22348.9 −95953.1 −2.52546× 105
-1.077
3s −8.93974 1.28021× 10
−6 3.64341× 10−6 −2.76704× 105 −5.72930× 105 −8.88017× 105
−9.103
4s −50.1879 1.33848× 10
−6 1.15004× 10−6 −5.83784× 104 −5.79427× 104 8.4836× 103
−51.19
5s −186.884 6.24276× 10
−7 −9.94188× 10−6 1.93186× 105 3.80032× 105 6.19669× 105
−209.5
TABLE II The BBR-induced depopulation rates in s−1 for the ns states in hydrogen atom evaluated within QM approach (imaginary part of
Eq. (165)) for the different temperatures T . In the second column the lower line for each n value presents the results of (Farley and Wing,
1981). The sign ∗ corresponds to the values evaluated without inclusion of continuum spectrum. In the last column the natural level widths in
s−1 are given.
a T = 300 K T = 3 K ∗ T = 5.5 K ∗ T = 3000 K T = 4000 K T = 5000 K Γa
2s 1.42281× 10
−5 1.43477× 10−7 2.62032× 10−7 4.70376× 104 3.07269× 105 9.77395× 105 8.229352436
1.42× 10−5
3s 8.03535× 10
−5 9.0978× 10−8 1.66584× 10−7 9.89331× 105 2.28131× 106 4.03177× 106 6.31696× 106
7.97× 10−5
4s 15.9454 4.5077× 10
−8 8.26011× 10−8 1.75629× 106 3.18443× 106 4.861× 106 4.41594× 106
16.02
5s 1196.44 2.6374× 10
−8 4.8341× 10−8 1.93356× 106 3.16022× 106 4.52655× 106 2.83991× 106
1199
TABLE III The dynamic Stark-mixing level widths Eq. (150) in s−1 for the ns states in hydrogen atom are listed for the different temperatures
T . The second subline in each row gives the values in s−1 without the account for Lamb shift.
a T = 300 K T = 270 K T = 77 K T = 3 K ∗ T = 5.5 K ∗ T = 3000 K
2s 4.15854× 10−3 3.36964× 10−3 2.7664× 10−4 5.54615× 10−7 1.65129× 10−6 4.6982× 104
3.42136× 10−7 2.2403× 10−7 1.47047× 10−9 3.38597× 10−15 3.82517× 10−14 4.6981× 104
3s 7.86448× 10−3 6.31671× 10−3 5.14843× 10−4 8.68118× 10−7 2.7804× 10−6 9.71198× 105
7.58576× 10−5 7.10358× 10−6 1.82895× 10−8 4.18565× 10−14 4.72864× 10−13 9.71197× 105
4s 15.9569 4.28494 7.58125× 10−4 1.19441× 10−6 3.94504× 10−6 1.64562× 106
15.9455 4.27576 1.02324× 10−5 1.60527× 10−8 5.28938× 10−8 1.64562× 106
5s 1196.44 580.985 9.88488× 10−4 1.51061× 10−6 5.037× 10−6 1.72221× 106
1196.42 580.973 1.0057× 10−5 1.12694× 10−12 1.27348× 10−11 1.72221× 106
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E. One-loop self-energy: Donoghue-Holstein-Robinett
correction
In (Donoghue et al., 1985) another thermal correction to
the Lamb shift was found, see Eq. (185) in this work. Ac-
cording to it the dominant low temperature modifications to
the 2s1/2, 2p1/2 energy splitting (to the Lamb shift) involves
Bethe’s nonrelativistic calculation of the low energy virtual
photon ’bubble’. In this section we consider the remaining
terms in thermal self-energy correction Eqs. (142), (143).
Namely, correction Eq. (185) in (Donoghue et al., 1985) can
arise from the terms in Taylor’s series of sin and consequent
representation of r212 as r
2
12 = r
2
1 + r
2
2 − 2(~r1~r2).
In previous sections of this chapter the contribution r21 + r
2
2
was omitted from the consideration and Feynman gauge and
noted that this contribution is equal to zero in Coulomb gaue.
Now we evaluate it breifly within the Feynman gauge. For
this purpose we should consider the ~α-independent term in
Eqs. (142), (143). Then the arising thermal correction reads
∆EDHRa = −
e2
6pi
∑
n
∞∫
0
dκnβ(κ)κ
3 × (169)
[ 〈an|r21 + r22|na〉
Ea − κ− En(1− i0) +
〈an|r21 + r22|na〉
Ea + κ− En(1− i0)
]
.
In view of the orthogonality property of wavefunctions the
only state in the sum over n survives: n = a. Since there is
no pole in this case, the imaginary part of energy denomina-
tors can be dropped out. As a consequence the two terms in
squared brackets cancel each other. We should note that the
same result (equal to zero) can be obtained for the ordinary
case (zeroth vacuum) of self-energy correction. In opposite to
this conclusion the authors of (Donoghue et al., 1985) found
the four times larger contribution than the first term in Eq.
(169). This is a result of the not quite correct approximation.
VII. RECOIL, VACUUM POLARIZATION AND COMBINED
VERTEX-SE CORRECTIONS
A. Recoil effect
Before discussing the recoil effect we should remind the ef-
fect of finite mass of the nucleus. It arises immediately from
Eq. (68), when we replace the electron mass (me = 1 in our
units) by the reduced mass µ = meM/(me + M), where M
is the nuclear mass. Series expansion of µ over me/M gives
the same thermal correction plus the term proportional to the
ratio−m2e/M . This series expansion does not change the reg-
ularization procedure, see subcection III.C and Eq. (63), and
gives the finite nuclear mass correction:
∆Eβ,rega,fm = −
4Ze2ζ(3)
3piβ3M
∫
d3r |ψa(~r)|2 r2, (170)
which is three orders less than the result Eq. (72) for the hy-
drogen atom, m2e/M ∼ 1836−1 in our units (Salpeter, 1952;
Salpeter and Bethe, 1951).
Expression (170) holds for one-electron atom or ion in the
nonrelativistic approximation, i.e. for the low Z values. In
the ordinary QED there are also recoil corrections of the or-
der me/M containing also an additional smalness in the rela-
tivistic parameter αZ (α is the fine structure constant). The
Coulomb corrections of that kind were evaluated in (Lab-
zowsky, 1972), see also (Goidenko et al., 1999). The trans-
verse part of this corrections was evaluated in (Artemyev
et al., 1995; Braun, 1973; Shabaev, 1985, 1988), see also
(Shabaev, 2002).
The thermal QED corrections of that sort can arise due to
the exchange by transverse thermal photons between the elec-
trons and the nucleus in an atom. However, in the standard
QED in the nonrelativistic limit there are no recoil corrections
apart from the reduced mass for the one-electron atom. Be-
low we show that the same holds for the thermal QED. For
this purpose we consider the diagram Fig. 4 with exchange by
the transverse thermal photons.
The corresponding S-matrix element is
Sβ,trfi = −4piiZe2
∫
d4xψ¯f (x)γlψi(x)× (171)∫
C1
d4k
(2pi)4
eikx
k2
nβ(|~k|)jl(k),
where indexes l,m runs over (1, 2, 3) and we have used the
Fourier transform for the nuclear current (see the correspond-
ing procedure in section III).
In the nonrelativistic limit the Dirac matrix γl reduces to the
matrix element for the momentum operator p, see (Labzowsky
et al., 1993). In turn, the momentum operator p acting on
wave functions gives the zero result for the diagonal matrix
element in the nonrelativistic limit. Thus, we find
Sβ,trfi = −4piiZe2
∫
d4xψ¯f (x)× (172)∫
C1
d4k
(2pi)4
eikx
k2
nβ(|~k|)
(
~k~j(k)
)
ψi(x),
where the scalar product
(
~k~j(k)
)
arises as a result of action
of the operator ~p = −i~∇ onto the exponent. This scalar prod-
uct can be transformed to k0 j0(k) in the momentum space
via the continuity equation. Employing the static limit to the
zeroth component of current j0(k) = 2piδ(k0)ρext(~k), we
can conclude that the transverse contribution to the vertex di-
agram, Fig. 4 vanishes. To verify this result, we consider ther-
mal Coulomb gauge also.
The S-matrix element for the transverse part of thermal
photon exchange diagram can be written via Eq. (37):
S
β,tr(C)
fi = −4piiZe2
∫
d4xψ¯f (x)~α
lψi(x)
∫
C1
d4k
(2pi)4
eikx
k2
×nβ(|~k|)
(
δlm − klkm~k2
)
jm(k), (173)
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that gives
S
β,tr(C)
fi = −4piiZe2
∫
d4xψ¯f (x)
∫
C1
d4k
(2pi)4
eikx
k2
×nβ(|~k|)
(
(~α~j(k))− (~α
~k)(~k~j(k)
~k2
)
ψi(x). (174)
Performing the nonrelativistic limit for the ~α-matrix, we find
S
β,tr(C)
fi = −4piiZe2
∫
d4xψ¯f (x)
∫
C1
d4k
(2pi)4
eikx
k2
×nβ(|~k|)
(
(~k~j(k))− (
~k~k)(~k~j(k)
~k2
)
ψi(x). (175)
Thus, two terms in brackets of Eq. (175) cancel each other,
and we obtain the gauge invariant zeroth result. The same can
be shown within the adiabatic S-matrix formalism.
For completeness we should consider the transversal part of
the coincident limit, Eqs. (63), (64), which obviously should
give the zeroth result. The corresponding evaluation we strat
with the S-matrix element
Sβ,tr,×fi = −4piiZe2
∫
d4xψ¯f (x)ψi(x)× (176)
lim
x→0
∫
C1
d4k
(2pi)4
eikx
k2
nβ(|~k|)
(
~k~j(k)
)
,
where the limit x→ 0 means that we set the origin of coordi-
nate system to the nucleus. Then employing again the conti-
nuity equation (~k~j(k)) = k0 j0(k) we arrive at zeroth result
in static limit for the nuclear current. The prove in thermal
Coulomb gauge repeats equation (175).
B. Thermal vacuum polarization correction
In this section we consider the Vacuum Polarization (VP)
correction induced by the blackbody radiation. In this case it
is necessary to use the expansion of the fermion loop over ex-
ternal potential which is presented by the Coulomb interaction
with the nucleus (Berestetskii et al., 1982). The lowest order
diagram of such expansion is depicted in Fig. 8. Then, the
Uehling potential can be derived from this Feynman graph.
Employing the same procedure, we derive here the thermal
Uehling potential, when the ordinary photon lines (depicted
in Fig. 8 by the wavy lines with γ) are replaced by the thermal
photon lines denoted by the γT .
The S-matrix element for the Fig. 8 is
Sfi = Ze
2
∫
d4xd4x′ψ¯f (x)γµψi(x)iDUµν(x, x
′)jνext(x
′), (177)
where DUµν(x, x
′) represents the Uehling photon propagator:
iDUµν(x, x
′) =
∫
d4x1d
4x2iD
F,β
µλ (x, x1)× (178)
iΠλσ(x1, x2)iD
F,β
σν (x2, x
′).
FIG. 8 The Feynman graph corresponding to the vacuum polariza-
tion. Double line denotes the bound electron. Wavy line represents
the photon exchange, where notations γ corresponds to the ordinary
photon line and γT corresponds to the thermal photon line. The
dashed line with a cross represents the Coulomb part of photon prop-
agator and gives the interaction with nucleus via the ordinary or ther-
mal photon exchange.
Here Πλσ(x1, x2) is the tensor corresponding to the fermion
loop in Fig. 8, see for example (Greiner and Reinhart, 2003).
We do not modify the fermion propagator, assuming that the
fermion part is suppressed by the factor exp(−βme) (me is
the fermion mass) and, therefore, is negligible in the thermal
QED description of bound states (Donoghue et al., 1985).
The photon propagator DµνF,β(x, x
′) is the sum of ordinary
and thermal propagators, see Eq. (17). With the account for
subtraction of the coincidence limit Eq. (63) we have
iDF,βµν (x, x
′) = −4piigµν
[∫
d4k
(2pi)4
eik(x−x
′)
k2
+ (179)
∫
C1
d4k
(2pi)4
nβ(|~k|)e
ik(x−x′) − 1
k2
 .
The S-matrix element Eq. (177) can be evaluated by parts.
At first we consider the integral
iDUµ (x) =
∫
d4x′
∫
d4x1d
4x2iD
F,β
µλ (x, x1) (180)
×iΠλσ(x1, x2)iDF,βσν (x2, x′)jνext(x′).
Employing the Fourier transform to the nuclear current with
the consequent interation over d4x′, we find
iDUµ (x) =
∫
d4x1d
4x2iD
F,β
µλ (x, x1)iΠ
λσ(x1, x2) (181)
×(−4piigσν)
∫ d4k
(2pi)4
eikx2
k2
+
∫
C1
d4k
(2pi)4
nβ(|~k|)e
ikx2
k2
− lim
x2→0
∫
C1
d4k
(2pi)4
eikx2
k2
nβ(|~k|)
 jν(k),
where the limx2→0 denotes that the nucleus is placed in the or-
gin of coordinate system. Then, we use the Fourier transform
for the vacuum polarization tensor:
iΠλσ(x1, x2) = i
∫
d4q
(2pi)4
eiq(x1−x2)Πλσ(q) ≡ (182)
≡ i
∫
d4q
(2pi)4
eiq(x1−x2)
(
q2gλσ − qλqσ)ΠR(q).
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Here ΠR(q) is the ’ordinary’ regularized vacuum polarization
tensor, see (Berestetskii et al., 1982; Greiner and Reinhart,
2003).
Now we can integrate over d4x2 that gives the δ-function
removing the integration over d4k. Taking into account the
continuity equation for the current qνjν(k) = 0, the first term
in brackets of Eq. (182) is left only. The further consideration
can be restricted to the scalar part of nuclear current jν=0(k).
In this case the thermal part of photon propagator in Eq. (181)
reduces precisely to the coincident limit. Thus, we obtain that
there is no contribution of thermal photon interaction in the
external line of the VP correction Fig. 8. The Uehling poten-
tial is expressed as
iDU0 (x) = 4pi
∫
d4x1iD
F,β
00 (x, x1) (183)
×
∫
d4q
(2pi)4
eiqx1ΠR(q)j0(q).
Then, substitution of Eq. (179) into Eq. (183) with the fol-
lowing integration over d4x1 and d4q leads to
iDU0 (x) = −i(4pi)2
∫ d4k
(2pi)4
eikx
k2
+
∫
C1
d4k
(2pi)4
eikx
k2
nβ
− lim
x→0
∫
C1
d4k
(2pi)4
eikx
k2
nβ
ΠR(k)j0(k). (184)
The first term in brackets of Eq. (184) corresponds to the
ordinary QED result for the zeroth vacuum, and we omit it
from the following evaluation. Employing the static limit for
the point-like nucleus j0(k) = 2piδ(k0)ρ(~k) ≈ 2piδ(k0), the
thermal Uehling potential can be reduced to
iDU,β0 (x) = 2i(4pi)
2
[∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|) (185)
− lim
~r→0
∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|)
]
ΠR(~k).
The integrand in Eq. (185) can be simplified significantly with
the use of approximation of small |~k| values for the vacuum
polarization function ΠR(~k). The latter is fulfilled due to the
presence of the Bose distribution function nβ(|~k|).
The vacuum polarization function in the lowest order, see
(Greiner and Reinhart, 2003), is given by
ΠR(~k) ≈ e
2~k2
15pim2e
, (186)
where we wrote down the electron mass me for clarity. Inte-
grateing over angles in Eq. (185), we find
iDU,β0 (r) =
16i
15pim2e
∞∫
0
dκκ2nβ(κ)
(
sinκr
κr
− 1
)
. (187)
The S-matrix element Eq. (177) transforms to
Sβfi = Ze
2
∫
d4xψ¯f (x)γ
µ=0ψi(x)iD
U,β
µ=0(r). (188)
Then, after the integration over time variable with the use of
definition Eq. (48), we obtain the energy shift
∆EVP,βa = −
16Ze4
15pim2e
∫
d3r |ψa(~r)|2 ×
∞∫
0
dκκ2nβ(κ)
(
sinκr
κr
− 1
)
. (189)
Within the nonrelativistic limit we can write approximately
∆EVP,βa ≈
8Ze4
45pim2e
∫
d3r r2 |ψa(~r)|2
∞∫
0
dκκ4nβ(κ), (190)
and the final result is
∆EVP,βa ≈
64ζ(5)Ze4
15pim2eβ
5
∫
d3r r2 |ψa(~r)|2 . (191)
The gauge invariance of this result can be easily shown with
the procedures described in previous sections. For the hydro-
gen atom the thermal vacuum polarization correction yields
∆EVP(H),βa =
32ζ(5)Ze4
15pim2eβ
5
n2a(5n
2
a + 1− 3la(la + 1)), (192)
where na, la are the principal quantum number and the orbital
momentum of the bound state a.
We should note that evaluation of VP correction without the
inclusion of the coincidence limit would lead to the thermal
correction which is constant and does not depend on atomic
state. Thus, the regularization suggested in section III.C of
thermal photon propagator works in this case also. We have
used here the approximation of point-like nucleus, it is enough
for our purposes in view of small factor of temperature. At
room temperature the thermal vacuum polarization correction
is negligible in respect to the leading thermal photon exchange
correction Eq. (72) or self-energy correction which are pro-
portional to the third and fourth degree of temperature, re-
spectively. The suppression factor in thermal VP correction
is 1/β5 ∼ 10−16 in atomic units. In principle, the VP nu-
clear finite size correction can be found from the consider-
ation above, see section VIII.C. However, this correction is
negligibly small. In the next chapter thermal nuclear finite
size correction of leading order will be derived.
C. Combined Vertex-Self-Energy corrections
In this part of work we consider breifly the Vertex diagram
Fig. 4 ’dressed’ by the self-energy loops. In lowest order such
diagrams are depicted in Fig. 9. Within the S-matrix formal-
ism after the integration over time variables it can be shown
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FIG. 9 The Feynman graphs corresponding to the insertions of self-
energy loops in to the thermal vertex diagram Fig. 4. All the notations
are the same as an previous figures.
that the term corresponding to the vertex Fig. 4 can be sepa-
rated out. As before this contribution will be divergent. How-
ever, two graphs a) and b) will compencate in this case each
other precisely. The same conclusion will arise within the adi-
abatic S-matrix formalism for the reducible graphs, where the
’reference’ state will be canceled by the terms arising from the
previous orders of perturbation theory, see section V.
The expression for the sum of graphs a) and b) (its irre-
ducible part) can be found as
∆Eirr a)+b)a = 4iZe
4
∑
n,m
m6=a
∞∫
−∞
dω
〈an|Σˆ(β)(|ω|, r12)|nm〉
Ea − ω − En(1− i0)
×
〈m| ∫ d3k(2pi)3 ei~k~r~k2 nβ(|~k|)|a〉
Ea − Em + (193)
4iZe4
∑
n,m
n6=a
∞∫
−∞
dω
〈a| ∫ d3k(2pi)3 ei~k~r~k2 nβ(|~k|)|n〉
Ea − En
×〈nm|Σˆ
(β)(|ω|, r12)|ma〉
Ea − ω − Em(1− i0) +
4iZe4〈a|
∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|)|a〉
×
∑
n
∂
∂Ea
∞∫
−∞
dω
〈an|Σˆ(β)(|ω|, r12)|na〉
Ea − ω − En(1− i0) .
This is a well-known result which can be found within the
Two-time Green’s function method also, see (Shabaev, 2002).
The first two contributions can be considered as the correction
to the wave function of the state a and the last one gives the
correction to interaction which arise within the franeworks of
perturbation theory in presence of external potential.
The result for the graph c) is given by
∆Ec)a = 4iZe
4
∑
n,m
〈n|
∫
d3k
(2pi)3
ei
~k~r
~k2
nβ(|~k|)|m〉 (194)
×
∞∫
−∞
〈am|Σˆ(β)(|ω|, r12)|na〉dω
[Ea − ω − En(1− i0)][Ea − ω − Em(1− i0)] .
Here Σˆ(β)(|ω|, r12) is the self-energy operator for the zero and
none-zero temperature:
Σˆ(β)(|ω|, r12) =
{
1−~α1~α2
r12
ei|ω|r12 , T = 0
1−~α1~α2
r12
sin |ω|r12 nβ(|ω|), T 6= 0.
(195)
The following evaluation of Eqs. (193) and (194) with the
thermal self-energy loop can be omitted from the consider-
ation, since it produces an additional factor of temperature
1/β4 in final result, see previous sections and (Solovyev et al.,
2015). It is obvious that the first two term in Eq. (193) do not
contain the divergence corresponding to the thermal interac-
tion: since n,m 6= a the ~r-independent contribution is can-
celled by the orthogonality property of wavefunctions. More-
over, it can be easily shown that the coincidence limit vanishes
in this case. The rough estimations of these summands shows
that the magnitude of them is about −3.05 · 10−4 s−1 for the
ground state and does not exceed −0.1 s−1 for the 6s state of
hydrogen atom at the room temperature.
Nonetheless, regularization of the expression (194) is re-
quired. The divergence of thermal part will be cancelled par-
tially by the remaining third summand in Eq. (193): the con-
tribution n = m = a in Eq. (194) will occur of the oppo-
site sign to third term in (193) with n = a. There is also
divergences connected with the ’ordibary’ self-energy loop.
Here we assume that regularization in this case arises via the
known renormalization procedure and, therefore, the operator
Σˆ(|ω|, r12) should be replaced by the renormalized one.
An accurate evaluation of Eqs. (193), (194) represents a
separate task and the result should be rather small in respect
to the correction of lowest order Eq. (72) or to the Stark shift
Eq. (145). To demonstrate this we restrict ourselves by the es-
timation of (194) only. In particular, we consider the diagonal
matrix element 〈an|Σˆ(β)(|ω|, r12)|na〉 in assumption that the
off-diagonal elements are smaller. Then thermal correction
(194) with n = m 6= a and third term in (193) with n 6= a can
be expressed via the formula:
∆Ea =
e2
2pii
∑
n 6=a
〈an|Σˆ(R)(|ω|, r12)|na〉
(Ea − ω − En(1− i0))2
(−8piZe2) (196)
×
[
〈n|
∫
d3k
(2pi)3
ei
~k~rnβ
~k2
|n〉 − 〈a|
∫
d3k
(2pi)3
ei
~k~rnβ
~k2
|a〉
]
.
Employing again the coincidence limit to the thermal part
of (196) one can find the contribution of the order of Eq.
(72). The order of magnitude of Eq. (196) can be found
via the parametric estimations: ω ∼ κ ∼ me(αZ)2, r2 ∼
1/(meαZ)
2 and 〈Σˆ(R)〉/∆E ∼ meα(αZ)4 in relativistic
units, see (Labzowsky et al., 1993):
∆Ea ∼ meα(αZ)
4
me(αZ)2
Zαm3e(αZ)
6
(meαZ)2β3
=
1
β3
meα(αZ)
7,(197)
what is α2 times less than the thermal correction (72). Estima-
tion (197) can be compared also with the contribution arising
for the thermal self-energy correction which is proportional
to meα(αZ)4/β4. We leave an accurate evaluation of Eqs.
(193), (194) for future prospects.
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VIII. NUCLEAR FINITE SIZE CORRECTION
A. Nuclear finite size correction: quantum mechanics
approach
At first we consider the nuclear finite size correction to the
bound electron energy without thermal effects. This correc-
tion can be found in different ways. Here we demonstrate
these possibilities in order to use them for the derivation and
to check the correctness of corresponding thermal contribu-
tion. One of methods consists in the use of approximate ex-
pression, see for example (Eides et al., 2001), for the charge
distribution:
ρext(~k) ≈ 1−
~k2
6
r2p, (198)
where r2p denotes the average value of the squared radius of
nuclear charge. Then, substitution of (198) into the S-matrix
element corresponding to the graph Fig. 4 leads to the part
dependent on nuclear radius
∆E(fs)a =
2piZe2
3
∫
d3r |ψa(~r)|2
∫
d3k
(2pi)3
ei
~k~rr2p. (199)
Integration over d3k yields the δ-function
∆E(fs)a =
2piZe2
3
∫
d3r |ψa(~r)|2 δ(~r)r2p (200)
and we arrive at the expression
∆E(fs)a =
2piZe2
3
|ψa(0)|2 r2p, (201)
which represents the well-known result, i.e. correction onto
the finite size of nuclear.
The same result can be achieved within the frameworks of
Quantum Mechanics (QM), see (Landau and Lifshitz, 1965).
The true electrostatic potential, ϕ(r), obeys the Poisson equa-
tion M ϕ(r) = −4piρ(r), where ρ(r) represents the nuclear
charge distribution. Then the energy shift of bound electron
in respect to the Coulomb interaction, 1/r, is
∆E(fs)a = −Ze2
∫
d3r |ψa(~r)|2
(
ϕ(r)− 1
r
)
, (202)
where the difference of potentials is not equal to zero in the
volume of nucleus. Therefore, the squared modulus of wave
function can be taken out at the point ~r = 0.
Following evaluation is performed with the use of relation
M r2 = 6 and integration by parts:
∆E(fs)a = −
Ze2
6
|ψa(0)|2
∫
d3r M r2
(
ϕ(r)− 1
r
)
= −Ze
2
6
|ψa(0)|2
∫
d3r r2 M
(
ϕ(r)− 1
r
)
, (203)
Employing the Poisson equation, we find
∆E(fs)a =
2piZe2
3
|ψa(0)|2
∫
d3r r2 (ρ(r)− δ(~r)) . (204)
The second term in (204) gives a zero and we obtain again
∆E(fs)a =
2piZe2
3
|ψa(0)|2 r2p, (205)
where the notation r2p =
∫
d3r r2ρ(r) for the average value of
the squared nuclear charge radius is introduced.
B. Thermal nuclear finite size correction
In previous subsection we have used the QM approach to
evaluate the nuclear finite size correction to the energy of
bound electron without the account for the thermal effects.
Here we employ this procedure to evaluate the thermal nu-
clear finite size correction. The energy shift Eq. (68) admits
the introduction of the nuclear finite size correction as
∆Eβa =
4Ze2
pi
∫
d3r |ψa(~r)|2 × (206)
∞∫
0
dκnβ(κ)
(
sinκr
κr
− 1
)
ρext(~k),
Making use of the charge distribution Eq. (198) yields
∆Eβa =
4Ze2
pi
∫
d3r |ψa(~r)|2
∞∫
0
dκnβ(κ)
(
sinκr
κr
− 1
)
−2Ze
2r2p
3pi
∫
Vn
d3r |ψa(~r)|2
∞∫
0
dκnβ(κ)
(
κ sinκr
r
− κ2
)
. (207)
The first term here was considered in section III. The second
one results to the desired correction, where the space integra-
tion runs over nuclear volume, Vn, see (Salpeter, 1953).
Integrating over κ in Eq. (207), we obtain
∆Eβ,(fs)a = −
2Ze2r2p
3pi
|ψa(0)|2 × (208)∫
Vn
d3r
(
−2ζ(3)
β3
+
i
2β2r
[
ψ′
(
1 + i
r
β
)
− ψ′
(
1− i r
β
)])
.
Here as before we took out from the integral |ψa(~r)|2 at ~r →
0. This expression can be transformed to
∆Eβ,(fs)a = −
2Ze2r2p
3pi
|ψa(0)|2
∫
Vn
d3r
(
−2ζ(3)
β3
+ (209)
+
1
2βr
d
dr
[
ψ
(
1 + i
r
β
)
+ ψ
(
1− i r
β
)])
.
According to (Abramowitz and Stegun, 1964) the real
part <ψ (1 + iy) = <ψ (1− iy) and the imaginary part
=ψ (1 + iy) = −=ψ (1− iy). Thus,
∆Eβ,(fs)a = −
2Ze2r2p
3pi
|ψa(0)|2 × (210)∫
Vn
d3r
[
−2ζ(3)
β3
+
1
βr
d
dr
<ψ
(
1 + i
r
β
)]
.
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The real part of psi function can be presented in the form
(Abramowitz and Stegun, 1964):
<ψ (1 + iy) = −γ +
∞∑
n=1
y2
n(n2 + y2)
, (211)
for (−∞ < y <∞). Then differentiating over r, we have
∆Eβ,(fs)a = −
2Ze2r2p
3pi
|ψa(0)|2 × (212)∫
Vn
d3r
[
−2ζ(3)
β3
+ 2β
∞∑
n=1
n
(β2n2 + r2)2
]
.
Expression (212) can be integrated over angles what leads
to factor 4pi. Then expanding in Taylor series over r 6 rp one
can obtain
∆Eβ,(fs)a = −
8Ze2r2p
3
|ψa(0)|2 × (213)
rp∫
0
dr
[
−2ζ(3)r
2
β3
+ 2β
∞∑
n=1
(
r2
β4n3
− 2r
4
β6n5
+
3r6
β8n7
+ . . .
)]
.
Summation over n gives the corresponding Reimann zeta
functions. Then the first term vanishes and the leading thermal
nuclear finite size correction is
∆Eβ,(fs)a =
32Ze2
15
ζ(5)
β5
r7p |ψa(0)|2 . (214)
This correction is proportional to r7p and is rather negligible.
To verify the correctness of the result (214) one can employ
the description given in (Landau and Lifshitz, 1965), see Eqs.
(202)-(205). For this purpose, however, it is necessary to find
the thermal averaged charge distribution, which corresponds
to the Poisson equation M ϕβ(r) = −4piρβ(r). According to
Eq. (84):
M D00β,reg =
8i
pi2r
δ(t− t′)
[
ψ′
(
1− i r
β
)
− ψ′
(
1 + i
r
β
)]
, (215)
Series expansion of the expression (215) yields
M D00β,reg ≈ −
8ζ(3)
piβ3
+
16r2pζ(5)
piβ5
− 24r
4
pζ(7)
piβ7
+ . . . (216)
Then we should write
∆Eβ,(fs)a =
2piZe2
3
|ψa(0)|2
∫
d3r r2
(
ρβ(r)− ρβ(0)) , (217)
where ρβ(0) represents the result Eq. (216) at rp = 0. Then
integrating over angles and restricting integration over r by
rp, the leading order correction can be found as
∆Eβ,(fs)a =
2Ze2
3
|ψa(0)|2
rp∫
0
dr
16r4r2pζ(5)
piβ5
(218)
=
32Ze2
15
ζ(5)
β5
r7p |ψa(0)|2 .
This results coincides precisely with Eq. (214).
C. Nuclear finite size correction for the vacuum
polarization effect
To evaluate the thermal correction on finite size of nu-
cleus for the vacuum polarization effect we should include the
charge distribution (198) into Eq. (189):
∆EVP,βa = −
16Ze4
15pim2e
∫
d3r |ψa(~r)|2 ×
∞∫
0
dκκ2nβ(κ)
(
sinκr
κr
− 1
)
ρext(κ). (219)
Then, dropping away the unity, which corresponds to the case
considered in section VII.B, we obtain
∆EFSVP,βa = −
16Ze4
15pim2e
∫
Vn
d3r |ψa(~r)|2 ×
∞∫
0
dκκ2nβ(κ)
(
sinκr
κr
− 1
)(
−κ
2r2p
6
)
. (220)
With the use of series expansion sinκr/κr−1 ≈ −κ2r2/6
and taking out |ψa(~r)|2 at r = 0, one can find
∆EFSVP,βa = −
4Ze4r2p
135pim2e
|ψa(0)|2
∫
Vn
d3r r2
∞∫
0
dκκ6nβ(κ).(221)
Integration over d3r gives the coefficient 4pi5 r
5
p and integration
over κ results to 720ζ(7)/β7. Thus, the thermal nuclear finite
size correction of leading order for the vacuum polarization is
∆EFSVP,βa = −
256Ze4
15m2e
|ψa(0)|2 ζ(7)
β7
r7p. (222)
This correction is e2/β2 times less than the result Eq. (218)
and, thus, is completely negligible.
IX. DISCUSSION AND APPLICATIONS
A. Discussion
In this paper we have evaluated the thermal corrections of
lowest order in fine structure constant, α, for the nonrelativis-
tic atomic system. For this purpose we have considered the
Feynman diagrams corresponding to the one thermal photon
exchange between bound electron and nucleus, one-loop self-
energy, vacuum polarization diagrams and thermal corrections
on finite size of nucleus arising within the one thermal photon
exchange and vacuum polarization. In all these cases thermal
correction arises via the thermal part of photon propagator, see
section II. In view of very accurate experiments (Matveev and
et al., 2013) the hydrogen atom is a most attractive system for
investigations of thermal effects of this type. Therefore, all the
final results are given in the nonrelativistic limit what allows
the analytical evaluation of thermal corrections.
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To evaluate thermal corrections the Hadamard form of ther-
mal photon propagator was introduced Eq. (24). This form
is more suitable for the corresponding derivations since it al-
lows the direct analogy with the ’ordinary’ (zeroth vacuum)
Feynman photon propagator. We have shown also that this
form is equivalent to the thermal photon propagator derived in
(Dolan and Jackiw, 1974; Donoghue and Holstein, 1983). Un-
like to the result of (Dolan and Jackiw, 1974; Donoghue and
Holstein, 1983) the Hadamard representation does not have a
problems with the order of integration (Fetter and Walecka,
1971) or analytical properties beyond the mass-shell but it
leads to divergence at |~k| = 0. This divergence corresponds to
the case when the number of Bose-particles can be arbitrary
large in condensate state, see (Abrikosov et al., 1975; Fradkin
and Gitman, 1981). For the photons however we should take
into account that there are no particles with the momentum
equal to zero and, therefore, this divergence can be omitted
from the consideration by the simple subtraction of divergent
term. In (Bellac, 2000) it was noted that infinite result should
be attributed to the zero-point energy of the vacuum, which
can be subtracted off. Here we have suggested the regulariza-
tion procedure which is presented by the subtraction of coin-
cident limit. As a result all the derived thermal corrections are
convergent.
Moreover, thermal photon propagator in the form (24) ad-
mits simple introduction of gauges. The gauge invariance al-
lows us to verify correctness of found thermal effects. For
example, in section VI the thermal self-energy correction was
evaluated, where in opposite to (Solovyev et al., 2015) the
Hadamard represetnation of the thermal photon propagator
was used. In particular, it is shown that application of the co-
incident limit leads to the convergent final result. The real part
of it represents the ac Stark shift and imaginary part gives the
level width induced by the blackbody radiation. As it should
be, the results coincide precisely with (Solovyev et al., 2015)
and are gauge invariant. In addition, QED description of these
thermal effects allows an accurate account for the finite life-
times of atomic levels. In the limit of zero level widths the
QED results reduce to well-known expressions derived within
QM approach. Numerical values for the Stark shift, BBR-
induced depopulation rates and level widths found with the ac-
count for finite lifetimes in conjucntion with the correspond-
ing discussion can be found in section VI.
As the next step the vacuum polarization effect was de-
scribed within the frameworks of QED theory, see sec-
tion VII.B. The final gauge invariant result is given by Eq.
(191), that leads to Eq. (192) for the hydrogen atom. This cor-
rection is proportional to the fifth power of temperature and is
of the next order in the fine structure constant. Taking into ac-
count that at room temperature β−1 ∼ 10−4 (in atomic units)
we can conclude that this correction is negligibly small and
lies beyond the accuracy of the modern experiments (Matveev
and et al., 2013). The same conclusion can be made for oth-
ers corrections: recoil, corrections on finite mass ans size of
nucleus, combined vertex and self-energy corrections, ther-
mal photon exchange corrections with vertices more than one.
We should note also that the Feynman diagrams correspond-
ing to the thermal photons exchange were evaluated within the
frameworks of the adiabatic S-matrix formalism that confirms
the correctness of our results, see sections V.
The most attractive result of this paper arises for the ther-
mal one-photon exchange diagram. In zero vacuum case this
diagram, see Fig. 4, corresponds to the Coulomb interaction
which is presented by the zeroth component of ’ordinary’
Feynman propagtor. In case of heated vacuum states we also
found the potential derived from the Coulomb part of thermal
photon propagator, Eq. (84). This potential is gauge invariant
and has an asymptotic going to the constant at large distances
(the case of free particles), Eq. (101).
Schematic behaviour of the thermal Coulomb potential Eq.
(84) is illustrated in Fig. 10. Two graphs correspond to the dif-
ferent temperatures which show that with the growth of tem-
perature the potential well becomes deeper and closer to the
nucleus. The asymptotic behaviour is defined by Eq. (101)
and has a different constants at different temperatures.
FIG. 10 Schematic behaviour of the thermal Coulomb potential Eq.
(84). The bold line corresponds to the potential at higher temperature
in respect to the dashed one.
However, the direct evaluation of the potential Eq. (84) is
possible raither numerically or analitically within the nonrel-
ativistic approximation, i.e. when we employ the approxima-
tion of small distances (of the order of Bohr’s radius). In this
way the thermal correction of the lowest order can be found,
see Eq. (72). Then, with the use of Schro¨dinger wavefunc-
tions, for the hydrogen atom one can obtain
∆Eβa = −
4Ze2ζ(3)
3piβ3
n2a
2
[
5n2a + 1− 3la(la + 1)
]
a20, (223)
where na is the principal quantum number of the hydrogenic
state a, la is the corresponding orbital momentum and a0 is
the Bohr’s radius. The energy difference for the states with
the same principal quantum number is
∆Eβ(nala)−(nala−1) =
4Ze2ζ(3)
piβ3
n2ala. (224)
As it should be the external field removes degeneration of
atomic states, in nonrelativistic limit it corresponds to depen-
dens of the energy shift on the orbital momentum la.
Parametric estimation of this correction follows from the
series expansion of sin in Eq. (72), where we should set
κ ∼ me(αZ)2 and r ∼ 1/meαZ in relativistic units. Thus,
28
TABLE IV Numerical values of the energy shift Eq. (223). In the
first column the principal quantum number, na, and orbital momen-
tum, la, are listed. In second and third columns the values of energy
shift (223) at the temperature 77 K are given in atomic units and s−1,
respectively.
na, la T = 77 K, ∆Ea in a.u. ∆Ea in s−1
1,0 (1s state) −8.6232 · 10−18 −0.356
2,0 (2s state) −1.2072 · 10−16 −4.991
2,1 (2p state) −8.6232 · 10−17 −3.565
3,0 (3s state) −5.95002 · 10−16 −24.598
3,1 (3p state) −5.1739 · 10−16 −21.389
3,2 (3d state) −3.6217 · 10−16 −14.973
4,0 (4s state) −1.8626 · 10−15 −77.002
4,1 (4p state) −1.7246 · 10−15 −71.298
4,2 (4d state) −1.4487 · 10−15 −59.891
4,3 (4f state) −1.0348 · 10−15 −42.779
TABLE V Numerical values of Eqs. (223), (224) in hydrogen atom
at the different temperatures. In the first column the temperatures in
Kelvin are listed. In second and third columns the values of energy
shift (223) are given in atomic units and s−1, respectively. Numerical
values of Eq. (223) at different temperatures are given in the last two
columns.
T , K ∆Eβ(1)2p−2s in a.u. ∆E
β
2p−2s, s
−1 ∆Eβ1s, s
−1 ∆Eβ2s, s
−1
300 2.0399 · 10−15 84.334 −21.08 −295.17
270 1.4871 · 10−15 61.479 −15.37 −215.18
77 3.4493 · 10−17 1.426 −0.356 −4.991
4 4.8354 · 10−21 1.999 · 10−4 −4.998 · 10−5 −6.997 · 10−4
∆Eβa ∼ Zαme(αZ)4/β3 r.u. or Z5α3/β3 in atomic units.
This estimation is the same order as the BBR-induced Stark
shift, see Eq. (165), in fine structure constant but is larger due
to the temperature factor. Thus, it can be expected that the
thermal correction Eq. (223) should cause a more significant
energy shift of atomic levels than the well-know BBR-induced
Stark shift.
The spectroscopic hydrogen experiments of the type
(Matveev and et al., 2013), (Beyer and et al., 2017) are car-
ried out at cryogenic temperatures. These temperatures refer
to the boiling point of oxygen (about 90 K) and lower. The
numerical values of energy shift Eq. (223) at the nitrogen
temperature 77 K for the different hydrogenic nala states are
listed in Table IV. The values of thermal energy shift for the
difference of 2p − 2s states in hydrogen atom at the different
temperatures are given in Table V. The thermal energy shifts
Eq. (223) for the 1s and 2s states in hydrogen at the different
temperatures are given in Table V in s−1.
At nitrogen temperature the thermal correction Eq. (223) is
twice less, see Table IV, than the declared inaccuracy of ex-
periment (10 Hz) (Matveev and et al., 2013) for the 2s − 1s
transition frequency. Notwithstanding, at room temperature
(see Table V) this correction is about 300 s−1 for the 2s state
in hydrogen. Thus, the thermal correction Eq. (223) can be
measured in modern experiments at variation of temperature
and with the use of thermal radiation shield (Beloy and et al.,
2014) for example. The relative energy shift at different tem-
peratures is δ
(
∆Eβa
)
/∆Eβa = 3δT/T0 (δT = T − T0 and
T0 is some fixed temperature) whereas the Stark shift will give
the ratio 4δT/T0 at low temperatures, i.e. these shifts can be
observed as the lines with different slope.
We should note here that the thermal correction Eq. (223)
has no significant influence on the muonic hydrogen exper-
iments (Pohl and et al., 2010), (Antognini and et al., 2013).
The corresponding estimation can be given asmµ∆Eβa , where
muon mass mµ ≈ 207me. At room temperature it is about
1.22 · 10−12 eV what is neglibly small. On the other hand the
nuclear finite size correction Eq. (218) is proportional to m3µ
but it is supressed by the factor of temperature β−5 ∼ 10−20
at room temperature. The same conclusion follows for all oth-
ers thermal corrections described in this paper.
B. Application to the determination of Rydberg constant
and charge radius of proton
As a most intriguing consequence one can estimate an in-
fluence of the thermal correction on the determination of Ryd-
berg constant and proton radius. The root-mean-square charge
radius, rp, has been defined by electronic hydrogen spec-
troscopic experiments and calculations of bound-state quan-
tum electrodynamics (QED) (Eides et al., 2001) with the 1
per cent uncertainty. The present value given by CODATA
is rp = 0.8775(51) fm (Mohr et al., 2012). On the other
hand, the muonic hydrogen experiment results to the value
rp = 0.84184(67) fm (Pohl and et al., 2010). The differ-
ence of these values is still the subject of current discussions.
However, very recently the new value 0.8335(91) fm of the
proton radius extracted from the electronic hydrogen experi-
ments was reported in (Beyer and et al., 2017). The devia-
tion of rp = 0.8758(77) and rp = 0.8335(91) fm was ex-
plained by the interfering transitions between 2s and 4p states
in hydrogen atom. The corresponding theory can be found in
(Labzowsky et al., 1994) and subsequent works (Labzowsky
et al., 2007, 2001), where the nonresonant corrections caused
by such interference were introduced.
To determine the Rydberg constant and proton radius we
employ expression for the energies of hydrogen atom levels
Enlj = R∞
(
− 1
n2
+ fnlj
(
α,
me
mp
, rp . . .
))
, (225)
where n, l and j are the principal, orbital and total angular mo-
mentum quantum numbers, respectively, R∞ = meα2c/2h
is the Rydberg constant (c is the speed of light and h is the
Planck’s constant), me andmp represent the electron and pro-
ton masses. The function fnlj denotes all the possible cor-
rections arising within the relativistic QED theory, see (Mohr
et al., 2016).
According to (225) we can write Enlj − En′l′j′ =
∆Eexpnlj−n′l′j′ , where we compare theoretical result (left-hand
side) with the experimental one which can be found in (Mohr
et al., 2016). Solution of two equations for two independent
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transitions will give the values of R∞ and rp. In our cal-
culations the values of fine structure constnant and speed of
light α = 1/137.035999136 and = 299792458 m/s were
used. The converting coefficient from atomic to SI units for
the energies (225) is 2R∞ cα2 . To evaluate the root-mean-
squared value the definition xrms =
√
N∑
i=1
x2i
N was employed.
At zero temperature the rms deviation was defined as a value
of transition frequency ± experimental uncertainty. The stan-
dard deviation of the overall result was defined with the use
of ∆xrms =
√
N∑
i=1
(xi−x¯)2
N(N−1) , where x¯ is defined via the arith-
metic average. The results of numerical calculations for the
different transitions and temperatures are listed in Table VI.
TABLE VI: Values of Rydbrg constant, R∞, and proton radius, rp, defined via Eq. (225) with the
account for thermal correction Eq. (223) in hydrogen atom are given. In the second column the temper-
atures in Kelvin are listed, in the third column the used transitions are given. In brackets the root-mean-
squared deviations in last digits defined via the experimantal inaccuracy are noted.
T , K Transitions R∞ inm−1 rp in fm
1a
0 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.5685501(2804) 0.879224(26185)
300 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568549 0.879185
77 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568550 0.879223
35 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568550 0.879224
5.8b 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568550 0.879224
2a
0 2s1/2 − 2p1/2, 1s1/2 − 3s1/2 10973731.5685701(3091) 0.879224(26185)
300 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568569 0.879185
77 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568570 0.879223
35 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568570 0.879224
5.8 2s1/2 − 2p1/2, 1s1/2 − 2s1/2 10973731.568570 0.879224
3
0 2s1/2 − 2p3/2, 1s1/2 − 2s1/2 10973731.5684420(3737) 0.869069(35322)
300 2s1/2 − 2p3/2, 1s1/2 − 2s1/2 10973731.568441 0.869030
77 2s1/2 − 2p3/2, 1s1/2 − 2s1/2 10973731.568442 0.869069
35 2s1/2 − 2p3/2, 1s1/2 − 2s1/2 10973731.568442 0.869069
5.8 2s1/2 − 2p3/2, 1s1/2 − 2s1/2 10973731.568442 0.869069
4
0 2s1/2 − 2p3/2, 1s1/2 − 3s1/2 10973731.5684698(2983) 0.869069(35322)
300 2s1/2 − 2p3/2, 1s1/2 − 3s1/2 10973731.568468 0.869030
77 2s1/2 − 2p3/2, 1s1/2 − 3s1/2 10973731.568469 0.869069
35 2s1/2 − 2p3/2, 1s1/2 − 3s1/2 10973731.568469 0.869069
5.8 2s1/2 − 2p3/2, 1s1/2 − 3s1/2 10973731.568469 0.869069
5
0 2s1/2 − 8s1/2, 1s1/2 − 2s1/2 10973731.5684174(2226) 0.866737(21089)
300 2s1/2 − 8s1/2, 1s1/2 − 2s1/2 10973731.568121 0.838254
77 2s1/2 − 8s1/2, 1s1/2 − 2s1/2 10973731.568412 0.866284
35 2s1/2 − 8s1/2, 1s1/2 − 2s1/2 10973731.568417 0.866714
5.8 2s1/2 − 8s1/2, 1s1/2 − 2s1/2 10973731.568417 0.866758
6
0 2s1/2 − 8s1/2, 1s1/2 − 3s1/2 10973731.5683873(1917) 0.860376(14689)
300 2s1/2 − 8s1/2, 1s1/2 − 3s1/2 10973731.568072 0.817419
77 2s1/2 − 8s1/2, 1s1/2 − 3s1/2 10973731.568382 0.859830
35 2s1/2 − 8s1/2, 1s1/2 − 3s1/2 10973731.568387 0.860325
5.8 2s1/2 − 8s1/2, 1s1/2 − 3s1/2 10973731.568387 0.860376
7
0 2s1/2 − 4p, 1s1/2 − 2s1/2 10973731.5680753(955) 0.833701(9399)
300 2s1/2 − 4p, 1s1/2 − 2s1/2 10973731.568050 0.831188
77 2s1/2 − 4p, 1s1/2 − 2s1/2 10973731.568075 0.833658
35 2s1/2 − 4p, 1s1/2 − 2s1/2 10973731.568075 0.833697
5.8 2s1/2 − 4p, 1s1/2 − 2s1/2 10973731.568075 0.833701
8
0 2s1/2 − 4p, 1s1/2 − 3s1/2 10973731.5679848(283) 0.817951(2213)
300 2s1/2 − 4p, 1s1/2 − 3s1/2 10973731.567957 0.815018
77 2s1/2 − 4p, 1s1/2 − 3s1/2 10973731.567984 0.817902
35 2s1/2 − 4p, 1s1/2 − 3s1/2 10973731.567985 0.817946
5.8 2s1/2 − 4p, 1s1/2 − 3s1/2 10973731.567985 0.817951
9
0 2s1/2 − 8d3/2, 1s1/2 − 2s1/2 10973731.5685481(2177) 0.879045(20348)
300 2s1/2 − 8d3/2, 1s1/2 − 2s1/2 10973731.568264 0.852088
77 2s1/2 − 8d3/2, 1s1/2 − 2s1/2 10973731.568543 0.878596
35 2s1/2 − 8d3/2, 1s1/2 − 2s1/2 10973731.568548 0.879003
5.8 2s1/2 − 8d3/2, 1s1/2 − 2s1/2 10973731.568548 0.879045
10
0 2s1/2 − 8d3/2, 1s1/2 − 3s1/2 10973731.5685285(3157) 0.875030(40541)
300 2s1/2 − 8d3/2, 1s1/2 − 3s1/2 10973731.568225 0.843903
77 2s1/2 − 8d3/2, 1s1/2 − 3s1/2 10973731.568523 0.874513
35 2s1/2 − 8d3/2, 1s1/2 − 3s1/2 10973731.568528 0.874981
5.8 2s1/2 − 8d3/2, 1s1/2 − 3s1/2 10973731.568528 0.875030
11
0 2s1/2 − 8d5/2, 1s1/2 − 2s1/2 10973731.5686806(1678) 0.891334(1546)
300 2s1/2 − 8d5/2, 1s1/2 − 2s1/2 10973731.568396 0.864759
77 2s1/2 − 8d5/2, 1s1/2 − 2s1/2 10973731.568676 0.890891
35 2s1/2 − 8d5/2, 1s1/2 − 2s1/2 10973731.568680 0.891292
5.8 2s1/2 − 8d5/2, 1s1/2 − 2s1/2 10973731.568681 0.891334
12
0 2s1/2 − 8d5/2, 1s1/2 − 3s1/2 10973731.5686702(1322) 0.889229(8291)
300 2s1/2 − 8d5/2, 1s1/2 − 3s1/2 10973731.568367 0.858617
77 2s1/2 − 8d5/2, 1s1/2 − 3s1/2 10973731.568665 0.888720
35 2s1/2 − 8d5/2, 1s1/2 − 3s1/2 10973731.568669 0.889182
5.8 2s1/2 − 8d5/2, 1s1/2 − 3s1/2 10973731.568670 0.889229
13
0 2s1/2 − 12d3/2, 1s1/2 − 2s1/2 10973731.5682973(2038) 0.855289(19577)
30
300 2s1/2 − 12d3/2, 1s1/2 − 2s1/2 10973731.566908 0.709526
77 2s1/2 − 12d3/2, 1s1/2 − 2s1/2 10973731.568274 0.853031
35 2s1/2 − 12d3/2, 1s1/2 − 2s1/2 10973731.568295 0.855078
5.8 2s1/2 − 12d3/2, 1s1/2 − 2s1/2 10973731.568295 0.855288
14
0 2s1/2 − 12d3/2, 1s1/2 − 3s1/2 10973731.5682628(2611) 0.847749(32329)
300 2s1/2 − 12d3/2, 1s1/2 − 3s1/2 10973731.566785 0.676319
77 2s1/2 − 12d3/2, 1s1/2 − 3s1/2 10973731.568238 0.845139
35 2s1/2 − 12d3/2, 1s1/2 − 3s1/2 10973731.568260 0.847505
5.8 2s1/2 − 12d3/2, 1s1/2 − 3s1/2 10973731.568263 0.847748
15
0 2s1/2 − 12d5/2, 1s1/2 − 2s1/2 10973731.5683920(1719) 0.864333(16339)
300 2s1/2 − 12d5/2, 1s1/2 − 2s1/2 10973731.567003 0.720402
77 2s1/2 − 12d5/2, 1s1/2 − 2s1/2 10973731.568368 0.862099
35 2s1/2 − 12d5/2, 1s1/2 − 2s1/2 10973731.568389 0.864124
5.8 2s1/2 − 12d5/2, 1s1/2 − 2s1/2 10973731.568392 0.864332
16
0 2s1/2 − 12d5/2, 1s1/2 − 3s1/2 10973731.5683636(2271) 0.858201(28433)
300 2s1/2 − 12d5/2, 1s1/2 − 3s1/2 10973731.566886 0.689374
77 2s1/2 − 12d5/2, 1s1/2 − 3s1/2 10973731.568339 0.855623
35 2s1/2 − 12d5/2, 1s1/2 − 3s1/2 10973731.568361 0.857959
5.8 2s1/2 − 12d5/2, 1s1/2 − 3s1/2 10973731.568364 0.858199
rms
0 10973731.568415(235)(61) 0.8649(240)(62)
300 10973731.567941(162) 0.8163(179)
77 10973731.568407(50) 0.8640(49)
35 10973731.568414(48) 0.8650(49)
5.8 10973731.568415(48) 0.8651(49)
aThe Lamb shift value measured in Harvard laboratory and experimental inaccuracy 9 kHz for determination of rms deviation
in first subline were used (Mohr et al., 2016). bThe nozzle temperature denoted in (Beyer and et al., 2017).
We should note that thermal correction Eq. (223) increases
with the gowth of principal quantum number and becomes
very important for highly excited states. In case of 8s state
in hydrogen this correction is equal to −11489.4 Hz at the
temperature 300 K and is significantly larger than the exper-
imental uncertainty 8.6 kHz. For the 4p state it is −671.107
Hz at room 300 K whereas the experimental uncertainty of
2s − 4p frequency measurement is about 2.3 kHz. Thus, we
can expect a strong impact of temperature enviroment on de-
termination of Rydberg constant and charge radius of proton.
This fact can be easily found from the results in Table VI.
In the last row of Table VI the rms values of Rydberg con-
stant and charge radius of proton are given with the corre-
sponding standard deviations. The value in the first brack-
ets for the Rydberg constant at zero temperature represents
the result of deviation defined via the experimental unaccu-
racy. All the results were evaluated by the ’direct’ averaging
of data in this table. However, it is obvious that some results
fall out. For example, the proton radius value for the tran-
sitions pair 2s1/2 − 12d5/2 and 1s1/2 − 3s1/2 (see row 16)
is 0.689374 fm. It means the only thing that such transitions
should not take into account thermal correction at room tem-
perature. Nonetheless, since the blackbody radiation is hardly
shielded one can assume that the thermal radiation has an in-
fluence on corresponding transition frequency measurements
depending on the external conditions of the experiment. Then,
combining the results in Table VI which are close to the data
of µH experiment, 1-6 at 300 K, 7,8 at 5.8 K, 9-12 at 300 K
and 13-16 at 77 K, one can find
R∞ = 10973731.568296(43)m−1, (226)
rp = 0.8526(47) fm.
Moreover, in (Beyer and et al., 2017) it was demonstrated
that the experimental accuracy in eH measurements have
reached the level when the nonresonant effects caused by the
interfering transitions become important. The most signifi-
cant influence arises for closely lying states with the account
for the fine or hyperfine structure of levels, see (Labzowsky
et al., 2007). In this case the process dependent corrections
lead to assimetry of line profile which does not allow an accu-
rate determination of line profile maximum, see (Labzowsky
et al., 2001). Discarding transitions 2s−2p1/2 and 2s−2p3/2
from the analysis, we get
R∞ = 10973731.568227(44)m−1, (227)
rp = 0.8453(51) fm,
what is in perfect agreement (0.5%) with the µH result for the
charge radius of proton.
Finalizing this part of work, one can conclude that the ex-
periments with hydrogen atom should take into account not
only the nonresonant effects, but the influence of thermal ra-
diation also. It is found that the Stark effect induced by black-
body radiation does not represent the dominant contribution to
the enrgy shift of atomic levels. In turn, correction Eq. (223)
leads to the dominant influence of thermal field on the atomic
level energies. It becomes most significant for highly excited
states in hydrogen atom. An accurate analysis of thermal cor-
rection Eq. (223) is required for each measured transition. In
turn, the muonic hydrogen experiment is not subjected to this
influence.
X. CONCLUSIONS
In this work the thermal QED theory for bound states is pre-
sented. For this purpose the photon propagator was derived
when the vacuum state is replaced by the occupited (heated)
one. Consideration of heated vacuum was restricted by the
photon part only since the fermion part is suppressed exponen-
tially in this case. In particular, it was shown that the Feynman
photon propagator contains the thermal part which is given by
the Hadamard propagation function. In turn, it allows us to
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find an alternative form of thermal photon propagator which,
of course, can be reduced to well-known result. However, the
new form presented via the contour integration in k0 plane
admits a simple introduction of gauges. The gauge invariance
serves a tool for validating results.
In opposite to the thermal photon propagator derived in
(Dolan and Jackiw, 1974; Donoghue and Holstein, 1983) the
new form allows also simple consideration of static limit for
the external charge current and, as a consequence, the descrip-
tion of thermal interaction for two charged particles. However,
as in case of (Donoghue et al., 1985), there are divergences in
various radiative corrections including the lowest order (one-
photon exchange correction). All the divergences arise from
the Planck’s distribution function included in the thermal pho-
ton propagator and are infrared. The renormalization proce-
dure of such divergences was described in (Donoghue et al.,
1985) within the QED theory for free particles.
In this paper the thermal correction of lowest order within
the QED theory for bound states was considered. This correc-
tion corresponds to the one thermal photon exchange diagram
and it is divergent. To renormalize this correction the new
procedure was suggested. In particular, at first it was shown
that the infrared divergence for bound states is cancelled pre-
cisely by the contribution of free particles which is state-
independent. Subtraction of thermal contribution for free par-
ticles corresponds to renormalization by the ’unphysical’ (un-
measurable) contribution which represents the counter-term.
Then it was demonstrated that the same result arises with the
use of regularization procedure of the thermal photon propag-
tor via the coincidence limit. Final result for the lowest order
thermal correction is convergent and gauge invariant.
In further, the regularization procedure of thermal photon
propagator was prolonged onto the thermal radiative correc-
tions of the next orders. The gauge invariance of the results
was verfied. On example of thermal self-energy correction
it was established that the regularization procedure suggested
in this work gives a physical result. Namely, in opposite, for
example, to the results of (Zhou et al., 2017) there are no ’ad-
ventitious’ contributions besides the Stark shift and BBR in-
duced level width. Latter have a simple analogy with the QM
results and ’ordinary’ zero vacuum QED case when the real
part of one-loop self-energy correction represents the energy
shift and the imaginary parts corresponds to the lifetime of
atomic level, see (Labzowsky et al., 1993).
The most important result of this work is presented by
the derivation of thermal Coulomb potential. This potential
arises immediately from the Coulomb part of thermal pho-
ton propagator with the use of regularization procedure sug-
gested in this paper, although the subtraction of the counter-
term for free particles could be used with the same success.
This potentai l is gauge invariant and can be considered as
the Bose potential induced by the thermal coulomb photons.
The two asymptotics are found for this potential: for small
and large distances (temperatures). The former corresponds
to the bound states and laboratory experiments with atomic
systems. Then the thermal correction of lowest order (ther-
mal one-photon exchange) follows immediately from the cor-
responding Taylor series.
As an application of found thermal correction the problem
of Rydberg constant and proton radius determination was dis-
cussed. It was demonstrated that thermal effects can lead to
essential contribution in measurements of transition frequen-
cies. In this work such influence was taken into account fo the
’directly’ measured transitions only, see Table VI. Finally, the
perfect agreement of proton charge radius defined from the
eH and µH spectroscopic experiments can be established.
In addition, thermal effects described in this work can be
important in studies of highly charged ions and atomic clocks,
for the search of time variation of fundamental constants
in laboratory and astrophysical experiments. Perhaps, ther-
mal Coulomb potential will find application in other areas of
physics.
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