In the recent literature there are indications of some confusion regarding the Lutz-Kelker bias: whether or not it exists, and if so, what it is and when it should be corrected. Here we carefully reexamine Lutz & Kelker's original work to understand what they actually did, and then look at their later papers and some other works on the subject. There is, properly speaking, no universal Lutz-Kelker bias of individual parallaxes. There is a bias for stars that are members of samples which is different from, but often has the same form as and is given the name of, the Lutz-Kelker bias. The overall bias for samples selected according to relative parallax error is sometimes given the name of Lutz-Kelker; in fact it is, or is very nearly the same as, that discussed by Trumpler and Weaver. The Lutz-Kelker corrections can, under certain conditions, be used to counter that bias. The Lutz-Kelker correction applied for an isolated star (independent of sample properties) is an incomplete refinement of the estimate of absolute magnitude calculated directly from the parallax, not a correction for bias.
INTRODUCTION
In recent years there have been a number of papers dealing in some way with the Lutz-Kelker bias. In many of these there are signs of a certain degree of confusion. For example, in a paper on the calibration of the Cepheid period-luminosity relation Feast & Catchpole (1997, hereafter referred to as FC) mentioned in a footnote that a referee had wanted them to include a correction for Lutz-Kelker bias. They declined and in response made two points as to why: (i) because their method of analysis was equivalent to scaling the parallaxes to a common distance, if such a correction were to be applied it would be done on the basis of a relative parallax error for the sample mean and would therefore be quite small; and (ii)
are not appropriate for samples limited solely by apparent magnitude, which are the very ones subject to the Malmquist bias. The two biases are related, as was pointed out in Smith (1987a, hereafter Paper I), but there is no cancellation.
As another example, consider the following. In a comparison of ground-based parallaxes with much more accurate Hipparcos parallaxes, Oudmaijer, Groenewegen & Schrijver (1998, hereafter referred to as OGS) presented empirical evidence of what they termed the Lutz-Kelker bias. In fact, the bias they demonstrated was one that is commonly taken to be that originally discussed in the famous Lutz & Kelker (1973, hereafter LK1) paper but, as we will show, is actually not the same one. Subsequently, their evidence of bias was dismissed as merely an artefact of their having plotted quantities that are correlated (Pont 1999 , hereafter P99; also Arenou & Luri 1999, hereafter AL99 ). Yet, as we will demonstrate in Section 3, the bias is real, and their diagrams show clearly how it arises in a manner like that envisioned by Lutz & Kelker. Our last example is a paper by Arenou & Luri (2001, hereafter AL01) , who, in discussing statistical effects in Hipparcos parallaxes, asserted that Lutz-Kelker bias arises entirely because of the selection of a parallax sample according to relative parallax error, which we will here denote by λ ≡ σ π /π , rather than being associated with individual parallaxes. (In this formula σ π is the error in the parallax and π is the observed parallax.) Specifically, their comment was as follows. 'The problem [Lutz-Kelker bias] originates when stars are selected by imposing a (usually small) limit to the relative parallax error, in the hope of getting the most precise absolute magnitudes. Since this is a truncation on the observed parallax, whose distribution is not uniform, the resulting mean absolute magnitude is biased.' The problem with their assertion (which they were by no means the first to make) is that it flatly contradicts Lutz & Kelker themselves, who claimed that the bias they found is independent of any selection according to parallax. This is confusing to those who accept Lutz & Kelker's claim at face value and consider individual parallaxes biased, as (so it seems) did the referee in our first example. To be sure, imposition of a low limit on λ does in general cause bias, but again it is not the original Lutz-Kelker bias. Rather it is the mean of the bias demonstrated empirically by OGS.
In order to answer the question posed by this paper's title as well as to resolve difficulties like those of the preceding examples, we will carefully analyse Lutz & Kelker's original paper and consider some later papers by Lutz and others. At the end of this process we should have the answer to our main question. That question in turn leads naturally to a reconsideration of the whole problem of calibration by means of trigonometric parallaxes, which we will address from a broad perspective.
The next section, then, is a detailed look back at this famous paper and a brief glance at a later paper by the same authors. The third section is a critical analysis of LK1 in the light of some subsequent works on the subject, including several by Lutz alone as well as OGS and some of the present author's work. Calibration methods based on linear approximation are considered in the fourth section. The fifth section tests the performance of two exact methods. Our conclusions are summarized in the sixth and final section.
When this paper was almost complete we discovered the very recent paper by Sandage & Saha (2002, hereafter SSXI) also dealing with the Lutz-Kelker corrections, in connection with the planned study of RR Lyrae stars using the FAME (Full-sky Astrometric Mapping Explorer) satellite. That paper gives an interesting historical perspective on the subject, and they make some of the same points we have in this paper. However, our viewpoint on LK1 and LutzKelker differs considerably from theirs, and our conclusions regarding calibration methods are sharply different. We will comment on the similarities and differences at the appropriate points below.
THE ORIGINAL LUTZ-KELKER PAPER
At the very beginning of their paper, Lutz & Kelker quoted Trumpler & Weaver (1953, hereafter TW) to the effect that when a sample is selected according to a lower limit on parallax the errors cause the sample mean parallax to be systematically too large. As is well known, the latter authors presumed that the distribution of true parallaxes is monotonically decreasing (on the basis of a uniform space density) and that the errors would therefore scatter more stars into the sample (with positive errors) than out of it (with negative errors). Lutz & Kelker then applied the same reasoning to a small range of π values at the lower boundary, π l , pointed out that the same type of systematic error would be present in any other interval of parallax, and asserted that this systematic error 'is not caused by the use of a lower parallax limit' and 'exists at all values of parallax....' If the error exists at any discrete value of parallax, as it does in the limit of an infinitesimal range in π , then it must apply to an individual star's parallax, and in fact we see later that the correction is calculated from the particular star's parallax and error. Also, Lutz & Kelker's explicit rejection of any connection between the parallax limit for the sample and the bias at any given π suggested that the bias is independent of the star's membership in any particular sample; one naturally infers that the bias affects the parallaxes of isolated stars as well as those of sample members.
Although this association of the bias with isolated stars seems obvious, it is somewhat at variance with the context. In the earlier investigations that they cited -the analytical treatments of Ljunggren & Oja (1965, hereafter LO) and of West (1969) as well as the Monte Carlo experiments of Wallerstein (1967) -the emphasis was on bias in results for samples. The title of the paper ('On the Use of Trigonometric Parallaxes for the Calibration of Luminosity Systems') likewise points towards a concern with samples: one does not calibrate using a single star. However, nowhere did the paper address the issue of sample corrections (obtained from the individual corrections) directly.
Section II, in which the (dimensionless) form of the conditional distribution of true parallaxes was derived, was presented in terms of a sample of stars all having the same observed parallax and the same parallax error. Implicit in this approach is the idea of a larger sample from which this special sample, entirely distinct from the sample referred to in the quote from TW, is to be drawn; we will refer to this larger sample as the supersample. Only one characteristic of the supersample is stated explicitly, namely that its members are distributed uniformly through space. From that we would plausibly infer that the supersample is imagined to include all stars, i.e. it is complete. If all stars had measured parallaxes one would then select the special (sub)sample of those having identical measured parallaxes; these would have a range of true parallaxes, just as stated in LK1. For the complete supersample, the systematic error referred to in the introduction of LK1 is universal and applies to the measured parallax of any star. The complete supersample does not appear to correspond to any real set of data, so it has the character of an idealized entity introduced solely for the purpose of derivation, as does the special sample; after all, one does not ordinarily encounter in practice large numbers of stars with identical parallaxes and errors.
If the bias is for single stars, why is the derivation based upon the special sample? In our opinion, the answer is that the special sample provided an opening to introduce the statistical concept of a distribution of true parallaxes for the given value of observed parallax, g(π|π ). The idea that the true parallax of a star could have a distribution of possible values -as a statistical variable to be estimated -rather than a unique value could have been disturbing to some readers, whereas the notion that a number of stars could have such a distribution would not. By using this approach the authors avoided having to introduce the Bayesian formalism natural to such an approach (see Section 3.2 below), which at that time would have been considered questionable from a statistical viewpoint. Although the concept of a distribution of true parallax for an individual star might have seemed quite new, such a distribution given the star's π and apparent magnitude m and an assumed Gaussian luminosity function had already been used by LO. However, the latter authors also had suggested thinking of this distribution as arising from a large number of stars sharing the same parallax and error.
The graph as well as the equation for the dimensionless form G(Z) of the conditional distribution g, where Z ≡ π/π , showed that the correction for a given star depends on its λ and only on λ, a 'surprising' result in the authors' opinion. They concluded from the figure that only for λ less than or equal to some critical value between 0.15 and 0.20 was G(Z) sufficiently well behaved to make a correction possible; in the following section they showed that the critical value is 0.175.
Section IV was mostly a summary of the results, but there were several noteworthy features. At the beginning the authors stated that they have shown there is a systematic error in M from trigonometric parallax for 'ALL stars' (emphasis theirs) depending solely upon λ. As in the introduction of LK1, the implication is this error is universal, the more so as it has not been demonstrated to be dependent upon any supersample properties other than uniform space density to this point. They briefly considered the validity of the assumption about density, concluding that given the accuracy of contemporary parallaxes it was a 'reasonable approximation. ' They next addressed the issue of selection of stars for parallax measurements, observing that, if not all stars have measured parallaxes, the measurement selection process might require that the form of the underlying true parallax distribution be modified from its π −4 form for uniform space density and that g be altered accordingly. The supersample, now consisting only of those stars with measured parallaxes, would be incomplete. This comment was a foreshadowing of Lutz's later papers, as we will see; it also had major implications for how the corrections would come to be regarded. The complete supersample had been an idealization, like a finite version of the infinite population in statistics, introduced solely in order to estimate the effect. The incomplete one, with its observational selection, was essentially a real sample. This change in the supersample, apparently minor, represented a huge shift in how the corrections were to be interpreted. The systematic error of Lutz-Kelker form posited on the basis of the complete supersample universally affected individual parallaxes, whereas the error found using the incomplete supersample would be a bias that would depend on the form of the selection and thus on the characteristics of the sample. Here is the origin of that commonplace confusion of the original Lutz-Kelker bias with the one demonstrated by OGS and the one discussed in AL01 for selected samples.
Finally, at the very end of the section Lutz & Kelker stated that their results would be applied to the 'K-line calibration' problem. (They were referring to the Wilson-Bappu effect, which relates absolute magnitude to the equivalent width of a reversal in the cores of the H and K lines of late-type stars.) In that later paper (Lutz & Kelker 1975 ) they calibrated the relation using individual absolute magnitudes to which the Lutz-Kelker corrections had been applied, as indeed one would have expected. (Actually they used two methods to find the Wilson-Bappu relation, one of which involved grouping. This last was an expedient way of solving the two-error least squares problem; it has nothing to do with sample properties.) From this fact it seems irrefutable that the Lutz-Kelker corrections were originally intended to be applied to the absolute magnitudes of individual stars regardless of whether those magnitudes were to be averaged.
In SSXI it was stated that LK1 'was so clear that it soon became the principal reference to the problem [of systematic error]'. Historically this is a correct statement. However, the confusion to which we have alluded in Section 1 (documented by only a small sample of papers for brevity) is evidence of the fact that the seeming clarity of LK1 masks a profound ambiguity surrounding the nature of the Lutz-Kelker bias.
LUTZ'S LATER PAPERS AND COMMENTS ON THE LUTZ-KELKER BIAS

Lutz's later papers
Despite their application of individual corrections in the study of the Wilson-Bappu effect published later, Lutz in his later work concentrated on applications of the corrections to samples. (Kelker seems to have discontinued publication on the subject after 1975.) As stated in LK1, he was concerned about the effect of the sample selection process on the distribution of true parallaxes. Recognizing that an apparent magnitude limit for the supersample together with an assumed luminosity function would modify the distribution of true parallaxes from the originally assumed π −4 form, he (Lutz 1979 , hereafter LK2) published a sequel to the earlier paper in which he considered the effect of the modification. He assumed, as had LO and Turon & Crézé (1977, hereafter TC) previously, a Gaussian luminosity function (LF) for the purpose of calculating modified corrections, and like the latter authors he was able to calculate such corrections for λ>0.175, ones which (unlike the original ones) could be either positive or negative. Consistently with his concern over the supersample magnitude limit, he chose to parametrize using the parallax π 1 corresponding to the maximum distance a star of the mean absolute magnitude could be detected given the limiting apparent magnitude m l for the sample. In contrast, in TC the choice was the parallax π A that the individual star would have if it had the mean absolute magnitude and its own apparent magnitude. In both cases one had to assume not only a specific form for the LF but also a nominal mean absolute magnitude and width σ M in order to calculate a correction.
Of course there was a circularity to this procedure that was disturbing, and Lutz tried to avoid it. His attitude was plainly stated in the discussion that followed his talk at IAU Colloquium 76 (L83): he preferred not to assume an LF at all. By rejecting any special assumptions he hoped to retain some of the generality of the corrections obtained in LK1. He had argued in LK2 that the original Lutz-Kelker corrections apply whenever the measured parallaxes are substantially larger than π 1 regardless of the form of the LF. The reason is that the apparent magnitude cut-off does not affect the spatial distribution in that case; in other words, the cut-off is for parallax values well below those of the sample and has virtually no effect. This property of the modified distribution of true parallax may be seen in Fig. 1 , which is based on fig. 1 of LK2. Naturally in this case the original restriction on λ found in LK1 still holds. This approach is not entirely general, since the value of π 1 must still be estimated in some manner. Lutz described an iterative procedure to do so in LK2 but later (Lutz 1986 ) expressed doubt about such procedures.
In his later papers on the subject (L83; 1986, hereafter L86) he considered three types of samples: those effectively limited by true distance, which he called 'volume-limited'; those defined by a lower parallax limit π l , which we may call 'parallax-limited' (and which, if σ π is the same for all parallaxes, are thus also λ-limited); and those limited solely by the magnitude cut-off, which he termed 'magnitude-limited' samples. Of course, the 'parallax-limited' sample is precisely the kind of sample originally considered in TW. Because of this concentration on samples we may fairly conclude that the emphasis on sample bias rather than individual bias was definitely reinforced by Lutz's later work. (A quote from one of these papers, to be given below, will confirm this conclusion.)
The methodology of LK1 and the question of bias
In LK1 it was assumed that the parallax errors obeyed a Gaussian law and were thus symmetric around the true value. If π was not biased by the errors, where did the bias originate? It was attributed by them to the underlying distribution of true parallaxes. The approach taken by Lutz & Kelker here was implicitly Bayesian, as was pointed out considerably later by the present author (Paper I). (At the beginning of the latter paper there is a brief but fairly general discussion of Bayesian estimation as well as its relation to maximum likelihood, to which the reader is referred.) The π −4 distribution of true parallaxes used by them for the complete subsample was in our opinion a makeshift for the probability density function (pdf) of the true parallax that serves as the prior in the Bayesian approach. As its name implies, the prior represents the state of one's knowledge or belief about the statistical quantity of interest prior to obtaining the measurements used in the estimation process; it serves as a kind of weight function influencing the estimate. The choice of a prior is the most controversial aspect of Bayesian statistics because in some cases it might seem to have something of a subjective character. In 1973, when LK1 appeared, Bayesian statistics was considered highly questionable, partly due to earlier strong opposition from the distinguished statistician R. A. Fisher on just these grounds; see e.g. Kendall & Stuart (1977) . As has been suggested above, this fact might explain the absence from LK1 of any reference to Bayesian statistics. (Later it became not only respectable but even fashionable in the statistical community, and in recent years it has become firmly established in astronomy; see Berger 1997 and Jefferys & Ries 1997) .
As may be noted in Fig. 1 , the prior when m < m l (LK2) is different from that when m = m l or some other value (TC). The prior would also be different if the spectral type and colour of the star are unknown but m is known; to obtain the prior one must use the general LF, as in Hanson (1979, discussed in Paper I) . Furthermore, as was suggested in Smith (1987b, Paper II) , if the proper motion of the star is known and if one has a kinematic model appropriate to the type of star, one can modify the prior to take the additional information into account in order to further refine the estimate of absolute magnitude; if the stellar type is unknown or if one does not have a model for that type one must use a model appropriate to the local solar neighbourhood with all types lumped together. We thus find that there will be different priors for the different degrees of knowledge we have about the given star and therefore different corrections.
If we ignore for the moment the bias associated with the incomplete supersample and real samples, which were mentioned as an afterthought, the methodology of LK1 was entirely consistent with the above-stated principles as far as it went; it just did not go far enough. Had Lutz modified the prior according to the star's apparent magnitude rather than the sample limiting magnitude he would have extended the usefulness of their approach and also have made clear the relative nature of the corrections. By concentrating instead on the generality of the original Lutz-Kelker corrections for all parallax-limited samples he still tended to treat them as in some sense 'fundamental' (L83) or universal.
If by the term 'bias' we mean the difference between the estimator and the true value of the quantity being estimated (as one customarily does), it follows directly from the preceding considerations that the Lutz-Kelker correction as presented in LK1 is not really a compensation for bias. Rather it is a refinement of the estimate M obtained from π based on the assumption of uniform space density and utilizing no other information; in other words, it is incomplete. From our present viewpoint it makes no sense to settle upon the particular choice of prior by Lutz & Kelker as the uniquely correct one. It is always possible that additional information is at hand or would become available that would modify the prior, as we have discussed above. Thus the Lutz-Kelker corrections cannot be considered universal, as was implied by LK1.
With the calibration problem there are at least three different types of bias (in addition to that caused by systematic error in the measurements). The first might well be called truncation bias, because it results from truncation of a sample according to a limit or limits on the observables when the latter are subject to random errors of measurement. The classic example of this type is the sample bias discussed in TW. A second kind of bias is modelling bias, arising from an incorrect model fitted to the data. The bias associated with an approximate method, such as one of those based on linear approximation discussed below, is of this type. The third is what may be termed transformation bias, because it results from the non-linear character of the transformation from a directly measured quantity with its associated error to some other, desired, quantity. Two of the three estimators referred to in Paper I -the expectation, δ 1 , and the most probable value, δ 3 -are affected by the transformation, while the median of the pdf δ 2 is not. This is exemplified by the bias in δ 1 introduced when transforming parallax to distance by the usual inverse relation that was pointed out by Smith & Eichhorn (1996) . A different bias originating from the logarithmic transformation to absolute magnitude was also noted by those authors and explicitly examined by Brown et al. (1997) . Transformation bias will be present whenever one non-linearly transforms data containing errors (unless one uses δ 2 as the estimator). What most commonly goes by the name of Lutz-Kelker bias involves both truncation bias (with both upper and lower limits of the infinitesimal interval) and transformation bias (through conversion of parallax to absolute magnitude).
OGS's evidence for bias
Having adopted this position, we are confronted with the results of OGS, which claimed to have empirically confirmed the existence of Lutz-Kelker bias. It is essential to correctly understand what this paper demonstrated regarding bias. In the first part of the paper, ground-based parallaxes π G for a mixed sample of some 2187 stars were compared with the corresponding high-precision Hipparcos parallaxes π H , the latter restricted to λ<0.05 (together with a couple of other restrictions which, we believe, are irrelevant for the present discussion). Its fig. 1(c) showed the error in absolute magnitude (assuming π H to be essentially the true value) as a function of log(π G ). By concentrating on each particular value of π G by itself and assuming that the values of the errors σ π G are roughly the same for all those stars, we can approach a sample of stars like that in LK1. That figure qualitatively resembles our Fig. 2 , which was generated using a synthetic sample (N = 8000) of ground-based parallaxes for stars having a uniform space density with a cut-off in true parallax of 10 mas, a uniform LF between absolute magnitudes 4.7 and 5.3,σ π G = 4 mas, and m l = 11. By comparison, for typical Hipparcos errors of 0.5-1.0 mas and the OGS limit of 0.05 on λ we have an approximate cut-off for the OGS sample of π H = 10-20 mas.
Two features are apparent in both these figures: (i) at very small π G , the error M ≡ M G − M is strongly negative, where M G is the absolute magnitude calculated from π G and M is the 'true' (Hipparcos) value; and (ii) at somewhat larger, but still small, values M is systematically slightly positive. These features constitute, respectively, a negative bias at the smallest values and a positive bias at somewhat larger values. AL99 ascribed the appearance of the OGS diagram to the sample being volume-limited together with the effect of correlation of the parallax errors with the magnitude errors, and it is certainly consistent with their explanation. The sharply defined upper envelope in our Fig. 2 is defined by the cut-off of 10 mas in π and has a slope of 5 because of the relationship between M and log π. An error in a given parallax displaces the point representing a star up or down along such a line away from the horizontal line at M = 0. The typical magnitude of these displacements is greatest when π is small. Because of the sample cut-off in π any π G smaller than 10 mas must have resulted from a negative parallax error, which causes a negative M. The positive bias at slightly larger π G is the net result of negative errors from larger π and the more numerous positive errors from smaller π , which is precisely how Lutz & Kelker envisioned it arising. If we plot the mean M against λ, as in Fig. 3 with bins of width 0.025 in λ for our sample, or as in OGS's fig. 2 , we can recognize this positive bias as matching the Lutz-Kelker one. In both figures the mean M follows the Lutz-Kelker relation (the solid curve) for λ<0.175. The negative bias at larger λ, referred to by Oudmaijer et al. as a 'completeness effect', is again the result of the parallax cut-off and the negative errors. (Something like these features may be seen in figs2and5of SSXI, which are graphs of M versus r; however, the cut-offs in true distance with their samples are from limiting apparent magnitude rather than true parallax.) Clearly there is a bias for members of samples which at least in some cases closely resembles the original Lutz-Kelker bias.
Is this a universal bias? Emphatically it is not, nor did the authors so claim. Fig. 4 shows a diagram like that of Fig. 3 for a synthetic sample having m l = 7 instead of 11 but with everything else the same. The cut-off in true parallax is now dex[−0.2(m l − M min ) − 1] = 34.7 mas instead of 10 mas (with M min = 4.7 as stated above), and the upper envelope in the diagram crosses the M = 0 line at λ = 4/34.7 = 0.115 instead of 0.4. The means of M no longer match the Lutz-Kelker curve but drop below it for λ>0.075. Suppose we consider a star having π G = 32 mas, for which λ = 0.125. If it is a member of the sample having m l = 11, according to Fig. 3 we ought to apply the usual Lutz-Kelker correction to estimate its true M. On the other hand, if it is a member of the sample with m l = 7 we should instead apply a correction almost twice as large in the opposite direction as indicated by Fig. 4 . We can even imagine a situation where the same star could at different times be considered a member of different samples. We thus find that the bias depends on the properties of the sample. The bias seen here is not inherent in the individual parallax value considered together with its error, as was contended in LK1. Thus this bias is not that proposed originally by Lutz & Kelker. Consider what happens when the sample of Fig. 3 is truncated at some relatively small value of λ as an upper bound; call it λ u . As noted above, AL99 pointed out that such a truncation is common when investigators seek a highly accurate set of parallaxes and that bias commonly results. The reason is that the truncation preferentially cuts out the parallaxes with negative errors which dominate at small π G and thus at large λ. The bias inM for the truncated sample will be the average of the individual biases, which in this case follow the Lutz-Kelker prediction, so we can apply the individual corrections in order to obtain the sample correction. If λ u > 0.175 it is no longer possible to calculate corrections for all of the stars, so no meaningful sample correction can be obtained. Indeed, from Fig. 4 we see that if m l is small enough the Lutz-Kelker corrections cannot be used even to λ = 0.175. The applicability of the corrections is limited to those samples truncated entirely by λ (and not by m l ) at a value no greater than 0.175. If all stars have the same σ π G then λ u corresponds to a unique parallax limit π l , and the sample is of the type we have termed 'parallax-limited.' Such a sample has all π π 1 according to Section 3.1 and Fig. 1 , and the bias is that originally described in TW. As a matter of fact, Lutz (L83, p. 43) stated: 'The bias introduced by selecting on the basis of observed parallax was evaluated by Lutz & Kelker (1973) based on a suggestion by West (1969) ' (italics ours). Thus we have Lutz himself contradicting the statement about a parallax limit in LK1! On the other hand, if not all stars have the same σ π G ,w eh a v ea truncation bias nearly the same as, but not identical to, that of TW (together with the transformation bias to M). Once again, neither of these biases is the original Lutz-Kelker bias.
If λ u is chosen large enough to include the entire (distancelimited) sample and there are no non-positive parallaxes, then all positive and negative parallax errors for the entire distance-limited sample are included, they cancel out on average because of symmetry, and no Lutz-Kelker correction is necessary (AL99). If there are any non-positive parallaxes we cannot directly calculate M for those stars; then there is effectively a truncation bias with π l = 0 as a lower bound. The same statements are true of a magnitudelimited sample when all positive and negative errors are included. Thus the Lutz-Kelker corrections should not be applied when one has a magnitude-limited sample, as we noted in the Introduction and was pointed out empirically in Paper IV (but was given an incorrect explanation, namely that λ decreases as m l is reduced). The only biases that need to be considered are the Malmquist bias and the transformation bias.
The so-called Lutz-Kelker bias studied in SSXI in connection with the RR Lyrae stars is the real bias associated with particular samples, like the one in OGS. Individual bias for an isolated star was not considered by those authors because they viewed the problem in the context of correcting an observed frequency distribution (fd) for observational errors, following Eddington (1913 Eddington ( , 1940 and Jeffreys (1938) . That situation corresponds to what we have termed the case of the incomplete supersample, a real sample as opposed to the idealized complete supersample. They evidently overlooked the complete supersample and the claimed universality of the bias, which is presumably why LK1 seemed so clear to them.
LINEAR METHODS FOR LUMINOSITY CALIBRATION USING TRIGONOMETRIC PARALLAXES
As SSXI noted, we can avoid the difficulties associated with the Lutz-Kelker corrections by using maximum likelihood (ML) methods. (We will comment on the reasons below.) There are actually two different kinds of such methods, as will be shown in this section and the next. Here we consider ML methods that are based on linear approximations, which includes the one mentioned in SSXI. Exact ML methods will be presented and tested in the next section.
In Smith (1987c, hereafter Paper III) an ML calibration method was developed in a linear approximation to the method outlined in Paper I, based on uniform space density and a Gaussian LF. It was derived using the assumption that the parallaxes have relatively small errors; a largely arbitrary validity criterion of λ<1 / 3w a s prescribed for its application. We will not reproduce the derivation but will comment on some features of the method, which is formulated in terms of magnitudes because their spread dominates parallax errors. After that we will derive a linear method valid when the errors in absolute magnitude are relatively small.
Our starting point is the pdf for M i from Paper I, namely its equation (27):
Here σ i ≡ 2.17σ π,i /π i is the (approximate) dispersion in magnitudes corresponding to the relative parallax error, the mean M including Malmquist bias isM ≡ M 0 − 1.38σ 2 M , M 0 is the mean M per unit volume, and σ M is the intrinsic dispersion in absolute magnitude for the given type of star. (For simplicity we will assume that the latter is fairly accurately known; the more general case when it is unknown is treated in Paper III.) Substitution for π in terms of M and linear approximation lead to the approximate pdf, equation (8) of Paper III:
The first term inside the brackets on the right-hand side is associated with the pdf of M i from the parallax measurement by itself; here M i is the absolute magnitude calculated directly from π l . We of course must be able to calculate M i , which means that π i must be positive. (This caveat opens the possibility of truncation bias with π i = 0.) The second term inside brackets is associated with the prior for M i when m i is given. For estimatingM we have no prior information, so we use maximum likelihood and form the components of the likelihood function by convolution of the two exponential distributions and normalizing. The result for the natural logarithm of the likelihood is (with = 3.1416 ...being the mathematical constant)
as in equation (14) in Paper III. Differentiating with respect toM and setting the derivative equal to zero, we find for our formal ML estimatē
with the weights given by
There is a modelling bias associated with this approximation, as was shown in tabular form in Paper IV (and also noted in P99). Here we find that numerically it is 0.69σ (20) of Paper III:
The residual
From the convolution referred to above, the expectation of
Then the expectation of the square of the residual is
As u i 1, it follows that the corrected values will be no more widely scattered than the actual absolute magnitudes, whose variance is σ 2 M . If σ i >σ M the expectation approaches the approximate form
so that the standard deviation is σ 2 M /σ i and the corrected values are in a sense 'too close' toM, a result originally obtained by Eddington (1940) . From the definition of σ i we can write the above condition as λ i > 0.46σ M , which does not restrict the use of the method for calibration but should be considered when using the corrected values.
The preceding method, cast in terms of magnitudes, we call our M-method. We now derive a linear method for the case when the relative parallax errors are more important than the spread in magnitudes, our so-called p-method. Because we are formulating the method in terms of parallax rather than magnitude we must transform to a new pdf, essentially that of Smith (1985) ,
M is the appropriate mean for this formulation. We note the difference between this mean and the one for the M-method, which wasM = M 0 − 1.38σ 2 M ; the two methods estimate parameters which are in general different. The reason is that M is the most probable M for a given m whereasM is associated with the most probable π. We write
where π p,i is the so-called photometric parallax, equal to dex[−0.2(m i −M) − 1]. If the spread in M is indeed small, π i will be close to π p,i and the quantity in parentheses nearly unity (with a logarithm near zero). We convert the common logarithm to a natural logarithm; then, using the approximation ln(1 + x) x we have that
We introduce an (approximate) standard deviation for the photometric parallax σ p,i = 0.46σ M π p,i (which resembles a rearrangement of σ i from equation 6 of Paper III). Then the pdf is
Following the same procedure as in Paper III, namely completing the square, we find that the most probable value of π i is
where
p,i . Exactly the same formal manipulations may be carried through for the parallax as were used with the absolute magnitude for the M-method. The estimation ofM is again by maximum likelihood, just as above and in Paper III. We have
From the definition of π p,i we have that
Differentiating ln L with respect toM and setting the derivative equal to zero, we find that
Define an auxiliary function k i ≡ dex(− 0.2m i − 1), so that π p,i = k i 10 0.2M * , and the preceding equation becomes
We can now solve forM * :
As with the M-method, there is a modelling bias for the p-method; it arises from the approximation to the form of p(π i | π i ;M,σ M )and is in the amount 0.69σ This latter bias term was obtained analytically by Jung (1971) and may be seen in table 5 of SSXI. In what follows, M 2 will be the mean absolute magnitude we are solving for; we emphasize that it is different from the Malmquist-biased value M 1 .Ifσ M is known, the additional bias term can of course be addressed using an a posteriori correction.
The asymptotically unbiased estimation (AUE) method from TC, which according to those authors is essentially equivalent to the method of Roman (1952) , is very close to our p-method. A scaled parallax is defined by p i ≡ α i π i with the scalefactor α i ≡ dex(0.2m i + 1). (This scaling is equivalent to moving the star so that it has m =−5.) The quantity dex(0.2 M * 2 ) is then found as the weighted mean of these so-called reduced parallaxes, as
where the weights are defined by
We redefine the weights as
π,i and finally arrive at the form
If we recognize that the scalefactor α i is just the inverse of our auxiliary variable k i , we can substitute into equation (18) to obtain for our p-method
which is the same form as equation (22). The only difference is in the form of the weights; the form of AUE does not take into account the intrinsic spread of the absolute magnitudes, which when included tends to dilute the effect of the precision of the parallaxes. When the trigonometric parallaxes are considered to be quite imprecise compared to the photometric parallaxes (i.e. σ π,i σ p,i ), this difference should not have a significant effect. On the other hand, when σ M is non-negligible we suspect that this discrepancy in the weights might tend to make the method slightly inefficient.
Consider now the method used in FC. Starting from their equation (2) 10 0.2M = 0.01π i,mas 10 0.2m ,
but leaving out for the moment the effect of log P associated with the period-luminosity relation, we change from the parallax in mas to that in arcsec, π i = 0.001π i,mas , to obtain the form
with h i the weight factor based on the estimated uncertainty in the expression on the right-hand side and α i the scalefactor defined above. The form is the same as that for AUE in equation (20) above, with the same scalefactor. The weights {h i } in FC, while not given explicitly, have the form
where σ α,i is the error in α i . As was noted in FC there is a π-dependence built into h i if σ α,i = 0. However, in the present situation we assume that the parallax errors dominate, so we expect this dependence to be small. The solution from the p-method can be cast in an identical form if we rewrite the weights for that method as
The second term in the denominator in equation (28) looks quite different from the corresponding term in equation (26); however, we find that, in the absence of errors in the photometric observations, the latter is
while the former is
The difference between the two lies in the use of π p,i with the p-method in place of π i in the FC method. Again, we would not expect this to greatly matter for the solution in this case, even though it necessitates iteration to get a solution, and indeed it does not. Table 1 shows the results from the FC Cepheid sample for the two methods with the log P factor taken into account. The ρ-values are identical, but the errors are somewhat different, especially for the 'pure' sample without overtone pulsators. P99 argued that the errors given in FC were underestimated because they were calculated from the residuals rather than from the weights. We find that when the errors are estimated from the weights with FC's method (as described above) we obtain error estimates virtually identical to those from the p-method. (We will take up the question of the errors again below.) We see that the AUE and FC methods are very nearly equivalent, as has already been pointed out in Groenewegen & Oudmaijer (2000, hereafter GO2K) , and they have both been identified with the name of 'reduced parallaxes' because of the scaling. Both are nearly identical to our p-method, so it is thus fair to say that all these methods are based on the same linear approximation. The only differences among them are in the computation of the weights, and those seem generally unimportant if σ M and σ m are small.
It was argued by TC and by Koen & Laney (1998) and empirically confirmed by GO2K that such methods as these obviate the necessity for Lutz-Kelker corrections because they have no need for sample selection according to parallax and/or relative error; for example, they can deal with negative parallaxes (as the M-method cannot). Because the methods operate in the parallax space they avoid the transformation bias from π to M (because the {π i } are not transformed); this property of the AUE method was stressed in AL99 and noted by SSXI. The truncation bias for the sample is eliminated when there is no selection. Incidentally, all the linear methods considered here have Gaussian forms for the likelihood and therefore may be considered as least-squares methods, as was noted previously for FC by Koen & Laney (1998) .
EXACT METHODS FOR LUMINOSITY CALIBRATION USING TRIGONOMETRIC PARALLAXES
As we have seen, the preceding methods based on linear approximation have limited ranges of validity because of modelling bias. Assigning a range of validity is necessarily a subjective decision, at least to the extent that the choice of an acceptable level of bias is arbitrary. Thus different investigators might have divergent opinions about the suitability of a linear method with a given sample. Limiting the sample also introduces the possibility of truncation bias. Alternatively, one can try to compensate for modelling bias using a posteriori corrections, but this procedure is not entirely satisfactory. Furthermore, for those samples having both large λ and large σ M it seems highly desirable to avoid the use of approximate methods.
We therefore turn to consideration of exact methods. Initially we consider three: that of LO, the one proposed by Jung (1971) , and that of Smith (1988, hereafter Paper V) . All three are based on the maximum-likelihood principle and therefore are rather similar. However, the first-named is problematic for two reasons: it introduces a truncation on the parallax which is somewhat arbitrary, and the error estimation is, in Jung's judgment (and our own), not rigorous. Therefore we will only treat the latter two in what follows.
As above we assume, at least for the present, that the stars of interest obey a Gaussian LF and have a uniform space density. According to Paper V the likelihood function has the form (after correction of a typographical error)
This form looks somewhat different from that implicit in Jung's (1971) work, but the differences are in fact mostly superficial. Jung's likelihood function was formulated in terms of π rather than M but for the uniform-density case (α = 0) has nearly the same form, where α is an exponent that defines the power law for the space density. It has a leading factor
/κ with κ ≡ 0.2(α + 3) ln 10 because Jung used the joint distribution with m instead of the conditional, as we have. In principle this enables one to estimate α. However, we have not incorporated this feature; this factor disappears with the differentiation of the likelihood with respect to the other parameters and thus plays no role in our estimation. Another, more substantial, difference is that Jung's method solves for M 1 , the mean absolute magnitude for a sample limited by apparent magnitude, while the method of Paper V solves for M 0 , the mean absolute magnitude for a defined volume. To facilitate comparison of the two, the latter method is easily modified to obtain M 1 by dropping the term −1.38M in the exponentials and replacing M 0 by M 1 . A third difference is that Jung's approach to finding the maximum used an iterative scheme to estimate M 1 and σ 2 M , whereas in Paper V we used a method involving evaluation of the natural logarithm of L over a grid of values. We have programmed Jung's method and with our implementation find it necessary to specify a convergence criterion (comparing successive values from the iteration) of 10 −5 to obtain consistent answers to two decimal places both from above in M 1 and σ M and from below. This method converges rather slowly, and consequently a moderately large number of iterations are required. On the other hand, even with a large sample size the computation is generally within easy reach of modern computers. The amount of computation with the grid method is considerable, typically somewhat more than with Jung's iterative method (as one might expect).
Both these methods have been tested previously. Jung's method in its original form was tested on samples of bright stars of spectral classes A0V through K5V and G8III through K5III against an earlier calibration based on statistical parallaxes (Jung 1970) . The grid method was tested in Paper V with a small number (five) of fairly small synthetic samples (N = 100). Further experiments are desirable in order to test the two methods on the same synthetic samples, and advances in computational capability make it possible to use much larger samples than previously, which will allow a more precise evaluation of any possible bias.
10 samples of 4000 stars drawn randomly from a population having M 0 = 10.00 and σ M = 0.8 with parallax error σ π = 30 mas and limiting magnitude m l = 12 were analysed with both methods. The spatial distribution was uniform density, and the LF was taken to be a Gaussian truncated at 3σ . Using M 0 and m l to estimate a typical parallax, we find a corresponding λ of 0.75. The relative error in the photometric parallax, given by 0.46σ M , is roughly half that. The results of the comparison are presented in Table 2 . The quantity M 1 is the difference between the estimate of M 1 and its actual value, while σ M is the same but for σ M instead of M 1 . Evidently the two methods gave essentially identical results for M * 1 ,as one would expect. The actual sample value for σ M is slightly less than the specified σ M = 0.8, approximately 0.74. This is a result of the truncation of the Gaussian LF, which introduces a bias of −0.056 in the standard deviation relative to the specified population value. Likewise, the Malmquist 'bias' for the truncated Gaussian is −0.830 instead of the classical value −0.884 appropriate to σ M = 0.8. If we apply the method of Paper V to estimate M 0 we obtain the value 9.973 ± 0.023, quite close to the population value 10.00 as well as to the sample 'average' (obtained from M 1 with the above Malmquist correction) 10.004 ± 0.004. Similarly, adding back the offset in σ M yields the average value 0.815 ± 0.016, acceptably close to the population value. We have not computed the sample quantity M 0 because it is not defined for these samples, which are limited by apparent magnitude rather than by distance. (Recall that M 0 is the mean for a distance-limited sample.) The uncertainty in M * 0 is significantly larger than that in M * 1 , namely 0.023 versus 0.015.
We now consider how well these methods work from the standpoint of error estimation. There are formulae in Jung's (1971) paper for the variances of the estimates. However, the error behaviour may be seen more clearly using the L-grid from Paper V, by following the contours of ln L for values that correspond to 1σ ,2 σ, and 3σ levels, or Z = 1, 2, 3 where Z ≡ √ −2lnL. As in Paper V, the values of L given are relative to the maximum. Fig. 5 shows such a contour diagram in the M 0 -σ M plane for one of the 10 synthetic samples. We see that the contours of ln L appear to be similar ellipses whose principal axes are not parallel to the M 0 and σ M axes, which means that the more probable values tend to be correlated. (This characteristic was also apparent in table 5 of Paper V, the ln L grid.) In such a situation it is unsatisfactory to simply use the separate variances for M 0 and σ M , which merely describe the marginal distributions of M 0 and σ M separately. In addition we see that the principal axes of the ellipses seem to have lengths approximately proportional to the deviations; e.g. the 2σ contour is twice as large as the 1σ contour, which is convenient. For the contour diagram in the M 1 -σ M plane (Fig. 6) , there appear to be error ellipses as well; on the other hand, they are oriented in a different, nearly orthogonal, direction. This change may be regarded as the result of transforming from M 0 to M 1 using the Malmquist bias term for the respective values of σ M . In this figure the point representing the actual sample values (the triangle) is located more than 2σ away from the ML solution, which is atypical. (By the way, the agreement of the ML solution in Fig. 5 with the population parameters was substantially better than the usual, as could be inferred from the uncertainty stated above.) The distribution of Z-values for these samples has 3 inside 1σ , 7 inside 2σ , and 9 inside 3σ . The elliptical contours of ln L and their scaling with Z suggest that the distribution is fairly close to a bivariate normal distribution; for that the predicted numbers are respectively 3. 93, 8.65, and 9.89 . To test further we compare in Fig. 7 the cumulative distribution function (cdf) of Z-values for twenty samples having the same parameters as before but with N = 100 instead of 4000. The solid curve is the cdf for the bivariate normal. The observed cdf matches the theoretical one quite well, suggesting that the error estimates are reasonably accurate. Tests of the contours for synthetic samples having the population value σ M = 0.3 confirm that the contours are still approximately elliptical at that lower value. However, it should be noted that for still smaller values of the true σ M the contours will deviate from the forms seen here, in part because negative values of σ M are not allowed. There are other differences, as will become apparent presently.
We apply the grid method to the high weight FC Cepheid samples, partly to see what happens with a very small set of real data and partly to make a comparison with the results from FC and the p-method given above. We emphasize that the solutions are for illustrative purposes only and are not intended to add any new insight into the true Cepheid zero-point. Fig. 8 shows the 1σ ,2σ,and 3σ contours (as defined above) for all 26 stars of high weight considered in FC. Four differences from the contours in Fig. 6 are immediately apparent. First, these contours are not elliptical or even half-elliptical; instead they flare out as σ M is increased. Secondly, the long axes −0.18 . They are almost identical to those from the p-method. Pont (P99) had suggested that FC's errors were substantially underestimated and arrived at an error estimate of ±0.16. We find that the FC error estimates probably are too low but only by a little. P99's proposed value, if associated with the entire high-weight sample as it appears, is substantially greater than the values we find.
Incidentally, we note that the uncertainty in σ M for this sample is very large, extending to values for which the Malmquist bias would not be negligible. However, we would expect that σ M is constrained by other data to much smaller values; this constraint could be imposed by applying a suitable prior to L.
Our tests of the exact methods have for the most part been restricted to samples obeying certain restrictive assumptions, including uniform space density and a truncated Gaussian LF. There remains a question of what happens when one or both assumptions are violated (in which case the methods are, in a sense, inexact and modelling bias becomes a possibility). As to the spatial distribution, it is well known that the Malmquist bias is different when a disc geometry is more nearly appropriate. In fact, the reason why the likelihood function L(M 1 ,σ M ) has the simple form that it does is because the prior for M is Gaussian and independent of m for the three-dimensional uniform-density case (see equation 26 of Paper I). Otherwise, the prior is more complicated. If a disc geometry having the space density decreasing exponentially with the vertical distance z applies, for instance, the prior will depend on the galactic latitude b and the scale height z 0 as well as on m [because the distance associated with the distance modulus (m − M) must be compared with z 0 cosec b]. In order to look briefly into the effect of such a geometry on the estimation of M 1 with the exact methods discussed here, we have carried out calculations for z 0 small compared to the maximum distance for b = 0
• , namely a ratio 0.13. Again synthetic samples were used; this time there were eight that had the same population parameters as those for the uniform-density case. The results for Jung's method are M 1 =− 0 . 027 ± 0.008 and σ M =+ 0 . 021 ± 0.006; those from the grid method are only slightly different, −0.027 ± 0.008 and +0.023 ± 0.006, respectively. Clearly there is some bias seen at the 3σ level, but it is fairly small. Whether this is generally true can only be determined by more extensive modelling. It should be pointed out, too, that we have only considered apparent magnitude as the argument for the prior; other arguments such as proper motion will have to be treated differently (see e.g. Paper II). A more general ML method for this purpose has been developed by Luri et al. (1996) , but we have not yet examined it.
We have also considered what happens if the LF differs from that which we have used thus far, for example, with a Gaussian truncated at 2σ instead of 3σ . Using the grid method only, we find that the mean deviation M 1 =− 0 . 007 ± 0.011, with negligible bias in M * 1 .Forσ M ,however, there is a deviation σ M =+0.048 ± 0.012, which is not negligible and is obviously statistically significant. On the other hand, it should not be surprising that the latter quantity and not the former would be biased; we would expect the mean to be estimated correctly, if not efficiently, so long as the true LF is symmetric around the mean.
We conjecture that the problems with modelling bias just seen may ultimately be overcome by using an iterative approach employing successive refinements of the prior based on the inferred spatial distribution from previous iterations. A first pass would give provisional estimates of the mean and standard deviation of the LF which could allow a crude description of the spatial distribution. The revised priors based on that description would then yield a better estimate of the mean and standard deviation. In a similar fashion perhaps the form of the LF could be refined on successive passes.
SUMMARY
We have determined, after a thorough analysis of LK1, that Lutz & Kelker's original idea was that the absolute magnitudes of individual stars obtained from trigonometric parallaxes are subject to a universal bias because of the unavoidable measurement errors together with the underlying spatial distribution of all stars as described by the pdf of true parallax. This is the bias which, distinguished from the sample bias pointed out by TW, first appeared under the name of Lutz-Kelker. Consideration of sample selection and its influence on the fd of the true parallaxes, especially in Lutz's later papers, led to a confusion of this bias with the bias associated with samples that we saw in OGS. There is no universal bias of the individual absolute magnitudes intrinsic to the parallax itself and independent of sample properties; there are instead (i) a real bias dependent upon sample properties and (ii) a correction which is a refinement of the individual M based on additional, though limited, information but not a correction for bias.
Concerning the calibration of absolute magnitudes by means of trigonometric parallaxes exclusively, we have considered various approximate methods that have been proposed and explored their properties. All these necessarily have modelling bias and therefore in principle require either some kind of a posteriori bias correction or restriction to a subset of the data, or both. We stress that such methods are being rendered obsolete by modern computers and the existence of exact methods, which ideally do not require such correction and/or limitation. We have tested two of the latter, that of Jung (1971) and that of Paper V, which we have called here the grid method. So long as the underlying model assumptions -truncated Gaussian LF and uniform space density -were valid they gave accurate results. In tests with mild departures from those assumptions they still gave fairly accurate results, although with some modelling bias. However, the approximate methods are based on the same (or similar) assumptions, so they are also subject to modelling bias from that same cause (unless the bias from the mathematical approximation fortuitously cancels that from the faulty assumptions, which is highly unlikely). Thus the exact methods are to be preferred to the approximate methods. In addition they presently seem to us to furnish the most promising basis for modification to take into account different and more realistic model assumptions.
Lastly, with regard to so-called direct methods, where M is calculated from π and then corrected for bias using Lutz-Kelker or other a posteriori corrections, we reiterate our opposition in general to such methods as stated in Paper IV. The reason is that the severe restriction on λ, at least with Lutz-Kelker, requires one to ignore the bulk of the data with larger λ. As for the empirical bias correction methods referred to in SSXI, we have not yet examined those and thus cannot comment on them. SSXI made a case for using both direct and linear approximation methods on the FAME data. One could argue that sufficient data would be available for satisfactory calibration of M V for RR Lyraes locally (i.e. within a few kpc) using those methods and that it might be more sensible to do so than to directly attack the complications associated with the spatial distribution on large scales. One could then analyse that distribution and, with it known, apply more sophisticated calibration methods. However, we do not agree. It seems to us that a more rigorous approach is called for, using all or at least most of the data, along the lines indicated for the exact methods (so-called).
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