The COntractor REnormalization group (CORE) approximation, a new method for solving Hamiltonian lattice systems, is introduced. The approach c o m bines variational and contraction techniques with the real-space renormalization group approach and is systematically improvable. Since it applies to lattice systems of in nite extent, the method is suitable for studying critical phenomena and phase structure systems with dynamical fermions can also be treated. The method is tested using the 1+1-dimensional Ising model.
Introduction
Perturbative methods are inadequate for investigating many current problems in high energy and condensed matter physics, such as the con nement of quarks and gluons in QCD. Thus, the development o f n e w nonperturbative tools is important. The COntractor REnormalization group (CORE) approximation, a new nonperturbative method for studying Hamiltonian lattice systems, is presented in this talk. The method i s a h ybrid of contraction, variational, cluster, meaneld, and block renormalization-group techniques. It is systematically improvable and applies to lattice systems of in nite extent, enabling direct study of phase structure and critical phenomena. Dynamical fermions can be treated without problem.
W e brie y describe the method, then apply two variants of the CORE approximation to the 1+1-dimensional Ising model.
Description of the Method
The success of any v ariational calculation, especially one involving an in nite number of degrees of freedom, depends crucially on choosing a good trial state. An algorithm for building trial states suitable for lattice systems is the Hamiltonian real-space renormalization group (RSRG) method 1]. In this approach, the lattice is partitioned into blocks including a few sites and the block-Hamiltonians are diagonalized. The Hilbert space is then thinned by discarding all high-energy states, retaining only those states which can be constructed from tensor products of some small subset of lo wlying block eigenstates, and an e ective Hamiltonian which describes the mixing of the remaining states is computed. This thinning process is repeated again and again until the e ective Hamiltonian takes a xed form which can be diagonalized.
Unfortunately, simple RSRG truncation procedures often have di culties accurately describing the longwavelength modes on the full lattice because they badly underestimate the block-to-block mixings. Past approaches to overcoming this problem have concentrated on using larger blocks, increasing the numb e r o f s t a t e s retained per block, or introducing more sophisticated truncation schemes. The CORE approximation is a new approach to this problem which emphasizes simplicity and versatility it frees one from the need to develop clever truncation schemes and allows the use of manifestly gauge-invariant RSRG s c hemes when studying lattice gauge theories.
The basic idea of the CORE approach is to steer the RSRG iteration using contraction techniques. An important part of this steering process is reliably approximating the expectation value E(t) = h var je ;tH He ;tH j var i h var j e ;2tH j var i (1) which tends to the lowest eigenvalue 0 The e ective Hamiltonian cannot be exactly determined. The last step in the CORE approach is to apply cluster techniques to approximate H e (t) ( s e e R e f . 3 ] and references cited therein). Essentially, t h i s i n volves evaluating H e (t) on increasingly-larger, connected sublattices and using the principle of inclusion-exclusion to appropriately combine the results for the full lattice.
In summary, CORE is an iterative b l o c king and thinning process, developing the low-lying physics in a sequence of e ective sub-Hamiltonians H (n) e (t n ) using the recursion relation
e (t n )T (n) (t) ] ]R n (t) (6) where R n (t) = T (n) (t) 2 ] ] ;1=2 , the contractor T (n) (t) approximates exp ;tH (n) e (t n )], and t n is a best value for t selected for each R G iteration in some manner: minimizing H (n) e (t) in a simple product state is one possibility. As the recursion proceeds, the e ective Hamiltonian e v olves eventually into a simple form which can be easily diagonalized, yielding estimates of the ground state energy and the energies of some low-lying excited states.
CORE can also be used to estimate the vacuum expectation value of an extensive operator O. Using the same RSRG transformations as for H, one rst computes the sequence of e ective operators O (n) e (t n ). Once H e has evolved su ciently such that its ground state can be found, the matrix element o f O e in the ground state of H e then yields the desired expectation value.
The 1+1-Dimensional Ising Model
The Ising model in 1 + 1 dimensions is often used as a testing ground for new calculational methods. Its Hamiltonian is given by 
where j labels the sites in the in nite chain, c = cos( =2), and s = s i n ( =2), for 0 1. A secondorder phase transition occurs in this model at = 1 =2. We tested the CORE approximation in two di erent applications to the Ising model. In both applications, the Hilbert space was thinned to the lowest two eigenstates in each b l o c k, the cluster expansion of H e (t) w as truncated after three-block clusters, and t was xed by minimizing the expectation value of H e in a mean-eld state. Two-site blocking was used in the rst application, and blocks containing three sites were used in the second application. The contractor for the rst application was T 1 (t) = S y 1 (t)S 1 (t), with S 1 (t) = Q f Q j 1 + tanh(c t=2)O (j)]g where c are couplings, labels the di erent t ypes of operators O (j), such a s z (j) and x (j) x (j+1), and j is a site label. The second contractor used was T 2 (t) = S y 2 (t)S 2 (t) with S 2 (t) = exp(;tV=2) exp(;tH b =2), where H b contains all intra-block i n teractions and V contains all inter-block operators (those which cross block boundaries). Note that exp(;tH b =2) = Q p exp(;tH b (p)=2) and exp(;tV=2) = Q p exp(;tV (p)=2), where p labels the blocks. Calculations were done using T n 1 (t=n) and CORE approximation reproduces the correct location of the critical point with remarkable precision. Including more terms in the cluster expansion should signi cantly improve these results.
