Abstract. In this paper, the following Stein-Weiss inequality with the fractional Poisson kernel, (0.1)
Introduction
The study and understanding of various kinds of the weighted integral inequalities has attracted a great attention of many people due to the importance of such inequalities in applications to problems in harmonic analysis, mathematical physics, spectral theory and partial differential equations. Moreover, these inequalities play a key role in establishing the existence and radial symmetry results for certain non-linear equations.
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1
The well-known Stein-Weiss inequality which was established by Stein and Weiss in [24] states that (1.1)
where p, q ′ , α, β and λ satisfy the following conditions,
α + β ≥ 0, α < n q , β < n p ′ , 0 < λ < n.
Later, Lieb [20] applied the rearrangement inequalities to existence of extremals for inequality (1.1) in the case p < q and α, β ≥ 0. Furthermore, he also proved that the inequality (1.1) doesn't have extremal functions in the case of p = q. Beckner [1, 2] obtained the sharp constant of the Stein-Weiss inequalities (1.1) when p = q = 2, α = β. From the operator's point of view, the authors of [26] gave the sharp constant C n,α,β,p,q ′ in the case of p = q > 1. It should also be noted that the sharp constants for inequality (1.1) in the case of 1 < p, q ′ < ∞ and 1 < 1 p + 1 q < 2 still remains unknown. Using the method of moving plane in integral forms developed in [6, 7] , Chen and Li [5] proved that extremals of the inequality (1.1) must be radially symmetric and monotonously decreasing about origin. They also classified the extremals in the special case λ = 2, p = q ′ and α = β = n p+1
. By duality, it is easy to check that the inequality (1.1) is equivalent to the weighted boundedness of the fractional integral operator.
In the special case of α = β = 0, Stein-Weiss inequality (1.1) becomes the following Hardy-Littlewood-Sobolev inequality (see [17, 23] ), (1.2)
where 1 < q ′ , p < ∞, 0 < λ < n and
, Lieb [20] also gave the explicit formula of sharp constants and maximizers. Later, Frank and Lieb [14, 15] employed a rearrangement-free technique which was earlier developed in [16] to reprove the best constant of the inequality (1.2). When q ′ = p = 2n 2n−λ , Euler-Lagrange equation of the extremals to the Hardy-Littlewood-Sobolev inequality is a conformal invariant integral equation. Using the method of moving plane or moving-sphere in integral form (see [6, 19] ), one can classify the positive solutions to the integral equation.
The inequalities (1.1) and (1.2) also have many applications in partial differential equations. One can also see [1, 4, 5, 8, 22] and the references therein.
Recently, Dou [10] established the following double weighted Hardy-Littlewood-Sobolev inequality on upper half space R n + :
where p, q ′ , α, β and λ satisfy the following conditions:
In the case α, β ≥ 0 and p < q, he applied the rearrangement inequality to establish the existence of extremals for inequality (1.3). If we set α = β = 0 in the inequality (1.3), then the inequality (1.3) reduces to Hardy-Littlewood-Sobolev inequality on upper half space which was studied by Dou and Zhu [12] .
Recently, Chen, Lu and Tao [9] considered the following Hardy-Littlewood-Sobolev inequality with the fractional Poisson kernel which can be seen as extension of inequality (1.2),
where 1 < p, q ′ < ∞ and 2 ≤ α < n, satisfying
2−α n = 1. They employed the rearrangement inequality and Lorentz interpolation to obtain extremals of inequality (1.4). Furthermore, radial symmetry of extremals was also established through movingplane in integral forms. We also need to point out that P (x, ξ, α) can be seen as the fundamental solution of the fractional Laplacian operator. In fact, when γ = 2, P (x, ξ, γ) is actually the classical Poisson kernel corresponding to the fundamental solution of the Laplacian operator. Inequality (1.4) for γ = 2 is equivalent to the following integral inequality with Poisson kernel which was first established by Hang, Yang and Wang in [18] , (1.5)
where P (x, ξ) = c n xn |x−ξ| n and q = np n−1 .
In the spirit of the aforementioned works, thus a natural question arises: Does there exist a double weighted Hardy-Littlewood-Sobolev inequality with the fractional Poisson kernel on upper half space? Furthermore, does such an inequality have an extremal function for all the indices? To answer these questions, we consider the following SteinWeiss inequality with the fractional Poisson kernel. Our first main result is
and q ′ = 2n n+α , Dou, Guo and Zhu [11] applied the methods based on conformal transformation and moving sphere in integral forms to obtain extremal functions of the inequality (1.7) and computed the sharp constant.
Define the double weighted operator (1.8)
By duality, we can see that the inequality (1.7) is equivalent to the following weighted inequality
. where . Given f a measurable function on ∂R n + , 0 < r, s < +∞, define the Lorentz norm with indices r and s as
where f ♯ (t) denotes the decreasing rearrangement of f . By the Marcinkiewicz interpolation theorem (see [25] ), we immediately obtain the following stronger results involving the Lorentz norm L p,q (∂R n + ). Corollary 1.3. Assume that p, q, α, β and γ satisfy conditions of Theorem 1.1, then there holds
As soon as we establish the weighted inequality with the fractional Poisson kernel, it is natural to ask whether there exist extremal functions for the above inequality. For this purpose, we can consider the following maximizing problem
It is easy to verify that the extremals for (1.7) are actually those solving the maximizing problem (1.11). Hence we only need to show that there exist extremal functions for the maximizing problem (1.11). In view of Corollary 1.3 and the rearrangement inequality, we can prove that the sharp constant C n,α,β,p,q ′ could be actually achieved. 
Furthermore, if the sharp constant C n,α,β,p,q ′ could be achieved under the additional assumption α, β > 0.
Since we have established the attainability of sharp constant of the inequalities (1.7), we start to investigate some properties such as the radial symmetry, regularity and asymptotic behavior of the extremals. To achieve this, by maximizing the functional
and Euler-Lagrange multiplier theorem, we can derive the following double weighted integral system associated with the fractional Poisson kernel.
(1.14)
= q 0 and pick two suitable constants c 1 and c 2 , then system (1.14) is simplified as
where α, β ≥ 0, p 0 and q 0 satisfy n−1 n
Next, we give the regularity estimates and asymptotic behaviors of the solutions to the integral system (1.15).
Finally, we employ the method of moving plane in integral forms to give the radial symmetry of positive solutions for the double weighted integral system (1.14). Finally, we are also interested in studying the following single weighted integral system with the fractional Possion kernel
Theorem 1.8. Under the conditions of Theorem 1.4, if
With the help of the Pohozaev identity, we obtain the following Liouville type theorem. Theorem 1.9. For 2 < γ < n, 0 < p 0 < ∞, 0 < q 0 < ∞, suppose that there exists a pair of
satisfying the integral system (1.16), then the following balance condition must hold:
This paper is organized as follows. In Section 2, we employ the weighted Hardy inequality in high dimensions and the fractional Poisson kernel inequality (1.4) to obtain the Stein-Weiss inequality with the fractional Poisson kernel (1.7). In Section 3, we obtain the existence results for extremals of the inequality with the help of the rearrangement inequality and Lorentz interpolation. Sections 4 and 5 are devoted to the regularity and asymptotic behavior to the double weighted integral system associated with the fractional Poisson kernel. In Section 6, we employ the method of moving-plane in integral form to prove that the extremals of inequality (1.7) must be radially decreasing about the origin. In Section 7, in view of Pohozaev identity in integral forms, we establish the Liouville type theorem for positive solutions of the integral system (1.16).
The proof of Theorem 1.1
Throughout this section, we shall establish Stein-Weiss inequalities with fractional Possion kernel. For simplicity, we give the following notations. Define 
holds if and only if
On the other hand,
, holds if and only if
We now continue with the proof of the Theorem 1.1.
Proof. Assume without loss of generality that f is nonnegative. Define fractional Possion kernel integral operator
It is easy to verify that inequality (1.7) is equivalent to the following inequality
where
Thus we just to show
First, let us examine P 1 . Since |ξ| ≤ |x| 2 in this case, it follows that
Taking W (x) = |x| −βq−(n+1−γ)q and U(ξ) = |ξ| αp in (2.1), we conclude that
if W (x) and U(ξ) satisfy (2.2). Indeed, since α < n−1 p ′ , then for any R > 0, one has
and
Combining(1.12), (2.6) and (2.7), we derive that
Next we estimate P 3 . Since |ξ| ≥ 2x in this case, it follows that |ξ − x| ≥ |ξ| 2
. Taking W (x) = |x| (−β+1)q and U(ξ) = |ξ| (n+2−γ+α)p in (2.3), we obtain
Combining (2.8) and (2.9), similar to the case of P 1 , we verify that condition (2.4) holds.
We are left to estimate P 2 . Since |x| 2 < |ξ| < 2|x| and α + β ≥ 0, it is easy to check
According to the hypotheses of Theorem 1.1, we can calculate 2 ≤ γ − α − β < n. Thanks to integral inequality (1.4) with fractional Possion kernel, we get
.
Thus we accomplish the proof of Theorem 1.1.
The proof of Theorem 1.4
In this section, we will employ Lorentz interpolation and minimizing theory to investigate the existence of maximizers for maximizing problem
Assume f j is a maximizing sequence for problem (3.1), namely
. Hence we may assume f j is a nonnegative radially decreasing sequence. Given any f ∈ L p (∂R
). It is easy to verify that
. So is f λ j a maximizing sequence for problem (3.1). Set
Direct computations yield that
With the help of corollary 1.3, we have
which implies that a j ≥ c 0 for some c 0 > 0. Select λ j > 0 satisfying f λ j j (e 1 ) ≥ c 0 . Replacing the sequence f j by the new sequence f λ j j , still denoted by f j , then we obtain that f j (e 1 ) ≥ c 0 for any j. On the other hand, for any R > 0, we also have
which implies that
Following the Lieb's argument based on the Helly theorem, after passing to a subsequence we may find a nonnegative, radially decreasing function f such that f j → f . It follows that f (ξ) ≥ c 0 for |ξ| ≤ 1 and f L p (∂R n + ) ≤ 1 a.e. ∂R 
It follows from 0 ≤ β < n q + 1 that the right hand of (3.4) is finite. Then by dominated convergence theorem, we derive that lim
. Combing this and inequality (3.3), we obtain
Since q > p and f = 0, we see
and f is a maximizer. Thus we complete the proof of Theorem 1.4.
The proof of Theorem 1.6
In this section, we give the regularity estimate for positive solutions of the integral system (1.15). We need the following regularity lifting Lemma (see [5] ).
Let V be a topological vector space. Suppose there are two extended norms (i.e., the norm of an element in V might be infinity) defined on V ,
The operator T : X → Y is said to be contracting if for any f , g ∈ X, there exists some constant η ∈ (0, 1) such that
and T is said to be shrinking if for any f ∈ X, there exists some constant θ ∈ (0, 1) such that
Lemma 4.1. Let T be a contraction map from X into itself and from Y into itself.
Assume that for any f ∈ X, there exists a function g ∈ Z := X ∩ Y such that f = T f + g ∈ X. Then f ∈ Z.
Remark 4.2. It is obvious that for a linear operator T , the conditions (4.1) and (4.2)
are equivalent. Now, we start our proof. Denote
otherwise.
. Define the linear operator T 1 as
) is a pair of positive solutions of the integral system (1.15), then
Define the operator T (h
. It is easy to see the product space is complete under these norms.
Observe that (u, v) solves the equation (u, v) = T (u, v) + (F, G). In order to apply the regularity lifting lemma by contracting operators (Lemma 4.1), we fix the indices r and s satisfying
Note that the interval conditions in Theorem 1.6 guarantee the existence of such pairs (r, s). Then to arrive at the conclusion that
, we need to verify the following conditions, for sufficiently large a. (Here T is linear, by the remark above we only need to verify that it is shrinking.)
We first show that T is shrinking from
Using the integral inequality (1.9) together with the Hölder inequality, we obtain for (
We use the same tool as we did in (1) , that is, the Stein-Weiss inequality with the fractional Poisson kernel in Theorem 1.1. Here, we only prove that
in which we choose a sufficiently large a that C u a
It is also easy that to check that α ≤ n−1 t ′ , β < n s + 1. Similarly we can estimate
. It is evident once one notices that u b and v b are uniformly bounded by a in B a (0). Applying the regularity lifting lemma 4.1, we finish the proof of Theorem 1.6.
The proof of Theorem 1.7
In this section, we provide the asymptotic estimate to the double weighted integral system associated with the fractional Poisson kernel.
The Proof of Theorem 1.7:
) is a pair of positive solutions of the integral system (1.15), we only prove that if
We first show that R n
such that u(ξ 0 ) < ∞. Then it follows that for any
Observe that
By Hölder inequality, we have
In order to obtain that R n + v q 0 (x) |x| n+1−γ+β dx < +∞, it suffices to show that (n+1−γ +β)t ′ < n and 1
According to (n + 1 − γ + β)t ′ < n, we have
. Obviously,
and n−1 n
. Thus, we are able to choose t such that (n+1−γ +β)t ′ < n and v L q 0 t (R n + ) < ∞, which leads to R n
|x| n+1−γ+β dx < +∞. Next, we prove that
For J 1 , since
Then lim δ→0 lim ξ→0 J 1 = 0. For J 2 , using the Lebesgue dominated convergence theorem, we derive that
Combining the above estimate, we derive that
which accomplishes the proof of Theorem 1.7.
6. The proof of Theorem 1.8
In this section, we will use the method of moving plane in integral forms introduced by Chen, Li and Ou [6] to prove that each pair of solutions (u, v) of integral system (1.15) must be radially symmetric and strictly decreasing about origin. In order to prove our theorem, we first introduce some notations. For λ ∈ R, denote
) is a pair of positive solutions of the following integral system
is a pair of nonnegative solutions of (6.1), for any ξ ∈ ∂R n + and x ∈ R n + , we have
Proof. By integral system (1.15), we have
This together with (6.3) and (6.4) yields that
, we can choose sufficiently negative λ such that
which implies that H u λ and Q v λ must be must be empty sets.
Step 2. The inequality (6.2) provides a starting point for moving plane. Now we start from the negative infinity of x 1 -axis and move the plane to the right as long as (6.2) holds. Define
We will show that λ 0 = 0. Suppose on the contrary that λ 0 < 0, we will show that u and v must be symmetric about the plane x 1 = λ 0 , namely
Otherwise, we may assume on H λ 0 and Q λ 0 ,
In the case of u λ 0 (ξ) ≡ u(ξ) on H λ 0 , one can employ Lemma 6.1 to obtain u λ 0 (ξ) < u(ξ) and v λ 0 (x) < v(x) in the interior of H λ 0 and Q λ 0 respectively.
Next, we will show that the plane can be moved further to the right. That is to say, there exists an ε > 0 such that for any λ ∈ [λ 0 , λ 0 + ε),
It is clear that both H 
Combining this and integrability conditions
, one can choose ε small enough such that for all λ ∈ [λ 0 , λ 0 + ε), there holds
As what we did in the estimates of (6.7), one can obtain Finally, we show that the plane cannot stop before touching the origin. We argue this by contradiction. Suppose the plane stops at x 1 = λ 0 < 0, according to the above argument, we know that u and v must be symmetric about the plane x 1 = λ 0 , that is to say u λ 0 (ξ) ≡ u(ξ), v λ 0 (x) ≡ v(x), ∀ ξ ∈ H λ 0 , x ∈ Q λ 0 .
Since P (x, ξ λ 0 , γ) < P (x, ξ, γ), P (x λ 0 , ξ, γ) < P (x, ξ, γ), |x λ 0 | > |x| and |ξ λ 0 | > |ξ|, we derive that
which leads to a contradiction. Then it follows that λ 0 = 0, u 0 (ξ) ≤ u(ξ) and v 0 (x) ≤ v(x). Carrying out the above procedure in the opposite direction, one can also obtain the moving plane must stop before origin. Hence, we have u 0 (ξ) ≥ u(ξ) and v 0 (x) ≥ v(x). Since the x 1 direction can be replace by the x i direction for i = 1, 2, · · ·n, we deduce that u(ξ) and v(x)| ∂R n + must be radially symmetric and monotonously decreasing about origin.
7. The proof of Theorem 1.9
In this section, we will establish Liouville type theorem for positive solutions to weighted integral system (1.16) with fractional Possion kernel. For 2 ≤ γ < n, let (u, v) ∈ L p 0 +1 (|ξ| −α dξ, ∂R = n + 1 − γ. Then we accomplish the proof of Theorem 1.9.
