In this work, we introduce two sequence spaces c λ 0 (G m ) and c λ (G m ) generated by the composition of mth order generalized difference matrix and lambda matrix and define an isomorphism between new sequence spaces and classical sequence spaces. Afterward, we investigate inclusion relations and obtain the Schauder basis of those spaces. Furthermore, we determine their α-, β-and γ -duals. Lastly, we characterize some matrix classes related to those spaces. MSC: 40C05; 40H05; 46B45
Introduction
The family of all real (or complex) valued sequences is denoted by w. w is a vector space under point-wise addition and scalar multiplication. Any vector subspace of w is called a sequence space. In the literature, the classical sequence spaces are symbolized with ∞ , c  , c and p which are called all bounded, null, convergent and absolutely p-summable sequence spaces, respectively, where  ≤ p < ∞.
A sequence space X with a linear topology is called a K -space provided each of the maps p i : X → C defined by p i (x) = x i is continuous for all i ∈ N. It is assumed that w is always endowed with its locally convex topology generated by the sequence {p n } ∞ n= of semi-norms on w, where p n (x) = |x n |, n = , , , . . . . A K -space X is called an FK -space provided X is a complete linear metric space. An FK -space whose topology is normable is called a
BK -space [].
The classical sequence spaces ∞ , c  and c are BK -spaces with their usual sup-norm defined by x ∞ = sup k∈N |x k | and p is a BK -space with its p -norm defined by
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Given an infinite matrix A = (a nk ) with a nk ∈ C, for all n, k ∈ N and a sequence x ∈ w, the A-transform of x is defined by
and is assumed to be convergent for all n ∈ N []. For using simple notations here and in what follows, the summation without limits runs from  to ∞. If x ∈ X implies that Ax ∈ Y , then we say that A defines a matrix mapping from X into Y and denote it by A : X − → Y . By using the notation (X : Y ), we mean the class of all infinite matrices A such that A : X − → Y . For an arbitrary sequence space X, X A is called the domain of an infinite matrix A and is defined by
which is also a sequence space. By bs and cs we denote the spaces of all bounded and convergent series, and define them by means of the matrix domain of the summation matrix S = (s nk ) such that bs = ( ∞ ) S and cs = c S , respectively, where S = (s nk ) is defined by
which is a triangle matrix too. A matrix A is called a triangle if a nk =  for k > n and a nn =  for all n, k ∈ N. Moreover, a triangle matrix A uniquely has an inverse A - = B which is also a triangle matrix. Unless stated otherwise, any term with negative subscript is assumed to be zero. The theory of matrix transformation was prompted by summability theory which was obtained by Cesàro, Riesz and others. The Cesàro mean of order one and the Riesz mean according to the sequence p = (p n ) are defined by using the matrices C = (c nk ) and R p = (r p nk ) such that
and r
respectively, where p  > , p n ≥  (n ≥ ) and P n = 
where λ = (λ k ) consists of positive reals such that
and the lambda matrix = (λ nk ) is defined by
Here, we would like to touch on a point, if we take λ n = n +  and λ n = P n , for all n ∈ N, we obtain the Cesàro mean of order one and the Riesz mean matrix, respectively. So, the = (λ nk ) matrix generalizes the C = (c nk ) and R p = (r 
where
Let r and s be non-zero real numbers, then the mth order generalized difference matrix
. . are double band (that is, the generalized difference matrix), triple band, quadruple band, quinary band, . . . matrix, respectively. Moreover, 
Also, by constructing a triangle matrix T mλ = (t mλ nk ) so that 
So, for a given arbitrary sequence x = (x k ), the T mλ -transform of x is denoted by
for all k ∈ N, or, by using another representation, we can rewrite the sequence y = (y k ) as follows: 
Proof It is known that c and c  are BK -spaces with their sup-norm [] . Also (.) holds and T mλ = (t 
is trivial that L is a linear transformation and x =  whenever L(x) = . On account of this, L is injective. Furthermore, for a given sequence y = (y k ) ∈ c, we define the sequence x = (x k ) as follows:
for all k ∈ N. Then, for every n ∈ N, we obtain
If we consider the equality above, for all n ∈ N, we conclude that
So, T mλ x = y and since y ∈ c, we bring to a conclusion that T mλ x ∈ c. Hence, we conclude
Furthermore, we have for every
So, L is norm preserving. As a consequence, L is a linear bijection. This step shows that the spaces c λ (G m ) and c are linearly isomorphic, namely c
Proof It is well known that every null sequence is also convergent. So, the inclusion c
holds. Now we define a sequence x = (x k ) such that
for all k ∈ N. Then we obtain by (.) that
for all n ∈ N, which gives us that T mλ x = e, where e = (, , . . .). Then T mλ x = e ∈ c \ c  ,
This step completes the proof.
If we consider this fact and Lemma ., we deduce that
If we combine Theorem . and Theorem ., we give the following result. Now we give the following lemma which is needed in the next theorem.
Theorem . Let a sequence z = (z k ) be as follows:
Proof We assume that the inclusion ∞ ⊂ c λ  (G m ) holds. Then it is obvious that for every Also, by using the definition of the matrix T mλ = (t mλ nk ), we obtain by the equality above that
By considering equalities (.), (.), . . . , (.+m) and (.+m), we conclude that
For all n ≥ m -, we write the equality as follows:
By combining lim n→∞ λ n-m+ λ n = , (.) and (.+m), we deduce that
This means that z ∈ c λ  . On the contrary, assume that z ∈ c λ  . Then we have (.+m). Also, for all n ≥ m -, we write the inequality as follows:
By combining the last inequality and (.+m), we conclude that
Specially, if we take (r = , s = - and m = ), (r = , s = - and m = ), . . . then we obtain lim n→∞
. . , respectively. These equalities show that (.+m), (.+m), . . . , (.) and (.) hold, respectively. If we take into account the last result and Lemma ., we conclude that T mλ ∈ ( ∞ : c  ). Thus, the inclusion ∞ ⊂ c
holds and is strict by Corollary .. This step completes the proof.
The Schauder basis and α-, β-and γ -duals
In the present section, we give the Schauder basis and determine α-, β-and γ -duals of the sequence spaces c
Let (X, x X ) be a normed space. A set {x k : x k ∈ X, k ∈ N} is called a Schauder basis for X if for every x ∈ X there exist unique scalars
Note that the Hamel basis is free from topology, whereas the Schauder basis involves convergence and hence topology (see [] 
where l = lim k→∞ σ k .
If we consider the results of Theorem . and Theorem ., we give the following result.
Corollary . The sequence spaces c
Given arbitrary sequence spaces X and Y , the set M(X, Y ) defined by
is called the multiplier space of X and Y . For a sequence space Z with Y ⊂ Z ⊂ X, one can easily
observe that M(X, Y ) ⊂ M(Z, Y ) and M(X, Y ) ⊂ M(X, Z) hold, in turn.
By using the sequence spaces  , cs and bs and notation (.), the α-, β-and γ -duals of a sequence space X are defined by
respectively. Now we give some properties which are needed in the next lemma
where F is the collection of all finite subsets of N and p ∈ [, ∞). 
Lemma . []
Proof For given a = (a n ) ∈ w, by taking into account the sequence x = (x n ) that is defined in the proof of Theorem ., we obtain
for all n ∈ N. If we consider the equality above, we conclude that ax = (a n x n ) ∈  whenever 
Proof Given a = (a k ) ∈ w, by considering the sequence x = (x k ) that is defined in the proof of Theorem ., we obtain
∀n ∈ N, where the matrix V mλ = (v mλ nk ) is defined as follows:
we consider this and Lemma .(ii), we obtain
These results show that {c s) . By using a similar way, we obtain a = (a k ) ∈ {c λ (G m )} β if and only if V mλ ∈ (c : c). If we consider this and Lemma .(iii), we conclude that (.), (.) and (.) hold. Moreover, one can easily see that
As a consequence, we derive from (.) that
Since condition (.) is weaker, it can be omitted. Therefore we conclude that {c s) . This step completes the proof.
Proof It can be proved by combining the proof method of Theorem . and Lemma .(iv).
Matrix transformations
In the present section, we determine some matrix classes related to the sequence spaces c λ  (G m ) and c λ (G m ). Let us begin with two lemmas which are needed in the proof of theorems.
Lemma . [] Any matrix map between BK -spaces is continuous.

Lemma . [] Let X, Y be any two sequence spaces, A be an infinite matrix and U be a triangle matrix. Then
For simplicity of notation, in what follows, we use the following equalities.
for all n, k, i ∈ N provided the convergence of the series. Also, unless stated otherwise, we assume throughout Section  that the sequence y = (y k ) is connected with the sequence x = (x k ) as follows:
Theorem . Given an infinite matrix A = (a nk ) of complex numbers, the following statements hold. 
Then, by remembering Theorem ., we deduce that
Therefore the A-transform of x exists. Moreover, it is trivial that y ∈ c, namely ∃l ∈ C lim k→∞ |y k -l| = . Furthermore, if we consider Lemmas . and ., we conclude that the matrix B mλ ∈ (c : p ), where  ≤ p < ∞.
Now, we consider the following equality:
Then B mλ y exists and the series k b mλ nk y k converges for all n ∈ N. Moreover, we derive from (.) that the series for all n ∈ N. Then we write the equality above as follows:
for all n ∈ N. Also, we know (B mλ y) n ∈ p and a = (a n ) ∈ p . Then we have B mλ y p < ∞ and a n p < ∞. By taking p -norm (.) side by side, we obtain that
Therefore Ax ∈ p and so A ∈ (c λ (G m ) : p ).
On the contrary, assume that A ∈ (c λ (G m ) : p ), where  ≤ p < ∞. This leads us to With a basic calculation, we obtain
for all n ∈ N. If we pass to the limit in (.), we write
This shows that Ax ∈ c and so
On the contrary, we assume that A ∈ (c λ ( hold.
Proof If we combine Lemma .(vii), Theorem . and Theorem ., the present theorem can be proved by using a similar way. Now, by using Lemma ., we give one more result. Finally, we put a period to our work by mentioning as of now that the sequence space f (G m ) of almost convergent sequences derived by the domain of mth order generalized difference matrix will be defined and studied analogously in the next paper.
Corollary . Given an infinite matrix
