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VOORWOORD
Eindelijk is de dag aangebroken waarop ik zeggen kan: "Mijn proefschrift is af!"
Het spreekt voor zich dat, hoewel ik degene ben geweest die daadwerkelijk alle
lettertjes die hier op papier verschenen zijn heb ingetikt, dit proefschrift niet
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vooral of hij me ergens mee kon helpen (en dat kon hij inderdaad vaak). Colin
heeft er voor gezorgd dat ik al snel ingewerkt raakte in het opzetten en uitvoeren
van elektrofysiologisch onderzoek. Juist toen hij besloot om de wereld die weten-
schap heet te verlaten, had ik gelukkig inmiddels van hem geleerd om in die
wereld op mijn eigen beentjes te staan. Ik ben blij dat Colin op mijn verdediging
als co-promotor aanwezig wil zijn. In de afgelopen jaren heb ik mijzelf meerdere
malen gerealiseerd dat deze beide heren er samen voor hebben gezorgd dat ik kan
terugvallen op een solide basis voor het doen van wetenschappelijk onderzoek.
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Valesca in het bijzonder voor de broodnodige theepauzes, waar werkelijk alles
besproken werd (moge er nog vele volgen) en het feit dat ze mijn paranimf wil
zijn, Jos voor zijn bereidwilligheid om een deel van zijn kamer aan mij af te staan
en met mij over mijn data te discussiëren, René voor zijn hulp bij het extraheren
van mijn waveforms uit de data-files, Oliver en Marcel voor het feit dat ze mij op
mijn eerste grote conferentie in New York hebben bijgestaan en daar gezellig met
mij de toerist hebben uitgehangen, en Marlies voor het vakkundig inspreken van
alle zinnetjes die aan mijn brein zijn ontsproten en hun weg hebben gevonden in
het experimentele materiaal, waar menig student naar heeft moeten luisteren.
Marieke, Jelle, Ellen en Karen bedank ik voor hun hulp bij het scrubben van de
hoofden van die arme studenten.
Het gapende gat dat het vertrek van de Neurocognitie-groep naar het FCDC
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de immer gevulde theekan, het schone kopje en het luisterend oor. Heidi bedank
ik voor haar morele steun, hulp bij de laatste loodjes en het feit dat ook zij mijn
paranimf wil zijn. I hope one day I can return the favor! Steffie, Anne, Sabine,
Ben en Rob bedankt voor de fijne samenwerking.
Hoewel ik niet iedereen bij naam kan noemen, wil ik dat jullie weten dat
veel mensen ertoe hebben bijgedragen dat ik de tijd op het MPI als erg leuk heb
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hulp van Ad wanneer al het andere dat deed, de lekkere broodjes van Pim, de
grapjes van Hans en de paddestoel op de voorruit van mijn auto van Jan "de
tuinman" bijvoorbeeld, hebben diverse malen een lach op mijn gezicht doen
toveren.
Tenslotte wil ik nog een aantal mensen bedanken die een grote bijdrage
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INTRODUCTION
C H A P T E R  1
Understanding spoken language is a human cognitive skill that seems to require
amazingly little effort. Nevertheless, several complex processes underlie spoken
language comprehension. Consider that in a normal conversation a listener rap-
idly has to identify individual words, retrieve their meaning as well as their
grammatical form and integrate this information to realize a higher-order
meaning representation of the entire sentence or discourse. In doing so, the lis-
tener can rely on a number of different sources of knowledge he or she possesses.
Linguistic knowledge available to the listener encompasses knowledge of the
sound patterns of the utterance (phonology), knowledge of its grammatical struc-
ture (syntax), and of its meaning (semantics). In addition, language under-
standing is aided by non-linguistic knowledge about how things work in the
world (pragmatics). Words are considered to be the building blocks of language
understanding and as such play an important role in the comprehension process.
This thesis presents a psychophysiological approach to the understanding of
spoken-word processing. Of major interest is the time course of linguistic pro-
cesses during spoken-word recognition as measured by manipulation of sentence-
contextual information.
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A THEORETICAL FRAMEWORK OF SPOKEN-WORD RECOGNITION
Information about the phonology, semantics and syntax of words is stored in a
network of representations commonly referred to as the mental lexicon. In order
to identify spoken words the auditory system first has to convert the sensory
input it receives into a form that allows the listener to activate stored representa-
tions of words. It is still not fully understood how the auditory system achieves
this. Theories about the nature of the representational units that mediate speech
perception are diverse and include those that acknowledge phonemes, acoustic-
phonetic features, syllables, articulatory gestures or even whole words as the
units of perception (for a short review see Cutler and Clifton, 1999). For simplifi-
cation purposes, in this thesis I will assume that the phoneme is the unit of per-
ception. The phoneme is the smallest unit with which a phonological form of an
utterance can be sequentially described. For instance, the word thesis can phono-
logically be represented as /Ti:sIs/, and finished as /fInISt/. I thus assume that the
auditory system extracts these phonemes from the acoustic waveform and
matches them to those stored in the mental lexicon, thereby activating representa-
tions of words containing these phonemes. Activation of words allows the syn-
tactic and semantic information related to these words to become available. But
before the aforementioned words, when combined, can lead to the listener’s reac-
tion "party time!", the multiple words that are activated on the basis of the pho-
nemes have to be reduced to the ones that were actually produced. These words
further have to be recognized, and their meanings combined.
Models describing the auditory word comprehension process as sketched
above commonly distinguish three subprocesses: lexical access, lexical selection
and lexical integration (Marslen-Wilson, 1987; Zwitserlood, 1989). Although the
functional architectures of many spoken-word recognition models describing
these lexical processes differ, most models pose that during lexical access mul-
tiple lexical items that share word onset are activated in parallel on the basis of
an analysis of the initial phoneme(s) of a word. For instance, according to both
the Cohort model and the Shortlist model, the sound /Ti:/ will activate the words
thief, thesis, theme, etc. (Marslen-Wilson & Welsh, 1978; Norris, 1994). This is a
purely autonomous or bottom-up process. As pronunciation of a word progresses
over time, the activation level of a number of lexical items will decline as soon as
they no longer correspond to the incoming acoustic signal, since the phonemes
that are extracted from the acoustic waveform do not match those in these items.
Selection of the proper candidate is said to take place when only one lexical item
is left that matches the acoustic signal best. Word recognition in sentences or dis-
course additionally requires that the selected word is integrated into a higher-
order meaning representation of the sentence context.
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The impact of sentential-contextual information on the spoken-word recognition
process is a matter of debate. Two key issues here concern the relative moment in
time at which context starts to exert an effect on word recognition, and the time
course of the use of different sources of knowledge obtained from the context.
The present thesis describes experiments that were designed to investigate the
time course of contextual effects on spoken-word recognition, and the electro-
physiological manifestation of these effects. Since the timing aspect of contex-
tual influence is of primary concern here, I will first discuss this aspect with
respect to several models of spoken-word recognition.
Models of spoken-word recognition
In the literature on language comprehension there is sufficient evidence to suggest
that contextual influences play a role in the on-line recognition of spoken words (see
Zwitserlood, 1998 for a comprehensive review). However, models of word recogni-
tion differ in their claims concerning the exact moment at which contextual infor-
mation starts to exert its influence. Theoretically, sentential context could begin
to exert its influence on the spoken-word recognition process either prior to lex-
ical access, when no phonological information is available, prior to lexical selec-
tion, that is, after activation of a set of lexical items on the basis of the analysis of
some initial stretch of the speech signal, or prior to semantic integration, after
one lexical item has been selected on the basis of the acoustic input. This tem-
poral separation is not always strict (sometimes lexical selection is a by-product
of the integration process, as in the case of semantically ambiguous words such
as bank). However, this distinction between lexical selection and semantic inte-
gration is of importance for clarification of three contrasting kinds of speech rec-
ognition model: one in which bottom-up (i.e., acoustic input) and top-down (i.e.,
context) information are fully interactive, one where bottom-up information has
partial priority over top-down information, and one where bottom-up information
has full priority over top-down information.
In the first category we find the TRACE model by McClelland and Elman
(1986) and the Logogen model by Morton (1969). These models claim that con-
textual influences already operate before instantiation of the set of lexical ele-
ments (referred to as nodes or logogens). Sentential context serves to raise the
activation level of contextually appropriate lexical elements. Acoustic and
higher-level context information are used interactively to home in on a single
lexical element. The activation level of those elements that no longer correspond
to the incoming acoustic signal or that are not plausible in the higher-level con-
text given their semantic and syntactic properties is lowered. Lexical selection is
said to take place when the activation level of a lexical element exceeds its
threshold. Following selection, the meaning of the word is integrated into the
meaning representation of the preceding context.
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Examples of the second category are the Shortlist model by Norris (1994) and the
Cohort model by Marslen-Wilson and Welsh (1978). These models claim that
contextual information starts to exert its influence only after bottom-up activa-
tion of a set of lexical items or candidates on the basis of a stretch of initial sen-
sory input. In other words, the lexical access process is autonomous and cannot
be influenced by higher-level context information. Here too, a combination of
bottom-up acoustic information, and top-down semantic and syntactic informa-
tion derived from the context are used to select a lexical candidate from the
word-initial cohort or shortlist. The selection process is completed as soon as the
set of word-initial candidates is reduced to one that still matches the acoustic
signal and that is most plausible given the preceding context.
Autonomous or modular models such as the autonomous search model by
Forster (1979) are examples of the third category, which state that contextual
information is only used during the integration process. Here, higher-level con-
text information cannot affect lexical access nor lexical selection before the word
form that matches the acoustic input has been selected. Only after this process
has been completed contextual information is used and the semantic and syn-
tactic information of the selected word form are integrated into the higher-level
representation of the preceding context.
Although clear in their assumptions about the timing of the onset of sentential-
contextual influence, the models mentioned above do not specify the time course
of the use of different sources of higher-level context information in relation to
lexical information during sentence processing. A fundamental claim within lin-
guistics is that syntax and semantics are separable and independent sources of
information. Thus, another issue important to spoken language comprehension
pertains to the time course of the processing of these individual aspects of con-
textual information. Does the processing of semantic and syntactic information
occur in parallel or is it serial in nature? At the level of auditory sentence com-
prehension, this dichotomy is represented by two kinds of model. "Syntax-first"
models, for instance, claim that syntactic processing (i.e. syntactic structure
building) takes place before semantic information from the context is used
(Frazier, 1987; Friederici, 1995; 2002). These "syntax-first" or serial models can
be contrasted with constraint-based or interactive models that claim that all
sources of information exert their influence directly and in parallel on auditory
sentence processing and that none of them have priority over another (cf.
Trueswell & Tanenhaus, 1994). A parallel can be drawn at the level of lexical
processing. Is semantic and syntactic information from the context used in par-
allel during spoken-word processing or does specific syntactic information have
priority over semantic information?
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The aforementioned models have all received varying degrees of support from
experiments using several techniques, such as phoneme monitoring, lexical deci-
sion, shadowing, naming, and gating. However, since these techniques require
the subject to perform a specific task, the results of these experiments might be
influenced by task-specific processes (cf. Brown, Hagoort, & Chwilla, 2000). In
this thesis, the time course of the interplay between sentence-level processing
and spoken-word recognition will be investigated with an experimental technique
that yields a high temporal resolution in measuring the on-line recognition of
words, and in addition does not require the subject to perform a potentially intru-
sive task. This technique involves the registration of event-related brain poten-
tials (ERPs). Because the temporal resolution of these registrations is in the order
of milliseconds, through ERP analysis one can accurately measure when pro-
cessing activities take place in the human brain (see Rugg and Coles, 1995, for an
extensive discussion of the use of ERP recording in cognitive psychology).
EVENT-RELATED BRAIN POTENTIALS
ERPs are part of the registration of electrical activity measured on the scalp,
known as the electroencephalogram (EEG). The EEG reflects the small voltage
fluctuations that are caused by simultaneous post-synaptic activity of a large pop-
ulation of neurons in the cerebral cortex and thalamocortical connections that fire
in synchrony. ERPs are averages of parts of the EEG that are time-locked to spe-
cific psychological or experimental events, thus explaining the term event-related
potential. Voltage fluctuations are measured with electrodes placed at specific
locations on the scalp.
The amplitude of ERPs are very small, measuring from less than 1 to 10
microvolts. In comparison, the spontaneous EEG can range from 10 to 100
microvolts. In order to visualize the ERPs that are time-locked to the events, the
non-event-related activity has to be eliminated from the EEG. This is typically
done by averaging a number of EEG epochs that are time-locked to the same
stimulus event. The procedure for extracting ERPs from the EEG is illustrated in
Figure 1. The assumption behind this procedure is that all neural activity that is
not related to the processing of the stimulus event varies randomly with respect
to the time of the stimulus onset. Averaging over a number of EEG epochs time-
locked to similar stimulus events then cancels out the randomly distributed
activity and thus improves the signal-to-noise ratio of the ERP relative to the
spontaneous EEG. The number of epochs needed for a reliable ERP depends
upon the amplitude of the ERP of interest. Generally speaking, in language
research 25 trials per condition should be considered a minimum (Kutas & Van
Petten, 1994).
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The averaged ERP signal includes a series of positive and negative electrical
waves referred to as components. These components have specific latencies and
particular distributions across the scalp and are hypothesized to be related to spe-
cific cortical events. In turn, these cortical events are hypothesized to be closely
related to psychological processes. In general, the early components of the ERP
that occur within 10 ms after stimulus onset are thought to reflect information
processing in the primary sensory pathways. For example, the auditory brain
stem ERP arises from neural impulses traveling from the cochlea through the
Figure 1-1. Idealized waveform of the averaged auditory event-related potential
(ERP) to a brief auditory stimulus. The ERP is generally too small to be detected in
the ongoing EEG (top) and requires computer averaging over a large number of
stimulus presentations to achieve an adequate signal-to-noise ratio. The
logarithmic time display allows visualisation of the early brainstem potentials
(Waves I to VI), the middle-latency components (No to Nb), exogenous long-latency
components (P1, N1, and P2), and endogenous long-latency components (Nd, N2,
P300, and slow wave).(After Hillyard & Kutas, 1983.) 
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auditory brain stem centers. So-called middle latency components (roughly 10 to
100 ms), on the other hand, seem to reflect activity in the thalamus and possibly
the earliest cortical processing. These early and middle-latency components are
called exogenous ERP components because their amplitude and peak latency
vary as a function of physical properties of the stimulus event, such as intensity
and rate of presentation. In contrast, the later components of the ERP, the so-
called endogenous components, represent processing of information at higher
cognitive levels, such as a shift of attention, surprise to a novel stimulus or reso-
lution of a semantic ambiguity. As a consequence it is the endogenous compo-
nents that are of more interest to cognitive psychologists investigating higher
cognitive functions such as memory and language.
The two basic aspects of the ERP component are its peak-amplitude and its
peak-latency measured from stimulus onset. For amplitude measures, the most
common approach is to define a window surrounding the peak and use the
average activity within this window as the amplitude measure. These time ranges
are defined on the basis of the results of previous studies and visual inspection of
the waveform. With respect to timing, the relationship between ERP components
and underlying cognitive processes is to some extent unclear. In general it is
assumed that the latency of the onset of the component, as opposed to its peak-
latency, is most informative as it provides an upper-bound estimate of the timing
of the underlying process.
The nomenclature for ERPs is usually based on the component’s polarity
and peak-latency. For example, the P300 that typically is elicited when an
improbable target stimulus is detected in a series of standard stimuli is a positive
deflection peaking at 300 ms after stimulus onset (Picton, 1992). Another system
for labeling components is based on their polarity and ordinal position in the ERP
waveform (e.g., P1, N1, P2). Also, components can be named according to their
assumed cognitive function. For example, the Syntactic Positive Shift (SPS) is
another name for the P600 that is assumed to reflect syntactic processing
(Hagoort, Brown & Groothusen, 1993; Osterhout & Holcomb, 1992). Special
attention should be given to figure reading. In the ERP literature some
researchers plot waveforms with negative voltages up and others do the opposite.
Throughout this thesis, negative polarity is plotted upward.
A clear distinction should be made between a component and an effect. For
example, in this thesis, a component with a negative polarity peaking at 200 ms
after word onset, called the N200 is described. Despite the fact that the compo-
nent itself is most clearly visible at frontal sites, modulation of the amplitude by
means of experimental conditions does not necessarily lead to a maximum differ-
ence between the conditions, or effect, at frontal sites. The N200 itself might be
the result of multiple generators. However, it may be the case that not all of these
generators are involved in modulation of the amplitude. Therefore, cognitive sci-
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entists are most interested in effects between experimental conditions, as they are
most informative about modulation of an underlying cognitive process.
The recording of ERPs requires the small voltage fluctuations to be recorded at
the scalp by means of electrodes. Nowadays the electrodes are usually mounted
in an elastic cap that is worn by the subject. Placement of the electrodes typically
follows an accepted system such as the 10-10 Standard System of the American
Electroencephalographic Society (1994) in which maximally 75 electrodes are
placed over the frontal, central, temporal, parietal and occipital areas of the scalp.
The electrode sites are labeled in terms of the underlying cortical areas (e.g., F =
frontal, C = central, P = parietal), and their position in the lateral plane (odd num-
bers refer to the left hemisphere, even numbers to the right hemisphere, and z to
midline positions). By way of illustration, F7 refers to a left frontal electrode site
and Cz to the central electrode site (exactly in the middle between the nasion and
inion, and left and right ear canal).
For each electrode site, the signal is amplified, filtered and digitized
according to standard rules (cf. Picton, Lins & Scherg, 1995). Also, ERPs are
measured differentially. This means that the electric potential measured at each
electrode site is measured in reference to a common electrode placed on or near
the scalp that is assumed not to have electrical activity occurring as a result of
brain activity (e.g., at the mastoid bone behind the ear). This common electrode
is referred to as the reference electrode. In addition to neural activity, undesirable
electrical activity may show up in the EEG as a result of eye movements, blinks,
muscle activity in face and neck and other excessive motor activity. In order to
identify the most common artifacts, namely those related to blinks and eye move-
ment, extra electrodes are placed near the eyes: a supra- to suborbital bipolar
montage for vertical eye movements and blinks, and a right to left canthal bipolar
montage for horizontal eye movements. Trials containing such artifacts are most
commonly rejected for further analysis.
There are both strengths and weaknesses inherent to the use of ERPs in the study
of cognitive neuropsychology. The strengths relate to the high temporal resolu-
tion in the order of milliseconds, the non-invasive nature of the procedure, and
the fact that ERPs can be investigated in the absence of an experimental task.
This makes the ERP suitable for on-line monitoring of individual cognitive pro-
cesses in the absence of task-induced effects and, thus, facilitates drawing infer-
ences about the timing of these processes. One weakness of the ERP technique is
a direct consequence of the physical characteristics necessary for picking up
electrical activity at the scalp. In addition to having to be synchronously active,
the population of cortical cells have to be aligned in a parallel orientation in order
to produce a dipolar field with positive and negative charges between which cur-
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rent flows. Such a configuration of cortical cells is known as an open-field con-
figuration. Neural activity that does not meet these criteria cannot be picked up
by the electrodes. Consequently, not all neural processes underlying cognitive
functions are reflected in the ERP. Another weakness, especially compared to
some other brain-imaging techniques, relates to the poor spatial resolution for
identifying cortical sources that are thought to be responsible for the measured
activity, and the uncertainty of the underlying cortical generators (dipoles) that
account for the scalp topographical distribution. Potentials recorded at particular
scalp locations do not necessarily reflect activity in the cortical area that lies
directly underneath the electrode site. This is referred to as the inverse problem.
There is no unique solution for a particular pattern of voltage distribution across
the scalp.
With recent developments in cognitive neuroscience the inverse problem
can be partly overcome. First, spatial localization can be improved by high-den-
sity ERP recording, using dense arrays with as many as 128 or even 256 elec-
trodes. Second, a better spatial resolution of local cortical sources reflected on
the scalp topography is realized by quantitative techniques using dipole modeling
(e.g., Brain Electrical Source Analysis, Scherg, 1990) which have improved con-
siderably over the years. Finally, recording techniques with a high spatial resolu-
tion such as PET and fMRI can be used as constraints on deriving a sensible
solution for source localization.
In spite of the fact that identifying cortical generators of cognitive functions
remains difficult, recording ERPs is still is a very suitable method for studying
individual cognitive processes as they unfold over time. When interpreting ERP
waveforms the following two general guide-lines are very useful. First, differ-
ences in polarity and/or scalp distribution between two conditions are usually
interpreted as reflecting the activity of, at least partly, non-overlapping neural
populations, subserving qualitatively different processes. Second, differences in
amplitude between two conditions are usually interpreted as modulations in the
activity in the same neural populations subserving processes that differ quantita-
tively. A final problem that needs to be considered is the possible overlapping of
multiple effects elicited in the same latency range (see Coles & Rugg, 1995). In
the ERP waveform the voltages of these effects are simply added. Dissociation of
these different effects has to take place on the basis of their topographic distribu-
tions and by means of experimental manipulations.
Electrophysiology of Language Processing
Of interest to the topic of this thesis, several ERP components have proven to be
related to the processing of different types of information, necessary for language
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comprehension. A central finding in the ERP literature on language is a negative-
going component, the N400, which typically peaks at 400 ms after stimulus
onset. As first reported by Kutas and Hillyard, the amplitude of the component
seemed to increase when the semantics of the eliciting words did not match with
the semantics of the preceding sentence context, as in “He spread his warm bread
with socks” (cf. Kutas & Hillyard, 1980). Over the past two decades numerous
studies have demonstrated that the N400 component is related to semantic pro-
cessing of the eliciting word and can be observed in both the visual and the audi-
tory modality. Although N400 effects have sometimes been related to lexical
access (Kutas & Federmeier, 2000), today the most widely held view is that in
sentence contexts, the N400 amplitude indexes the relative ease with which the
meaning of a word is integrated into the overall meaning representation of the
preceding context (Brown & Hagoort, 1993, Hagoort & Brown, 2000; Holcomb,
1993): Words that are semantically incongruent or less fitting given the preceding
sentence frame typically elicit a much larger N400 than words that fit well within
the context. This N400 effect has a posterior scalp distribution and an onset
around 200-250 ms after word onset (for reviews see Kutas & Van Petten, 1988,
1994; Osterhout & Holcomb, 1995).
In contrast to the N400, both a left anterior negativity (LAN), with a latency
window of 100 to 500 ms after stimulus onset, and a later, more posterior positive
shift, referred to as P600 or SPS, with a latency window of 500 to 800 ms after
stimulus onset have been reported to be sensitive to syntactic processing. The
P600 has been known to be elicited by several syntactic violations, such as viola-
tions in agreement of number, gender and case, phrase-structure violations, and
even violations of structural preference (cf. Hagoort, Brown & Osterhout, 1999;
Friederici, 2002). LANs are also elicited in situations involving several types of
syntactic violations, such as morpho-syntactic and word category violations (cf.
Hahne & Friederici, 1999; Hagoort et al., 1999). Recently, a further subdivision
has been proposed between two negativities within this early time window,
because of a difference in latency and possible functional roles, namely an early
left anterior negativity (ELAN) between 100 and 200 ms after stimulus onset,
related to word category processing, and a somewhat later left anterior negativity
(LAN) between 300 and 500 ms after stimulus onset, related to morpho-syntactic
processing (Friederici, 2002; Hahne & Jescheniak, 2001).
Finally, it should be noted that most researchers do not claim that the com-
ponents or effects mentioned above are all language-specific, but rather that in
the context of language processing, modulation of these components can be
related to distinct aspects of language processing and as such can be helpful in
the investigation of these aspects (cf. Hagoort et al., 1999).
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AIMS AND STRUCTURE OF THE THESIS
In the present study the process-specific sensitivity of aforementioned ERP com-
ponents is exploited in an attempt to investigate different aspects of spoken-word
and sentence processing. The next three chapters contain descriptions and discus-
sions of several experiments. Each chapter is written in such a way that it can be
read independently from the other chapters. Chapter 2 relates to the first issue
raised in this introduction concerning the relative moment in time at which con-
text starts to exert an influence on spoken-word processing. In particular, the
experiment described seeks to validate an early electrophysiological manifesta-
tion of the processing interface between words and their context. This chapter has
been published in Journal of Cognitive Neuroscience. Chapter 3 takes a closer
look at the nature of the lexical selection process. More specifically, it describes
an investigation of whether during the selection process lexical items are individ-
ually assessed with respect to their goodness-of fit within the preceding context
on the basis of their semantic features, or whether initial assessment takes place
on a field of semantic features that at that moment are not linked to specific lex-
ical items. In addition, the temporal relationship between the lexical selection
and the lexical integration process is evaluated. The issue at hand relates to
whether there is some "magic moment" where lexical selection ends and lexical
integration begins, or whether these processes are of a cascading nature (i.e.
overlap to some extent). Chapter 4 focuses on the investigation of the time course
of the processing of individual aspects of information (i.e. phonological,
semantic and syntactic) during lexical selection and integration in spoken-word
comprehension. Chapters 3 and 4 are under submission. Chapter 5 presents a
summary and general discussion of the main findings in the thesis. In addition,
implications for theories of spoken-word comprehension are discussed.
 
ELECTROPHYSIOLOGICAL EVIDENCE FOR EARLY 
CONTEXTUAL INFLUENCES DURING SPOKEN-
WORD RECOGNITION: N200 VERSUS N400 
EFFECTS
C H A P T E R  2
Daniëlle van den Brink, Colin M. Brown, and Peter Hagoort1
ABSTRACT
An event-related brain potential experiment was carried out to investigate the time
course of contextual influences on spoken-word recognition. Subjects were pre-
sented with spoken sentences that ended with a word that was either (a) congruent,
(b) semantically anomalous, but beginning with the same initial phonemes as the
congruent completion, or (c) semantically anomalous beginning with phonemes that
differed from the congruent completion. In addition to finding an N400 effect in the
two semantically anomalous conditions, we obtained an early negative effect in the
semantically anomalous condition where word onset differed from that of the con-
gruent completions. It was concluded that the N200 effect is related to the lexical
selection process, where word-form information resulting from an initial phonolog-
ical analysis and content information derived from the context interact.
1. Slightly adapted version of this chapter has been published in Journal of
Cognitive Neuroscience, 13:7 (2001), pp. 967-985
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INTRODUCTION
In everyday speech, people hear words in the context of other words, usually in
the form of sentences. In the literature on language comprehension there is evi-
dence to suggest that contextual influences play a role in the on-line recognition
of spoken words (Morton, 1969; Marslen-Wilson & Tyler, 1980; Salasoo &
Pisoni, 1985). In the recognition of words spoken in isolation, a number of
spoken-word recognition models converge on the idea that multiple lexical can-
didates that share word onset are accessed on the basis of an analysis of the initial
phoneme(s) of a word (Goldinger, Luce, & Pisoni, 1989; Goldinger, Luce, Pisoni,
& Marcario, 1992; Marslen-Wilson, 1987; Marslen-Wilson & Welsh, 1978;
McClelland & Elman, 1986; McQueen, Norris, & Cutler, 1994; Norris,
McQueen, & Cutler, 1995; Norris, 1994). As pronunciation of a word progresses
over time, lexical candidates are dropped as soon as they no longer correspond to
the incoming acoustic signal. Selection of the proper candidate is said to take
place when only one candidate is left that still matches the acoustic signal.
Word recognition in sentences additionally requires that the selected word
is integrated into a higher-order meaning representation of the sentence context.
The impact of sentential-contextual information on the recognition process is a
matter of debate, with several models assuming a high degree of interactivity
between contextual and acoustic information, and other models assigning priority
to the acoustic analysis. A key issue here concerns the relative moment in time at
which context starts to exert an effect on word recognition. The present study
was designed to investigate the time course of contextual effects on spoken-word
recognition. The focus of our study is on the electrophysiological manifestation
of these effects, and less on the empirical separation of competing word recogni-
tion models. We seek to validate an early electrophysiological manifestation of
the processing interface between words and their context, which will provide a
real-time measure with which to test competing spoken-word recognition
models.
ERPs reflect the sum of simultaneous post-synaptic activity of a large
number of neurons, recorded at the scalp as small voltage fluctuations in the elec-
troencephalogram. A central finding in the ERP literature on language is a nega-
tive-going component that typically peaks at 400 ms after stimulus onset, the
N400 (cf. Kutas & Hillyard, 1980). The N400 component is related to semantic
processing of the eliciting word and is observed in both the visual and the audi-
tory modality. Although N400 effects have sometimes been related to lexical
access (Kutas & Federmeier, 2000), today the most widely held view is that in
sentence contexts the N400 amplitude indexes the relative ease of semantic inte-
gration (e.g., Brown & Hagoort, 1993, 2000; Holcomb, 1993): Words that are
incongruent or less fitting given the preceding sentence frame typically elicit a
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much larger N400 than words that fit well within the context. This N400 effect
has a posterior scalp distribution and an onset around 200-250 ms after word
onset (for reviews, see Kutas & Van Petten, 1988, 1994; Osterhout & Holcomb,
1995). However, semantic integration of the perceived word into the sentence
context is one of the last subprocesses in spoken-word recognition. If the N400
effect solely reflects the semantic integration process, is there any other evidence
in the electrophysiological signal that context exerts an influence prior to
semantic integration? Or does the N400 effect not only reflect integration pro-
cesses, but also early semantic processing at a level where lexical and contextual
information interact? A number of recent ERP studies on spoken-word pro-
cessing have addressed these issues.
Connolly and Phillips (1994) carried out a study to investigate the possi-
bility of the existence of a separate ERP component in the auditory modality, pre-
ceding the N400, that, in their terminology, might reflect some kind of
‘preprocessing phase’ related to contextual influences. In earlier studies
Connolly and colleagues had found a negativity peaking at 200 ms (Connolly,
Phillips, Stewart, & Brake, 1992; Connolly, Stewart, & Phillips, 1990). In their
1994 study, they hypothesized that this N200 was related to a phonological pro-
cess that assessed whether the initial sounds of a word fit the sentential context.
On the basis of the preceding context a semantic expectation of a particular word
is formed, and if the initial phonemes of the perceived word do not match the ini-
tial phonemes of the expected word, an N200 is elicited. The underlying idea is
that, certainly in the auditory modality, the semantic system could benefit from
such an early process. To test their account of an early negativity reflecting a
phonological process, Connolly and Phillips (1994) included four conditions in
their design. The experimental items consisted of medium to high constraining
sentences that ended with a semantically correct or anomalous word. The seman-
tically correct sentence-final words were either the highest cloze probability
words and therefore the expected endings (e.g., “The piano was out of tune”) or
words that were of a lower cloze probability (e.g., “Don caught the ball with his
glove”, where hand would have been expected).2 The semantically anomalous
sentence-final words began with phonemes that were either similar to those of the
expected word (e.g., “The gambler had a streak of bad luggage”, where luck
would have been expected) or different (e.g., “The dog chased the cat up the
queen”, where tree would have been expected).
In the two conditions where the onset of the word did not match that of the
highest cloze probability word, Connolly and Phillips obtained an early nega-
tivity (now peaking between 270 and 300 ms). They did not find an early nega-
2. Cloze probability of a word is defined as the percentage of subjects who use
that word to end a particular sentence (see Bloom and Fischler, 1980).
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tivity in the remaining two conditions, not even in the semantically anomalous
condition where word onset was identical to the highest cloze probability word,
and where they did obtain an N400. Therefore, Connolly and Phillips claimed
that the early negativity was a phonological mismatch negativity (PMN),
reflecting a discrepancy between the initial phonemes of the expected word and
the actually perceived word. Their results seem to support the notion that a
semantic expectation of a particular word is formed on the basis of the preceding
context. Subsequently, the incoming signal is matched against the phonemic tem-
plate of the expected word. If the initial phonemes do not match, a PMN is elic-
ited.
Van Petten, Coulson, Rubin, Plante, and Parks (1999) performed a study
somewhat similar to that of Connolly and Phillips (1994). In this study they made
use of information about the isolation points (IP) of words, i.e., the minimum
amount of acoustic signal necessary to identify a spoken word in the absence of
contextual information (cf. Grosjean, 1980). The IPs were established with the
gating technique, in which subjects hear increasingly longer fragments of a word,
and report after each fragment which word they think is being presented. Van
Petten et al. hypothesized that “... if semantic processes begin to operate on the
partial and incomplete results of perceptual analyses, then the influence of
semantic context might begin before the IP, as soon as the acoustic input becomes
discrepant with semantic expectations” (p. 397). Their experimental items con-
sisted of high to low constraining sentences that ended either (a) with the highest
cloze probability word, (b) with a word that rhymed with the highest cloze prob-
ability word, (c) with a semantically anomalous word that shared the same initial
phonemes as the highest cloze probability word, or (d) with an anomalous word
of which the initial phonemes differed from those of the highest cloze probability
word. For example: “It was a pleasant surprise to find that the car repair bill was
only seventeen dollars/scholars/dolphins/bureaus”.
The results revealed that the sentence-final words in the three anomalous
conditions all elicited a significantly larger N400 than the high-cloze probability
endings. Moreover, the onset of the N400 effect differed between conditions. In
the fully anomalous and rhyme conditions, the onset of the N400 effect preceded
the IP of the sentence-final words. Relative to these two conditions, the onset of
the N400 effect in the condition where the anomalous word shared its phonemic
onset with the highest cloze probability word, was found to be delayed by some
200 ms and corresponded to the IP. It was concluded that the onset of the N400
effect was related to the moment at which the acoustic input first diverged from
semantic expectation. Van Petten and colleagues claimed that the N400 effect
reflects the semantic incompatibility between the semantic expectation that is
derived from the sentence context and the meaning of the acoustic word input.
This account assumes that the incoming acoustic information is semantically ana-
EARLY CONTEXTUAL INFLUENCES DURING SPOKEN-WORD RECOGNITION
17
lyzed and contrasted with the semantic expectation. This aspect was not further
elaborated in terms of specific lexical representations, or more general semantic
expectations. Van Petten and colleagues concluded that the N400 effect reflects
semantic processing of the perceived word and that this semantic processing
begins on partial and incomplete information about the perceived word.
The different results obtained in these studies, i.e. an early negativity versus
an early onset of the N400 effect, resulted in different interpretations. The
finding of an early negativity led Connolly and Phillips to conclude that on the
basis of the preceding context a specific phonological expectation is formed. The
early onset of the N400 effect in Van Petten and colleagues’ study led them to
conclude that a semantic expectation is formed. Despite these contrasting results,
both studies provide evidence for early contextual influences during word recog-
nition. However, neither a phonological nor a semantic expectation account nec-
essarily implies that context already influences word recognition prior to lexical
access. Suppose that, following the Shortlist model (Norris, 1994), contextual
influences arise only after the bottom-up activation of a number of lexical candi-
dates on the basis of the initial phonemes of the perceived word. If the contextual
specifications do not support any of the lexical candidates in the set (e.g. on the
basis of their semantic features), a congruity effect occurs, showing up either as
an N400 effect (Van Petten et al., 1999) or as an early negativity (Connolly &
Phillips, 1994).
This account fits with how Hagoort and Brown (2000) interpreted their
results of a recent ERP study. The authors presented their subjects with spoken
sentences that ended with a semantically congruent or anomalous word that did
not have the same phonemic onset as the congruent completions. A biphasic neg-
ative shift was observed to the semantically anomalous endings. This biphasic
shift was composed of two effects, an early effect that peaked around 250 ms (the
N250 effect), and the N400 effect. The authors suggested that the N250 effect
occurs whenever “... the contextual specifications do not support the form-based
activation of a lexical candidate ...” (p. 1528).
The fact that these studies yield contrasting results (early negativity versus
early onset of the N400 effect) remains somewhat surprising, and a few remarks
are in order. The grand average waveforms of Connolly and Phillips are rather
noisy, and identification of separate components is therefore difficult. On the
other hand, although Van Petten and colleagues claim not to have found an early
negativity, inspection of the waveforms of their Experiment 3 does reveal the
possibility of an early negativity, at least in the rhyme and fully anomalous con-
ditions. In itself this finding would not harm their account, but it could add evi-
dence to the existence of a separate early negativity.
The issue of the exact time course of contextual influences on spoken-word
recognition is important for our understanding of the underlying cognitive archi-
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tecture of the language system. ERP research allows us to investigate this
underlying cognitive architecture through identification of electrophysiological
correlates of spoken-word recognition processes. The three studies mentioned
above indicate that context has an early effect on spoken-word recognition. The
present study follows on from these studies and was designed to give a better
insight into this early context effect.
The time course of contextual influences on spoken-word recognition was
evaluated with ERPs. Taking into account the possibility of some delay between
underlying processes and their manifestation in the ERP waveform, the latest
moment at which context starts to exert its influence was assumed to be revealed
as the onset of a congruity effect in the waveforms, as indicated by the diver-
gence between a congruent and an incongruent condition. We used semantically
constraining Dutch sentences with sentence-final words that differed across three
conditions (see Appendix for full set of experimental materials). In the Fully
Congruent (FC) condition sentences ended with the highest cloze probability
word for that sentence: “De schilder kleurde de details in met een klein penseel”
(“The painter colored the details with a small [paint brush]”). The other two con-
ditions both ended anomalously, but the point at which the sentence-final words
became incongruent differed between these two conditions. The completions of
the sentences in the Initially Congruent (IC) condition began with the same pho-
nemes as the highest cloze probability words in the FC completions: “De schilder
kleurde de details in met een klein pensioen” (“The painter colored the details
with a small pension”). In contrast, the Fully Incongruent (FI) sentence-final
words had initial phonemes that differed from the highest cloze probability word:
“De schilder kleurde de details in met een klein doolhof” (“The painter colored
the details with a small labyrinth”). We hypothesized that the onset of the con-
gruity effect between the FC and FI conditions should precede the onset of the
congruity effect between the FC and IC conditions. We were also curious to see
how this congruity effect would manifest itself; as the onset of a monophasic
N400 effect as in the Van Petten et al. study, or as a biphasic negative shift con-
sisting of an early negative shift and an N400 effect as in the Connolly and
Phillips study (1994) and the Hagoort and Brown study (2000).
We also investigated ERP effects as a function of the moment at which the
sentence-final words in the FC and IC conditions started to acoustically diverge
from each other. This moment was labeled the divergence point. We were inter-
ested in whether the manifestation of the congruity effect based on word onset
(FC vs. FI) would differ from the congruity effect based on the divergence point
(FC vs. IC). This line of investigation provides an additional perspective on the
validity of the distinction between an early negative shift and the N400 effect
during spoken-word recognition.
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METHOD
Subjects
The experiment was conducted with 21 native speakers of Dutch (18 female,
mean age 22, range 19-26 years) from the subject pool of the Max Planck Insti-
tute for Psycholinguistics. All had normal to corrected-to-normal vision and were
right-handed (3 subjects reported having a left-handed parent or sibling). None of
the subjects had any neurological impairment or had experienced any neurolog-
ical trauma. Nor had any of the subjects participated in the pretest (see below).
The data of 5 additional subjects were not analyzed (see Results section). Sub-
jects were paid for their participation.
Materials
The experimental items consisted of a set of 261 triplets of semantically con-
straining sentences across three experimental conditions. The sentences in each
triplet were identical up to the final word. In the Fully Congruent (FC) condition,
sentences ended with a high cloze probability word, e.g., “De schilder kleurde de
details in met een klein penseel” (“The painter colored the details with a small
[paint brush]”). In the Initially Congruent (IC) condition, sentences ended with a
semantically anomalous word that had the same initial phonemes (and lexical
stress) as the highest cloze probability word, e.g., “De schilder kleurde de details
in met een klein pensioen” (“The painter colored the details with a small pen-
sion”). The third condition served as a control condition where sentences ended
with a word that was semantically anomalous and also had initial phonemes that
were totally unexpected given the sentential context, e.g., “De schilder kleurde
de details in met een klein doolhof” (“The painter colored the details with a small
labyrinth”). This condition is called the Fully Incongruent (FI) condition.
The 261 triplets were derived from a larger set of sentence materials that
had been submitted to a cloze test. Thirty subjects from the subject pool of the
Max Planck Institute for Psycholinguistics were given a list of 350 sentences
with the final word omitted. Subjects were asked to carefully read the sentences
and to fill in the first word that came to mind at the position of the omitted sen-
tence-final word. On the basis of the results, a set of 261 sentences with a cloze
probability of .50 or higher formed the basis for the 261 triplets used in this
experiment. Items for the IC condition were constructed by replacing the sen-
tence-final word by a word that did not fit the semantic constraints of the pre-
ceding context, but began with the same phonemes (mean length of overlap was
2.6 phonemes, range 2 to 4, always including a full vowel) and had the same lex-
ical stress and number of syllables as the high cloze probability word, which was
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used in the FC condition. The items for the FI condition were constructed by
replacing the sentence-final word with a semantically anomalous word with
word-initial phonemes that differed from the beginning phonemes of the high
cloze probability word and other congruent words.
Because the sentences within each triplet were identical up to the final
word, they had the same length (mean length of 10.8 words; range 5-15) and
were equally constraining; the critical words in the FC condition had a mean
cloze probability of .84 (range: .50-1.0). All sentence-final words were reason-
ably well-known nouns selected from a Dutch word corpus called CELEX
(Baayen, Piepenbrock & Van Rijn, 1993); all critical words had a frequency of at
least 30 counts per 42 million or 1.48 log, with a mean duration of 516 ms and a
mean log frequency of 2.87 in the FC condition, 538 ms and 2.62 in the IC condi-
tion, and 515 ms and 2.49 in the FI condition. Each sentence-final word began
with a plosive. This provided a clear physical marker that facilitated the align-
ment of the ERP-waveform to the onset of the sentence-final word.
Three lists were constructed to ensure that no subject heard the same sen-
tence or target word more than once. In addition to the set of 261 experimental
items (87 per condition per list), a set of 87 fillers was constructed. These fillers
were all semantically congruent, to balance the number of sentences that ended
anomalously and congruently. Finally, the experimental lists were preceded by a
practice list of 20 items, which reflected the experimental materials. The practice
list was used to familiarize the subjects with the experimental situation.
The experimental sentences, fillers and practice sentences were all spoken
by a female speaker, with normal intonation at a normal speaking rate, and were
recorded in one recording session. The sentences were recorded in triplets,
making sure intonation and speaking rate were kept constant within each triplet.
No specific voice changes marked the sentence-final anomalies as odd in the IC
and FI condition. Sentences were spoken in a sound-attenuating booth and
recorded on a digital audio tape. The DAT-recordings were sampled at 16 kHz
mono and stored on computer disk. A speech waveform editing system was used
to mark the onset of the sentence-final words. Also, the moment at which the sen-
tence-final words in the FC and IC conditions started to acoustically diverge from
each other, was marked as the divergence point for each word individually. This
acoustic divergence point was assessed on the basis of phonetic transcriptions of
the sentence-final words.
Procedure
Subjects were tested individually in a dimly illuminated sound-attenuating booth.
They were seated in a comfortable reclining chair, instructed to move as little as
possible, and told that they would hear a number of sentences. Their task was to
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attentively listen to these sentences and to try to understand them. In addition
they were told that several sentences would be semantically anomalous. No addi-
tional task demands were imposed.
Each trial began with a 300 ms warning tone, followed after 1200 ms
silence by the spoken sentence. The next trial began 4100 ms after sentence
offset. To ensure that subjects would not blink during and shortly after presenta-
tion of the sentence, 1000 ms prior to the beginning of the sentence a fixation
point (an asterisk) was displayed on the computer screen. The asterisk remained
on the screen until 1600 ms after offset of the spoken sentence. Subjects were
instructed to fixate on the asterisk during presentation of the sentences, but were
free to blink and move their eyes when the asterisk was not displayed on the
screen. Subjects listened to the stimuli via closed-ear headphones. After the prac-
tice session, the trials were presented in 5 blocks of approximately 10 minutes.
EEG-recording
The EEG was recorded from 29 Ag/AgCl-sintered electrodes mounted in an
elastic cap, each referred to the left mastoid. See Figure 2-1 for the electrode dis-
tribution. Five electrodes were placed according to the 10-10 Standard System of
the American Electroencephalographic Society over midline sites at Fz, FCz, Cz,
Pz, and Oz locations, along with 9 lateral pairs of electrodes over standard sites
on frontal (AF3, AF4, F3, F4, F7 and F8), fronto-central (FC3 and FC4), fronto-
temporal (FT7 and FT8), central (C3 and C4), centro-parietal (CP3 and CP4),
parietal (P3 and P4), and occipital (PO7 and PO8) positions. Three additional
pairs were placed laterally over symmetrical positions: (a) a temporal pair (LT
and RT) placed laterally to Cz, at 33% of the interaural distance, (b) a temporo-
parietal pair (LTP and RTP) placed 30% of the interaural distance lateral and
13% of the nasion-inion distance posterior to Cz, and (c) a parietal pair midway
between LTP/RTP and PO7/PO8 (LP and RP). Vertical eye movements were
monitored via a supra- to sub-orbital bipolar montage. A right to left canthal
bipolar montage was used to monitor for horizontal eye movements. Activity
over the right mastoid bone was recorded on an additional channel to determine if
there were differential contributions of the experimental variables to the presum-
ably neutral mastoid site. No such differential effects were observed.
The EEG and EOG recordings were amplified with a SynAmp Model 5083
EEG amplifier (NeuroScan Inc., Herndon, Va, USA), using a hi-cut of 30 Hz
(notch filter 60 Hz) and a time constant of 8 s (0.02 Hz). Electrode impedances
were kept below 3 kOhm for the EEG recording and below 5 kOhm for the EOG
recording. The EEG and EOG signals were digitized on-line with a sampling fre-
quency of 200 Hz.
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RESULTS
The data of 5 subjects were not analyzed: the data of one subject were lost
because of a computer malfunction and the data of 4 others showed excessive
alpha activity (a pronounced 10 Hz rhythm throughout the waveforms). As this
study was designed to investigate the possible existence of a relatively small and
short-lived early negativity, we were concerned that excessive alpha would dis-
tort the signals in this early latency window to such an extent that it would influ-
ence the results. For the remaining 21 subjects, data from critical trials were
analyzed according to the following procedure. Prior to off-line averaging, all
single-trial waveforms were screened for eye movements, electrode drifting,
amplifier blocking, and EMG artifacts in a critical window that ranged from 150
ms before onset of the sentence-final word, to 1900 ms after onset of the sen-
tence-final word. Trials containing artifacts were rejected (12.8% in FC, 13.4%
in IC, and 11.8% in FI). For each subject, average waveforms were computed
across all remaining trials per condition after applying baseline correction to the
waveforms of the individual trials on the basis of the averaged activity of 150 ms
before onset of the sentence-final word.
Figure 2-1. Distribution of the 29 electrodes across the scalp.
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Figure 2-2 displays the grand average waveforms by electrode site time-locked to
the onset of the sentence-final word. There are several things to note. First, in all
three conditions, the sentence-final words elicited an N100 component. This
component appears to be larger (but is in fact not) in the IC condition than in the
FC and FI conditions. This is most visible in the frontal to central electrodes.3 It
is not common to find a clear N100 component in a study using natural connected
speech, given the continuous nature of the speech signal (Connolly et al., 1990,
1992, 1994). However, in our study all sentence-final words began with a plo-
sive, which is a relatively clear onset marker in connected speech. In addition,
the homogeneity of the sentence-final word onsets presumably added to the clear
presence of the N100 component in the averaged waveforms. Second, a nega-
tivity at approximately 200 ms is visible in the waveforms. This negativity is
apparent in all three conditions, but is largest in the FI condition and is most vis-
ible over the frontal sites (see also Figure 2-3). Third, the semantically anoma-
lous sentence-final words in the IC and FI conditions elicit a broad negativity
peaking at approximately 400 ms, which is more negative than the ERP elicited
in the FC condition. In turn, this broad negativity is larger in the FI condition
than in the IC condition. Its latency characteristics and morphology are similar to
previously reported N400 effects. Finally, Figure 2-2 shows a late positivity
between 600 and 1000 ms, which is largest in the IC condition. This late posi-
tivity reaches maximal amplitude at around 800 ms and is maximal over parietal
sites. In the literature there are indications that late positivities reflect wrap-up
processes at the end of sentences (cf. Juottonen, Revonsuo, & Lang, 1996).
Statistical analyses of the congruity effects consisted of a number of
repeated measures analyses of variance (ANOVAs) with mean amplitude values
computed for each subject and each electrode in different latency windows: (a)
150-250 ms after critical-word onset for the early negativity (N200), (b) 300-500
ms after final-word onset for the N400, and (c) 600-1000 ms after final-word
onset for the late positivity. The latency windows were determined after careful
visual inspection of the grand average waveforms. The latency window for the
early negativity corresponds to the onset of the ascending flank and the offset of
3. We do not expect a differential N100 effect to occur (sentences and task
demands were identical in all conditions), and in fact this amplitude difference did
not reach significance (p = .103). Nevertheless we were concerned that the IC
condition in later latency windows might still be affected by this early difference.
To assess the possible effect of the non-significant N100 amplitude difference, we
applied a baseline correction to a latency window surrounding the N100, and
performed full statistical analyses based on this alternative baseline correction
procedure. Apart from a few details in the onset analyses (IC now diverged at 370
ms from FC), the results on the basis of this alternative baseline correction
procedure were the same as the results based on the prestimulus baseline.
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the descending flank. The N400 latency window corresponds to the onset of the
ascending flank and 100 ms after its maximal amplitude. This 300 to 500 ms
interval is a standard time window for measuring N400 effects. The latency
window for the Late Positivity corresponds to the onset of the ascending flank
and 200 ms after its maximal amplitude. For each latency window, the results
were first analyzed in an omnibus ANOVA that crossed all three levels of the
congruity factor (fully congruent, initially congruent, and fully incongruent) with
the 29-level electrode factor. In addition to the omnibus ANOVA, a priori pair-
wise comparisons between the congruity conditions were tested using ANOVAs
with a 2-level congruity factor. For the N200 latency window we expected the
ERP in the FC condition (baseline) to differ in amplitude from the ERP in the FI
condition (FC vs. FI), but not from the one in the IC condition (FC vs. IC). In the
N400 latency window as well as the late positivity latency window we expected
the ERP in the FC condition to differ in amplitude from the ERPs in both the FI
(FC vs. FI) and the IC condition (FC vs. IC), but these latter were not expected to
differ from each other (FI vs. IC). Scalp distributions of the congruity effects
were subsequently explored in three separate ANOVAs: an ANOVA on anterior
versus posterior, with a site (anterior/posterior) by electrode design (anterior: Fz,
FCz, F3, F4, F7, F8, FC3, FC4, FT7, FT8, posterior: Cz, Pz, CP3, CP4, LTP, RTP,
P3, P4, LP, RP); anterior left versus anterior right, with a site (left/right hemi-
Figure 2-3. Grand average ERPs from the Fz electrode to critical
words in three conditions. Time 0 is the onset of sentence-final words.
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sphere) by electrode design (anterior left: AF3, F3, F7, FC3, FT7, anterior right:
AF4, F4, F8, FC4, FT8); posterior left versus posterior right, with a site (left/right
hemisphere) by electrode design (posterior left: CP3, LTP, P3, LP, PO7, posterior
right: CP4, RTP, P4, RP, PO8). Univariate F tests with more than one degree of
freedom in the numerator were adjusted by means of the Greenhouse-
Geisser/Box's epsilon hat correction (Maxwell & Delaney, 1990). The original
degrees of freedom and adjusted p values will be reported.
The Early Negativity/N200 latency window: 150-250 ms
Table 2-1 displays the results of the mean ERP amplitude ANOVAs in the 150-250
ms latency range. The omnibus ANOVA for the N200 latency window resulted in a
significant main effect of congruity. The a priori pairwise comparisons revealed
that the FI completions elicited a larger N200 than the FC completions (corre-
sponding to an effect of 0.71 µV), and that the ERPs in the FC and IC conditions
did not significantly differ in amplitude (a difference of 0.17 µV). In these pair-
wise analyses, none of the interactions of congruity with electrodes reached sig-
nificance. Topographical analyses of the FC versus FI condition revealed no
significant interactions of congruity with site.
Table 2-1. ANOVA on mean ERP amplitude in the 150-250 ms latency range (N200)
source df     F MSE     p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 4.25 19.79 .023 *
Con x El 56, 1120 1.98 0.30 .075
FC vs. FI Con 1, 20 6.90 22.42 .016 *
Con x El 28, 560 2.15 0.33 .100
FC vs. IC Con 1, 20 0.43 21.30 .521
Con x El 28, 560 2.30 0.28 .080
Anterior vs. posterior (2 x 10 electrodes)
FC vs. FI Con x Site 1, 20 0.08 2.34 .786
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.05 0.92 .820
Posterior left vs. posterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.44 1.03 .515
Note. Con = Congruity Type; El = Electrode. * p < .05
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The N400 latency window: 300-500 ms
Table 2-2 displays the results of the mean ERP amplitude ANOVAs in the 300-500
ms latency range. The omnibus ANOVA indicated that the basic congruity effect in
the N400 latency window was significant. Further analysis revealed that both the FI
and the IC completions elicited a larger N400 than the FC completions (corre-
sponding to effects of 3.36 µV and 1.97 µV, respectively). In addition, the FI and
the IC conditions differed significantly from each other in the N400 latency
window (corresponding to a 1.38 µV average amplitude difference), and an inter-
action with electrodes was found as well. Topographical analyses showed that the
congruity effects in relation to the baseline condition were significantly larger
Table 2-2. ANOVA on mean ERP amplitude in the 300-500 ms latency range (N400)
source df F MSE    p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 47.71 36.35 .000 ***
Con x El 56, 1120 8.96 0.48 .000 ***
FC vs. FI Con 1, 20 66.46 51.66 .000 ***
Con x El 28, 560 12.00 0.65 .000 ***
FC vs. IC Con 1, 20 45.52 26.04 .000 ***
Con x El 28, 560 9.22 0.45 .000 ***
IC vs. FI Con 1, 20 18.62 31.35 .000 ***
Con x El 28, 560 2.82 0.34 .047 *
Anterior vs. posterior (2 x 10 electrodes)
FC vs. FI Con x Site 1, 20 8.34 5.75 .009 **
FC vs. IC Con x Site 1, 20 7.14 3.80 .015 *
IC vs. FI Con x Site 1, 20 0.95 3.09 .340
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.47 1.04 .502
FC vs. IC Con x Site 1, 20 0.52 0.89 .481
IC vs. FI Con x Site 1, 20 3.47 0.55 .077
Posterior left vs. posterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.16 1.70 .691
FC vs. IC Con x Site 1, 20 0.81 1.27 .379
IC vs. FI Con x Site 1, 20 4.51 0.53 .046 *
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01; *** p < .001
CONTEXTUAL INFLUENCES ON SPOKEN-WORD PROCESSING: CHAPTER 2
28
over posterior than anterior regions of the scalp. Only in the posterior left versus
posterior right analysis a hemispheric difference was found between the IC and
FI conditions, indicating that the difference in N400 amplitude is larger over
right than left posterior areas.
To establish whether the unexpected difference in ERP amplitude between
the FI and IC conditions might be due to an early differential effect in the N200
latency window, we performed additional analyses in the N400 latency window
after averaging the waveforms in the 250-300 ms interval. This time interval cor-
responds to the period involving the offset of the N200 component. Figure 2-4
shows the grand average waveforms after this alternative baseline correction pro-
cedure. The omnibus ANOVA indicated that the basic congruity effect in the
N400 latency window was still significant, F(2, 40) = 16.70, MSE = 27.43, p <
.001. The pairwise comparisons revealed that both the FI and the IC completions
elicited a larger N400 than the FC completions (both p < .001). However, the FC
and the IC conditions did not significantly differ from each other, F(1, 20) < 1.
The Late Positivity latency window: 600-1000 ms
Table 2-3 displays the results of the mean ERP amplitude omnibus ANOVAs in
the 600-1000 ms latency range. The omnibus ANOVA on mean amplitudes
resulted in a significant main effect of congruity. Pairwise analyses revealed that
the IC completions differed significantly from both the IC completions and the
IC completions. The ERP amplitude in the FI condition also differed signifi-
cantly from the ERP amplitude in the IC condition. Again, because of the possi-
bility of amplitude effects in this latency window as a consequence of earlier
Table 2-3. ANOVA on mean ERP amplitude in the 600-1000 ms latency range
source df F MSE   p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 26.45 31.62 .000 ***
Con x El 56, 1120 26.83 0.64 .000 ***
FC vs. FI Con 1, 20 36.44 44.82 .000 ***
Con x El 28, 560 33.84 0.62 .000 ***
FC vs. IC Con 1, 20 7.10 30.70 .015 *
Con x El 28, 560 32.47 0.87 .000 ***
IC vs. FI Con 1, 20 33.99 19.35 .000 ***
Con x El 28, 560 5.80 0.44 .001 **
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01; *** p < .001
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differential effects in the N200 latency window, we performed further analyses
after the alternative baseline correction procedure in the 250-300 ms interval.
Table 2-4 displays the results of the mean ERP amplitude omnibus
ANOVAs in the 600-1000 ms latency range after baseline correction in the 250-
300 ms interval (Figure 2-4). The omnibus ANOVA on mean amplitudes did not
result in a significant main effect of congruity. None of the conditions differed
significantly from each other. However, Figure 2-4 reveals that this is possibly
due to the difference in effects between the anterior and posterior electrodes.
Topographical analyses indeed revealed that the effects in relation to the FC con-
Table 2-4. ANOVA on mean ERP amplitude in the 600-1000 ms latency range after
baseline correction in the 250-300 ms interval
source df    F MSE   p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 1.26 44.37 .292
Con x El 56, 1120 22.84 0.67 .000 ***
FC vs. FI Con 1, 20 1.73 62.08 .204
Con x El 28, 560 28.49 0.73 .000 ***
FC vs. IC Con 1, 20 0.33 32.98 .569
Con x El 28, 560 27.83 0.88 .000 ***
IC vs. FI Con 1, 20 1.30 38.06 .268
Con x El 28, 560 1.77 0.49 .142
Anterior vs. posterior (2 x 10 electrodes)
FC vs. FI Con x Site 1, 20 53.16 5.07 .000 ***
FC vs. IC Con x Site 1, 20 68.67 5.25 .000 ***
IC vs. FI Con x Site 1, 20 2.89 2.27 .104
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.01 1.48 .938
FC vs. IC Con x Site 1, 20 1.24 1.81 .279
IC vs. FI Con x Site 1, 20 3.04 0.65 .097
Posterior left vs. posterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 23.49 1.63 .000 ***
FC vs. IC Con x Site 1, 20 12.74 2.05 .002 **
IC vs. FI Con x Site 1, 20 1.39 0.84 .252
Note. Con = Congruity type; El = Electrode. ** p < .01; *** p < .001
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yses, the interaction of the factors Congruity by Site reached significance both in
the FC vs. FI comparison and the FC vs. IC comparison.
Onset latencies
Figure 2-2 shows that the onset of the effects is most clearly visible over frontal
electrodes. Therefore, we decided to analyze this frontal band. Onset latencies
were estimated by first separately computing the mean amplitude values for five
frontal electrodes (Fz, F4, F3, F8, and F7) in 20 ms latency ranges (bins) that
shifted in steps of 10 ms from target onset until 500 ms after target onset (e.g., 0-
20, 10-30, etc.). The values for the latency bins were submitted to ANOVAs that
tested against the null-hypothesis of zero difference between the a priori selected
conditions FC vs. FI and FC vs. IC.
The onset latency analyses for the FC vs. FI comparison on the amplitudes
of the two waveforms in the 3 consecutive bins of 140-160, 150-170 and 160-180
ms revealed a significant congruity effect (p = .05, p = .02, p = .02, respectively).
This indication of an early congruity effect disappeared in the following bins but
emerged again at 220 ms, at which point the congruity effect remained significant
over the entire test region (500 ms). In the FC vs. IC comparison the congruity
effect did not start until 270 ms. So, at 150 to 180 ms after word onset, the wave-
forms of the FI condition momentarily departed from the FC condition. After this
short-lived congruity effect, the waveforms of the FI condition significantly
increased in amplitude approximately 50 ms earlier than the waveform of the IC
words (i.e., 220 vs. 270 ms after word onset).
N200 vs. N400
Figure 2-5 shows the topography of mean amplitude effects between the FC and
FI conditions in the N200 and the N400 window after our standard baseline cor-
rection procedure (150 ms prestimulus interval). Although the N200 component
is most clearly visible over frontal sites, the figure reveals that the N200 effect is
equally distributed across the scalp, whereas the N400 effect is largest over
centro-parietal sites. To establish whether these two congruity effects have statis-
tically distinct scalp distributions, we performed topographical analyses. First,
for every subject difference scores between the FC and FI conditions were com-
puted for every electrode in the N200 latency window and the N400 latency
window. Second, a scaling procedure was performed to avoid that differential
amplitude effects between the two latency windows would be incorrectly inter-
preted as distribution effects. In this procedure, the electrode-specific difference
scores were z-transformed for each latency window separately (Rösler, Heil, &
Glowolla, 1993; see also McCarthy & Wood, 1985). The z-transformed values
were entered into an ANOVA that crossed the 2-level latency window factor
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(N200 and N400) with the 29-level electrode factor. A significant interaction of
latency window by electrodes (F(28, 560) = 6.01, MSE = 0.36, p < .001) revealed
that the congruity effects found in the two latency windows indeed have different
spatial distributions across the scalp. This difference in scalp distributions was
subsequently explored in three additional topographical ANOVAs (using the
same electrode configurations as previously described). In the anterior/posterior
analysis a significant interaction of window by site was obtained (F(1, 20) =
9.61, MSE = 2.17, p < .01). In the anterior left/right and the posterior left/right
analyses no significant interaction of window by site was obtained (both Fs < 1).
The significant interaction of window by site in the anterior/posterior analysis
underscores that the N200 and N400 effects have different spatial distributions,
with the N400 effect having a more posterior distribution and the N200 effect
having a flat distribution across the scalp.
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Figure 2-5. Distribution of the N200 and N400 effects for four left hemisphere sites
(F3, FC3, C3, P3), four midline sites (Fz, FCz, Cz, Pz), and four right hemisphere
sites (F4, FC4, C4, P4). The N200 effect was determined by subtracting the mean
amplitude in the 150-250 ms latency window of the grand average ERP for the
semantically congruent sentence-final words from the mean amplitudes of the
grand average ERP for the semantically anomalous sentence-final words. The
N400 effect was determined in the same manner on the basis of the mean
amplitudes in the 300-500 ms latency window.
EARLY CONTEXTUAL INFLUENCES DURING SPOKEN-WORD RECOGNITION
33
Time-locking to the divergence point
Figure 2-6 displays the grand average waveforms by electrode site time-locked
on a trial-by-trial basis to the time point at which the sentence-final words in the
FC and IC conditions started to acoustically diverge from each other. This acous-
tical divergence point was assessed on the basis of phonetic transcriptions of the
sentence-final words. The time period preceding this divergence point corre-
sponds to the mean time period of segmental overlap between the two conditions,
which was 220 ms. Therefore, in the alignment in Figure 2-6, the zero point
roughly corresponds to word onset. However, since information about the exact
onset of each sentence-final word is lost in this time-locking procedure, baseline
correction cannot take place on the basis of information related to word onset.
Therefore, we applied a baseline correction to the waveforms on the basis of the
averaged activity of 150 ms preceding the divergence point. What can be seen in
this figure is that approximately 80 ms after the divergence point, the waveform
of the IC condition shows a steep ascending flank, resulting in what appears to be
a biphasic N400.4 This biphasic morphology is most apparent at the frontal and
fronto-central electrodes. Parietal electrodes reveal that the N400 component in
the IC condition is followed by a late positive shift.
DISCUSSION
This study investigated the time course of contextual influences on spoken-word
recognition. We used ERPs to investigate the presence of markers in the electro-
physiological signal that reveal the moment at which context starts to have an
effect on word recognition. We hypothesized that if context exerts an influence
early on in the signal, the ERP of the Fully Incongruent (FI) condition should
diverge earlier than the ERP of the Initially Congruent (IC) condition, compared
to the Fully Congruent (FC) condition. The moment at which the FI condition
starts to diverge provides an upper estimate of the onset of contextual influences
on spoken-word recognition. As hypothesized, the onset of the congruity effect
between the FC and the FI conditions preceded that of the FC and the IC condi-
tions. The waveforms of the FI condition first diverged momentarily from the FC
4. Investigation of this biphasic N400 revealed that the second peak is related to
word offset. When we time-locked the waveforms to word offset, we discovered a
large negative peak at word offset, followed by a smaller positive peak in the
signal. This profile was apparent in all three conditions. This leads us to posit that
we are not looking at a biphasic N400, but rather a monophasic N400 followed by
an offset potential on the descending flank of the N400.
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condition in the latency interval of 140 to 180 ms. This short-lived effect disap-
peared, but emerged again at 220 ms and persisted throughout the entire test
region. The congruity effect between the FC and IC conditions did not start until
270 ms. These results indicate that at least at 220 ms, but possibly already at 140
ms, sentential context has an influence on the auditory word recognition process.
We were particularly interested in the manifestation of this congruity effect.
Would it be a monophasic N400 effect as in the Van Petten et al. study (1999), or
a biphasic negative shift consisting of an early negative shift and an N400 effect
as in the Connolly and Phillips study (1994) and the Hagoort and Brown study
(2000)? These ERP profiles can be linked to different functional interpretations
of the elicited components. The single N400 effect hypothesis suggests that the
monophasic N400 effect is a reflection of overall semantic processing, without
fractionation into lexical selection and integration. The alternative position sug-
gests that the early negative shift and the N400 effect are two distinct effects,
reflecting different aspects of the spoken-word recognition process. Our grand
average waveforms (Figures 2-2 and 2-3) revealed two clear negative deflections,
one peaking at 200 ms and the other at 400 ms. This supports the hypothesis of a
separate effect preceding the N400 in the auditory domain.
The early negativity or N200 component was visible in all three conditions
with its morphology most pronounced over frontal sites. Statistical analyses
revealed that the N200 in the FI condition was larger than the N200 in the FC
condition and that the latter did not differ in amplitude from the N200 obtained in
the IC condition. The finding that an early negativity could be obtained in all
three conditions with the amplitude differentially modulated by the experimental
conditions, could be an indication that the N200 effect reflects a distinct aspect of
the spoken language comprehension process.
However, the single N400 effect hypothesis could still be maintained on the
basis of the obtained electrophysiological profile. One could argue that the N200
effect is not a separate effect, but instead is the first part of a biphasic N400
effect, and that this biphasic N400 effect reflects an undifferentiated semantic
process. This would imply that the modulation brought about by the experimental
conditions is due to a differential onset of the biphasic N400. We report several
findings that provide evidence for the claim that the early negative shift is in fact
a separate effect.
The notion of the N200 effect as a separate effect was enhanced by the dis-
sociation with the N400 effect in the IC condition relative to the FC condition.
The N200 did not differ in amplitude, however, we did obtain a highly significant
N400 effect, with a large N400 amplitude in the IC condition compared to the FC
condition. This finding by itself could also be accounted for by the biphasic N400
effect hypothesis. One could argue that the difference in onset of the congruity
effects is due to the N400 component setting in later, namely when the anomaly
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is first detected. However, if the early negativity is an integral part of the electro-
physiological profile of the N400 that varies in onset, then the entire biphasic
negative deflection should shift in time as a function of anomaly detection. In
other words, in the IC condition, where the anomaly is detected later compared to
the FI condition, the early negativity should also occur later. This is not the case.
The alternative time-locking procedure that aligned the waveforms of the
FC and IC conditions to the moment at which these two signals started to acous-
tically diverge (the divergence point), provides information about the mor-
phology of the onset of the congruity effects. Figure 2-6 revealed that at frontal
sites, where the morphology of the N200 was most pronounced, the N400 in the
IC condition had a steep and uniform ascending slope. This in contrast to the
manifestation of the congruity effect in the FI condition in Figure 2-2, where an
early negativity was obtained in the ascending slope. The finding that after the
alternative time-locking procedure the N400 in the IC condition was not pre-
ceded by a component similar to the early negativity in the FI condition, indi-
cates that the early negative shift reflects a process that occurs at or around 200
ms after word onset and is not part of the N400 effect.
Finally, the topographical anterior versus posterior analysis after scaling of
the absolute size of the effects revealed that the N200 and N400 effects have sig-
nificantly different spatial distributions. Figure 2-5 shows that the N200 effect
had an equal distribution from front to back, whereas the N400 effect had a
centro-parietal distribution. Statistically significant differences in scalp distribu-
tion are usually interpreted as reflecting the activity of at least partly distinct neu-
ronal populations. 
Taken together, these four findings, (a) an early negativity visible in all con-
ditions, but larger in the FI condition, (b) absence of an early negativity effect,
together with the presence of an N400 effect in the IC condition relative to the
FC condition, (c) the early negativity strictly time-locked to word onset and not
affected by the divergence point, and (d) different scalp distributions of the early
negative shift and the N400 effect, provide evidence in support of the hypothesis
that the N200 effect is separate from and precedes the N400 effect.
The presence of an early negativity is in line with the findings of Connolly
and Phillips (1994) and Hagoort and Brown (2000). However, it does not provide
evidence for the account given by Connolly and Phillips. They assumed that on
the basis of the sentence context an expectation of a particular word would be
formed, and that the early negativity would be elicited when the initial phonemes
of the perceived word did not match the initial phonemes of the expected word.
The major finding that argues against this account is the elicitation of an N200 in
all of our conditions, irrespective of whether the phonemes corresponded to the
initial phonemes of the highest cloze word. Therefore, the N200 component
cannot truly be a phonological mismatch negativity (PMN). Even though we
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cannot rule out the possibility that contextual information can be used on-line to
specifically predict a unique lexical item, the conclusion by Van Petten and col-
leagues (1999) seems more compatible with our findings. They concluded on the
basis of an onset of the N400 that could precede the eliciting word’s Isolation
Point, that semantic processing begins on partial and incomplete information
about the perceived word. However, instead of an early onset of the N400 effect,
a separate negative shift preceding the N400 effect was obtained in our study as
well as in the recent study by Hagoort and Brown (2000). It is not clear why our
findings differ in this respect from those of Van Petten and colleagues, especially
since the two studies are rather similar. An important difference between the
studies could be that all of our sentence-final words began with plosives, whereas
Van Petten and colleagues used many different consonants. The use of plosives in
our study makes the onsets of the sentence-final words more similar. The clear
N100 component in our waveforms provides evidence for this. Although we used
natural connected speech, after averaging across trials the waveforms still
revealed a clear exogenous marker of word onset. Similarly, the chances of
finding the separate N200 effect may become greater if word onsets across trials
are fairly homogeneous. In most other studies different consonant types have
been used, which might have introduced a latency jitter in the averaged wave-
forms, masking potential N200 effects.
The early negativity we obtained is reminiscent of another negativity that
emerges in the 200 ms range, the Mismatch Negativity (MMN). This component
is related to physical mismatches in primary auditory processing (cf. Näätänen,
1990; Näätänen & Alho, 1997). However, next to the primary fact that the manip-
ulation in our experimental conditions was semantic in nature rather than phys-
ical, there are several other arguments why our obtained N200 effect is not an
MMN. First, the MMN has a topographical distribution that is different from the
observed N200 effect; it is maximal at frontal electrode sites, whereas the N200
effect has a flat distribution across the scalp. Second, it shows a polarity inver-
sion at the lateral electrodes, which is absent in the N200 in our study. Third, the
electrophysiological profile of the MMN is different. It has an earlier onset and is
not as sharply peaked as the N200. Therefore, we propose that the early negative
shift in our study has a functionality that is distinct from both the MMN and the
N400 effect and that reflects a process in word recognition that precedes the inte-
gration of a selected word into the sentential context.5
5. We do not claim that the N200 effect is language-specific (cf. Pritchard,
Shappell, & Brandt, 1991), but rather that in the context of spoken-word
processing, modulation of the N200 component can be related to a distinct aspect
of language processing.
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We envisage the spoken-word recognition process as follows (cf. Marslen-Wilson
& Welsh, 1978; Norris, 1994; Zwitserlood, 1989): On the basis of an analysis of
the initial phoneme(s) of the spoken word a number of lexical candidates are
accessed. This is a purely form-driven, bottom-up process. After activation of
these candidates top-down context information starts to exert its influence. On
the basis of their semantic and syntactic features, candidates in the set are
assessed with respect to their goodness of fit within the sentence frame. In the
presence of semantic features in the activated set that fit the sentence context
well, further incoming acoustic information and top-down contextual information
are used to narrow down the number of candidates to the one that is most compat-
ible with both form and content constraints. This candidate is subsequently inte-
grated in the sentence context. If, however, none of the lexical candidates fit the
context well and consequently the appropriate semantic features are not avail-
able, selection of the proper candidate is difficult and can only be done on the
basis of the acoustic information. Once the incongruent word is selected from the
set of candidates, integration is attempted. In this sense, semantic integration is a
mandatory process: integration will be attempted for all words in a sentence.
It has been widely assumed that the amplitude of the N400 indicates
whether the integration process runs smoothly: A small N400 indicates that inte-
gration of the selected word is easy, a large N400 indicates that integration is dif-
ficult. This account is supported by our results: We obtained a small N400 in the
FC condition and a significantly larger N400 in the two semantically incongruent
conditions. We propose that the amplitude modulation of the early negativity pre-
ceding the N400 effect reflects the lexical selection process that occurs at the
interface of lexical form and contextual meaning (cf. Hagoort & Brown, 2000).
Analogous to the functional interpretation of the N400, the amplitude of the
N200 is indicative of whether the initial assessment of the form-based activated
lexical candidates reveals the presence of the semantic features that are required
by the contextual specifications. A small N200 is elicited when the set contains
semantic features that fit the sentence context (as in FC and IC), a large N200
indicates that the set does not contain semantic features that fit the preceding sen-
tence frame well (as in FI).
The exact nature of this early assessment process is not known. After an
analysis of the initial sounds of a word, a number of lexical candidates are acti-
vated. Upon activation of these words, many semantic features that are associated
with them become instantly available to the semantic processing system. At
present it is impossible to distinguish between the following two accounts: Either
the lexical candidates are individually assessed with respect to their goodness-of-
fit within the sentence frame on the basis of their semantic features (a lexical-
driven process), or initial assessment takes place on the basis of a field of
semantic features that at that moment in time are not linked to specific lexical
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candidates in the set (feature-driven). The former account assumes that an
increase of the N200 amplitude is seen when none of the lexical candidates fit the
sentential context, whereas the latter assumes that a larger N200 is elicited when
the semantic features that are required for congruity in the sentence frame are not
(all) among the field of activated semantic features.
Although these two functional accounts of the N200 effect are speculative
at this point, it is important to note that they do make different and testable pre-
dictions about the processing of words that vary in their contextual constraint in
sentence contexts. The results of the present study show that in relatively highly
constraining sentences congruent words elicit both a small N200 and a very
reduced N400. In contrast, incongruent words elicit a larger N200 and an
increased N400. There is evidence in the literature that the N400 is sensitive to
contextual constraint. For example, taking into account that in semantically con-
gruent sentences contextual constraint and cloze probability are tightly linked
phenomena (cf. Kutas, Lindamood, & Hillyard, 1984), the studies by Kutas and
Hillyard (1984) and Van Petten and colleagues (1999) reveal a sensitivity of the
N400 to variations of contextual constraint. In these studies, when the contextual
constraint of a sentence was low, congruent words (by definition of low cloze
probability) elicited an N400 that was larger in amplitude than the N400 elicited
to (high cloze) congruent words in highly constraining sentences. This indicates
that although a word is congruent, the absence of highly constraining context
makes the integration process to some extent more demanding. Suppose that, in
accordance with the lexical-driven account of the N200, individual lexical candi-
dates are assessed with respect to their possible fit within the preceding sentence.
Analogous to the N400, we would expect a relatively large N200 to occur in
response to congruent words in low constraint sentences: the absence of strong
contextual constraints makes it more difficult to assess whether any candidate in
the activated set fits the sentence frame very well. Note that this account also pre-
dicts a larger N200 in response to congruent words at earlier positions in the
(high or low constraint) sentence, since contextual constraint is absent at the
beginning of the sentence and increases as the sentence unfolds. However, if the
modulation of the N200 amplitude reflects a process in which the presence of
appropriate semantic features is assessed, we would expect a small N200 to
occur, because most semantic features are compatible with low constraining sen-
tences.
The functional interpretation of the N200 effect as reflecting an initial
assessment process (irrespective of the feature-driven or lexical-driven account)
also makes some predictions about words differing in cloze probability in equally
constraining sentences. The present study revealed that high-cloze probability
words elicit an N200 that is small in amplitude. From our claim it follows that
words of a lower cloze probability should elicit larger N200s, since the lexical
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candidates or the field of semantic features in the activated set would not be con-
sidered to fit the sentence context very well. Words with low cloze probabilities
(in low constraint sentences) should produce the largest N200, possibly very
close to the N200 elicited by fully anomalous words in high constraint sentences.
These predictions need to be evaluated in future research.
An issue that we have not yet touched upon but that needs some clarifica-
tion, is the apparent differential N400 effect between the FI and IC conditions. It
is not immediately clear why two sentence-final words that are both anomalous
in a sentence frame should elicit N400s that differ in amplitude. One possibility
is that the N400 effect is due to a lexical frequency effect, since the mean fre-
quency of the words used in the two conditions differed, albeit only slightly (a
log frequency of 2.62 per 42 million in IC and 2.49 per 42 million in FI). How-
ever, the work by Van Petten and Kutas (1990, see also Van Petten, 1995) has
shown that frequency effects dissipate over the course of a sentence. Although
low frequency words are usually associated with larger N400s than high fre-
quency words, this frequency effect disappears when contextual constraint is
increased as the sentence unfolds. Since the mean frequency of our critical words
did not greatly differ across conditions and since these words were presented in
sentence-final position, a lexical frequency effect does not seem to be a viable
account for the N400 effect that we obtained.
Another suggestion comes from a word priming study by Praamstra, Meyer
and Levelt (1994). They examined phonological priming effects in an auditory
lexical decision task and found that the ERP waveforms were more negative for
unrelated targets than for alliterating targets (e.g. beeld-mast [statue-mast] versus
beeld-beest [statue-animal]). Also, in another experiment waveforms to unre-
lated targets were more negative than to rhyming targets (e.g. graaf-steeg [duke-
alley] versus graaf-staaf [duke-rod]). Praamstra and colleagues concluded that
the N400 amplitude is sensitive to phonological as well as semantic manipula-
tions. It is unclear how these form-priming effects for words presented in isola-
tion relate to the processing of words in sentences. Note that in the study by Van
Petten and colleagues (1999), the phonological manipulation in the rhyming con-
dition did not elicit an N400 of lower amplitude than in the anomalous condition.
We propose a different view of the apparent N400 effect, namely that the
observed shift is carried over from the preceding N200 effect. Figure 2-3 shows
that the onset of the N400 in the FI and IC conditions occurs at about 275 ms. As
a result of the N200 effect, at 275 ms the FI condition is already larger in ampli-
tude than in the IC condition. This differential N200 effect between the two con-
ditions might then lead to an add-on amplitude effect in the N400 latency
window. We performed additional analyses in this latency window after applying
a baseline correction in the 250 to 300 ms latency interval to remove the differen-
tial N200 effect between the FI and IC conditions, to see what the effect would be
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on the waveforms in the N400 latency window. Figure 2-4 shows that after base-
line correction in the 250 to 300 ms interval, the relative amplitudes of the two
conditions actually did not differ from each other, and the statistical analyses
revealed that an N400 effect in fact was absent.
Figure 2-4 also shows that after the alternative baseline correction proce-
dure in the 250 to 300 ms interval, the difference in the size of the late positivity
effect that we observed between the FI and IC conditions disappears. This was
confirmed by our statistical analyses. Late positivity effects to sentence-final
words are thought to be related to post-lexical wrap-up processes (cf. Juottonen
et al., 1996). Presumably, after the sentence-final word has been integrated in the
context, an evaluation of the overall message takes place. The late positivity,
which is largest in the FI and IC conditions, indicates that overall evaluation of
the sentence is difficult, since sentence-final words in these conditions were
anomalous.
Overall, the results obtained in this experiment suggest that the N200 effect
reflects a process that occurs at the interface of lexical form and contextual
meaning, in which form-based activated lexical candidates are assessed with
respect to their semantic goodness-of-fit with the sentential contextual specifica-
tions. After this early assessment process, selection of one specific candidate
takes place on the basis of additional acoustic input and supporting context. The
N400 effect reflects semantic integration of the selected candidate into the
higher-order meaning of sentence context. Even though it remains possible that
context already has an influence before any bottom-up information has been
received, our findings seem most compatible with word identification models
that claim that there is bottom-up priority of acoustic processing of the initial
signal of the perceived word before top-down information exerts its influence.
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ABSTRACT
Two event-related brain potential experiments were carried out to investigate the
exact nature of the lexical selection process and the temporal relationship between
lexical selection and the semantic integration processes in spoken-word recognition
as revealed by N200 and N400 effects. Results indicated that during lexical selec-
tion, instead of merely checking for appropriate features, lexical candidates as a
whole are assessed with respect to their goodness of fit within the preceding sen-
tence frame. This study also revealed that lexical selection and semantic integration
are cascading processes in that semantic integration processing can start before the
acoustic information allows the selection of a unique candidate, and thus, seems to
be attempted in parallel for multiple candidates that are still compatible with the
bottom-up acoustic input.
1. This chapter has been submitted for publication.
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INTRODUCTION
Understanding spoken language happens seemingly effortlessly. However, in
reality it is no feeble exercise. On the contrary, when we hear a spoken word,
numerous brain areas work together to analyze the acoustic information, select
the proper word by mapping the sensory input onto stored lexical knowledge,
extract the meaning of that word and integrate it into an ongoing sentential con-
text. All of this in half a second. This study addresses the following theoretical
questions: a) How does selection of the proper word take place? More specifi-
cally, what is the nature of the selection process, and b) are lexical selection and
semantic integration of the word’s meaning into the preceding context two
sequential processes or do they, to a certain extent, overlap?
A technique that seems especially suitable for studying brain processes in
real time is the recording of event-related potentials (ERPs). ERPs reflect the
sum of simultaneous postsynaptic activity of a large population of neurons
recorded at the scalp as small voltage fluctuations in the electroencephalogram.
Because of the high temporal resolution of this technique it has proven to be a
sensitive measure of real-time language processing. In a previous study investi-
gating early contextual influences on spoken-word recognition (Van den Brink,
Brown & Hagoort, 2001) we obtained two ERP effects that were psychophysio-
logically distinguishable. Both were negative deflections, one peaked at 200 ms
after word onset and was labeled the N200 effect, the other was the well-docu-
mented N400 effect, peaking at 400 ms after word onset (cf. Kutas & Hillyard,
1980). The N400 effect is related to semantic processing of the eliciting word. On
the basis of our previous study and studies by Brown and Hagoort (1993),
Hagoort and Brown (2000), and Holcomb (1993) we concluded that the N400
amplitude indexes the relative ease with which the meaning of a word is inte-
grated in the context. We further concluded that the preceding N200 effect
reflects the lexical selection process, where word-form information resulting
from an initial phonological analysis and content information derived from the
context interact. In this study we want to shed a light on the exact nature of this
early process.
The spoken-word recognition process is assumed to consist of the following
subprocesses (cf. Marslen-Wilson & Welsh, 1978; Norris, 1994; Zwitserlood,
1989): On the basis of an analysis of the initial phoneme(s) of the spoken word
multiple lexical candidates that share word onset are accessed. This is a purely
form-driven, bottom-up process. After activation of these candidates top-down
context information starts to exert its influence. On the basis of their semantic
and syntactic features, candidates in the set are assessed with respect to their
goodness of fit within the sentence frame. In the presence of candidates in the
activated set that fit the sentence context well, further incoming acoustic infor-
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mation and top-down contextual information are used to narrow down the
number of candidates to the one that is most compatible with both form and con-
tent constraints. This candidate is subsequently integrated in the sentence con-
text. If, however, none of the lexical candidates fit the context well and
consequently the appropriate semantic features are not available, selection of the
proper candidate is difficult and can only be done on the basis of the acoustic
information.
Previous studies have shown that the amplitude of the N400 indicates
whether the integration process runs smoothly: A small N400 indicates that inte-
gration of the selected word is easy, a large N400 indicates that integration is dif-
ficult. We have proposed that the N200 effect reflects the lexical selection
process that occurs at the interface of lexical form and contextual meaning
(Hagoort & Brown, 2000; Van den Brink et al., 2001). Analogous to the func-
tional interpretation of the N400, the amplitude of the N200 is indicative of
whether the initial assessment of the form-based activated lexical candidates
reveals the presence of semantic features that fit the contextual specifications. A
small N200 is elicited when the set contains semantic features that fit the sen-
tence context, a large N200 indicates that the set does not contain semantic fea-
tures that fit the preceding sentence frame well. This study addresses the issue of
the exact nature of the building blocks used in this early process.
During the lexical selection process, multiple lexical candidates that share
word onset are activated on the basis of the acoustic analysis of the initial sounds
of a spoken word (McQueen, Norris, & Cutler, 1994; Norris, 1994; Norris,
McQueen, & Cutler, 1995; Goldinger, Luce, & Pisoni, 1989; Goldinger, Luce,
Pisoni, & Marcario, 1992; Marslen-Wilson, 1987, Marslen-Wilson & Welsh,
1978; McLelland & Elman, 1986). Upon activation of these words, many
semantic features that are associated with them become quickly available. At
present it has been impossible to distinguish between the following two accounts:
Either the lexical candidates are individually assessed with respect to their good-
ness-of-fit within the sentence frame on the basis of their semantic features (a
lexical-driven process), or initial assessment takes place on the basis of a field of
semantic features that at that moment in time are not linked to specific lexical
candidates in the set (feature-driven). The former account assumes that an
increase of the N200 amplitude is seen when none of the lexical candidates fit the
sentential context, whereas the latter assumes that a larger N200 is elicited when
the semantic features that are required for congruity in the sentence frame are not
(all) among the field of activated semantic features.
These two functional accounts of the selection process make different and
testable predictions about the processing of words that vary in their contextual
constraint in sentence contexts. The results of our previous study have shown that
in relatively highly constraining sentences congruent words elicit both a small
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N200 and a much reduced N400. In contrast, incongruent words elicit a larger
N200 and an increased N400. There is evidence in the literature that the N400 is
sensitive to contextual constraint. For example, taking into account that in
semantically congruent sentences contextual constraint and cloze probability are
tightly linked phenomena (cf. Kutas, Lindamood, & Hillyard, 1984), studies by
Kutas and Hillyard (1984) and Van Petten, Coulson, Rubin, Plante, and Parks
(1999) reveal a sensitivity of the N400 to variations of contextual constraint.2 In
these studies, when the contextual constraint of a sentence was low, congruent
words (by definition of low cloze probability) elicited an N400 that was larger in
amplitude than the N400 elicited to (high cloze) congruent words in highly con-
straining sentences. This indicates that although a word is congruent, the absence
of highly constraining context makes the integration process to some extent more
demanding. Suppose that, in accordance with the lexical-driven account of the
N200, individual lexical candidates are assessed with respect to their possible fit
within the preceding sentence. Analogous to the N400, a relatively large N200
should occur in response to congruent words in low constraint sentences: the
absence of strong contextual constraints makes it more difficult to assess whether
any candidate in the activated set fits the sentence frame very well. Note that this
account also predicts a larger N200 in response to congruent words at earlier
positions in the (high or low constraint) sentence, since contextual constraint is
absent at the beginning of the sentence and increases as the sentence unfolds.
However, if the modulation of the N200 amplitude reflects a process in which the
presence of appropriate semantic features is assessed, a small N200 should occur,
since most semantic features are compatible with low constraining sentences.
Therefore, our design included semantically high as well as semantically low
constraining sentences.
In this study the temporal relationship between lexical selection and
semantic integration was also evaluated. We investigated whether there is some
’magical moment’ where lexical selection ends and semantic integration begins,
or whether these two processes are of a cascading nature with the semantic inte-
gration process starting before lexical selection is completed. In the case of a
semantically congruent word it is entirely conceivable that the presence of a can-
didate in the activated set that fits the context well, selection of the proper word
is aided by this initial assessment process. However, what happens in the case of
a semantically anomalous word, i.e. when the activated set does not contain a
candidate that fits the context? Is semantic integration postponed until one candi-
date has been selected on the basis of acoustic input alone, or is integration
attempted for more than one candidate? Van Petten and colleagues (1999)
2. Cloze probability of a word is defined as the percentage of subjects who use
that word to end a particular sentence (see Bloom & Fischler, 1980).
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addressed this very issue. In their study they examined the temporal relationship
between the moment a word can be identified uniquely and the initiation of
semantic integration by using the sensitivity of the N400. They made use of
information about the isolation points (IP) of words, i.e., the minimum amount of
acoustic signal necessary to identify a spoken word in the absence of contextual
information (cf. Grosjean, 1980). It was hypothesized that depending on whether
semantic integration begins only after a word has been uniquely identified or
works with partial information resulting from perceptual analyses, responses to
words that fit a sentence context should begin to differ from words that do not fit
either shortly after IP, or even before IP, when the word becomes discrepant with,
what they assumed were semantic expectations. Their experimental items con-
sisted of high to low constraining sentences that ended either with (a) the highest
cloze probability word, (b) a word that rhymed with the highest cloze probability
word, (c) a semantically anomalous word that shared the same initial phonemes
as the highest cloze probability word, or (d) an anomalous word of which the ini-
tial phonemes differed from those of the highest cloze probability word. For
example: “It was a pleasant surprise to find that the car repair bill was only sev-
enteen dollars/scholars/dolphins/bureaus”.
The results revealed that the sentence-final words in the three anomalous
conditions all elicited a significantly larger N400 than the high-cloze probability
endings. Moreover, the onset of the N400 effect differed between conditions. In
the fully anomalous and rhyme conditions, the onset of the N400 effect preceded
the IP of the sentence-final words. Relative to these two conditions, the onset of
the N400 effect in the condition where the anomalous word shared its phonemic
onset with the highest cloze probability word, was found to be delayed by some
200 ms and corresponded to the IP. It was concluded that the onset of the N400
effect was related to the moment at which the acoustic input first diverged from
semantic expectation. Van Petten and colleagues concluded that the N400 effect
reflects semantic processing of the perceived word and that this semantic pro-
cessing begins on partial and incomplete information about the perceived word.
However, the results of their study did not show a distinguishable early
effect preceding the N400 effect. It is possible that using the same kind of stimuli
as in our previous study, with plosives as onset phonemes, the congruity effect
obtained by Van Petten and colleagues (1999) can in fact be divided into an early
N200 effect preceding the IP and an N400 effect after IP. We suggest that the use
of plosives makes the onsets of sentence-final words more homogeneous and
therefore, prevents a latency jitter in the averaged waveforms masking potential
N200 effects, which may occur with use of different consonant types as word
onsets. The option of two separate effects was also considered by Van Petten and
colleagues on the basis of two studies by Connolly, Phillips, Stewart and Brake
(1992) and Connolly and Phillips (1994), who argued for the existence of a sepa-
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rate component related to phonological processing, called the Phonological Mis-
match Negativity (PMN). However, Van Petten and colleagues discarded this
idea, based on the fact that they, themselves, had not obtained a separate compo-
nent and that the PMN and N400 in Connolly and colleagues’ studies not only
appeared to have the same sensitivity to sentence context, but also had the same
spatial distribution. Our previous work has shown, that using plosives as onset
phonemes, we were able to obtain an N200 and N400 with different topograph-
ical distributions (Van den Brink et al., 2001). We, therefore, decided to test this
alternative interpretation of the congruity effect obtained by Van Petten and col-
leagues (1999) being composed of an N200 effect preceding IP followed by an
N400 effect after IP by presenting only an initial part of the sentence-final words.
If semantic integration into the prevailing context does not set in until the
anomalous candidate has been selected on the basis of an initial phonological
analysis (Sequential Hypothesis), we expected the partially presented sentence-
final words to reveal an N200 effect in the absence of an N400 effect. However,
if lexical selection and semantic integration are cascading processes, and
semantic integration works with several candidates (Cascading Hypothesis), the
ERPs of the partially presented completions would show an N200 effect followed
by an N400 effect. In doing so, we tried to make sure that the initial part of the
sentence-final word was long enough to, theoretically, initiate the lexical selec-
tion process (i.e. contained at least the first two phonemes, preferably including a
full vowel), but did not exceed the IP of the word. 
So, our design looked as follows: First, we wanted to replicate our previous
finding of an N200 effect followed by an N400 effect. Therefore, we had subjects
listen to Dutch sentences that ended with a word that was either (a) congruent,
e.g. “Deze veertienjarige pianist heeft duidelijk veel talent” (“This fourteen year
old pianist obviously has a lot of talent”), or (b) semantically anomalous begin-
ning with phonemes that differed from the congruent completion, e.g. “Deze
veertienjarige pianist heeft duidelijk veel klimaat” (“This fourteen year old pia-
nist obviously has a lot of climate”). Second, to investigate the building blocks of
the selection process we included (c) a low constraining carrier sentence that
ended with the fully presented words from the congruent completions of the
semantically constraining sentences, e.g. “Je gaat nu luisteren naar het woord
talent” (“You now hear the word talent”). Finally, to test whether lexical selec-
tion and semantic integration are sequential or cascading processes, in three addi-
tional conditions the sentence-final words were cut off prior to the IP: (d)
partially congruent, e.g. “Deze veertienjarige pianist heeft duidelijk veel ta.”
(“This fourteen year old pianist obviously has a lot of ta”), (e) partially incon-
gruent, e.g. “Deze veertienjarige pianist heeft duidelijk veel kli” (“This fourteen
year old pianist obviously has a lot of cli”), and (f) the partially presented low
constraint, e.g. “Je gaat nu luisteren naar het woord ta” (“You now hear the word
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ta”). See Table 3-1 for examples and Appendix for full set of experimental mate-
rials.
For the fully presented words in the semantically high constraining sen-
tences (Whole Word Congruent and Whole Word Anomalous) we expected to
find an N200 component in both conditions, with a larger amplitude in the Whole
Word Anomalous condition. In the anomalous condition this N200 component
would be followed by a large N400 component, whereas in the congruent condi-
tion this N400 component would be very much reduced (replication of our pre-
vious study; Van den Brink et al., 2001). For the high versus low constraining
contexts, in the fully presented words the Lexical-driven Hypothesis predicted an
N200 effect, whereas the Feature-driven Hypothesis did not: If during lexical
selection, lexical candidates are assessed with respect to their possible fit within
the sentence, a relatively large N200 will occur in response to fully presented
congruent words in semantically low constraint sentences (Whole Word Low
Constraint); the absence of strong contextual constraints makes the selection pro-
cess of a lexical candidate more demanding. However, if the modulation of the
N200 amplitude reflects a process in which the presence of appropriate semantic
features is assessed, we expect a relatively small N200 to occur, since most
semantic features are compatible with low constraining sentences. In both cases
the N200 component should be followed by an N400 component.
In order to obtain the partially presented words we first performed an exten-
sive gating study of isolated words to identify the IP for each word. On the basis
of the results we were able to pick a fragment for each word which was long
enough to correctly identify the first phonemes of the word (preferably including
the vowel), but was not long enough to identify the word with much confidence
(i.e., preceded the IP). For the partially presented words we expected to find
N200 components similar to those found in their fully presented counterparts; a
small N200 in the congruent condition (Partial Word Congruent), an increased
Table 3-1.  Example of experimental materials translated into English
Condition Sentence Critical Word
WWC This fourteen year old pianist obviously has a lot of talent /tQl´nt/
WWA This fourteen year old pianist obviously has a lot of climate /klaIm´t/
WWLC You now hear the word talent /tQl´nt/
PWC This fourteen year old pianist obviously has a lot of ta /tQ/
PWA This fourteen year old pianist obviously has a lot of cli /klaI/
PWLC You now hear the word ta /tQ/
CONTEXTUAL INFLUENCES ON SPOKEN-WORD PROCESSING: CHAPTER 3
50
N200 in the anomalous condition (Partial Word Anomalous), and depending on
the hypothesis, a small or large N200 in the low constraint condition (Partial
Word Low Constraint). Now, if semantic integration follows up on identification
of the anomalous word and the cut-off point of the sentence-final words precedes
the recognition point of that word, we did not expect to find an N400 in the Par-
tial Word Anomalous condition, since the word would not have been recognized
yet. In the anomalous completions the recognition point is equal to the IP of that
word, due to the lack of the appropriate semantic contextual constraint for that
word (the semantic context cannot help in identifying the word). However, in
congruent completions the semantic context might move the recognition point
forward, and therefore, precede the IP of that word. In any case, the sequential
hypothesis does not predict an N400 effect between the partially presented con-
gruent and anomalous completions; the anomalous word is not recognized, and
therefore will not be integrated (no N400), and the congruent word is either rec-
ognized and easily integrated (much reduced N400) or also not recognized and
not integrated (no N400). However, if semantic integration is initiated before the
lexical selection process is completed, an N400 effect might still occur. This also
holds for the partially presented words in low constraining context (Partial Word
Low Constraint); whether or not an N400 effect would be elicited depends on the
predictions made by the Sequential (no effect) or Cascading Hypothesis (an
effect).
EXPERIMENT 1
Method
Subjects
The experiment was conducted with 24 native speakers of Dutch (21 female,
mean age 22, range 19-26 years) from the subject pool of the Max Planck Insti-
tute for Psycholinguistics. All had normal to corrected-to-normal vision and were
right-handed (nine subjects reported having a left-handed parent or sibling).
None of the subjects had any neurological impairment or had experienced any
neurological trauma. Nor had any of the subjects participated in the pretests (see
below). Subjects were paid for their participation.
Materials
The experimental items consisted of a set of 260 quadruplets of semantically con-
straining sentences across four experimental conditions and a set of 130 carrier
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phrases followed by a sentence-final word from one of the 260 quadruplets
spliced to the carrier phrase. For the constraining contexts, the sentences in each
quadruplet were identical up to the final word. The sentence-final word was
either congruent or anomalous and was presented as a whole or was partly cut
off. In the Whole Word Congruent condition (WWC), sentences ended with a
high cloze probability word, e.g., “Deze veertienjarige pianist heeft duidelijk
veel talent” (“This fourteen year old pianist obviously has a lot of talent”). In the
Whole Word Anomalous condition (WWA), sentences ended with a word that
was semantically anomalous and also had initial phonemes that differed from the
highest cloze probability word, e.g., “Deze veertienjarige pianist heeft duidelijk
veel klimaat” (“This fourteen year old pianist obviously has a lot of climate”). In
a third condition the sentences ended with the same highest cloze probability
word as in the WWC condition, but only the initial part was presented, e.g.,
“Deze veertienjarige pianist heeft duidelijk veel ta” (“This fourteen year old pia-
nist obviously has a lot of ta”). This condition is called the Partial Word Con-
gruent condition (PWC). In a fourth condition, the Partial Word Anomalous
condition (PWA), the anomalous sentence-final word was only partly presented,
e.g., “Deze veertienjarige pianist heeft duidelijk veel kli” (“This fourteen year
old pianist obviously has a lot of cli”).
The 260 quadruplets were derived from a set of sentence materials that had
been used in a previous study and which were part of a larger set of sentences
that had been submitted to a cloze test. Thirty subjects from the subject pool of
the Max Planck Institute for Psycholinguistics were given a list of 350 sentences
with the final word omitted. Subjects were asked to carefully read the sentences
and to fill in the first word that came to mind at the position of the omitted sen-
tence-final word. On the basis of the results, a set of 260 sentences with a cloze
probability of .50 or higher formed the basis for the 260 quadruplets used in this
experiment. Items for the WWA and PWA conditions were constructed by
replacing the sentence-final word with a semantically anomalous word with
word-initial phonemes that differed from the beginning phonemes of the high
cloze probability word and other congruent words.
The cutoff point of the sentence-final words in the two partial conditions
had to precede the IP of those words. IP of a word was defined as the gate at
which at least 67% of the participants correctly identified the word, and accuracy
remained above 60% at subsequent gates.3 To obtain the IP for each sentence-
final word in the WWC and WWA conditions, we had 24 subjects from the sub-
3. These criteria are similar, if not somewhat stricter than those used in a study
by Van Petten and colleagues (1999), who defined IP as the gate at which 70% of
the participants (seven out of ten) correctly identified the word, and accuracy
remained above 60% at subsequent gates.
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ject pool of the Max Planck Institute for Psycholinguistics perform an extensive
gating task on the 520 isolated sentence-final words (260 sentences with each 2
completions; congruent and anomalous). On each trial, subjects were auditorily
presented with increasingly longer fragments (in steps of 50 ms) of one particular
word. Amplitude over the final 10 ms of the fragments was tapered to zero to
avoid clicks in the signal that would result from a sharp cutoff. For each frag-
ment, the subjects were asked to type in on a keyboard what they thought the
word was going to be, and in addition to give a confidence rating. On the basis of
the results we were able to pick a fragment for each word which was long enough
to correctly identify the first phonemes of the word (preferably including the
vowel), but was not long enough to identify the word with much confidence (i.e.,
preceded IP). 
Because the sentences within each quadruplet were identical up to the final
word, they had the same length (mean length of 10.8 words; range 5-15) and
were equally constraining; the critical words in the WWC condition had a mean
cloze probability of .84 (range: .50-1.0). All sentence-final words were reason-
ably well-known nouns selected from a Dutch word corpus called CELEX
(Baayen, Piepenbrock & Van Rijn, 1993); all critical words in the two Whole
Word conditions had a frequency of at least 30 counts per 42 million (this equals
1.48 log), with a mean duration of 516 ms and a mean log frequency of 2.87 in
the WWC condition, and 515 ms and 2.49 in the WWA condition. The fragments
in the two Partial Word conditions had a mean duration of 159 ms in the PWC
condition, and 169 ms in the PWA condition. Each sentence-final word began
with a plosive. This provided a clear physical marker that facilitated the align-
ment of the ERP-waveform to the onset of the sentence-final word.
Four lists were constructed to ensure that no subject heard the same sen-
tence or critical word more than once. In addition to the set of 260 semantically
constraining experimental items (65 per condition per list), a set of 65 filler sen-
tences was constructed. These fillers were all semantically congruent and were
fully presented, to increase the number of sentences that were correct (congruent
and presented as a whole). In a separate block following these 325 (260 + 65)
items a set of 130 low constraint items was presented. These low constraint items
consisted of 4 different low constraining carrier phrases with a critical word
taken from the WWC and the PWC conditions. The critical words were spliced to
the carrier phrase to form the Whole Word Low Constraint condition (WWLC):
e.g. “Je gaat nu luisteren naar het woord talent” (“You now hear the word talent”)
and the Partial Word Low Constraint condition (PWLC): e.g. “Je gaat nu luis-
teren naar het woord ta” (“You now hear the word ta”). The critical words in the
Low Constraint conditions were randomized across the four lists to ensure that
none of the critical words were presented to the same subject twice (i.e., in the
highly constraining Congruent conditions and in the Low Constraint conditions).
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Finally, the experimental lists were preceded by a practice list of 16 items, which
reflected the experimental materials. The practice list was used to familiarize the
subjects with the experimental procedure.
The experimental sentences, carrier phrases, fillers and practice sentences
were all spoken by a female speaker, with normal intonation at a normal speaking
rate, and were recorded in one recording session. The sentences were originally
recorded in triplets (see Van den Brink et al., 2001), to make sure that intonation
and speaking rate were kept constant within each set. In the Low Constraint con-
ditions the critical words were spliced to the carrier phrases. Sentences were
spoken in a sound-attenuating booth and recorded on a digital audio tape. The
DAT-recordings were sampled at 16 kHz mono and stored on computer disk. A
speech waveform editing system was used to mark the onset of the sentence-final
words and to splice the critical words to the carrier phrases in the Low Constraint
conditions.
Procedure
Subjects were tested individually in a dimly illuminated sound-attenuating booth.
They were seated in a comfortable reclining chair, instructed to move as little as
possible, and told that they would hear a number of sentences. Their task was to
attentively listen to these sentences and to try to understand them. In addition
they were told that several sentences would be semantically anomalous and that
some of the sentence-final words would only partially be presented. No addi-
tional task demands were imposed.
Each trial began with a 300 ms warning tone, followed after 1200 ms
silence by the spoken sentence. The next trial began 4100 ms after sentence
offset. To ensure that subjects would not blink during and shortly after presenta-
tion of the sentence, 1000 ms prior to the beginning of the sentence a fixation
point (an asterisk) was displayed on the computer screen. The asterisk remained
on the screen until 1600 ms after offset of the spoken sentence. Subjects were
instructed to fixate on the asterisk during presentation of the sentences, but were
free to blink and move their eyes when the asterisk was not displayed on the
screen. Subjects listened to the stimuli via closed-ear headphones. After the prac-
tice session, the semantically constraining trials were presented in 4 blocks of
approximately 12 minutes, followed by two blocks of 10 minutes containing the
Low Constraint trials. 
EEG-recording
The EEG was recorded from 29 Ag/AgCl-sintered electrodes mounted in an
elastic cap, each referred to the left mastoid (see Figure 2–1 for the electrode dis-
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tribution). Five electrodes were placed according to the 10-10 Standard System
of the American Electroencephalographic Society over midline sites at Fz, FCz,
Cz, Pz, and Oz locations, along with 9 lateral pairs of electrodes over standard
sites on frontal (AF3, AF4, F3, F4, F7 and F8), fronto-central (FC3 and FC4),
fronto-temporal (FT7 and FT8), central (C3 and C4), centro-parietal (CP3 and
CP4), parietal (P3 and P4), and occipital (PO7 and PO8) positions. Three addi-
tional pairs were placed laterally over symmetrical positions: (a) a temporal pair
(LT and RT) placed laterally to Cz, at 33% of the interaural distance, (b) a tem-
poro-parietal pair (LTP and RTP) placed 30% of the interaural distance lateral
and 13% of the nasion-inion distance posterior to Cz, and (c) a parietal pair
midway between LTP/RTP and PO7/PO8 (LP and RP). Vertical eye movements
were monitored via a supra- to sub-orbital bipolar montage. A right to left can-
thal bipolar montage was used to monitor for horizontal eye movements. Activity
over the right mastoid bone was recorded on an additional channel to determine
whether there were differential contributions of the experimental variables to the
presumably neutral mastoid site. No such differential effects were observed.
The EEG and EOG recordings were amplified with a SynAmp Model 5083
EEG amplifier (NeuroScan Inc., Herndon, Va, USA), using a hi-cut of 30 Hz
(notch filter 60 Hz) and a time constant of 8 s (0.02 Hz). Electrode impedances
were kept below 3 kOhm for the EEG recording and below 5 kOhm for the EOG
recording. The EEG and EOG signals were digitized on-line with a sampling fre-
quency of 200 Hz.
Results
For 24 subjects, data from critical trials were analyzed according to the following
procedure. Prior to off-line averaging, all single-trial waveforms were screened
for eye movements, electrode drifting, amplifier blocking, and EMG artifacts in a
critical window that ranged from 150 ms before onset of the sentence-final word,
to 1900 ms after onset of the sentence-final word. Trials containing artifacts were
rejected (average number of trials per condition 8.5%, range 7.9 to 9.5% per con-
dition). For each subject, average waveforms were computed across all remaining
trials per condition after baselining the waveforms of the individual trials on the
basis of the averaged activity in a time window of 150 ms preceding onset of the
sentence-final word.
Figure 3-1 displays the grand average waveforms of the fully presented
words (Whole Words) in high constraining sentences by electrode site time-
locked to the onset of the sentence-final word. There are several things to note.
First, in both conditions, the sentence-final words elicited an N100 component.
This component appears to be slightly larger (but is in fact not) in the WWA con-
dition than in the WWC condition. This is most visible in the frontal to central
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electrodes, including the temporal electrodes. It is not common to find a clear
N100 component in a study using natural connected speech, given the continuous
nature of the speech signal (Connolly, Stewart & Phillips, 1990; Connolly et al.,
1992, 1994). However, as in our previous study (Van den Brink et al., 2001), all
sentence-final words began with a plosive, which is a relatively clear onset
marker in connected speech. In addition, the homogeneity of the sentence-final
word onsets presumably added to the clear presence of the N100 component in
the averaged waveforms. Second, a negativity at approximately 200 ms is visible
in the waveforms. This negativity is apparent in both conditions, but is largest in
the WWA condition and is most visible over the frontal sites. Third, the semanti-
cally anomalous sentence-final words in the WWA conditions elicit a broad neg-
ativity peaking at approximately 400 ms, which is more negative than the ERP
elicited in the WWC condition. Its latency characteristics and morphology are
similar to previously reported N400 effects.
Figure 3-2 displays the grand average waveforms of the Whole Words in
high versus low constraint contexts by electrode site time-locked to the onset of
the sentence-final word. The first thing to note is that the sentence-final words in
the low constraint context did not elicit a clear N100 component. Second, a nega-
tivity at approximately 200 ms is visible in the waveforms. This negativity is
apparent in both conditions, but is largest in the WWLC condition. Third, the
sentence-final words in the WWLC conditions elicit a broad negativity peaking
at approximately 400 ms, which is more negative than the ERP elicited in the
WWC condition. Its latency characteristics and morphology are similar to previ-
ously reported N400 effects.
Figure 3-3 displays the grand average waveforms of the partially presented
words (Partial Words) in high constraining sentences by electrode site time-
locked to the onset of the sentence-final word. As in the Whole Word conditions,
in both Partial Word conditions, the sentence-final words elicited an N100 com-
ponent. This component is most visible in the frontal to central electrodes,
including the temporal electrodes. Second, the most striking feature in the two
conditions is an increased negativity peaking at approximately 300 ms, which is
more negative in the anomalous condition than in the congruent condition. Its
morphology is different from the waveforms in the Whole Word conditions and,
therefore, might be related to the moment of acoustic offset of the sentence-final
word. Especially in the partially presented conditions the sentence ends rather
abruptly. Therefore, we decided to collapse the two partially presented conditions
and time-lock the waveforms on a trial-by-trial basis to the acoustic offset of
each individual word. Figure 3-4 displays the grand average waveform by elec-
trode time-locked to the acoustic offset of the partially presented words. What
can be seen in the figure is an increased negativity peaking at 150 ms, over poste-
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rior sites followed by a positive shift over posterior electrodes. Since the partially
presented words had a mean duration of 160 ms, this indicates that the increased
negativity peaking at 300 ms in Figure 3-3 is indeed related to the acoustic offset
of the partially presented word (and sentence). Due to the occurrence of this off
potential, we cannot make any claims about underlying components in the wave-
forms between 150 and 500 ms. Finally, Figure 3-3 shows a late positivity
between 600 and 1000 ms. This late positivity reaches maximal amplitude at
around 700 ms and is maximal over posterior sites. In the literature there are indi-
cations that late positivities reflect wrap-up processes at the end of sentences (cf.
Juottonen, Revonsuo, & Lang, 1996).
Figure 3-5 displays the grand average waveforms of the Partial Words in
high versus low constraint contexts by electrode site time-locked to the onset of
the sentence-final word. There are several things to note. The sentence-final
words in both the high constraining and the low constraining context elicited an
N100 component, however, the N100 component in the PW Low Constraint con-
dition appears to peak somewhat later. Second, in both conditions there is an
increased negativity peaking at approximately 300 ms, which at centro-parietal
sites is more negative in the PWLC condition than in the PWC condition. Figure
3-3 reveals that the increased negativity is related to the moment of acoustic
offset of the sentence-final word. Again, due to the occurrence of the off poten-
tial, based on inspection of the waveforms we cannot make any claims about
underlying components in the 150 to 500 ms time interval. Finally, the sentence-
final words in the PWLC conditions elicit a broad negativity, which at frontal to
central sites is a sustained negativity, and at parietal sites peaks at approximately
400 ms.
Statistical analyses of the congruity effects consisted of a number of
repeated measures analyses of variance (ANOVAs) with mean amplitude values
computed for each subject and each electrode in different latency windows: for
the Whole Word conditions, (a) 150-250 ms after critical-word onset for the early
negativity (N200), and (b) 300-500 ms after final-word onset for the N400; for
the Partial Word conditions, (a) 150-250 ms after critical-word onset for the early
negativity (N200), (b) 250-350 ms after final-word onset for the off potential,
and (c) 300-500 ms after final-word onset for the N400. For each latency
window, the results were first analyzed in an omnibus ANOVA that crossed three
levels of the congruity factor (Congruent, Anomalous, and Low Constraint) with
the 29-level electrode factor.
In addition to the omnibus ANOVA, a priori pairwise comparisons between
the congruity conditions were tested using ANOVAs with a 2-level congruity
factor. For the Whole Word conditions, in the N200 latency window, we expected
the ERP in the Congruent condition (baseline) to differ in amplitude from the
ERP in the Anomalous condition (WWC vs. WWA). As for the Whole Words in
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the high versus low constraint contexts conditions, depending on the underlying
process (lexical-driven vs. feature-driven) the ERP of the Congruent completion
should either differ in amplitude from that of the Low Constraint completion or it
should not (WWC vs. WWLC). In the N400 latency window we expected the
ERP in the Congruent condition (baseline) to differ in amplitude from the ERPs
in both the Anomalous condition (WWC vs. WWA) and the Low Constraint con-
dition (WWC vs. WWLC). For the Partial Word conditions, in the N200 latency
window, as in their fully presented counterparts, we expected the ERP in the
Congruent condition (baseline) to differ in amplitude from the ERP in the Anom-
alous condition (PWC vs. PWA). Again as in the fully presented completions, for
the Partial Words in high versus low constraint contexts one of two outcomes
were expected: depending on the underlying process either the ERP of the Con-
gruent condition differed in amplitude from that of the Low Constraint condition
or it did not (PWC vs. PWLC). In the off potential latency window we expected
the ERP in the Congruent condition (baseline) not to differ in amplitude from the
ERPs in both the Anomalous condition (PWC vs. PWA) and the Low Constraint
condition (PWC vs. PWLC). As for the N400 latency window, depending on
whether lexical selection and integration are purely sequential or partially over-
lapping processes, the ERPs of both the PWA and PWLC completion either did
not differ in amplitude from that of the PWC completion, or they both did.
Scalp distributions of the congruity effects were subsequently explored in
three separate ANOVAs: an ANOVA on anterior versus posterior sites (Fz, FCz,
AF3, AF4, F3, F4, F7, F8, FC3, FC4, FT7, FT8/Pz, Oz, CP3, CP4, LTP, RTP, P3,
P4, LP, RP, PO7, PO8); anterior left hemisphere versus anterior right hemisphere
(AF3, F3, F7, FC3, FT7/AF4, F4, F8, FC4, FT8); posterior left hemisphere versus
posterior right hemisphere (CP3, LTP, P3, LP, PO7/CP4, RTP, P4, RP, PO8).
Univariate F tests with more than one degree of freedom in the numerator were
adjusted by means of the Greenhouse-Geisser/Box's epsilon hat correction
(Maxwell & Delaney, 1990). The original degrees of freedom and adjusted p
values will be reported.
Whole Word conditions
The Early Negativity/N200 latency window: 150-250 ms. Table 3-2 displays the
results of the mean ERP amplitude ANOVAs in the 150-250 ms latency range for
the Whole Word conditions. The omnibus ANOVA for the N200 latency window
resulted in a significant main effect of congruity. The a priori pairwise compari-
sons revealed that both the WWA completions and the WWLC completions elic-
ited a larger N200 than the WWC completions (corresponding to an effect of 0.83
µV and 1.13 µV, respectively). In these pairwise analyses, interactions of con-
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gruity with electrodes reached significance in the WWC versus WWLC condition
analysis. Topographical analyses of the WWC versus WWLC condition revealed
a significant interaction of congruity with site in the anterior/posterior analysis,
indicating that the N200 effect in WWLC had a more posterior distribution com-
pared to the even distribution of WWC.
The N400 latency window: 300-500 ms. Table 3-3 displays the results of the mean
ERP amplitude ANOVAs in the 300-500 ms latency range. The omnibus ANOVA
indicated that the basic congruity effect in the N400 latency window was signifi-
cant. Further analysis revealed that both the WWA and the WWLC completions
elicited a larger N400 than the WWC completions (corresponding to an effect of
Table 3-2.  ANOVA on mean ERP amplitude in the 150-250 ms latency range (N200)
for Whole Word conditions
source   df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 46 6.38 37.39 .005 **
Con x El 56, 1288 4.45 0.61 .002 **
WWC vs. WWA Con 1, 23 9.00 26.93 .006 **
Con x El 28, 644 3.25 0.45 .020 *
WWC vs. WWLC Con 1, 23 9.20 48.11 .006 **
Con x El 28, 644 5.53 0.84 .002 **
Anterior vs. posterior (2 x 12 electrodes)
WWC vs. WWA Con x Site 1, 23 1.61 4.48 .217
WWC vs. WWLC Con x Site 1, 23 10.46 8.85 .004 **
Anterior left vs. anterior right (2 x 5 electrodes)
WWC vs. WWA Con x Site 1, 23 0.11 1.39 .740
WWC vs. WWLC Con x Site 1, 23 0.10 2.54 .755
Posterior left vs. posterior right (2 x 5 electrodes)
WWC vs. WWA Con x Site 1, 23 0.69 1.23 .413
WWC vs. WWLC Con x Site 1, 23 0.06 2.41 .807
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01;
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3.38 µV and 2.93 µV, respectively). Interactions with electrodes were also
obtained in the pairwise comparisons. Topographical analyses showed that the
congruity effects in relation to the WWC condition were significantly larger over
posterior than anterior regions of the scalp. No differences between hemispheres
were found.
Onset latencies. To establish the onset of the congruity effect for the fully pre-
sented words in high constraining context, additional analyses were performed.
Onset latencies were estimated by first separately computing the mean amplitude
values for all 29 electrodes in 20 ms latency ranges (bins) that shifted in steps of
10 ms from critical word onset until 500 ms after critical word onset (e.g., 0-20,
Table 3-3.  ANOVA on mean ERP amplitude in the 300-500 ms latency range (N400)
for Whole Word conditions
source   df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 46 48.64 48.29 .000 ***
Con x El 56, 1288 22.62 0.88 .000 ***
WWC vs. WWA Con 1, 23 71.84 55.50 .000 ***
Con x El 28, 644 22.30 0.73 .000 ***
WWC vs. WWLC Con 1, 23 46.32 64.49 .000 ***
Con x El 28, 644 32.04 1.14 .000 ***
Anterior vs. posterior (2 x 12 electrodes)
WWC vs. WWA Con x Site 1, 23 32.01 7.25 .000 ***
WWC vs. WWLC Con x Site 1, 23 61.06 12.20 .000 ***
Anterior left vs. anterior right (2 x 5 electrodes)
WWC vs. WWA Con x Site 1, 23 2.65 1.73 .117
WWC vs. WWLC Con x Site 1, 23 2.10 2.41 .161
Posterior left vs. posterior right (2 x 5 electrodes)
WWC vs. WWA Con x Site 1, 23 1.14 2.56 .297
WWC vs. WWLC Con x Site 1, 23 2.71 3.86 .113
Note. Con = Congruity type; El = Electrode. *** p < .001
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10-30, etc.). The values for the latency bins were submitted to ANOVAs that
tested against the null-hypothesis of zero difference between the a priori selected
conditions WWC versus WWA. To compensate for multiple comparisons, we
considered a congruity effect significant when at least 5 consecutive bins reached
a statistical significance level of p < .05. The onset latency analyses for WWC
versus WWA comparison on the amplitudes of the two waveforms revealed a sig-
nificant congruity effect in the 190-210 ms bin and in all consecutive bins.
Partial Word conditions
The Early Negativity/N200 latency window: 150-250 ms. Table 3-4 displays the
results of the mean ERP amplitude ANOVAs in the 150-250 ms latency range for
the Partial Word conditions. The omnibus ANOVA for the N200 latency window
did not result in a significant main effect of congruity (p = .08). The a priori pair-
Table 3-4.  ANOVA on mean ERP amplitude in the 150-250 ms latency range (N200)
for Partial Word conditions
source   df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 46 2.79 41.03 .078
Con x El 56, 1288 2.26 0.65 .063
PWC vs. PWA Con 1, 23 5.96 30.66 .023 *
Con x El 28, 644 3.09 0.57 .040 *
PWC vs. PWLC Con 1, 23 2.98 53.78 .098
Con x El 28, 644 2.70 0.85 .065
Anterior vs. posterior (2 x 12 electrodes)
PWC vs. PWA Con x Site 1, 23 0.59 7.93 .449
Anterior left vs. anterior right (2 x 5 electrodes)
PWC vs. PWA Con x Site 1, 23 037 1.32 .550
Posterior left vs. posterior right (2 x 5 electrodes)
PWC vs. PWA Con x Site 1, 23 1.77 0.86 .196
Note. Con = Congruity type; El = Electrode. * p < .05
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wise comparisons revealed that the PWA completions elicited a larger N200 than
the PWC completions (corresponding to an effect of 0.73 µV). The ERPs in the
PWC and PWLC conditions did not significantly differ in amplitude (p = .10,
corresponding to a difference of 0.68 µV). Only in the PWC versus PWA anal-
ysis, did the interaction of congruity with electrodes reach significance. Topo-
graphical analyses for this comparison revealed no significant interactions of
condition by site, indicating that the effect has an even distribution across the
scalp.
The off potential latency window: 250-350 ms.  Table 3-5 displays the results of
the mean ERP amplitude ANOVAs in the 250-350 ms latency range for the Par-
tial Word conditions. The omnibus ANOVA for the off potential latency window
resulted in a significant main effect of congruity. Further analysis revealed that
the PWA completions elicited a larger ERP than the PWC completions (corre-
sponding to an effect of 1.53 µV), whereas the PWLC condition did not differ
Table 3-5.  ANOVA on mean ERP amplitude in the 250-350 ms latency range (off
potential) for Partial Word conditions
source   df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 46 7.11 62.68 .004 **
Con x El 56, 1288 10.95 0.95 .000 ***
PWC vs. PWA Con 1, 23 14.38 56.50 .001 **
Con x El 28, 644 6.06 0.83 .002 **
PWC vs. PWLC Con 1, 23 0.48 88.75 .494
Con x El 28, 644 15.00 1.27 .000 ***
Anterior vs. posterior (2 x 12 electrodes)
PWC vs. PWA Con x Site 1, 23 8.25 11.25 .009 **
Anterior left vs. anterior right (2 x 5 electrodes)
PWC vs. PWA Con x Site 1, 23 0.77 1.37 .389
Posterior left vs. posterior right (2 x 5 electrodes)
PWC vs. PWA Con x Site 1, 23 0.37 1.82 .551
Note. Con = Congruity type; El = Electrode. ** p < .01; *** p < .001
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significantly from the PWC condition in the off potential latency window. Inter-
actions with electrodes were also obtained in the pairwise comparisons. Topo-
graphical analyses showed that the congruity effect involving the PWA condition
was significantly larger over posterior than anterior regions of the scalp. No dif-
ferences between hemispheres were found.
The N400 latency window: 300-500 ms. Table 3-6 displays the results of the mean
ERP amplitude ANOVAs in the 300-500 ms latency range for the partially pre-
sented words. The omnibus ANOVA indicated that the basic congruity effect in
the N400 latency window was significant. Further analysis revealed that both the
Table 3-6.  ANOVA on mean ERP amplitude in the 300-500 ms latency range (N400)
for Partial Word conditions
source   df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 46 21.50 68.89 .000 ***
Con x El 56, 1288 17.54 1.14 .000 ***
PWC vs. PWA Con 1, 23 40.24 61.23 .000 ***
Con x El 28, 644 14.72 0.70 .000 ***
PWC vs. PWLC Con 1, 23 20.07 97.16 .000 ***
Con x El 28, 644 23.46 1.63 .000 ***
Anterior vs. posterior (2 x 12 electrodes)
PWC vs. PWA Con x Site 1, 23 13.38 8.08 .001 **
PWC vs. PWLC Con x Site 1, 23 24.37 23.64 .000 ***
Anterior left vs. anterior right (2 x 5 electrodes)
PWC vs. PWA Con x Site 1, 23 7.23 1.33 .013 *
PWC vs. PWLC Con x Site 1, 23 9.84 2.62 .005 *
Posterior left vs. posterior right (2 x 5 electrodes)
PWC vs. PWA Con x Site 1, 23 1.94 1.65 .177
PWC vs. PWLC Con x Site 1, 23 15.44 3.32 .001 **
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01; *** p < .001
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PWA and the PWLC completions elicited a larger ERP than the PWC comple-
tions (corresponding to an effect of 2.64 µV and 2.37 µV, respectively). Interac-
tions with electrodes were also obtained in the pairwise comparisons.
Topographical analyses showed that the congruity effects in relation to the PWC
condition were significantly larger over posterior than anterior regions of the
scalp and were larger over right frontal than left frontal regions.
Topographical distributions of the congruity effects
N200 vs. N400. Figure 3-6 shows the topography of mean amplitude effects
between the Congruent and Anomalous conditions in high constraining contexts
in the N200 and the N400 latency windows. The figure reveals that both the
N200 effect in the Whole Word conditions and the N200 effect in the Partial
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Figure 3-6. Distribution of the N200 and N400 effects for fully and partially
presented sentence-final words in semantically high-constraint sentences, for
twelve sites. The N200 effect was determined by subtracting the mean amplitude in
the 150-250 ms latency window of the grand average ERP for the semantically
congruent sentence-final words from the mean amplitudes of the grand average
ERP for the semantically anomalous sentence-final words. The N400 effect was
determined in the same manner on the basis of the mean amplitudes in the 300-500
ms latency window.
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Word conditions are equally distributed across the scalp, whereas both N400
effects are largest over posterior sites. To establish whether the N200 and N400
congruity effects in both the Whole Word and the Partial Word conditions have
statistically distinct scalp distributions, we performed topographical analyses.
First, for every subject difference scores between the Congruent and Anomalous
conditions were computed for every electrode in the N200 latency window and
the N400 latency window for the Whole Word and Partial Word conditions sepa-
rately. Second, a scaling procedure was performed to avoid that differential
amplitude effects between the two latency windows would be incorrectly inter-
preted as distribution effects. In this procedure, the electrode-specific difference
scores were z-transformed for each latency window separately (Rösler, Heil, &
Glowolla, 1993; see also McCarthy & Wood, 1985). The z-transformed values
were entered into an ANOVA that crossed the 2-level latency window factor
(N200 and N400) with the 29-level electrode factor. For the Whole Word condi-
tions, a significant interaction of latency window by electrodes (F(28, 644) =
8.42, MSE = 0.35, p < .001) revealed that the congruity effects found in the two
latency windows indeed have different spatial distributions across the scalp. This
difference in scalp distributions was subsequently explored in three additional
topographical ANOVAs (using the same electrode configurations as previously
described). In the anterior/posterior analysis a significant interaction of window
by site was obtained (F(1, 23) = 15.40, MSE = 2.56, p = .001). In the anterior
left/right and the posterior left/right analyses no significant interaction of
window by site was obtained (both Fs < 1). For the Partial Word conditions we
obtained identical results: A significant interaction of latency window by elec-
trodes (F(28, 644) = 5.51, MSE = 0.28, p < .001) and a significant interaction of
window by site (F(1, 23) = 16.56, MSE = 1.35, p < .001) in the anterior/posterior
analysis. In the anterior left/right and the posterior left/right analyses no signifi-
cant interaction of window by site was obtained (p = .19 and p = .60, respec-
tively). The significant interactions of window by site in the anterior/posterior
analysis for both Whole Words and Partial Words underscores that the N200 and
N400 effects have different spatial distributions, with the N400 effect having a
more posterior distribution and the N200 effect being equally distributed across
the scalp.
Figure 3-7 shows the topography of mean amplitude effects between the
highly constraining and Low Constraint conditions in the N200 and the N400
windows. Again we see that the N200 effect in the Partial Word conditions has an
equal distribution across the scalp. However, the N200 effect in the Whole Word
conditions now has a slightly more posterior distribution. Both N400 effects are
largest over posterior sites. For the Whole Word conditions a significant interac-
tion of latency window by electrodes (F(28, 644) = 8.54, MSE = 0.23, p < .001)
revealed that the congruity effects found in the two latency windows do have dif-
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ferent spatial distributions across the scalp. This difference in scalp distributions
was subsequently explored in three additional topographical ANOVAs (using the
same electrode configurations as previously described). In the anterior/posterior
analysis a significant interaction of window by site was obtained (F(1, 23) =
21.48, MSE = 1.11, p < .001). Also the posterior left/right analysis revealed a sig-
nificant interaction of window by site (F(1,23) = 5.69, MSE = 0.47, p < .05). In
the anterior left/right analysis no significant interaction of window by site was
obtained (F < 1). The significant interaction of window by site in the ante-
rior/posterior and posterior left/right analyses shows that the N200 and N400
effects have different spatial distributions with the N400 effect being largest over
posterior sites in the right hemisphere. As the difference in amplitude in the N200
window for the PWC versus PWCL completions did not reach significance, a
topographical analysis between the N200 effect and N400 effect in this compar-
ison is not warranted.
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Figure 3-7. Distribution of the N200 and N400 effects for fully and partially
presented sentence-final words in semantically high-constraint versus low-
constraint sentences, for twelve sites. The N200 effect was determined by
subtracting the mean amplitude in the 150-250 ms latency window of the grand
average ERP for the semantically congruent sentence-final words from the mean
amplitudes of the grand average ERP for the semantically anomalous sentence-final
words. The N400 effect was determined in the same manner on the basis of the mean
amplitudes in the 300-500 ms latency window.
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Discussion
The grand average waveforms of the Whole Word conditions in Figure 3-1 reveal
that an N200 component was visible in both conditions, which was larger in the
anomalous than in the congruent completions. Onset analyses revealed that the
onset of the congruity effect between WWC and WWA occurred early on in the
signal, namely at 190 ms. The N200 effect had an even distribution and was fol-
lowed by an N400 effect with a centro-parietal distribution (see Figure 3-6). The
topographical anterior versus posterior analysis after scaling of the absolute size
of the effects revealed that the spatial distributions of the N200 and N400 effect
were significantly different. These findings constitute a replication of our pre-
vious study. 
In another comparison related to the matter of the exact nature of the selec-
tion process, the grand average waveforms in Figure 3-2 reveal a larger N200
component in the low constraint condition in relation to the high constraint com-
pletions, clearly distinct in timing from the following N400 effect. No clear N100
component is visible in the low constraint conditions. This may be due to the fact
that the completions in this condition were spliced to the carrier phrases.
According to the participants, this sometimes resulted in the subjective feeling
that the completions followed the carrier phrases too quickly. Figure 3-7 shows
that both the N200 effect and the N400 effect have posterior distributions. How-
ever, the topographical analysis revealed that these spatial distributions are still
statistically different. The presence of an N200 effect in the high versus low con-
straint comparison supports the hypothesis that the N200 effect reflects a selec-
tion process where lexical candidates are individually assessed with respect to
their goodness-of-fit within the sentence frame on the basis of their semantic fea-
tures (a lexical-driven process).
Turning to the comparisons involving the partial words, Figure 3-3 reveals
an unanticipated large ERP component in the grand average waveforms, which,
as shown in Figure 3-4, seems to be related to the offset of the partially presented
words. This off potential obscures potential underlying N200 and N400 compo-
nents. Figure 3-6 shows that we did find an effect in the N200 latency window.
The occurrence of the off potential cannot account for this effect, as both the con-
gruent and anomalous completions ended in the same, abrupt manner. We con-
clude that any effect must be due to an underlying N200 effect. We also observed
an effect in the off-potential window. Again, as both conditions contained partial
completions, we suspect this observed off-potential effect is due to the preceding
N200 effect being carried over to the off-potential window. In addition to these
effects we also obtained a significant N400 effect. As in their fully presented
counterparts, Figure 3-6 shows that the N200 effect had an even distribution,
whereas the N400 effect had a centro-parietal distribution, and topographical
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analyses revealed that these scalp distributions are statistically distinct. These
results indicate that apparently, the N400 effect sets in before recognition of the
actual word takes place.
 Finally, the PWLC condition served as an additional control condition. We
obtained an N200 effect between WWC and WWLC. Unfortunately, statistical
analysis revealed that the difference in amplitude in the N200 window did not
reach significance in the PWC versus PWLC comparison (p = .098). When we
look at Figures 3-6 and 3-7, however, we see that the difference in N200 ampli-
tude between PWLC and PWC is in the same ball park as the other N200 effects.
We, therefore, suspect that lack of power is the reason that the difference in
amplitude did not reach statistical significance. Consistent with the anomalous
Partial Words, here too we obtained a significant N400 effect.
On the basis of these results we can conclude the following: First, the selec-
tion process is lexical-driven rather that feature-driven. This means that selection
takes place on the basis of the meaning of an activated word rather than compati-
bility of several features with the preceding context. Second, although the
semantic congruity effect clearly can be divided into two effects (with different
spatial distributions), namely the N200 effect related to lexical selection and the
N400 effect reflecting semantic integration, elicitation of an N400 in the Partial
Words disconfirmed our hypothesis of the congruity effect consisting of an N200
before IP and an N400 after IP. This suggests that integration is not postponed
until the anomalous candidate has been selected on the basis of phonological
analysis alone, but is initiated before the selection process is completed, and
works with several remaining candidates instead. In order to investigate this last
finding somewhat further we decided to do an additional experiment.
EXPERIMENT 2
Figure 3-6 revealed that both the N200 effects and the N400 effects in the Partial
Word conditions are similar to those in their fully presented counterparts. Appar-
ently, the N400 effect sets in before recognition of the actual (anomalous) word
takes place. This means that integration processes start before selection of the
one appropriate candidate has taken place, and that (the onset of) the N400 effect
is not related to the earliest moment at which a word is recognized (i.e., at IP). 
To investigate this hypothesis somewhat further we decided to do a second
experiment. This time we wanted to use the information we obtained from the
gating study to align the EEG waveforms of the individual completions to the
isolation point (IP) for each word. Furthermore, we divided the critical words
into two groups with early or late IPs. If the N400 is related to the IP (i.e., the
earliest moment at which a word can be identified) as suggested by the Sequen-
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tial Hypothesis, then the N400 effect should set in at or soon after IP, and should
therefore differ between the early and late IP words. If, however, semantic inte-
gration starts before the word is recognized, as suggested by the Cascading
Hypothesis and supported by the results of our first experiment, then onset of the
N400 could occur prior to the IP and would not have to differ as a function of IP
latency. We decided to run another experiment in which we presented subjects
with more trials in the congruent and anomalous conditions than in the first
experiment. This would ensure that the data had a better signal-to-noise ratio
after dividing the critical words into equally large groups with early and late IPs.
Method
Subjects
The experiment was conducted with 12 native speakers of Dutch (11 female,
mean age 21.5, range 19-23 years) from the subject pool of the Max Planck Insti-
tute for Psycholinguistics. All had normal to corrected-to-normal vision and were
right-handed (3 subjects reported having a left-handed parent or sibling). None of
the subjects had any neurological impairment or had experienced any neurolog-
ical trauma. Nor had any of the subjects participated in the pretests (see below).
Subjects were paid for their participation.
Materials, procedure and EEG-recording
The experimental items consisted of the items from the WWC and WWA condi-
tions in the first experiment. For purposes not relevant to this study we added a
third condition. This resulted in a set of 260 triplets of semantically constraining
sentences across three experimental conditions. The sentences in each triplet
were identical up to the final word. In the Whole Word Congruent condition
(WWC), sentences ended with a high cloze probability word, e.g., “Deze veer-
tienjarige pianist heeft duidelijk veel talent” (“This fourteen year old pianist
obviously has a lot of talent”). In the Whole Word Anomalous condition (WWA),
sentences ended with a word that was semantically anomalous and also had ini-
tial phonemes that differed from the highest cloze probability word, e.g., “Deze
veertienjarige pianist heeft duidelijk veel klimaat” (“This fourteen year old pia-
nist obviously has a lot of climate”).
Sentences had a mean length of 10.8 words (range 5-15) and were equally
constraining; the critical words in the congruent condition had a mean cloze
probability of .84 (range: .50-1.0). All sentence-final words were reasonably
well-known nouns selected from a Dutch word corpus called CELEX (Baayen et
al., 1993); all critical words had a frequency of at least 30 counts per 42 million
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(this equals 1.48 log), with a mean duration of 516 ms and a mean log frequency
of 2.87 in the WWC condition, and 515 ms and 2.49 in the WWA condition. Each
sentence-final word began with a plosive. This provided a clear physical marker
that facilitated the alignment of the ERP-waveform to the onset of the sen-
tence-final word.
Three lists were constructed to ensure that no subject heard the same sen-
tence or critical word more than once. In addition to the set of 260 experimental
items, a set of fillers was constructed to balance the number of sentences that
ended anomalously and congruously. Finally, the experimental lists were pre-
ceded by a practice list of 20 items, which reflected the experimental materials.
The practice list was used to familiarize the subjects with the experimental proce-
dure. Recording of the materials, procedure and EEG-recording were all similar
to the first experiment.
Results
Data from critical trials were analyzed according to the following procedure.
Prior to off-line averaging, all single-trial waveforms were screened for eye
movements, electrode drifting, amplifier blocking, and EMG artifacts in a critical
window that ranged from 150 ms before onset of the sentence-final word, to 1900
ms after onset of the sentence-final word. Trials containing artifacts were
rejected (average number of trials per condition 6.5%, range 4.1 to 8.1%). For
each subject, average waveforms were computed across all remaining trials per
condition after baselining the waveforms of the individual trials on the basis of
the averaged activity in a time window of 150 ms preceding onset of the sen-
tence-final word. 
We divided the critical words into equally large groups with early and late
IPs. For the congruent completions the 50th percentile corresponded to an IP at
283 ms and for the anomalous completions at 285 ms. This leads to the following
four conditions, with 130 items per condition: congruent completions with early
IPs (mean 223 ms), anomalous completions with early IPs (mean 235 ms), con-
gruent completions with late IPs (mean 341 ms), and anomalous completions
with late IPs (mean 344 ms).
Figure 3-8 displays the grand average waveforms of all four conditions by
electrode site time-locked to the onset of the sentence-final word. What can be
seen from the figure is that irrespective of whether a critical word belongs to the
group with early or late IPs the waveforms of the congruent and anomalous com-
pletions across these groups are practically identical. We performed statistical
analyses of the congruity effects, that consisted of a repeated measures analysis
of variance (ANOVAs) with mean amplitude values computed for each subject
and each electrode in two different latency windows: (a) 150-250 ms after crit-
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ical-word onset for the N200, and (b) 300-500 ms after final-word onset for the
N400. For each latency window, the results were analyzed in an omnibus
ANOVA with two levels of the IP factor (Early, Late), two levels of the congruity
factor (Congruent, Anomalous) and the 29-level electrode factor. For the N200
window, the analysis revealed no main effect of IP (F < 1), a significant main
effect of Congruity (F(1,11) = 8.33, MSE = 39.94, p < .05), and no interaction
between these two factors. For the N400 window, similar results were found; no
main effect of IP (F(1,11) = 1.57, MSE = 32.46, p = .236), a significant main
effect of Congruity (F(1,11) = 57.62, MSE = 88.97, p < .001), and again no inter-
action between these two factors.
Time-locking the waveforms to the IP should give us more information
about the relation between the onset of the N400 and IP. Figure 3-9 displays the
difference waveforms of both early and late comparisons by electrode site time-
locked to IP. Again, what we see is that irrespective of which group words belong
to, the waveforms are remarkably similar and a congruity effect is initiated
before IP. Onset analysis were performed to establish the onset of the congruity
effects. Onset latencies were estimated by first separately computing the mean
amplitude values for all 29 electrodes in 20 ms latency ranges (bins) that shifted
in steps of 10 ms from 200 ms prior to IP until 100 ms after IP (e.g., –200 until
–180 ms, –190 until –170 ms, etc.). The values for the latency bins were sub-
mitted to ANOVAs that tested against the null-hypothesis of zero difference
between the a priori selected conditions WWC versus WWA for words with early
and late IPs separately.
The onset latency analyses for the WWC versus WWA with early IP com-
parison on the amplitudes of the two waveforms revealed a significant congruity
effect in the –50 until –30 ms bin and in all consecutive bins. The onset latency
analyses for the WWC versus WWA with late IP comparison on the amplitudes
of the two waveforms revealed a significant congruity effect in the –140 until –
120 ms bin and in all consecutive bins. So, in the case of the words with early
IPs, the mean IP is 230 ms and the congruity effect sets in approximately 50 ms
prior to IP. In the case of the words with late IPs, the mean IP is 340 ms and the
congruity effect sets in approximately 140 ms prior to IP.
GENERAL DISCUSSION
In this study we were interested in two theoretically important questions: a) what
are the building blocks of the lexical selection process, and b) are lexical selec-
tion and semantic integration sequential or cascading in nature? In order to be
able to address these questions using ERPs, we first had to replicate the findings
of our previous study (cf. Van den Brink et al., 2001). This previous study
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revealed the presence of a separate effect preceding the well-documented N400
effect. We proposed that whereas the N400 effect reflects semantic integration,
the preceding N200 effect is related to the lexical selection process. Replication
of our previous results would demand that the ERP of the anomalous completions
for the fully presented sentence-final words diverges from the congruent comple-
tions early on in the signal. Furthermore, in both conditions an early negative
shift peaking at 200 ms should be visible. In the anomalous condition, this early
negative shift should be larger than in the congruent condition and should be fol-
lowed by a large N400 component which would be very much reduced in the con-
gruent sentence-final words. As hypothesized, onset analyses confirmed that the
onset of the congruity effect between the Whole Word Congruent (WWC) and
Whole Word Anomalous (WWA) conditions occurred early on in the signal,
namely at 190 ms. Furthermore, Figure 3-1 shows that an N200 component was
visible in the grand average waveforms of both conditions, which was larger in
the anomalous than in the congruent completions. As revealed by Figure 3-6, this
N200 effect had an even distribution and was followed by an N400 effect with a
classical centro-parietal distribution. The topographical anterior versus posterior
analysis after scaling of the absolute size of the effects revealed that the spatial
distributions of the N200 and N400 effect were significantly different. These
findings constitute a replication of our previous study. 
Having replicated our previous finding of a congruity effect consisting of an
N200 followed by an N400, we were now interested in the exact nature of the
lexical selection process as reflected by the N200. We tested this by looking at
the difference in N200 amplitude between congruent words presented in semanti-
cally constraining sentences and in sentences with low contextual constraint. It
was hypothesized that if during lexical selection, lexical candidates are assessed
with respect to their possible fit within the sentence, a relatively large N200
would occur in response to congruent words in semantically low constraint sen-
tences; the absence of strong contextual constraints makes the selection process
of a lexical candidate more demanding. However, if the modulation of the N200
amplitude reflects a process in which, instead of lexical candidates, the presence
of appropriate semantic features is assessed, a relatively small N200 was
expected to occur, since most semantic features are compatible with low con-
straining sentences. In both cases the N200 component would be followed by an
N400 component. The grand average waveforms in Figure 3-2 reveal a larger
N200 component in the low constraint condition in relation to the high constraint
completions, clearly distinct in timing from the following N400 effect. Topo-
graphical analyses revealed that whereas both the N200 effect and the N400
effect have posterior distributions (see Figure 3-7), these spatial distributions are
statistically different.
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The clear presence of an N200 effect in the high versus low constraint compar-
ison indicates that the N200 effect reflects a selection process where lexical can-
didates are individually assessed with respect to their goodness-of-fit within the
sentence frame on the basis of their semantic features (a lexical-driven process).
The lexical-driven account of the N200 assumes that when individual lexical can-
didates are assessed with respect to their possible fit within the preceding sen-
tence, analogous to the N400, a relatively large N200 occurs in response to
congruent words in low constraint sentences: the absence of strong contextual
constraints makes it more difficult to assess whether any candidate in the acti-
vated set fits the sentence frame very well.
To address the second question of whether semantic integration follows up
on lexical selection of one appropriate candidate or proceeds with a number of
candidates, we introduced partially presented completions to semantically high
constraining sentences. If, according to the Sequential Hypothesis, semantic inte-
gration into the prevailing context does not set in until one appropriate candidate
has been selected on the basis of an initial phonological analysis, the partial com-
pletions were expected to reveal an N200 effect in the absence of an N400 effect.
However, if lexical selection and semantic integration are cascading processes,
and the semantic integration process works with several candidates, according to
the Cascading Hypothesis, the ERPs of the partial completions would show an
N200 effect followed by an N400 effect. Figure 3-3 reveals an unanticipated
large ERP component in the grand average waveforms of the partially presented
critical words, which, as shown in Figure 3-4, appears to be related to the offset
of the partially presented words. This off potential obscures potential underlying
N200 and N400 components. However, as shown in Figure 3-6, an effect was
obtained in the N200 latency window. As both the congruent and anomalous
completions ended in the same abrupt manner, this effect cannot be accounted for
by the off potential itself. We, therefore, conclude that any effect must be due to
an underlying N200 effect. An effect was also observed in the off-potential
window. Again, as both conditions contained partial completions, the observed
off-potential effect is suspected to be due to the preceding N200 effect being car-
ried over to the off-potential window. In addition to these effects a significant
N400 effect was obtained. As in their fully presented counterparts, Figure 3-6
shows that the N200 effect had an even distribution, whereas the N400 effect had
a centro-parietal distribution, and topographical analyses revealed that these
scalp distributions are statistically distinct. These results indicate that apparently,
the N400 effect sets in before recognition of the actual word takes place. It seems
that semantic integration processes start before selection of the one appropriate
(but anomalous) candidate has taken place, and that (the onset of) the N400 effect
is not related to the earliest moment at which a word is recognized (i.e., at IP). 
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To investigate this hypothesis further we performed a second experiment. We
used information we obtained from the gating study about the earliest moment at
which a word can be identified, the isolation point (IP), to further investigate the
(onset of) the N400 effect. The critical words were divided into two groups with
early or late IPs (with means of 230 and 340 ms, respectively). We hypothesized
that if the N400 is related to the IP, then the N400 effect should set in at or soon
after IP, and should therefore differ between the early and late IP words. If, how-
ever, semantic integration starts before the word is uniquely recognized, as indi-
cated by the results of our first experiment, then onset of the N400 could occur
prior to the IP and should not have to differ between the two groups of items. As
seen in Figure 3-8, irrespective of whether a word has an early or late IP, the
waveforms of the congruent as well as the anomalous completions are practically
identical. Statistical analysis confirmed a significant main effect of Congruity in
the absence of an interaction between the factors IP and Congruity. Also, when
we time-locked the waveforms to IP, the difference waveforms of the early and
late comparisons were practically identical (see Figure 3-9). Onset analyses
revealed that in the case of words with early IPs, with a mean of 230 ms, the con-
gruity effect sets in approximately 50 ms prior to IP. In the case of words with
late IPs, with a mean of 340 ms, the congruity effect sets in approximately 140
ms prior to IP.
In the case of words with early IPs the congruity effect preceding IP is pos-
sibly only the N200 effect. Since the N200 reflects the lexical selection process,
we would expect to find this congruity effect to occur prior to IP. However, in the
case of words with late IPs, it seems that in addition to the N200 effect, the N400
effect already has set in well before the IP. Onset of the N400 effect is not post-
poned until after IP, as was predicted by the Sequential Hypothesis, but instead
sets in at the same time as in the group of words with early IPs. So, despite a
mean difference in IP of at least 110 ms between the two groups, the factor early
or late IP does not seem to affect the onset nor the peak of the N400. These
results support our finding of an N400 effect in the Partial Words in our first
experiment and can only be accounted for by the Cascading Hypothesis. It seems
that the semantic integration process does not wait until one appropriate candi-
date has been selected on the basis of a phonological analysis. Instead, integra-
tion is attempted for a selected number of candidates that still match the acoustic
input.
Relating these findings to the findings by Van Petten and colleagues (1999),
we can say that the results of this study suggest that the congruity effect, either
between semantically congruous and anomalous words, or between congruous
words in semantically high and low constraining sentences, can, in fact, be
divided into an N200 and an N400 effect, and that these effects reflect qualita-
tively distinct processes, namely the lexical selection and the semantic integra-
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tion processes. This distinction enables us to be somewhat more precise than Van
Petten and colleagues. They concluded that “The latency results are more com-
patible with a continuous mapping from acoustic input onto semantic representa-
tions, rather than a single selection point at which an item is classified as
congruous or incongruous and semantic processing must be restarted if the wrong
choice is made” (p. 415). However, our results show that two distinct effects
reflecting two functionally different processes can be distinguished; the N200
effect and the N400 effect. With the N200 effect reflecting lexical selection, there
is a certain time frame in which lexical selection can take place, and presumably
does in the case of congruous words in highly constraining sentences. If, how-
ever, selection of one appropriate candidate is difficult on the basis of the
acoustic analysis of the first phonemes of a word and context-based specifica-
tions, as would be the case for anomalous words, as well as congruous words in
low constraint sentences, integration as reflected by the N400 is still attempted
for those candidates that match the acoustic input. Since speech is such a rapid
phenomenon, one can imagine that the comprehension system cannot always wait
for a word to be fully perceived. In these cases, integration is attempted for a
selected number of candidates that still match the acoustic input, and thus, begins
before word identification is complete.
Overall, our findings seem most compatible with word-identification
models such as Shortlist and the Cohort model that allow a bottom-up priority for
acoustic processing of initial phonemes of the perceived word, causing multiple
lexical candidates that share word onset to be accessed (Marslen-Wilson, 1987;
Marslen-Wilson & Welsh, 1978; Norris, 1994). After activation of a set of candi-
dates top-down context information from the preceding sentence (or discourse)
frame is used to narrow down the number of candidates to the one that is most
compatible with both form and content constraints. In the case of a candidate that
fits the specifications well, selection then is a by-product of integration. If how-
ever, none of the candidates from the set seem to fit the contextual constraints,
with congruent words in semantically low constraining contexts at one end of the
continuum and anomalous words in high constraining contexts at the other, inte-
gration is attempted for a number of candidates that still match the acoustic input.
Here, the semantic integration process is instigated before word identification is
complete. Common sense experience tells us that after unsuccessful integration
of several candidates, the actual word eventually is perceived on the basis of
acoustic analysis alone, in which case identification of an anomalous word is
usually closely followed by a “What did you say?” from the listener.
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COMPREHENSION AS REVEALED BY ERPS.
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Daniëlle van den Brink and Peter Hagoort1
ABSTRACT
An event-related brain potential experiment was carried out to investigate the influ-
ence of semantic and syntactic context constraints on lexical selection and integra-
tion in spoken-word comprehension. Subjects were presented with constraining
spoken sentences that contained a critical word that was either (a) congruent, (b)
semantically and syntactically incongruent, but beginning with the same initial pho-
nemes as the congruent critical word, or (c) semantically and syntactically incon-
gruent, beginning with phonemes that differed from the congruent critical word.
Relative to the congruent condition an N200 effect reflecting difficulty in the lexical
selection process was obtained in the semantically and syntactically incongruent
condition where word onset differed from that of the congruent critical word. Both
incongruent conditions elicited a large N400 followed by a Left Anterior Negativity
(LAN) time-locked to the moment of word category violation and a P600 effect.
These results would best fit within a cascaded model of spoken-word processing,
proclaiming an optimal use of contextual information during spoken-word identifi-
cation by allowing for semantic and syntactic processing to take place in parallel
after bottom-up activation of a set of candidates, and lexical integration to proceed
with a limited number of candidates that still match the acoustic input.
1. This chapter has been submitted for publication.
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INTRODUCTION
During a conversation, we are able to analyze the acoustic information we
receive incrementally, select the proper words by mapping the sensory input onto
stored lexical knowledge containing phonological, semantic and syntactic infor-
mation, extract the meaning of those words and integrate them into the ongoing
sentential or discourse context to come to an overall interpretation of the utter-
ance. The question of how these processes interact remains a matter of debate. In
general, the spoken-word recognition process, which lies at the heart of spoken
language processing, is assumed to consist of three basic subprocesses: lexical
access, lexical selection and lexical integration. The functional architectures of
many spoken-word recognition models describing these subprocesses differ, but
both Marslen-Wilsons’s Cohort model and Norris’ Shortlist model, for instance,
pose that during lexical access multiple lexical candidates that share word onset
are activated in parallel on the basis of an analysis of the initial phoneme(s) of a
word (Marslen-Wilson, 1987; Marslen-Wilson & Welsh, 1978; Norris, 1994).
This is a purely autonomous or bottom-up process. As pronunciation of a word
progresses over time, lexical candidates are dropped or become less activated as
soon as they no longer correspond to the incoming acoustic signal. Selection of
the proper candidate is said to take place when only one candidate is left that
matches the acoustic signal best. Word recognition in sentences or discourse
additionally requires that the selected word is integrated into a higher-order
meaning representation of the preceding context.
The key issues relate to how bottom-up activation interacts with contextual
information to establish an interpretation of the utterance. At some point during
auditory language comprehension semantic and syntactic properties of a word are
evaluated with respect to constraints provided by the preceding context. An
important question that needs to be answered pertains to the time-course of the
use of different sources of higher-level context information in relation to lexical
information during sentence processing; does semantic and syntactic processing
occur in parallel or are they serial in nature? At the level of auditory sentence
comprehension, this dichotomy is represented by two kinds of model. "Syntax-
first" models, for instance, claim that syntactic processing (i.e. syntactic structure
building) takes place before semantic information from the context is used
(Frazier, 1987; Friederici, 1995; 2002). These "syntax-first" or serial models can
be contrasted with constraint-based or interactive models that claim that all
sources of information exert their influence directly and in parallel on auditory
sentence processing and that none of them have priority over another (cf.
Trueswell & Tanenhaus, 1994). A parallel can be drawn at the level of lexical
processing; is semantic and syntactic information from the context used in par-
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allel during spoken-word processing or does specific syntactic information have
priority over semantic information?
Electrophysiology of language processing
The present study was designed to investigate the influence of semantic and syn-
tactic context constraints on lexical selection and integration processes. A tech-
nique that seems especially suitable for studying brain processes in real time is
the recording of event-related potentials (ERPs). ERPs reflect the sum of simulta-
neous postsynaptic activity of a large population of neurons recorded at the scalp
as small voltage fluctuations in the electroencephalogram. Because of its high
temporal (millisecond) resolution this technique has proven to be a sensitive
measure of real-time language processing. Furthermore, previous studies have
shown that ERPs provide qualitatively distinct correlates of semantic and syn-
tactic processes.
The most salient electrophysiological correlate of semantic processing is
the well-documented N400 (Kutas & Hillyard, 1980). The N400 is a negative-
polarity potential that starts at about 200 to 250 ms, peaks at 400 ms after stim-
ulus onset, and usually has a posterior distribution across the scalp. In sentence
or discourse contexts, the N400 amplitude indexes the relative ease with which
the meaning of a word is integrated in the preceding context. The better the
semantic fit of a word within the sentence frame or larger discourse, the more
reduced the amplitude of the N400 (Brown & Hagoort, 1993; Hagoort & Brown,
2000; Holcomb, 1993; Van Berkum, Zwitserlood, Hagoort & Brown, 2003). The
most prominent effect related to syntactic processing is a positive shift occurring
in the latency window of 500 to 800 ms after stimulus onset, the P600. Several
syntactic violations, such as violations in agreement of number, gender and case,
phrase-structure violations and subjacency violations, but also violation of struc-
tural preference elicit a P600 (cf. Hagoort, Brown & Osterhout, 1999; Friederici,
2002). In addition, problems in syntactic processing have been found to elicit a
negative shift that occurs in a relatively early latency window of 100 to 500 ms
after stimulus onset, and usually has a left-lateralized anterior distribution across
the scalp. The exact functional interpretation and domain-specificity of previ-
ously mentioned ERPs in general, and the left anterior negativity (LAN) in par-
ticular, is under debate. For example, some researchers contribute the LAN to
processes of verbal working memory, rather than claiming it to be specifically
syntactic in nature (Coulson, King, & Kutas, 1998; Kluender & Kutas, 1993; cf.
Hagoort et al., 1999). Nonetheless, in the context of language comprehension the
LAN has been observed to be elicited in situations involving several types of
syntactic violations, such as morpho-syntactic and word category violations (cf.
Hahne & Friederici, 1999; Hagoort et al., 1999). Recently, a further subdivision
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has been proposed between two negativities within this early time window,
because of a difference in latency and possible functional roles: An early left
anterior negativity (ELAN) between 100 and 200 ms after stimulus onset, related
to the processing of word category violations and a somewhat later left anterior
negativity (LAN) between 300 and 500 ms after stimulus onset, related to the
processing of morpho-syntactic violations (Friederici, 2002; Hahne & Jesche-
niak, 2001).
Serial versus interactive lexical processing
A number of ERP studies that investigated the interaction of syntax and seman-
tics during lexical processing obtained results that point to their time course
being serial in nature rather than parallel. A key finding was that words con-
taining a word category violation as well as a semantic violation elicited an ante-
rior negative effect in the range of 100 to 300 ms followed by a P600, but did not
elicit an N400 (Friederici, Pfeifer & Hahne, 1993; Friederici, Steinhauer &
Frisch, 1999; Hahne & Jescheniak, 2001, but see Ainsworth-Darnell, Shulman &
Boland, 1998). The absence of an N400 in these results were interpreted as pro-
viding evidence for the claim that certain syntactic aspects can influence
semantic lexical integration processes: Word category violation as reflected by
the ELAN appeared to block attempts to integrate a lexical candidate into the
preceding context.
A recent serial model that incorporates these findings is a neurocognitive
model of sentence processing proposed by Friederici (Friederici, 2002; Friederici
et al., 1999). Although presented as a serial or "syntax-first" model of auditory
sentence processing, it makes specific claims at the level of spoken-word pro-
cessing. An attractive feature of this model is that it specifies the temporal struc-
ture of lexical processing in terms of three phases. During the first phase, from
100 to 300 ms, the initial syntactic structure is said to be formed on the basis of
word category information. In the second phase, from 300 to 500 ms, thematic
role assignment takes place on the basis of lexical-semantic and morphosyntactic
processes. In the third phase, from 500 to 1000 ms, integration of the different
types of information occurs. The claims are that syntactic-phrase structure
building (on the basis of word category information only) is entirely autonomous
and precedes semantic processing, and that these processes interact only in the
third phase.
However, the temporal characteristics of Friederici’s model are primarily
based on studies where ELANs were obtained in critical words that were pre-
sented auditorily and that contained clear morpho-syntactic markers at the begin-
ning of the critical word indicating the word category. For instance, Hahne and
Jescheniak (2001) and Friederici, Pfeifer and Hahne (1993) used auditorily pre-
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sented sentences like “Die Birne wurde im gepflückt” (“The pear was being in-the
plucked”) or “Die Freund wurde im besucht” (“The friend was being in-the vis-
ited”) were the morpho-syntactic markers "ge-" and "be-" in combination with
the preceding auxiliary "wurde" are far more likely to lead to a past participle
than a noun. One can question the validity of the temporal parameters of
Friederici’s model, and possibly even of the claim that word category informa-
tion is processed earlier than semantic information (Phase I vs. Phase II) if the
specifications of the model are primarily based on studies in which word cate-
gory information was always encoded in the prefix, and thus became available
sooner than lexical-semantic information, encoded in the stem.
In most languages information about the word category often is encapsu-
lated in the suffix of a word or in some cases even remains ambiguous. Contrary
to many studies giving evidence to the claim that semantic processing acts on a
small part of the perceived word, "syntax-first" models in general, would in these
cases predict that semantic processing is postponed until after the word has been
heard completely and information about the word category has become available.
However, due to its specification of temporal characteristics of lexical pro-
cessing, Friederici’s three-phase neurocognitive model appears to have more dif-
ficulty predicting the time course of lexical processing in these cases: Here, word
category information embedded in the suffix does not become available during
Phase I with temporal parameters of 100 to 300 ms, and according to the model,
Phase II cannot be initiated if information about the word category has not been
processed.
Now, consider the following account of an interactive model of spoken-
word recognition (cf. Marslen-Wilson, 1987; Zwitserlood, 1989): After bottom-
up activation of a number of lexical candidates on the basis of an analysis of the
initial phoneme(s) of the spoken word (100 to 150 ms of acoustic signal) top-
down context information starts to exert its influence. At this moment any infor-
mation available, (i.e., phonological, semantic and syntactic) is used to assess
which candidate is most compatible with both form and content constraints. This
candidate is then integrated in the sentence context. If, however, in case of an
anomalous word none of the lexical candidates fit the context well, selection of
the proper candidate is difficult and can only be done on the basis of the acoustic
information. Both this interactive model of spoken word processing and "syntax-
first" models in general, predict that auditorily presented words that violate word
category constraints, but lack clear morpho-syntactic markers as initial pho-
nemes, would elicit a LAN following the late moment of violation detection. This
also holds for the "syntax-first" model proposed by Friederici, provided violation
detection can take place during the first 300 ms after word onset. However, con-
trary to "syntax-first" models, interactive models such as the one described ear-
lier would predict that in the case of a word that violates semantic as well as
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syntactic constraints set by the preceding sentence context, prior to the LAN, an
N400 would possibly be elicited due to semantic information already being avail-
able and processed before information about the word category has become avail-
able.
The present study
In the present study the time course of phonological, semantic and syntactic pro-
cessing in spoken-word recognition was evaluated with ERPs. We used semanti-
cally constraining Dutch sentences with critical words that differed across three
conditions. In the Fully Congruent condition (FC), the critical word was a non-
sentence-final, highest-cloze probability word.2 In a second condition called the
Fully Incongruent (FI) condition, the critical word was replaced by a verb in past
tense that apart from syntactic constraints also violated semantic constraints and
had initial phonemes that differed from the highest-cloze probability word. In
addition to these two conditions we were also interested in the ERP waveform to
a condition where the onset of the word category violation resembles that of a
semantically and syntactically congruent word. This third condition, therefore,
contained a verb in past tense that began with the same initial phonemes as the
highest-cloze probability word in the FC condition. This condition was called the
Initially Congruent (IC) condition. An example of the experimental materials is
given in Table 4-1. For the full set of experimental materials see Appendix. In
both examples of target words in FI and IC conditions, the earliest moment at
which the listener is able to detect that the word is actually a verb instead of a
noun, from here on referred to as the category violation point (CVP), lies at the
onset of the word-final syllable "de". For instance, at the onset of the word-final
syllable "de" in kliederde, in Dutch the word kliederboel (mess) is still a possible
noun continuation.
Two previous studies using experimental materials that manipulated
semantic processing have shown that presenting semantically incongruent words
with onsets that, given a semantically constraining preceding sentence frame,
differ from those of the highest cloze probability words, elicit a negative effect
between 150 to 250 ms after stimulus onset, related to phonological processing.
This N200 effect is assumed to reflect the lexical selection process, where word-
form information resulting from an initial phonological analysis and content
information derived from the context interact (Van den Brink, Brown & Hagoort,
2001; Van den Brink, Brown & Hagoort, submitted). Note that in these previous
studies all critical words elicited an N200, irrespective of whether the initial pho-
2. Cloze probability of a word is defined as the percentage of subjects who use
that word to continue a particular sentence (see Bloom & Fischler, 1980).
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nemes were identical to those of a congruent word or not. Analogous to the func-
tional interpretation of the N400, the amplitude of the N200 is believed to be
indicative of whether the initial assessment of form-based activated lexical can-
didates reveals the presence of a lexical candidate that on the basis of its
semantic and syntactic characteristics fits the contextual specifications. A small
N200 is elicited when the set contains a candidate that fits the sentence context, a
large N200 indicates that the set does not contain a lexical candidate that fits the
preceding sentence frame well. Adding the third condition would enable us to
investigate the influence of compatible initial phonemes of semantically and syn-
tactically incongruent words on spoken-word recognition.
Following the interactive account of spoken-word processing we hypothe-
sized that all three conditions should elicit an N200 component, with an ampli-
tude that is largest in the FI condition and does not differ between the FC and IC
conditions. In the two semantically and syntactically anomalous conditions this
N200 component would be followed by an N400, a LAN, and a P600. The wave-
forms in the N400, the LAN, and P600 intervals would not be expected to differ
between the IC and FI conditions, since both are equally anomalous, both in the
semantic as well as in the syntactic sense.
METHOD
Subjects
The experiment was conducted with 21 native speakers of Dutch (20 female,
mean age 21, range 18-27 years) from the subject pool of the Max Planck Insti-
tute for Psycholinguistics. All had normal to corrected-to-normal vision and were
right-handed (four subjects reported having a left-handed parent or sibling).
None of the subjects had any neurological impairment or had experienced any
Table 4-1.  Examples of the stimulus materials
Condition Sentence
Fully Congruent
Het vrouwtje veegde de vloer met een oude bezem gemaakt van twijgen
(The woman wiped the floor with an old broom made of twigs)
Initially Congruent
Het vrouwtje veegde de vloer met een oude bedelde gemaakt van twijgen
(The woman wiped the floor with an old begged made of twigs)
Fully Incongruent
Het vrouwtje veegde de vloer met een oude kliederde gemaakt van twijgen
(The woman wiped the floor with an old messed made of twigs)
Note. The critical words are typed in bold face.
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neurological trauma. Nor had any of the subjects participated in the pretest (see
below). The data of five additional subjects were not analyzed due to too much
contamination of artifacts such as blinks, muscle tension and excessive alpha
activity. Subjects were paid for their participation.
Materials
The experimental items consisted of a set of 222 triplets of semantically con-
straining sentences across three experimental conditions. The sentences in each
triplet were identical except for the critical word. In the Fully Congruent condi-
tion (FC), the critical word was a non-sentence-final, but high cloze probability
word, e.g., “Het vrouwtje veegde de vloer met een oude bezem gemaakt van
twijgen” (“The woman swept the floor with an old broom made of twigs”). In the
Initially Congruent condition (IC), the critical word was a verb in past tense that
had the same initial phonemes (and lexical stress) as the highest cloze probability
word, e.g., “Het vrouwtje veegde de vloer met een oude bedelde gemaakt van
twijgen” (“The woman swept the floor with an old begged made of twigs”). In
the third condition the critical word was a verb in past tense that had initial pho-
nemes that were totally unexpected given the sentential context, e.g., “Het
vrouwtje veegde de vloer met een oude kliederde gemaakt van twijgen” (“The
woman swept the floor with an old messed made of twigs”). This condition is
called the Fully Incongruent condition (FI).
The 222 triplets were derived from a set of sentence materials that had been
used in a previous study and which were part of a larger set of sentences that had
been submitted to a cloze test. Thirty subjects from the subject pool of the Max
Planck Institute for Psycholinguistics were given a list of 350 sentences with the
final word omitted. Subjects were asked to carefully read the sentences and to fill
in the first word that came to mind at the position of the omitted sentence-final
word. On the basis of the results, a set of 222 sentences with a cloze probability
of .50 or higher formed the basis for the 222 triplets used in this experiment. To
avoid possible sentence-wrap-up effects we added a few words to each sentence
(meanwhile making sure that the sentences remained meaningful), so that the
critical words were non-sentence-final. Items for the IC condition were con-
structed by replacing the critical word by a verb in the past tense, but began with
the same phonemes (mean length of overlap was 2.5 phonemes, range 2 to 5,
always including a full vowel) and had the same lexical stress as the high cloze
probability word, which was used in the FC condition. The items for the FI con-
dition were constructed by replacing the critical word with a verb in past tense
with word-initial phonemes that differed from the beginning phonemes of the
high cloze probability word and other congruent words.
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Because the sentences within each triplet were identical except for the critical
word, they had the same length (mean length of 13.9 words; range 8-21) and
were equally constraining; the critical words in the FC condition had a mean
cloze probability of .84 (range: .50-1.0). All critical words were reasonably well-
known nouns and verbs selected from a Dutch word corpus called CELEX
(Baayen, Piepenbrock & Van Rijn, 1993) and had a mean duration of 386 ms and
a frequency of 43.7 counts per million in the FC condition, 495 ms and 16.2
counts in the IC condition, and 485 ms and 13.6 counts in the FI condition. Each
critical word began with a plosive. This provided a clear physical marker that
facilitated the alignment of the ERP-waveform to the onset of the critical word.
Three lists were constructed to ensure that no subject heard the same sen-
tence or critical word more than once. In addition to the set of 222 experimental
items (74 per condition per list), a set of 74 fillers was constructed. These fillers
were all semantically congruent, to balance the number of sentences that were
anomalous and congruent. Finally, the experimental lists were preceded by a
practice list of 20 items, which reflected the experimental materials. The practice
list was used to familiarize the subjects with the experimental procedure.
The experimental sentences, fillers and practice sentences were all spoken
by a female speaker, with normal intonation at a normal speaking rate, and were
recorded in one recording session. The sentences were recorded in triplets,
making sure intonation and speaking rate were kept constant within each triplet.
Sentences were spoken in a sound-attenuating booth and recorded on a digital
audio tape. The DAT-recordings were sampled at 16 kHz mono and stored on
computer disk. A speech waveform editing system was used to mark the onset of
the critical words. Also, the moment of word category violation, was marked for
each critical word in IC and FI conditions individually using the CELEX data-
base for reference. Based on phonetic transcriptions we identified the moment at
which the verb in past tense and a possible noun continuation started to diverge
from one another. For instance, the critical FI-word kliederde (messed) has a rel-
atively well-known noun counterpart of kliederboel (mess). Here, the word cate-
gory violation occurs at the onset of the word-final syllable "de", marking for a
verb in past tense, and a marker was placed for alignment purposes. Using this
procedure, the word category violation point (CVP) in IC was on average 336 ms
(SD = 76 ms) and in FI 324 ms (SD = 70 ms).
Procedure
Subjects were tested individually in a dimly illuminated sound-attenuating booth.
They were seated in a comfortable reclining chair, instructed to move as little as
possible, and told that they would hear a number of sentences. Their task was to
attentively listen to these sentences and to try to understand them. In addition
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they were told that several sentences would be anomalous. No additional task
demands were imposed.
Each trial began with a 300 ms warning tone, followed after 1200 ms
silence by the spoken sentence. The next trial began 3500 ms after sentence
offset. To ensure that subjects would not blink during and shortly after presenta-
tion of the sentence, 1000 ms prior to the beginning of the sentence a fixation
point (an asterisk) was displayed on the computer screen. The asterisk remained
on the screen until 1000 ms after offset of the spoken sentence. Subjects were
instructed to fixate on the asterisk during presentation of the sentences, but were
free to blink and move their eyes when the asterisk was not displayed on the
screen. Subjects listened to the stimuli via closed-ear headphones. After the prac-
tice session, the trials were presented in 5 blocks of approximately 10 minutes.
EEG-recording
The EEG was recorded from 29 Ag/AgCl-sintered electrodes mounted in an
elastic cap, each referred to the left mastoid (see Figure 2–1 for the electrode dis-
tribution). Five electrodes were placed according to the 10-10 Standard System
of the American Electroencephalographic Society over midline sites at Fz, FCz,
Cz, Pz, and Oz locations, along with 9 lateral pairs of electrodes over standard
sites on frontal (AF3, AF4, F3, F4, F7 and F8), fronto-central (FC3 and FC4),
fronto-temporal (FT7 and FT8), central (C3 and C4), centro-parietal (CP3 and
CP4), parietal (P3 and P4), and occipital (PO7 and PO8) positions. Three addi-
tional pairs were placed laterally over symmetrical positions: (a) a temporal pair
(LT and RT) placed laterally to Cz, at 33% of the interaural distance, (b) a tem-
poro-parietal pair (LTP and RTP) placed 30% of the interaural distance lateral
and 13% of the nasion-inion distance posterior to Cz, and (c) a parietal pair
midway between LTP/RTP and PO7/PO8 (LP and RP). Vertical eye movements
were monitored via a supra- to sub-orbital bipolar montage. A right to left can-
thal bipolar montage was used to monitor for horizontal eye movements. Activity
over the right mastoid bone was recorded on an additional channel to determine if
there were differential contributions of the experimental variables to the presum-
ably neutral mastoid site. No such differential effects were observed. The EEG
and EOG recordings were amplified with a SynAmp Model 5083 EEG amplifier
(NeuroScan Inc., Herndon, Va, USA), using a hi-cut of 30 Hz (notch filter 60 Hz)
and a time constant of 8 s (0.02 Hz). Electrode impedances were kept below 3
kOhm for the EEG recording and below 5 kOhm for the EOG recording. The
EEG and EOG signals were digitized on-line with a sampling frequency of 200
Hz.
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Data analysis
Data from critical trials were analyzed according to the following procedure.
Prior to off-line averaging, all single-trial waveforms were screened for eye
movements, electrode drifting, and EMG artifacts in a critical window that
ranged from 150 ms before onset of the sentence-final word, to 2000 ms after
onset of the sentence-final word. Trials containing artifacts were rejected (11.7%
in FC, 13.6% in IC, and 12.5% in FI). For each subject, average waveforms were
computed across all remaining trials per condition after baseline correction of the
individual trials on the basis of the averaged activity of 150 ms before onset of
the critical word.
Statistical analyses of the congruity effects consisted of a number of
repeated measures analyses of variance (ANOVAs) with mean amplitude values
computed for each subject and each electrode in different latency windows: (a)
150-250 ms after critical-word onset for the early negativity (N200), (b) 300-500
ms after critical-word onset for the N400, and (c) 700-1000 ms after critical-word
onset for the P600. The latency windows were determined after careful visual
inspection of the grand average waveforms and corresponded with latency win-
dows used in our previous studies (Van den Brink et al, 2001; Van den Brink et
al., submitted). The latency window for the early negativity corresponds to the
onset of the ascending flank and the offset of the descending flank. The N400
latency window corresponds to the onset of the ascending flank and 100 ms after
its maximal amplitude. This 300-500 ms interval is a standard time window for
measuring N400 effects. The latency window for the P600 corresponds to a
window of 300 ms surrounding its maximal amplitude. For each latency window,
the results were first analyzed in an omnibus ANOVA that crossed all three levels
of the congruity factor (FC, IC, and FI) with the 29-level electrode factor. In
addition to the omnibus ANOVA, a priori pairwise comparisons between the con-
gruity conditions were tested using ANOVAs with a 2-level congruity factor.
Scalp distributions of the congruity effects were subsequently explored in
three separate ANOVAs: an ANOVA on anterior versus posterior sites (Fz, FCz,
AF3, AF4, F3, F4, F7, F8, FC3, FC4, FT7, FT8/Pz, Oz, CP3, CP4, LTP, RTP, P3,
P4, LP, RP, PO7, PO8); anterior left hemisphere versus anterior right hemisphere
(AF3, F3, F7, FC3, FT7/AF4, F4, F8, FC4, FT8); posterior left hemisphere versus
posterior right hemisphere (CP3, LTP, P3, LP, PO7/CP4, RTP, P4, RP, PO8).
Univariate F tests with more than one degree of freedom in the numerator were
adjusted by means of the Greenhouse-Geisser/Box's epsilon hat correction
(Maxwell & Delaney, 1990). The original degrees of freedom and adjusted p
values will be reported.
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RESULTS
Time-locking to word onset
Figure 4-1 displays the grand average waveforms by electrode site time-locked to
the onset of the critical word. There are several things to note. First, as found in
previous studies of ours and a recent study by Sanders and Neville using connected
speech, the critical words elicited an N100 component in all three conditions (Sanders &
Neville, 2003; Van den Brink et al., 2001; Van den Brink et al., submitted). Second, a
negativity at approximately 200 ms is visible in the waveforms. This negativity is
apparent in all three conditions, but is largest in the FI condition and is most vis-
ible over the frontal to central sites (see also enlarged FC4 in Figure 4-2). Third,
the syntactically and semantically anomalous critical words in the IC and FI con-
ditions elicit a broad negativity peaking at approximately 400 ms, which is more
negative than the ERP elicited in the FC condition. In turn, this broad negativity
is larger in the FI condition than in the IC condition. Its latency characteristics
and morphology are similar to previously reported N400 effects. Finally, Figure
4-1 shows a late positivity between 700 and 1000 ms over parietal sites in the
anomalous conditions. This positivity reaches maximal amplitude at around 800
to 900 ms and is present in both the IC and the FI conditions, but is largest in the
IC condition (see also enlarged P4 in Figure 4-2). Its morphology is similar to
previously reported P600 effects, related to difficulty in syntactic processing, but
its latency characteristics differ. However, it is possible that since information
about word category does not become available until at a relatively late moment
in time (on average 330 ms after word onset), the P600 component may have
been delayed.   
The N200 latency window: 150-250 ms. Table 4-2 displays the results of the mean
ERP amplitude ANOVAs in the 150-250 ms latency range. The omnibus ANOVA
for the N200 latency window resulted in a significant main effect of congruity.
The a priori pairwise comparisons revealed that the FI completions elicited a
larger N200 than both the FC and the IC completions (corresponding to effects of
0.95 µV and 0.74 µV, respectively). In both of these comparisons the interaction
of congruity with electrodes reached significance. Further topographical analyses
revealed that the effects of the FI condition in relation to the FC and the IC con-
ditions were larger over posterior than over anterior sites. The ERPs in the FC
and IC conditions did not significantly differ in amplitude (a difference of 0.21
µV). No hemispheric differences were observed.
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Figure 4-1. Connected speech. Grand average ERPs from 29 scalp sites, to critical words that
were congruent (solid line), semantically and syntactically incongruent but shared initial
phonemes with congruent completions (dotted line), and semantically and syntactically
incongruent and did not share initial phonemes with congruent completions (alternating
dash/dot line), after baseline correction in the 150 ms prestimulus interval. Time 0 is the onset of
critical words. The time axis is in milliseconds. Note that negative polarity is plotted upwards in
this and subsequent figures.
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Figure 4-2. Grand average ERPs from FC4 and P4, to critical
words in three conditions. Time 0 is the onset of critical words.
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The N400 latency window: 300-500 ms. Table 4-3 displays the results of the mean
ERP amplitude ANOVAs in the 300-500 ms latency range. The omnibus ANOVA
indicated that the basic congruity effect in the N400 latency window was signifi-
cant. Further analysis revealed that both the FI and the IC completions elicited a
larger N400 than the FC completions (corresponding to effects of 2.51 µV and
1.49 µV, respectively). In both of these comparisons interactions of congruity
with electrodes reached significance. In addition, the FI and the IC conditions
differed significantly from each other in the N400 latency window (corre-
sponding to an effect of 1.02 µV), and an interaction with electrodes was found
as well. Topographical analyses showed that all three congruity effects were sig-
nificantly larger over posterior than anterior regions of the scalp. No hemispheric
differences were observed.
Table 4-2.  ANOVA on Mean ERP Amplitude in the 150-250 ms Latency Range (N200)
source df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 13.54 11.20 .000 ***
Con x El 56, 1120 4.36 0.44 .001 **
FC vs. FI Con 1, 20 17.85 15.44 .000 ***
Con x El 28, 560 8.96 0.38 .000 ***
FC vs. IC Con 1, 20 1.42 9.91 .248
Con x El 28, 560 0.63 0.50 .591
IC vs. FI Con 1, 20 20.04 8.24 .000 ***
Con x El 28, 560 4.64 0.44 .004 **
Anterior vs. posterior (2 x 12 electrodes)
FC vs. FI Con x Site 1, 20 13.39 3.37 .002 **
IC vs. FI Con x Site 1, 20 4.72 4.66 .042 *
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 3.22 1.03 .088
IC vs. FI Con x Site 1, 20 1.49 1.03 .236
Posterior left vs. posterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.40 1.63 .533
IC vs. FI Con x Site 1, 20 0.06 1.83 .806
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01; *** p < .001
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To establish whether the difference in ERP amplitude between the FI and IC con-
ditions might be due to an early differential effect in the N200 latency window,
we performed additional analyses in the N400 latency window after applying
baseline correction in the 250-300 ms interval (see also Van den Brink et al.,
2001). This time interval corresponds to a period just after the N200 component
latency window. Figure 4-3 shows the grand average waveforms after this alter-
native baseline correction procedure. The omnibus ANOVA indicated that the
basic congruity effect in the N400 latency window was still significant: F(2, 40)
Table 4-3.  ANOVA on Mean ERP Amplitude in the 300-500 ms Latency Range (N400)
source df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 27.17 35.67 .000 ***
Con x El 56, 1120 7.74 0.58 .000 ***
FC vs. FI Con 1, 20 48.88 39.22 .000 ***
Con x El 28, 560 12.69 0.67 .000 ***
FC vs. IC Con 1, 20 13.80 48.68 .001 **
Con x El 28, 560 4.04 0.65 .006 *
IC vs. FI Con 1, 20 16.69 19.12 .001 **
Con x El 28, 560 5.49 0.40 .001 **
Anterior vs. posterior (2 x 12 electrodes)
FC vs. FI Con x Site 1, 20 17.47 6.83 .000 ***
FC vs. IC Con x Site 1, 20 6.61 6.33 .018 *
IC vs. FI Con x Site 1, 20 4.73 4.19 .042 *
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.71 2.38 .410
FC vs. IC Con x Site 1, 20 1.30 1.80 .267
IC vs. FI Con x Site 1, 20 0.05 1.00 .819
Posterior left vs. posterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 1.32 1.49 .264
FC vs. IC Con x Site 1, 20 1.56 1.44 .225
IC vs. FI Con x Site 1, 20 0.01 0.81 .915
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01; *** p < .001
THE INFLUENCE OF SEMANTIC AND SYNTACTIC CONTEXT CONSTRAINTS ON LEXICAL SELECTION AND INTEGRATION
99
Figure 4-3. Grand average ERPs from 29 scalp sites, to critical words in three conditions, after
baseline correction in the 250-300 ms interval. Time 0 is the onset of critical words.
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= 5.88, MSE = 23.00, p < .006. The pairwise comparisons revealed that both the
FI and the IC completions elicited a larger N400 than the FC completions
(corresponding to effects of 0.72 µV with F(1,20) = 7.83, MSE = 19.92, p = .01
and 0.89 µV with F(1,20) = 10.96, MSE = 21.94, p < .01, respectively). However,
the FC and the IC conditions did not significantly differ from each other: F(1, 20)
< 1.
The P600 latency window: 700-1000 ms. Table 4-4 displays the results of the mean
ERP amplitude omnibus ANOVAs in the 700-1000 ms latency range. The
omnibus ANOVA on mean amplitudes did not result in a significant main effect
of congruity. Pairwise analyses revealed that only the ERP amplitude in the FI
condition differed significantly from the ERP amplitude in the IC condition.
Again, because of the possibility that amplitude effects in this latency window
were affected by earlier differential effects in the N200 latency window, we per-
formed further analyses after baseline correction in the 250-300 ms interval.
Table 4-5 displays the results of the mean ERP amplitude omnibus
ANOVAs in the 700-1000 ms latency range after baseline correction in the
250-300 ms interval (Figure 4-3). The omnibus ANOVA on mean amplitudes
now did result in a significant main effect of congruity. Further analysis revealed
that both the FI and the IC completions elicited a larger P600 than the FC com-
pletions (corresponding to effects of 1.37 µV and 1.06 µV, respectively). In both
of these comparisons interactions of congruity with electrodes reached signifi-
Table 4-4. ANOVA on Mean ERP Amplitude in the 700-1000 ms Latency Range (P600)
source df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 2.46 48.86 .110
Con x El 56, 1120 26.20 0.78 .000 ***
FC vs. FI Con 1, 20 0.89 62.09 .357
Con x El 28, 560 24.43 0.95 .000 ***
FC vs. IC Con 1, 20 1.11 58.78 .304
Con x El 28, 560 39.10 0.90 .000 ***
IC vs. FI Con 1, 20 9.36 25.73 .006 **
Con x El 28, 560 6.15 0.50 .000 ***
Note. Con = Congruity type; El = Electrode. ** p < .01; *** p < .001
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cance. Topographical analyses revealed that the effects in relation to the FC con-
dition (baseline) had a posterior distribution: In the anterior/posterior analyses,
the interaction of the factors Congruity by Site reached significance both in the
FC vs. FI comparison and the FC vs. IC comparison. The ERPs in the FI and the
IC conditions did not significantly differ from each other. Again, no hemispheric
differences were observed.
Table 4-5. ANOVA on Mean ERP Amplitude in the 700-1000 ms Latency Range
(P600) after Averaging in the 250-300 ms Interval
source df F MSE p
Omnibus ANOVA (29 electrodes)
Overall Con 2, 40 5.24 59.78 .015 *
Con x El 56, 1120 29.94 0.94 .000 ***
FC vs. FI Con 1, 20 7.44 76.46 .013 *
Con x El 28, 560 37.10 1.16 .000 ***
FC vs. IC Con 1, 20 4.74 72.16 .042 *
Con x El 28, 560 41.82 0.99 .000 ***
IC vs. FI Con 1, 20 0.94 30.71 .345
Con x El 28, 560 0.39 0.68 .728
Anterior vs. posterior (2 x 12 electrodes)
FC vs. FI Con x Site 1, 20 86.36 12.47 .000 ***
FC vs. IC Con x Site 1, 20 122.55 8.52 .000 ***
IC vs. FI Con x Site 1, 20 0.03 7.49 .856
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 2.99 3.51 .099
FC vs. IC Con x Site 1, 20 2.54 2.55 .126
IC vs. FI Con x Site 1, 20 0.22 2.26 .648
Posterior left vs. posterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 0.07 2.72 .800
FC vs. IC Con x Site 1, 20 2.60 2.04 .123
IC vs. FI Con x Site 1, 20 1.88 1.88 .186
Note. Con = Congruity type; El = Electrode. * p < .05; *** p < .001
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Onset latencies relative to word onset. To investigate the exact onset of the con-
gruity effects we performed additional analyses. Onset latencies were estimated
by first separately computing the mean amplitude values for all 29 electrodes in
20 ms latency ranges (bins) that shifted in steps of 10 ms from target onset until
500 ms after target onset (e.g., 0-20, 10-30, etc.). The values for the latency bins
were submitted to ANOVAs that tested against the null-hypothesis of zero differ-
ence between the a priori selected conditions FC vs. FI and FC vs. IC. To com-
pensate for multiple comparisons, we considered a congruity effect significant
when at least 5 consecutive bins reached a statistical significance level of p < .05.
The onset latency analyses for the FC vs. FI comparison on the amplitudes
of the two waveforms first revealed a significant congruity effect in the 170-190
ms latency bin (p < .01) and this effect remained significant over the entire test
region (500 ms). In the FC vs. IC comparison the congruity effect did not start
until the 310-330 ms latency bin. So, the FI waveform deviated from the FC
waveform approximately 140 ms earlier than the waveform of the IC words (i.e.,
170 vs. 310 ms after word onset).
Time-locking to the word category violation point
Figure 4-1 did not reveal the clear presence of a LAN in our data. Consider, how-
ever, that a LAN is believed to be elicited upon detection of a word category vio-
lation. Since the moment of detection differs between the critical words within a
condition, the LAN might be smeared when the waveforms are time-locked to
word onset. When time-locked to the moment of detection of a word category
violation, the LAN, if present, should become visible. Figure 4-4 displays the
grand average waveforms for electrode sites F7, F8, Pz, P3, and P4 time-locked
on a trial-by-trial basis to the moment at which the critical words in the IC and FI
conditions could be identified as verbs only and a word category violation was
detected. This word category violation point (CVP) was assessed on the basis of
phonetic transcriptions of the critical words. More specifically, on the basis of a
Dutch word corpus it was assessed at what moment the critical word was no
longer a possible noun. The time period preceding the CVP corresponds to the
mean time period preceding CVP between the two conditions, which was 330 ms
(336 ms in IC and 324 ms in FI, respectively). Therefore, in the alignment in
Figure 4-4, the zero points of IC and FI correspond to word onset only approxi-
mately. Since information about the exact onset of each critical word is lost in
this time-locking procedure, baseline correction cannot take place on the basis of
information related to word onset. Therefore, baseline correction was applied on
the basis of the averaged activity of 150 ms preceding CVP. Remember that the
critical words in the FC condition, plotted in gray in Figure 4-4, do not contain
word category violation points. In time-locking the FC waveform to word onset,
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and adding a time period of 330 ms before the time-locking point in the incon-
gruent conditions IC and FI (and applying baseline correction in the 180-330 ms
interval for all three conditions), the time line of information processing between
the three conditions is kept more or less constant. When we inspect the centro-
parietal to occipital electrodes, what can be seen is that in both IC and FI the
N400 has set in prior to CVP and is followed by a broad positive shift, peaking at
around 600 ms after CVP. However, when we look at the frontal electrodes, again
for both IC and FI a broad negativity peaking at around 370 ms after CVP is
clearly visible. The anterior negative effect is most prominent at F7 and to a
somewhat lesser extent at F8. To investigate the latter anterior negative shift we
decided to perform a repeated measures ANOVA on the anterior electrode sites
(Fz, FCz, AF3, AF4, F3, F4, F7, F8, FC3, FC4, FT7, and FT8) in the latency
window of 600 to 800 ms (corresponding to 270 to 470 ms after CVP for FI and
IC).
Figure 4-4. Grand average ERPs from F7, F8, Pz, P3, and P4 sites, to critical words that
were semantically and syntactically incongruent but shared initial phonemes with congruent
completions (dotted line) and semantically and syntactically incongruent and did not share
initial phonemes with congruent completions (alternating dash/dot line), after time locking
on a trial-by-trial basis to the moment of word category violation (CVP), and grand average
waveforms to congruent critical words (solid line) time-locked to word onset. Baseline
correction was applied in the 150 ms interval preceding CVP for FI and IC.
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The LAN latency window: 270-470 ms after CVP. Table 4-6 displays the results of
the mean ERP amplitude omnibus ANOVA in the 270-470 ms latency range after
CVP. Baseline correction was based on the averaged activity of 150 ms immedi-
ately preceding CVP. The omnibus ANOVA on mean amplitudes resulted in a
significant main effect of congruity. Further analysis revealed that both the FI
and the IC completions elicited a larger LAN than the FC completions (corre-
sponding to effects of 1.79 µV and 1.62 µV, respectively), and in both of these
comparisons an interaction with electrodes was found as well. The FC and the IC
conditions did not significantly differ from each other. Topographical analyses
revealed that the effects in relation to the FC condition (baseline) were larger
over the left hemisphere: In the anterior left/anterior right analyses, the interac-
tion of the factors Congruity by Site reached significance both in the FC vs. FI
comparison and the FC vs. IC comparison.
Inspection of the waveforms in this latency interval at posterior sites reveals
a possible short-lived congruity effect between IC and FI. However, statistical
analyses of the parietal and occipital band electrodes (Pz, Oz, P3, P4, LP, RP,
PO7, and PO8) revealed no main congruity effect for this comparison (F(1,20) =
2.71, MSE = 9.78, p = .115).
Table 4-6.  ANOVA on Mean ERP Amplitude in the 270-470 ms Latency Range after
CVP (LAN)
source df F MSE p
Omnibus ANOVA (12 electrodes)
Overall Con 2, 40 13.29 18.48 .000 ***
Con x El 22, 440 5.05 0.47 .001 **
FC vs. FI Con 1, 20 26.23 15.33 .000 ***
Con x El 11, 220 5.92 0.47 .001 **
FC vs. IC Con 1, 20 11.90 27.84 .003 **
Con x El 11, 220 6.48 0.65 .001 **
IC vs. FI Con 1, 20 0.28 12.27 .602
Con x El 11, 220 0.71 0.31 .549
Anterior left vs. anterior right (2 x 5 electrodes)
FC vs. FI Con x Site 1, 20 7.64 0.98 .012 *
FC vs. IC Con x Site 1, 20 7.65 1.67 .012 *
Note. Con = Congruity type; El = Electrode. * p < .05; ** p < .01; *** p < .001
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Onset latencies relative to the word category violation point. We also performed
onset analyses for the LAN at F7 and for the N400 at Pz where the effects are
largest. Onset latencies were estimated by first separately computing the mean
amplitude values for the F7 in 20 ms latency ranges (bins) that shifted in steps of
10 ms from 100 ms prior to CVP until 500 ms after CVP (e.g., 0-20, 10-30, etc.
after CVP). The values for the latency bins were submitted to ANOVAs that
tested against the null-hypothesis of zero difference between the a priori selected
conditions FC vs. FI and FC vs. IC.
At F7, the onset latency analyses for the FC vs. FI comparison on the ampli-
tudes of the two waveforms first revealed a significant congruity effect in the
90-110 ms latency bin after CVP (p < .01) and this effect remained significant
over the entire test region. In the FC vs. IC comparison the congruity effect
started between 120-140 ms after CVP and also remained significant over the
entire test region. So, both the FI and the IC waveforms deviated from the FC
waveform at approximately 100 ms after CVP.
At Pz, the onset latency analyses for the FC vs. FI comparison on the ampli-
tudes of the two waveforms first revealed a significant congruity effect in the
latency bin that starts 10 ms before CVP (p < .01) and this effect remained signif-
icant until the 190-210 ms latency bin after CVP. In the FC vs. IC comparison the
congruity effect started between 30 and 50 ms before CVP and remained signifi-
cant until the 180-200 ms latency bin after CVP. So, even though we applied a
baseline correction procedure in the 150 ms interval prior to CVP, both the FI and
the IC waveforms already deviated from the FC waveform at or even before CVP.
Scalp distribution of effects
Figure 4-5 shows the isopotential voltage maps of mean amplitude effects
between the FC and FI conditions in the N200, the N400, and the P600 latency
window after time-locking to word onset, and in the LAN window after time-
locking to CVP. The figure reveals that both the N200 effect and the N400 effect
are largest over centro-parietal sites. The LAN effect is largest over left frontal
sites, and the P600 effect has a parietal maximum. To establish whether the con-
gruity effects in the N200 and N400 latency windows still have statistically dis-
tinct scalp distributions, we performed an additional analyses. First, for every
subject difference scores between the FC and FI conditions were computed for
every electrode in the N200 latency window and the N400 latency window.
Second, a scaling procedure was performed to avoid that differential amplitude
effects between the two latency windows would be incorrectly interpreted as dis-
tribution effects. In this procedure, the electrode-specific difference scores were
z-transformed for each latency window separately (Rösler, Heil, & Glowolla,
1993; see also McCarthy & Wood, 1985). The z-transformed values were entered
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into an ANOVA that crossed the 2-level latency window factor (N200 and N400)
with the 29-level electrode factor. The topographical analysis revealed that the
congruity effects found in the 150-250 ms and 300-500 ms latency windows do
not have different spatial distributions across the scalp: no significant interaction
of latency window by electrodes was obtained (F(28,560) = 1.69, MSE = 0.29,
p = .146). Although not significant the N400 does seem to have a slightly more
posterior distribution than the N200. In previous studies this difference was
found to be significant (Van den Brink et al., 2001; submitted).
DISCUSSION
The present study investigated the influence of semantic and syntactic context
constraints on lexical selection and integration processes. More specifically, we
used ERPs to investigate the time-course of processing of different sources of
information such as phonological, semantic and syntactic, and their impact on
lexical selection and integration processes in a situation where all sources of
information about the perceived word become incrementally available, namely in
spoken-word comprehension. We used semantically constraining Dutch sen-
tences that contained critical words that were either the highest cloze probability
noun for that sentence (fully congruent or FC), a verb in past tense that apart
from syntactic constraints also violated semantic constraints and had initial pho-
nemes that differed from the highest-cloze probability noun (fully incongruent or
FI), or a verb in past tense that apart from syntactic constraints also violated
semantic constraints but began with the same initial phonemes as the highest-
cloze probability noun (initially congruent or IC). For the conditions containing
the syntactically and semantically incongruent critical words, the moment of
word category violation was assessed for each verb and labeled the category vio-
lation point (CVP). The study revealed that, in the domain of language compre-
hension, four different ERP effects can be distinguished that appear to be
relatedfour different ERP effects related to three types of sources of information:
a) A phonological effect as reflected by the N200, b) a semantic effect reflected
by the N400, and c) syntactic effects reflected by the LAN and P600.
Phonological processing
This study shows that semantically and syntactically incongruent words with ini-
tial phonemes that differed from their congruent counterparts elicited a larger
negativity in the 150-250 ms range after stimulus onset than both the congruent
critical words and the semantically and syntactically incongruent words that
began with the same phonemes as the congruent counterparts. The onset analysis
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reveals that the congruity effect between the FC and the FI critical words sets in
at 170 ms. These results are in line with a number of studies using connected
speech, which revealed that semantically incongruent words with onsets that,
given a semantically constraining preceding sentence frame, differ from those of
the highest cloze probability words, elicit an early negative shift, related to pho-
nological processing (Connolly & Phillips, 1994; Hagoort & Brown; 2000; Van
den Brink et al., 2001; Van den Brink et al., submitted). In these studies, it was
assumed that this early negative effect reflects the lexical selection process,
where word-form information resulting from an initial phonological analysis and
content information derived from the context interact.
In their 1994 study, Connolly and Phillips obtained an early negativity in
sentence-final words that were semantically anomalous and had initial phonemes
that differed from those of the highest cloze probability word (e.g., “The dog
chased the cat up the queen”), comparable to the FC condition in the present
study. However, they did not find an early negativity in a condition similar to our
IC condition, where sentence-final words were semantically anomalous but had
the same initial phonemes the highest cloze probability word (e.g., “The gambler
had a streak of luggage”). Connolly and Phillips, therefore, attributed this early
negativity to a mismatch of the initial phonemes of the presented word with con-
textually determined expected phonemes, and labelled it the Phonological Mis-
match Negativity (PMN). They proposed that during sentence processing, on the
basis of the context, a terminal word is predicted. But only after an initial phono-
logical analysis of the perceived word the top-down context process is claimed to
begin to exert its influence. A PMN is elicited if the expectancy of the terminal
word on the basis of the context and the phonological analysis of the initial pho-
nemes of the perceived word are not in agreement.
In the present study, as well as our previous studies (Van den Brink et al.,
2001; Van den Brink et al., submitted), all critical words elicited an N200, irre-
spective of whether the initial phonemes were identical to those of a congruent
word or not. Therefore, in our previous studies, the process underlying the early
negative effect was interpreted somewhat differently from the interpretation laid
out by Connolly and Phillips. We proposed that the amplitude of the N200 is
indicative of whether the initial assessment of form-based activated lexical can-
didates reveals the presence of a candidate that fits the semantic and syntactic
constraints of the preceding sentence. A small N200 would be elicited when the
set contains a candidate that fits the contextual specifications. In the present
study, this is the case for the FC and IC conditions, since on the basis of the first
phonemes, the highest cloze probability word is activated. A large N200 would
indicate that the set does not contain a candidate that fits the preceding sentence
frame well, as is the case for the FI condition in the present study.
THE INFLUENCE OF SEMANTIC AND SYNTACTIC CONTEXT CONSTRAINTS ON LEXICAL SELECTION AND INTEGRATION
109
In the studies mentioned a psychophysiological distinction could be made
between the early negative effect and the N400 effect. Failure to do so could be
construed as weakening the claim that the two effects are genuinely distinct from
one another. Connolly and Phillips (1994) were able to doubly dissociate the
PMN and the N400 on the basis of experimental manipulations, finding a PMN in
the absence of a N400 in one condition and vice versa in another (e.g., “The gam-
bler had a streak of luggage” versus “Don caught the ball with his glove”, where
hand was the highest cloze probability word). In our previous studies a distinc-
tion could be made between the N200 effect and the N400 effect on the basis of
their spatial distributions across the scalp (Van den Brink et al., 2001; Van den
Brink et al., submitted). Whereas the N200 effect had an equal distribution across
the scalp, the N400 effect had a clearly posterior distribution. In neurocognitive
research, these statistically different distributions are usually interpreted as
reflecting the activity of at least partly distinct neuronal populations, and thus,
warrant the claim that the N200 and N400 effects could reflect distinct aspects of
the spoken language comprehension process. The present study did not explicitly
test the distinction between the N200 and N400 effects. So, even though most
aspects of the N200 component in this study are consistent with our previous
findings, namely that it can be obtained in all critical words, is largest in semanti-
cally incongruent words with initial phonemes that differ from their congruent
counterparts, and its morphology is most prominent over frontal to fronto-central
sites, on the basis of the results in the present study, we cannot exclude the possi-
bility that the N200 effect is in fact not distinct from the N400 effect, reflecting
overall semantic processing (Van Petten, Coulson, Rubin, Plante, & Parks, 1999).
Semantic processing
The semantically and syntactically incongruent words elicited an N400, indexing
difficulty in lexical integration, irrespective of whether their initial phonemes
were similar to those of the congruent word or not. The apparent difference in
amplitude between the N400 elicited in the IC and FI conditions can be explained
by the differential amplitude in the N200 latency window preceding the effect in
the N400 time interval. Figure 4-3 shows that when we control for the differential
effect in the early latency window, the N400 (and P600) differences obtained in
the following time intervals vanish. The onset analysis of the congruity effect
between the FC and IC critical words is not confounded by this early effect and
reveals that the congruity effect sets in at 310 ms after word onset. Important to
the current issue, in the present study the N400 has set in before information
about the word category has become available. These results are in line with two
studies that investigated the temporal relationship between the lexical selection
and integration of a word’s meaning into the preceding context (Van den Brink et
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al., submitted; Van Petten et al., 1999). In these studies information about the
moment a word can uniquely be identified on the basis of acoustic information
alone, known as the Isolation Point (IP) of a word, was related to the timing of
(the onset of) the N400, to assess whether semantic integration processing begins
only after word identification is completed. It was found that in sentences ending
with semantically anomalous words (e.g., “This fourteen year old pianist obvi-
ously has a lot of climate”), onset of the N400 occurred prior to IP, indicating that
semantic integration processing is initiated before a (semantically anomalous)
word candidate is selected on the basis of the acoustic signal. In the present
study, the N400 sets in even before listeners realize the critical word is actually a
verb instead of a noun (i.e. before CVP). Taken together, we conclude that
semantic integration processing can start before the acoustic information allows
the selection of a unique candidate, and thus, seems to be attempted in parallel
for multiple candidates that are still compatible with the bottom-up acoustic
input.
Syntactic processing
When time-locked to word onset the waveforms of the semantically and syntacti-
cally incongruent critical words revealed a syntactic effect in the form of what
appeared to be a somewhat delayed P600, which followed the N400. However,
we hypothesized that any syntactic effect would be elicited only after detection
of the word category violation encapsulated in the critical words. Therefore, we
decided to time-lock the waveforms to the earliest moment at which a word cate-
gory violation can be detected, assessed for each critical word and labeled the
category violation point (CVP). Figure 3-4 shows that time-locking the wave-
forms on a trial-by-trial basis to CVP, reveals the presence of an anterior negative
shift preceding the P600 (reaching maximal amplitude at 600 ms after CVP) in
the semantically and syntactically anomalous conditions IC and FI. This anterior
negativity is present at the anterior frontal, frontal and fronto-central electrodes,
and is most prominent at F7. The Left Anterior Negativity (LAN) reaches its
maximal amplitude approximately 370 ms after CVP, and has an onset at approx-
imately 100 ms after CVP for both anomalous conditions. 
It is not entirely clear what the relation is between the Left Anterior Nega-
tivity obtained in this study and earlier reported ELANs, LANs or bilateral Ante-
rior Negativities. In some ways our Left Anterior Negativity is reminiscent of the
other anterior negativities, with respect to its polarity, its (left) frontal distribu-
tion and the fact that it is elicited to syntactic violations. However, with respect
to timing it seems to be different from these other anterior negativities. Of
course, we must keep in mind that our study differs in some respects from the
other studies obtaining an anterior negativity. First, whereas many studies that
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obtained anterior negativities were conducted in the visual modality with syn-
tactic and semantic information becoming almost immediately available, this
study was conducted in the auditory domain, where this information becomes
incrementally available. Second, in most of the studies using auditorily presented
sentences, the critical words contained clear morpho-syntactic markers at the
beginning of the word indicating the word category and were in sentence-final
position (Friederici, et al., 1993; 1999; Hahne & Friederici, 1999; 2002; Hahne &
Jescheniak, 2001). In the present study, word category information was contained
in the suffix of the critical word, and the word category violation point was on
average 330 ms after onset. Moreover, our critical words were presented in non-
sentence-final position, thereby preventing possible pollution of the data from
sentence-wrap up processes (cf. Hagoort, in press; Osterhout, 1997). In conclu-
sion, the LAN obtained in our study possibly belongs to a class of anterior nega-
tivities reflecting syntactic processing. More specifically, this LAN probably
reflects the detection of a mismatch between the required word category (in this
case a noun) and the word category actually presented (a verb). The latency of
this LAN, compared to other anterior negativities that are believed to reflect a
syntactic mismatch of word category, is delayed as information about the word
category becomes available at a later moment during word processing than was
the case in most other studies.
Conclusion
Although our study, unlike any other, not only reveals the presence of both an
N400 and a LAN in the same waveform, but also reveals that the LAN has a later
onset (and peak) than the N400, we do not presume that during spoken-word pro-
cessing the processing of lexical-semantic information in general precedes that of
syntactic (word category) information. Instead, these results are interpreted as
providing strong evidence for the claim of continuous use of any sources of
information the moment they become available. These results clearly provide
evidence against the claim that building of syntactic-phrase structure, based on
word category information, is autonomous and precedes semantic integration
processes, and that these syntactic and semantic processes interact only in a later
time interval (Friederici, 2002). This claim was partly based on results from
recent auditory studies using critical words that, as in our study, violated both the
syntactic and semantic constraints of the preceding sentence context. In these
studies an Early LAN and a P600 in the absence of an N400 were obtained
(Friederici et al., 1993; Hahne & Jescheniak, 2001). However, contrary to the
critical words used in the present study, theirs allowed for a rapid detection of a
word category violation (due to the morpho-syntactic markers "ge-" and "be-").
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The present study testifies to the incremental and cascaded nature of on-line lan-
guage processing. It shows that the moment a violation of any kind occurs, it is
detected by the system. In the case of the FI critical words, the moment the
system detected a mismatch between the lexical candidates that were activated on
the basis of bottom-up information and the semantic and syntactic constraints
imposed by the preceding sentence frame, an N200 effect occurred. For the IC
critical words, an N400 was instigated at the moment a semantic violation was
detected. It was not until later in the word that a syntactic error became manifest,
which resulted in a LAN and a P600.
These data clearly show that, contrary to predictions of a serial model, the
system does not specifically need syntactic information about word category in
order to begin to semantically integrate a perceived word. In other words,
semantic processing is not dependent on the result of syntactic processing or vice
versa. Instead, the system works with the information it receives and uses it
immediately. The results of this study fit with a cascaded model of spoken-word
processing that allows for an early influence of contextual information after
bottom-up activation of a set of lexical candidates, such as incorporated in the
Cohort model or Shortlist (Marslen-Wilson, 1987; Marslen-Wilson & Welsh,
1978; Norris, 1994). Although not explicitly specified in these models, our data
point to an optimal use of contextual information during spoken-word identifica-
tion by allowing for semantic and syntactic processing to take place in parallel,
and integration to proceed with a limited number of candidates.
SUMMARY AND CONCLUSIONS
C H A P T E R  5
Understanding spoken language requires an interplay of a number of complex
processes. Since the primary aim of spoken language processing is to compre-
hend the message of the speaker by combining the meanings of individual words
in the utterance, processes related to the recognition of spoken words play a cen-
tral role in language comprehension. In general, spoken-word recognition is
assumed to involve three lexical processes: access to the mental lexicon where
words are stored, selection of a word from a number of candidates, and integra-
tion of a word’s meaning into an overall interpretation of the preceding context.
The aim of the present study was to gain more insight into spoken-word compre-
hension and the influence of sentence-contextual information on these processes
using ERPs. Chapter 2 was concerned with the moment at which context infor-
mation is used in the recognition of spoken-words. Chapter 3 dealt with the tem-
poral relationship between lexical selection and semantic integration into the
preceding sentence frame during spoken-word comprehension. Chapter 4 investi-
gated the time-course of the processing of different sources of linguistic informa-
tion obtained from the context, such as phonological, semantic and syntactic
information, during spoken-word comprehension.
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SUMMARY OF RESULTS
Most of the current models of spoken-word comprehension assume that contex-
tual influences play a role in the spoken-word recognition process. However, the
moment at which contextual influences start to exert an influence is a matter of
debate. The first experiment (Chapter 2) was designed to investigate this issue.
The participants in this experiment listened to sentences that ended with a word
that was either (a) congruent, (b) semantically anomalous, but began with the
same phonemes as the congruent completion, or (c) semantically anomalous, and
began with phonemes that differed from the congruent completion (e.g., “Het
vrouwtje veegde de vloer met een oude bezem/beker/krater”). The results were as
follows. The onset of the congruity effect between the fully congruent and fully
incongruent conditions at 220 ms after sentence-final word onset provided an
upper estimate of the moment at which context starts to exert an influence on
spoken-word recognition. This congruity effect preceded the congruity effect
between the fully congruent and the initially congruent conditions by 50 ms. The
ERP waveform morphology of these congruity effects differed. Whereas the con-
gruity effect between the fully congruent and initially congruent conditions con-
sisted of a monophasic N400 effect, the congruity effect between the fully
congruent and fully incongruent conditions consisted of a biphasic effect. This
biphasic effect consisted of an N400 effect, that was preceded by an early nega-
tive shift peaking at 200 ms, the N200 effect. The scalp distributions of the N200
and N400 effects differed, reflecting the activity of at least partly distinct neu-
ronal populations, and thus providing evidence for the claim that these two
effects reflect different processes.
It was concluded that whereas the N400 reflects difficulty in semantic inte-
gration processing, the N200 effect is related to the lexical selection process
where word-form information resulting from an initial phonological analysis and
content information derived from the context interact. The amplitude of the N200
is believed to be indicative of whether the initial assessment of the form-based
activated set of lexical candidates reveals the presence of a candidate with
semantic characteristics that fit the contextual specifications. A small N200 is
elicited if the set contains an appropriate candidate, a large N200 is elicited if
that is not the case.
Now that an electrophysiological marker for the lexical selection process
seemed to have been found, it was our intention to use this marker to gain more
insight into the selection process. The experiment described in Chapter 3
addressed three issues: replication of the biphasic congruity effect obtained in the
first experiment, taking a closer look at the building blocks used in the lexical
selection process, and investigation of the temporal relationship between lexical
selection and semantic integration. Using spoken sentences that ended with either
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a congruent or a semantically anomalous word with onset phonemes that differed
from those of the congruent completion (e.g., “Het vrouwtje veegde de vloer met
een oude bezem/krater”), we were able to replicate the major findings of our first
experiment. The congruity effect had an onset at 190 ms and consisted of an
N200 effect followed by an N400 effect, with different spatial distributions.
To test the second issue, participants were presented with spoken sentences
that were either semantically highly constraining and where the sentence-final
word was a high cloze probability word (e.g., “Het vrouwtje veegde de vloer met
een oude bezem”) or were not semantically constraining at all and, consequently,
the sentence-final word was of low cloze probability (e.g., “Het volgende woord
is bezem”). The resulting waveforms to the sentence-final words revealed an
N200 effect, clearly distinct in timing from an N400 effect. Both deflections were
larger in the latter condition than in the former. This suggests that during the lex-
ical selection process assessment takes place on the basis of semantic features
associated with individual candidates and not merely on the basis of a field of
semantic features detached from the lexical candidates. The absence of strong
contextual constraints makes it difficult to assess whether a candidate in the acti-
vated set fits the preceding sentence frame well, resulting in a large N200. In
contrast, most semantic features are compatible with low constraining sentences,
and assessment on the basis of semantic features would have resulted in a small
N200.
The third issue in Chapter 3 concerns the question of whether semantic inte-
gration follows up on lexical selection of one candidate or whether these pro-
cesses are of a cascaded nature (i.e. semantic integration is attempted before
selection of one candidate is completed). To test this issue, participants were also
presented with semantically constraining sentences that ended with words that
were only partially presented. In principle, the completions were either congruent
words, or semantically anomalous words with onset phonemes that differed from
those of the congruent completions, but only the initial part of the words were
presented (e.g., “Het vrouwtje veegde de vloer met een oude be/kra”). An exten-
sive gating task was used to ensure that the cut-off point of each word preceded
the word’s isolation point (IP). In other words, words were cut off before identifi-
cation of the word could be established. The results showed an N200 effect fol-
lowed by an N400 effect, suggesting that lexical selection and semantic
integration are cascading processes. Semantic integration is initiated before
selection of one (anomalous) candidate is completed. An additional experiment
that split the fully presented sentence-final words into a group with early IPs and
a group with late IPs confirmed these results. The factor early or late IP did not
affect the onset nor the peak of the N400. In words with early IPs, with a mean of
230 ms, the congruity effect sets in 50 ms prior to IP. In words with late IPs, with
a mean of 340 ms, the congruity effect sets in 140 ms prior to IP. This indicates
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that the semantic integration process does not wait until one lexical candidate has
been selected on the basis of a phonological analysis. Instead, integration is
attempted for a selected number of candidates that still match the acoustic input.
 The experiments described in Chapters 2 and 3 clearly showed that senten-
tial context can exert an influence early on in spoken-word comprehension.
Chapter 4 deals with the relative timing of the use of different aspects of contex-
tual information during spoken-word comprehension, such as semantic and syn-
tactic information. Does the processing of information follow the incremental
manner in which different types of information become available in the speech
signal, or does specific syntactic information about the word category have to be
processed before semantic integration can take place? In the literature, the latter
account has recently received some support (Friederici, 2002, Friederici; Stein-
hauer & Frisch, 1999; Hahne & Jescheniak, 2001). To investigate this issue, the
participants in the final experiment were presented with constraining sentences
that contained a critical word that was either (a) congruent, (b) semantically and
syntactically incongruent, but began with the same initial phonemes as the con-
gruent critical word, or (c) semantically and syntactically incongruent, and began
with phonemes that differed from those of the congruent critical word (e.g., “Het
vrouwtje veegde de vloer met een oude bezem/bedelde/kliederde gemaakt van
twijgen”). For both conditions containing the semantically and syntactically
incongruent words, the moment of word category violation was assessed for each
verb. This category violation point (CVP) on average was located at 336 ms after
word onset for the initially congruent condition and 324 ms for the fully incon-
gruent condition.
The results revealed that relative to the congruent critical words, an N200
effect was obtained in the fully incongruent critical words, with an onset of 170
ms. Both incongruent conditions elicited a large N400 followed by a Left Ante-
rior Negativity (LAN) time-locked to CVP and a P600 effect. Whereas the N400
effect indexes difficulty in semantic integration, both the LAN and the P600 have
been shown to be related to syntactic processing (cf. Hagoort, Brown &
Osterhout, 1999). Important to the issue at hand, the N400 in both incongruent
conditions set in before information about the word category had become avail-
able. Considering that the incongruent critical word cannot have been recognized
by then, this finding is in line with the results from the two experiments
described in Chapter 3, revealing that semantic integration processes can start
before the acoustic information allows the selection of a unique (anomalous) can-
didate. These results clearly indicated that knowledge of the syntactic category of
a word is not needed before semantic integration can take place. These findings,
therefore, were interpreted as providing evidence for an account of cascaded
spoken-word processing that proclaims an optimal use of contextual information
during spoken-word identification. Optimal use is accomplished by allowing for
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semantic and syntactic processing to take place in parallel after bottom-up activa-
tion of a set of candidates, and lexical integration to proceed with a limited
number of candidates that still match the acoustic input.
A COMPARISON OF RESULTS ACROSS EXPERIMENTS
Before I discuss the implications of the findings in this thesis with respect to the-
ories of spoken-word processing, I will first take a look at the similarities and
differences between the results obtained from the experiment in Chapter 2
(Experiment 1), the first experiment in Chapter 3 (Experiment 2a) and the exper-
iment in Chapter 4 (Experiment 3). First, all three experiments revealed the clear
presence of a negative shift preceding the N400. This negativity peaks at 200 ms
after critical-word onset and was visible in all critical words. Modulation of this
N200 was achieved by a phonological manipulation. Whenever the onset pho-
nemes of a presented word did not match those of a word that fits the semantic
(and syntactic) constraints of the preceding sentence frame well, a larger N200
was elicited than the N200 of a word that does fit the constraints well. These
results indicate that context already exerts an influence in this time frame.
It was hypothesized that the onset of a congruity effect would provide us
with an upper estimate of the moment context started to exert an influence on
spoken-word processing. Across the three experiments, the onset of the congruity
effect was found to differ slightly in latency: at 220 ms after critical word onset
in Experiment 1, at 190 ms in Experiment 2a, and at 170 ms in Experiment 3.
Part of this variation must be accounted for by variation between individuals
since the congruity effects in Experiments 1 and 2a were elicited by the same
stimuli, but tested on different participants. Another part of the variation might
be explained by variable speech rate. Since the congruent words were identical
across experiments it can be established that the speech rate of the (same) female
speaker was higher for Experiment 3 than the Experiments 1 and 2a (with a mean
word duration of 386 ms vs. 516 ms). Although the possibility that context
already exerted an influence prior to these moments cannot be excluded on the
basis of these results, the latest moment at which context is illustrated to start to
exert an influence in all three experiments lies in the N200 latency domain.
Semantically incongruent critical words in all three experiments elicited a
large negativity that peaked at 400 ms after word onset, the N400. In relation to
the congruent critical words this resulted in robust N400 effects. Although N400
effects have sometimes been related to lexical access (Kutas & Federmeier,
2000), the most widely held view today, is that in sentence contexts, the N400
amplitude indexes the ease of semantic integration into the overall meaning rep-
resentation of the preceding context (Brown & Hagoort, 1993; Hagoort & Brown,
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2000; Holcomb, 1993). Based on the onset of the congruity effects between the
fully congruent and initially congruent critical words in Experiments 1 and 3,
onset of the N400 effect lies at about 290 ms after word onset (270 ms vs. 310
ms). Based on visual inspection of the waveforms across all three experiments,
the onset of the N400 effect seems to be stable (despite a variation in speech
rate). The additional experiment in Chapter 3 (Experiment 2b) provides proof for
this assumption. The results showed that neither the onset nor the peak of the
N400 were related to the theoretically interesting, and intuitively most promising
time point, the IP. The IP is defined as the minimum amount of acoustic signal
necessary to identify a spoken word in the absence of contextual information (cf.
Grosjean, 1980). Irrespective of whether words belonged to a group with an early
or a late IP, onset and peak of the N400 were identical. Furthermore, onset of the
N400 effect occurred before the IP, revealing that even though the lexical selec-
tion process could not have been completed on the basis of the acoustic input, the
N400 effect set in.
In relation to the congruent critical words the syntactically and semantically
incongruent critical words in Experiment 3 elicited a LAN effect that became vis-
ible after time-locking the waveforms to the word category violation point, fol-
lowed by a P600 effect. Both of these effects have been shown to be related to
syntactic processing, and were absent in Experiments 1 and 2a.
Finally, I need to make some remarks about the scalp distributions of the N200
and N400 effects. As stated in the introduction of this thesis, although informa-
tion about the spatial distribution of effects across the scalp says very little about
the underlying cortical generators of cognitive functions, it can be very useful in
making inferences about the likelihood that these effects reflect the activity of
distinct neuronal populations subserving qualitatively different cognitive pro-
cesses. Based on the waveforms one could question a functional distinction
between the two effects and state that the N200 effect is merely the onset of the
N400 effect, reflecting overall semantic processing without fractionation into
subprocesses (Van Petten, Coulson, Rubin, Plante, & Parks, 1999).
Figure 5-1 shows the spatial distributions across the scalp of the N200 and
N400 effects across Experiments 1, 2a, and 3. To test whether the scalp distribu-
tions of the N200 and N400 effects across experiments are different from each
other, extra analyses were performed. First, for every subject difference scores
between the fully congruent and fully incongruent conditions were computed for
every electrode in the N200 and N400 latency windows for each experiment.
Second, a scaling procedure was performed to avoid that differential amplitude
effects between the three experiments would be incorrectly interpreted as distri-
bution effects. In this procedure, the electrode-specific difference scores were z-
transformed for each latency window separately (Rösler, Heil, & Glowolla, 1993;
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see also McCarthy & Wood, 1985). The z-transformed values were entered into a
repeated measures ANOVA with a 3-level experiment factor, a 2-level window
factor, and a 29-level electrode factor. A significant interaction of window by
electrodes was obtained (F(28,1764) = 13.78, MSE = 0.34, p < .001) in the
absence of a three-way interaction of window by electrodes by experiment
(F(56,1764) = 1.24, MSE = 0.34, p = .261). This indicates that the N200 effect
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Figure 5-1. Distribution of the N200 and N400 effects for four left hemisphere sites
(F3, FC3, C3, P3), four midline sites (Fz, FCz, Cz, Pz), and four right hemisphere sites
(F4, FC4, C4, P4) for three experiments. The N200 effect was determined by
subtracting the mean amplitude in the 150-250 ms latency window of the grand
average ERP for the semantically congruent sentence-final words from the mean
amplitudes of the grand average ERP for the semantically anomalous sentence-final
words. The N400 effect was determined in the same manner on the basis of the mean
amplitudes in the 300-500 ms latency window.
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and the N400 effect have different spatial distributions, and that these distribu-
tions do not differ across the experiments.
However, the results in Chapter 4 indicated that the N200 and N400 effect
did not have significantly different spatial distributions. The overall analysis may
not have been sensitive to this difference. Therefore, I decided to do additional
analyses for the N200 and N400 effects separately, by comparing two experi-
ments at a time. To start with the scalp distributions of the N400 effects; Chapters
2, 3 and 4 revealed that they did not vary across experiments and had a posterior
maximum. The additional topographical analyses revealed that the congruity
effects found across the three experiments do not have different spatial distribu-
tions across the scalp. No significant interaction of experiment by electrodes was
obtained for any of the three comparisons. In the comparison for Experiment 1
versus Experiment 2a: F(28,1204) = 1.77, MSE = 0.54, p = .135; Experiment 1
versus 3: F(28,1120) = 2.04, MSE = 0.61, p = .083; and Experiment 2a versus 3:
F(28,1204) < 1. The results revealed no interaction of experiment by electrodes,
indicating that the scalp distributions of the N400 effects indeed do not differ
between experiments.
Although Figure 5-1 shows similar N200 effects, based on the findings in
Chapters 2, 3, and 4 the spatial distributions of the N200 effects were found to
differ across the three experiments. Whereas Experiment 1 revealed that the
N200 effect had a flat distribution across the scalp, Experiments 2a and 3 showed
a more posterior maximum. When the distribution of the N200 effect in relation
to the N400 effect was tested after absolute scaling of the effects, Experiments 1
and 2a revealed statistically significant different spatial distributions, but Experi-
ment 3 did not. I decided to test the spatial distributions of the N200 effects in
pairwise comparisons across experiments. The results revealed that although the
scalp distributions of the N200 effects did not differ between Experiments 1 and
2a (F(28,1204) < 1), and 2a and 3 (F(28,1204) = 1.18, MSE = 0.86, p = 321),
they did differ between Experiments 1 and 3 (F(28, 1204) = 2.84, MSE = 0.84,
p < .05). In the latter comparison an extra anterior versus posterior analysis (for
details about exact configuration see Chapter 4) revealed a significant experi-
ment by site interaction (F(1,40) = 43.66, MSE = 6.07, p < .05), indicating that
the N200 effect in Experiment 3 is more posteriorly distributed than in Experi-
ment 1.
Finding robustly different spatial distributions of the N200 and N400
effects in and across all experiments would have been most convincing in
showing that the two effects are the result of the firing of at least partially distinct
neuronal populations. This, in turn would have provided solid proof for the
assumption that different cognitive processes underlie these two effects. In this
respect the results of Experiment 3 deviate from those in Experiments 1 and 2a
which revealed different scalp distributions for the N200 and the N400 effects. I
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can only speculate about the reason for not obtaining different spatial distribu-
tions between the two effects in Experiment 3. From a statistical point of view
only the N200 effect in Experiment 3 seems to behave differently. Apart from the
syntactic manipulation, which is not obvious to the listener during the N200
latency interval (as CVP on average was located at 330 ms after critical word
onset), the only difference between this experiment and Experiments 1 and 2a is
the position of the critical word. Whereas in the first two experiments they were
in sentence-final position, the critical words in Experiment 3 had a sentence-
medial position. This factor may influence the ERP-waveform to such an extent
that they, in general, have a more negative maximum over posterior sites, pos-
sibly due to other cognitive processes involved in building up a meaning repre-
sentation of the sentence-frame.
Figure 5-2 can substantiate this hypothesis. The figure displays the wave-
forms to congruent words in sentence-medial and sentence-final positions. The
solid line represents the fully presented sentence-final congruent words from
Experiment 2a. The alternating slash-dot line is the product of 42 nouns in sen-
tence-medial position. Forty-two sentences containing three or more nouns were
selected and the waveforms were aligned at the second noun of those sentences
(e.g., “Het vrouwtje veegde de vloer met een oude bezem”). Although I cannot
make any inferences about amplitude effects between these critical words, since
different nouns are compared and the number of averages differs considerably,
Figure 2 reveals a general trend of the sentence-medial words having a posterior
negative maximum relative to the sentence-final words.
However, apart from a deviant spatial distribution across the scalp, which was
obtained for Experiments 1 and 2a, there still are a number of valid reasons for
assuming that the N200 is indeed a separate negativity, and that the N200 effect
reflects a cognitive process different from that of the N400 effect. First of all, the
morphology of the N200 was identical in all critical words across the experi-
ments. It is a negativity peaking at 200 ms after word onset, which is most clearly
seen at frontal to central electrodes and is clearly distinct from the N400 which is
largest at posterior sites. Also, the N200 could be manipulated independently
from the N400 (although unfortunately not vice versa). Moreover, previously
mentioned findings were replicable. Finally, there is ample evidence in the litera-
ture that spoken-word comprehension should be fractionated into several subpro-
cesses such as lexical access, lexical selection, and lexical integration. The
explanation that the N200 effect is part of the N400 effect, and that this biphasic
effect reflects an undifferentiated semantic process related to context, would
appear too strict in light of the obtained ERP profiles. The interpretation of the
data as two differential effects reflecting different cognitive processes, fits well
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with both the electrophysiological profile and current cognitive-functional theo-
ries of spoken-word processing.
CONCLUSIONS
So, what do these results actually tell us about spoken-word processing? One of
the main findings of this thesis is the elicitation of the N200 component. It seems
to be a stable component which can be modulated by a phonological manipula-
tion. The N200 effect obtained in this thesis can only be explained in terms of
influence from the sentential context. On the basis of the results obtained in this
thesis, I conclude that in the context of spoken-word processing, the N200 is a
reflection of the on-line lexical selection process. Following access to the mental
lexicon, form-based information derived from phonological analysis on the basis
of the onset phonemes of the presented word and content-based information
derived from the context come together, in order to select the appropriate word
from among a set of activated word candidates (cf. Marslen-Wilson, 1987; Norris
1994). If the contextual specifications support a form-based activated lexical can-
didate, a small N200 is elicited. If, however, none of the lexical candidates fit the
context specifications well, either because the critical word is semantically
anomalous or the sentence frame is not semantically constraining enough to point
to a limited number of possible completions, a large N200 is elicited, reflecting
difficulty in lexical selection.
The results from this thesis further revealed that the lexical integration pro-
cess does not infinitely wait for the selection process to be completed. In the
presence of a lexical candidate that fits the contextual specifications well, selec-
tion can take place quickly and integration of the candidate’s meaning into the
preceding context is not hindered, resulting in a very much reduced or even
absent N400. However, in the case of a semantically anomalous word with onset
phonemes that differ form a congruent candidate, in a semantically constraining
sentence, the results indicate that lexical selection is difficult (large N200) and
semantic integration (as reflected by the N400) is initiated before lexical selec-
tion on the basis of acoustic analysis is complete (i.e. onset of N400 precedes IP
of critical word). This indicates that lexical selection and lexical integration are
cascading processes and integration is attempted simultaneously for a number of
lexical candidates that are compatible with partial acoustic input.
Finally, it has also become evident from the results of Chapter 4 that any
source of contextual information is used immediately during spoken-word com-
prehension. If, on the basis of the interaction of a set of lexical candidates and the
context specifications, a semantic anomaly is detected earlier than a syntactic
anomaly, this time-course is reflected in the ERP waveform. These results then
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imply that the auditory language processing system works in an incremental
fashion by using any information it receives, the moment it receives it.
Implications for models of spoken-word recognition
Models of spoken-word recognition should, first and foremost, encompass the
principles of incrementality and cascadedness that follow from the findings in
this thesis. The incrementality principle is a direct consequence of the incre-
mental nature of speech perception. Different sources of information become
available to the system at different time points in the acoustic signal and are used
accordingly. The spoken-word recognition process, thus, entails a certain sequen-
tial nature. However, the subprocesses do not have discrete boundaries (i.e.
semantic integration does not begin after lexical selection is completed). Instead,
information from the lexical selection stage is passed onto the lexical integration
stage before a discrete choice is made. This is what I refer to as the cascaded
nature of spoken-word processing. In the context of sentence (or discourse) com-
prehension a model should also account for an early influence of all types of con-
textual information (i.e. semantic and syntactic).
On a more detailed level, the results of this thesis are best represented in a
model that incorporates a bottom-up priority of phonological processing of the
initial acoustic signal of the perceived word, thereby activating a set of lexical
candidates, before top-down information starts to exert an influence. Examples of
these kinds of bottom-up priority model are the Cohort model and Shortlist
(Marslen-Wilson, 1987; Norris, 1994). However, these models do not fully
specify the influence of sentential context information on spoken-word recogni-
tion. A plausible account would be that during the lexical selection stage, the lex-
ical candidates are assessed on the basis of their semantic and syntactic features
with respect to their goodness-of-fit within the preceding sentence frame. In the
presence of lexical candidates that fit the contextual specifications well, further
incoming acoustic information and top-down contextual information is used to
narrow the number of candidates to the one that is most compatible with both
form and content constraints. This candidate is subsequently integrated in the
sentence context. If, however, none of the lexical candidates fit the context spec-
ifications well (either because the perceived word is anomalous or the context is
of low constraint), selection of the proper candidate is difficult. Narrowing of the
set of candidates can only take place on the basis of further incoming acoustic
information.
The data presented in this thesis show that the auditory language processing
system does not wait for the proper candidate to be selected, but attempts to inte-
grate a (limited) number of candidates to arrive at a meaningful interpretation of
the sentence. In the case of low constraining sentences, this course of action pre-
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sumably fairly quickly results in recognition of the presented word. In the case of
fully anomalous words, however, the integration process cannot aid in the word
identification process. At some point, though, the system also identifies these
anomalous words. Common sense experience tells me that the phonological anal-
ysis of the acoustic input does not stop after (attempted) selection or integration
of a word, but rather continues until the entire word has been heard. 
In this thesis, I have conveniently glossed over lower-level speech decoding
problems such as the mapping of the acoustic input onto lexical entities
(remember that in the introduction of this thesis, for simplification purposes it
was assumed that phonemes are the units of speech perception) and the identifi-
cation of word boundaries. There is a substantial amount of literature dealing
with how listeners resolve these problems. It is beyond the scope of this thesis to
go into these issues (for a review I refer to McQueen, in press), but a model of
spoken-word recognition should also account for these lower-level speech
decoding. In this respect, it is interesting to note that the homogeneity of the first
200 ms of the electrophysiological signal across the experiments seems to imply
that the listeners in this study were capable of spotting the onset of the critical
words (in semantically highly constraining sentences) almost immediately.
There is not a model of spoken-word comprehension that encompasses all
of the aforementioned characteristics, as yet. However, fine-grained instruments
for investigating the different processes related to spoken-word recognition, such
as ERP recordings have proven to be in this thesis, as well as many other studies,
will no doubt be a helpful tool in contributing to finding all of the pieces of a
puzzle, the emerging picture of which will display a fully specified cognitive-
functional theory of language comprehension.
A concluding remark
Writing a doctoral thesis gives a Ph.D. student the opportunity to show that
he/she is capable of conducting a thorough study into a theoretically interesting
scientific question. The result of this neurophysiological study shows that con-
text indeed has an influence on spoken-word recognition. This conclusion fol-
lows from the four carefully controlled experiments that were conducted at the
Max Planck Institute for Psycholinguistics. Preliminary results of a small field
study, making use of a circle of family and friends as participants, seem to reveal
that these results undoubtedly can be translated onto real-life situations. Mea-
sured by their exuberant reactions it was found that all participants were capable
of easily and rapidly selecting and integrating the proper word after hearing
“Finally, my thesis is /fI/”. This is a fine illustration of the efficiency of the
spoken-language system inside as well as outside a sound attenuated booth.
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SAMENVATTING
CONTEXTUELE INVLOEDEN OP GESPROKEN-WOORDVERWERKING: 
EEN ELEKTROFYSIOLOGISCHE BENADERING
Het begrijpen van gesproken taal vraagt om een nauwe samenwerking tussen een
aantal complexe cognitieve processen. Ga maar eens na, in een normaal gesprek
identificeert een luisteraar razendsnel individuele woorden uit een spraak-
waterval, haalt hij/zij de betekenis en grammaticale vorm van die woorden uit het
geheugen (het mentale lexicon) op en integreert vervolgens deze informatie om
tot een betekenis van een hele zin of heel gesprek te komen. Hierbij is de
luisteraar zich niet eens bewust dat hij/zij zo hard moet werken om de spreker te
kunnen begrijpen! Processen die specifiek te maken hebben met het herkennen
van individuele gesproken woorden spelen een centrale rol in taalbegrip. In het
algemeen wordt verondersteld dat gesproken-woordherkenning onderverdeeld
kan worden in drie lexicale processen (d.w.z. processen die werken op het niveau
van woorden): toegang verkrijgen tot het mentale lexicon waar ongeveer 40.000
woorden zijn opgeslagen, selectie van het juiste woord en integratie van de
betekenis van een woord in de voorafgaande context. Tezamen nemen deze
lexicale processen vaak minder dan een halve seconde in beslag. Het doel van de
huidige studie was meer inzicht te krijgen in gesproken-woordherkenning en de
invloed die informatie uit de zinscontext uitoefent op de lexicale processen die
hieraan ten grondslag liggen.
In de literatuur over taalbegrip bestaat er voldoende evidentie voor de
aanname dat invloeden van de voorafgaande context een rol spelen in het on line
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verwerken van gesproken woorden. De bestaande theoretische modellen op het
gebied van gesproken-woordherkenning onderscheiden zich onder andere in het
moment waarop informatie uit de context zijn invloed begint uit te oefenen. Een
aantal modellen gaat uit van de veronderstelling dat context pas een effect kan
hebben nadat een woord op basis van het akoestische signaal is herkend. Deze
modellen worden autonoom of modulair genoemd. Andere, zogenaamde
interactieve modellen beweren dat context al een invloed uitoefent voordat het
begin van het woord gehoord is. Anders gezegd kan de context er al voor zorgen
dat er een aantal mogelijke woorden voorspeld wordt. Een derde klasse modellen
gaan er vanuit dat de waarheid hier ergens tussenin ligt. Zij werken onder de
aanname dat er op basis van de eerste fonemen (klanken) van een woord, een
aantal mogelijke woordkandidaten wordt geactiveerd (opgehaald uit het mentale
lexicon). Bijvoorbeeld, op basis van de beginklanken "bee", worden de woorden
been, beker, beven, bever, bezem, bedelaar, beter, enz. opgehaald. Daarna wordt
op basis van de informatie uit de context en de akoestische analyse van het
doorlopende spraaksignaal het juiste woord geselecteerd. Vervolgens wordt de
betekenis van het woord geïntegreerd in de voorafgaande zin.
Een methode die uitermate geschikt is voor het volgen van het tijdsverloop
van complexe cognitieve processen zoals de verwerking van gesproken taal is het
registreren van hersenpotentialen. Hersenpotentialen maken deel uit van een
continue registratie van de elektrische activiteit in de hersenen, het elektro-
encefalogram (EEG). Deze neurale activiteit wordt middels elektroden aan de
schedel opgevangen. In elektrofysiologische experimenten kunnen als gevolg
van een externe gebeurtenis (het aanbieden van een stimulus zoals een gesproken
woord of een plaatje) regelmatigheden in het EEG voorkomen die in de tijd
gekoppeld zijn aan het moment waarop de stimulus werd aangeboden. Door
stukken EEG-signaal die gekoppeld zijn aan een zelfde soort stimulus te mid-
delen, kunnen de regelmatigheden in het EEG-signaal, zgn. event-related
potentials (ERPs), zichtbaar gemaakt worden. Deze ERPs geven dus de neurale
activiteit weer die gerelateerd is aan de verwerking van de externe gebeurtenis of
stimulus en kunnen derhalve gebruikt worden als index voor de perceptuele en
cognitieve processen die zich afspelen tijdens verwerking van de stimulus. Het
ERP-signaal bestaat uit een serie positieve en negatieve pieken, die componenten
worden genoemd. Normaliter worden ERP-componenten benoemd aan de hand
van hun polariteit (negatief of positief voltage) en hun latentie (tijdstip waarop
het signaal de hoogste waarde bereikt, gemeten in milliseconden vanaf het
moment waarop de stimulus begint). De P300 is bijvoorbeeld een positieve
component met een maximaal voltage op 300 milliseconden (ms) na het begin
van de aangeboden stimulus. In de literatuur worden ERP-signalen vaak met de
negatieve voltages omhoog afgebeeld. Zo ook in deze dissertatie.
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Voor een aantal ERP-componenten is aangetoond dat zij gerelateerd zijn aan de
verwerking van verschillende soorten informatie die noodzakelijk zijn voor
taalbegrip. Zo blijkt de amplitude van de N400, een negatieve component die 400
ms na het begin van een stimulus piekt, beïnvloed te worden door de mate waarin
de semantiek oftewel betekenis van een woord in een voorafgaande zin past. Hoe
moeilijker het woord in de context is in te passen, hoe groter de amplitude van de
N400. De P600 en de LAN (Left Anterior Negativity, een negatieve component
die links frontaal op de schedel de maximale amplitude bereikt) blijken daaren-
tegen gerelateerd te zijn aan de syntaxis of grammaticaliteit van een woord.
Door gebruik te maken van neurofysiologische indicatoren van verschil-
lende taalverwerkingsprocessen, zoals de N400, LAN en P600, werden in deze
dissertatie verschillende aspecten op het snijvlak van gesproken-woord- en zins-
verwerking onderzocht. In hoofdstuk 2 van deze dissertatie wordt beschreven hoe
aan de hand van een ERP-experiment onderzocht werd op welk moment infor-
matie uit de voorafgaande context een invloed uitoefent op woordherkenning. De
proefpersonen die deelnamen aan het experiment luisterden naar zinnen die
eindigden op een woord dat (a) in semantisch opzicht congruent was (de
betekenis van het woord paste goed in de zin), of (b) in semantisch opzicht
anomaal was (de betekenis paste niet in de zin) en begon met dezelfde fonemen
als het congruente woord, of (c) in semantisch opzicht anomaal was en begon met
fonemen die verschilden van die van het congruente woord. Bijvoorbeeld: “Het
vrouwtje veegde de vloer met een oude bezem/beker/krater”. Het moment waarop
het ERP-signaal van één van de twee semantisch anomale condities begint af te
wijken van de congruente conditie, het begin van een congruentie-effect, geeft
aan dat op dat moment context een invloed uitoefent op het woordherkennings-
proces.
De resultaten lieten zien dat het begin van het congruentie-effect tussen de
experimentele condities met bezem en krater, op 220 ms na het begin van het
gesproken woord lag. Het begin van dit congruentie-effect lag 50 ms voor het
begin van het congruentie-effect tussen de condities met bezem en beker. Dus, op
220 ms na het begin van een woord heeft context al een effect op gesproken-
woordherkenning. Bovendien zagen de congruentie-effecten er verschillend uit.
Daar waar in het geval van het verschil tussen de bezem- en beker-conditie enkel
een N400-effect te zien was, ging in het geval van het verschil tussen de bezem-
en krater-conditie een vroeg negatief effect vooraf aan het N400-effect. Dit vroe-
gere effect bereikte een maximale amplitude op 200 ms na begin van het woord
en werd daarom het N200-effect genoemd. Het N200- en N400-effect hadden een
verschillende topografische verdeling (hadden op andere plaatsen op de schedel
een maximale amplitude). Een verschil in de topografische verdeling van de
effecten duidt op activiteit van (gedeeltelijk) afzonderlijke groepen neuronen en
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levert dus evidentie voor de bewering dat deze twee effecten verschillende
processen weergeven.
Het optreden van het N200-effect werd toegeschreven aan invloeden van de
zinscontext op de verwerking van gesproken woorden. Zoals de N400 een ERP-
component is die in de context van gesproken-woordverwerking de moeilijkheid
van semantische integratie weergeeft, lijkt de N200 een indicator voor het proces
van lexicale selectie, waar informatie over de woordvorm verkregen uit een fono-
logische analyse van de beginklanken van een woord en inhoudsinformatie,
afgeleid uit de context, samenkomen om het juiste woord uit een set van
geactiveerde kandidaten te selecteren. De amplitude van de N200 wordt geacht
aan te geven of een initiële beoordeling van de set kandidaten die op basis van de
beginfonemen is geactiveerd, de aanwezigheid openbaart van een kandidaat met
de semantische eigenschappen die voldoen aan de contextuele specificaties. Met
andere woorden, er wordt een kleine N200 opgewekt als de set een goede kan-
didaat bevat en er wordt een grote N200 opgewekt als dit niet het geval is.
Nu er een elektrofysiologische indicator voor het lexicale selectieproces
gevonden leek te zijn, werd deze gebruikt om meer inzicht te verkrijgen in het
lexicale selectieproces. Het experiment beschreven in hoofdstuk 3 stelde drie
vraagstukken aan de orde. Kunnen de resultaten van het eerste experiment gere-
pliceerd worden? Hoe zien de bouwstenen van het lexicale selectieproces eruit?
En wat is de temporele relatie tussen lexicale selectie en semantische integratie?
Door gebruik te maken van gesproken zinnen die eindigden met een semantisch
congruent of een semantisch anomaal woord met beginfonemen die verschilden
van die van het congruente woord (bijv. “Het vrouwtje veegde de vloer met een
oude bezem/krater”), konden de belangrijkste resultaten van het eerste experi-
ment gerepliceerd worden. Het congruentie-effect begon op 190 ms na begin van
het woord en bestond uit een N200-effect, gevolgd door een N400-effect met
verschillende topografische verdelingen op de schedel.
Om het tweede vraagstuk te kunnen beantwoorden, kregen de deelnemers
gesproken zinnen aangeboden die in semantisch opzicht ofwel zeer sturend
waren en eindigden op een woord met een hoge voorspelbaarheidsfactor (bijv.
“Het vrouwtje veegde de vloer met een oude bezem”), of juist helemaal niet stu-
rend waren en dus eindigden op een woord dat onmogelijk voorspeld kon worden
(bijv. “Het volgende woord is bezem”). De resulterende ERP-signalen lieten een
N200-effect zien, dat in de tijd duidelijk gescheiden was van het N400-effect:
Beide componenten waren in laatstgenoemde conditie groter dan in de eerder
genoemde conditie. Dit duidt erop dat gedurende het lexicale selectieproces
beoordeling plaatsvindt op basis van de semantische eigenschappen die niet los-
gekoppeld kunnen worden van de lexicale kandidaten. De afwezigheid van sterke
contextuele beperkingen zorgt ervoor dat het moeilijk is om te beoordelen of een
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kandidaat in de geactiveerde set goed past in de voorafgaande zinscontext,
immers alle kandidaten passen even goed. Dit resulteert in een grote N200.
Het derde vraagstuk in hoofdstuk 3 betrof de vraag of semantische
integratie volgt op lexicale selectie van één kandidaat, of dat deze processen in
cascade optreden (d.w.z. dat semantische integratie al gepoogd wordt vóórdat het
selectieproces is afgerond). Om dit vraagstuk te onderzoeken, kregen de
deelnemers semantisch sturende zinnen te horen die eveneens eindigden op
semantisch congruente dan wel anomale woorden, maar waarbij de zinsfinale
woorden nu slechts deels werden aangeboden (bijv. “Het vrouwtje veegde de
vloer met een oude be/kra”). Een uitgebreide gating-taak was vantevoren
uitgevoerd om uit te zoeken of het afbreekpunt van elk woord vooraf ging aan het
identificatiepunt (IP) van dat woord. Dat wil zeggen dat de woorden werden
afgebroken voordat ze, wanneer ze in isolatie zouden worden aangeboden,
herkend konden worden. De resultaten lieten een N200-effect zien, gevolgd door
een N400-effect. Deze bevinding werd gezien als evidentie voor het feit dat
lexicale selectie en semantische integratie cascaderende processen zijn. Het
semantische integratieproces wordt opgestart nog voordat selectie van één
(anomale) kandidaat is afgerond (als je bedenkt dat een cascade een kleine
waterval is, had men op basis van de kaft van deze dissertatie wellicht al kunnen
vermoeden dat dit de bevinding zou zijn!). Een aanvullend experiment, waarbij
de volledig gepresenteerde zinsfinale woorden waren opgesplitst in een groep
van woorden met een vroeg IP en een groep van woorden met een laat IP
bevestigde deze resultaten. De factor vroeg of laat IP beïnvloedde noch het begin
van het N400-effect, noch de piek van de N400. In het geval van woorden met
een vroeg IP, met een gemiddelde van 230 ms na begin van het woord, zette het
congruentie-effect 50 ms voor het IP in. In het geval van woorden met een laat IP,
met een gemiddelde van 340 ms, zette het congruentie-effect 140 ms voor IP in.
Deze resultaten wijzen erop dat het semantische integratieproces niet wacht
totdat één kandidaat is geselecteerd op basis van een fonologische analyse van
het spraaksignaal. In de aanwezigheid van een lexicale kandidaat die voldoet aan
de contextuele specificaties, kan selectie snel plaatsvinden en wordt integratie
van de betekenis van de kandidaat in de voorafgaande zinscontext niet gehinderd,
wat resulteert in een zeer lage N400. Echter, in het geval van een semantisch ano-
maal woord met beginfonemen die afwijken van een congruente kandidaat, geven
de resultaten aan, dat in een semantisch sturende zin, lexicale selectie moeilijk is
(een grote N200) en semantische integratie (weergegeven door de N400) wordt
opgestart voordat het selectieproces is afgerond (begin N400-effect ligt voor IP).
Dit duidt erop dat lexicale selectie en semantische integratie cascaderende of
deels overlappende processen zijn en er pogingen worden ondernomen tot
semantische integratie van een aantal kandidaten dat nog overeenkomt met het
akoestische signaal.
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De experimenten in hoofdstuk 2 en 3 lieten duidelijk zien dat context al vroeg
een invloed kan uitoefenen op het begrijpen van gesproken-woorden. In
hoofdstuk 4 werd het relatieve tijdsverloop van het gebruik van verschillende
aspecten van contextuele informatie, zoals semantisch en syntactische (gramma-
ticale) informatie, tijdens gesproken-woordverwerking onderzocht. Volgt de
informatieverwerking de incrementele manier waarop verschillende bronnen van
informatie in het spraaksignaal beschikbaar komen, of dient specifieke syntac-
tische informatie over de grammaticale categorie waartoe een woord behoort
eerst verwerkt te zijn, voordat semantische integratie plaats kan vinden? Er zijn
een aantal aanwijzingen in de literatuur die de laatste veronderstelling van seriele
verwerking ondersteunen. Om dit te onderzoeken werd er aan de deelnemers van
het laatste experiment semantisch sturende zinnen aangeboden met een kritisch
woord dat (a) in semantisch en syntactisch opzicht congruent was (d.w.z. dat het
woord qua betekenis en grammaticaliteit goed in de zin paste), of (b) in
semantisch en syntactisch opzicht incongruent was (niet paste), en begon met
dezelfde fonemen als het congruente woord, of (c) in semantisch en syntactisch
opzicht incongruent was en begon met fonemen die verschilden van die van het
congruente woord. Bijvoorbeeld: “Het vrouwtje veegde de vloer met een oude
bezem/bedelde/kliederde gemaakt van twijgen”. Voor beide condities met een
semantisch en syntactisch incongruent woord werd het moment bepaald waarop
het woord in syntactisch opzicht niet langer paste in de voorafgaande context, in
dit geval het moment waarop het woord geen zelfstandig naamwoord meer bleek
te zijn, maar een werkwoord. Dit moment werd het category violation point
(CVP; woordcategorie-schendingspunt) genoemd en lag gemiddeld op 336 ms na
begin van het woord voor de conditie met bedelde en 324 ms voor de conditie
met kliederde.
De resultaten toonden een N200-effect in de conditie met kliederde t.o.v. de
conditie met bezem. Daarbij lag het begin van het congruentie-effect op 170 ms
na begin van het kritische woord. Beide incongruente condities wekten een grote
N400 op, gevolgd door een LAN gekoppeld aan CVP en een P600. Daar waar het
N400-effect problemen in semantische integratie aanduidt, blijkt uit literatuur dat
zowel de LAN als de P600 gerelateerd zijn aan de syntactische verwerking van
een woord. Een belangrijke bevinding is dat in beide incongruente condities, de
N400 inzette voordat informatie over de woordcategorie was vrijgekomen. Dus
in het geval van bedelde, zette de N400 in vóór CVP, dat voor de ligt. Als je dan
bedenkt dat het woord op dat moment nog niet herkend kan zijn (immers het
woord kan dan ook nog het semantisch anomale, maar syntactisch congruente
zelfstandig naamwoord bedelaar worden), komt deze bevinding overeen met de
resultaten van de twee experimenten die in hoofdstuk 3 zijn beschreven, waaruit
bleek dat semantische integratieprocessen van start kunnen gaan voordat de
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akoestische informatie selectie van een unieke (anomale) kandidaat mogelijk
maakt.
Deze resultaten zijn een duidelijke indicatie dat in tegenstelling tot eerdere
resultaten beschreven in de literatuur, kennis van de syntactische woordcategorie
niet nodig is voordat semantische integratie kan plaatsvinden. Het blijkt dat er
tijdens de verwerking van gesproken woorden direct gebruik gemaakt wordt van
elke bron van contextuele informatie. Als op basis van een interactie van een set
lexicale kandidaten met contextuele specificaties, een semantische schending
eerder wordt gedetecteert dan een syntactische schending, wordt dit tijdsverloop
zichtbaar in het ERP-signaal. Deze bevindingen werden derhalve geïnterpreteerd
als evidentie voor een cascade-model voor het proces van herkenning van
gesproken woorden. Een dergelijk model zou uit moeten gaan van een optimaal
gebruik van contextuele informatie, door semantische en syntactische informatie-
verwerking in parallel plaats te laten vinden na activatie van een set kandidaten
op basis van een fonologische analyse van de eerste fonemen van een woord, en
lexicale integratie van start te laten gaan met een beperkt aantal kandidaten dat
nog overeenkomt met het akoestische signaal.
Tenslotte lijkt een kleine toets in de praktijk, waaraan een aantal familie-
leden en vrienden deelnamen, uit te wijzen dat ook buiten de experimentele
omgeving context al vroeg een effect uitoefent op gesproken-woordherkenning.
Afgemeten aan hun uitbundige reacties bleek dat alle deelnemers eenvoudig en
snel het juiste woord konden selecteren en integreren na het horen van de
woorden: "Eindelijk ben ik klaar met het schrijven van mijn proe".
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