Though heterodyne detection provides a valuable technique for detecting small signals, the conventional system has several inherent disadvantages.
Introduction
Heterodyne detection is useful in several configurations, among which are the detection of scattered or reflected radiation from a moving target (Doppler radar) and communications.' Its use has been demonstrated in many regions of the electromagnetic spectrum including the ir, 2 -5 the visible, 6 -1 and the microwave. Its advantages as a detection technique are well known: high sensitivity, frequency selectivity, and strong directivity. For radar applications, it provides a major method of recovering desired signals and removing clutter. The significant improvement in sensitivity that it provides arises from knowledge of the Doppler frequency (also called the heterodyne frequency or the intermediate frequency, IF), which permits a narrow receiver bandwidth centered about cations link, the received signal is very strong or the radial target (transmitter) velocity is known, this is easily accomplished. In an earth-based communication system, the same applies provided the frequency difference between the transmitter and local oscillator (LO) is known.
The extension of microwave heterodyne techniques into the ir and visible, and the attendant increase in the Doppler shift by many orders of magnitude for target of a given velocity, has provided better target resolution capabilities;' 0 but there have been attendant difficulties. If the radial velocity of a target or the frequency difference between the transmitter and LO in a communications system has not been established, for example, then the heterodyne frequency is not known, and it may be very difficult to acquire a weak signal using the standard technique. In fact, an unknown IF may necessitate the use of broad bandwidth detection and electronics, resulting in a degraded signal-to-noise ratio (SNR), or perhaps the use of frequency scanning of the receiver or the LO. The rate of such scanning is, of course, limited by the time response of the system. Furthermore, to keep the heterodyne signal within the electrical passband of the system, the LO frequency must be relatively stable with reference to the signal frequency and yet tunable so it can track the Doppler shift, which varies in time. Returns from nonsolid targets (e.g., gases and plasmas) are generally broader than returns from solid targets, due to the constituent particle velocity distribution-thus demanding larger bandwidths. It is noted that these various difficulties are more acute in the ir and optical, where large values of the IF are encountered (Doppler-shift is proportional to the radiation frequency).
In this paper we discuss the operation of a threefrequency nonlinear heterodyne detection scheme for cw radar and analog communications use. The concept, which is similar to heterodyne radiometry, was first proposed in 1969 by Teich,' and experimentally examined in 1972 by Abrams and White. ' 2 It provides the near-ideal SNR offered by conventional heterodyne detection, while eliminating many of the difficulties discussed above. In Part 2 of this paper' 3 we apply the scheme to digital communications and pulsed radar.
As defined by our usage, the designation nonlinear refers to the electronics following the detector and not to the process itself, which could always be referred to as nonlinear since it involves mixing or multiplication. In this system, two signals of a small but well-known difference frequency, Av, are transmitted. With the LO frequency, fL, we have a three-frequency mixing system. Aside from the heterodyne mixer, a nonlinear element such as a square-law device is included to provide an output signal at a frequency very close to Av regardless of the Doppler shift of the transmitted signals. This scheme obviates the need for high-frequency electronics, thus improving impedance matching, system noise figure, and range of operation over the conventional case. The usual frequency scanning is eliminated as is the necessity for a stable LO. And, it allows targets to be continuously observed with Doppler shifts of considerably greater magnitude and range than previously possible. This is particularly important in the ir and optical, where Doppler shifts are generally large,' 0 and the importance of this technique is expected to be emphasized in these regions. Furthermore, it is possible for the three-frequency system to have a higher output SNR than the conventional system, as we will show later. Problems in the tracking of nonsolid targets are minimized since Doppler information is eliminated; nevertheless, an additional tunable filter may be inserted in the system if Doppler information is required. We investigate the sinewave signal case as well as the Gaussian signal case with both Gaussian and Lorentzian spectra. The main results are expressed as the output SNR for the system in terms of the input SNR.
Configuration
In Figure 1 , we present a block diagram for a radar version of the system. A transmitter emits two waves of frequencies f1 and f2, whose difference fc = If1 -21 = AP is known to high accuracy. (This is particularly easy to accomplish if the transmitter is a two-mode laser, since the modes tend to drift together keeping fc constant, or if it is a single-frequency laser modulated into two frequency components.) The waves are Doppler shifted by the moving target, the nature of which is unimportant. Thus, a wave of frequency f will return with a frequency r' given by the standard nonrelativistic Doppler shift formula
where v 11 is the radial velocity of the target and c is the speed of light. Therefore, after scattering from the target, and choosing f' > f2, the new frequency difference between the two waves fc' is given by
Aside from the frequency shift that results from the Doppler effect, there may be a frequency broadening of each wave associated with the scattering by a moving target in a typical radar configuration. For a rotating target, this broadening is of the order 4RwI/X, where R is the radius of the target, wI is its component of angular velocity perpendicular to the beam direction, and X is the wavelength of the transmitted signal. 4 For practical systems, as will be shown later, the difference f,' -f, is much smaller than the broadening effects and may usually be neglected. We can therefore choose fc' = fo with high accuracy.
The receiver includes a heterodyne mixer with an LO followed by a blocking capacitor and a bandpass filter with bandwidth Af = & -fi. Here f,& and fi are the upper and lower cutoffs, respectively, of the bandpass filter. When Doppler information is poor (in which case the three-frequency system is particularly useful), Af will be large so it will cover a wide frequency range. In the following, we therefore pay particular attention to the case where fi -0, so Af = f,,. The noise arising from the strong LO is assumed to be shot noise, which in the high current limit becomes Gaussian, as illustrated by Davenport and Root.' 4 To good approximation, the spectrum may be taken to be white. The latter part of the receiver is a square-law (or other nonlinear) device and a narrow bandpass filter centered at frequency fc = If l-
f21.
The details of the system are given in the following sections.
Ill. Three-Frequency Heterodyne Mixer
The mixer consists of a photodetector and a local oscillator. We are interested in determining the signal-to-noise ratio at the output of the photodetector. The input electric field consists of three plane, parallel, and coincident electromagnetic waves that are assumed to be polarized and to impinge normally on the photodetector. Spatial first-order coherence is assumed over the detector aperture. The total incident electric field Et may therefore be written as Here w, and W2 are the angular frequencies of the two incoming signals, (, and p2 are their phases, and WL is the angular frequency of the LO beam. The quantities Al, A 2 , and AL are the amplitudes of the three waves, all of which are assumed to have the same plane polarization. In the ir and optical, the output of a photodetector or mixer is proportional to the total intensity of the incoming waves. Taking into account the quantum electrodynamics of photon absorption by optical and ir detectors, 5 ,11,1 5 ,1 6 the output signal r consists only of difference-frequency terms and dc terms. Thus (4) where ,B is a proportionality constant containing the detector quantum efficiency. If the incident waves are not spatially first-order coherent and/or polarized in the same direction, the usual decrease in r will occur.2.3. [5] [6] [7] [8] Since the LO beam may be made much stronger than those of the two signals, i.e., AL >> Al, A 2 , we can write
The term containing w -W2 has been neglected because of its relatively small amplitude. We now define rdc-13(AI
and
The mean-square photodetector response is then given by
where P, P 2 , and PL are the radiation powers in the two signal beams and in the LO beam, respectively.
If we consider the noise response rn of the detector as arising from shot noise, which is the case for the photoemitter and the ideal reverse-biased photo- (r ) = 2erd_ f, (8) in which Af is the noise response bandwidth and is determined by the Doppler uncertainty, and e is the electronic charge. For a comparatively strong LO, we have rd, = 7ePLhfL. (9) where is the quantum efficiency and h is Planck's constant. From Eqs. (7), (8) , and (9), the signal-to-noise power ratio (SNR) Now Pr is the total input signal power, and (SNR) is referred to as the input signal-to-noise ratio to the square-law device following the photodetector.
IV. Full-Wave Square-Law Device
By use of a blocking capacitor, the dc part of the photodetector response rdc can be filtered out. The signal, which then has zero mean, is sent to a fullwave square-law device. If we let
and let n(t) be the noise, then using a generalization of the direct method of Davenport and Root,' 8 we can write the input to the square-law device x (t) as
The output of the square-law device y(t) is then given by (12) where a is a scaling constant. For a stationary random process, the expectation value of y(t) is 
from which the mean-square value of y(t) is evaluated to be (17) in which If we know the exact forms of these correlation functions, we can use the Fourier transform to obtain the power spectral density of the output that will, in turn, enable us to evaluate the final output signalto-noise power ratio for the three-frequency system.
V. Pure Sinewave Input Signals

A. Input Power Spectral Density
We now assume that the two inputs to the photodetector are pure sinusoidal waves with constant phase over the spatial extent of the photodetector. The amplitudes Aa and Ab are, in this case, constant; the phases 0°a and 'pb are taken to be random variables uniformly distributed over the interval (0, 21r) and independent of each other. We easily obtain
with r = -t 2. Similarly
The total correlation function of the input signal R (r) is the sum of the individual correlation functions
Taking the Fourier transform, we obtain the power spectral density for the input signal, (23) where fa = a/27r = f, -fL and fb = wb/2-r = f2 -fL. The shot noise arising from the strong LO is taken to be white Gaussian over the frequency band [Ofn ] . Thus, the noise spectrum is
(18b) The total input power spectral density S, (f ) includ-(18b) ing the noise is shown in Fig. 2 (25a)
We note that because of the zero means, The total signal-by-signal correlation function Ssxn(f)
R, xs (r) is therefore given by Rsxs(T) = Raxa(T) + Rbxb(T) + RaXb(T)
for Gaussian noise,1 9 Eq. (18c) for the noise-by-noise part becomes
whence
For the input noise spectrum described by Eq: (24),
we have
Equation (32) can therefore be simplified to 
Equation (28) is shown in Fig. 3 .
For the signal-by-noise part, we have from Eqs.
(18e) and (18f) that
The corresponding power spectral density is then
where S(/ -f o) indicates that fo replaces 0 as the center frequency. This spectral density is plotted in We will consider two extreme cases:
Since fc = -b is known with great accuracy, we can place a bandpass filter, with center frequency fc, after the square-law device and obtain an output signal at this frequency. We wish to obtain the output signal-to-noise ratio (SNR) 0 in terms of the input signal-to-noise ratio (SNR)i = (SNR)power for the two extreme cases indicated in the previous section. Fig. 6 . The total power spectral density at the output of the square-law device for the sinewave case (not to scale). Correspondence between letters in figure and abscissa frequencies are (A) 
The first term is due to the s Xn interaction, and the second term is due to the n Xn interaction. Equation (36) can also be obtained from Eqs. The final signal-to-noise ratio at the output of the bandpass filter for this first case is therefore given by
The input signal power Si and noise power Ni are, from Fig. 2 ,
arbitrary value of B can easily be obtained from Fig.   6 and its associated equations.
If f = a -fb 0, the minimum value for (SNR), is obtained:
A log plot of Eq. (41) 
If we choose ft = f -fb = f, a maximum value for the (SNR)o is obtained:
The log plot of Eq. (44) is also given in Fig. 7 ; the result is the (SNR),min curve shifted vertically upward by log 2. It now becomes clear that, for intermediate cases, i.e., 0 < f < f, the (SNR), curve will lie in between the curves (SNR) min and (SNR), max. Thus, from a signal-to-noise ratio point of view, it is preferable to maintain the known difference frequency Av 
The output signal-to-noise ratio is therefore' inversely proportional to B, indicating that a small value for the final bandwidth is desired. Actually, B should be chosen much smaller than /,n so the above results can be exactly correct, although results for an to-noise ratio depends on the relative values of (fa -fb) and fln, and lies in the shaded region. This curve also applies to the Gaussian signal case, provided that the quantity kp is replaced by kG or kL, for Gaussian and Lorentzian spectra, respectively (see text 
VII. Application to Radiowave and Microwave Frequencies
Thus far, we have been especially concerned with absorption detectors operating in the optical and ir regions of the electromagnetic spectrum (h v >> kT, where k is the Boltzmann constant and T is the detector temperature). In this case, the intensity of the incoming wave is obtained from the analytic signal and excludes double-and sum-frequency components. 5 
h << k T).
For low frequencies, the intensity is related to the square of the electric field, I E 2 . For a diode mixer that is either operating in the square-law regime, or in the linear regime followed by a square-law device, the detector response r for a three-frequency system is then given by the classical expression Once the target is ascertained to be present, a wide bandpass filter can be gradually narrowed about 2 If 1-fLI or 2 12' -fLI and thereby used to obtain Doppler information. Alternatively one could, of course, switch to a conventional configuration.
Vill. Operation in Other Configurations
It is of interest to examine the operation of the three-frequency nonlinear heterodyne system in a variety of configurations 2 0 different from those as-sumed earlier. In this section, we consider the behavior of the system under the following conditions:
(1) at zero frequency (dc), (2) without a final bandpass filter, (3) with increased Doppler information, (4) as an optimum system with no uncertainty in Doppler shift, and (5) with a vth-law nonlinear device other than square-law. We also consider consequences of four-frequency nonlinear heterodyne detection.
Assuming that B -0, a calculation of (SNR) 0 for the final filter centered at zero frequency rather than at ft yields the result given by Eq. (41) with kp = 1, thus independent of /, Aa, Ab, and B. The advantageous factor A,/B therefore does not appear in the equation. For B > 0, the noise increases while the signal does not, thus the above result is optimum.for zero frequency. It must be kept in mind, however, that this result has been obtained for a system containing a blocking capacitor (see Fig. 1 ).
If we altogether omit the final bandpass filter, a rather complicated expression for (SNR), obtains. Assuming that fa and fb are much smaller than f, and with A, = Ab, the MDP is calculated to be 
IX. Gaussian Input Signals with Gaussian Spectra
The sinusoidal signal assumption is, in many cases, an idealization that provides simple physical and mathematical insights into a problem. In most real situations, however, the heterodyne signal will have a narrowband character.
2 - 5 11 This may be due to the surface roughness of a scattering target in a radar system or due to the modulation imposed on the carrier in a communications system. For a scatterer returning Gaussian radiation, experiments show that the power spectral density is also frequently in the Gaussian form. 4 ' 5 22 23 It is the purpose of this section to investigate this case.
We assume that the two signal inputs to the photodetector, El(t) and E 2 (t), take the form of narrowband Gaussian processes:
where, for any given t, the two independent amplitudes A (t) and A 2 (t) are random variables with Rayleigh distributions and the two independent phases o and 2 are uniformly distributed over the interval (0, 2-). It should be noted that the independent amplitude case considered here is appropriate only for a sufficiently large value of Av and for sufficiently large targets. After mixing with a stable LO and filtering out the dc portion, the signal input to the square-law device is easily found to be4,5,11 
s(1) = Aa(t) cos(wat + Pa) + Ab(t) cos(wbt + 0b).
(58)
A. Input Power Spectral Density
The power spectral densities for the narrowband Gaussian inputs are also taken to be Gaussian. Thus
where Pa and Pb represent the peak values of the Gaussian distributions, and a and 'Yb are their standard deviations. The signal powers are then given by
(60b)
The noise input once again is assumed to be white Gaussian over the real frequency band [0, J] and therefore has the same spectral density as the sinewave input case. The total power spectral density at the input to the square-law device is presented in Fig.   8 (compare with Fig. 2 for the sinewave case).
B. Output Power Spectral Density
Because the signals are stationary Gaussian processes, the signal-by-signal correlation functions at the output of the square-law device are given by [see 
Saxa(f)
with the identical result for Sbxb(/) (b replaces a). Furthermore, using Eq. (18d), we obtain
The total signal-by-signal power spectral density
Ss xS(/) is, of course, given by
lb) and is shown in Fig. 9 (compare with Fig. 3 sinewave case).
For the signal-by-noise part, we have
R ( T) = Raxn(T) + Rbxfl(T),
and, from Eq. (18e), we write
which Fourier transforms to (64) for the (65) (66)
This can be readily evaluated to yield 
The input signal power is, from Eq. (60), given by
The input noise power is the same as for the sine- The input signal-to-noise ratio (SNR)i is simply
and the output signal-to-noise ratio (SNR) 0 can be easily evaluated:
These equations are identical to Eqs. (39) and (43) with the exception that the factor kp [Eq. (40)] has been replaced by the factor kG given by Fig. 10 . Assuming that the standard deviations ya and Yb are small in comparison with the width of the plateau regions in Fig. 4 , the plot will be very similar to that of the sinewave case. The only notable difference is the rounding of sharp corners. Small values of ya and Yb also guard against spectrum overlap, which would make the solution of the problem more difficult. The noise-by-noise power spectral density is the same as that for the pure sinewave case (Fig. 5) . The total output power spectral density Sy(f) is plotted in 
in analogy with Eqs. (41) and (44). The results presented in Fig. 7 are therefore also appropriate to this case with the substitution of kG for kp. it is for the pure sinewave case," the results presented in Sec. VI apply directly with the simple replacement of kp by kG; thus 
Xi. Gaussian Input Signals with Lorentzian Spectra
In those cases where the narrowband Gaussian signal inputs possess Lorentzian power spectra rather than Gaussian power spectra, the input power spec- For equal powers in both beams, therefore, the final signal-to-noise ratio for the Gaussian case is degraded in comparison with the sinewave case by the factor 
, it is sufficient to examine the function z(u) sketched in Fig. 12 . It is apparent that k, and therefore (SNR), increases with decreasing B. This evidences the fact that the noise power decreases more rapidly than the signal power as the bandwidth B is narrowed on fc = fa -fbThis effect can be observed in Fig. 11 .
Here D. and Db are arbitrary constants, and ra and rb are constants reflecting the spectral width. Performing the inverse Fourier transform, the autocorrelation functions are found to be 
(83b)
ra +b T2a ,+Trb
For both sinewave and Gaussian signal inputs, therefore, it is desirable to minimize B. The limitation, of course, is provided by the unequal Doppler shifts of the two input signals. For a given bandwidth B, furthermore, it is understood that all of the signal will be detected in the sinewave case, though only a portion of it will be detected in the Gaussian case.
with 0 < tan-lx < r (negative angles excluded). .0
with 0 < tan -lx < r. 10 to obtain
Using an input It is not difficult to show that the behavior of the function (tan-' v)/v is similar to that of z(u) (see Fig.   12 ). The maximum value occurs at the origin, so in this case too, optimum operation occurs for B -0. Furthermore, using the replacements 1rDa 
Thus, the present case also reduces to the sinewave case as the spectral width approaches zero with the power fixed. Similarly it is clear from the above that for fixed B, the spectral width, as determined by the quantity (Pa + rb), should be minimized if possible.
XII. Numerical Example
As an example of three-frequency nonlinear heterodyne detection, we consider a CO 2 laser radar operating at 10.6 ,um in the ir 5 , 24 , 25 (see Fig. 1 ). If we assume that we wish to acquire and track a 1-m radius satellite with a rotation rate of 1 rpm, the expected bandwidth (resulting from rotation) of the radar return is of order 4RwI/X -40 kHz. 4 We therefore choose a difference frequency, fc, at a (convenient) value of 1 MHz, whicheliminates spectrum overlap. If the satellite has a radial velocity -10 km/sec, the Doppler frequency is 2GHz, yielding a value fc' -f = 2v1-fJc/c -60 Hz. This shift is very small indeed compared with general frequency modulations in an ordinary heterodyne system, justifying the assumption that f' -f, -0. Thus, assuming we have only an upper bound on the satellite velocity, i.e., its velocity may be anywhere in the range of 0-10 km/sec, we choose Af = f--2 GHz and B -20 kHz. The MDP for this system would, therefore, be (31/2 hv/i?) (B fA)"/2 which is equivalent to the MDP obtained from a conventional setup with a bandwidth of approximately 10 MHz. If the Doppler shift is more confined, the MDP is correspondingly reduced. For strong returns, of course, the SNR will show an enhancement commensurate with the bandwidth B. Thus, the advantages of the three-frequency heterodyne system may be secured with such a radar. Similar results would be obtained at other frequencies; in the microwave, for example, fc may be made as small as tens of Hz. In some cases, it may be possible to reduce clutter by the insertion of an extremely sharp notch filter at exactly f,
XIII. Application to an Analog
Communications System
Use of the three-frequency method for a communications system (in which the transmitter and receiver may be moving relative to each other) is similar to the radar already described, and is indicated in Fig.   13 . Note, however, that only one of the carrier waves (f 2 ) is modulated, and that a demodulator is included. By modulating only one of the beams, the s Xs component reaching the demodulator results from the convolution of a delta function (at fi ) with the modulated signal (centered at f2), which is simply the original undistorted spectral information ready for demodulation by a suitable device such as a mixer, an envelope detector, or a discriminator. The maximum rate at which modulation may be decoded (or the information capacity) of the system will, of course, depend on the time response of the system, which is usually governed by the final bandwidth B. We could, in the alternative, construct-an analog FM communication system in which a single frequency laser beam is split into two frequencies by a modulator (e.g., an acoustoopitc modulatory). In that case, the frequency difference f, will carry the information. In the absence of information (i.e., fc constant), ft will be spectrally very pure (it should be as narrow as the spectral width of the modulator drive signal). Thus the three-frequency nonlinear system could provide the advantage of lower deviation and thereby provide bandwidth compression.
XIV. Summary
The three-frequency nonlinear heterodyne scheme is found, in certain respects, to have advantages over the conventional two-frequency system. One advantage is the possibility of increasing the signal-to-noise ratio and detection sensitivity, particularly when little Doppler information is available. It provides an output signal at a well-known difference frequency regardless of the Doppler shift of the transmitted signals. The usual frequency scanning of the LO or receiver is therefore eliminated.
It allows a target to be continuously observed with Doppler shifts of considerably greater magnitude and range than previously possible. The system is also angle independent in the sense that the Doppler shift is proportional to the radial velocity and therefore is generally a function of angle. A wide bandpass filter following the square-law device can be gradually narrowed about 21il' -LI or 2f2' -il to obtain Doppler information. If Doppler information is increased, we find that the signal-to-noise ratio can be improved, in accordance with our expectations. The optimum three-frequency nonlinear MDP was obtained assuming full Doppler information was available. Since the use of a two-frequency transmitter can be considered as a special case of a modulated single-frequency beam, the proposed system can be thought of as a heterodyne version of signal extraction at a predetermined modulation frequency. Thus, the technique is similar to heterodyne radiometry 2 6 but carefully takes into consideration the effects of Doppler shift and signal statistics. Since Doppler shift is generally not an issue in the usual heterodyne radiometer detection scheme, the final filter bandwidth (associated~~~~~ with the integration time) can almost always be made arbitrarily small; furthermore, it is often possible to maintain a fixed phase relationship between the reference and detected signals, so an additional factor of 2 (arising from coherent detection) becomes available. These specific benefits are not available for three-frequency nonlinear heterodyne detection. Under the usual conditions of Doppler uncertainty, optimum operation exists with the known difference frequency f at a maximum value close to ftn and requires that the radiation power be equally divided between the two received beams. Processing of the dc output from the square-law device was not found to be useful when a blocking capacitor is included in the system. Four-frequency mixing was found to provide acceptable performance only when one of the LO frequencies is substantially attenuated.
Signals of three varieties were considered: (a) sinewave input signals, (b) Gaussian input signals with Gaussian power spectra, and (c) Gaussian input signals with Lorentzian power spectra. Taking the pure sinewave case as a standard, the output signalto-noise ratio for Gaussian signals is degraded by the factor [2@b(u) -1] < 1 (for Gaussian spectra) or by the factor (1/4)tan-1 [4v/(4 -2 )] < 1 (for Lorentzian spectra), where u and v are quantities proportional to the bandwidth B of the final narrowband filter. In all cases, decreasing B serves to increase the signalto-noise ratio and decrease the minimum detectable power. In the Gaussian cases, it was found desirable to keep the width of the spectra as small as possible to maximize the signal-to-noise ratio.
The principle is applicable in all regions of the electromagnetic spectrum where conventional heterodyne detection is useful.
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