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Abstract-we investigate the onset of chaotic resonance (CR) behavior by studying the dynamics 
of chaotically driven bistable systems near the crisis bifurcation point. Our analysis reveals the 
existence and identification of a characteristic natural frequency associated with the dynamics of the 
system confirming that classical resonance is responsible for CR. We also classify the different routes 
via which CR can originate. The ability to manipulate the route to CR can be of importance in 
developing technological applications. @ 2000 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Stochastic resonance (SR) is a cooperative phenomenon whereby the response of a nonlinear sys- 
tem to a weak periodic modulation signal is amplified in the presence of a particular amount of 
noise. The first reported application of SR was to explain the observed periodicity in the occur- 
rence of the ice ages [l]. Since then SR has been observed in several systems including optically 
bistable systems [2,3], electron spin resonance devices [4], a magnetostrictive oscillator [5], and 
analog electronic circuits [6]. In these systems, SR is manifested as a regular switching between 
different states of the systems where the amplitude of the noise term is appropriate. The ori- 
gin of SR lies in the fact that the periodic driving force introduces a degree of coherence into 
the otherwise randomly occurring transitions between the coexisting stable states. Theoretical 
studies of SR have been carried out for a discrete two state model and also for monostable and 
bistable continuous systems. These have been based on approximate and numerical solutions of 
the Fokker-Planck equation [6-81. A behavior similar to stochastic resonance [g-12] has also been 
observed in chaotically driven systems [13]. 
A chaotic signal can be considered to be another form of a noisy signal. Therefore, it may 
be expected that the response of a nonlinear system subjected to a chaotic driving signal can 
be an effect similar to SR. Such a result was first observed by Ippen et al. [14] in numerical 
simulations. Subsequently, Pecora and Carroll in experiments on electronic circuits [15] have 
established that crisis bifurcations are responsible for the occurrence of chaotic resonance (CR). 
They also indicated the possibility for analyzing SR within the framework of dynamical systems 
theories. 
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Crisis bifurcations [16] are global bifurcations involving a chaotic attractor. A crisis is associ- 
ated with a sudden discontinuous change in a chaotic attractor as a system parameter is varied 
past a critical value. This can occur in three ways: in the first, a chaotic attractor is destroyed 
as the parameter passes through a critical value (Type 1); in the second, the size of the chaotic 
attractor suddenly increases (Type 2); in the third, type two chaotic attractors merge to form a 
single attractor (Type 3). 
2. THEORETICAL DEVELOPMENT 
In this work, we investigate the dynamics of chaotically driven systems near their crisis bifur- 
cation point. We show that resonance is possible on periodic modulation of such a system as 
a result of the matching of the modulation frequency with the characteristic natural frequency 
associated with the dynamics of the unmodulated system, when the latter is near its crisis bi- 
furcation point. It is shown that changing the chaotic driving signal can lead to changes in the 
type of crisis bifurcation. Employing the power spectrum to characterize CR, we show that the 
qualitative features of the power spectrum depend on the nature of the crisis. This enables us to 
classify the different routes via which CR can originate. Our results are also in conformity with 
some of the reported results of conventional SR. 
We first consider the bistable double-well system g = XZ - x3 subjected to a chaotic forcing 
signal generated using the X variable of the Rossler system [17]. For the sake of completeness, the 
Rossler system has been given in the caption to Figure 1. The system considered is represented 
by the following equation. 
dx 
- = Xx - x3 + klX. 
dt 
The equations representing the Rossler system can be written: 
dX -=-y-z, 
dt 
dY 
- = x + o.ar, 
dt 
g = 0.2 + 2(X - 9). 
(lb) 
Oc) 
The parameter kr controls the magnitude of the additive chaotic forcing. We have chosen X = 5 
in our study. For sufficiently small values of ICI, system (1) has two stable oscillatory states. As 
the parameter kr is increased through a critical value, one of the oscillatory states is destroyed 
Figure 1. Dependence of the maximum amplitude of oscillation A of system (1) 
on the magnitude of chaotic forcing /cl. The chaotic forcing was generated using 
the X variable of the Rossler equations: s = -Y - 2, g = X + 0.2Y, g = 
0.2 + Z(X - 9). 
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in a Type 1 crisis and the system has only one stable oscillatory state, i.e., the forced system 
loses its bistable nature. There is a gradual increase in the amplitude of the oscillations of 
this stable oscillatory state as kr is increased further. The typical dependence of the maximum 
amplitude (A) of the oscillations of z on kr is shown in Figure 1. At a second critical value near 
kr/knT/0.3593, there is a sharp increase in the maximum amplitude of the oscillations. This is 
classified as a hard transition and corresponds to a Type 2 crisis. Across this bifurcation point, 
the system undergoes oscillations intermittently spanning the region across both the fixed points 
of the unforced system. 
As we show below, this second crisis at lCu~ appears to be vital for the occurrence of CR. We 
have observed that following this crisis, it is possible for the system to display an enhanced sensi- 
tivity to even weak modulation signals. The mechanism for the occurrence of such behavior can 
be explained in terms of classical resonance provided there exists a natural frequency associated 
with the dynamics of the unmodulated system. Figure 2a shows the power spectra of system (1) 
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Figure 2. Power spectra, in the absence and in the presence of periodic modulation 
to system (2), respectively. The spectrum in (a) shows the existence of a natural 
frequency very close to Type 2 crisis point, /cl = 0.3593. The spectra in (b) and (c) 
show the strengthening of the power at the natural frequency. (b) in the absence 
of periodic modulation signal (Icr = 0.377). and (c) in the presence of a very weak 
periodic modulation signal (kr = 0.377, kz = 0.0025, w = 0.90) respectively. The 
extreme sensitivity of the system is reflected in an increase of the total power at the 
modulation frequency. The chaotic forcing was generated using the X variable of the 
Rossler system of equations. 
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Figure 2. (cont.) 
very close to the crisis bifurcation point. The characteristic frequency associated with the tem- 
poral evolution of the system near the crisis point can be clearly identified from the figure. As Ici 
is increased past &r, the dynamics of the system becomes more regular, at least up to a certain 
magnitude of the strength of chaotic forcing. This is reflected in the power spectra as an increase 
in the power at the natural frequency (Figure 2b). The presence of a natural frequency near the 
crisis point of the unmodulated system implies that the dynamic behavior typically observed in 
systems exhibiting CR can be due to a cooperative interaction between the natural frequency 
and the modulation frequency. 
Evidence that Type 2 crisis results in an increased sensitivity characteristic of systems showing 
CR, is revealed following the addition of the missing ingredient: the periodic modulation signal 
to system (1). The system is now given by 
dX 
- = xx - x3 + klX + kz co$wt). 
dt (2) 
In the presence of very weak periodic modulation signals, all the bifurcations previously encoun- 
tered occur at slightly different values of ki. The qualitative structure of the dynamics of the 
system, however, is unaffected and corresponds to that shown in Figure 1. In our simulations, 
we have taken kz = 0.0025 and w = 0.90. The effect of subjecting the system even to such a 
weak periodic modulation input is clearly reflected in the power spectra shown in Figure 2c. The 
strong amplification in the response of the system at the frequency of the modulating input is 
clearly visible. This provides a clear indication of resonance occurring in this system. 
We now consider the effect of forcing system (1) using the X variable of the Lorenz equa- 
tions [18]. 
g = lO(Y -X), 
dY 
-=60X-Y-X2, 
dt 
-_XY_sZ. dZ 
dt 3 
These equations have been defined in the caption to Figure 3. Two symmetric attractors co-exist 
for sufficiently low values of forcing strengths, one confined to the well in z < 0 and the other to 
the well in x > 0. As the magnitude of forcing is increased, a crisis occurs. The striking difference 
with the previous case is that this crisis is caused by the merging of the two attractors. This is, 
therefore, a Type 3 crisis. Figures 3a and 3b show the power spectra for forcing values very close 
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Figure 3. Power spectrum of (1) when the chaotic forcing is generated using the X 
variable of the Lorenz system. The spectra in (a) and (b) are in the absence of any 
periodic modulation signal and close to the Type 3 crisis bifurcation point. (a) 1;r = 
0.4155; (b) Icr = 0.41675. The spectrum in (c) is that of system (2) in the presence 
of a weak periodic modulation signal kr = 0.41675, k2 = 0.075 and w = 0.0115. 
Note the presence of the peaks at odd multiples of the modulation frequency and 
the sharp dip near f = 2~. The Lorenz system employed was g = lO(Y - X). 
+ 60X-Y-X2. +Xxl~-?& 
to the crisis point, for kI = 0.4155 and for k1 = 0.41675, respectively. The power sprctruln in 
the presence of the periodic modulation signal for kl = 0.41675, k2 = 0.075, and UJ = 0.0115 is 
shown in Figure 3c. 
74 R. KONNUR et al 
A characteristic feature of the spectrum is the sharp dip near f = 2w which occurs only 
for small magnitudes of the chaotic forcing. This has been observed earlier in stochastically 
driven systems, but remained unexplained [19]. Another characteristic feature of this spectrum 
is that the peaks are located at odd multiples of the modulation frequency. In stochastically 
driven systems, it has been shown that the presence of peaks at odd multiples of the modulation 
frequency is due to the presence of symmetries in the system [19]. Our results show that this is 
the case even for chaotically forced systems with symmetry. We recall that in the previous case, 
presence of Type 2 crisis was a result of asymmetry in the system and the power spectra showed 
peaks at even multiples of natural frequency. From the results of these cases we conclude that 
the qualitative different power spectra are signatures of different routes to CR. 
To test further the hypothesis that CR can occur following a crisis bifurcation, we consider the 
example of the forced bistable Duffing equation. 
!L! + k + 100x3 - 10~ = psin(wt). (4) 
This system undergoes a Type 3 crisis near p, = 0.828. For p < p,, there are two symmetric 
chaotic attractors, one confined to the well in x < 0 and the other to the well in x > 0. The 
two attractors merge as p is increased past its crisis value p,. Since crisis occurs naturally in this 
system, it ought to be possible to observe SR-like behavior by adding a suitable modulating peri- 
odic input into the system. Interestingly, in the presence of modulating signals, the characteristic 
feature of the system is that the power spectrum does not reveal any clear cut signature of the 
occurrence of the SR-like behavior. Earlier Nicolis et al. [20] have shown that chaotic dynam- 
ical systems characterized by intermittent jumps between two preferred regions of phase space 
display an enhanced sensitivity to weak periodic forcing through an SR-like mechanism. Under 
the influence of the modulation, the enhanced sensitivity of their system results in a substantial 
shuffling of their residence time distributions. Such a behavior could be characteristic of another 
route via which SR-like behavior can arise. 
Another class of systems in which it should be possible to observe enhanced sensitivity by 
adding only a periodic modulation signal are the systems exhibiting intermittency [21,22]. In 
the literature, SR has been observed in experiments on a magnetostrictive oscillator [5]. Systems 
in which a subcritical period doubling bifurcation occurs can exhibit Type 3 intermittency. In 
the model of the Duffing equation studied by Kapitaniak [23], SR occurs at the saddle node 
bifurcation point of the periodic orbit. It is possible for a system to exhibit Type 1 intermittency 
following this bifurcation. These two studies indicate that the possibility of the occurrence of SR 
in a system showing intermittent behavior cannot be ruled out. Till the present time, however, 
SR in systems exhibiting intermittency has not been observed experimentally. 
3. CONCLUSIONS 
In this report, we have observed that the nature of the crisis bifurcation occurring in chaotically 
driven bistable systems can be controlled by changing the driving signal. The route to CR depends 
on the nature of crisis bifurcation. The occurrence of CR in different ways is not surprising when 
one recalls that chaotic behavior in a system can arise through different routes. We speculate 
that the ability to manipulate the route to CR may be important in practice since it can afford 
us with the ability to vary the natural frequency associated with the system near its crisis point. 
It may be possible to achieve such an objective by making a proper choice of the chaotic driving 
signal. This may have considerable importance in various technological applications. 
REFERENCES 
1. S. Fauve and F. Heslot, Stochastic resonance in a bistable system, P&s. Lett. A97, 5 (1983). 
2. B. McNamara, K. Weisenfeld and R. Roy, Observation of stochastic resonance in ring laser, Phys. Rev. Lett. 
60, 2626 (1988). 
Chaotically Driven Systems 7.5 
3 (:. Vemuri and R. Roy, Stochastic resonance in lasers, Phys. Rev. A39. 4668 (1988). 
4. I.. Gammaitoni. M. Martinelli, L. Pardi and S. Santucci, Observation of stochastic resonaiicc iii bistaile 
electron-paramagnetic-resonance systems, Phys. Reu. Lett. 67. 1799 (1991). 
5. S. 7’. Tiwari and F. Bucholtz, Observation of stochastic resonance near a subcritical bifurcation, ./. St&. 
F’hys. 70, 413 (1993). 
6 ‘I. %hou and F. Moss, Analog simulations of stochastic resonance. Phys. Rev. A41. 4255 (1990). 
7. It. Fox, Stochastic resonance in a double well, Phys. Rev. A39, 3161 (1989). 
X. 13. McNamara and K. Weisenfeld, Theory of stochastic resonance, Phys. Rev. A39, 4854 (1989) 
!I. K. Weisenfeld, An introduction to stochastic resonance, Ann. N. Y. ~lcud. Scz. 706 (13). 13 (lW:$). 
IO. 1:. Moss, D. Pierson and D. O’Gorman, From t,he ice ages to the monkey’s ear: A tmorial OII stoctiast,ic 
i~csonance, Int. J. B&x. Chaos 4, 1383 (1994). 
I I Ii. Weisenfeld and F. Moss, Stochastic resonance and the benefits of noise: From t.hc ice ages i o graylish 
;md SQUID’s, Nature 373, 33 (1995). 
: 2. A. Bulsara and L. Gammaitoni, Tuning in to noise, Phys. Today 49, 39 (1996). 
1 3. ‘I.L. Carroll and L.M. Pecors, Stochastic resonance and crisis, Phys. Rev. Lett. 70, 576 (1993). 
: 1. I<. Ippen, J. Lindner and W. L. Ditto, Chaotic resonance: A simulation page. .I. Slat. Phys. 70. ,1X’ (1993). 
! 5. I,. hl. Pecora and T. L. Carroll, Stochastic resonance as a crisis in a period-doubled circuit,, I’liys. Hci!. E47. 
3941 (1993). 
t!i. <‘. Grebogi, E. Ott, F. Romerias and J. A. Yorke. Critical exponents for crisis induced illter.lllit,t~,llc.~, /‘lays. 
IZeij. A36, 5365 (1987). 
17. 0. E. Rossler, An equation for continuous chaos, Phy:;. Lett. A57, 397 (1976). 
IX. I’. Lorenz, Deterministic nonperiodic flow, J. Atmos. Sci. 20, 130 (1963). 
19. T. Zhou, F. Moss and P. Jung, Escape-time distributions of the periodically modulated bistablc syst,cms 
with noise, Phys. Rev. A42, 3161 (1990). 
LO. (:. Nicolis, C. Nicolis and D. Mckernan, Stochastic resonance in chaotic dynamics. .I. Slnt. Phr/.<. 70. 125 
( 1YL)S). 
2 I Y. Pomeau and P. Manneville, Intermittent transition to turbulence in dissipative dynamical hyst,ems, 
(:omm. Math. Phys. 74, 189 (1980). 
22. Y. Pomeau and P. Manneville, Different ways to turbulence in dissipative dynamical sysicms, /‘h?/,szc.cl Dl. 
‘19 (1980). 
23. T. Kapitaniak. Stochastic resonance as: crisis, Plays. Ile?~. E49, 5855 (1994). 
