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Let X, Z and A be Banach spaces, M: X x II ---L Z a Cl-function, and 
assume that the equation M(x, A) : 0 has a family of solutions for h = 0. In 
this paper we consider the bifurcation of solutions from this family, for 1 X 1 
small, under the condition that both the unperturbed (X = 0) and the perturbed 
(h / 0) equations have certain symmetry properties. The problem is reduced by 
the Liapunov-Schmidt method, and the bifurcation equations are solved by a 
straightforward use of the symmetry. As an application we obtain existence of 
certain periodic solutions for the undamped Duffing equation, a result recently 
obtained by Schmitt and Mazzanti using different methods. 
1. INTRODUCTION 
In a recent paper Schmitt and Mazzanti [X] proved the following result 
concerning the existence of periodic solutions of the undamped Duffing equation: 
.i! + bx + x3 = A cost. 
Let x0(t) be a periodic solution of the unperturbed equation 
U-1) 
i+bx+x3=0 (1.2) 
with least period 2n/k. Then, for X f 0 but small, and when k is even, equation 
(I. 1) has four different 2r-periodic solutions, each of which is near to a solution 
of (1.2), of the form z,,(t + 4) for some 4 E 9%‘. Two of these solutions are even, 
the other two are odd after a phase shift by n/2. In case k is odd, one finds two 
different 2?r-periodic solutions of (1 .I), which are even and odd harmonic. 
Schmitt and Mazzanti proved this result by combining phase plane techniques 
with the symmetry invariances of the equations (1.1) and (1.2). 
In this paper we propose a different approach to the same kind of problem. 
The idea is to put the problem in a functional form, and to consider it as a 
bifurcation problem near a family of solutions of the unperturbed equation. By 
the Liapunov-Schmidt reduction we obtain the bifurcation equations, whose 
symmetry invariances are then exploited to prove the existence of certain solu- 
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tions. For similar treatments of certain bifurcation problems (at least for the 
reduction part), see some recent papers by Hale and Taboas [3, 41, Hale [2] and 
Vanderbauwhede [9]. 
Our method may be applied to a larger class of problems than the one con- 
sidered above. As an example we mention the boundary value problem 
Au + f(u) = UP, XEQ 
u(x) = 0, xEai2 
(1.3) 
when the domain Q has some symmetry (e.g. a ball), and when one restricts 
attention to small A and to solutions near a given solution u,, of equation (1.3) 
with h = 0. 
We also give a systematic way to handle the different symmetries involved 
and the invariances following from these symmetries. Once the symmetry group 
of the original problem has been determined, the whole problem reduces to the 
construction of certain subgroups, and checking a condition on these subgroups. 
The paper is organized as follows. In Section 2 we state the abstract bifurcation 
problem and give the appropriate Liapunov-Schmidt reduction. In Section 3 
we explore the symmetry-invariances of the bifurcation equations, and give 
conditions for the existence of solutions. Finally, in Section 4 a problem of 
type (1.1) is treated as an example. 
2. THE PROBLEM AND ITS REDUCTION 
Let X, Z and fl be real Banach spaces, and M: X x A + Z a continuous 
nonlinear operator, of class Cl in x E X. We will look for certain solutions of the 
equation 
M(x, A) = 0. (2.1) 
More in particular, we will pay some special attention to the case where rl = 9 
and M(x, /\) = M,(x) - ;\p for some P-operator MO: X + 2 and p a given 
element of 2. 
Our main hypotheses an M are concerned with some symmetry properties, 
and with the possibility to apply the Liapunov-Schmidt method. Before stating 
the hypotheses, let us introduce the following concept. 
Let @ be a compact, k-dimensional Lie group. A representation of @ over a 
Banach space X is a map l? @ -L(X) such that: 
(i) r(e) = Ix 
(ii) r(4) I‘($) = r(+ 0 $1, W, #E @ 
(iii) lim,,, q$)x = x, vx E x. 
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Now we make the following assumptions: 
(HI) There exists a compact, K-dimensional Lie group @, with representations 
r,: @ -L(X) and r,: CD +L(Z) 
such that: 
(4 M(r,($)x, 0) = r2(4) M(x, O), W E @, Vx E X; 
(ii) for each x E X, the map 4 w T,(~)x from @ into X is (2.2) 
continuously differentiable. 
(H2) For some x,, E X we have: 
(i) M(x,,O) =O; 
(ii) l su ; ;{?($)x,, I$, E @i> is a C - b manifold of X, with dimension 
(2.3) 
(iii) izi( ’ x0 , 0) is a Fredholm operator, and 
dim ker D,M(x, , 0) = k, . 
Remark. It follows from (2.2) and (2.3) that M(x, 0) = 0 for all x E y0 . As a 
consequence, all tangent vectors to ‘yO at the point x0 will belong to ker ~$lZ(x,, 0) 
and so necessarily: dim ker O,M(xO , 0) > k, . The hypothesis (H2)(iii) thus 
expresses that ker D,M(x, , 0) coincides with the tangent space to y0 at xc, . 
Now we can give a precise formulation of our problem as follows: 
(P) Describe the solutions (x, X) of (2.1) which belong to a sufficiently small 
neighborhood of ‘yO x {O}. 
As a first step towards the solution of (P), we describe a neighborhood of y,, 
in X. Let 
@II = (4 6 @ I rl(+” = “0); (2.4) 
it is a closed (and so compact) subgroup of @. From (2.2) we find that 
and 
rl(4)(ker D,M(xo , 0)) = ker D,M(x, , 01, vqs E@” . (2.6) 
Let P: X-t X be a projection such that: 
Im P = ker O,M(~O , 0). (2.7) 
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It follows from (2.5) that P can be chosen such that also: 
~l(W = PY,W? WE@0 (23) 
(see e.g. Rudin [6], p. 127, thm. 5.18; Vanderbauwhede [lo], Sattinger [7]). 
For each 4 E @ we have then: 
ker R&V’l(4)xo , 0) = rl(4)(ker Q&f(xop 0)) (2.9) 
and 
Im r,(+) PT,(4-I) = ker ~dVl(4h , 0). 
Now we have the following lemma. 
(2.10) 
LEMMA 2.1. Assume (HI) and (H2), and let P be a projection in X satisfying 
(2.7) and (2.8). Then there exists a neighborhood L? of the origi?t in XI-, = ker P 
such that: 
0) ~d9Wn) = Q, W E 30; 
(ii) {T,(~)(x,, + y) 1 q4 E @, y E Q} is an open neighborhood of y,, in X; 
(iii) for all $,4’ E @ and y, y’ E 52 one has 
~l~?N% + Y) = r,kwo + Y’) 
if and only if there exists (bO E a0 such that 
4’ =4~~o and Y = ~l(hJY’~ (2.11) 
Since the proof is rather technical, we delay it until the end of this section. 
Using the result of the lemma, problem (P) can be reformulated as follows: find 
the solutions (4, y, A), with 4 E Q, and (y, X) in a neighborhood of (0,O) in 
X,_, x /1, of the equation 
~(~lW(XO + Y). 4 = 0 
or, equivalently, of the equation 
Ml(h Y7 3 = ~2W) ~(~16% + Yh 4 = 0. (2.12) 
Different solutions (4, y, h) and (+‘, y’, h) of (2.12), but satisfying (2.11) for some 
+,, E @“, give the same solution (T’,(c$)(x, + y), A) = (T,(+‘)(x, -k y’), h) of 
problem (P). Let now Q be a projection operator in 2, such that 
Im Dfl(x, , 0) = ker Q. (2.13) 
As for P, we may here also assume that 
r,kYQ = Qrd+h V+E$. (2.14) 
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Equation (2.12) is equivalent to: 
(4 (I- Q) %(A Y, 4 = 0 
@I QJG(d, Y, 8 = 0 
Now, for each 4 E @ 
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is an isomorphism between X1-+. and 2,-o; so we may use the implicit function 
theorem to solve in (2.15)(a) for y; together with the compactness of @ this gives 
us the following result: 
LEMMA 2.2. Under the hypotheses (HI) and (H2), there exist a 6 > 0, a 
nezkhborhood L$ of the orfgin in XI-, , and a continuous function y*: @ x B,(A) -+ 
A-2 ,, , such that: 
(9 ~ISIW) = Sz, j V40 E % 
(ii) for each ($,A) E @ x B,(A), y = y*($, h) is the unique solution of 
(2.15(a)) in l&; 
(iii) ~“(4, 0) = 0, V$ E @; 
(iv) CM?“> Y *CA A) = Y *MO ~6, ,4, ff4 E @, W. E @,, VA E B&Q (2.16) 
The relation (2.16) can easily be proved by applying r,(&‘) to (2.15(a)), and 
using the uniqueness of the solution y*(+, A) as given by (ii). 
Bringing the solution ~“(4, A) of (2.15(a)) into (2.15(b)), we obtain the 
bifurcation equation: 
F(+, 4 = QIM,@, Y *($, X),4 = 0. (2.17) 
The function F: @ x B,(A) -+ Im Q is continuous, and satisfies: 
W 0 $0 > 4 = GK1) F(h 4, VI#E@,V&,E@~,VAE B,(A). (2.18) 
THEOREM 2.3. Assume (Hl) and (H2), and let P and Q be projections in X 
and 2 respectively, such that (2.7), (2.8), (2.13) and (2.14) are satisfied. Then there 
exist 6 > 0 and a neighborhood S of ‘yu in X such that each solution (x, h) E 
@ x Bg(A) of (2.1) satisJies 
x = ~lWc% + Y*(A 4) (2.19) 
for some 4 E Q, satisfying (2.17), and where y*(+, h) is given by lemma 2.2. 
ConverseZy, when (4, h) E @ x B,(.4) is a solution of (2.17) and x is given by 
(2.19), then (x, A) E % x B,(A) is a solution of (2.1). The representation (2.19) of 
the solutions of (2.1) is unique module right multiplication by elements of #O; that 
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means, two solutions (4, A) and ($‘, A) of (2.17) give the same solution of (2.1) if 
and only $4’ = 4 o #O for some $,, E a,, . 
We finish this section with the proof of Lemma 2.1. 
Proof of Lemma 2.1. First, consider the map 
f:@+YCl, + -f(C) = ~lwil * 
It is a differentiable map between finite-dimensional compact manifolds, and it 
follows from the definition of y0 that in each point 4 E @, the derivative T6f 
maps the tangent space T*@ onto TYcd)‘yO . So f is a submersion; itsJi6res (that is, 
the sets f-‘(x) for some x E y,,) have the form (4 0 #,, / $,, E @a’o> for some 4 E @. 
They consist of a finite number of points when Iz = K, , or form submanifolds 
of @ in case k > k, . 
It follows from the theory of differentiable manifolds (see e.g. Lang [5], 
Brickell and Clark [I]) that, for each 4 E @, one can find a neighborhood V of 4 
in @, and a chart ol: V -+ V’ x V”, where V’ and V” are neighborhoods of the 
origin in respectively 9% and 9k-ko, such that 
(i) CY-l(O, 0) = + 
(ii) f (f+(a, 6)) = f(cd-l(a, 0)), Vu c v’, Vb E V’. 
It follows that &(a, b) = &(a, 0) . $,, for some &, E Q0 . Next, consider the 
map : 
g: @ x -G-P + z (A Y> I-+ g(h Y> = ~1(99(%+ Y)- 
Its derivative in the point (4,O) E Q, x X,-, is given by 
T(dJM . h Y) = T&f * 7) + r&4 ‘YP JET& YE&-P. 
Since Tmf is onto Tf(,)yo = ker Q&Vl(&, , 01, and G(+)(ker P) = 
ker(r,(+) PY,(+-l)) is complementary to ker DJlJ(J’+$)x,, , 0), it follows that 
Tt,,,,g is surjective. Its kernel has the form ((7,O) 1 r] E ker T+f} and so is finite 
dimensional. It follows that g is a submersion at (4, 0) for each 4 E @, and so is 
also open in a sufficiently small neighborhood of (4, 0) in @ x X1-, . Using the 
compactness of di, one then easily proves the existence of a neighborhood Q 
of the origin inX1-, satisfying (i) and (ii). 
The “if”part of (iii) is immediate. In order to prove the “only if”part, suppose 
we cannot make Sz sufficiently small such that the statement holds. 
Then we can find sequences 
WJ c @P, w&1 c @, {Yn> c XI-P 9 era> c X&P 
such that y,, + 0, yk + 0, 
~l&z>(% + m> = ~l~~)(~O + Yiz) (2.20) 
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and, for all #I,, E Q0 , either $1 # I#J~ o #0 , oryn # ~,(&,)y~ . By the compactness 
of @ we may also assume that rPn -4 and +n +$‘. Taking the limit in (2.20) 
gives : 
whl = mhl . 
As a consequence, $’ = $ o +0 for some C,, E a0 . 
Writing& = #i * & andyi = r,(+,)yk , we find: 
(9 ~,-~,G-~,Y.-O~Y~-O; 
(4 r1ku% + Yn) = ~lKX% + Y3 
(iii) for all +,, E 0,, we have either 4: # & 0 $,, or yn # r,($,)yi . 
Now let (V, a) be a chart at $ as discussed in the first part of this proof. For 12 
sufficiently large we have 4% E V and 4: E V. Setting a(&) = (a, , b,), a($:) = 
(u: , bi), and defining& E @,, and& E a,, by: 
a-‘(un , b,) = Olya, , 0) 0 & ) cY?(a;;. ) 6;) = a-“(a; ) 0) or& 
we find from (ii): 
.w(% 9 0)) + GV(a, , 0)) r&J yn 
= f(c+$ , 0)) + rl(a-‘(u; , 0)) q(g) y; . 
Now it is easily seen from the foregoing that the map h: Y’ x X,-, C LJPO x 
x7-p - x, 
(a, y) - &, Y) = f(+% 0)) + rl(e% WY 
is a diffeomorphism from a neighborhood of (0,O) in PO x X,-, onto a neigh- 
borhood of I’ (4 ) r 0 x0 in X. Consequently, we find for 12 sufficiently large: 
a ” n = a, and ML> Yn = GCB>:: * 
It follows that 4: = 4% 0 (6;’ o &) and yn = rr(&’ 0 &)yL , contradicting (iii). 
This proves the lemma. 
3. SYMMETRIC SOLUTIONS 
Now we will make an additional hypothesis on the operator M. We assume: 
(H3) There is a closed subgroup @r of @ such that 
M(rl(~)x, A) = T,($) M(x, A), v+ E @l , vx E x, VA E A. (3.1) 
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In the case that M(x, A) = M,(X) - Ap one can take 
@l = (4 E @ I rsh% = PI. 
It follows from (H3) and lemma 2.2 that 
Y”(41 o $4 3 = Y*(+, A), v+ E @, Wl E @l , VA E &(4 
and also 
(3.2) 
(3.3) 
Proof. This follows immediately from (2.18) and (3.4). 
Now we will associate to each 4 E CD the following subgroups of @,, , respec- 
tively G,: 
and 
w = {Cl E @l I 4-l o A o 4 E @oh (3.8) 
The following properties of A(+) and B(4) are easily proved. They may help in 
the actual determination of these subgroups. 
LEMMA 3.2. We have, for all 4 E CD, & E @,, and & E C&i,: 
Now we can state and prove our main existence result. 
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THEOREM 3.3. Assume the hypotheses (Hl)-(H3). Let 4 E Q, be such that no 
nontrivial elements of Im Q remain invariant under all the operators I’,(#), # E A(+); 
that is, assume that: 
s A(b) 
r&)x dmW) = 0, VxEImQ, 
where m is the Haar measure on the compact opologicalgroup A(+). Then 
F(4,4 = 0, v/i E %V), 
and to each X E B,(A) there corresponds a solution x*(A) of (2.1), given by 
x,(4 = ~lM4l+ Y *(A 4)- 
This solution satisfies 
r&A) x,(4 = X,(4, % E B(4)* 
Proof. It follows from Lemma 3.1 that 
w 4 = ~2(4o)W, 4, VA, 6 A(+), VA E B&f). 
Using the condition (3.9) and the fact that F(+, A) E Im Q, this implies: 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
for each X E B,(A). This proves that x&(X) as given by (3.11) is a solution of (2.1). 
When $, E B(+), then 4,, = 4-i 0 C1 0 4 E Qj, , and: 
where we use (2.16) and (3.3). 
Theorem 3.3 gives us the possibility to look systematically for those solutions 
of (2.1) which are a consequence of the symmetry of M. It is sufficient to find 
those 4 E Q, for which condition (3.9) is satisfied. Of course, there may be other 
solutions of (2.1), corresponding to other solutions of F(4, h) = 0 than those 
given by Theorem 3.3. Also, not all solutions obtained by Theorem 3.3 are 
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different; indeed, it follows from Lemma 3.2 that, when (3.9) is satisfied for 
$ E @, then it is also satisfied for 4 0 +a , f or any 4s E @,, . However, it follows from 
Theorem 2.3 that xb060(X) = x,(h). 
4. APPLICATION: PERIODIC PERTURBATIONS OF CONSERVATIVE SYSTEMS 
Consider the problem of finding 2rr-periodic solutions of the equation 
for small X, with p(t) a given 2n-periodic continuous function. This problem can 
be written in the form 
J,fo(x) = AP (4.2) 
by defining: 
Z = {a: 6%’ -+ B? / z is continuous and 2a-periodic}, 
X={x~Z~~~Zand~~Z}, 
M,: x + 2, x( .) H h&)(x)( a) = a( *) + g(x( a)). 
Assuming that g is a Cl-function, AI,, will also be of class Cr. Suppose now that 
x0 E X is a non-constant, 2rr-periodic solution of 
52 + g(x) = 0 (4.3) 
i.e. 
Mo(xo) = 0. (4.4) 
The equation (4.3) has the first integral 
$*2 + G(x) = h (4.5) 
where 
G(x) = Ioz g(x) ds. (4.6) 
Let now 
and 
(4.7) 
(4.8) 
183 SYMMETRY AND BIFURCATION 
Then it is easily seen that 
G’(~o,Itlin) = %dXo,min) -=I 0, 
G’(~o,m,x) = dxo,max) > 07 
while 
G(x) < ho > vx E lXo,min T %.max[- 
Using the implicit function theorem, and the phase portrait of the solutions of 
(4.3), as resulting from (4.5), one can prove the following result. 
LEMMA 4.1. Let x0 E X be a non-constant 2v-periodic solution of (4.3). Then 
there exist a 6 > 0 and continuously differentiable functions: 
Xmin: ]ho - 8, ho + a[ + 9, 
x,,,: ]h, - 6, h, + S[ + 9, 
E: ]h, - 6, h, + S[ + X, 
and T: ]h, - 6, h, + S[ -+ B+\{O}, 
such that, when defining: 
2rr 
w(h) = I 
and 
Z(h): B + W, t t-+ x”(h)(t) = x(h)(w(h)t) 
we have, for all h ~]h, - 6, h, + S[: 
6) 
(ii) 
(iii) 
(iv> 
(4 
(4 
.F(h) is a periodic solution of (4.2), with least period T(h); 
xmin(h) = ~2 g(h)(t), 
x,,(h) = $2 +)(t); 
G(xmin(h)) = G(xmax(h)) = hi 
S(h)(O) = x,,,(h), R(h)(O) = 0; 
T(h) z 2 fmarch) [2(h - G(x))]-“” dx; 
%,min(h) 
for some 0 E W and some k E N\(O): 
xmin(ho) = Xo,min j xmax(ho) = Xo,max; 
xo(t + 4 = g@,)(t), VtE92; 
w(h,) = k. 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
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By applying an appropriate phase shift to the originally given solution x,, , 
we may assume that 0 = 0 in (vi). We will make this assumption from now on. 
Lemma 4.1 gives us a two-parameter family of solutions of (4.3), of the form: 
x(t; h, e) = Lqh)(t + e) = iqh)(w(h)(t + e)). (4.13) 
This gives us two linearly independent solutions of the variational equation 
ji + g’(xoW)y = 0, (4.14) 
namely: 
and 
Assuming that 
(4.15) 
we see that yI(t) is non-periodic. We conclude that under the condition (4.15) 
we have: 
ker D&&(x,,) = span{ka,). (4.16) 
Floquet theory shows that the non-homogeneous equation 
9 + g’(xo(tNY = f(t) 
has, for given f E 2, a 2r-periodic solution if and only if 
s 2a *o(t)f(t) dt = 0. 0 (4.17) 
This shows that DMo(xo) is a Fredholm operator, with dim ker D&‘O(~o) = 
codim Im DM,(x,) = 1; for the projections P and Q we can take P =-_ Q lx, and 
Qz = de0 Io2” n,(t) z(t) dt, ZGZ (4.18) 
with 
i 
2rr 
CL= ko2(t) dt. 
0 
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Let us now turn to the symmetry invariances of equation (4.3). In order not to 
obscure the notations, we will use the same notation for Q, and both its repre- 
sentations; this is possible since the representation over X is just the restriction 
to X of the representation over 2. 
We define the following bounded linear operators over 2: 
(w)m) = z(t + a V.zEZ, VtEc%, WE‘%? 
and 
(r-z)(t) = x(-t), VzEZ, VtEz%?. 
Let 
(4.19) 
(4.20) 
G = {r(e) 1 e E ~0, 2rr[) u {r-r(e) 1 e s [o, 2V[~. (4.21) 
Then the hypotheses (Hl) and (H2) are easily verified. Since x,, is an even 
periodic function, with least period 2rr/K (K given by (4.12)), we have: 
Q. = z. p(gm),r-r(qm)l. (4.22) 
Assume now that p(t) in (4.1) is even; then we have 
@I = {r(o), r-}. (4.23) 
It is now an easy matter to determine the subgroups A(#) and B(4) for each 
4 E @. In doing so, one should use the fact that r(e)P- = Fr(---8) for each 
BEW. 
Also, by the remark after Theorem 3.3, it is sufficient to determine A($) and 
B(4) for 4 = r(0) with 0 E [0,2~/K[, since each 4 E 0 can be written in the form 
C$ = r(0) 0 c#,, for some 6’ E [0,27r/K[ and some $,, E c$$, . 
Denoting A(B) and B(B) for Jr(B)) and B(r(8)), we find: 
A(e) = B(e) = p-(o):, ve+, $[\# 
(4.24) 
A ($) = IT(O). r-r (%)I, B (;) = {T(O), F}. 
Since &, changes sign under both r- and Pr(2m/k), condition (3.9) of Theorem 
3.3 is satisfied for 4 = r(O) and 4 = I’(rr/k). Application of the theorem gives 
us the following result. 
THEOREM 4.2. Let x, E X be a periodic solution of (4.3), with least period 2rjk, 
for some k E A”\(O). Let h, be given by (4.8), and suppose (4.15) is satisfied. Let p(t) 
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be a continuous, 2rr-periodic and even function. Then there exists a 6 > 0 such that 
the family of solutions {I’(I~)x, 1 6 E [0,2T/kn of (4.3) bifurcates into at least two 
di$%rent 2r-periodic solutions of (4.1), f or each X # 0, 1 h 1 < 6. These solutions 
are even functions. 
When the equation (4.1) has more symmetry than the one required by 
Theorem 4.2, then there may be more 2z--periodic solutions which bifurcate 
from the given family of solutions of (4.3). As an example, let us assume that 
g(x) is odd, whilep(t) satisfies: 
P(-0 = p(t) and p(-t+$) = -p(t+$, 
that is, p is even and odd harmonic. Assuming that the orbit of x0 encircles the 
origin in (x, ji)-space, we can take: 
@ = u {r(e), r-r(e), -r(e), -r-r(e)> 
t%[O,2r[ (4.25) 
Qo=z IF~m),P~(~rn),-Pr(gm+$,-F(fm+%)/ 
??I=0 
(4.26) 
and 
Qi, = {r(o), r-, -r-r(?T), --r(7r)}. (4.27) 
Again, it is sufficient to determine A($) and B(4) for $ = r(e), 0 E [0, 2n/k[. The 
results depend on whether k is even or odd. 
In case k is even, one finds: 
A(0) = {r(o), r-j, B(O) = {r(o), r-1, 
A (S) = IF(O), --r-r (v + ;)I, B (2) = {W), -r-rw>, 
(4.28) 
A (+) = [r(o), r-r ($1, B (:) = vw r-1, 
A (%, = /r(o), -r-r (iT + $1, B (2) = {r(o), -r-w). 
For all other 19 E [0,2z-/k[ we have A(B) = B(B) = (r(0)). When k is odd, then: 
A(O) = {r(o), r-, -r-+), -r(4), B(O) = @I , 
(4.29) 
A (;) = /r(o), r-r ($), -r-r (m + $), -r(+ B (%) = aI 
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while for all other 8 we have A(0) = B(B) = (I’(O), --F(r)}. Condition (3.9) is 
satisfied for $ = F(O), F(n/2K), F(+z) and r(3~/2K) in case k is even, and for 
$ = r(O) and $ = r(r/K) in case k is odd. 
THEOREM 4.3. Let g(x) be odd andp(t) even and odd harmonic in equation (4.1). 
Let x0 E X be a periodic solution of (4.3), with least period 2rr/k for some k E N\{O}. 
Let ho begiven by (4.8), and suppose (4.15) is satisfied. 
Then there exists a S > 0 such that, for h # 0, 1 h 1 < 6, equation (4.1) has at 
least the following 2rr-periodic solutions, which bsfurcate from the family 
{r(b)x, 1 0 E [0, 2~/kD of solutions of (4.3): 
(i) two da&?rent 2n-periodic solutions, which are even and odd harmonic, 
in case k is odd; 
(ii) four different 2rr-periodic solutions in case k is even; two of these solutions 
are even, the other two are odd after a phase shif by 7~12. 
This last result coincides with the result found by Schmitt and Mazzanti [8] 
for the Duffing equation (1.1). 
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