Introduction
Extensive experimental and modeling work during the past decade has shown that quantum mechanical tunneling is closely associated with the 'long term afterglow' signals (AG) in luminescence materials, and also with the related phenom enon of 'anomalous fading' (AF) of luminescence signals in feldspars and apatites . Different types of mech anisms have been investigated, namely, direct tunneling from the ground state of the trapped electron, as well as tunneling taking place via the excited state of the system of electronhole pairs. In addition, two possible complementary mod eling approaches have been used in the literature to study theor etically tunneling in random distribution of defects: an approach using a differential equation, and a second approach based on Monte Carlo simulations.
The basic framework of modeling in this research area has been the description of tunneling phenomena in these materials, based on a random distribution of electrons and positive charges [1, 2] . The basic physical assumptions in the models are (a) An electron tunnels from a donor to the nearest acceptor (nearestneighbor tunneling), and (b) The concen tration of positive ions far exceeds that of electrons in the system. The differential equation description of tunneling in these random distributions is now well established, and ana lytical equations have been derived which describe the loss of charge during the luminescence process. For a recent review of modeling work in this area, the reader is referred to the recent review by Pagonis et al [10] .
A second modeling approach of luminescence in random distributions of charges is based on Monte Carlo techniques. Larsen et al [7] presented a numerical Monte Carlo model that simulates the processes of charge loss, charge creation and charge recombination in feldspar. These authors also used the assumption of nearestneighbor tunneling. Their model assumed that the concentration of electrons and positive ions are equal at all times. Pagonis and Kulp [17] presented a dif ferent version of the Monte Carlo model in which the concen tration of positive ions far exceeds that of electrons, and the results from their model compared well with the analytical equation originally derived by Tachiya and Mozumder [1] .
This paper presents an effort to describe tunneling processes in random distributions in a more general case, by studying the effect of varying the relative concentrations of electrons and positive ions in the solid. The specific goals of this paper are:
• To derive appropriate differential equations which can describe quantitatively the loss of charge due to tun neling, for arbitrary relative concentrations of electrons and positive ions in the solid.
• To solve these differential equations analytically.
• To compare the analytical solutions of the differential equations with Monte Carlo simulations of quantum tun neling.
• To discuss possible experimental implications for the quantitative description of AF and AG signals in dosi metric materials, including feldspars and apatites.
Electron tunneling from trapped electrons to positive ions in a solid in which they are initially distributed randomly
A model for groundstate tunneling in a completely random distribution of electrons and positive ions was first developed by Tachiya and Mozumder [1, 2] . Their model is based on the physical assumption that the concentration of positive ions in the solid is much higher than that of trapped electrons. Because of this assumption, the concentration of positive ions would remain practically constant during the tunneling pro cess, and it can be used to characterize the system. In this section we examine the decay kinetics of trapped electrons by tunneling to positive ions, for arbitrary relative concentrations of trapped electrons and positive ions. We assume that trapped electrons are randomly distributed rela tive to other trapped electrons in the system, and that positive ions are randomly distributed relative to other positive ions. We further assume that trapped electrons and positive ions are mutually randomly distributed.
We denote the concentrations of trapped electrons at time zero and t as n 0 and n(t), respectively (in units of trapped elec trons or positive ions per m 3 ). The concentration n(t) decreases with time, and the goal of this section is to derive a differential equation for n(t). Under the above assumptions, we can calcu late the decay of trapped electrons in the following way.
The tunneling process is described by two parameters, the frequency factor v (s ) characterizing the tunneling process and the tunneling length a (m). The rate constant k(r) for elec tron tunneling between a trapped electron and a positive ion separated by r is given by:
The survival probability S(t,r) at time t of a trapped electron and a positive ion separated by a distance r is given by: Figure 1 shows the survival probability S(t, r) of a trapped electron and a positive ion separated by a reduced distance r/a, as a function of reduced time νt. The function S(t, r) shown in figure 1 indicates that at any given time t there is a critical distance r(t) up to which S(t, r) is approximately zero, and beyond which this probability is essentially unity. We try to reproduce this behavior by using a simple function. We approximate S(t,r) as
Although the approximation that e −x =1 for x < 1 and e −x = 0 for x > 1 is in general a crude approximation, equations (3a) and (3b) give a rather good approximation because the term νtexp(−r/a) changes rapidly with r. If we reexpress the cri terion in equation (3) by using r, equation (3) is rewritten as
where the critical distance r(t) is a function of time and given by Figure 1 . The survival probability S(t, r) given by equation (2) is plotted as a function of the reduced distance (r/a) and for widely differing values of the reduced time νt. Equation (4) is shown by the dotted lines.
Equation (4) is shown by the dotted lines in figure 1 . The exact S(t, r) curves shown by the full lines in figure 1 are well approximated by the dotted lines. It is known that the approx imation given by equation (4) gives reasonable results in the calculations of other types of reactions, which also occur by electron tunneling [1, 2] . Figure 1 and equation (4) indicate that at any given time t electron tunneling from a trapped elec tron to a positive ion occurs practically exclusively to a posi tive ion separated from the trapped electron by a distance r(t) given by equation (4c).
Case of equal initial concentrations of trapped electrons and positive ions
If the initial concentrations of trapped electrons and positive ions are equal, their concentrations at time t are also equal. We denote the concentrations of trapped electrons and positive ions at time t both as n(t). Then the number of positive ions at a distance r ~ r + dr from a trapped electron is given by 4πn(t)r 2 dr. The total electron tunneling rate from the trapped electron to any one of the positive ions at a distance r ~ r + dr from the trapped electron is given by [4πn(t)r 2 dr]k(r). The decrease dn(t) of trapped electrons during time t ~ t + dt is given by the product of the concentration n(t) of trapped elec trons at time t, and the total electron tunneling rate [4πn(t) r 2 dr]k(r) from each trapped electron:
Note that distance r in equation (5a) is related to time t through equation (4c). Equation (4c) gives a negative value for r, if t is smaller than v −1 . To avoid this defect we make an approx imation that if t is smaller than v −1 , no tunneling occurs at all, and modify equation (5a) as
If one introduces equations (4c) in (5b), one obtains
Equation (6) is a differential equation for tunneling phe nomena, which is applicable when the concentrations of elec trons and positive ions are equal at all times. The analytical solution of equation (6) is given by:
which reduces to
where we have used n(v −1 ) = n 0 . Equation (7b) can be rewritten as follows in terms of the survival probability given by P(t) = n(t)/n 0 , where n(t) and n 0 are the concentrations of trapped electrons at time t and zero, respectively.
which is alternatively expressed as:
It is interesting to compare the kinetics described by equa tion (8b) with that of a secondorder reaction. Consider a second order reaction A + B → C. If the initial concentrations of A and B are equal, their concentrations at time t are also equal. If we denote it as n(t), the kinetics of a secondorder reaction is described by
where k is the rate constant. The solution of this equation is given by
Here n 0 is the initial concentrations of A and B, and P(t) = n(t)/n 0 stands for the survival probability throughout this paper. One can see that equation (8b) is similar to equa tion (10) , except that the argument of the exponential func tion on the righthand side of equation (10) has a linear tdependence, while that of equation (8b) has a much slower logarithmic tdependence (to the third power). Because of this logarithmic tdependence the reaction described by equa tion (8b) effectively continues for much longer times than that described by equation (10).
Case of different initial concentrations of trapped electrons and positive ions
We denote the concentrations of trapped electrons at time zero and at time t as n 0 and n(t), respectively. We also denote the concentrations of positive ions at time zero and at time t as m 0 and m(t), respectively. The concentrations m(t) and n(t) are related through conservation of charge:
The number of positive ions at a distance r ~ r + dr from a trapped electron at time t is given by 4πm(t)r 2 dr. The total electron tunneling rate from the trapped electron to any one of the positive ions at a distance r ~ r + dr from the trapped electron is given by [4πm(t)r 2 dr]k(r). The decrease dn(t) of trapped electrons during time t ~ t + dt is generally given by the product of the concentration n(t) of trapped electrons at time t, and the total electron tunneling rate [4πm(t)r 2 dr]k(r) from the trapped electron as:
We now consider two different situations, depending on the relative concentrations of electrons and positive ions.
Case in which the initial concentration of positive ions
is much higher than that of trapped electrons. In this case the decrease of positive ions by recombination with trapped electrons is negligible, so we can approximate the concentra tion m(t) of positive ions at time t by its initial value m 0 . By using this approximation and equation (4c), we have from equation (12) dn(t) = −4πa
The solution of this differential equation is given by :
This equation was first derived by Tachiya and Mozumder [1] , to describe the decay kinetics of trapped electrons by tun neling to randomly distributed scavengers whose concentra tion is much higher than that of trapped electrons. Note that in this case the survival probability P(t) of trapped electrons depends on the initial concentration m 0 of positive ions, but does not depend on the initial concentration n 0 of electrons. It is interesting once more to compare the kinetics described by this equation with that of a firstorder reaction. Consider a firstorder reaction A → C. The kinetics of a firstorder reac tion is given by:
where P(t) is the survival probability and k' is the rate con stant. We can see that equation (14) is similar to equation (15), except that the righthand side of equation (15) has a linear tdependence, while that of equation (14) has a much slower logarithmic tdependence (to the third power). The loga rithmic tdependence is of course a consequence of tunneling.
Case in which the initial concentration of positive ions are higher, but not much higher than that of trapped electrons.
We assume that the initial concentration m 0 of positive ions is higher than the initial concentration n 0 of trapped electrons. By introducing equation (11) in equation (12a) and using equation (4c), we obtain
The solution of this differential equation is given by
(17) This equation reduces to equation (14) when m 0 is much higher than n 0 , as expected.
Graphical presentation of the results obtained by using the analytical method
In this section we graphically present the results obtained by using the analytical method.
It is convenient to introduce the reduced initial concentra tion n 0 and the reduced time t′ defined by:
If one uses these quantities, equation (8a) is simplified to:
where P(t) = n(t)/n 0 is the survival probability of trapped electrons (or positive ions) and n 0 is the reduced initial con centration of trapped electrons (or positive ions) defined by equation (18) . Equation (19) depends only on the values of the reduced initial concentration n 0 = n 0 a 3 and the reduced time t′ = νt, rather than on the individual values of the parameters (ν, a, n 0 ). Equation (19) is shown in figure 2(a) for three values of the reduced initial concentration of trapped electrons, n 0 = 0.01, 0.003 and 0.001. The three curves are normalized at time t = 1/ν. As the value of n 0 increases, the loss of charge by tunneling becomes faster.
Figure 2(b) shows the normalized derivative L(t) = −dP/dt for the same three values of the reduced initial concentra tions of trapped electrons n 0 , as those used in figure 2(a) . The quanti ty L(t) = −dP/dt is important from an experimental point of view, since it is considered to be proportional to the intensity I(t) of the luminescence signal produced during the recombination of trapped electrons and positive ions, under certain physical assumptions.
The important experimental implication of the simulations in figures 2(a) and (b) is that the electron survival probability P(t), and the associated luminescence signal L(t) = −dP/dt depend on the value of the parameter n 0 . This parameter in turn depends on the initial concentration n 0 of trapped electrons, and on the tunneling length a, according to equation (19) . This implies that the loss of charge due to tunneling (and the shape of the luminescence signal associated with it) depend on the prior irradiation dose received by the sample. This important result from the theoretical analysis is further considered in the Discussion section.
Equations (14) and (17) which describe the decay kinetics of trapped electrons in other situations are also simplified in similar ways, by using the reduced initial concentration and the reduced time. Hereafter we use the reduced initial con centration and the reduced time to show graphically the decay kinetics of trapped electrons in various situations. . This much smaller value of a (and n 0 ) is representative of groundstate tunneling in feldspars and apatites, while the value of a used in figure 3(a) is believed to be more representative of longer range tunneling in these materials, taking place via the excited state of the electron trap [7, 12, 13] .
Monte Carlo simulations
In this section, the same problem studied analytically in the previous sections is studied by using Monte Carlo simulations.
In a recent paper, Pagonis and Kulp [17] presented a Monte Carlo model in which the concentration of positive ions far exceeds that of electrons. These authors presented Monte Carlo simulations describing the loss of charge due to groundstate tunneling on a wide variety of time scales, from microseconds to thousands of years. Furthermore, they sug gested that the model can also be used to describe lumines cence signals originating from the nearestneighbor tunneling mechanism in feldspars, and compared the simulations with experimental data on timeresolved infraredstimulated lumi nescence (TRIRSL) experiments.
In this paper, we use the same Monte Carlo code as described in detail in Pagonis and Kulp [17] , and assume again a random distribution of electrons and positive ions in a cube. Figure 4 
By taking the derivative in this equation and setting it equal to zero, the maximum of the distribution of distances is found to occur at r = 0.542n
, and the maximum height of this normalized distribution is equal to figure 5 (a) represents the analytical equation (8a), as described in the previous section. Good agreement is seen between these two approaches, with some rather small dif ferences seen at large times. These observed differences are most likely due to the discrete nature of the Monte Carlo simulations, as opposed to the continuous distributions used in deriving equation (8) . Specifically at long times when less than ~20% of electrons are left in the solid, one expects that the Monte Carlo results will be affected by the very small number of particles being simulated. One possible method of improving the agreement between the analytical equation and the Monte Carlo simulations is by increasing the number of simulated number of electrons and positive ions, as well as increasing the number of simulated solids. In addition, a more realistic system can be simulated by including periodic boundary conditions in the simulations. (17) . Again good agreement is seen at each initial concentration. Figure 6 shows the result of Monte Carlo simulations with N = 50, 100 and 200 ions in the cube, while keeping the reduced initial concentration of positive ions constant at m 0 = 0.001, and the ratio m 0 /n 0 = 5. As the number of par ticles is varied in these simulations, the size of cube is also varied appropriately, so that the initial concentrations m 0 , n 0 stay fixed. Figure 6 shows that the results of the Monte Carlo method do not depend on the total number of particles used in simulations, indicating unbiased statistical results.
Discussion and suggestions for experimental work
In this paper we derived two new analytical equations (8a) and (17) , which describe the electron survival probability P(t) in a random distribution of electrons and ions, with arbitrary relative concentrations of electrons and positive ions in the system. These analytical equations are completely general, and should be valid for any values of the parameters in the model. We now discuss how these new equations could be used for a quantitative analysis of luminescence signals in materials exhibiting tunneling phenomena. Specifically we discuss two experimentally observed types of luminescence signals, remnant and prompt luminescence signals.
Equations (8a) and (17) express the electron survival prob ability P(t), and can be used to analyze remnant luminescence signals in a variety of experiments. For example, it has been well established that feldspars and apatites exhibit the phenom enon of anomalous fading, in which trapped charges are lost progressively over geological times by ground state tunneling. In the laboratory anomalous fading is usually quantified by measuring the remnant luminescence signals by using either optically stimulated luminescence experi ments (OSL), or by using thermally stimulated luminescence experiments (TL). These remnant TL/OSL signals monitored during anomalous fading experiments represent the signals remaining after various times have elapsed from the end of irradiation. Equations (8a) and (17) can be used directly as fitting functions for such remnant luminescence signals, with the reduced concentration n 0 and the tunneling frequency ν representing the two physical parameters extracted from the experimental data.
As discussed above, the quantity L(t) = −dP/dt is pro portional to the experimentally measured intensity I(t) of the luminescence signal produced during the recombination of trapped electrons and positive ions. Therefore the derivatives of equations (8a) and (17) can be used to quantity a variety of prompt luminescence signals in a variety of experiments. For example, the derivatives of these equations can be used as fitting functions for isothermal luminescence signals meas ured at a constant temperature (ITL), for infrared stimulated luminescence experiments (IRSL), and perhaps also for long term afterglow luminescence observed in many materials [3] .
The second experimental implication of the simulations in this paper is that the electron survival probability P(t), and the associated luminescence signal L(t) = −dP/dt depend on the prior irradiation dose received by the sample. For example, there is relevant experimental evidence that the shape of con tinuouswave infrared stimulated luminescence (CWIRSL) signals depends on the prior dose received by the sample, and that it may also depend on the ionization properties of the radiation used [17, 25] .
Further experimental work at different irradiation doses is required, in order to ascertain the exact dependence of the remnant and prompt luminescence signals on the irradiation and thermal history of the dosimetric materials exhibiting tunneling.
The new equations derived in this paper could also be useful in analyzing luminescence signals in situations where experimentalists can control the density of defects in the crystal, thus altering the luminescence properties of the mat erial. For example, a variety of dosimetric materials double doped with rare earths of different concentrations have been studied extensively during the past decade [3, 22] .
Finally we point out that the Monte Carlo simulations method in this paper can also be extended to the study of nanodosimetric materials, in which the tunneling length a can become of the order of magnitude of the crystal size R. In such materials and for high defect densities, one might expect that the luminescence signals may depend on the size of the nanocrystals, and this effect can be simulated using the Monte Carlo code used in this paper. 
