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Abstract 
The models of particle interaction in colloid systems present a valuable tool for the investigation of the stability of 
these systems. Our model is based on the Discrete Element Method (DEM) and describes each particle in the 
dispersion by its position, size, shape and velocity. Behavior of the system is described by various forces acting 
between the particles and/or between the surrounding fluid and the particle. We employ the DLVO theory, Brownian 
motion, Hooke’s law and the viscous dissipation by Stokes law as the constitutive description of force interactions. 
The model is capable to simulate trajectories of hundreds of particles in two or three spatial dimensions as well as 
details of two-particle interactions. The model has been carefully validated to be in agreement with general 
thermodynamic theories. This means that our model realistically predicts not only mean velocity of colloid particles 
but also distribution of particle velocities and their mean square displacement consistent with Stokes-Einstein 
equation. Model results represent dynamics of aggregation of a colloidal system into gel-like network and dynamic 
evolution of meta-stable colloid dispersion. Thus we are also able to predict stability and dynamic evolution of the 
colloids with various thermodynamic parameters of the system, e.g., size of dispersed particles, concentration of ions 
in the surrounding electrolyte, etc. Modeling of particle agglomeration by DEM concept is helpful also in the 
characterization of morphologies of colloidal agglomerates.  
 
© 2012 Published by Elsevier Ltd. Selection under responsibility of the Congress Scientific Committee 
(Petr Kluson) 
 
Keyworkds:  Discrete element model; Agglomeration; Colloid systems; Dynamics of colloid systems 
_________ 
 
* Corresponding author. Tel.: +42-022-044-3296, fax +42-022-044-4320. 
E-mail address: Juraj.Kosek@vscht.cz .  
Available online at www.sciencedirect.com
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
59 M. Kroupa et al. /  Procedia Engineering  42 ( 2012 )  58 – 69 
1. Introduction 
Colloidal systems are familiar to everybody with its variety from fog or air polluted by dust particles 
through diverse emulsions and suspensions to precious stones and colored glass. Many are products of 
food industry, e.g., milk, butter, whipped cream, mayonnaise or even beer foam. Perhaps the most 
precious colloid system is blood. 
 
The manufacturing of colloidal systems has expanded a lot in recent decades and new products are 
being placed on the market all the time. Also the word nano-materials works almost like a magic formula 
nowadays and scientist all over the world investigate the properties and look for applications for these 
marvelous substances. Manufacturers keep developing new techniques and improving the old ones in 
order to produce the best possible material. In this process the issue of colloid stability is often crucial as, 
for example, face-cream or lotion must look as a homogeneous dispersion and not as an unpleasant 
mixture of water and fat. Whereas the stability of the dispersion achieved by preventing the colloid 
particles to agglomerate is needed in some products, on the contrary other applications demand the 
agglomeration process. For instance, in water treatment the removal of the contaminants is necessary and 
any speed-up of this operation achieved by controlling the system parameters is helpful. 
 
Nomenclature 
 
A contact area between particles 
AH Hamaker constant 
eij  relative elongation (-) 
EY Young modulus (Pa) 
Fi resulting force acting on the discrete element (N) 
FD drag force (N) 
h distance between surfaces of spheres (h) 
kL Boltzman constant (eV K-1) 
mi  mass of the i-th discrete element (kg) 
N number of particles (-) 
RPi radius of i-th particle (m) 
t simulation time (s)  
T  thermodynamic temperature (K) 
Uele electrostatic potential energy (J) 
UvdW van der Waals potential energy (J) 
UDLVO DLVO potential energy (J) 
v mean velocity (m s-1) 
vpi velocity of i-th particle (m.s-1) 
vf fluid velocity (m.s-1) 
vsi slip velocity velocity of i-th particle (m.s-1) 
xpi position of i-th particle (m) 
ψ0  constant surface potential (V) 
ζ Stokesian drag coefficient (kg.s-1) 
κ reciprocal of the Debye length (m-1) 
ε0 vacuum permittivity (F m-1) 
εr relative permittivity of the medium (-) 
μf viscosity of surrounding fluid (Pa s)  
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In this article we model the dynamics of agglomeration processes which occur in colloids. The 
competition between break-up and agglomeration practically determines the morphology of many 
materials, e.g., hetero-phase polymers [1, 2]. The particle size distribution (PSD) and other characteristics 
of the resulting morphology are closely related to the material properties of colloids. With sufficiently 
deep understanding of colloids we can tailor the properties of many dispersions by controlling the break-
up and agglomeration. This can be managed by the control of shear rate, the presence of compatibilisers 
and by other means.  
 
The main aim of this work is to create a dynamic model for the description of colloid polymer particles 
and their stability. Physical processes and phenomena taking place on the meso-scale in colloid systems 
are not completely understood and therefore, we try to devise a model able to characterize the time-scale 
of agglomeration as well as the resulting particle size distribution or other morphology descriptors. The 
control of the properties of the system can be utilized for obtaining unique properties of the materials or 
optimization of a chosen property.  
 
Simulations and mathematical modeling are good means for the better characterization and deeper 
understanding of colloids. Because of the discrete nature of colloid systems we chose the Discrete 
Element Method (DEM) as the general concept of modeling in colloidal systems due to its many versatile 
applications [3, 4] and due to the simple implementation of constitutive force equations. Modeling of 
colloids by DEM is still scarce [5, 6]. Another approach allowing the modeling of agglomeration is the 
Cahn-Hilliard model, but its computational demands allow to model only systems with a small number of 
particles.  
2. Discrete element method (DEM) 
In order to compute the motion of colloid particles we applied the concept of the discrete element 
method (DEM). This means that each colloid particle is represented by a spherical discrete element, 
cf. Fig. 1. The motion of each discrete element is governed by the 2nd Newton's law: 
 
mi d2xpi/dt2 = m dvpi/dt = Fi (1) 
 
where Fi is the resulting force acting on the i-th discrete element, mi is its mass, xpi is the position of the i-
th element's and vpi is its the velocity. Therefore we obtain 3N ordinary differential equations (in the 
spatially 3D simulations) of the second order for N particles for state variables xpi and vpi, i = 1,..,N.  
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Fig. 1. Use of DEM for discrete (A) and continuous (B) systems 
 
The resulting force F acting on each discrete element is computed from constitutive equations. In our 
work we employ DLVO theory [7] for the van der Waals and electrostatic contributions, Stokes law to 
describe dissipative particle interaction with surrounding liquid, Hooke’s law [8] as the resistance to 
particle inter-penetration and random force causing the Brownian motion [9]. 
 
Further text briefly introduces the concepts of the DLVO theory and used forces together with 
mathematical formulae. The interaction potential energy UDLVO, often referred as only the potential, is a 
combination of two contributions: (i) the attractive van der Waals potential UvdW, and (ii) electrostatic 
repulsion potential Uele.  
 
The van der Waals interaction potential (UvdW) of two solid spheres for short distances can be 
expressed as:  
 
UvdW = – AH RP/(12h)      for h << RP, (2) 
 
 
where AH is the Hamaker constant, which characterizes the material of the particles and the medium, RP is 
a particle diameter and h is the distance between surfaces of spheres. 
 
Using several assumptions, such as homogenous distribution of the charge over the whole surface of 
the particle or taking a Boltzmann distribution of the electrostatic potential through the electric double 
layer into account, the following expression was derived for the electrostatic potential energy (Uele) in the 
vicinity of colloid particle by Hunter [7]: 
 
Uele = 2π ε0 εr RP ψ0 ln(1 + exp(–κh)), (3) 
  
where ε0 and εr is the vacuum and relative permittivity, respectively, ψ0 is the constant surface potential, 
κ is the reciprocal Debye length and h is the distance between surfaces of spheres. 
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The DLVO potential energy UDLVO is obtained simply by the combination of the two previously 
mentioned potential energies (2) and (3): 
 
UDLVO = UvdW + Uele . (4) 
 
The forces (FDLVO) acting on the particles are obtained as a derivative of the potential with respect to 
the distance between particles: 
 
FDLVO = dUDLVO / dh, (5) 
 
where a positive value of FDLVO represents attraction.  
 
For the description of contact forces we used the Hooke’s law, which approximates bond between 
particles as a spring. Equation for the Hooke’s force FH,ij between two particles i and j was used in 
following form: 
 
FH,ij = eij EY A, (6) 
 
where eij is relative elongation, which is higher than zero, when particles are separated and lower than 
zero, when particles collide with each other, EY is Young modulus and A is the area, where the force is 
applied. For the sake of simplicity the area A was chosen constant (A = πRP2). The equation 6 was 
employed when the separation distance between particle surfaces (h) dropped to zero and thus particles 
could bond. The Hooke’s force is attractive for positive values and repulsive for negative values of 
elongation eij, which represents an approximation of bond between particles.  
 
The Stokes’ law introduced a dissipation term, which represents the interaction of particles and 
surrounding electrolyte. The magnitude of the Stokes’ drag force (FD), i.e., the resistance of surrounding 
fluid, can be computed from the following equation: 
 
FDi = – ζi vsi = – 6 π μf RPi vsi (7) 
 
where ζi is the Stokesian drag coefficient, μf is the fluid dynamic viscosity and vsi is the slip velocity 
defined as the difference between the particle velocity (vi) and the fluid velocity (vf). In the simulations 
presented in this paper we considered vf = 0.  
 
To simulate random movement of the particles caused by Brownian motion, we used the equation for 
magnitude of the Brownian force (FB) in the following form: 
 
FBi = ξ SQRT(36 π μf RPi kBT / Δ t ) (8) 
 
where ξ א [-1;1] is a random number of uniform distribution, kB is the Boltzmann constant, T the 
temperature and Δt is the interval of the Brownian impulses to the colloid particle and usually equals to 
the simulation time step. 
 
The Gear's predictor-corrector numerical method of the fourth order was chosen to integrate 
equations (1) from given initial conditions. The algorithm was implemented according to the advices and 
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instructions given in Numerical Recipes [10]. The Gear's method is an integration method heavily used in 
molecular dynamics (MD) simulations. It uses a constant time-step and consists of two parts: 
1) the predictor routine based on Taylor's series which predicts the positions xpi and velocities vpi of 
discrete elements at time t + Δt, and 
2) the corrector routine which compares the acceleration d2xpi/dt2 computed from the prediction and 
the mathematical model, evaluates an error function and uses it to recalculate the positions and 
velocities. 
The major advantage of this method is that it needs only one evaluation of the right-hand sides of 
ordinary differential equations (1) to compute the system state at the next time-step unlike the usual four 
evaluations requested by rival methods like Runge-Kutta, Merson and similar. 
 
The initial conditions of the integrated system are the discrete elements' positions and velocities. The 
initial positions of elements are randomly set at time t = 0 s with the limitation that elements are initially 
in a safe distance from each other, i.e., no elastic interaction among particles exists at the beginning. Then 
the question of choosing the initial velocities remains. As the papers in the literature are pretty silent 
concerning this topic, two basic ideas could be proposed for initial conditions: 
1) either leave the discrete elements stationary, i.e., vpi = 0, 
2) or give them random initial velocities. 
We chose the first possibility without the loss of generality, because the Brownian motion quickly 
changes velocities of the particles, so the initially set motion does not play a crucial role. 
3. Results and Discussion 
The simulations were carried out in the spatially 1 to 3 dimensional systems. The choice of dimension 
was made according to the purpose of the simulation. The simulation of the spatially 2D system with 199 
particles for a period of 30 ms took 1 day of computational time on machine with 2.83 GHz processor and 
32 GB RAM. Such a long simulation time is required due to the short integration time-step of 1×10–9 s 
necessary to keep the results consistent not only with average kinetic energy of particles discussed further 
in the text, but also with the linear time-evolution of mean-square displacement and with the Stokes-
Einstein equation. 
3.1. Distribution of particle velocities 
Spatially 3D system with 100 colloid particles was employed for the study of the average kinetic 
behavior of the model system. The DLVO description of inter-particle force interactions was employed in 
the simulation. Simulations were carried out with the parameter values listed in Tab. 1. The velocities of 
all particles in the system were averaged and the results are summarized in Fig. 2 for the case of non-
agglomerating dispersion stabilized by electrostatic double layer. The two graphs in Fig. 2 depict the 
mean particle velocity of the system and the distribution of particle velocities. The average kinetic energy 
of a single particle in 3D system, cf. equation (9), can be used to determine the mean velocity of colloid 
particles v.  
Ekin = 1/2 mi v2 = 3/2 kB T (9) 
 
where Ekin is the average kinetic energy of a single colloid particle with the mass mi, kB is the Boltzmann 
constant, T is the absolute temperature of the system and v is the mean velocity of all the particles in the 
system defined as: 
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v = Σ||vpi|| / N, (10) 
 
where vpi is the velocity of i-th particle and N is the number of particles. 
 
As apparent from Fig. 2b, the colloid particles in our simulations have various velocities which change 
in time and when averaged over a long-enough period they produce a nice distribution with a mean value 
corresponding to equation (9). However, the knowledge of the DLVO potential and mean velocity is 
incomplete without the velocity distribution in order to determine the stability and/or the dynamics of 
agglomeration of a colloid system. The distribution of particle velocities vpi implies that there is a certain 
probability, however minute, that a particle can temporarily have a much higher velocity than the mean 
value. Particles having temporarily higher velocity can overcome the energy barrier of the DLVO 
potential (Fig. 3). This explains a very slow agglomeration, e.g., in the case of cream on milk, where the 
formation of agglomerates can take several days. 
 
Fig. 2. (a) Mean velocity and (b) distribution of the velocities of 100 colloid particles in 3D captured equally 10,000 times 
during the simulation, i.e., every 10–6s. Parameters of simulations are listed in Tab. 1. 
 
Table 1: Parameters of simulations 
 
 
symbol quantity value 
μf  fluid dynamic viscosity 1×10–3 Pa.s 
T absolute temperature 293.15 K 
EY Young modulus 1×108 Pa 
AH Hamaker constant 2×10–20 J 
κ-1 Debye length 1×10–9 
εr relative permitivity of medium 80 
ψ0 
RP 
surface potential 
radius of particles 
5×10–2 V 
1×10–7 m 
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Fig. 3. The DLVO potential energy as a combination of van der Waals (vdW) and electrostatic (elstat) potential energies (U) in 
dependence on particle separation distance (h). Parameter values are given in Tab. 1. 
 
 
With sufficiently described distribution of particle velocities in the system, we conducted simulations 
to compare morphologies with different degree of stabilization by electrostatic repulsion. 
3.2. Unstable colloid systems 
Fig. 4 depicts the spatially 2D distribution of particles in the system at different simulation times. The 
particles were accelerated by the Brownian motion but also slowed down by the Stokes law with 
negligible electrostatic stabilization. Van der Waals attractive forces and Hooke’s contact force were also 
considered in this simulation.  
  
Soon after the simulation starts the particles begin to collide and form agglomerates as shown in Fig. 4. 
The Brownian motion of these early agglomerates is also relatively fast, so they gradually connect to each 
other forming thus bigger agglomerates. This causes the initial fast growth and then the decay of the 
number of agglomerates. Big agglomerates do not move so quickly as smaller ones and the distance 
between them is also usually bigger than it was at the beginning of the simulation. Thus the 
agglomeration rate decreases quickly and it takes time for the particles to finally form one big 
agglomerate. 
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Fig. 4. Agglomeration of N = 199 colloid particles without electrostatic stabilization on the domain of 5×5 μm2. Parameters of 
simulation were: εr = 80, ψ0 = 50 mV, κ–1 = 0 nm and RP = 1×10–7 m. 
 
For illustrative purposes the particles comprising agglomerates in Fig. 4 are highlighted using diverse 
colors for different agglomerates. The structure of the agglomerates and the agglomeration dynamics 
depend on the concentration of particles. In the case of higher concentrations the separation distances 
between the particles are smaller and thus the collisions happen more frequently. Since the count of the 
colloid particles is high the resulting agglomerates are bigger. In the first presented case of higher 
concentration the agglomeration is rapid and the colloid particles forming the agglomerate do not have 
enough time to find a solid place in the agglomerate before they hit another particles/ agglomerate. This 
leads to the formation of very coarse agglomerates (cf. the dark blue agglomerate in the central picture of 
Fig. 4), since a successive rearrangement of the structure is not possible due to strong bonds, which are 
formally represented by a string and described by Hooke’s law. In other words if a pore is created in the 
agglomerate it cannot be easily filled with single particles or smaller agglomerates. This fast 
agglomeration can lead to the creation of gel-like network structures for which a single agglomerate 
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spans from one side of the simulation domain to the other one, cf. Fig. 4. 
3.3. Meta-stable colloid systems 
With increasing value of the Debye length (κ–1) the electrostatic stabilization increases. This may 
result in a situation where, despite the Brownian motion, the van der Waals attraction keeps most of the 
particles at a close distance but the electrostatic stabilization prevents them from agglomeration. Such 
a scenario is depicted in Fig. 5 and the term meta-stable is often used for such dispersion. This state of 
the system depicted in Fig. 5 can be observed during the production of various latexes by emulsion 
polymerization [11, 12]. The particles temporarily form larger clusters without forming stable 
agglomerates. 
 
Fig. 5. Electrostatic stabilization of N = 199 colloid particles: meta-stable dispersion; on the domain of 5×5 μm2. (No stable 
agglomerates have been formed. This is indicated by the original blue color of the particles.) Parameters of simulation were: 
εr = 80, ψ0 = 50 mV, κ–1 = 1 nm and RP = 1×10–7 m. 
 
68   M. Kroupa et al. /  Procedia Engineering  42 ( 2012 )  58 – 69 
3.4. Stable colloid systems 
Further increase in Debye length (κ–1) causes further stabilization of the system, where no significant 
agglomeration occurs. In this case, neither the Brownian motion nor the van der Waals attraction enhance 
enough the velocity of the colliding particle to overcome the potential barrier (Fig. 3), and therefore the 
morphology remains similar to initial morphologies shown in Figs. 4 and 5. 
4. Conclusions 
Search for new properties of materials which at some state of the production form a disperse system 
presents a formidable task for the control of the agglomeration of the colloid systems. The main aim of 
our modeling effort is the description of a multi-particle colloid system and its dynamic behavior under 
different electrostatic conditions. This modeling effort provides an insight into the dynamics of the 
agglomeration of colloids. The model is capable to perform simulation in 1 to 3 spatial dimensions with 
hundreds of particles. 
 
We employed DEM to address both the colloid stability and the time-scale of agglomeration. The 
system and its underpinning physics is validated with respect to basic thermodynamic assumptions. The 
system exhibits Gaussian distribution of the particle velocities. Our model satisfies the assumptions of the 
mean kinetic energy of colloid system as well as the linear dependence of mean-square displacement on 
time and the Stokes-Einstein relationship. 
 
Different strengths of the electrostatic stabilization of the colloid system are modeled. In the unstable 
region the gel-like structures are clearly visible, whereas simulations of meta-stable region can be used in 
future for the modeling of the agglomeration during emulsion polymerization. Stable colloids exhibit no 
significant deviations of morphology from the initial state.  
 
The concept of bond formation between the colliding particles and its implementation in DEM is still 
open. We employed the Hooke’s law, but proper characterization of contact forces in colloids is still 
missing. Because Hooke’s law does not take into the account any energy dissipation during formation of 
bonds between particles, a non-elastic collision model must be proposed.  
 
Some improvements of the developed model are still possible in the future. For example, the realistic 
description of shear force acting on large agglomerates and consistent with Navier-Stokes equations must 
be introduced at least in the Stokes limit, which is mostly applicable for small dispersed particles. Another 
on-going improvement of our model is the implementation of the surface tension. In polymer and general 
colloidal systems the surface energy plays an important role in inter-particle interaction as well as in the 
interaction with surrounding fluid. The complete description of all relevant forces in a developed model 
can characterize not only the stability of colloid dispersion, but also the dynamics of agglomeration of 
individual particles. If provided relevant physical parameters, such as viscosity of the surrounding fluid 
and of a particle, surface tension, zeta-potential, particle size, ionic strength of electrolyte and elastic 
modulus of particles, the model shall compute probability functions of breakage and agglomeration of 
colloid particles. 
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