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We study superconducting phases in a quasi-two-dimensional multilayer system without local inversion
symmetry. Broken local inversion symmetry induces layer-dependent Rashba-type spin-orbit couplings.
We find that a complex-stripe phase, which is the intermediate phase between the Fulde-Ferrell (FF) phase
and Larkin-Ovchinnikov (LO) phase, is realized in the magnetic field applied parallel to the layers. A
crossover from the FF phase to the LO phase appears by tuning temperature and magnetic field. We show
the local density of states that characterizes the complex-stripe phase. As a possible realization of the
complex-stripe phase, we discuss the artificial superlattices of CeCoIn5.
KEYWORDS: locally non-centrosymmetric superconductors, staggered Rashba spin-orbit coupling,
complex-stripe phase, phase diagram
1. Introduction
Since the discovery of the non-centrosymmetric supercon-
ductor CePt3Si,1) numerous studies of non-centrosymmetric
superconductivity have been conducted, both theoretically
and experimentally, elucidating unusual properties.2) Exam-
ples are the mixing of spin-singlet and triplet Cooper pair-
ings,3, 4) magnetoelectric effect,5–8) helical superconducting
phase,3, 9–15) and topological superconductivity.16, 17) These
unconventional features result from an antisymmetric spin-
orbit coupling, which can be classified in various categories
such as Rashba-type, Dresselhaus-type, and cubic-type. Also,
in systems designed for ultracold atomic gases antisymmetric
spin-orbit coupling has become a technically feasible ingredi-
ent recently.18)
In a number of theoretical studies, unusual features are pre-
dicted for systems that conserve inversion symmetry globally
but not locally.19–24) For instance, a pair-density wave (PDW)
state could arise from the staggered antisymmetric spin-orbit
coupling inherent to “local non-centrosymmetricity” in ma-
terials.24) These works discuss multilayer superconductors,
such as artificial superlattices of CeCoIn5,25) multilayer high-
Tc cuprates,26, 27) and SrPtAs28) as well as disordered phases
of CePt3Si29) and Sr2RuO4.30–32)
A spatially modulated superconducting state [e.g., Fulde-
Ferrell-Larkin-Ovchinnikov (FFLO) state] can be induced to
circumvent paramagnetic limiting in a magnetic field.33, 34)
While a Larkin-Ovchinnikov (LO) state, characterized by
the magnitude modulation of the superconducting order pa-
rameter, is expected in centrosymmetric superconductors,35)
a Fulde-Ferrell (FF) state, a “helical phase” with an essen-
tially constant order parameter magnitude,3, 9–15) could appear
in non-centrosymmetric superconductors exposed to a mag-
netic field. Although experimental indications of the realiza-
tion of an LO phase have been found for the heavy-fermion
superconductor CeCoIn5,36, 37) organic superconductors,38–40)
ultracold fermion gases with a population imbalance,41) and
nuclear matter,42) there has been no experimental evidence of
the helical phase in non-centrosymmetric superconductors so
far. In this paper, we show that a complex-stripe phase, which
can be viewed as intermediate between FF and LO states, may
exist in locally non-centrosymmetric multilayers. As shown
below, such a phase may cover a large region in the T -H phase
diagram of locally non-centrosymmetric superconductors, in
contrast to a rather tiny region for the standard LO phase.43)
In contrast to the helical phase in non-centrosymmetric super-
conductors, a spatially inhomogeneous complex-stripe phase
could be observed in the experiments with high spatial res-
olution, such as scanning tunneling microscopy (STM) and
NMR.
We start this paper with the basic concept of the complex-
stripe phase in Sect. 2, followed by the introduction of a min-
imal Hamiltonian for a locally non-centrosymmetric multi-
layer superconductors in Sect. 3. In Sect. 4.1, we investigate
the T -H phase diagram for the bilayer system and show that
the complex-stripe phase is stabilized by staggered Rashba
spin-orbit coupling. For comparison with possible experi-
ments we explore the local density of states in the complex-
stripe phase in Sect. 4.2. We also study the complex-stripe
phase in a trilayer system in Sect. 5. Finally, we discuss the
possibility of the formation of the complex-stripe phase in ar-
tificial superlattices of CeCoIn5 in Sect. 6.
2. Complex-Stripe Phase
We start our discussion by introducing the concept of the
complex-stripe phase. For this purpose, we restrict ourselves
to the simplest nontrivial case, the bilayer system. As shown
in Fig. 1, the local inversion symmetry is broken for each layer
yielding an in-plane Rashba spin-orbit coupling. Global in-
version symmetry requires that the coupling constants of the
Rashba spin-orbit coupling αm are layer-dependent and anti-
symmetric with respect to reflection at the center of the mul-
tilayer structure and (α1, α2) = (α,−α) for bilayers. If we ne-
glect the interlayer coupling and take the layers as completely
decoupled, then a magnetic field would induce a helical phase
as in non-centrosymmetric superconductors. Because of the
opposite sign of Rashba spin-orbit coupling, the wave vec-
tor q of the order parameter would have opposite signs in the
two layers. Thus, the order parameter can be represented as
∆1(r) = ∆0eiq·r on the upper layer and as ∆2(r) = ∆0e−iq·r
on the lower layer (see the left-hand side of Fig. 1). Now, we
turn the interlayer coupling t⊥ on and find that the complex
order parameters of two layers mix with each other leading
1
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Fig. 1. (Color online) Schematic figures of the complex-stripe phase. The
thick bars describe the two-dimensional conducting planes. The structures
of the staggered Rashba spin-orbit coupling are shown on the left-hand side
of the figure. The order parameters of the upper and lower layers ∆1,2(r)
are shown on the top or at the bottom of the bars. For the left (right)-hand
figure, a bilayer system without (with) interlayer coupling t⊥ is assumed.
See text for details.
to ∆1(r) = ∆0(eiq·r + δe−iq·r) and ∆2(r) = ∆0(δeiq·r + e−iq·r)
(see the right-hand side of Fig. 1). This new order parameter
structure corresponds to a complex phase with a stripe struc-
ture, i.e., the complex-stripe phase. From its structure it can be
regarded as intermediate between the FF state, which has the
order parameter ∆(r) = ∆0eiq·r, and the LO state with ∆(r) =
∆0 cos(q · r). Obviously, we have a modulation of the order
parameter magnitude as well as a helical modulation, e.g.,
∆1(r) = ∆0eiq·r(1+δe−2iq·r) ≈ ∆0eiq·r[1+δ2+2δ cos(2q · r)]1/2.
It is important to note here that the helical phase with
a wave vector q ∼ 2µB(zˆ × H)α/vFEF in a homogeneous
non-centrosymmetric superconductor cannot be observed di-
rectly owing to gauge invariance.15) This is different for the
complex-stripe phase where different wave vectors on the two
layers cannot be removed by gauge transformation and would
yield observable results similar to the situation discussed re-
cently in Ref. 44.
3. Model and BdG Equations
We now turn to the two-dimensional multilayer model with
staggered Rashba spin-orbit coupling, which we formulate as
follows:
H = −t
∑
〈i, j〉,s,m
c
†
ismc jsm − µ
∑
i,s,m
c
†
ismcism
−µB
∑
i,s,s′,m
H · σss′c†ismcis′m
+t⊥
∑
i,s,〈m,m′〉
c
†
ismcism′
−i 1
2
∑
〈i, j〉,s,s′,m
αm(σss′ × rˆi j)zc†ismc js′m
−V
∑
i,m
c
†
i↑mc
†
i↓mci↓mci↑m, (1)
where c†ism (cism) is the creation (annihilation) operator for an
electron with a spin s on a site i = (ix, iy) and a layer m. rˆi j is a
unit vector connecting i with the nearest-neighbor site j. The
symbol 〈i, j〉 (〈m,m′〉) denotes the summation over nearest-
neighbor sites (layers).
For our model calculation, we choose the intralayer hop-
ping t as the energy unit and assume a small interlayer cou-
pling t⊥/t = 0.1, and chemical potential µ/t = 2. The
magnetic field H is applied parallel to the conducting plane
H = (H, 0, 0) parallel to the x-axis. We neglect here the
orbital coupling of the magnetic field, assuming the effect
of orbital pair-breaking as small, since we focus on quasi-
two-dimensional electron systems such as multilayer high-
Tc cuprates and artificial superlattices of CeCoIn5. As men-
tioned earlier, we choose the coupling constants of the spin-
orbit coupling to be equal in magnitude but opposite in sign
on the two layers, namely, (α1, α2) = (α,−α) for the bilayer
system. For the trilayer system, however, Rashba spin-orbit
coupling vanishes on the center layer by symmetry such that
(α1, α2, α3) = (α, 0,−α). The last term in Eq. (1) denotes
the intralayer pairing interaction for spin-singlet s-wave su-
perconductivity. The choice of pairing symmetry, in the spin-
singlet channel, is irrelevant for the qualitative discussion of
the behavior in an in-plane magnetic field. Thus, we prefer
the numerically simpler case of s-wave pairing over d-wave
pairing, although the latter would be relevant for CeCoIn5.
We analyze this model by solving the Bogoliubov−de
Gennes (BdG) equations. First, we perform the mean-field
approximation of the pairing interaction, which leads to the
mean-field Hamiltonian HMF. For the magnetic field along
the x-axis, the spatial modulation of the order parameter ap-
pears along the y-axis.12, 13) Because the order parameter is
uniform along the x-axis, we describe the mean-field Hamil-
tonian HMF using the momentum representation along the x-
direction. Then, the mean field Hamiltonian HMF is obtained
as
HMF =
∑
kx,iy, jy,s,m
[−t(δiy+1, jy + δiy−1, jy)
+(−2t cos kx − µ)δiy, jy]c†iy sm(kx)c jy sm(kx)
−µBH
∑
kx ,iy,s,m
c
†
iy sm(kx)ciy s¯m(kx)
+t⊥
∑
kx,iy ,s,〈m,m′〉
c
†
iy sm(kx)ciy sm′ (kx)
+
∑
kx,iy, jy,m
[
−iαm
2
(δiy+1, jy − δiy−1, jy
+2 sin kxδiy , jy)c†iy↑m(kx)c jy↓m(kx) + H.c.
]
+
∑
kx,iy,m
[∆iy,mc†iy↑m(kx)c
†
iy↓m(−kx) + H.c.]
+
Nx
V
∑
iy ,m
|∆iy ,m|2, (2)
where s¯ = −s and Nx,y are the system sizes along the
x- and y-directions, respectively. The spatially inhomoge-
neous order parameter ∆iy ,m is the mean field ∆iy ,m =
−(V/Nx)∑kx〈ciy↓m(−kx)ciy↑m(kx)〉.
We diagonalize this Hamiltonian by the Bogoliubov trans-
formation
ciy sm(kx) =
∑
ν
uνiy sm(kx)γν(kx), (3)
c
†
iy sm(−kx) =
∑
ν
vνiy sm(−kx)γν(kx). (4)
The BdG equations are obtained through the commutation re-
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lation [HMF, γ†ν(kx)] = Eν(kx)γ†ν(kx). We numerically solve
the BdG equations and calculate the order parameter and free
energy of stable and metastable states self-consistently. We
obtain the T -H phase diagram by comparing the free energy
of different phases. The transition from the normal state to
the superconducting state remains of the second-order for all
fields. In other words, the first-order superconducting transi-
tion expected from the paramagnetic effect is prevented by
spin-orbit coupling. On the basis of this observation, we de-
termine the superconducting transition temperature by solv-
ing the linearized gap equation (for details, see Ref. 24).
4. Bilayer System
We discuss the bilayer system with V/t = 2 leading to the
critical temperature Tc/t = 0.0572 for α = 0. In the following,
we assume that the spin-orbit coupling α ≫ Tc, as is natural
for most (locally) non-centrosymmetric superconductors.2)
4.1 Phase diagram
The T -H phase diagram showing the uniform and complex-
stripe phase for α/t⊥ = 3 is shown in Fig. 2(a). As dis-
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Fig. 2. (Color online) (a) T -H phase diagram for α/t⊥ = 3. The solid and
dashed lines mark the second- and first-order phase transition lines, re-
spectively. The superconducting transition line is determined by solving
the linearized BdG equation for the 500 × 500 lattice size, and the first-
order phase transition line in the superconducting state is determined by the
BdG equation for the 120 × 120 lattice size. The temperature T and mag-
netic field µBH are normalized by the critical temperature Tc = 0.0560
for α/t⊥ = 3. (b) Spatial profiles of the amplitude of order parameter
|∆iy ,1 | = |∆iy,2 | = |∆iy | at (i) (T/Tc, µBH/Tc) = (0.0893, 1.45) (solid line),
(ii) (0.0893, 1.94) (dashed line), and (iii) (0.0893, 2.80) (dash-dotted line).
We adopt the 150 × 150 lattice size for this calculation.
cussed in Sect. 2, the complex-stripe phase is stabilized at
high magnetic fields by the staggered Rashba spin-orbit cou-
pling. This phase diagram is different from those of standard
non-centrosymmetric superconductors12, 13) in the following
two points. First, the common helical phase does not appear
anywhere in Fig. 2(a), because it is suppressed by interlayer
coupling, as explained in Sect. 2. Second, the complex-stripe
phase appears over a wide range of the T -H phase diagram.
It has been found by Agterberg and Kaur that an inhomo-
geneous superconducting phase similar to the complex-stripe
phase could be realized in non-centrosymmetric superconduc-
tors, but the spin-orbit coupling turns out to be rather detri-
mental for this type of phase.12) In contrast, the complex-
stripe phase in the locally non-centrosymmetric superconduc-
tors is favored by the strong staggered antisymmetric spin-
orbit coupling.
As mentioned in Sect. 2, the complex-stripe phase is char-
acterized by the spatial modulation of the order parameter
magnitude. The result of our numerical calculation is dis-
played in Fig. 2(b) where we show profiles of |∆iy ,1| and |∆iy ,2|
that are identical. For this purpose, we use three sets of pa-
rameters corresponding to points (i)-(iii) in the phase dia-
gram in Fig. 2(a). For the parameter (i) (T/Tc, µBH/Tc) =
(0.0893, 1.45) (solid line), the order parameters ∆iy ,1 and ∆iy ,2
behave similarly to that of the LO state. However, the order
parameter has no zero nodes, but remains finite everywhere.
With growing magnetic field the wave vector q increases,
as shown for the parameter (ii) [dashed line in Fig. 2(b)].
While the q vector is even larger for fields close to the
normal-superconductor transition, the order parameter over-
all shrinks and looks more uniform and eventually disappears
continuously at the phase boundary [case (iii) dashed-dotted
line in Fig. 2(b)]. Note that with growing magnetic field the
complex-stripe phase gradually adopts the character of an FF
phase.
Let us now discuss some features of the phase diagram.
The dashed line in the phase diagram of Fig. 2(a) is of the
first-order and is determined by the competition of the inter-
layer Josephson effect and the antisymmetric spin-orbit cou-
pling. The position of this first-order transition is shifted to
lower fields with decreasing interlayer coupling t⊥. On the
other hand, the upper critical field Hc2 is enhanced primar-
ily by spin-orbit coupling suppressing paramagnetic depair-
ing.21) The possibility to turn into a complex-stripe phase in a
large part of the phase diagram is supported by the large α/t⊥,
enhancing the spin-orbit coupling. This is in contrast to the
FFLO state, which is stable only in a tiny region of the T -H
phase diagram in the centrosymmetric superconductors.43)
Note that the first-order transition from the uniform phase
to the complex-stripe phase can be viewed as a lower
critical field for the introduction of linear defects (“flux
lines”) into interlayer Josephson junctions. The complex-
stripe phase is induced by the paramagnetic effect in con-
trast to the conventional flux line phase due to solitons in
the Josephson phase. The former likely occurs in the su-
perlattice CeCoIn5/YbCoIn5 where a large Maki parameter√
2Horb
c2 /H
P
c2 is observed.
25) Then, the wavelength of the com-
plex stripe phase λ ∼ ξab is much smaller than the inter-
flux-line distance in the interlayer Josephson junctions l ∼
Φ0/dH ≈ ξabHorbc2 /H ≫ ξab where d is the distance between
the layers.
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4.2 Local density of states
Aiming at the experimental detection of the complex-stripe
phase, we now consider the local density of states (LDOS).
With the use of our numerical solution of the BdG equation,
the LDOS ρiy (ω) can be determined straightforwardly as
ρiy (ω) =
1
Nx
∑
ν
∑
kx
[|uνiy↑(kx)|2 + |uνiy↓(kx)|2]δ[ω − Eν(kx)], (5)
where we omit the index m, since the LDOS is independent
of the layer for bilayer systems. The calculations are carried
out for a lattice size of 1050 × 1050 with use of a supercell
technique in order to reduce the finite-size effect.
Before discussing the results of BdG equations, we il-
lustrate the role of staggered Rashba spin-orbit coupling
on the LDOS. We assume the order parameter as ∆iy ,1 =
∆iy ,2 = ∆max cos(2piiy/Ny) for the LO phase and ∆iy ,1 =
∆∗iy ,2 = ∆max[exp(i2piiy/Ny) + δexp(−i2piiy/Ny)]/(1+ δ) for the
complex-stripe phase. We take the maximum of the order pa-
rameter as ∆max = 0.0909 and set δ = 0.7, leading to the LO-
like complex-stripe phase. Figure 3 shows that the LDOSs are
almost identical for the LO state and complex-stripe state, but
markedly different between α/t⊥ = 0 and α/t⊥ = 3. In the
absence of spin-orbit coupling (α/t⊥ = 0, thin lines), the An-
dreev bound state appears at ω = ±µBH.45) Then, the sharp
peaks in the LDOS shift with increasing magnetic field, as
shown in Figs. 3(a)-3(c). On the other hand, in the presence
of spin-orbit coupling (α/t⊥ = 3, thick lines), the peaks due to
quasi-Andreev bound states, located at order parameter dips,
appear in the LDOS at low fields [Fig. 3(a)], but then col-
lapse with increasing magnetic field [Figs. 3(b) and 3(c)].
This magnetic field dependence of the LDOS is a signature
of (staggered) Rashba spin-orbit coupling and is evidence of
the complex-stripe phase.
Indeed, we see the collapse of the subgap Andreev bound
states in the results of the BdG equations. Figures 4(a)-4(c)
show the LDOSs for the parameters (i), (ii), and (iii) in
Fig. 2(a), respectively. For the parameter (i) leading to the
LO-like phase, the LDOS at the dips shows pronounced peaks
at ω/Tc ∼ ±1.14 [Fig. 4(a)], indicating the “quasi-Andreev
bound state” in the complex-stripe phase. Indeed, these peaks
adiabatically change to the subgap structure due to Andreev
bound states in the LO state,45) with decreasing spin-orbit
coupling α. However, the peaks become obscure as the mag-
netic field increases [Fig. 4(b)], as discussed above. Then, the
gap of quasi-Andreev bound states decreases in contrast to
the Andreev bound states in the LO state whose gap increases
with the field as ω = ±µBH.45) Thus, the complex-stripe phase
may be distinguished from the LO phase by investigating the
magnetic field dependence of the LDOS using an STM ex-
periment. In the high-field region near the upper critical field,
the complex-stripe phase resembles the FF phase. Then, the
spatial dependence of the LDOS vanishes and the supercon-
ducting gap becomes unclear in the LDOS [see Fig. 4(c)].
5. Trilayer System
We now study the complex-stripe phase in the trilayer sys-
tem. When we assume the attractive interaction V/t = 2, we
obtain the qualitatively same phase diagram as that for bilay-
ers [Fig. 2(a)]. The order parameters of trilayer systems show,
however, different features because the antisymmetric spin-
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Fig. 3. (Color online) LDOS ρmin(ω) at the position of minimal amplitude
of the order parameter with the structure defined in the text. We show the
results for magnetic fields (a) µBH = 0.05, (b) 0.1, and (c) 0.15. The solid
and dashed lines show the LDOSs for the LO and complex-stripe phases,
respectively. The thin and thick lines show the results for α/t⊥ = 0 and
α/t⊥ = 3, respectively. The arrows indicate the peaks due to the (quasi-
) Andreev bound states. The numerical calculations are carried out for a
1050 × 1050 lattice size using a supercell technique.
orbit coupling vanishes in the inner layer as (α1, α2, α3) =
(α, 0,−α). The outer layers have the order parameter of the
complex-stripe phase, which is ∆1(r) = ∆out0 (eiq·r + δe−iq·r)
and ∆3(r) = ∆out0 (δeiq·r + e−iq·r), while the order parameter of
the inner layer is the same as that of the LO state, which is
∆2(r) = ∆in0 (eiq·r + e−iq·r). Since the modulation vector q is
along the y-axis as for bilayers, we show the amplitudes of
the order parameters |∆outiy | = |∆iy ,1| = |∆iy ,3| and |∆iniy | = |∆iy ,2|
in Fig. 5. In the low-field region of the complex-stripe phase
[Fig. 5(a)], the order parameters are similar for the inner and
outer layers, but their zero nodes only appear on the inner
layer. With increasing magnetic field, the order parameter for
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Fig. 4. (Color online) LDOS calculated by solving the BdG equations. We
assume that (T/Tc, µBH/Tc) is equal to (a) (0.0893, 1.45), (b) (0.0893,
1.94), and (c) (0.0893, 2.80). The solid lines show the LDOS ρmin(ω) (at
the minimum of the order parameter), while dashed lines show the LDOS
ρmax(ω) (at the maximum of the order parameter). The LDOS is normal-
ized by the density of states in the normal state, that is, ρ(0).
the outer layer becomes FF-like as shown by the small spatial
dependence of the magnitude |∆outiy | [solid line in Fig. 5(b)]. Si-
multaneously, the superconductivity in the inner layer is sup-
pressed by the paramagnetic depairing effect,21) visible in the
small magnitude of the order parameter |∆iniy | [dashed line in
Fig. 5(b)]. Thus, the superconductivity is essentially based on
the “helical” order parameter of outer layers near the upper
critical field.
These unusual phases of the trilayer system would be
strengthened by the layer dependences of the effective mass
and charge density, which enhances the role of spin-orbit cou-
pling.46) In contrast to that in bilayers, the complex-stripe
phase in trilayers is stabilized even for a smaller α/t⊥, when
the imbalance of the inner and outer layers plays important
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Fig. 5. (Color online) Spatial profiles of the amplitude of order parame-
ter at (a) (T/Tc, µBH/Tc) = (0.0885, 1.40) (complex-stripe phase near the
phase boundary to the uniform phase) and (b) (0.0885, 2.48) (complex-
stripe phase near the upper critical field), respectively. The solid and
dashed lines mark the amplitude of the order parameters |∆iy ,1 | = |∆iy ,3 | =
|∆outiy | and |∆iy ,2 | = |∆iniy |, respectively. The other parameters are the same as
in Fig. 2.
roles as in multilayer high-Tc cuprates,26, 27) as we will show
elsewhere using numerical results.
6. Summary and Discussion
In this research, we have studied the superconducting phase
in a multilayer system that lacks the local inversion symmetry.
We found that the complex-stripe phase, which is an interme-
diate phase between the FF and LO phases, is stabilized by the
staggered Rashba spin-orbit coupling in the magnetic field.
The crossover from the FF-like phase to the LO-like phase
is achieved by changing the magnetic field. In contrast to the
helical phase in Rashba-type non-centrosymmetric supercon-
ductors, which is obscured even by the weak orbital depairing
effect, the complex-stripe phase is distinguished from the vor-
tex state because the global inversion symmetry is conserved.
Compared with the FFLO state in centrosymmetric supercon-
ductors, the complex-stripe phase is stable in a large region of
the T -H phase diagram, because the antisymmetric spin-orbit
coupling stabilizes the complex-stripe phase.
The situation discussed in this paper could be found in ar-
tificially grown superlattices of CeCoIn5.25) This system is
regarded as the quasi-two-dimensional multilayer supercon-
ductor, and a recent measurement of the angular variation of
the upper critical field showed evidence of the broken local
inversion symmetry.47) While bulk CeCoIn5 is a promising
candidate for the FFLO state,36, 37) the layer-dependent an-
tisymmetric spin-orbit coupling supports the complex-stripe
6 J. Phys. Soc. Jpn. Full Paper Author Name
phase in the superlattice, as elucidated in this study. Indeed, a
signature of the FFLO-like phase has been observed in the su-
perlattice of CeCoIn5.47) Further experimental test is desired
to clarify the high-field superconducting phase of the super-
lattice CeCoIn5.
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