The Donaldson-Witten function for gauge groups of rank larger than one by Marino, Marcos & Moore, Gregory
ar
X
iv
:h
ep
-th
/9
80
21
85
v2
  3
 M
ay
 1
99
8
YCTP-P3-98
hep-th/9802185
The Donaldson-Witten function
for gauge groups
of rank larger than one
Marcos Marin˜o and Gregory Moore
Department of Physics, Yale University
New Haven, CT 06520
marino@genesis5.physics.yale.edu
moore@castalia.physics.yale.edu
We study correlation functions in topologically twisted N = 2, d = 4 supersymmetric
Yang-Mills theory for gauge groups of rank larger than one on compact four-manifolds X .
We find that the topological invariance of the generator of correlation functions of BRST
invariant observables is not spoiled by noncompactness of field space. We show how to
express the correlators on simply connected manifolds of b2,+(X) > 0 in terms of Seiberg-
Witten invariants and the classical cohomology ring of X . For manifolds X of simple type
and gauge group SU(N) we give explicit expressions of the correlators as a sum over N = 1
vacua. We describe two applications of our expressions, one to superconformal field theory
and one to large N expansions of SU(N) N = 2, d = 4 supersymmetric Yang-Mills theory.
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1. Introduction and conclusion
The Donaldson invariants of 4-manifolds have played an important role in the develop-
ment of both mathematics and physics during the past fifteen years. Donaldson’s invariants
are defined using nonabelian gauge theory for gauge group G = SU(2) or G = SO(3) on
a compact oriented Riemannian 4-manifold X [1][2]. They were interpreted by Witten in
[3] as correlation functions in an N = 2 supersymmetric Yang-Mills theory (SYM) and as
such are best presented as a function on H∗(X) defined by a path integral:
ZDW (v · S + pP ) =
〈
exp[v · I(S) + pO(P )]
〉
(1.1)
where P ∈ H0(X ;ZZ), S ∈ H2(X ;ZZ), I(S) and O(P ) are certain operators in the gauge
theory, and the right hand side of (1.1) is an expectation value. We refer to (1.1) as the
Donaldson-Witten function. Witten’s interpretation has lead to significant progress in the
subject [4].
1.1. Questions, and answers.
Since (1.1) is a correlation function in an SU(2) or SO(3) gauge theory it is quite
natural to ask about the generalization to compact simple gauge groups G of rank larger
than one. The formal definitions, both mathematical and physical, proceed with little
essential modification to the higher rank case so we may ask the following three basic
questions:
1. Is ZDW an invariant of the diffeomorphism type of X?
2. Does ZDW define new 4-manifold invariants that go beyond the classical cohomology
ring and the Seiberg-Witten invariants?
3. Can ZDW be evaluated explicitly?
In this paper we answer these questions:
1. Yes, ZDW is a topological invariant for rank(G) ≡ r > 1.
2. No, ZDW does not contain any new topological information, at least for 4-manifolds
of b2,+ > 0.
3. Yes, ZDW can be explicitly evaluated in terms of the classical cohomology ring and
Seiberg-Witten invariants.
These conclusions require further comment.
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The first question is not silly. From the mathematical point of view the instanton
moduli spaces are quite singular and it is not obvious that there is a well-defined inter-
section theory on them. From the physical point of view, although the path integral is
formally topologically invariant the expression for ZDW given below is, to say the least,
intricate and delicate, and involves integrals over noncompact spaces with singular inte-
grands. Given the phenomenon of wall-crossing [5][6][7][8] and the surprising discovery
of [9] of continuous metric dependence in a superconformal SU(2) theory the topological
invariance of ZDW is not obvious. Among other things one should worry about continuous
metric dependence of ZDW arising from integration over the subvarieties in the moduli
space of supersymmetric vacua with superconformal symmetry. The main technical work
in this paper consists of carefully defining the integrals and checking their metric depen-
dence. Our conclusion, as stated, is that there is no continuous variation. Somewhat
surprisingly, in stark contrast to the rank one case, we find that there is no wall-crossing
from the measure in the semiclassical regime.
The answer to the second question is, of course, a disappointment. One of the main
motivations for this work was the suggestion of E. Witten, made during the investigations of
[9], that wall-crossing phenomena at superconformal points would lead to the discovery of
new 4-manifold invariants. We would like to stress that we are not suggesting that N = 2
superconformal theories provide no new topological information (in fact we believe the
opposite). However, if there are new invariants, they are inaccessible via the wall-crossing
technique used in [9] and described below.
Regarding the third question, the general formula is rather complicated and is only
described in full detail for G = SU(3) in equations (9.1) − (9.6) below. An important
representative case is that of simply connected manifolds of b2,+ > 1 and of simple type.
The resulting expression for G = SU(N) is given in equation (9.13) below. It is a natural
generalization of the expression found by Witten in [4] for the rank one case.
1.2. Method of derivation
Deriving the higher rank Donaldson invariants using the standard mathematical meth-
ods of [1][2] does not work very well. Formal aspects of the problem, like the µ-map gen-
eralize straightforwardly but, because of the singularities of instanton moduli space, the
intersection theory is difficult to define.
The physical approach to the problem turns out to be much more powerful. By
the physical approach we mean the program proposed by Witten in [3], and brought to
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fruition in [4]. Some further technical developments described in [9] make the derivation
of the main result of [4] and its higher rank generalizations conceptually straightforward,
(although technically challenging in the higher rank case).
The main insight we use from [9] is that one can derive the relation between Donaldson
and Seiberg-Witten invariants from the phenomenon of wall-crossing. 1 This wall-crossing
method proceeds as follows. One begins by considering the contribution to ZDW of the
Coulomb branch of the moduli space of supersymmetric vacua on IR4. This contribution,
denoted by ZCoulomb, is nonzero only for manifolds of b2,+ = 1. Nevertheless ZCoulomb
turns out to contain the essential information for deriving the contributions of the SW
branch to ZDW . In particular, cancellation of metric-dependence of ZCoulomb at strong
coupling singularities in moduli space allows a complete derivation of the universal func-
tions appearing in the Lagrangian of the magnetic dual theory with the light monopole or
dyon hypermultiplet fields included in the theory. (See section seven of [9].)
The wall-crossing method generalizes to simple gauge groups of rank r > 1. The
Coulomb branch MCoulomb is now a quasi-affine variety of complex dimension r. In the
weak coupling asymptotic region MCoulomb may be described as (t ⊗C)/W where t is a
Cartan subalgebra for G and W is the Weyl group. More globally, the Coulomb branch
has the form:
MCoulomb =
(
Cr −D) (1.2)
In Seiberg-Witten theory the space of vacuum expectation values 〈Trφj〉, for j ranging over
the the exponents of G, is identified with Cr. The low energy theory is characterized by
a family of Abelian varieties over Cr, and D is the singular locus for this family. One can
introduce local special coordinates aI on (1.2), but these are never global coordinates and
together with their duals aD,I transform in nontrivial ways under the quantum monodromy
group Γ, determined in principle from the explicit SW curve and differential. For the
example of SU(N), D is defined by the vanishing of the “quantum discriminant” of equation
(2.10) below. Unfortunately a concise description of the discrete group Γ ⊂ Sp(2r;ZZ) does
not appear to be available.
The expression ZCoulomb turns out to have the general form:
ZCoulomb =
∫
MCoulomb
[dada¯]A(~u)χB(~u)σeU+S
2TV (~u)Ψ, (1.3)
1 Some mathematical papers dealing with the relation of Seiberg-Witten and Donaldson in-
variants are [10][11].
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where aI are local special coordinates, A,B are holomorphic automorphic forms for Γ
described below, U, T are forms associated with operator insertions, χ, σ are the Euler
character and signature of X , and Ψ is a certain Narain-Siegel lattice theta function
associated to H2(X ;ZZ) ⊗ Λw(G), where Λw(G) is the weight lattice of G. The details
of this expression are explained in sections 3 and 4 below. Some aspects in the derivation
of the integrand were independently worked out in [12].
It is far from obvious that the integrand of (1.3) is single-valued on MCoulomb. We
check this carefully for the case G = SU(3) and give a less-detailed general argument for
single-valuedness for G = SU(N) (although we prove the invariance under the semiclassical
monodromies for any simply-laced group). We do not seriously doubt that the integrand
of (1.3) is single-valued for all G of r > 1, but our arguments for this leave room for
improvement.
The integrand of (1.3) is singular on D and in the weak-coupling regime at infinity.
Hence, some discussion is required to give rigorous meaning to the integral (1.3). To do
this we need to understand the structure of the divisor D more thoroughly. This divisor is
a stratified space. The maximum dimension stratum is a union of several smooth complex
codimension one components D(1)i corresponding physically to moduli for which a single
u(1) ⊂ t becomes strong and for which a single monopole hypermultiplet becomes massless.
The strata of D of higher codimension correspond to singularities in D where successively
larger numbers of hypermultiplets become massless. We denote the smooth components
of the codimension ℓ strata by D(ℓ)i . In particular, D(r)i contains h(G) (the dual Coxeter
number) points corresponding to the supersymmetric vacua of the N = 1 theory, as well
as points corresponding to multicritical superconformal field theories.
Following the discussion in [9] we define the integral by introducing a cutoff in the
weak-coupling regime and by introducing tubular neighborhoods of D(1)i and doing a phase
integral first over the relevant special coordinates. The definition of the integration near
D(ℓ)i for ℓ > 1 is more problematic and we only discuss it in full detail in the case G =
SU(3). All this is described in sections 6 and 8. We expect our considerations to generalize
to other gauge groups, but again our treatement leaves room for improvement.
We then implement the wall-crossing argument of [9] by postulating that the metric
variation of ZCoulomb from the singularities near D(1)i is cancelled by compensating metric-
variation of a mixed Coulomb/monopole theory which describes the low-energy physics
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near D(1)i . A consequence of our postulate 2 is that ZDW must take the form:
ZDW = ZCoulomb +
∑
i
Z
D
(1)
i
+
∑
i
Z
D
(2)
i
+ · · ·+
∑
i
Z
D
(r)
i
(1.4)
This is the generalization of equation (1.8) of [9]. The integrals Z
D
(1)
i
along the codimension
one varieties are derived from the wall-crossing of ZCoulomb. This wall-crossing is described
in section 6, and the explicit formulae for G = SU(3) are derived in complete detail in
equations (9.1)− (9.6) below. The integrals Z
D
(1)
i
themselves have wall-crossing behavior
which is compensated by metric dependence of Z
D
(2)
i
. This allows a derivation of the
integrand of Z
D
(2)
i
and so on. The procedure terminates at the codimension r singularities
of D.
The central question of metric variation at a superconformal point is addressed in
section eight. We analyze the behavior at the Argyres-Douglas points for G = SU(3)
in detail and show that there cannot be any continuous metric dependence unless σ <
−11. We also give a general argument that shows there cannot be any continuous metric
dependence for any signature. This argument is based on the blow-up and wall-crossing
formulae. The blow-up formula for the higher rank case is derived in section seven by a
straightforward generalization of the derivation in [9]. Using this formula we can relate the
invariants on X to invariants on a blowdown with sufficiently large signature that there
can be no continuous metric variation.
In the case b2,+ > 1 only the last term
∑
i ZD(r)
i
of (1.4) is nonvanishing, and indeed
only the N = 1 vacua contribute. This allows us to write the generalization of Witten’s
formula [4] to G = SU(N) in equation (9.13).
1.3. Applications
Ironically, our work, which was motivated by topology, might find its most interesting
applications in physics. In sections 10 and 11 we describe two applications. In section
10 we use the behavior of the integrand of (1.3) at superconformal points to deduce a
selection rule for correlators of N = 2, d = 4 superconformal theories. In section 11 we use
the explicit result (9.13) to study some questions about the large N behavior of certain
correlation functions in SU(N) SYM theory.
2 which may be justified physically from considerations of tunneling between vacua at finite
volume
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1.4. Directions for future work
There are plenty of opportunities for future work. First, there are technical gaps in
our discussion which have been indicated above. We are confident in our conclusions, but
it should be possible to give a better treatment of the analysis of ZCoulomb.
As in [9] the discussion is rather easily extended to theories with matter. For example,
almost the same formulae hold for G = SU(Nc) with Nf fundamental hypermultiplets, as
long as the masses of the hypermultiplets are generic. For special values of the masses some
very interesting things should happen and this remains an interesting avenue for future
research.
Another generalization worth studying is the case of SU(Nc) with N = 4 supersym-
metry perturbed to N = 2 by the addition of a mass perturbation for adjoint hypermulti-
plets. A discussion of ZCoulomb for these theories is technically challenging but might find
interesting applications in string/M theory.
The generalization of the u-plane integrals studied in [9] to the higher rank case is
probably only the first of a series of interesting generalizations of similar integrals associated
to special Ka¨hler manifolds.
2. Higher rank N = 2 gauge theories
In this section, we review some properties of the low-energy structure of N = 2
gauge theories that we will need in this paper [13][14][15]. We then focus on the case of
SU(N) Yang-Mills theory, and in particular on the SU(3) moduli space, which has been
explored in some detail [16][14]. We also work out some aspects of the solution near the
superconformal, or Argyres-Douglas (AD) points that will be needed in the rest of the
paper.
2.1. General structure
The classical moduli space of N = 2 SYM with a rank r gauge group is determined by
the vacuum expectation value of the field φ, which can always be rotated into the Cartan
subalgebra. Following [14], we will denote these expectation values by a vector ~a in the
root lattice, and the components of ~a , aI with I = 1, · · · , r will correspond to a basis of
simple roots. The charges will be specified by vectors ~q expanded in the Dynkin basis (i.e.
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the basis of fundamental weights). The central charges of electric BPS states are then
written as
Z~q = ~q · ~a, (2.1)
where the product is given by the usual bilinear form in the weight lattice. One can then
introduce the Casimirs uk as Weyl-invariant coordinates in the classical moduli space.
Singularities in this moduli space are associated semiclassically to massless gauge bosons,
and they occur when Z~α = 0, where ~α is a positive root. They are located at the zeroes
of the classical discriminant,
∆0(~u) =
∏
~α>0
Z2~α. (2.2)
The low energy effective action is determined by a prepotential F which depends on r
N = 2 vector multiplets AI . The VEVs of the scalar components of these vector superfields
are the aI . The dual variables and gauge couplings are defined as
aD,I =
∂F
∂aI
, τIJ =
∂2F
∂aI∂aJ
. (2.3)
The moduli space of vacua has a natural Ka¨hler metric given by
(ds)2 = ImτIJda
Ida¯J , (2.4)
which is invariant under the group Sp(2r,ZZ) (the restriction to integer valued entries comes
from the integrality requirement of the charges, as we will see in a moment). The inverse
metric will be denoted by (Imτ)IJ . Matrices in Sp(2r,ZZ) have the structure
γ =
(
A B
C D
)
, (2.5)
where the r × r matrices A, B, C, D satisfy:
AtD − CtB = 1, AtC = CtA, BtD = DtB. (2.6)
The generators of the symplectic group Sp(2r,ZZ) are
A =
(
A 0
0 (At)−1
)
, A ∈ Gl(r,ZZ),
Tθ =
(
1 θ
0 1
)
, θIJ ∈ ZZ, θt = θ,
Ω =
(
0 1
−1 0
)
,
(2.7)
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The symplectic group acts on the aI , aD,I variables as v → γv, where vt = (aD,I , aI). In
particular, we have the following transformation properties which will be useful later,
∂
∂aI
→ [(Cτ +D)−1]JI
∂
∂aJ
,
τ → (Aτ +B)(Cτ +D)−1,
Imτ → [(Cτ +D)−1]t(Imτ)(Cτ +D)−1.
(2.8)
2.2. SU(N)
In the SU(N) case, the quantum theory is described by the hyperelliptic curve [17][18]:
y2 = P (x)2 − Λ2N , P (x) = xN −
N∑
I=2
uIx
N−I , (2.9)
where the uI , I = 2, . . . , N , are the elementary symmetric polynomials in the roots of
P (x). The quantum discriminant associated to this curve is given by
∆Λ = Λ
2N2∆0(u2, . . . , uN−1, uN + Λ
N )∆0(u2, . . . , uN−1, uN − ΛN ) (2.10)
The Coulomb branch of the quantum theory is then given by Cr − D, where D is the
vanishing locus of (2.10). To obtain the couplings τIJ and the masses of the BPS states,
one chooses a symplectic homology basis for the genus r Riemann surface described by
(2.9), αI , β
I , I = 1, · · · , r, and the basis of holomorphic differentials ωI = xI−1dx/y. The
periods of the curve are then
A JI =
∮
αI
ωJ =
∂aD,I
∂uJ+1
,
BIJ =
∮
βI
ωJ =
∂aI
∂uJ+1
,
(2.11)
where I, J = 1, · · · , r. The gauge coupling is then given by
τIJ = A
K
I (B
−1)KJ . (2.12)
One then introduces a meromorphic one form on the hyperelliptic curve (usually known
as Seiberg-Witten differential) λSW satisfying
∂λSW
∂uI+1
= ωI , (2.13)
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which has the explicit expression [17]:
λSW =
1
2πi
∂P
∂x
xdx
y
. (2.14)
The BPS masses are then given by the periods of λSW :
aD,I =
∮
αI
λSW , a
I =
∮
βI
λSW . (2.15)
Quantum-mechanically, the singularities in the moduli space are associated to massless
dyons. Their charges will be denoted by ~ν = (~g, ~q), where ~g, ~q are the r-component vectors
of magnetic and electric charges, respectively. When one of these dyons becomes massless
at a certain submanifold of the moduli space, one of the cycles of the hyperelliptic curve
degenerates and there is an associated monodromy given by
M~ν =
(
1+ ~q ⊗ ~g ~q ⊗ ~q
−~g ⊗ ~g 1− ~g ⊗ ~q
)
. (2.16)
2.3. SU(3) and the AD points
In the case of N = 2 SYM theory with gauge group SU(3), the moduli space is
parametrized by the Casimirs u = u2, v = u3. There is a discrete, anomaly-free subgroup
ZZ6 of the R-symmetry which acts as u→ e2πi/3u, v → −v. The quantum discriminant is
given by
∆Λ = Λ
18[4u3 − 27(v + Λ3)2][4u3 − 27(v − Λ3)2]. (2.17)
There are two codimension one submanifolds given by ∆0(u, v±Λ3) = 0, which intersect in
the three ZZ2 vacua 4u
3 = (3Λ2)3, v = 0. At these points there are two mutually local dyons
becoming massless, and when N = 2 is softly broken down to N = 1 with a superpotential
TrΦ2, they give the three vacua of N = 1 SYM [17]. The charges (n1m, n2m;n1e, n2e) of these
states are the following [14]:
~ν1 = (1, 0; 0, 0), ~ν2 = (0, 1; 0, 0),
~ν3 = (0, 1;−1, 2), ~ν4 = (−1,−1; 2,−1),
~ν5 = (−1,−1; 1,−2), ~ν6 = (1, 0; 2,−1).
(2.18)
The charges in the same row in (2.18) are mutually local. The first row corresponds to
the ZZ2 vacuum at u1 = (27/4)
1/3Λ2, v = 0. The second and third rows correspond to the
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vacua located at u2 = e
2πi/3u1, v = 0, and u3 = e
4πi/3u1, v = 0, respectively. In fact one
can find a matrix U [14] which implements the ZZ3 symmetry in moduli space,
U =

−1 −1 1 2
1 0 −2 1
0 0 0 −1
0 0 1 −1
 . (2.19)
One can check that, acting on the right on ~ν1, ~ν2, we obtain the other two pairs of massless
states at the N = 1 points, i.e., ~ν1U−1 = ~ν3, ~ν2U−1 = ~ν4, etc.
There are also singular points on each of the submanifolds (also called ZZ3 vacua) at the
points u = 0, v = ±Λ3. These are the Argyres-Douglas (AD) points, where three mutually
non-local hypermultiplets become massless [16]. We will be particularly interested in the
behaviour of the theory near these points. Let’s focus on the point v = Λ3, u = 0 (the
behaviour near the other AD point can be obtained using the ZZ6 symmetry which sends
v → −v). The states that become massless near this point are ~ν1, ~ν3 and ~ν5. The
symplectic transformation TθΩ
−1A, where
A =
(−1 0
2 1
)
, θ =
(−1 −1
−1 θ22
)
, θ22 ∈ ZZ, (2.20)
gives a basis where all the states are charged only with respect to the first U(1) factor.
Applying A−1ΩT−1θ on the right to the charge vectors νi, we find that the new charges
~ν · A−1ΩT−1θ are (in this new basis) (ne, nm) = (−1, 0) for ~ν1, (1,−1) for ~ν3, and (0, 1) for
~ν5, i.e. we have one electron, one dyon, and one monopole. In this basis, the hyperelliptic
curve degenerates and at leading order in u, v − Λ3, it splits into a “small” torus whose
periods go to zero (and correspond to a1, aD,1) and a “large” torus whose periods a
2, aD,2
are of order Λ.
We introduce now the useful parameters ǫ, ρ around the AD point, defined by
u = 3ǫ2ρ, v − Λ3 = 2ǫ3. (2.21)
The variable ρ parametrizes the direction along which we approach the AD point in the
u, v moduli space. The equation defining the small torus near the AD point is given by
w2 = z3 − 3ρz − 2, (2.22)
with discriminant
∆ρ = 4 · 27(ρ3 − 1), (2.23)
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and the Seiberg-Witten differential on the curve (2.22) degenerates to
λSW = p
ǫ5/2
Λ3/2
wdz, (2.24)
where p is some constant that depends on the normalization of λSW . The small torus
theory gives us the dependence on ρ for the leading terms in ǫ of a1, aD,1. We can put the
curve (2.22) in Weierstrass form and compute a1, aD,1 explicitly (at leading order in ǫ) in
terms of the periods of the curve ωρ, ωρ,D (with Im(ωρ,D/ωρ) > 0) :
a1 =
ǫ5/2
Λ3/2
f(ρ), aD,1 =
ǫ5/2
Λ3/2
fD(ρ), (2.25)
where
f(ρ) =
48p
5
(ρη − ωρ
8
), fD(ρ) =
48p
5
(ρηD − ωρ,D
8
) (2.26)
In this equation, η = ζ(ωρ/2), ηD = ζ(ωρ,D/2) are the usual values of the Weierstrass zeta
function at the half-periods.
The curve (2.22) has singularities when ρ3 = 1 and also at infinity. At ρ3 = 1 we have
A0 singularities and the behaviour of τ(ρ) is
τ(ρ) =
1
2πi
log(ρ− ρk), (2.27)
where ρk = e
2πik/3, k = 0, 1, 2 are the corresponding singularities. At ρ→∞, there is an
H1 singularity (Kodaira’s type III) and the monodromy is given by S
−1. The behaviour
of τ(ρ) is given by
τ(ρ) = i+
C
ρ3/2
+ · · · , (2.28)
where C is a nonzero constant.
The behaviour of a2, aD,2 (the “long periods”) can be found [16][19] to be
a2 = bΛ + c
u
Λ
+ d
v − Λ3
Λ2
+ · · · , aD,2 = bDΛ+ cD u
Λ
+ dD
v − Λ3
Λ2
+ · · · , (2.29)
where b, c, d, bD, cD and dD are non-zero constants. From these explicit expressions we
can compute the matrix of periods of the hyperelliptic curve, BIJ , at leading order:(
∂a1
∂u
∂a1
∂v
∂a2
∂u
∂a2
∂v
)
=
(
ǫ1/2
3Λ3/2
f ′(ρ) ǫ
−1/2
3Λ3/2
H(ρ)
c
Λ
d
Λ2
)
, (2.30)
11
where the derivatives are with respect to ρ and
f ′(ρ) = 12pη, H(ρ) =
5
4
f(ρ)− ρf ′(ρ) = −3
2
pωρ. (2.31)
The matrix A JI has a similar expression in terms of cD, dD and fD(ρ). We then find that
det
∂uI+1
∂aJ
=
2Λ5/2
pc
ǫ1/2
ωρ
+O(ǫ3/2). (2.32)
The gauge couplings can be also computed in a straightforward way and are given by
τ11 =τ(ρ)− ǫd
cΛ
f ′D(ρ)
H(ρ)
+O(ǫ2),
τ12 =− 4πip
cΛ1/2
ǫ1/2
ωρ
+O(ǫ3/2),
τ22 =
cD
c
− ǫdD
cΛ
f ′(ρ)
H(ρ)
+O(ǫ2),
(2.33)
and cD/c = e
πi/3 is the period of the large torus at the AD point (some aspects of the
behaviour of the couplings at the AD point have been investigated in [20]).
Finally, we will need the behaviour of the third derivatives of the prepotential near
this point (and in particular their leading behaviour in ǫ). These are given by:
F111 =− Λ
3/2ǫ−5/2
H(ρ)
ρ
dτ(ρ)
dρ
+O(ǫ−3/2),
F112 =5Λǫ
−2
12c
f(ρ)
H(ρ)
dτ(ρ)
dρ
+O(ǫ−1),
F122 =Λ
1/2ǫ−3/2dD
cH(ρ)
[(f ′(ρ)
H(ρ)
)′
− 1
2
f ′(ρ)
H(ρ)
]
+O(ǫ−1/2),
F222 =ǫ
−1dD
6c2
[(f ′(ρ)
H(ρ)
)2
− 5
2
f(ρ)
H(ρ)
(f ′(ρ)
H(ρ)
)′]
+O(1).
(2.34)
This behaviour is consistent with the R-charge assignment near the superconformal point,
R(a1) = 1, R(a2) = R(u) = 4/5, R(F) = 2.
3. The twisted effective theory on the Coulomb branch
To study the twisted supersymmetric N = 2 SYM theory on a four-manifold X , we
consider the low-energy description encoded in the solution presented in the last section.
The procedure we will follow is a straightforward generalization of the one presented in
12
[9]. The field content of the low-energy theory consists of r twisted abelian N = 2 vector
multiplets. The Q-transformations are given by
[Q, AI ] = ψI , [Q, ψI ] = 4
√
2daI ,
[Q, aI ] = 0, [Q, a¯I ] =
√
2iηI ,
[Q, ηI ] = 0, [Q, χI ] = i(F I+ −DI+),
[Q, DI ] = (dψI)+.
(3.1)
We will also need the action of the one-form operator G, which gives a canonical solution
to the descent equations (this operator was denoted by K in [9]). It is given by
[G, aI ] =
1
4
√
2
ψI , [G,ψI ] = −2(F I− +DI),
[G,AI ] = −2iχI , [G, a¯I ] = 0,
[G, ηI ] = − i
√
2
2
da¯I , [G,DI ] = −3i
4
∗ dηI + 3i
2
dχ,
[G, χI ] = −3i
√
2
4
∗ da¯I .
(3.2)
The twisted effective Lagrangian can be written in a manifestly topological way as:
i
6π
G4F(aI) + 1
16π
{Q,FIJχI(D + F+)J} − i
√
2
32π
{Q,FId ∗ ψI}
−
√
2i
3 · 25π {Q,FIJKχ
I
µνχ
νλJχ µKλ },
(3.3)
which may be expanded out to give:
i
16π
(
τIJF
I
+ ∧ F J+ + τIJF I− ∧ F J−
)
+
1
2π
(ImτIJ )da
I ∧ ∗da¯J − 1
8π
(ImτIJ )D
I ∧ ∗DJ
− 1
16π
τIJψ
I ∧ ∗dηJ + 1
16π
τ IJη
I ∧ d ∗ ψJ + 1
8π
τIJψ
I ∧ dχJ − 1
8π
τ IJχ
I ∧ (dψJ)+
+
i
√
2
16π
FIJKηIχJ ∧ (D+ + F+)K − i
√
2
27π
FIJK(ψI ∧ ψJ) ∧ (F− +D+)K
+
i
3 · 211πFIJKLψ
I ∧ ψJ ∧ ψK ∧ ψL −
√
2i
3 · 25π {Q,FIJKχ
I
µνχ
νλJχ µKλ }.
(3.4)
It is important to notice that the part of the action involving the fourth descendant
of the prepotential can be written as a Q-exact term plus terms which are topological (i.e.
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they do not involve the metric of the four-manifold X):
i
6π
G4F(aI) ={
Q, τIJ
[
−
√
2i
25 · πψ
I ∧ ∗da¯J − 1
16π
χI ∧ (F− +D)J
]
+
√
2
27 · πFIJKψ
I ∧ ψJ ∧ χK
}
+
iτ IJ
16π
F I ∧ F J − i
√
2
27π
FIJK(ψI ∧ ψJ) ∧ FK + i
3 · 211πFIJKLψ
I ∧ ψJ ∧ ψK ∧ ψL,
(3.5)
where integration over X is understood.
4. The integrand in the higher rank case
The u-plane integral in the higher rank case is given by a general expression of the
form:
Zu(p, S;mi, τ0) =
∫
MCoulomb
[dada¯]A(~u)χB(~u)σeU+S
2TV (~u)Ψ, (4.1)
where Ψ is a certain lattice theta function. We will explain in some detail the structure
of the different terms involved in (4.1). The resulting expression, as we will see, holds for
any simply-laced gauge group.
4.1. The observables
In (4.1) the 0-observable is a general invariant function U on the Lie algebra. This
generalizes 2pu in the rank one case. We will restrict attention to expressions linear in the
Casimirs of the group,
U =
r+1∑
I=2
pITrφI . (4.2)
Here we are using the standard notation for the Casimirs of SU(N). The VEVs of these
operators can be related to the symmetric polynomials in (2.9) which parametrize the
quantum moduli space by standard results on symmetric functions.
The 2-observable is obtained by canonical descent from another general function V .
When 2-observables are included one has to take into account contact terms, denoted
by TV (~u). We will discuss them below. For simplicity, we will restrict attention to 2-
observables obtained from the quadratic Casimir, V = u2. Other 2-observables involve
new contact terms discussed in [12]. In general, the 2-observable is obtained as in [9] using
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the one-form operator G, which gives canonical solutions to the descent equations. In the
rank r case we have
G2uI =
1
32
∂2uI
∂aJ∂aK
ψJ ∧ ψK −
√
2
4
∂uI
∂aJ
(F− +D+)
J . (4.3)
The two-observable associated with a surface S is given by
I˜(S) =
i
π
√
2
∫
S
G2uI , (4.4)
where we use the normalization of [9].
The four-observables come again from a general function W . Using the canonical
solution to the descent equations we see that they merely shift τIJ → τIJ +WIJ . This
will involve further contact terms, which can be written by a process of covariantizing
derivatives.
4.2. The measure factor
The A,B functions in (4.1) are the higher rank generalization of the gravitational
factors considered in [21][9]. They are given by:
Aχ = αχ
(
det
∂uI
∂aJ
)χ/2
(4.5)
Bσ = βσ∆
σ/8
Λ (4.6)
This may be proved by a modification of the argument of [21][9]. The twisted theory
with gauge group G has a gravitational contribution to the anomaly given by −(dimG)(χ+
σ)/2. In the semiclassical regime the effective U(1)r theory gives the anomaly −r(χ+σ)/2.
The remaining anomaly should be carried by the measure factor in the semiclassical region.
On the other hand, near the divisor where a single hypermultiplet becomes massless, there
is an accidental low-energy R-symmetry given by −σ/4 which should also show up in the
measure factor in this region.
We first check that the Bσ factor gives the needed behaviour for the σ dependence.
Near the divisor where a single hypermultiplet becomes massless, the quantum discriminant
has the structure
∆
σ/8
Λ ∼ Zσ/8∆˜Λ, (4.7)
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where Z is the transverse coordinate at the divisor and ∆˜Λ 6= 0 along it. As Z has R-charge
two, we see that Bσ gives the right behaviour. On the other hand, in the semiclassical
region we have that
∆Λ ∼ (∆0)2. (4.8)
The Zα have R-charge 2. As there are (dimG− r)/2 positive roots, the R-charge of ∆Λ in
the semiclassical region is given by 4(dimG − r), and again we find the right charge. As
∆Λ is a modular form of weight zero, B/∆Λ has no zeroes and is a constant. This proves
(4.6).
We now consider the Aχ factor. The R-charge at the semiclassical regime is easily
computed to give χ(dimG − r)/2, again in agreement with the behaviour we need. On
the other hand, we have to check that (in the appropriate local variables) this factor does
not have zeros or singularities on the moduli space. Notice that, at a generic point in the
moduli space, the Aχ factor can be written as
Aχ = αχ
(
detBIJ
)−χ/2
, (4.9)
where detBIJ is the first minor of the period matrix of the hyperellyptic curve (2.9),
and is given in (2.11). It follows from the Riemann bilinear relations that this minor
is nonsingular. On a divisor where a hypermultiplet becomes massless, there are good
coordinates aI around it in the sense that the Jacobian of the change of variables from uI
to aJ is nonsingular, and again we see that in the appropriate variables this factor has no
zeros or singularities. Since det ∂uI+1/∂a
J is a modular form of weight (−1, 0), we have
proved (4.5). We will comment on the constant α below.
4.3. The lattice Γ and generalized Stiefel-Whitney classes
The function Ψ in (4.1), as we will see, involves the evaluation of the photon par-
tition function for the effective U(1)r theory. Therefore, it includes a sum over electric
line bundles [21]. We will consider theories with a non-abelian magnetic flux. This is
possible, for instance, in the case of an SU(N) theory, because the gauge group is actually
SU(N)/ZZN (provided all fields are in the adjoint representation of the group). A bundle
E with this gauge group is characterized up to isomorphism by two topological invariants :
the instanton number and the generalized Stiefel-Whitney class (or non-abelian magnetic
flux) ~w2(E) ∈ H2(X,ZZN ). For a gauge group G, the non-abelian magnetic flux ~w2(E)
takes values in H2(X, π1(G)). Equivalently [22], for any simply-laced gauge group, the
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magnetic fluxes are cohomology classes in H2(X,Λw/Λr), where Λw(r) are the weight and
root lattices of the group, respectively. For every weight lattice, there is a set of weights
called minimal weights which are in one-to-one correspondence with the cosets Λw/Λr
([23], p. 72). There are in general c − 1 minimal weights, where c = detC is the “index
of connection”, that is, the determinant of the Cartan matrix (notice that c is precisely
the order of Λr in Λw). The set of minimal weights is in general a subset of the set of
fundamental weights. We will denote these weights by ~mI , I = 1, · · · , c − 1. In the case
of SU(N), they are just the fundamental weights ~wI , I = 1, · · · , N − 1. The electric line
bundles are then classified by vectors of the form:
~λ = ~λZZ + ~v,
~λZZ =
r∑
I=1
λI
ZZ
~αI , ~v =
c−1∑
I=1
πI ~mI , (4.10)
where ~αI is a set of simple roots. In this expression, λ
I
ZZ
, πI are all integer classes in
H2(X ;ZZ). The πI are fixed, and represent a choice of ~w2(E) ∈ H2(X,Λw/Λr) lifted to
H2(X,Λr). Notice that we can always expand the minimal weights in the basis of simple
roots:
~mI =
r∑
J=1
m JI ~αJ , I = 1, · · · , c− 1, m JI ∈
1
c
ZZ, (4.11)
therefore we can write
~λ =
r∑
I=1
λI~αI , λ
I = λI
ZZ
+
c−1∑
J=1
m IJ π
J ∈ 1
c
H2(X,ZZ). (4.12)
For SU(N), one has m JI = (C
−1) JI , where C
J
I is the Cartan matrix. Finally, later we
will need the result that the instanton number of the original bundle E satisfies [22]
c2(E) = −~v · ~v
2
mod 1. (4.13)
4.4. The lattice sum
The lattice sum Ψ appearing in (4.1) is obtained after integrating over the zero modes
of the fields, integrating out the auxiliary fields (after including the 2-observable (4.4)) and
taking into account the photon partition function. The procedure is entirely analogous to
the one presented in [9] for SU(2). The only difference is that the photon partition function
includes now a factor (det Imτ)−1/2 (for simply-connected manifolds). We also have r zero
modes for ηI as well as for χI (when b+2 = 1). Because of the argument based on the
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scaling of the metric of [9], the contribution of the Coulomb branch vanishes if b+2 > 1. We
also write F I = 4πλI , which is the appropriate normalization for the line bundles involved
in the sum. The lattice Γ of λI has been already specified for the general case in which
we have non-abelian magnetic fluxes. After taking all this into account, we finally obtain
a formula for the factor Ψ in (4.1):
Ψ = (det Imτ)−1/2 exp
[ 1
8π
VJ (Imτ)
JKVKS
2
+
]∑
λ∈Γ
exp
[
−iπτ IJ (λI+, λJ+)− iπτIJ (λI−, λJ−)− iπ((~λ− ~λ0) · ~ρ, w2(X))− iVI(S, λI−)
]
∫ r∏
I=1
dηIdχI exp
{
− i
√
2
16π
FIJKηIχJ [4π(λK+ , ω) + i(Imτ)KLVL(S, ω)]
+
1
64π
FKLI(Imτ)IJFJPQηKχLηPχQ
}
(4.14)
Here VI =
∂V
∂aI
. The phase factor exp[−iπ((~λ − ~λ0) · ~ρ, w2(X))] can be derived by a
generalization of Witten’s analysis in [21] (see [12] for a derivation along these lines). We
found it (independently) from invariance of the Coulomb integral under the semiclassical
monodromy. ~λ0 is an element in Γ such that ~λ − ~λ0 ∈ H2(X,Λr), and corresponds to a
choice of orientation of the higher rank instanton moduli spaces. Notice that its inclusion
is necessary in order for the phase factor to be defined independently of the integral lift we
choose for ~λ. One should also include in the lattice sum a global phase factor depending on
the generalized Stiefel-Whitney class ~v, in order to obtain invariants that are real. In the
SU(2) case, this factor turns out to be eiπ~v·~v = eiπw2(E)
2/2 [9]. We will find the appropriate
factor for SU(N) after computing the resulting invariants in section 9.
In the rank one case, this lattice sum is related to the sum Ψr=1 introduced in [9] as
follows:
Ψ =− i
√
2
4
1
y1/2
dτ
da
∑
λ∈Γ
(−1)(λ−λ0)·w2(X)
[
(λ, ω) +
i
4πy
du
da
(S, ω)
]
· exp
[
−iπτ(λ+)2 − iπτ(λ−)2 − idu
da
(S, λ−)
]
=− i
√
2
4
1
y1/2
dτ
da
exp
[− 1
8πy
(du
da
)2
S2
]
Ψr=1,
(4.15)
where τ = x+ iy.
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We can explicitly evaluate the Grassmann integral in the rank two case, with the
result:
∫ ∏
I=1,2
dηIdχI exp
{
− i
√
2
16π
FIJKηIχJ [4π(λK+ , ω) + i(Imτ)KLVL(S, ω)]
+
1
64π
FKLI(ImτIJ)−1FJPQηKχLηPχQ
}
= − 1
π227
(F11IF22J − F12IF12J){−4π(Imτ)IJ
+ [4π(λI+, ω) + i(Imτ)
IKVK(S, ω)][4π(λ
J
+, ω) + i(Imτ)
JLVL(S, ω)]
}
(4.16)
In general, the integration over the Grassmann variables will give a factor of the form
detIJ (FIJKλK+ ) + · · ·, where the remaining terms should be regarded as contact terms.
A more compact expression for (4.14) can be found if we introduce r bosonic auxiliary
variables bI :
Ψ =
∑
λ∈Γ
∫ r∏
I=1
dηIdχI
∫ +∞
−∞
r∏
I=1
dbI exp
[
−iπτ IJ (λI+, λJ+)− iπτIJ (λI−, λJ−)
+
1
8π
bI(Imτ)IJb
J − iVI(S, λI−)−
i
4π
VI(S, ω)b
I
− i
√
2
16π
FIJKηIχJ (bK + 4πλK+ )− iπ((~λ− ~λ0) · ~ρ, w2(X))
]
.
(4.17)
We emphasize that the integral in (4.17) is finite -dimensional, and not a path integral.
This expression can be formally considered as the partition function of a finite-dimensional
topological “field” theory, obtained from the original one after restriction to the sector of
harmonic forms. The topological invariance is obtained from (3.1) and reads:
[Q, λ] = 0, [Q, aI ] = 0,
[Q, a¯I ] =
√
2iηI , [Q, bI ] = 0,
[Q, ηI ] = 0, [Q, χI ] = i(4πλI+ − bI).
(4.18)
We can consider minus the exponent in (4.17) as the (euclidean) action SE of this topo-
logical field theory. It is Q-closed.
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4.5. The contact term
As explained in [9], when 2-observables are taken into account there are possible
contact terms in the low-energy description. As will become clear in the next section, the
contact term TV must be such that
T̂V (~u) = TV (~u) +
1
8π
VJ(Imτ)
JKVK (4.19)
is duality invariant. We give its form for V = u2 and a general SU(N) theory with
Nf matter hypermultiplets, Nf ≤ 2N , following the approach of [9][24]. Introduce the
parameter τ0 as Λ
2N−Nf
N,Nf
= eiπτ0 for the asymptotically free theories, and as the microscopic
gauge coupling for the theories with Nf = 2N . The prepotential verifies the relation
[25][26][27]
∂F
∂τ0
=
1
4
u2, (4.20)
and under a symplectic transformation we have the following behaviour,
∂2F
∂τ20
→ ∂
2F
∂τ20
− ∂
2F
∂τ0∂aI
[(Cτ +D)−1]IJC
JK ∂
2F
∂τ0∂aK
. (4.21)
If we take into account that VI = 4(∂
2F/∂aI∂τ0), we see that the shift of (4.21) has the
same structure as the shift of the second term in (4.19) under symplectic transformations.
It follows that the contact term can be written as
T (~u) =
4
πi
∂2F
∂τ20
, (4.22)
In some cases we can use the homogeneity properties of u2 to write more explicit expressions
for T (~u). In the case of Nf < 2N massless hypermultiplets we have
T (~u) =
1
2N −Nf
(
2u2 −
∑
I
aI
∂u2
∂aI
)
. (4.23)
Notice from this expression that T (~u) vanishes in the semiclassical regime, as required by
asymptotic freedom. This coincides with [9][12] in the appropriate cases.
Using the relation between higher rank SU(N) Yang-Mills theory and the Toda-
Whitham hierarchy [28][29][30][31][32], one can introduce a set of “times” in the prepoten-
tial which can be seen to be dual to the higher order Casimirs. This makes possible the
computation of contact terms for the two-observables coming from these Casimirs using
the same arguments we have given here, and generalizing the expression (4.22) to include
the rest of the time variables [33]. These variables were also considered in [12] in the
context of the twisted theory, and the contact terms for the higher Casimirs were derived
using a blow-up argument.
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4.6. Remark on the normalization
The overall normalization of the integral (4.1) has a meaning and can in principle be
fixed by physical computations or by comparison to topological invariants. In particular
the constants α, β in (4.5)(4.6) are functions of the group and for G = SU(N) are functions
of N . Some constraints on these constants can be obtained from the factorization of the
measure in certain regions of MCoulomb expected on physical grounds.
Let us focus on G = SU(N) and consider a semiclassical region of moduli space with
scalar vevs:
φ =M
(
N21N1 0
0 −N11N2
)
+
(
φ1 0
0 φ2
)
(4.24)
where φ1, φ2 are traceless. Since it is important to keep track of quantum scales to under-
stand the behavior of the measure we introduce the quantum scale ΛN and require that
ZDW be dimensionless. We work in the semiclassical region
|M | ≫ |φa1 − φb1|, |φi2 − φj2| ≫ |ΛN | (4.25)
for 1 ≤ a < b ≤ N1, N1 + 1 ≤ i < j ≤ N1 +N2. The physics of this region is that we have
a hierarchy of symmetry breakings:
SU(N)
M−→SU(N1)× SU(N2)× U(1)→ U(1)N1−1 × U(1)N2−1 × U(1) (4.26)
with N = N1 + N2. At the large scale M we integrate out N1N2 vectormultiplets corre-
sponding to the off-diagonal blocks. It is not difficult to show that, up to relative corrections
of order O(φ/M), the semiclassical prepotential reduces to:
F = i
4π
∑
a<b
(φ1a − φ1b)2 log (φ1a − φ1b)
2
Λ2N1
+
i
4π
∑
i<j
(φ2i − φ2j)2 log (φ2i − φ2j)
2
Λ2N2
+
i
4π
N1N2(NM)
2 log
(NM)2
Λ2N
(4.27)
with renormalization group matching conditions:
ΛN1
ΛN
=
(
ΛN
NM
)N2
,
ΛN2
ΛN
=
(
ΛN
NM
)N1
. (4.28)
One can then show that the SU(N) Ψ-function with scale ΛN , denoted ΨSU(N),ΛN factor-
izes in the region (4.25) as:
ΨSU(N),ΛN → ΨSU(N1),ΛN1ΨSU(N2),ΛN2ΨU(1)
(
1 +O(φ/M)
)
(4.29)
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Moreover, in the semiclassical region we have:
AχBσ → α(N)χβ(N)σ
(∏
~α>0
(~α · ~φ
ΛN
))(χ+σ)/2
(4.30)
with the product over the positive roots of SU(N). From this we easily find the factoriza-
tion in the region (4.25):
∏
~α>0
(~α · ~φ)→ (NM)N1N2
∏
~α1>0
(~α1 · ~φ1)
∏
~α2>0
(~α2 · ~φ2) (4.31)
where ~α1, ~α2 are positive roots of SU(N1), SU(N2), respectively.
Thus, the nontrivial functions in the measure factorize in the region (4.25) as expected
on physical grounds. Factorization of the entire measure implies that the measure dMdM|ΛU(1)|2
picks up nontrivial dependence on |M |2 which we have not predicted on a priori grounds.
However, the holomorphic part of the measure, (NM)N1N2 can be expected on a priori
grounds since it accounts for the R-charge anomaly of the vectormultiplets integrated
out at scale M . Combining this insight with Seiberg’s trick of regarding constants in an
effective Lagrangian as vev’s in some theory at a higher scale to determine holomorphic
dependence, we can give an heuristic argument for the N -dependence of α(N), β(N). We
regard the constants α(N), β(N) as well as ΛN as carrying R-charge. Thus, as in (4.31)
we expect the factorization
α(N) = α(N1)α(N2)(αU(1))
N1N2 (4.32)
for some constant αU(1). Consequently, there should be N -independent constants κ1, κ2
such that
α(N) = eκ1N+κ2N
2
(4.33)
Similar formulae hold for β. Unfortunately we can only fix one linear combination
using the known constants for the SU(2) case, which have been found in [4][9] by comparing
to explicit results for Donaldson invariants. As remarked in [34][4], to compare the results
of the physical theory to mathematical results, one has to multiply the Donaldson-Witten
function by the order of the center of the gauge group.
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5. Single-valuedness of the integrand
The generalized u-plane integral (4.1) derived in the previous section is not mani-
festly well-defined because of monodromy around divisors where the SW curve Σ (or the
abelian variety J(Σ) in the integrable system) degenerates. In this section we perform a
careful check of the monodromy invariance of the integral in the case of simply-connected
manifolds. The semiclassical analysis applies to any simply-laced gauge group. The strong-
coupling analysis is only complete for G = SU(3).
5.1. Semiclassical monodromy
The classical monodromy group is isomorphic to the Weyl group of the gauge group,
and it is generated by the Weyl reflections ri associated to the root basis, i = 1, · · · , r.
Semiclassically this monodromy has a quantum correction due to the one-loop contribution
to the prepotential.
The general form of the semiclassical monodromy has been presented in [14][15] for
any gauge group. The action of the ri monodromy on ~a is given by the matrix
ri = 1− ~αi ⊗ ~wi, (5.1)
where the simple roots ~αi are expanded in the Dynkin basis, and ~wi are the fundamental
weights. The classical monodromy acting on (~aD,~a) is given then by
P (ri) =
(
(r−1i )
t 0
0 ri
)
. (5.2)
The one-loop correction to the prepotential
Fone−loop = i
4π
∑
~α>0
Z2~α log
(Z2~α
Λ2
)
, (5.3)
(where the sum is over the positive roots) gives, in addition to the Weyl reflection, a
theta-shift in the coupling constant of the form
τ → (r−1i )t[τ − ~αi ⊗ ~αi]r−1i . (5.4)
The semiclassical monodromy matrix is then given by
M (ri) =
(
(r−1i )
t −(r−1i )t(~αi ⊗ ~αi)
0 ri
)
. (5.5)
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The invariance of the Coulomb path integral under these monodromies is a non-trivial
check of our expression. First we analyze the lattice sum, then the measure factor including
the gravitational contributions. To analyze the lattice sum, it is convenient to redefine the
variables λ, D, η and χ by performing the Weyl transformation r−1i . Notice that the lattice
Γ is invariant under this redefinition, as the fundamental weights are shifted by roots. The
measure for the variables D, η, χ is invariant under this transformation, since it is an
orthogonal transformation. Also, the two-observables VI are derivatives with respect to aI
of duality-invariant quantities, so they transform as ∂/∂aI , therefore the terms involving
the two-observables remain invariant after the Weyl transformation of λ and D. For the
phase factor depending on w2(X), we can use the properties of the Cartan- Killing form
and the vector ~ρ and see that it gives the additional term πi(w2(X), ~αi · ~λ), where the dot
denotes the Cartan-Killing form on the weight space and (·, ·) denotes the usual product
in integer cohomology. We then have an additional phase factor in the lattice sum:
exp
(
iπ(~λ · ~αi, ~λ · ~αi) + iπ(w2(X), ~αi · ~λ)
)
. (5.6)
The simple roots are expanded in the Dynkin basis. To see that this phase factor is one,
we take into account the decomposition in (4.10). The term (5.6) then reads
iπ
(
(~λZZ · ~αi, ~λZZ · ~αi) + (w2(X), ~λZZ · ~αi) +
c−1∑
I,J=1
(~mI · ~αi)(~mJ · ~αi)(πI , πJ)
+
c−1∑
I=1
(~mI · ~αi)(w2(X), πI) + 2
c−1∑
I=1
(~mI · ~αi)(πI , ~λZZ · ~αi)
)
.
(5.7)
The last term is an even integer, and the other terms can be combined into even integers
using the Wu formula
(w2(X), z) = (z, z) mod 2, z ∈ H2(X,Z), (5.8)
Therefore, the lattice sum is invariant under the semiclassical monodromy.
Next we examine the measure factor in the Coulomb path integral. The measure
[dada¯] is invariant under the monodromy, and for the gravitational factor involving χ we
can use the symplectic transformation properties and the fact that det ri = −1 to derive(
det
∂uI
∂aJ
)χ/2
→ exp[πiχ
2
]
(
det
∂uI
∂aJ
)χ/2
. (5.9)
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Finally, we analyze the factor involving the discriminant. In the semiclassical regime we
can use the expression (4.8). The Weyl reflection acts as follows on the Zα, with α > 0:
the basic root αi changes its sign, therefore
Zαi → −Zαi , (5.10)
and the rest of the positive roots are permuted, so the product of the rest of the roots Zα
in the classical discriminant is invariant. The only change in the discriminant comes from
this minus sign, and we finally obtain
∆
σ/8
Λ → exp[
iπσ
2
]∆
σ/8
Λ . (5.11)
For a four-manifold with b1 = 0 and b
+
2 = 1, χ + σ = 4, and the measure factor does
not change under the monodromy. Therefore, the Coulomb integral is invariant under the
semiclassical monodromies.
5.2. Duality transformations
To analyze the quantum monodromy, we have to consider the duality transformations
of the Coulomb integral in the appropriate descriptions. To do this, we introduce the
generalization of the lattice theta function of [9] to the higher rank case
ΘΓ(τIJ , αI , β
I ;P, ξI) = exp
[
−iπ(αI , βI) + π
2
(
ξI,+(Imτ)
IJξJ,+ − ξI,−(Imτ)IJξJ,−
)]
×
∑
λ∈Γ
[
−iπτ IJ (λˆI+, λˆJ+)− iπτIJ(λˆI−, λˆJ−)− 2πi(λˆI , ξI) + 2πi(λˆI , αI)
]
,
(5.12)
where λˆI = λI + βI . Notice that in the rank one case we recover the complex conjugate
of the theta function introduced in [9].
If we take
ξI =
1
2π
VIS− +
√
2
16π
FIJKηJχKω,
βI =
c−1∑
J=1
m IJ π
J , αI =
1
2
w2(X), I = 1, · · · , r,
(5.13)
and consider λI as the integer class λI
ZZ
introduced in (4.10), we see that the lattice sum
(4.14) can be written as
Ψ =exp
[S2
8π
VI(Imτ)
IJVJ
]
exp[iπ(αI , β
I)](det ImτIJ )
−1/2
×
∫ ∏
dηdχ exp
[ √2
16π
FIJKηIχJ (Imτ)KLVL(S, ω)
]
ΘΓ(τIJ , αI , β
I ;P, ξI).
(5.14)
25
The overall factor involving S2 combines with T (~u) to give the duality-invariant quantity
Tˆ (~u) introduced in (4.19).
We will now consider the transformation properties of this theta function under the
group Sp(2r,ZZ). The generators of the symplectic group are given in (2.7). The transfor-
mation properties are the following:
Under Ω we have:
ΘΓ(−(τ−1)IJ , αI , βI ;P,−(τ−1)IJξJ,+ − (τ−1)IJξJ,−)
=
√
|Γ|
|Γ′|(det iτ IJ )
b+/2(det−iτIJ )b−/2ΘΓ′(τIJ , βI ,−αI ;P, ξI).
(5.15)
where Γ′ is the dual lattice. To derive the transformation law for ξI in (5.15), one has to
use that
(Imτ)IJ − 2i(τ−1)IJ = (Imτ)IKτKL(τ−1)LJ . (5.16)
If there is a characteristic element w2 such that (λ
I , w2) = (λ
I , λI) mod 2, the
transformation law of (5.12) under Tθ is:
ΘΓ(τIJ+θIJ , αI , β
I ;P, ξI) = exp[
πi
2
∑
I
(w2, θIIβ
I)]ΘΓ(τIJ , αI−1
2
θIIw2−θIJβJ , βI ;P, ξI).
(5.17)
Finally, under the transformation A we have
ΘΓ(AτA
t, αI , β
I ;P, ξI) = ΘΓ(τIJ , A
−1α,Atβ;P,A−1ξ). (5.18)
Using these transformations, it is easy to check that the lattice sum (5.14)(except for
the exponential involving S2 and the phase) is then a modular form of weights ((b− +
1)/2, (b+ − 3)/2). To derive this result, one formally considers the Grassmann variables
η, χ as modular forms of weight (0, 1), and takes into account the change induced in the
Grassmann measure. The modular factors then combine with the measure [dada] and the
gravitational factors to give the Coulomb integral for the dual variables.
5.3. Explicit check of quantum monodromy invariance for SU(3)
Using the above transformation properties, we can analyze the quantum monodromy
in the SU(3) case, as we know the explicit strong coupling spectrum in this case [14]. To
obtain the appropriate form of the integral, we will make a symplectic transformation for
each pair of mutually local charges in such a way that in the resulting theory there are
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two electrically charged particles with charges qIi = δ
I
i , i, I = 1, 2. For the two massless
states ~ν1, ~ν2 in (2.18), we have to perform the transformation Ω
−1. For the states ~ν3, ~ν4,
the appropriate symplectic transformation is given by Ω−1A−1T−θ, where
A =
(−1 −1
1 0
)
, θ =
(
1 1
1 −2
)
. (5.19)
Finally, for ~ν5, ~ν6, the symplectic transformation has again the structure Ω
−1A−1T−θ with
A =
(
0 1
−1 −1
)
, θ =
(
2 −1
−1 −1
)
. (5.20)
Therefore, in this basis, the monodromies associated to the two mutually local massless
states are given by:
Mi =
(
1 eii
0 1
)
, i = 1, 2, (5.21)
where (eii)IJ = δ
i
Iδ
i
J , and this holds for each of the three pairs of mutually local dyons.
An important aspect of these transformations is in that in all cases we are left with dual
theories where the shifts in the Γ lattice are given by
βI =
1
2
w2(X), I = 1, · · · , r, (5.22)
i.e. they are Spinc structures. This result is obtained using the higher rank theta function
transformations (5.15), (5.17) and (5.18). It is important to notice that the shifts in the Γ
lattice are defined modulo integer cohomology classes.
Now the monodromy invariance of the integral can be easily checked. The strong
coupling monodromies are just theta-angle shifts in the dual coupling constants, and they
are given by
θ
(i)
IJ = δ
i
Iδ
i
J . (5.23)
We can now use (5.17) to see that the only change in the higher rank theta function is
given by the phase exp[−πiw2(X)2/4]. There is also a change in the measure associated to
the factor involving the discriminant. Near a singular locus this factor has the structure
given in (4.7), and the monodromy acts on Z as Z → e2πiZ. We then obtain a factor
exp[iπσ/4]. But the second Stiefel-Whitney class verifies that
w2(X)
2 = σ mod 8, (5.24)
therefore both phases combine to 1 and the integral is invariant under the strong coupling
monodromies.
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5.4. General case
In the general case, the verification of quantum monodromy invariance requires a
precise knowledge of the strong coupling spectrum (or, equivalently, of the monodromy
subgroup of the symplectic group associated to the relevant hyperelliptic curve). On the
other hand, one can always write the monodromy associated to to a monopole divisor
in the form (5.21) with a submatrix q2eii, where q = gcd(νk), through an appropriate
symplectic transformation [16]. If this symplectic transformation is such that the U(1)i
factor has a shift like (5.22), then the above argument goes through. Notice that, near the
divisor where a hypermultiplet of charge q becomes massless, the discriminant of the curve
has a zero of order q2. Thus a general proof of quantum monodromy invariance follows if
the symplectic transformation taking the monodromy to (5.21) also makes the dual line
bundle λi a Spinc structure. Unfortunately, the monodromy group Γ has not been studied
in sufficient detail to make the explicit check, although we fully expect it to work.
6. Definition of the integral and wall-crossing
The generalized u-plane integral (4.1) above is a formal (albeit monodromy- invariant)
expression. In order to give meaning to the integral and, ultimately, derive topological
invariants for four-manifolds, we must define it carefully and examine its metric dependence
properties.
6.1. Defining the integral
The integrand of (4.1) has bad behaviour at the singularities on the moduli space.
Therefore, we should regularize it appropriately near the codimension one submanifolds
where dyons become massless and also near infinity.
The first step in the regularization is to choose appropriate coordinates along these
submanifolds. A divisor where a hypermultiplet becomes massless can be given locally by
the equation ai = 0, and this gives a preferred coordinate along this locus. The other
coordinates should be chosen according to the region we are considering along the locus.
At the N = 1 points, for instance, one should choose dyonic coordinates for all the dyonic
U(1) factors, while at the region where a monopole locus goes to infinity, one should choose
electric coordinates for the remaining variables. At a generic point at infinity, we choose
electric variables for all the U(1) factors. Finally, near a point where mutually non-local
dyons become massless, there are no truly appropriate coordinates, and the divergences
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of the quantities involved in the integral are quite different from the ones associated to
the monopole loci and to infinity. In the case of the AD points of the SU(3) theory, we
will check that the integral is well-behaved near these points by using the ǫ, ρ coordinates
introduced in (2.21).
The second step in the regularization is to introduce appropriate cutoffs at the sin-
gularities. In the case of the monopole loci, we choose tubular neighbourhoods defined by
|ai| > r, where r is some radius that we will take to zero at the end. 3 Near a generic
point at infinity, the prepotential is naturally expressed in terms of the combinations Z~α,
and the cutoff is given by |Z~α| < R, where R → ∞, for some positive roots ~α (different
choices of these roots give different directions at infinity). Near the AD points of the SU(3)
theory, we will introduce an IR cutoff in the ǫ plane, |ǫ| > r, and analyze the behaviour
of the theory when we take r → 0 (recall that ǫ is a coordinate near this point). No-
tice that this regularization can be interpreted as the substitution of the original moduli
space MCoulomb by a “regularized” moduli space MregCoulomb, which is a manifold with a
non-connected boundary.
Finally, we perform the integrals over the corresponding variables. The procedure is
now similar to the one in [9]. We first perform the integral over the phase of the complex
coordinates chosen for each region, and this procedure gives a projection of the terms of the
form aνaµ onto terms with ν = µ. As we will see in the next sections, in the SU(3) case,
the resulting integrals converge, although their metric dependence can be discontinuous,
resulting in wall-crossing.
6.2. Metric dependence of the integral
To study the possible metric dependence of the integral, we follow the strategy in [9].
We consider the variation of the Coulomb integral with respect to a first order variation
δω in the period point. All the dependence on ω in the Coulomb integral appears in the
lattice sum Ψ. The variation is most easily expressed using the representation (4.17), and
reads
δΨ =
∑
λ∈Γ
∫ r∏
I=1
dηIdχI
∫ +∞
−∞
r∏
I=1
dbIe−SE
[
−4π(ImτIJ )λI+(λJ , δω)−
i
4π
VI(S, δω)b
I
− i
√
2
4
FIJKηIχJ (λK , δω) + iVI
(
(S, δω)λI+ + (λ
I , δω)S+
)]
,
(6.1)
3 We trust there will be no confusion with r as the rank of the gauge group, nor ri as a Weyl
reflection.
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where
SE =iπτIJ (λ
I
+, λ
J
+) + iπτIJ(λ
I
−, λ
J
−)−
1
8π
bI(Imτ)IJb
J + iVI(S, λ
I
−)
+
i
4π
VI(S, ω)b
I +
i
√
2
16π
FIJKηIχJ (bK + 4πλK+ ) + iπ((~λ− ~λ0) · ~ρ, w2(X)).
(6.2)
Topological field theory promises us that δΨ is the integral of a total derivative. In fact,
the metric variation in (6.1) can be written as
δΨ =
∑
λ∈Γ
∫ r∏
I=1
dηIdχI
∫ +∞
−∞
r∏
I=1
dbI
[
{Q,Φe−SE} − 4π ∂
∂bJ
e−SE (λJ , δω)
]
, (6.3)
where
Φ = i(Imτ)IJχ
I(λJ , δω) +
1
4π
(S, δω)VIχ
I . (6.4)
Now we can use the fact that, according to the transformations (4.18) the Q operator is
given by
Q = i
√
2ηI
∂
∂a¯I
+ i(4πλI+ − bI)
∂
∂χI
(6.5)
and write the metric variation as a total derivative in field space with respect to the
antiholomorphic coordinates:
δΨ = i
√
2
∂
∂a¯I
ΥI¯ , (6.6)
where
ΥI¯ =
∑
λ∈Γ
∫ r∏
J=1
dηJdχJ
∫ +∞
−∞
r∏
K=1
dbKηIΦe−SE . (6.7)
We introduce now an (r, r − 1) form on the Coulomb moduli space as
Ω = i
√
2
r∑
I=1
(−1)I+r−1ΥI¯da1 ∧ · · ·dar ∧ da1 ∧ · · · d̂aI¯ ∧ · · · ∧ dar. (6.8)
which satisfies
dΩ = ∂Ω = i
√
2
( r∑
I=1
∂
∂aI¯
ΥI¯
)
da1 ∧ · · ·dar ∧ da1 ∧ · · · ∧ dar. (6.9)
Taking into account that the measure and the observables in the Coulomb integral are
holomorphic, we can use Stokes theorem to write the metric dependence as an integral
over the boundary of the regularized Coulomb branch:
δZregCoulomb =
∫
∂Mreg
Coulomb
AχBσeU+S
2TV Ω. (6.10)
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6.3. Wall-crossing formulae along the monopole loci
We will analyze now the generic wall-crossing at a monopole locus. For simplicity
and concreteness, we will focus on the case of the pure SU(3) theory. The monopole
locus is defined by the equation a2 = 0. As explained in section 4.3, there is a symplectic
transformation to a basis in which λ2 ∈ H2(X,ZZ) + 1
2
w2(X). For the other U(1) factor,
according to our remarks in section 6.1, we should choose the appropriate coordinates
depending on the region of the monopole locus, i.e. we are allowed to perform symplectic
transformations that leave a2 fixed but change a1.
Along the monopole locus, then, the behaviour of the τ22 coupling is given by
τ22 =
1
2πi
loga2 + · · · , F222 = − 1
2πi
1
a2
+ · · · , (6.11)
while τ11, τ12 and the other FIJK are smooth (except when we are at an N = 1 point
or at infinity, where we will have “wall-crossing for wall-crossing”. This will be analyzed
in a moment). Denote y ≡ Imτ22. An analysis similar to the one performed in [9] shows
that the possible discontinuities in the integral are associated to terms involving only
1/(y1/2a2), and they occur when (λ2, λ2) < 0, λ2+ = 0. These are the usual conditions for
SW wall-crossing for λ2.
Taking this into account, we can easily find the terms that contribute to wall-crossing
in the integral (4.1), using the explicit expression in (4.16). First of all, the factor det ImτIJ
appearing in the photon partition function has the structure
det ImτIJ = y(Imτ11 +O(1/y)), (6.12)
and similarly
(Imτ)−1 =
(
(Imτ11)
−1 +O(1/y) O(1/y)
O(1/y) O(1/y)
)
. (6.13)
Therefore, in the term written in (4.16) the only surviving contribution is given by
− 1
32π
λ2+F111F222
[
4π(λ1, ω) + i(Imτ11)
−1V1(S, ω)
]
. (6.14)
The term in S2+ (involving (Imτ)
−1) in (4.14) can be analized in the same way, with the
result that the only contribution comes from V 21 (Imτ11)
−1(S2+/8π). On the monopole
locus, we also have the following expansion in powers of a2:
τ11(a
1, a2) = τ
(0)
11 + a
2τ
(1)
11 + · · · , (6.15)
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where τ
(0)
11 = τ11(a
1, a2 = 0) is the first term in an expansion in a2 and is different from
zero. As we have already noticed, the positive powers of a2 do not contribute to the
discontinuity of the integral, therefore we can put τ11 equal to τ
(0)
11 in the wall-crossing
formula and write it as the integral of a residue:
WC(λ2) =
√
2
8
eiφ(λ
2)
∫
D
da1da1Resa2=0
{
AχBσ exp
[
pU + S2TV − iV2(S, λ2)
]
·
∑
λ1∈Γ1
q
−(λ2,λ2)/2
22 q
−(λ1,λ2)
12 Ψ(λ
1)
}
.
(6.16)
In this expression, D denotes the monopole divisor, φ(λ2) is a global phase which depends
on λ2 and is obtained through the appropriate symplectic transformation to the monopole
locus, qIJ = exp(2πiτIJ), and
Ψ(λ1) =
1√
(Imτ11)(0)
∂τ
(0)
11
∂a1
exp
[ 1
8π
V 21 (Imτ11)
−1
(0)S
2
+
]
· exp
[
−iπτ (0)11 (λ1+)2 − iπτ11(λ1−)2 − iV1(S, λ1−)− iπ(λ1, α1)
]
· [4π(λ1, ω) + i(Imτ11)−1(0)V1(S, ω)],
(6.17)
where we have denoted (Imτ11)(0) = (1/(2i))(τ11 − τ (0)11 ) and α1 is the phase we have for
the a1 theory. This phase, as well as the shift in the lattice Γ1, depends on our choice
of symplectic basis (we will make definite choices when we consider the “wall-crossing for
wall crossing,” because in this case there is also a preferred a1 variable).
Notice that the wall-crossing formula involves an integral which is very similar to a
rank one u-plane integral depending on a “background field” a2, and where the antiholo-
morphic part of the theory involves a restriction to a2 = 0.
6.4. Wall-crossing for wall-crossing
An important aspect of the integral (6.16) is that it has wall-crossing by itself. Along
the monopole locus, there are three distinguished points where the a1 theory has singular-
ities. These are the N = 1 points where the divisors intersect, the region at infinity, and
the AD points. The behaviour near the AD points will be analyzed later. In this section
we will focus on the wall-crossing for wall-crossing near the N = 1 points and at infinity.
Near an N = 1 point the appropriate variable for the a1 theory is also a “magnetic”
one, therefore near this point we have a1 → 0 and the behaviour of τ11 is similar to (6.11).
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For this choice of the variable, the shift in the lattice Γ1 is also given by w2(X)/2, i.e. the
λ1 are also Spinc structures. The wall-crossing behaviour of the integral for the a1 variable
is very similar to the usual SW wall-crossing analyzed in [9]. Again, we have wall-crossing
for (λ1, λ1) < 0, λ1+ = 0. The discontinuity is now a double residue and is given by
WC(WC(λ1, λ2)) =− 4π2e2πi(λI ,λI0)Resa1,a2=0
{
AχBσ exp
[
pU + S2TV − iVI(S, λI)
]
·
2∏
I,J=1
q
− 12 (λ
I ,λJ )
IJ
}
.
(6.18)
We have chosen the N = 1 point at u = (27/4)1/3Λ. The phase factor involving ~λ0 is
the generalization to the higher rank case of a similar factor considered in [9]. It gives the
dependence of the SW contribution on the generalized Stiefel-Whitney class, and can be
obtained from (5.15). The wall-crossing for wall-crossing at the other N = 1 points can
be obtained in a similar way (they will have different global phases, according to the ZZ3
symmetry).
At infinity along the monopole locus, the physics is that of an SU(2) theory embedded
in SU(3), i.e. we have the quantum-corrected gauge symmetry breaking pattern SU(3)→
U(1) × SU(2), where the U(1) (corresponding to the a1 theory) is weakly coupled in
electric variables, and the SU(2) → U(1) is weakly coupled in magnetic variables. There
is a duality frame, therefore, where the behaviour of τ11 is given by
τ11 =
i
2π
loga1 + · · · (6.19)
and corresponds to electric variables, i.e. the shift in the lattice Γ1 is given by β
1 =
(C−1)1Jπ
J . The wall-crossing of the integral on a1 will then be a Donaldson wall-crossing,
exactly like the one anlayzed in [9]. The expression we get is formally identical to the
one in (6.18), although the conditions for wall-crossing in λ1 are the ones for Donaldson
wall-crossing, and one must use the appropriate duality frame.
6.5. Wall-crossing at infinity
The relevant information to analyze the wall-crossing at infinity is encoded in the
semiclassical one-loop correction to the prepotential (5.3). In the SU(3) case it is given
by:
Fone−loop = i
4π
3∑
i=1
Z2i log
(Z2i
Λ2
)
, (6.20)
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where we denote Zi = Z~αi , corresponding to the three positive roots of SU(3), ~αi, i =
1, 2, 3. The explicit expressions are Z1 = 2a
1 − a2, Z2 = −a1 + 2a2, Z3 = Z1 + Z2 =
a1 + a2.To analyze the conditions for wall-crossing, we focus on the photon partition
function of the lattice sum (4.14):
exp
[−iπτ IJ (λI+, λJ+)− iπτIJ (λI−, λJ−)] ∼ ∏
~α>0
(
Z~α
Λ
)−(~λ+·~α)2(Z~α
Λ
)(~λ−·~α)2
. (6.21)
We can approach the region at infinity in moduli space in many ways, keeping one of the
Zi, i = 1, 2, 3 to be finite and the other two, Zj , j 6= i, going to infinity (notice that we
cannot keep two of the Zi finite, as Z3 = Z1 + Z2). The conditions for a possible wall-
crossing in ~λ are then given by ~λ+ · ~αj = 0, j 6= i, as one can easily check from (6.21).
As any two positive roots are linearly independent, we find ~λ+ = 0. Therefore, there is
no wall-crossing at infinity for SU(3) (across codimension one walls): the integral is not
discontinuous when ~λ+ = 0. This is in contrast with the case of the non-simple rank two
group SU(2) × SU(2), where there are only two positive roots and therefore there are
directions at infinity where one finds wall-crossing (namely, the Donaldson wall-crossing
associated to each of the SU(2) factors).
One can also check this behaviour for SU(3) using the u, v variables, going to infinity
along the u or the v planes, and using the explicit expressions for the behaviour of the
prepotential given in [14]. Again, one finds that the condition for a possible wall-crossing
along these directions is ~λ+ = 0 and there is no discontinuity in the integral.
7. The blowup formula
The blowup formula generalizing [35] can be easily derived following the method used
in [9]. Since there are manifolds with vanishing SW contributions it suffices to derive the
formula for ZCoulomb. The latter is easily derived by studying the change of the measure
in (4.1). One then applies a universality argument.
Let X˜ = BlP (X) be the blowup at a smooth point. Then σ˜ = σ − 1, χ˜ = χ+ 1. The
change in the measure under X → X˜ is just:
µX˜ =
α
β
(
det
∂uJ
∂aI
)1/2
∆
−1/8
Λ µX (7.1)
Now let B denote the class of the exceptional divisor, with B2 = −1. In the chamber
B+ = 0 (or more properly, for a fixed correlation function, where B+ < ǫ for some
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sufficiently small ǫ) the Ψ function factorizes to a Ψ-function for X times a holomorphic
Ψ-function involving a sum over the root lattice. Indeed we may write:
λ˜I+ = λ
I
+
λ˜I− = λ
I
− + n
IB
(7.2)
where nI is in ZZ+m IJ e
J . for integer eJ . The shift eJ depends on the generalized Steifel-
Whitney class of the gauge bundle E˜ → X˜. In the chamber B+ = 0 the Ψ-function
factorizes as:
ΨX˜ =
∑
nI
eiπτIJn
InJ+itVIn
I−iπ
∑
I
nIΨX ≡ Θmt~e,~∆(t~V |τ)ΨX (7.3)
where we have written S˜ = S + tB and ~∆ = (1, . . . , 1). Thus, accounting for the contact
term, the integrand for the blown-up manifold X˜ is related to that forX by the replacement
of zero-observables:
eU → eU α
β
(
det
∂uJ
∂aI
)1/2
∆
−1/8
Λ e
−t2TV Θmt~e,~∆(t
~V |τ) (7.4)
Note that the expression must be monodromy invariant. Indeed, it has modular weight
zero. This observation can be used to derive the required contact terms TV for V other
than the quadratic Casimir [12]. Moreover, since it is invariant, it is a function of t and
the Casimirs u2, . . . , ur.
Physically, we expect the defect B creating the blown-up manifold can be represented
by an infinite number of local observables. The ring of local BRST invariant observables is
generated by the Casimirs u2, . . . , ur+1. Thus there must be polynomials B~e,k(u2, . . . , ur+1)
such that
α
β
(
det
∂uJ
∂aI
)1/2
∆
−1/8
Λ e
−t2TV Θmt~e,~∆(t
~V |τ) =
∑
k≥0
tkB~e,k(u2, . . . , ur+1) (7.5)
The fact that B~e,k(u2, . . . , ur+1) are polynomials can be proven as follows: the blowup
expression (7.4) is monodromy invariant, in particular of weight zero, so it must be a
function of uI , I = 2, . . . , r + 1, and t. Using the R-symmetry, we see that t has to be of
charge −2, hence the polynomial B~e,k has charge 2k. On the other hand, the expression
(7.5) has no singularities in the moduli space. This is because the theta function involved in
the expression never has singularities, and the only possible singularities come from ∆
−1/8
Λ .
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But these must be cancelled by zeros of the theta function, as follows from monodromy
invariance.
In the case of the SU(2) theory, the explicit expression for these polynomials was
obtained in [9] using the expansion of the theta functions in terms of Eisenstein series,
but in the higher rank case these expansions are not available. However, these expressions
can probably be obtained using the relation between Seiberg-Witten theory and integrable
systems. For Ar, the integrable system relevant to the Seiberg-Witten solution is the
periodic Toda lattice [28][29][30]. The solutions to both models are straightline motions
in the Jacobian of a hyperelliptic curve. Indeed, we recognize that (7.5) is essentially
the τ function for the Toda hierarchy. Solutions to the Toda equations can be obtained
from the Baker-Akhiezer function, and comparing the t expansion of these solutions should
determine the polynomials B~e,k(u2, . . . , ur+1). We have not carried out the details of this
procedure.
In any case, the blowup formula at higher rank is:〈
exp
[
I(S) + tI(B) + pO]〉
X˜
=
〈
exp
[
I(S) + pO]τ(t|O2, . . . ,Or+1)〉
X
=
∑
k≥0
tk
〈
exp
[
I(S)+pO]B~e,k(O2, . . . ,Or+1)〉
X
(7.6)
8. Behaviour at the Argyres-Douglas points
The Coulomb integral (4.1) depends on the metric of the four-manifoldX . Its variation
with respect to the metric can be written in terms of an integral over the boundary of the
regularized Coulomb branch, as in (6.10). In general, this integral over the boundary will
vanish, due to the damping factors associated to the behaviour of the couplings near the
singularities or in the semiclassical region. However, at the AD points of the SU(3) theory,
there is an N = 2 superconformal field theory with a finite value of the gauge coupling.
The situation is reminiscent of the behaviour of the Nf = 4 theory analyzed in [9], where it
was found that generic correlation functions have a continuous dependence on the metric.
Therefore, one should analyze the possible continuous metric dependence associated to
these superconformal points.
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8.1. A general argument
The blowup formula derived in section 7 severely constrains the possibility of continu-
ous metric dependence. This is because the blow-up formula relates the Donaldson-Witten
function of manifolds with different signatures. As we will show below, for sufficiently large
signature (e.g., σ > −11 for G = SU(3)) the measure near the superconformal points is
sufficiently smooth that the metric variation vanishes. Now, the blow-up formula relates
the invariants on X˜ to invariants on a manifold with σ(X) = σ(X˜) + 1. If there is no
continuous variation in the latter correlators there cannot be any such variation in the
former. Care should be taken with this argument since the blowup formula only applies
for ω in certain chambers of the forward light cone in H2(X ; IR). For any given correlator,
the formula applies in a chamber with B+ < ǫ for some sufficiently small ǫ, where B is
the exceptional divisor of the blow-up. If there is no continuous metric variation in this
chamber then, given metric-independent wall-crossing formulae, there cannot be any con-
tinuous variation in any other chamber. (In fact, as we have seen there is no wall-crossing
from infinity on codimension one walls, so there is really only one chamber.)
One could ask why an argument like this doesn’t rule out continuous metric depen-
dence in the Nf = 4 theory considered in [9]. The reason is that, in this case, the inequality
involving the signature also includes the ghost number Q of the correlators, and the con-
dition not to have any metric dependence has the form of an upper bound on 2σ+Q. The
above argument does not apply in this case, and one can easily check that the blowup
formula is perfectly compatible with continuous metric dependence for the Nf = 4 theory.
The reason for the different behaviours (and for the different bounds on the signature) has
to do with the fact that, in the Nf = 4 theory, the continuous metric dependence comes
from the behaviour at infinity, while the superconformal points in SU(N) super Yang-Mills
theories are in an “interior” region of the moduli space.
8.2. An explicit check
The above argument is rather general and should be checked by explicit computation.
We now give a detailed analysis of the behavior near the AD points for G = SU(3). In
particular we explicitly show the absence of continuous variation for σ > −11.
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8.2.1.Convergence near the AD points
First of all, we must analyze the convergence of the Coulomb integral itself, as the
divergences of the integrand of (4.1) near the superconformal point are rather different from
the ones we have considered. We have to introduce a cutoff r for the variable ǫ introduced
in (2.21), and study the behaviour of the integral as r goes to zero, as we have indicated in
section 6.1. To do that, we first consider the antiholomorphic terms with ǫ−n behaviour.
These come from the terms in FIJK , in (4.16), and whose structure near the AD point
was presented in (2.34). The most divergent term corresponds to F111F221 ∼ ǫ−4. We
have to write the measure of the integral in terms of ǫ, ρ variables. The jacobian of the
change of variables from aI to xJ = ǫ, ρ can be computed at leading order from (2.25),
(2.29):
det
∂aI
∂xJ
=
6cǫ7/2
Λ5/2
H(ρ) + · · · (8.1)
The measure is then
[dada] =
(
36c2
Λ5
|H(ρ)|2|ǫ|7 + · · ·
)
dǫdǫdρdρ. (8.2)
Because of the factor |ǫ|7 in the measure, we see that the leading behaviour of the integral
is smooth, so it converges. Notice that that the rest of the terms involved in the integrand
(VI , τIJ , TV , u, v) are smooth as ǫ goes to zero, as one can see from (2.21), (2.30), and
(2.33). Thus we conclude that the integral is well-defined in the limit r → 0.
8.2.2.Explicit formulae for the metric variation
Now we want to study the possible metric dependence of the integral. The first step
in doing that is to write explicit expressions for the ΥI quantities defined in (6.7). After
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doing the Grassmann integrals in the rank two case, one obtains
Υ1 =− i
√
2
16π
(det Imτ)−1/2 exp
[ 1
8π
VJ (Imτ)
JKVKS
2
+
]
·
∑
λ∈Γ
exp
[
−iπτ IJ (λI+, λJ+)− iπτIJ(λI−, λJ−)− iπ((~λ− ~λ0) · ~ρ, w2(X))− iVI(S, λI−)
]
· [4π(λK+ , ω) + i(Imτ)KLVL(S, ω)]
·
{
F22K
(
i(Imτ)1J(λ
J , ω˙) +
1
4π
(S, ω˙)V1
)− F21K(i(Imτ)2J(λJ , ω˙) + 1
4π
(S, ω˙)V2
)}
,
Υ2 =− i
√
2
16π
(det Imτ)−1/2 exp
[ 1
8π
VJ (Imτ)
JKVKS
2
+
]
·
∑
λ∈Γ
exp
[
−iπτ IJ (λI+, λJ+)− iπτIJ(λI−, λJ−)− iπ((~λ− ~λ0) · ~ρ, w2(X))− iVI(S, λI−)
]
· [4π(λK+ , ω) + i(Imτ)KLVL(S, ω)]
·
{
F11K
(
i(Imτ)2J(λ
J , ω˙) +
1
4π
(S, ω˙)V2
)− F12K(i(Imτ)1J(λJ , ω˙) + 1
4π
(S, ω˙)V1
)}
.
(8.3)
To analyze the behaviour near the superconformal point, we use the duality frame specified
by the symplectic transformation (2.20), in order to use the “small torus” (2.22) and the
explicit solutions in section 2. The differential form Ω of (6.8) can be written now in terms
of the ǫ, ρ variables. The explicit expression follows from:
Ω =i
√
2
(
det
∂aI
∂xJ
){(∂a2
∂ǫ
Υ1 − ∂a
1
∂ǫ
Υ2
)
dǫ ∧ dρ ∧ dǫ
+
(∂a2
∂ρ
Υ1 − ∂a
1
∂ρ
Υ2
)
dǫ ∧ dρ ∧ dρ
}
.
(8.4)
There are two terms in (8.4) which can lead to variation δZCoulomb. In the first term
in (8.4) we take the integral over the ρ boundary, which will be a set of three tubular
neighbourhoods of the monopole divisors ρ3 = 1. The contributions of these boundaries
leads to discontinuous, wall-crossing type, metric dependence. This is just the monopole
wall-crossing analyzed in section 6.3.
The second term in (8.4) is more interesting and it gives the possible metric dependence
associated to the AD points. We regularize the integral by cutting a small disk of radius
r around ǫ = 0. The boundary integral in ǫ will then be along the circle of radius r, Sr,
with center at ǫ = 0. We want to know if there are surviving contributions as r → 0.
To analyze the integral over Sr it is important to take into account monodromy
invariance under ǫ→ e2πiǫ. This invariance can be verified explicitly using the fact, crucial
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to the entire argument we are giving, that after the symplectic transformation (2.20), the
line bundles λ1 define Spinc structures. First, one can easily check, using the behaviour of
FIJK in (2.34), that all the powers of ǫ appearing in the expression are positive or zero.
Actually the only contribution one can have when r → 0 comes from the terms with no
powers of ǫ. These involve F111, F112. We can write the metric dependence then as the
integral of a residue, in the same way that we have written the wall-crossing formulae:
δZCoulomb(ω) = − 1
8π
∮
dǫ
∫
dρdρAχBσ
(
det
∂aI
∂xJ
)
eU+S
2TV
· (det Imτ(0))−1/2 exp
[ 1
8π
VJ (Imτ)
JK
(0) VKS
2
+
]∑
λ∈Γ
[
i(Imτ)
(0)
2J (λ
J , δω) +
1
4π
(S, δω)V2
]
· exp
[
−iπτ(ρ)(λ1+)2 − iπτ (0)22 (λ2+)2 − iπτIJ(λI−, λJ−)− iVI(S, λI−)
]
· dτ(ρ)
dρ
[4π(λ1+, ω) + i(Imτ)
1L
(0)VL(S, ω)],
(8.5)
where the (0) (sub)superscript means that in the antiholomorphic quantities we take ǫ = 0.
In (8.5) we have omitted a global phase depending on the non-abelian magnetic fluxes.
The expression (8.5) is not zero in general. We conclude that ZCoulomb has continuous
metric dependence from the AD points.
8.2.3.The ρ-plane theory
We now examine the metric dependence we have discovered in more detail. One of the
interesting things about (8.5) is that it involves, essentially, a rank one integral associated
to the elliptic curve (2.22). We will refer to this curve as the “ρ-curve.” To see this, let us
study the leading behaviour for ǫ→ 0 of the measure appearing in (8.5). Up to a constant
that can be computed from (2.17), (2.32), and (8.1), together with (2.31), we find the
behaviour
AχBσ
(
det
∂aI
∂xJ
)
∼ ǫ 3σ+χ+144 ∆σ/8ρ ω1−
χ
2
ρ , (8.6)
where ωρ is the period of the curve (2.22). Similarly, using (2.30) we also have for the
2-observable
V1 ∼ ǫ
1/2
ωρ
, (8.7)
which again behaves as the 2-observable of the rank one case (involving the period of the
ρ-curve). Comparing the factors (8.6)(8.7) to the general expressions for the rank one
u-plane integrals we see that the leading behavior for ǫ → 0 is governed by a family of
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effective supersymmetric theories described by the ρ-curve and which we will refer to as
the “ρ-plane theory.” 4
8.2.4.Monopoles to the rescue
The nonvanishing continuous metric variation (8.5) of ZCoulomb appears to spell doom
for the topological invariance of ZDW . Before jumping to this conclusion we must consider
the possible continuous metric variation of the other terms in (1.4). In particular, we
must examine the continuous dependence of the mixed SW/Coulomb integrals along the
monopole divisors Z
D
(1)
i
. In the present case the relevant divisors are D(1)i , i = 1, 2, 3
defined by the roots of ρ3 = 1 . The integrals Z
D
(1)
i
will be analyzed in some detail in the
next section, but their continuous metric dependence is easy to analyze here. The Seiberg-
Witten contributions are obtained by cancellation of wall-crossing of ZCoulomb along the
monopole divisors, and they are integrals along these subvarieties involving the Seiberg-
Witten invariants at the singularities of the ρ-plane (corresponding to the dyons becoming
massless at ρ3 = 1). They are obtained from the behaviour of ZCoulomb near ρ
3 = 1 in
such a way that wall-crossings cancel:
WCρi(ZCoulomb) +WC(ZD(1)
i
) = 0 (8.8)
where ρi, i = 1, 2, 3 are the roots of ρ
3 = 1 and label the three monopole divisors near
the AD point. We want to know the continuous metric dependence of these Seiberg-
Witten contributions. That is we want to compute δδωZD(1)
i
for generic ω, not just at
walls. The continuous variation comes from the region ǫ = 0, and we will denote this
variation by δǫ=0ZD(1)
i
. Since the continuous metric dependence and the discontinuous
metric dependence involve the behaviour with respect to different variables, we see that
the wall-crossing of the integral over ρ, ρ in (8.5) near the ρ3 = 1 divisors has to match
the Seiberg-Witten wall-crossing of δǫ=0ZD(1)
i
at these singularities. We then have
δǫ=0ZD(1)
i
=
∮
dǫǫ
3σ+χ+14
4
∑
λ∈Γ
SW (λ1)Resρ=ρiF (ρ, ǫ, λ
I , δω), (8.9)
4 One must excercise caution when expressing the behavior of the integral at the AD points
in terms of the ρ-plane theory since the matrix (Imτ)IJ and (det Imτ)1/2 does lead to subleading
terms in 1/(Imτ(ρ)).
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where F (ρ, ǫ, λI , δω) is a holomorphic function of ǫ, ρ which depends also on λI and δω. It
can be obtained, as we have indicated, by computing the wall-crossing of the ρ, ρ integral
in (8.5) and matching it to the wall-crossing of a Seiberg-Witten contribution with the
appropriate insertion of observables, as in the following section. 5 Now we note that in
the ρ-plane integral in (8.5), all the terms that do not correspond to a rank one integral
for the curve (2.22) do not contribute to wall-crossing, as they involve subleading powers
in 1/(Imτ(ρ)). Thus, the continuous metric dependence of Z
D
(1)
i
is expressed in terms of
the ρ-plane theory.
Taking this into account, the metric dependence of ZDW near the AD point is a sum
of two terms: one from the integral in (8.5) and one from the Seiberg-Witten contributions
near the singularities at ǫ = 0, ρ3 = 1, and can therefore be written schematically as
δZDW =
∮
dǫǫ
3σ+χ+14
4
{∫
dρdρ [· · ·] +
∑
λ∈Γ
3∑
i=1
SW (λ1)Resρ=ρiF (ρ, ǫ, λ
I , δω)
}
, (8.10)
where [· · ·] denotes the integrand of (8.5) up to the global power of ǫ that we have factored
out.
8.2.5.Vanishing of δZDW for G = SU(3), σ > −11.
We are finally ready to justify the assertion that δZDW = 0 for sufficiently large
signature. This is a simple consequence of (8.10). From the scaling behaviour of the terms
in (8.5) we see that all of the terms in the ǫ expansion of (8.5) have positive powers.
Therefore, (8.10) will vanish if the power of ǫ in the measure is bigger than −1, i.e., if
σ > −11, (8.11)
where we have taken into account that χ + σ = 4. Notice that we can always make
insertions of 2-observables which have no leading powers of ǫ (for example, V2 = Λ/c +
O(ǫ)). Therefore, we can not write a general selection rule involving the ghost number
of a given correlator, as in the Nf = 4 case analyzed in [9]. Rather we have a condition
on the signature of the manifold, given by the bound (8.11). This bound is particular to
the gauge group SU(3). For other superconformal points associated to other gauge groups
and/or matter content [36][37], we expect other explicit bounds depending on the R-charge
spectrum near these points.
We can now complete the argument for topological invariance of ZDW by invoking
the general argument at the beginning of this section since the blow-up formula holds for
ZDW and the measure factor depending on ǫ is common to both contributions in (8.10).
5 Notice once more that the consistency of this procedure requires that the λ1 bundles, which
are the “line bundles” that couple to the ρ theory, define Spinc structures.
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9. The Seiberg-Witten contributions
9.1. The SW contribution along the monopole loci
As in [9], we expect that the higher rank Donaldson-Witten functional is given by
the Coulomb integral (4.1) plus the contributions coming from the monopole divisors, as
we have indicated in (1.4). Generically, along theses divisors a dyon becomes massless
and the low-energy effective theory contains one hypermultiplet coupled to one of the
U(1) factors. The twisted theory is now a “mixed” theory where one of the variables
(the one that we have called a2) is a distinguished coordinate but we can still perform
duality transformations which leave a2 fixed. We expect, however, that the twisted theory
will localize to supersymmetric configurations for the A2 vector multiplet coupled to the
hypermultiplet. These simply give the Seiberg-Witten monopole equations for the A2
variables. At the N = 1 points, there are distinguished coordinates for both a1, a2,
the effective theory contains two mutually local hypermutiplets (each of them coupled
to each of the vector multiplets), and the twisted theory will localize to supersymmetric
configurations for both vector multiplets coupled to the hypermultiplets. At these points,
the contribution will be given then by Seiberg-Witten invariants SW (λ1), SW (λ2).
On general grounds, the Donaldson-Witten functional for SU(3) will be given by
ZDW =ZCoulomb +
∑
i
∫
D
(1)
i
da1i da
1
i
∑
λ1,λ2
∫
MSW (λ2)
µiλ1,λ2(a
1
i , a
1
i , a
2)
+
3∑
i=1
∑
λ1,λ2
∫
MSW (λ1)×MSW (λ2)
Φi(a
1, a2),
(9.1)
where we have included a sum over the components of the codimension one divisor D(1)i ,
and also the contribution of the three N = 1 points. MSW (λ) is the Seiberg-Witten
moduli space for the Spinc structure λ.The structure of the functions µiλ1,λ2(a
1
i , a
1
i , a
2),
Φi(a
1, a2) can be obtained by cancellation of wall-crossing, as in [9], and comparing to
the formulae derived in section 6. We find that the Seiberg-Witten contribution along a
monopole divisor is given by the function
µiλ1,λ2(a
1
i , a
1
i , a
2) =eφi(λ
2) exp
[
pU + S2TV − iV2(S, λ2)
]
C22(a
1, a2)(λ
2)2/2C12(a
1, a2)(λ
1,λ2)
· P (a1, a2)σ/8L(a1, a2)χ/4Ψ(λ1),
(9.2)
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where Ψ(λ1) is given in (6.17), φi(λ
2) is the appropriate global phase depending on the divi-
sor and the corresponding symplectic transformation, and the functions C22, C12, P (a
1, a2),
L(a1, a2) are given by
C22(a
1, a2) =
a2
q22
,
C12(a
1, a2) = q−112 ,
L(a1, a2) = −
√
2
8
α2
(
det
∂uI
∂aJ
)2
,
P (a1, a2) =
1
32
β8
∆Λ
a2
.
(9.3)
As we explained in section 8, the Seiberg-Witten contributions along the monopole divisors
have continuous metric dependence near the AD point, which can be obtained by matching
the wall-crossing of the ρ, ρ integral in (8.5) near ρ3 = 1 to the wall-crossing coming from
the Seiberg-Witten contributions at these singularities. This can be verified using the
computations above, with the only difference that instead of having an integral over a1i ,
a¯1i (the coordinate which parametrizes the monopole divisors) we have a contour integral
in ǫ.
9.2. Contributions from the N = 1 points
Now we follow the same approach to compute the functions involved at the N = 1
points. By comparison with wall-crossing, their structure is
Φi(a
1, a2) =eiφi exp[2πi(λI , λI0)] exp
[
pU + S2TV − iVI(S, λI)
]
·
2∏
I,J=1
(
C˜IJ (a
1, a2)
) 1
2 (λ
I ,λJ )
P˜ (a1, a2)σ/8L˜(a1, a2)χ/4,
(9.4)
where φi is a global phase depending on the generalized Stiefel-Whitney class and on the
N = 1 point. The functions C˜IJ (a1, a2), I, J = 1, 2, P˜ (a1, a2), L˜(a1, a2) are given by
C˜II (a
1, a2) =
aI
qII
, I = 1, 2
C˜IJ (a
1, a2) = q−1IJ , I, J = 1, 2, I 6= J,
L˜(a1, a2) = −4π2α2(det ∂uI
∂aJ
)2
,
P˜ (a1, a2) = 16π4β8
∆Λ
a1a2
.
(9.5)
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We can thus write the SW contribution at the N = 1 points for SU(N), which is a
straightforward generalization of the above procedure,
〈eU+I2(S)〉(i)λ1,···,λr =αχβσeiφie2πi(λ
I ,λI0)
( r∏
I=1
SW (λI)
)
· Resa1=···ar=0
{( r∏
I=1
(aI)
2χ+3σ
8 −
(λI )2
2 −1q˜
−(λI )2/2
II
) ∏
1≤I<J≤r
(
q
−(λI ,λJ )
IJ
)
·
(
∆Λ∏r
I=1 a
I
)σ/8(
det
∂uI
∂aJ
)χ/2
exp
[
U + S2TV − iVI (S, λI)
]}
,
(9.6)
where q˜II = qII/a
I , and we have included in α, β the numerical factors that are obtained,
as in (9.5), from matching to wall-crossing. It is important to notice that the quantities
q˜II as well as the factor involving ∆Λ/
∏r
I=1 a
I in (9.6) are regular at aI = 0.
9.3. SU(N) Donaldson invariants for manifolds of simple type
In this section we generalize the gauge group to G = SU(N) for all N , but specialize
the class of manifolds to those of simple type.
In the simple type case, we can evaluate the contribution at the N = 1 points using
the explicit expressions given in [38][39] for the N = 1 point where N − 1 monopoles
become massless, together with the discrete ZZ4N symmetry relating the N = 1 vacua.
The eigenvalues for φ are [38]
φn = 2 cos
π(n− 12)
N
, n = 1, · · · , N. (9.7)
and from this expression we can easily compute the VEVs of the Casimirs,
c2s ≡ 〈Trφ2s〉 =
(
2s
s
)
N, c2s+1 ≡ 〈Trφ2s+1〉 = 0, (9.8)
One also finds a relation
r∑
I=1
∂aI
∂φi
sin
πkI
N
= i cos
πk(i− 12)
N
, (9.9)
and from this we can obtain,
∂u2
∂aI
= −2i sin πI
N
. (9.10)
This gives the value of VI .
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Finally, we need the value of the off-diagonal couplings at the N = 1 point. These
can be obtained using the scaling trajectory for the eigenvalues φn obtained in [38]. This
trajectory depends on a parameter s, and s = 0 corresponds to the N = 1 point. The
value of the magnetic gauge coupling along this trajectory is given by:
τIJ (s) =
2
N
N−1∑
K=1
τK(s) sin
πIK
N
sin
πJK
N
, (9.11)
and the eigenvalues of this matrix, τK(s), can be explicitly written in terms of some
integrals. In particular, the leading behaviour of τK(s) as s→ 0 is given by [38]
τK(s) =
i
2π sin πκ
2
∫ b
−b
dθ
cos(1− κ)θ√
e−2s − sin2 θ
, (9.12)
where κ = K/N and b = arcsin e−s. This integral has a divergent part 12πi log s as s→ 0,
and this produces the usual logarithmic divergence, diagonal in I and J , in τIJ . But the
off-diagonal terms of τIJ are finite at s = 0 (i.e. at the N = 1 point), and they can be
obtained from the finite part of the integral in (9.12) For SU(3) we have for instance [14],
τ12(0) =
i
π
log 2, (9.13)
as one can check from (9.12) and (9.11). Although we have not found an explicit expression
for the finite part of (9.12), there are two important properties of the couplings τIJ (0),
I 6= J , that one can deduce from (9.12) and (9.11): they are imaginary, and they satisfy
the following symmetry property
τIJ (0) = τN−I N−J (0). (9.14)
We can already write the contribution from the N = 1 points to the SU(N) invariants,
using the fact that these points are related by the ZZ4N ⊂ U(1)R symmetry. We must take
into account the R-charges of the different operators in the correlation function, as well
as the gravitational contribution to the anomaly that appears on a curved four-manifold.
This anomaly can be computed from the microscopic theory (as in [34]) or directly from
the expression given in (9.6). The two computations must give the same result because
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the factors in the measure were actually determined from an R-charge argument. In fact,
as the R-charge of qII is zero, we have
R
(
∆Λ∏r
I=1 a
I
)σ/8
=
σ
2
N(N − 1)− σ
4
(N − 1),
R
(
det
∂uI
∂aJ
)χ
2 =
χ
2
N(N − 1),
R
( r∏
I=1
q˜
−(λI )2/2
II
)
=(N − 1)2χ+ 3σ
4
,
(9.15)
and the R-charges of these terms give the right R-charge coming from the underlying
twisted SYM theory, namely
N2 − 1
2
(χ+ σ). (9.16)
We conclude that the contribution of the N = 1 vacua is
〈eU+I2(S)〉SU(N) = α˜χN β˜σN
N−1∑
k=0
ωk[(N
2−1)δ+N~λ0·~λ0]
∑
λI
e2πi(λ
I ,λI0)
(N−1∏
I=1
SW (λI)
)
·
∏
1≤I<J≤r
(
q
−(λI ,λJ )
IJ
)
exp
[[N−12 ]∑
s=1
p2sω
2ksc2s + 2ω
2kS2 + 2ωk
N−1∑
I=1
(S, λI) sin
πI
N
]
,
(9.17)
where ω = exp[iπ/N ] and δ = (χ + σ)/4. In α˜, β˜ we have reabsorbed numerical factors
that come from the evaluation of L, P and q˜II at the point where N − 1 monopoles
become massless (the values at the other points are obtained using R-symmetry.) The
qIJ , I < J , can be obtained from (9.11) and (9.12) when s = 0, as we have discussed. We
have also included in the phase factor labeling the N = 1 vacua in (9.17) an additional
term depending on the generalized Stiefel-Whitney class, which generalizes the SO(3) case
considered in [34][4]. This term can be obtained if we take into account that the instanton
number of the bundle, once non-abelian fluxes are included, satisfies (4.13). Equivalently,
one can take into account the transformations (5.15), (5.17)and (5.18) to find this extra
factor when we go through the different N = 1 vacua and see that they generate precisely
this extra phase.
We will now find a natural generalization of the phase factor eiπw
2
2(E)/2 obtained in [9]
to guarantee that the resulting expression is real. Notice that this is also a consistency check
of the above answer, as this factor must be a global phase depending on the generalized
Stiefel-Whitney class. We then have to consider the properties of (9.17) under complex
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conjugation (assuming that the overall factor α˜χN β˜
σ
N is real). First notice that the first
term in the sum, k = 0, changes by conjugation of the global phase: exp[−2πi(λI , λI0)]
(the factors qIJ , I < J , are real). Now we take into account that, due to (9.14) and the
expression (9.10), the right hand side of (9.17) has the symmetry λI → λN−I , hence we
can write the resulting phase as
e2πi(λ
I ,λI0)e−2πi[(λ
I ,λI0)+(λ
N−I ,λI0)]. (9.18)
Using the fact that (C−1) IJ + (C
−1) N−IJ is an integer, for all I, J = 1, . . . , N − 1, we can
write the second factor as
exp
{
−πi
N−1∑
J=1
[J(J +N − 2)(πJ , w2(X))]
}
= exp[πiN~v · ~v], (9.19)
where we have taken into account the Wu formula (5.8) and the explicit form of the inverse
Cartan matrix for SU(N). For the rest of the terms in the sum, k = 1, . . . , N − 1, we take
into account that, under conjugation, ωk → −ωN−k, and we change λI → −λI . Using the
transformation [4]:
SW (−λ) = (−1)δSW (λ), (9.20)
one easily checks that the sum of the terms k = 1, . . . , N − 1 changes by an overall sign of
the form (−1)N~v·~v (notice that, for manifolds of simple type, δ is an integer). Comparing
with (9.19) we see that, under conjugation, (9.17) picks a global sign depending on the
generalized Stiefel-Whitney class ~v. Notice that N~v · ~v is always an integer. Moreover, for
N odd it is an even integer, because in this case NC−1 is an even form. Therefore, for N
odd, (9.17) is real. For N even, it is then natural to include a phase factor of the form
eiπN~v·~v/2 to make the above expression real. This factor is independent of the lifting of ~v
as long as N is even, and in the special case of SU(2) we recover the factor introduced in
[9].
10. Application 1: Twisted N = 2 superconformal field theories
At the AD points there is an N = 2 superconformal field theory, and as we are
studying the twisted version of N = 2 super Yang-Mills theory, the relevant spacetime
symmetry algebra describing the model there is the twisted version of the N = 2 extended
superconformal algebra in four dimensions. Recall that this algebra includes extra bosonic
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generators Kµ and D, corresponding to the special conformal transformations and the
dilatations, respectively, as well as two Weyl spinors SAI , S
A˙I
, where A, A˙ are spinor
indices of SU(2)− × SU(2)+, and I is the SU(2)R index. There is also an R generator
corresponding to the non-anomalous U(1)R-current. The topological twist changes the
coupling to gravity of all the fields charged with respect to the internal symmetry group
SU(2)R, in the usual way. This means that in the twisted theory we consider the diagonal
subgroup SU(2)′ of SU(2)+× SU(2)R, and the internal symmetry index I is promoted to
a spinor index, I → A˙. We then obtain two scalar supercharges,
Q = ǫA˙B˙QA˙B˙, S = ǫA˙B˙SA˙B˙ , (10.1)
where QA˙I is the usual supersymmetry charge. We can also define descent operators,
Gµ =
i
4
σB˙Aµ QAB˙, Tµ =
i
4
σB˙Aµ SAB˙ . (10.2)
The twisted N = 2 superconformal algebra includes the relations:
[Q, D] = 1
2
Q, [S,D] = −1
2
S,
[Q, R] = −Q, [S,R] = S,
[Gµ, D] =
1
2
Gµ, [Tµ, D] = −1
2
Tµ,
[Gµ, R] = Gµ, [Tµ, R] = −Tµ,
{Q, Gµ} = iPµ, {S, Tµ} = iKµ,
{Q,Q} = 0, {S, S} = 0,
{Q, S} =2R − 4D.
(10.3)
One can define in a natural way (topological) chiral primary fields as those fields satisfying
{Q,Φ] = {S,Φ] = 0. (10.4)
From the last relation in (10.3), we recall the well-known fact that for such fields
R(Φ) = 2D(Φ). The topological descendants of a chiral primary field are n-forms with the
structure,
Φ
(n)
µ1···µn = {Gµ1 , · · · , {Gµn ,Φ] · · ·], (10.5)
and we see from (10.3) that they are also annihilated by S. After integrating them on
n-cycles, we find new chiral primary fields. Notice that the R-charge of the topological
descendant Φ(n) satisfies R(Φ(n)) = R(Φ)− n.
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Now we can try to extract some information about the twisted superconformal field
theory at the AD point from the results we have obtained above. An important new feature
arising near the AD points is that the gravitational factors Aχ, Bσ have the following
behaviour:
AχBσ ∼ ǫχ/4ǫ3σ/4. (10.6)
Recall that this factor measures the gravitational contribution to the anomaly of the R-
current. The factor involving σ is naturally interpreted as the U(1)R anomaly of the three
mutually nonlocal hypermultiplets becoming massless at the AD point. We interpret the
factor involving χ as a signal of the R charge of the superconformal vacuum, leading to an
anomaly −χ(X)/4 in units where the anomaly of a single hypermultiplet is −σ(X)/4. We
conclude that in the twisted superconformal theory on a manifold X there is a selection
rule for correlation functions:
〈Φ1 · · ·Φn〉X 6= 0 (10.7)
only for ∑
i
R[Φi] =
1
10
χ(X), (10.8)
where we have taken into account that R(ǫ) = 2/5. This has a striking ressemblance to
the selection rule for correlators in a twisted d = 2 N = (2, 2) sigma model on a Riemann
surface Σ, where the R-charge of the vacuum is given by −cˆχ(Σ)/2.
The generalization of (10.7)(10.8) to SU(N) can be determined by examining the
order of vanishing of det ∂a∂u . For simplicity, assume N is odd. Since uj ∼ ǫj , and there are
N−1
2 vanishing β-periods, ai ∼ ǫ
N+2
2 , we expect that det ∂a∂u ∼ ǫ−(N−1)
2/8 and hence the
RHS of (10.8) becomes 1
8
(N−1)2
N+2
χ(X) for the ZZN multicritical superconformal theories.
6
It is interesting to compare this result with some similar recent results for N = 1 theories
[40].
We believe that further information about the behavior of superconformal theories
can be extracted from the above results, in particular from the ρ-plane theory of section 8
[41].
6 In deriving this result we have simply counted factors of ǫ in the determinant det ∂a
∂u
. In
principle the O(1) factors in this determinant, which we have not computed, could lead to a
cancellation of the coefficient of the leading divergence ǫ−(N−1)
2/8. We are assuming this does
not happen.
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11. Application 2: Large N limits of SU(N) N = 2 SYM
As an application of (9.17) we now sketch the large N asymptotics of the Donaldson
invariants for SU(N). While this has no obvious interest for topology, explicit results for
correlators in supersymmetric Yang-Mills theory are rarities. It is even rarer that one can
explicitly study a large N limit using exact results. Since on hyperka¨hler manifolds the
correlators of Q-invariant operators are the same in the topologically twisted theory as the
“physical correlators” [22] we may hope to understand something of the physics of large
N N = 2 SU(N) SYM theory. We know from [38] that this limit presents some unusual
features.
Te folllowing identities will be useful to evaluate the correlators from (9.17):
N−1∑
k=0
ωkℓ = N ℓ = 0 mod 2N,
= 0 ℓ = 0 mod 2, ℓ 6= 0 mod 2N
=
2
1− ωℓ ℓ = 1 mod 2.
(11.1)
The last case, ℓ odd, leads to a nontrivial 1/N series:
N−1∑
k=1
ωkℓ =
2i
πℓ
N + 1 + 2i
∞∑
t=1
B2t(−1)t
(2t)!
(πℓ
N
)2t−1
(11.2)
where the B2t are Bernoulli numbers.
11.1. The torus X = T 4.
Although our considerations in this paper have been mostly on simply-connected
manifolds, the extension to the non-simply connected case can be done along the same
lines (some interesting issues arising in this case are adressed in [42]). For the four-
torus, however, the situation is very simple because the only basic class is λ = 0, and
the Donaldson invariants are still given by (9.17) (with λ = 0). The reason for this is
the following: since T 4 is flat, the monopole field in the SW equations must vanish and
the SW moduli space is simply the space of harmonic 1-forms on T 4. However, this is a
nongeneric situation and the complications of the bundle of antighost zeromodes are most
easily handled, as is standard, by perturbing the equations. Then, since T 4 is hyperkahler
the only basic class is λ = 0, with SW (λ) = 1. This is in accord with the physical argument
using a nowhere-vanishing mass perturbation [34].
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Let us consider the operators in the theory. Since the torus is not simply connected
we could also introduce Q- closed 1-cycle and 3-cycle operators. These only contribute
through their contact terms and do not change the following results in any essential way,
so we omit these operators. It is convenient to rescale the 0-observables to
Aj ≡ 1
c2j
Trφ2j (11.3)
for j = 1, 2, . . .. Then we have, simply,〈
exp
(∑
tjAj + I(S)
)〉
=
N−1∑
k=0
exp
[∑
j≥1
tjω
2kj + 2S2ω2k
]
. (11.4)
Now we must decide how to define the large N limit. We consider the N →∞ limit of
finite polynomials in tj and S. By (11.1) we see that all correlators at fixed ghost number
vanish identically for sufficiently large N . The large N limit exists, but it is utterly trivial.
We can obtain some more interesting correlators in two ways. The first is to add
SU(N)/ZZN fluxes to the theory. These produce a factor ω
−kf in the sum over N = 1
vacua, where f = −N~v2, ~v =∑N−1I=1 πI ~wI with ~wI the fundamental weights and πI integral
classes. A second way to get interesting correlators is to introduce a new “conjugate” set
of operators:
A¯j ≡ 1
c2L+2−2j
Trφ2L+2−2j , (11.5)
where L ≡ [(N−1)/2] and j = 1, 2, . . .. Note that these operators do not have well-defined
ghost number in the N →∞ limit.
With these modifications (11.4) becomes a little more intricate:〈
exp
(∑
tjAj +
∑
t¯jA¯j + I(S)
)〉
f
=
N−1∑
k=0
ω−kf exp
[∑
tjω
2kj+
∑
t¯jω
(2L+2−2j)k + 2S2ω2k
]
.
(11.6)
Consider now a term ∼ ∏ tℓjj t¯ℓ¯jj (S2)r where ℓj = ℓ¯j = 0 for all but finitely many j. We
now apply (11.1) with the exponent
−f + 2
∑
jℓj + 2
∑
(L+ 1− j)ℓ¯j + 2r. (11.7)
We now must divide the problem into cases.
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First suppose N is odd so N = 2L + 1. In this case N(C−1)IJ is an even integral
quadratic form, and hence the squared-fluxes f are always even. Since f, ℓj, etc. are held
fixed while N →∞ we must have: ∑
ℓ¯j = 0 mod 2,
−f + 2
∑
jℓj − 2
∑
(j − 1/2)ℓ¯j + 2r = 0.
(11.8)
Thus, the large N theory is summarized by:〈
exp
(∑
tjAj +
∑
t¯jA¯j + I(S)
)〉
f
=
N
2
∮
dz
z
z−f/2e2S
2z exp
[∑
tjz
j
] · [exp[∑ t¯jz−j+1/2]+ exp[−∑ t¯jz−j+1/2]
]
.
(11.9)
An interesting point is that the above 1/N “expansion” is exact.
Now we consider N even. The integral form N(C−1)IJ is odd, and hence there are
two subcases depending on whether the flux-squared f is even or odd. If f is even then
the evaluation proceeds as before and〈
exp
(∑
tjAj +
∑
t¯jA¯j + I(S)
)〉
f
=
N
2
∮
dz
z
z−f/2e2S
2z exp
[∑
tjz
j
] · [exp[∑ t¯jz−j]+ exp[−∑ t¯jz−j]].
(11.10)
If f is odd then we evaluate the sums in (11.6) using (11.2). Now the 1/N expansions
become nontrivial and do not terminate.
11.2. X = K3
The situation for X = K3 is very similar. K3 is hyperkahler so the only basic class
is λ = 0. Now δ = 2 so ω(N
2−1)kδ = ω−2k. Thus the results (11.9)(11.10) continue to hold
with the simple modification:∮
dz
z
(· · ·)→ α˜(N)24β˜(N)−16
∮
dz
z2
(· · ·). (11.11)
11.3. Other 4-manifolds
For other four-manifolds with nonzero basic classes, the evaluation of the correlators
is more complicated due to the off-diagonal couplings in (9.17), which mix the different
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U(1) factors. We will give here some indications on the structure of these correlators in the
simple case of minimal surfaces of general type, and sketch a possible strategy to perform
a systematic large N expansion. In the case of minimal surfaces of general type, the only
basic classes are ±K, where K is the canonical line bundle of the manifold, and moreover
[4][43][44]:
SW (−K) = 1,
SW (+K) = (−1)δ.
(11.12)
We can then introduce the variables sI , I = 1, . . . , N − 1, taking the values ±1, and define
2λI = sIK. The sum over the basic classes for the k vacua now takes the form
∑
sI=±1
(−sI)δ exp
{
−πi
2
K2
∑
I<J
τIJs
IsJ + ωk(S,K)
N−1∑
I=1
sin
πI
N
sI
}
. (11.13)
This is a correlation function for a one-dimensional spin chain with N − 1 sites, with long
range interactions given by the off-diagonal couplings τIJ , and in the presence of a space
dependent “magnetic field” proportional to sin(πI/N). The largeN limit of this expression
corresponds then to the thermodynamic limit of the system. This suggests that one can
study the large N limit using standard techniques in statistical mechanics. One possible
strategy is to rewrite (11.13) by introducing auxiliary variables xI , I = 1, . . . , N − 1, and
reexpress the quadratic term in the sI spin variables using a gaussian integral. To do this,
it is useful to consider the invertible matrix of couplings τ˜IJ , I, J = 1, . . . , N−1, where the
diagonal couplings come from the regular part at the N = 1 point of the couplings defined
in (9.11) (i.e. after substracting the logarithmic divergence), and the off-diagonal terms
are the ones in (11.13). This is actually the matrix of couplings that naturally appears in
the Seiberg-Witten contribution in (9.6). The term involving the diagonal part of τ˜IJ is
just an overall factor depending on N and K2. After introducing the auxiliary variables
xI , the sum over the spin variables can be easily worked out, and the correlation function
(11.13) becomes, for δ even:
2N−1C(N)
∫ +∞
−∞
N−1∏
I=1
dxI exp
{
− i
πK2
∑
I,J
τ˜−1IJ x
IxJ
+
N−1∑
I=1
log cosh
[
ωk(S,K) sin
πI
N
+ xI
]}
,
(11.14)
where C(N) is an overall constant depending on N and K2. An analogous expression
involving sinh can be obtained for δ odd. Notice that, for minimal surfaces of general
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type one has K2 > 0. One could evaluate this integral using a saddle-point approximation
(which should be a good one in the large N limit) and then systematically computing the
corrections to the saddle-point.
For other four-manifolds, the set of basic classes is more complicated, but in the case
of algebraic surfaces one has a complete description of this set and the Seiberg-Witten
invariants have been explicitly computed [4][43]. The structure of (9.17) indicates that the
contribution of an N = 1 vacuum will be given again by a correlation function in some
statistical mechanical system. As we have suggested, this analogy could prove useful in
studying the properties of the Donaldson-Witten function in the large N limit, and one
may likely find interesting phenomena (like phase transitions.) Another reason to study the
large N limit of Donaldson-Witten theory is a possible relation to topological strings, as
was conjectured in [45] (a relation between the large N limit of Chern-Simons topological
gauge theory and topological strings has been recently found in [46].)
11.4. Possible applications to Dbranes and matrix theory
There are several ways in which N = 2 SYM is realized in the context of string theory,
D-branes and M-theory. See [47] and [48] for recent reviews. We limit ourselves here to a
few brief and superficial remarks.
Perhaps the most direct applications are to matrix theory. As noted above the physical
theory and twisted theory correlators coincide for the hyperkahler 4-manifoldsX = T 4, K3.
The correlators on the 4-torus can be interpreted as a kind of finite temperature partition
function: ZDW = Tre
−βH(−1)F exp[∑ tiAi].
In [49] a matrix theory approach to studying Schwarzschild black holes was proposed.
This approach requires the existence of a singularity in the equation of state, which should
translate into a singularity in Tre−βH
∏Oi at large N as a function of β. Although we are
studying theories with 8 rather than 16 supercharges, one would expect the phenomenon
required by [49] to be rather generic. Unfortunately we find no evidence of the discontinuity
in N posited in [49]. This might be due to the insertion of (−1)F , and indeed that is
consistent with the discussion in section 3.2 of [50].
In the realization of Seiberg-Witten theory viaM -theory 5-branes described in [51][48]
the correlators of Trφ2n carry information about the quantum distribution of positions of
(D4) branes. The tendency of large N correlators to vanish as described above would seem
to suggest that if the 5branes are wrapped in the x1,2,3 directions (to use the standard
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choice of coordinates in [51][48]) at finite temperature then the D4 branes - or tubes
between NS5 branes - are very uniformly distributed.
When the 4-manifold X is not hyperkahler then the twisted and physical correlators
can differ. However, topological correlators can very well be relevant in the theory of
D-branes [52] so the above results might also find applications in the theory of branes in
more complicated compactifications of string/M theory.
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