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Uvod
U ovom radu prezentiramo jedan moguc´i pristup rjesˇavanju problema maksimalnog reza.
Neka je Gw = (V, E) tezˇinski graf. Maksimalni rez je rez cˇija je tezˇina, vec´a ili jednaka
tezˇini svakog drugog reza u grafu. Problem pronalazˇenja maksimalnog reza u grafu na-
zivamo problem maksimalnog reza. Dalje u ovom radu koristimo skrac´eni engleski naziv
max-cut. Problem mozˇemo iskazati i ovako: potrebno je nac´i podskup S skupa svih vrhova
grafa, takav da je ukupna tezˇina bridova izmedu S i S c najvec´a moguc´a. Problem max-cut
je NP potupun.
U prvom poglavlju navodimo neke osnovne definicije i pojmove koji su potrebni za
razumijevanje rada. Nakon definicija iz teorije grafova, dajemo opis genetskog algoritma
i arhitekture Nvidia CUDA. U dugom poglavlju detaljno opisujemo sekvencijalnu i pa-
ralelnu implementaciju genetskog algoritma, te format testnih primjera. Na kraju rada
prikazujemo testno okruzˇenje, rezultate i analizu rezultata testiranja, te dajemo zakljucˇak.
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Poglavlje 1
Osnovne definicije i pojmovi
U ovom poglavlju c´emo navesti sve definicije i pojmove potrebne za razumjevanje rada.
Pocˇet c´emo s teorijom grafova, navesti definiciju grafa, tezˇinskog grafa, reza, te na kraju
definiciju problema max-cut. Navest c´emo i definiciju klase NP kako bi se razumjelo u
koju skupinu problema spada max-cut. Nakon toga slijede pojmovi i definicije vezani uz
evolucijske algoritme, sˇto su, kako rade, njihove prednosti i mane, kako za sekvencijalne
algoritme, tako i za paralelne. Na samom kraju ovog poglavlja, opisati c´emo arhitekturu
CUDA.
1.1 Teorija grafova
Definicija 1.1.1. Graf je uredeni par (V, E), gdje je V proizvoljan neprazan konacˇan skup,
a E = V xV. Ako je relacija E simetricˇna tada kazˇemo da je graf neusmjeren. Elemente
skupa V nazivamo cˇvorovi, a elemente skupa E bridovi.
Definicija 1.1.2. Neka je (V, E) graf i f : R→ R+. Tada uredenu trojku (V, E, f ) nazivamo
tezˇinski graf.
Definicija 1.1.3. Neka je Gw = (V, E) tezˇinski graf. Rez definiramo kao particiju cˇvorova
G na dva skupa S i T , a tezˇina reza je suma tezˇina svih bridova iz E, takvih da im je jedan
vrh iz S a drugi iz T .
Definicija 1.1.4. Problem maksimalnog reza (max-cut), glasi: za dani tezˇinski graf Gw =
(V, E), pronac´i rez maksimalne tezˇine.
Definicija 1.1.5. Klasa NP je klasa svih jezika koji su odlucˇivi na nekom nedetermi-
nisticˇkom Touringovom stroju vremenske slozˇenosti O(nk) za neki k ∈ N.
3
4 POGLAVLJE 1. OSNOVNE DEFINICIJE I POJMOVI
Definicija 1.1.6. Kazˇemo da je neki problem L NP− potpun ako zadovoljava slijedec´a dva
uvjeta:
a) jezik L pripada klasi NP
b) svaki jezik L’ ∈ NP je polinomno reducibilan na jezik L.
Teorem 1.1.7. Problem max-cut je NP − potpun.
1.2 Genetski algoritmi
U grani racˇunarstva, umjetnoj inteligenciji, genetski algoritmi su heuristicˇki algoritmi za
pretrazˇivanje prostora rjesˇenja koji oponasˇaju proces prirodne selekcije. Genetski algo-
ritmi pripadaju vec´oj klasi algoritama, koje nazivamo evolucijski algoritmi, koji generiraju
rjesˇenja za probleme optimizacije koristec´i tehnike evolucije, poput naslijedivanja, mu-
tacija, selekcije i krizˇanja. Genetski algoritmi imaju sˇiroku primjenu u bioinformatici,
racˇunarstvu, strojarstvu, kemiji, proizvodnji, matematici, fizici i mnogim drugim poljima.
Metodologija
Kod genetskih algoritama, populacija kandidata za rjesˇenje (nazivamo ih individue ili je-
dinke) optimizacijskog problema evoluira k boljem rjesˇenju. Svaka jedinka iz populacije
ima skup znacˇajki (koje nazivamo kromosomi ili genotip) koji se mozˇe izmjeniti ili muti-
rati. Tradicionalno se jedinke prikazuju kao bit stringovi, odnosno nizovi nula i jedinica,
ali i druge reprezentacije su moguc´e.
Evolucija obicˇno pocˇinje sa slucˇajno generiranom populacijom rjesˇenja, individua, i
iterativni je proces, a populacija u pojedinoj iteraciji se naziva generacija. U svakoj gene-
raciji, odreduje se vrijednost funkcije dobrote za svaku pojedinu jedinku. Funkcija dobrote
je najcˇesˇc´e funkcija cilja iz problema optimizacije koji rjesˇavamo (u nasˇem slucˇaju, to je
tezˇina reza grafa). Stohasticˇki biramo jedinke sa boljom dobrotom iz generacije, i svaka
(osim elitnih) se modificira, rekombinira, i ponekad mutira, te proslijeduje u iduc´u gene-
raciju. Nova generacija se dalje koristi u iduc´oj iteraciji algoritma. U praksi, kao kriterij
zaustvaljanja algoritma, koristi se broj stvorenih generacija (iteracija), ili se zaustavlja kad
je postignuta zadovoljavajuc´a vrijednost funkcije dobrote na toj generaciji.
Tipicˇni genetski algoritam mora imati dvije stvari:
• genetsku reprezentaciju prostora rjesˇenja.
• funkciju dobrote za procjenu dobrote rjesˇenja.
Standardna reprezentacija rjesˇenja svake jedinke kandidata za rjesˇenje je niz bitova.
Nizovi drugih tipova i struktura mogu se koristiti na isti nacˇin. Glavni razlog zasˇto su
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najzgodniji nizovi bitova lezˇi u cˇinjenici da se njihovi djelovi lako mogu uskladiti zbog
fiksne duljine, sˇto cˇini operaciju krizˇanja znatno jednostavnijom. Mogu se koristiti i nizovi
varijabilne duljine, ali operator krizˇanja je znatno kompleksniji u tom slucˇaju. Stablaste
reprezentacije se istrazˇuju u genetskom programiranju, a reprezentacije u obliku grafova
se proucˇavaju pri evolucijskom programiranju.
Jednom kada definiramo genetsku reprezentaciju prostora rjesˇenja i funkciju dobrote,
genetski algoritam nastavlja s inicijalizacijom pocˇetne populacije, te ju iterativno popravlja
primjenom operatora.
Inicijalizacija
Inicijalno se na slucˇajan nacˇin generiraju jedinke koje formiraju inicijalnu populaciju.
Velicˇina populacije ovisi o velicˇini problema, ali obicˇno sadrzˇi nekoliko stotina ili tisuc´a
potencijalnih rjesˇenja. Iako se tradicionalno populacija generira slucˇajno, moguc´e je, i ne-
kad se koristi, inicijalizirati rjesˇenja u podrucˇjima u kojima je vec´a vjerojatnost da sadrzˇe
rjesˇenje.
Selekcija
Tijekom svake generacije, dio postojec´e populacije se izdvaja kako bi se formirala iduc´a
generacija. Jedinike se biraju uzimajuc´i u obzir dobrotu, a ”bolje” jedinke, one s vec´om
dobrotom, imaju vec´u vjerojatnost biti izabrane. Odredene metode selekcije procjenjuju
dobrotu cˇitave generacije, i biraju samo najbolje jedinke. Neke metode pak procjenjuju
dobrotu samo na uzorku populacije, jer odredivanje vrijednosti funkcije dobrote mozˇe biti
vremenski veoma zahtjevno.
Funkcija dobrote je definirana na prostoru rjesˇenja i mjeri kvalitetu pojedinog rjesˇenja.
Funkcija dobrote je uvijek ovisna o problemu. Naime, za nasˇ problem maksimalnog reza,
ocˇiti izbor funkcije dobrote bi bila tezˇina reza.
Kod nekih problema tesˇko je definirati funkciju dobrote pa se npr. mogu korititi simu-
lacije da se dokucˇi dobrota fenotipa.
Krizˇanje
Nakon selekcije jedinki koje c´e stvoriti sljedec´u generaciju, koristimo operatore krizˇanja i
mutacije, kako bi dobili iduc´u generaciju iz selekcije.
Za svaku jedinku iz nove generacije, izabiru se roditelji iz selekcije. Roditelji mogu
biti par rjesˇenja iz selekcije, ali imamo i verzije s tri, cˇetiri ili visˇe roditelja. Krizˇanjem
i mutacijom, iz roditelja dobijemo ”dijete”, koje obicˇno dijeli znacˇajan broj znacˇajki s
roditeljima. Novi roditelji se biraju za svako novo dijete, a proces se ponavlja sve dok ne
stvorimo novu populaciju rjesˇenja zadane velicˇine.
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Krizˇanje se obicˇno izvodi na nacˇin, da se uzme pocˇetni dio bitova iz niza bitova pr-
vog roditelja, i slijepi s ostatkom niza bitova drugog roditelja. To je dakako kad imamo
krizˇanje s jednom tocˇkom (mozˇe bit fiksna ili pseudoslucˇajna). Imamo i verziju s dvije
tocˇke krizˇanja, uniformnu itd.
11001011+11011111 = 11001111
Slika 1.1: Krizˇanje s jednom tocˇkom
11001011+11011111 = 11011111
Slika 1.2: Krizˇanje s dvije tocˇke
Mutacije mogu biti od jako jednostavnih (inverzija samo jednog bita) do komplicirani-
jih kao sˇto su inverzija cijelog niza, dodavanje neke vrijednosti u slucˇaju da imamo realnu
reprezentaciju rjesˇenja itd.
11001001⇒ 10001001
Slika 1.3: Mutacija jednog bita
Ovi procesi rezultiraju novom generacijom rjesˇenja koja se razlikuje od prethodne.
Opc´enito, dobrota cˇitave populacije se poboljsˇava iz generacije u generaciju jer u selek-
ciji biramo bolje jednike, po uzoru na prirodu, gdje najjacˇi imaju najvec´e sˇanse za raz-
mnozˇavanje. Uz najbolje jedinke iz generacije, uzimamo odredeni postotak i onih losˇijih,
kako bi se osigurala genetska raznolikost, i kako ne bi nestale neke dobre znacˇajke, koje
losˇe jedinke mogu prenositi.
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Iako su krizˇanje i mutacija najcˇesˇc´i genetski operatori, cˇesto se josˇ koriste i migracija,
regrupiranje, te kolonizacija-izumiranje.
Vazˇno je napomenuti da treba optimizirati vrijednosti parametara poput vjerojatnosti
mutacije ili krizˇanja i velicˇine populacije, kako bi se postigao optimum za zadani problem.
Velika vjerojatnost krizˇanja mozˇe dovesti do prerane konvergencije, dok pak prevelika vje-
rojatnost mutacije mozˇe dovesti do gubitka najboljih jedinki ako nemamo elitizam u se-
lekciji. Isto tako premala vjerojatnost mutacije mozˇe uzrokovati zaglavljivanje u lokalnim
ekstremima.
Kriterij zaustavljanja
Proces evolucije se ponavlja dok se ne zadovolje kriteriji zaustavljanja. Najcˇesˇc´i izbori za
iste su:
• pronadeno je rjesˇenje koje zadovoljava minimalni kriterij.
• dostignut je fiksni zadani broj generacija.
• postignuta su ogranicˇenja na resurse (racˇunala, memorija, vrijeme, novac).
• najbolje rjesˇenje iz populacije se nije poboljsˇalo vec´ generacijama.
• rucˇna provjera.
• kombinacija navedenih.
1.3 CUDA
Ideja da se iskoriste graficˇki procesori za matematicˇke izracˇune nije nova. Prvi puta se
javila 1990-ih godina. U pocˇetcima je to bilo vrlo primitivno, ogranicˇeno na funkcije
poput rasterizacije ili crtanja Venovih dijagrama.
CUDA-API
Prvi API koji se pokazao pristupacˇan i upotrebljiv je bio GPGPU. Zatim par godina kasnije
stizˇe CUDA. CUDA je skrac´enica za Compute Unified Device Architecture i predstavlja
Nvidiin model platforme za paralelno racˇunanje na graficˇkim procesorima. CUDA deve-
loperima daje pristup virtualnom skupu instrukcija i memoriji CUDA GPU-a. Koristec´i
CUDU, graficˇki procesori se mogu koristiti za procesiranje opc´enitih zadataka, ne nuzˇno
vezanih uz racˇunalnu grafiku. Suprotno centralnim procesnim jedinicama (CPU), graficˇke
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Slika 1.4: CUDA aplikacijska sucˇelja
procesne jedinice imaju paralelnu arhitekturu koja naglasak stavlja na sporo izvrsˇavanje
mnogih zadataka u isto vrijeme, radije nego na izvsˇavanje jedne dretve jako brzo.
Na slici se vidi da se CUDA sastoji od dva aplikacijska sucˇelja:
• API visoke razine : CUDA runtime aplikacijsko sucˇelje
• API niske razine : CUDA aplikacijsko sucˇelje prema upravljacˇkim programima.
Kako vidimo da je API visoke razine implementiran nad API-jem nizˇe razine, svaki
poziv CUDA funkcije za vrijeme izvodenja programa se razlazˇe na osnovne instrukcije iz
upravljacˇkog API-ja. Unatocˇ imenu, mnogi API visoke razine smatraju jako niskom razi-
nom, iako nudi funkcije koje su jako prakticˇne za inicijalizaciju i upravljanje kontekstom.
Suprotno tome, API prema upravljacˇkim programima je vrlo kompleksan za upotrebu, po-
trebno je puno visˇe posla da se pokrene procesiranje na graficˇkom procesoru. Prednost je
fleksibilnost, napredna kontrola za one koji ju zˇele/znaju iskoristiti.
Definirajmo neke pojmove koji su nam nuzˇni za daljnje cˇitanje i razumijevanje. Prvi
pojam koji trebamo definirati je dretva. Dretve kod CUDE imaju znatno drugacˇije znacˇenje
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nego kod centralnih procesnih jedinica. Dretva na GPU je osnovni (najmanji) element
podataka koji procesiramo. Za razliku od CPU dretvi, izmjena konteksta kod GPU dretvi je
iznimno ”jeftina” operacija, sˇto znacˇi da je izmjena konteksta izmedu dvije dretve efikasna
operacija.
Slika 1.5: CUDA podjela dretvi na blokove i gridove
Zatim slijedi warp. Warp je grupa od 32 dretve, sˇto je najmanja velicˇina podataka
koja se mozˇe obraditi u SIMD (Single Instruction Multiple Data) nacˇinu rada na CUDA
multiprocesoru. Posˇto warpovi nisu uvijek lako iskoristivi od strane programera, umjesto
da radimo direktno s njima, koristimo blokove (blocks) koji sadrzˇe 64 do 512 dretvi.
Konacˇno, ti se blokovi spajaju u gridove. Prednost ovakvog sustava grupiranja lezˇi
u cˇinjenici da je broj blokova koji se simultano izvrsˇavaju usko povezan sa hardverskim
resursima. Na taj nacˇin mozˇemo pozvati CUDA funkciju (od sada na dalje kernel) na
velikom broju dretvi, bez da se brinemo o fiksnim resursima. CUDA izvrsˇni program to
radi za vas. To znacˇi da je model jako prosˇiriv. Ako nemamo dovoljno resursa, blokovi
se pokrec´u sekvencijalno, ako imamo veliki broj paralelnih procesnih jedinica, blokovi se
izvrsˇavaju paralelno. Sve to dovodi do toga da se isti kod mozˇe izvrsˇavati na jeftinijim,
entry-level GPU-ima, kao i na skupim, high-end graficˇkim karticama.
10 POGLAVLJE 1. OSNOVNE DEFINICIJE I POJMOVI
Poslijednja dva pojma koja valja spomenuti su host i device. Host (eng. ‘domac´in‘)
oznacˇava centralnu procesnu jedinicu, a device (eng. ‘uredaj‘), oznacˇava graficˇku karticu
(mozˇemo imati visˇe graficˇkih kartica vezanih uz isti cpu).
CUDA-Hardware
Grada CUDA graficˇkih procesnih jedinica bitno se razlikuje od grade CPU-a.
Slika 1.6: CUDA hardware
Na slici se vidi da je Nvidia Shader Core sastavljen od nekoliko skupina koje u Nvidiji
nazivaju Texture processing clusters. Svaka skupina, odnosno klaster se sastoji od teks-
turne jedinice i dva shader multiprocesora. Svaki od tih multiprocesora ima svoje resurse
koje treba poznavati i razumjeti da bi ih se moglo ucˇinkovito koristiti. Imaju malo dje-
ljene memorije, oko 16KB po multiprocesoru. Ta memorija ne sluzˇi kao cache (kesˇ), vec´
ju programer koristi po volji. Dijeljena memorija omoguc´uje komunikaciju dretvama iz
istog bloka. Vrlo je vazˇno napomenuti da se sve dretve iz istog bloka izvrsˇavaju na istom
multiprocesoru. Prednost ove memorije je dakako brzina - pristup memorijskoj lokaciji na
dijeljenoj memoriji se izvrsˇava brzinom jednakom pristupu registrima.
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Slika 1.7: CUDA dijeljena memorija
Dijeljena memorija nije jedina memorija kojoj multiprocesor mozˇe pristupiti. Ocˇito
mozˇe pristupiti video memoriji, ali ta ima manju propusnost i vec´e latencije. Posljedica
toga je da je Nvidia ugradila u svoje multiprocesore 8KB kesˇ memorije, za pristup kons-
tantama i teksturama.
CUDA-THRUST
Thrust je C++ template library za CUDU, bazirana na standardnoj C++ Standard Template
Library (STL) biblioteci. Thrust omoguc´uje implementaciju efikasnih paralelnih aplika-
cija, s minimalno truda, koristec´i sucˇelja visoke razine, koja su interoperabilna sa CUDA
C-om.
Thrust ima dva tipa spremnika podataka za vektore. To su thrust::host vector i
thrust::device vector. Kao sˇto nazivi sugeriraju, host vector zˇivi u memoriji hosta, dok
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Slika 1.8: CUDA multiprocesori i memorije
je device vector spremljen u memoriju graficˇke kartice. Thrust spremnici vektora su isti
kao std::vector-i u C++ STL-u. Kao i u STL-u, host vector i device vector su genericˇki
spremnici (mogu spremati bilo koji tip podataka) koji mogu dinamicˇki mjenjati velicˇinu.
Thrust ima bogatu kolekciju osnovnih paralelnih algoritama kao sˇto su scan, sort, re-
duce, koji kad su dobro ukomponirani zajedno, omoguc´uju implementaciju kompleksnih
algoritama, s konciznim i cˇitljivim kodom. Mnogi od tih algoritama imaju analogon u
STL-u, i u slucˇaju kad takav ekvivalent postoji, imenuje se isto: thrust::sort i std::sort.
Za sve algoritme, thrust ima implementaciju i za host, i za uredaj. Ako je thrust algoritam
pozvan na host iteratoru, tada se poziva algoritam za host. Sa iznimkom thrust::copy, koji
mozˇe kopirati podatke izmedu uredaja i hosta, svi iteratori argumenti moraju postojati u
istom okruzˇenju, ili svi na uredaju, ili svi na hostu. Kada je ovaj uvjet prekrsˇen, compiler
(prevodioc) c´e izbaciti poruku o gresˇci.
Opisat c´emo ukratko samo neke algoritme iz Thrust biblioteke, one koje smo koristili
prilikom implementacije. Thrust transformacije su algoritmi koji primjenjuju neku opera-
ciju na skupu od nula ili visˇe ulaznih podataka, i spremaju rezultat na odredisˇnu lokaciju.
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Primjer:
1 int main(void)
2 {
3 // allocate three device_vectors with 10 elements
4 thrust::device_vector <int> X(10);
5 thrust::device_vector <int> Y(10);
6 thrust::device_vector <int> Z(10);
7
8 // initialize X to 0,1,2,3, ....
9 thrust::sequence(X.begin(), X.end());
10
11 // compute Y = -X
12 thrust::transform(X.begin(), X.end(), Y.begin(), \
13 thrust::negate<int>());
14
15 // fill Z with twos
16 thrust::fill(Z.begin(), Z.end(), 2);
17
18 // compute Y = X mod 2
19 thrust::transform(X.begin(), X.end(), Z.begin(), Y.begin(), \
20 thrust::modulus<int>());
21
22 // replace all the ones in Y with tens
23 thrust::replace(Y.begin(), Y.end(), 1, 10);
24
25 // print Y
26 thrust::copy(Y.begin(), Y.end(), std::ostream_iterator <int> (
27 std::cout, "\n"));
28
29 return 0;
30 }
Algoritmi redukcije su algoritmi koji koriste neku binarnu operaciju kako bi niz ulaznih
podataka sveli na jednu jedinu vrijednost. Na primjer, suma svih elemenata niza se dobije
reduciranjem niza sa plus operatorom. Slicˇno bi se minimum niza dobio korisˇtenjem ope-
ratora manje jednako ( ≤ ).
Primjer sume niza prirodnih brojeva:
1 int sum = thrust::reduce(D.begin(), D.end(),
2 (int) 0, thrust::plus<int>());
Josˇ jedna zanimljiva transformacija je thrust::inner product. Kod tog algoritma, binarna
operacija se provodi kao kod skalarnog mnozˇenja vektora, po tocˇkama.
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1 #include <thrust/inner_product.h>
2 ...
3 float vec1[3] = {1.0f, 2.0f, 5.0f};
4 float vec2[3] = {4.0f, 1.0f, 5.0f};
5
6 float init = 0.0f;
7 thrust::plus<float> binary_op1;
8 thrust::multiplies <float> binary_op2;
9
10 float result = thrust::inner_product(
11 vec1, vec1 + 3,
12 vec2, init,
13 binary_op1 , binary_op2);
14 // result == 31.0f
Thrust nudi visˇe algoritama za sortiranje podataka uz dani kriterij. Funkcije thrust::sort
i thrust::stable sort su direktni analogoni funkcijama sort i stable sort iz STL-a.
Primjer sume niza prirodnih brojeva:
1 #include <thrust/sort.h>
2
3 ...
4 const int N = 6;
5 int A[N] = {1, 4, 2, 8, 5, 7};
6
7 thrust::sort(A, A + N);
8
9 // A je sad {1, 2, 4, 5, 7, 8}
Ono sˇto nema u C++ STL-u, a nama je bilo od iznimne vazˇnosti, je thrust::sort by key,
algoritam koji sortira niz parova kljucˇ - vrijednost, spremljenih na razlicˇitim lokacijama.
1
2 ...
3 const int N = 6;
4 int keys[N] = { 1, 4, 2, 8, 5, 7};
5 char values[N] = {’a’, ’b’, ’c’, ’d’, ’e’, ’f’};
6
7 thrust::sort_by_key(keys, keys + N, values);
8
9 // keys is now { 1, 2, 4, 5, 7, 8}
10 // values is now {’a’, ’c’, ’b’, ’e’, ’f’, ’d’}
Ostalo je josˇ spomenuti fancy iteratore. To je vrsta pokazivacˇa koji nam omoguc´uju da
brzo i efikasno pristupamo elementima niza u razlicˇitim redosljedima pristupa. Inspirirani
su boost iteratorima iz Boost C++ biblioteke.
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Neki primjeri su constant iterator, counting iterator, permutation iterator. Poslijednji
nam je bio od velike pomoc´i, pa dajemo primjer korisˇtenja:
1 #include <thrust/iterator/permutation_iterator.h>
2 ...
3
4 // gather locations
5 thrust::device_vector <int> map(4);
6 map[0] = 3;
7 map[1] = 1;
8 map[2] = 0;
9 map[3] = 5;
10
11 // array to gather from
12 thrust::device_vector <int> source(6);
13 source[0] = 10;
14 source[1] = 20;
15 source[2] = 30;
16 source[3] = 40;
17 source[4] = 50;
18 source[5] = 60;
19
20 // fuse gather with reduction:
21 // sum = source[map[0]] + source[map[1]] + ...
22 int sum = thrust::reduce(
23 thrust::make_permutation_iterator(source.begin(),
24 map.begin()),
25 thrust::make_permutation_iterator(source.begin(),
26 map.end())
27 );
Algoritam nam omoguc´uje da na ucˇinkovit nacˇin iteriramo po jednom nizu, koristec´i
kao kljucˇeve, vrijednosti u nekom drugom nizu. Slicˇno kao sort by key.

Poglavlje 2
Genetski algoritam za max-cut
U ovom poglavlju opisujemo implementaciju genetskog algoritma za problem maksimal-
nog reza. Pocˇinjemo sa opisom testnih primjera, jer nam je taj dio nuzˇan za razumjevanje
rada algoritama, pa nastavljamo opisom implementacije sekvencijalnog algoritma.
2.1 Testni primjeri
Testni primjeri su dio Big Mac biblioteke. Velicˇina grafova, odnosno broj vrhova u gra-
fovima, se krec´e od 20 do 2500. Prvo prikazujemo jedan jednostavni graf kako bi opisali
format u kojem spremamo i koristimo graf.
Znamo da je graf uredeni par vrhova i bridova. Grafove spremamo u tekstualne dato-
teke. U prvom retku se nalaze broj vrhova i broj bridova, odvojeni razmakom. Zatim za
svaki brid grafa e1 = (v1, v2) upisujemo po jedan red koji se sastoji od rednog broja prvog
vrha, rednog broja drugog vrha, i tezˇine brida (v1, v2,w1).
Nasˇ testni primjer sa slike zapisan u tom formatu izgleda ovako:
1 4 6
2 1 2 3
3 1 3 4
4 1 4 5
5 2 3 12
6 2 4 2
7 3 4 1
Uzmimo za primjer jednu particiju grafa na P = (v1, v2) i Pc = (v3, v4), tada bi jedno
rjesˇenje problema zapisali kao S i = (1, 1, 0, 0).
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Slika 2.1: Jednostavni primjer grafa
2.2 Sekvencijalni algoritam
Prvo navodimo pseudo kod algoritma, a zatim razlazˇemo stavku po stavku.
• t := 0;
• inicijaliziraj i ocijeni dobrotu pocˇetne populacije P[(t)]
• dok nije zadovoljen kriterij zaustavljanja:
• P′[(t)] = variraj P[(t)]
• ocijeni P′[(t)]
• t = t + 1;
Kao generator slucˇajnih brojeva koristimo algoritam xorshift.
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Slika 2.2: Primjer rjesˇenja
1
2 uint64_t varRandomSeed; /* The state must be seeded with a
3 nonzero value. */
4
5 uint64_t getRandom(void) {
6 varRandomSeed ˆ= varRandomSeed >> 12; // a
7 varRandomSeed ˆ= varRandomSeed << 25; // b
8 varRandomSeed ˆ= varRandomSeed >> 27; // c
9 return varRandomSeed * UINT64_C(2685821657736338717);
10 }
Za mjerenje vremena izvrsˇavanja programa koristimo C funkciju clock t clock (void);
Funkcija clock() vrac´a procesorsko vrijeme utrosˇeno na izvodenje programa, u ovom slucˇaju,
izvodenju iteracija, jer iniciranje populacije nismo uvrstili u mjerenje, u clock tick jedinici
vremena, koja je konstantna, ali ovisna o sistemu na kojem se izvodi program. Clock tick
je u relaciji sa jedinicom CLOCKS PER SEC, koja mjeri tickove u sekundi, pa pomoc´u te
relacije izracˇunamo vrijeme u sekundama.
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1 clock_t time = clock();
2
3 while (varIterationCount <= varMaxIteration ) {
4 ...
5 }
6 time = clock() - time;
7 double varExecutionTime = double (time) / double (CLOCKS_PER_SEC);
Inicijalizacija i evaluacija
Na pocˇetku rada samog algoritma, na pseudo slucˇajan nacˇin inicijaliziramo populaciju P.
Pod tim mislimo: stvori niz duljine n, gdje je n broj vrhova grafa. Zatim za svaki element
niza, generiramo slucˇajan realni broj x ∈ [0, 1]. Ako je x < 0.5 tada dani element niza
inicijaliziramo na 0, a inacˇe na 1. Tako generirani niz predstavlja jedno rjesˇenje danog
problema (za dani vrh k ∈ N, cˇvor k se nalazi u prvom skupu biparticije ako je k-ti element
niza P jednak 1, inacˇe se cˇvor nalazi u drugom skupu biparticije. Matematicˇkim rjecˇnikom,
rekli bismo da je svaki cˇlan populacije P, jedna binomna slucˇajna varijabla koja se dobije
kao zbroj n (gdje je n velicˇina populacije) nezavisnih Bernoullijevih varijabli, koje dobi-
jemo izvodec´i pokus generiranja pseudo slucˇajnog broja. Vjerojatnost da je generirani broj
manji od 0.5 iznosi tocˇno 0.5.
Varijacija
Varijacija prima jednu populaciju rjesˇenja, i kao izlaz daje novu generaciju. Unutar varija-
cije nam je skrivena i selekcija. Naime za svaku jedinku iz iduc´e generacije, prvo biramo
dva roditelja. Svaki roditelj se bira po principu turnirske selekcije. Broj cˇlanova turnira i
vjerojatnost da na turniru pobijedi najbolji se mozˇe konfigurirati. Turnir funkcionira tako
da na slucˇajan nacˇin, iz populacije izaberemo jedinki koliko treba za turnir. Zatim eva-
luiramo dobrotu svakog cˇlana turnira i generiramo jedan slucˇajan broj x ∈ [0, 1]. Ako je
x < v jero jatnostdapob jedu jebol ji tada za roditelja uzmemo jedinku iz turnira sa najbo-
ljom dobrotom, inacˇe uzmemo drugu po redu. Turnir ponavljamo dvaput za svakog cˇlana
iduc´e generacije, jer biramo po dva roditelja.
Nakon toga, roditelji se krizˇaju. Ovisno o parametrima, to mozˇe biti u jednoj fiksnoj
tocˇki na sredini niza bitova, ili neka slucˇajno generirana tocˇka krizˇanja. Drugi slucˇaj daje
vidno bolje rezultate pa ga cˇesˇc´e koristimo. Neovisno o tome je li tocˇka krizˇanja i fiksna ili
ne, krizˇanjem roditelja dobijemo dijete tako da prvih i bitova kopiramo iz prvog roditelja,
a od i − tog bita na dalje kopiramo iz drugog roditelja. Iako nemamo vjerojatnost krizˇanja
kao parametar, uocˇite da je moguc´e da roditelj prede u drugu generaciju neizmjenjen, jer
slucˇajno generirana tocˇka krizˇanja mozˇe biti na nultom ili zadnjem elementu, pa se u biti
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samo kopira drugi, odnosno prvi roditelj. Vjerojatnost da se to dogodi kod jednog para
roditelja je razmjerno mala, no za iole vec´u populaciju, ta vjerojatnost raste.
Rezultat krizˇanja, koji zovemo dijete, dodajemo u sljedec´u generaciju, ali tek nakon
mutacija. Mutacije nam sluzˇe da se maknemo iz lokalnih minimuma, te kao neka vrsta
osiguranja genetske raznolikosti. Implementirane su dvije vrste mutacija. Prva mutacija
mutira samo jedan slucˇajno izabrani bit, i to na nacˇin da ga invertira. Druga mutacija
invertira cijeli niz bitova koji cˇini jedinku. Ovisno o parametru vjerojatnost mutacije, i
jednom slucˇajno generiranom broju, dogodit c´e se jedna mutacija, obe mutacije ili nec´e
biti mutiranja.
Evaluacija
Za evaluaciju funkcije dobrote na danom rjesˇenju (v1, v2, ....vn), potrebno je proc´i kroz niz
svih bridova. Inicijaliziramo tezˇinu rjesˇenja sa nulom. Za svaki brid (vi, v j) i rjesˇenje
S [i] = (010...011)vrijedi: ako je (S [vi] + S [v j]) = 1, tada dodajemo tezˇinu tog brida
na tezˇinu rjesˇenja, inacˇe su vrhovi u istoj particiji. Vidimo da je funkcija dobrote vrlo
zahtjevna za racˇunanje, posˇto je potrebno proc´i sve bridove, svaki put kad se procjenjuje
rjesˇenja.
1 void evaluatePopulation (int * varWeights ,
2 int ** population ,
3 int populationSize ,
4 int** graph,
5 int varE){
6 // we initialize weight to 0
7 int * varCurrentIndividual ;
8
9 for (int j=0; j< populationSize; j++) {
10 varCurrentIndividual = population[j];
11 varWeights [j] = 0;
12
13 for (int i= 0; i< varE; i++) {
14 int varVerticeA , varVerticeB , varCurrentWeight;
15 varVerticeA = graph [i][0];
16 varVerticeB = graph [i][1];
17 varCurrentWeight = graph [i][2];
18
19 // if vertices do not belong to same partition , "sum of their
20 // values in varCurrentIndividual is 1"
21 if (varCurrentIndividual[varVerticeA] +
22 varCurrentIndividual [varVerticeB] == 1) {
23 varWeights [j] += varCurrentWeight;
24 }
25 };
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Kriterij zaustavljanja
Algoritam izvrsˇava unaprijed zadani broj iteracija, odnosno generacija (u svakoj iteraciji
se formira nova generacija, tako da je broj iteracija jednak broju generacija).
2.3 Paralelni algoritam
Paralelni algoritam mi je u principu isti kao i sekvencijalni, samo su paralelizirane odredene
funkcije, koristec´i CUDA biblioteku THRUST.
Mjerenje vremena se izvodi na hostu, i postupak je isti kao i za sekvencijalni algoritam.
Posˇto se CUDA programi josˇ uvjek ne mogu izvoditi bez hosta, nismo imali potrebe im-
plementirati mjerenje vremena na uredaju. Isto tako, vrijeme je potrebno evaluirati samo
jednom tokom izvodenja algoritma, tako da nema potrebe za paralelizacijom.
1 clock_t time = clock();
2
3 while (varIterationCount <= varMaxIteration ) {
4 ...
5 }
6 time = clock() - time;
7 double varExecutionTime = double (time) / double (CLOCKS_PER_SEC);
U paralelnoj implementaciji algoritma, za generiranje pseudo slucˇajnih brojeva, koris-
tili smo biblioteku thrust::random. Ta biblioteka sadrzˇi visˇe modela za generiranje pseudo
slucˇajnih brojeva, a mi smo koristili sljedec´a dva:
• linear congruential engine
• uniform int distribution.
Prvi koristimo kod inicijalizacije populacije, dobijemo kao izlaz prirodan broj, iz kojeg
s operatorom modulo 2 dobijemo trazˇene nule i jedinice. Drugi model koristimo kod gene-
riranja slucˇajnih brojeva u nekom rasponu, npr. kad trebamo generirati slucˇajan broj manji
od velicˇine populacije za odabir roditelja prilikom selekcije.
1 // create a uniform_int_distribution to
2 // produce ints from [0,varPopSize -1]
3 thrust::uniform_int_distribution <int> randomLessPopSize(0,varPopSize -1);
Inicijalizacija populacije koristec´i thrust biblioteku, svodi se na tri koraka:
• generiraj vektor pseudo slucˇajnih brojeva na hostu
• izvrsˇi operator modulo 2 na vektoru (da dobijemo nule i jedinice)
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• kopiraj vektor sa hosta na device.
1 // initialize population
2 for (int i=0; i<varPopulationSize; i++) {
3
4 // initialize vectors
5 ...
6 // first we generate pseudo random numbers
7 thrust::generate(h_current_population[i].begin(),
8 h_current_population[i].end(),
9 rand) ;
10
11 // then we transform population with operator "modulo 2" in order to
12 // have 0-1 values in vectors
13 thrust::transform(h_current_population[i].begin(),
14 h_current_population[i].end(),
15 h_current_population[i].begin(),
16 modulo_2);
17
18 // we copy population to device
19 thrust::copy(h_current_population[i].begin(),
20 h_current_population[i].end(),
21 d_current_population[i].begin());
22
23 }
Evaluacija populacije je bila nesˇto tezˇi zadatak. Prvi pokusˇaj imitacije sekvencijalnog
algoritma ispao je jako losˇ u odnosu na sekvencijalni algoritam na CPU, jer je pristup
jednom elemntu niza na CUDI jako skupa operacija. Trebalo je pronac´i nacˇin da se evaluira
rjesˇenje koristec´i neke vektorske operacije kako bi se evaluacija odvila u par koraka radec´i
sa cijelim nizovima podataka od jednom. Prisjetimo se nasˇeg jednostavnog primjera. Neka
su:
~V1 = (1, 1, 1, 2, 2, 3)
~V2 = (2, 3, 4, 3, 4, 4)
~ω = (3, 4, 5, 12, 2, 1)
vektori koji sadrzˇavaju redom vrhove bridova i tezˇinu kao sˇto je opisano u poglavlju o
testnim primjerima. Neka je ~s = (1, 0, 1, 0) rjesˇenje koje evaluiramo. Tada tezˇina brida
e1 = (v1(1), v2(1)) = (1, 2)
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ulazi u tezˇinu reza ako vrijedi:
(s(v1(1)) + s(v2(1)))%2 , 0.
Izracˇunajmo za spomenuti brid:
(s(1) + s(2))%2 = (1 + 0)%2 = 1%2 = 1 , 0
pa vidimo da tezˇina brida (1,2) ne ulazi u tezˇinu reza. Korak algoritma
∀i, temp weight[i] = (s(v1(i)+s(v2(i))%2
smo implementirali na nacˇin da smo prvo kreirali thrust permutacijske iteratore nad vekto-
rima d v1, d v2 i vektorom koji sadrzˇi trenutno rjesˇenje.
1 // we create some custom iterators for permutations
2 typedef thrust::device_vector <int>::iterator graphIterator;
3 typedef thrust::device_vector <int>::iterator solutionIterator;
4
5 ...
6
7 // we create iterators for V2 and V2
8 thrust::permutation_iterator <graphIterator ,solutionIterator > iterV1 (
9 d_current_solution.begin(),
10 d_v1.begin()
11 );
12 thrust::permutation_iterator <graphIterator ,solutionIterator > iterV2 (
13 d_current_solution.begin(),
14 d_v2.begin()
15 );
Zatim smo napravili transformaciju koja je rezultat
∀itemp weight[i] = (s[v1[i]]+s[v2[i])%2
spremila u pomoc´ni vektor d temp weights.
1 // first transformation (iterV1 + iterV2) % 2 goes to d_temp_weight
2 // varE is number of edges
3 transform(iterV1, iterV1 + varE, iterV2,
4 d_tmp_weight.begin(), binary_mod_2);
2.3. PARALELNI ALGORITAM 25
Ostalo je josˇ pomnozˇiti po tocˇkama vektor temp weights koji sadrzˇi informaciju ulazi li po-
jedini brid u rez, i vektor ω koji sadrzˇi tezˇine svih bridova, te sumirati sve tezˇine dobivenog
rezultata.
1 int weight = 0;
2 weight = thrust::inner_product(d_temp_weight.begin(),
3 d_temp_weight.end(),
4 d_w.begin(),
5 weight,
6 binary_plus ,
7 binary_multi);
Nakon evaluacije imamo tezˇine svih jedinki u vektoru d population weight. Sada je
potrebno sortirati populaciju, kako bismo mogli odabrati elitne jedinke koje neizmjenjene
idu u sljedec´u generaciju. To radimo tako da sortiramo jedan niz koji sadrzˇi prirodne
brojeve od 1 do velicˇine populacije, te sortiramo taj niz po kljucˇu d population weight.
1 // we do that by sorting the indices array, and then we map
2 // indices to individuals
3 thrust::sequence(d_indices.begin(), d_indices.end());
4
5 // we sort weight by key
6 thrust::sort_by_key(d_population_weight.begin(),
7 d_population_weight.end(),
8 d_indices.begin(),
9 thrust::greater<int>());
Sada tako sortirani niz koristimo kako bi pomoc´u permutacijskog iteratora nad popu-
lacijom i nizom d indices kopirali trenutnu populaciju u sljedec´u, u sortiranom poretku.
Slicˇno kao kod evaluacije, samo sˇto se sad samo kopira po permutaciji, bez dodatnih
racˇunskih operacija.
Selekcija je prvo zamisˇljena kao turnirska selekcija, s podesivim brojem sudionika i
vjerojatnosti da na turniru pobjedi bolji. Medutim, kako su turniri relativno mali u odnosu
na populaciju (inacˇe nebi imali smisla, ako je turnir velik kao populacija, mogli bi roditelje
odmah birati iz populacije), dobili smo usko grlo u paralelnoj implementaciji. Neka je
k broj sudionika turnira, tada moramo k puta dohvac´ati po jednu jedinku iz populacije,
po jednu tezˇinu i na kraju sortirati turnir kako bi odredili pobjednika. Sve su to skupe
operacije za CUDU, tako da smo na kraju odabrali implementaciju sa samo dva cˇlana u
turniru. Prvo se generiraju dva pseudo slucˇajna broja, manja od velicˇine populacije, te se
ovisno o vjerojatnosti da na turniru pobjeduje bolji, uzima onaj s vec´om, odnosno manjom
tezˇinom. Vazˇno je napomenuti da se prvo dohvac´aju tezˇine, te se tek nakon usporedbe
kopira i jedinka, naravno, ona izabrana, kako bi se izbjeglo visˇestruko kopiranje. Dijete
je rezultat krizˇanja dva roditelje, ali nikad ne stvaramo novi vektor za djete, vec´ rezultat
krizˇanja spremamo direktno u iduc´u generaciju.
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1 thrust::copy(d_SecondParent.end()-crossoverPoint ,
2 crossoverPoint ,
3 d_next_generation.end() - crossoverPoint );
4 thrust::copy_n(d_FirstParent.begin(),
5 rossoverPoint ,
6 d_next_generation.begin() );
Testirali smo i verziju algoritma koja na pseudo slucˇajan nacˇin izabire dva roditelja iz
populacije, no iako je ta verzija za faktor 1.5 puta brzˇa od verzije s dvocˇlanim turnirom,
konvergencija populacije prema rjesˇenju je dosta sporija, pa je ideja odbacˇena.
Mutacija je vrlo jednostavna, u ovisnosti o vjerojatnosti mutacije i pseudo slucˇajno
generiranom broju, izmjeniti c´e se jedan bit, odnosno visˇe njih.
Poglavlje 3
Testiranje
U ovom poglavlju opisujemo nacˇin na koji smo testirali algoritam, testne primjere (format
smo vec´ opisali), i testno racˇunalo.
3.1 Testno racˇunalo
Kao testno racˇunalo koristili smo racˇunalo fermi Matematicˇkog odjela Prirodoslovno ma-
tematicˇkog fakulteta.
[buzovs@fermi ˜]$ uname -a
Linux fermi.math.hr... 11:12:56 CDT 2014 x86_64 GNU/Linux
Fermi ima dva Intel Xeon E5620 procesora. Svaki ima cˇetiri jezgre, osam dretvi, rad-
nog takta 2.4Ghz, te 12 Mb cache memorije.
[buzovs@fermi ˜]$ grep "model name" /proc/cpuinfo
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
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model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
model name : Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
Na racˇunalu je instalirano 24Gb radne memorije.
[buzovs@fermi ˜]$ grep MemTotal /proc/meminfo
MemTotal: 24592408 kB
Poslijednje navodimo najbitnije stavku, fermi ima cˇetiri Nvidia Tesla S2050 graficˇke
kartice. Tesla S2050 radena je na fermi arhitekturi, odakle i naziv ovog racˇunala. Ima 448
CUDA jezgri, 12GB GDDR5 memorije. Radna memorija je ogranicˇena na 87.5% zbog
ECC nacˇina rada.
[buzovs@fermi ˜]$ nvidia-smi
+------------------------------------------------+
|NVIDIA-SMI 340.32 Driver Version: 340.32 |
|-----------------------------+------------------+------------------+
|GPU Name Persistence-M|Bus-Id Disp.A |VolatileUncorr.ECC|
|Fan Temp Perf Pwr:Usage/Cap| Memory-Usage |GPU-Util Compute M|
|============================+===================+==================|
| 0 Tesla S2050 On |0000:13:00.0 Off| 0|
|N/A 59C P1 N/A / N/A | 6MiB / 2687MiB| 0% E. Process|
+----------------------------+-------------------+------------------+
| 1 Tesla S2050 On |0000:14:00.0 Off| 0|
|N/A 59C P1 N/A / N/A | 6MiB / 2687MiB| 0% E. Process|
+----------------------------+-------------------+------------------+
| 2 Tesla S2050 On |0000:2D:00.0 Off| 0|
|N/A 59C P1 N/A / N/A | 6MiB / 2687MiB| 0% E. Process|
+----------------------------+-------------------+------------------+
| 3 Tesla S2050 On |0000:2E:00.0 Off| 0|
|N/A 59C P1 N/A / N/A | 6MiB / 2687MiB| 0% E. Process|
+----------------------------+-------------------+------------------+
+-------------------------------------------------------------------+
|Compute processes: GPU Memory|
| GPU PID Process name Usage |
|===================================================================|
| No running compute processes found |
+-------------------------------------------------------------------+
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3.2 Rezultati testiranja
Testiranje smo izvodili s jednom python skriptom, koja je koristec´i subprocess call pokre-
tala oba algoritma sa razlicˇitim argumentima. Vrijeme izvrsˇavanja je svugdje iskazano u
sekundama. Nakon pocˇetnih testova, odlucˇili smo fiksirati vec´inu parametara evolucijskog
algoritma, te mjenjati samo velicˇinu populacije i broj iteracija. Parametri koji su korisˇteni:
• velicˇina turnira tournamentS ize = 2
• vjerojatnost da na turniru pobjedi bolji: tournamentProbability = 0.8
• broj elitnih jedinki varElite = 20.
• vjerojatnost mutacije mutationProbability = 0.3
• mutacija jednog bita singleBitMutation = true
• mutacija svih bitova inverseMutation = f alse.
Prvi testni primjer je i najmanji, graf pw09 100 ima 100 vrhova i 4455 bridova, cˇije
tezˇine iznose od 1 do 10. Rjesˇenje ovog problema je poznato i iznosi 13658. Prilikom
testiranja parametara, sekvencijalni algoritam je visˇe puta pronasˇao tocˇno rjesˇenje.
Slika 3.1: Rezultati testiranja na prvom primjeru
Sljedec´i testni primjer je graf gka5f ima 500 vrhova i 124019 bridova, cˇije tezˇine iznose
od -50 do 50. Rjesˇenje ovog problema nije poznato, poznata je gornja meda 211627.
Testni primjer broj tri je graf bqp1000-8, ima 1000 vrhova i 49561 bridova, cˇije tezˇine
iznose od -100 do 100. Rjesˇenje ovog problema nije poznato, poznata je gornja meda
1050845.
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Slika 3.2: Rezultati testiranja sekvencijalnog algoritma na prvom primjeru
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Slika 3.3: Rezultati testiranja paralelnog algoritma na prvom primjeru
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Slika 3.4: Rezultati testiranja na drugom primjeru
Slika 3.5: Rezultati testiranja sekvencijalnog algoritma na drugom primjeru
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Poslijednji testni primjer je graf bqp2500-8, ima 2500 vrhova i 309604 bridova, cˇije
tezˇine iznose od -100 do 100. Rjesˇenje ovog problema nije poznato, poznata je gornja
meda 937307.
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Slika 3.6: Rezultati testiranja paralelnog algoritma na drugom primjeru
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Slika 3.7: Rezultati testiranja sekvencijalnog algoritma na trec´em primjeru
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Slika 3.8: Rezultati testiranja paralelnog algoritma na trec´em primjeru
Slika 3.9: Rezultati testiranja sekvencijalnog algoritma na trec´em primjeru
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Slika 3.10: Rezultati testiranja paralelnog algoritma na trec´em primjeru
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Slika 3.11: Rezultati testiranja sekvencijalnog algoritma na cˇetvrtom primjeru
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Slika 3.12: Rezultati testiranja paralelnog algoritma na cˇetvrtom primjeru
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Slika 3.13: Rezultati testiranja sekvencijalnog algoritma na cˇetvrtom primjeru
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Slika 3.14: Rezultati testiranja paralelnog algoritma na cˇetvrtom primjeru
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3.3 Analiza rezultata
Za konacˇnu presudu odlucˇili smo usporediti rezultate oba algoritma, s velicˇinom populacije
i brojem iteracija fiksiranim na 1000.
Slika 3.15: Rezultati testiranja sekvencijalnog algoritma na cˇetvrtom primjeru
Slika 3.16: Usporedba rezultata
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Iz prikazane tablice i grafa vidimo da je sekvencijalni algoritam 2.5 puta brzˇi od para-
lelnog na najmanjem primjeru.. No kako se primjeri povec´avaju, tako paralelni algoritam
preuzima vodstvo. Na najvec´em primjeru, ubzanje je cˇak 21.5 puta u korist paralelnog
algoritma. Rezultati su takvi jer na vec´im primjerima dolazi do izrazˇaja brzina rada CUDE
s dugim nizovima podataka.

Poglavlje 4
Zakljucˇak
Tema ovog rada bila je paralelne heuristike za problem maksimalnog reza. Predstavili smo
jednu sekvencijalnu implementaciju genetskog algoritma za rjesˇavanje danog problema,
i jednu paralelnu implementaciju. Ukazali smo na probleme koje smo nailazili prilikom
implementacije, a to se najvisˇe odnosi na izbjegavanje dohvac´anja jednog elementa niza
na uredaju, i nepotrebna kopiranja s hosta na uredaj. Pokazali smo da, iako paralelna
implementacije nije uvijek brzˇa, na velikim primjerima se itekako isplati.
Za kraj bismo rekli kako paralelni algoritmi sigurno imaju buduc´not. Uz Nvidia CUDU,
biblioteke popust Thrusta, jeftine mid range graficˇke kartice, vjerujemo kako c´e na ovom
podrucˇju biti sve visˇe i visˇe radova.
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Sazˇetak
U ovom radu smo prezentirali jedan moguc´i pristup rjesˇavanju problema maksimalnog
reza. Uveli smo osnovne definicije i pojmove iz teorije grafova i slozˇenosti algoritama,
kako bi se razumio problem, i kojoj klasi pripada. Pokazali smo primjer sekvencijalne im-
plementacije genetskog algoritma. Opisali smo arhitekturu CUDA, te nasˇu implementaciju
genetskog algorimna u CUDA okruzˇenju. Opisali smo nasˇ skup testnih primjera, metodo-
logiju i okruzˇenje testiranja, te rezultate i analizu istih. Pokazali smo da je paralelni pristup
brzˇi nakon sˇto se prode odredena granica velicˇine problema, koja naravno ovisi o sustavu
na kojem se testira.

Summary
In this thesis, we presented one possible solution to problem of finding maximum cut in
graph. We started with describing the problem with basic definitions from graph theory and
computational complexity. Later we provided both sequential and parallel algorithms for
solving before mentioned problem. In last few chapter we described testing environment,
test data set, and our test results. Obtained results show that parallel approach has better
performance for large scale problems.
After analysis, we came to conclusion that parallel is the way to go, if and only if you
have large scale problem.
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