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Abstract—We describe a distributed adaptive algorithm to
estimate the eigenvectors corresponding to the Q largest or
smallest eigenvalues of the network-wide sensor signal covariance
matrix in a wireless sensor network. The proposed algorithm
recursively updates the eigenvector estimates without explicitly
constructing the full covariance matrix that defines them, i.e.,
without centralizing all the raw sensor signal observations. By
only sharing fusedQ-dimensional observations, each node obtains
estimates of (a) the node-specific entries of the Q covariance
matrix eigenvectors, and (b) Q-dimensional projections of the
full set of sensor signal observations onto the Q eigenvectors.
We also explain how the latter can be used for, e.g., compression
and reconstruction of the sensor signal observations based on
principal component analysis (PCA), in which each node acts as
a data sink. We describe a version of the algorithm for fully-
connected networks, as well as for partially-connected networks.
In the latter case, we assume that the network has been
pruned to a tree topology to avoid cycles in the network. We
provide convergence proofs, as well as numerical simulations to
demonstrate the convergence and optimality of the algorithm.
EDICS: SAM-MCHA Multichannel processing, SEN Signal
Processing for Sensor Networks
Index Terms—Wireless sensor networks (WSNs), distributed
estimation, principal component analysis
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I. INTRODUCTION
A. Context and contribution
The eigenvectors of a signal covariance matrix play an
important role in many algorithms and applications, e.g., in
principal component analysis (PCA) [2], [3], the Karhunen-
Loeve transform (KLT) [4], steering vector or direction-of-
arrival estimation [5], [6], total least squares (TLS) estimation
[7], subspace estimation, etc. In this paper, we address the es-
timation of the eigenvectors of the network-wide sensor signal
covariance matrix in a wireless sensor network (WSN). As-
sume node k collects observations of a node-specific stochastic
vector yk and let y be the vector in which all yk’s are stacked.
Our goal is then to adaptively estimate the Q eigenvectors
corresponding to the Q largest or smallest eigenvalues of the
network-wide covariance matrix defined by y. In principle,
this would require each node to transmit its raw sensor signal
observations to a central node or fusion center (FC), where
the network-wide covariance matrix can be constructed, after
which an eigenvalue decomposition (EVD) can be performed.
However, centralizing all these raw observations may require
too much communication bandwidth, in particular if obser-
vations are collected at a high sampling rate, as in audio or
video applications. Furthermore, if y has a large dimension,
the computation of the EVD of the network-wide covariance
matrix may require a significant amount of computational
power at the FC since the computational complexity of the
EVD scales cubically with the matrix dimension.
To reduce the communication and computation cost, we
propose a distributed adaptive algorithm to estimate Q eigen-
vectors without explicitly constructing the network-wide co-
variance matrix that actually defines them, i.e., without the
need to centralize the sensor signal observations in an FC.
Instead of transmitting all its raw sensor signal observations,
each node only transmits fused/compressed Q-dimensional
observations, while estimating the node-specific entries of the
eigenvector, corresponding to the part of y that is observed
at the node. We refer to the algorithm as the distribute
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adaptive covariance matrix eigenvector estimation (DACMEE)
algorithm.
The DACMEE algorithm also provides each node with the
Q-dimensional projections of the full set of sensor signal
observations onto the Q estimated eigenvectors. This allows
each node to compute a PCA- or KLT-based approximation of
the observations of the full network-wide vector y.
We will describe two versions of the DACMEE algorithm,
i.e., a version for fully-connected networks in which a signal
broadcast by any node can be collected by every other node,
as well as a version for partially-connected networks in which
a node can only communicate with a subset of the other nodes.
We then assume that the partially-connected network is pruned
to a tree topology. This guarantees that there are no cycles in
the network graph, since these harm the algorithm dynamics.
B. Relation to prior work
Two different cases have been considered in the literature
where either (a) the nodes collect observations of the full
vector y, or (b) each node collects observations of a node-
specific subset of the entries of y (as it is the case in this
paper). Let Y denote an M×N observation matrix containing
N observations of an M -dimensional stochastic vector y,
then (a) corresponds to the case where the columns of Y are
distributed over the different nodes, whereas in case (b), the
rows of Y are distributed over the nodes. The techniques to
construct the corresponding covariance matrix and/or estimate
its eigenvectors are very different for the two cases. It is noted
that a similar distinction exists in the literature in the context of
distributed least-squares estimation, see, e.g., [8], [9], where
each node collects observations of the full y to estimate a
common parameter vector, versus [10], [11], where each node
only observes a node-specific subset of the entries of y to
compute an estimator that relies on the full network-wide
covariance matrix.
Case (a) is addressed in [12]–[14] for ad hoc topologies and
in [15] for a fully-connected topology. In [12], the network-
wide covariance matrix is first estimated by means of a
consensus averaging (CA) algorithm that exchanges M ×M
matrices in each iteration, after which each node performs a
local EVD. If only a subset of the eigenvectors1 is needed,
one can use distributed optimization techniques in which only
M -dimensional vectors are exchanged between nodes [13],
[14]. In [15], a distributed QR decomposition is performed in
a fully-connected network, followed by an EVD.
Case (b) is actually more challenging, as it requires to
estimate the cross-correlation between sensor signals of differ-
ent nodes. This requires the exchange of (compressed) sensor
signal observations, resulting in a higher communication cost
compared to case (a), in particular for applications with a high
sampling rate. Case (b) is tackled in [6], [16], [17] (only for
the case of principal eigenvectors) for networks with an ad-
hoc topology. These algorithms rely on Oja’s learning rule in
combination with nested CA iterations, hence operating at two
1The algorithms in [13], [14] estimate the eigenvector corresponding to the
smallest eigenvalue of the covariance matrix, but the algorithms are easily
adapted to compute the principal eigenvectors.
time scales. The inner loop performs many CA iterations with
a full reset for each outer loop iteration. Since the outer loop
runs with the same rate as the sampling rate of y, and since
each iteration of the inner loop also requires data exchange,
each node actually transmits more data than actually collected
by its sensors. Furthermore, since the convergence time of the
inner CA loop increases with the network size, the per-node
communication cost also grows with the network size.
The algorithm proposed in this paper only works in net-
works with a fully connected or a tree topology, but it does
not require nested loops, and its per-node communication cost
is independent of the network size. The algorithm does not
explicitly rely on Oja’s stochastic learning rule (although this
can also be included), but it explicitly computes compressed
sensor signal covariance matrices at each node. The latter
allows to, e.g., remove the effect of spatially correlated noise
by subtracting a known or estimated noise covariance matrix
from the local covariance matrices. The algorithm is also able
to estimate the eigenvectors corresponding to the smallest
eigenvalues (e.g., for TLS estimation), which is not possible
in [6], [16], [17].
Finally, it is noted that there exists other related work in
the context of (b) (see, e.g., [3], [4]), which however requires
prior knowledge of the network-wide covariance matrix. In
our case, the network-wide covariance matrix is assumed to
be unknown (and possibly even time-varying).
C. Paper outline
The outline of the paper is as follows. Section II gives
the problem statement as well as an application example in
the context of distributed PCA in a WSN. Section III de-
scribes the DACMEE algorithm for fully-connected networks
and provides convergence and optimality proofs. Section IV
extends these results towards networks with a tree topology.
The theoretical results are validated by means of Monte-Carlo
simulations in Section V. Conclusions are drawn in Section
VI.
II. PRELIMINARIES
A. Problem statement
Consider a WSN with a set of sensor nodes K = {1, . . . ,K}
(we do not make any assumptions on the network topology at
this point). Node k collects observations of an Mk-dimensional
stochastic vector yk, which is assumed to be (short-term2)
stationary and ergodic. We assume that yk is complex-valued
to allow for a frequency-domain description, e.g., in the short-
time Fourier transform (STFT) domain. We define the M -
dimensional stochastic vector y as the stacked version of
all yk’s, where M =
∑
k∈KMk. For the sake of an easy
exposition, but without loss of generality (w.l.o.g.), we assume
that y is zero-mean, which may require a mean subtraction
pre-processing step. The covariance matrix of y is then defined
as
Ryy = E{yyH} (1)
2Since the algorithms envisaged in this paper are adaptive, short-term
stationarity is sufficient.
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where E{·} denotes the expected value operator, and the
superscript H denotes the conjugate transpose operator. Let Y
denote an M ×N observation matrix containing N different
observations of y in its columns. Then ergodicity of y implies
that Ryy can be approximated by the sample covariance
matrix, i.e.,
Ryy ≈ 1
N
YYH (2)
and equality holds in the case of an infinite observations
window, i.e., Ryy = limN→∞ 1NYY
H .
The eigenvalue decomposition (EVD) of Ryy is defined as
Ryy = UΣUH (3)
where Σ = diag(λ1, . . . , λM ) is a real diagonal matrix with
the eigenvalues as its diagonal elements (sorted in decreasing
order of magnitude), and where the unitary matrix U contains
the corresponding (normalized) eigenvectors in its columns.
Consider the following truncated versions of U
Xˆ = U
[
IQ
O(M−Q)×Q
]
(4)
and
Xˇ = U
[
O(M−Q)×Q
IQ
]
(5)
where IQ denotes the Q×Q identity matrix and O(M−Q)×Q
denotes the (M − Q) × Q all-zero matrix. Xˆ is then a
M × Q matrix with the Q principal eigenvectors of Ryy
in its columns, i.e., the eigenvectors corresponding to the Q
largest eigenvalues. Similarly, Xˇ contains the Q eigenvectors
corresponding to the Q smallest eigenvalues.
The principal eigenvectors in Xˆ can be used for compres-
sion in the context of PCA or KLT (we will briefly illustrate
this in Subsection II-B) or for steering vector and/or direction-
of-arrival estimation [5], [6]. It is noted that Xˆ is also a
solution of the following constrained optimization problem
Xˆ ∈ arg max
X
Tr
{
XHRyyX
}
(6)
s.t. XHX = IQ (7)
where Tr {.} denotes the trace operator yielding the sum of
the diagonal elements of the matrix in its argument. This for-
mulation will be exploited in the derivation of the DACMEE
algorithm in Section III.
In the sequel, we will only consider the distributed esti-
mation of Xˆ. However, it should be noted that all results in
this paper can be straightforwardly modified to also compute
Xˇ, which can be used for, e.g., total least squares estimation
[7] or null-space estimation. This modification only involves
replacing the max operator with a min operator in (6) and in
similar expressions in the sequel.
The DACMEE algorithm is a distributed adaptive (time-
recursive) algorithm where each node is responsible for updat-
ing a specific part of Xˆ, avoiding the centralized computation
of the full covariance matrix Ryy. Each node only transmits
Q-dimensional compressed observations instead of the Mk-
dimensional observations of yk. In the case of fully-connected
networks, this significantly reduces the communication band-
width and the per-node computational complexity if QMk.
In case of multi-hop networks, here assumed to be pruned to
a tree topology3, the DACMEE algorithm yields a significant
reduction in bandwidth and computational complexity even for
Q ≥ Mk (when compared to the relay case where the nodes
relay all observations to a data sink).
For the sake of an easy exposition, but w.l.o.g., we make
the pragmatic assumption throughout this paper that Xˆ is
unique up to a scaling ambiguity in its columns. This means
that the Q+ 1 largest eigenvalues of Ryy are non-degenerate
(they all have a different value). This allows to make compact
claims without each time having to differentiate between the
degenerate case and the non-degenerate case. The case where
Xˆ is not unique is briefly addressed in Appendix VII-D.
B. Application example: PCA-based distributed compression
If the entries in y are sufficiently correlated, the matrix
Xˆ can be used as a compression matrix to compress the
M -dimensional observations in the columns of Y into Q-
dimensional observations, i.e., Zˆ = XˆHY. The reconstruction
can then be implemented by using Xˆ as a decompression
matrix, i.e., Y ≈ XˆZˆ. This is the main principle behind PCA
[2], [3] and the KLT [4], and it can be shown that Xˆ is the
best linear compressor for Y in minimum mean squared error
(MMSE) sense.
If Xˆ is known, the coefficients of this matrix can be
communicated to the nodes such that future observations can
be compressed using Xˆ. To this end, we define the block
partitioning
Xˆ =
 Xˆ1...
XˆK
 (8)
where Xˆk is the part of Xˆ that is applied to yk such that
XˆHy =
∑
k∈K Xˆ
H
k yk. Node k can then transmit observa-
tions of the Q-dimensional (compressed) stochastic variable
zk = XˆHk yk instead of observations of yk. This allows
for a distributed compress-and-fuse framework, where the Q-
dimensional observations of the different zk’s are fused on
their way through the network by simple addition to finally
obtain zˆ =
∑
k∈K zk = Xˆ
Hy at the data sink. The DACMEE
algorithm is designed such that zˆ is available to each node,
i.e., each node acts as a data sink. The original observations
can then be reconstructed as y ≈ Xˆzˆ.
III. THE DACMEE ALGORITHM IN FULLY-CONNECTED
NETWORKS
A. Algorithm derivation
The DACMEE algorithm is an iterative algorithm that
updates the M×Q matrix Xi, where i is the iteration index. In
each iteration, N new sensor signal observations will be used
to update Xi in a time-recursive fashion. We again define the
block partitioning as in (8)
Xi =
 X
i
1
...
XiK
 (9)
3This will be motivated in Section IV.
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where the entries of the block Xik will be updated by node k.
The goal is to find the Q principal eigenvectors of Ryy, i.e.,
to obtain that limi→∞Xik = Xˆk, ∀ k ∈ K, by letting nodes
exchange compressed observations of their yk’s.
The DACMEE algorithm basically consists of an iterative
procedure that gradually increases the value of the objective
function
J (X) = Tr
{
XHRyyX
}
(10)
under the orthogonality constraint XHX = IQ. As mentioned
in Section II-A (see (6)-(7)), Xˆ is indeed a maximum of this
optimization problem. The algorithm derivation starts from the
following alternating optimization (AO) procedure4:
1) Set i← 0, q ← 1, and choose X0 as a random M ×Q
matrix.
2) Choose Xi+1 as a solution of:
Xi+1 ∈ arg max
X
J (X) (11)
s.t. ·XHX = IQ (12)
· ∀ k ∈ K\{q} : Xk ∈ Range{Xik} (13)
where Xk is the k-th submatrix of X similarly defined
as in (9), and where Range{Xik} denotes the subspace
spanned by the columns of Xik.
3) i← i+ 1 and q ← (q mod K) + 1.
4) Return to step 2.
Note that each iteration of this AO procedure increases the
objective function J
(
Xi+1
)
in a monotonic fashion while
adhering to the orthogonality constraint XHX = IQ. Indeed,
the constraint (13) changes in each iteration, allowing to
update a particular submatrix of X freely (i.e., Xq), while
constraining the other submatrices to preserve their current
column space. Despite the fact that this AO procedure is a
centralized procedure requiring the full covariance matrix Ryy,
the particular form of the constraints (13) allows to execute it
in a distributed fashion, which is explained next.
We define
Bi<k = Blkdiag
(
Xi1, . . . ,X
i
k−1
)
(14)
Bi>k = Blkdiag
(
Xik+1, . . . ,X
i
K
)
(15)
where Blkdiag (·) is an operator that generates a block diago-
nal matrix5 from the matrices in its argument. Using this, we
define the matrix Cik as
Cik =
 O Bi<k OIMk O O
O O Bi>k
 (16)
where O is an all-zero matrix of appropriate dimension.
Using this matrix, we can eliminate the constraint (13) by
parameterizing X as X = CiqX˜, where X˜ becomes the new
optimization variable (note that the unconstrained subblock
Xq corresponds to the first Mq rows of X˜). Indeed, solving
4The algorithm may stop when a certain stopping criterion is satisfied or
it may run continuously, e.g., in an adaptive context where Ryy (slowly)
changes across the iterations.
5We use the operator Blkdiag (·) with a slight abuse of notation, since
a block-diagonal matrix in principle has square matrices as main diagonal
blocks, which is not the case in (14)-(15).
(11)-(13) is then equivalent to solving
X˜ ∈ arg max
X˜
Tr
{
X˜HCi Hq RyyC
i
qX˜
}
(17)
s.t. X˜HCi Hq C
i
qX˜ = IQ (18)
and setting Xi+1 = CiqX˜.
It is noted that Ci Hq RyyC
i
q can be interpreted as the
covariance matrix of a compressed version of the sensor
signals in y, where Ciq is used as a compression matrix.
Indeed, define
y˜ik = C
i H
k y , (19)
then
Riy˜ky˜k , E{y˜iky˜i Hk } = Ci Hk RyyCik . (20)
This means that we can rewrite (17)-(18) as
X˜ ∈ arg max
X˜
Tr
{
X˜HRiy˜q y˜qX˜
}
(21)
s.t. X˜HCi Hq C
i
qX˜ = IQ . (22)
The DACMEE algorithm will exploit the compression of y
based on (19), by letting each node k ∈ K use its local Xik
as a compression matrix to compress the observations of the
Mk-channel signal yk into a Q-channel signal6
zik = X
i H
k yk (23)
and we define zi = [zi T1 . . . z
i T
K ]
T as the stacked version of
all the zik’s. In between iterations i and i+1 of the DACMEE
algorithm, each node k ∈ K will transmit new observations of
the compressed signal zik to the other nodes. Assuming a fully-
connected network, then each node k collects observations of
y˜ik =
[
yk
zi−k
]
(24)
where zi−k is equal to z
i with zik removed, i.e., z
i
−k =
[zi T1 . . . z
i T
k−1 z
i T
k+1 . . . z
i T
K ]
T . Note that the definition of y˜ik
in (24) is equivalent to (19). Assuming Ciq is known to node
q, then (21)-(22) can be solved locally by node q, since node
q has access to observations of y˜iq . Indeed, similarly to (2),
Riy˜ky˜k can be estimated at node k, ∀ k ∈ K as
Riy˜ky˜k ≈
1
N
Y˜ikY˜
i H
k (25)
where Y˜ik is an (Mk + (K − 1)Q)×N matrix, containing N
observations of y˜ik in its columns.
As a final step in the algorithm derivation, we will transform
(21)-(22) into an eigenvalue problem, which is then solved
locally at node q by means of an EVD. To this end, we define
the Q×Q matrix
Dik = X
i H
k X
i
k (26)
and its Q×Q square root factor
Lik =
(
Dik
) 1
2 (27)
6For the sake of an easy exposition, we assume that Q < Mk , ∀k ∈ K. If
there exists a k for which Q ≥ Mk , node k should transmit uncompressed
observations of yk to one other node q, which can then add these to yq as
additional sensor signals.
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which can be computed by means of, e.g., a Cholesky fac-
torization [18] or an EVD (note that Lik is not unique as
it depends on the factorization method that is used, but this
choice has no influence on the algorithm). Finally, we define
the block-diagonal matrix
Λik = Blkdiag
(
IMk ,L
i
1, . . . ,L
i
k−1,L
i
k+1, . . . ,L
i
K
)
(28)
and its inverse
Vik =
(
Λik
)−1
. (29)
Using the substitutions X = ΛiqX˜ and R
i
q =
Vi Hq R
i
y˜q y˜q
Viq , and using the fact that
Λi Hk Λ
i
k = C
i H
k C
i
k , (30)
we find that (21)-(22) can be equivalently solved as
X ∈ arg max
X
Tr
{
X
H
R
i
qX
}
(31)
s.t. X
H
X = IQ (32)
and setting X˜ = ViqX. Note that (31)-(32) has the same form
as (6)-(7), and hence it can be solved by computing an EVD of
R
i
q (note that the dimension of this EVD is much smaller than
the network-wide EVD in (3)). Since Riy˜q y˜q can be estimated
by node q based on (25), node q can compute R
i
q and its EVD
(assuming Viq is known, which will require exchange of the
Lik’s between the nodes).
Finally, we can conclude that the optimization step (11)-(13)
of the original AO can be solved by setting Xi+1 = CikV
i
qX,
where the Q columns of X contain the Q principal eigenvec-
tors of R
i
q , which can be computed at node q. This allows
to compute the AO in a distributed fashion by sequentially
solving local EVD problems at the different nodes.
The resulting DACMEE algorithm for fully-connected net-
works is described in detail in Table I, and schematically
illustrated in Fig. 1 (the shaded part is only active when the
illustrated node k is the updating node at iteration i). Dashed
lines indicate an exchange of parameters (at a slow rate),
whereas full lines indicate exchange of signal observations
(at a high rate). It is noted that the DACMEE algorithm as
described in Table I is assumed to operate in an adaptive
(time-recursive) context, where the different iterations are
spread out over time, rather than retransmitting the same block
of observations multiple times between nodes (which would
reduce the communication efficiency). This can be seen in the
time indices of zk and yk in step 3, which are indeed shifted
with the iteration index i, hence each iteration happens over
a new block of N observations.
In case the DACMEE algorithm is applied for PCA-based
compression, the PCA-based compressed samples XˆHy[iN +
j] (with j = 1, . . . , N ) can be computed at each node as (see
Subsection II-B)
zˆ[iN + j] , XˆHy[iN + j] ≈
∑
k∈K
zik[iN + j] (33)
where the approximation will improve over time when
i → ∞ (see also Subsection III-B). Each node can also
reconstruct the observations of the network-wide vector y
Fig. 1. Schematic illustration of the data flow and processing at node k ∈ K
in the DACMEE algorithm in a fully connected network. The shaded part is
only active when k = q, i.e., if node k is the updating node in step 4 of the
DACMEE algorithm. Dashed lines indicate an exchange of parameters (at a
slow rate), whereas full lines indicate exchange of signal observations (at a
high rate).
using y[iN + j] ≈ Xˆzˆ[iN + j] ≈ Xi∑k∈K zik[iN + j]. This
decompression requires some minor additional data exchange
such that each node has access to the complete Xi.
Remark I) Trade-off between adaptation speed, estimation
accuracy, and communication cost: It is noted that the
number of observations N that are collected and broadcast
in between the iterations (step 3) must be chosen such that
a sufficiently accurate estimate of Riy˜ky˜k can be computed in
step 4. This results in a trade-off between estimation accuracy
and adaptation speed, as a larger N results in less frequent
updates (per second) in the DACMEE algorithm (note that
each iteration happens over a new block of N observations).
Furthermore, another trade-off can be introduced when
computing multiple iterations of the DACMEE algorithm
on the same block of N observations. Indeed, this would
improve the adaptation speed and accuracy, but at the price
of an increased communication cost.
Remark II) Additional communication of parameters:
The last part of step 4 of the DACMEE algorithm in Table
I involves an extra broadcasting of the G−q matrix (defined
in (35)) and Li+1q . However, since X
i is only updated once
for every block of N sensor signal observations, this extra
broadcasting is negligible compared to the broadcasting of
the KN (compressed) observations of the zik’s (step 3). This
difference in communication rate is visualized in Fig. 1 by
distinguishing between dashed lines (parameter exchange at a
slow rate) and full lines (exchange of signal observations at a
high rate). The same argument also holds if the full matrix Xi
would be broadcast (e.g., for the purpose of decompression
as explained in Subsection II-B).
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TABLE I
DESCRIPTION OF THE DACMEE ALGORITHM IN A FULLY-CONNECTED NETWORK.
DACMEE algorithm in a fully-connected network
1) Set i← 0, q ← 1, and initialize all X0k, ∀ k ∈ K, with random entries.
2) Each node k ∈ K computes Dik = Xi Hk Xik and its square root factorization Lik = (Dik)
1
2 , and broadcasts
the Q×Q matrix Lik.
3) Each node k ∈ K broadcasts N new compressed sensor signal observations zik[iN + j] = Xi Hk yk[iN + j]
(where j = 1 . . . N ).
4) At node q:
• Compute Riy˜q y˜q based on (25).
• Construct the block-diagonal matrix Λiq as defined in (28) and compute the inverse of each diagonal
block to construct the block-diagonal matrix Viq =
(
Λiq
)−1
.
• Compute the Q principal eigenvectors of the matrix
R
i
q = V
i H
q R
i
y˜q y˜qV
i
q (34)
and construct X
i+1
q with the eigenvectors in the columns, sorted in decreasing order of eigenvalue
magnitudes.
• Set [
Xi+1q
G−q
]
= ViqX
i+1
q (35)
Di+1q = X
i+1H
q X
i+1
q . (36)
• Compute the square root factorization Di+1q = L
i+1H
q L
i+1
q .
• Broadcast Li+1q and the matrix G−q .
5) Define the partitioning G−q =
[
GT1 . . . G
T
q−1 G
T
q+1 . . . G
T
K
]T
where each Gk is a Q×Q matrix. Each
node k ∈ K\{q} updates
Li+1k = L
i
kGk (37)
Xi+1k = X
i
kGk . (38)
6) i← i+ 1 and q ← (q mod K) + 1.
7) Return to step 3.
Note 1: The initial X0 does not have to satisfy X0HX0 = IQ, since the first iteration of the DACMEE algorithm will
correct this.
Note 2: The implementation of the EVD of Riq in step 4 is not specified. Rather than performing a cold reset of this EVD in each
iteration, one can increase the ‘time-recursiveness’ of the algorithm by using time-recursive subspace estimation techniques instead,
such as power iterations or Oja’s learning rule [17], [19] (in each iteration initialized with the previous estimate
[
Xi Tq IQ . . . IQ
]T
).
Note 3: With a minor modification, the above algorithm also allows to estimate Xˇ, i.e., the eigenvectors corresponding to
the Q smallest eigenvalues of Ryy . To achieve this, one should compute the columns of X
i+1
q as the eigenvectors corresponding to
the Q smallest eigenvalues of R
i
q .
Remark III) Reduced communication cost and
computational complexity: Assuming Q  Mk, then
the DACMEE algorithm has a reduced communication
bandwidth at node k compared to the case where each node
would transmit its raw sensor signal observations to an FC.
Furthermore, the DACMEE algorithm often has a reduced
computational complexity compared to the centralized EVD.
This is due to the significant dimensionality reduction of
the local EVD problems that are solved in each node.
Indeed, the centralized EVD has a complexity of O(M3) per
update, whereas the DACMEE algorithm has a complexity
of O
(
(Mq + (K − 1)Q)3
)
at the updating node q. For
example, if K = 10, Q = 1, and Mk = 20, ∀ k ∈ K,
then the centralized EVD requires ∼ 64 × 106 flops to
(re-)estimate Xi, whereas the DACMEE algorithm requires
only ∼ 24 × 103 flops per update. However, these numbers
must be put into perspective, depending on the actual context
in which these algorithms are applied, i.e., a static or an
adaptive context. In an adaptive (tracking) context, where Xi
is updated for each new block of N samples, we indeed find
that the DACMEE algorithm is computationally cheaper than
its centralized counterpart, but with the drawback of having
a slower tracking performance due to its iterative nature.
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In a static scenario, where only a single estimate of Xˆ is
computed, the computational complexity of the DACMEE
algorithm should be multiplied with the number of iterations
that are required to obtain a good estimate of Xˆ. It is noted
that in the above example, the DACMEE algorithm can
perform more than 1000 iterations before it reaches a similar
computational complexity to its centralized counterpart,
whereas it typically obtains a sufficiently accurate estimate of
Xˆ in much less iterations (see Section V).
Remark IV) Additional reduction of computational com-
plexity: To reduce the per-node computational complexity even
more, a node can reduce the dimensions of R
i
q by using the
sum of the broadcast signals, rather than incorporating each
zik separately in R
i
q . In this case, (24) is redefined as
y˜ik =
[
yk∑
q∈K\{k} z
i
q
]
(39)
and several other variables (Λiq , V
i
q , etc.) have to be redefined
accordingly (details are omitted). Although this reduces the
computational complexity at each node, it also reduces the
degrees of freedom per updating step, yielding a slower
convergence and hence slower adaptation in time-varying
scenarios. It can be easily shown that all the convergence
results in the sequel also hold for this simplification, based
on similar convergence proofs. It is noted that the DACMEE
algorithm in tree topology networks (see Section IV) will
exploit a similar principle, i.e., the availability of summed
zik-signal observations at each node.
Remark V) Implicit assumptions: It is noted that, for the
time being, we have made 2 implicit assumptions (which are
usually satisfied in practice) to guarantee that the DACMEE
algorithm is well-defined:
1) The matrix Λiq has full rank, i.e., V
i
q =
(
Λiq
)−1
exists,
∀ i ∈ N, with q being the updating node in iteration i.
2) The Q+1 largest eigenvalues of R
i
q are well-separated,
i.e.,
∃  > 0,∀ i ∈ N,∀ n ∈ {1, . . . , Q} : |λin − λ
i
n+1| > 
(40)
where λ
i
n is the n-th eigenvalue of R
i
q with q being the
updating node in iteration i.
This guarantees that Xi+1 and G−q are well-defined, i.e.,
there exists a unique X
i+1
q in each iteration (up to a scaling
ambiguity). It is noted that these assumptions are merely made
for the sake of an easy exposition, and although they are
mostly satisfied in practice, we briefly describe in Appendix
VII-D how the algorithm can be modified in the rare cases
where these assumptions are violated.
B. Convergence analysis
In this subsection, we prove a set of theorems that together
imply convergence and optimality of the DACMEE algorithm.
Before we proceed, it is noted that eigenvector estimation
inherently has a scaling ambiguity with a certain scaling factor
w where |w| = 1 (after normalization). To not overcomplicate
the convergence statements and proofs, we will pragmatically
ignore these ambiguities in the sequel. For example, with a
slight abuse of notation, we will write limi→∞Xi = X∗
actually meaning
lim
i→∞
(
min
|wq|=1, q=1,...,Q
‖XiDiag (w1, . . . , wQ)−X∗‖F
)
= 0
(41)
where ‖ · · · ‖F denotes the Frobenius norm. It is noted that
this ambiguity may indeed hamper convergence (e.g., due to
different scalings in different iterations). However, these can be
easily eliminated by always selecting the proper unity-modulus
scaling factors such that ‖Xi+1 −Xi‖F is minimized.
Besides the stationarity and ergodicity of the sensor signals
(see Secion II), we make a couple of additional assumptions
to make the theoretical analysis tractable:
• We assume that Ryy does not change over time.
• We will not incorporate the effect of estimation errors
in Riy˜ky˜k , i.e., we implicitly assume that N → ∞
in (25). The theoretical analysis is therefore only an
approximation of the true behavior of the DACMEE
algorithm with finite N .
• We assume ideal communication links (possibly relying
on retransmission protocols in the case of link failures).
• We assume that the assumptions in Remark V hold.
Although these are not crucial (see also Appendix
VII-D), they substantially simplify the algorithm descrip-
tion/analysis.
In the theoretical analysis in the sequel, we implicitly assume
that the above assumptions are satisfied, without repeating
them in each of the listed theorems.
First, it is noted that each iteration of the original AO
procedure, as described in the beginning of Subsection III-A,
results in a monotonic increase of J(X) under the constraint
XHX = I. By construction, the DACMEE algorithm is
equivalent to this AO procedure, and therefore we can state
the following theorem:
Theorem III.1. The objective function J (X) increases mono-
tonically in each iteration of the DACMEE algorithm, i.e.,
J
(
Xi+1
) ≥ J (Xi), ∀ i ∈ N0. Furthermore, all points Xi,
∀ i ∈ N0, satisfy Xi HXi = IQ.
It is noted that X0 can be chosen randomly, and its columns
are therefore not necessarily normalized. Therefore, it is
possible that J
(
X1
)
< J
(
X0
)
. However, since the DACMEE
algorithm performs an implicit normalization in each iteration,
the monotonic increase holds for every i > 1.
Although Theorem III.1 guarantees the monotonic increase
of J
(
Xi
)
, this is no guarantee that J
(
Xi
) → J (Xˆ), let
alone, that Xi → Xˆ. As a first step towards proving con-
vergence of the DACMEE algorithm, we have the following
theorem.
Theorem III.2. The updates of the DACMEE algorithm satisfy
lim
i→∞
‖Xi+1 −Xi‖F = 0 . (42)
Proof: See Appendix VII-A.
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It is noted that (42) is a necessary condition for convergence
of the DACMEE algorithm, but it is not a sufficient condition.
An equilibrium point of the DACMEE algorithm is defined
as a point X∗ such that, if Xi = X∗ at iteration i = i∗,
then Xj+1 = Xj , ∀ j ≥ i∗. An equilibrium is assumed to
be unstable under the DACMEE algorithm update rules if a
small perturbation on the equilibrium may cause the DACMEE
algorithm to diverge away from the equilibrium. The following
theorem addresses the equilibrium point(s) of the DACMEE
algorithm and their stability.
Theorem III.3. Let X ∗ denote the set of all equilibrium
points of the DACMEE algorithm. Every X∗ ∈ X ∗ can only
have eigenvectors of Ryy in its columns. Furthermore, X ∗
always contains Xˆ, as defined in (4), which is the only stable
equilibrium point under the DACMEE update rules.
Proof: See Appendix VII-B.
It is noted that Theorem III.3 does not answer the question
whether X ∗ is a singleton, i.e., whether Xˆ is the only
equilibrium point. The good news is that only eigenvectors of
Ryy can form potential equilibria, and therefore it is highly
unlikely that additional equilibria X∗ 6= Xˆ exist, since this
would imply that there exists an eigenvector that maximizes
the objective function over K different constraint sets defined
by (12)-(13), ∀q ∈ K. Moreover, even when such a suboptimal
equilibrium point would exists, it would be unstable.
Finally, we use the above theorems to show that the
DACMEE algorithm indeed converges to an equilibrium point
in X ∗.
Theorem III.4. The limit limi→∞Xi exists, i.e., the DACMEE
algorithm converges.
Proof: See Appendix VII-C.
Due to inevitable estimation errors and numerical noise, we
can safely assume that -in practice- the DACMEE algorithm
will always diverge away from an unstable equilibrium point.
Since Xˆ is the only stable equilibrium point (see Theo-
rem III.3), we finally conclude from Theorem III.4 that the
DACMEE algorithm converges to the Q principal eigenvectors
of Ryy, i.e., limi→∞Xi = Xˆ.
IV. THE DACMEE ALGORITHM IN NETWORKS WITH A
TREE TOPOLOGY
In this section, we explain how the DACMEE algorithm
can be modified to operate in partially-connected networks,
which are then assumed to be pruned to a tree topology (this
will be motivated in Section IV-B). Before describing the
algorithm, we first explain how the data flow is organized in
such networks. For the sake of an easy exposition, we first
focus on the data flow in star topology networks. This will
provide us with the necessary tools to describe the DACMEE
algorithm in tree topology networks.
In the sequel, we define Nk as the set of neighbors of
node k, i.e., nodes that are connected to node k (node k itself
excluded). The nodes with a single neighbor are referred to as
leaf nodes.
A. Data flow in star topology networks
We first assume that the network has a star topology, where
all the nodes are leaf nodes, except for a central node c
for which Nc = K\{c}. We assume that the central node
c transmits (broadcasts) the same data to all the leaf nodes.
We redefine the signal of which observations are broadcast by
the central node c to all the leaf nodes as
zic = X
i H
c yc +
∑
l∈Nc
zilc (43)
where zilc = X
i H
l yl denotes the signal of which observations
are transmitted from a leaf node l to the central node c.
This definition also implies a causal relationship in the data
exchange between the nodes, i.e., the leaf nodes first transmit
observations of their respective zilc’s (l 6= c) to node c, after
which node c computes the corresponding observations of zic
and broadcasts these to the leaf nodes.
It is important to note that the observations of zic that are
received at a leaf node l also contain a contribution from
node l’s own observations of zilc (See (43)). This introduces a
feedback path which affects the algorithm dynamics, as well as
the equilibrium set (see also [11]). This feedback phenomenon
in fact eliminates the monotonic increase of J
(
Xi
)
.
Two different solutions have been described in [11] to tackle
a similar feedback problem. The first solution is referred to
as transmitter feedback cancellation (TFC) and matches well
with point-to-point communication protocols, in which each
connected node pair has a reserved communication link. In
this case, the center node c can send different data to each of
the leaf nodes. Let zick denote the signal of which node c sends
observations to node k, then the feedback path is removed by
setting
zick = X
i H
c yc +
∑
l∈Nc\{k}
zilc . (44)
The second solution is referred to as receiver feedback
cancellation (RFC), where the central node still broadcasts the
same data to all the leaf nodes [11]. In this case, the leaf nodes
remove their own contribution from the observations of zic, i.e.,
node k effectively uses the feedback-corrected input signal
zic,−k = z
i
c − zikc . (45)
RFC is clearly much more efficient in terms of communication
bandwidth.
It is noted that zic,−k = z
i
ck, i.e., the DACMEE algorithm
behaves exactly the same, whether we apply TFC or RFC.
Therefore, we do not have to distinguish between both cases
in the sequel, i.e., we will only focus on TFC for the sake of
an easier exposition.
B. Data flow in tree topology networks
Let zikq denote the signal of which observations are trans-
mitted from node k to node q (we do not distinguish between
leaf nodes and a central node). The definition of the zikq signals
within a tree topology, as well as the corresponding data flow,
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are similarly defined as in (44), here repeated for convenience:
zikq = X
i H
k yk +
∑
l∈Nk\{q}
zilk . (46)
The motivation for pruning the network to a tree topology,
is based on the observations in Section IV-A, and can be
summarized as follows:
1) Tree topologies have no cycles, and therefore all pos-
sible feedback paths are eliminated when using RFC
or TFC. As explained earlier, feedback paths severely
affect the DACMEE algorithm dynamics, as well as the
equilibrium set.
2) In a tree topology, there is a natural order to compute
the observations of the different zikq’s as defined in (46).
This is not the case in ad hoc networks, where deadlock
situations may arise.
In a tree topology, the computation of the zikq’s and the
corresponding data flow can be completely data-driven without
any central coordination: a node k computes and transmits N
observations of zikq as soon as it has received N observations
of zilk from its neighbors l ∈ Nk\{q}. Since any leaf node k
only has one neighbor (say, q), zikq = X
i H
k yk, which does not
rely on observations from any other node, and therefore the
leaf nodes will initiate the computation of (46). This data-
driven approach will naturally result in a so-called ‘fusion
flow’ from the leaf nodes to the root node(s), followed by
a so-called ‘diffusion flow’ from the root node(s) to the leaf
nodes (see [11]).
C. The DACMEE algorithm in tree topology networks
The vector y˜k, which contains all the signals of which
observations are available to node k, is redefined as (compare
with (24))
y˜ik =
[
yk
zi→k
]
(50)
where zi→k is the stacked version of all the signals z
i
qk for
q ∈ Nk, where the ziqk’s are ordered such that zmk is above
zlk if m < l. In the sequel, we will always use the same
order whenever we stack variables that relate to the different
neighbors of node k. Similar to (46), we also define
Dikq = X
i H
k X
i
k +
∑
l∈Nk\{q}
Dilk (51)
and its square root
Likq =
(
Dikq
) 1
2 . (52)
With this, we define
Λi→k = Blkdiag
(
IMk ,L
i
l1k, . . . ,L
i
lnkk
)
(53)
with nk = |Nk| and {l1, . . . , lnk} = Nk, and where we use
the same order as the ziqk’s in z
i
→k, i.e., lj > lj−1. Finally, we
define Vkq as the set of nodes in the tree branch that would
be disconnected from the rest of the tree if the link between
nodes k and q is cut, and where k ∈ Vkq and q /∈ Vkq . Notice
4
9
5
6
7
8
3
2
1
Fig. 2. Example of a network graph with tree topology with 9 sensor nodes.
that
zikq =
∑
l∈Vkq
Xi Hl y
i
l (54)
and
Dikq =
∑
l∈Vkq
Xi Hl X
i
l . (55)
Example: Consider the network graph depicted in Fig.
2, and consider nodes 3 and 4 in particular. It holds
that V34 = {1, 2, 3} and V43 = {4, 5, 6, 7, 8, 9}. The
observations that node 3 transmits to node 4 correspond
to (see (46))
zi34 = X
i H
3 y3 + z
i
13 + z
i
23
and
zi→4 =

zi34
zi64
zi84
zi94
 .
Using (51) or (55), we find that
Di34 = X
i H
3 X
i
3 + D
i
13 + D
i
23
= Xi H1 X
i
1 + X
i H
2 X
i
2 + X
i H
3 X
i
3
Di43 = X
i H
4 X
i
4 + D
i
64 + D
i
84 + D
i
94
=
9∑
j=4
Xi Hj X
i
j
(note that a similar relationship holds for zi34 and z
i
43
based on (46) and (54)). We also observe that
Λi→4 = Blkdiag
(
IM4 ,L
i
34,L
i
64,L
i
84,L
i
94
)
.
The description of the DACMEE algorithm for tree topology
networks is given in Table II. Similar to the DACMEE
algorithm in fully-connected networks, the transmission of the
G and D parameters is assumed to be negligible compared
to the transmission of the signal observations between nodes,
assuming N  Q2 (see also Remark IV). We also re-
iterate that the communication bandwidth can be significantly
reduced by using local broadcasts and RFC signals instead of
the TFC signals defined in (46).
The convergence analysis of the DACMEE algorithm for
fully-connected networks can be easily generalized to the case
of tree topology networks, i.e., the theorems in Section III-B
also hold for tree-topology networks (details omitted).
Remark VI: It is noted that each node can compute observa-
tions of the PCA- or KLT-based compressed signal zˆ = XˆHy
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TABLE II
DESCRIPTION OF THE DACMEE ALGORITHM IN A NETWORK WITH A TREE TOPOLOGY.
DACMEE algorithm in a tree topology network
1) Set i← 0, q ← 1, and initialize all X0k, ∀ k ∈ K, with random entries.
2) Each node k ∈ K transmits Dikl to node l, ∀ l ∈ Nk, based on (51). The order in which these are computed
and forwarded is dictated by (51).
3) Each node k ∈ K transmits N observations of zikl to node l, ∀ l ∈ Nk, based on (46). The order in which
these are computed and forwarded by the different nodes is dictated by (46).
4) At node q:
• Compute Riy˜q y˜q based on (25), using the definition of y˜
i
k given by (50).
• Compute the square root factorization Li+1lq =
(
Di+1lq
) 1
2
, ∀ l ∈ Nq .
• Construct the block-diagonal matrix Λi→q as defined in (53) and compute the inverse of each diagonal
block to construct the block-diagonal matrix Vi→q =
(
Λi→q
)−1
.
• Compute the Q principal eigenvectors of the matrix
R
i
q = V
i H
→qR
i
y˜q y˜qV
i
→q (47)
and construct X
i+1
q with the eigenvectors in the columns, sorted in decreasing order of eigenvalue
magnitudes.
• Set [
Xi+1q
G→q
]
= Vi→qX
i+1
q (48)
5) Define the partitioning G→q =
[
GTl1 . . . G
T
lnq
]T
where each Glk is a Q × Q matrix and where
{l1, . . . , lnq} = Nq . Disseminate Gl over the tree branch Vlq, ∀ l ∈ Nq . Each node k ∈ Vlq updates
Xi+1k = X
i
kGl . (49)
6) i← i+ 1 and q ← (q mod K) + 1.
7) Return to step 2.
(see Section II-B). Indeed, for each node k ∈ K, it holds that
lim
i→∞
Xi Hk yk + ∑
q∈Nk
ziqk
 = zˆ (56)
and therefore each node can reconstruct the observations of the
network-wide vector y using the approximation y ≈ Xˆzˆ. This
decompression requires some minor additional data exchange
such that each node has access to the complete Xi.
V. SIMULATIONS
A. Generation of sensor signal observations
In this section, we provide Monte-Carlo (MC) simulations
of the DACMEE algorithm7. In each MC run, a new scenario
is created with K nodes (for different values of K), each col-
lecting observations of a different 15-dimensional stochastic
vector yk, ∀ k ∈ K, where the observations of the stacked
vector y are generated as
y[t] = Ad[t] + n[t] (57)
7Matlab code to reproduce the simulation results in this section can be
found at http://homes.esat.kuleuven.be/ a˜bertran/software.html
where A is a fixed (independent from t) 15K × 10 matrix
of which the entries are randomly drawn from a uniform
distribution over the interval [−0.5; 0.5], d[t] is an observation
of a 10-dimensional stochastic vector of which the entries
are independent and uniformly distributed over the interval
[−0.5; 0.5] and n[t] is an observation of a 15K-dimensional
stochastic vector of which the entries are independent and
uniformly distributed over the interval [−√0.1/2;√0.1/2]
(modelling spatially uncorrelated sensor noise). The number
of observations of y[t] is set to N = 10000 in each MC run.
B. Simulation results
1) Fully-connected networks: The upper plot in Fig. 3
demonstrates the monotonic increase of J(Xi) (averaged over
200 MC runs) over the iterations of the DACMEE algorithm
in fully-connected WSNs for K = 10 nodes and for different
values of Q. The objective function converges to the optimal
value J(Xˆ) (denoted by the dashed lines). The lower plot
shows the mean squared error (MSE) of the entries of Xi
compared to Xˆ, i.e.,
MSEi =
1
MQ
Tr
{(
Xi − Xˆ
)H (
Xi − Xˆ
)}
. (58)
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Fig. 3. Convergence properties of the DACMEE algorithm in a fully-
connected WSN with K = 10 nodes and for different values of Q.
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Fig. 4. Convergence properties of the DACMEE algorithm in fully-connected
WSNs for different network sizes K and for Q = 1.
The figure shows the median (full line), as well as the 25%
and 75% percentiles (dashed lines) over the 200 MC runs.
These percentiles are only shown for Q = 1 for the sake of
intelligibility, since the percentile boundaries of Q = 3 and
Q = 5 are not very different from those of Q = 1. The
main conclusion that can be drawn from Fig. 3 is that the
convergence speed does not significantly depend on Q.
Fig. 4 shows the same metrics, this times for different
network sizes, i.e., K = 10, K = 20 and K = 50, and
where Q is fixed to Q = 1. Since the the nodes are updated in
a sequential round-robin fashion, it is not surprising that the
number of nodes K has a direct influence on the convergence
speed.
2) Networks with a tree topology: Fig. 5 and Fig. 6 show
the same metrics for the case where the DACMEE algorithm
is operated in WSNs with a tree topology, where a different
random tree is constructed in each individual MC run. Despite
the fact that the updating node in a tree topology has much
less degrees of freedom compared to the fully-connected case
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Fig. 5. Convergence properties of the DACMEE algorithm in WSNs with a
tree topology with K = 10 nodes and for different values of Q.
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Fig. 6. Convergence properties of the DACMEE algorithm in WSNs with a
tree topology for different network sizes K and for Q = 1.
(compare the dimensions of (35) and (48)), the convergence is
not much slower in a tree topology. However, the convergence
speed may depend on the scenario and the signal content, and
therefore one should be careful to generalize this conclusion.
VI. CONCLUSIONS
We have described a distributed adaptive algorithm, referred
to as the DACMEE algorithm, to estimate the eigenvectors
corresponding to the Q largest or smallest eigenvalues of the
network-wide sensor signal covariance matrix in a WSN. It
has been demonstrated that the eigenvectors can be estimated
without the need to collect all the sensor signal observations
in an FC to explicitly construct the network-wide covariance
matrix. We have first described the DACMEE algorithm for
fully-connected networks, and we have then extended it for
application in networks with a tree topology. We have provided
a theoretical convergence analysis, which has been validated
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by means of numerical simulations. We have also briefly
illustrated the use of the DACMEE algorithm in a context
of distributed PCA.
VII. APPENDIX
A. Proof of Theorem III.2
Proof outline: We will first prove that the monotonic in-
crease of J (X) as addressed in Theorem III.1 also holds for
the first diagonal element of XHRyyX, i.e.,
f(xi+11 ) ≥ f(xi1) (59)
where f(x) = xHRyyx and where xin denotes the n-th
column of Xi. Using this fact, we will show that the theorem
holds for the first column of Xi, i.e., limi→∞ ‖xi+11 −xi1‖ = 0.
We will then explain how the latter also implies that the same
holds for the second column, and by an induction argument
for all Q columns of Xi.
Proof: Assume that node q is the updating node at iteration
i, and let xi+1n denote the n-th column of X
i+1
q as defined in
Table I. Since X
i+1
q contains the Q principal eigenvectors of
the matrix R
i
q defined in (34), we have that
xi+11 = arg max‖x‖=1
xHR
i
qx . (60)
From (60), and based on a similar reasoning as in Section
III-A, i.e., the equivalence between the optimization problems
(11)-(13) and (31)-(32) with objective function J replaced
by f(Xe1), where e1 = [1 0 . . . 0]T , we find that the first
column of Xi+1, as computed by the DACMEE algorithm
also maximizes f under the constraints (12)-(13). Therefore,
and since Xi from the previous iteration also satisfies the
constraints (12)-(13), we have that
f(xi+11 ) ≥ f(xi1), ∀ i ∈ N . (61)
Since the sequence
{
f(xi1)
}
i∈N is monotonically increasing
and since it has an upper bound,
lim
i→∞
(
f(xi+11 )− f(xi1)
)
= 0 . (62)
Let us now consider the EVD of R
i
q defined as
R
i
q = U
i
qΣ
i
qU
i H
q . (63)
Then for any vector x,
xHR
i
qx =
Mq+(K−1)Q∑
j=1
(
xHuj
)2
λj (64)
where λ1 ≥ λ2 ≥ . . . are the eigenvalues in the diagonal
elements of Σ
i
q and where the uj’s are the corresponding
eigenvectors in U
i
q . Since U
i
q is a unitary matrix, we have
that
‖x‖ = 1⇒ xHRiqx ≤
∣∣xHu1∣∣2 λ1 + (1− ∣∣xHu1∣∣2)λ2 .
(65)
Since X
i+1
q contains the Q principal eigenvectors of R
i
q in its
columns (see Table I), we have that
xi+1n = un , n = 1 . . . Q (66)
xi+1Hn R
i
qx
i+1
n = λn , n = 1 . . . Q . (67)
Furthermore, we define pin as the n-th column of the matrix
Piq , which is defined as
Piq = Λ
i
q

Xiq
IQ
...
IQ
 (68)
where Λiq was defined in (28). From (26)-(28) and since
Xi HXi = IQ, ∀ i ∈ N, we have that
Pi Hq P
i
q = IQ, ∀ i ∈ N , (69)
which shows that the pin’s have unity norm. Therefore, we can
set x = pi1 in (65) and use (66) to obtain
pi H1 R
i
qp
i
1 ≤
∣∣pi H1 xi+11 ∣∣2 λ1 + (1− ∣∣pi H1 xi+11 ∣∣2)λ2 . (70)
Using this with (67) and (40), we find
xi+1H1 R
i
qx
i+1
1 − pi H1 R
i
qp
i
1 ≥
(
1− ∣∣pi H1 xi+11 ∣∣2) (λ1 − λ2)
(71)
>
(
1− ∣∣pi H1 xi+11 ∣∣2)  . (72)
From (34), (68), and the fact that Viq =
(
Λiq
)−1
(see (29)),
we find that
Pi HR
i
qP
i =
[
Xi Hq IQ . . . IQ
]
Riy˜q y˜q

Xiq
IQ
...
IQ
 . (73)
From the definition of Cik in (14)-(16), we find that
Cik
[
Xi Tq IQ . . . IQ
]T = Xi. Using this with (20) in (73)
therefore yields
Pi HR
i
qP
i = Xi HRyyXi . (74)
or equivalently for column n
pi Hn R
i
qp
i
n = x
i H
n Ryyx
i
n = f(x
i
n) . (75)
By plugging this into (72), and using the fact that
xi+1H1 R
i
qx
i+1
1 = x
i+1H
1 Ryyx
i+1
1 = f(x
i+1
1 ) (76)
we find that
f(xi+11 )− f(xi1) >
(
1− ∣∣pi H1 xi+11 ∣∣2)  . (77)
Note that this holds for any iteration i and for any arbitrary
updating node q in the DACMEE algorithm. Therefore, and
because of (62) and the fact that the righthand side of (77) is
non-negative, it follows from the sandwich theorem that
lim
i→∞
∣∣pi H1 xi+11 ∣∣2 = 1 (78)
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or equivalently
lim
i→∞
‖xi+11 − pi1‖ = 0 . (79)
Define en as a selection vector which has only zero-valued
entries except for the n-th entry which is set to 1. With this,
we can rewrite (79) as
lim
i→∞
‖
(
X
i+1
q −Piq
)
e1‖ = 0 . (80)
This means that we can replace the first column of X
i+1
q by
the first column of Piq in (35) when i→∞, i.e.,
lim
i→∞
∥∥∥∥([ Xi+1qG−q
]
−ViqPiq
)
e1
∥∥∥∥ = 0 . (81)
When substituting (68), and using (29), we find that
lim
i→∞
∥∥∥∥∥∥∥∥∥

[
Xi+1q
G−q
]
−

Xiq
IQ
...
IQ

 e1
∥∥∥∥∥∥∥∥∥ = 0 . (82)
Using (38), we eventually find that
lim
i→∞
∥∥(Xi+1 −Xi) e1∥∥ = ∥∥xi+11 − xi1∥∥ = 0 (83)
which proves the theorem for the first column of Xi. The proof
for the other columns then relies on an induction argument.
To illustrate this, we prove the theorem for the second column
of Xi. We first show that (62) also holds for xi2. To this end,
we define
g (x1,x2) = f(x1) + f(x2) . (84)
Since X
i+1
q contains the Q principal eigenvectors of the matrix
R
i
q defined in (34), we have that[
xi+11 x
i+1
2
]
= arg max
‖x1‖=‖x2‖=1, xH1 x2=0
Tr
{
[x1 x2]
H R
i
q [x1 x2]
}
.
(85)
From (85), and based on a similar reasoning as in Section
III-A, i.e., the equivalence between the optimization problems
(11)-(13) and (31)-(32) with objective function J replaced
by g(Xe1,Xe2), we find that the DACMEE algorithm also
maximizes g under the constraints (12)-(13). Since Xi also
satisfies the constraints (12)-(13),
g(xi+11 ,x
i+1
2 ) ≥ g(xi1,xi2), ∀ i ∈ N . (86)
Since the sequence
{
g(xi1,x
i
2)
}
i∈N is monotonically in-
creasing and since it has an upper bound,
lim
i→∞
(
g(xi+11 ,x
i+1
2 )− g(xi1,xi2)
)
= 0 (87)
and with (84) and (62)
lim
i→∞
(
f(xi+12 )− f(xi2)
)
= 0 . (88)
Because of (78) and since (69) implies that pi H2 p
i
1 = 0,
∀ i ∈ N,
lim
i→∞
pi H2 x
i+1
1 = 0 . (89)
Furthermore, (65) can be extended to
‖x‖ = 1⇒ xHRiqx ≤
∣∣xHu1∣∣2 λ1 + ∣∣xHu2∣∣2 λ2
+
(
1− ∣∣xHu1∣∣2 − ∣∣xHu2∣∣2)λ3 .
(90)
By setting x = pi2 in (65) and using (66), we obtain
pi H2 R
i
qp
i
2 ≤
∣∣pi H2 xi+11 ∣∣2 λ1 + ∣∣pi H2 xi+12 ∣∣2 λ2
+
(
1− ∣∣pi H2 xi+11 ∣∣2 − ∣∣pi H2 xi+12 ∣∣2)λ3 . (91)
From (89), we know that
i→∞ : pi H2 R
i
qp
i
2 ≤
∣∣pi H2 xi+12 ∣∣2 λ2+(1− ∣∣pi H2 xi+12 ∣∣2)λ3
(92)
which has a similar form to (70). Therefore, we can use a sim-
ilar reasoning as before to show that limi→∞ ‖xi+12 −xi2‖ = 0,
and with a simple induction argument, we eventually find that
lim
i→∞
‖xi+1n − xin‖ = 0 , n = 1 . . . Q (93)
which proves the theorem.
B. Proof of Theorem III.3
Proof outline: The proof contains three parts. In the first
part, we will show that any equilibrium point of the DACMEE
algorithm should only contain eigenvectors of Ryy, based on
the following steps:
• We will first derive a specific set of equations (SOE) that
satisfy the update rules of the DACMEE algorithm for an
updating node q ∈ K. This SOE then contains variables
that depend on Xi+1 (after the update), and Xi (before
the update).
• We will then assume that Xi is an equilibrium point,
such that we can set Xi+1 = Xi = X∗, in this system
of equations.
• By setting up similar SOEs for the updates at all the
other nodes (each time assuming an equilibrium point),
we obtain a new combined SOE that can be shown to be
independent of the updating nodes.
• Since Xi is assumed to be an equilibrium point, this
final SOE will provide a necessary condition for an
equilibrium point X∗ of the DACMEE algorithm. The
fact that the columns of X∗ can only be eigenvectors of
Ryy will then follow from this necessary condition.
In the second part, we will prove that Xˆ is indeed an
equilibrium point, based on the monotonic increase of the
objective function J(X) under the the DACMEE algorithm. In
the last part, we will prove that Xˆ is the only stable equilibrium
point by using the necessary condition derived in part 1 and
by pointing out that non-principal eigenvectors of Ryy do not
satisfy the stability conditions.
Proof (part 1): If in iteration i of the DACMEE algorithm
node q is the updating node, then X
i+1
q , as defined in Table I,
contains the Q principal eigenvectors of R
i
q = V
i H
q R
i
y˜q y˜q
Viq ,
and hence
R
i
qX
i+1
q = X
i+1
q Σ
i
q (94)
PUBLISHED IN SIGNAL PROCESSING, VOL. 104, PP. 120-135, NOV. 2014 15
where Σ
i
q is a diagonal matrix containing the Q largest
eigenvalues of R
i
q . By left-multiplying both sides with Λ
i H
q ,
plugging in (20) and (34), and using (29), we obtain
Ci Hq RyyC
i
qV
i
qX
i+1
q = Λ
i H
q X
i+1
q Σ
i
q . (95)
We define X˜i+1q as
X˜i+1q = V
i
qX
i+1
q (96)
such that (95) can be written as (again using (29))
Ci Hq RyyC
i
qX˜
i+1
q = Λ
i H
q Λ
i
qX˜
i+1
q Σ
i
q . (97)
Note that part of the variables in this equation are defined by
Xi, and part of them are defined by Xi+1.
We now assume that Xi ∈ X ∗, i.e., Xi is an equilibrium
point. This means that Xi+1 = Xi, and from (96), (35) and
(38) it follows that X˜i+1q =
[
Xi Tq IQ . . . IQ
]T
. Therefore, in
equilibrium we have that
Ci Hq RyyX
i = Λi Hq Λ
i
q

Xiq
IQ
...
IQ
Σiq . (98)
Selecting the first Mq rows in (98), and relying on (14)-(16)
and the fact that the first Mq ×Mq diagonal block of Λiq is
equal to IMq (see (28)), yields[
O
Mq×
∑k−1
j=1
Mj
IMq OMq×
∑K
j=k+1
Mj
]
RyyXi = XiqΣ
i
q .
(99)
Furthermore, after left-multiplying (98) with the matrix[
Xi Hq IQ . . . IQ
]
, and using (26)-(28) and the fact that∑
k∈KD
i
k = X
i HXi = IQ, we obtain
Xi HRyyXi = Σ
i
q . (100)
If an equilibrium is reached, then Xi+1 = Xi for all updating
nodes q ∈ K, hence the same reasoning can be performed for
all q ∈ K. By stacking the K matrix equations as defined in
(99), ∀ q ∈ K, we have
RyyXi =

Xi1Σ
i
1
...
XiKΣ
i
K
 . (101)
Furthermore, since the lefthand side of (100) is independent
of q, this shows that Σ
i
q = Σ
i
k = Σ
i
, ∀ k, q ∈ K. Therefore,
(101) is equal to
RyyXi = XiΣ
i
. (102)
It is noted that Xi HXi = IQ, ∀ i ∈ N and Σi is a diagonal
matrix. Therefore, and since we have assumed that Xi is
an arbitrary equilibrium point in X ∗, we conclude that any
equilibrium point can only contain eigenvectors of Ryy . Note
that this is a necessary condition for Xi to be an equilibrium
point, but not a sufficient condition.
Proof (part 2): The fact that Xˆ ∈ X ∗ follows straightfor-
wardly from the fact that Xˆ maximizes (6)-(7), and the fact
that the DACMEE algorithm results in a monotonic increase
of J(X) under the constraint (7). Note that the assumption
(40) also assures that (6)-(7) has a unique maximum. Even if
this assumption does not hold, i.e. if Xˆ is not unique, the fix
in Appendix VII-D will ensure that Xˆ ∈ X ∗, i.e., Xˆ does not
change under the DACMEE updates.
Proof (part 3): Finally, we prove that Xˆ is the only stable
equilibrium point. An equilibrium point X∗ is stable under the
DACMEE update rules if and only if any infinitesimal rotation
of X∗ does not increase the objective function J (X), i.e.,
∃δ > 0,∀Q ∈ UM×M : ‖Q−IM‖F ≤ δ ⇒ J (QX∗) ≤ J (X∗)
(103)
where UM×M is the set of M ×M unitary matrices. Indeed,
since J is monotonically increasing under the DACMEE
algorithm (Theorem III.1), equilibrium points X∗ that do not
satisfy (103) are unstable under the DACMEE update rules
since a small perturbation may cause J (QX∗) ≥ J (X∗),
and since J
(
Xi+1
) ≥ J (Xi) for all subsequent iterations
i ∈ N , the DACMEE algorithm cannot return to the original
equilibrium point X∗. If X∗ contains eigenvectors that are not
in Xˆ, it does not satisfy (103). Therefore, Xˆ is the only point
that both satisfies the necessary condition for equilibria (102)
and the stability condition (103), and hence it is the only stable
equilibrium point in X ∗.
C. Proof of Theorem III.4
Proof outline: The proof relies on the necessary condition
for an equilibrium point, as derived in the proof of Theorem
III.3. The main idea is to add an error term in the SOE
that defines this necessary condition, to indicate that the
equilibrium point has not been reached yet. We will then use
the result of Theorem III.2 to show that, for i→∞, this error
term vanishes. The resulting limit-equation will show that the
columns of Xi should converge to eigenvectors of Ryy.
Proof: The proof of Theorem III.3 relies on the fact that
Xi ∈ X ∗, which was used to obtain (98) from (97). However,
if Xi /∈ X ∗, then Xi+1 6= Xi and therefore an error term Ei
should be added in (98), i.e.,
Ci Hq RyyX
i = Λi Hq Λ
i
q

Xiq
IQ
...
IQ
Σiq + Ei . (104)
Therefore, an error term also appears in (100) and (101), which
are derived from (98), i.e.,
RyyXi + ∆i =

Xi1Σ
i
1
...
XiKΣ
i
K
 (105)
and
Xi HRyyXi + ∆iq = Σ
i
q (106)
where ∆i and ∆iq , ∀ q ∈ K, are error terms. However, from
Theorem III.2, it follows that the error Ei vanishes in (104)
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if i→∞, and therefore
lim
i→∞
‖Xi HRyyXi −Σik‖ = 0 , ∀ k ∈ K (107)
lim
i→∞
‖RyyXi −XiΣi‖ = 0 (108)
where Σ
i
= Xi HRyyXi. Since Σ
i
k, ∀ k ∈ K, are diag-
onal matrices (by construction), it follows from (107) that
limi→∞Σ
i
is also diagonal. This fact, together with (108)
shows that the columns of Xi converge to eigenvectors of
Ryy when i → ∞. Furthermore, it follows from Theorem
III.2 that Xi cannot jump between different eigenvectors over
the different iterations if i→∞, which proves the theorem.
D. Algorithm fixes for special cases
1) Rank deficient Λiq: In the rare case where Λ
i
q is rank
deficient, Viq does not exist such that (34) cannot be computed.
Rank deficiency of Λiq occurs when there is a node k for
which Xik has linearly dependent columns (assuming Mk >
Q). There are two ways to circumvent this problem:
• The linearly dependent columns in Xik, and the corre-
sponding entries in zik are removed when constructing
Riy˜q y˜q at the updating node q. As the removed entries can
be reconstructed from the other entries in zik, this removal
cannot counteract the monotonic increase of J(Xik).
• Node k replaces the linearly dependent columns in Xik
with random columns, yielding a new Xik in which
all the columns are linearly independent. Note that this
replacement provides the other nodes with additional
information, and therefore this is a better option than the
previous one.
2) Degenerated principal eigenvalues: In the rare case
where the n-th largest eigenvalue of R
i
q is degenerate, i.e.
λ
i
n = λ
i
n+1 (with n ≤ Q), X
i+1
q is ill-defined in its n-th and
(n + 1)-th column. For the sake of an easy exposition and
w.l.o.g., we consider the worst case, i.e., we assume that all
columns of X
i+1
q are ill-defined, i.e., λ
i
1 = λ
i
2 = . . . = λ
i
Q+1.
In this case, the eigenvectors corresponding to these eigenval-
ues span a subspace S with a dimension of (Q+1). A unique
X
i+1
q can then be defined as
X
i+1
q = arg min
X
‖X−Piq‖F (109)
s.t. · Range{X} ∈ S (110)
· XHX = IQ (111)
where Piq is defined in (68). Note that this also ensures
convergence, since X
i+1
q = P
i
q implies that X
i+1 = Xi (this
can be seen from (35) and (38)). It is noted that (109) also
resolves the scaling ambiguity in the eigenvectors.
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