The limit of small Rossby numbers for randomly forced quasi-geostrophic equation on &#946;-plane by S. Kuksin & A. Maiocchi
The limit of small Rossby numbers for randomly forced
quasi-geostrophic equation on β-plane
Sergei Kuksin∗, Alberto Maiocchi §
Abstract
We consider the 2d quasigeostrophic equation on the β-plane for the stream function
ψ, with dissipation and a random force:
(∗) (−∆ +K)ψt − ρJ(ψ,∆ψ)− βψx = 〈random force〉 − κ∆2ψ + ∆ψ .
Here ψ = ψ(t, x, y), x ∈ R/2piLZ, y ∈ R/2piZ. For typical values of the horizontal period
L we prove that the law of the action-vector of a solution for (∗) (formed by the halves
of the squared norms of its complex Fourier coefficients) converges, as β → ∞, to the
law of an action-vector for solution of an auxiliary effective equation, and the stationary
distribution of the action-vector for solutions of (∗) converges to that of the effective
equation. Moreover, this convergence is uniform in κ ∈ (0, 1]. The effective equation is an
infinite system of stochastic equations which splits into invariant subsystems of complex
dimension ≤ 3; each of these subsystems is an integrable hamiltonian system, coupled with
a Langevin thermostat. Under the iterated limits limL=ρ→∞ limβ→∞ and limκ→0 limβ→∞
we get similar systems. In particular, none of the three limiting systems exhibits the energy
cascade to high frequencies.
0 Introduction
0.1 Equations
The quasi-geostrophic equation on the β-plane for the stream-function ψ(x) describes the hor-
izontal motion of the atmosphere and the ocean. In the case of atmosphere, ψ is defined on a
strip of the two-dimensional sphere around a mid-latitude parallel, while in the case of oceans
it is usually defined on a bounded domain of R2. We will consider the equation in the strip,
under the double-periodic boundary condition
x = (x, y) ∈ T2L,1 = R/(2piLZ)× S1, S1 = R/2piZ ,
where L is the ratio of the horizontal to the vertical scale. Usually it is assumed to be large,
L  1. On the contrary the vertical scale (we normalised it to one) is relatively short, so the
Coriolis force has approximately a linear dependence on y, and the equation takes the form
(−∆ +K)ψt(t,x)− ρJ(ψ,∆ψ)− βψx = 0, x = (x, y) ∈ T2L,1 . (0.1)
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Here K ≥ 0 is the Froude number, J(ψ,∆ψ) denotes the Jacobian determinant of the vector
(ψ,∆ψ),1 β is a constant parameter controlling the gradient of the Coriolis force and ρ is the
scale of the “physical” stream function (accordingly, we intend to study solutions ψ of eq. (0.1)
of order one).2 The same equation describes the drift waves in plasma and is usually called in
the plasma physics the Hasegawa-Mima equation (see [CFT13] for a recent study of a simplified
version of this equation in 3d). With minimal changes, our approach applies to eq. (0.1) with
the Dirichlet boundary conditions on the strip’s boundary:
(x, y) ∈ Q := R/(2piLZ)× [0, pi] , ψ(t, x, y) |[0,∞)×∂Q= 0 .
In this case we should argue as below, decomposing solutions ψ not in the exponential basis on
T2L,1, but in the basis, formed by the functions eiL
−1kxx sin(kyy), kx ∈ Z, ky ∈ N.
In order to take into account the kinematic viscosity of the atmosphere, its friction against
the surface (called the Ekman damping) as well as various external influences, the equation is
modified by dissipation and random force (see [Ped79], Chap. 4, and [BDW98]):
(−∆ +K)ψt(t,x)− ρJ(ψ,∆ψ)− βψx = d
dt
∑
k∈Z2∗
dkβ
k(t)eikL·x
− κ∆2ψ + ∆ψ , ψ = ψ(t,x), x ∈ T2L,1 .
(0.2)
Here the term ∆ψ represents the properly scaled Ekman damping and −κ∆2ψ, 0 < κ ≤ 1,
is the kinematic viscosity; for the Earth atmosphere κ is very small (but positive). For k =
(kx, ky) ∈ Z2∗ = Z2 \ {0}, kL denotes the vector 3
kL = (kx/L, ky).
The numbers dk are real non-zero and even in k, i.e.
dk = d−k 6= 0 ∀k . (0.3)
They decay with |k| in such a way that B2 <∞, where for r ≥ 0
Br := 2
∑
k∈Z2∗
|kL|2r|bk|2 ≤ ∞ . (0.4)
The processes βk(t),k ∈ Z2∗ , are standard complex Wiener processes. That is βk(t) = Wk+(t)+
iWk−(t), where W
k
+ and W
k
− are standard independent real Wiener processes. The process β
k
and βj are independent if k 6= ±j, with the reality constraint β−k = β¯k for all k. Abusing
language we will say that the processes βk(t),k ∈ Z2∗, are standard independent complex
1That is, J(u(x), v(x)) = uxvy − uyvx.
2The velocity field of the flow is u = (−ψy , ψx)t. So the vorticity is ω =curlu = −∆ψ, the Jacobian
determinant is J(ψ,∆ψ) = −(u · ∇)ω, and eq. (0.1) with K = 0 may be written as ωt + ρ(u · ∇)ω − βu2 = 0 .
This is the (scaled) 2d Euler equation, perturbed by Coriolis term −βu2. Accordingly, if K = 0, then eq. (0.2)
below, which we study in this work, is the stochastic 2d Navier-Stokes equation, perturbed by the Coriolos force
and the Ekman damping.
3In the following, the notation kL will be often used alongside that which explicitly involves L in order to
abbreviate formulas.
2
Wiener processes with the reality constraint. The random force which stirs eq. (0.2) is a non-
degenerate and sufficiently smooth in x real-valued random function. Last years stochastically
forced β-plane equations have got much attention in the meteorological literature, e.g. see the
papers [FMVE05, DG04] and the numerous works which quote them. Eq. (0.2) with β = 0 is
traditionally used in physics as a model for the 2d turbulence, e.g. see in [Ber00].
The space-mean of solution ψ is a time-independent quantity which is assumed to vanish:
〈ψ〉(t) :=
∫
T2L,1
ψ(t,x) dx ≡ 0 .
If we write ψ(t,x) as a Fourier series, ψ(t,x) =
∑
k∈Z2∗ vke
ikL·x, where vk are complex
numbers such that
v−k = v¯k , (0.5)
then, denoting
γk = (κ|kL|4 + |kL|2)/(K + |kL|2) , bk = dk/(K + |kL|2) ,
we rewrite (0.2) as the system
v˙k − iβ kx
L(K + |kL|2)vk =
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
|nL|2 (j× n) vjvnδjnk
− γkvk + bkβ˙k(t), k ∈ Z2∗ .
(0.6)
Here j× n = jxny − jynx, and we use the standard in physics notation (see [Naz11])
δjnk =
{
1 if j+ n− k = 0 ,
0 otherwise .
. (0.7)
The Rossby number of a solution ψ of (0.2) of order one is Ro := ρβL , and we are interested in
the behaviour of solutions ψ under the limit of small Ro. This limit is relevant for meteorology
and climatology, see [Ped79]. Indeed, as it was first pointed out by Rossby [R+39], under
this limit the characteristic features of large scale solutions of the 3d Navier Stokes equation
(3d NSE) of a sheet of fluid on a rotating sphere can be well approximated, at least in mid
latitudes, by solutions of (0.2). Among various linear modes of oscillations in the linearized
inviscid 3d NSE for rotating fluid, which are called Poincare´, Kelvin and Rossby modes (see
[GSR06] for more details), only the Rossby modes survive as solutions of the linearized equation
(0.1)ρ=0. They appear only if the Coriolis acceleration is not constant, i.e. if β 6= 0. The Rossby
waves are responsible for most of the energy exchange in large scale motions of the atmosphere
and the oceans, so they are very important for the meteorology and oceanology.
Rigorous study of small Rossby number solutions of the 3d NSE for rotating fluid in the
deterministic setting was pioneered in [BMN97, BMN99] (also see the monograph [CDGG06]).
There the case of constant Coriolis force is treated and no Rossby waves appear. For the case
of varying Coriolis force in the deterministic setting see the work [GSR06], where a rotating
shallow water model is considered and the asymptotic for small Rossby number is studied in
the unbounded domain S1 × R (accordingly the dispersion relation for Rossby waves and the
resonance conditions are different from ours). In [AJW11] a version of the quasi-geostrophic
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equation on the β-plane under periodic boundary conditions was studied, with the addition of
damping and deterministic forcing, and it was shown that, in the limit of small Rossby number,
the flow becomes essentially zonal, i.e., independent on the vertical coordinate y.
The stochastic technique we employ in our study are different from the deterministic ap-
proaches in the above-mentioned works, so the results obtained differs significantly as well.
0.2 Effective equation and main results
Eq. (0.1) is a hamiltonian PDE.4 Accordingly, eq. (0.2) is a damped-driven hamiltonian PDE,
written in the slow time. To see this, note that being re-written using the fast time T = βt the
equation becomes
(−∆ +K)ψT (T,x)− ρνJ(ψ,∆ψ)− ψx =
√
ν
d
dT
∑
k∈Z2∗
dkβ˜
k
(T )eikL·x − ν(κ∆2ψ −∆ψ),
where ν = β−1 and {β˜k(T )} is another set of standard independent complex Wiener processes
with the reality constraint, cf. [Kuk10, Kuk13, KM13]. In the just mentioned publications it
was suggested to control the main statistical properties of solutions for similar equations as
ν → 0 by studying suitable effective equations. Now we will derive an effective equation for
(0.2), using the interaction representation, following our previous work [KM13].
The interaction representation is standard in physics to study small-amplitude solutions for
nonlinear equations (including the quasi-geostrophic equation with small Rossby numbers, see
[Naz11, CZ00] and [Maj03]). It consists in passing from the complex variables vk(t) to the fast
rotating variables
ak(t) = e
iβλL,Kk tvk(t), k ∈ Z2∗ , (0.8)
where
λL,Kk = −
kx/L
K + |kL|2 = −
kxL
L2K + k2x + L
2k2y
is the frequency of the linear rotation (corresponding to a Rossby wave in the linearised system
(0.1) |ρ=0 with β = 1). In view of (0.6), the a-variables satisfy the system of equations
a˙k =
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
|nL|2 (j× n) ajanδjnk exp
(
−iβt(λL,Kj + λL,Kn − λL,Kk )
)
− γkak + bkeiβλ
L,K
k tβ˙
k
(t) , k ∈ Z2∗.
(0.9)
The terms, constituting the nonlinearity, oscillate fast as β goes to infinity, unless the sum of
the eigenvalues in the exponent vanishes. Jointly with the observation that the collection of
processes {eiβλL,Kk tβ˙k(t)} is another set of standard independent white noises with the reality
constraint, this leads to a guess that only the terms for which this sum equals zero (i.e., the
resonant terms) contribute to the limiting dynamics, and that the effective equation is the
following damped/driven hamiltonian system
v˙k =
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
|nL|2 (j× n) vjvnδjnk δ(λL,K jnk )− γkvk + bkβ˙
k
(t) , (0.10)
4Rather a Poisson one, but we neglect this subtlety.
4
where k ∈ Z2∗ . Here we use another physical abbreviation:
δ(λL,K jnk ) =
{
1 if λL,Kj + λ
L,K
n − λL,Kk = 0,
0 otherwise.
. (0.11)
Effective equation (0.10) takes a particularly simple form for values of the external parame-
ters L and K off a certain exceptional negligible set Z (for any fixed K this set contains at most
a countable set of L’s). Outside Z the equation is an infinite system of stochastic equations
which splits to invariant subsystems of complex dimension ≤ 3; each of them is an integrable
hamiltonian system, coupled with a Langevin thermostat. Accordingly, the hamiltonian part
of the effective equation is a direct sum of integrable low-dimensional hamiltonian systems,
which can be regarded as nonlinear modes. All nontrivial trajectories of each finite-dimensional
subsystem are periodic. The whole hamiltonian part of the effective equation has the physically
remarkable property of conserving all Sobolev norms. The effective equation is well posed and
possesses a unique stationary measure µ0. In view of the integrability of the above-mentioned
lower-dimensional hamiltonian systems, this measure may be written down explicitly.
A similar splitting of the limiting equation to uncoupled finite dimensional subsystems
occurs in the averaging for the deterministic 3d NSE with constant Coriolis force (see [BMN97,
BMN99, CDGG06]). In that case, which is closely related to the deterministic version of our
study, the averaging is performed on the Poincare´ modes of oscillation, and Rossby modes are
not present. For the deterministic quasi-geostrophic equation, the splitting of the formal (as
Ro→ 0) limiting equation to uncoupled small subsystems was observed in [RPK93], where the
authors considered the equation on the two-sphere, and studied the structure and properties
of the resonant relations, which define the terms of the effective equation (0.10) (see also the
book [Kar94]).
The main result of the present paper consists in proving, following [Kuk10, Kuk13, KM13],
that for (L,K) /∈ Z the effective equation (0.10) describes main statistical properties of the
actions I(ψβ(t)) of solutions ψβ with large β, where
I(ψ(t)) = {I(vk(ψ(t))),k ∈ Z2∗} , I(vk) = 12 |vk|2 . (0.12)
Namely, in Theorem 2.6 we show that the distribution of actions for solutions of the Cauchy
problem for the effective equation well approximate those for solutions for the Cauchy problem
for eq. (0.2)=(0.6) with large β, on time-intervals of order one. While in Theorem 2.8 and
Lemma 2.3 we prove that the unique stationary measure µ0 for eq. (0.10) describes the statistics
of actions for stationary solutions for eq. (0.2) as β → ∞, as well as the limiting statistic of
actions for any solution as t→∞ and β →∞:
Theorem 1. Let (L,K) /∈ Z. Then
i) Equation (0.2) has a unique stationary measure µβ , and
I ◦ µβ ⇀ I ◦ µ0 as β →∞ ,
uniformly in κ ∈ (0, 1].
ii) Accordingly, for any solution vβ(t) of (0.2) with β-independent initial data vβ(0) we have5
lim
β→∞
lim
t→∞D(I(v
β(t)) = I ◦ µ0 .
5Our results do not imply that the convergence limt→∞(D(I(vβ(t))) is uniform in κ.
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iii) If Bp <∞ for some p, then∫
eεp|v|
2
hp µ0(dv) ≤ Cp <∞ , |v|2hp =
∑
|vk|2|kL|2p ,
for suitable κ-independent constants εp and Cp.
The unique limiting stationary measure µ0 describes the limiting, as t → ∞ and β → ∞,
statistical equilibrium of actions for the system (0.2). In the same time, the limiting dynamics
of the system is non-trivial and is described by the effective equation (0.10), whose specific
form entails some interesting limiting properties for solutions of eq. (0.2). In particular, the
nonlinear periodic modes of the hamiltonian part of the effective equation should be observable
as approximate solutions of eq. (0.2) with large β and large energy (i.e., with large ρ), and
should be relevant for meteorology and physics of plasma, where equation (0.2) appears.6
Note that assertion iii) of the theorem implies that under the limit β → ∞ no cascade of
energy occurs in eq. (0.2), and that this happens uniformly in κ > 0. The effective equation
still depends on the parameters L,K and κ, but this dependence is regular. In Proposition 2.4
we show that the iterated limits limL=ρ→∞ limβ→∞ and limκ→0 limβ→∞ for solutions of (0.2)
are straightforward and the limiting systems are similar to the effective equation. In particular,
they also exhibit no cascade of energy.
In Appendix we discuss what happens if the boundary condition x ∈ T2L,1 is replaced with
x ∈ T2Lθ,θ = R/(2piLθZ)× R/(2piθZ) =: T 2θ , (0.13)
where θ > 0 measures the size of the box of periods. In this case, again, for any θ and for a
typical L the limit β →∞ is described by the same effective equation, which is the hamiltonian
system (2.16), perturbed by a Langevin thermostat in each mode k, and the iterated limit of
large box limθ→∞ limβ→∞ still exhibits no cascade of energy.
Our treatment of equation (0.2) follows the approach to the damped-driven NLS equation
on the torus Tdθ = Rd/2piθZd, developed in our previous work [KM13, KM14]. There in paper
[KM13] we derive an effective equation which describes the dynamics under a limit, similar to
the limit β → ∞ of this work. Significant analytical difference between [KM13] and what we
have now comes from the fact that in [KM13] all frequencies of the unperturbed linear motion
are of the form θ2 times an integer, so their non-zero linear combinations are ≥ θ2 in modulus.
On the contrary, now non-zero linear combinations of the frequencies may be arbitrarily small.
It makes the averaging argument in the current paper (see in Section 3) more involved. The
effective equation in [KM13] is significantly more complicated than the effective equation (0.8).
In [KM14], using the heuristic tools, borrowed from the theory of wave turbulence, we show that
under the iterated limit θ → ∞ it exhibits the power law spectra, predicted by V. Zakharov
and others, in sharp difference with the results of this work.
The lack of energy cascade in eq. (0.2) under the limit when β →∞ and L→∞ or θ →∞
contradicts the results of physical works, exploiting the weak turbulence approach to eq. (0.1).
There power law stationary spectra and cascades of energy and enstrophy are predicted, at
least in some regions of the wavenumber space. See, for instance, [Pit98] and [BN90]. There
6Note that for large β the limiting in time dynamics of equations (0.2) with deterministic forces may be
rather poor. E.g., in [AJW11] it is shown that for the deterministic β-plane equation with large β (and the
kinematic viscosity κ ∼ 1) the global attractor for the system reduces to a single point (a suitable zonal flow).
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are two explanations to this contradiction. Firstly, our result applies only for typical values of
the ratio L between the x- and y-periods. If L takes an exceptional value, e.g. L = 1, then the
effective equation becomes more complicated; it may be that it has a power-law spectrum in
analogy with the result [KM14], where we consider NLS equations on the torus Tdθ . Secondly,
it is not quite clear which order of limits β →∞ and θ →∞ is assumed in [Pit98] and [BN90],
and an order, different from what we accepted in this work, might lead to non-trivial limiting
spectra.
Notation and Agreement. The stochastic terminology we use agrees with [KS91]. All filtered
probability spaces we work with satisfy the usual condition (see [KS91]).7 Sometimes we forget
to mention that a certain relation holds a.s.
Vectors. Z2∗ stands for the space of nonzero integer 2d vectors. For k = (kx, ky) ∈ Z2∗, kL
denotes the vector kL = (kx/L, ky). For an infinite vector ξ = (ξk,k ∈ Z2∗) (integer, real or
complex) and N ∈ N we denote by ξN , depending on the context, either the finite-dimensional
vector (ξk, |kL| ≤ N), or the infinite-dimensional vector, obtained by replacing the components
ξk with |kL| > N by zero.
Scalar products. The notation “·” stands for the Euclidean scalar product in Rd and in C. The
latter means that if u, v ∈ C, then u · v = Re(u¯v). The L2-product is denoted 〈·, ·〉, and we also
denote by 〈f, µ〉 = 〈µ, f〉 the integral of a function f against a measure µ.
Max/Min. For real numbers a and b we denote a ∨ b = max(a, b), a ∧ b = min(a, b).
Acknowledgments. We thank for discussion V. Zeitlin. This work was supported by l’Agence
Nationale de la Recherche through the grant STOSYMAP (ANR 2011BS0101501).
1 Preliminaries
1.1 Apriori estimates.
In this section we discuss preliminary routine properties of solutions for eq. (0.2); most of them
are well known (e.g., see [BDW98] and cf. [KS12]). By C∗, C∗1 , etc we denote various constants
of the form
C∗ = C(L,K,B2, ‖ψ0‖2)
which occur in estimates.
It is convenient to rewrite eq. (0.2) as
ψt =β(K −∆)−1ψx + ρ(K −∆)−1J(ψ,∆ψ)
+
d
dt
∑
k∈Z2∗
bkβ
k(t)eikL·x − (K −∆)−1 (κ∆2ψ −∆ψ) , (1.1)
where ψ = ψ(t,x) and 〈ψ(t)〉 ≡ 0. The numbers bk = dk/(K + |kL|2) are real and even in k.
The processes βk satisfy the reality constraint, and we assume that B2 <∞, see (0.4).
7I.e., the corresponding filtrations {Ft} are continuous from the right, and each Ft contains all negligible
sets.
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By Hp, p ∈ R, we denote the Sobolev space of functions with zero mean, Hp = {ψ ∈
Hp(T2L,1,R), 〈ψ〉 = 0}, and denote by 〈·, ·〉 the normalised L2–scalar product on T2L,1,
〈u, v〉 = (4pi2L)−1
∫
T2L,1
u(x)v¯(x) dx.
We provide Hp with the homogeneous norm ‖ · ‖p,
‖ψ‖2p = 〈(−∆)pψ,ψ〉 =
∑
k∈Z2∗
|vk|2|kL|2p for ψ(x) =
∑
k∈Z2∗
vke
ikL·x .
In the space of complex sequences we introduce the norms
|v|2hm =
∑
k∈Z2∗
|vk|2 |kL|2m , m ∈ R , (1.2)
and set hm = {v| |v|hm <∞}. Then the Fourier transform
ψ(x) 7→ v = {vk}k∈Z2∗ ∈ C
∞
defines isometries of the spaces Hm and hm, m ∈ R.
Let ψ(t, x) be a solution of (1.1) such that ψ(0, x) = ψ0. It satisfies standard a-priori
estimates which we now discuss. Firstly, we fix any positive ε0 such that ε0(K
2B0 + 2KB1 +
B2) ≤ 1/2, apply the Ito formula to f(ψ) = eε0(‖ψ‖22+K‖ψ‖21) and get that
df = ε0f
(
2〈∆ψ, (−βψx − ρJ(ψ,∆ψ) + κ∆2ψ −∆ψ)〉
)
dt+ dM(t)
+ f
(
2ε0
∑
k
|kL|2(K + |kL|2)b2k + 4ε20
∑
k
b2k|kL|4
(
K + |kL|2
)2 |vk|2) dt
= ε0f
(
−2κ ‖ψ‖23 − 2 ‖ψ‖22
)
dt+ dM(t)
+ ε0f
(
(KB1 +B2) + 2ε0
∑
k
b2k|kL|4
(
K + |kL|2
)2 |vk|2) dt ,
where M(t) is a stochastic integral. Since ε0b
2
k(K + |kL|2)2 ≤ ε0(K2B0 + 2KB1 +B2)/2 ≤ 1/4
for each k, then taking the expectation and integrating, we obtain
Ef(ψ(T ))− f(ψ0) ≤ ε0E
∫ T
0
f(ψ(t))
(− ‖ψ(t)‖22 + 2(KB1 +B2))dt
≤ ε0
2
∫ T
0
(
−Ef(ψ(t)) + C∗′
)
dt .
So the Gronwall lemma implies that, uniformly in β > 0, ρ > 0 and κ ∈ (0, 1] we have
Eeε0‖ψ(t)‖
2
2 ≤ C∗ ∀t ≥ 0 . (1.3)
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Now let us apply the Ito formula to g(ψ) = ‖ψ‖22 +K‖ψ‖21. We get that
g(ψ(t))− g(ψ0) + 2
∫ t
0
(
κ‖ψ‖23 + ‖ψ‖22
)
ds = 2t
∑
k
|kL|2(|kL|2 +K)b2k +M ′(t) ,
M ′(t) = 2
∫ t
0
〈−∆ψ,
∑
k
dke
ikL·xdβk(s)〉 = 2
∫ t
0
∑
k
ψk|kL|2dk dβk(s) .
(1.4)
By the Burkholder-Davis-Gundy inequality (see [DZ96]) for p ≥ 1 we have
ZpT : = E sup
0≤t≤T
|M ′(t)|p ≤ CpE
(∫ T
0
(∑ |ψk|2|kL|4d2k)ds
)p/2
.
On account of the Ho¨lder inequality the r.h.s. is smaller than
CpT
(p/2−1)∨0
∫ T
0
E
(∑
|ψk|2|kL|4d2k
)p/2
ds .
Since d2k = b
2
k(K + |kL|2) ≤ 12 (B1 +KB0), then in view of (1.3)
ZpT ≤ T (p/2)∨1C∗1 ∀p ≥ 1 .
Therefore
E sup
0≤t≤T
‖ψ(t)‖2p2 ≤ (T p + 1)C∗p ∀ p ≥ 1 . (1.5)
Equation (0.2), written as (0.6), is similar to the stochastic 2d Navier-Stokes equation,
written for the stream function. In view of the obtained a priori estimates, the techniques
usually employed to study the latter (see in [KS12]) imply the well-posedness of the initial
value problem for eq. (1.1), as well as the existence and uniqueness of the stationary measure.
We recall that we always assume (0.3) and that B2 <∞.
Theorem 1.1. For any ψ0 ∈ H2, eq. (0.2), supplemented with the initial condition ψ(0) = ψ0,
has a unique strong solution in H2, satisfying (1.5). Moreover, this equation has a unique
stationary measure, and the corresponding stationary solution ψ also satisfies estimates (1.3)-
(1.5), where the constants C∗, C∗1 depend on L,K and B2.
We will need an estimate for the mapping J : ψ 7→ J(ψ,∆ψ).
Lemma 1.2. For any q > 3, J defines a bounded quadratic mapping from H1 to H−q.
Proof. By the definition of stream function ψ, the velocity u(x) equals u = ∇⊥ψ, where
∇⊥g(x) = (−gy, gx). Besides, the vorticity ω = ∇× u equals ∆ψ, so that
J(ψ) = (u · ∇)ω .
Let B(u) be the nonlinearity of the 2-d Navier-Stokes equation, i.e., B(u) = (u ·∇)u. Then,
as is well known, (u · ∇)ω = ∇ × B(u) . On the other hand, B defines a bounded quadratic
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map from L2 to H−a, for any a > 2. Indeed, since 〈B(u), v〉 = −〈(u ·∇)v, u〉 if v(x) is a smooth
vector field, then
|〈B(u), v〉| ≤ C |u|2L2 |∇v|L∞ ≤ C1 |u|
2
L2 ‖v‖a ,
for a > 2; so ‖B(u)‖−a ≤ Ca |u|2L2 . Accordingly, J is the composition of the following mappings:
1) ψ 7→ u = ∇⊥ψ;
2) u 7→ w = B(u);
3) w 7→ ∇ × w.
The first map sends H1 to L2, the second sends L2 to H−a, a > 2, the third sends H−a to
H−a−1. This concludes the proof.
1.2 Study of the three-waves resonances
Here we study the three-waves resonances for the linearized system (0.1) |ρ=0:
λL,Kj + λ
L,K
n = λ
L,K
k , where k = j+ n . (1.6)
We say that the linearised system is strongly resonant for a given value of the period L and
of the Froude number K (and also say that the pair (L,K) is strongly resonant) if (1.6) has a
solution such that all three frequencies λL,Kj , λ
L,K
n and λ
L,K
k do not vanish; that is the numbers
jx, nx and kx all are non-zero. We denote by Z the set, formed by all strongly resonant pairs
(L,K), and have the following
Lemma 1.3. For any fixed K ≥ 0 the set of all periods {L ∈ R+ : (L,K) ∈ Z} is at most
countable.
Proof. Relation (1.6) is equivalent to equating to zero a quadratic polynomial of L2. The
polynomial’s coefficients are functions of j and n, and if jx 6= 0, nx 6= 0 and kx 6= 0, then
the polynomial is non-trivial. In order to see this note that the constant coefficient of the
polynomial is proportional to
jxnxkx(nxkx + jxkx − jxnx) = jxnxkx(k2x + n2x − kxnx) > 0 if jx, nx, kx 6= 0 ,
where the equality holds in view of conditions (0.7). Thus, for any fixed pair of integer vectors
j, n there exists at most two values of L for which the resonance relation is satisfied. So the
set of resonant L’s is at most countable.
Similar results often hold also when the parameters K and L are not independent. A case
of particular relevance for the meteorology is when K = cL2:
Lemma 1.4. If K = cL2, then the set {L ∈ R+ : (L,K) ∈ Z} is at most countable.
When (K,L) /∈ Z, eq. (1.6) still has solutions, where some of the three frequencies vanish.
They are called weak resonances. The weak resonances form three groups, depending on which
of the frequencies equals to zero:
i) jx = −nx , jy = ny ,
ii) jx = 0 , jy = −2ny ,
iii) nx = 0 , ny = −2jy .
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1.3 Resonant averaging
For a vector v ∈ RN , where N ≤ ∞, we will denote |v|1 =
∑ |vj | ≤ ∞. Given a vector W ∈ Rn,
1 ≤ n <∞, and a positive integer m, we call the set
A = A(W,m) := {s ∈ Zn : |s|1 ≤ m, W · s = 0} (1.7)
the set of resonances for W of order m. We denote by AZ the Z-module in Zn, generated by
A (called the resonance module), denote its rank by r and set AR = spanA (so dimAR = r).
Here and everywhere below the finite-dimensional vectors are regarded as column-vectors and
“span” indicates the linear envelope over real numbers.
The following fundamental lemma provides the space AR with a very convenient integer
basis. For its proof see, for example, [Bou71], Section 7:
Lemma 1.5. There exists a system ζ1, . . . , ζn of integer vectors in Zn such that span {ζ1, . . . , ζr} =
AR, and the n× n matrix R = (ζ1ζ2 . . . ζn) is unimodular (i.e., detR = ±1).
The Z-module, generated by ζ1, . . . , ζr, contains AZ and may be bigger than AZ , but the
factor-group of the former by the latter always is finite.
We will write vectors y ∈ Rn as y =
(
yI
yII
)
, yI ∈ Rr, yII ∈ Rn−r. Then clearly AR ={
R
(
yI
0
)
: yI ∈ Rr
}
. Therefore
s ∈ A ⇒ R−1s =
(
yI
0
)
for some yI ∈ Zr . (1.8)
Since s ∈ AR implies that W · s = 0, then also{
s ∈ Zn, |s|1 ≤ m and R−1s =
(
yI
0
)
for some yI ∈ Zr}⇒ s ∈ A . (1.9)
Let us provide Rn with the standard basis {e1, . . . , en}, where eji = δij , 1 ≤ i ≤ n, and
consider the vectors
ηj = (RT )−1ej , j = r + 1, . . . , n. (1.10)
Then the vectors ηr+1, . . . , ηn form a basis of (AR)⊥. Indeed, these n − r vectors are linearly
independent, and for each j > r, s ∈ A in view of (1.8) we have
〈s, ηj〉 = 〈s, (RT )−1ej〉 = 〈R−1s, ej〉 = 0 . (1.11)
For a continuous function f on Tn we define its resonant average of order m with respect to
the vector W as the function8
〈f〉W (ϕ) :=
∫
Tn−r
f
ϕ+ n∑
j=r+1
θjη
j
d¯θ , (1.12)
8To understand this formula, consider the mapping Td → Td, ϕ 7→ ψ = RTϕ. In the ψ-variables the function
f(ϕ) becomes fψ(ψ) = f((RT )−1ϕ), and the equation ϕ˙ = W becomes ψ˙ = RTW . So ψ˙1 = · · · = ψ˙r = 0, and
the averaging of fψ should be
∫
Tn−r f
ψ (ψ1, . . . , ψr+1 + θr+1, . . . , ψn + θn)d¯θ, which equals (1.12).
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where we have setd¯θj :=
1
2pidθj . The importance of the resonant averaging is due to the resonant
version of the Kronecker-Weyl theorem. In order to state it, for a continuous function f on Tn,
f(ϕ) =
∑
s fse
is·ϕ, we define its degree as sups∈Zn:fs 6=0 |s|1 (it is finite or infinite; in the former
case f is a trigonometric polynomial).
Lemma 1.6. Let f : Tn → C be a continuous function of degree at most m. Then
lim
T→∞
1
T
∫ T
0
f(ϕ+ tW ) dt = 〈f〉W (ϕ) , (1.13)
uniformly in ϕ ∈ Tn. The rate of convergence in the l.h.s. depends on n,m, |f |C0 and W .
Proof. Let us denote the l.h.s. in (1.13) as {f}(ϕ). As f(ϕ) is a finite sum of harmonics fseis·ϕ,
where the number of the terms is ≤ C(n,m) and |fs| ≤ |f |C0 for each s, it suffices to prove the
assertions for f(ϕ) = eis·ϕ, |s| ≤ m.
i) Let s ∈ A. Then s · W = 0 and {eis·ϕ} = eis·ϕ since eis·(ϕ+tW ) ≡ eis·ϕ. By (1.11),
the integrand in (1.12) equals eis·ϕ
∏n
j=r+1 e
iθjη
j ·s = eis·ϕ. So in this case {eis·ϕ} = eis·ϕ =
〈eis·ϕ〉W .
ii) Now let s /∈ A. Since |s|1 ≤ m, then s·W 6= 0. Consider {eis·ϕ} = lim 1T
∫ T
0
eis·(ϕ+tW ) dt.
The modulus of the expression under the lim-sign is ≤ 2(T |s ·W |)−1. Therefore {eis·ϕ} = 0
and the rate of convergence to zero depends only on min{|s ·W | : s ·W 6= 0, |s|1 ≤ m}. By
(1.9), (RT )−1s · ej 6= 0 for some j > r. So the integrand in (1.12) is a function Ceiξ·θ, where ξ
is a non-zero integer vector, and 〈eis·ϕ〉W = 0. We see that in this case (1.13) also holds.
The proof above also demonstrates that if f is a finite trigonometrical polynomial f(ϕ) =∑
fse
is·ϕ of a degree at most m, then
〈f〉W (ϕ) =
∑
fsδ0, s·W eis·ϕ =
∑
s∈A(W,m)
fs e
is·ϕ. (1.14)
2 Averaging for equation (1.1)
From now on, the pair of parameters (K,L) is fixed to some strongly nonresonant value, i.e.
(K,L) /∈ Z, and we will usually discard K and L from the notation, except for Section 2.2.
2.1 Equation (1.1) in the v-variables, interaction representation and
effective equation
Let us pass in eq. (1.1) with ψ ∈ Hr, r > 0, to the v-variables:
dvk − iβλkvkdt =Pk(v)dt− γkvkdt+ bkdβk(t) , k ∈ Z2∗ , (2.1)
where v(0) = F(ψ0) =: v0 (cf. (0.6)). Here P denotes the quadratic nonlinearity of eq. (1.1)
ψ 7→ (K −∆)−1 J(ψ,∆ψ) , written in the v-variables. By Lemma 1.2,
|P (v)|hs ≤ Cs |v|2h1 if s < −1 . (2.2)
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Note (see (0.6)) that
Pk(v) =
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
|nL|2 (j× n) vjvnδjnk . (2.3)
We define the resonant part Rk(v) of Pk(v) and its nonresonant part R
nr
k (v) as
Rk(v) :=
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
|nL|2 (j× n) vjvnδjnk δ(λjnk ) , (2.4)
and
Rnrk (v) := Pk(v)−Rk(v) =
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
λj+λn−λk 6=0
|nL|2 (j× n) vjvnδjnk . (2.5)
Motivated by the averaging theory of [KM13] (see also [Kuk10, Kuk13] for the nonresonant
case), we consider the following effective equation:
dvk = Rk(v)dt− γkvkdt+ bkdβk , k ∈ Z2∗ . (2.6)
Our goal is to show that the effective equation describes the limiting, as β → 0, dynamics of
(1.1), written in the a-variables of the interaction representation (0.8). Indeed, let ψβ(t) be a
solution of eq. (1.1), satisfying ψ(0) = ψ0. Denote v
β(t) = F(ψβ(t)) and consider the vector of
a-variables
aβ(t) = {aβk(t) = eiβλktvβk(t), k ∈ Z2∗}
(cf. (0.8)). Notice that
|vβk(t)| ≡ |aβk(t)| ∀k , |vβ(t)|hp ≡ |aβ(t)|hp ∀ p . (2.7)
From (2.1) we obtain the following system of equations for the vector aβ(t):
daβk =
(
Rk(a
β , βt)− γkaβk
)
dt+ bke
iβkλktdβk(t), k ∈ Z2∗ ,
where R = (Rk,k ∈ Z2∗), is the nonlinearity P , written in the a-variables. By (2.2) and (2.7),
|R(a, τ)|hs ≤ Cs|a|2h1 if s < −1 , (2.8)
for each τ . We see immediately that Rk = Rk(a
β) +Rk(aβ , βt), where
Rk(a, βt) = eiβλktRnrk (v) |vk:=e−iβλktak ∀k
=
ρ
L(K + |kL|2)
∑
j,n∈Z2∗
λj+λn−λk 6=0
|nL|2 (j× n) ajanδjnk e−iβt(λj+λn−λk) . (2.9)
Since the numbers λk are odd in k, then the collection of processes {β¯k(t) :=
∫
eiβλktdβk(t), k ∈
Z2∗} is another set of standard independent complex Wiener processes with the reality constraint.
So the vector-process aβ(t) is a weak solution of the system of equations
daβk =
(
Rk(a
β) +Rk(aβ , βt)− γkaβk
)
dt+ bkdβ
k(t) , k ∈ Z2∗ . (2.10)
This system is identical to the effective equation (2.6), apart from terms which oscillate fast as
β →∞.
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2.2 Properties of the effective equation. Limits L = ρ→∞ and κ → 0
To write the effective equation explicitly we consider separately the variables vk with kx = 0
and kx 6= 0. Since the pair of parameters (K,L) is not strongly resonant, then when kx = 0, the
only terms which survive in Rk(v) are those where j and n satisfy the relation i) of Section 1.2,
while for kx 6= 0 only the terms falling in the cases ii)-iii) give contribution. For the case kx = 0,
the nonlinearity vanishes if ky is odd, while if it is even, then
Rk(v) =
ρ
L(K + |kL|2)
∑
jx∈Z
(
j2x
L2
+
k2y
4
)
jxky v(jx,ky/2) v(−jx,ky/2) , kx = 0 ,
which in turn vanishes because the odd symmetry in jx. On the other hand, if kx 6= 0, then
we have the case ii) or iii), when j and n are completely determined by k. So the sum in (2.4)
contains only two terms, and we get that
Rk(v) =
(
2ρL
kxky
k2x + L
2k2y + L
2K
(
3k2y −
k2x
L2
)
vk¯ v(0,2ky)
)
, (2.11)
where we denoted k¯ := (kx,−ky). Note that this formula applies both for the case kx = 0 and
the case kx 6= 0. We immediately see that
|Rk(v)| ≤ C∗kxky|vk¯||v(0,2ky)| ≤ C∗
′
(k, s)|v|hs |v|hs , (2.12)
so Rk defines a bounded quadratic function on h
s, for any k and any s. In a similar way, for
any s one has
|R(v)|hs ≤ C∗ |v|h1 |v|hs+1 . (2.13)
More importantly, the expression (2.11) shows that the hamiltonian part of the effective
equation,
v˙k = Rk(v) , k ∈ Z2∗ , (2.14)
is integrable and decomposes to invariant subsystems of complex dimension at most three.
Indeed, if kx or ky vanishes, then Rk = 0 and vk(t) = const.
Now let kx, ky 6= 0. If 3L2k2y = k2x, then again the equation for vk trivialises.9 Suppose that
3L2k2y 6= k2x and denote
Ak = 2ρL
kxky
k2x + L
2k2y + L
2K
(
3k2y −
k2x
L2
)
∈ R . (2.15)
Then Ak¯ ≡ −Ak. Eq. (2.14) (with any fixed k) belongs to the following invariant sub-system
of (2.14):
v˙k = Ak v(0,2ky)vk¯,
v˙k¯ = −Ak v¯(0,2ky)vk,
v˙(0,2ky) = 0
(2.16)
9This case is non-typical and may be excluded by removing another countable set of parameters L.
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(we recall that v(0,2ky) = v¯(0,−2ky) by the reality condition (0.5)). This system is explicitly
soluble: if v(0,2ky)(0) 6= 0, then
v(0,2ky)(t) = Const ,
vk(t) = vk(0) cos(|Akv(0,2ky)|t) + vk¯(0) sgn(Akv(0,2ky)) sin(|Akv(0,2ky)|t) ,
(2.17)
where for a complex number z we denote
sgn(z) = z/|z| if z 6= 0, and sgn(0) = 0 .
The formula for vk¯(t) is obtained from that for vk(t) by swapping k with k¯ and replacing v(0,2ky)
by v¯(0,2ky). All these solutions are periodic. If v(0,2ky) = 0, then (vk, vk¯, v(0,2ky)) is a singular
point for the vector field in (2.16).
Passing in (2.16) from the variables (vk, vk¯) to (z1, z2), where
z1 = vk − i sgn (Akv(0,2ky))vk¯, z2 = vk + i sgn (Akv(0,2ky))vk¯ ,
we get for (z1, z2) equations
z˙1 = i|Akv(0,2ky)|z1, z˙2 = −i|Akv(0,2ky)|z2 .
Therefore the functions |z1|2, |z2|2 and sgn2(z1z2) are integrals of motion for (2.16). We have
proved
Lemma 2.1. Let kx, ky 6= 0 and 3L2k2y 6= k2x. Then the three-dimensional complex system
(2.16) is an invariant subsystem for (2.14). Its singular points form the locus a = {v(0,2ky) =
0} ∪ {vk = vk¯ = 0} . The system has 5 real integrals of motion
v(0,2ky), |z1|2, |z2|2, sgn2(z1z2) .
Outside a they are smooth and independent, so there the system is integrable. All its trajectories
outside a are periodic and are given by (2.17).
Similar infinite-dimensional hamiltonian systems which split into finite-dimensional subsys-
tems systematically arise as resonant parts of various infinite-dimensional Hamiltonians. See
the book [Kar10] where many examples are discussed.
It immediately follows from the lemma (and can be easily checked directly) that |vk|2 + |vk¯|2
and |v(0,2ky)|2 are integrals of motion for (2.16). So we have
Corollary 2.2. The quantity |v|2hm is an integral of motion for (2.14), for any m.
Accordingly, the effective equation (2.6) also splits into invariant subsystems of complex
dimension one (if kxky = 0 or 3L
2k2y = k
2
x), or of dimension three (otherwise). These systems
either are independent, or have catalytic interaction through the variables v(0,2ky) which satisfy
the Ornstein–Uhlenbeck equation
v˙(0,2ky) = −γ(0,2ky)v(0,2ky) + b(0,2ky)β˙(0,2ky) ,
independent from other variables.
15
Using Corollary 2.2 and arguing as in Section 1.1 it is easy to get a-priori estimates for
solution of the effective equation (2.6):
Eeεp|v(T )|
2
hp−eεp|v0|2hp ≤ E
∫ T
0
εpe
εp|v(t)|2hp
(
2εpBp |v(t)|2hp − 2Cp |v(t)|2hp +Bp
)
dt
≤ E
∫ t
0
εpe
εp|v(t)|2hp
(
− |v(t)|2hp +Bp
)
dt , if Bp <∞ ,
for any εp ≤ Cp/(2Bp), where the constant Cp depends on K and L. This implies, via the
Gronwall lemma, that
Eeεp|v(T )|
2
hp ≤ C(|v0|hp , Bp) if Bp <∞ . (2.18)
This analysis of equation (2.6) holds for κ ∈ [0, 1] (not only for κ ∈ (0, 1]). Due to the
decoupling of eq. (2.6) to finite-dimensional subsystems and since each subsystem is mixing,
(e.g., see [Ver97]), we have
Lemma 2.3. If κ ∈ [0, 1] and for some p ≥ 0 we have Bp < ∞ and v0 ∈ hp, then a strong
solution of (2.6) in the space hp such that v(0) = v0 exists globally in time, is unique and
satisfies (2.18). Moreover, the equation has a unique stationary measure µ0. It is supported by
the space hp, is mixing and
∫
eεp|v|
2
hp µ0(dv) ≤ Cp <∞ for a suitable κ-independent constants
εp and Cp.
As a consequence of straightforward analysis of the formula (2.11) we have:
Proposition 2.4. When L = ρ→∞ or when κ → 0, solutions of the effective equation (2.6)
a.s. converge to solutions of the limiting system, obtained from (2.6) by replacing L = ρ by ∞
or κ by 0. Besides, the stationary measure of (2.6) weakly converges to the unique stationary
measure of the corresponding limiting system.
If ρ  1, then by Lemma 2.1 the subsystems, forming the effective equation, become fast-
slow systems with one fast variable. So the limit ρ→∞ for the system (2.6) can be described,
using the classical stochastic averaging, see [FW84].
2.3 Averaging theorem for the initial-value problem.
For any p ∈ R denote Xp = C([0, T ], hp) .
Lemma 2.5. Let p1 ≤ p ≤ p2 and Q ⊂ Xp such that:
i) Q is bounded in Xp2 ,
ii) Q is uniformly continuous in hp1
Then Q is pre-compact in Xp.
Proof. We have to show that every sequence {x1, x2, . . . } ⊂ Q contains a subsequence {xn(j), j ≥
1} which converges in Xp to some point x∗. For any N ≥ 1 consider the projection
ΠN : h→ h, (vk,k ∈ Z2∗) 7→ vN ,
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where vNk = vk if |k| ≤ N , and vNk = 0 otherwise. Then by the Ascoli-Arzela` theorem for each
N there is a subsequence {xnN (j), j ≥ 1}, such that
ΠNxnN (j) → yN ∈ ΠNh as j →∞ ,
for some yN . Applying the diagonal process we get a subsequence {xn(j), j ≥ 1} with the
property that
ΠNxn(j) → yN ∈ ΠNh as j →∞ , (2.19)
for each N . Clearly
ΠNyM = yN if M ≥ N , (2.20)
and by i)
‖yN‖Xp2 ≤ C ∀N, (2.21)
for a suitable C. By (2.20), (2.21) the sequence {yN , N ≥ 1} ⊂ Xp is a Cauchy sequence. So
yN → x∗ ∈ Xp. This convergence jointly with (2.19) and (2.20) imply that xn(j) → x∗.
Let aβ(t) be a solution of (2.10) such that aβ(0) = v0 = F(ψ0) ∈ h2. Denote the white
noise in (2.10) as ζ˙(t, x) and denote U1(t) = R(a
β , βt), U2(t) = −γkak. Then
a˙β − ζ˙ = U1 + U2 . (2.22)
Fix some r < −1. In view of (2.8), ‖U1(s)‖r ≤ C‖ψ(s)‖21. So, by (1.5),
E
∫ (t+τ)∧T
t
‖U1‖r ds ≤ C∗1 (T + 1)τ ,
for any t ∈ [0, T ] and τ > 0. Similar,
E
∫ (t+τ)∧T
t
‖U2‖r ds ≤ C∗E
∫ (t+τ)∧T
t
‖ψ‖2 ≤ C∗2 (T + 1)τ .
If U1 and U2 are such that∫ (t+τ)∧T
t
‖U1‖r ds ≤ τK1,
∫ (t+τ)∧T
t
‖U2‖r ds ≤ τK2
for all t and τ as above, then the curve t 7→ ∫ t
0
(U1 + U2) ds ∈ hr has a modulus of continuity
which depends only on K1,K2.
It is classical that
P{‖ζ‖C1/3([0,T ],h0) ≤ R3} → 1 as R3 →∞ ,
and that the functions ζ such that ‖ζ‖C1/3([0,T ],h0) ≤ R3 have a modulus of continuity in h0
which depends only on R3.
In view of (2.22) and what was said above, for any ε > 0 there is a set Q1ε ⊂ Xr, formed by
equicontinuous functions, such that
P{aβ ∈ Q1ε} ≥ 1− ε ,
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for each β. By (1.5),
P{‖aβ‖X2 ≥ C∗
′
ε−1} ≤ ε ,
for each β, for a suitable C∗
′
. Consider the set
Qε =
{
a ∈ Q1ε : ‖a‖X2 ≤ C∗
′
ε−1
}
.
Then P{aβ ∈ Qε} ≥ 1 − 2ε, for each β. By this relation and Lemma 2.5 the set of laws
{D(aβ), 1 ≤ β <∞}, is tight in X2−γ , for any positive γ. So by the Prokhorov theorem there
is a sequence βl →∞ and a Borel measure Q0 on X2−γ such that
D(aβl(·)) ⇀ Q0 as βl →∞ , (2.23)
weakly in X2−γ . Accordingly, due to (2.7), for the actions I (see (0.12)) we have
D (I (vβl(·)))⇀ I ◦ Q0 as βl →∞ , (2.24)
weakly in C([0, T ];h2−γI ) =: X
2−γ
I .
Relation (1.5) and the Fatou lemma imply that∫
‖a‖pX2 Q0(da) ≤ C∗p ∀ p > 0 , (2.25)
cf. Lemma 1.2.17 in [KS12].
Theorem 2.6. Let vβ(t) be a solution of (2.1) such that vβ(0) = v0 ∈ h2, and let γ be any
positive number. Then there exists a unique weak solution a(t) of the effective equation (2.6),
satisfying the κ-independent estimates (2.25), such that D(a) = Q0, a(0) = v0 a.s., and the
convergence (2.24) holds as β → ∞. Moreover, this convergence holds uniformly in κ ∈ (0, 1].
That is,
dist(D(I(vβ(·)), I ◦ Q0)→ 0 as β →∞ , (2.26)
uniformly in κ ∈ (0, 1], where dist is the Lipschitz-dual distance in the space of Borel measures
in X2−γI .
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Proof. The proof follows the Khasminski scheme (see [Kha68]), and is similar to the proof in
[KM13]. The main difference compare to the argument in [KM13] is in the demonstration of
the following crucial lemma:
Lemma 2.7. For any k ∈ Z2∗ the following convergences hold:
Aβk := E max0≤t≤T
∣∣∣∣∫ t
0
Rk(aβ(s), βs)ds
∣∣∣∣→ 0 as β →∞ , (2.27)
E max
0≤t≤T
∣∣∣∣∫ t
0
Rk(aβ(s), βs)ds
∣∣∣∣2 → 0 as β →∞ . (2.28)
10This distance metrizes the weak convergence of measures in X2−γI , see [KS12].
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The proof of the lemma is given below in Section 3. Now we derive the theorem from the
lemma.
For t ∈ [0, T ] and β ≥ 0 consider the processes
Nβk (t) = a
β
k(t)−
∫ t
0
(
Rk(a
β(s))− γkaβk(s)
)
ds , k ∈ Z2∗ .
We regard them as processes on the measurable space (X2−γ ,F ,P), where F is the Borel
sigma-algebra, given the natural filtration {Ft, 0 ≤ t ≤ T}, complemented by negligible sets.
Due to (2.10), where Rk +Rk = Rk, we can write Nβk as
Nβk (t) = N˜
β
k (t) +N
β
k(t) ,
where the process N˜βk (t) = a
β(t) − ∫ t
0
(Rk(a
β(s), βs) − γkaβk(s))ds is a martingale and the
process
N
β
k(t) =
∫ t
0
Rk(aβ(s), βs)ds
should be regarded as a disparity. The convergenceD(aβ) ⇀ Q0 weakly inX2−γ and Lemma 2.7
imply that the processes
Nk(t) = ak(t)−
∫ t
0
(Rk(a(s))− γkak(s)) ds , k ∈ Z2∗ ,
are Q0 martingales (see for details [KP08], Proposition 6.3). Besides, a(0) = v0, Q0-a.s.
To proceed, we re-interpret equations (2.1) and (2.10) with the reality constraint (0.5) as
systems of equations for real vectors vk(t) ∈ R2, ak(t) ∈ R2, where
k ∈ Z2+ = {k = (kx, ky) ∈ Z2∗ : kx > 0, or kx = 0 and ky > 0}
(so that Z2+ ∪ −Z2+ = Z2∗). The diffusion matrix for both systems is the block-matrix
A = diag
{(
b2k 0
0 b2k
)
, k ∈ Z2+
}
.
We will write real two-vectors as vk =
(
v+k
v−k
)
, and accordingly write matrix A as A = (Aσ1σ2k1k2),
σ1, σ2 ∈ {+,−}, where Aσ1σ2k1k2 = δk1k2δσ1σ2b2k1 .
Since the process
(
aβk(t) =
(
a+βk
a−βk
)
∈ R2,k ∈ Z2+
)
satisfies (2.10), then for σj ∈ {+,−}
and kj ∈ Z2+ the process
(
aσ1βk1 a
σ2β
k2
)
(t)− (aσ1βk1 aσ2βk2 )(0)− ∫ t
0
[
aσ1βk1 (R
σ2
k2
+Rσ2k2 − γk2a
σ2β
k2
)
+ aσ2βk2 (R
σ1
k1
+Rσ1k1 − γk1a
σ1β
k1
)
]
ds−Aσ1σ2k1k2 t ,
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where R = R(aβ(t)) and R = R(aβ(t), βt), is a martingale. Passing to the limit as βl → ∞,
using (2.23) and (2.28), we get that the process
(
aσ1k1a
σ2
k2
)
(t)− (aσ1k1aσ2k2)(0)−∫ t
0
[
aσ1k1
(
Rσ2k2 − γk2aσ2k2
)
+aσ2k2
(
Rσ1k1 − γk1aσ1k1
)]
ds−Aσ1σ2k1k2 t
is a Q0-martingale.
That is, Q0 is a solution of the martingale problem with drift Rk and diffusion A. Hence,
Q0 is the law of a weak solution of eq. (2.6) with the initial condition a(0) = v0. Such a solution
exists for any v0 ∈ h2, so by the uniqueness of a strong solution of the effective equation and the
Yamada–Watanabe argument (see [Yor74, KS91, MR99]), weak and strong solutions for (2.6)
both exist and are unique. Hence, the limit in (2.23) does not depend on the sequence βl →∞
and the convergence holds as β →∞.
It remains to show that the convergence (2.26) is uniform in κ. Assume that it is not. Then
there exists γ¯ > 0 and sequences βl →∞ and {κl} ⊂ (0, 1] such that
dist(D(I(vβlκl )), I ◦ Q0κl) ≥ γ¯ , (2.29)
for all l. Without loss of generality we may assume that κl → κ0 ∈ [0, 1]. Since the measures
Q0κ, κ ∈ (0, 1], were obtained as the limit (2.23), then by (1.5) and the Fatou lemma we have∫
‖ψ‖2p2 Q0κ(dψ) ≤ C∗p ,
for each p and each κ. The block-structure of the effective equation and this estimate immedi-
ately imply that Q0κ continuously depends on κ in the space of measures on X2−γ . From this
continuity and (2.29) we get that
dist(D(I(vβlκl )), I ◦ Q0κ0) ≥ 12 γ¯ ∀l ≥ ¯`, (2.30)
for a suitable ¯`.
Now consider the sequence {aβlκl(t)}, where aβlκl(t) is a solution of (2.10) with β = βl and
κ = κl. Literally repeating the first part of the theorem’s proof we see that, replacing the
sequence {l→∞} by a suitable subsequence {l′ →∞}, we have the weak convergence in X2−γ
D(aβl′κl′ (·)) ⇀ Q0κ0 as l′ →∞ ,
in contradiction with (2.30).
2.4 Averaging for stationary solutions.
Our presentation in this section is sketchy since the argument is similar to that in the previous
section, and missing details can be found in [KM13].
Let µβ be the stationary measure for eq. (2.1), which is unique by Theorem 1.1, and
v˜β(t), 0 ≤ t < ∞, be a corresponding stationary solution. Let µ¯β = D(v˜β) |0≤t<∞. Con-
sider the actions I(v˜β(t)) as in (0.12). Since v˜β inherits the a-priori estimates (1.3) and (1.5),
20
then a stationary analogy of the convergence (2.24) holds. Namely, for any γ > 0 there exists
a measure Q on C([0,∞), h2−γI ) =: X¯2−γI and a sequence βl →∞ such that
D(I(v˜βl(·))) ⇀ Q as βl →∞ , (2.31)
weakly in X¯2−γI . The measure Q is stationary with respect to translations of t.
Replacing the sequence {βl} by a suitable subsequence we achieve that the stationary mea-
sures µβl = µ¯βl |t=const converge, weakly in h2−γ , to some measure m0. Clearly, I ◦m0 is the
marginal distribution for Q as t = const.
Consider a solution v0(t) of the effective equation such that D(v0(0)) = m0, and com-
pare it with aβ(t) which is the solution v˜β(t), written in the interaction representation. Then
D(I(aβ(·)) = D(I(v˜β(·)). Since D(aβl(0)) ⇀ D(v0(0)), then for the same reason as in Sec-
tion 2.3, D(aβl(·)) ⇀ D(v0(·)), if we replace the sequence {βl} by a subsequence. So
D(I(aβl(·))) = D(I(v˜βl(·)))⇀ D(I(v0(·)),
and I ◦ D(v0(·)) = Q by (2.31). Therefore, I ◦ D(v0(t)) = I ◦m0 for any t. Taking the limit as
t→∞ using Lemma 2.3 we get that I ◦µ0 = I ◦m0, where µ0 is the unique stationary measure
for the effective equation. That is,
I ◦ µ0 = lim
βl→∞
I ◦ µβl .
Since the stationary measure µ0 is unique, this convergence holds as β → ∞. For the same
reason as in Section 2.3, it is uniform in κ ∈ (0, 1], and we have
Theorem 2.8. If µβ is the unique stationary measure for eq. (2.1) and µ0 is the unique station-
ary measure for the effective equation (2.6), then limβ→∞ I ◦µβ = I ◦µ0, and the convergence is
uniform in κ ∈ (0, 1]. For any solution vβ(t) of (1.1) with β-independent initial data vβ(0) ∈ h2,
we have
lim
β→∞
lim
t→∞D(I(v
β(t))) = I ◦ µ0 .
3 Proof of Lemma 2.7
We restrict ourselves to demonstrating (2.27) since the proof of (2.28) is similar. We adopt a
notation from [KP08]. Namely, we denote by κ(t) various functions of t such that κ → 0 as
t→∞, and denote by κ∞(t) functions, satisfying κ(t) = o(t−n) for each n. We write κ(t;M)
to indicate that κ(t) depends on a parameter M . Besides for events Q and O and a random
variable f we write PO(Q) = P(O ∩Q) and EO(f) = E(χO f).
The constants below may depend on k, but this dependence is not indicated since k is fixed
through the proof of the lemma. By M and N we denote suitable functions of β such that
N ≥ |kL|,
M(β), N(β)→∞ as β →∞ ,
but
β−1(Mn +Nn)→ 0 as β →∞ , ∀n . (3.1)
We recall that a notation vN , where N ∈ N and v is a vector (vk,k ∈ Z2∗), is defined in Notation.
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Define
Aβk,N := E max0≤t≤T
∣∣∣∣∫ t
0
Rk(aβ,N (s), βs)ds
∣∣∣∣ .
As R = R−R, then by (2.8) and (2.13) the quadratic function Rk satisfies
|Rk(a, τ)| ≤ C|a|2h1 ∀τ . (3.2)
Since
|v − vN |2h1 =
∑
|nL|>N
|nL|2|vn|2 ≤ N−2|v|2h2 ,
then we have ∣∣Aβk − Aβk,N ∣∣ ≤ E∫ T
0
∣∣Rk(aβ(s), βs)−Rk(aβ,N (s), βs)∣∣ ds
≤ CE
∫ T
0
|aβ |h1 |aβ − aβ,N |h1ds
≤ C
N
E
∫ T
0
∣∣aβ∣∣2
h2
ds ≤ κ(N) .
(3.3)
Denote by ΩM = Ω
β
M the event
ΩM =
{
sup
0≤τ≤T
∣∣aβ(τ)∣∣
h2
≤M
}
.
Then, by (1.5), P(ΩcM ) ≤ κ∞(M), and using (3.2) we get
EΩcMA
β
k,N ≤
∫ T
0
EΩcM |Rk(aβ,N (s), βs)|ds
≤ C (P(ΩcM ))1/2
∫ T
0
(
E
∣∣aβ∣∣4
h1
)1/2
ds ≤ κ∞(M) .
So Aβk,N ≤ κ∞(M) + Aβk,N,M , where
Aβk,N,M := EΩM max0≤t≤T
∣∣∣∣∫ t
0
Rk(aβ,N (s), βs)ds
∣∣∣∣ .
Consider a partition of [0, T ] by the points
τn = nL, 0 ≤ n ≤ K ∼ T/L , L = β−1/2.
where τK is the last point τn in [0, T ). Let us denote
ηl =
∫ τl+1
τl
Rk(aβ,N (s), βs)ds , 0 ≤ l ≤ K − 1 .
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Since for ω ∈ ΩM and any τ ′ < τ ′′ such that τ ′′ − τ ′ ≤ L in view of (3.2) we have∣∣∣∣∣
∫ τ ′′
τ ′
Rk(aβ,N (s), βs)ds
∣∣∣∣∣ ≤ LC(M) ,
then
Aβk,N,M ≤ LC(M) +EΩM
K−1∑
l=0
|ηl| . (3.4)
Fix any r < −1 and consider the event
Fl =
{
sup
τl≤s≤τl+1
|aβ(s)− aβ(τl)|hr ≥ L1/4
}
.
By the equicontinuity of the processes {aβ(t)} on suitable events with arbitrarily close to one
β-independent probability (as shown in Section 2.3), the probability of P(Fl) goes to zero with
L, uniformly in l and β. Since |ηl| ≤ C(M)L for ω ∈ ΩM and for each l, then
K−1∑
l=0
∣∣EΩM |ηl| −EΩM\Fl |ηl|∣∣ ≤ C(M)LK−1∑
l=0
PΩM (Fl) ≤ C(M)κ(L−1) , (3.5)
and it remains to estimate
∑
lEΩM\Fl |ηl|.
We have
|ηl| ≤
∣∣∣∣∫ τl+1
τl
(Rk(aβ,N (s), βs)−Rk(aβ,N (τl), βs)) ds∣∣∣∣
+
∣∣∣∣∫ τl+1
τl
(Rk(aβ,N (τl), βs)) ds∣∣∣∣ =: Υ1l + Υ2l .
By (3.2), in ΩM the following inequalities hold:∣∣Rk(aβ,N (s), βs)−Rk(aβ,N (τl), βs)∣∣ ≤ CM ∣∣aβ,N (s)− aβ,N (τl)∣∣h1
≤ CMN1−r ∣∣aβ,N (s)− aβ,N (τl)∣∣hr .
So that, by the definition of Fl,∑
l
EΩM\FlΥ
1
l ≤ L1/4C(N,M) = κ(β1/8;N,M) . (3.6)
It remains to estimate the expectation of
∑
Υ2l . Abbreviating a
β to a and writing s ∈
[τl, τl+1] as s = τl + τ , 0 ≤ τ ≤ L, we write Rk(aN (τl), βs) as
ρ
L(K + |kL|2)
∑
|jL|≤N, |nL|≤N
λj+λn−λk 6=0
|nL|2 (j× n) aj(τl)an(τl)δjnk e−iβτl(λj+λn−λk)e−iβτ(λj+λn−λk).
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Now consider the torus TN˜ = {ϕk : |kL| ≤ N}, and the trigonometrical polynomial of degree
three, defined on TN˜ :
fl(ϕ) =
ρ
L(K + |kL|2)
∑
|jL|≤N, |nL|≤N
λj+λn−λk 6=0
(
|nL|2 (j× n) aj(τl)an(τl)
× δjnk e−iβτl(λj+λn−λk)e−i(ϕj+ϕn−ϕk)
)
.
Its coefficients are bounded by a constant C(M,N), and Rk(aN (τl), βs) = fl(βτΛN ).
We have
Υ2l =
∣∣∣∣∫ τl+1
τl
(Rk(aβ,N (τl), βs)) ds∣∣∣∣ =
∣∣∣∣∣
∫ L
0
fl(βτΛ
N ) dτ
∣∣∣∣∣ = β−1
∣∣∣∣∣
∫ βL
0
fl(tΛ
N ) dt
∣∣∣∣∣ .
Since in the sum, which defines fl, the indexes j and n are such that λj + λn − λk 6= 0, then in
view of (1.14), 〈fl〉ΛN = 0. Accordingly, by Lemma 1.6,
Υ2l ≤ Lκ(βL;N,M,Λ) .
Therefore ∑
l
EΩM\FlΥ
2
l ≤ κ(β1/2;N,M,Λ). (3.7)
Now the inequalities (3.3)–(3.7) imply that
Aβk ≤κ(N) + κ∞(M) + κ(β;M) + κ(β;N,M) + κ(β;N,M,Λ) .
Choosing first N and M large, and then β large, in such a way that (3.1) holds, we make the
r.h.s. arbitrarily small. This proves the lemma.
A The limit of large box.
Let us consider eq. (0.2), where the boundary condition x ∈ T2L,1 is replaced by x ∈ T2θ,
see (0.13). Now the eigenfunctions of the operator of Rossby waves (−∆ + K)−1 ◦ ∂∂x are
ei(xkxL
−1+yky), where k = (kx, ky) ∈ θ−1Z2 =: Z2θ∗ , and the corresponding frequencies of the
Rossby waves are
λk = λ
θ,L,K
k =
kxL
L2K + k2x + L
2k2y
, k ∈ Z2θ∗ .
For the same reason as in Section 1.2, for any K ≥ 0 and θ > 0 the set of positive L such that
the spectrum {λk} is strongly resonant, is at most countable (if K = 0, then this set does not
depend on θ).
Repeating the argument of Section 2 we see that for any L outside that countable set, the
resonant part R of the nonlinearity P in eq. (2.1) is given by (2.4), where now the sum is taken
over indexes j,n ∈ Z2θ∗, and that the resonant hamiltonian equation (2.14) still has the form
(2.16), (2.15), where k ∈ Z2θ∗. The assertions of Theorems 2.6, 2.8 remain true for any θ > 0.
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When θ grows to infinity, the lattice Z2θ∗ becomes dense in R2, and relation (2.6) defines a
field of nonlinear stochastic rotators on this lattice. Denote Jk =
1
2 (|vk|2 + |vk¯|2). Since this
is an integral of motion for the hamiltonian system (2.16), then applying the Ito formula to a
stationary solution v(t) of (2.6) we get that 2γkEJk = b
2
k + b
2
k¯
. So E 12 (|vk|2 + |vk¯|2) =
b2k+b
2
k¯
2γk
,
and when θ → ∞ the energy spectrum of the stationary solution is concentrated where the
spectrum of the random force is. That is, under the double limit β →∞ and then θ →∞ the
equation (0.2) also does not exhibit the energy transfer to high modes.
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