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This Thesis considers aspects of chip and signature interleaving in direct se-
quence code division multiple access (DS CDMA) communication systems.
In DS CDMA each user is assigned a user-specific code sequence called signa-
ture, and one of the dominating issues in designing DS CDMA air interface
is an adequate choice of signature ensemble securing necessary quality of
service for any individual user despite a potential presence of multiple ac-
cess interference (MAI) created by signals of other (side) users. Designing
optimal signature ensemble is easiest in the case of entirely synchronous
CDMA, which is possible only if the number of users K is no greater than
the spreading factor (signature length) N . In this case the conventional
(single-user) reception algorithm applied to any set of K ≤ N orthogonal
sequences of length N provides separation of all users’ signals with no MAI
and best possible processing against the background thermal noise.
Practically, however, this idealistic scenario is rather unlikely even in
the systems initially based on a “pure” synchronous philosophy, such as
mobile radio downlink. Actually, multipath replicas accompanying users’
signals are inevitable, multipath “tail” of the l-th user being a probable
source of MAI for the receiver of the k-th user (l ̸= k). The effect becomes
even more dramatic considering data modulation of signatures typical of DS
CDMA and involving along with even also odd – much less controllable –
correlations.
In this Thesis the efficiency of signature-interleaved (SI) DS CDMA is
analyzed in comparison with conventional DS CDMA. It is demonstrated
that for SI DS CDMA the average MAI power at the output of a single
user correlator and RAKE receiver depends only on correlations of either
non-shifted at all or just one-chip-shifted signatures independently of the
multipath delay value. These correlations can be easily retained under pre-
dictably low bound, and as a result, SI DS CDMA provides markedly better
performance in terms of bit error rate. A procedure of designing signature
ensembles for SI DS CDMA is considered in a separate chapter, where the
obtained ensembles are then compared using average MAI power, average
squared correlation and average bit error rate (BER) criteria. All analytical
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1.1 Multiple Access Technologies in Mobile Net-
works
During the recent years we have witnessed an exponential growth of the
number of mobile networks’ subscribers, first of all, users of mobile phones.
A device that just a decade ago was a luxury, has now become an integral
part of the everyday life; it was repeatedly reported that in many countries
the number of subscribers of mobile networks exceeded the population size.
In addition to that, nowadays the term “mobile network” is not limited to
cellular networks only, that were designed originally to the voice transmis-
sion, but also includes networks primarily oriented for data transmission,
like WiMAX [43], for example. During the last years several other trends
in network construction appeared, which are not associated with a mobile
phone at all, like car-to-car communications [89], sensor networks and oth-
ers.
All these networks rely on the principle of multiple access, where services
must be provided to several users simultaneously. This can be achieved, for
example, by dividing the available resource between all the users, and this
is exactly how it was done historically. If the time resource is somehow
divided between users, this approach is called time division multiple access
(TDMA). This idea is utilized, for example, in the well-known Global System
for Mobile communications (GSM) standard [39, 57] and in IEEE 802.16
wireless MAN standards. If, on the other hand, the available frequency
resource is shared, it is called frequency division multiple access (FDMA).
This method was used in Advanced Mobile Phone System (AMPS) and
Nordic Mobile Telephone (NMT) [116]. Postponing the detailed description
for Section 2.3, it is enough to say that both these approaches have several
disadvantages.
There does exist another method how several users can be serviced si-
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multaneously. In this approach every user utilizes the whole available time-
frequency resource; neither time nor frequency is divided between users.
Instead, every user is assigned a unique code or signature, and the distinc-
tion between different users is performed by these user codes, which gives
this approach the name code division multiple access (CDMA). Naturally,
the manner in which the codes are constructed and distributed among users
is of utmost importance since it directly affects the system performance.
From a history perspective we can say that the basic ideas of CDMA
were introduced as early as 1949 by Claude Shannon and Robert Pierce [3],
and in 1950 De Rosa-Rogoff proposed a direct sequence (DS) CDMA [22],
the one that is used in this Thesis. However, it was not until 1993 that
CDMA was introduced in cellular mobile systems for the first time in IS-
95 standard [103]. Since then the CDMA approach has become an inte-
gral part of almost every modern mobile network standard (cdma2000 [68],
WCDMA [87], LTE [43] etc).
1.2 Objectives of the Thesis
Since all user signals in CDMA completely overlap in time and frequency,
in a general case they will cause interference to each other, which, due to its
multiple access nature is called multiple access interference (MAI). As will
be demonstrated later, MAI level directly affects the system performance,
and it is not an overestimation to say that decreasing MAI level is among
the most critical issues in CDMA systems.
CDMA systems can be divided into synchronous and asynchronous ones.
For the former all user signals are strictly synchronized; no delay between
them is possible. An example of such a system is a “downlink” radio channel
in mobile systems, that is, the signal transmission from a base station to
mobile stations. For asynchronous CDMA, on the other hand, user signals
can be shifted in time relatively to each other. This is a typical situation
in an “uplink” channel, when mobile stations send their signals to the base
station. Since mobile stations can be located at arbitrary distances from
the base station, their signals can arrive to the base station with arbitrary
delays even for the situation when all the signals were synchronized at the
transmission. In addition to that, even for synchronous CDMA system
asynchronism can appear due to multipath propagation, when a signal is
received accompanied by its time shifted reflections from the surrounding
objects.
While for synchronous CDMA MAI can occur only from the initial user
signals themselves, for asynchronous CDMA, on the other hand, time-shifted
copies of users’ signals can also be source of MAI and should be taken into
account. In this Thesis the usage of chip-interleaving and its modifications
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will be considered and analyzed in order to decrease MAI level and enhance
the system performance.
To the best of the author’s knowledge, chip interleaving, traditionally
used to disperse burst errors in error correction coding [110], in DS CDMA
was first introduced in [21] in order to simplify the channel estimation task,
and since then has become a topic for several research directions.
A synchronous DS CDMA system based on block spreading in the pres-
ence of frequency-selective fading was analyzed in [74, 75], where a receiver
that completely removes MAI without using any channel information was
proposed and investigated. In [132,133] chip-interleaving was combined with
zero-padding, which allowed to remove MAI in multipath channels determin-
istically and independently of the multipath delay profile in exchange for the
reduction of the information transmission rate.
Coexistence in practical systems and retaining orthogonality between
chip-interleaved signals and conventional ones are considered in [58]. A big
number of works was dedicated to the analysis of DS CDMA systems with
chip-interleaving under some form of jamming [56,117,118].
In this Thesis the main emphasis is given to the approach called sequence
interleaving. The main distinctive feature of such an approach is utilization
of several signatures per user, whereas in conventional DS CDMA only one
signature is used. It is shown that usage of multiple signatures combined
with chip interleaving is very promising against MAI level increase caused
by users’ asynchronism due to multipath propagation and allows to achieve
smaller bit error rate and accommodate more users.
1.3 Overview of the Thesis
This Thesis is organized in seven chapters. Chapter 2 provides general
overview of spread spectrum philosophy, discrete signals, correlation func-
tions and multiple access systems, all of which are used in the following
chapters. All definitions, concepts and notations that are used throughout
the Thesis are presented. A special emphasis is given to the signature en-
sembles used in conventional DS CDMA systems, including the selection
criteria and practical examples. Various user receivers are also considered,
including the single-user (matched-filter) receiver, decorrelator and MMSE
receiver.
Chapter 3 concentrates on single-path asynchronous systems, where an
arbitrary delay is possible between user signals. Negative effects of asyn-
chronism to the system performance are considered, and it is demonstrated
that due to uncontrollable level of odd correlations, MAI can also be dan-
gerously increased leading to unacceptable bit error rate. A concept of chip
interleaving is introduced in this Chapter; although this idea is relatively
3
known, we will present several new applications of this approach. In partic-
ular, implementation of the chip interleaving to the decorrelation receiver
and to oversaturated systems is considered. It is shown that chip inter-
leaving transforms arbitrary asynchronous delays between user signals into
delays of shift no greater than one chip, which are much more controllable
than odd correlations of big shifts. All theoretical results are supported by
computer simulations, demonstrating the superiority of the proposed sys-
tems in terms of bit error rate. Finally, in the end of the chapter one more
method is presented aimed at neutralizing harmful effects of odd correla-
tions. The method is based on the cyclic prefix redundancy traditionally
used in orthogonal frequency division multiplexing (OFDM), but here we
will draw attention to another potential merit of the cyclic prefix related to
the removal of odd correlations of signatures.
In Chapter 4 the cornerstone of the Thesis is presented, the approach
called signature-interleaved DS CDMA. The main focus in this Chapter is
on asynchronism created by multipath propagation, the negative effects it
might cause to the system performance and possible ways how to neutralize
them. In this Chapter it is suggested, in addition to chip interleaving, to
utilize more than one signature per user in comparison to the conventional
DS CDMA where only one signature per user is employed. It is shown
that this approach allows to keep maximal values of odd crosscorrelation
functions – the main reason of MAI increase – under the predictable low
bound, improving thus the system performance. Expressions for average
MAI power for a single-user receiver for conventional DS CDMA and for
signature interleaved DS CDMA are obtained and compared.
Chapter 5 focuses on construction of signature ensembles for signature-
interleaved CDMA. First, criteria for such ensembles are considered, and the
bound connecting the number of users and the maximal value of correlation
functions is obtained. Then, based on this bound, several cases are consid-
ered, and for each of them some practical ensemble designs are suggested.
Finally, a comparison in terms of bit error rate for a single-user receiver is
performed between conventional DS CDMA and signature interleaved DS
CDMA employing the created signature ensembles, showing the superiority
of the latter.
In Chapter 6 efficiency of an equal gain combining RAKE receiver is
analyzed for signature-interleaved DS CDMA. Results for MAI power as
well as comparison in terms of bit error rate with conventional DS CDMA
are presented. It is demonstrated, for example, that for a constant bit error
rate level signature interleaved DS CDMA is able to accommodate up to
five more users.
Finally, conclusions to the Thesis are drawn in Chapter 7.
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Spread Spectrum Signals and
CDMA
This Chapter gives an overview of spread spectrum concept and CDMA
systems, introducing all the notations, concepts and definitions that will be
used throughout the Thesis.
The chapter starts with Section 2.1, where an overview of the spread
spectrum concept and the discussion on potential benefits of spread spec-
trum signals in comparison with the “conventional” ones are given. Sec-
tion 2.2 concentrates on discrete signals, given their predominant role nowa-
days, and in Section 2.3 an idea of synchronous code division multiple access
is presented.
Section 2.4 provides definitions and notations of correlation functions,
the cornerstone of this Thesis. Section 2.5 gives description of several re-
ceiver structures for synchronous CDMA, and Section 2.6 introduces asyn-
chronous DS CDMA.
Section 2.7 opens the subject of signature ensemble design, discussing
the necessary requirements for the signatures and presenting signatures with
good autocorrelation properties. In Section 2.8 the discussion on the criteria
for signature ensemble design for asynchronous DS CDMA is presented, and
an overview of several signature ensembles that will be used in the following
chapters is given.
2.1 Spread Spectrum Concept
This Thesis is largely based on the concept of spread spectrum signals. Al-
though this term nowadays has become one of the most popular in engineer-
ing and communication community, its definition is sometimes formulated
equivocally. Some sources [17,26,59,114] define a system or a signal as spread
spectrum if its bandwidth significantly exceeds minimum bandwidth neces-
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sary for the information transmission, which can be misleading. According
to this definition, GSM mobile system operating with data rate about 9.6
kbps and occupying at the same time bandwidth around 200 kHz [39] should
be evidently classified as spread spectrum. This system, however, does not
possess genuine features of a spread spectrum one, having wider then trans-
mission rate bandwidth only because of implementation of time division
multiple access [57,101].
After [62], we will call a signal spread spectrum if the product of its
duration T and bandwidth W (time-frequency product, processing gain) is
significantly bigger than one:
WT ≫ 1. (2.1)
On the contrary, conventional, non-spread spectrum signals are called plain
and have time-frequency product around one, WT ≈ 1. The product WT
is also called the spreading factor, since it shows how many times signal
bandwidth is expanded as compared to the bandwidth of an ordinary plain-
signal data transmission.
Let us underline that ‘wide band’ and ‘spread spectrum’ are not syn-
onyms. By shortening the signal duration its bandwidth can be made as wide
as one wishes; bandwidth of the ultra wide-band systems, which are based
on exactly this approach, is around several gigahertz [8,49,113]. This idea is
also used, for example, in industrial standards such as IEEE 802.15.3a (high
data rate) [1] and IEEE 802.15.4a (very low data rate) [2, 5] (later adopted
for ZigBee standard [10,14,50]). What is important is that spectrum widen-
ing thus achieved by no means changes the time frequency product and the
signal remains plain, WT ≈ 1.
In strong contrast with this, a spread spectrum signal can have arbitrary
wide spectrum without changing the signal duration. This is illustrated by
Figure 2.1, where two signals of identical duration are presented. One of
them is plain (upper row) with constant carrier frequency f0 and no inter-
nal modulation, and the other one is spread spectrum with linear frequency
modulation (LFM) [119] (lower row). It is seen that the bandwidth of the
spread spectrum signal is significantly bigger, although its duration is ex-
actly the same.
Simultaneously, Figure 2.1 illustrates that the spreading of the signal
spectrum can be achieved by an appropriate modulation, angle modulation
usually playing the major role. This is due to the fact that the amplitude
modulation alone can spread spectrum only at the cost of concentrating the
signal energy within short signal duration, which may lead to unacceptable
increase of the signal peak power [62].
Big value of time-frequency product WT , in turn, can be quite benefi-





























































Figure 2.1: Power spectra of plain and spread spectrum signals
include high accuracy in time and frequency measurement and resolution,
immunity to jamming, low probability of detection and others [62, 98, 112].
Consider as just one example signal resolution problem, that is, the abil-
ity to distinguish time-shifted replicas of the original signal between them-
selves [121]. Scenarios of this type, caused by multipath propagation, are
very typical throughout communication systems. Certainly, if signal repli-
cas do not overlap in time, telling them apart is a trivial task, but is they
do overlap it might be very complicated for the case of conventional (plain)
signals. The evident solution – shortening signal duration – is not always
possible, since most systems have some limitations on the signal peak power,
and in order to keep the signal energy the same, while shortening the signal
duration its power should be proportionally increased.
Spread spectrum signals, on the other hand, provide markedly better
results when multipath signal replicas overlap in time, which is achieved
due to the property of time compression, meaning significant reduction of
signal duration at the output of the matched filter (MF) [62,97].
Figure 2.2 illustrates the difference between signal resolution of a plain
signal (first column) and a spread spectrum one (second column) of the same
energy and duration. Figure 2.2 (a) demonstrates the initial signals, plain
11





























































































Figure 2.2: Multipath resolution for plain and spread spectrum signals
(a rectangle of unity duration and amplitude) and spread spectrum one (the
same rectangle with internal modulation), and Figure 2.2 (b) presents the
output of the MF for both of them. The time compression property for the
spread spectrum signal is clearly seen – the MF output is much sharper.
Figure 2.2 (c) shows the initial signal (solid line) and two delayed repli-
cas with amplitudes −1.2 (dotted line) and −1.5 (dashed line), and Fig-
ure 2.2 (d) shows the superposition of these three replicas. Figure 2.2 (e)
provides the MF response to the latter. It is seen that while for the case of
plain signal replicas are indistinguishable, usage of spread spectrum signal
allows to fully separate them, the three peaks are clearly seen.
2.2 Discrete Signals
A significant part of this Thesis is based on the idea of a discrete signal,
which is defined in this Section. We will call a signal discrete if parameters
of its modulation law are changed by hops at discrete moments of time [62,






s(i)ċ0(t − i∆) exp(j2πfit), (2.2)
where s(i) and fi are, correspondingly, a complex amplitude and the fre-
quency of the i-th chip, ċ0(t) is complex envelope of the chip, describing its
amplitude and internal angle modulation, and ∆ is a chip repetition interval.
In this work attention is concentrated on chips for which the waveform c0(t)
is a rectangle of duration ∆. Sequence {|s(i)| , i = . . . ,−1, 0, 1, . . .} defines
real amplitudes of the chips, that is, their amplitudes modulation law while
sequence {ϕi = arg s(i), i = . . . ,−1, 0, 1, . . .} defines the modulation law of
chip phases. Sequence {s(i)} is called a code sequence or just a code. The






where f0 is the carrier frequency.
Spread spectrum systems operating with discrete signals can be divided
into two main categories. In frequency hopping spread spectrum (FHSS)
systems, the spreading is achieved by the modulation of fi in (2.2) according
to some predefined law; these systems can further be divided into fast and
slow hopping ones [26, 112]. This kind of spreading technique is used, for
example, in Bluetooth standard [18], which among other things allows to
increase network security [66,86].
The different approach is used in a direct sequence spread spectrum
(DSSS) system. In this case only complex amplitudes s(i) are modulated





s(i)ċ0(t − i∆). (2.4)
Sometimes a combination of FHSS and DSSS is used, but this Thesis is
limited to DSSS case only.
Suppose now that in the model (2.4) real amplitudes |s(i)| are zeros
outside window [0, N −1]: |s(i)| = 0 ∀i < 0, i > N−1. In this case a signal
consists of N chips and is called pulse or aperiodic. If, on the other hand,
the code sequence repeats itself with a period of N chips s(i + N) = s(i),
i = . . . ,−1, 0, 1, . . ., the signal is called periodic. In both cases parameter N
is called the length of the code, while the code itself can be fully defined by
the vector of dimension N
s = [s(0), s(1), . . . , s(N − 1)]. (2.5)
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Any periodic signal can be constructed by repetitions with period N∆ of






s(i)ċ0 (t − (i + rN)∆) =
∞∑
i=−∞
s((i))ċ0(t − i∆), (2.6)
where ((i)) means that the index operation is performed modulo N : ((i)) =
i mod N , 0 ≤ ((i)) ≤ N − 1.
In the most general case of the considered model, when both amplitudes
and phases of the chips can be different, a discrete signal is called amplitude-
phase shift keying (APSK) one. We will call a discrete signal phase shift
keying (PSK) one if real amplitudes of all chips are equal, |s(i)| = const,
i = 0, 1, . . . , N −1, and chips can differ by phase values only. Finally, if code
elements can take on only two values ±1, s(i) ∈ {±1}, i = 0, 1, . . . , N − 1,
a discrete signal is called binary phase shift keying (BPSK) one.
Note that the signal thus constructed is a spread spectrum one. Indeed,
since the chip waveform is taken as a rectangle of duration ∆, it is, certainly,
a plain signal with bandwidth W ≈ 1/∆. On the other hand, an APSK sig-
nal consists of N such chips, but its bandwidth is defined by the bandwidth
of the chip, so that its time-frequency product (spreading factor, processing
gain) is the length of the code: (N∆)W = N .
Continuous spread spectrum signals are also possible, but nowadays they
are used mostly in radar and sonar applications [76,82,119].
2.3 Synchronous Code Division Multiple Access
In many communication systems, called multiuser ones, it is required to
provide service to more than one user simultaneously, meaning the necessity
of sharing the available total time-frequency resource. Historically, first
methods allowing to arrange such independent transmission and reception
of user data were time- and frequency division multiple access (TDMA and
FDMA).
In TDMA the total available time resource Tt is divided between K users,
so that each one operates within time interval K times smaller T = Tt/K
(Figure 2.3). At the same time total frequency resource Wt is the same for
all users, W = Wt ≈ 1/T . Due to non-overlapping in time domain, signals
are orthogonal [62], which makes their separation a relatively simple task.
Every user signal is plain, since its time-frequency product is one: WT = 1.
Analogously to TDMA, in FDMA the frequency resource is distributed
between K users, W = Wt/K, while time resource is the same for all of them,
T = Tt. In this scenario user signals are, certainly, also plain, WT = 1.
In strong contrast with that, in code division multiple access (CDMA)






























Figure 2.3: Time- and frequency division multiple access
(Figure 2.4). With a large number of users, signals in this case are spread
spectrum: WT = WtTt = K ≫ 1.
 
 









Figure 2.4: Code division multiple access
Data transmission in CDMA is organized as follows. Every user is as-
signed its own specific signature sk, 1 ≤ k ≤ K of unity norm, ∥sk∥2 = 1:
sk = [sk(0), sk(1), . . . , sk(N − 1)]. (2.7)
In direct sequence CDMA (DS CDMA) user signatures are modulated
by user information bits bk, 1 ≤ k ≤ K, which for the BPSK transmission
can take on only two values bk ∈ {±1} (Figure 2.5).
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Figure 2.5: Example of DS CDMA, k-th user signature sk is modulated by
the information bit bk
When all user signals in DS CDMA are synchronized and no mutual delay
between them is possible the system is called synchronous DS CDMA. This
transmission scheme is used, for example, in the downlink channel from a
base station to mobile stations in cellular systems (cdmaOne, WCDMA,
cdma2000 [44,51,68,88,128]). In these systems data-modulated user signals




bksk = Sb, (2.8)
where S is the signature matrix defined as
S = [sT1 , s
T
2 , . . . , s
T
K ], (2.9)
where superscript T means transpose, and b is the data vector denoted as
b = [b1, b2, . . . , bK ]T .
The inverse procedure of the data extraction is considered in Section 2.5,
where several receiver schemes are discussed and compared.
2.4 Correlation Functions
One of the most important role in communication systems belongs to signal
correlation functions. They are of critical significance, for example, in prob-
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lems of time measurement and resolution [62,121]. More than that, the art
of communication system design is in many aspects tantamount to finding
signals with adequate correlation properties [98,112].
An autocorrelation function (ACF) is defined as the inner product of two




Ṡ(t)Ṡ∗(t − τ)dt, (2.10)
where superscript ‘∗’ symbolizes complex conjugation. Scaling (2.10) by
inverse signal energy produces normalized ACF, which is a correlation coef-






Ṡ(t)Ṡ∗(t − τ)dt, (2.11)
where the energy is defined as E = ∥s∥2E0 and integration limits are changed
with assumption that the signal duration is T = N∆. Here E0 is the chip
energy and ∥s∥2 is a squared geometrical length (Euclidean norm) of the




Consider now correlation functions of APSK signals. It is known [62]











s(i)s∗(i − m) (2.13)






ċ0(t)ċ∗0(t − τ)dt (2.14)
is the ACF of a single chip.
Analogously, a crosscorrelation function (CCF) of two different (k-th












sk(i)s∗l (i − m) (2.16)
is the CCF of the signal code sequences {sk(0), sk(1), . . . , sk(N − 1)} and
{sl(0), sl(1), . . . , sl(N − 1)}.
Along with (2.13) and (2.16), non-normalized correlation functions of




s(i)s∗(i − m), Rkl(m) =
N−1∑
i=0
sk(i)s∗l (i − m). (2.17)
If the code sequence {s(0), s(1), . . . , s(N −1)} is used to generate a pulse






s(i)s∗(i − m), m ≥ 0
N−1+m∑
i=0
s(i)s∗(i − m), m < 0
(2.18)
If, on the other hand, the signal is periodic, i.e. s(i + N) = s(i), i =




s(i)s∗(i − m), (2.19)
always containing N summands, since s(−1) = s(N − 1), s(−2) = s(N − 2)
and so on. Periodic and aperiodic ACF are connected by the following
equation:
Rp(m) = Ra(m) + Ra(m − N), m = 0, 1, . . . , N − 1. (2.20)





sk(i)s∗l (i − m), m ≥ 0
N−1+m∑
i=0






sk(i)s∗l (i − m). (2.22)
Equation (2.20) remains true for CCF, as well:
Rp,kl(m) = Ra,kl(m) + Ra,kl(m − N), m = 0, 1, . . . , N − 1. (2.23)
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2.5 Receivers for Synchronous CDMA
To simplify the notation assume within this Section that the BPSK data
modulation is used, generalization to other modes being straightforward,
and that all user signatures sk(t), 1 ≤ k ≤ K are normalized to have unit
energy.





where we also introduced Ak as the k-th user amplitude. Suppose that after
passing through the channel the group signal is corrupted by the additive
white Gaussian noise (AWGN), so the received observation is
y(t) = s(b; t) + n(t) =
K∑
k=1
Akbksk(t) + n(t), (2.25)
where n(t) symbolizes the noise component. The maximal likelihood (ML)
joint estimate b̂ of the transmitted bits of all K users may be obtained at
the receiver on the basis of minimum distance rule [121]:
b̂ = arg min
b
d2(b), (2.26)
making the decision in favour of the binary data vector b for which the group





[y(t) − s(b; t)]2 dt. (2.27)
An equivalent form of this ML rule is

















is the group signal energy, both in dependence on the binary data vector b.
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is the correlation of the k-th and l-th signatures.
If we neglect dependence of the group signal energy E(b) on users’ bit
vector b, the decision rule is reduced to just maximizing z(b) over all binary
data vectors b, producing estimate of a current bit of the k-th user by the
polarity of zk:
b̂k = sgn zk =
{
1, zk > 0,
−1, zk < 0.
(2.34)
This simplest algorithm operates as if only the k-th user signal is re-
ceived and it fully ignores presence of signals of other users. Due to this
fact it is called the single-user (or conventional) detection, which usually is
realized as a correlator or matched filter. Obviously, a single-user receiver
is optimal if and only if the assumption above is true, i.e. the signature set
{s1(t), s2(t), . . . , sK(t)} is designed in a way making b a non-energy param-
eter, so that E(b) is really independent of users’ data b. It is easy to make
sure [62] that this condition holds if and only if all signatures are orthogonal :
Rkl = 0, k ̸= l.
With non-orthogonal signatures single-user receiver yields to the ML
one, which may be called optimal multiuser receiver [85,125]. A big trouble
with the latter is its implementation complexity. In a general case it should
calculate values of the test statistics for all 2K possible realizations of binary
data vector b, meaning exponential growth of complexity with number of
users K. For example for K = 60 the optimal multiuser receiver will have
to compute and compare 260 > 1018 values of test statistics during one bit
interval.
In the light of the aforesaid it seems natural to use orthogonal signatures
wherever possible. However, the largest number of orthogonal signals is up-
per bordered by the signal space dimension, i.e. by the spreading factor. In
DS CDMA this is just the number of chips per one bit N , i.e. the length
20
of signature code sequence. Rate given, N is limited by the bandwidth W
allocated to the system, making available number of orthogonal signatures
K ≤ N . Chasing greater system capacity K within the fixed bandwidth,
one of the nowadays trends is to operate in an oversaturated (or overloaded)
mode, i.e. with the number of users K exceeding the spreading factor N [90].
Then prohibitive complexity of optimal multiuser receiver pushes towards
seeking for quasi-optimal multiuser algorithms, though yielding to the opti-
mal one, but beating the single-user receiver.
2.5.1 Decorrelating Receiver
As will be repeatedly mentioned in this Thesis, non-orthogonality of users’
signatures will inevitably produce multiple access interference at the corre-
lator output of the k-th user’s conventional receiver. Indeed, substituting
s(t,b) into (2.32) gives




AlblRkl + nk, (2.35)
where the first term represents the useful effect carrying information about
the k-th user’s current bit, the last one is a sample of Gaussian noise, and
the middle one is MAI, which turns into zero independently of amplitudes
and data of side users if and only if Rkl = 0 for all pairs of different k, l. One
simplest intuitive way to reduce a harm of MAI is mismatching correlator





where mismatched reference uk(t) replacing the matched one sk(t) is de-
signed in a way providing reduction or even a complete suppression of
MAI [79]. If uk(t), like signatures, is normalized to have unit energy, then
the new version of the correlation (2.35) is






kl + nk, (2.37)






being correlation coefficient between the l-th signature sl(t) and the k-th
reference uk(t). Let us recall from Section 2.3 that in DS CDMA the k-th
signature sk(t) is fully determined by a code sequence of length N or N -
dimensional row vector sk = {sk(0), sk(1), . . . , sk(N − 1)} whose elements
sk(i), i = 0, 1, . . . , N − 1 are complex amplitudes manipulating chips of a
given shape c0(t). The same way every reference may be represented by
its code sequence or row vector uk = {uk(0), uk(1), . . . , uk(N − 1)}, k =
1, 2, . . . , K, where uk(i) defines complex amplitude of the i-th chip in the k-
th reference. In what follows we (to simplify notation) limit ourselves to the
case of real signatures (e.g. BPSK), generalization presenting no difficulties.
Then, preserving unit-energy normalization for all signature and reference
vectors, we have




l , k, l = 1, 2, . . . , K. (2.39)
Let us now introduce the signature correlation (Gram) matrix C = [Rkl]
as C = STS, where S is the signature matrix (2.9). Find now the reference
vector uk corresponding to the so-called decorrelating receiver completely
eliminating MAI [19, 38]. Obviously, for the k-th user receiver MAI will be
completely removed if and only if R′kl = 0 for all l ̸= k, but R′kk ̸= 0, the
last condition necessary for preserving nonzero useful effect of the k-th user.
Therefore, the following set of linear equations determines the decorrelating
reference uk:
ukS = R′kkek, (2.40)
where ek denotes row vector whose k-th element equals one, the rest being
zeros.
If the signature correlation matrix C = STS is nonsingular, the k-th user
decorrelating reference is just the k-th row of (pseudoinverse to S) matrix
C−1ST = (STS)−1ST [62]. Physically, the decorrelating reference is simply
orthogonal to all signatures but the k-th one. Regretfully, decorrelation is
only available when C is nonsingular, i.e. all signatures are linearly inde-
pendent, excluding thereby at once any oversaturation scenario K > N .
In the case of orthogonal signatures matched reference is orthogonal to all
interfering signals, performing decorrelation (suppressing MAI) automati-
cally. When K ≤ N but signatures are not best (orthogonal) the price of
decorrelation is loss in signal to noise ratio (SNR) against matched filtering






where qk,mf and qk,dc are, respectively, matched filter and decorrelator SNR
and C−1kk is the k-th diagonal element of inverse signature correlation matrix
C−1.
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2.5.2 Maximum SINR (MMSE) Receiver
Let us now try to find the reference uk removing MAI only partially but
providing the optimal balance between the residual MAI and noise [80, 95],





where Ps, Pi, and Pn are, respectively, powers of useful signal, MAI and
noise at the correlator output, achieves its maximum. Analytically it is
more convenient to maximize the following ratio
ξ =
Ps




∈ [0, 1]. (2.43)
Obviously, q2i grows monotonically with ξ, so that maximizing the second
maximizes the first. Let us define the symmetric matrix R as
R = SA2ST + σ2IN , (2.44)
where A = diag(A1, A2, . . . , AK) is a diagonal matrix of users’ amplitudes,
while S and b are, as before, signature matrix and users’ bit vector, respec-
tively.
Leaving some calculations aside [62], ratio ξ to be maximized is
ξ =
Ps






The matrix R, being positive definite, has positive definite inverse R−1, and






Then we can write, again skipping some calculations for the sake of brevity,
that the optimal reference vector is
uk = skR−1 = sk(SA2ST + σ2IN )−1.
The reference just obtained is typically derived in literature on the ba-
sis of the criterion of minimum mean-square error (MMSE) of reproducing
interference-plus-noise-free useful effect [108]. Thus, maximum SINR and
MMSE receivers are identical.
It is readily seen that if noise goes to zero (σ2 → 0) and C−1 exists, the
MMSE receiver turns into the decorrelating one. In the opposite extreme
case of noise dominating over MAI signature correlation matrix C may be
neglected resulting in the matched (single-user) correlator reference.
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2.6 Asynchronous DS CDMA
In strong contrast with Section 2.3, for asynchronous CDMA user signals
can have arbitrary mutual delays (Figure 2.6). Scenario like this is typical,
for example, for an uplink channel in cellular systems, where mismatch of
user signal time arrival to the base station is caused by different distances
to user terminals [84,112].
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Figure 2.6: Asynchronous CDMA
Let us now describe a model of asynchronous DS CDMA that will be
used in this Thesis repeatedly. We will assume that user signal delays are
nonnegative multiples of the chip duration ∆, τk = mk∆, 1 ≤ k ≤ K,
generalization being straightforward, and that users are sorted in order of
their delay increase: 0 ≤ m1 ≤ m2 ≤ . . . ≤ mK .
Consider now two arbitrary users number k and l, 1 ≤ k, l ≤ K, k ̸= l,
and suppose that their mutual delay is nonzero: τk − τl = τkl = mkl∆ ̸= 0.
If this mutual delay is positive, the l-th user signal surpasses the k-th one,
and during time interval of the i-th bit of the k-th user bk(i) there will be
parts of two bits of the l-th one, bl(i) and bl(i + 1) (Figure 2.7). On the
contrary, if mutual delay is negative mkl < 0, the l-th user signal is delayed,
and during the time interval of bk(i) there will be parts of bits bl(i) and
bl(i − 1) (Figure 2.8).
Consider now output of the k-th user correlator (matched filter) corre-
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Figure 2.7: Group signal for two users, mkl = mk − ml > 0
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Figure 2.8: Group signal for two users, mkl = mk − ml < 0
sponding to the data bit bk(i):
zk = bk(i) +
{
bl(i)Ra,kl(−mkl) + bl(i + 1)Ra,kl(N − mkl), mkl > 0
bl(i − 1)Ra,kl(−mkl − N) + bl(i)Ra,kl(−mkl), mkl < 0
(2.47)
When two consecutive bits of the l-th user bl(i) and bl(i+1) (or bl(i−1) and
bl(i)) coincide, sum of two aperiodic CCF produces periodic CCF (2.23):
Rp,kl(m) = Ra,kl(m) + Ra,kl(m − N), (2.48)
which is called even CCF. On the contrary, when these bits are not equal,
their difference results in odd CCF:
Roddp,kl(m) = Ra,kl(m) − Ra,kl(m − N). (2.49)
2.7 Sequences with Good ACF
Among demands to code sequences used in communication systems one of
the most important one is demand to their autocorrelation functions [98,
121]. Let us refer to a sequence aperiodic ACF as “good” if its sidelobes
Ra(m), 0 < m ≤ N − 1 are small comparing to the main lobe Ra(0) [62].
Sequences of this sort are crucial for time measuring and resolution problems,
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but as will be shown later, they are also very widely used in DS CDMA
systems.




|ρ(m)| , ρ(m) = Ra(m)
Ra(0)
(2.50)
we will call a sequence the minimax one if its maximal ACF sidelobe is
minimal:
ρa,max = min . (2.51)
Certainly, ideally it would be to have ρa,max = 0, but for aperiodic
discrete signal it is not possible in principle. It is known that for a PSK
sequence s, where |s(i)| = 1, 0 ≤ i ≤ N − 1 we have
Ra(m) ≥ 1, m ̸= 0. (2.52)
PSK sequences which achieve this bound possess perfect aperiodic ACF and
are called Barker codes [9]. From the practical implementation point of view
most attractive are BPSK signals whose code sequence is binary: s(i) = ±1,
i = 0, 1, . . . , N − 1. It was as far back as in early 50th that all possible
binary sequences with perfect aperiodic ACF were found (binary Barker
codes). They exist only for lengths N = 2, 3, 4, 5, 7, 11, 13 [41,122].
Unfortunately, there are no regular rules to construct binary sequences
with good aperiodic ACF. The most straightforward solution, an exhaus-
tive search, becomes unrealistic for lengths N > 50 considering current
computational resource. For this reason the following strategy is popular.




∣∣∣∣ 6 2ρa,max, (2.53)
where designation ρp,max stands for maximal level of sidelobe of periodic





pointing that low level of periodic ACF sidelobes is a necessary condition of
achieving low level of aperiodic ACF.
Note first of all that unlike the aperiodic ACF, for PACF it is possible in
principle to have zero sidelobes, and such PACF is called called the perfect
PACF:
Rp(m) = 0, m = 1, 2, . . . , N − 1. (2.55)
Unfortunately, the only binary code with ideal PACF of length N <
12100 is a trivial one of length four: {+1+1+1−1} [12]. The nonexistence
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of such sequences is proved up to the lengths N < 4 × 1652 = 108900 [107],
and their existence beyond that length looks quite improbable.
Stepping aside from binary sequences for a moment, there do exist
sequences with perfect PACF for bigger than binary alphabet. Among
polyphase codes with PSK alphabet the most well-known ones are Chu
codes [20] and Frank codes [48]. However, they are not very practical, as
their alphabets’ sizes grow with length N as N and
√
N , correspondingly.
Probably the most interesting non-binary sequences with perfect PACF
are ternary ones, or Ipatov sequences [63, 64]. Their alphabet consists of
three symbols {−1, 0, 1}, which practically means combining BPSK with
pauses and does not pose much practical difficulties in implementation. The






where q = pw is a natural power of a prime p and n is odd. At the same
time, ternary sequences provide the peak-factor (that is, ratio of peak and
average power) as close to unity as necessary, which is also quite attractive
from a practical point of view.
Let us now return to binary sequences. Not being able to realize per-
fect (ρp,max = 0) PACF it is desirable to discover binary codes with as
small PACF sidelobes as possible and the next interesting sidelobe values
are Rp(m) = +1 or Rp(m) = −1 at any m = 1, 2, . . . , N −1 (ρp,max = 1/N).
Sequences with these correlation properties are usually called minimax ones.
It is proved that sequences with Rp(m) = +1 must have length of the form
N = 4t + 1; only two sequences of lengths N = 5 and N = 13 of this sort
are known. As for sequences with Rp(m) = −1, they must have length of
the form N = 4t − 1, and there are at least five families of sequences with
regular rules of construction. The most important one is considered in the
following section.
2.7.1 m-sequences
Consider a sequence {di} of elements 0 and 1 of GF(2) generated according
to a linear recurrent equation, where GF stands for Galois field [77]:
di = fn−1di−1 + fn−2di−2 + . . . + f0di−n, i = n, n + 1, . . . , (2.56)
where all fl, l = 0, 1, . . . , n − 1 are constant and also belong to GF(2),
additions and multiplications are performed by the GF(2) rules, and n is
called the memory of the sequence. It is seen that the current element of
sequence {di} is a linear combination of n previous elements and owing to
this {di} is called the linear recurrent sequence.
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Any linear recurrent sequence can be generated by a linear feedback shift
register (LFSR) [77]. LFSR contains n binary memory cells (flip-flops) and
is clocked, each clocking shifts state of any specific (but the last) cell to the
next one, while state of the leftmost cell after a current clocking is equal to










Figure 2.9: Linear feedback shift register
Since number of different states of n-cell register is finite, linear recur-
rent sequence is always periodic. The maximal possible sequence period N
equals the maximal number of different register states, i.e. 2n − 1. The
linear recurrent sequence having maximal period N = 2n − 1, given mem-
ory n, is called a maximal length sequence or an m-sequence [53]. Such a
sequence possesses a number of marked properties making it somewhat sim-
ilar to a truly random binary sequence of heads and tails when a fair coin
is repeatedly tossed, whereby m-sequences is an example of pseudorandom
(PN) sequence.




N, m = 0
−1, m = 1, 2, . . . , N − 1
⇒ ρp,max = 1/N. (2.57)
In order to generate an m-sequence with the help of the n-cell shift
register it is necessary that the feedback (or recurrent equation) coefficients
fn−1, fn−2, . . . , f0 be equal to coefficients of a special polynomial of degree n
f(x) = xn + fn−1xn−1 + fn−2xn−2 + . . . + f0,
called primitive one. Primitive polynomials exist for any natural n providing
thereby existence of minimax binary codes based on m-sequences for any
periods of the form N = 2n−1 = 3, 7, 15, 31, 63, 127, . . .. Tables of primitive
polynomials are published and readily available [77,115,134].
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2.8 Signature Ensembles for Asynchronous
DS CDMA
Let us now turn to ensemble of signatures that are used in DS CDMA
systems. Consider a signature ensemble of K signatures sk of length N , and
suppose that all signatures are PSK ones. A fundamental measure of the








where ρkl is the correlation coefficient (2.16) between the k-th and l-th sig-
natures.
There exists a fundamental Welch bound [62,130], dictating the minimal
possible value of TSC:
TSC ≥
K, K 6 NK2
N
, K > N
(2.59)
Certainly, the set of sequences achieving (2.59) (Welch-bound sequences) is
the best possible in minimal MAI criterion. General methods to produce
such ensembles are given for example in [102,123,131]. But in fact, the sig-
nificance of these sets goes far beyond only this feature, since Welch-bound
sequences maximize the Shannon capacity of CDMA channels with AWGN
and Gaussian input, the latter constraint losing its importance whenever a
receive symbol SNR becomes small enough [104].
Since TSC includes K squared correlations of signatures with themselves,
each being equal to unity, it is natural to consider the difference TSC −
K which corresponds to unwanted CCFs only between distinct signatures.





we can rewrite (2.59) as
ρ2 ≥
0, K 6 NK − N
N(K − 1)
, K > N
(2.61)
For the asynchronous DS CDMA not only a signature itself, but also all
its N cyclic replicas should be taken into account. Substituting KN for N
into the (2.61) we obtain




For big enough number of users K this bound can be approximated as
ρ2 > 1
N
, K ≫ 1. (2.63)
Let us define the maximal cross-correlation peak ρcmax and maximal (over









and the correlation peak as ρ = max {ρcmax, ρamax}.
Since the maximal value can never be smaller than its average, ρ2max > ρ2,







With additional limitations on the PSK alphabet, the bound above may
appear rather loose, especially when the number of sequences approaches
N . In particular, for sufficiently large ensembles of binary {±1} sequences




, K > N
2
. (2.66)
For the general case of binary antipodal signature sets there exist other
tight lower bounds on the TSC of for all possible combinations of K and
N [25, 61,69].
Interestingly enough, for random PSK ensembles (that is, the ones where
all signature elements are taken at random from a PSK alphabet), TSC
converges to the Welch bound both in the mean and in probability with
increasing K/N , which allows treating random ensembles as asymptotically
optimal or asymptotically Welch-bound ones [32].
In the following chapters it will be shown that in order to increase the
system performance it is desirable to have the correlation peak ρ2max as small
as possible, which is called the minimax criterion. The sequences provid-
ing this minimal correlation peak are correspondingly called minimax se-
quences [54]. Many minimax polyphase signature ensembles are known, but
the binary ones are traditionally considered more attractive from a hardware
point of view. Some of them are briefly discussed in the following sections.
2.8.1 Gold Ensembles
The Gold binary ensembles [52] are most popular and applicable due to a
great size (number of signatures, i.e. users K) under a fixed length N . To
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generate a Gold ensemble two specially arranged m-sequences of equal length
N = 2n−1 are necessary, where memory n is either odd or equal to 2 modulo
4 (N = 7, 31, 63, 127, 511, 1023, . . .). Both of them may be generated by n-
cell LFSRs. The constructing procedure [62] results in K = N + 2 binary




















, n ≡ 2 mod 4,
(2.67)
and according the bound (2.66) shows asymptotic optimality of Gold en-
sembles of odd memory n among binary ensembles.
The Gold ensembles of length N = 1023 (n = 10) are used in the space
segment of GPS to organize the standard-positioning service (so called C/A
or unprotected code) [40, 60]. Another example of Gold ensemble employ-
ment can be found in 3G UMTS standard, where it is used for scrambling
in both down- and up-links [4, 24,87].
2.8.2 Kasami Ensembles
Kasami ensembles (sometimes called small Kasami ensembles [70]) exist for
lengths N = 2n − 1 where n = 2m is even (N = 15, 63, 255, 1023, 4095, . . .)
and contain K =
√
(N + 1) + 1 = 2m signatures.
Mechanism of forming Kasami sequences resembles the one for Gold
ensembles and consists in modulo-2 addition of two m-sequences of different
lengths [45,62]. The correlation peak of this ensemble is
ρmax =
√







making these binary signature ensembles asymptotically optimal.
The comparison of the Kasami binary ensemble with the Gold one shows
a significant gain (6 dB) of Kasami ensembles in the correlation peak ver-
sus Gold ensembles of the same length in exchange for much smaller ((N +
2)/
√
N + 1 ≈
√
N times) number of sequences K. However, a Kasami en-
semble can be extended almost two times without sacrificing the correlation
peak [67].
Let us underline again that the described ensembles provide minimal
correlation peak only for even correlations, while prediction and control of
odd correlations in a wide range of delays is quite problematic [99]. An
example is shown in Figure 2.10, where maximal values of odd and even
CCFs are given in dependence of the delay value m. The results are shown
for Kasami ensemble of length 63 and Gold ensemble of length 127. It is
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seen that the maximal value of odd CCFs (dotted line) can be up to three
times bigger than that of the even CCFs (solid line).






































Figure 2.10: Maximal values of odd and even CCFs for different signature
ensembles
As will be shown in Section 3.4, big values of CCF will result in high
level of average MAI power, which, in turn, will result in system performance
degradation in terms of bit error rate. The most part of the rest of the Thesis





Having described an asynchronous DS CDMA system and a potential MAI
increase due to aperiodic CCF appearance, this Chapter will be dedicated
to approaches which allow to mitigate this increase. In this Chapter a well-
known idea of chip interleaving [21, 74, 75, 132] will be considered from the
point of view of mitigating harmful effect of asynchronism. It will be shown
in Section 3.1 that for a chip-interleaved DS CDMA any mutual delay be-
tween users will be transformed into the delay of one chip only, and MAI
will be only affected by the even or odd periodic CCF of shift one.
Section 3.2 addresses the idea of using a multi-user receiver in an asyn-
chronous channel [65, 79, 81, 94, 109]. The idea of chip-interleaving will be
revised and analyzed in application to decorrelating processing. Within this
approach the time interval of processing the deinterleaved signal is as short
as just one bit duration, and what is more, the proposed technique may pro-
vide an energy gain against the referenced “non-interleaved” system with the
same signature ensemble and even greater gain under a proper modification
of the latter.
In Section 3.3 another modified idea of chip interleaving, chip interleav-
ing with zero padding, is considered in application to oversaturated systems.
The latter are by design limited to synchronous channels only, whereas many
practical channels are asynchronous. The receiving algorithm of oversatura-
ted systems relies on the fact that user signatures are strictly synchronous,
and any asynchronism between them is catastrophic, leading to unacceptable
system performance. It will be shown that the proposed approach makes
user signals at the receiving end bit-synchronous independently of the user
delay profile, making thus oversaturated systems applicable in asynchronous
transmission conditions as well. Theoretical calculations and computer sim-
ulations demonstrate that at high signal-to-noise ratio values the perfor-
mance of the system is equivalent to the one operating in synchronous chan-
nels. In addition to the above, chip interleaving with zero padding can also
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improve performance of oversaturated systems in multipath channels [37].
Finally, in Section 3.4 we describe and analyze one more method aimed
at neutralizing harmful effects of odd CCFs based on the cyclic prefix (CP)
redundancy. Typical of OFDM [47], cyclic prefix technique may appear
promising in the traditional single carrier DS CDMA applications to instru-
ment simple frequency-domain equalization [11]. Here we draw attention to
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a. Before interleaving 
b. After interleaving 
Figure 3.1: Illustration of the interleaving procedure of the k-th user M -
block
Let us consider an interleaving procedure that will be used in this Thesis
repeatedly. This procedure can be described by writing a user signal into
an M × N matrix row-wise and reading it column-wise, as is performed
by conventional block interleavers intended to disperse burst errors in error
correction coding [15, 110]. Then the chip pattern of the M -bit data block
(further M -block) at the output of the k-th user’s interleaver is permuted
into a sequence of N M -chip frames: first frame is formed by the first
element of the k-th signature sk(0) repeated M times and modulated by
M successive bits of the k-th user bk(0), bk(1), . . . , bk(M − 1), the second
is again M -fold repetition of the second signature element sk(0) modulated
by the same M bits, and so forth (see Figure 3.1, chips of consecutive bits
differ by shade density). To present this formally, write the M -block of the







sk(j)c0(t − j∆ − iN∆). (3.1)
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sk(j)c0(t − i∆ − jM∆). (3.2)
As can be seen, after these rearrangements signature elements modu-
lated by a specific k-th user’s bit are spaced from each other by M chip
positions. As will be shown later, if the block size M is no smaller than the
maximal delay L = max{mk}, the chip-interleaving reduces asynchronism
of users at the receiving side from L chips to one chip only. Simultaneously,
interleaving brings about delay in bit demodulation, and, being interested
in its minimization, it makes sense to put M = L [34].
Let t = 0, 1, . . . denote discrete time counted in chip intervals and sup-
pose that delay of the first user is zero, m1 = 0. Then the M -block of the
first user at the receiving side spans the interval 0 ≤ t < MN , while the
k-th user M -block, k = 1, 2, . . . , K, spans the interval mk ≤ t < MN + mk.
Thus, to comprise entirely M -blocks of all users it is enough to run receive
processing within the window 0 ≤ t < MN + L = M(N + 1). Let i = t
mod M be the ordinal number of position within one frame of the chip
stream released by the interleaver. Then (again since m1 = 0) in order to
retrieve the i-th bit of the first user at the receiving end, observed sam-
ples at the chip matched filter should be decimated with index M . In other
words, the received chips with numbers t = i, i+M, . . . , i+(N−1)M should
be picked out and correlated with the first user signature thereby realizing
deinterleaving. In a similar manner for retrieving the k-th user i-th bit, the
samples with numbers t = mk + i,mk + i+M, . . . , mk + i+(N −1)M should
be correlated with the k-th signature.
The point of chip-interleaving is in minimizing the depth of intersymbol
interference between different users. Consider as an example bit b1(i) of
the first user in a conventional asynchronous DS CDMA. If the k-th user
signature is time-shifted by mk relative to the first user’s one, polarity change
of the k-th user bit at the moment mk causes MAI defined by the odd cross-
correlation of the first and the k-th signatures, which for arbitrary values
of mk is much less controllable as compared to the even one (see again
Figure 2.10 in the previous Chapter).
With chip-interleaving, on the other hand, chips of the same bit of the
k-th user are spaced from each other by M = L positions, and therefore
with any time shift mk ≤ L of the k-th signature, polarity change of the
k-th user bit happens only at the position of the initial chip of the first user,
not mk-th one. Therefore, normalized odd and even cross-correlations of the
two signatures differ from each other by a quantity within 2/N (for PSK
signatures) avoiding the troubles of uncontrollable behavior of odd ones for
arbitrary time shifts. The same remains true for an arbitrary pair of the
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k-th and l-th signatures.
Consider as an example the situation when the l-th user signal is delayed
relatively to the k-th one by mkl = 3 chips (Figure 3.2). Suppose that we
are interested in demodulating the k-th user bit bk(0), for which we need to
pick out from the observation chips
uk = bk(0)[sk(0), sk(1), . . . , sk(N − 1)] (3.3)
(shown as gray rectangles in the Figure 3.2). But as it is seen from the




l (M − 3)sl(N − 1), bl(M − 3)sl(0), . . . , bl(M − 3)sl(1)], (3.4)
where the first chip sl(N−1) is modulated by the information bit bprevl (M−3)
from the previous M -block, and all the rest chips are modulated by bl(M−3).
Output of the k-th user correlator will thus take the form
zk = (uk + ul)sTk = bk(0) + b
prev
l (M − 3)Ra,kl(1 − N) + bl(M − 3)Ra,kl(1)
= bk(0) +
{
bl(M − 3)Rp,kl(1), bprevl (M − 3) = bl(M − 3)
bl(M − 3)R oddp,kl (1), b
prev
l (M − 3) ̸= bl(M − 3)
(3.5)
As it is seen, despite the fact that the mutual delay is mkl = 3 > 1, the
correlator output of the k-th user is affected by the periodic correlation
(even or odd) of the first shift only Rp,kl(1). For conventional DS CDMA,
for example, the same delay would cause appearance of the correlation of
shift mkl = 3, Rp,kl(3), which is less controllable and can increase MAI.
As a second example consider demodulation of the bit bk(3). Similarly
to the previous case, it is necessary to extract from the observation chips of
the k-th user
uk = bk(3)[sk(0), sk(1), . . . , sk(N − 1)], (3.6)
but in this case corresponding chips of the l-th user are
ul = bl(0)[sl(0), sl(1), . . . , sl(N − 1)], (3.7)
and the output of the k-th user correlator is
zk = (uk + ul)sTk = bk(3) + bl(0)Rp,kl(0). (3.8)
Equation (3.8) shows that MAI for the k-th user correlator output does not
contain correlations of non-zero shifts at all. This situation will, certainly,
remain the same for all k-th user data bits bk(i), mkl ≤ i ≤ M − 1, whereas
for conventional DS CDMA MAI will contain crosscorrelation of shift mkl.
36




























































































































































































































































































































































Figure 3.2: Illustration of chip interleaving in asynchronous CDMA (mutual
delay is mkl = 3 chips); obtaining decision on bit bk(0)
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Generalizing (3.5) and (3.8), we can write that for the mutual delay
mkl > 0 output of the k-th user for the i-th bit, 0 ≤ i ≤ M − 1 is (for two
user case)
zk = bk(i) +
{
bprevl (M − i)Ra,kl(1 − N) + bl(M − i)Ra,kl(1), i < mkl
bl(M − i)Rp,kl(0), i ≥ mkl
(3.9)
3.2 Chip-Interleaved Decorrelation in Asynchro-
nous DS CDMA
As equation (3.9) shows, for the case of chip-interleaving any mutual delay
between users will be transformed into the delay of one chip only, and MAI
will be affected by the even or odd periodic CCF of shift one. However, it
is possible to change the system design so that MAI will contain even CCF
only, making MAI level even more controllable.
3.2.1 Synchronous Decorrelator
Let us reproduce for convenience some definitions introduced earlier, still
considering a DS CDMA system with BPSK data modulation and K user
signatures of length N . Assume first that there are no mutual delays between
user signals, i.e. the system is synchronous. Then the group signal of all
users can be expressed as SAb, where, as before, A is diagonal matrix of
user amplitudes, S is a signature matrix and b is a bit vector. The vector
z of output samples of a bank of K correlators with signature references is
then found as
z = CAb + n (3.10)
where C is signature correlation matrix and n is noise vector with correlation
matrix σ2C, σ2 being noise power at the correlator output.
Whenever the signatures are correlated, the k-th component of z is de-
pendent not only on the k-th user bit bk but also on bits of other users,
which means presence of MAI. A complete removal of MAI is possible if sig-
natures are linearly independent, i.e. C is nonsingular. Clearly, the neces-
sary condition of nonsingularity of C (ultimate MAI removal), is the system
non-oversaturation, meaning that number of users is no greater than the
signature length: K ≤ N . With linearly independent signatures C is invert-
ible, and decorrelation algorithm, described in Section 2.5.1, is applicable,
meaning multiplication of z by C−1, diagonalizing thereby a matrix factor






, k = 1, 2, . . . ,K, (3.11)
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where (C−1z)k is the k-th element of the vector C−1z.
For any non-orthogonal signature set decorrelation is accompanied by




= C−1kk , k = 1, 2, . . . , K, (3.12)
where q2k = A
2
k/σ
2 and q2d,k are power SNRs at the outputs of the k-th user
correlator and decorrelating detector respectively, while C−1k,k is the k-th
diagonal element of C−1.
3.2.2 Asynchronous Decorrelator
Let us now turn to an asynchronous system described in Section 2.6. Let us
consider a packet transmission of a block of M consecutive bits and redefine
the bit number i, 0 ≤ i ≤ M − 1 of k-th user k, 1 ≤ k ≤ K in the block as
a bit of dummy pseudouser whose number is ki = iK + k, 1 ≤ ki ≤ KM .
Then there are KM pseudousers altogether, ki-th one utilizing individual
signature of length Na = NM + L with only N nonzero elements, which
reproduce one period of original k-th signature. In more details the ki-th
signature vector thus introduced contains mk + iN zeros, followed by sk
and (M − 1 − i)N + L − mk more zeros. Now the system can be treated
as synchronous and a decorrelating detector can be implemented in the
ordinary way. As it was done before, denote K ×K signal cross-correlation




sk(j − mk)sl(j + nN − ml) (3.13)
where n is integer and by agreement sk(j) = 0 for j < 0 and j > N − 1.
Recalling that users are numbered so that 0 = m1 ≤ m2 ≤ . . . ≤ mK ≤ L,
C(1) is an upper triangular matrix, C(−1) is a lower triangular matrix,
C(1) = CT (−1), and C(n) = 0, |n| > 1. Then correlation matrix Ca of all
pseudousers’ signatures has size KM × KM and looks as
Ca =





. . . 0
...
. . . . . . C(−1)
0 · · · 0 C(1) C(0)

(3.14)
Vector of the K-correlator bank output is then
z = CaAaba + n (3.15)
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where ba = [b1(1), . . . , bK(1), . . . , b1(M), . . . , bK(M)]T , bk(i) being the i-th
information bit of the k-th user, Aa = diag(A,A, . . . ,A) is KM ×KM ma-
trix and n is Gaussian noise vector with correlation matrix E[nnT ] = σ2Ca.
Then a decorrelating detector can be implemented analogously to (3.11), so






Suppose now that the transmission is continuous rather than packet.
Then truncated last bits of the previous block and first bits of the next
block fall within the current block observation window of length KM + L
causing the edge effect, i.e. non-suppressed residual MAI, whose damaging
effect decreases as block size M grows [65]. This additional MAI can be dealt
with in several ways. Firstly, the truncated edge bits can be also treated as
transmitted ones by additional 2K − 2 pseudousers, if taken into account
in a modified matrix Ca, preserving thereby entire decorrelation [81]. This,
however, results in higher error probability for the edge bits in comparison
with the inner ones. Alternatively, edge bits can be estimated and their
contribution subtracted from the observation [109] before processing the
bits in the block. In what follows we describe and analyze a novel efficient
asynchronous decorrelation technique based on chip interleaving.
3.2.3 Chip-Interleaved Decorrelator
Developing further the approach described in Section 3.1 we can entirely
exclude even the minor effects of bit polarity changes by limiting receiver
processing interval to the window M ≤ t < NM , which spans only N − 1
frames. Indeed, current received interleaved M -block of the k-th user starts
and finishes at the moments mk and mk + MN − 1, respectively, implying
that the last chip belonging to the previous M -block occupies time position
t′ = mk − 1, while the position of initial chip of the next M -block is t′′ =
mk + MN . Since 0 ≤ mk ≤ L = M , these moments fall beyond the
processing window M ≤ t < NM , meaning that no interblock interference
is present, or, in other words, no edge effect will accompany decorrelation
processing. It follows then that whenever decorrelation is realizable in such
a system, MAI is suppressed entirely and near-far resistance is ultimate.
The penalty for this is energy loss due to omitting front (0 ≤ t < M) and
end (NM ≤ t < N(M + 1)) segments of the stream of chip matched filter
samples in the course of processing. As is shown below this energy loss versus
non-interleaved system in all practical scenarios cannot be significant, since
actually just one signature chip is dropped out per one user bit. A complete
MAI elimination with no edge effects obtained in return may overpower this
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Figure 3.3: Illustration of the signature modification procedure
To clarify details of the chip-interleaving decorrelation consider sequence
of chip matched filter samples at the moments
t = i + M, i + 2M, . . . , i + (N − 1)M, (3.17)
where i as before belongs to the range 0, 1, . . . ,M − 1. Obviously, these
samples contain all but initial chips of first user signature modulated by the
i-th first user bit b1(i). Thus, as for the first user, the signature matrix Ui =
[ui1,u
i
2, . . . ,u
i
K ] involved in the decorrelation processing of the sample stream
above should contain the first column ui1 = [s1(1), s1(2), . . . , s1(N − 1)]T .
Turn now to an arbitrary (k-th, 1 ≤ k ≤ K) user. It is easy to see
that the sample stream specified by (3.17) is entered by chips of the k-th
signature modulated by a bit whose number ik obeys the congruence
ik + mk ≡ i mod M.
Therefore, for a user number k the bit to be retrieved from samples (3.17)
has the number depending on relation between i and the user’s delay mk:
ik =
{
i − mk, mk 6 i,
i − mk + M, mk > i,
(3.18)
Simultaneously, sequence of N − 1 chips of the k-th user’s signature
falling within the processing window [M,MN − 1] starts with either sk(1)
if mk ≤ i, or sk(0) if mk > i, so that the k-th column of Ui is defined by
uik =
{
[sk(1), sk(2), . . . , sk(N − 1)]T , mk 6 i,
[sk(0), sk(1), . . . , sk(N − 2)]T , mk > i,
(3.19)
k = 1, 2, . . . , K, i = 0, 1, . . . ,M − 1. Figure 3.3 illustrates signature mod-
ification according to (3.19); uik(j), 0 ≤ j < N − 2 symbolizing the j-th
element of the k-th modified signature uik.
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Now let zi be the vector which is output by a K-correlator bank using
as references the modified signatures uik and Ci = [N/(N − 1)]U∗i Ui be the
crosscorrelation matrix of the latters. Then
zi = CiAbi + n, (3.20)
where the vector of users’ bits bi corresponding to the sample stream defined
by (3.17)
bi = [b1(i1), b2(i2), . . . , bK(iK)]T ,
ik given by (3.18).
The necessary condition of invertibility of Ci (K ≤ N−1) is only slightly
more demanding than in the case of synchronous CDMA. It is well ex-
pected that with a proper choice of initial signatures sk their modified ver-
sions (3.19) will remain linearly independent. Therefore, the decorrelating






, k = 1, 2, . . . ,K.
The effect of curtailing signatures discussed above reduces SNR addi-






i = 0, 1, . . . , M − 1.
3.2.4 System Comparison and Numerical Results
Due to the complete removal of MAI, probability of error for the k-th user
can be expressed as
Pk = Q (qd,k) , (3.22)
where qd,k = qk/
√
C−1kk for the conventional asynchronous decorrelator of




NC−1k,k for the chip-interleaved one,












In the conventional decorrelator correlation matrix Ca contains aperiodic
cross-correlations between user signatures with shifts up to L, whose values
are hard to control. On the other hand, after the chip-interleaving all cross-
correlations entering Ci correspond to only zero or one chip shifts between
signatures, i.e. may be much more easily retained within the predictably
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narrow range. After discarding first or last chip of signatures (see (3.19)),
cross-correlation magnitude changes by the value no greater than 1/N (for
PSK signature ensembles), which has the lower effect the bigger spreading
factor N . Therefore, there are convincing reasons to expect better perfor-
mance of the interleaved decorrelator relative to the conventional one.
Let us now comment on the prospects of increasing an interleaver block
size versus maximal delay: M > L. Then, as it follows from (3.19), for any
position i in the range L ≤ i ≤ M − 1 all cross-correlations entering Ci will
be of mutual zero shift. It is of no difficulty to have these cross-correlations
minimal, decreasing thereby error probability for corresponding bits. Fur-
thermore, for all such i Ci remains the same; thus computational complexity
per one data bit depending on number of inverted matrices decreases as block
size grows. Simultaneously, since at the positions L ≤ i ≤ M − 1 interblock
interference is not present (position of the last chip of the previous M -block
is t′ = mk − 1 < L < M), in this case it makes sense to start the processing
window at t = L instead of t = M , escaping discard of the initial signature
chips along with accompanying energy loss for the positions in question.
To compare numerically the decorrelators above, the example was in-
vestigated of asynchronous CDMA with spreading factor N = 31, K = 15
active users, equal user powers and maximal delay L = 14. As a reference
the ensemble of Gold sequences employed as users’ signatures, which is a
typical choice in actual practice [62,112] was tested in combination with the
conventional decorrelator of Section 3.2.2.
As the first alternative the chip-interleaved decorrelator with block size
M = L = 14, employing the same ensemble of user signatures was analyzed.
In order to uncover the benefits of a chip-interleaving decorrelator even
more convincingly, the second option was also checked: the chip-interleaved
decorrelator for the system where signature ensemble is formed of even cyclic
shifts of a fixed m-sequence of length N = 31. This ensemble provides ⌊N/2⌋
signatures, which is enough for the assumed number of users and secures
minimal value of signature cross-correlation magnitudes (1/N) at zero and
one chip shifts possible for binary sequences.
The computer simulation was performed in MATLAB environment to
estimate the system performance. Number of iterations was 105. For each
iteration users were randomly assigned delays from [0, L] interval, their M -
block formed, summed and transmitted through a noisy channel with a fixed
SNR value. Then a bit error probability (BER) was calculated and averaged
over users and M transmitted bits. The procedure was repeated for every
fixed value of SNR.
The dependencies of BER on SNR for all three versions of decorrelator
described above are shown in Figure 3.4. As is seen, interleaving decorrela-
tion technique exploiting the same initial Gold ensemble provides SNR gain
of about 1 dB versus conventional asynchronous decorrelator. This gain be-
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Figure 3.4: Average BER dependence on SNR.

























Figure 3.5: Maximal BER dependence on SNR.
comes much higher (up to 3 dB), when the signature ensemble is adjusted
to entirely utilize merits of interleaving (shifts of the same m-sequence in
the simulated scenario).
Another instructive comparison is presented by Figure 3.5 showing de-
pendencies of maximal BER corresponding to the least favorable users’ delay
profile on SNR. In this case during the computer simulation a search was per-
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M = { 70, 35, 21, 14 }
Figure 3.6: Average BER dependance for different M -block size
formed over all iterations in order to find a user delay profile which results in
the biggest BER. As is seen, in applications where the worst situation BER
is equally (or more) important with an average one the gains of interleaving
decorrelation become all the more impressive. At the BER level 10−2, for
example, chip-interleaving with Gold ensemble provides about 9 dB gain,
and for m-sequence this gain becomes 12 dB.
The above predicted effect of M -block size on interleaving decorrelator
performance is supported by Figure 3.6, where curves of average BER are
given for the same Gold signatures and M = 14, 21, 35 and 70. It may be
noted that when M grows from 14 to 70 additional SNR gain up to 1 dB is
attainable.
3.3 Chip Interleaving in Oversaturated Systems
Let us recall that in synchronous DS CDMA, where all signatures are strictly
time synchronized at the receiver input, the best choice for signatures is
an orthogonal set, provided that the number of users K does not exceed
the signal space dimension N . As was discussed previously, in such a sce-
nario orthogonal signatures secure total removal of MAI with a single-user
(matched-filter) receiver guaranteeing optimal performance in the additive
white Gaussian noise channel regardless of the presence of any foreign users’
signals.
When the number of users is larger than the signal space dimension
the system becomes oversaturated (overloaded). In these circumstances a
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method called group orthogonal CDMA (GO-CDMA) [27,91] can be imple-
mented, allowing to increase the number of users K when compared to a
conventional orthogonal system, which has the space dimension N as a limit
for K. This system yields remarkably good results utilizing at the same time
quite simple receiver structure, providing flexible trade-off between receiver
complexity and error performance.
Unfortunately, GO-CDMA system is by design limited to synchronous
channels only, whereas many practical channels are asynchronous. The re-
ceiving algorithm of GO-CDMA relies on the fact that the user signatures
are group orthogonal, which can be maintained only when all user signals
are synchronous. Any asynchronism between them is catastrophic, leading
to unacceptable system performance.
In this Section we consider usage of a modified idea of chip interleaving,
chip interleaving with zero padding, in oversaturated systems. It is shown
that this approach makes user signals at the receiving end bit-synchronous
independently of the user delay profile, making thus chip-interleaved GO-
CDMA applicable in asynchronous transmission conditions as well. Theo-
retical calculations and computer simulations demonstrate that at high SNR
values the performance of the system is equivalent to the one operating in
synchronous channels [36]. More than that, at low SNR values asynchronous
GO-CDMA provides 1 . . . 2 dB advantage in terms of bit error rate. This
result is obtained at the cost of rate reduction, which, however, can be made
as small as necessary.
3.3.1 Group Orthogonal CDMA
In Section 2.3 it was shown that for a multiuser system output of a single-user
matched filter besides useful information and a noise component contains
also MAI, i.e. interference from other users’ signals (2.35). This component
directly affects the system performance (see Section 3.4.3), and in order to
enhance it, it is crucial to keep MAI as small as possible, ideally equal to
zero.
As equation (2.35) indicates, a necessary condition to ensure zero MAI
is zero cross-correlation of any distinct pair of signatures:
Rkl(0) = 0, 1 6 k, l 6 K, l ̸= k. (3.24)
Two distinct user signatures for which synchronous CCF is zero, Rkl(0) = 0,
are called orthogonal, and an ensemble of user signatures for which any dis-
tinct pair of signatures is orthogonal (in other words, (3.24) is true) is called
an orthogonal signature ensemble. Certainly, orthogonal ensembles are the
best possible in total MAI criterion for a single-user receiver. However, the
size of an orthogonal ensemble is strictly limited by its dimension, K 6 N .
46
Orthogonal signature ensembles are widely used in telecommunication
standards, for example, for user separation in the cdmaOne downlink chan-
nel [127], for user separation and separation of different user channels in
WCDMA [128] and in many others. On the other hand, in modern telecom-
munication standards there is a strong trend to increase system capacity as
much as possible. Since number of orthogonal signatures is strictly limited
by a signal space dimension (spreading factor) N , which is in turn limited
by the system bandwidth for the given transmission rate, a natural question
arises whether it is possible to construct signature ensemble of bigger size,
having at the same time small value of MAI. Ensembles for which number
of signatures is greater than the spreading factor K > N are called oversa-
turated, and ratio of number of users to the spreading factor eov = K/N > 1
is called oversaturation efficiency.
For a single-user receiver the optimal oversaturated signature ensem-
bles are the ones satisfying the Welch bound (2.61), provided that they are
received with equal energies. Signature ensembles satisfying (2.61) are cor-
respondingly called Welch-bound ensembles. General methods to produce
such ensembles are given for example in [102, 123, 131]. Binary saturated
or non-saturated WBE ensembles may exist for only N divisible by four; in
this case K = N signatures are just K rows of an N ×N Hadamard matrix,
if the latter exists [61,69].
At the same time even for the Welch-bound ensembles performance of a
single-user receiver degrades quite rapidly as the number of user increases.
The only possible solution in this case is to use a multi-user receiver, which,
on the contrary to a single-user receiver, takes into account signatures of
other (foreign) users rather than treating them as just additional back-
ground noise. Unfortunately, the complexity of such a receivers increases
exponentially with the number of users [125], making them hardly possible
practically.
There exists quite an elegant solution called group orthogonal CDMA [27,
90, 91], offering a trade-off between receiver complexity and performance.
Since for K > N orthogonal signature ensemble does not exist, let us divide
all signatures into groups and provide orthogonality between different groups
only rather than between every pair of signatures. Consider an oversatura-
ted system with the spreading factor N and the number of users K > N ,
and let us divide N -dimensional signal space into N/D orthogonal subspaces
(groups) of dimension D. Then suppose that each of such subspaces accom-
modates D + 1 signatures, so that the oversaturation efficiency becomes
eov = K/N = 1 + 1/D. Signature ensembles according to this approach
were designed in [91] for oversaturation efficiencies 1.50, 1.33 and 1.25 as
linear combinations of orthogonal signatures hj , 1 6 j 6 N , which can be
for example rows of an Hadamard matrix H of size N . The signature ensem-
ble design criterion was to maximize minimum distance between all possible
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group signals in order to minimize the error probability in the maximum
likelihood receiver.
Signature ensemble matrices Si of size N×(D+1), containing D+1 user
signatures as columns are constructed as follows, where subscript i indicates










where D × (D + 1) matrices Sov for the cases D = 2, 3 and 4 are given






































































1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
0.5 0.5 0.5 0.5
 . (3.28)
The profit of using group orthogonal signaling scheme is that the com-
plexity of the receivers is reduced from the exponential complexity of opti-
mal multiuser detection to linear complexity in the number of users. The
multiuser detector in this case is decomposed into N/D parallel indepen-
dent multiuser subdetectors, each one being quite simple due to subspace
orthogonality and low subspace dimension D.
Let us now briefly consider receiver structure for GO-CDMA (Figure 3.7).
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Figure 3.7: Receiver structure for GO-CDMA
i-th group, the received observation N × 1 vector y for the synchronous




Sibi + n, (3.29)
where n is the noise vector. As it was done before, subindex i in all vector-
matrix entities is used to stress that they are defined for an isolated i-th
subspace, as though only its users are present, i = 1, 2, . . . , N/D.
At the receiving side the obtained observation y is processed by the bank
of matched filters, tuned to the orthogonal signatures H = {hj}, 1 6 j 6 N :
z = Hy. Finally, the output N × 1 vector z is divided into N/D groups
and in every group i the optimal multiuser receiver [125] is implemented,
producing decisions on the transmitted bits b̂i [91]:
b̂i = arg min
bi∈{−1,1}D+1
∥zi − Sovbi∥2. (3.30)
Let us underline again that the described system (and all other oversa-

















































M chips L chips 
a. Conventional DS CDMA 
b. DS CDMA with interleaving and zero padding 
One bit 
One block Zero padding 
Figure 3.8: Interleaving and zero padding illustration
only. The orthogonality is destroyed even with a smallest time shift between
user signatures, making the system completely unusable. However, using
a slightly modified idea of chip-interleaving described in the next section
it becomes possible to use GO-CDMA systems in channels with arbitrary
asynchronism and in multipath channels.
3.3.2 Chip Interleaving with Zero Padding
Let us implement at the transmitting end the chip interleaving with zero
padding [132], which can be described as follows. Suppose that the trans-
mitted bitstream of the k-th user, 1 6 k 6 K is split into blocks of M bits
exactly as it was done in Section 3.1. Then a modified procedure of chip-
interleaving is applied, by writing a user signal into M ×N matrix row-wise
and reading it column-wise, and appending L zeros after reading each col-
umn. Here L, as before, is the maximal delay, L = max{mk}, 1 ≤ k ≤ K.
After such a procedure the resultant chip pattern for the k-th user will
consist of the first chip of the user signature sk(0) modulated by M con-
secutive information bits bk(0), bk(1), . . . , bk(M − 1), followed by L zeros,
then second chip of the user signature sk(1) again modulated by the same
information bits and followed by L zeros and up to the N -th chip of the user
signature sk(N−1) modulated by the same information bits and followed by
L zeros (Figure 3.8, chips of different bits are marked with different density).
The receiving processing is organized as follows. For every user k, 1 ≤
k ≤ K samples of every bit i, 0 ≤ i ≤ M − 1 (distanced from each other
now by M + L chips) are picked out from y and fed to the matched filter.
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Finally, outputs of the matched filters of all users are processed according
to (3.30).
3.3.3 GO-CDMA in Asynchronous Channels
The described procedure of interleaving with zero padding guarantees that
at the receiving end user signatures for every bit will remain bit-synchronous
independently of the user delay profile {mk}. All the reasoning behind ob-
taining (3.9) remains in force, but now, due to the zero insertion, within
any bit interval all user signatures will be strictly synchronous, whereas for
conventional chip interleaving some user signatures could be cyclicly shifted
by one chip (which caused appearance of correlations of the shift one).
In other words, interleaving along with zero padding transforms delay
mk chips to Nmk chips, since after the deinterleaving signal of the k-th
user will consist of Nmk zeros, M consecutive information bits and followed
by N(L − mk) zeros. Bit processing window is now expanded to 0 ≤ i ≤
M + L − 1; for every user k i-th bit interval will either contain user’s bit
bk(i−mk) if mk ≤ i ≤ M + mk − 1 or vector of N zeros, otherwise, so that








bk(i − mk)sk, mk ≤ i ≤ M + mk − 1,
0N×1, otherwise,
(3.32)
where 0N×P is the zero matrix of size N × P .
An illustration of an asynchronous system employing interleaving with
zero padding is shown in Figure 3.9, where the maximal delay (and corre-
spondingly the size of the zero padding) is L = 2, and delay of the k-th user
is also mk = 2.
In the figure a time interval of the zeroth bit is shown (i = 0). It is
seen that during this bit interval the signal of the k-th user consists of only
zeros from zero padding zones, thereby not causing any interference at all.
This is in full accordance with (3.32), since for the bit numbers i = 0, 1 the
condition in the second line is satisfied.
On the other hand, for the bit number i = 2(= mk = 2) the first condi-
tion in (3.32) becomes true, and the signal of the k-th user that falls within
the time interval of the bit number two will be bk(i − mk)sk = bk(0)sk.
Since all user signatures are now bit-synchronous, it is possible to imple-
ment receiving algorithm for conventional synchronous oversaturated CDMA
(3.30) despite the asynchronous nature of the system. Note, however, that
this algorithm strictly requires that number of users should be equal to the
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Figure 3.9: Illustration of chip interleaving with zero padding in asynchro-
nous CDMA (L = 2); time interval for the zeroth bit (i = 0) is shown
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number, specified by the signature ensemble design in order to maintain
group orthogonality. To fulfill this requirement, at the receiving end we
introduce pseudo-users, whose signatures are added to the observation in
order to keep the total user number constant. In other words, if according
to (3.32) some user signal is absent, a pseudo-user with the same signature
is added to the observation (3.31). After this procedure is repeated for all
users, (3.31) will contain all user signatures which are synchronous, so that
conventional receiving algorithm (3.30) can be readily implemented.
It is also worth noticing that not only the average number of active users
in every bit interval is smaller than the total number of users K, but also
that this difference increases with maximal delay L. This suggests that
receiver structure can be optimized to take this fact into account.
The price for conversion of asynchronous channel into synchronous is
rate reduction, since now due to zero insertion number of chips per M bits
is (M + L)N , whereas for conventional GO-CDMA it is MN . However,
choosing block length M big enough their ratio 1 + L/M can be made as
close to one as one wishes.
3.3.4 Simulation Results
In order to test performance of the described approach, a computer sim-
ulation in MATLAB was carried out for the system with spreading factor
N = 256. Orthogonal subspace dimensions were chosen to be D = 2, re-
sulting in K = 384 users (oversaturation efficiency eov = 1.5) and D = 4,
resulting in K = 320 users (eov = 1.25) [92]. Maximal asynchronous delay
was chosen to be L = 250 chips; user delays were random with uniform dis-
tribution for every simulation trial. The results were averaged over delays,
users and user information bits, assuming their independence.
The results of the simulation are presented in Figure 3.10 for K = 384
users and in Figure 3.11 for K = 320 users [36]. In both figures the per-
formance of synchronous conventional (not oversaturated) system using or-
thogonal signatures (K = 256 Walsh functions) is shown for comparison.
The results demonstrate that the deteriorative effect of asynchronous
delays between users is completely eliminated, as it was predicted theoret-
ically. For high SNR values results for asynchronous GO-CDMA systems
coincide with results for synchronous ones, whereas for small SNR values
performances of asynchronous GO-CDMA are 1 . . . 2 dB better. This can
be explained by the fact that during a bit interval the average number of ac-
tive users (not including the pseudo-users) for asynchronous GO-CDMA is
smaller than that of conventional synchronous GO-CDMA, which provides
advantage at low values of SNR, when performance of the system is mostly
determined by the noise component. The comparisons are summarized in
Table 3.1 and Table 3.2.
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Figure 3.10: Simulation results, K = 384 users, eov = 1.5


















Figure 3.11: Simulation results, K = 320 users, eov = 1.25
3.4 Eliminating Odd Correlations in Asynchronous
DS CDMA Employing Cyclic Prefix
Finally, in this section we describe and analyze one more method based
on the cyclic prefix redundancy which can help neutralizing harmful effects
of odd CCFs due to asynchronism. Typical of OFDM [47], cyclic prefix
technique may appear promising in the traditional single carrier DS CDMA
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Table 3.1: Comparison summary, K = 384 users, eov = 1.5
BER Gain
3 · 10−1 4 dB
2 · 10−1 2 dB
10−1 0.5 dB
< 10−2 0 dB
Table 3.2: Comparison summary, K = 320 users, eov = 1.25
BER Gain
2 · 10−1 4 dB
10−1 1.3 dB
7 · 10−2 1 dB
2 · 10−2 0.3 dB
< 10−3 0 dB
applications to instrument simple frequency-domain equalization [11]. Here
we draw attention to another potential merit of the cyclic prefix related to
the removal of odd correlations of signatures.
3.4.1 Conventional Asynchronous DS CDMA
Once again let us consider an asynchronous DS CDMA system with K
users, each employing signature of length N , and supposing in addition
that every multipath replica has its own phase, which was omitted in the
previous sections for simplicity. Assume as before that the maximal asynch-
ronous delay between users is bounded from above by the constant L, that
is, max{mk} ≤ L.
Generalizing (2.47) to K users, denoting the k-th signal amplitude and
phase by Ak and φk respectively, the k-th user correlator output correspond-
ing to the data bit bk(0) may be written as




Alζkl cos φl (3.33)
where bk(i) = ±1, i = . . . − 1, 0, 1, . . . is the i-th data bit of the k-th user
and the second addend represents MAI, with ζkl defined as
ζkl = bl(−1)Ra,kl(mkl − N) + bl(0)Ra,kl(mkl) + bl(1)Ra,kl(mkl + N),
−L 6 mkl 6 L.
The aperiodic CCF Ra,kl(m) vanishes whenever |m| ≥ N , and as is seen,
mutual time shift between user signals results in affecting the k-th receiver
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output zk by the pairs of consecutive bits bl(−1), bl(0) or bl(0), bl(1) of an
l-th foreign user (l ̸= k).
Let us find an expectation of MAI power averaging the latter over ran-
dom amplitudes, phases, delays and data bits. Assume, as it is done tra-
ditionally [99], independence of all random amplitudes, phases, delays and
equiprobable data bits and uniformity of phase probability distribution over
[0, 2π]. In addition to the above, suppose that delays mk, k = 1, 2, . . . , K
take on values within {0, 1, . . . , L} equiprobably, mutual delay mkl thus hav-
ing probability density function
p(mkl = m) =
L + 1 − |m|
(L + 1)2
, |m| ≤ L. (3.34)
Let mean square amplitude of all signals be normalized as A2k = 1. Then













+ R2a,kl(N − m) + R2a,kl(m + N)
]
. (3.35)
3.4.2 Cyclic Prefix Asynchronous DS CDMA
As (3.35) shows, high level of signature aperiodic CCFs results in high aver-
age power of MAI. It is possible, however, to design the system so that only
even periodic CCFs rather than much harder controllable aperiodic ones
affect the average MAI power. Let one bit segment of any signature has
L initial chips the same as L last chips implementing thereby a cyclic pre-
fix [11]. In other words, every user’s bit now modulates one period segment
of the signature of a shorter length N1 = N−L and is then transmitted with
prefixing by L last bit-modulated signature chips (see Figure 3.12). One bit




sk(i + N1 − L)c0(t − i∆) +
N1−1∑
i=0
sk(i)c0(t − i∆ − L∆). (3.36)
To recover a current bit at the receiving end an arriving group signal is
correlated with the k-th short signature, discarding prefix, and as a result at
the correlator output of the k-th user only periodic CCFs Rp,kl(m) (corre-
sponding to the short signature period N1) contribute to MAI independently








Albl(0)Rp,kl(mkl) cos φkl, (3.37)
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Figure 3.12: Illustration of the one bit segment in CP CDMA for the k-th
user









L + 1 − |m|
(L + 1)2
R2p,kl(m), (3.38)
which shows that only even periodic CCFs are present in PMAI,k with no
effect of aperiodic (and consequently odd) CCFs.
As an important particular example consider the situation where K(L+
1) ≤ N1. Then signature ensemble formed by the K replicas of the same
binary minimax sequence from Section 2.7 (i.e. m-sequence, Legendre se-
quence, etc. [62]) of length N1 cyclically shifted to each other by L+1 chips
has equal values R2p,kl(m) = 1/N
2 for any l ̸= k all over the delay range





3.4.3 System Comparison and Performance Simulation
Starting with a conventional asynchronous DS CDMA let us express signal-
to-noise-plus-interference ratio for the k-th user, its amplitude Ak given, in





where q2 = 1/σ2 and q2k are power SNR and SINR at the k-th correlator
output respectively corresponding to Ak = 1. For the system performance
comparison we will use bit error probability estimated analytically by the
Gaussian approximation [100] providing fair accuracy up to the probabilities
10−3 or smaller [73]. Denote as pk(Ak) the conditional bit error probability
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of the k-th receiver for a fixed amplitude of k-th signal Ak. Then according
to the Gaussian approximation [100]
pk(Ak) = Q (Akqk) . (3.41)
Consider as an example a conventional asynchronous DS CDMA system
with spreading factor N = 127, K = 5 users and maximal delay L =
20. Since K(L + 1) < N , the signature ensemble can be arranged of the
cyclic shifts of an m-sequence of the same length as the spreading factor
N = 127. This choice guarantees low level of MAI in at least one-half
occurrences, when consecutive data bits of the l-th foreign user remain the
same within the integration interval of the k-th receiver, and thus odd CCFs
do not appear at the k-th correlator output. Assume users’ amplitudes
independent and Rayleigh-distributed, and phases independent and uniform
over [0, 2π]. Gaussian approximation (3.41) then after averaging in Ak gives







The curve calculated from (3.42), (3.40) and (3.35) for the conventional
DS CDMA employing the ensemble under discussion is shown in Figure 3.13
by a solid line. The computer simulation estimates of the bit error prob-
ability on bit SNR for such a conventional (without CP) system are also
presented in the figure.
As an alternative, consider the system with a similar signature ensemble
but implementing CP. To make a comparison fair, i.e. preserve the same
number of users and data transmission rate we should take for a CP system
number of chips per bit including prefix equal to the spreading factor N of a
reference conventional CDMA system, meaning that after dropping the CP
in the receiver actual spreading factor N1 of the CP system appears to be
N1 = N −L = 107. Keeping the procedure of an ensemble design the same,
sequence of length N1 having low level of periodic auto-correlation function
sidelobes has to be found, K replicas of which shifted by L + 1 chips will
be used as spreading sequences. For the considered example a minimax
Legendre sequence of the necessary length N1 = 107 exists [62], meeting
the above requirement. Note that, since K(L + 1) = 105 < N1 = 107,
it remains possible to collect necessary number of signatures despite the
reduction of the actual spreading factor, so that squared periodic CCFs
entering (3.38) will take only values R2kl(m) = 1/N
2. Then (3.40) may
be used for the new system, too, after replacing N by N1, q2 by N1q2/N
(allowing for utilizing only N1/N fraction of the transmitted bit energy),
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Now (3.42) and (3.43) give analytical approximation of the bit error
probability for the CP system. The dependence obtained is shown in Fig-
ure 3.13 by a solid line along with the marks produced by the computer
simulation.




















Figure 3.13: Bit error probability versus SNR, N=127, L=20, K=5
As an additional reference Figure 3.13 contains the data (solid line is
again for Gaussian approximation) showing the performance of DS CDMA
with the same parameters K = 5, L = 20, N = 127 random signatures,
which is a typical option of many modern applications. The aim of this is to
stress that scenarios are likely where deterministic signature ensembles are
visibly more appropriate than the random ones.
As is seen, at low values of SNR CP CDMA system yields to the con-
ventional one, which is well expected, since in this region noise component
of an overall interference dominates and bit energy loss due to discarding L
CP chips prevails over MAI suppression. At the same time, as SNR grows
MAI contribution becomes basic and its reduction in CP CDMA leads to a
considerable performance gain.
It is important to stress that the gain could be even greater, if cyclic shifts
of a sequence with the perfect periodic auto-correlation (e.g. polyphase or
ternary sequence [62, 63]) were employed as signatures, since in this case






In this Chapter the main focus is shifted to the asynchronism caused by mul-
tipath propagation. It is shown that although chip-interleaved DS CDMA
and its modifications can successfully mitigate the harmful effect of asyn-
chronism between user signals in AWGN channel, in multipath channels,
where every signal is received accompanied by its time-shifted replicas, chip
interleaving leads to catastrophic MAI increase.
In Section 4.1 a model for downlink multipath propagation is presented,
which will be used in the following chapters, too. Section 4.2 contains anal-
ysis of a conventional DS CDMA under multipath propagation.
Section 4.3 presents the main contribution of this Thesis, the idea called
signature-interleaved (SI) DS CDMA. In this approach chip interleaving is
combined with utilizing more than one signature for every user. It will be
shown that this method allows to keep CCFs under predictable bound thus
limiting MAI and potentially increasing the system performance. A similar
idea of utilizing several signatures and chip interleaving is also used in [78],
but it is appended by zero padding, which decreases the system rate.
Section 4.4 is dedicated to obtaining average MAI power for a single-user
receiver in conventional DS CDMA, and in Section 4.5 average MAI power
is obtained for SI DS CDMA.
4.1 Multipath Propagation
Let us now consider another reason that can cause asynchronism between
user signals – multipath propagation. We will concentrate on a downlink
transmission scenario, where all user signals are strictly synchronized before
the transmission forming the group signal. However, despite this strict syn-














Figure 4.1: Downlink multipath channel
replicas due to multipath propagation [16,72,93].
Let us denote the total number or multipath replicas as R. Each replica
is delayed by τr and corrupted with its own amplitude Ar and phase φr,
1 ≤ r ≤ R (Figure 4.1). We will assume that multipath delays τr are
nonnegative multiples of the chip duration, τr = mr∆, limited from above
by the constant L. Such a simplification somewhat overestimates effect of
MAI ignoring its reduction related to the chip autocorrelation [99]. Suppose
also that multipath rays are sorted in non-decreased order of their delays:
0 = m1 ≤ . . . ≤ mr ≤ . . . ≤ mR ≤ L, where delay of the first ray is assumed
to be zero, m1 = 0.
4.2 Conventional DS CDMA
Consider first what effect multipath propagation will cause to a conventional
DS CDMA. One bit duration signal of the k-th user for the bit bk(0) can




sk(i)c0(t − i∆). (4.1)










sk(i)c0(t − i∆), (4.2)
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sk(i)c0(t − i∆ − jN∆). (4.3)
At this state of analysis we will neglect multipath amplitudes and phases,
returning to more general case in Section 4.4. Then the received observation




S(t − rmr). (4.4)
Suppose that we want to demodulate the k-th user information bit bk(0)
that was transmitted during the first multipath component r = 1. Then


























sl(i − mr)c0(t − i∆)
]
. (4.5)
Calculating the correlation of (4.5) and the k-th user signature we obtain











bl(−1)Ra,kl(mr − N) + bl(0)Ra,kl(mr)
]
. (4.6)
Second and third term in (4.6) represent MAI, which now includes inter-
ference from multipath propagation; it is seen that now not only cross-
correlation functions contribute to MAI, but also auto-correlation functions.
Equation (4.6) also demonstrates that MAI is affected by CCFs of shifts
up to max{mr} = L. In the next section we introduce an approach which








s  ( 1)
k
s N −  (1)
k
s  







b  ( 1)
k
b M −  ( 1)
k













b  ( 1)
k





s  ( 1)
k
s N −  
0 (0)
k





−  0 (1)
k
s  0 ( 1)
k

















a. Conventional DS CDMA 






s  0 ( 1)
k
s N −  0 (1)
k
s  







b  ( 1)
k
b M −  ( 1)
k



















Figure 4.2: Illustration of the interleaving in SI DS CDMA
4.3 Signature-Interleaved DS CDMA
The main distinctive feature of Signature-Interleaved DS CDMA is that
every user utilizes not just one signature, as it is the case for the conventional
DS CDMA, but M different signatures. Let us denote these M signatures of
length N as suk(t), u = 0, 1, . . . , M −1 being number of the signature among
all of them assigned to the k-th user, 1 ≤ k ≤ K. Assume that all signatures
are binary and are normalized to unity energy.
Supposing that a data bit as earlier covers N signature chips, let the
data bit bk(0) = {±1} of the k-th user modulate s0k, the next one bk(1)
modulate s1k, and so on up to the bit bk(M − 1) modulating s
M−1
k ; bit
bk(M) modulating again s0k, etc (Figure 4.2.b, chips of different signatures
are shown by shade density).
This way the data-manipulated chip stream is split to blocks of M bits,
each block spanning MN chips. Let us write every such block row-wise
as entries of the M × N matrix. The u-th row of this matrix is just bit-
manipulated one period segment of the signature suk(t). Let us now read
out the entries of the matrix column-wise. After this procedure, chips of
the signature suk(t) will be separated from each other by the space M∆ and
accompanied by chips of the signature su+1k (t) (Figure 4.2.c), where s
u
k(i),
i = 0, 1, . . . , N − 1 is the i-th code symbol of suk .








suk(i)c0(t − iM∆ − u∆). (4.7)
Being modulated by the bit stream bk(jM + u), j = . . . ,−1, 0, 1, . . .,





bk(jM + u)cuk(t − jMN∆). (4.8)
Consider now a conventional receiver of the k-th user correlating the
observed waveform with the reference (4.7) in order to retrieve bit bk(u),
u = 0, 1, . . . ,M − 1. Then data-modulated and interleaved signature dvl (t)
of the l-th user time-shifted by integer number mkl = ml − mk chips with


















l (t − jMN∆ − mkl∆)dt
∣∣∣∣∣∣ , (4.9)
where (4.8) is used to substitute for dvl (t). Since one-period segment (4.7)
zeroes beyond the interval [0,MN∆], only two summands in (4.9) may be
nonzero, corresponding to j meeting the inequality |jMN + mkl| < MN .
Recall that we consider scenarios where all mutual delays are limited by the
constant L, |mkl| < L, and length of the block M is chosen so that M > L.
Then only terms with j = 0 and j = 1 (mkl < 0) or j = −1 (mkl > 0)












l [t ± θ∆]dt
∣∣∣∣∣∣ (4.10)
where θ = MN − |mkl|, sign before θ is the same as the sign of mkl, and
signs “+” or “−” between integrals correspond to the cases of two identical
or different consecutive l-th user’s bits bl(v), bl(v ± 1) inside the window
[0,MN ]. Our goal now is to show that the sum of the integrals under the
admitted limitations on mkl is determined by even and odd CCFs of the
initial signatures at the shifts of no more than one symbol. Substituting
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c0(t − iM∆ − u∆)c0(t − jM∆ − v∆ − mkl∆)dt,
(4.11)










c0(t)c0 [t − (j + i)M∆ − (v + mkl − u)∆]dt. (4.12)
Due to non-overlapping of chips shifted to each other by integer number
of durations ∆, the addends of the sum (4.12) are nonzero if and only if
(i− j)M = v−u+mkl. Since the range of v−u+mkl is [−2M +2, 2M −2],
there are only three opportunities of observing this equality: v − u + mkl =

















l (i + 1). (4.13)
From the borders 0 ≤ v, |mkl| ≤ M −1 nonintersecting areas of (mkl, u)-
plane follow where first integral of (4.10) equals each of the sums in (4.13),
respectively: u − M + 1 ≤ mkl ≤ u, 0 ≤ u ≤ M − 1; u + 1 ≤ mkl ≤ M − 1,
0 ≤ u ≤ M − 2 and −M + 1 ≤ mkl ≤ u − M , 1 ≤ u ≤ M − 1. As is seen
now the first sum is just (even) periodic CCF of the basic signatures suk(t)
(u-th signature of the k-th user) and su−mkll (t) (signature number u − mkl
of the l-th user) at zero shift. Similarly, two other sums are aperiodic CCFs
of suk(t) either with s
u−mkl+M
l (t) shifted by one symbol to the right or with
su−mkl−Ml (t) shifted by one symbol to the left.










c0(t)c0 [t − (j − i)M∆ − (v ∓ θ − u)∆]dt (4.14)
where sign before θ should be taken opposite to that of mkl. For mkl > 0,
since v − θ− u is an integer belonging to [−MN −M + 2,−MN + 2M − 2],
there are only two sorts of potentially nonzero terms in (4.14) corresponding
to v−θ−u = −MN ⇒ j = i+N and v−θ−u = −M(N−1) ⇒ j = i+N−1.
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First of them comprises the case v = u−mkl and, having j falling outside the
allowed range, adds up to zero. For the second v = u−mkl + M and (4.13)
turns into suk(0)s
u−mkl+M
l (N − 1). With the same reasoning we calculate
the sum for the case mkl < 0 equaling suk(N − 1)s
u−mkl−M
l (0).
Thus, combining the last results with (4.13) we arrive at the following



















l (N − 1)
∣∣∣∣∣ ,











−M + 1 6 mkl 6 u − M, 1 6 u 6 M − 1.
(4.15)
Let us denote an aperiodic CCF between signatures sik and s
j













l (n − m), m < 0.
(4.16)




u − M + 1 6 mkl 6 u, 0 6 u 6 M − 1,∣∣∣R(k,u),(l,u−mkl+M)(1) ± suk(0)su−mkl+Ml (N − 1)∣∣∣ ,
u + 1 6 mkl 6 M − 1, 0 6 u 6 M − 2,∣∣∣R(k,u),(l,u−mkl−M)(−1) ± suk(N − 1)su−mkl−Ml (0)∣∣∣ ,
−M + 1 6 mkl 6 u − M, 1 6 u 6 M − 1.
(4.17)
Equation (4.17) demonstrates that all possible magnitudes of MAI are
just even or odd CCFs of basic signatures suk(t) at the shifts of 0, 1, or −1
symbols. It is worthy to note that no autocorrelations contribute to the
MAI despite possible presence of multipath signal replicas. This is due to
the fact that multiple interleaved signatures are implemented per one user,
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and at the MF output not correlation of a signature with its delayed replica
is calculated, but correlation of two different signatures.
But the main implication of (4.17) is that, since the second addend of
two last rows equals ±1, any involved odd CCF differs from the associated
even CCF by no more than two. This in turn means that if all signatures
of all users are taken properly from the ensemble with “good” even CCFs,
data modulation will distort the latter ones minimally.
4.4 MAI Power for Conventional DS CDMA
Let us now proceed to a more general model of multipath propagation and
include multipath rays’ amplitudes and phases into consideration. Multi-
path ray amplitudes Ar are assumed as random variables with mean square
amplitudes A2r = α
2
r , and phases φr are random variables with uniform
distribution over [0, 2π]. We will also assume that the fading pattern re-
mains stable during the bit interval T = N∆, that is, Ar and φr are treated
as constants during the bit interval and change independently from bit to
bit [16,93]. Taking all this into account, the complex envelope of the received




Ars(b; t − ∆mr) exp(jφr) + n(t). (4.18)
Let us now consider output of the matched filter for conventional DS
CDMA in the described multipath channel, which for the k-th user data bit
bk(0) may be written as












bl(−1)Ra,kl(mr − N) + bl(0)Ra,kl(mr)
]
+ nk. (4.19)
Second and third term in (4.19) represent MAI. Let us find an expecta-



















4.5 MAI Power for SI DS CDMA









sik(j)c0(t − i∆ − jM∆), (4.21)
and for a multipath ray with non-zero delay, part of the previous M -block
will fall within the observation window 0 ≤ t ≤ MN∆ of the current one.








k(N − 1)c0(t − (i − M + m)∆), (4.22)
where bprevk (i) is the k-th user i-th information bit of the previous M -block.
Its mismatch with the k-th user’s i-th information bit of the current M -
block bk(i) will cause appearance of odd correlation at the l-th correlator
output, 1 ≤ l ≤ K. However, if the maximal multipath delay L is no
greater than M , part of the previous M -block (4.22), consisting of m chips,
can influence only the first chip of a user signature in the M -block, since
elements of a user signature are now distanced by M ≥ max(m) = L chips.
Therefore a “fracture” of an odd correlation can occur after the first chip
only independently of the multipath delay, as compared to conventional DS
CDMA, where “fracture” can occur at any position of the signature up to
L chips.
Consider as an example receive processing of the k-th user bit bk(0),
which is shown in Figure 4.3. In order to demodulate it, chips of the k-th
user signature s0k should be picked out from the observation. The selected
samples will also contain chips of a foreign l-th user signature from a delayed
multipath signal, specifically, sM−ml for the multipath delay m shifted by
one chip to the right: [sM−ml (N − 1), s
M−m
l (0), . . . , s
M−m
l (N − 2)] (other
users’ signatures from the original and delayed signals are excluded from the
consideration to simplify the analysis). Last N − 1 chips of this signature
will be modulated by the information bit bl(M − m), whereas the first chip
sM−ml (N−1) will be modulated by the bit of the previous block b
prev
l (M−m),
whose different polarity will cause appearance of odd cross-correlation with
a “fracture” after the first chip. The aforesaid remains true for any pair of
user signatures 1 ≤ k, l ≤ K.
It is also worth noticing that if we consider signature of the same user
l = k from a delayed multipath signal, at the output of the user correlator
there will occur cross-correlation between the signatures s0k and s
M−m
k for
delays m < M , rather than auto-correlation of a user signature sk, as it
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Figure 4.3: Receive processing of the bit bk(0) of the k-th user
To support abovementioned formally, consider an output of the conven-
tional receiver of the k-th user correlating the observed waveform with the
signature sik in order to retrieve bit bk(i), i = 0, 1, . . . , M − 1:





















and i′ = (i − mr) mod M , 1 ≤ k, l ≤ K, 0 ≤ i, j ≤ M − 1. Then averaging
MAI power in amplitudes, data bits and phases as it was done in the previous
Section results in


















R2(k,i),(l,i′)(0), i ≥ mr,
1/N2 + R2(k,i),(l,i′)(1), i < mr.
(4.26)
This result demonstrates that the average MAI power depends now on
correlations of non-shifted R(k,i),(l,i′)(0) or just one-chip-shifted signatures
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R(k,i),(l,i′)(1) only, independently of the maximal multipath delay value L.
Potentially, these correlations are significantly easier to control and thereby
may result in lower value of the average MAI power. Compare this to the
average MAI power for conventional DS CDMA (4.20), where it is affected
by CCFs of shifts up to L.
At the same time (4.26) elucidates the necessity of using multiple sig-
natures per user. Indeed, in case of implementation only one signature per
user, as it is the case in chip-interleaved DS CDMA, for k = l correlations
R2(k,i),(k,i′)(0) in (4.26) turn into auto-correlations R
2
k,k(0) = 1 of significantly
greater value, increasing thus the average MAI power drastically. It is a con-
siderable advantage of SI DS CDMA that no auto-correlations of zero shift








As was shown in the previous Chapter, SI DS CDMA allows to mitigate
harmful effects of multipath propagation, since it greatly reduces depen-
dance of MAI on badly controllable odd correlations. However, this benefit
is obtained at the expense of signature ensemble size increase, which rises
the question of ensembles construction methods. In the Chapter various sig-
nature ensembles are synthesized based on different demands to correlation
properties, and performances of systems using such ensembles are compared
in terms of bit error rate.
Section 5.1 concentrates on the ensemble selection criteria, provides sev-
eral bounds on the maximal number of signatures depending on the maximal
CCF value and describes the construction procedure of SI DS CDMA sig-
nature ensembles. Section 5.2 provides a comparison of MAI power for DS
CDMA and SI DS CDMA as well as comparison of higher MAI moments.
Finally, in Section 5.3 ensembles are compared in terms of bit error rate.
5.1 Signature Ensembles for SI DS CDMA
In Section 4.5 the average MAI power for a single-user receiver for SI DS
CDMA was found, which is reproduced here for convenience:



















R2(k,i),(l,i′)(0), i > mr,
1/N2 + R2(k,i),(l,i′)(1), i < mr,
(5.2)
and i′ = (i − mr) mod M , 1 ≤ k, l ≤ K, 0 ≤ i, j ≤ M − 1.
As was shown in Section 3.4.3 and is widely known from literature [98–
100], performance of a single-user receiver depends greatly on MAI level, so
the main effort in this chapter will be aimed to construct a set of signatures
which minimizes (5.1).






where ρmax = max{|R(k,i),(l,j)(m)|} is a maximal absolute value of correla-
tions for ∀m ∈ {0, 1}, 1 6 k, l 6 K, 0 6 i, j 6 M − 1 except (m = 0) ∪ (k =
l) ∪ (i = j). Since in SI DS CDMA every of K users utilizes M signatures,
two shifts of which should have small values, K in (5.3) should be replaced
with 2KM , and after solving for 2KM (5.3) becomes





Based on possible values of ρmax we will consider three cases.
5.1.1 Zero Correlation Zone Signatures
MAI power (5.1) is minimized when maximal correlation is zero, ρmax = 0,
meaning that the maximal number of signatures after substituting ρmax = 0
in (5.4) becomes
2KM 6 N. (5.5)
Suitable candidates in this case are zero-correlation zone signatures (ZCZ) [23,
120], especially their binary version [46]. A ZCZ set of P signatures of length
N provides zero cross-correlation for any pair of signatures within a zone of
Z chips:
Rp,kl(m) = 0, 1 6 k, l 6 P, k ̸= l, 0 6 m 6 Z, (5.6)
and is denoted as ZCZ(P,Z, N).
Consider now the procedure of constructing a signature ensemble for
SI DS CDMA from an arbitrary ZCZ ensemble, which is called the “raw”












signatures. They can be distributed between K
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users arbitrary, assigning every of them M signatures from the created set.







More specifically, denote as ((s, i)) the i-th cyclic shift to the right of
the signature s, and suppose that the raw ZCZ set consists of P signatures





its even cyclic shifts,
and these cyclic shifts will serve as signatures for SI DS CDMA ensemble






s1 = ((u1, 0)) = u1,
s2 = ((u1, 2)),
...








Signatures uj , 2 ≤ j ≤ P are modified analogously. Proof that this set pro-
vides zero correlations for shifts zero and one is of no difficulty and directly
follows from the ZCZ ensemble definition (5.6).
Note that so far only ZCZ sets with quite limited number of parameters
P , Z and N are known [46], which might limit their usage in conventional
DS CDMA. Indeed, ZCZ sets are effective only if maximal multipath delay is
no greater than the size of zero correlation zone L 6 Z, which means strong
dependance on the multipath propagation channel profile. More than that,
even if this condition is satisfied, only even cross-correlations are equal to
zeros, while odd ones are still uncontrollable and can take quite significant
values for big delays L.
Neither of these issues poses a problem for SI DS CDMA. Following the
construction procedure presented above, any set ZCZ(P, Z, N) can be easily





, 2, N) with the necessary zero correlation
zone of size two, which is directly suitable for SI DS CDMA.
As for the limitation of the odd correlations for such a ZCZ set, let us
recall from (2.23) that any periodic correlation can always be represented as
a sum of two aperiodic ones, Rp(k,i),(l,j)(1) = R(k,i),(l,j)(1)+R(k,i),(l,j)(1−N).
Since for the binary alphabet of normalized signature ensemble R(k,i),(l,j)(1−
N) = sik(0)s
j
l (N − 1) = ±1/N , it is seen that squared aperiodic correlations






Another possible way to obtain signature ensemble satisfying (5.6) is
usage of even cyclic shifts of a signature with perfect periodic auto-corre-
lation function R(m) = 0, 1 6 m 6 N − 1. Such a signature can be
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denoted as ZCZ(1, N − 1, N), and, using the described construction proce-
dure, will provide the set ZCZ(⌊N/2⌋, 2, N), which for the even lengths N
transforms (5.5) into equality. This will create a SI DS CDMA signature set





Unfortunately, as was mentioned in Section 2.7, no binary signatures exist
with perfect PACF except for the trivial case with length N = 4.
If demands to the signature alphabet can be relaxed to the ternary case,
it is possible to use as a signature ensemble even cyclic shifts of a ternary
sequence [62,63] with perfect PACF, which exist for a big variety of lengths
(see Section 2.7). For the case of polyphase signature alphabet even more
signatures with perfect PACF exist (Frank, Chu signatures [45,62]).
5.1.2 Low Correlation Zone Signatures
Next possible scenario covers the case when the maximal correlation is
ρmax = 1/N , which changes (5.4) into
2KM 6 N + 1. (5.9)
In this case a possible way of constructing signatures for SI DS CDMA is
using even cyclic shifts of a minimax binary sequence whose PACF |R(m)| =
1 (ρmax = 1/N), 1 6 m 6 N − 1. The set of signatures thus obtained is
called low correlation zone (LCZ) one [71]. We will denote a LCZ ensemble
as LCZ(P, Z, N):
|Rkl(m)| = 1, 1 6 k, l 6 P, k ̸= l, 0 6 m 6 Z. (5.10)
There exist many minimax binary signatures (see Section 2.7). On the
grounds analogous to the previous Section, for such signatures squared ape-





Consider as an example a system with K = 6 users, and suppose that
maximal multipath delay is L = 10 and the spreading factor is N = 127.
In this case the signature set for SI DS CDMA can be constructed from an
m-sequence of length 127 which has a minimax PACF. Since ⌊N/2⌋ = 63 >
KM = 60, it is possible to use 60 even cyclic shifts of the m-sequence to
create the necessary ensemble LCZ(60, 2, 127). For conventional DS CDMA,
on the other hand, the necessary signature set can be formed as K cyclic
shifts of the same m-sequence.
Figure 5.1 demonstrates dependence of odd CCF peak (multiplied by
N for convenience) on spread L for the both created ensembles. It is seen
that for SI DS CDMA (dotted line) maximal value of odd CCF is fixed and
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Figure 5.1: Dependence of odd CCF peak on spread L. Ensemble of cycli-
cally shifted m-sequences, N = 127, K = 6.
is independent of the maximal delay L, as was theoretically predicted. On
the contrary, for the “raw” ensemble of conventional DS CDMA (solid line)
maximal value of odd CCF rapidly increases with L, becoming more than
four times bigger than that of SI DS CDMA for the spread L = 10.
5.1.3 Signatures with Bigger Maximal Correlation
Finally, consider the case when ρmax > 2/N . Let length N , number of
users K and spread L be given; let us choose the number of signatures
per user M = L. Take a minimax ensemble of size P and length N meeting
the requirement KM ≤ PN/2 (Gold, Kasami, Kamaletdinov [67] etc). Take
cyclic shifts of any of P minimax sequences shifted to each other by 2 symbols
or more. Then we have a total of ⌊PN/2⌋ sequences at the most and all of
them are relevant as basic signatures. Their distribution between K users
may be done in an arbitrary fashion.
To illustrate the procedure let us take a scenario of the CDMA system
with K = 30 users operating on the channel with L = 60 and lets again
choose M = L = 60. Let the spreading factor, dictated by necessary rate
and available bandwidth be N = 127. Then a good option of the raw
ensemble is the Gold set with parameters N = 127, P = N + 2 = 129,
producing ⌊PN/2⌋ = 8191 candidate signatures, which is much greater than
the required number KM = 1800, therefore we may easily assign to every of
30 users M = 60 basic signatures. According to (2.67), periodic correlations
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Figure 5.2: Dependence of odd CCF peak on spread L. Gold ensemble,
N = 127, K = 30.
of the Gold set in question do not surpass Nρmax =
√
2(N + 1) + 1 = 17,
so that MAI level created by any side signature is never greater than 19
(Figure 5.2). On the contrary, for the raw Gold set the odd CCF peak
increases with the spread achieving finally the level 43, i.e. 2.26 times higher.
In the majority of scenarios the number of candidate signatures is signif-
icantly bigger than the necessary number of signatures, ⌊PN/2⌋ ≫ 2KM .
Distribution of the candidate signatures between K users may be done in
an arbitrary fashion, but naturally, we are interested in a distribution which
minimizes MAI power (5.1). A promising way to obtain such a distribution
is a random search, described in Section 5.3.1.
5.2 MAI Power Comparison of DS CDMA and SI
DS CDMA
Let us now concentrate on comparison of MAI power for DS CDMA and SI
DS CDMA. We will assume that delay spread is no greater than one half of
the spreading factor, L 6 N/2, or, in other words, cyclic shifts of the same
“raw” signature can be used, so that
suk(i) = gk(i + 2u), (5.11)
where gk(i) is a “raw” signature (taken from Gold set, Kasami set or any
other as described in the previous section).
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As before, we will assume that 0 6 mkl 6 L − 1, so that the third row
in (4.15) is not active. For the first row of (4.15) we have 0 6 mkl 6 u,














































R2kl(m) being even squared cross-correlation of gk(i) and gl(i).
Since (5.14) contains mainlobes for all bits of all users (KM in total),
it is logical to subtract this contribution, obtaining the negative effect of
foreign users only:









R2kl(2mkl) − KM. (5.15)
Independence of R2kl(2mkl) of u allows to simplify computations, since



















R2kl(2mkl) − KM. (5.16)
Consider now contribution of the second row of (4.15), for which u+1 6















l (i − 1)
+ bsuk(0)s
u−mkl+M





where coefficient b takes on values ±1 equiprobably. Substituting again (5.11)













gk(i + 2u)gl(i − 1 + 2u − 2mkl + 2M)

















gk(i + 2u)gl(i − 1 + 2u − 2mkl + 2M)
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SI DS CDMA2nd moments
8th moments
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Total squared correlation is then a summation of (5.16) and (5.22):
TSC = TSC1 + TSC2, (5.23)









Repeating (5.16), (5.22) and (5.24) for a bigger integer than 2, higher
moments [83] can be obtained.
Consider now some illustrative comparisons of MAI power of DS CDMA
and SI DS CDMA. Figure 5.3 shows difference in 2, 4 and 8-th moments for
Gold ensemble of length N = 31 implementing K = 32 users; Figure 5.4 for
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Gold ensemble of length N = 127 implementing K = 63 users. It is seen
that all the moments are bigger for DS CDMA, and the difference increases
with the moment order.




















Figure 5.4: MAI moments for Gold ensemble, K = 63, N = 127





















Figure 5.5: MAI moments for Kasami ensemble, K = 8, N = 63
In this Thesis the Gaussian approximation was used in order to obtain
BER from the average power of MAI. However, MAI statistics are not Gaus-
sian, as will be demonstrated, for example, in the next section in Figure 5.6.
To obtain a more precise approximation, the usage of higher moments of
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MAI is necessary, and since for DS CDMA all these moments are bigger, it
is reasonable to expect that BER for DS CDMA will be bigger, too.
Figure 5.4 also demonstrates that for the 8-th moment difference in mo-
ment value also increases with the maximal delay L. This suggests that the
advantage of SI DS CDMA system will be also increasing with L.
Figure 5.5 for Kasami ensemble of length N = 63 implementing K = 8
users. All notes for the Gold ensemble moments apply; the difference for
the moments for DS CDMA and SI DS CDMA is even bigger.
5.3 BER Comparison of DS CDMA and SI DS
CDMA
Consider as an example conventional DS CDMA system with the spreading
factor N = 127 and K = 10 users. Suppose that the system is under 4-
rays Rayleigh multipath propagation with average ray energies α2r = A2k =
[0,−3,−4,−5] dB, random ray phases with uniform probability distribution
over [0, 2π] and delays mr = [0, 1, 3, 5] chips, which is a typical example of
an exponentially decaying multipath channel [16,42]. Since K(L + 1) < N ,
the signature ensemble can be constructed of K cyclic shifts of a binary
m-sequence of the same length as the spreading factor N = 127, offset from
each other by L + 1 chips. This choice guarantees low level of MAI in at
least one-half of occurrences, when consecutive data bits of an l-th foreign
user in a delayed multipath signal remain the same within the integration
interval of the k-th receiver, and thus odd CCFs do not appear at the k-th
correlator output.
As in Section 3.4.3, for the system performance comparison we will use
bit error probability estimated analytically by the Gaussian approximation.
The curve calculated from (3.42), (3.40) and (4.20) for conventional DS
CDMA employing the signature ensemble in question is shown in Figure 5.6
(solid line). The results of computer simulation for the same dependence
of the bit error probability on SNR are also presented (dotted line). All
results are averaged over users, ray phases and amplitudes assuming their
independence.
As an alternative, consider the system employing KM = KL even cyclic
shifts of the same m-sequence, which is possible since 2KM < N . Every
of K users is then assigned M different signatures of the obtained set. As
described in Section 5.1.2, the obtained signature ensemble is LCZ one, with
squared periodic correlations of zero and first shift R2(k,i),(l,j)(m) = 1/N
2,
m = {0, 1}, for any variable values except (m = 0) ∪ (k = l) ∪ (i = j).
As the second alternative consider a system where demand to the sig-
nature alphabet is relaxed to the ternary case, making it possible to use
as a signature ensemble even cyclic shifts of a sequence with perfect PACF.
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SI DS CDMA, ternary seq
Figure 5.6: Rayleigh channel, K = 10 users with spreading factor N = 127,
m-sequence and ternary sequence
Suitable for the situation in question, a ternary sequence of length N1 = 124
exists [63, 64]. Since inequality 2KM < N1 is satisfied, it is possible to as-
sign every user M different cyclic shifts of the ternary sequence. For such
an ensemble for m = {0, 1} and all combinations of k, l, i and j except
(m = 0) ∪ (k = l) ∪ (i = j) periodic correlations are zero, R2(k,i),(l,j)(m) = 0,
making the obtained ensemble ZCZ.
Results for the Gaussian approximations, averaged over users and cal-
culated from (3.42), (3.40) and (5.1) for the considered alternatives are also
presented in Figure 5.6, as well as the results of computer simulation as
dependencies of the bit error rate on SNR. As is seen, at low values of SNR
all considered systems provide almost the same performance, which is to be
expected, since in this region BER is mostly defined by the noise component
of an overall interference. At the same time, as SNR grows, the MAI contri-
bution increases in importance and therefore reduction of MAI in SI CDMA
leads to a considerable performance gain. The graphs convincingly demon-
strate that both considered alternatives provide markedly lower probability
of error than the conventional DS CDMA system; SI DS CDMA using cyclic
shifts of the ternary sequence having the best performance. Irreducible BER
(error floor) is lowered for the both alternatives. Divergence of the simula-
tion results from Gaussian approximation occurs due to the fact that MAI
for both cases have statistics, differing from the Gaussian ones.
Another system comparison is provided by Figure 5.7, where for conven-
tional system K = 10 signatures of Gold set of length N = 63 are imple-
mented, while for SI DS CDMA their cyclic shifts are used as signatures.
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SI DS CDMA, Gold
SI DS CDMA, Gold opt
SI DS CDMA, Orth Gold opt
No multipath
Figure 5.7: AWGN channel, K = 10 users with spreading factor N = 63,
Gold codes
The channel is AWGN, otherwise identical to the previous scenario.
Simulation results for conventional DS CDMA are presented by the line
with stars, and for SI DS CDMA by the line with squares. It is clearly seen
that SI DS CDMA provides significant gain and reduces the error floor. It
is possible, however, to achieve even bigger gain, as described in the next
Section.
5.3.1 Optimization of Signature Ensembles Using Random
Search
As was mentioned in Section 5.1.3, for a “raw” ensemble of P sequences
of length N distribution of their even cyclic shifts among the K users for
SI DS CDMA can be done in arbitrary fashion, since for the most ensem-
bles number of candidate sequences is much greater than the number of
necessary ensembles for SI DS CDMA: ⌊PN/2⌋ ≫ KM . However, a set of
sequences which minimizes the average MAI power (5.1) would be, naturally,
preferable.
Such a set can be found by a random search procedure, which can be
illustrated by the following example. A computer simulation was performed
in MATLAB environment over 106 iterations. At each iteration KM signa-
tures were randomly chosen from the even cyclic shifts of the original Gold
set and the average MAI power (5.1) was calculated. Finally, all the calcu-

















Value of correlation function
Figure 5.8: Distribution of the CCF values for original and optimized Gold
ensemble, K = 10, N = 63
A comparison of the obtained set (denoted as the optimized Gold en-
semble) with the original Gold ensemble is presented in Figure 5.8, where
distributions of the CCF values are shown for the both ensembles. Note
that according to (4.16) only the limitation of the maximal value of CCF is
guaranteed for SI DS CDMA, while for the error rate it is also important
how often this value is met. It is seen from the figure that the number of
CCFs with maximal value 15 is decreased in the optimized ensemble, while
CCFs with value −1 are met more often.
Bit error rate for the obtained optimized ensemble is also presented in
Figure 5.7 (line with circles). It is seen that the optimization procedure
provides significant advantage in terms of BER, resulting in 4 dB gain at
the BER level 10−3 and removing the error floor.
There exists an approach how BER can be minimized even further. It
is known that for the most multipath propagation profiles met in practice,
amplitude of the first multipath ray is the biggest [16, 93, 105]: α21 ≥ α2r ,
2 ≤ r ≤ R. Return again to the expression of the average MAI (5.1), this
fact means that the biggest contribution to the average MAI power belongs
to the first term, since its scaling coefficient is the biggest:
α21 > 0.5α
2
r , 2 ≤ r ≤ R. (5.25)
This term is defined by the correlations at zero shift R(k,i),(l,i)(0), so a sig-
nature ensemble for which these CCFs turn into zeros would be desirable
for SI DS CDMA.
Such an ensemble does exist; it is called an orthogonal Gold ensemble [96]
and can be easily constructed from a “usual” Gold ensemble. Denote the
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signatures of a binary nonnormalized Gold set of length N as sk, 1 ≤ k ≤
N +2. Then signatures of the orthogonal Gold set are constructed by adding
a unity in the beginning of the each Gold sequence:
s′k = [1 sk], 1 ≤ k ≤ N + 2. (5.26)
Recalling from Section 2.8.1 that for the N + 1 Gold signatures their CCF
at zero shift equals −1, Rkl(0) = −1, k ̸= l, it is easy to see that for the






T = 1 + Rkl(0) = 0, (5.27)










so that the influence of the first multipath ray is completely eliminated.
Bit error rate for the optimized orthogonal Gold ensemble is shown in
the Figure 5.7 (line with triangles). Its advantage over the conventional
Gold ensemble is clearly seen; there is 1 dB gain at the BER level 10−3 and
about 2 dB gain at the BER level 10−4. Note that despite the multipath
channel, performance of the SI DS CDMA with the optimized orthogonal
Gold ensemble is only 1 dB worse at BER 10−3 than the one in AWGN




RAKE Reception for SI DS
CDMA in a Multipath
Channel
Previous chapters were dedicated to a single-user receiver (matched filter)
for SI DS CDMA, and it was shown that it allows to mitigate negative conse-
quences of the multipath propagating to the system performance. However,
performance degradation due to multipath fading may be also overcome by
employing diversity. A popular way to do so is an implementation of a RAKE
receiver, which performs combining of the received multipath components.
However, in this case system performance may be limited by increased MAI,
which is combined as well.
In this Chapter we analyze efficiency of an equal gain combining (EGC)
RAKE receiver for SI DS CDMA in synchronous multipath Rayleigh chan-
nel in comparison with that of conventional DS CDMA. It is shown that
for a RAKE receiver SI DS CDMA system remains advantages over conven-
tional DS CDMA in terms of bit error rate. Theoretical computations are
confirmed by results of the conducted computer simulation, which demon-
strated superiority of SI DS CDMA in terms of BER. It is also demonstrated
that performance can be further improved by using specifically tailored user
signatures.
In Section 6.1 EGC RAKE is described with respect to conventional DS
CDMA system, and an expression of its output is obtained. Section 6.2
provides analogous calculations for SI DS CDMA. Finally, in Section 6.3
the performance comparison is presented, with regard to the SNR and the
number of users.
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6.1 EGC RAKE for Conventional DS CDMA
As before, consider Rayleigh channel with R paths, r-th one having ampli-
tude Ar, phase φr and delay τr, 1 ≤ r ≤ R. Assume delays of the paths to be
nonnegative multiples mr of the chip duration, τr = mr∆, with mr bounded
from above by the constant L: 0 ≤ m1 ≤ . . . ≤ mr ≤ . . . ≤ mR ≤ L, where
rays are sorted in non-decreasing order of their delays. We will also assume
that fading pattern remains stable during the bit interval, that is, Ar and
φr are treated as constants. Then complex envelope of the received group




Ars(b; t − ∆mr) exp(jφr) + n(t). (6.1)
We assume that at the receiving end an equal gain combining RAKE [6,7] is
implemented with perfect knowledge of the paths phases, which for the k-th





sk(t − ∆mr) exp(−jφr), (6.2)



































where bl(i − 1) and bl(i + 1) are, respectively, information bits of the l-th
user preceding and following bl(i), and Ra,kl(m), as before, is an aperiodic
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cross-correlation function between signatures sk and sl of shift m. Finally,
a decision on the bit bk(i) is formed as
b̂k(i) = sgn (Re [zk(i)]) . (6.4)
The first, second and third terms inside the square brackets in (6.3)
represent MAI, from foreign users’ signals of the same multipath ray p,
1 ≤ p ≤ R; from user signals of the multipath rays with delays no greater
than the current one mr ≤ mp, 1 ≤ r ≤ p − 1; and from user signals of
the multipath rays with delays no smaller than the current one, mr ≥ mp,
p + 1 ≤ r ≤ R, respectively. These equations indicate that MAI level
is governed by values of aperiodic CCFs of shifts up to max(mr) = L.
As was shown in the previous chapters, for usually implemented signature
ensembles (Gold, Kasami, cyclic shifts of m-sequence etc) values of those are
uncontrollable and occur almost at random [99], which may result in high
level of MAI and degrade system performance. It is possible, however, to
change system design so that only cross-correlations of zero and first shift
affect MAI level independently of the maximal delay value.
6.2 EGC RAKE for Signature Interleaved DS CDMA
Let us recall from Chapter 4 that the transmitted group signal for SI DS









sik(j)c0(t − i∆ − jM∆). (6.5)
On the ground analogous to the previous section, output of EGC RAKE





































i ≥ M − mp + mr,
(6.7)
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corresponds to the paths with delays no greater than that of the current
path mr ≤ mp, 1 ≤ r ≤ p − 1, where i′′ = (i + mp − mr) mod M , and
ςkl(i, r) =





i < mr − mp,
(6.8)
corresponds to the paths with delays no smaller than that of the current
path mr ≥ mp, p + 1 ≤ r ≤ R, where i′ = (i − mr) mod M . R(k,i),(l,j)(m)




l (i) and b
−1
l (i)
are, respectively, the i-th information bits of the M -blocks following and
preceding the current one.
Equation (6.6) demonstrates that for SI DS CDMA MAI depends on
correlations of non-shifted or just one-chip-shifted signatures only, indepen-
dently of the maximal multipath delay. Values of these correlations can be
easily retained under control, making thus level of MAI much smaller than
that of conventional DS CDMA.
6.3 Performance Comparison
In order to support abovementioned statement, the performance simulation
was carried out for the system with spreading factor N = 127, K = 10 users
under 4-path Rayleigh multipath propagation with average path energies
A2r = [0,−6,−11.9,−17.9] dB, random path phases with uniform probabil-
ity distribution over [0, 2π] and path delays mr = [0, 3, 4, 7] chips, which
corresponds to the Office Channel B propagation model [13].
For conventional DS CDMA K = 10 Gold signatures of length N = 127
were used as user signature ensemble, which is a reasonable choice used in
practice. For SI DS CDMA user signatures were formed as L = 7 even
cyclic shifts of Gold signatures as described in Section 5.1, since the chosen
parameters (2KL > N) make usage of ZCZ or low correlation zone ensemble
impossible. Similar to Section 5.3.1, a random search was performed to find
among all possible cyclic shifts of the Gold ensemble the ones that minimize
MAI.
As an additional reference ensemble of orthogonal Gold signatures was
used as user signature ensemble for DS CDMA, and its even cyclic shifts as
user signature ensemble for SI DS CDMA. In both systems a 4-finger EGC
RAKE receiver was implemented [7].
Dependence of bit error rate on signal-to-noise ratio is shown in Fig-
ure 6.1. The results are averaged over users, information bits, ray ampli-
tudes and phases, assuming their independence. The graphs demonstrate
that RAKE receiver for SI DS CDMA system secures smaller probability of
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DS CDMA, Orth. Gold
SI DS CDMA, Gold
SI DS CDMA, Orth. Gold
Figure 6.1: 4-finger EGC RAKE, BER vs SNR. K = 10, N = 127.




















DS CDMA, Orth. Gold
SI DS CDMA, Orth. Gold
Figure 6.2: 4-finger EGC RAKE, BER vs the number of users. N = 127.
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error than that of DS CDMA, providing for the Gold ensemble more that 2
dB gain at the BER level 10−3 and lowering irreducible BER (error floor).
While for conventional DS CDMA switching to orthogonal Gold signa-
ture ensemble does not provide any benefit, for SI DS CDMA it increases
gain at the BER level 10−3 to 5 dB and lowers irreducible BER further.
This can be explained by the fact that for conventional DS CDMA MAI
level is defined mostly by aperiodic correlations of user signatures of big
shifts, which do not differ much for Gold and orthogonal Gold ensembles.
At the same time for SI DS CDMA significant role of defining MAI be-
longs to user signature correlations of zero shift, which for orthogonal Gold
ensemble are zero, Rkl(0) = 0, 1 ≤ k, l ≤ K, k ̸= l.
Dependence of BER on the number of users is shown in Figure 6.2. It is





In this Thesis the signature-interleaved DS CDMA was introduced and its
efficiency was analyzed in comparison with conventional DS CDMA. It was
demonstrated that for SI DS CDMA the average MAI power at the out-
put of a single user correlator and EGC RAKE receiver depends only on
correlations of either non-shifted at all or just one-chip-shifted signatures
independently of the multipath delay value. These correlations can be eas-
ily retained under predictably low bound, and as a result, SI DS CDMA
provides markedly better performance in terms of bit error rate.
In Chapter 3 an idea of chip interleaving as well as its modifications
was considered in application to mitigate harmful effect of asynchronism
between users. The chip-interleaving decorrelating detector has been pro-
posed and analyzed. It was demonstrated that the novel algorithm reduces
signature asynchronism to no more than one chip interval transforming the
decorrelation to a virtually synchronous one. Thereby the chip-interleaved
decorrelation secures optimal near-far resistance and provides a visible en-
ergy gain, which can be further increased by means of a proper adjustment
of signature ensemble as well as increasing interleaving block size.
Then the utilization of group orthogonal CDMA in asynchronous chan-
nels was analyzed with the implementation of interleaving and zero padding.
It was shown that this approach results in bit-synchronous user signals at the
receiving end. Theoretical calculations and computer simulations demon-
strated that performance of the system is equivalent to the one operating
in synchronous channels, meaning that deteriorative effect of asynchronous
delays between users is completely eliminated. More than that, at low SNR
values the asynchronous GO-CDMA system can provide 1 . . . 2 dB advan-
tage against transmission in synchronous channels in terms of bit error rate.
Thus range of oversaturated systems application, by design limited to syn-
chronous channels only, is expanded to asynchronous channels as well.
Finally, implementation of a cyclic prefix in an asynchronous DS CDMA
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system has been described and analyzed. Theoretical estimates and com-
puter simulations indicated that removal of odd correlations in DS CDMA
thanks to the insertion of a cyclic prefix may in certain scenarios appear
beneficial with regard to system performance without compromising system
spectral efficiency.
In Chapter 4 the main focus was shifted to the asynchronism caused
by multipath propagation. Under these conditions the chip interleaving
proves to be inefficient due to appearance of autocorrelations of zero shift,
which increases interference level substantially. Instead, it was suggested to
combine chip interleaving with utilization of more than one signature per
user, the novel idea called signature interleaving. It was shown in details
that this approach transforms any asynchronysm to the delay of one chip
only.
In Chapter 5 the emphasis was given to signature ensembles for SI DS
CDMA. Various signature ensembles were synthesized based on different
demands to correlation properties. Expressions for the average MAI power
for a single-user receiver were also obtained for conventional DS CDMA and
for SI DS CDMA.
Performance of a single-user correlator in SI DS CDMA system utilizing
different signature sets was also investigated in this Chapter. A random
search was implemented in order to improve correlation properties of signa-
ture ensembles. While optimizing ensemble obtained from Kasami set did
not lead to any valuable result, optimization of the ensemble obtained form
Gold set provided significant gain in BER performance as compared to con-
ventional DS CDMA. Additional gain can be obtained if orthogonal Gold
set is implemented.
Finally, in Chapter 6 usage of equal gain combining RAKE receiver for
signature-interleaved DS CDMA in Rayleigh multipath channel was an-
alyzed and its performance was compared with that of conventional DS
CDMA system. It was demonstrated that for SI DS CDMA MAI level at
the output of the RAKE receiver depends on user signature correlations of
zero and one shift only, independently of the multipath delay. Theoretical
computations were confirmed by results of the conducted computer simu-
lation, which demonstrated superiority of SI DS CDMA in terms of BER.
It is also demonstrated that performance can be further improved by using
specifically tailored user signatures.
Despite the fact that the Thesis was supposed to serve as a comprehen-
sive study on chip and signature interleaving, the subject for further research
can be briefly underlined. First, implementation of chip interleaving with
zero padding for oversaturated GO-CDMA in multipath fading requires fur-
ther research. Although it was shown that in asynchronous AWGN channel
usage of such chip-interleaving for GO-CDMA can be very beneficial, the
case when asynchronism is created due to multipath propagation was left
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out of the picture. Then, the procedure of signature ensemble creation for
SI DS CDMA can be investigated further. In this Thesis it was suggested
to use random search to find an appropriate ensemble, whereas the regular
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