In this paper, we propose a modeling approach that captures the dependence of the power dissipation of a (combinational or sequential) 
Introduction
With the advent of portable and high-density micro-electronic devices, the power dissipation of very large scale integrated (VLSI) circuits has become a critical concern. Modern microprocessors are hot, and their power consumption can exceed 30 or 50 Watts. Due to limited battery life, reliability issues, and packaging/cooling costs, power consumption has become a more critical design concern than speed and area in some applications. Hence to avoid problems associated with excessive power consumption, there is a need for CAD tools to help in estimating the power consumption of VLSI designs.
A number of CAD techniques have been proposed for gate-level power estimation (see [1] for a survey). However, by the time the design has been specified down to the gate level, it may be too late or too expensive to go back and fix high power problems. Hence in order to avoid costly redesign steps, power estimation tools are required that can estimate the power consumption at a high level of abstraction, such as when the circuit is represented only by the Boolean equations. This will provide the designer with more flexibility to explore design trade-offs early in the design process, reducing the design cost and time.
In response to this need, a number of high-level power estimation techniques have been recently proposed (see [2] for a survey). Two styles of techniques have been proposed, which we refer to as top-down and bottom-up. In the top-down techniques [3, 4] , a combinational circuit is specified only as a Boolean function, with no information on the circuit structure, number of gates/nodes, etc. Top-down methods are useful when one is designing a logic block that was not previously designed, so that its internal details are unknown.
In contrast, bottom-up methods [5] [6] [7] [8] [9] [10] [11] are useful when one is reusing a previously-designed logic block, so that all the internal structural details of the circuit are known. In this case, one develops a power macromodel for this block which can be used during high-level power estimation (of the overall system in which this block is used), in order to estimate the power dissipation of this block without performing a more expensive gate-level power estimation on it.
The method in [5] uses the power factor approximation technique, which treats all the circuit input bits as digital "white noise" and due to this assumption can give errors of up to 80% in comparison to gate-level tools. Although [6] gives more accurate result, its main disadvantage is that it treats different modules differently, requiring specialized analytical expressions for the power to be provided by the user. Thus, depending upon the functionality of the module, a different type of macromodel (analytical equation) may have to be used.
The method in [7] characterizes the power dissipation of circuits based on input transitions rather than input statistics. Since the number of possible input transitions for an n-input combinational circuit is 2 2n , they present a clustering algorithm to compress the input transitions into clusters of input transitions that have the same power values (approximately). They use †This research was supported in part by the National Science Foundation (NSF MIP 97-10235) and heuristics to implement the clustering algorithm, but it is not clear how efficient the method would be on large circuits.
In [8] , the authors present a technique to estimate switching activity and power consumption at the RTL for data path and control circuits, in the presence of glitching activity. To construct a power macromodel, they use both analytical equations and look-up tables. The method is quite good and uses 9 or more variables in the power macromodel. Our independent work has shown that it is possible to construct a look-up table power macromodel with much fewer variables (4 can be enough).
In [9] , the authors presented a macromodel for estimating the cycle-by-cycle power at the RTL. The proposed methodology consists of three steps: module equation form generation and variable selection, variable reduction, and population stratifications. The generated macromodel has 15 variables. They show good accuracy in estimating average and cycle-by-cycle power. The macromodels are dependent on a training vector set, so that the accuracy is compromised if the training set is not similar to the vector set to be applied.
All the approaches discussed above are limited to only combinational circuits. In this paper, we propose a power macromodeling approach for both combinational and sequential circuits that (1) takes into account the effect of the circuit input switching activity and does not treat the circuit inputs as white noise, (2) takes into account input correlation, both spatial and temporal and (3) is based on a single fixed macromodel template which does not depend on the type of circuit being analyzed. Our model is equation-based. Specifically, we construct a quadratic or cubic equation in the following four variables: average input signal probability (P in ), average input switching activity (D in ), average input spatial correlation coefficient (SC in ), and average output zero delay switching activity (D out ). For a logic node, the switching activity, also called the transition density [12] , is defined as the average number of logic transitions per unit time. The zero delay switching activity refers to the case when the circuit gates are considered to have zero delay, so that only truly required logic transitions (and no hazards or glitches) are observed. From a high-level view, it is reasonable to assume that fast functional simulation will be applied to measure signal switching statistics, so that only the zero delay output activity (and not the real delay output activity) will be computed. The main advantage of our approach is that all types of circuits are treated in the same way, i.e., we do not use different model equation types for different modules. As a result, the method is very easy to use, and requires no user intervention. Indeed, we will present an automatic characterization procedure by which the macromodel can be built for a given circuit. This paper is organized as follows. In section 2, we will give some background regarding our original 4-dimensional (4D) table-based macromodel. In section 3, we will explain why the model holds just as well for sequential circuits. In section 4, we discuss the new analytical-equationbased formulation of the 4D model and describe the characterization procedure. In section 5, we give empirical results that show the effectiveness of this model, and we summarize and conclude in section 6.
The 4D tabular macromodel
We have previously presented a 4-dimensional (4D) table-based macromodel in [10, 11, 13] for combinational circuits. In this paper, we will show that the method extends to sequential circuits; we will also show that the table can be accurately represented by a simple analytical equation, and we will describe the required automatic characterization flow. The 4D macromodel considers the average power of a circuit to be a function of four variables:
These four variables were defined above, but SC in deserves a few more words. SC in is equal to the average of all the pair-wise spatial correlations SC ij between signals x i and x j , where:
i.e., it is the probability of both inputs being high simultaneously. Even though the joint probability is not what is usually referred to as "correlation coefficient" between two random variables, in this case of Boolean variables the joint probability of two bits is enough to capture their complete joint distribution and, therefore, suffices as a measure of their correlation. These four variables are not independent. Indeed, it was observed in [11, 13] that P in , D in and SC in should satisfy the following constraints:
where n is the number of primary inputs. The combined scatter plot of all ISCAS-85 circuits [14] showing the accuracy of the 4D tabular approach while estimating the total power in presence of correlated input vectors is shown in Fig. 1 . The plot reports normalized power values, so that the results for all the circuits can be examined on the same plot. The results are summarized in Table 1 . The average error in all cases is less than 10%, which shows the accuracy of this 4D tabular approach. 
Extension to sequential circuits
All previous work in this area was restricted to combinational circuits. In this section we will show that our macromodel extends with ease to sequential circuits. Upon first consideration, it would seem that primary inputs information is not sufficient to model the power of sequential circuits, and that some information on the state bits would have to be required. However, when the objective is to estimate the average power, the fact that the state over a long time period becomes independent of the initial state leads to significant simplification of the problem. Indeed, it was shown in [15] , that if the sequence of inputs to a sequential machine is of order k, then a lagk Markov chain correctly models the input sequence as well as the k-step conditional probabilities of the primary primary inputs and internal states.
As a result, if the input signal temporal correlations die down with time, which is a reasonable assumption in practice, then under steady state the state bits distribution is completely determined by the primary inputs distribution, and the statistics of the primary inputs should be sufficient to model the power of a sequential circuits. Indeed, we have experimentally found out that the same 4D macromodel also works for sequential circuits, as will be shown in the experimental results section below.
Equation-based macromodel
The table-based macromodel requires a lot of memory for storing the table and also requires a lot of time to build the whole table. We have developed an alternate approach by which we can fit a general non-linear equation to the function f(·) in (1) without user intervention and with much less time than it takes to fill the table. This general equation is fixed and is used as the starting point for all circuits -no user intervention is required in the choice of equation. We will refer to this equation as the template. This works because, even though the function f(·) is non-linear, it turns out that in practice it is "not too non-linear" to defy fitting, and a general polynomial template turns out to be sufficient.
For efficiency reasons, one would like to use the lowest order polynomial template that works. One option is the linear function:
where the coefficients c i are unknown and are to be determined during the characterization using regression analysis. To estimate the regression variables c i , we generated 1000 blocks of correlated vector streams for different values of P in , D in , and SC in , covering a wide range of input statistics. For each block of vectors, Monte Carlo simulation [16] was used to estimate the average power and to compute the value of D out . Using this set of data and the standard linear least squares method [17] , the regression variables c i were estimated.
To test the accuracy of the fit, we again generated 1000 blocks of correlated input vectors for different values of P in , D in , and SC in . Using Monte Carlo simulation [16] , the average power (P avg ) and D out were estimated. For the given P in , D in , SC in , and D out values, the average powerP avg was then found using (5) and the relative error between P avg andP avg was computed and is shown in Table 2 . It is evident from the table that a linear function is not good enough for estimating the average power for most of the circuits. To improve the accuracy, another option is the quadratic function:
Using the same approach as above, the regression variables were estimated and the accuracy of the results was tested and is shown in Table 3 . It is evident from the table that the quadratic function is better for estimating the average power for most of the circuits except c499 and c1355 for which the average error was very high, above 15%.
We also investigated the general cubic form. Due to space limitations, we are not showing the cubic equation here as it consists of 35 coefficients. Table 4 shows the average error and maximum error for the case of a cubic. It is clear that the improvement in the error is not much for most of the circuits, except for c499 and c1355 for which the quadratic function did not do well. This observation was found to hold in general, that for many circuits the quadratic model is enough, but the cubic model can still be superior in some cases. As a result, we use a hybrid approach by which we start with the quadratic model by default and increase the order of the model to a cubic only if the measured error during characterization is too big. It was observed that the cubic function was the highest order function required by all the ISCAS-85 circuits. Similar experiments were performed on sequential circuits, except that the power was estimated using [18] . It was observed that the quadratic function is sufficient for all the sequential circuits that we tested. 
Characterization
To derive the analytical expressions discussed above, we have developed an automatic characterization process using the recursive least squares (RLS) [19] algorithm. RLS is used in adaptive filtering for on-line estimation of filter parameters. The following summary of the general RLS algorithm is given for convenience.
RLS algorithm
Let y = f(x 1 , x 2 , . . . , x p ) be a real valued function of real variables. We will use bold font to denote vector or matrix quantities. Let the (column) vector x be the vector of the p variables, so that the transpose of x is the (row) vector 1 , x 2 , . . . , x p . We would like to find a vector c so thatŷ is a good approximation to y.
To this end, suppose we generate n randomly chosen samples x(1), x(2), . . . , x(n), from which we also compute the corresponding y(i), for i = 1, 2, . . ., n. Consider the error e(i) = y(i) −ŷ(i) and the cumulative error ζ(n) = n i=1 |e(i)| 2 . One way of finding an appropriate c is to find one that minimizes the error ζ(n). Typically, the solution will depend on n, and we denote it bŷ c(n). Finding such aĉ(n) is the traditional problem of least-squares fitting which is solved using standard linear regression techniques [17] . The result is thatĉ(n) can be obtained as the solution to the following system of linear equations:
where Φ(n) is a m × m matrix, and z(n) is a m × 1 vector, given by:
The solutionĉ(n) = Φ −1 (n)z(n) is the coefficient vector that minimizes the error ζ(n) over the observed n samples. In order forŷ to be a good approximation for y over the whole domain of f(·), we need to use a large number n of samples. It would be desirable to iteratively add more samples while monitoring the error, but this requires inverting Φ(n) every time. In the RLS algorithm, this problem is overcome by using the matrix inversion lemma which leads to an iterative update mechanism for Φ −1 (n) that does not require any matrix inversions [19] , as follows:
1. Initialize Φ −1 (0) andĉ(0) 2. For n = 1, 2, . . ., until converged, do:
a. Compute the m × 1 gain vector k(n) as follows:
To use the above algorithm, the initial values Φ(0) andĉ(0) are required. A common method of initialization is to use:
where n 0 data points have been accumulated before starting the RLS algorithm. In our case y = P avg , u
, where k is the order of the analytical function and m is the number of coefficients to be estimated. We compute P avg for any given combination of the signal statistics P in , D in , and SC in by using Monte Carlo power estimation techniques [16] (for combinational circuits) and [18] (for sequential circuits). Convergence of the RLS algorithm is guaranteed if the excitation is persistent [19] . In other words convergence is guaranteed if the data points at the different time instants are independent of each other. This is guaranteed in our case as P in , D in and SC in values are chosen randomly from the feasible region given by (3) and (4).
Convergence
The RLS algorithm is standard textbook material, which we have applied to the power macromodeling problem. However, the convergence criterion to be used to stop the iterative updates depends on the particular application. In this section, we describe a novel method of stopping the RLS iterations that is useful for power macromodeling.
Since all we care about is the accuracy of the predicted valueŷ and how well it approximates y, we need not wait for all the components of the coefficient vectorĉ(n) to converge. Instead, some norm ofĉ(n) may suffice. Instead of using an arbitrary norm (which we have found can require a large number of iterations), a more efficient and more meaningful method of checking convergence, which indirectly monitors some aggregate measure of convergence ofĉ(n), is to do the following. Consider the following relative error terms, for i = 1, 2, . . ., n:
If the x(i) are iid (independent and identically distributed) random vectors, then the u(i) and y(i) are also iid. For a given fixed n, it also follows that the r (n) (i) are also iid, so that the mean of each r (n) (i) is independent of i, and depends only on n, so that we denote it by:
where E[·] is the expected value (or mean) operator. As a side note, notice that r (i) (i) are not iid, becauseĉ(i) depends on previous samples. If we now define:
then it follows, under very general conditions of ergodicity, that:
so that, at some point, the known (measured) sample mean r n converges to the unknown true mean µ n . Standard methods of mean estimation in statistics (Monte Carlo Mean Estimation [20] [16]) can be used to check if this convergence has been achieved to within some (user-specified) accuracy, with a certain amount of (user-specified) confidence. Once this has been achieved, we start to use r n as an estimate of µ n , which we consider to be a measure of the error of the model. We consider the model to be "good enough" when µ n is small enough. In our implementation, we start with the quadratic model and apply RLS while monitoring the convergence of r n to µ n . Once that has been achieved, then if µ n is below some user-specified error threshold E, we stop the algorithm. Otherwise, we continue to iterate while monitoring µ n and declare convergence if it goes below E. If we reach a point where µ n has leveled off at some value larger than E, we switch over to the cubic model and re-evaluate the error and continue to iterate if needed. The process is terminated once either µ n < E or if it levels off again at some value larger than E. The experimental results to be given in the next section are based on a setting of E = 10%.
Results
In this section, we report the results of our equation-based power macromodeling approach on the ISCAS-85 and ISCAS-89 circuits. The ISCAS-85 circuits are combinational, and the ISCAS-89 circuits are sequential. We have implemented this approach and built the power macromodels for a number of combinational and sequential circuits. First we will discuss the accuracy for the case of the combinational circuits and then for the sequential circuits. All the results below are based on an error threshold setting of E = 10% (for convergence of (15)), an error tolerance of = 5% and a confidence of (1 − α) = 95% (for the Monte Carlo mean estimation).
We start by randomly generating blocks of input vectors for various values of P in , D in , and SC in that satisfy (3) and (4), using the approach documented in [11, 13] . A total of 1000 such blocks were generated for every circuit, for which power was estimated using Monte Carlo simulation [16] , based on a gate-level simulation with a scalable-delay gate timing model. The Monte Carlo simulation also provides accurate estimation of D out . The power values predicted by the analytical function were compared to those from the gate-level Monte Carlo simulation, and the results are shown in Fig. 2 . The fit is very good and shows that it is indeed possible to do high-level power modeling across the whole range of input switching statistics.
For a more detailed comparison, three different error measures were computed for every circuit: the average absolute value of the relative error, the maximum absolute value of the relative error, and the standard deviation of the absolute value of the relative error. The results are summarized in Table 5 , which shows, for each circuit, the number of inputs (#I), outputs (#O), and gates (#G), the model finally used by RLS, the time taken by RLS to build the model, the different error measures, and the number of RLS iterations (#RLS) required to build the model. It is clear that the quadratic model suffices for most circuits. Also the average error for most of the circuits is less than 10%. Even though the maximum error is high in some circuits, it was observed that the number of sample points with those error values was very small, as can be seen from the small values of standard deviation and from the good fit in Fig. 2 . Also, it is clear from Fig. 2 that the cases of high relative error shown in the table must correspond to really small power values (in the lower left corner of the figure), because, except for maybe 4 points out of 10,000, the data shown in the figure shows small values of relative error. Similar experiments were carried out for the ISCAS-89 sequential circuits, except that the average power in this case was estimated using [18] . The comparison with gate level power estimation is shown in Fig. 3 . Here again, the fit is seen to be very good, even better than in the combinational circuits case. Table 6 reports the detailed results and contains the same columns as table 5, except that the column marked #FF gives the number of flip-flops in each circuit.
The quadratic model turned out to be sufficient for all these circuits. The average error is less than 5% for most circuits, and the standard deviation of the error is very small, which shows the accuracy of our approach. 
Conclusion
Since gate-level power estimation can be time-consuming and because power estimation from a high level of abstraction is desirable so as to reduce design time and cost, we have proposed an equation-based power macromodeling approach for combinational and sequential circuits. Our macromodel consists of an analytical function with four variables: average input signal probability, average input switching activity, average input spatial correlation coefficient, and average output (zero-delay) switching activity. We also presented a Recursive Least Squares (RLS) algorithm by which such an analytical expression can be generated. The proposed model works for all possible signal switching statistics and no user intervention is needed for the model characterization. The only thing that the user has to specify is how much accuracy is desired. The macromodel has been built and tested for many combinational and sequential benchmark circuits.
