






















 A thesis is submitted to the Faculty and the Board of Trustees of the Colorado School of Mines 
in partial fulfillment of the requirements for the degree of Master of Science (Underground 




Date _____________________                                                               
Signed: ___________________                         
Awais Butt 
 
Signed: ___________________                         
Dr. Ahmadreza Hedayat  
Thesis Advisor 
 
Golden, Colorado  




Dr. Gabriel Walton 
Program Director 





The naturally occurring fractures and discontinuities have a significant influence on the 
mechanical and hydraulic properties of rocks and various engineering problems such as reservoir 
development, hydraulic fracturing, slope stability, underground construction, and earthquake 
prediction require an accurate characterization of such natural discontinuities and their 
progression. Therefore, it is very important to understand several damage processes associated 
with the loading of rock materials, including the closure of existing micro-cracks and the initiation 
of cracks and their propagation. The Ultrasonic Velocity Tomography (UVT) technique is one of 
the full-field measurement technique that can be used, independently or in combination with other 
techniques, to study the changes in mechanical properties in the material, by mapping the 
ultrasonic wave velocity in the entire specimen. UVT is capable of identifying the heterogeneous 
changes (e.g. strain localization) occurring inside a material due to external loading. The main 
objective of this thesis was to develop and implement UVT techniques for characterizing the 
damage in prismatic brittle rocks subjected to uniaxial loads. By comparing the generated velocity 
field tomograms at different stages of loading, this thesis aimed to identify the formation of damage 
zones (e.g. strain localization zones) in a laboratory specimen, which are often a precursor to crack 
initiation, propagation and ultimately material failure. To achieve the research objectives, the 
following tasks were undertaken: (a) Evaluation of the applicability/suitability of the UVT 
technique in identifying the velocity field in prismatic brittle rock specimens; (b) Validation of the 
UVT technique: first, by using synthetic data and second, by using material with a known response; 
(c) Sensitivity analysis to determine the influential parameters for velocity tomograms; (d) 
Determination and comparison of the velocity field in prismatic brittle rock specimens with the 
flaws at different stages of loading to infer the changes occurring inside the specimen; and (e) 
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Determination of the full-field strain profile, using the Digital Image Correlation (DIC) technique 
for better interpretation of the relationship between the mechanical changes and the geophysical 
response. Piezoelectric ultrasonic sensors were used to generate and receive elastic waves across 
the specimen and a fast LabView-based data acquisition system was used to record the waveforms 
that provided a great spatial resolution. The three major steps involved in the UVT procedure 
included Arrival time picking, Double Beamforming (DBF) for low Signal-to-noise ratio 
waveforms, and the inversion. Arrival times of the received compressional waves were used as the 
input to the MATLAB implemented tomographic inversion method and sectional velocity field 
tomograms were generated, during different stages of the uniaxial loading. By analyzing and 
comparing the changes in generated velocity tomograms, the initiation and growth of cracking and 
damage in the specimen were monitored. The ultrasonic velocity tomography technique was able 
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1.1 Motivation for the Research 
The theoretical strength of brittle materials, such as rocks, can be as much as 100 times 
higher than their actual strength, primarily due to the presence of fractures and discontinuities. 
These naturally occurring features have a significant influence on the mechanical and hydraulic 
properties of rocks and ultimately control the failure mechanism of the material under loading. 
Various engineering problems in reservoir development, hydrocarbon processing, underground 
construction, and tunneling (e.g., slope stability, earthquake prediction, hydraulic fracturing, and 
deformation processes) require an accurate characterization of such natural discontinuities and 
their progression. Therefore, it is very important to understand the several damage processes 
associated with the loading of intact rock specimens, including the closure of existing micro-cracks 
and the initiation of cracks and their propagation (Hoek and Martin, 2014). 
Pre-existing discontinuities, upon loading, can propagate and coalescence to further 
decrease the strength of the material. These discontinuities can range in scale from grain 
boundaries to faults (Priest and Hudson, 1976; Hoek, 1983; Bobet and Einstein 1998; Hoek and 
Martin 2014). The propagation and coalescence of these macro cracks (or fractures, depending on 
the scale) is preceded by the formation of a process zone, which consists of meso- and micro- 
fracturing. Various conventional testing methods used for the evaluation of these zones involve 
performing uniaxial and triaxial testing on the entire specimen without monitoring the localized 
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damage zones. The results from these tests are representative for homogenous rocks, but neither 
the material nor the boundary conditions are truly homogenous in any case (Viggiani and Hall, 
2008). One of the methods used to evaluate these non-homogenous localized damage zones is thin 
section analysis (Williams et al., 1982). However, this technique involves destruction of the sample 
and cannot follow the evolution and progression of cracks and damage in rocks. Therefore, further 
development of non-destructive techniques to monitor the initiation, propagation and coalescence 
of cracks is important. 
X-ray radiography has been extensively used to study the internal structures of a rock. This 
non-destructive technique, which was first used by Lehmann (1939) in sedimentary rocks, can 
reveal the heterogeneities inside a rock specimen (Lyons, 1991; Algeo, 1994). Acoustic emission 
is another non-destructive technique that has been extensively used to observe different damage 
processes involved in rock cracking or fracturing (Kranz, 1983; Lockner, 1993; Shiotani et al. 
2003; Nasseri et al., 2006; Stanchits et al., 2006). Active seismic wave monitoring techniques also 
have been used frequently to observe and quantify the changes in the properties of rocks and their 
discontinuities due to damage (Pyrak-Nolte et al. 1990; Sayers and Kachanov, 1995; Stanchits et 
al., 2006; Hedayat, 2013; Modiriasari et al., 2017).  
All the above-mentioned techniques involve taking measurements, either at certain points 
or in a limited number of directions of the specimen and not on the complete specimen. In such 
conditions, with no measurements between the points, the material response is averaged and does 
not represent the true heterogeneous nature (e.g. localized deformation) of the material. Full field 
measurement, as opposed to point-wise data, provides measurements on the entirety of the 
specimen and can therefore characterize the heterogeneous material response accurately (Viggiani 
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and Hall, 2008). The non-destructive nature of these techniques allows multiple measurements to 
be taken, at different stages of loading, in order to characterize the local changes occurring inside 
the material. However, these non-destructive full-field measurements techniques have their 
limitations (e.g. low resolution, noisy signals, operator dependency, etc.), whereby artefacts may 
be present and the accuracy of the results thus can be questionable. Therefore, it is better or 
sometimes necessary to use a combination of different full-field measurement techniques in order 
to validate and better interpret the results.  
The Ultrasonic Velocity Tomography (UVT) technique is one of the full-field 
measurement technique that can be used, independently or in combination, to study the changes in 
mechanical properties in the material, by mapping the ultrasonic wave velocity in the entire 
specimen (Hall, 2009). UVT is capable of identifying the heterogeneous changes (e.g. strain 
localization) occurring inside a material due to external loading. Based on the potential of UVT 
and the successful implementation in material characterization, further development of the 
technique and its application to investigate progressive damage in laboratory rock specimen will 
be conducted in this research. By analyzing and comparing the variations in the UVT generated 
velocity field tomograms, at different stages of loading, it is possible to identify the changes 
occurring in the physical and mechanical properties of a laboratory specimens under loading.  
1.2 Research Objectives  
The main objective of this thesis was to develop and implement UVT techniques for 
characterizing the damage in prismatic brittle rocks subjected to uniaxial loads. By comparing the 
generated velocity field tomograms at different stages of loading, this thesis aimed to identify the 
formation of damage zones (e.g. strain localization zones) in a laboratory specimen, which are 
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often a precursor to crack initiation, propagation and ultimately material failure. To achieve this 
objective, the following tasks were undertaken:  
 Evaluation of the applicability/suitability of the UVT technique in identifying the 
velocity field in prismatic brittle rock specimens; 
 Validation of the UVT technique: first, by using synthetic data and second, by using 
material with a known response; 
 Sensitivity (or parametric analysis) analysis to determine the influential parameters for 
velocity tomograms; 
 Determination and comparison of the velocity field in prismatic brittle rock specimens 
with the flaws at different stages of loading to infer the changes occurring inside the 
specimen; and  
 Determination of the full-field strain profile, using the Digital Image Correlation (DIC) 
technique for better interpretation of the relationship between the mechanical changes 
and the geophysical response. 
1.3 Thesis Outline 
The remainder of this thesis proceeds as follows. Chapter 2 provides a literature review, 
which includes an overview of the full-field measurement techniques as well as a discussion of 
their application for damage characterization of rocks. Chapter 3 discusses the theory behind UVT 
and the various steps involved in its application to a laboratory-scale specimen. Chapter 4 describes 
the implementation of UVT at the laboratory scale in MATLAB, validation of the tomography 
MATLAB code, and the influence of different parameters on the tomography results. A prior 
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description about the experimental setup and the data acquisition system is also included in this 
chapter. Chapter 5 details the application of UVT on prismatic Barre specimens at different stages 
of loading along with the presentation of the results (i.e., sectional velocity tomograms generated 
at different stages of loading) which then are compared to identify the different damage processes 
occurring inside the specimen. The results from another complimentary technique, DIC, are also 
presented in this chapter as well as a comparison between them. Finally, Chapter 6 presents the 

















REVIEW OF RELEVANT LITERATURE 
2.1 Overview of the full-field measurement techniques 
Non-destructive testing (NDT) techniques are used extensively over a wide range of 
materials and manufactured products to economically evaluate their internal structure for defects 
(e.g., cracks) or damage inside the material, without cutting apart or altering them. Another goal 
of utilizing NDT is to determine the physical and structural properties of the material being 
inspected. These tests also can be performed at different points in time to assess the evolution of 
defects or damage in the material. A variety of methods are available for NDT such as acoustical 
and vibrational methods, radiological methods, visual and optical methods, and thermal methods 
(Turner et al., 1994; Blitz, 1995; Henke et al., 2008; García-Martín et al., 2011; Blitz, 2012). 
Because of their non-destructive nature and easy application, these NDT methods also have found 
their way into the geotechnical and geomechanics world.   
Some NDT methods, like, ultrasonic or acoustic emission (AE), have been utilized in 
laboratory geomechanics to study the behavior of material under different conditions. AE is a 
technique that has been used to observe the damage processes in brittle rocks (Anastassopoulos 
and Philippidis 1995; Bentahar and Gouerjuma, 2009). Active seismic methods, which measure 
the elastic wave velocity, have been used to measure the dynamic properties of rocks and their 
discontinuities (Pyrak-Nolte et al. 1990; Kahraman 2002; Yasar and Erdogan, 2004; Shirole et al., 
2019).  Even though the techniques identified above were utilized for non-destructive evaluation 
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of a tested material, the number of transducers used to measure the geophysical response of the 
material and the damage occurring inside the specimen were very limited. Modiriasari et al. (2017) 
used an active seismic monitoring technique involving two compressional (P-) and shear (S-) wave 
transducer pairs to detect and characterize crack initiation, propagation and coalescence in 
prismatic Indiana limestone specimens with two pre-existing flaws. Shirole et al. (2019) used three 
pairs of ultrasonic transducers located at three locations along the height of a prismatic Lyons 
sandstone specimen to monitor the evolution of full-field strains. Changes in the amplitude and 
velocity of the propagating ultrasonic waves were measured during uniaxial loading of the 
specimen. The minimum vertical interval between the transducer pairs in Modiriasari et al. (2017) 
and Shirole et al. (2019) was ~21mm and ~30mm, respectively, which may have been sufficient 
to provide global/average ultrasonic wave parameters but insufficient to accurately characterize 
the heterogeneous or localized changes occurring inside the specimen during loading.  
Non-destructive full-field measurement techniques do not have this limitation and can take 
measurements along the complete specimen and therefore can be used for the comprehensive 
characterization of different types of materials. Considering the heterogeneous nature of rocks and 
rock masses, full-field measurement techniques can be very advantageous for geomechanic 
applications. In rock (or even soil) testing, these techniques can be useful in a number of ways. 
They can identify any heterogeneity present in a specimen, even before the tests are performed, 
which can help better interpret the test results. These tests can also help identify the heterogeneous 
response during a test (e.g. strain localization). Since the test boundary conditions can never be 
truly homogenous, another benefit of using these techniques is to measure the deformation of the 
testing apparatus and remove its effect more effectively than any other standard calibration method 
(Viggiani and Hall, 2008; Hall, 2012).  
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Full-field measurement techniques can measure a wide range of physical variables (e.g., 
displacement, temperature, strain); and a variety of methods can be used to measure the variables 
or physical properties of the material. Table 2.1 lists some of these physical variables along with 
the full-field measurement technique commonly used for the measurement. For example, from the 
displacement field, it is possible to identify and track the evolution of localized deformation such 
as shear bands, from its onset to complete development during loading of a rock specimen.  All 
these full-field measurement techniques can provide a better characterization of the heterogeneities 
in both material properties and the processes during a test (Viggiani and Hall, 2004). 
Table 2.1 Different material properties measured to characterize the response along with the full-








Examples of References 
Displacement  Forward 
Analysis 
Image Correlation   Chu et al. (1985); Hild and Roux (2006); 
Pan et al. (2009) 
Speckle 
Interferometry 
Jones and Wykes (1989); Rastogi (2000) 
Holographic 
Interferometry 
Jones and Wykes(1989); Kreis (1996) 
Grid Method Sirkis and Lim (1991); Grediac (2004) 
Strain Shearography  Hung (1982); Steinchen and Yang (2003); 







Debski and Young (1999); Mitra and 
Westman (2009); Charalampidou et al. 













Examples of References 
Fluid Motion Inverse 
Analysis 
Nuclear Magnetic 
Resonance Imaging  
Kenyon (1992); Brown et al. (1998); 
Elkins and Alley (2007) 
Electrical Resistivity 
Tomography 
Daily et al. (1992); Kemna et al. (2002) 
Neutron 
Tomography 





X-ray Tomography  Mees et al. (2003); Viggiani et al. (2004); 
Desrues (2004) and (2010); Cnudde and 
Boone (2013); Charalampidou et al. (2011) 
Temperature  Infrared 
thermography  
Luong, 1990; Wu et al. (2006) 
2.2 Application in Damage Characterization of Rocks 
The use of full-field measurement techniques to evaluate or characterize the material 
response is not new.  Plane strain compression sand box tests were analyzed using x-ray 
radiography in the 1960s, where the strain field was obtained by measuring the displacements of 
the lead markers (Roscoe et al., 1963). False Relief Stereo (FRS) photogrammetry is another full-
field measurement technique introduced by Butterfield et al. (1970), who used it to capture non-
homogenous deformation by analyzing photographs taken at different stages of the test. By using 
a well-known stereoscopic effect on successive pictures, deformation was directly perceived as a 
fictitious relief (Desrues and Viggiani, 2004). With the development of new technology, these two 
techniques (x-ray radiography and FRS) have evolved to provide much better and richer 
information. Full-field measurements can be acquired using many of the above techniques either 
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independently or in combination and can been used to monitor the progression of damage in rocks. 
In the following sections, various full-field measurements techniques are discussed as well as their 
application in different fields.   
2.2.1 X-ray Radiography and Tomography 
X-ray radiography (radiological methods) has been used to reveal the internal structure of 
specimen by providing information about the distribution of the minerals, stratification and other 
structural features (Hamblin, 1962). Hamblin (1962) used sandstone samples, in the form of 3 mm 
thin slices, placed at 1m distance from an industrial x-ray unit and recorded the images on an 
emulsion. The author’s results supported the conclusion that many seemingly homogenous and 
structure-less rocks may contain micro cross-strata, horizontal laminae and various other features 
that can be identified through radiography. X-ray tomography provides full-field measurement for 
mapping the x-ray attenuation, where the attenuation increases with increases in the atomic number 
and density of the material (Baruchel et al., 2000). X-ray radiography is different from x-ray 
tomography, in that the object in the former is viewed only from one direction, while in the latter, 
the cross-sectional image slices of the object are generated from various angles and are 
reconstructed using an algorithm to generate a complete cross-sectional image of very high 
resolution (Wellington and Vinegar, 1987). X-ray tomography was initially used in the medical 
field but is now utilized in a variety of fields. Mees et al. (2003) described the applications of x-
ray tomography for different purposes such as qualitative and quantitative analysis of internal 
features (e.g. porosity or fluid content) of the geological materials, in the fields of petroleum, soil, 
and rock mechanics. Their study also highlighted the 3D rendering capability of x-ray tomography, 
which can be used in various applications like soil macro-porosity. Viggiani et al. (2004) discussed 
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the advantages of x-ray computed tomography techniques over other techniques (triaxial 
compression, simple shear, plain strain compression, etc.) for quantitative evaluation of the 
localization patterns in sand and reported advantages that include the three-dimensional coverage 
and availability of quantitative data on changes in the density. In this study, triaxially loaded 
Vosges sandstone specimens experienced a shear band which was detected as a black region on 
the x-ray generated image. This represented the change occurring in the porosity of the sandstone 
specimen.  Cnudde and Boone (2013) discussed the principles of x-ray tomography along with a 
variety of application in geomaterials. 3D pore characterization, 3D grain analysis, fracture 
characteristics, multi-scale imaging, fluid flow, and different structural dynamic processes 
including localized deformation are considered as few application areas for x-ray tomography in 
the geosciences world. A few of the limitations of this NDT, such as user dependency, noise, 
discretization effects, and imaging artefacts, were also discussed in this study. 
The X-ray tomography technique has been extensively used to evaluate different damage 
processes involved in the loading of a variety of rock types, where it is possible to identify the 
inhomogeneous distribution of micro-cracks and the internal localized damage in the materials. 
Feng et al. (2004) used x-ray tomography to obtain x-ray images and computed the tomography 
values (equivalent to rock density) for the process of compression, micro-cracking, and dilation 
up to failure of triaxially-loaded rock specimens. In their study, cylindrical lime-cemented 
sandstone specimens (measuring 54mm x 108mm), subjected to chemical corrosion, were 
analyzed using the SIEMENS SOMATOM x-ray CT scanner. They further observed the 
development of non-homogeneously distributed micro-cracks at a given stress level, which can be 
related to different phenomena, ranging from compression of micro-cavities and development of 
micro-cracks to fracture and collapse of the specimen. Louis et al. (2006) identified the formation 
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of compaction bands in Diemelstadt sandstone loaded triaxially, where rather than using CT values 
directly, the skewness and local standard deviation for the measured CT values were used to show 
an appreciable contrast inside and outside the formed compaction band. Benson et al. (2007), 
Lenoir et al. (2007), and Zhou et al. (2008) used a similar x-ray tomography technique to 
characterize damage in Etna basalt, Callovo-Oxfordian argillite and limestone specimens, 
respectively. Charalampidou et al. (2011) subjected Vosges sandstone to triaxial-loading with 
varying confining pressures (20-190 MPa) to characterize the formation of shear band. At low to 
intermediate confining pressure (20-50MPa) two bands of higher density (darker colors) were 
observed in the CT images which were interpreted as compacting shear bands; however, at high 
confining pressure (130-190MPa), the deformation band formed was not directly visible from the 
X-ray images and they used the skewness and standard deviation method, similar to Louis et al. 
(2006) to visualize the damage.  
2.2.2 Acoustic Emission 
The acoustic emission (AE) technique involves recording the energy released during rock 
damage or deformation in the form of propagating elastic waves. Since the energy is released only 
after an event (e.g., micro-crack growth, deformation or damage in the specimen), AE is 
considered to be a passive NDT (Grosse and Ohtsu, 2008). AE methods allow determination of 
the source location with the help of an array of sensors assuming the waves are travelling in a 
straight path at a constant velocity (Tobias, 1976; Schubert, 2004). This technique has been used 
extensively to study the damage mechanisms involving crack initiation and propagation and 
ultimate failure in a variety of materials. For example, Lockner (1993) discussed the applications 
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and limitations of AE technique related to the fracturing process in brittle rocks and divided the 
laboratory AE studies into four different categories: 
 Establishing a correlation between the AE rate and the inelastic strain rate by simply 
counting the number of AE events. 
 Locating the hypocenters of the AE source events by monitoring the exact arrival time 
data involving the AE signals from an array of transducers. 
 Studying the complex events involved in the period leading up to fault nucleation by 
analyzing the full waveform data. 
 Using piezoelectric acoustic receiver transducers to act as sources and to generate 
artificial pulse by which to which to measure acoustic velocity and attenuation for 
tomographic studies.   
Roberts and Talebzadeh (2003) discussed fatigue crack propagation in steel and welded 
steel compact section and T-section girder test specimens and made an attempt to predict the 
remaining service life in fatigue-damaged structures. Compact tension specimen and T-section 
girders were subjected to cyclic tension loading for a variety of load ranges based on the geometry 
of the specimens and material properties and the acoustic emissions were recorded by four 
miniature Nano-30 transducers. By using AE source location software, only the filtered data from 
the vicinity of the fatigue crack was recorded. They found that these filtered acoustic events, for 
all loading conditions, increased regularly with the number of cycles, close to the peak load. Ohtsu 
(1996) and Ohno and Ohtsu (2010) studied crack classification (tensile or shear) in concrete using 
two AE techniques (parameter analysis and Simplified Green’s function for Moment tensor 
Analysis (SiGMA)). Parameter analysis determines two parameters: (1) the RA value (ratio of rise 
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time and maximum amplitude) and (2) average frequency (
AE ringdown−count𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 ) to classify cracks as 
tensile or shear. SiGMA involves eigenvalue analysis of moment tensor, which was represented in 
their study by the combination of slip motion (shear crack) and crack opening motion (tensile 
crack). The authors used eight AE transducers to monitor the emissions during two types of 
concrete failure tests (four point bending tests of normal concrete, RC beam and hydrostatic 
expansion test of concrete). The results from both techniques were in good agreement only if the 
proportion of the RA value and average frequency was set to 1-200. Hu et al. (2013) also used AE 
to successfully locate the cracks in concrete using three point bending beam tests and were able to 
detect crack propagation until structure failure.  
AE has been widely used in a variety of rocks in the past (e.g., Lockner and Byerlee, 1977 
and Yamada et al., 1989 in granite; Zietlow and Labuz, 1998 in Berea sandstone; and Lei et al., 
2000 in hornblende schist). Benson et al. (2007) performed triaxial compression tests on Etna 
basalt (strength of 475MPa) and monitored the complete deformation cycle while measuring the 
acoustic emissions (AEs), compressional wave velocities, pore volume change and axial strain. 
Ten transducers were used to measure the elastic velocities and the AEs. Continuous AEs were 
recorded to monitor the evolution of the fracturing process until failure and a total 919 AE events 
were located, with an accuracy of 2mm. A large increase in AE activity was recorded immediately 
preceding peak stress followed by a period of strain softening, which was characterized by a large 
increase in the rate and magnitude of the AEs. A post-mortem image of the sample showing the 
central region, through which the fault had propagated, also was collected by using micro-CT 
scanning and showed good agreement with the identified AE locations. Stevens (2007) used AE 
tomography technique to generate velocity tomograms for uniaxially-loaded sandstone samples. 
Nineteen similar uniaxial loading experiments were conducted on cylindrical Berea sandstone 
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samples with 16 piezoelectric transducers recording the emissions. The P-wave velocity was 
calculated for every recorded waveform using the assumed velocity, the known transducer 
position, and the determined source location. The P-wave velocity tomograms were generated for 
horizontal 2D-slices at different heights of the specimen and at different loading stages (every 
2,000 lbs) until failure load (55 MPa). Their AE technique involved passive sources and therefore 
the data were not sufficient at every load step for generation of velocity tomogram. The generated 
P-wave velocity tomograms showed a reasonable progression of changing velocity distribution up 
to a certain level of increasing load (26MPa). Sudden changes in the tomograms were detected at 
this stage, which then started progressing again, until failure of the specimen. This preliminary 
study identified the changing stress distribution with loading but was unable to determine the plane 
of failure or any precursors to ultimate failure. Nicksiar and Martin (2012) reviewed volumetric 
strain methods, lateral strain methods and AE methods for determining crack initiation during 
laboratory compression loading of low-porosity crystalline rocks. They highlighted the limitations 
of the AE method due to insignificant AE activity in the crack initiation stages and its inability to 
separate it from the background noise. Moradian et al. (2016) utilized the AE technique and high 
speed video imaging to determine various cracking levels in a uniaxially-loaded prismatic Barre 
granite specimen with two pre-existing inclined flaws. Different AE parameters, such as hits, 
amplitude, counts, duration, energy, and rise time were recorded during loading and the 
proportionality relationship between these parameters were used to distinguish between different 
cracking phenomena (AE hits α number of growing cracks and energy of AE signals α magnitude 
of cracking events). The peak frequency and frequency centroid also were determined using fast 
Fourier transform (FFT). In order to validate the proposed results, photographic monitoring also 
was carried out and eight cracking levels (or stages) were identified in this study: 
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 Crack closure  
 Linear elastic deformation 
 Micro-crack initiation  
 Micro-crack growth 
 Micro-crack coalescence  
 Macro-crack growth  
 Macro-crack coalescence  
 Failure  
Moradian et al. (2016) also highlighted the limitations of performing a quantitative analysis 
and suggested a qualitative analysis in combination with another technique (photographic 
monitoring in this case).  
2.2.3 Digital Image Correlation 
With the technological progressions and major developments in digital photography, False 
Relief Stereo (FRS) photogrammetry, which used analog photographs, has been replaced by 
Digital Image Correlation (DIC), which is used to map the displacement and strain fields on the 
surface of the specimen, non-destructively. This technique is gaining popularity in monitoring 
fracture progression and has been effectively used for kinematic measurements along 
discontinuities and fractures (Nguyen et al., 2011; Lin and Labuz 2013; Hedayat et al. 2014a). The 
results of DIC provide a displacement field that can be further used for strain measurement via 
2D- or 3D- DIC (Hall et al., 2010; Hall, 2012). The main idea of DIC is based on the assumption 
that when the combination of grey-scale intensities from a subset of pixels in the reference image 
correlates with that of the target image, it is likely that both subsets represents the same regions 
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and the displacement is computed between those two regions (Fonseca, 2005; Pan et al., 2009).  
The basic principles and concepts of DIC technique are briefly discussed below: 
2.2.3.1 Principle and Methodology of Digital Image Correlation 
Digital Image Correlation (DIC), texture correlation, block or region matching method, 
surface displacement analysis, digital speckle correlation, and particle image velocimetry are 
different names of a full-field measurement technique with a very similar approach and procedure 
(Pan et al., 2009). 2D-DIC, 3D surface DIC and 3D volumetric DIC are the three main types of 
DIC, with 2D-DIC being the simplest form, requiring only one camera and consecutive images to 
determine the kinematics of an object whose surface should be flat before and during the 
procedure. The displacements are determined by correlating the small subsets of the digital images 
of the object. A subset is chosen instead of a single point, in order to provide a matrix of gray-
scale intensity values with a unique arrangement, which will make it distinguishable. 2D-DIC 
provide information on displacement gradient tensor (T) as shown below (Chu et al., 1985): 
𝑇 =  [1 + 𝛿𝑢𝛿𝑥 𝛿𝑢𝛿𝑦𝛿𝑣𝛿𝑥 1 +  𝛿𝑣𝛿𝑦]                                                        (2.1) 
where, u and v are the displacements in the x- and y- directions, respectively. DIC, when 
applied only on a small subset or window of the image, will be termed as the local DIC. When the 
deformation of the whole image is taken into account, where the displacements of nodes are linked 
to the neighboring nodes, DIC will be termed as global DIC (Hild and Roux, 2012). 
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The principle of DIC is to determine the displacements or strains on the surface of an object 
by comparing a reference image and a deformed image, taken after some increment in 
displacements due to deformation. Following are the three main steps in the DIC process: 
 Define a grid of points to be analyzed in the reference image 
 Select a set of pixels, usually called a subset, at each node of the grid 
 Using a statistical measure of correlation and a mapping function, identify the most 
similar subset, for each node, in the deformed image 
The resolution of the DIC and the strain calculations are defined by the size of the subset 
(or the correlation window) and the distance between the points analyzed (nodes). If the size of 
the subset is very large then the resolution will be reduced and conversely, if the size is too small, 
then the non-uniqueness of the subset correlation can result in errors or poor correlations. The 
spacing between the nodes relative to the size of the subset will govern the overlap of the subsets 
and therefore will control the smoothing of the DIC results. Some prior information regarding the 
expected displacements of the nodes can help reduce the processing time by reducing the size of 
the search window for a particular node (Pan et al., 2009). Chu et al. (1985) presented the basic 
theory of deformation and digital correlation and their combined use to demonstrate the suitability 
of DIC for taking measurements in experimental mechanics. They performed four experiments 
involving the measurements from uniform translation, rigid body rotation, constant angular 
velocity motion and uniform finite-strain tests were performed using a computer-based correlation 
program. In all cases, the error in determination of deformation was less than 10%.  
Different criteria can be used to assess the correlation between the subset of two images 
(e.g., the correlation coefficient curve-fitting method, the Newton–Raphson method, and the 
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gradient-based methods) (Bing et al., 2006). The most commonly used are the variants of cross-
correlation (CC) and sum of square differences (SSD), which can be found in the literature in three 
forms (Giachetti, 2000; Tong, 2005; Pan et al., 2009): original, normalized and zero-normalized:  
Original form:  𝐶𝐶𝐶(𝑑) =  ∑ ∑ [𝑓(𝑥𝑖, 𝑦𝑖)𝑔(𝑥𝑖′, 𝑦𝑗′)]2𝑀𝑗=𝑀𝑀𝑖=𝑀                                       (2.2) 𝐶𝑆𝑆𝐷(𝑑) =  ∑ ∑ [𝑓(𝑥𝑖 , 𝑦𝑖) − 𝑔(𝑥𝑖′, 𝑦𝑗′)]2𝑀𝑗=𝑀𝑀𝑖=𝑀                                    (2.3) 
where d represents the displacement vector, M is the subset half size, 𝑓(𝑥𝑖 , 𝑦𝑖) is the pixel 
intensity of the reference subset in the reference image at coordinate (𝑥𝑖, 𝑦𝑖), and 𝑔(𝑥𝑖′, 𝑦𝑗′) is the 
pixel intensity of the deformed subset in the deformed image at the coordinate (𝑥𝑖′, 𝑦𝑗′) (Pan et al., 
2009). 
Normalized form: 
𝐶𝑁𝐶𝐶(𝑑) =  ∑ ∑ [𝑓(𝑥𝑖,𝑦𝑖)𝑔(𝑥𝑖′,𝑦𝑗′)?̅??̅? ]𝑀𝑗=𝑀𝑀𝑖=𝑀                                       (2.4) 
𝐶𝑁𝑆𝑆𝐷(𝑑) =  ∑ ∑ [𝑓(𝑥𝑖,𝑦𝑖)?̅? −  𝑔(𝑥𝑖′,𝑦𝑗′)?̅? ]𝑀𝑗=𝑀𝑀𝑖=𝑀                                    (2.5) 
 
where, 
𝑓̅ =  √∑ ∑[𝑓(𝑥𝑖, 𝑦𝑖)]2𝑀𝑗=𝑀𝑀𝑖=𝑀  





𝐶𝑍𝑁𝐶𝐶(𝑑) =  ∑ ∑ [(𝑓(𝑥𝑖,𝑦𝑖)− 𝑓𝑚)(𝑔(𝑥𝑖′,𝑦𝑗′)− 𝑔𝑚)Δ𝑓 Δ𝑔 ]𝑀𝑗=𝑀𝑀𝑖=𝑀                                 (2.6) 
𝐶𝑍𝑁𝑆𝑆𝐷(𝑑) =  ∑ ∑ [(𝑓(𝑥𝑖,𝑦𝑖)− 𝑓𝑚)Δ𝑓 −  (𝑔(𝑥𝑖′,𝑦𝑗′)− 𝑔𝑚) Δ𝑔 ]𝑀𝑗=𝑀𝑀𝑖=𝑀 2                           (2.7) 
where,  
𝑓𝑚 =  1(2𝑀 + 1)2  ∑ ∑ 𝑓(𝑥𝑖, 𝑦𝑖)𝑀𝐽=𝑀𝑀𝑖=𝑀  
𝑔𝑚 =  1(2𝑀 + 1)2  ∑ ∑ 𝑔(𝑥𝑖′, 𝑦𝑗′)𝑀𝐽=𝑀𝑀𝑖=𝑀  
Δ𝑓 =  √∑ ∑(𝑓(𝑥𝑖, 𝑦𝑖) −  𝑓𝑚)2𝑀𝐽=𝑀𝑀𝑖=𝑀  
Δ𝑔 =  √∑ ∑(𝑔(𝑥𝑖′, 𝑦𝑗′) − 𝑔𝑚)2𝑀𝐽=𝑀𝑀𝑖=𝑀   
2.2.3.2  Damage evaluation in rocks using DIC 
DIC is a simple to use and cost-effective technique, which can be used to study crack 
propagation and material deformation in real-world applications (McCormick and Lord, 2010). 
Hild and Roux (2006) reviewed the general principles of the correlation technique and the 
application of DIC for displacement measurement and determination of elastic properties using a 
polycarbonate in a Brazilian disk test. DIC can be used to identify localized deformation, including 
crack initiation and propagation and is widely used for a range of materials. Louis (2007) used 
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three Rothbach sandstone samples cored perpendicular, obliquely (45°) and parallel to the bedding, 
which they then loaded triaxially to investigate the effect of bedding in the development of 
localized damage, using DIC and x-ray radiography. X-ray radiography was performed before and 
after loading the specimens and were used as a validation for DIC, which then was used to 
continuously monitor the spatial distribution of strain. The parallel bedded samples displayed 
homogenous compaction bands while diffused compaction and shear bands were observed in the 
perpendicular and obliquely bedded samples. The DIC technique used in this study was able to 
resolve the spatial distribution of strain up to an order of 10-3. Dautriat et al. (2011) were able to 
identify the localization of damage and local compaction mechanisms by quantifying both the 
global and local strain fields using the DIC technique, at multiple scale, on a uniaxially loaded 
carbonate. Images acquired from a macroscopic optical camera and Scanning Electron Microscopy 
(SEM) were used to consider different scales ranging from cm to local scale of the microstructure. 
In this study, DIC was applied on an intact reservoir rock, which was expected to sustain very 
small strains (<0.2%) and therefore an error assessment was incorporated to estimate the 
uncertainties due to the limitations of the image acquisition and processing technique. At the 
microscopic scale, DIC (using SEM), micro-mechanisms of deformation were detected, which 
were not identified at macroscopic scale (optical camera images). The most optimal condition to 
accurately capture the small strains was achieved by improving the contrast and tuning the 
correlation parameters (grid correlation, domain sizes and gage length relative to the local strains). 
Diffuse strain and gradual opening of micro-cracks, at the inter-aggregate interface and at pre-
existing discontinuities were detected by multiple scale DIC and showed the gradually occurring 
damage that led to the ultimate failure of the specimen.   
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Neapolitan tuff with three pre-existing inclined flaws was subjected to plain strain uniaxial 
loading by Nguyen et al. (2011). They monitored the deformation using high-resolution digital 
photographs and DIC and the plain strain conditions were enforced using two parallel rigid platens. 
This study utilized an extended version of DIC based on Desrues (1995) rather than the standard 
DIC.  The standard DIC, which is a continuum-type analysis, assumes no strong discontinuities 
(i.e. discontinuities of displacements) exist between acquisitions of two consecutive images. Since 
a fractures both opens and shears during loading, this continuum condition is violated and therefore 
fractures cannot be properly described by strain only. The extended DIC counter these limitations 
by providing automatic tracing of the fracture lines (displacement discontinuities) and 
quantification of the displacement jumps along the length of the traced features. From the extended 
DIC analysis, the appearance and evolution of the wing and shear cracks were observed at different 
stages of loading. Even though the measured displacement jumps highlighted the opening of wing 
cracks, this study was unable to quantify the uncertainty in the measurements due to uncertain 
displacements jumps which depends on errors in the cracks orientations and positions and in the 
uncertainty in the displacement measured by DIC. The effect of the loading rate, which was the 
controlling factor in the dynamic failure of rocks on fracture propagation was investigated by Gao 
et al. (2015) on a Laurentian granite using the notched semi-circular bend (NSCB) method. 
Fracture propagation toughness (FPT), which describes the material’s resistance against crack 
growth, is equal to the stress intensity factor for a propagating fracture. The fracture propagation 
parameters (fracture time and fracture propagation velocity) were determined in this study during 
the experiments using DIC and then used to determine the FPT. All the recorded parameters 
increased with an increasing loading rate; however, the increase was smaller for very high loading 
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rates (200 GPa m1/2 s-1). The FPT also was found to increase with an increasing propagation 
velocity in this study.  
2.2.4 Ultrasonic Velocity Tomography (UVT) 
Besides kinematics (displacement or strain), full-field data on material properties also can 
be acquired. These material properties vary as a result of the deformation or damage of the 
material. Elastic wave propagation is a property of the material, where the wave speed is linked to 
the elastic properties of the material. The variations in this property can reveal heterogeneities in 
the elastic properties (or damage) in the object under observation. If the ultrasonic velocity 
measurements are taken at a sufficient number of locations and at different stages of loading, it 
can determine the progressive changes or damage occurring inside the specimen. The results 
obtained from the ultrasonic velocity tomography technique pertain to the wave propagation 
velocity field inside the studied object or material.   
Seismic travel-time (or velocity) tomography, which is an up-scaled version of ultrasonic 
travel-time tomography has been used in a variety of geophysical applications such as earthquake 
tomography, 3D structural imaging, geologic hazard identification, fault zone damage 
identification and stress identification (Johnson, 2005). Field-scale seismic tomography also has 
been applied to different mining and underground construction applications. Friedel et al. (1996) 
used seismic refraction tomography to investigate the changes in pillar loading by generating floor 
strata velocity tomograms at the Foidel Creek coal mine near Steamboat Springs, Colorado. The 
relationship between the increase in stress and increase in wave velocity was used to suggest an 
alternate approach for predicting anomalous rock mechanical behavior during the mining 
operation. An 8-lb. sledge hammer was used to produce seismic energy and seismic transmission 
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data, and 346 and 395 waveforms, were collected at two sites (A and B) using geophones. The 
velocity tomograms for both site A and site B indicated the presence of several heterogeneous 
regions of relatively high velocity, which were interpreted as zones of higher stress. A similar 
approach was used by Song et al. (1998) to map underground rock mass at the rock wall of an 
underground hydroelectric power plant in Southwest, China. Data were collected using 67 sources 
and receivers each for the rock wall (rock mass) between two excavated tunnels. Horizontal and 
vertical velocity tomograms were generated, where horizontal and vertical corresponded to parallel 
and perpendicular to the strike of the rock wall. Comparison of these tomograms showed 
significant differences between the horizontal and vertical velocity distributions while the interior 
of the rock wall showed a high velocity zone for both tomograms. The results from the seismic 
tomography aligned well with the site investigation data and were used for evaluation and 
reinforcement of the rock wall.   
A 3D seismic velocity tomography technique was applied by Marti et al. (2002) which 
utilized first arrival P-waves, to construct a 3D velocity structure around a 500m vertical borehole 
in Albala granitic pluton. The data were recorded at different offset and azimuth around the deep 
borehole using a Vibroseis truck as the source. The source was positioned at different points along 
two semicircles, 75m and 150m radius, with a borehole as the center. The tomographic images 
indicated different velocity zones along the 500m depth of the borehole. As expected, the top 
portion had a lower velocity, indicative of the unconsolidated or artificial fill. Other anomalies 
located between 220-420m depth also were detected by the tomographic inversion that correlated 
well with the surface-identified fault. In addition, these low velocity zones were characterized by 
a Poisson’s ratio of 0.3, which are indicative of fractured rock.  Marti et al. (2008) used a very 
similar approach for high resolution seismic characterization for a subway tunnel in an urban area 
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of Barcelona, Spain. Seismic velocity profiles were generated at three different locations, with 
geophones (receivers) placed in a group of six every 2.5m for each (profile) location. An 18-tonne 
Vibroseis truck was used as the source that vibrated every 2.5m with a 14-120Hz frequency in 
every sweep. The generated velocity tomograms were able to identify the low seismic velocity 
quaternary sediments and weathered granite (shallow part of the subsurface), and the porphyritic 
dykes as high velocity anomalies surrounded by low velocity fault systems. Their results 
confirmed the valuable contribution of seismic tomography to already available geologic data from 
scarce outcrops and core samples in aiding tunneling in an urban setting to avoid major risks and 
delays.  
Time-lapse seismic tomography is performed to obtain temporal velocity variations in 
materials under observation at different time periods. The standard method to obtain these 
variations involves subtracting the velocity model resulting from separate seismic tomography 
which may contain some artefacts due to data quality and different data distribution at different 
time periods. Qian et al. (2018) suggested a new scheme, called Double-difference (DD) seismic 
tomography to counter these artefacts by inverting two events simultaneously to minimize the 
differential arrival time residuals. The developed technique was applied to an underground long-
wall coal mine and the results from both the standard and the modified technique were compared 
together with numerically-generated results. When compared to the standard procedure, the results 
generated from DD seismic tomography showed a velocity increase of ~0.15km/s and a decrease 
of ~0.23km/s in the front of the mining face where stress was increasing and in the gob area where 
the materials were loose, respectively. These results were more consistent with the results from 
the numerical analysis and indicated the suitability of this technique for determining seismic ray 
temporal velocity changes.  
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The UVT technique has been extensively used for assessment and quality assurance of 
concrete structures like buildings, pavements, bridge decks, etc. and can be used to detect the 
presence and development of internal flaws in a heterogeneous material like concrete. This 
technique has been used successfully to detect the presence of voids, to estimate the depth of 
surface cracks and to evaluate material uniformity (McCann and Forde, 2001). Ultrasonic waves, 
with a high frequency (>20 KHz), will experience more attenuation, on the other hand, they can 
provide higher resolution images of concrete areas (Schickert, 2005). Among the several NDT 
techniques available for evaluation of concrete, x-ray tomography and UVT lie at opposite ends 
of the spectrum in terms of resolution and cost. X-ray tomography is one of the most expensive 
with limitations regarding field usage and safety, but it provides the highest resolution. UVT 
suffers from attenuation, diffraction and scattering around anomalies, but it provides a more 
economical and safer option with moderate resolution (Daigle, 2005). The flaw-detecting 
capabilities of a phased array UVT was evaluated by White (2012). The high speed system 
developed in this study was used on specimens with simulated defects (air and water filled voids, 
vertical cracks, horizontal delaminations, and clay lumps) and to determine concrete characteristics 
such as reinforcement spacing and the depth and thickness of concrete. The velocity tomogram 
generated for 31 specimens with simulated defects were able to determine the location and other 
parameters (reinforcement cover, defect length, defect depth, defect width and concrete thickness) 
with a co-efficient of determination of 0.82-98 from regression analysis.  
Hall (2011) also used UVT for evaluation of concrete elements, but, instead of using 
contact type transducers, air-coupled transducers were utilized. Air-coupled transducers can 
increase the speed of data acquisition compared to contact type transducers because they have no 
strict requirement for transducer application pressure, which eliminates the need for surface 
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preparation and couplants. A special transducer and signal processing method was selected to 
overcome the transmission challenge due to the large acoustic impedance between air and 
concrete. Capacitive micro-machined ultrasonic transducers were used in this study, which utilize 
the potential difference between a plate and a membrane to generate waves in the air. Signal 
processing, including wavelet analysis and time averaging of signals, was employed to improve 
the SNR of the received signals. In order to evaluate the efficiency of the developed system, solid 
cylindrical PVC material with defects (void, steel and notch) was used due to its low impedance. 
The system generated very good results for all three defect types with a reconstruction error of 1.1-
1.7% when compared to the numerically generated results using ABAQUS. The technique then 
was used on concrete specimens with a cross-sectional area of 305mm. To simulate damage and 
defects, two 51mm cubes were casted and loaded to their ultimate compressive strength, but the 
test stopped before loss of shape and crushing. These failed cubes, along with two (25mm 
diameter) deformed steel bars, were embedded while casting the concrete specimens. Ultrasonic 
tomography was performed using three transducer configurations, fully air-coupled, semi-contact 
(air-coupled source and contact-type receiver), and full contact. All three configurations were able 
to identify the inclusions with an error ranging from 10-18%. The best results of 10-12% was by 
the full contact type transducer configuration, which was slightly lower than the 12% using the 
semi-contact type configuration. Electrostatic air-coupled source transducers and contact 
accelerometer receiver transducers were used in a semi-contact type configuration by Choi and 
Popovics (2015) and (2016) for a full-scale concrete structure evaluation. Their reconstructed 
velocity tomograms were able to detect the embedded anomalies/defects in the concrete 
successfully and confirmed the potential of this technique for assessing full-scale concrete 
structures in the field.             
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At the laboratory scale in rock mechanics, this technique has been used to study the changes 
in elastic properties due to the deformation associated with the loading of a rock specimen (e.g., 
Hall, 2009). Debski and Young (1999) were able to identify a damage zone with low velocity 
surrounding the visible main crack in a cylindrical Lac du Bonnet granite specimen (300mm 
diameter and 200mm height) due to heating. Ultrasonic waveform data were acquired at the 
cylinder specimen’s mid-plane for 24 contact-type transducers 15° apart, and a total of 384 waves 
were recorded. They compared the tomographic results with the numerical simulations. Jansen et 
al. (1993a) developed an automated ultrasonic tomography system that included hemispherical 
brass cap fitted 12.5mm contact-type transducers (1MHz P-wave) mounted on adjustable holders 
for automatic data collection on all four sides of a smoothed face object with a rectangular cross-
section up to 300mm. The hemispherical brass cap was used along with honey as the couplant for 
smooth sliding along the specimen surface. The position of the transducers, on all four sides, could 
be adjusted vertically and fixed in place and then the transducers could be moved along a horizontal 
line for scanning using a Modulynx stepped motor, with all of this performed using a computer-
controlled program. A threshold-based automatic arrival picking algorithm was used to detect the 
first arrival of P-waves and a simultaneous iterative reconstruction technique (SIRT) was used for 
tomographic reconstruction. Tomographic inversion was performed first on a homogenous 
aluminum specimen (100mm square cross-section) and on a gypsum specimen (100mm square 
cross-section) with an aluminum cylinder (44mm diameter) in its center as a high velocity anomaly 
for validation of the developed system. After satisfactory results from the validation, the system 
efficiency was checked on a rectangular fractured granite sample (height 215mm and width 
108mm). Their velocity tomograms indicated lower velocity zones in the vicinity of the fracture.  
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Mitra and Westman (2009) used ultrasonic tomography to evaluate stress distribution in 
cylindrical specimens of Berea sandstone. They made an effort to observe the change in stress and 
detect the failure plane through 3D velocity tomograms in a uniaxially-loaded laboratory specimen 
(diameter 50.8mm and height 101.6mm). Ultrasonic waveform data were recorded using 15 source 
and 18 receiver transducers placed around the specimen at various load intervals. The absolute and 
differential velocity tomograms generated from data recorded at different load intervals were 
compared to investigate the changes that occurred with increasing load. A higher velocity zone 
generation was identified in the center of the specimen until 80% of the peak load, which was 
interpreted as the zone of high stress level. However, the study was unable to identify any other 
stress concentration zones in the specimens before ultimate failure of the specimens through 
velocity tomograms. In addition, there was a low velocity anomaly in the results, which possibly 
was due to errors in the data acquired by the receivers.              
Charalampidou et al. (2011) used two multi-element array of ultrasonic transducers (called 
barrettes) as the source and receiver array, on either side of the specimen, and monitored the 
formation and evolution of shear and compaction bands in small cylindrical samples of porous 
sandstone under triaxial compression. The barrettes, which had a resonant frequency of 1MHz, 
consisted of 64 piezoelectric elements, each 20mm wide and 0.75mm high, housed in a casing that 
was 20mm wide and 54mm high. A cylindrical Vogues sandstone specimen (diameter 20mm and 
height 80mm) was subjected to triaxial loading while continuously recording ultrasonic waveform 
data (64 x 64 waveforms) using the 64-element source and receiver barrettes.  Akaike information 
criterion (AIC) was used to pick the first arrival time and the straight ray propagation method was 
used to describe the trajectory of each propagating elastic wave. Simple least square solution (LSS) 
was first used to solve the overdetermined inverse problem and to determine the slowness in each 
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cell; however, in order to keep the determined velocities and their gradient realistic, a 
regularization parameter was used called regularized least square solution (RLSS). The specimens 
were loaded for two different range of confining pressures, 50MPa for shear bands and 130MPa 
for compaction bands and subjected to different strain/load levels. The sample was subjected to a 
relatively low 50MPa confining pressure to evaluate the formation of shear bands, and were loaded 
for different axial strains (0.054%, 0.205% and 0.425%). All samples displayed a reduction in 
zero-offset velocity with increasing strain levels, along with formation of velocity anomalies, 
which was larger for higher strains, and interpreted as the damaged zone (shear band). For 
compaction band formation analysis, the sample were loaded with a confining pressure of 130MPa 
and loaded until 98MPa deviatoric stress. The results of tomography clearly indicated the presence 
of horizontal low velocity zone. A few limitations of the experiments were also highlighted which 
may have produced some artefacts in the results as follows: 
 An unknown thickness layer between the external surface of the barrettes casing and 
the transducers 
 An error in positioning the barrette to completely cover the height of the specimen 
 A need for manual application of pressure to hold the barrettes in place for data 
acquisition 
 A possible interaction of very closely spaced transducers inside the barrettes  
 The lack of calibration of the ultrasonic system for Vogues sandstone specimens    
Tudisco (2013) used a very similar setup, involving two types of barrettes, to perform UVT 
and monitor the localized deformation in hard soils and soft rock under loading in an effort to 
resolve the issues identified above. A fitting procedure was devised to determine the geometrical 
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parameters of the system (position of each source and receiver transducer inside the barrettes) 
through the collected travel-time data. A frame was also constructed to keep the specimen in place 
during ultrasonic wave data acquisition. Double beamforming (DBF) was used, before first arrival 
time picking, to resolve the issue of multiple arrivals of waves due to the close proximity of 
transducers in the source and receiver arrays, which had an additional benefit of improving the 
Signal-to-Nosie Ratio (SNR). For calibrating the ultrasonic system for Vogues sandstone 
specimen, the validation was performed on the rock specimens with an anomaly of known 
geometry (an inclined layer of material with different mechanical properties). Synthetic datasets 
were prepared to identify the most optimum parameters to be used for the subsequent experimental 
tomographic analysis on laboratory specimens. A deformation band, of relatively lower velocity, 
was identified in cylindrical (diameter 38mm and height 76mm height) Vogues sandstone 
specimens with pre-existing notches under triaxial loading and the results were validated from x-
ray CT results. However, the work was limited to soft rock, Vogues sandstone, with a relatively 
large and very pronounced damage zone and did not indicate the suitability/applicability of this 
technique to brittle rocks.  
He et al. (2018) monitored the progressive damage in brittle rock using ultrasonic 
tomography and numerical simulation in a uniaxially Fangshan granite slab (110mm wide x 
220mm long x 30mm thick). Ten ultrasonic transducers were placed on each vertical sides 
(220mm) of the specimen with a spacing of 20mm and three transducers were placed on the top 
and bottom sides (110mm) of the specimen with a spacing of 25mm. The top and bottom 
transducers were placed in specially designed slots on the loading platens. The Finite-Discrete 
Element Method (FDEM) was used for a numerically uniaxial compression test and was also used 
to simulate acoustic emissions during the test. The Fangshan granite specimen failed at 136MPa 
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during the uniaxial test and ultrasonic measurements were taken at every 20 MPa intervals, starting 
from 0 MPa to 120 MPa. Arrival time picking was done manually, ray paths were estimated using 
a wave front ray-tracing technique and damped least square iterative inversion was used to generate 
2D velocity tomograms. A comparison of zero-offset velocity indicated a continuous increase in 
the velocity parallel to the direction of loading. In contrast to this, the velocity perpendicular to the 
direction of loading showed an increase till 60 MPa and then a decrease to a point even lower than 
the initial velocity. Velocity tomograms generated at different stress levels showed velocity 
anomalies formation and evolution. At a stress of 20 MPa, two low velocity areas were identified 
in the top-right and bottom-left corner, while a higher velocity was recorded in the center of the 
specimen. This high velocity zone began to decrease in size from 80-100 MPa stress, and the lower 
velocity zone size started increasing at this stress level. The same pattern was followed until 120 
MPa. No ultrasonic tomographic evaluation was performed near the ultimate failure due to the 
catastrophic failure of the specimen. The results from ultrasonic tomography were compared to 
numerical simulation results and six rock failure precursors were identified. A decrease in the 
perpendicular wave velocity and the formation and evolution of velocity anomalies were the two 
precursors identified from ultrasonic tomography while the remaining were based on numerical 
simulations including simulated acoustic emissions. 
2.3 Use of Combined Full-Field Measurement Techniques 
Even though full-field measurement techniques are very powerful, a number of problems 
exist with their use which make the accuracy of their results questionable. Low resolution, operator 
dependency, and noise are some of the potential problems that may produce artefacts in the 
generated results and are common to almost all full-field measurement NDT techniques (Ketcham 
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and Carlson, 2001; Grediac, 2004; Helfrick et al., 2011; Cnudde and Boone, 2013). Using two 
different techniques together can complement each other and therefore resolve some of these 
issues; and researchers have identified the potential of using two or more techniques to better 
interpret the results. Examples of these combined studies include the use of X-ray tomography and 
DIC by Lenoir (2007) and Louis et al. (2007); ultrasonic tomography and acoustic emissions by 
Falls et al. (1992) and Jansen et al. (1993b); and DIC, x-ray tomography, and ultrasonic 
tomography by Charalampidou (2011) and Tudisco (2013). All of these studies identified the 
importance of using two or more full-field measurement techniques together and how they can 















ULTRASONIC VELOCITY TOMOGRAGRAHY - THEORY AND APPROACH  
3.1 Introduction  
Geophysical tomography methods (e.g., seismic tomography) potentially can be used to 
characterize the geologic material deep in the earth from surface, borehole, and cross-borehole 
data.  Similar methods, with some modifications (e.g., ultrasonic or acoustic tomography) can be 
applied to laboratory test specimens to evaluate the physical or elastic properties of the material 
(Lo et al., 1988; Hall, 2009).  UVT also known as travel-time tomography, is one of these 
geophysical methods. UVT uses the travel-time data, taken from ultrasonic elastic waves to 
propagate between various source receiver pairs placed at different locations around the laboratory 
specimen. The results of UVT inversion is a propagation velocity map which captures the spatial 
variations in the properties of the material. The following sections discuss the relationship of UVT 
to seismic and cross-hole tomography and the steps involved in applying this technique to 
laboratory scale specimens.  
3.2 Relationship to Seismic and Cross-Hole Tomography  
Seismic travel time tomography, which is an up-scale version of UVT has been extensively 
used to image earth’s interior structure (Iyer and Hirahara, 1993; Rawlinson et al., 2010; Nolet, 
2012). Seismic travel-time tomography was first applied by Keiiti Aki (Aki and Lee, 1976; Aki 
and Christoffersson, 1977) to image the ground under California through local earthquake 
activities. Data recorded from 32 local earthquakes by 60 stations, located at ground level, were 
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used to determine the velocity anomalies using the first P-wave arrival times. Contour maps of 
slowness (1/velocity) were generated for the interior of the earth under the seismograph network 
and a low velocity anomaly was identified at a depth of 0-5 km.   
Seismic travel time tomography is a three step procedure (Padina et al., 2006):  
 Picking the seismic travel times, which is the time taken by the seismic wave to travel 
from the source to the receiver;  
 Estimating the distances travelled, through selection of a ray propagation methods (e.g., 
straight or curved); and  
 Constructing travel time equations using inversion to determine the velocities. 
Cross-hole transmission tomography, which is another version of seismic tomography that 
is used for resource exploration and production is smaller than the geological application but larger 
than the current laboratory scale application in this thesis (Mason, 1981; Bregman, 1989; Rao and 
Wang, 2005). Cross-hole tomography is related more to the current application since the travel-
time data are collected from an array of sources and receivers placed in two boreholes (Menke, 
1984); whereas, in seismic tomography, the receivers are placed on the ground surface. Seismic, 
cross-hole, and ultrasonic tomography all use inverse analysis procedures to determine the wave 
velocities from the measured travel times (Angioni et al., 2003, Rawlinson et al., 2010, Viggiani 
et al., 2015).   
3.3 Ultrasonic Velocity and Its Sensitivity to Rock Damage   
In this thesis, ultrasonic elastic waves were used to determine the sectional velocity field 
at a particular stage of loading. In elastic wave propagation through a material, the “elastic” term 
implies that the wave is travelling through the medium without causing any permanent damage or 
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changes. Elastic waves can be body waves or surface waves and the former can be further divided 
into compressional (P-) and shear (S-) waves. P-waves are longitudinal or pressure waves in which 
the particles moves in the direction of energy propagation, and the S-waves are the shear waves in 
which particles moves perpendicular, either vertical or horizontal.  
Ultrasonic waves of small amplitude do not cause any permanent deformation or changes 
in the medium. The density and elastic properties are the two material properties which can 
influence wave propagation in the medium and the changes in these properties can be inferred 
from the measurements of wave velocity propagating through the medium (Hall, 2009). The 
velocity is a function of the elastic properties as per the elastic theory and the equation for a pure 
pressure or P-wave is given below (Tudisco, 2013): 
𝜗𝑝 = √𝑀𝜌                                              (3.1) 
   In Equation 3.1, ρ = density and 𝑀 =  𝜆 +  2𝜇 is the oedometric modulus, where λ and 
μ are Lame’s constants. From the above equation, it can be observed that the wave propagation 
velocity is inversely proportional to the square-root of the density of the material. The structural 
characteristics which influence the elastic properties of the material and therefore the wave 
propagation velocity include the lithology, the discontinuities, the porosity, and the fluid content 
in the pores of the material. The volume and distribution of the pores significantly affect the 
velocity of the propagating elastic waves (O'Connell and Budiansky, 1974). Discontinuities 
(cracks or fractures) maybe either pre-existing or developed due to progressive damage, also can 
influence the propagation velocity of ultrasonic elastic waves (Kranz, 1983). Elastic wave 
velocities undergo a reduction due to the formation of micro-cracks in the material (Sayers and 
Kachanov, 1995; Stanchits et al., 2006). These variations in the elastic velocities due to changes 
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in the extent and distribution of the micro-cracks at different stages of loading a specimen can be 
used to identify the changes in the physical and mechanical properties of the specimen. However, 
at a certain stage of loading, when micro-cracks coalesce and form larger macro-cracks, the 
ultrasonic waves will be unable to propagate across them, resulting in insufficient data for their 
characterization through ultrasonic tomography.   
3.4 Methodology 
The first step in applying the UVT is recording the waveforms, which is followed then by 
the process of picking the first arrival time for each waveform. When it is difficult to pick the first 
arrival time due to multiple wave fronts and overlapping arrival of waves due to the complex 
medium and small size of laboratory specimen, DBF technique is used prior to picking the arrival 
time. DBF not only separates the signals following different paths but also improves the signal-to-
noise ratio (SNR) to achieve clearer signals. The measured travel-time data are back-projected for 
each ray path between a source and receiver pair, so that each grid cell of the inversion model is 
assigned a value of travel-time (discussed in detail in the inversion section). With many 
intersecting ray paths, between different source and receiver positions at different positions along 
the specimen, it is possible to develop a sectional map of the propagation velocity of elastic waves 
in the specimen. The main steps involved in the ultrasonic travel time tomography technique are 




Figure 3.1 Methodology for UVT technique  
3.4.1 Arrival Time Picking 
Picking the first arrival time of the propagating elastic wave is the single most important 
factor in generating accurate velocity tomograms. Minute errors in the arrival time picking can 
generate significant errors in the velocity field tomograms and interpretation of the results. 
Automatic first arrival-time picking algorithms not only avoid time-consuming manual picking 
but can reduce the user errors. Most of the automatic arrival time picking algorithms were 
developed to image the interior of the earth. The three main arrival time picking methods include 
the statistical method, the correlation method, and the energy threshold method, which use the 
variation in either statistical properties, the envelope (a smooth curve outlining the extremes of a 
signal waveform), or the power (amplitude of the signal), respectively, to determine the first arrival 
of a wave (Peraldi and Clement, 1972; VanDecar and Crosson, 1990; Earle and Shearer, 1994; 
Dardari and Win, 2006; Akhouayri et al., 2014; Qu et al., 2015). 
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The first arrival time is the point in the wave when the seismic trace ceases to consist of 
only noise and the seismic signal is included. This point can be detected by identifying the change 
in the trace in the form of a parameter(s), which can be amplitude and/or frequency and/or phase 
(Boschetti et al., 1996). In the statistical method, a statistical feature difference, in one or more 
parameters, is detected before and after the first arrival time of the elastic waves (Hatherly, 1982; 
Yung and Ikelle, 1997; Qu et al., 2015).  The automatic statistical arrival time pickers are required 
to evaluate complete, or portion of the signal containing the first arrival, and detects this difference 
accurately, which is the arrival time of the seismic phase. Different statistical techniques can be 
used to identify this variation to determine the first arrival time accurately. A statistical parameter, 
the fractal dimension, which is a measure of roughness, has been used to determine the first arrival 
time. Boschetti et al. (1996) calculated the fractal dimension for a manually-selected window in 
the trace where the presence of both noise and a seismic signal were expected. This method was 
able to identify the onset of the wave accurately, even in the presence of noise with an average 
amplitude of 80% of the signal. However, their algorithm required a large amount of calculation 
and time. Saragiotis et al. (2002) used a higher order statistics approach to automatically determine 
P-wave arrivals. A simple method, using skewness and kurtosis, was used by Lokajíček and Klima 
(2006) to develop two algorithms, which could be used to assess huge amounts of recorded seismic 
data. The authors calculated the skewness and kurtosis values for a sliding window; and out of 
2,684 recorded signals, approximately 75% of the time, the algorithms were able to estimate the 
P-wave arrival with an accuracy of up to 50 data points. The same technique was also used to 
determine the first arrival time of the acoustic emission data for a loaded migmatite rock specimen 
and was able to detect more than 95% of the events accurately with an accuracy of ±200ns. 
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However, their statistical method was unable to pick accurate arrival times if an incorrect window 
size is selected for analysis, especially in the presence of random noise (Akram and Eaton, 2016).  
In this thesis, the Auto-regressive akaike information criterion (AR-AIC) is used. This 
method assumes that the recorded waveform is a time series with an estimate of the onset time or 
the arrival time of the elastic wave known (Morita and Hamaguchi, 1984). The intervals before 
and after the arrival time of the wave are considered as two different time series, stationary and 
non-stationary. A stationary time series is one where the mean and the variance are constant over 
time; whereas, the mean and/or variance change over time is considered in a non-stationary time 
series. 
Auto regression (AR) is a time series model in which the future values can be predicted by 
using the previous values (Sleeman and Eck, 1999). The AR can be explained with the help of the 
following equation (Equation 3.2) using two input variables: 
𝑌 = 𝑎 + 𝑏 ∗ 𝑋 (𝑡 − 1) + 𝑐 ∗ 𝑋 (𝑡 − 2)                                     (3.2) 
where Y is the predicted value at t time step; a, b, and c are the coefficients determined by 
optimizing the model using available data; and 𝑋 (𝑡 − 1) and 𝑋 (𝑡 − 2) is the input value at t-1 
and t-2 time step,  respectively. Since this regression model uses data from the same input variable 
at previous time steps (i.e., regression of self), it is referred to as AR, and it is assumed  that the 
values at the previous time steps are useful in predicting future values and therefore a correlation 
exists between values at previous time steps. AR has been used extensively to model seismic 
signals (Tjøstheim, 1975; Shirai and Tokuhiro, 1979; Morita and Hamaguchi, 1984). However, an 
AR model is useful for the stationary time series only; whereas, the main feature of the signal lies 
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in the non-stationary part. Therefore, it is essential to use an AR model on each properly divided 
time interval (Takanami and Kitagawa, 1988). This locally stationary AR model was used 
successfully for the determination of P-wave arrival in noisy data (Yokota et al., 1981).  
When using AR, it is important to choose an appropriate autoregressive order, where an 
order of 1 means the outcome variable at some time t is related only to the time periods that are 
one period apart (e.g., t-1 ). A poor selection can result in a useless estimator that is unable to 
predict accurate values. In order to find the order objectively, Akaike (1973) proposed the Akaike 
Information Criterion (AIC), which provides an unbiased estimate of the distance between the 
various fitted AR models (different orders) and the observed values. AIC is defined in general as 
(Equation 3.3) (Sleeman and Eck, 1999): 
𝐴𝐼𝐶 =  −2 log(𝑙𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑) + 2 (𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠)         (3.3) 
where the log likelihood is the maximized (Gaussian) log likelihood and the number of 
parameters is the number of independently adjusted parameters in the candidate model and is equal 
to the order of the AR model. The first term in Equation 3.3 provides a measure of the inaccuracy 
of the model fit and the second term provides the unreliability of the model fit (Akaike, 1998). 
This method, known as AR-AIC, has been successfully used by researchers to pick the onset in a 
seismic time series (Ozaki, 1978; Kitagawa and Akaike, 1978; Sleeman and Eck, 1999; Leonard, 
2000; Kurz et al., 2005; Tudisco, 2015b). Sleeman and Eck (1999) used AR-AIC for real-time P-
phase onset picking at the Dutch broadband station HGN. Their comparison of the manual and 
AR-AIC picking showed that 70% of the manual picks were automatically estimated within a 90% 
confidence interval of 1.6 sec and a mean of 0.1 sec. For a few cases, the AR-AIC picks were 
better than the manual picks indicating the usefulness of this tool to improve the accuracy in 
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manual picking. The AR-AIC method was also compared to the BK method, which is a threshold 
method proposed by Baer and Kradolfer (1987). The AR-AIC method was able to perform 
significantly better than the BK method, which automatically picked only 41% of the manual picks 
with a mean of 0.3 sec. Sleeman and Eck (1999), Zhang et al. (2003), and Akram and Eaton (2016) 
each defined the AIC value, for the kth data sample of a seismic time series of length N, as follows 
(Equation 3.4):    
𝐴𝐼𝐶 (𝑘) = (𝑘 − 𝑀) log(𝜎1 ,𝑚𝑎𝑥2 ) + (𝑁 − 𝑀 − 𝑘) log(𝜎2 ,𝑚𝑎𝑥2 ) + 𝐶               (3.4) 
where M is the order of the autoregressive model, 𝜎1 ,𝑚𝑎𝑥2  and 𝜎2 ,𝑚𝑎𝑥2  are the variances in 
two intervals and C is a constant. The point where this AIC value is minimized is the first arrival 
time of the propagating elastic wave.  
In this thesis, the AR-AIC automatic picking technique was implemented in MATLAB 
based on the work of Kurz et al. (2005), in which Hilbert transform is used to assist the AR-AIC 
picker in determining the onset time accurately. This technique originally was developed for 
ultrasonic signals and acoustic emissions rather than seismic events. The difference between 
seismic events and ultrasonic signals is that the noise and signals in seismic events are in different 
frequency range while for ultrasonic signals, they are often in the same range. Another important 
consideration for selecting this method was its successful implementation in varying the SNR, 
which was the case during our ultrasonic data acquisition. Since the AR-AIC picker defines the 
onset as the point where global AIC value is minimized, it is very important, especially for signals 
with low SNR, to select a time window and that the AIC values (as per Equation 3.4) are calculated 
for the selected window only. Also, the selected window size should be sufficient to allow a decent 
statistical analysis for both parts of the time series before and after the first arrival time. Zhang et 
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al. (2003) used a multiscale wavelet transform to select the correct time window. The basic 
principle of multiscale wavelet transform is that if the signal is decomposed at different scales the 
phase or seismic wave arrivals are retained over several resolutions and it becomes possible to 
choose a time window in which a wave arrival exists. In this thesis, the onset was pre-arranged 
using Hilbert transform. In simple terms, Hilbert transform is a filter which shifts the phases of all 
the frequency components of its input by 𝜋/2 radians and generates an envelope of the signal, 
which is used for the selection of an onset by a selected threshold. The time window then is selected 
containing several hundred data points before and after this onset (i.e., length of this time window 
is user selected), and the AIC values are calculated for this time window only. Kurz et al. (2005) 
applied the developed automatic picker to two data sets and compared the results with the manual 
picks. The first data set consisted of ultrasonic data collected for monitoring the hardening and 
setting of concrete, and the second set was acoustic emission (AE) data during a pull-out 
experiment. The automatic picker performed well for ultrasonic and AE data sets with 2-4% and 
11% deviation from the manual picks, respectively, and therefore proved its reliability as a 
sufficiently accurate automatic arrival time picker. A simple representation of this technique is 
shown in Figure 3.2.      
The automatic picking of the first arrival time by the AR-AIC method can be improved by 
removing the outliers using a median filter or by removing the effects of filtering or wavelet de-
noising (Li et al., 2009). If the SNR of the recorded waveforms is low (SNR of 3 or lower), the 
DBF technique can be used first before applying the above explained procedure for picking the 






Figure 3.2 Illustration of the automatic AIC arrival time picking technique assisted by the Hilbert 
transform 
After automatically picking the arrival times for all the recorded ultrasonic waveforms, the 
difference in time between the first arrival time and the time required to reach the maximum 
amplitude of the signal (peak time) is calculated. This time difference, calculated for each 
waveform, is then averaged and then used to obtain the final travel-times, for all source receiver 
pairs, by subtracting it from the recorded peak time of all the signals. In this thesis, it was assumed 
that no dispersion occurred in the tested material and the difference between the peak and the first 
arrival time remained constant for all the ultrasonic signals.   
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3.4.2 Double Beam Forming (DBF) 
Beamforming is an array signal processing technique, which can be used to amplify the 
signal from a particular direction and attenuate the signals radiating from all other directions (Van 
Veen and Buckley, 1988; Litva and Lo, 1996). Array processing techniques e.g. beam forming, 
phase-weighted stacks, frequency-wave number analysis, cophase, beaman, migration, etc. are 
widely used in various applications like radar, sonar, radio astronomy, medical diagnosis and 
seismology, to increase the signal strength and gain information regarding the directivity of the 
signals (Rost and Thomas, 2009). In this thesis, time-domain beamforming, which is the most 
basic, versatile, and simple to use spatial filtering technique, was used to separate signals following 
different paths (Van Veen and Buckley, 1988; Rost and Thomas, 2002). There are three major 
goals of any array signal processing method (Liu and Weiss, 2010): 
 Detecting the presence of an impinging signal; 
 Determining the direction of the arrival angles of the impinging signals; and 
 Enhancing the signal from a selected direction while attenuating the signals from all 
other directions. 
Beamforming is used to achieve the third goal mentioned above. An added advantage of 
using an array signal processing method is the improvement of SNR by stacking and suppressing 
the noise in the signal. Beamforming works on the principle that, given a velocity, wave will arrive 
at different receiver transducers at different times, depending on their distance from the source 




 Assume there are two source transducers (Sources 1 and 2) and five receiver 
transducers (Receivers 1 through 5) located at varying distances from each other. The 
signals received at different receivers have similar waveforms, but different time delay 
depending on their distances from the Source 1 and Source 2 (Figure 3.3),  
 To separate the signal coming from Source #1, the signal at each transducer is delayed 
depending on their travel-time (calculated from the known velocity and distance 
between the source and the receiver, as shown in blue and red lines) from Source #1. 
For example, in this illustration, time delay added to signal recorded at receiver 1 (top 
receiver) will be the largest and that to the signal recorded at receiver 5 (bottom 
receiver) will be zero (Figure 3.4), 
 The signal components of Source # 1 will be in-phase (added constructively), while the 
signal components of Source # 2 will be out-of-phase (added destructively) (Figure 
3.5). In this way, the signal from the selected source or direction (Source 1 in this 
example) is amplified, while signal from other directions (Source 2) is attenuated.  
In this thesis, the data were recorded assuming two arrays, one source and one receiver, on 
either side of the prismatic specimen. Using the reciprocity principle, the same technique can be 
expanded to both the source and the receiver arrays and termed as DBF, which further improves 
the SNR and assists in the picking of the first arrival time of the recorded ultrasonic waves (Rost 
and Thomas, 2009). At the laboratory scale, De Cacqueray et al. (2011) used the DBF technique 
for identification and extraction of the elastic waves in agar-agar gel. Numerically, DBF was used 
by Zheng et al. (2011) to infer the fracturing parameters in reservoirs using reflected seismic P-
wave data. Further theoretical details of this method are available in Rost and Thomas (2002), 




Figure 3.3 DBF procedure illustrated using two source transducers and four receiver transducers. 
Signals from two sources are recorded by five receivers  
 
Figure 3.4 Time delay added to each signal recorded by a receiver transducer depending on their 




Figure 3.5 Time delayed signals summed together to achieve clearer signals from Source #1 and 
attenuate the signals from Source #2  
3.4.3 Inversion  
After conducting the DBF procedure for improving the signals and arrival time picking for 
all the recorded waveforms, the next step is discretizing the area of interest (imaging area) in the 
specimen into a grid of square or rectangular cells (Figure 3.6). The velocity is considered constant 
in each of these square grid cells. In order to connect the measured travel-times to the unknown 
velocity field, the following relationship is used: 
𝑡 =  ∫ 𝑑𝑙𝑣𝑟𝑎𝑦𝑝𝑎𝑡ℎ       (3.5) 
where, dl is the length of the ray path through a particular grid cell or pixel and 𝑣 is the 
velocity of the wave for the grid cell. For inversion, it is necessary to represent the continuous 
velocity field (in Equation 3.5) as discretized elements of constant velocity and Equation 3.6 
represents ith ray in jth grid cell as below: 







Figure 3.6 Discretization of the target imaging area into grid cells; the ith ray is shown 
propagating across the specimen crossing the jth cell  
where, sj is the slowness (1/velocity) in the pixel ‘j’ and lij is the ray length for ray ‘i’ in 
pixel ‘j’. Equation 3.6 also is written in the matrix from as 𝑡 =  𝐿. 𝑠, where t is Mx1 vector with 
measured travel-time for the M number of ray paths, L is MxN ray path segment matrix for M 
number of rays and N number of cells (i.e., the length of the ray in each grid cell) and s is the Nx1 
slowness vector with a slowness value for each cell. Since the ray only crosses a few cells in the 
whole grid, most of the values in the L matrix are zero. The aim of the tomographic inversion is to 
determine the slowness vector s which will minimize the error between the measured travel times 
and the model travel times(𝐿. 𝑠). 
There can be a number of cases with regards to the number of knowns and unknowns. The 
first case is where the number of measurements is the same as the number of unknowns (number 
of grid cells) (i.e., M=N, 𝑠 =  𝐿−1𝑡). Second, if the number of measurements is greater than the 
number of unknowns, M>N, 𝑠 =  (𝐴𝑇𝐴)−1𝐴𝑇𝑡, where A is the matrix of the dimension (M x N) 
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that represents the physical model, linking t to s. Even in this case, however, this may produce 
poor results because even though the number of knowns (t) is more than the number of unknowns, 
the number of independent data is less. In order to resolve this problem, an assumption of an initial 
velocity field s0 and use of a regularized or damped solution must be made. In that case, the solution 
is in the form of a variation or perturbation from the initial guess velocity field (i.e., ∂s and ∂t) and 
the equation becomes: 
𝜕𝑠 = (𝐴𝑇𝐴 +  𝜖𝐼)−1𝐴𝑇𝜕𝑡 = 𝑠 − 𝑠0                    (3.7) 
where 𝜕𝑡 =  𝑡– 𝐿(𝑠0) and damping is given by ϵI, I is the identity matrix and ϵ is a positive 
scalar. ∂s is calculated after several iterations, each time choosing the new model as the starting 
model (s0), until convergence (minimizing the pre-selected error) is reached. The basic steps for 
the tomographic inversion procedure are as follows:  
 Step-1: Assume a base or initial velocity field (s0) and damping parameter (ϵ). 
 Step-2: Calculate 𝜕𝑡 =  𝑡– 𝐿(𝑠0). 
 Step-3: Use ∂t to determine 𝜕𝑠 = (𝐴𝑇𝐴 +  𝜖𝐼)−1𝐴𝑇𝜕𝑡 = 𝑠 − 𝑠0 through inversion. 
 Step-4: Calculate 𝑠 = 𝑠0 + ∂s.  
 Step-5: Continue iterations to determine ‘s’ repeating steps 2-4 until convergence is   
achieved. 
In order to obtain the initial velocity field guess, all the collected arrival time data are fitted 
to obtain the unknown geometrical parameters plus the velocity value. In this thesis, it was 
assumed that all the geometrical parameters (i.e., the position of source/receiver sensors) remain 
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constant between readings. The homogenous initial velocity field obtained after fitting process is 
used for the inversion.  
Correct determination of the length segments in each cell, 𝑙𝑖𝑗, requires the selection of an 
appropriate ray propagation model, which helps determine how the elastic waves travel in the 
medium of the specimen so that the final variations in the velocity field are correctly attributed to 
the specific regions. In this thesis, ray tracing was used to determine the ray paths, which is one of 
the common and efficient methods to define the trajectory of the ultrasonic waves in a material 
(Berryman, 1990; Carcione et al., 2002). Ray tracing is based on Fermat’s principle, Snell’s law 
and Huygen’s principle. Fermat’s law states that the wave will always follow a path that minimizes 
the travel-time. This path is not always a straight line due to heterogeneities in the testing material. 
Snell’s law, describes the relationship between the angle of incidence and refraction when a wave 
is travelling through a boundary between two different materials. Huygen’s principle, proposed in 
1678, states that every point on a wave front acts as a source of wavelets, which spread forward at 
the same speed. Different ray path tracing algorithms can be developed to estimate wave 
propagation in the material, for example, straight, cubic or curved. The straight ray tracing method 
doesn’t produce accurate results in cases where heterogeneities are present in the material being 
tested. However, when the material of the specimen under observation is homogenous or the 
variations in the velocity field are small, the straight ray paths, which is the simplest and the fastest 
of the ray tracing strategies, can provide sufficiently good results, with little spatial resolution 
(Maxwell and Young, 1993; Debski, 2002). In the case of straight ray tracing, the construction of 
matrix L does not depend on the velocity. In this thesis, it was assumed that the velocity variations 
remained small during different stages of loading and therefore the straight ray propagation method 
can be used for ray tracing.   
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After defining the size of the grid cells, the ray propagation method, and the initial velocity 
model, the inversion problem can be solved by calculating the slowness field. Different methods 
have been proposed to solve the inversion problem for different geometries by various authors. 
Curved ray tracing (Berryman, 1991), anisotropy (Chapman and Pratt, 1992), wave paths (Van 
Schaack, 1994), multi-scale inversion (Bunks et al., 1995) and full wave inversion (Virieux and 
Operto, 2009; Brossier, 2009) presents a few of many approaches available to solve the inversion 
part of travel-time tomography. On the basis of information available, in the form of recorded data, 
versus number of unknowns, the inverse problems can be classified as underdetermined, even-
determined and overdetermined. However, solving the inverse problem using real data can be 
inherently inconsistent and the problem can be classified as mixed-determined. The mixed-
determined condition means the overdetermined (abundance of data) condition in present in some 
areas while underdetermined (lack of data) condition exists in other areas. Various methods are 
available to calculate the mixed-determined inverse in the inversion process, and the least squares 
solution method is one of the options, which corresponds to finding the minimum point of error 
surface (Santamarina and Fratta, 2005). However, in this thesis, another method, Maximum A 
Posteriori (MAP), based on Gouveia and Scales (1998), Iturbe (2010), and Tudisco (2013) was 
used. MAP is based on Bayes theorem, which allows introduction of a priori information in the 
inversion and can also take noise into account by adding a term as shown in following equation 
(Equation 3.8): 
𝜕𝑡 = 𝐿. 𝜕𝑠 + 𝑑     (3.8) 
where ∂t is the change in time, L is the ray path segment matrix, ∂s is the change in 
slowness, as already discussed above, and d is a random vector for the Gaussian noise whose 
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covariance matrix is 𝐶𝑑 =  𝔼[ 𝑑 𝑑𝑇]. ∂s is the change in the slowness vector to be estimated, the 
Gaussian of the mean 𝜇 𝜕𝑠 =  𝔼 [𝜕𝑠], and the covariance matrix of 𝐶𝑚 =  𝔼[ 𝜕𝑠  𝜕𝑠𝑇]. MAP finds 
a vector 𝜕𝑠𝑀𝐴𝑃 that will maximize the probability density of ∂s knowing ∂t, called the probability 
density a posteriori p(∂s| ∂t). This probability density can defined as per Bayes theorem as 
(Equation 3.9): 
           𝑝(𝜕𝑠|𝜕𝑡) =   𝑝(𝜕𝑠 | 𝜕𝑡) 𝑝(𝜕𝑠)𝑝(𝜕𝑡)              (3.9) 
here 𝑝(𝜕𝑡) does not depend on ∂s to maximize the p(∂s|∂t) but it is sufficient to maximize 
the 𝑝(𝜕𝑠|𝜕𝑡) 𝑝(𝜕𝑠), therefore: 
                                              𝑝(𝜕𝑠, 𝜕𝑡) =  𝑝(𝜕𝑡|𝜕𝑠) 𝑝(𝜕𝑠)            (3.10) 
The conditional property of 𝜕𝑡, assuming Gaussian noise, can be written as: 
                                         𝑝(𝜕𝑠|𝜕𝑡) =  1(2𝜋)𝑀/2 /𝐶𝑑/1/2 𝑒−12(𝜕𝑡−𝐿.𝜕𝑠)𝑇𝐶𝑑−1(𝜕𝑡−𝐿.𝜕𝑠)    (3.11) 
under the assumption of 𝜕𝑠 being Gaussian, 𝑝(𝜕𝑠), a priori probability density can be calculated 
as: 
                      𝑝(𝜕𝑠) =  1(2𝜋)𝑁/2 /𝐶𝑚/1/2 𝑒−12(𝜕𝑠−𝜇 𝜕𝑠)𝑇𝐶𝑚−1(𝜕𝑠−𝜇 𝜕𝑠)                      (3.12) 
Substituting Equation 3.12 and 3.11 into 3.10, we get: 
𝑝(𝜕𝑠, 𝜕𝑡) =  𝑝(𝜕𝑡|𝜕𝑠) 𝑝(𝜕𝑠) =  𝑒12[(𝜕𝑡−𝐿.𝜕𝑠)𝑇𝐶𝑑−1(𝜕𝑡−𝐿.𝜕𝑠)+(𝜕𝑠−𝜇 𝜕𝑠)𝑇𝐶𝑚−1(𝜕𝑠−𝜇 𝜕𝑠)]            (3.13) 
To maximize a posteriori probability density, the term in square brackets (termed as W) in 
Equation 3.13 should be minimized. The model ∂sMAP, which minimizes W, can be calculated by 
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equating the first derivative of W with respect to 𝜕𝑠, to zero. The obtained results can be described 
in two forms depending on whether M>N or N>M: 
if M>N 𝜕𝑠𝑀𝐴𝑃 = ̃ 𝜇 𝜕𝑠 + (𝐿𝑇𝐶𝑑−1𝐿 +  𝐶𝑚−1)−1 𝐿𝑇𝐶𝑑𝑇 (𝜕𝑡 − 𝐿 𝜇 𝜕𝑠)                        (3.14) 
if N>M 𝜕𝑠𝑀𝐴𝑃 = ̃ 𝜇 𝜕𝑠 + 𝐶𝑚𝐿𝑇(𝐿 𝐶𝑚𝐿𝑇 +  𝐶𝑑)−1  (𝜕𝑡 − 𝐿 𝜇 𝜕𝑠)                         (3.15) 
From the above explanations, it can be seen that selection of the three parameters, 𝐶𝑑, 𝐶𝑚 
and 𝜇 𝜕𝑠 is required for the MAP method. 𝜇 𝜕𝑠 is the a priori mean values of model parameters, 𝜕𝑠, 
i.e. the most probable velocity perturbation. In this thesis, an initial velocity field was derived 
based on the fitting procedure, as described above and therefore 𝜇 𝜕𝑠 can be taken as 0. 𝐶𝑑 is the 
data covariance matrix representing the noise covariance of the data and can be expressed as 𝜎𝑑2ℐ𝑁, 
where ℐ𝑁 is the identity matrix of dimension N. In this matrix, the diagonal elements represents 
the variance of each element of the noise vector and the non-diagonal elements represents link 
between different readings. 𝐶𝑚 is the model covariance matrix, with diagonal elements that 
produce the uncertainty in the velocity change value at a particular point in space and the non-
diagonal elements represents the link between the velocity change at different points in space. 𝐶𝑚 
is the uncertainty on the a priori model (i.e., 𝜇 𝜕𝑠. 𝐶𝑚) can be expressed as 𝜎𝑚2 𝐶𝑚1 , where 𝜎𝑚2  is the 
link between the 𝜇 𝜕𝑠 uncertainty value and 𝐶𝑚1  is the variation allowed between adjacent grid cells 
in the model. 
As per the discussion above, MAP inversion results will depend on three parameters: 𝜎𝑚 , 𝜎𝑑 and𝐶𝑚1 . Here another parameter can be introduced ϵ which is the ratio of 𝜎𝑚 and 𝜎𝑑. This 
parameter decides the influence of the square matrix in Equation 3.13 and can be termed as a 
damping or regularization parameter. Damping or regularization is only necessary when the 
55 
 
inverse problem is under-determined. In ultrasonic tomography, many ray paths provide the same 
information as they cover similar parts of the model. Therefore, even though the number of knowns 
(travel-time measurement) may be greater than the number of unknowns (slowness in each pixel), 
the number of independent data is not sufficient and makes it an under-determined problem. 
Another problem which makes regularization or damping very useful is the uneven ray coverage 
in the imaging area, with few zones having very low ray coverage (i.e., very limited data) making 
the problem mixed-determined (Santamarina and Fratta, 2005). Damping parameter ϵ controls how 
much the inverted model can deviate from the initial guess model and will apply the same to all 
grid cells. With higher parameter ϵ values, larger misfit will be present in the inversion results. 
Larger misfit means the model will be closer to the initial guess (in case of damping) or will be 
smoother (in case of regularization). A compromise between the misfit and roughness can be taken 
as the best solution by calculating a curve between misfit and roughness based on the following 
definitions: 
𝑚𝑖𝑠𝑓𝑖𝑡 =  |𝜕𝑡−𝜕𝑡𝑐𝑎𝑙𝑐| ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅𝜕𝑡̅̅ ̅         (3.16) 
𝑟𝑜𝑢𝑔ℎ𝑛𝑒𝑠𝑠 =  √Σ(∇2(𝜕𝑠))23𝑁             (3.17) 
The result of inversion is a velocity value (or slowness) in each cell with straight ray paths 
assumed as the ray propagation method. These velocity tomograms obtained at different stages of 
loading are compared and analyzed to predict any changes happening inside the specimen. The 
above description of the inversion step of ultrasonic travel-time tomography is based on Hall and 
Tudisco (2012); Tudisco (2013), and Santamarina and Fratta (2005).  
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3.4.4 Summary of the steps 
The three major steps involved in the UVT procedure, which were discussed in detail in 
the preceding sections, are summarized below: 
 Arrival time picking is the first step in the UVT technique, which is used to pick the 
first arrival time and to determine the initial base velocity field. In this case, the 
recorded signals had a low SNR (3 or below), and this process was used first to 
determine the base velocity field only. In this thesis, a statistical method, Auto 
regressive – Akaike Information Criterion (AR-AIC) was used to pick the onset of the 
wave arrival. Hilbert transform was used to pick the time window in which the AIC 
values were calculated. After collecting the first arrival time and the peak time data for 
all the waveforms, the difference between the peak and the arrival time was calculated, 
averaged, and applied to all of the recorded waveforms, assuming no dispersion in the 
material.  
 In the case of low SNR (3 or below), Double Beamforming (DBF) was performed 
before picking the arrival times through the AR-AIC method. The beamforming 
principle was utilized by applying a time delay to an array of receiver transducers in 
order to amplify signal from the selected direction while attenuating the noise and 
signals from all other directions. Using the reciprocity principle, the same principle was 
applied to both the source and receiver arrays to further improve the signals and assist 
in picking the first arrival time of the ultrasonic waves 
 The last step in the UVT technique was the inversion. The model was first discretized 
in a grid of square or rectangular cells in which the velocity was considered constant. 
The straight ray propagation method was used to determine the ray path followed by 
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each ultrasonic wave. The MAP technique was finally used to determine the under- or 
mixed-determined matrix in order to obtain the slowness value in each cell and to 



















EXPERIMENTAL SETUP AND VALIDATION 
4.1 Barre Granite  
Prismatic specimens of Barre granite with dimensions of 152.4mm x 76.2mm x 25.4mm 
were used in this thesis (Figure 4.1a). Barre granite is an intrusive Devonian age deposit, which 
was acquired from the E. L. Smith quarry (Figure 4.1b) located in the city of Barre, Vermont, USA 
(Figure 4.1c). This rock is a fine to medium-grained rock with mineral grain sizes ranging from 
0.25mm to 3mm; and the density, porosity, and compressive strength of Barre granite is 0.2%, 
2654.26 kg/m3, and 163 MPa, respectively. Feldspar is the main constituent mineral (65% by 
volume), followed by Quartz (25% by volume) and Biotitic (6% by volume) (Dai and Xia, 2013). 
4.2  Aluminum 
An intact prismatic 2024 aluminum alloy specimen measuring 152.4mm x 76.2mm x 
25.4mm was used for the validation process in this thesis, which consisted of 90-94% aluminum 
by weight with a grain size varying between 0.41- 20 µm (Huda et al., 2009; Li et al., 2016). There 
is no significant ultrasonic signal attenuation in 2024 aluminum alloy due to its strong metallic 
bonding, negligible porosity, and minimal impedance mismatch at its grain boundaries (Shirole et 
al., 2018). The reported P-wave velocity for aluminum material varies between 6,200-6,400 m/s 





Figure 4.1 (a) Prismatic specimen of Barre granite measuring 152.4mm x 76.2mm x 25.4mm 
used in this thesis (b) E. L. Smith Quarry owned by Rock of Ages Corporation (Image taken 
from http://www.slipperyrockgazette.net) (c) Map location of the city of Barre, Vermont, USA 
(Image from Google Earth Pro) 
4.3 Experimental Setup and Data Acquisition  
4.3.1 Ultrasonic Velocity Tomography 
The ultrasonic experimental setup developed in this thesis is shown in Figure 4.2. A pair 
of contact type video-scan longitudinal (P-) wave piezoelectric transducers (Figure 4.3a) from 
Olympus were used to generate and receive the waveforms across the prismatic aluminum and 
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Barre granite specimens. The central frequency of the 6.35mm diameter transducers used was 2.25 
MHz, and the wavelengths were 2.88mm and 2mm for the aluminum and the Barre granite 
specimens, respectively. The 6.35mm diameter 2.25MHz transducer was selected instead of the 
available 12.7mm 1MHz and 6.35mm 5MHz transducers. Even though the signals from 1MHz 
attenuated less as compared to the 2.25MHz transducer, the size of the transducer was very large 
relative to the interval between the adjacent positions of source and receiver transducer (around 
3mm). The 5MHz transducer was not selected because of significant attenuation and low SNR.  
Lab jacks fitted with an in-house-built frame to mount the transducer (Figure 4.3b), having a 
minimum adjust distance of 5µm, were used to place the transducers exactly at the needed 
positions. The raising and lowering of the lab jacks were done precisely by using two Linear 
Variable Differential Transformers (LVDTs) (Figure 4.3c) placed on each lab jack. One of the 
ultrasonic transducers was used as the source and the other as the receiver. The central area of the 
specimen, which measured 60.325mm by 76.2mm, was selected for ultrasonic imaging as the 
waves were transmitted without significant attenuation over the 60.325mm vertical distance. 
During wave acquisitions at each source location, the source transducer was kept stationary and 
the receiver transducer was moved to the next position. After recording all the waveforms emitted 
from the first source position, the source transducer was moved to the second position, and the 
process was repeated for all the receiver positions. This process is illustrated in Figure 4.4.  In this 
thesis, 40 sources and receiver positions were used to generate the synthetic data (for validation), 
while the number of source and receiver positions on each side of the specimen (aluminum and 
Barre granite) for the ultrasonic tomography experiments was 20, which was decided through the 




Figure 4.2 Ultrasonic tomographic inversion experimental setup in this thesis      
 
Figure 4.3 (a) P-wave piezoelectric transducers; (b) Lab-jack fitted with in-house built frame;  




Figure 4.4 The procedure adopted for recording the waveforms across the specimen 
 
Figure 4.5 Complete data acquisition system for recording ultrasonic waveform data 
Oven-baked honey, which was used to ensure proper coupling between the specimen and 
the transducer, was first dehydrated in an oven at 100°C for 120 minutes prior to the experiment. 
This procedure was successfully used in previous similar studies (Hedayat et al., 2012; 2014a-d; 
2018; Gheibi and Hedayat, 2018a-b). Honey is widely considered as one of the best couplants for 
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P-wave propagation (Couvreur and Thimus, 1996). This complete setup was placed inside the 
MCC-8 uniaxial loading machine, as shown in Figure 4.2. 
4.3.2 Digital Image Correlation 
Digital image correlation (DIC) is one of most frequently used non-contact optical methods 
to measure in-plane deformation, which has a number of advantages (Hedayat et al. 2014a-d, 
2018). One of the advantages of 2D-DIC is its simple process for sample preparation and 
experimental setup and its ability to work in ambient light with no special illumination. A speckle 
pattern is obtained on the surface on the specimen by using a multicolor paint from Rust‐Oleum 
(Hedayat, 2013; Sutton et al., 2009). The speckle pattern produced on the surface of the Barre 
granite specimen prior to testing is shown in Figure 4.6. Each speckle in the pattern should be at 
least a 3–pixel image to provide proper intensity pattern reconstruction and minimal oversampling 
during the image correlation process (Sutton et al., 2009; Hedayat et al., 2014a). In this 
experimental setup, one pixel in the digital image corresponds to 100µm in the physical space 
(Shirole et al., 2019).   
During uniaxial loading, digital images of the speckle pattern were captured at a frame rate 
of 10 frames/sec using a Grasshopper (Point Grey) charged coupled device camera with 2448 by 
2048 square pixels in combination with a Fujinon lens of 35mm focal length (Model CF35HA‐1). 
FlyCapture SDK was used to control the camera and the image acquisition rate. The camera was 
mounted perpendicular at a distance of 800mm from the specimen to ensure that the error due to 
the out-of-plane deformations was below the prescribed limit. The experimental setup for 2D-DIC 




Figure 4.6 Speckle pattern obtained for 2D-DIC using a multicolor paint from Rust‐Oleum  
 
Figure 4.7 Experimental setup for 2D-DIC to capture digital images during uniaxial loading of 
the rock specimen and ultrasonic data acquisition system. (1) MCC-8 loading machine; (2) 
Experimental set for ultrasonic data acquisition as shown in Figure 4.2; (3) CCD camera; (4) NI‐
5142 digitizer scope; (5) pulse generator; (6) source pulse box; (7) receiver pulse box 
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4.4 Implementation of UVT technique in MATLAB 
Automatic travel-time identification using AIC criteria, Double Beam Forming (DBF) for 
improving the recorded signals, and inversion for obtaining the velocity field tomograms was 
executed in MATLAB using the code written by Dr. Erika Tudisco (Tudisco, 2013), which 
provides the user with control over the selection of the different parameters, the propagation 
model, and the inversion method and was modified in this thesis to fit the current requirements of 
the sample geometry and the acquisition system. The revisions made in the existing code included 
the changes in the geometry of the specimen and the array of transducers, identifying the region 
of interest and changing the code correspondingly, and increasing the sensitivity of the 
tomographic evaluation for detecting small variations in velocity rather than a prominent damage 
zone with a large velocity variation.  
The code consists of three separate modules (fitting, DBF, and inversion). The fitting 
module picks up the first arrival-time of each recorded waveform. Then, all the collected arrival 
time data are fitted to obtain the unknown geometrical parameters plus the base velocity value. In 
this thesis, it is assumed that all the geometrical parameters (i.e., the position of the source/receiver 
transducers) remained constant between readings. The homogenous initial velocity field obtained 
after the fitting process was used for the inversion process. If the signal-to-noise ratio (SNR) of 
the recorded signals is low and it is difficult to pick accurate arrival times, DBF is performed 
before using the travel-time data and velocity value obtained from the fitting procedure for 
inversion. In this case, only the base velocity value obtained from the fitting procedure was used 
for the DBF procedure. After improvement of the signals, removal of noise, and separation of 
multiple wave arrivals through DBF, the fitting process is performed again for obtaining the new 
travel-time data, which then is used in the inversion module. Inversion generates the sectional 
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velocity field tomograms, which can show any velocity perturbations in the region of interest and 
can be compared to a tomogram generated at another stage to identify any progressive changes.  
4.5 Validation of the Ultrasonic Tomography Technique 
Before applying the UVT technique to the experiments conducted on lab specimens, it is 
mandatory to carry out a validation of the technique to ensure proper functioning of the code and 
the procedure employed for data acquisition. The following steps were taken: 1) validation of the 
inversion code, written in MATLAB, was carried out using synthetic data; and 2) the experimental 
procedure adopted for data acquisition was verified using aluminum as a standard material. Details 
and results for both these validation steps are presented in the following sections. 
4.5.1 Validation of the MATLAB Inversion Code 
Synthetic travel-time data were generated in order to verify the proper functioning of the 
tomographic inversion code. First, the synthetic travel-time data were generated for the 40 source 
and receiver positions on each side of the specimen assuming wave transmission without any 
attenuation, using a separate MATLAB code developed for this study. The synthetic data were 
generated for a completely homogenous material with a randomly selected velocity of 7150 m/s, 
and the arrival time was shifted based on this constant velocity depending on the location of the 
source and receiver transducers. Figure 4.8 shows the results of tomographic inversion, which 
confirmed that the velocity field was as expected. 
As a second validation of the inversion code, synthetic travel-time data then were generated 
assuming a material with an anomaly. Anomaly, in this thesis, simply means a zone of velocity 
that was different than the surrounding material. Synthetic travel-time data for anomalies of 
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different shapes and sizes were generated and used as input for tomographic inversion. Anomalies 
of different shapes and sizes and the results of tomographic inversion are presented in Figures 4.9 
through 4.11. These results validated the capability of the tomographic inversion code for detecting 
a zone with a different velocity zone.  
 
Figure 4.8 Velocity Tomogram generated for synthetic data of a homogenous material with a 
velocity of 7150m/s  
In order to quantitatively identify the accuracy of the tomographic inversion code in 
determining the velocity of both the anomaly (velocity of 3000m/s) and the surrounding material 
(velocity of 4000m/s), the normalized difference in percentage (
𝑉𝑘−𝑉𝑔𝑉𝑘 ∗ 100) between the 
generated velocity field (Vg), and the precise known velocity field (Vk) for all type of anomalies 





Figure 4.9 (a) 12.7mm square anomaly with velocity of 3000 m/s within homogeneous material 
of 4000 m/s velocity; (b) UVT results generated by the MATLAB inversion code 
 
Figure 4.10 (a) 6.35mm square anomaly with velocity of 3000 m/s within homogeneous material 




Figure 4.11 (a) 12.7mm long with 1mm aperture anomaly with velocity of 3000 m/s within 
homogeneous material of 4000 m/s velocity; (b) UVT results generated by the MATLAB 
inversion code 
 
A positive normalized difference percentage means the generated velocity is less than the 
actual known velocity and negative means the generated velocity is greater than the known 
velocity. The area where the negative value is obtained, matches the location of the anomaly 
exactly. This difference exists because the straight ray propagation method was used in this 
analysis, which assumes that the velocity spatial variability is small (Santamarina and Fratta, 
2005); therefore, even though the low velocity anomaly was identified clearly, the velocity is close 





Figure 4.12 Velocity tomogram showing the normalized difference in percentage for (a) 12.7mm 
square anomaly; (b) 6.35mm square anomaly; (c) 12.7mm long anomaly with a 1mm aperture    
4.5.2 Method Validation  
Before conducting experiments on the prismatic rock specimens, it was imperative to carry 
out a validation process to ensure that the method/procedure employed for acquisition of the 
ultrasonic waveform data was accurate. Method validation was carried out in this thesis using a 
very homogenous material (aluminum) with a known velocity of ultrasonic wave propagation and 
a homogenous prismatic rock specimen (Barre granite) with a pre-existing flaw. 
4.5.2.1 Aluminum specimen 
As a first step of method validation, a homogenous prismatic aluminum specimen was 
used. The waveforms were recorded for 20 source and 20 receiver positions (i.e., 400 waveforms 
in total). The spacing between each position was 3.175 mm. The results of ultrasonic inversion are 
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shown in Figure 4.13 in the form of the velocity field. The average velocity for this homogenous 
aluminum specimen as calculated from the tomography work was ~6400 m/s, which is within the 
expected velocity range (6200-6300m/s). Therefore, the results for the aluminum specimen 
confirmed the proper functioning of the tomographic inversion MATLAB code. 
4.5.2.2 Prismatic Rock Specimen with a Flaw 
As a second step of method validation, ultrasonic tomography was performed on a 
prismatic Barre granite specimen with a pre-existing flaw. The waveforms were again recorded 
for 20 source and receiver positions, with an interval of 3.175 mm.  Velocity tomograms are 
presented in Figure 4.14, which again confirmed the proper functioning of the ultrasonic 
tomography MATLAB code and the experimental procedure adopted.  
 
Figure 4.13 (a) Prismatic aluminum specimen measuring 76.2mm x 152.4mm x 38.1mm used for 




Figure 4.14 (a) Prismatic Barre granite specimen with a pre-existing horizontal flaw; (b) and the 
resulting velocity tomogram through UVT technique 
In all the results presented for validation of the MATLAB inversion code and the procedure 
adopted for data acquisition, an ‘X’ region was clearly noticeable, where the velocity was different 
than the surrounding area. This can be explained by looking at the normalized ray density in the 
imaging area measuring 101.6mm x 76.2mm with 40 source and receiver positions on each side 
(Figure 4.15). Ray density was calculated by summing the column of the transformation matrix 
‘L’ (see Section 3.4.3), where matrix ‘L’ is simply the distance travelled by each ray in a grid cell 
(Santamarina and Fratta, 2005). It can be observed that the density was highest in the central region 
(normalized ray density close to 1) and where the accuracy of the inversion results is expected to 
be highest. The ray density was at its minimum in the central top and bottom regions because 
tomography is performed in one direction (horizontal) only and here the chance of encountering 




Figure 4.15 Normalized ray density calculation indicating the regions of highest and lowest ray 
density 
4.6 Parametric Analysis 
There are several parameters that can influence the accuracy of UVT-generated velocity 
field tomograms. The size of the pixel and the number of source and receiver positions for data 
acquisition are two of the most important parameters, which were analyzed to select the most 
optimum option. The size of the area imaged is also important; and in this thesis, the size of the 
area imaged (60.325mm x 76.2mm) was selected based on the farthest distance from which it was 
possible to acquire signals with high SNR for the subsequent tomographic analysis. The size of 
the pixel was varied from 0.75mm to 5mm for an inclined anomaly, a 6.35mm length and 1mm 
aperture, a 60.325mm x 76.2mm imaging area, and 40 source/receiver pairs. The results of the 
tomographic inversion are presented in Figure 4.16, where it can be observed that the results were 
very similar for 0.75mm, 1mm, and 1.5mm pixels, and the results began to deteriorate at 2mm and 
higher. The computing time for 0.75mm, 1mm, and 1.5mm pixel size was 2.5 hours, 1 hour, and 
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15 min, respectively; therefore 1.5mm was chosen as the optimum pixel size for further analysis 
in this thesis.  
 
Figure 4.16 Velocity tomograms and the influence of the size of pixel on the tomography results 
Next, the impact of the number of source and receiver pairs on the quality of the 
tomography results was examined. The number of source and receiver pairs was varied between 
15 and 40 for a similar-sized flaw as in the previous case, and the results are presented in Figure 
4.17. As expected, 40 pairs generated the best results; however, ultrasonic data acquisition for this 
75 
 
number of pairs, in an experiment involving manual placement of the source and receiver at each 
location required a lot of time (12 hours). The time required for 35, 25, 20, and 15 pairs were 6, 
3.5, 2, and 1.25 hours, respectively. As a trade-off between the quality of the results and the time 
required for data acquisition, the number of source and receiver pairs to be used in this thesis was 
selected as 20.  
 
Figure 4.17 Velocity tomograms for analyzing the influence of the number of sources and 
receivers on the tomography results  
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4.7 Selected settings for UVT Imaging 
Based on the experimental procedure, validation process and the sensitivity analysis, 
described in the preceding sections; following settings were selected for UVT analysis of 
laboratory rock specimens: 
 Size of the imaging area: 60.325mm x 76.2mm 
 Size of the pixel: 1.5mm square 
 Number of source and receiver pairs: 20 
 Interval between neighboring source and receiver positions: 3.175mm 
 Frequency of the transducers: 2.25MHz 












RESULTS AND DISCUSSION 
5.1 Uniaxial Compression Test – Prismatic Barre Granite Specimen 
After the necessary validation process, two similar prismatic Barre granite specimens with 
a pre-existing horizontal flaw were subjected to uniaxial loading after the initial tomographic 
imaging was conducted. This tomographic imaging before the compression test provided the 
reference velocity field inside the specimen, which then were compared to the velocity tomograms 
obtained after compressional loading of the specimen to a certain level and thus to investigate the 
damage occurring inside the specimen. After performing the UVT imaging for two prismatic Barre 
granite specimens, one of the specimens was monotonically loaded (specimen A), while the other 
one was loaded in stages (specimen B). To obtain an approximate uniaxial compressive strength 
(UCS) value, three uniaxial compression tests were conducted on a prismatic Barre granite 
specimens measuring 152.4mm x 76.2 mm x 25.4mm, with a pre-existing flaw to obtain an average 
UCS value. The obtained UCS values from three tests were 145 MPa, 149 MPa and 158 MPa and 
therefore the UCS of prismatic Barre granite specimen was taken as 150MPa for the subsequent 
analysis. Specimen A was loaded monotonically until 140MPa, which was ~95% of the UCS and 
ultrasonic waveform data acquired for the selected imaging area. Specimen B was loaded first until 
50MPa, which was ~30% of the expected UCS and the ultrasonic waveform data recorded. The 
same specimen was then loaded until 100MPa (~65%) and 140MPa (~95%), and UVT procedure 
was performed after both loading stages. Digital images were acquired from the start of loading 
until the specimen was unloaded, for both the monotonically-loaded specimen and the specimen 
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loaded in stages in order to perform DIC and obtain displacement and strain profiles on the surface 
of the specimen. This approach made it possible to generate velocity tomograms and 
displacement/strain profile images to identify any damage and its progression occurring in the 
specimen due to uniaxial compression loading.   
5.2 Results 
5.2.1 Ultrasonic Velocity Tomograms 
The velocity tomograms showing the P-wave velocity spatial distribution for the imaging 
area for specimen A and specimen B were generated using the MATLAB ultrasonic tomography 
inversion code. The velocity tomograms generated before loading the specimen which were used 
as the reference tomograms are presented as Figure 5.1a and Figure 5.1b, for the subsequent 
monotonic loading case and stage-wise loading case, respectively. The pre-existing flaw was 
detected in the case of specimen B along with the presence of a velocity anomaly (Figure 5.1b), 
whereas, for specimen A, the tomographic inversion indicated a more homogenous velocity 
distribution along the complete imaging area and the pre-existing horizontal flaw was not 
identified (Figure 5.1a). The difference in velocity between these two reference tomograms is 
presented in Figure 5.1c.  
Figure 5.2 presents the velocity tomograms for comparing the before loading reference 
tomogram (Figure 5.2a) and the after loading tomogram (loaded non-stop to 140MPa) (Figure 
5.2b) for specimen A. The figure also shows the difference between the absolute velocities at both 
these loading stages (Figure 5.2c). Both the absolute and the velocity difference tomograms show 





Figure 5.1 (a) Reference velocity tomograms for specimen A; and (b) Reference velocity 
tomograms for specimen B; and (c) the difference in velocity between the reference velocity 





Figure 5.2 (a) Velocity field tomograms for specimen A showing the absolute P-wave velocity 
for the before-loaded stage, (b) the specimen loaded monotonically to 140MPa, and (c) the 
difference in their absolute velocities 
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Similar tomograms showing the absolute velocity distribution determined after each stage 
of loading for specimen B are presented in Figure 5.3.  The reduction in the velocity field, at 
different stages of loading, were also calculated in two different ways: (1) by subtracting the 
calculated velocity in each tomogram (at ~30%, 65%, and 95% loading) from the same reference 
velocity tomogram (before loading) (Figure 5.4) and (2) by subtracting the velocity from the 
immediately preceding stage; for example, by subtracting 95% tomogram from 65% (Figure 5.5). 
The reduction in velocity obtained from the latter (Figure 5.5) presented a more realistic picture of 
the velocity change, since the specimen is unloaded after each loading stage for ultrasonic 
waveform data acquisition and therefore the immediately preceding stage became the reference 
stage.  
 





Figure 5.4 Difference in velocity at different stages of loading compared to reference tomogram 
 




The positions of 20 source receiver pairs connected by the straight raypaths is presented as 
Figure 5.6a. A comparison of the change in the zero-offset horizontal path velocity between the 
different stages of loading for specimen B for all the source and receiver pairs is shown in Figure 
5.6b, where a positive change means a reduction in the velocity and negative change means an 
increase in the velocity. A comparison between the raw waveforms collected at different stages of 
loading for source receiver pair 5 (Figure 5.6a), which is ~15mm below the top edge of the imaging 
area, is shown for specimen A (Figure 5.7) and specimen B (Figure 5.8). It can be observed from 
these figures that there is almost no change in arrival time of ultrasonic wave at ~30% load. A 
small increase in arrival time can observed for ~65% load, whereas for ~95% loading, a significant 
delay can be seen in the arrival of waves for both specimen A and specimen B.  
 
Figure 5.6 (a) Position of source receiver pairs in the tomographic imaging area and the straight 
raypaths connecting them. Yellow raypaths indicate the position of source receiver pair 5; (b) 
Change in zero offset horizontal path velocities for specimen B, at 30%, 65%, and 95% loading 
of the prismatic Barre granite specimen compared to the reference tomogram 
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Figure 5.7 Ultrasonic waveforms for source receiver pair #5 for specimen A 
 























































5.2.2 Displacement and Strain profiles 
DIC was used to identify the damage that occurred in the selected imaging area (similar to 
ultrasonic tomography imaging area) in the uniaxially-loaded prismatic Barre granite specimens 
(specimen A and specimen B). VIC-2D DIC software was used to determine the displacement and 
strain across the specimen surface by analyzing the digital images acquired during the uniaxial 
loading. However, before using the generated displacement and strain profile for comparison with 
the ultrasonic tomography results, it was important to assess the accuracy of the 2D-DIC 
measurements. The axial strains determined by the LVDTs, which were integrated into the MCC-
8 uniaxial loading machine, were compared to those determined by the 2D-DIC method. In the 
case of 2D-DIC, the axial strains were averaged across the whole surface of the specimen, at each 
stress level. Figure 5.9a and Figure 5.9b present the percentages of the applied stress versus the 
axial strain (axial strain obtained from both the LVDTs of the loading machine and from the 2D-
DIC) for the 90% monotonically-loaded and for the 90% stage-wise loaded specimens. It can be 
observed from Figure 5.9a and Figure 5.9b that the DIC measurements were consistent overall 
with the LVDT measurements, which confirmed the accuracy of the experimental procedure used 
for 2D-DIC.  
The horizontal displacement profile, which is the displacement due to the expansion of the 
material perpendicular to loading, and the vertical displacement profile, which is the displacement 
due to compression of the specimen parallel to the loading direction and shear strain for the 90% 
monotonically-loaded case and for the stage-wise 90% loaded case are shown in Figure 5.10 and 




Figure 5.9 % of applied stress versus axial strain, obtained from LVDTs and DIC, for (a) 
specimen A; and (b) specimen B 
 
 
Figure 5.10 (a) Horizontal displacement profile; (b) vertical displacement profile; and (c) minor 




Figure 5.11 (a) Horizontal displacement profile; (b) vertical displacement profile; and (c) the 
minor principal strain (c) calculated through 2D-DIC for specimen B at ~95% loading of the 
specimen 
5.3 Discussion of Results 
The specimen retained their original shapes and did not show any visible cracking or 
deformation in the selected imaging area as a result of the uniaxial loading for both the monotonic 
loading and stage-wise loading case (Figure 5.12). By comparing the velocity tomograms 
presented for different stages of loading, for both specimen A and specimen B (Figure 5.1-Figure 
5.5), the formation and progression of a low velocity zone were clearly identified.  
We know that the strength of the brittle material decreases due to presence of pre-existing 
flaw or crack in the laboratory specimens. Inglis (1913) calculated the stress at the tip of an 
elliptical hole embedded in an infinite plate as per the following equation: 
𝜎𝐴 =  𝜎 (1 +  2𝑎𝑏 )                                                          (5.1) 
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where a and b are half the length and width of the elliptical hole, respectively. Based on 
the stress analysis developed by Inglis (1913), Griffith (1921) proposed an energy balance 
approach to establish a relationship between fracture stress and crack size. Griffith (1921) 
suggested that microscopic defects can lead to decrease in tensile strength of the material and gave 
the following equation for calculating the fracture stress(𝜎𝑓):   
𝜎𝑓 = √2 𝐸 𝛾𝑠𝜋𝑎                                                                (5.2) 
where 𝐸 is the total energy, 𝛾𝑠 is the surface energy of the material and 𝑎 is half the length 
of the flaw. Based on Inglis (1913) and Griffith (1921), Irwin (1957) developed the energy release 
rate and stress intensity factors (SIF), which define the stress and displacement field around the 
pre-existing crack tip for different modes of loading. Mode I corresponds to opening mode (tensile 
mode) whereas mode II and mode III are the sliding (in-plane shearing) and tearing (out-of-plane 
shearing) mode respectively. SIFs in case of open flaws for mode I (𝐾1)and mode II (𝐾2) loading 
are presented by the following equations: 
 𝐾1 = 𝜎𝑣 √𝜋𝑎2 [(1 + 𝑘) + (1 − 𝑘)𝑐𝑜𝑠2𝛽]                                           (5.3) 
𝐾2 = −𝜎𝑣 √𝜋𝑎2 [(1 − 𝑘)𝑠𝑖𝑛2𝛽]                                                 (5.4) 
where 𝜎𝑣 is the vertical far-field stress, 𝑎 is half length of the open flaw, 𝑘 is ratio 𝜎𝐻𝜎𝑣 , in 
case there is a far-field horizontal stress and 𝛽 is the inclination of the flaw from the vertical. As 
per these equations of 𝐾1 and 𝐾2, in case of 𝛽 = 90, i.e. a horizontal flaw, 𝐾1 is maximum and 𝐾2 
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is zero. This will be the case of pure mode I loading and the failure will be caused by the opening 
of the pre-existing flaw. 
When stress is applied to a specimen with a pre-existing horizontal flaw, the material near 
the crack tip reaches its yield strength and an area is formed around the flaw called process zone 
or micro-cracking zone. This damage zone, which consists of micro-cracks, initiates from the crack 
tip and propagates as the stress increases. The presence and size of the process zone significantly 
affects the elastic properties of the materials and the variation in these properties can be detected 
by the variations in elastic velocities of the ultrasonic waves propagating through the medium. The 
velocity of ultrasonic waves is lower in this process zone as compared to the surrounding region.  
These velocity tomograms, for both cases of loading, showed that the velocity field was 
relatively uniform before loading the specimen with an average value of ~3950m/s. For specimen 
B, at 30% loading, a low velocity zone began to develop around the pre-existing horizontal flaw 
in the specimen. At 65% loading this low velocity zone progressed first mostly into the upper half 
of the imaging area and finally advanced in almost the complete imaging area at 95% loading of 
specimen B. A reduction in velocity of ~400m/s was recorded in this low velocity zone when 
compared to the reference tomogram (before loading). A similar result was demonstrated by 
specimen A, where a ~500m/s low velocity zone seemed to develop after 90% loading of the 
specimen. The low velocity zone first in the upper half of the imaging area at 60% loading, as was 
the case of specimen B, which is confirmed in Figure 5.6, where the zero-offsets horizontal path 
velocities are shown to decrease only for the source/receiver pairs in the top half of the imaging 
area. The decrease in velocity and development of a relatively low velocity zone can also is 
demonstrated for source/receiver pair #5 (Figure 5.7 and Figure 5.8), where the zero-offset 
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horizontal path velocity decreased progressively with the increased level of loading. As suggested 
by past research (Meglis et al., 2005; Choi et al., 2016), the areas of low velocity zones in the 
generated tomograms were representative of the damage occurring inside the specimen and 
therefore can be used for a qualitative evaluation of the extent of the damage in the specimen at 
different stages of compressional loading. 
 
Figure 5.12 Prismatic Barre granite specimen loaded till ~95% of the expected UCS (a) 
specimen A; and (b) specimen B  
The above interpretation from the UVT technique was validated by comparing the velocity 
tomograms to the displacement and strain profile of the surface of the specimens obtained through 
the 2D-DIC method. Figure 5.13 and Figure 5.14 present the comparison between the velocity 
tomography and the minor principal strain profile, at 90% for both specimen A and specimen B, 
respectively. Higher strain values and a larger low velocity zone can be seen for specimen A, when 
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compared to specimen B, which may be indicative of more damage occurring in the monotonic 
loading case.  
2D-DIC was able to identify the damage occurring in the form of crack formation and 
propagation around the pre-existing flaw. However, the velocity tomograms were unable to 
identify the precise boundaries of this damage, because the tomography was performed only in the 
horizontal direction. Therefore, it was only possible to determine the vertical extent of the damage 
and the anomaly was elongated in the direction of tomography (i.e., the horizontal direction) 
(Menke, 1984; Santamarina and Fratta, 1998).  
In view of the relationship between the wave propagation velocity and the properties of the 
material, this thesis clearly identified the low velocity zones related to the changes occurring in 
the mechanical and elastic properties of the material in the form of permanent damage inside the 
specimen due to compressional loading. The identification of this damage and its progression 
inside the specimens verified the suitability of this technique for characterization of damage in 
brittle rocks specimens. In addition, utilization of another full-field measurement technique (2D-
DIC) not only validated the obtained tomographic results but improved the results as well, 




Figure 5.13 (a) Velocity tomograms; and (b) minor principal strain for ~95% loading case of 
specimen A 
 






CONCLUSION AND FUTURE WORK 
 
This thesis aimed at evaluating the capabilities of the ultrasonic velocity tomography 
(UVT) technique as a non-destructive full-field measurement technique for characterization of 
damage in brittle rocks. The main objectives of this thesis were to develop, validate and implement 
the UVT technique to investigate damage in prismatic rock specimens subjected to uniaxial 
compression test. By applying the developed technique to prismatic Barre granite specimens, 
subjected to different levels of loading, the formation and progression of localized damaged zone 
were studied. The main tasks and findings of this thesis are summarized as follows: 
 Seismic P-wave propagation velocity was a function of material properties and 
therefore can be used identify any changes occurring in the mechanical and elastic 
properties due to progressive damage in the material. 
 The methodology for applying UVT technique at the laboratory scale, which was 
completely implemented in MATLAB to provide a user friendly semi-automated 
approach for quick and robust processing, included three major steps: improvement of 
signals using Double Beam Forming (DBF), first arrival time picking and inversion to 
obtain sectional velocity field tomograms.  
o DBF’s was able to amplify signals from a selected direction while attenuating 
signals from all other directions. As a secondary function of DBF, Signal-to-
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Noise Ratio (SNR) was also improved, which further helped in accurate arrival 
time picking. 
o The use of a statistical method, Akaike Information Criterion (AIC) along with 
Hilbert transform proved to be a very accurate in picking the first arrival time.  
 Parametric analysis was performed to determine the influence of different parameters 
on the accuracy of generated velocity tomograms.  
o Size of the imaging area (60.325mm high and 76.2mm wide) was selected based 
on how far signals with high SNR could be obtained, to be easily 
distinguishable from system noise. 
o Size of a pixel and the number of source and receiver positions were selected 
as 1.5mm and 20, respectively, based on a trade-off between quality of results 
and the computation time. 
 The complete experimental setup of ultrasonic waveform data acquisition was 
developed in this study. Lab jacks fitted with in-house built frames, to mount the 2.25 
MHz piezoelectric transducers, were used to place the transducers at the exactly needed 
positions. LVDTs were used to control the precise raising and lowering of the lab jacks. 
The interval between each source / receiver position, on either side of the specimen was 
3.175mm and as a result large quantity of ultrasonic waveform data with high ray 
density was acquired for the tomographic inversion.    
 It was very imperative to validate the proficiency of ultrasonic velocity tomography 
technique. In this study, the validation was performed in two phases: 
o First, the validation of MATLAB inversion code was performed using synthetic 
data, in which the travel-time data for homogenous material containing small 
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velocity anomalies of different shape and sizes were generated to be used as 
input for the inversion. The MATLAB inversion code was able to successfully 
identify the exact boundaries of all the velocity anomalies.  
o For the method validation, ultrasonic waveform data was acquired for a 
homogenous aluminum specimen and a rock specimen with a known response. 
Velocity tomograms for the aluminum specimen showed a uniform velocity 
field, within the expected velocity range (6200-6500m/s), and the horizontal 
flaw in the Barre specimen was also identified reasonably well. 
 The validated UVT technique was applied to two similar prismatic Barre specimens 
with a single through horizontal flaw in which one of the specimen was loaded 
monotonically to ~95% of the expected UCS, while the other was loaded in stages 
(~30%, ~65% and ~95% of the UCS), with ultrasonic waveform data acquired after 
each compressional loading stage. 
o Generated velocity tomograms for both the specimens, showed the formation 
and progression of low velocity zone around the pre-existing flaw, with 
incremental loading stage. 
o These low velocity zone can be interpreted as the area where changes in 
mechanical and elastic properties are occurring due to damage by 
compressional loading. 
 The study also included the application of 2D-Digital Image Correlation (DIC) as a 
complementary technique to generate displacement and strain profiles on the surface 




o Digital images were acquired during loading in order to perform 2D-DIC to 
obtain displacement and strain profiles on the surface of the specimens. 
o Damage in the form of crack formation and propagation were identified from 
2D-DIC generated strain profiles.  
 UVT results were unable to identify the precise boundaries of damage because of 
tomography being performed in one direction, horizontal, only. This limitation tends 
to elongate the detected anomaly in the direction of ultrasonic data acquisition.  
 UVT was able to detect damage in the specimen even when they were invisible to naked 
eye. The identification of damage and its progression inside the specimens with 
incremental loading verify the suitability of this technique for characterization of 
damage in brittle rocks specimens 
 Utilization of another full-field measurement technique (2D-DIC) validate the obtained 
tomographic results and highlight the importance of using two different techniques for 
complementing each other. 
6.1 Recommendations for Future Work 
This study mainly focused on evaluating the suitability of UVT technique at the laboratory 
scale by following a simple approach which included the use of homogenous rock specimen, 
straight ray as the propagation method, and first arrival-times for inversion. However, there is still 
room for improvement of this technique to make it more versatile and applicable to larger scales. 
Following are some of the suggested areas for future research:  
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 Straight ray propagation method was used in this study, assuming small velocity 
variations with a little loss of spatial resolution. Since the rock mass at the field scale 
will not be homogenous in most cases and may experience large velocity variations, 
straight ray propagation method may not be able to provide accurate results. Therefore, 
it is essential to evaluate different propagation methods, like cubic, eikonal, etc. 
(Berryman, 1991) which takes into account, the significant bending of rays as per the 
Fermat’s principle and Snell’s law.   
 In this study, only homogenous specimens were used to assess the suitability of UVT 
technique for damage evaluation; however, the rock mass in the field is rarely 
homogenous and therefore in future research, anisotropy can be incorporated in the 
propagation model, for example, by following the approach suggested by Chapman and 
Pratt (1992), who suggested the use of linear perturbation theory to determine the 
dependence of anisotropic velocity parameters on travel times in 2D cross-hole 
tomographic experiments.   
 While the travel-time tomography is the robust and the most commonly used method 
to assess the internal structure of rock masses, the amplitude of the recorded waveforms 
can also be used to perform attenuation tomography which is much more sensitive to 
micro-cracks in the materials relative to travel-time. However, it is very difficult to 
perform attenuation tomography due to requirement of very high quality data and 
calibrated equipment. Future studies may assess the suitability of using attenuation 
tomography or a combination of these methods, called as enhanced velocity 
tomography by Debski and Young (1999) which combines the robustness of velocity 
tomography and sensitivity of attenuation tomography to provide better results. 
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Another area for future research involves the tomographic inversion in the frequency 
domain instead of the time domain to counter the low sensitivity and limited 
independent data challenges present in travel-time tomography.  
 UVT was applied in this work only in one direction, horizontal, which tends to produce 
velocity tomograms where velocity anomalies are elongated in this direction and unable 
to identify the exact extent of damage. Ultrasonic waveform data may be acquired from 
both the vertical and horizontal directions and used for generation of a combined 
tomogram which may better presents the boundaries of progressive damage in the 
material under loading. 
 Only one pair of P-wave transducers was used to collect complete waveform data, 
which is a very time consuming process and increases the chances of error in correct 
positioning of transducers for each recording. Use of an array of transducers (or 
barrettes) containing a large number of elements can resolve these issues with the 
advantage of real-time monitoring of the specimen under loading. 
 2D-DIC is used as the complementary full-field measurement technique in this study, 
which only provides data on the surface of the specimen and cannot identify any 
changes occurring inside the specimen. Therefore, another technique such as the x-ray 
tomography or a passive acoustic emissions technique, which are sensitive to changes 
inside the specimen, can be used along with UVT to better understand the mechanisms 
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