ABSTRACT This paper considers the problem of generating the shortest time division multiple access (TDMA) schedule for use in rechargeable wireless sensor networks (rWSNs) with heterogeneous energy arrivals rates. This novel problem considers: 1) the time required by nodes to harvest sufficient energy to transmit/receive a packet; 2) harvest-use-store (HUS) energy harvesting and usage models, and; 3) battery imperfections, i.e., leakage, storage efficiency, and capacity. This paper shows the problem at hand, called link scheduling in harvest-use-store (LSHUS), is in general NP-Complete. Furthermore, it presents a greedy heuristic, called LS-rWSN, to solve LSHUS. Our experiments show that a longer energy harvesting time (leakage rate) from 1 to 20 (0% to 4%) increases the schedule length by up to 565.82 (44.54%) slots while reducing storage efficiency from 1.0 to 0.6 lengthens the schedule by up to 62.77%. In contrast, battery capacity has an insignificant effect, i.e., enlarging the capacity by 20 times decreases the schedule length by only 6.5%.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) will play a crucial role in the Internet of Things (IoTs) era [1] . In particular, WSNs will be critical to information/data gathering of activities in environments such as smart homes [2] or to monitor the blood pressure of a person [3] . A key concern when operating a WSN, however, is managing the ambient energy harvested by sensor nodes [4] . Of interest, is ensuring sensor nodes used stored energy efficiently. Moreover, once a node's battery is full, any subsequent energy arrivals are loss. Also, the energy harvesting rate is location specific [5] . Once a sensor node exhausts its harvested energy, it will have to spend time accumulating energy before it is able to carry out any tasks. For instance, the energy generated by air-flow has a power density of 360 µW/cm 2 [6] . With a surface area of 50 cm 2 , its energy harvesting rate is 18 mJ/s. If the harvester powers a Mica2 mote [7] that works with 72 mJ of energy to transmit/receive a packet, the mote has to wait up
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to four seconds, aka harvesting/recharging times or cycles, before it can transmit or receive one packet.
In a rechargeable wireless sensor network (rWSN), sensor nodes need to access the channel in order to transmit/receive packets. To this end, this paper addresses the problem of deriving a short Time Division Multiple Access (TDMA) schedule for use in a rWSN. Such a schedule ensures collision-free transmissions, meaning energy is not wasted due to collisions. Specifically, a link scheduler is responsible for determining the set of transmitting and receiving nodes in each time slot. As the TDMA schedule repeats, it is important that the schedule length (in terms of slots) is short as this allows nodes to transmit frequently; consequently, as links are activated frequently, they will have a high capacity. It is preferable to have a link schedule to be as short as possible and for each transmission slot to have as many links as possible. Hence, as the link schedule repeats periodically, such a schedule will result in a high network capacity [8] . Lastly, the schedule governs the active time of a node, meaning a node only needs to become active if its neighbors are active. In other words, such a schedule minimizes idle FIGURE 1. An example (a) with only protocol interference constraint, and (b) protocol interference, harvesting time, and battery capacity constraints. The number next to each link denotes its activation time, and v x |z denotes node x requires z time slots to recharge its battery to a level before the next transmission or reception is possible.
listening [9] . Hence, a link scheduler plays a critical role in a rWSN.
Past works on link scheduling assume nodes have no energy constraints [10] . In contrast, in a rWSN, link schedulers must consider the varying energy harvesting rates of sensor nodes. Specifically, they must consider the energy harvesting time of nodes; i.e., this is the time interval in which a sensor node accumulates sufficient energy to either transmit or receive a packet. Without this consideration, a link scheduler may allocate slots to nodes that have insufficient energy to transmit/receive. Another important issue to consider is battery characteristics; namely (i) limited capacity aka battery capacity, (ii) leakage, and (iii) storage efficiency. These characteristics can result in a longer link schedule.
We now discuss the aforementioned issues with the aid of an example. Fig. 1a and 1b show two rWSN examples with four nodes and three directed links; the number next to each link refers to its activation time slot. Links (v 1 , v 2 ), (v 3 , v 2 ), and (v 4 , v 2 ) interfere with each other and thus cannot be scheduled to transmit concurrently. Assume links (v 1 , v 2 ), (v 3 , v 2 ) and (v 4 , v 2 ) are to be activated in time slot t = 1, t = 2, and t = 3, respectively. This means the resulting TDMA schedule or superframe is three slots in length. The key assumption for the example in Fig. 1a is that nodes have sufficient energy to transmit and receive in its allocated time slot. Next, consider the case where sensor nodes have a different energy harvesting cycle. Fig. 1b shows that node v 1 is able to transmit/receive every five slots; denoted as v 1 |5. This causes the schedule length to exceed three slots as each node must now wait for its battery to recharge. Notice that node v 2 has sufficient energy at time slot t = 2. However, none of its incoming links can be activated at time 2 because its neighbors have insufficient energy to transmit a packet. Specifically, link (v 1 , v 2 ) can be scheduled no earlier than slot t = 5 because node v 1 can only transmit after time t = 5.
The battery capacity of sensor nodes is also a key factor that affects the schedule length. Consider the case where at time t = 3, node v 2 continues to accumulate energy, and hence at time t = 5 and t = 7, it has sufficient energy to receive two and three consecutive packets, respectively. For this case, links (v 1 , v 2 ), (v 3 , v 2 ), and (v 4 , v 2 ) can be scheduled at time t = 5, t = 6, and t = 7, respectively, giving a schedule of length seven. Now assume the battery capacity of node v 2 is only sufficient to store the energy required to receive one packet. Consequently, the battery of node v 2 can be recharged only after it is used at time t = 5, and it is fully recharged at time t = 5 + 2 = 7. Thus, node v 2 can receive the second and third packet no earlier than at time t = 7 and t = 9, respectively, e.g., link (v 3 , v 2 ) can be scheduled at time t = 7, and link (v 4 , v 2 ) at time t = 9, which yield a schedule of length nine; see Fig. 1b . This example shows that battery capacity affects the schedule length.
Two additional factors that can affect the schedule length are battery leakage and storage efficiency. The typical value of storage efficiency can be as low as 66% [11] depending on the battery technology. Similarly, the leakage rate of a battery depends on its type, age, usage, and/or temperature [12] . As an example, the leakage rate of a Li-ion battery is 8% per month [13] , which is lower than a Nickel-based battery. Further, the leakage rate changes over times and has the highest leakage right after being charged [12] . To illustrate the effect of these factors on the link schedule, reconsider the previous example depicted in Fig. 1b . Assume sensor nodes have a battery with a capacity of one unit of energy (1 ) . Now assume the battery of nodes leaks at a rate of 5% per slot, and has a storage efficiency of 90%. Given this imperfect battery, the schedule length becomes 12 slots instead of 9 slots. This is because links (v 1 , v 2 ), (v 3 , v 2 ), and (v 4 , v 2 ) are scheduled at time t = 6, t = 9, and t = 12, respectively. The reason is because nodes v 1 , v 2 , and v 3 require more than five, six and seven time slots respectively to accumulate sufficient energy to transmit or receive a packet due to battery leakage and storage efficiency. This paper contains the following contributions:
• It proposes a novel TDMA link scheduling problem, called Link Scheduling in Harvest-Use-Store (LSHUS), to maximize the throughput of rWSNs whereby (i) sensor nodes have a different energy harvesting cycle, (ii) sensor nodes have a battery with finite capacity, and each battery has less than ideal storage efficiency and leaks over time, and (iii) each link i has a weight w i ≥ 1 that specifies that it must be scheduled at least w i times in the resulting schedule. To the best of our knowledge, no link schedulers have simultaneously considered factors (i)-(iii). The authors of [14] consider factors (i) and (iii) and they assume nodes use the HarvestStore-Use (HSU) model with unlimited battery capacity. A prior work in [15] uses the Harvest-Use-Store (HUS) model and considers batteries with limited capacity. More specifically, the work in [14] and [15] assumes batteries that are leakage free and have 100% storage efficiency. This paper extends the work in [15] by also considering different leakage rates and storage efficiencies. Note, this paper only considers the HUS model as it is superior to the HSU model; see [15] for details.
• It outlines an efficient greedy technique to generate TDMA link schedules, and contains analysis of its time complexity. In addition, it also presents a proof to show that LSHUS is NP-complete, and contains analysis of the optimal schedule length for the following topologies: Line, Tree, and Grid. The proposed technique does not require an extended conflict graph as in [14] , and thus it is more efficient. The results in Section V show that imperfect batteries increase the schedule length. In particular, the results show that at a battery leakage rate of 0.01 and storage efficiency of 0.7, the superframe length increases by up to 63.68% as compared to a perfect battery when the leakage rate is at zero and storage efficiency is at 100%. Further, increasing the harvesting time from one to 20 lengthens the schedule by up to 565.82%. The proposed heuristic can produce schedule lengths that are on average only 1.07 times longer than the lower bound length. It also produces the optimal schedule for the Line topology, and achieves at most 28% and 42% longer schedule lengths than the optimal length for the BTree and Grid topologies, respectively. The rest of this paper is organized as follows. Section II reviews related works, followed by Section III, which contains network model and problem. Section IV describes the problem and solution. The performance evaluation is reported in Section V. Finally, Section VI concludes the paper and provides future research directions.
II. RELATED WORKS
To the best of our knowledge, except for reference [14] and our prior work [15] , there are no works that solve a similar problem to ours. Liu et al. [16] aim to optimize the throughput and transmission time in many-to-one networks . The authors consider two cases: (i) infinite, and (ii) finite battery capacity. Kapoor and Pillai [17] aim to find efficient schedulers for energy harvesting nodes operating over a multiple access channel. Lenka et al. [18] design a hybrid medium access control (MAC) protocol for WSNs that minimizes latency and collisions. He et al. [19] present link scheduling, data routing and energy sharing in rWSNs to maximize the minimum source or sensing rate of nodes. On the other hand, Li et al. [20] study a scheduling optimization problem for a Energy Harvesting (EH) mobile WSN. They aim to maximize the amount of data collected from sensors by scheduling the transmission per time slot according to the energy harvested by sensor nodes and link quality. The authors of [21] investigate a joint data gathering and EH problem in rWSNs with a mobile sink. The goal is to maximize the network utility by jointly considering the relay selection, power/energy allocation and time scheduling problems. However, none of these works consider recharging time of batteries at the end nodes of active links.
The most relevant works to ours are [14] and [15] . Sun et al. [14] consider the HSU model [22] , whereby harvested energy must be first stored in a battery before it can be used. Each battery has a recharging time that determines when a node has sufficient energy to transmit/receive one packet. The authors assume nodes have a perfect battery with unlimited capacity; i.e., nodes use batteries with unlimited capacity, 100% storage efficiency, and are leakage free. The links in [14] can be scheduled only if the battery of their end nodes have accumulated sufficient energy to transmit/receive one data packet. Each node with insufficient energy thus must wait for at least one recharging cycle before it can activate one link. The authors propose two link schedulers to maximize network throughput: (i) without link weight (or w i,j = 1), and (ii) with link weight (w i,j > 1). For (i), they generate a conflict graph C G (V , E ) from G(V , E) according to the protocol interference model. For (ii), their scheduler requires an extended conflict graph C G (V , E ), which is generated from C G and w i,j of each link such that each link (i, j) appears w i,j times in C G .
The HUS protocol is first introduced in [23] . According to [22] , HUS has a higher achievable harvesting rate and lower energy loss as compared to HSU. Recently, there are works that consider HUS, but these works do not consider the problem in this paper. More specifically, in [24] , Yuan et al. investigate the HUS architecture for point-to-point data transmission with a rechargeable battery over two channels: (i) static, and (ii) block fading. They aim to maximize throughput and propose optimal energy policies based on a discrete-time energy model. They then extend their work in [25] , whereby the aim is to minimize the energy used for transmissions subject to a delay constraint. However, these papers assume perfect battery, i.e. batteries with zero leakage and 100% storage efficiency.
The work in [12] , [26] , and [11] considers batteries with leakage and storage efficiency; aka imperfect batteries. The authors in [12] propose a framework to maximize the amount of data transmission by adjusting the transmit power in an energy harvesting system with battery limitation such as leakage constraint. Biason and Zorzi [26] proposed a framework based on a Partially Observable Markov Decision Process (POMDP). The goal is to optimize the throughput of energy harvesting-capable devices. Further, they consider the effects of imperfect batteries. In [11] , Tutuncuoglu et al. study two policies: (i) optimal offline, and (ii) online to maximize the average transmission rate in an energy harvesting network with an inefficient finite capacity battery that loses a constant fraction of its stored energy. However, none of these papers consider link scheduling.
In summary, there are no prior works on link scheduling for rWSNs that consider all of the following factors: battery recharging time, capacity, leakage, and storage efficiency. Sun et al. [14] consider recharging time, and assume unlimited battery capacity. The authors consider the HSU model [22] . The HSU model requires the harvested energy at slot t to be used no earlier than slot t + 1, which results in a longer schedule length. The work in [15] considers the HUS protocol [22] , which offers better performance. In HUS, nodes can use its harvested energy immediately, and hence, reduce energy loss and produce shorter link schedule, meaning larger throughput, than a link schedule that uses the HSU model. Further, the approach in [15] only requires a conflict graph, unlike the solution in [14] that also requires an extended conflict graph. This is advantageous as the extended conflict graph becomes computationally expensive to use with a large link weight w i,j . However, the work in [15] does not consider battery leakage and storage efficiency. Note that a Ni-MH rechargeable battery only can store 70% of the harvested energy [22] . As a result, some valuable energy is loss due to energy storage inefficiency and leakage. Henceforth, this paper extends the work in [15] to include these two important factors. A quick comparison of our work and previous works can be found in Table 1 .
III. PRELIMINARIES
Section III-A first describes the rWSN model under consideration. It then introduces key notations (see Table 2 ). Section III-B then formally presents the problem at hand. This section also shows the said problem is NP-complete. Section III-C presents an analysis of how factors such as harvesting time, battery storage efficiency, and leakage impact the schedule length for fixed topology networks.
A. NETWORK MODEL
A directed graph G(V , E) is used to model a rWSN, where each node v i ∈ V is a sensor node i and each link l i,j ∈ E denotes a directed link from v i to v j . Let R i be the This paper assumes links are activated as per the protocol interference model [27] . Specifically, primary interference occurs when a node transmits and receives a packet simultaneously, or receives more than one transmission at the same time; that is, each node is half-duplex. Secondary interference occurs when say a node A, while receiving a packet from its neighbor B, also receives a transmission from node C that is intended for another node D. In Fig. 2a , there are two primary interference; i.e., link l 4,3 with l 3,1 , and l 3,1 with l 1,2 . Also shown is the secondary interference at node v 3 that is caused by node v 1 .
The interference between links is aptly modeled by a conflict graph C G (V , E ) [28] . For a given G(V , E), its corresponding conflict graph can be constructed as follows: (i) each vertex in V represents a link in E, i.e., |V | = |E|, and (ii) each edge in E represents two links of G that experience primary or secondary interference if they are active together. Fig. 2b shows the conflict graph C G for the rWSN in Fig. 2a . The figure shows primary and secondary interference in a dashed and a solid line, respectively. Any graph coloring algorithms, such as edge coloring [29] , can then be applied on the conflict graph to determine the links that can be scheduled together. That is, all links with the same color do not interfere and thus can transmit together. Note that our problem and its solution, described in Section III-B and Section IV respectively, can also be used for other interference models, e.g., the Request to Send/Clear to Send (RTS/CTS)-based model [14] .
A TDMA superframe or a link schedule is defined as a collection of consecutive, equal sized time slots. All links in each slot do not experience primary and secondary interference. Indeed, after coloring a conflict graph, all links with the same color can be placed in a slot. Let S represent the superframe and |S| denote the schedule length (in slots). Each slot has size τ (in seconds), and is sufficient to transmit one packet. Without loss of generality, τ is set to one millisecond (ms). Each slot is either empty or contains one or more noninterfering, concurrently active links. A slot is empty when no sensor nodes have sufficient energy to transmit/receive. Note that prior link schedulers assume nodes always have energy when they are scheduled to transmit/receive; this paper relaxes this assumption.
A sensor node consumes energy when sensing the environment, computing collected samples, and communicating with its neighbors, which include transmitting, receiving, listening for messages on the radio channel, sleeping, and switching state [30] . This work assumes that communication is the only source of energy expenditure. The assumption is reasonable because as shown in [30] , the energy consumption of nodes for communications is significantly larger than other operations, e.g., 180.10 mJ, 17.242 mJ, and 5.2 mJ for communication, sensing, and computing, respectively. Similar to [31] , assume the energy usage for transmission and reception is equal. Let (in Joule) be the energy consumed when transmitting or receiving one packet. For example, assuming a TI CC2420 transceiver that uses 226 nJ/bit for transmission [32] , and a packet size of 125 bytes or 1,000 bits, then we have = 226 µJ. This paper considers nodes that use the HUS model [22] , where harvested energy is first stored in a capacitor for immediate use and any unused energy is stored in a rechargeable battery for use in future slots. Note that this paper does not make any specific assumption about any energy harvesting model; i.e., the problem -to be formally defined in Section III-B -is independent of any specific energy harvesting model. In particular, it considers the amount of energy that arrives after energy conversion. Hence, solution to the problem continues to work if the energy source is solar, which is linear with respect to the solar panel size, or Radio Frequency (RF), which is non-linear with respect to the input power. To this end, a node i contains a harvester that generates energy from its environment, e.g., the sun, and two energy storage types: (i) a super capacitor with a capacity of c i , and (ii) a rechargeable battery with a capacity of b i ; both capacities are in unit of . Let r i > 0 (in slots) be the total number of slots or harvesting time required by a node i to accumulate 1 amount of energy. Thus, a node has a harvesting rate of r i per time slot. Each capacitor for node i is assumed to have sufficient capacity to store all harvested energy in each slot, i.e., c i ≥ 1/r i . The energy level of each capacitor is zero at the start of each time slot. Any unused energy that the harvester receives at slot t, e.g., any excess energy when r i < 1 or node i is not active, is stored in a rechargeable battery for use in slot t +1 and thereafter. The battery of nodes is initially empty.
Let 0 < η i ≤ 1 be the storage efficiency and 0 ≤ µ i < 1 be the battery leakage factor (per time slot) of node i. Notice that values η i = 0 and µ i = 1 correspond to the case where the battery cannot store any harvested energy and retain its charge or energy, respectively, and thus are considered. Further, in each slot, the amount of energy that can be stored in a battery from scavenging energy is larger than the battery's energy leakage. The requirement is necessary because otherwise any harvested energy will be lost VOLUME 7, 2019 immediately due to battery leakage. Consequently, nodes will not have any energy to operate.
The rechargeable battery of nodes supports shallow recharging [4] , meaning it can be recharged even though it is partially discharged. Let b i,t be the energy level of node i's battery at time t. For each node i, A i,t (in unit of ) represents the amount of energy that node i is allowed to use in slot t; note,
. The value of A i,t is the sum of energy level of node i's battery and capacitor at time t, that is,
. As the capacitor has a high leakage rate [22] , the energy level in each capacitor is always equal to the energy harvested in each slot, i.e., 1 r i . This paper considers the capacitor of nodes has 100% energy storage efficiency. When A i,t < 1 , node i cannot transmit or receive packets at time t. In contrast, if r i ≤ 1 or A i,t ≥ 1 , a node can transmit/receive at any time, assuming there is an available packet. The available energy A i,t is a function of node i's battery capacity (b i ), energy harvesting rate (r i ), storage efficiency (η i ), leakage rate (µ i ), and energy usage. Let t i be the time in which node i last draws energy from its battery. When A i,t i < 1, it takes ρ i = t − t i slots for node i to accumulate energy such that it has A i,t ≥ 1. As explained later in Section IV-A, ρ i is affected by the harvesting time r i , storage efficiency η i , leakage rate µ i , and energy level b i,t i .
A battery cannot be charged and discharged simultaneously [33] . However, its energy level may increase when a node uses energy at the same time slot t. This case occurs when r i < 1. On the other hand, when r i > 1 and
, then node i will draw the fraction 1 − 1 r i , aka energy shortfall, from its battery. Finally, since the amount of leaked energy can never be larger than the energy stored in a node's battery, we have that the amount of energy that a node i uses at time t + 1 is larger or equal to the energy at time t; i.e., A i,t+1 ≥ A i,t .
Let T i denote the earliest time slot when node i has at least 1 of energy to transmit/receive one packet. In other words, T i is the earliest slot such that A i,T i ≥ 1 . The earliest time link l i,j can be scheduled is thus at time t i,j = max(T i , T j ). Note that a link can be scheduled only when each of its end nodes has at least 1 amount of energy. Let t i be the most recent time node i transmits/receives a packet.
Consider Fig. 2a to illustrate the aforementioned notation. The battery at each node in Fig. 2a has energy level b 1 = 3, and b 2 = b 3 = b 4 = 2, and harvesting time at each node is r 1 = 2, r 2 = 6, r 3 = 5, and r 4 = 7 time slots. Assume η i = 1 and µ i = 0 for all batteries. At time t = 1, the available energy of node 1 is A 1,1 = 0.5 , while at time t = 2, it increases to A 1,2 = 1 . Thus, the earliest time node 1 can transmit/receive is T 1 = 2. For the other nodes, Fig. 2a shows T 2 = 6, T 3 = 5, and T 4 = 7. The earliest time in which node 1 and 2 can transmit/receive is therefore t 1,2 = max(2, 6) = 6. The other two nodes have t 3,1 = 5, and t 4,3 = 7. Notice that the first four slots in schedule S are empty because the smallest t i,j is five. Assume a scheduler selects link l 1,2 first at time 6; thus t 1 = t 2 = 6, and the next earliest time node 1 and 2 can transmit or receive is at slot T 1 = 6 + 2 = 8 and T 2 = 12, respectively.
B. PROBLEM STATEMENT
For a given rWSN, the Link Scheduling in Harvest-UseStore (LSHUS) problem is to generate a TDMA link schedule S with the shortest length |S| such that (i) each link l i,j that is allocated a time slot t satisfies A i,t ≥ 1 and A j,t ≥ 1 , and (ii) each link l i,j ∈ E is scheduled at least w i,j times in S. For example, in Fig. 2a , link l 3,1 can be scheduled no earlier than t = 5; and link l 1,2 needs to be scheduled three times because w 1,2 = 3.
To illustrate the effect of link scheduling on |S|, consider the example in Fig. 2 with equal µ i = 0 and η i = 1. Fig. 3a shows one feasible schedule. A schedule is called feasible if it satisfies constraints (i) and (ii). The optimal solution can be found in Fig. 3b . Note that the figure shows only non empty slots, i.e., each empty slot is represented as ''. . . ''. The problem aims to generate a schedule S with the shortest length, e.g., the schedule in Fig. 3b has length |S| = 18.
Let S E represent the superframe generated when there is no interference In this case, the activation of links is delayed by insufficient energy as opposed to interference. One can use |S E | as lower bound of the superframe length for LSHUS, computed as
where N (i) is the set of node i's neighbours. The following theorem states that the LSHUS problem is intractable. consider a WSN G(V , E) that forms a tree in which each node i except the root node generates ω i > 0 packets. The scheduling problem is to find a supeframe with the minimum length such that all nodes can send their packets to the root node. Note that ScheduleEV and LSHUS use the same conflict graph.
The proof is by reduction from ScheduleEV to LSHUS. Specifically, an instance of WSN G(V , E) for ScheduleEV can be mapped into an instance of WSN G (V , E ) for LSHUS as follows. Firstly, set G = G, i.e., V = V , and E = E. Secondly, for each node i in G , compute its weight w i as follows. For each leaf node in G , set w i = ω i . Then, compute the weight of each parent node j by summing the weight of all its children and ω j . Note that one can interpret each weight w i as the total number of packets that node i in G must transmit to the root node; further, nodes forward their own packets as well as those generated by their descendant nodes. Finally, compute the weight w i,j of each link (i, j) in G from node weight w i , i.e., set w i,j = w i , where node j is the parent of node i. Note that each link weight w i,j in G represents the total number of times link (i, j) must be activated in the superframe such that node i can forward w i packets to its parent node j until all packets reach the root node. Fig. 4a shows an example WSN G [34] while Fig. 4b gives its mapping graph G ; the number next to a node and a link shows its node and link weight, respectively. Note that G can be constructed from G in polynomial time.
To show how the solution for LSHUS for instance G gives the solution for ScheduleEV on instance of G, consider a special case of LSHUS, i.e., each node has harvesting time r i = 1, and each battery has a capacity of b i = 1, storage efficiency η i = 1, and leakage rate µ i = 0. For this case, each node always has sufficient energy to transmit or receive one packet because r i = 1. Thus, the superframe S 1 of LSHUS for instance G is exactly the solution for instance G of ScheduleEV. Thus, LSHUS is at least as hard as ScheduleEV, i.e., LSHUS is also an NP-complete problem. It is important to note that LSHUS is more complex than ScheduleEV because it considers any arbitrary topologies, not just tree topologies in the latter problem. Moreover, LSHUS considers r i ≥ 1, b i ≥ 1, η i ≤ 1, and µ i ≥ 0.
C. PROBLEM ANALYSIS
This section analyzes the effects of harvesting time, battery storage efficiency, leakage and capacity on the schedule length on some well-known graphs. They include Line (Fig. 5) , Binary Tree (Btree) (Fig. 6) , and Grid (Fig. 7) . Consider each node has equal harvesting time r > 0, battery capacity b ≥ 1, and link weight w ≥ 1. Further, the storage efficiency is set to η = 1 and the leakage rate is set to µ = 0; thus ρ = r. Recall that ρ i is the number of slots for a node i to accumulate energy to reach at least 1 worth of energy, starting from the time the node has A i,t < 1 . Note, all three topologies are bipartite graphs [29] . Briefly, a graph is bipartite if its nodes can be placed into two sets, namely Set-1 and Set-2, with links between nodes in Set-1 and Set-2 only.
1) LINE GRAPH
Assume a Line graph with n nodes. The nodes are labeled consecutively from 1 to n. Following the protocol interference model, a node cannot transmit and receive at the same time. Further, any nodes within two hops away are not allowed to transmit in the same slot when at least one of them transmits to their common neighbor. For example, there is interference between links (2, 1) and (4, 3), and (2, 3) and (4, 5) at node 3, but links (2, 1) and (4, 5) are interference free.
Proposition 1: The optimal link schedule for Line topology with n ≥ 3 has superframe length |S| = 4wr.
Proof: This proof first describes how construct a link schedule with 4wr time slots, for two cases: r = 1 and r > 1. Then, it shows that the result is optimal.
Consider each link has weight w = 1. For r = 1, schedule links in the set {(2 + 4i, 3 + 4i), (5 + 4i, 4 + 4i)} in Slot-1, for i = 0, 1, · · · , (n − 2) / 4 ; e.g., for n = 9, Slot-1 contains links {(2, 3), (5, 4) , (6, 7) , (9, 8) }. Then, reverse the direction of each link in Slot-1, and schedule the reversed link in Slot-2; e.g., Slot-2 contains links {(3, 2), (4, 5), (7, 6), (8, 9)}. Next, VOLUME 7, 2019 schedule links in the set {(1 + 4i, 2 + 4i), (4 + 4i, 3 + 4i)} in Slot-3, for i = 0, 1, · · · , (n − 2) / 4 ; e.g., links {(1, 2), (4, 3), (5, 6), (8, 7)}, and finally reverse the links for Slot-4; e.g., links {(2, 1), (3, 4) , (6, 5) , (7, 8) }.
For r > 1, use the same link schedule described above for case r = 1 each time all nodes have sufficient energy. Thus, this case will have four non-empty slots. That is the first r −1 slots are empty as all nodes have insufficient energy. Therefore, the first non-empty slot is slot r, which is followed by r − 1 empty slots. After that, the scheduler can activate other links in slot 2r. Similarly, the third and fourth nonempty slots are slot 3r and 4r, respectively.
When
2) BINARY TREE
Consider a Btree with L ≥ 2 levels, n nodes and bidirectional links between nodes. Consider a complete binary tree, i.e., n = 2 L − 1. Note that for 2 L−1 ≤ n < 2 L − 1, one can include some dummy nodes to form a complete tree. The root node is at level k = 1. Its two children are at level k = 2. Nodes are labelled consecutively from left to right level by level, e.g., the root node is node 1, and the rightmost node at the lowest level k = L is node 2 k − 1. Thus, level k contains 2 k−1 nodes; the nodes are labeled 2 k−1 , 2 k−1 +1, · · · , 2 k −1. As a bipartite graph, Set-1 contains nodes at odd levels of Btree, and Set-2 has nodes at even levels. The secondary interference in Btree can occur only between (i) pair of nodes from different levels having a common neighbor, e.g., nodes 1 and 4 activating links (1, 2) and (4, 8) , and (ii) pair of nodes with the same parent, e.g., nodes 4 and 5 with links (4, 2) and (5, 10).
Proposition 2: The optimal link schedule for Btree with L ≥ 3 levels has |S| = 6wr time slots.
Proof: This proof first outlines the steps used to obtain a link schedule with 6wr time slots for the following cases: (i) r = 1 and (ii) r > 1. Then, it shows that the result is optimal.
For r = 1, links in Btree with three levels can be scheduled in six slots: Slot-1 = {(1, 2), (3, 6)}, Slot-2 = {(2, 1), (6, 3)}, Slot-3 = {(1, 3), (2, 4)}, Slot-4 = {(3, 1), (4, 2)}, Slot-5 = {(2, 5), (3, 7)}, and Slot-6 = {(5, 2), (7, 3)}. The link schedules for a four-level Btree, see Fig. 6 , can be generated from schedules of two Btree with three levels as follows. Denote the larger tree as T with root R, and the two smaller trees as T 1 and T 2 with root R1 and R2, respectively. Tree T is constructed from T 1 and T 2 by connecting R to R1 with two bidirectional links, and R to R2 with two other links, i.e., T 1 and T 2 are the left and right subtrees of T respectively. Thus, renumbering the nodes in T , the label of nodes R, R1, and R2 are 1, 2, and 3 respectively. Links in T are scheduled as follows. First, combine links of T 1 scheduled in one slot with the corresponding links of T 2 that are scheduled in the same slot number. Notice that no links in T 1 interfere with any links in T 2, and vice versa. Then, insert each of the four links incident at R into a slot that does not contain any link that interferes with it. More specifically, link (1, 2), (2, 1), (1, 3) , and (3, 1) are inserted into a slot that contains link (8, 4) , (4, 8) , (12, 24) and (24, 12) respectively. Using the same steps, one can schedule links in a five-level tree using the six slots schedules of its two four-level subtrees. Repeating the process, one can always generate the link schedules of a tree with k levels in six slots from the schedules of its two subtrees with (k − 1) levels, for any k ≥ 4.
For r > 1, the first r − 1 slots contain no links because each node requires harvesting time r. Then, use the same link schedules described for case r = 1, except after scheduling the first set of links at slot r, each node can transmit or receive only after every r slots, i.e., there are r − 1 empty slots in between every non-empty slots. Thus, |S| = 6r for w = 1.
When w ≥ 1, one can repeat the above schedule w times, and thus the link schedule uses 6wr slots. The optimality of the schedule is shown as follows. For L ≥ 3, some nodes in BTree have six bidirectional links, each of which can be activated no earlier than every r slots of harvesting time. Since each link must be activated w times, the schedule requires 6wr slots.
3) GRID
Let (row×col) Grid be a bidirectional grid topology that contains n = row × col nodes. Nodes are labelled starting from number one sequentially from left-to-right in row-wise manner. For example, for the (4 × 3) Grid in Fig. 7 , row = 1 contains nodes {1, 2, 3}, and col = 3 has nodes {3, 6, 9, 12}. One can consider a (row × col) Grid is constructed from row (col) Line graphs, each of which has col (row) nodes. Each row Line graph is labelled as R 1 , R 2 , . . . , R row , and each col Line graph as C 1 , C 2 , . . . , C col . The secondary interference in Grid can occur only between pair of nodes from different row or column that share a common neighbor. For example, consider nodes 1 and 5 in Fig. 7 where node 2 is their common neighbor. This means there is interference at node 2 when links (1, 2) and (5, 8) are activated simultaneously in the same slot.
Proposition 3: The optimal link schedule length for a Grid of size row ≥ 3 and col ≥ 3 is |S| = 8wr.
Proof: From Proposition 1, the link schedule of each Line graph requires 4wr slots. Next, the following describes how to produce the schedule for Grid with length 8wr. Finally, the length is shown optimal.
Consider the schedule of links in row Line graphs. One can observe that links in odd rows can be activated in 4wr slots. Similarly, for links in even rows. Further, except for links in two consecutive rows, there is no other interference. Without loss of generality, consider links in R 2 and R 3 in Fig. 7 . Note that there is interference only between nodes in each (2 × 2) Grid, e.g., nodes {4, 5} at R 2 and {7, 8} at R 3 , and when their links are in opposite directions, e.g., links (4, 5) and (8, 7) that incur interference at nodes 5 and 7. To prevent any interference, each slot must contain links of the same directions, e.g., links (4, 5) and (7, 8) . Thus, links in all rows can be scheduled in 4wr slots. As an example, for Fig. 7 with r = w = 1, the four slots are: Slot-1 = {(1, 2), (4, 5), (7, 8) , (10, 11)}, Slot-2 = {(2, 1), (5, 4), (8, 7), (11, 10)}, Slot-3 = {(2, 3), (4, 5) , (8, 9) , (11, 12 )}, and Slot-4 = {(3, 2), (6, 5) , (9, 8) , (12, 11) }. Use the same construction for links in all columns. More specifically, these links are scheduled in 4wr slots. Thus, all links in Grid can be scheduled in 4wr + 4wr = 8wr slots. The constructed schedules are optimal because for row ≥ 3 and col ≥ 3, some nodes in (row × col) Grid have eight bidirectional links, e.g., node 5 and 8 in Fig. 7 . Since each node can be activated no earlier than every r slots of harvesting time for w times, the link schedule of Grid requires 8wr slots. Proposition 1, 2, and 3 show the effect of energy harvesting time and link weight on the schedule length. These propositions indicate that, for r > 1 and w ≥ 1, there are 4w(r − 1), 6w(r − 1), and 8w(r − 1) empty slots in the TDMA schedules for Line, Btree, and Grid, respectively, and thus the schedule lengths increase as much. Further, all propositions show that the battery capacity of nodes and network size do not affect the schedule length for the Line, Btree, and Grid. In addition, the lower bound in Eq. (1) is tight for the fixed topologies when µ = 0 and η = 1.
IV. SOLUTION
Section IV-A describes three propositions relied upon by the proposed greedy algorithm, namely called Link Scheduler for rechargeable WSN (LS-rWSN), to solve LSHUS. The details of LS-rWSN is presented in Section IV-B.
A. PROPOSITIONS
Algorithm LS-rWSN schedules links according to the earliest time in which they have sufficient energy. It relies on the following Proposition 4, 5 and 6. Let t i be the time in which node i last draws energy from its battery, and b i,t i be the energy level of the battery at node i at time t i . Proposition 4 computes A i,t , the amount of energy at node i that can be used to transmit/receive packets at time t ≥ 1, computed as A i,t = b i,t + 1/r i . For brevity, in the following propositions, we definer i = r i /η i , andμ i = 1 − µ i . Further, we use τ i to denote the time span between time t i and t, i.e., τ i = t − t i .
Proposition 4: The amount of energy (in unit of ) that node i can use at time slot t > t i is,
Proof: The stored energy at time t i + 1, i.e., b i,t i +1 , is computed by subtracting the energy due to leakage from the battery, i.e., µ i b i,t i and adding energy harvested at slot t i , i.e., 1/r i . However, for HUS with r i > 1, node i spends all the energy harvested at time t i by slot t i ; i.e., 1/r i = 0. Thus, b i,t i +1 = (1 − µ i )b i,t i . Similarly, one can compute the amount of energy available at the battery at time slot t i + 2 from the stored energy at t i + 1, minus the amount of energy that has leak between time t i + 1 to t i + 2, plus the stored energy from the energy harvested in time slot t i + 1. Thus, the result is
Repeating the step for time t i + 4, · · · , t − 1, t, one can generate the stored energy at the battery at the beginning of time t, i.e.,
Note that, for the HUS model, the available energy at node i at time t is the sum of its available energy at the beginning of time t and the energy harvested at time t. In particular, the model has
However, b i,t is bounded by the battery capacity b i , which
Consider the following terms in Eq. (2): (i)μ
, and (iii) 1/r i . Term (i) represents the amount of energy stored in the battery of node i up to time t i after accounting for energy leakage. Term (ii) shows the amount of energy that can be added to the battery from time t i to the start of time t. The last term shows the amount of harvested energy, in the capacitor, at time t that is available for use by node i.
Consider four possible tuples (η i , µ i ) in Eq. (2): (i) (η i = 1,
, and (iv) (0 < η i < 1, 0 < µ i < 1). For case (i), the battery has 100% storage efficiency and no leakage, and hence, Eq. (2) reduces to the following equation:
In case (ii), the battery cannot retain its stored energy. One can see that whenμ i = 0, Eq. (2) reduces to A i,t = 1/r i . In case (iii), when η i = 0, no harvested energy can be stored in the battery. For this case, the harvesting time is set tô r i = ∞. Thus, the value of the aforementioned term (ii) in Eq. (2) becomes zero. Cases (ii) and (iii) represent a possibly faulty battery. Finally, case (iv) considers the effects of battery storage efficiency and leakage on the available energy of each node. This paper considers 0 ≤ µ i < 1 and 0 < η i ≤ 1, i.e., only case (i) and (iv). On the other hand, the work in [15] considers only case (i), and thus our work generalizes the battery model in [15] to also consider battery storage efficiency and leakage.
Proposition 5 computes the number slots ρ i = t −t i needed such that A i,t = 1 . The condition A i,t i < 1 means that the amount of available energy at node i at time t i is insufficient to transmit/receive one packet. Note that A i,t i < 1 implies r i > 1 and b i,t < 1 − 1/r i . Proposition 5: Given A i,t i < 1, the number of slots ρ i = t − t i before a node i has A i,t = 1 is given as Case (i): η i = 1 VOLUME 7, 2019 and µ i = 0
Case (ii): 0 < η i < 1 and 0 < µ i < 1
Proof: Node i needs at least (1 − A i,t i ) extra energy to reach 1 unit of energy. Eq. (2) is used to compute the time span ρ i = t −t i such that A i,t ≥ 1. More specifically, compute the smallest ρ i that satisfies the following:
For case (i), settingμ i = 1 andr i = r i in Eq. (6) obtains
as shown in Eq. (4). In case (ii),μ i = 1, and thus one can use the geometric series to produce
. Thus, Eq. (6) becomesμ
Recall that Eq. (4) The following Proposition 6 computes the next value of T i after node i transmits/receives one packet at time t i . Let α i,t i be a Boolean variable such that α i,
Proposition 6: The next earliest time slot when node i has sufficient energy to transmit/receive one packet is
Proof: The next value of T i depends on the remaining available energy in node i, i.e., A i,t i , harvesting time r i , and the battery's storing efficiency η i and leakage rate µ i . Eq. (7) considers two cases. First, when A i,t i < 1 , node i needs (1 − A i,t i ) extra energy to transmit/receive the next packet. Proposition 5, i.e., Eq. (4) and (5), is used to compute the number of slots ρ i for node i to accumulate the extra energy. Thus T i = t i +ρ i , and in Eq. (7), α i,t i = 1, and σ i = t i . Second, when A i,t i ≥ 1 , after node i uses 1 of energy at time t i , the node still has sufficient energy to transmit/receive another packet at time t i . However, the primary interference does not allow a node to transmit/receive more than one packet at the same time slot. Thus, the earliest time the node can transmit/receive a packet is in the next slot, i.e., T i = t i + 1. For this case, in Eq. (7), α i,t i = 0 and σ i = t i + 1.
The work in [15] considers battery with 100% storage efficiency and zero leakage, i.e, η i = 1 and µ i = 0. For this case, using Eq. (4), Eq. (7) becomes T i = σ i +α i,t (r i (1−A i,t ) ), as given in [15] . Further, this case produces T i = r i for b i,t = 0 or t = 0 because each battery is initially empty.
B. LS-rWSN
This section provides the details of the new algorithm, i.e., LS-rWSN. The algorithm selects each non-interfering link with end nodes that have sufficient energy to transmit/receive one packet at the earliest time. It uses the conflict graph C G to check for interfering links.
LS-rWSN first initializes t i to the last time slot node i draws energy from its battery, and A i,t i to the amount of energy that node i can use at time t i to zero; see Lines 1-5. It also sets T i to ρ i slots, i.e., the solution for Eq. (6) . Recall that T i is the earliest time node i has 1 energy. LS-rWSN starts at t = 0 and the battery is initially empty. Lines 6-8 compute the earliest time link (i, j) can be scheduled, while Lines 9 generate a set K to record link (i, j) that has the earliest activation time. Line 10 uses function ORDER(K ) to sort links in K . It aims to maximize the number of links that can be scheduled at time t without interference. The function greedily schedules links closer to each other when there is no interference. More specifically, function ORDER(K ) performs the following steps: (i) Select a link (i, j) ∈ K ; (ii) Move link (i, j) from set K into a set K ; (iii) Find a link (m, k) ∈ K that does not interfere with any link in K , where k is node j's neighbor. Note that there is no interference between links (i, j) and (m, k); (iv) Move (m, k) from K to K ; (v) Set j = k and repeat (iii) until no such link can be found in K ; (vi) repeat step (i) until K is empty. Without loss of generality, when there is more than one candidate link for selection in
Step (i) and (iii), select a link (u, v), where u is a node with the smallest label, and v is node u's neighbor with the smallest label.
Line 11 initializes t with the earliest slot. 
if w i,j = 0 then 17: remove node l i,j from C G 18: end if 19 :
A j,t ← COMPUTE_A α,t (t, j, µ j , η j ) 21 :
UPDATE_t cd (T i , T j ) 25: end if 26 : end for 27: repeat Line 9-26 until all w i,j = 0
For an example, consider the rWSN and conflict graph C G shown in Fig. 2 .
and T 4 = 7. Lines 6-8 compute t 1,2 = max (2, 6) = 6, t 3,1 = 5, and t 4,3 = 7. Line 9 places link l 3,1 into the set K , and thus Line 10 obtains K = l 3,1 , and Line 11 sets t = 5. Line 13 finds that l 3,1 has no conflict with other links, and thus Line 14 inserts the link into S [5] , and Line 15 reduces w 3,1 by one and hence it becomes zero. Lines 19-20 compute A 3,5 = 0.2 and A 1,5 = 2, while Line 21 sets t 3 = t 1 = t = 5. Lines 22-23 then obtain T 3 = 11 and T 1 = 6. Line 24 updates the earliest time that links can be scheduled, i.e., t 1,2 = max (6, 6) = 6, t 3,1 = 11, and t 4,3 = 7. Line 27 repeats the steps from Line 9 until all [15] has shown that the HUS model produces shorter superframe lengths as compared to using the HSU model. time to accumulate sufficient energy to transmit or receive a packet.
3) EFFECT OF STORAGE EFFICIENCY
To study the effect of storage efficiency η i , in this section, the leakage rate µ i is set to zero. Fig. 9 shows the resulting schedule length |S| for r i = 1, 5, 10, 15, 20 and five values of storage efficiency η i . Similar to Fig. 8 , from left to right, each bar for each harvesting time is the result for network size 20, 30, 40, or 50, respectively. Further, each bar shows the average value of |S| when η i is gradually decreased from 1 to 0.6. As shown in Fig. 9 , when nodes require one slot to harvest energy, i.e., r i = 1, decreasing η i from one to 0.6 has no effect on the superframe length |S|, i.e., |S| remains at 196, 334, 591 and 820 for networks with 20, 30, 40 and 50 nodes, respectively. The reason is because when nodes use the HUS model, and r i = 1, each node has 1 worth of harvested energy in each slot that can be directly used irrespective of the energy level of its battery. However, for r i > 1, decreasing η i has a significant negative effect on |S|. For example, when r i = 15 and η i drops from one to 0.6, the superframe length |S| increases by 62.21% (from 979 to 1588 slots) when there are 20 nodes, 62.17% (1372 to 2225) for 30 nodes, 62.77% (1719 to 2798) when there are 40 nodes and 61.72% (2223 to 3595) for 50 nodes. Fig. 9 also shows that decreasing storage efficiency consistently creates longer superframe lengths |S|. Specifically, for r i = 20, decreasing η i from 0.9 to 0.8 increases the link schedule by 11.92% (from 1443 to 1615 slots) or 20 nodes, 11.8% (from 2026 to 2265 slots) for 30 nodes, 12.28% (from 2532 to 2843 slots) for 40 nodes, and 11.62% (from 3278 to 3659) slots for 50 nodes. The superframe length |S| increases because, when r i > 1, nodes need time to harvest energy before they have A i,t = 1 worth of energy to transmit. However, due to storage efficiency, nodes take longer time to reach the said minimum amount of energy to transmit or receive. 
4) EFFECT OF LEAKAGE RATE AND STORAGE EFFICIENCY
This section aims to investigate the effect of battery leakage rate together with storage efficiency on the schedule length. It compares the schedule length for two cases: (i) µ i = 0 and η i = 1, and (ii) µ i = 0.01 and η i = 0.7. Note that the schedule length in case (i) is affected only by the energy harvesting time of nodes and interference. The results for case (i) are used to benchmark against the results for case (ii).
As shown in Fig. 10 , imperfect battery for case (ii) has a significant effect on the schedule length |S| for all network sizes. More specifically, for a rWSN with 20 nodes, the superframe |S| increases by 37.61% (from 327 in case (i) to 450 slots in case (ii)), 47.78% (653 to 965), 55.46% (979 to 1522), and 63.68% (1305 to 2136), for r i = 5, 10, 15, 20, respectively. A similar negative effect is also noticed for larger sized rWSNs. For example, when there are 50 nodes, the superframe length increases by 10.46% (975 to 1077), 47.44% (1482 to 2185), 55.24% (2223 to 3451), and 63.21% (2963 to 4836) for r i = 5, 10, 15, 20, respectively. The superframe length is longer because as nodes have an imperfect battery, they require a longer time to accumulate energy. Fig. 10 also shows that the increase in |S| is more noticeable in denser networks; see the results for 100 nodes.
One can observe that leakage rate and storage efficiency together cause more severe negative effects on the superframe length |S| as compared to the effect of leakage rate (Fig. 8) or storage efficiency (Fig. 9) separately. As an example, consider the result for a network with 50 nodes and r i = 20. For µ i = 0.01 and η i = 1, as per Fig. 8 , we find that the superframe length is |S| = 3258, while from Fig. 9 it is |S| = 4166 for η i = 0.7 and µ i = 0. On the other hand, as shown in Fig. 10 , setting η i = 0.7 together with µ i = 0.01 results in |S| = 4836, which increases the length by 48.43% (from 3258 to 4836) and 16.08% (4166 to 4836) as compared to when considering only leakage rate and storage efficiency only, respectively. 
1) EFFECT OF BATTERY CAPACITY
To see the effect of battery capacity on the schedule length, we set µ i = 0 and η i = 1. As shown in Fig. 11 , µ i = 0, increasing b i from 1 to 20 only slightly reduces the superframe length |S|; there is only a 6.5% decrease (from 769 to 719 slots). As reported in [15] , the battery capacity constraint has negligible effect on the schedule length.
2) EFFECT OF LEAKAGE RATE
To analyze the effect of battery capacity and leakage rate µ i on |S|, we set the storage efficiency to η i = 1. From  Fig. 11 , we see that increasing the battery capacity for µ i = 0, 0.01, 0.02, 0.03, 0.04 has an insignificant effect on the superframe length |S|. As an example, when µ i = 0.01, increasing b i from one to 20 reduces the superframe length by 6.61%, i.e., from 772 to 721 slots. Similarly, there is only a decrease of 4.26% (775 to 742 slots), 3.59% (779 to 751 slots), and 4.57% (787 to 751 slots) for µ i value of 0.02, 0.03, 0.04, respectively, when b i increases from one to 20. Note that the standard deviation values of |S| range between 117 to 131.
3) EFFECT OF STORAGE EFFICIENCY
To evaluate the effect of battery capacity and storage efficiency, consider the leakage rate µ i = 0. As shown in Fig. 12 , increasing the battery capacity for η i = 1, 0.9, 0.8, 0.7, 0.6 does not affect the superframe length significantly. For example, when η i = 0.9, increasing b i from 1 to 20 only reduces the superframe length |S| from 792 to 721 slots. This is a decrease of only 8.96%. Note that the standard deviation values of |S| range between 84 to 126. The results shown in Fig. 11 and Fig. 12 indicate that increasing the capacity of imperfect batteries can only slightly reduce schedule length. The results are consistent to those reported in [15] where nodes have a battery with perfect storage, i.e., µ i = 0 and η i = 1.
C. EFFECTIVENESS OF LS-rWSN
To analyze the performance of LS-rWSN, Section V-C1 computes the ratio R 1 ≥ 1 between its generated |S| and the optimal bound as per Proposition 1, 2, and 3 for Line, BTree, and Grid respectively for nodes with a perfect battery, i.e., η = 0 and µ = 1. Recall that the optimal superframe length |S| is 4wr, 6wr, and 8wr for Line, BTree, and Grid respectively. Note that when nodes have a perfect battery, the value of ρ is equal to nodes harvesting time r. Apart from these networks, Section V-C2 computes R 2 to further evaluate LS-rWSN on arbitrary networks, where R 2 is the ratio between its generated |S| and the lower bound |S E | in Eq. (1). For both types of networks, we set w i,j = 3, b i = 3, and r i = 1, 5, 10, 15, 20.
1) FIXED TOPOLOGIES
This experiment considers rWSNs with nodes from 20 to 100, with an increment of 10 for the Line, BTree and Grid topology. Note that a BTree with n nodes has L = log 2 n +1 levels, e.g., for n = 30, the resulting BTree has L = 5 levels. Thus, in this experiment, each BTree is not a complete binary tree; its lowest level is not fully populated. For Grid, this experiment sets row ≥ col such that (row − col) is minimum, e.g., for n = 20 and n = 80, we have (5×4) and (10×8) Grid, respectively. As shown in Fig. 13 , LS-rWSN always produces the optimal superframe for Line for any values of r i . On the other hand, for r i = 1, BTree and Grid produce R 1 = 1.28 and R 1 = 1.42, respectively. However, LS-rWSN has better performance for larger values of r i . Specifically, when r i ≥ 5, LS-rWSN has a performance ratio R 1 of 1.04 and 1.02 for BTree and Grid, meaning the superframe length is only 4% and 2% away from the optimal value, respectively, for rWSNs with 20 to 100 nodes.
2) ARBITRARY NETWORKS
For each network, consider µ = 0.01, and η = 0.7. The average ratio R 2 in Fig. 14 is obtained by averaging from 100 random node deployments. As shown in Fig. 14 , for a rWSN with 20 nodes and r i = 1, i.e., when nodes always have energy, LS-rWSN achieves an average performance ratio R 2 of 3.01. However, when nodes have a lower energy harvesting constraint, i.e., r > 1 the performance of LS-rWSN improves significantly. Specifically, for r i ≥ 5 and |V | = 20, LS-rWSN on average produces superframes with R 2 = 1.07, i.e., only 7% longer than the lower bound computed using Eq. (1) . 
VI. CONCLUSION
This paper has considered link scheduling in rWSNs. It considers the following factors: (i) energy harvesting time of nodes, (ii) battery capacity, (iii) imperfect battery storage, i.e., leakage and storage inefficiency, and (iv) activation frequencies w i . It has presented a novel problem called LSHUS that aims to produce a link schedule S with the minimum length subject using the HUS battery recharging model. This paper formally shows that LSHUS is NP complete, and presents analytical result for the optimal length for three bipartite topologies: Line, Btree, and Grid. A greedy algorithm, called LS-rWSN, has been proposed to solve LSHUS. Extensive simulations show that factors such as harvesting time, battery leakage, and storage efficiency significantly affect the schedule length. These factors increase the length by up to 63.21%. On the other hand, battery capacity is an insignificant factor, increasing the schedule length no more than 6.5%. LS-rWSN produces the optimal superframe length for Line, and up to 1.28 and 1.42 times longer superframe lengths as compared to the theoretical superframe length bound for BTree and Grid, respectively, for r i > 1. As a future work, one may consider each battery's discharge cycle to prolong its lifetime, and develop a distributed solution.
