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Abstract
Motivated by real-world machine learning applications, we consider a statistical classification task in a sequential setting
where test samples arrive sequentially. In addition, the generating distributions are unknown and only a set of empirically sampled
sequences are available to a decision maker. The decision maker is tasked to classify a test sequence which is known to be
generated according to either one of the distributions. In particular, for the binary case, the decision maker wishes to perform
the classification task with minimum number of the test samples, so, at each step, she declares that either hypothesis 1 is true,
hypothesis 2 is true, or she requests for an additional test sample. We propose a classifier and analyze the type-I and type-II error
probabilities. We demonstrate the significant advantage of our sequential scheme compared to an existing non-sequential classifier
proposed by Gutman. Finally, we extend our setup and results to the multi-class classification scenario and again demonstrate that
the variable-length nature of the problem affords significant advantages as one can achieve the same set of exponents as Gutman’s
fixed-length setting but without having the rejection option.
Index Terms
Sequential classification, Empirically sampled sequences, Error exponents, Variable-length
I. INTRODUCTION
Quick and accurate classification is crucial in many real-life applications. For instance, to diagnose haematologic diseases
based on blood test results, a physician wishes to detect the pattern, deviations, and relations in the blood samples of a patient
as quickly as possible to make treatment plans. Similar challenges can be found in a broad range of applications such as
genomics analysis, finance, and abnormal detection where there is an inherent trade-off between speed and accuracy.
In many real-world applications, classical hypothesis testing is infeasible due to the fact that the probability distributions of
the sources are unknown. In practice, one often encounters classification problems in which one has access to training samples
and is required to classify a set of test samples according to which distribution this set is generated from. To incorporate
the real-life requirement of classifying the test samples as quickly as possible, one can consider the sequential statistical
classification setup. This setup addresses the problem of classifying test samples given training samples with the additional
requirement that the decision maker is required to make his/her decision based on as few tests samples as possible; it is however,
known that all the test samples originate from the same distribution.
The problem of classification using empirically observed statistics has been studied in many prior works. Gutman in [1]
formulated a problem in which a decision maker has access to two training sequences which are generated according to two
distinct and unknown distributions. Then, a fixed-length test sequence is given to the decision maker, and the decision maker
is tasked to classify the test sequence. For this problem, Gutman proposes an asymptotically optimal test. The results in [1]
are obtained in the asymptotic regime when the length of the training sequences tends to infinity. In this regard, the non-
asymptotic and second-order performance of the Gutman’s test is analyzed in [2] where it is shown that Gutman’s test is, in
fact, second-order optimal. Moreover, Ziv [3] studied the relationship between test rules for the binary classification problem
and universal data compression methods. Unnikrishnan and Naini [4] and Unnikrishnan [5] extended Gutman’s proposed test
for the case with multiple test sequences and obtain an optimal test rule for a certain matching task between multiple test
sequences. Furthermore, Unnikrishnan and Huang in [6] showed how one can apply the results on the weak convergence of
the test statistic to obtain better approximations for the error probabilities for statistical classification in the finite sample size
setting. Most of the results on the problem of classification using empirically observed statistics are obtained for the case
when the underlying distributions have finite alphabet. Kelly et al. [7] consider a scenario in which the alphabet size grows
with the length of the training sequences. The authors found the maximum growth rate for which consistent classification is
possible. The related problem of closeness testing has been investigated in [8], [9]. Another related problem in this area is
estimating properties of distributions using empirically observed statistics. This problem has been considered in various setups
such as estimation of the support of distribution [10], [11] and the estimation of the order of a finite-state Markov chain [12],
etc. Recently, Acharya et al. in [13] proposed an optimal method for the estimation of certain properties of distribution using
empirically observed statistics which is applicable for a wide range of property estimation problems. Finally, the authors in [14]
studied the problem of distributed detection in the setting that the central node has access to noisy test and training sequences.
This paper was presented partially at the 2019 IEEE Information Theory Workshop (ITW). MH and AK are with the Department of Electrical and
Computer Engineering, University of Toronto (emails: mahdi.haghifam@mail.utoronto.ca,akhisti@ece.utoronto.ca). VYFT is with the Department of Electrical
and Computer Engineering and the Department of Mathematics, National University of Singapore (email: vtan@nus.edu.sg).
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2In this paper, we consider an information-theoretic formulation of sequential classification. Recall that in the simple sequential
binary hypothesis testing scenario, a decision maker is given a variable-length test sequence and knows that it is either generated
in an i.i.d. fashion from one of the known distributions P1 or P2. It is well-known that the sequential probability ratio test
(SPRT) is optimal for sequential binary hypothesis testing [15]. However, we consider a scenario that the decision maker does
not know both generating distributions, i.e., P1 and P2. Instead the decision maker has access to two fixed-length training
sequences, one is drawn i.i.d. from P1 and the other i.i.d. from P2. Then, the task of the decision maker is to classify a test
sequence which is drawn i.i.d. from either P1 or P2. The decision maker observes the test sequence sequentially and may
choose when to stop sampling once she is sufficiently confident. At that time, she makes a final decision. Also, we extend
our framework beyond the binary classification setting and consider a sequential multi-class classification problem without the
rejection option.
A. Main Contribution
Our contribution in the paper can be summarized as follows. In this paper, we extend the statistical classification problem
with empirically observed statistics to the case when the decision maker observes the test sequence sequentially. First, we
consider the binary classification problem and propose a test for the sequential setting. We analyse the performance of this
test in terms of type-I and type-II error exponents (Theorem 2). Then, we show that this test outperforms Gutman’s test [1] in
terms of Bayesian error exponent (Theorem 3). Furthermore, we generalize the problem setup to the multi-class classification.
For this case, we describe an achievable scheme and provide a characterization of its error exponents (Theorem 5). As a
consequence of our results, we show that our test achieves the same performance as that of Gutman’s but our test is arguably
simpler as it does not consist of the rejection option (Theorem 6).
B. Paper Outline
The remainder of the paper is organized as follows. Section II describes the problem setup and summarizes the main results
for the binary classification. In Section III we extend the problem to the multi-class classification problem and presents our
main results. Sections IV and V are devoted to the proofs of the results provided in Section II and III.
C. Notations
For each m ∈ N, let [m] , {1, . . . ,m}. The set of all discrete distributions on alphabet X is denoted as P (X ). We use upper
and lower letters to denote random variables and their realizations, respectively. Given a vector xn = (x1, x2, . . . , xn) ∈ Xn,
the type or empirical distribution is defined as
Q̂xn (a) ,
1
n
n∑
i=1
1{xi = a}, ∀ a ∈ X , (1)
where 1{·} denotes the indicator function. Also Tn represents the set of types with denominator n. The set of all sequences
of length n with type Q is denoted by ΓnQ (we sometimes omit n if it is clear from the context). In addition, we use E [·] to
denote expectation, and, when not clear from context, we use a subscript to indicate the distribution with respect to which the
expectation is being taken; e.g., EQ [·] denotes expectation with respect to the distribution Q. Other notation concerning the
method of types follows [16, Chapter 11] and [17]. If P is a distribution on X then Pn is the n-fold i.i.d. product measure
on Xn, i.e.,
Pn (xn) =
n∏
i=1
P (xi) , ∀xn ∈ Xn. (2)
For other information-theoretic notations we use the standard definitions, see e.g., [16]. Also, for a function f : N → R, we
say that g(n) = O(f(n)) if lim supn→∞ |f(n)/g(n)| <∞, g(n) = o(f(n)) if limn→∞ |f(n)/g(n)| = 0, and g(n) = ω(f(n))
if lim infn→∞ |f(n)/g(n)| =∞. Hence, for example, o(1) denotes a vanishing sequence.
II. BINARY SEQUENTIAL CLASSIFICATION
A. Problem Statement and Existing Results
We assume that a decision maker has two training sequences of length N . The first and second training sequences are
generated in an i.i.d. manner according to P1 ∈ P(X ) and P2 ∈ P(X ) respectively. The underlying distributions (P1, P2) are
unknown but fixed (i.e., remain unchanged throughout). The training sequences are denoted as XN1 ∈ XN and XN2 ∈ XN .
We fix a certain distribution Pi∗ where i∗ ∈ {1, 2} which is unknown to the decision maker. Then, at each time n ∈ N, a test
sample Yn ∈ X as generated from Pi∗ and Yn is given to the decision maker. The objective of the decision maker is to decide
between the following two hypotheses:
• H1: The test sequence up to the current time {Yk}nk=1 (which is generated i.i.d. according to Pi∗ ) and the first training
sequence XN1 are generated according to the same distribution.
3• H2: The test sequence up to the current time {Yk}nk=1 and the second training sequence XN2 are generated according to
the same distribution.
To achieve this goal, the decision maker at each time n can take three actions:
1) Stop drawing a new test sample and declare the test sequence and the first training sequence are generated according to
the same distribution.
2) Stop drawing a new test sample and declare the test sequence and the second training sequence are generated according
to the same distribution.
3) Continue to draw a new test sample from Pi∗ .
In contrast to sequential hypothesis testing [18, Section 15.3] where the two distributions are known, in this setup, the decision
maker does not know either of the distributions. Instead, the only information decision maker has about P1 and P2 is through
the two training sequences XN1 and X
N
2 generated in an i.i.d. fashion according to P1 and P2 respectively. Moreover, the
problem considered here is different from [1]–[5] where the classification is studied for the cases that the length of the test
sequence is fixed prior to the decision making. In our setup, we let the length of the test sequence be a stopping time determined
by the decision maker’s action, i.e., this is a variable-length setting. Next, we provide a precise formulation of this problem.
We begin with the definition of the test for the aforementioned setup.
Definition 1 (Test). A test is a pair Φ = (T, d) where
• The integer-valued random variable T ∈ N is a stopping time with respect to the filtration Fn = σ{XN1 , XN2 , Y1, . . . , Yn}
generated by the training samples and the test samples up to time n.
• The map d :
(
XN1 , X
N
2 , Y
T
)→ {H1, H2} is a FT -measurable decision rule.
Definition 2 (Type-I and Type-II Error Probabilities). For a test Φ = (T, d), the type-I and type-II error probabilities are
defined as
PΦ (E|Hi) = P
(
d
(
XN1 , X
N
2 , Y
T
) 6= Hi∣∣Hi) (3)
for i ∈ {1, 2} respectively.
Definition 3 (Error Exponents). For a test Φ = (T, d) such that PΦ (E|Hi)→ 0 as N →∞ and for i ∈ {1, 2}, we define the
type-i error exponent as
ei (Φ) = lim inf
N→∞
− logPΦ (E|Hi)
EΦ [T |Hi] (4)
where EΦ [T |Hi] represents the expected value of the stopping time under hypothesis Hi.
Remark 1. Note that the event E and the random variable T depend on N . Furthermore, EΦ [T |Hi] indicates the average
number of the test samples under Hi before the decision is made. In scenarios in which there is a cost associated to drawing
a new test sample, EΦ [T |Hi] indicates the total average cost.
Gutman [1] considers the setup in which the decision maker has a test sequence Y n of fixed length n which is independently
generated from XN1 and X
N
2 . Also let α =
N
n . To present Gutman’s results, we need the following definition.
Definition 4 (Generalized Jensen-Shannon (GJS) Divergence). Given α ∈ R+ and (P1, P2) ∈ P(X )2, the generalized Jensen-
Shannon (GJS) divergence is defined as
GJS (P1, P2, α) = αD
(
P1
∥∥∥∥ αP1 + P21 + α
)
+ D
(
P2
∥∥∥∥ αP1 + P21 + α
)
. (5)
Theorem 1 summarizes Gutman’s main results concerning with achievable error exponents and the converse results for the
binary classification task using non-adaptive tests.
Theorem 1. (Gutman [1, Thm. 1]) Let Nn = α and λ ∈ R+. Then Gutman’s decision rule
ΦGUT =
H1 if GJS
(
Q̂XN1 , Q̂Y
n , α
)
≤ λ,
H2 if GJS
(
Q̂XN1 , Q̂Y
n , α
)
≥ λ,
(6)
has the following type-I and type-II error exponents
e1 (ΦGUT) = lim inf
N→∞
− logPΦGUT (E|H1)
n
≥ λ, (7)
e2 (ΦGUT) = lim inf
N→∞
− logPΦGUT (E|H2)
n
> F (α, λ) , (8)
4where
F (α, λ) , min
(Q1,Q2)∈P(X )2
αD (Q1 ‖P1) + D (Q2 ‖P2)
subject to GJS (Q1, Q2, α) ≤ λ.
(9)
Also, Gutman’s decision rule is optimal in the sense that among all non-adaptive decision rules Φ, satisfying e1 (Φ) ≥ λ for
all pairs of distinct distributions (P1, P2) ∈ P (X )2, one has e2 (ΦGUT ) ≥ e2 (Φ).
B. Main Results
We now describe our sequential classification test. Fix a threshold parameter γ ∈ R+. The proposed test for the sequential
classification is Φseq = (Tseq, dseq) where Tseq and dseq are defined as
Tseq = inf
{
n ≥ 1 : ∃ i ∈ {1, 2} such that nGJS
(
Q̂XNi , Q̂Y
n ,
N
n
)
≥ γN
}
∧N2, (10)
and
dseq =
H1 if TseqGJS
(
Q̂XN2 , Q̂Y Tseq ,
N
Tseq
)
≥ γN
H2 if TseqGJS
(
Q̂XN1 , Q̂Y Tseq ,
N
Tseq
)
≥ γN
, (11)
respectively. In (10), ∧ denotes the pairwise minimum operation, i.e., a ∧ b = min(a, b).
As an illustrative example, Figure 1 shows a realization of Φseq for two ternary source distributions P1 = [0.1, 0.7, 0.2] and
P2 = [0.4, 0.7, 0.2]. Note that in Figure 1, the score for class i is nGJS
(
Q̂XNi , Q̂Y
n , Nn
)
for i ∈ {1, 2}. The threshold is
γ = 0.03. The test sequence is drawn from P2 and the length of the training sequence is N = 300. Note that the stopping
time defined in (10) is Tseq = 75 since at n = 75, the score for class 1, i.e., nGJS
(
Q̂XN1 , Q̂Y
n , Nn
)
, exceeds the threshold γ.
Therefore, based on (11), we declare H2 as the final decision.
Remark 2. Note that in the definition of Tseq in (10), N2 can be replaced by any function h (·) : N→ N with the following
properties: 1) h(N) = ω
(
N
3
2
)
and, 2) 1N log h(N) = o (1). It can be verified that h(N) = N
2 satisfies the aforementioned
conditions.
Before, presenting our main result on binary classification, we need the following definition.
Definition 5. The Chernoff information between two probability mass functions P ∈ P (X ) and Q ∈ P (X ) is defined as
C (P,Q) , − min
η∈[0,1]
log
∑
x∈X
P (x)
η
Q (x)
1−η
. (12)
In the next theorem, we present the main result of this section which is on the achievable type-I and type-II error exponents
of the proposed test for the binary classification problem. The proof of Theorem 2 is provided in Section IV.
Theorem 2. Fix pair (P1, P2) ∈ P (X )2. Define β? ∈ R+ to be the solution of
GJS (P2, P1, β
?) = γβ?. (13)
Similarly, define θ? ∈ R+ to be the solution of
GJS (P1, P2, θ
?) = γθ?. (14)
Then, for any γ ∈ (0, C (P1, P2)] the proposed test achieves
e1 (Φseq) = lim inf
N→∞
− logPΦseq (E|H1)
EΦseq [Tseq|H1]
≥ GJS (P2, P1, β?) , (15)
e2 (Φseq) = lim inf
N→∞
− logPΦseq (E|H2)
EΦseq [Tseq|H2]
≥ GJS (P1, P2, θ?) . (16)
The following corollary summarizes our results on the expected value of the stopping time.
Corollary 1. For the stopping time defined in (10), we have
1) E
[
Tseq
∣∣H1] = Nβ? (1 + o (1))
2) E
[
Tseq
∣∣H2] = Nθ? (1 + o (1))
where β? and θ? are defined in (13) and (14) respectively.
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Fig. 1. A realization of the sequential test Φseq = (Tseq, dseq) in (10) and (11).
C. Comparison to Gutman’s Scheme
In this subsection, we compare the proposed sequential test with the Gutman’s fixed-length test. We adopt a Bayesian
approach in which we assign prior probabilities pi1 ∈ (0, 1) and pi2 = 1 − pi1 to H1 and H2 respectively. In this case, the
overall average probability of error is given by
PΦ (E) = pi1PΦ
(E∣∣H1)+ pi2PΦ (E∣∣H2) (17)
We define the error exponent for the Bayesian scenario as
eBayesian (Φ) , lim inf
N→∞
− logPΦ (E)
N
. (18)
To make a fair comparison, let us assume each of the schemes, sequential and Gutman, has two training sequences of length
N . For Gutman’s test, as usual we let Nn = α and we consider the following variation
ΦGUT =
H1 if GJS
(
Q̂XN1 , Q̂Y
n , α
)
≤ λα,
H2 if GJS
(
Q̂XN1 , Q̂Y
n , α
)
≥ λα,
, (19)
in which λ in (6) is replaced by λα here. Note that eBayesian (Φ) depends on α but we suppress this dependence for brevity.
For ΦGUT, it can be readily shown that
eBayesian (ΦGUT) = max
λ≥0
min {λ, F1 (α, λ)} (20)
where
F1 (α, λ) , min
(Q1,Q2)∈P(X )2
D (Q1 ‖P1) + 1
α
D (Q2 ‖P2)
subject to
1
α
GJS (Q1, Q2, α) ≤ λ.
(21)
In the next lemma, we study the impact of α on the Bayesian error exponent eBayesian (ΦGUT).
Lemma 1. The function α 7→ eBayesian (ΦGUT) is decreasing.
Proof. It is straightforward to show that the objective function of (21) is decreasing in α. Also, because 1αGJS (Q1, Q2, α) is
decreasing in α, we conclude that the feasible set is enlarged as α increases.
Gutman’s test is designed for the case that a fixed-length test sequence is provided to the decision maker. On the other hand,
from Corollary 1 we know that in the sequential test the average number of the test samples under H1 and H2 are different
and given approximately by N/β? and N/θ? respectively. In light of Lemma 1, we will assume, for the sake of comparisons
(between Gutman’s test and ours), that Gutman’s test is provided with N/min{θ?, β?} test samples. We argue that under this
assumption, it is fair to compare the sequential and Gutman’s tests. The next theorem presents our results concerning the
comparison between these two tests.
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Fig. 2. Comparison of Gutman’s test and the sequential test in terms the Bayesian error exponent for P1 = [0.1, 0.3, 0.6] and P2 = [0.45, 0.45, 0.1].
Theorem 3. Consider the scenario in which N/min{θ?, β?} samples are available to be used in Gutman’s test. Then, we
have
eBayesian (Φseq) > eBayesian (ΦGUT) (22)
Proof. The proof is provided in Appendix E.
Corollary 2. The maximum achievable Bayesian error exponent of the sequential scheme Φseq is C (P1, P2), the Chernoff
information between P1 and P2. Furthermore, Φseq achieves the error exponent C (P1, P2) when 0 < 1NE [Tseq|Hi] <∞ for
i ∈ {1, 2}.
We additionally note that C (P1, P2) is the maximum achievable Bayesian error exponent of the binary hypothesis test when
full knowledge of P1 and P2 is available [16, Thm. 11.9.1]. Hence, the variable-length scheme allows for us to achieve the
Chernoff information as the error exponent; this is akin to having access to the true distributions in a Bayesian hypothesis
testing problem.
In Figure 2, we provide two numerical examples to quantitatively illustrate the gain of our proposed test versus that of the
Gutman. We plot the Bayesian error exponent versus min{θ?, β?}. We consider a ternary alphabet X = {1, 2, 3}. In Fig. 2,
we set P1 = [0.1, 0.3, 0.6] and P2 = [0.45, 0.45, 0.1]. Note that the problem in (21) is a convex problem. We used the CVXPY
package [19] to perform the optimization. This example shows that sequential test significantly improves the Bayesian error
exponent over Gutman’s fixed-length test.
III. SEQUENTIAL CLASSIFICATION: MULTI-CLASS CLASSIFICATION PROBLEM
In this section, we extend the binary classification setup to the scenario in which we have M > 2 classes.
A. Problem Statement
In the classification problem with M classes, the decision maker has access to M length-N training sequences denoted by{
XNi
}M
i=1
. Each training sequence is generated in an i.i.d. manner according to one of M unknown distributions (P1, . . . , PM ) ∈
P (X )M . We fix a certain distribution Pi∗ where i∗ ∈ {1, . . . ,M}. At each time n ∈ N, a test sample, denoted by Yn, is
generated according to Pi∗ and is given to the decision maker. The decision maker is tasked to classify the test sequence
{Yk}nk=1, i.e., assign it a label from the set {1, . . . ,M}. More formally, the decision maker has to decide between the
following M hypotheses:
• Hi where i ∈ {1, . . . ,M}: The test sequence {Yk}nk=1 (which is generated i.i.d. according to Pi∗ ) and the ith training
sequence XNi are being generated according to the same distribution.
For the described setup, the test, the error probabilities, and the error exponents can be defined analogously to Definitions 1, 2,
and 3, respectively. However, here the stopping time T is now adapted to the filtration Fn = σ
{{XNi }Mi=1, Y1 . . . , Yn}, and
the terminal decision rule is a function of
({XNi }Mi=1, Y T ).
The multiclass classification problem has been considered from information-theoretic perspectives in [1]–[5]. There are two
main aspects that distinguish our work with previous studies. First, the lengths of the training sequences are fixed in [1]–[5];
7however, we let the training sequence be a stopping time, and hence, it is a random variable. Second, the M -class classification
problem is often studied with the rejection option in the literature; our setup does not include the rejection option. More
precisely, in [1]–[5] the decision maker has the following M + 1 hypotheses:
• Hi for each i ∈ [M ]: The test sequence Y n and the ith training sequence XNi are generated according to the same
distribution.
• Hr: The test sequence Y n is generated according to a distribution different from those in which the training sequences
are generated from.
Provided that the length of the test sequence n is fixed, in this framework, the error probabilities and the rejection probability
are defined as
PΦ
(E∣∣Hi) = P (d ({XNi }Mi=1, Y n) /∈ {Hi, Hr} ∣∣Hi) (23)
PΦ
(R∣∣Hi) = P(d ({XNi }Mi=1 , Y n) = Hr ∣∣Hi) (24)
for i ∈ [M ]. In (24), R denotes the event that the decision maker declares Hr as the terminal decision (the rejection option
is taken here). The main result for the setup with fixed-length test sequence and the rejection option is by Gutman [1]. In [1]
this question is addressed: What is the largest λ ∈ R for which
1) for i ∈ [M ], we have
lim inf
n→∞
− logP
Φ
(M)
GUT
(E∣∣Hi)
n
≥ λ, (25)
where Φ(M)GUT denotes the Gutman’s test; and
2) the rejection probability tends to zero as n goes to infinity?
The next theorem provides an answer to the aforementioned question.
Theorem 4. (Gutman [1, Thms. 2 & 3]) Assume Nn = α. Then, the maximum λ satisfying both conditions mentioned above is
λ? = min
i,j∈[M ],i6=j
GJS (Pi, Pj , α) . (26)
Moreover, if λ > λ?, the rejection probability goes to one as n goes to infinity.
B. Main Results
In this section, we present our proposed test which does not utilize the rejection option. Let γ ∈ R+ be a fixed threshold
for the test. For n ∈ N, define the set
Ψn ,
{
i ∈ {1, . . . ,M} : ∃ 1 ≤ k ≤ n such that kGJS
(
Q̂XNi , Q̂Y k ,
N
k
)
≥ γN
}
. (27)
Then, the proposed stopping time is
T (M)seq , inf
{
n ≥ 1 : |Ψn| ≥M − 1
} ∧N2. (28)
Also, at time T (M)seq , the terminal decision rule is
d(M)seq , [M ] \ΨT (M)seq . (29)
The proposed test is denoted by Φ(M)seq =
(
T
(M)
seq , d
(M)
seq
)
.
Figure 3 shows a realization of Φ(M)seq for three ternary distributions P1 = [0.1, 0.7, 0.2], P2 = [0.4, 0.7, 0.2], and P3 =
[0.3, 0.3, 0.4], and γ = 0.03 where the test sequence drawn from P2 and the length of each training sequence is N = 300.
Note that the stopping time defined in (28) is T (M)seq = 120 since at n = 120, we have |Ψ120| = 2 = M − 1. Then, according
to (29), the final decision rule is H2. We now recall that C (Pi, Pj), defined in (12), denotes the Chernoff information between
Pi and Pj . This will feature in the next theorem.
Theorem 5. Fix (P1, . . . , PM ) ∈ P (X )M . Let M , {(i, j) ∈ [M ]2 , i 6= j}. Then, for any γ ∈
[
0,min(i,j)∈M C (Pi, Pj)
]
,
the proposed test achieves
ei
(
Φ(M)seq
)
= lim inf
N→∞
− logP
Φ
(M)
seq
(E∣∣Hi)
E
Φ
(M)
seq
[
T
(M)
seq
∣∣Hi] ≥ minj∈[M ],j 6=iGJS
(
Pj , Pi, θ
?
i(j)
)
, (30)
where θ?i(j) is given by the solution to the following equation
GJS
(
Pj , Pi, θ
?
i(j)
)
= γθ?i(j), ∀ i ∈ [M ] . (31)
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Fig. 3. A realization of the sequential test Φ(M)seq for the multiple class classification.
Corollary 3. For the expected value of the stopping time, we have
E
[
T (M)seq
∣∣Hi] = N
minj∈[M ],j 6=i{θ?i(j)}
(1 + o (1)) , (32)
where θ?i(j) is defined in (31).
C. Comparison to Gutman’s test for the multiclass classification problem
In this section, we compare the Gutman’s test for the multiclass classification problem using the test Φ(M)seq . We adopt a
Bayesian approach in which we assign prior probabilities pii, i ∈ [M ] to hypotheses Hi, i ∈ [M ]. In this case, the average
probability of error is given by
PΦ (E) =
M∑
i=1
piiPΦ
(E∣∣Hi) . (33)
Here, we are interested in the Bayesian error exponent defined in (18). The main result by Gutman in Theorem 4 can be
restated in terms of the Bayesian error exponent as follows. The maximum λBayesian for which we have
eBayesian
(
Φ
(M)
GUT
)
≥ λBayesian,
and the rejection probability defined in (24) tends to zero as N →∞ is
λ?Bayesian = min
(i,j)∈M
GJS (Pi, Pj , α)
α
. (34)
It can be shown that λ?Bayesian is a decreasing function of α. We follow the same approach as in Section II-C where we compared
Gutman’s scheme with our proposed test for the binary case. We argue that assigning α to be min(i,j)∈M θ?i(j) where θ
?
i(j),
defined in (31), ensures that the comparison of the achievable Bayesian error exponents of Gutman’s scheme and the sequential
test is fair. From Theorem 5, it is straightforward to show that
eBayesian
(
Φ(M)seq
)
≥ γ. (35)
Here, we claim that setting α = min(i,j)∈M θ?i(j) in (34), we get
eBayesian
(
Φ
(M)
GUT
)
= λ?Bayesian (36)
= min
(l,k)∈M
GJS
(
Pl, Pk,min(i,j)∈M θ?i(j)
)
min(i,j)∈M θ?i(j)
(37)
= γ = eBayesian
(
Φ(M)seq
)
, (38)
9where the last step can be proved as follows: For all (l, k) ∈M, we have
GJS
(
Pl, Pk, min
(i,j)∈M
θ?i(j)
)
≥ γ min
(i,j)∈M
θ?i(j). (39)
The reason for (39) is as follows. Define fl,k (θ) , GJS (Pl, Pk, θ)− γθ. Note that fl,k(θ?k(l)) = 0. Furthermore, for θ ≤ θ?k(l)
we have fl,k (θ) ≥ γθ. Since min(i,j)∈M θ?i(j) ≤ θ?k(l), we have (39) as required. Therefore, we showed that the Bayesian
error exponents of Gutman’s test and the sequential test are the same. However, recall that the sequential test achieves this
performance without the rejection option. The next theorem summarizes our discussion in this section.
Theorem 6. The achievable Bayesian error exponent of the sequential test given by Theorem 5 is equal to that of the Gutman’s.
Gutman’s test achieves this performance by introducing the rejection option, while the sequential test does not have this option.
Corollary 4. The maximum achievable Bayesian error exponent of the sequential scheme Φ(M)GUT is
min
(i,j)∈[M ]2,i6=j
C (Pi, Pj) , (40)
where C (Pi, Pj) is Chernoff information between Pi and Pj .
IV. PROOFS OF THE MAIN RESULTS: BINARY CASE
In this section, we provide the steps toward proving Theorem 2. Specifically, this section consists of three parts. First, we
present our results on the expected value of the stopping time. Then, the error probability analysis is provided. Finally, we
conclude with the derivation of the error exponent.
A. Stopping Time
For brevity, we present the result for the case that the true hypothesis is H2, i.e., the test sequence is drawn from P2. The
extension of the results here to the case that H1 is the true hypothesis can be readily done by replacing P1 by P2 and vice
versa. The following lemma will be used in the the next theorem.
Lemma 2. Define θ?N such that it satisfies GJS
(
Q̂XN1 , P2, θ
?
N
)
= γθ?N . Consider
U+ (θ) , max
V ∈P(X )
GJS
(
Q̂XN1 , V, θ
)
subject to D (V ‖P2) ≤ 1√
N
.
(41)
and
U− (θ) , min
V ∈P(X )
GJS
(
Q̂XN1 , V, θ
)
subject to D (V ‖P2) ≤ 1√
N
.
(42)
Then, for sufficiently large N , we can construct θ+N and θ
−
N which have the following properties.
1) θ+N > θ
?
N
2) θ+N − θ?N = O
(
1
N1/4
)
3) θ−N < θ
?
N
4) θ?N − θ−N = O
(
1
N1/4
)
Furthermore, θ+N and θ
−
N satisfy
U+
(
θ+N
)
< γθ+N , and (43)
U−
(
θ−N
)
> γθ−N . (44)
Proof. The proof, which is deferred to Appendix B, consists of explicit constructions of θ+N and θ
−
N .
Lemma 3. Define the set
S1 ,
{
Q̂XN1 ∈ TN
∣∣∣D(Q̂XN1 ∥∥∥P2) ≥ γ} . (45)
The stopping time in (10) has the following properties:
1) E
[
Tseq
∣∣ Q̂XN1 ∈ S1, H2] ≥ Nθ+N (1− o(1)) a.s.
2) E
[
Tseq
∣∣ Q̂XN1 ∈ S1, H2] ≤ Nθ−N (1 + o(1)) a.s.
3) E
[
Tseq
∣∣H2] = Nθ? (1 + o (1))
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where θ+N and θ
−
N are defined in Lemma 2. Also, θ
? is the solution of
GJS (P1, P2, θ
?) = γθ?. (46)
Proof. The proof is provided in Appendix C.
Corollary 5. When the true hypothesis is H1, we have
E
[
Tseq
∣∣H1] = N
β?
(1 + o(1)) , (47)
where, β? is the solution of
GJS (P2, P1, β
?) = γβ?. (48)
Therefore, considering the results in Part 3 of Lemma 3 and Corollary 5, the claim in Corollary 1 follows immediately.
B. Error Probability Analysis
The following lemma presents bounds on the error probability of the proposed test.
Lemma 4. Under the two different hypotheses, the error probabilities of Φseq satisfy
PΦseq
(E∣∣H1) .≤ exp(−N min{γ, min
V ∈P(X ):D(V ‖P1)≤γ+εN
D (V ‖P2)
})
. (49)
PΦseq
(E∣∣H2) .≤ exp(−N min{γ, min
V ∈P(X ):D(V ‖P2)≤γ+ε′N
D (V ‖P1)
})
. (50)
where εN and ε′N are sequences that tend to zero as N →∞.
Proof. The proof is provided in Appendix D.
C. Achievable Error Exponent
Equipped with the analysis of the stopping time and error probability, we conclude the proof of Theorem 2 by deriving the
desired achievable error exponent. We write
e2 (Φseq) = lim inf
N→∞
− logPΦseq
(E∣∣H2)
E [Tseq|H2] (51)
≥ θ? lim inf
N→∞
min
{
γ, min
V ∈P(X ):D(V ‖P2)≤γ+εN
D (V ‖P1)
}
(52)
= θ? min
{
γ, min
V ∈P(X ):D(V ‖P2)≤γ
D (V ‖P1)
}
(53)
= θ?γ (54)
= GJS (P1, P2, θ
?) . (55)
Here, in (52), we have used Lemmas 3 and 4. The equality in (53) follows from the continuity of the optimal value of the
optimization problem with respect to εN [20, Sec 5.6]. In (54), we used the fact that{
γ ∈ R
∣∣∣ min
V ∈P(X ):D(V ‖P2)≤γ
D (V ‖P1) ≥ γ
}
= [0, C (P1, P2)]. (56)
Finally, the last step in (55) is obtained because (14). Note that the extension of the results here to the type-I error exponent
can be readily done which leads to the statement in Theorem 2.
V. PROOF OF THE MAIN RESULTS: MULTI-CLASS CLASSIFICATION PROBLEM
This section consists of three parts: stopping time analysis, derivation of the error probability, and finally characterizing the
achievable error exponent.
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A. Stopping Time
Our main result on the expected value T (M)seq is presented in the next lemma.
Lemma 5. Denote θ?i(j) as the solution of the equation
GJS
(
Pj , Pi, θ
?
i(j)
)
= γθ?i(j), j ∈ [M ] , i 6= j. (57)
Then, the expected value of T (M)seq satisfies
E
[
T (M)seq
∣∣Hi] = N
minj∈[M ],j 6=i{θ?i(j)}
(1 + o (1)) , ∀i ∈ {1, . . . ,M}. (58)
Proof. The proof is given in Appendix F.
B. Error Probability Analysis
Lemma 6. The error probability of the test Φ(M)seq is given by
P
Φ
(M)
seq
(E∣∣Hi) .≤ exp(−N min{γ, min
j∈{1,...,M},j 6=i
min
V ∈P(X ):D(V ‖Pj)≤γ+εj,N
D (V ‖Pi)
})
, (59)
where εj,N tends to zero as N tends to infinity for all i ∈ [M ].
Proof. The proof is provided in Appendix G.
C. Achievable Error Exponent
Using Lemmas 5 and 6, we can characterize the achievable error exponent of Φ(M)seq as follows
ei
(
Φ(M)seq
)
= lim inf
N→∞
− logP
Φ
(M)
seq
(E∣∣Hi)
E
[
T
(M)
seq |Hi
] (60)
≥ min
j∈[M ],j 6=i
{θ?i(j)} lim inf
N→∞
min
{
γ, min
j∈[M ]\{i}
min
V ∈P(X ):D(V ‖Pj)≤γ+εj,N
D (V ‖Pi)
}
(61)
= min
j∈[M ]\{i}
{θ?i(j)}min
{
γ, min
j∈[M ]\{i}
min
V ∈P(X ):D(V ‖Pj)≤γ
D (V ‖Pi)
}
(62)
= min
j∈[M ]\{i}
{θ?i(j)}γ (63)
= min
j∈[M ]\{i}
GJS
(
Pi, Pj , θ
?
i(j)
)
. (64)
where in (61) we use Lemma 6. Then, (62) is obtained using the fact that the optimal value is a continuous function of εj,N ,
and εj,N converges to zero as N →∞. We have (63) because{
γ
∣∣∣ M⋂
k=1
{
min
i∈[M ],i6=k
min
V ∈P(X ):D(V ‖Pi)≤γ
D (V ‖Pk) ≥ γ
}}
=
[
0, min
(i,j)∈M
C (Pi, Pj)
]
. (65)
Finally the last step in (64) follows (57). Thus, we conclude that the achievable error exponent is obtained as stated in
Theorem 5.
APPENDIX A
SOME PRELIMINARY LEMMAS
Appendix A is devoted to some preliminary lemmas that will be used in the sequel. We first start with Lemma 7 which
provides a variational representation of the GJS divergence.
Lemma 7. Let vN and wn are two sequences with types Q1 and Q2 over the alphabet X , respectively. We form the following
optimization problem.
min
P
− 1
n
logPn+N
(
vN , wn
)
subject to P ∈ P (X ) .
(66)
Then, the optimal value of (66) lower bounded by GJS
(
Q1, Q2,
N
n
)
. Also, the optimal solution is given by P ? =
N
n Q1+Q2
1+Nn
.
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Proof. We begin the proof by rewriting
ND (Q1 ‖P ) + nD (Q2 ‖P )
= NEQ1
[
log
Q1
P
]
+ nEQ2
[
log
Q2
P
]
(67)
= NEQ1
log Q1N
n Q1+Q2
1+Nn
+NEQ1
 Nn Q1+Q21+Nn
P
+ nEQ2
log Q2N
n Q1+Q2
1+Nn
+ nEQ2
 Nn Q1+Q21+Nn
P
 (68)
= nGJS
(
Q1, Q2,
N
n
)
+ (N + n) D
(
N
nQ1 +Q2
1 + Nn
∥∥∥∥∥P
)
. (69)
Then, from [17], we have
Pn+N
(
vN , wn
)
= exp
(−N (D (Q1 ‖P ) + H (Q1))− n (D (Q2 ‖P ) + H (Q2)) ) (70)
= exp
(
−nGJS
(
Q1, Q2,
N
n
)
−NH (Q1)− nH (Q2)− (N + n) D
(
N
nQ1 +Q2
1 + Nn
∥∥∥∥∥P
))
(71)
≤ exp
(
−nGJS
(
Q1, Q2,
N
n
)
−NH (Q1)− nH (Q2)
)
(72)
In (71), we plug (67) into (70). Finally, the last step follows due to non-negativity of KL divergence. The upper bound can be
achieved by setting P =
N
n Q1+Q2
1+Nn
. Therefore, we can conclude that the optimal solution is P ? =
N
n Q1+Q2
1+Nn
.
In the next lemma, an interesting connection between the GJS divergence and mutual information is established.
Lemma 8. Let X and Y are two independent random variables drawn according to probability distributions P and Q
respectively over the same alphabet. Also, W is a Bernoulli random variable taking values of 0 and 1 with probabilities α1+α
and 11+α for α ∈ R+, respectively. Let us define the random variable Z as
Z ,
{
X if W = 0
Y if W = 1
. (73)
Then, we have
(1 + α)I (Z;W ) = GJS (P,Q, α) (74)
Proof. We have
I (Z;W ) = H (Z)−H (Z∣∣W ) (75)
= H (Z)−H (Z∣∣W = 0) α
1 + α
−H (Z∣∣W = 1) 1
1 + α
(76)
= −
∑
x∈X
(
α
1 + α
P (x) +
1
1 + α
Q (x)
)
log
(
α
1 + α
P (x) +
1
1 + α
Q (x)
)
(77)
+
α
1 + α
∑
x∈X
P (x) logP (x) +
1
1 + α
∑
x∈X
Q (x) logQ (x) (78)
=
1
1 + α
GJS (P,Q, α) (79)
which gives us the desired result in (74).
Lemma 9 provides several properties of the GJS divergence.
Lemma 9. For any pair of distributions P and Q in the interior of P (X ) and α ∈ R+, we have the following facts.
1) GJS (P,Q, α) is a concave function in α for fixed P and Q. Moreover, limα→∞GJS (P,Q, α) = D (Q ‖P ).
2) For a fixed α ∈ R+, GJS (P,Q, α) is a jointly convex function in (P ,Q).
3) For fixed P and Q, the necessary and the sufficient condition for the equation GJS (P,Q, α) = λα to have a non-zero
solution is λ < D (P ‖Q). Also, the solution is unique.
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Proof. • Proof of Part (1): To begin with we start by deriving the first and the second derivatives of GJS (P,Q, α). We have
∂GJS (P,Q, α)
∂α
= D
(
P
∥∥∥∥ αP +Q1 + α
)
(80)
∂2GJS (P,Q, α)
∂α2
=
1
1 + α
∑
x∈X
P (x)
Q (x)− P (x)
αP (x) +Q (x)
(81)
We can manipulate the second derivative as
1
1 + α
∑
x∈X
P (x)
Q (x)− P (x)
αP (x) +Q (x)
=
1
1 + α
∑
x∈X
P (x)
(
1− (1 + α)P (x)
αP (x) +Q (x)
)
(82)
=
1
1 + α
(
1− EP
[
(1 + α)P (X)
αP (X) +Q (X)
])
(83)
≤ 1
1 + α
(
1− EP
[
αP (X) +Q (X)
(1 + α)P (X)
]−1)
(84)
= 0, (85)
where (84) is obtained obtained by applying Jensen’s inequality to the convex function 1/x for x > 0. Thus, we conclude that
the second derivative in (81) is negative. Moreover, letting α tend to infinity in (5), we obtain the claim stated in the first part
of Lemma 9.
• Proof of Part (2): Consider two pairs of distributions (P1, Q1) and (P2, Q2). For 0 ≤ θ ≤ 1, define Pθ = θP1 + (1− θ)P2
and Qθ = θQ1 + (1− θ)Q2. Then, consider
GJS (Pθ, Qθ, α) = αD
(
θP1 + (1− θ) P2
∥∥∥∥ θαP1 + Q11 + α + (1− θ) αP2 + Q21 + α
)
+ D
(
θQ1 + (1− θ) Q2
∥∥∥∥ θαP1 + Q11 + α + (1− θ) αP2 + Q21 + α
)
(86)
≤ θGJS (P1, Q1, α) + (1− θ) GJS (P2, Q2, α) (87)
where the last step follows due to the convexity of KL divergence [16, Thm. 2.7.2].
• Proof of Part (3): Let f (α) , GJS (P,Q, α) − λα. First, note that f (0) = 0 and f (α) is a concave function. It is
straightforward to see that f (α) has at most one non-zero root. Assume that there exists α? > 0 such that f (α?) = 0. By
the mean value theorem, we know there exist a α˜ ∈ (0, α?) such that f ′ (α˜) = 0. Knowing this fact and considering the
strict concavity of f (α), we must have f ′ (0) > 0 which using (80) we have λ < D (P ‖Q). For the other direction, assume
that λ < D (P ‖Q). Then, there exist an  > 0 such that for 0 < α <  we have f (α) > 0. Then considering the fact that
limα→∞ f (α) = −∞, f must have a root in the interval [,∞).
Lemma 10 states an upper bound on the probability that the GJS divergence of two sequences (of different lengths in general)
drawn from the same probability distribution exceeds γN .
Lemma 10. Assume XN and Y n are two sequences drawn from the same probability distribution P ∈ P (X ). Then, we have
P
(
nGJS
(
Q̂XN , Q̂Y n ,
N
n
)
≥ γN
)
≤ exp (−γN) (n+N + 1)|X |. (88)
Proof. Define R = {(Q1, Q2) ∈ PN (X )× Pn (X ) |nGJS (Q1, Q2, Nn ) ≥ γN}. From the method of types, we can write
P
(
nGJS
(
Q̂XN , Q̂Y n ,
N
n
)
≥ γN
)
≤
∑
(Q1,Q2)∈R
exp (−ND (Q1 ‖P )) exp (−nD (Q2 ‖P )) (89)
=
∑
(Q1,Q2)∈R
exp
(
−nGJS
(
Q1, Q2,
N
n
))
exp
(
− (N + n) D
(
N
nQ1 +Q2
1 + Nn
∥∥∥∥∥P
))
(90)
≤ exp (−Nγ)
∑
(Q1,Q2)∈R
exp
(
− (N + n) D
(
N
nQ1 +Q2
1 + Nn
∥∥∥∥∥P
))
(91)
≤ exp (−Nγ) (N + n+ 1)|X |
∑
(Q1,Q2)∈R
P
([
XN
Y n
]
∈ Γn+NNQ1/n+Q2
1+N/n
)
(92)
≤ exp (−Nγ) (N + n+ 1)|X | , (93)
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where (90) is obtained by using (69) and in (92), we used [16, Theorem 11.1.4] concerning the probability of a type class.
Lemma 11. Consider two probability distributions P ∈ P (X ) and Q ∈ P (X ). Let XN denote a sequence consisting of N
i.i.d. samples drawn according to Q ∈ PX . Also, α?N denote the solution of GJS
(
Q̂XN , P, α
?
N
)
= γα?N . Then, as N tends
to infinity α?N converges in probability to α
?, the solution of GJS (Q,P, α?) = γα?.
Proof. Let f (α) , GJS (Q,P, α) − γα. From the inverse function theorem [21], we know that if that f : [0,∞)‘ → R
is continuously differentiable with non-zero derivative at point α0, then f is invertible in a neighbourhood of α0, and its
inverse function is continuously differentiable. It is straightforward to show that f is continuously differentiable with non-zero
derivative at point α?. Thus, we know f−1 is continuously differentiable at 0. Due to the fact that Q̂XN converges in probability
to P , we conclude that α?N also converges in probability to α
? (the continuous mapping theorem).
Lemma 12. Consider the optimization problem
min
(1,...,m)∈Rm
m∑
i=1
wii
subject to
m∑
i=1
|i| ≤ δ,
m∑
i=1
i = 0.
(94)
Here, w1, . . . , wm and δ > 0 are constants. Then, the optimal value of the optimization problem in (94) is
δ
2
(
min
j∈[m]
wj − max
j∈[m]
wj
)
. (95)
Proof. Note that in this proof, the optimal value of variables are denoted using an asterisk in the superscript. We assume
without loss of generality that wi’s are all distinct. Otherwise, assume wk1 and wk2 are equal. Assume that we add another
constraint to the optimization problem in (94) to get
min
(1,...,m)∈Rm
m∑
i=1
wii
subject to
m∑
i=1
|i| ≤ δ,
m∑
i=1
i = 0
k1 = k2 .
(96)
We claim that the optimal value of the optimization problem in (96) and (94), denoted by OPT1 and OPT2, are equal. The
reason is as follows. First of all since the feasible set of (96) is a subset of (94) we conclude that OPT1 ≤ OPT2. For
the other direction, assume {?i,1}i∈[m] are the optimal value of (94). Then consider setting i = ?i,1 for i /∈ {k1, k2} and
k1 = k2 =
1
2
?
k1,1
+ ?k2,1. Since
∣∣?k1,1 + ?k1,2∣∣ ≤ ∣∣?k1,1∣∣ + ∣∣?k1,2∣∣, these values give us a feasible point for (96). Thus, we
have OPT1 ≥ OPT2. This result shows that given that wk1 and wk2 are equal we can write wk1k1 + wk2k2 = 2wk1k1,2
and instead of optimizing over k1 and k2 we can only optimize over k1,2 . So, in the sequel, we safely assume all wi’s are
distinct. We introduce new variables +i ≥ 0 and −i ≥ 0 for i ∈ [m]. letting i = +i − −i , we rewrite (94) as
min
1,...,m
m∑
i=1
wi
(
+i − −i
)
subject to
m∑
i=1
(
+i + 
−
i
) ≤ δ,
m∑
i=1
+i =
m∑
i=1
−i
+i , 
−
i ≥ 0 ∀i ∈ [m] .
(97)
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Note that by |i| = +i +−i and i = +i −−i we implicitly impose the condition +i −i = 0 without loss of optimality [22]. The
optimization problem in (97) is a linear program, and the optimal solution can be found by considering the Karush-Kuhn-Tucker
(KKT) conditions [20, Chapter 5]. Then, we can write the Lagrangian function of (94) as
L ({+i }mi=1 ,{−i }mi=1 , θ, ν,{λ+i }mi=1 ,{λ−i }mi=1)
=
m∑
i=1
wi
(
+i − −i
)
+ ν
(
m∑
i=1
(
+i + 
−
i
)− δ)− m∑
i=1
λ+i 
+
i −
m∑
i=1
λ−i 
−
i + θ
m∑
i=1
(
+i − −i
)
,
(98)
where ν ≥ 0, λ+i ≥ 0, λ−i ≥ 0, and θ are dual variables. Taking the derivatives of Lagrangian with respect to +i and −i and
setting them to zero, we get
wi + ν
? − (λ+i )? + θ? = 0, and (99)
−wi + ν? −
(
λ−i
)? − θ? = 0, (100)
respectively. Note that given that w1, . . . , wm are not all-zero, it can be verified that there exists at least two indices i, j ∈ [m]
such that we have ?i > 0 and 
?
j < 0. In this way, for 
?
i and 
?
j , (99) and (100) can be written as
wi = −ν? − θ?, (101)
wj = ν
? − θ?. (102)
In (101) and (102), we have used complementary slackness, i.e., λ+i
?
+i
?
= 0 and λ−j
?
−j
?
= 0. Here we claim that there are
exactly two indices for which |?i | > 0. The reason is that as seen in (101) and (102), −ν?− θ? and ν?− θ? can only take two
values. So, given that wi’s are all distinct (101) and (102) can only be satisfied by exactly two indices. Therefore, searching
among all
(
m
2
)
combinations of choosing two out of m indices, it is straightforward to see that the optimal solution of (94) is
given by
?i =

δ
2 if i = arg mink wk,
− δ2 if i = arg mink wk,
0 else.
(103)
Thus, the claim stated in the lemma follows.
APPENDIX B
PROOF OF LEMMA 2
Lemma 13. Let λ > 0 and let XN be a sequence drawn from the product distribution QN . Also, let α?N satisfy the equation
GJS
(
Q̂XN , P, α
?
N
)
= λα?N . Consider the optimization problem
U (α) , max
V ∈P(X )
GJS
(
Q̂XN , V, α
)
s.t. D (V ‖P ) ≤ 1√
N
.
(104)
Then,
α+N = α
?
N +
√
2
N
1
4
log
(
|X |N 14√
2
)
+
√
2
N
1
4
log
(
maxz∈X P (z)
minz∈X P (z)
)
+
√
2
N
1
4
maxz∈X Q̂XN (z)
maxz∈Z P (z)
α?N
λ−D
(
Q̂XN
∥∥∥ α?N Q̂XN+P1+α?N )− √2N 14 maxz∈X Q̂XN (z)maxz∈Z P (z) (105)
= α?N +O
(
logN
N
1
4
)
(106)
satisfies the following inequality
U
(
α+N
)
< λα+N . (107)
Proof. We begin the proof by rewriting the objective function as
GJS
(
Q̂XN , P, α
)
= min
W∈P(X )
−
(∑
z∈X
(
αQ̂XN (z) + V (z)
)
logW (z)
)
− αH
(
Q̂XN
)
−H (V ) (108)
≤ −
(∑
z∈X
(
αQ̂XN (z) + V (z)
)
log
αQ̂XN (z) + P (z)
1 + α
)
+ α
∑
z∈X
Q̂XN (z) log Q̂XN (z)
+
∑
z∈X
V (z) log V (z) (109)
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where the first step is obtained by using Lemma 7 where we show that GJS can be written in the form of an optimization
problem. Setting W = P in the second step, we find an upper bound on the objective function of (104). Then, we obtain
GJS
(
Q̂XN , P, α
)
≤ GJS
(
Q̂XN , P, α
)
+ D
(
V
∥∥∥∥∥ αQ̂XN + P1 + α
)
−D
(
P
∥∥∥∥∥ αQ̂XN + P1 + α
)
(110)
≤ GJS
(
Q̂XN , P, α
?
N
)
+ D
(
Q̂XN
∥∥∥∥∥ α?N Q̂XN + P1 + α?N
)
(α− α?N )
+
∑
z∈X
(P (z)− V (z)) log αQ̂XN (z) + P (z)
1 + α
+ H (P )−H (V ) (111)
≤ GJS
(
Q̂XN , P, α
?
N
)
+ D
(
Q̂XN
∥∥∥∥∥ α?N Q̂XN + P1 + α?N
)
(α− α?N )
+
∑
z∈X
(P (z)− V (z)) log αQ̂XN (z) + P (z)
1 + α
− ‖P − V ‖1 log ‖P2 − V ‖1|X | . (112)
Equation (110) follows from the definitions of GJS and KL divergences. Step (111) comes from the fact that GJS is a concave
function in α as shown in Lemma 9. Finally, in the last step we have used [16, Thm. 17.3.3]. Therefore, we have
max
V ∈P(X ):D(V ‖P )≤ 1√
N
GJS
(
Q̂XN , V, α
)
≤ max
V ∈P(X ):D(V ‖P )≤ 1√
N
∑
z∈X
(P (z)− V (z)) log αQ̂XN (z) + P (z)
1 + α
+
√
2
N
1
4
log
(
|X |N 14√
2
)
+ GJS
(
Q̂XN , P, α
?
N
)
+ D
(
Q̂XN
∥∥∥∥∥ α?N Q̂XN + P1 + α?N
)
(α− α?N ) , (113)
where (113) is because Pinsker’s inequality [16, Lemma 11.6.1] and D (V ‖P ) ≤ 1√
N
. Considering the optimization problem
in the RHS of (113), we need to provide an upperbound for
max
V ∈P(X )
∑
z∈X
(P (z)− V (z)) log αQ̂XN (z) + P (z)
1 + α
s.t. ‖V − P‖1 ≤
√
2
N
1
4
,
(114)
Let us define z , V (z)− P (z) for all z ∈ X . We can rewrite the optimization problem in (114) as
max
:
∑
z∈X z=0
−
∑
z∈X
z log
αQ̂XN (z) + P (z)
1 + α
(115a)
s.t.
∑
z∈X
|z| ≤
√
2
N
1
4
(115b)
− P (z) ≤ z ≤ 1− P (z) ∀z ∈ X (115c)
Because minz∈Z P (z) > 0, as N becomes large, it is straightforward to verify that the constraints in (115c) will not hold
with equality at the optimal point since if so, this would contradict (115b). Thus, we can omit the constraint in (115c). With
this simplification, the optimization problem in (115) is in the form of that in Lemma 12, and the optimal value is given by
√
2
N
1
4
log
maxz∈X {αQ̂XN (z) + P (z)}
minz∈X {αQ̂XN (z) + P (z)}
. (116)
We can further upper bound the optimal value as
√
2
N
1
4
log
maxz∈X {αQ̂XN (z) + P (z)}
minz∈X {αQ̂XN (z) + P (z)}
≤
√
2
N
1
4
log
(
maxz∈X P (z)
minz∈X P (z)
)
+
√
2
N
1
4
maxz∈X Q̂XN (z)
maxz∈Z P (z)
α (117)
Therefore, plugging (117) into (113) we can provide an upper bound for the optimal value of (104). Finally, letting the upper
bound be less than λα, we obtain the desired result in (106).
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Lemma 14. Let
U− (α) , min
V ∈P(X )
GJS
(
Q̂XN , V, α
)
s.t. D (V ‖P ) ≤ 1√
N
.
(118)
Then, we have U−
(
α−N
) ≥ λα−N , where
α−N = α
?
N +
λ−D
(
Q̂XN
∥∥∥ α?N Q̂XN+P1+α?N )+ 1√2N 14 maxz∈X Q̂XN (z)maxz∈X P (z)
1
1+α?N
−∑z∈X Q̂XN (z)2P (z)
×
1 +
√√√√√√√√1−
2
(
1
1+α?N
−∑z∈X Q̂XN (z)2P (z) )( 1√2N 14 log minz∈X P (z)maxz∈X P (z) − α?N√2N 14 maxz∈X Q̂XN (z)maxz∈X P (z)
)
(
λ−D
(
Q̂XN
∥∥∥ α?N Q̂XN+P1+α?N )+ 1√2N 14 maxz∈X Q̂XN (z)maxz∈X P (z)
)2

= α?N +O
(
1
N
1
4
)
(119)
Proof. In Lemma 9, we proved that GJS is a convex function in its second argument. Therefore, we can write
GJS
(
Q̂XN , V, α
)
≥ GJS
(
Q̂XN , P, α
)
+
∑
z∈X
log
(1 + α)P (z)
αQ̂XN (z) + P (z)
(V (z)− P (z)) , (120)
where we have used the fact that for a convex function f , we have f(x) ≥ f(y)+∇f(y)T (x−y) for all x and y. Plugging (120)
into (118), we arrive at the following optimization problem:
min
V ∈P(X )
∑
z∈X
log
(1 + α)P (z)
αQ̂XN (z) + P (z)
(V (z)− P (z))
s.t. ‖V − P‖1 ≤
√
2
N
1
4
.
(121)
Here, in (121) we have Pinsker’s inequality [16, Lemma 11.6.1] in the first constraint. Using Lemma 12, it directly follows
that the optimal value of the optimization problem (121) is
1√
2N
1
4
log
minz∈X { P (z)αQ̂XN (z)+P (z)}
maxz∈X { P (z)αQ̂XN (z)+P (z)}
 (122)
which is straightforward to show that the optimal value can be lower bounded by
1√
2N
1
4
log
minz∈X P (z)
maxz∈X P (z)
− α√
2N
1
4
maxz∈X Q̂XN (z)
maxz∈X P (z)
. (123)
Plugging (123) into (120), we obtain
min
V ∈P(X ):D(V ‖P )≤ 1√
N
GJS
(
Q̂XN , V, α
)
(124)
≥ GJS
(
Q̂XN , P, α
)
+
1√
2N
1
4
log
minz∈X P (z)
maxz∈X P (z)
− α√
2N
1
4
maxz∈X Q̂XN (z)
maxz∈X P (z)
. (125)
Fix 0 ≤ θ ≤ α?N . From Taylor’s theorem, there exists an θ˜ ∈ (α?N − θ, α?N ) such that
GJS
(
Q̂XN , P, α
?
N − θ
)
= GJS
(
Q̂XN , P, α
?
N
)
−D
(
Q̂XN
∥∥∥∥∥ α?N Q̂XN + P1 + α?N
)
θ +
θ2
2(1 + θ˜)
∑
z∈X
Q̂XN (z)
P (z)− Q̂XN (z)
θ˜Q̂XN (z) + P (z)
(126)
≥ GJS
(
Q̂XN , P, α
?
N
)
−D
(
Q̂XN
∥∥∥∥∥ α?N Q̂XN + P1 + α?N
)
θ +
θ2
2
(
1
1 + α?N
−
∑
z∈X
Q̂XN (z)
2
P (z)
)
. (127)
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Here, the final step follows by lower bounding the second derivative term. Finally letting the lower bound in (125) be smaller
λ (α− θ), we need to find θ such that
θ2
2
(
1
1 + α?N
−
∑
z∈X
Q̂XN (z)
2
P (z)
)
+ θ
(
λ−D
(
Q̂XN
∥∥∥∥∥ α?N Q̂XN + P1 + α?N
)
+
1√
2N
1
4
maxz∈X Q̂XN (z)
maxz∈X P (z)
)
+
1√
2N
1
4
log
minz∈X P (z)
maxz∈X P (z)
− α
?
N√
2N
1
4
maxz∈X Q̂XN (z)
maxz∈X P (z)
= 0
(128)
Finally, considering (128) is a quadratic equation in θ and α−N = α
?
N − θ, we obtain (119).
APPENDIX C
PROOF OF LEMMA 3
Before beginning the proof of Lemma 3, we present the following lemma which provides an almost sure lower bound on
the stopping time.
Lemma 15. The stopping time defined in (10) is greater than
(
γ
2 log 2
)2
N almost surely.
Proof. Define
Zn ,
{
Zn,1 if Wn = 1
Zn,2 if Wn = 2
, (129)
where Zn,1 and Zn,2 are distributed according to Q̂XN1 and Q̂Y n , respectively. Also, following the same notation as in Lemma 8,
let Wn be a Bernoulli random variable Bern( Nn+N ). From the results of Lemma 8, we can write
nGJS
(
Q̂XN1 , Q̂Y
n ,
N
n
)
= n
(
1 +
N
n
)
I (Zn;Wn) (130)
≤ n
(
1 +
N
n
)
Hb
(
N
N + n
)
(131)
≤ (n+N) (2 log 2)
√
Nn
(n+N)
2 (132)
≤ (2 log 2)
√
nN. (133)
Here, (131) follows due to the fact that I (Zn;Wn) ≤ Hb (Wn) = Hb
(
N
n+N
)
where Hb(p) is the binary entropy function
defined as Hb(p) = −p log p−(1− p) log (1− p). Finally, in (132) we use Hb (p) ≤ (2 log 2)
√
p (1− p). Therefore, considering
the stopping time in (10), we can conclude that
Tseq ≥
(
γ
2 log 2
)2
N. (134)
By replacing Q̂XN1 with Q̂XN2 in the definition of the random variable in (129), we get the same lower bound as in (134) so
the lower bound is agnostic to the true hypothesis.
Remark 3. Note that conditioned on Q̂XN1 ∈ S1 (the set S?1 was defined in the statement of Lemma 3), we can assert that
there exists a solution to the equation GJS
(
Q̂XN1 , P2, θ
?
N
)
= γθ?N (See Part 3 of Lemma 9).
Proof of Part 1: We obtain
E
[
Tseq
∣∣Q̂XN1 ∈ S1, H2] = ∑
k≥1
P
(
Tseq ≥ k
∣∣∣ Q̂XN1 ∈ S1, H2) (135)
≥
N
θ
+
N∑
k=1
P
(
Tseq ≥ k
∣∣∣ Q̂XN1 ∈ S1, H2) (136)
≥ N
θ+N
(
1− P
(
1 ≤ Tseq ≤ N
θ+N
∣∣∣∣Q̂XN1 ∈ S1, H2)) (137)
=
N
θ+N
(
1− P
((
γ
2 log 2
)2
N ≤ Tseq ≤ N
θ+N
)∣∣∣∣Q̂XN1 ∈ S1, H2
)
, (138)
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where in (138) we have used Lemma 15. Next, we show that the probability term in (138) is oN (1). To do so, we write
P
((
γ
2 log 2
)2
N ≤ Tseq ≤ N
θ+N
∣∣∣∣Q̂XN1 ∈ S1, H2
)
≤ P

N
θ
+
N⋃
k=( γ2 log 2 )
2
N
{
kGJS
(
Q̂XN2 , Q̂Y k ,
N
k
)
≥ Nγ
} ∣∣∣∣Q̂XN1 ∈ S1, H2

+ P

N
θ
+
N⋃
k=( γ2 log 2 )
2
N
{
kGJS
(
Q̂XN1 , Q̂Y k ,
N
k
)
≥ Nγ
} ∣∣∣∣Q̂XN1 ∈ S1, H2
 (139)
≤ N
θ+N
exp (−γN)
(
N
θ+N
+N + 1
)|X |
+
N
θ
+
N∑
k=( γ2 log 2 )
2
N
P
(
kGJS
(
Q̂XN1 , Q̂Y k ,
N
k
)
≥ γN
∣∣∣∣Q̂XN1 ∈ S1, H2) . (140)
Here, (139) is due to the definition of the stopping time in (10) and the union bound. To obtain the first term in (140), the
result of Lemma 10 is used. Then, we provide an upper bound for the second term in (140) as follows.
N
θ
+
N∑
k=( γ2 log 2 )
2
N
P
(
kGJS
(
Q̂XN1 , Q̂Y k ,
N
k
)
≥ Nγ
∣∣∣∣Q̂XN1 ∈ S1, H2) (141)
≤
N
θ
+
N∑
k=( γ2 log 2 )
2
N
(k + 1)
|X |
exp
−k min
V ∈P(X ):kGJS
(
Q̂
XN1
,V,Nk
)
≥γN
D (V ‖P2)
 (142)
≤
N
θ
+
N∑
k=( γ2 log 2 )
2
N
(
N
θ+N
+ 1
)|X |
exp
−( γ
2 log 2
)2
N min
V ∈P(X ):GJS
(
Q̂
XN1
,V,θ+N
)
≥γθ+N
D (V ‖P2)
 (143)
≤
(
N
θ+N
+ 1
)|X |+1
exp
(
−
(
γ
2 log 2
)2√
N
)
, (144)
where in (143) we have used the fact that the function kGJS
(
P,Q, Nk
)
is increasing with k. Therefore, as we increase k, the
value of the optimization problem in (143) decreases. Finally, the last step comes from the property of θ+N in Lemma 2 which
argues that
λθ+N ≥ max
V ∈P(X )
GJS
(
Q̂XN1 , V, θ
+
N
)
subject to D (V ‖P2) ≤ 1√
N
.
(145)
This completes the proof of Part 1 of Lemma 3.
Proof of Part 2: We begin with bounding the tail probability of the stopping time. We can write
P
(
Tseq >
N
θ−N
∣∣∣∣Q̂XN1 ∈ S1, H2) = ∑
k≥ N
θ
−
N
P
(
Tseq = k + 1
∣∣∣∣Q̂XN1 ∈ S1, H2) (146)
≤
∑
k≥ N
θ
−
N
P
(
kGJS
(
Q̂XN1 , Q̂Y k ,
N
k
)
≤ λN
∣∣∣∣Q̂XN1 ∈ S1, H2) (147)
≤
∑
k≥ N
θ
−
N
(k + 1)
|X |
exp
−k min
V ∈P(X ):kGJS
(
Q̂
XN1
,V,Nk
)
≤γN
D (V ‖P2)
 (148)
≤
∑
k≥ N
θ
−
N
exp (|X | log (k + 1)) exp
(
− k√
N
)
(149)
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≤ exp
(
−
√
N
θ−N
(1 + o(1))
)
. (150)
Here, (149) is obtained using the results of Lemma 2 and the fact that kGJS
(
P,Q, Nk
)
is an increasing function in k. Then
the last step follows from some manipulations. Finally, from (146)-(149), we deduce that
E
[
Tseq
∣∣∣∣Q̂XN1 ∈ S1, H2] ≤ Nθ−N P
(
Tseq ≤ N
θ−N
∣∣∣∣Q̂XN1 ∈ S1, H2)+ ∑
k≥ N
θ
−
N
(k + 1)P
(
Tseq = k + 1
∣∣∣∣Q̂XN1 ∈ S1, H2) (151)
≤ N
θ−N
(1 + o(1)) , (152)
which is the desired result.
Proof of Part 3: By the construction of θ+N and θ
−
N in the proof of Lemma 2, when N diverges to infinity, it can be seen
that θ+N − θ?N = O
(
1
N
1
4
)
and θ?N − θ−N = O
(
1
N
1
4
)
. Also, from Lemma 11, we know that θ?N converges in probability to θ
?.
Considering the definition of Tseq in (10), we can write
E
[
Tseq
∣∣H2] = E [Tseq ∣∣∣ Q̂XN1 ∈ S1, H2]P(Q̂XN1 ∈ S1)+ E [Tseq ∣∣∣ Q̂XN1 6∈ S1, H2]P(Q̂XN1 6∈ S1) (153)
=
N
θ?
(1 + o(1)) + o(1) (154)
Note in the second term of the final step we have used (56) to write
P
(
Q̂XN1 6∈ S1
) .≤ exp (−Nγ) (155)
and Tseq is, almost surely, at most N2, which is subexponential.
APPENDIX D
PROOF OF LEMMA 4
To compute error probability, we define test Φtrunc as a truncated version of Φseq. Using Φtrunc, the decision maker follows
the same decision rule as Φseq in the interval
[
1, N2
]
. However, if the stopping time Tseq has not occurred in the interval[
1, N2
]
, the decision maker declares error. It is easy to verify that the error probability of Φtrunc is an upper bound for that of
Φseq. Hence, we can write
PΦseq
(E∣∣H2) ≤ PΦtrunc (E∣∣H2) (156)
= P
N2⋃
k=1
{
nGJS
(
Q̂XN2 , Q̂Y k ,
N
k
)
≥ γN
} ∣∣∣∣H2
+ P(Tseq ≥ h (N) ∣∣∣∣H2) (157)
where the first and second term in (157) correspond to the events of “wrong decision” and “no decision” respectively. From
Part 3 of Lemma 9, we know that in order to to have a θ?N which satisfies GJS
(
Q̂XN1 , P2, α
)
= γα, we require the condition
D
(
Q̂XN1
∥∥∥P2) ≥ γ. Also, from the results of Lemma 2 we know that θ−N can be constructed using θ?N given that θ?N exists.
In fact, the map between θ?N and θ
−
N is one-to-one. Let us define the following set
AN ,
{
Q̂XN1 ∈ TN
∣∣∃ θ?N such that GJS(Q̂XN1 , P2, θ?N) = γθ?N and θ−N ≥ NN2
}
(158)
Next, we argue that since θ?N is a continuous function of γ, AN has another representation which is given by
AN =
{
Q̂XN1 ∈ TN
∣∣∣D(Q̂XN1 ∥∥∥P2) ≥ γ + εN} (159)
where εN ≥ 0 goes to zero as N goes to infinity because as N goes to infinity, θ?N is greater than zero, and this condition
can be satisfied by having D
(
Q̂XN1
∥∥∥P2) > γ (See Lemma 9). Then, we can write
P
(
Tseq ≥ N2
∣∣∣D(Q̂XN1 ∥∥∥P2) > γ + εN , H2) ≤ ∑
k≥N2
exp (|X | log (k + 1)) exp
(
− k√
N
)
(160)
≤ exp
(
− N
2
√
N
(1 + o (1))
)
(161)
≤ exp
(
−N 32 (1 + o (1))
)
(162)
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min{E1 (ΦGUT,1) ,E2 (ΦGUT,1)}
E1 (ΦGUT,1)
GJS(P1,P2,α)
α
λ?1
λ?1
Fig. 4. The performance of the Gutman’s test when the first training sequence is used.
where in (160) we have used (146)-(149) and the fact that N2 ≥ N
θ−N
. Then, we obtain
P
(
Tseq ≥ N2
∣∣∣H2) ≤ P(Tseq ≥ N2∣∣∣D(Q̂XN1 ∥∥∥P2) > γ + εN , H2)+ P(D(Q̂XN1 ∥∥∥P2) ≤ γ + εN) (163)
≤ exp
(
−N 32 (1 + o (1))
)
+ P
(
D
(
Q̂XN1
∥∥∥P2) ≤ γ + εN) (164)
≤ exp
(
−N 32 (1 + o (1))
)
+ exp
(
−N min
V ∈P(X ):D(V ‖P2)≤γ+εN
D (V ‖P1)
)
. (165)
Here, in (164), we have used (162). Also, the last step follows from Sanov’s theorem. Therefore, we obtain
PΦseq
(E∣∣H2) ≤ N2 exp (−Nγ) (N + h (N) + 1)|X | + exp(−N 32 (1 + o (1)))
+ exp
(
−N min
V ∈P(X ):D(V ‖P2)≤γ+εN
D (V ‖P1)
)
(166)
.≤ exp
(
−N min
{
γ, min
V ∈P(X ):D(V ‖P2)≤γ+εN
D (V ‖P1)
})
, (167)
where the first term in (166) follows by Lemma 10.
APPENDIX E
PROOF OF THEOREM 3
In this part, we denote ΦGUT,1 to denote the test described in (19). The subscript 1 in ΦGUT,1 represents the fact that the
test uses the first training sequence. In this subsection, we prove Theorem 3 which states that the proposed test outperforms
the Gutman’s test in terms of Bayesian error exponent defined in (18). We first begin with proving a property of the Gutman’s
test which will be used in the main proof.
For the test described in (19), we have
E1 (ΦGUT,1) , lim inf
N→∞
− logPΦGUT,1 (E|H1)
N
≥ λ, and (168)
E2 (ΦGUT,1) , lim inf
N→∞
− logPΦGUT,1 (E|H2)
N
≥ F1 (α, λ) . (169)
A schematic of min{E1 (ΦGUT,1) ,E2 (ΦGUT,1)} versus λ is depicted in Figure 4. Two important observations are in order.
• For λ ≥ 1αGJS (P1, P2, α), we have min{E1 (ΦGUT,1) ,E2 (ΦGUT,1)} = 0 as a consequence of (21) .
• λ?1 in Fig. 4 denotes the Bayesian error exponent as defined in (20).
It is important to note that although two training sequences are produced, only one of them XN1 is used in (19). One can
suggest the following test which resembles the one in (19) but uses the second training sequence as
ΦGUT,2 =
H2 if GJS
(
Q̂XN2 , Q̂Y
n , α
)
≤ λα,
H1 if GJS
(
Q̂XN2 , Q̂Y
n , α
)
≥ λα,
. (170)
The extension of the Gutman’s main theorem to the test in (170) is given by the following lemma.
Lemma 16. Among all decision rules Φ such that for all pairs of distribution (P1, P2) ∈ P (X )2,
lim inf
N→∞
− logPΦ (E|H2)
N
≥ λ, (171)
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min{E1 (ΦGUT,2) ,E2 (ΦGUT,2)}
E2 (ΦGUT,2)
GJS(P2,P1,α)
α
λ?2
λ?2
Fig. 5. The performance of the Gutman’s test when the second training sequence is used.
the test ΦGUT,2 in (170) satisfies
lim inf
N→∞
− logPΦGUT,2 (E|H1)
N
≥ lim inf
N→∞
− logPΦ (E|H1)
N
. (172)
Also, given that α = Nn , we obtain
E1 (ΦGUT,2) = lim inf
N→∞
− logPΦGUT,2 (E|H1)
N
≥ F2 (α, λ) , (173)
E2 (ΦGUT,2) = lim inf
N→∞
− logPΦGut,2 (E|H2)
N
≥ λ, (174)
where
F2(α, λ) , min
(V1,V2)∈P(X )2
D (V1 ‖P2) + 1
α
D (V2 ‖P1)
subject to
1
α
GJS (V1, V2, α) ≤ λ.
(175)
In Figure 5, we show a schematic plot of min{E1 (ΦGUT,2) ,E2 (ΦGUT,2)} versus E2 (ΦGUT,2). Similar to Figure 4, we observe
that
• For λ ≥ 1αGJS (P2, P1, α), we have min{E1 (ΦGUT,2) ,E2 (ΦGUT,2)} = 0.
• Also, λ?2 in Fig. 5 depicts the Bayesian error exponent of ΦGUT,2.
Lemma 17. We have that eBayesian (ΦGUT,1) = eBayesian (ΦGUT,2).
Hence, the Bayesian error exponent of Gutman’s test is agnostic to which training sequence is being used.
Proof. Here, we want to prove that λ?1 = λ
?
2. The proof is by contradiction. Assume that λ
?
1 < λ
?
2. Consider the tradeoff
of type-I and type-II error exponents in Figure 5. Then, denote λ+ as the solution to F2 (α, λ+) = λ?1. Since λ
?
1 < λ
?
2 and
F2 (α, λ) is decreasing function in λ, it can be verified that λ+ ∈
(
λ?2,
1
αGJS (P2, P1, α)
)
. Therefore, we have λ+ > λ?2 > λ
?
1.
Here, we want to prove that λ+ being greater than λ?1 contradicts with optimality of Gutman’s test described in Theorem 1.
Assume that λ+ > λ∗1, we can argue that the test based on the second training sequence achieves the type-I error exponent
equal to λ?1 while its type-II error exponent is λ
+ > λ?1. This contradicts with the fact that among all tests that achieve the same
type-I error exponent, Gutman’s test has the largest type-II exponent. By the same argument, it can be shown that λ∗2 < λ
∗
1
contradicting Lemma 16. Thus, we have λ?1 in Fig. 4 is equal to λ
?
2 in Fig. 5.
Now, the result of Lemma 17 allows us to prove Theorem 3. Consider the following two scenarios separately.
1) θ? ≤ β?: Given that θ? ≤ β?, we have eBayesian (Φseq) = γ = 1θ?GJS (P1, P2, θ?) as shown in Theorem 2. Considering
α = θ? for Gutman’s test, it can be easily seen from Fig. 4 that eBayesian (Φseq) = γ > λ?1 = eBayesian (ΦGut).
2) θ? > β?: In this case, for the sequential test we have eBayesian (Φseq) = γ = 1β?GJS (P2, P1, β
?). Then, considering Fig. 5
and setting α = β?, it is straightforward to see that γ > λ?2. Then, using the fact that λ
?
2 = λ
?
1 = eBayesian (ΦGut), the
claim stated in the theorem is proved.
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Proof. Let us assume that the test sequence generated from P1, i.e., belongs to Class 1. The extension to other cases is
straightforward. Define the event
S(M)1 ,
{(
Q̂XN2 , . . . , Q̂XNM
)
∈
M∏
i=2
{
Q̂XNi ∈ TN
∣∣∣D(Q̂XNi ∥∥∥P1) ≥ γ}
}
(176)
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Conditioned on S(M)1 , we can find θ?N,1(j) such that θ?N,1(j) satisfies
GJS
(
Q̂XNj , P1, θ
?
N,1(j)
)
= γθ?N,1(j) j ∈ {2, . . . ,M}. (177)
Also, define
θ?N,1 , min
j∈{2,...,M}
{θ?N,1(j)}, and (178)
j? , arg min
j∈{2,...,M}
{θ?N,1(j)}. (179)
In addition, we substitute P2 with P1 and Q̂XN1 with Q̂XNj? in Lemma 2 to obtain θ
+
N,1(j?) and θ
−
N,1(j?) following the same
procedure as described in Lemma 2. We start with providing a lower bound on the expected value of the stopping time. We
can write
E
[
T (M)seq
∣∣S(M)1 , H1] = ∞∑
i=1
P
(
T (M)seq ≥ k
∣∣S(M)1 , H1) (180)
≥
N
θ
+
N,1(j?)∑
k=1
P
(
T (M)seq ≥ k
∣∣S(M)1 , H1) (181)
≥ N
θ+N,1(j?)
(
1− P
(
1 ≤ T (M)seq ≤
N
θ+N,1(j?)
∣∣∣∣S(M)1 , H1
))
(182)
=
N
θ+N,1(j?)
(
1− P
((
γ
2 log 2
)2
N ≤ T (M)seq ≤
N
θ+N,1(j?)
∣∣∣∣S(M)1 , H1
))
(183)
where in the last step we have used Lemma 15. Moreover, define
τ
(M)
i = inf
{
n ≥ 1 : nGJS
(
Q̂XNi , Q̂Y
n ,
N
n
)
≥ γN
}
(184)
as the time that empirical GJS divergence between the test sequences and the i-th training sequence exceeds the threshold.
Then, we obtain
P
((
γ
2 log 2
)2
N ≤ T (M)seq ≤
N
θ+N,1(j?)
∣∣∣∣S(M)1 , H1
)
≤ P
( γ2 log 2
)2
N ≤ max{τ (M)2 , . . . , τ (M)M } ≤
N
θ+N,1(j?)
,
N
θ
+
N,1(j?)⋂
n=( λ2 log 2 )
2
N
{
nGJS
(
Q̂XN1 , Q̂Y
n ,
N
n
)
≤ γN
) ∣∣∣∣S(M)1 , H1

+ P

N
θ
+
N,1(j?)⋃
n=( γ2 log 2 )
2
N
{
nGJS
(
Q̂XN1 , Q̂Y
n ,
N
n
)
≥ γN
) ∣∣∣∣S(M)1 , H1
 (185)
≤ P
((
γ
2 log 2
)2
N ≤ τ (M)j? ≤
N
θ+N,1(j?)
)
+ P

N
θ
+
N,1(j?)⋃
n=( γ2 log 2 )
2
N
{
nGJS
(
Q̂XN1 , Q̂Y
n ,
N
n
)
≥ γN
} ∣∣∣∣S(M)1 , H1
 (186)
≤
(
N
θ+N,1(j?)
+ 1
)|X |+1
exp
(
−
(
γ
2 log 2
)2√
N
)
+
N
θ+N,1(j?)
exp (−γN)
(
N
θ+N,1(j?)
+N + 1
)|X |
(187)
= oN (1) . (188)
Here, the first term on the LHS of (187) is obtained by the same reasons as those for (141)-(144). Also, the second term on
the LHS of (187) follows from Lemma 10. Thus, we conclude from (183) and (188) that
E
[
T (M)seq
∣∣S(M)1 , H1] ≥ Nθ+N,1(j?) (1− oN (1)) . (189)
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In what follows, an upper bound on the tail probability of T (M)seq is derived which leads to an upper bound on the expected
value of T (M)seq . We write
P
(
T (M)seq >
N
θ−N,1(j?)
∣∣∣∣S(M)1 , H1
)
=
∞∑
k= N
θ
−
N,1(j?)
P
(
T (M)seq = k + 1
∣∣∣∣S(M)1 , H1) (190)
≤
∞∑
k= N
θ
−
N,1(j?)
∑
(i1,i2)∈[M ]2,i1 6=i2
P
(
τ
(M)
i1
> k, τ
(M)
i2
> k
∣∣∣∣S(M)1 , H1) (191)
≤
∑
(i1,i2)∈[M ]2,i1 6=i2,i1=1
∞∑
k= N
θ
−
N,1(j?)
P
(
kGJS
(
Q̂XNi2
, Q̂Y k ,
N
k
)
≤ γN
∣∣∣∣S(M)1 , H1)
+
∑
(i1,i2)∈[M ]2,i1 6=i2,i1 6=1
∞∑
k= N
θ
−
N,1(j?)
P
(
kGJS
(
Q̂XNi1
, Q̂Y k ,
N
k
)
≤ γN
∣∣∣∣S(M)1 , H1) (192)
≤ M (M − 1)
2
exp
(
−
√
N
θ−N,1(j?)
(1 + oN (1))
)
. (193)
Here, (191) is obtained using the fact that the event {T (M)seq = k + 1} has the same probability as the event that there exists
at least two indices (i, j) ∈ [M ]2 such that τ (M)i > k and τ (M)j > k. Then, (193) follows from the definition of j? in (178)
which attains the minima. Then, following the same line of reasonening as (152) we obtain
E
[
T (M)seq
∣∣∣S(M)1 , H1] ≤ Nθ−N,1(j?) (1 + oN (1)) (194)
Finally, note that as it was proved in Lemma 11, θ?N,1(j) converges in probability to θ
?
1(j) for j ∈ {2, . . . ,M} as N goes
to infinity. Also, since min function is continuous in its argument, the continuous mapping theorem [23] implies that θ?N,1
converges in probability to θ?1 . To conclude the proof, we write
E
[
T (M)seq
∣∣H1] = E [T (M)seq ∣∣∣S(M)1 , H1]P(S(M)1 )+ E [T (M)seq ∣∣∣SM1 , H1] (1− P(S(M)1 )) (195)
=
N
θ?1
(1 + o(1)) + o(1) (196)
Note in the second term of the final step we have used (65) to write
1− P
(
S(M)1
) .≤ exp (−Nγ) (197)
and TMseq is, almost surely, at most N
2, which is subexponential.
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We define a test Φ(M)trunc to be a truncated version of Φ
(M)
seq in an exactly similar way as we defined Φ
(M)
trunc in the proof of
Lemma 4. Then, we can write
P
Φ
(M)
seq
(E∣∣H1) ≤ PΦ(M)trunc (E∣∣H1) (198)
≤ P
Φ
(M)
trunc
(
Wrong Decision
∣∣H1)+ PΦ(M)trunc (No Decision∣∣H1) (199)
= P
 N2⋃
n=1
{
nGJS
(
Q̂XN1 , Q̂Y
n ,
N
n
)
≥ γN
} ∣∣∣∣H1
+ P(T (M)seq ≥ N2∣∣∣∣H1) . (200)
Following the same line of reasoning as in the proof of Lemma 4, we consider the event
M⋂
i=2
{
D
(
Q̂XN1
∥∥∥Pi) > γ + εi,N}
where εi,N ≥ 0 is a sequence goes to zero as N goes to infinity. Conditioned on this event we can conclude that there exists
θ?N,1(i) which satisfies equation GJS
(
Q̂XN1 , Pi, θ
?
N,1(i)
)
= γθ?N,1(i) using Part 3 of Lemma 9 for i ∈ {2, . . . ,M}. Define
25
θ−N,1(i?) following the method described in Lemma 2. Introducing εi,N let us have N
2 ≥ N/θ−N,1(i) for i ∈ {2, . . . ,M}. Also,
let θ?N,1(i?) , mini∈{2,...,M}{θ?N,1(i)}. Then, we can write
P
(
T (M)seq ≥ N2
∣∣∣ M⋂
i=2
{
D
(
Q̂XN1
∥∥∥Pi) > γ + εi,N} , H1) ≤ ∑
k≥N2
exp (|X | log (k + 1)) exp
(
− k√
N
)
(201)
≤ exp
(
− N
2
√
N
(1 + o (1))
)
(202)
≤ exp (−ω (N) (1 + o (1))) (203)
where in (201) we have used (146)-(149) and the fact that θ−N,1(i?) ≥ N/N2. We obtain
P
(
T (M)seq ≥ N2
∣∣H1)
≤ P
(
T (M)seq ≥ N2
∣∣∣ M⋂
i=2
{
D
(
Q̂XN1
∥∥∥Pi) > γ + εi,N} , H1)+ P( M⋃
i=2
{
D
(
Q̂XN1
∥∥∥Pi) ≤ γ + εi,N}) (204)
≤ exp (−ω (N) (1 + o (1))) +
M∑
i=2
exp
(
−N min
V ∈P(X ):D(V ‖Pi)≤γ+εi,N
D (V ‖P1)
)
(205)
Plugging (205) into (200), we get
P
Φ
(M)
seq
(E∣∣H1) ≤ N2 exp (−γN) (N +N2 + 1)|X | + exp (−ω (N) (1 + o (1)))
+
M∑
i=2
exp
(
−N min
V ∈P(X ):D(V ‖Pi)≤γ+εi,N
D (V ‖P1)
)
(206)
.≤ exp
(
−N min
{
γ, min
i∈{2,...,M}
min
V ∈P(X ):D(V ‖Pi)≤γ+εi,N
D (V ‖P1)
})
(207)
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