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Big whirls have little whirls that feed on their velocity,
and little whirls have lesser whirls and so on to viscosity.
— Lewis Fry Richardson
The reasonable man adapts himself to the world; the unreasonable
one persists in trying to adapt the world to himself. Therefore, all
progress depends on the unreasonable man.
— George Bernard Shaw

A B S T R A C T
In this work a hierarchy of simple models are used to gain
further understanding of the interaction between atmospheric
processes and components, and the impact these processes and
components have on the climate system.
A one dimensional energy balance box model is often considered
one of the simplest climate models. During this PhD an en-
ergy balance model (EBM) of higher complexity, with an atmo-
spheric layer and a surface layer, and a latitudinal resolution
of 1◦, has been developed, to examine the effects of non-linear
interactions between surface albedo, water vapor, cloud cover
and cloud albedo (referred to as climate variables) on ampli-
fied warming of the polar regions. The EBM is set up so that
it is possible to allow one or more climate variables to change
with changing temperature or keep them at fixed values from
a reference run. Furthermore a method, using a semi-empirical
model, for simulating the evolution of the stratospheric ozone
layer and its coupling to the climate system was implemented
into an existing simple climate model, named Model for Assess-
ment of Greenhouse-gas Induced Climate Change (MAGICC).
For an induced forcing, feedbacks from processes associated
with climate variables in the climate system either amplify or
damp the warming of the surface temperature. To investigate
the non-linear effects feedbacks from surface albedo, water va-
pour and cloud cover have on the surface temperature the sum
of the contributions to surface temperature changes due to any
variable considered in isolation is compared to the surface tem-
perature changes from coupled feedback simulations. Our sim-
ulations show that the sum of temperature changes is smal-
ler than the temperature changes from coupled feedback sim-
ulations, for all simulations. This non-linearity is found to be
v
strongest when all three climate variables are allowed to inter-
act. Surface albedo appears to be the strongest driver of this
non-linear behavior, followed by water vapor and clouds. This
is because increases in longwave radiation absorbed by the sur-
face, related to increases in water vapor and clouds, and in-
creases in surface absorbed shortwave radiation caused by a
decrease in surface albedo, amplify each other. Furthermore,
our results corroborate previous findings that while increases
in cloud cover and water vapor, along with the greenhouse ef-
fect itself, warm the polar regions, water vapor also signific-
antly warms equatorial regions, which reduces polar amplifica-
tion. Changes in surface albedo drive large changes in absorp-
tion of incoming shortwave radiation, thereby enhancing sur-
face warming. Unlike high latitudes, surface albedo change at
low latitudes are more constrained. Interactions between sur-
face albedo, water vapor and clouds drive larger increases in
temperatures in the polar regions compared to low latitudes.
This is in spite of the fact that, due to a forcing, cloud cover
increases at high latitudes and decreases in low latitudes, and
that water vapor significantly enhances warming at low latit-
udes.
The effects from reflectivity of clouds (cloud albedo) on the
feedbacks from surface albedo, water vapor and cloud cover
(referred to as climate variables), and the impact the interaction
between these climate variables has on the surface temperat-
ure are also examined. Output from simulations with all pos-
sible combinations of climate variables (surface albedo, water
vapour, cloud cover and cloud albedo) activated or prescribed
with values from a reference run are examined. For a doub-
ling of atmospheric concentration of carbon dioxide, the output
from the simulations show that there is an increase in cloud al-
bedo in the low and high latitudes due to an increase in cloud
temperature (and therefore an increase in the fraction of water
droplets compared to ice crystals), and a very small decrease in
cloud albedo in mid latitudes due to a decrease in cloud tem-
perature. Changes in surface albedo greatly affect surface and
atmospheric temperatures in the high latitudes, and therefore
vi
also cloud temperatures and cloud albedo. The cloud albedo in
this EBM depends on atmospheric temperature and lapse rate,
and therfore there is a large impact from cloud albedo on simu-
lations where the surface albedo feedback is fixed with values
from a reference simulation. Furthermore, CO2-induced cloud
albedo changes have the greatest effect on simulations where
there is little or no interaction between surface albedo, water
vapour and cloud cover, because the change in LW radiation
emitted from the atmosphere to the surface is then small com-
pared to the change in SW radiation reflected by clouds.
MAGICC is a simple climate model,however of higher complex-
ity than the EBM developed in this PhD project. MAGICC, with
the newly implemented stratospheric semi-empirical model, was
used to investigate how anthropogenic emissions of greenhouse
gases and ozone-depleting substances will continue to affect
concentrations of ozone in the stratosphere through the 21st
century. While a range of estimates for when stratospheric ozone
is expected to return to unperturbed levels is available in the lit-
erature, quantification of the spread in results is sparse. Here
a first probabilistic study of latitudinally resolved years of re-
turn of stratospheric ozone to 1960 levels is presented. Results
from the 180-member ensemble, simulated with this newly de-
veloped simple climate model, suggest that the spread in re-
turn years of ozone is largest around 40◦N/S and in the south-
ern high latitudes and decreases with increasing greenhouse
gas emissions. The spread in projections of ozone is larger for
higher greenhouse gas scenarios and is larger in the polar re-
gions than in the mid-latitudes, while the spread in ozone radi-
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I N T R O D U C T I O N
1.1 motivation
The unifying theme for this thesis is the use of simple mod-
els, e.g. energy balance models (EBMs), simple climate models
(SCMs) and semi-empirical models, to better understand the
links between different components of the climate system with
a view to improve the quality of climate change projections.
Here it is shown how simple models can be useful in order to
estimate the uncertainty ranges in stratospheric ozone projec-
tions, as well as understand the non-linear interactions between
surface albedo, water vapour and clouds in the climate system.
Simulating how the global ozone layer will evolve under differ-
ent greenhouse gas and ozone depleting substance emissions
scenarios is of interest to a wide range of the Earth Sciences
community and to policy-makers as ozone is a radiatively act-
ive gas whose changes in concentrations affect both surface UV
radiation and surface climate. Ideally, chemistry-climate mod-
els (CCMs) would be used to generate a large ensemble of simu-
lations for a number of emissions scenarios that would capture
model uncertainties and variances arising from internal model
variability. However, CCMs are extraordinarily computational
expensive. Therefore, to date, it has not been possible to gener-
ate the large ensembles of projections of global ozone change
required by the Earth Sciences community and policy-makers
to adequately incorporate uncertainty in those projections into
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projections of surface UV radiation and climate. During the first
year of this PhD project, the first ever SCM with an interactive
stratosphere, i.e. with a stratosphere that is coupled to the cli-
mate system, was developed. The aim was to emulate the beha-
viour of a set of AOGCMs, in order to investigate the spread in
stratospheric ozone abundances during the 21st century.
The focus of this thesis shifted later towards the more simplified
range of models, EBMs, in order to gain an improved under-
standing of the non-linear interactions between surface albedo,
water vapour and clouds and their impacts on polar amplific-
ation. Climate feedback from polar surface ice have been stud-
ied for decades, however effects of feedback caused by water
vapour and clouds on polar amplification have been relatively
poorly examined. It is well known that clouds and water va-
pour play a critical role in the energy balance of the Earth’s
climate system. Water vapour affects the radiative balance of
Earth through the greenhouse effect and clouds through the
greenhouse effect and through reflection of sunlight. However,
water vapour and clouds are some of the least well understood
elements of the global climate system (Roads and Vallis, 1984;
Held and Soden, 2000; Pierrehumbert, 2002). Clouds and their
effects on the climate system have proven difficult both to ob-
serve and simulate, and continue to be the main cause of spread
in climate sensitivity in climate models (Boucher et al., 2013).
In particular the shortwave effects from clouds seem to cause
large biases (Kay et al., 2014), and the intention with the EBM
developed here, was to gain some understanding in how the
shortwave radiation effects from clouds are altered by the inter-
action between surface albedo, water vapour and cloud cover
in the atmosphere, and the impact shortwave radiative effects
from clouds have on the climate system. It is well known that
water vapour and lapse rate feedbacks are closely related, and
in the EBM presented in this thesis a simple representation of
the lapse rate is included.
1.2 thesis outline 3
1.2 thesis outline
This thesis is broad in focus with the concept of using simple
models to improve understanding of components of the climate
system. However the project does clearly follow a track in terms
of using simple models of different complexity. MAGICC is a
relatively complex simple model, and once the implementation
of the stratospheric module was finished, it was natural to take
"one step back" and gain understanding of the core of all cli-
mate models: the energy balance of Earth, in terms of EBMs.
A summary of the current literature is presented in Chapters 2
and 3, along with explanation and description of physical pro-
cesses relevant to the subject. Chapter 2 focuses on key process
governing the climate system. The fundamentals and earlier
published research of the energy balance of Earth and feed-
backs from the key climate variables surface albedo, water va-
pour, clouds and stratospheric ozone are discussed. The concept
of polar amplification and outcome from published research
on the topic is presented. In Chapter 3 climate models with
two different levels of complexity, EBMs and SCMs as used in
this PhD project, are presented. Discussions of EBMs with sur-
face albedo, water vapour and clouds, and a description of the
simple climate model MAGICC is provided.
The research in this thesis is presented in Chapters 4, 5 and
6. In Chapter 4, the EBM that was developed during this PhD
project is described in detail. The outcome of the work presen-
ted in Chapter 4 shows that the interactions between surface al-
bedo, water vapour and cloud cover have non-linear effects on
the surface temperature and are important for the strength of
climate sensitivity and polar amplification. The work presented
in Chapter 4 has been peer reviewed and accepted for publica-
tion in the scientific journal Climate Dynamics.
The biases introduced by uncertainties in shortwave radiation
reflected by clouds is a well known issue in climate modelling.
A natural step in developing the EBM presented in this thesis
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was to implement albedo of clouds that changes with changing
cloud temperature. The output from the extended version of
the EBM is presented in Chapter 5, and is also aimed to be sub-
mitted to a scientific journal.
The simple climate model MAGICC is more complex than the
EBM developed in this thesis. Stratospheric ozone abundances
were statistically simulated within MAGICC with a method
similar to the method used to simulate cloud cover and cloud
temperatures in the EBM described in Chapters 4 and 5. The
output is presented in Chapter 6. The work in Chapter 6 has
been peer reviewed and published in Geophysical Research Let-
ters, as Södergren et al. (2016).
Finally, Chapter 7 provides a summary of this PhD work, and
suggestions of some future work.
2
T H E C L I M AT E S Y S T E M O F E A RT H
This chapter discusses key physics and fundamentals of the cli-
mate system of the Earth, related to the work presented in later
chapters. Fundamentals of the energy balance of the Earth’s
climate system, and definitions about climate feedbacks and
difficulties related to feedback notations and estimations are
explained and discussed. Finally the of reasons why the sur-
face warms faster in the polar regions compared to the rest of
the globe are discussed, and a review of this phenomenon gen-
erally referred to as polar amplification is provided.
2.1 energy balance of earth - some fundamentals
The energy budget of Earth can be explained as a balance between
radiative fluxes and transport of heat. Essentially all energy en-
tering the Earth climate system comes from the sun. The in-
coming energy from the sun is mostly in the form of radiation
in the visible, near-ultraviolet and near-infrared spectra, with
fluxes approximately in the 0.2 µm to 3.0 µm range, from now
on defined as shortwave (SW) radiation. Some of the incoming
radiation is reflected off clouds, some of it is absorbed by com-
ponents in the atmosphere, mainly by water vapour, and some
of it passes through the atmosphere and down to the Earth’s
surface. Some of the SW radiation that reaches the Earth’s sur-
face is absorbed by the surface, and some of it is reflected back
into the atmosphere. Some surface types on Earth reflect the
incoming SW radiation better than others. The reflecting power
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of a surface is often measured as the ratio of the reflected ra-
diation from the surface to incident radiation upon it, called
albedo (Latin "whiteness"). For example fresh snow is an effi-
cient reflector of the incoming radiation and has an albedo of
as much as 0.90 while bare soil that is an efficient absorber has
an albedo of around 0.17.
Since the axis of the Earth is tilted, more SW radiation is ab-
sorbed by the surface per unit area per year in the equatorial
region than in the polar regions. This equator/pole difference
in SW radiation absorbed by the Earth give rise to a meridional
temperature gradient, with significantly higher temperatures in
the equatorial regions compared to the polar regions. The pole-
ward increase in reflectivity of the Earth due to increasing cloud
cover and snow/ice cover, and it’s corresponding cooling effect
on the surface, increases this meridional temperature gradient
further (compared to what it would be like without e.g. polar
ice-caps and cloud albedo that increase with increasing latit-
ude). The imbalance in the energy distribution is the driver of
the temperature gradient and the reason that meridional en-
ergy transport is required, to maintain the energy balance of
the Earth. As a consequence of the equator to pole temperat-
ure gradient and the resulting imbalance in energy distribution
winds and ocean currents carry energy poleward, with differ-
ent processes (such as ice/snow covered surface, clouds or wa-
ter vapour), within the climate system tending to increase or de-
crease the strength of the gradient. Generally the energy carried
from equator to poles is defined as the net energy transport in-
tegrated across longitude-height sections. The meridional heat
transport is further described in sections 3.1.1.
The radiation emitted from the surface and atmosphere of Earth
is approximately in the 4.0 µm to 100 µm range of the emission
spectrum, usually referred to as terrestrial infrared, or long-
wave (LW) radiation. At the top of the atmosphere (TOA), on
a global scale, the SW radiation that is absorbed by Earth’s at-
mosphere or surface is balanced by emitted, outgoing LW radi-
ation. This is usually not the case on a regional or local scale
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(see Fig. 2.1). Due to the tilt of the Earth and therefore the dif-
ferences in SW radiation absorbed in the equatorial and polar
regions, and the resulting meridional transport of heat, the in-
coming flux of SW radiation will be greater then the outgoing
flux of LW radiation in the equatorial regions, while the op-
posite applies in the polar regions. Seen from the TOA, a basic
energy budget for the total energy content Q for latitude zone









where RFTOAφ is the net radiative energy balance, e.g. SW plus
LW, with downward flux defined as positive, and a is the ra-
dius of Earth. The second term on the right-hand side of Eq. 2.1
represents the convergence of the heat transport. On a global
scale ∂H∂φ is zero.
When the global mean flux of LW radiation emitted by Earth
equals the global mean net flux of SW radiation absorbed by
Earth, i.e. when RFTOA on a global scale is zero, the climate sys-
tem is said to be in radiative balance, or in an equilibrium state.
If an external forcing, e.g. increased GHGs or solar variability,
is applied to the climate system, this balance is perturbed and
the system responds by altering the radiative fluxes. In a transi-
ent state the flux of outgoing LW radiation will no longer equal
the net flux of incoming SW radiation. Once the climate system
reaches a new equilibrium state, the global mean net flux at
the TOA will again be zero. The radiative imbalance, usually
at TOA or at the tropopause, has become a widely used meas-
ure of the state of the climate system. Current estimates sug-
gest that Earth has a net energy imbalance of around 0.6 Wm−2
(Wild et al., 2015). This means that there is more SW radiation
absorbed by the Earth than LW radiation emitted, which has a
warming effect on the surface temperature. By analysing out-
put from climate models, it can also provide estimates of the
climate impact on individual climatic processes, natural or an-
thropogenic, and is sometimes referred to as radiative forcing
(RF).
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Figure 2.1: Longwave emitted and shortwave absorbed by Earth, as
well as net radiative fluxes (longwave + shortwave). The
figure is from source Marshall and Plumb (2007).
The energy balance of Earth depends not only on the amount
of SW radiation from the sun reaching the TOA, but also on
internal climate processes such as cloud amount, reflectivity
of clouds and surface, and the abundances of GHGs, mainly
carbon dioxide (CO2), water vapour and also ozone in the at-
mosphere. The global mean radiative effect from stratospheric
ozone on the surface temperature is relatively small. In the
latest IPCC assessment report -0.05 [-0.15 to +0.05] Wm−2 is
attributed to RF from stratospheric ozone (Myhre et al., 2013a).
However, ozone is a radiatively active gas whose changes in
concentrations affect both surface ultra-violet radiation and sur-
face climate, and therefore simulating how the ozone layer will
evolve under different GHG and ozone depleting substance
(ODS) emissions scenarios is of interest to a wide range of the
Earth Sciences community and to policy-makers.
The above discussion about perturbations of the radiative bal-
ance naturally leads us into the next section about climate feed-
backs. The balance of stratospheric ozone abundances and the
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effects of changes in stratospheric ozone on surface climate are
discussed in Sec. 2.3.
2.2 climate feedbacks - definitions and discussions
First a few notations about climate feedbacks, forcings and cli-
mate sensitivity: In general, a feedback is a process in which
changing one quantity changes a second quantity, while the
change in the second quantity changes the first. Most often a
positive feedback is defined as a feedback that amplifies the ef-
fect from the change in the first quantity, while a negative feed-
back is defined as a feedback that reduces it. Climate sensitivity
(CS) is a metric determined by a set of feedback mechanisms,
that can be used for analysis of the climate system’s temperat-
ure response to a perturbation, i.e. a forcing, F, externally im-
posed by e.g. GHGs, solar variability, etc. (Collins et al. (2013);
Gregory and Webb (2007); Gregory et al. (2004)). It may be a bit
confusing that the radiative response of the climate system to
an external forcing, is sometimes referred to as radiative forcing
(see Sec. 2.1). Radiative forcing is not really a forcing in that
sense, but rather a response to a forcing. CS is usually defined
as the change in surface temperature following a doubling of
atmospheric CO2 concentrations, after the climate system has
readjusted to an equilibrium state. The concept of CS allows
comparison of
• the sizes of temperature changes and
• strenghts of climate feedback responses
between models and due to different forcings. The difficulties
in calculating CS are illustrated by the spread, ranging from
1.5 to 4.5◦C, as reported in the latest IPCC report (Bindoff et al.
(2013)). This range has not narrowed since the Charney Report
(1979).
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It has been shown that when an external forcing is applied to
the climate system, there is a linear relation between the radiat-
ive response, or RF, at the TOA and the associated surface tem-
perature change. A climate feedback parameter with respect to







where ∆RFTOAi is the perturbation in the TOA radiative flux
due to a change in climatic variable i, and ∆T si is the corres-
ponding change in surface temperature. The change in surface
temperature, with all feedbacks considered in the climate sys-














and where RFTOA0 is the TOA radiative flux perturbation when
all feedbacks are supressed, i.e. the perturbation associated with
the Planck feedback, and ∆T s0 is the corresponding response in
surface temperature. Setting K to 0.3 KWm−2, as stated in the
work of Colman (2003), allows calculation of λi (Eq. 2.3).
Climate sensitivity and the climate feedback parameter can be
calculated in different ways. Two of the most common meth-
ods are that climate sensitivity and λ are calculated according
to Eq. 2.3 from an equilibrium state or from a transient state. Es-
timates of CS and λ obtained from equilibrium states are rare,
since the GCMs, due to the long responding time scales in the
deep ocean, needs to be run for hundreds to thousands of years
to reach full equilibrium (Li (2012)). To get around the require-
ment of having to run the model to equilibrium, model out-
put for evolving transient conditions are sometimes used to es-
timate CS. The climate response parameter is then determined
by regressing RFTOAi (t) against T
s
i (t) where t is the timestep
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from the initial perturbation (Gregory et al. (2004)). The slope
is the effective climate response parameter, and the intercept
with RFTOAi is F, i.e. the effect from the instantaneous forcing,
before the climate system has responded. Then the net down-
ward heat flux at the TOA, N, describing the rate of increase in
heat stored in the climate system, can be written
N(t) = F− λi∆T
s
i (t) (2.5)
In an equilibrium state N = 0 which means that the heat stor-
age does not change.
Independent of the choice of method to simulate CO2-induced
changes in temperature after the climate system has readjusted
to a new equilibrium state, estimation of λ is associated with
difficulties and uncertainties. The climate feedback parameter,
λ, depends on the time scales at which feedbacks respond to
the forcing. Responses from clouds usually happen on very
short timescales, which means that there will be a great change
in temperature during the time of the readjustment of clouds.
Other feedbacks, such as e.g. the surface albedo feedback, occur
over thousands of years. Gregory et al. (2004) showed that in a
simulation where a GCM is run to equilibrium, the temperature
change slows down while approaching equilibrium state, when
the ocean heat uptake is the major contributor to the change in
temperature. The assumption that λ is linear is therefore prob-
ably not completely true on longer timescales (Gregory et al.
(2004)). Also the climate sensitivity obtained from equilibrium
states is unambiguous, since λ is likely to change with time.
One reason why the linear approximation is still widely used
is its simplicity, convenience and lack of alternatives (Knutti
and Rugenstein (2015)).
Most climate models impose similar values of RFTOA, which
suggest that the spread in CS (i.e. ∆T s for a doubling of CO2)
is associated with λ (see Eq. 2.3), especially with λ associated
with clouds (Cess and Potter, 1991; Cess et al., 1996; Senior and
Mitchell, 1993; Ho et al., 1998).
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2.2.1 Surface albedo feedbacks
Ice and snow have high albedos compared to snow- and ice-
free surfaces (Thackeray and Fletcher, 2016). This has a cooling
effect on surface temperatures, by reflecting a significant part
of the incoming SW solar radiation. Fluctuations in temperat-
ures alter the surface albedo through gain or loss of snow and
ice cover. A warming climate contributes to melting snow and
ice cover, and thereby reveals a darker surface with lower al-
bedo, i.e. a surface that reflects less and absorbs more SW ra-
diation (Ingram, Wilson, and Mitchell, 1989; Cess and Potter,
1991; Thackeray and Fletcher, 2016). When atmospheric CO2
concentration increases, the troposphere warms as it absorbs
more upwelling terrestrial LW radiation. The downward LW
component, i.e, the LW radiation that is emitted from the atmo-
sphere down to the surface, warms the surface which further
enhances melting of ice cover. This positive feedback is known
as the surface albedo feedback. On a regional scale, especially
in the Northern Hemisphere high latitudes, the surface albedo
feedback is known to contribute significantly to increasing tem-
peratures (Thackeray and Fletcher, 2016). Surface albedo feed-
back has long been suggested to be the feedback that contrib-
utes the most to a warming climate (Lian and Cess, 1977; Man-
abe and Stouffer, 1980). However later research has pointed
towards the importance of other feedbacks, such as water va-
pour and clouds, and their impacts on temperature changes
in the climate system (see e.g. Mitchell et al. (1989); Randall
et al. (2007a)). Figure 2.2 (from Bony et al. (2006)) shows sim-
ulated feedback parameters, or climate feedback strengths, for
water vapor, clouds, surface albedo and lapse rate, and demon-
strates the importance of the coupling between feedbacks, and
also that water vapor feedbacks contributes most to the surface
warming, followed by clouds and surface albedo. It also shows
the large spread among models, especially for the cloud feed-
back, that even shows different sign of feedback for different
models.
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2.2.2 Water vapour feedbacks
The effect water in the atmosphere has on the climate system
depends on its phase, i.e. if it is in gas phase, liquid phase
(as water droplets in liquid water clouds) or solid phase (in the
form of ice crystals in clouds). On a molecule-to-molecule basis,
water in liquid or solid form in the atmosphere are around 1000
times stronger absorbers of LW radiation compared to water
in gaseous form (Stephens, 2005). However, water in gaseous
form is the primary absorber of SW radiation in the atmosphere
while both water in liquid form and solid form are poor ab-
sorbers but efficient reflectors of SW radiation. There are sev-
eral factors other than the absorbing and reflecting effects that
are relevant to the feedbacks of water in clouds, and they are
discussed in Sec. 2.2.3 below. Observations and GCM outputs
show that water vapour in the atmosphere, just like surface al-
bedo, has a global net positive feedback effect on the climate
(Bony et al., 2006; Soden and Held, 2006), and is considered
the GHG with the greatest contribution to the greenhouse ef-
fect (Randall et al., 2007a), due to its strong feedback effects.
Globally, water vapour is known to approximately double the
warming effect from CO2 (see Fig. 2.2).
The amount of water vapour is strongly dependent on the tem-
perature in the atmosphere, through Clausius-Clapeyron’s re-
lation, which gives the rate of change of saturation vapour
pressure with changing temperature (see e.g. O’Gorman and
Muller (2010)). Column integrated water, also referred to as
total column water vapour or precipitable water, is dominated
by the lower troposphere, where the temperature is usually
higher compared to the upper troposphere. Due to the low
concentrations of water vapour in the upper troposphere com-
pared to the lower troposphere, for a uniform warming, the rel-
ative change in water vapour is larger in the upper troposphere.
Thereby the largest contribution to the LW water vapour feed-
back occurs in the upper troposphere, especially in the tropical
regions. This has been suggested by GCMs (Schneider et al.,
1999), observations (Randall et al., 2007a) and simple models
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Figure 2.2: GCM climate feedback strengths for water vapour (WV),
cloud (C), surface albedo (A), lapse rate (LR), the com-
bined WV + LR and the sum of all feedbacks (ALL). The
figure is from source Bony et al. (2006), and shows the res-
ults from Colman (2003); Soden and Held (2006); Winton
(2006).
(Payne et al., 2015). Furthermore, enhanced warming in the
tropical upper troposphere, due to changes in lapse rate has
been found in GCM output. Since emission of LW radiation
depends on the temperature, more LW radiation will escape
to space, contributing to a cooling of the Earth (a negative
feedback, see Fig. 2.2). A warmer upper troposphere further
increases water vapour concentration (which contributes with
a strong positive feedback), but it also partially offsets the ra-
diative response from temperature increase by emitting more
LW radiation out to space. Because of this strong link, the lapse
rate and water vapour feedbacks are often considered together
(Randall et al., 2007a), and so they are treated together in this
work as well.
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2.2.3 Cloud feedbacks
There is a consensus among GCMs and observations that water
in gaseous form provides a positive feedback, i.e. amplifies the
surface temperature warming induced by CO2 forcing. The ef-
fects on the energy balance of Earth from water in other forms
than gaseous in the atmosphere are more complex and difficult
to understand. Water in the form of droplets or ice in clouds
affect the radiation budget via a number of different properties,
e.g. cloud amount, cloud height, vertical profile, optical depth,
liquid and ice water content and sizes of particles. Changes in
the albedo and absorption efficiency of clouds strongly affect
both SW and LW radiation fluxes, and occur through changes
in cloud optical depth, which in turn depends on thickness an-
d/or changes in particle size, water and ice contents, liquid wa-
ter content etc (Stephens, 2005). Whether clouds have a warm-
ing or cooling effect on the atmospheric temperatures depends
on their vertical structure. High, cold clouds tend to warm the
atmosphere relative to clear skies, especially at low latitudes,
while low clouds seem to cool the atmosphere, especially in
high latitudes (Slingo and Slingo, 1988).
Water in the form of droplets or ice crystals efficiently reflect
SW radiation that is coming in from the sun, and thereby con-
tribute to cooling of the climate system, i.e. a negative feed-
back. When viewing from the TOA, this reflective (cooling) ef-
fect from water in clouds, unlike water vapour, strongly off-
sets the absorbing (warming) effect. This offset of SW and LW
processes, and the relatively small net effect on TOA radiative
fluxes, does however not mean that the cloud feedback is neg-
ligible. Already in the 1970’s changes in cloudiness was recog-
nized as an important factor for surface temperature changes
(e.g. Schneider (1972)). However, coupling between cloud feed-
backs and the climate system is important. That cloud feed-
backs are likely to have impacts on other feedbacks than just
cloud-climate feedbacks has been suggested by e.g. Choi et al.
(2014), as well as the outcome of this PhD project (see Chapter
4 and Södergren et al. (2016)). This implies that the way cloud
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properties are parametrized and represented in climate models
will affect the climate sensitivity of that model. Choi et al. (2014)
showed that the relative roles of major climate feedbacks can be
altered by cloud parametrization. They found that the smallest
effect is on water vapour, and that surface albedo is greatly af-
fected by altered cloud properties in the high latitudes. Lately,
a major focus has been on the effect clouds have on the SW
radiation, especially over the Southern Ocean (Kay et al. (2014,
2016)), which causes biases in radiative effects, and therefore
CS, in climate models (Trenberth and Fasullo (2010)). These bi-
ases are believed to be related to the phase of water, and there-
fore the efficiency of reflecting or absorbing SW radiation, in
clouds. Both models and observations suggest that supercooled
water in clouds strongly influences cloud radiative effects (Kay
et al. (2016); Forbes and Ahlgrimm (2014)). Kay et al. (2016)
found that a too small amount of supercooled water in low-
level clouds over the Southern Ocean causes excessive absorbed
SW radiation in the Community Earth System Model (CESM),
and that these biases are reduced when more supercooled wa-
ter is included. Furthermore, cloud feedbacks act over a wide
range of time and space scales, which adds complexity to the
understanding and estimation of climate sensitivity in GCMs.
The difficulties in simulating feedback from clouds is demon-
strated by the wide range of output from GCMs, as shown in
Fig. 2.2. A critical review of clouds and their feedbacks can be
found in the review article of Stephens (2005).
2.3 stratospheric ozone abundances and radiat-
ive responses
Naturally, ozone is created and destroyed through a series of re-
actions involving oxygen. This cycle is known as the Chapman
cycle:
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1. Creation of an ozone molecule: An oxygen molecule
is photolyzed by ultra-violet light, into two oxygen
atoms:
O2 + hν→ 2O• (2.6)
Each oxygen atom combines with an oxygen molecule
to form an ozone molecule:
O •+O2 → O3 (2.7)
2. The ozone-oxygen cycle: The ozone molecule cre-
ated above absorbs ultra-violet light, and is split into
an oxygen molecule and an oxygen atom:
O3 + hν→ O2 +O• (2.8)
Ozone is reformed when the oxygen atom quickly
reacts with another oxygen molecule:
O •+O2 → O3 +M (2.9)
whereM is the excess energy of the reaction. The two
reactions above constitute the ozone-oxygen cycle, which
is a major source of heat in the atmosphere due to
the release of kinetic energy (the other major source
being the kinetic energy released when an oxygen
molecule is photolyzed into two oxygen atoms).
3. Removal of an ozone molecule: If an ozone molecule
and an oxygen atom collide, they will create two oxy-
gen molecules:
O3 +O• → 2O2 (2.10)
The abundances and distribution of stratospheric ozone are
however affected both by dynamical and chemical mechanisms.
Stratospheric ozone is created through photochemical processes,
via the Chapman cycle and ozone-oxygen cycle as described
above, but is also transported to the stratosphere through up-
welling from the troposphere, especially in the tropics. Strato-
spheric ozone losses occur through chemical reactions via the
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Chapman cycle and the ozone-oxygen cycle, but also through
down-welling to the troposphere.
It is well established that man-made ODSs, in particular chlor-
ine and bromine containing substances, whose concentrations
peaked in the late 1990’s, and now, thanks to the Montreal Pro-
tocol are declining (Yang et al. (2008); Carpenter et al. (2014)),
are the main cause of the observed depletion of the strato-
spheric ozone layer. Due to their stability, human produced
chlorofluorocarbons (CFCs), are able to travel from the surface
up to the stratosphere, where they are bombarded with high-
energy ultra-violet light from the sun. The CFC compound breaks
down and releases chlorine atoms. A free chlorine atom easily
react with an ozone molecule, takes one oxygen atom to form
chlorine monoxide, and leaves an oxygen molecule,
Cl+O3 → ClO+O2 (2.11)
When the chlorine monoxide molecule collides with an oxy-
gen atom, the oxygen atom from chlorine monoxide is trans-
ferred to the free oxygen atom, creating an oxygen molecule
and leaves the chlorine atom free to destroy more ozone,
ClO+O• → Cl+O2 (2.12)
This reaction happens over and over again. The chlorine atom
acts as a catalyst and is capable of destroying thousands of
ozone molecules. Similar reactions involving oxygen occur for
bromine, nitrogen and hydrogen (Jonsson (2004)).
Equivalent effective stratospheric chlorine (EESC) has become
a useful metric to account for the factors that influence the frac-
tion of active chlorine and bromine from the ODSs to destroy
stratospheric ozone. EESC is the sum of the time-dependent
chlorine and bromine derived from tropospheric abundances
of ODSs, weighted to reflect their potential influence on stra-
tospheric ozone (Meinshausen (2001); Carpenter et al. (2014)).
The effectiveness of bromine is around sixty times that of chlor-
ine (on a per-atom basis) for destroying stratospheric ozone.
However, ODS are not the only factor that controls the an-
thropogenic fluctuations in ozone abundances. If the levels of
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ODSs in the atmosphere was the only factor to affect strato-
spheric ozone levels, stratospheric ozone would be expected
to return to pre-industrial levels with declining ODS burden,
around 2040 in the tropical lower stratosphere, and likely not
before 2100 in the upper stratosphere (Eyring et al. (2010a)). In
this thesis pre-industrial levels are defined as those observed
before 1960.
Changes in atmospheric GHG concentrations affect the strato-
spheric ozone both through changes in transport and through
chemical reactions that alter the stratospheric temperatures. In-
creasing concentrations of GHGs alter the abundances of stra-
tospheric ozone through decreases in stratospheric temperat-
ures which in turn affect temperature dependent chemical re-
actions, e.g. slowing of the O3 +O• → O2 reaction (Eq. 2.10),
through changes in hydrogen and nitrogen oxide chemistry
(e.g. Prather et al. (1990); Jonsson (2004)). Thereby the strato-
spheric ozone levels are increased, especially in the upper stra-
tosphere (Jonsson (2004); Eyring et al. (2010a)).
Climate models consistently project acceleration of the global
mass circulation of tropospheric air through the troposphere,
a circulation known as the Brewer-Dobson circulation (BDC)
(Butchart (2014)), due to GHG-induced climate change. Within
the BDC, tropospheric air rises into the stratosphere in the low
latitudes, moves poleward and descends in the middle and high
latitudes. BDC is a pathway of ozone, ozone precursors (nitro-
gen oxides, carbon monoxide and volatile organic compounds)
and ODSs to the stratosphere, and also globally redistributes
ozone produced primarily in the tropical upper stratosphere.
GCMs projections suggest that, due to strengthening of the
BDC with increasing GHG gases, ozone will not return to pre-
industrial levels before 2100 (Eyring et al. (2010a)). However, in
the midlatitudes the evoloution differs from that in the lowlatit-
udes, and a steady increase in stratospheric ozone throughout
the 21st century has been suggested by GCMs.
In this project we use EESC to represent the changes in ozone
from ODSs and CO2 as a proxy for stratospheric temperatures.
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As ozone absorbs in the ultra-violet, visible and infrared parts
of the spectrum it affects the radiative budget of the atmo-
sphere through complicated interactions with incoming ultra-
violet and visible SW radiation and emitted outgoing thermal
infrared LW radiation.
Ozone depletion in the stratosphere, especially in the upper
stratosphere, would increase the incoming SW radiation reach-
ing the troposphere, increase the surface temperature and there-
fore also contribute to a more positive RF. However, RF from a
decrease in stratospheric ozone is partly offset by a correspond-
ing decrease in LW radiation emitted from stratospheric ozone
towards the surface, contributing to a negative RF and a cooler
surface. RF is strongly dependent on the vertical distribution of
ozone. Changes in ozone in the upper stratosphere tend to have
a larger impact on the SW component of the RF, while changes
in ozone closer to the troposphere seem to have a larger impact
on the LW component (Lacis et al. (1990); Hansen et al. (1997);
Forster and Shine (1997)). The net RF from stratospheric ozone
is small, only -0.05 [-0.15 to +0.05] Wm−2 according to the latest
IPCC report (Myhre et al. (2013a)), as mentioned earlier.
2.4 polar amplification
Changes in surface temperatures due to an external forcing are
spatially non-uniform due to local feedbacks related to amp-
lified or damped radiative responses or changes in transport
of heat or in circulation patterns. It has been reported that
the warming over land in the higher latitudes is more than
double the warming of the rest of the Earth (Manabe and Weth-
erald (1975); Manabe and Stouffer (1980); Serreze and Francis
(2006); Bindoff et al. (2013)). This is referred to as polar amp-
lification (PA): an effect where an increase in energy into the
climate system has a stronger warming impact in the polar
regions compared to other regions of the Earth, i.e. the poles
are more sensitive to perturbations of the climate system com-
pared to lower latitudes (see e.g. Manabe and Wetherald (1975);
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Trenberth et al. (2007)). Polar amplification is a robust feature
of externally forced climate model simulations (Manabe and
Stouffer (1980); Rind (1987); Meehl et al. (2007a); Lu and Cai
(2010); Cai and Tung (2012); Knutson et al. (2013)) and is con-
sidered an inherent characteristic of the climate system. For
decades the major focus has been on the role of surface al-
bedo feedback in temperature changes at high latitudes (Man-
abe and Wetherald (1975); Manabe and Stouffer (1980); Serreze
and Francis (2006)). However, PA has also been found in simu-
lations where the surface albedo has been suppressed, point-
ing towards the importance of other feedbacks in amplified
warming of the higher latitudes (Alexeev and Jackson (2013);
Graversen and Wang (2009)). Atmospheric feedbacks altering
the LW radiation, such as changes in water vapour, often con-
sidered in combination with lapse rate changes (Randall et al.
(2007a)), and clouds, are also believed to have important im-
pacts on the surface temperature (Colman (2003); Holland and
Bitz (2003); Winton (2006); Graversen and Wang (2009); Serreze
and Barry (2011)). By locking, and thereby supressing, the sur-
face albedo in a coupled climate model, Graversen and Wang
(2009) found that water vapour and cloud cover changes lead
to a greenhouse effect which is larger in the Arctic than at
lower latitudes. Pithan and Mauritsen (2014) suggested that the
largest contributions to Arctic amplification comes from tem-
perature feedbacks. Analysing climate model simulations from
the CMIP5 archive, they found that as the surface warms, more
radiation is emitted back to space in low latitudes compared
to the Arctic. They attribute this effect both to difference in
changes in the vertical structure of the atmosphere (lapse rate
feedback) in low and high latitudes, and a smaller increase in
emitted black body radiation per unit warming in high latit-
udes, due to colder temperatures. Flannery (1984) was one of
the first to show the importance of atmospheric heat transport
on PA, using a latitudinally resolved EBM. Thereafter the contri-
bution from heat transport on PA has been presented in a num-
ber of publications, including the work from Schneider et al.
(1997); Alexeev et al. (2005); Cai (2005) and Alexeev and Jack-
son (2013).
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Even though PA is expected in both hemispheres in the future,
in recent time the Arctic has been warming faster compared to
Antarctica. A temperature increase of 2.9◦ (since the beginning
of the 20th century) over land north of 60◦N was recently re-
ported by Jeffries et al. (2015). The temperature trend over Ant-
arctica is not as clear, and also more uncertain due to limited
observations before 1950 and sparse coverage of measurements
(Bindoff et al. (2013)). According to the CMIP5 coupled climate
models output presented in IPCC AR5 WG1, the Arctic is expec-
ted to have warmed 4.2±1.6 K (compared to pre-industrial tem-
peratures) by the years 2080-2100, when simulated under the
RCP4.5 GHG emissions scenario (Collins et al. (2013)), while
the expected warming in Antarctic during the same time period
and under the same scenarios is 1.5±0.7 K. The warming in the
tropical regions is expected to be 1.6±0.4 K.
Reasons for the slower warming in Antarctica have been sug-
gested to be a weaker surface albedo feedback in Antarctica,
efficient ocean heat uptake in Southern Ocean, Antarctic ozone
depletion and differences in topography between the Arctic
and the Antarctic regions (Salzmann (2017)). The mixed-layer
depths in the Southern ocean exceeds several hundreds meters
and are therefore capable of taking up large amounts of heat
(Gille (2008)) that would otherwise stay in the atmosphere, in
contrast to the Arctic Ocean which is in parts highly stratisfied.
Furthermore, ozone depletion causes strong cooling in the lower
stratosphere over Antarctica, especially in the austral spring,
and this cooling acts to strengthen and shift the Southern Hemi-
sphere tropospheric midlatitude jet, i.e. the band of strong west-
erly winds centred at around 50◦S, poleward. It also drives an
increase in the Southern Annular Mode (SAM) index, which
corresponds to decreases in sea level pressure over high latit-
udes and increases over low midlatitudes. It has been observed
that the warming of the Antarctic peninsula and the simultan-
eous cooling over the rest of the continental Antarctica dur-
ing the austral summer are largely correlated with the positive
trend in SAM, which indicates that ozone depletion has contrib-
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uted to these trends (Arblaster et al. (2014)), showing a slower
net warming over the Antarctic region compared to the Arctic.
The surface height, or the topography, is expected to affect the
transport of heat from the lower latitudes to the poles (Salzmann
(2017)). The average surface height of Antarctica exceeds 2 km,
and is expected to reduce the heat transport, and therefore
the polar amplification. Furthermore, the high altitudes implies
lower temperatures and therefore less melting of ice and snow.
Due to considerable costs of running climate models to their
equilibrium, research on equilibrium climate responses to in-
creased CO2 concentrations is sparse. Li (2012) ran an AOGCM
to equilibrium under an atmospheric CO2 quadrupling. Their
model reached equilibrium global mean surface temperature
after 1200 years, while the deep ocean equilibriated within about
5000 years. When coupled to a deep ocean their model showed
an equilibrium global mean temperature change of 10.8 K, and
when coupled to a slab ocean model, the equilibrium global
mean temperature was 0.3 K higher, 11.1 K. Furthermore, their
model gave a strong warming of both the Northern and South-
ern polar regions, with local temperature changes as large as
∼20 K (in both hemispheres). The warming in the Southern
hemisphere high latitudes were however delayed, mainly due
to the large uptake of heat in the Southern Ocean. In this PhD
thesis we always run the model to an equilibrium and can there-
fore assume symmetric amplification in the polar regions.

3
C L I M AT E M O D E L S
The climate models developed in these PhD projects have been
used in work that have been published in scientific journals.
The EBM used in this thesis is described in detail in chapters
4 and 5. MAGICC is not described in detail in the work that
is published under Ref. Södergren et al. (2016) (on which Ch.
6 is based), and is therefore described in detail in this chapter.
A broad description of the basics as well as a review of the
development of the type of EBMs used in this thesis, i.e. EBMs
with ice albedo, cloud and water vapour feedbacks, is provided.
The content of this chapter is to complement the descriptions,
broaden the understanding and provide a general background
of the models presented in Chapters 4, 5 and 6.
3.1 energy balance models - a review
That the main source of energy on Earth is the sun has been
known for a long time. One of the earliest papers on the en-
ergy balance of Earth was probably the work by Fourier (1827),
who concluded that Earth is much warmer than it would be
if the only heat source was the incoming radiation from the
sun. He suggested that the Earth’s atmosphere was trapping
heat, and prevented it from escaping out to space, acting as
an insulator. His work may be considered the first formulation
of the greenhouse effect. How Earth loses energy out to space
was however not understood until the 20th century, and the in-
troduction of quantum theory and Planck’s law. Based on the
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notion that radiation comes in quanta, Planck could explain
Stefan-Boltzmann’s law, which states that
Q = σT4 (3.1)
where Q is the energy emitted from a black body at temperat-
ure T, and σ is Stefan-Boltzmann constant (5.67× 10−8). Planck
described the spectral density of electromagnetic radiation at








where c is the speed of light (3× 108 ms−1), k is Boltzmann’s
thermodynamic constant (1.38×10−23m2s−2K−2), hp is Planck’s
constant (6.62× 10−34m2kgs−1), and T is the temperature of a
black body. By integrating Bν (which is the energy emitted per
unit area and time over the wavelength interval [ν, ν+dν]) the
black-body radiation law is obtained (see Fig. 3.1). Furthermore,
Wien’s law states that the black body radiation curve for differ-
ent temperatures peaks at wavelengths inversely proportional





where b is Wien’s displacement constant (2.898× 10−3 mK).
The first approach on determine Earth’s energy balance may
have been the work by Dines (1917). Dines (1917) concluded
that the actual amount of energy recieved by Earth in a year
must equal the amount lost, and that it must be possible to
write down a set of linear equations desscribing the quantities
involved. One of the simplest EBMs is a zero-dimensional box
model, where the entire planet is given one temperature, T . The
simple one-equation can be written
a2πs0(1−α) = 4a
2πσT4 (3.4)
where s0 is the radiation flux coming in from the sun (1370
Wm−2) averaged over time, a is Earth radius (6371 m) and
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Figure 3.1: Black body curves for a black body with temperature sim-
ilar to that of the sun, and to that of the Earth. The figure
is from source Bell (2013).
α is the planetary albedo. On average, α is around 0.3, av-
eraged over albedos of surface, clouds and atmosphere. This
would give a T of around 255 K, which is much colder than the
global average temperature of Earth. However, Earth is not a
perfect black body. The atmosphere is not totally opaque, and
emits temperature as a grey body rather than a perfect black
body. This has to be taken into account when building a more
realistic EBM. By adding an emissivity, ε, of 0.61 to our zero-
dimensional model, so that our grey body emits radiation as
4a2πεσT4, we obtain a temperature of 288 K, which is very close
to the observed global surface temperature of Earth.
3.1.1 Energy balance models and ice albedo
EBMs can provide a useful tool to complement complex GCMs
and have proven useful in understanding isolated processes in
the climate system (Randall et al. (2007a)). In order to investig-
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ate isolated processes in the climate system, more complicated
EBMs than the zero-dimensional box model are often required.
The simple one-dimensional EBMs developed by Budyko (1968)
and Sellers (1969) in the late 1960’s laid the ground for the use
of dynamical EBMs in studies of changes in the climate system.
The EBMs by Budyko (1968) and Sellers (1969) had latitudinal
resolutions and a variable ice edge location, in order to study
the sensitivity of ice albedo on the state of the climate system.
Budyko and Sellers developed their EBMs independently, and
even though the functional forms of the simple representation
of the climate system differed between the two, they both pre-
dicted a high sensitivity to changes in the solar constant. Only
a few percent decrease in the solar constant would expand the
ice caps until the globe became completely covered in ice. This
high sensitivity in temperature changes is associated with a
bifurcation, often referred to as a ”tipping point”, where the
Earth’s climate becomes unstable and undergoes a shift to an-
other climate equilibrium. In other words, it is a state where a
very small perturbation within the climate system leads to large
changes in temperatures. This new state of equilibrium of the
climate system is known as the snowball Earth. Furthermore,
EBMs have shown to be unstable for small ice caps (less than
approximately 20 degrees in extent). An increase in temperat-
ure leading to further retreat of the ice caps results in the other
extreme state of equilibrium - the totally ice-free Earth.
Furthermore, EBMs show non-linear behaviour in the sense
that in a changing climate, it is faster for the climate of Earth
to reach the tipping point for an ice-free state than a tipping
point where ice-sheets start to develop. This means that the tip-
ping point in a warming climate (i.e. going from Earth with
the poles covered in ice to a complete ice-free Earth) occur at
a cooler temperature compared to a tipping point in a cooling
climate (going from a complete ice-free Earth to a state with ice
covered poles).
It has later been argued if bifurcations related to changes in
ice cover are realistic or if they are flaws often seen in EBMs
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due to the discrete ”jump”in albedos, from a low albedo for an
ice-free surface to a high albedo for ice-covered surface. For ex-
ample Wagner and Eisenman (2015) showed that the addition
of variable sea-ice thickness added further non-linearities to
their simple EBM that had a variable ice edge and that already
showed non-linear behaviour due to the discrete jump in al-
bedo. On the other hand, they also showed that by adding me-
ridional heat transport and a seasonal cycle to their EBM, the
stability of the ice cover was vastly increased. However, the sta-
bility also depends on the values of the parameters. Instability
occurred in their model when the two parameters were reduced
by at least a factor of 3. Rose and Marshall (2009) found addi-
tional bifurcations when using a more complex representation
of energy transport in their EBM. In contrast to EBMs, bifurca-
tions have been reported to be insignificant in GCMs (Armour
et al. (2011)). GCMs include more feedbacks and processes com-
pared to EBMs and simple models and therefore non-linearities
are more pronounced. However Knutson et al. (2013) recently
reported forced regional abrupt changes in the ocean, sea ice,
snow cover, permafrost and terrestrial biosphere arising after a
global temperature increase in a group of GCMs, although with
little consistency among the models.
Since the pioneering work of Budyko (1968) and Sellers (1969),
important contributions to the theory of EBMs include the work
of e.g. Held and Suarez (1974), North (1975a,b), Flannery (1984)
and Bendtsen (2002). A thorough review of the early literature
of these classic EBMs was presented by North et al. (1981).
The heat transport in the EBM presented in this thesis is rep-
resented by a diffusive process directed down the mean tem-
perature gradient, similar to the heat transport presented by
Sellers (1969). The classic one-dimensional diffusive EBM can
be expressed as a differential equation and is often written as







) + (1−α)s−BoutT −Aout (3.5)
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where φ is the latitude zone, T is the surface temperature, α
is the planetary albedo, C is the heat capacity for the atmo-
spheric column, K is a large-scale diffusivity, Aout + BoutT is
the outgoing LW radiation and Dφ is an operator representing





The parameters A and B in Eq. 3.5 are usually based on semi-
empirical values. During this thesis a more complex two-dimensional
EBM has been developed, with a latitudinal resolution of 1◦,
with an atmospheric and a surface layer, and with ice cover, wa-
ter vapour concentration, cloud cover and cloud properties that
depend on the state of the climate system. To be able to asses
these three climate variables, viz. surface albedo, water vapour
and clouds, independently, the radiative components of Eq. 3.5,
i.e. (1−α)s+Aout+BoutT , needs to be represented in more de-
tail. The EBM developed in this thesis is presented in detail in
Ch. 4, v.i.
3.1.2 Energy balance models with water vapour and cloud feedbacks
While the impacts from changes in surface albedo on surface
temperature have been studied extensively, there have been
fewer studies in which EBMs incorporate water vapour feed-
back. Due to the complexity of the processes involved in the
formation of clouds, and the difficulties in their parametriza-
tion, there are also only a handful of EBMs that include cloud
feedback. Here follows a brief overview of EBMs with water as
vapour or in the form of clouds.
Van den Dool (1980) added a thin cloud cover to their simple
EBM, which they used to study the influence of cloud amount
of the earth’s climate. They found that with reduced cloud
amount, the sensitivity of the global mean temperature to changes
in solar constant is increased because the snow- and ice feed-
back is active due to larger cloud-free areas. With an increase in
cloud cover the model became less sensitive to changes in solar
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constant. In their study they used prescribed cloud amount, i.e.
dynamic feedbacks were not considered.
One of the first work on EBMs with explicit treatment of clouds
was published by Roads and Vallis (1984). Their model was an
extension of the Budyko-Sellers model, with water parameters
calculated separately, and temperature feedbacks from water
vapour not considered. However they included feedback clouds
in their EBM, and found that cloud changes tend to be small,
except in high latitudes where surface inversion effect causes
an increase in cloud cover with increasing temperature. They
found that the net global feedback by the cloud field is negat-
ive but small. Their simple EBM did not calculate vertical velo-
city explicitly, and the mechanisms were based on changes in
adiabatic heating, surface evaporation and precipitation. They
found that changes in lapse rate contribute the most to changes
in cloud cover.
Jentch (1991) was one of the first to add a whole (simplified)
hydrological cycle into an EBM with variable ice edge. In their
two-layered ocean and atmosphere EBM, surface humidity was
added as a function of temperature. They included evaporation
at the surface layer, advection of water vapour, condensation
into clouds and precipitation in their EBM. Thereby they incor-
porated both water vapour and cloud feedbacks in their EBM.
They also included some structure of the atmospheric circula-
tion, by differentiating between the dynamics of a low latitude
zone and that of a high latitude zone. It was found that cloud
albedo is the most sensitive radiation parameter, and that their
EBM is relatively little affected by parameters associated with
horizontal and vertical transport of heat.
More recently, Payne et al. (2015) showed with a conceptual
model that the water vapour feedback is stronger in the low
latitudes than in the polar regions, and therefore masks the
amplifying effect in the polar regions. They also isolated the
lapse rate feedback and showed its latitude dependence. For an
increased GHG forcing, the lapse rate increases in the high lat-
itudes, lead to a positive feedback, while decreasing in the low
latitudes, lead to a negative feedback. They stress that the in-
clusion of cloud feedback in their idealized model would likely
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alter their results.
Bates (2016) explored the climate sensitivity using a simple two-
zone EBM, with a very simple parametrization of heat trans-
port. They suggest that a two-zone EBM should be considered
in effective climate sensitivity calculations, rather than a zero-
dimensional box EBM. They report that meridional heat trans-
port and varying radiative response can strongly influence cli-
mate sensitivity estimates. The model presented by Bates (2016)
lack diffusive heat transport as well as representation of clouds.
3.2 the simple climate model magicc
Originally, SCMs were developed as climate models in their
own rights, however lately the use of SCMs as fast emulators of
more complex models based on a set of parameters describing
the climate system has increased. SCMs can be very useful to
complete simulations for a wide range of emissions scenarios or
parameter settings, in order to estimate e.g. uncertainty ranges.
3.2.1 MAGICC- model description
One of the aims of this PhD project was to incorporate an inter-
active stratospheric ozone module into the existing Model for
the Assessment of Greenhouse-Gas Induced Climate Change
(MAGICC). In this section a brief description of MAGICC is
provided. Figure 3.2 provides an overview of the key steps
within MAGICC. These key steps are input in form of emis-
sions, calculation of atmospheric concentration, calculation of
RF and climate response to the forcing.
MAGICC is a SCM where an up-welling-diffusion ocean model
is coupled to an atmospheric layer and a carbon cycle model
(Hulme et al. (1995); Meinshausen et al. (2011b,a)). MAGICC
evolved from the pure-diffusion ocean model introduced by
Hoffert et al. (1980) and was originally developed by Wigley
and Raper in the late 1980’s (Wigley and Raper (1987, 1992)),
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Figure 3.2: Schematic overview of the key steps in MAGICC, from
emissions to concentrations to radiative responses and fi-
nally to climate responses. The figure is from source Mein-
shausen et al. (2011b).
and has been developed and updated continuously since then
(see for example Refs. Raper (1996); Wigley and Raper (2001);
Wigley et al. (2009)). The global energy balance equation in MA-
GICC, for a perturbed climate system, can be expressed as




where ∆QG is the global mean RF at the troposphere, dF
o
dt is the
change in outgoing energy flux and heat content in the ocean,
λG is the global-mean feedback factor and ∆TG is the global
mean surface temperature perturbation.
MAGICC was first developed as a one-box model, but is now
a four-box model with the globe divided into land and ocean
’boxes’ in the northern and southern hemispheres, in order to
account for different thermal inertias and climate sensitivities
over land and ocean, and over Northern and Southern hemi-
spheres. The upwelling-diffusion ocean module within MAGICC
has 40 layers with inter-hemisphere heat exchange in the mixed
layer for both hemispheres (see Fig. 3.3).
MAGICC includes a series of gas-cycle models for GHGs such
as CO2, CH4 and N2O as well as halocarbons and chloroflouro-
carbons (CFCs), to be able to run different emissions scenarios.
The terrestrial carbon cycle in MAGICC is a global box model,
similar to the one in the work published by Harvey (1989) and
Wigley (1993). In the carbon-cycle module within MAGICC,
changes in atmospheric CO2 concentrations are determined by
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Figure 3.3: Structure of MAGICC’s upwelling-diffusion energy bal-
ance module with land and ocean boxes in the Northern
and the Southern hemispheres. The figure is from source
Meinshausen et al. (2011b).
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CO2 emissions from fossil and industrial sources, other directly
human-induced CO2 emissions or removals to the terrestrial
biosphere, contribution from oxidized methane of fossil fuel
origin, flux due to ocean carbon uptake, net carbon uptake
or release by the terrestrial biosphere due to CO2 fertilization.
The carbon-cycle module has three boxes (see Fig. 3.4), a living
plant box, and two dead biomass boxes- one detritus and one
for organic matter in soil. For details see Ref. Meinshausen et al.
(2011b).
3.2.2 Radiative forcing in MAGICC
The radiative forcing in MAGICC is the radiative imbalance at
tropopause level after stratospheric temperatures have adjusted.
The RF from CO2 in MAGICC is represented by the following





where ∆QCO2 is the RF by CO2 for a CO2 concentration C above
the initial C0 concentration (set to 278 ppm). The scaling para-




Ref. Myhre et al. (1998)). However αCO2 can also be calculated





where ∆Q2x is the radiative perturbation for a doubling of CO2
for that particular AOGCM. Before the implementation of the
new stratospheric module in MAGICC (i.e. the module that was
developed during this PhD project), the RF from stratospheric
ozone depended solely on EESC concentrations, and was ex-
pressed as
∆QSCO = η1(η2 ×∆EESC)η3 (3.10)
where η1 is a sensitivity scaling factor (set to −4.49×10−4 Wm−2),
η2 is set to 1100 ppb
−1, η3 is the sensitivity exponent (1.7), ∆EESC
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Figure 3.4: The terrestrial carbon cycle components in MAGICC. GPP
is the gross primary product, NPP is the net primary
product, g is the partitioning, QA is the non-land use re-
lated oxidation, φHL is the litter production, DHlu is sink
due to land use, QS is sink to the soil, DPgross is gross de-
forestation. For details see the source of the figure in Ref.
Meinshausen et al. (2011b).
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is the change in EESC concentrations relative pre-industrial
levels. EESC concentrations are calculated from the modelled
concentrations of a number of Montreal Protocol controlled
ODSs, within MAGICC. Their respective chlorine and bromine
atoms, fractional release factors as well as bromine versus chlor-
ine ozone depleting efficiency are taken into account (Daniel
et al. (1999)). The newly implemented stratospheric ozone mod-
ule within MAGICC is described in detail in Ch. 6 below, v.i.
In MAGICC the overlapping bands of methane and nitrous ox-
ide are taken into account in the RF calculations, so that higher
concentrations of one gas reduces the absorption of the other
gas and vice versa. In this thesis the focus is not on methane,
nitrous oxide, tropospheric ozone, tropospheric aerosol or halo-
genated gases, also taken into account in MAGICC, and the
reader is referred to Ref. Meinshausen et al. (2011b) for more
details.
In MAGICC there are different feedback parameters λ over land
and ocean. At equilibrium the heat uptake of the ocean is zero,
and Eq. 3.7 can be written
∆QG = λG∆TG = fLλL∆TL + fOλO∆TO (3.11)
where ∆QG, λG and ∆TG are the global mean RF, feedback
factor and temperature changes, fL and fO are the area fractions
for land (L) and ocean (O), λL and λO are the climate feedback
factors for land and ocean and ∆TL and ∆TO are the temperat-
ure changes for land and ocean. Equation 3.11 is further parti-
tioned into Northern and Southern hemispheres. The following
expression represents the Northern hemisphere ocean,
fNOλO∆TNO = fNO∆QNO + kLO(∆TNL − µ∆TNO)
+ kNSα(∆TSO −∆TNO)
(3.12)
where the term on the left-hand side of Eq. 3.12 is the outgoing
LW radiation, the first term on the right-hand side of Eq. 3.12
is the RF, the second term represents the land-ocean heat ex-
change and the last term is the hemispheric heat exchange. The
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land-ocean heat exchange coefficient is represented by kLO, µ is
a factor that allows asymmetric land-ocean heat exchange, kNS
is the hemispheric heat exchange coefficient in the mixed layer
and α is a sea-ice related adjustment factor that relates upper
ocean temperature change to surface air temperature change.
The corresponding equations for Southern hemisphere ocean,
Northern hemisphere land and Southern hemisphere land are
also included in MAGICC but not shown here. The reader is
referred to Ref. Meinshausen et al. (2011b) for further details.
3.2.3 Calibration of MAGICC- a brief overview
Currently MAGICC is tuned to 19 of the 23 AOGCMs that was
included in The World Climate Research Programmes (WCRPs)
Coupled Model Intercomparison Project phase 3 (CMIP3) and
10 of the 11 different carbon cycle models included in the Coupled
Climate Carbon Cycle Model Intercomparison Project C4MIP
Friedlingstein et al. (2006). The calibration of MAGICC is out-
side the scope of this thesis and the reader is referred to Ref.
Meinshausen et al. (2011b) for a more detailed description.
Output from MAGICC is used in the optimization procedure,
and fitted to agree with AOGCMs. The fitted output include
global mean surface temperature change, global mean heat up-
take, global mean RF, climate sensitivity and land/ocean warm-
ing. The AOGCM parameters used in the calibration are the cli-
mate sensitivity parameter, land-ocean warming ratio at equi-
librium, the vertical diffusitivity in ocean (has a large influence
on the ocean heat uptake efficiency), sensitivity of feedback
factors (see Appendix A4.3 in Ref. Meinshausen et al. (2011b)),
sensitivity of vertical diffusivity at mixed layer boundary to
global-mean surface temperatures (i.e. thermal stratification))
(see Appendix A4.7 in Ref. Meinshausen et al. (2011b)), heat
exchange between the hemispheres, land-ocean heat exchange
coefficient (Wm−2K−1), see Eq. A50 in Ref. Meinshausen et al.
(2011b) and amplification factor for the ocean to land heat ex-
hange (time-dependent, allows the emulation of increasing ef-
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fective sensitivities under global warming) (see Appendix A4.2
in Ref. Meinshausen et al. (2011b)).
Furthermore, another set of parameters in MAGICC are tuned
to fit the output from MAGICC with output from from C4MIP
carbon cycle models. The output that is used in the tuning in-
clude terrestrial carbon uptake, oceanic carbon uptake, gross
primary production, terrestrial living plant carbon pool, ter-
restrial dead plant carbon pool, total respiration and CO2 con-
centrations.
The optimized parameters in the MAGICC calibration of the
ocean carbon cycle were CO2 gas exchange rate between the at-
mosphere and the upper mixed ocean layer (see Eq. A22 in Ref.
Meinshausen et al. (2011b)), temperature sensitivity to the sea
surface partial pressure (see Eq. A27 in Ref. Meinshausen et al.
(2011b)) and a scaling factor to scale the impulse response func-
tion for the inorganic carbon perturbation in the mixed layer.
Calibrated terrestrial carbon cycle model parameters that de-
termine the flux partitioning within MAGICC include the frac-
tion of the plant box flux going to the detritus box, the frac-
tion of the detritus box outbound flux going to the soil box,
three different fertilization parameters and temperature feed-
back parameters of the heterotrophic respiration (see Fig. A2 in
Ref. Meinshausen et al. (2011b)).
3.3 limitations in simple climate models
A simple model provides a conceptual picture of the climate
system, and assuming that one wisely chooses parameters that
describe the processes involved, it may be a useful complement
to more complex models. With a simple model a broad range of
parametrizations can be investigated and contribute to a more
complete understanding of possible system behaviour. How-
ever it is important to be aware that some of their limitations
lie in the lack of some processes and feedbacks, or in the lack of
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details in processes and feedbacks. Typically an EBM or SCM
does not attempt to resolve the dynamics of the climate sys-
tem, for example winds, atmospheric or oceanic circulations or
convective motions in the atmosphere and ocean. The vertical
profile of the atmosphere in an EBM or SCM is usually con-
sidered rigid, not allowing variations in lapse rate for example.
4
A N E N E R G Y B A L A N C E M O D E L E X P L O R AT I O N
O F T H E I M PA C T S O F I N T E R A C T I O N S
B E T W E E N S U R FA C E A L B E D O , C L O U D C O V E R
A N D WAT E R VA P O U R O N P O L A R
A M P L I F I C AT I O N
4.1 abstract
We examine the effects of non-linear interactions between sur-
face albedo, water vapor and cloud cover (referred to as climate
variables) on amplified warming of the polar regions, using a
new energy balance model (EBM). Our simulations show that
the sum of the contributions to surface temperature changes
due to any variable considered in isolation is smaller than the
temperature changes from coupled feedback simulations. This
non-linearity is strongest when all three climate variables are
allowed to interact. Surface albedo appears to be the strongest
driver of this non-linear behaviour, followed by water vapor
and clouds. This is because increases in longwave radiation ab-
sorbed by the surface, related to increases in water vapor and
clouds, and increases in surface absorbed shortwave radiation
caused by a decrease in surface albedo, amplify each other. Fur-
thermore, our results corroborate previous findings that while
increases in cloud cover and water vapor, along with the green-
house effect itself, warm the polar regions, water vapor also sig-
nificantly warms equatorial regions, which reduces polar amp-
lification. Changes in surface albedo drive large changes in ab-
sorption of incoming shortwave radiation, thereby enhancing
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surface warming. Unlike high latitudes, surface albedo change
at low latitudes are more constrained, due to lack of retreat/ ex-
pansion of ice sheets. Interactions between surface albedo, wa-
ter vapor and clouds drive larger increases in temperatures in
the polar regions compared to low latitudes since the amplific-
ation of the longwave radiation emitted from the atmosphere
down to the surface is larger in the high latitudes. This is in
spite of the fact that, due to a forcing, cloud cover increases at
high latitudes and decreases in low latitudes, and that water va-
por significantly enhances warming at low latitudes. Changes
in cloud cover depend on changes in lapse rate. Our simula-
tions show that there is a decrease in lapse rate in lower latit-
udes, due to a strong increase in surface temperature, and this
leads to a decrease in cloud cover in lower latitudes. Also the
warm air in the tropics holds more water vapor, and therefore
there is a greater increase in water vapor in the low latitudes.
4.2 introduction
The surface air temperature response to greenhouse gas (GHG)
induced radiative forcing of the climate system is larger in the
polar regions than elsewhere. This is generally referred to as
polar amplification (PA) (see e.g. Manabe and Wetherald (1975)
and Trenberth et al. (2007)). The observed warming over land
north of 65 ◦N has been reported to be more than double the
warming of the rest of the globe over the last century (Trenberth
et al., 2007; Bindoff et al., 2013). Polar amplification is also ap-
parent in all climate model simulations from the World Climate
Research Programme Coupled Model Intercomparison Project
phases 3 (CMIP3) and 5 (CMIP5), although the magnitude of
the warming differs between models (Meehl et al., 2007a; Knut-
son, Zeng, and Wittenberg, 2013). In CMIP5 projections of 21st
century climate change, PA is stronger in the Arctic compared
to the Antarctic, while equilibrium response simulations dis-
play strong PA in both hemispheres (Collins et al., 2013). The
warming over Antarctica has been weaker, but also more uncer-
tain due to limited observations before 1950 and sparse cover-
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age of measurements (Bindoff et al., 2013). The lack of transi-
ent amplified warming response in high southern hemisphere
latitudes has been associated with for example deep ocean mix-
ing, ocean heat uptake, a vast ice sheet and high altitude due
to the topography. Research on equilibrium climate responses
to increased carbon dioxide (CO2) concentrations is sparse be-
cause of the considerable cost of running climate models to
their equilibrium state. Li (2012) presented results from an at-
mosphere ocean general circulation model (AOGCM) simula-
tion that showed strong warming of the polar regions, with
local temperature changes as large as 20 ◦C for a quadrupling
of CO2.
Changes in surface albedo, and its role in the amplified climate
response at the poles, have received much attention over the
past few decades. Ice and snow have high albedos compared
to snow- and ice-free surfaces (Thackeray and Fletcher, 2016).
This has a cooling effect on surface temperatures, since these
surfaces reflect a significant fraction of the incoming shortwave
(SW) solar radiation. When atmospheric CO2 concentration in-
creases, the troposphere warms as it absorbs more upwelling
terrestrial longwave (LW) radiation. The downward component
of the infrared radiation emitted by the warmer troposphere
then warms the surface which enhances melting of ice cover.
In the energy balance model (EBM) presented in this work the
melting of ice cover is represented by decreasing surface albedo.
Reduced surface albedo in turn increases the SW radiation ab-
sorbed and further warming of the surface. While this positive
surface albedo feedback is known to be a significant contributor
to PA, the effects that other climate feedbacks have on PA is still
a matter of debate (Randall et al., 2007a; Manabe and Wether-
ald, 1975; Manabe and Stouffer, 1980; Colman, 2003; Winton,
2006; Graversen and Wang, 2009; Screen and Simmonds, 2010;
Crook and Foster, 2014). Feedbacks associated with LW radi-
ation, such as changes in water vapor, often considered in com-
bination with lapse rate changes (Randall et al., 2007b), and
clouds, are also believed to have important impacts on the sur-
face temperature (Colman, 2003; Winton, 2006). Graversen and
44 an ebm exploration of polar amplification
Wang (2009) also suggested that water vapor and cloud cover
changes lead to a greenhouse effect which is larger in the Arctic
than at lower latitudes.
Projections of temperature changes associated with anthropo-
genic climate forcings require models with a high level of de-
tail, in the form of multiple interacting processes, resolved at
high spatial and temporal resolution. This complexity makes
it difficult to unravel cause and effect linkages or to isolate ef-
fects of single feedbacks. Energy balance models (EBMs) can
provide a useful tool to complement complex General Circu-
lation Models (GCMs) and have proven to be useful in under-
standing isolated processes in the climate system (Randall et al.,
2007b). EBMs have also been widely used to investigate the ice
albedo feedback (Flannery, 1984; North, 1975a; Bendtsen, 2002;
Rose and Marshall, 2009) building on the pioneering work of
Budyko (1968) and Sellers (1969). There have been fewer stud-
ies in which EBMs incorporate a hydrological cycle (Vallis, 1982;
Jentch, 1991). Due to the complexity of the processes involved
in the formation of clouds, and the difficulties in their para-
metrization, there are also only a handful of EBMs that include
cloud feedbacks (Weare and Snell, 1974; Sellers, 1976; Vallis,
1982; Roads and Vallis, 1984; Jentch, 1991; Paltridge et al., 2007).
Observations and GCM outputs show that water vapor in the
atmosphere has a global net positive feedback effect on the cli-
mate (Bony et al., 2006; Soden and Held, 2006), and is con-
sidered the GHG with the greatest contribution to the green-
house effect (Randall et al., 2007b). The largest contribution to
the water vapor feedback occurs in the tropical upper tropo-
sphere. This has been suggested by GCMs (Schneider et al.,
1999), observations (Randall et al., 2007b) and simple models
(Payne et al., 2015). Payne et al. (2015) used a conceptual model
to show that the water vapor feedback is stronger over lower lat-
itudes than in the polar regions, and therefore masks the polar
amplification effect. They also isolated the lapse rate feedback
and showed its latitude dependence. For an increased GHG
forcing, the lapse rate increases in the high latitudes, leading
to a positive feedback, while decreasing in the low latitudes,
4.2 introduction 45
leading to a negative feedback. These effects have also been ob-
served in GCM output (Pithan and Mauritsen, 2014; Graversen
and Wang, 2009).
Clouds have a cooling effect on the surface by enhancing the
planetary albedo and thereby reducing the incoming SW radi-
ation reaching the surface, but also contribute to a warming of
the surface by absorbing and re-radiating LW radiation. It is
uncertain if clouds have a net cooling or net warming effect on
Earth (Myhre et al., 2013b) because there are difficulties in tak-
ing account of clouds in observations and simulations (Stuben-
rauch et al., 2013). The fifth Intergovernmental Panel on Cli-
mate Change assessment report also stated that the main cause
of the spread in GCM-modelled climate sensitivities is cloud
feedbacks (Flato et al., 2013). The importance of cloud feed-
backs on PA was shown by Vavrus (2004), who analyzed GCM
runs with and without changes in three-dimensional cloud frac-
tion, and suggested that changes in clouds account for one
third of the global warming signal, and 40% of the warming
in the Antarctic. Shell et al. (2008) found that water vapor, tem-
perature and surface albedo changes contribute significantly to
cloud radiative forcing which was used as a diagnostic of cloud
feedback strength. The importance of the effect of lapse rate on
cloud feedback was identified in the early 1980s from an EBM
analysis detailed in Roads and Vallis (1984).
One of the advantages of a simple EBM is that it is relatively
straightforward to add or remove feedbacks by letting paramet-
ers, such as surface albedo, vary or static at prescribed values.
This allows their impacts on the climate system to be isolated
in a simple modelling framework. Here we present a newly
developed EBM that is used to investigate the non-linear in-
teractions between surface albedo (αs), water vapor (WV) and
cloud cover fraction (fc) feedbacks, and the effect these feed-
backs have on changes in temperatures and PA.
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4.3 the model
Our EBM has a surface level (averaged over ocean covered sur-
face and land covered surface) with an overlying atmospheric
layer. The nominal level associated with this atmospheric layer
is at 650 hPa. The EBM is resolved latitudinally at a resolution
of 1◦, and averaged over the hemispheres. The EBM includes
transport of heat across latitudes and a simple radiation scheme
that takes into account the feedbacks from surface albedo, wa-
ter vapor concentration, and cloud cover fraction. Following
the work of Jentch (1991), the meridional transport of heat in
the atmosphere is split into a diffusive term, representing the
poleward transport of heat caused by turbulent eddy flow, and
an advection term, to account for the equatorward flow of heat
within the Hadley cell. The meridional transport of heat at the
surface is approximated by eddy diffusion. The core of the EBM
developed and presented here is based on the formulations of
Budyko (1968); Sellers (1969); Held and Suarez (1974); Rose and
Marshall (2009).
The time evolution of the atmospheric temperature Ta and sur-
face temperature T s are calculated by solving the following
coupled differential equations, for each latitudeΦ (see e.g. Rose
and Marshall (2009)) (see Table 4.1 for a list of variables simu-


















+ SWs + LWs − Fl − Fs (4.1b)
where the superscripts a and s refer to the atmosphere and sur-
face respectively, and r is the radius of Earth (see list of para-
meter values in Table 4.2). The first terms on the right-hand
sides of Eqs. 4.1a and 4.1b are the meridional fluxes of heat
in the atmosphere and at the surface from the equator to the
poles and Ca and Cs are the heat capacity of the atmosphere
and the surface, respectively. SWa and SWs are the shortwave
radiation absorbed in the atmosphere and by the surface, and
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Figure 4.1: Schematic figure over the EBM. Values shown in bold text
are output from our EBM while values shown in brackets
are from Wild et al. (2015). All values are in Wm−2. TOA
is the top of the atmosphere.
LWa and LWs are the net LW fluxes (absorbed minus emit-
ted). Fl and Fs represent the flux of latent and sensible heat, re-
spectively, from the surface to the atmosphere. In this study, the
model is always run to an equilibrium state. To solve Eqs. 4.1a
and 4.1b, we use a forward difference scheme, starting from
a specified initial state (a previous steady state), and step Eqs.
4.1a and 4.1b forward in time until the sum of the fluxes are
zero. To clarify the various components in the model, Fig. 4.1
shows a schematic of the main components of the EBM with
indicative values of the fluxes. Each flux value in Fig. 4.1 is the
global mean from a reference run simulated by our EBM. The
numbers in parentheses in Fig. 4.1 are radiative fluxes, with un-
certainties, from the work published by Wild et al. (2015). The
exact values of some of the parameters used within EBMs are
not well known, and therefore it is usual to tune these para-
meters (see e.g. Barker and Ross (1999); Shell and Sommerville
(2005)). The EBM presented in this work is tuned to give Ta and
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Table 4.1: Global mean variables from the reference run simulated
with 380 ppm and 760 ppm CO2 (1×CO2 and 2×CO2).
aGlobal mean 1979-2015 mean values from ERA-I (Dee
et al., 2011), bGlobal mean ISCCP values.
Variable Description 1×CO2 2×CO2 Unit
γclearLW Abs. frac. for LW GHG atmos. 0.35 0.38 -
γtotLW Abs. frac. for LW GHG + clouds 0.77 0.81 -
γSW Abs. frac. for SW atmos. 0.23 0.24 -
fc Cloud cover frac. 69 (62a,67b) 69 %
φice Ice edge latitude 61 90 ◦S/N
T s Temperature at sea level 288.3 (288.1a) 292.9 K
Ta Temperature at 650 hPa 269.7 (270.4a) 272.4 K
h Total column water vapor 2.31 (2.44a) 2.74 cm
T s, total column water vapor (h), lapse rate (Γ ), Fl and fc that
are of the same magnitude as ERA-Interim (ERA-I) reanalyzes
(Dee et al., 2011), and Ha and Hs that agree with values from
National Center for Environmental Prediction (NCEP) (Fasullo
and Trenberth, 2008), and at the same time give radiative fluxes
that agree with those presented by Wild et al. (2015). The para-
meters that are used to tune the model are printed in bold in
Table 4.2.
4.3.1 Meridional transport of heat
In the EBM presented here, we assume the following form of
heat transport in the atmosphere and the surface layer,
Ha = −2πCaKaeff (4.2a)
Hs = Cs(υsT s − 2πKseff) (4.2b)
The right-hand side of Eq. 4.2a and the last term on the right-
hand side of Eq. 4.2b represent the diffusive meridional flux,
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driven by the turbulent eddy flow, which in turn depends on
the baroclinicity, and therefore the meridional temperature gradi-
ent. We follow the work of Jentch (1991); Shell and Sommerville
(2005); Rose and Marshall (2009) and let the latitude dependent
diffusivities Kaeff and K
s












where Ka and Ks are latitude independent large scale diffus-
ive constants (see Table 4.2). In Eq. 4.2b, an extra term is in-
cluded for the surface heat flux at low latitudes to represent
the surface flow resulting from the Hadley cell in the atmo-
sphere above the surface (Jentch, 1991). This term is a function
of T s and the equatorward effective meridional velocity νs. Ad-
vective flow of heat is significant only at lower latitudes where
the Rossby number and Coriolis forces are small, i.e. where the
effects from the rotating Earth on the climate system are small.
Therefore, outside the Hadley cell region defined, advection is
not considered and υs is set to zero. This approximation is not
expected to significantly affect the results since at higher latit-
udes the meridional temperature gradient lies above the crit-
ical gradient for baroclinic instability (Stone, 1978), and the dif-
fusive processes, occurring from baroclinic activity of unstable
weather systems, become dominant. The equatorward effective











0 φ > φH
(4.4)
assuming that the Hadley cell extends to latitude φH, with
x = sinφ and xH = sinφH. In this model, φH = 35◦ and, un-
like behavior exhibited by AOGCMs (Seidel, 2016), does not
change with long-term climate warming. This approximation
is consistent with the complexity of the rest of the model.
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4.3.2 Shortwave radiative fluxes
The terms representing the 650 hPa and surface SW net radi-
ation fluxes, SWa and SWs respectively, in Eqs. 4.1a and 4.1b
depend on the absorption and reflection of the incoming SW
solar radiation:
SWa = sγSW(1− f
cαc) + sγSW(1− γSW)(1− f
cαc)αs
(4.5a)
SWb = s(1− γSW)(1− f
cαc)(1−αs) (4.5b)
where s is the top of the atmosphere SW solar radiation which
is a function of latitude (Chýlek and Coakley, 1975; North, 1975a).
The fraction of s that is absorbed by the atmosphere, γSW is cal-
culated as (Lacis and Hansen, 1975):
γSW = 0.11+ 2.9
h
(1+ 141.5h)0.635 + 5.925h
(4.6)
with total column water vapor (h) and an additional constant
0.11 representing the absorbing effects of the remaining com-
ponents that affect absorption of SW radiation in the atmo-
sphere, tuned to give values of SW radiation absorbed by the
atmosphere that agree reasonably well with the values in the
work by Wild et al. (2015). The cloud cover fraction fc = 0%
for clear skies and fc = 100% for total cloud cover. The cloud
albedo, αc, is set constant at 0.45. The surface albedo αs, is set
to 0.10 when T s is above a critical temperature T crit, here set
to −2◦C, representing an ice-free surface, and to 0.58 for an
ice-covered surface when T s is below or equal to T crit. The last
term of the right-hand side of Eq. 4.5a represents the SW radi-
ation that is not absorbed by the surface, but is reflected back






where mH2O is the mass of a water molecule, RH is the relative
humidity, k is Boltzmanns constant, ρl is the density of liquid
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water and HH2O is the scale height of water vapor, which is it-
self a function of T s. The saturation pressure for water vapor, es,
is calculated from the Magnus approximation of the Clausius-




with the coefficients A, B and C depending on whether the
surface is ice covered or not (see Table 4.2) (Alduchov and
Eskridge, 1995). Studies suggest that relative humidity (RH) does
not vary significantly with changing temperature (Held and
Soden, 2000), and here zonal mean RH from ERA-I is prescribed
and kept constant throughout the simulations.
4.3.3 Longwave radiative fluxes
In the model presented, the LW fluxes are described in terms
of Stefan-Boltzmann’s radiation law and are represented by the








down4 − T s4) (4.9b)
where σ is Stefan-Boltzmann’s constant, Tdown is the air temper-
ature at the effective altitude at which the atmosphere emits LW
radiation back to the surface, and Tup is the air temperature at
the altitude at which the atmosphere emits LW radiation out to
space. The longwave emissivity of the surface, εs, is set to 0.97,





where γcLW is the fraction absorbed by clouds, set to 0.65, which
is a constant for all latitudes. The fraction (0-1) of the LW radi-
ation that is absorbed by tropospheric water vapor and CO2 is
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based on the simplified analysis completed by Barker and Ross
(1999) and calculated as:




The Earth is not a perfect black-body emitter, and absorbs and
emits LW radiation with emissivity εs. The last term on the
right-hand side of Eq. 4.9a represents the LW radiation that is
not absorbed by the surface, but reflected back and absorbed
by the atmosphere.
The amount of LW radiation emitted back to the surface, or
out to space, by the atmosphere is highly dependent on the
emission altitude, and therefore temperature. When integrated
over the bulk of the atmosphere, the LW radiation emitted from
the atmosphere to space is smaller than the radiation emitted
back down to the surface since the emission altitude is higher
for emission to space, and the temperature is usually lower at
such high altitudes. However, because the LW radiation emitted
from the atmosphere has contributions from multiple altitudes,
it depends on the vertical temperature structure of the atmo-
sphere. There is no radiative transfer code, to our knowledge,
simple enough to capture these nuances in LW atmospheric
emission in an EBM. Therefore, the emission altitudes, zup and
zdown, and the corresponding temperatures, Tup and Tdown, in
this model have been tuned so that the LW radiation emitted
back to the surface and out to space from the atmosphere agrees
with the values from Wild et al. (2015). The emission temperat-
ures are calculated as,
Tup = Ta − Γzup (4.12a)
Tdown = Ta + Γzdown (4.12b)
with the lapse rate Γ calculated as follows within the model,
Γ = −
T s − Ta
zs − za
(4.13)
with zs set to zero and za the altitude at 650 hPa, estimated with
the hydrostatic approximation. While the altitudes in Eqs. 4.12a
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and 4.12b, zup and zdown are kept constant, the correspond-
ing emission temperatures Tup and Tdown change with varying
Ta and Γ . In reality we expect zup and zdown to change with
changing LW absorbers, i.e. CO2 and WV concentrations, and
therefore alter Tup and Tdown, and subsequently also the LW
radiation fluxes emitted by the atmosphere. Implementation of
emission altitudes, zup and zdown that change with changing
LW absorbers and changing climate in the model could be a
useful extension of the model in future analyses, but was not
considered to be central to the aims of this study.
4.3.4 Surface heat fluxes
The fluxes of heat between the surface and the atmosphere are
complicated to measure and to simulate, and errors are often
large (Wild et al., 2015). This EBM does not have any repres-
entation of the boundary layer, and therefore the simulation of
heat fluxes between the surface and the atmosphere must be
heavily parameterized. Simulations of sensible heat fluxes in
the polar regions, where inversions of the boundary layer can
cause a downward net flux of heat are a particular problem.
The turbulent fluxes in Eqs. 4.1a and 4.1b, Fl and Fs, are in this
EBM simulated with expressions based on the bulk equations
used by Shell and Sommerville (2005),
Fl = ρairCDwuvL




s − Ta) (4.14b)
where ρ is the air density, CD the drag coefficient, L is the lat-
ent heat of vaporization and Cp is the specific heat capacity
(see 4.2. Because the observed values of turbulent heat fluxes
are uncertain (Wild et al., 2015), when used in Eqs. 4.1a and
4.1b, Fs is scaled by fFs (a constant, see Table 4.2) so that T
a
and T s from our EBM agree with ERA-I reanalyzes, and the ra-
diative flux components agree with (Wild et al., 2015) for the
reference conditions. Due to the difficulties in accurately simu-
lating Fs, especially changes in Fs with changing forcings, and
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particularly in the polar regions, Fs is prescribed with values
from a reference run and therefore does not change when the
CO2 concentration is increased. The zonal mean surface wind,
wuv, in Eqs. 4.14a and 4.14b is obtained from the ERA-I reana-
lysis surface horizontal 10-m wind.
4.3.5 Representation of cloud cover fraction
In this work, a simple but robust method has been used to stat-
istically model the dependence of fc key processes impacting
cloud formation. Very simplified, the amount of clouds that are
formed depends on the humidity in the air, the static stability
of the atmosphere and processes which cause vertical motion.
In the EBM presented in this work, the following variables are
included, relative humidity, RH, to represent the moisture in
the atmosphere, lapse rate, Γ , to represent the vertical temper-
ature profile and its impact on stability and latent heat flux Fl
to represent the vertical velocity due to thermal advection. A
least squares regression model, fitted to ERA-I output, is used
to capture the functional dependence of zonal mean fc on zonal
mean RH, Γ and Fl,
fc = αRH +βΓ + δF
l + ε (4.15)
where ε is the residual of the fit. To assess the importance of
vertical velocity due to baroclinic eddies and absolute vorticity
advection in our model, the meridional temperature gradient,
T sγ, was initially included as a predictor in the regression in Eq.
4.15. However, analysis (not shown) indicated that T sγ does not
play a significant role in the simulation of fc, as represented in
our model, which is consistent with the sensitivity test presen-
ted in the work of Roads and Vallis (1984).
The coefficients obtained from the regression model fit (Eq. 4.15),
suggest that RH is the largest contributor to the change in fc,
followed by Γ and Fl. Furthermore, α and β are positive and δ
negative, indicating that fc increases with increasing RH and Γ
and decreases with increasing Fl. Since RH is prescribed from
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ERA-I, changes in Γ are the main driver of changes in fc in our
model which is consistent with the approach used in Roads and
Vallis (1984).
4.3.6 Tuning the model
Considering the simplicity of the model, the simulated global
mean radiative fluxes, after tuning, agree extremely well with
the global mean values reported by Wild et al. (2015) (Fig. 4.1).
Our EBM simulates global mean values of the radiative fluxes
within the uncertainty ranges reported by Wild et al. (2015), ex-
cept for a smaller value of SW radiation absorbed by the atmo-
sphere and a larger value of SW reflected by the atmosphere
than these bounds. The geographical distribution of the SW
and LW radiative fluxes simulated with our EBM are shown
in Fig. 4.2, and agree reasonably well with the geographical
distribution of the multi-model means from 43 CMIP5 mod-
els, as presented in Fig. 4 and Fig. 9 in the work of Wild et al.
(2015). Our EBM simulated SW fluxes at the TOA agree well
with ERA-I (see panel (e) in Fig. 4.2), while our EBM simulated
LW fluxes at the TOA are smaller than ERA-I in the low latit-
udes and larger in the high latitudes, likely because of a lack of
latitude dependent cloud properties in our EBM. The outgoing
LW at the TOA in panel (e) in Fig. 4.2 is calculated with cloud
top temperature from the International Satellite Cloud Climato-
logy Project (ISCCP) (Rossow and Schiffer, 1999).
The main purpose of this EBM is however not to reproduce out-
put that is in perfect agreement with observed or analyzed data,
or with output from complex GCMs, but rather to investigate
the relative effects of different feedbacks and combinations of
those feedbacks. That said, our EBM simulates global mean T s
and Ta that are very close to ERA-I (Table 4.1). However, in the
equatorial and polar regions, T s and Ta are slightly higher com-
pared to ERA-Interim (panel (a) in Fig. 4.3), while close to the
ice-edge, T s is slightly lower compared to ERA-I. In the polar
regions, our EBM simulated T s is 4◦C warmer compared to the
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Figure 4.2: EBM simulated zonal mean radiative fluxes. (a) SW fluxes
absorbed by the atmosphere. (b) LW fluxes absorbed by
the atmosphere. (c) SW fluxes down to surface. (d) LW
fluxes backemitted to the surface from the atmosphere. (e)
TOA SW and LW fluxes, compared to ERA-I. Downward
fluxes are positive and upward fluxes are negative. Here
the negative TOA LW fluxes are shown, for easier compar-
ison with the SW fluxes.




































































































Figure 4.3: Zonal mean output from the reference run simulated with
380 ppm CO2, and compared to zonal mean 1979-2015
mean ERA-I, 1985-1989 NCEP and 1983-2009 ISCCP data.
(a) Surface and atmospheric temperatures. (b) Ocean, at-
mospheric and total heat transport. (c) Total column water
vapor. (d) Cloud cover fraction. (e) Lapse rate (averaged
from surface to 650 hPa). (f) Latent heat flux.
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ERA-I T s, which is considerably closer than that in Shell and
Sommerville (2005), their T s being 15◦C warmer compared to
observed temperatures in the Antarctic. Our relatively low T s
around the ice-edge results in a Γ that is too small in the middle
to higher latitudes, especially around the ice-edge (panel (e) in
Fig. 4.3) which in turn affects fc, which is sensitive to the mag-
nitude of Γ . Our EBM simulated Fl is slightly smaller than the
ERA-I reanalysis value at latitudes poleward of 15◦ S/N, and,
due to the negative correlation between fc and Fl, this coun-
terbalances the effect of the small Γ . Around the equator, Γ is
higher compared to ERA-I due to the relatively high T s, which
results in a large fc. Our EBM simulated fc is in good agree-
ment with both the ERA-I and cloud cover fraction from ISCCP
(Rossow and Schiffer, 1999), even though the simulated global
mean fc is slightly larger than both ERA-I and ISCCP (Table
4.1). Our EBM simulated h also agrees well with the ERA-I
data (panel (c) in Fig. 4.1 and Table 4.1), even though our simu-
lated h is slightly larger close to the equator, due to the higher
T s, and lower around the location of the ice-edge, due to lower
T s. The red, vertical lines in panels (a) - (f) in Fig. 4.3 show the
location of the ice edge for the reference run.
The annual mean atmospheric heat transport from NCEP is 5
PW at its peak around 40◦ S/N (panel (b) in Fig. 4.3). The an-
nual mean ocean H is 1.5 PW and peaks at around 15◦ S/N.
Our EBM simulated Ha and Hs, 4.6 PW and 1.5 PW, agree
well with the values from NCEP, even though our simulated
Hs is largest around 25◦ S/N (panel (b) in Fig. 4.3). The Ha
and Hs simulated within our EBM are highly dependent on the
latitudinal profile of Ta and T s (Eqs. 4.2a and 4.2b) and also
on the diffusion constants Ka and Ks, which are used as tun-
ing parameters. In this work the values of Ka and Ks are taken
from Rose and Marshall (2009), and then tuned so that Ha, Hs,
Ta and T s approximately fit data from NCEP and ERA-I. Our
EBM does not include representation of wind-driven gyres, and
this is likely to contribute to the difference in our EBM calcu-
lated Ha and Hs from NCEP. Furthermore, the poleward shift
in the peak in Hs seen in the output from our model, is likely
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due to an underestimation of the Hadley cells impact.
In our model, when a feedback is active, the corresponding
variable changes with changing temperatures. The altered pro-
cess feeds back to the climate system by either amplifying or
damping the warming. When a feedback is disabled, the cor-
responding variable is fixed from the reference run where the
CO2 concentration is set at 380 ppm CO2. The reference simu-
lation in this work refers to the simulation where all processes,
viz. αs, fc and WV are prescribed with values from the full-
feedback simulation, i.e. the simulation where all processes are
active (simulation #1).
4.3.7 Planck feedback
The Planck feedback is the warming associated with an increase
in the direct greenhouse warming response due to the increase
in LW radiation absorbed, and reemitted, by the atmosphere
with an increased CO2 burden. The Planck feedback is included
in all our EBM simulations. Therefore, the change in temperat-
ure due to an increase in CO2 is affected by both the Planck
feedback and the feedbacks from the processes that are active
in that particular simulation (see e.g. Roe (2009)),




where ∆T is the total temperature change, ∆T0 is the temperat-
ure change associated with the Planck feedback, m is the num-
ber of activated feedbacks included in the simulation, kn∆T
is the contribution from the nth feedback to the temperature
change, and kn is a constant. The lapse rate feedback is in-
cluded in all simulations since both the atmospheric and the
surface temperatures are allowed to change.
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Table 4.2: Parameters used in the model. All parameters are global
means, and surface is averaged over land and ocean. Para-
meters shown in bold style are parameters used to tune the
model.
Par. Description Value Unit
αs Albedo for ice free surf. 0.10 -
αs Albedo for ice covered surf. 0.58 -
αc Albedo for clouds 0.45 -
A Magnus const. (sat. pres.,ice free surf.) 17.625 -
Ai Magnus const. for sat. pres. over ice 22.587 -
B Magnus const. (sat. pres.,ice free surf.) 243.04 ◦C
Bi Magnus const. (sat. pres. over ice) 273.864 ◦C
C Magnus const. (sat. pres.,ice free surf.) 6.1094 hPa
Ci Magnus const. (sat. pres. over ice) 6.1121 hPa
K Boltzmann’s const. 1.38×10−23 m2kgs−2K−1
T crit Critical temp. for ice edge latitude -2 ◦C
ρl Density of liquid water 1000 kgm−3
Ka Diffusive const. for atm. 4.40× 106 m2s−1
Ks Diffusive const. for surf. 8.84× 105 m2s−1
CD Drag coefficient 0.0042 -
εs Emissivity of surf. 0.97 -
G Gravitational const. 9.81 ms−2
φH Hadley cell latitude 35 ◦N/S
Ca Heat capacity of atm. 6.0× 106 Wsm−2◦C
Cs Heat capacity of surf. (land/ocean) 1.0× 107 Wsm−2◦C
L Latent heat of vaporization 2.5× 106 Wskg−1
mwv Mass of water molecule 3.0× 10−26 kg
υs0 Meridional veloc. within Hadley cell 7.58× 10−2 ms−1◦C
Ma Molar mass of air 28.9644 gmol−1
pa Pressure at EBM level 650.00 hPa
ps Pressure at surface level 1013.25 hPa
γsw,0 SW absorp. frac. from other than water 0.11 -
σ Stefan-Boltzmann rad. const. 5.67× 10−8 Wm−2K−4
R Universal gas constant 8.31447 Wsmo−1K−1
fFs Tuning const. for sens. heat flux 0.3 -
r Radius of Earth 6371000 m
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4.3.8 Polar amplification
We define PA as the ratio of the annual rate of surface warming
over the polar regions (zonal mean latitudes poleward of 60◦)
to the surface warming over equatorial regions (zonal mean
latitudes equatorward of 30◦), from an increase in CO2 concen-
tration. To assess the effects from different feedbacks on PA, a





where ∆sp is the change in surface temperature in the polar
regions and ∆eqp is the change in surface temperature in the
equatorial regions. To understand PA, it is useful to first look
at the impacts from different feedbacks on polar and equatorial
warming, separately.
4.4 temperature responses for a doubling of co2
4.4.1 Impacts from isolated feedbacks on polar surface temperatures
The EBM was run with 380 and 760 ppm CO2 and with different
feedbacks activated or disabled by prescribing the associated
model variables. To compare the temperature responses from
different feedbacks and different combinations of feedbacks a
gain factor, G, denoted as Gsp and Gseq for the surface air in
the polar and equatorial regions, and Gap and Gaeq for the atmo-
sphere in the polar and equatorial regions, is introduced. The
gain factor is calculated for each of the eight combinations of
different processes, for the surface air and atmosphere in the





where ∆Tsim#i is the temperature change for an increase in
CO2 concentration for simulation #i (i is 1 to 8), and ∆Tsim#8
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Table 4.3: Changes in surface temperatures in the equatorial and po-
lar regions (∆Tseq and ∆Tsp) for a doubling of CO2 for eight
possible simulations with αs, WV and fc feedbacks active
or inactive. The fPA and the gain factors Gseq, Gsp and GsfPA
are also listed.
Sim.# αs WV fc ∆T seq(◦C) Gseq ∆T sp(◦C) Gsp fPA GfsPA
1 On On On 2.05 2.41 11.51 4.94 5.61 2.04
2 On On Off 1.79 2.11 9.19 3.94 5.13 1.87
3 On Off On 1.17 1.38 8.37 3.59 7.15 2.61
4 On Off Off 1.00 1.18 5.01 2.15 5.01 1.83
5 Off On On 1.50 1.76 4.70 2.02 3.13 1.14
6 Off On Off 1.34 1.58 3.01 1.29 2.25 0.82
7 Off Off On 0.92 1.08 3.56 1.53 3.87 1.41
8 Off Off Off 0.85 1.00 2.33 1.00 2.74 1.00
is the temperature change for an increase in CO2 for the simu-
lation where all processes are prescribed (#8). The CO2-induced
warming in the polar regions in the simulation when all three
processes are prescribed is 2.33◦C and is associated with the
Planck feedback, and also the meridional transport of heat (see
Table 4.3).
When the αs feedback is active, with the WV and fc feedbacks
disabled, ∆T sp is 5.0◦C with a Gsp of 2.2 (simulation #4 in panel
(a) in 4.4 and 4.3), i.e. ∆T sp is 2.2 times larger compared to ∆T sp
for the Planck-feedback simulation (simulation #8). We find
that changes in the surface albedo are the single largest con-
tributor to the warming of the surface in the polar regions (∆sp),
followed by fc, with a Gsp of 1.5, then WV , with a Gsp of 1.3.
There is a significant reduction in warming in the high latit-
udes when αs is prescribed (simulations #5, 6, 7 and 8 in panel
(a) in 4.4 and 4.3), compared to when all three processes are
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Figure 4.4: Zonal mean surface and atmospheric temperature differ-
ences between simulations with 380 and 760 ppm CO2.
All eight possible simulations are shown. The vertical lines
show the location of the ice edge for each simulation. Only
four lines are visible since the ice edge is constant at 61◦
for simulations with prescribed surface albedo. (a) Sur-
face temperature changes. (b) Atmospheric temperature
changes.
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active. This also suggests that the αs feedback is the most im-
portant contributor to warming in these regions (Winton, 2006;
Graversen and Wang, 2009; Randall et al., 2007a).
When fc interacts with the climate system and αs and WV are
prescribed (simulation #7, i.e. the fc feedback is isolated from
the αs and WV feedbacks), ∆T sp is smaller than in the isolated
αs simulation (3.6◦C compared to 5.0◦C), and a factor of 1.5 lar-
ger than the Planck-feedback simulation (#8). This suggests that
the impact on polar warming by the fc feedback alone is less
than the impact from the αs feedback alone. On a global scale,
the change in fc, and therefore the amount of SW radiation re-
flected by the atmosphere (not shown), is small. However, in
the polar regions, a large increase in fc, with a concomitant
increase in SW radiation reflected by the atmosphere and a de-
crease in SW radiation absorbed by the atmosphere and surface,
has a cooling effect on T sp. This increase in fc also enhances the
greenhouse effect by increasing the emission of LW radiation
from the atmosphere with a resultant increase in LW flux at
the surface. This enhanced greenhouse effect is larger for the
single isolated fc feedback simulation compared to the isolated
αs feedback simulation (not shown). However, in the isolated
αs simulation, the major cause of the large ∆T sp is the strong de-
crease in reflected SW radiation, and the resultant increase in
SW radiation absorbed at the surface due to decreasing surface
albedo.
When isolated from the αs and fc feedbacks by using prescribed
values from the 380 ppm CO2 reference run, the feedback from
WV alone gives a ∆T sp of 3.0◦C (simulation #6) with a Gsp of 1.3.
This is lower than Gsp for both the simulation when the αs feed-
back is isolated (simulation #4, 2.2), and the simulation when
the fc feedback is isolated (simulation #7, 1.5). Increasing WV
mainly affects the LW radiation absorbed and emitted from the
atmosphere, with a slight increase in the amount of SW radi-
ation absorbed by the atmosphere.
For a doubling of CO2, of the eight possible combinations of
interacting processes, the strongest warming in the polar re-
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gions, 11.5◦C, was found when all three processes are allowed
to interact (simulation #1 in panel (a) in Fig. 4.4 and Table 4.3).
This is a factor of 5.6 larger than the simulation where all three
feedbacks are inactivated (simulation #8).
To investigate the non-linearities in surface temperature response
to different combinations of the interactions of the three cli-
mate variables, the sum of ∆T sp for each variable considered
in isolation is compared to ∆T sp for the corresponding coupled
feedback simulation. When all three variables are kept constant
(simulation #8), ∆T sp is 2.33◦C. When the surface albedo is not
prescribed and is allowed to interact, ∆T sp increases by 2.68◦C
to 5.01◦C. When the cloud cover is not prescribed and is al-
lowed to interact, ∆T sp increases by 1.23◦C to 3.56◦C, and when
water vapor is not prescribed and is allowed to interact ∆T sp
increases by 0.68◦C to 3.01◦C. The total effect when all three
contributions are added is an extra 4.59◦C of warming bringing
the total to 6.92◦C. However, this value is significantly smaller
than the 11.5◦C of warming when all three climate variables are
fully coupled, i.e. when considered in isolation only 60 % of the
warming is simulated. This highlights the non-linear nature of
the temperature responses to changes in αs, fc and WV and
implies that the impact from a combination of feedbacks is not
simply the sum of the responses. The feedbacks mutually amp-
lify or dampen each other’s impact on the climate system. To
gain further understanding of the interactions, we now examine
simulations where we add feedbacks to the simulations with
isolated feedbacks, so that one single feedback is removed, and
the other two are allowed to vary.
4.4.2 Impacts of coupled feedbacks on polar surface temperatures
In the polar regions, the amplifying effects of surface albedo
and water vapor feedbacks on the surface temperature are strongly
enhanced when combined. When adding the WV feedback to
the αs feedback, so that αs and WV interact with each other
and with the climate system, and holding fc fixed, the polar
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surface temperature ∆T sp, increases from 5.0◦C for the isolated
αs feedback simulation, to 9.2◦C (simulation #2 in panel (a) in
Fig. 4.4 and Table 4.3). This gives a Gsp of 3.9, significantly lar-
ger than Gsp for the isolated αs feedback simulation (#4, 2.2).
The linear combination of ∆T sp from the isolated αs feedback
simulation and ∆T sp from the isolated WV simulation is smaller
than ∆T sp for the coupled αs -WV feedback simulation (5.7◦C,
or 62% of 9.2◦C for the coupled αs -WV feedback simulation)
which shows that the interaction between αs and WV strongly
enhances polar warming. The main reason for the large ∆T sp for
the coupled αs and WV feedback run seems to be the absence
of changes in SW radiation linked to clouds, and the amplified
LW response.
Even though the interaction between αs and WV is import-
ant for polar warming, the impact from interacting αs and fc
is almost as strong. Activating the fc feedback so that αs and
fc interact and WV is held fixed (simulation #3), gives a ∆T sp
of 8.4◦C, a factor of 3.6 larger than the Planck-feedback simu-
lation (#8). This is slightly less than the contribution from the
coupled αs and WV feedback simulation (simulation #2, 9.2◦C
and with a Gsp of 3.9). The non-linearity associated with the αs
and fc feedbacks is also smaller than those for the αs and WV
feedbacks. The sum of ∆T sp for the isolated αs simulation and
∆T sp for the isolated fc run is 6.3◦C, which is 75% of ∆T sp for the
coupled αs -fc feedback simulation (8.4◦C). For the coupled αs
and fc feedback simulation, the increase in fc in the high latit-
udes dampens the warming by reflecting more of the incoming
SW radiation back to space partially counteracting the surface
albedo change.
Running the EBM with interacting cloud cover fraction and
water vapor and with prescribed surface albedo, by fixing the
location of the ice-edge and thereby the surface albedo, gives a
polar surface warming of only 4.7◦C (simulation #5, Table 4.3
and panel (a) in Fig. 4.4), a factor of 2.0 larger than ∆sp for the
Planck-feedback simulation (#8). This is significantly smaller
than ∆sp for the simulations with coupled αs -WV and coupled
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αs -fc feedbacks (9.2◦C and 8.8◦C, respectively), and also smal-
ler than the isolated αs simulation (simulation #4, 5.0◦C), which,
again, shows the importance of the αs feedback on polar sur-
face warming. The change in polar surface temperature asso-
ciated with the linear combination of the two individual feed-
backs is 4.2◦C, 90% of the simulation with coupled fc -WV
feedbacks (4.7◦C) displaying the most linear response of the
three combinations. Output from our EBM shows that there is
an increase in the amount of LW radiation emitted from the at-
mosphere to the surface, due to the increasing amount of LW
radiation absorbed byWV and fc. Despite this strengthening of
the greenhouse effect, the warming response for the simulation
where WV and fc interact and with αs prescribed (simulation
#5) is weak. This is likely because of the lack of increase in SW
radiation absorbed by the surface (since there is no change in
ice cover), and also the higher quantity of SW radiation reflec-
ted to space due to increasing fc. The peaks in ∆T s around the
location of the ice edge seen for simulation #4 in panel (a) in
Fig. 4.4, when fc and WV are prescribed and the αs feedback
is active, occur because of the masking effect from fcover ice-
covered land. In particular, there is a peak in fc around the ice
edge (panel (d) in Fig. 4.3) and therefore less SW radiation is
transferred through the atmosphere to the surface. The increase
in SW radiation absorbed by the surface due to albedo changes
therefore becomes more important in this region. There is no
increase in cloud cover fraction since it is prescribed, and there-
fore there is no change in SW radiation reflected by the atmo-
sphere, which results in a larger ∆T s in this region. This effect
is weaker in simulation #2 because of the warming effect from
the WV feedback, where the WV and αs feedbacks are active
and the fc feedback is inactive. The interaction between WV
and αs enhances the surface warming and shifts the location of
the ice-edge towards the poles. More SW radiation is therefore
absorbed at higher latitudes, and the peak seen in simulation
#4 (see panel (a) in Fig. 4.4) is less pronounced in simulation
#2. The peaks in ∆h in Fig. 4.5 (panel a) are associated with the
peaks in ∆T s. With a doubling of CO2, the location of the ice
edge on reaching equilibrium (shown as vertical lines in panel
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Figure 4.5: Differences between simulations with 380 and 760 ppm
CO2. (a) Changes in zonal mean total column water va-
por. The vertical lines show the location of the ice edge
for each simulation. Simulations with prescribed water va-
por are not shown. (b) Changes in zonal mean cloud cover
fraction. Simulations with prescribed cloud cover fraction
are not shown. (c) Changes in zonal mean lapse rate. All
eight possible simulations are shown. (d) Changes in lat-
ent heat flux. All eight possible simulations are shown.
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(a) in Fig. 4.4) shifts poleward from 62◦ for the reference run to
68
◦ for the simulation with active αs feedback (#4), to 77◦ for
the simulation with prescribed fc (#2), 77◦ for the simulation
with prescribed WV (#3) to a completely ice-free Earth for the
simulation where all feedbacks interact (simulation #1).
4.4.3 Impacts from isolated feedbacks on equatorial temperatures
For a doubling of CO2, the full feedback run gives a change
in surface temperature in the equatorial regions, ∆T seq, of 2.0◦C.
In contrast to the polar regions, in the equatorial regions both
changes in surface albedo and cloud cover fraction have small
effects on the surface temperature, while the effect from water
vapor is significant. There is no change in SW radiation reflec-
ted by the surface in the equatorial regions due to changes in αs,
and the increases in LW radiation fluxes emitted by the surface,
absorbed by the atmosphere and back-emitted to the surface
are small, which results in a small ∆T seq. For the isolated αs
feedback simulation (#4), ∆T seq is 1.0◦C (a Gseq of 1.2, compared
to a Gsp of 2.2 in the polar regions).
The surface temperature change in the equatorial regions from
the isolated fc feedback simulation is smaller than the ∆T seq
from the isolated αs feedback simulation, 0.9◦C (a Gseq of 1.1,
compared to a Gsp 1.5 in the polar regions), due to a reduction of
cloud cover fraction, and therefore a weaker greenhouse effect
in the equatorial regions. With decreasing fc, the SW radiation
reflected by clouds is also reduced, and the cooling effect be-
comes less significant. The weakening of the greenhouse effect
related to a reduction in fc is dominant, and therefore a smaller
increase in temperature is seen in the equatorial regions com-
pared to the polar regions.
Of the isolated feedback simulations, the largest ∆T seq (1.3◦C,
with a Gseq of 1.6 compared to only 1.3 in the polar regions)
is found for the isolated WV feedback case (simulation #6 in
Table 4.3 and panel (a) in Fig. 4.4), and is associated with an
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increase in LW radiation absorbed by the atmosphere and back-
emitted to the surface. A very small decrease in Hs and an in-
crease in Ha over the equatorial regions also contribute (see
Fig. 4.6). The decrease in Hs found for all simulations is as-
sociated with warming of the polar regions, and therefore a
smaller meridional temperature gradient (panel (a) in Fig. 4.6).
In the atmosphere, the heat transport, Ha, increases only for
the simulation with isolated WV feedback (simulation #6), and
the simulation where all climate variables are prescribed (sim-
ulation #8, panel (b) in Fig. 4.6). These increases in Ha are due
to stronger warming in the equatorial regions compared to the
polar regions, which result in a larger meridional temperature
gradient. The non-linear nature of the αs, fc and WV interac-
tions and their responses to changes in CO2 concentration is
also clear in the equatorial regions, but is not as prominent as
in the polar regions. In the equatorial regions, ∆T s for the full
feedback simulation (simulation #1, 2.1◦C) is a factor of 1.3
larger than the linear combination of ∆T seq for the isolated feed-
back simulations (simulations #4, #6 and #7), while in the polar
regions, the corresponding factor is 1.8. The sum of ∆seq from
the isolated αs, fc and WV simulations is 1.6◦C, 76% of the
surface temperature change for the coupled full feedback simu-
lation (2.1◦C, simulation #1). This suggests an amplifying effect
from the coupled feedbacks on the surface temperature in the
equatorial regions, just as in the polar regions.
4.4.4 Impacts from coupled feedbacks on equatorial temperatures
There is a significant increase in equatorial surface temperat-
ure, ∆T seq, from 1.0◦C to 1.8◦C when surface albedo is allowed
to interact with water vapor (cloud cover fraction is prescribed,
simulation #2), which is a factor of 2.1 larger compared than the
Planck-feedback simulation (#8). The increase in ∆T seq is mainly
associated with the increased absorption of outgoing LW radi-
ation by WV in the atmosphere. In the equatorial regions, the
feedback effects from αs and WV are amplified when simul-
taneously active compared to when they occur in isolation. The
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Figure 4.6: Zonal mean heat transport for simulations with 760 ppm
CO2 compared to the reference run (black stars). (a) Sur-
face. (b) Atmosphere.
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sum of ∆T seq for the isolated αs andWV feedbacks is 1.5◦C, 83%
of ∆T seq from the coupled αs and WV feedback simulation (#2),
compared to 62% for the polar regions.
When instead the αs and fc feedbacks are simultaneously active
and the WV feedback is inactive (simulation #3), ∆T seq increases
significantly less, to 1.2◦C, with a Gseq of 1.4 (compared to 3.6
in the polar regions). In this case, the decrease in meridional
transport of heat is large in the coupled αs and fc feedback sim-
ulation, which increases ∆T seq. However, decreasing ∆T seq asso-
ciated with the weakening of the greenhouse effect from the ex-
clusion of WV changes dampens the warming. The equatorial
surface temperature change from the linear combination of the
individual feedbacks is 1.0◦C, 91% of the coupled feedback
simulation (#3), compared to 75% in the polar regions, sug-
gesting stronger non-linear effects on temperature responses
from coupled αs and fc feedbacks in the polar regions than the
equatorial regions.
The surface temperature change in the equatorial regions from
the coupled WV -fc feedback simulation, with αs prescribed
(simulation #5), is smaller, 1.5◦C (a Gseq of 1.8) than the coupled
αs -WV feedback simulation (#2, 1.8◦C with aGseq of 2.1), due to
changes in SW and LW radiation, as well as in meridional heat
transport. In the equatorial regions, in the coupledWV -fc feed-
back simulation, there is a large increase in LW radiation and a
small increase in SW radiation absorbed by the atmosphere due
to increasing h. Absorption of SW radiation in the atmosphere
warms the atmosphere, and since a warmer atmosphere emits
more LW radiation, it also warms the surface. However, the re-
duction in SW radiation reaching the surface roughly cancels
this impact. There is also a small decrease in SW radiation re-
flected by clouds, due to the reduction in fc, which has a warm-
ing effect on T seq. However, the smaller ∆T seq for the coupled
WV -fc feedback simulation (#5) compared to the coupled αs
-WV feedback simulation (#2) is associated with a weakening of
the greenhouse effect due to reduced fc and greater meridional
heat transport (see Fig. 4.6). The surface temperature change
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in the equatorial regions from the coupled WV and fc feed-
back simulation and with prescribed αs (#5) is larger than the
coupled αs -fc feedback run (#3), because of the strong amp-
lifying effect of WV variations on ∆T seq. Interestingly the WV
and fc feedbacks show almost linear behavior, with the sum of
∆T seq from the simulations with isolated feedbacks adding up to
1.4◦C, 94% of ∆T seq for the coupled WV -fc feedback simulation
(1.5◦C).
4.4.5 Impacts from different feedbacks on atmospheric temperatures
Responses in the atmosphere to a doubling of CO2 can be quite
different when compared to responses at the surface (see panel
(b) in Fig. 4.4 and Table 4.4). All simulations show warming
across all latitudes. The four simulations with interactive WV
feedback (simulations #1, 2, 5 and 6) show stronger warming
in the equatorial regions compared to the simulations with WV
prescribed (panel (b) in Fig. 4.4 and Table 4.4), due to the in-
creased fraction of LW radiation absorbed by the increased WV
in the atmosphere. The largest change in Ta in the equatorial re-
gions (∆Taeq), 2.2◦C is found for the simulation where all three
feedbacks are active, i.e. simulation #1. The change in atmo-
spheric temperatures found for the simulation where values
are prescribed (simulation #8, 0.9◦C in the equatorial regions)
are, just as for the surface temperatures, related to the direct ef-
fect from increasing CO2 as well as changes in meridional heat
transport.
The single, isolated αs feedback simulation (#4) gives a ∆Taeq
of 1.1◦C, larger by a factor of 1.3 than the simulation when all
feedbacks are inactive (simulation #8). This is slightly larger
than ∆Taeq for the single isolated fc feedback simulation (1.1◦C),
due to a larger decrease in Ha along with an increased amount
of SW radiation absorbed by the atmosphere, caused by a re-
duction of fc in the equatorial regions. The atmospheric tem-
perature in the equatorial regions, ∆Taeq, for the isolated WV
feedback simulation (1.5◦C, with a Gaeq of 1.7) is larger than
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Table 4.4: Changes in atmospheric temperatures in the equatorial and
polar regions (∆Taeq and ∆Tap ) for a doubling of CO2 for
eight possible simulations with αs, WV and fc feedbacks
active or inactive. The fPA and the gaining factors Gaeq and
Gap are also listed.
Sim.# αs WV fc ∆Taeq(◦C) Gaeq ∆Tap (◦C) Gap fPA GfaPA
1 On On On 2.15 2.39 3.80 15.83 1.77 2.04
2 On On Off 2.00 2.22 2.67 11.13 1.34 1.87
3 On Off On 1.27 1.41 2.61 10.88 2.06 2.61
4 On Off Off 1.14 1.27 1.33 5.54 1.17 1.83
5 Off On On 1.65 1.83 1.17 4.88 0.71 1.14
6 Off On Off 1.53 1.70 0.57 2.38 0.37 0.82
7 Off Off On 1.03 1.14 0.70 2.92 0.68 0.27
8 Off Off Off 0.90 1.00 0.24 1.00 2.74 1.00
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Table 4.5: Changes in fc (%), Γ (◦Ckm−1), Fl (Wm−2) and h (cm) for
eight simulations for a doubling of CO2 with αs, WV and
fc feedbacks switched on or off.
Equatorial region (0◦-30◦ S/N) Polar region (60◦-90◦ S/N)
Sim.# αs WV fc ∆fceq ∆Γeq ∆Fleq ∆heq ∆fcp ∆Γp ∆Flp ∆hp
1 On On On -5.0 -0.052 13.33 0.43 22.9 2.24 21.53 0.55
2 On On Off - -0.140 10.93 0.37 - 1.83 15.78 0.39
3 On Off On -3.1 -0.047 7.32 - 22.1 1.72 14.81 -
4 On Off Off - -0.070 6.04 - - 1.06 7.99 -
5 Off On On -2.7 -0.015 10.01 0.31 16.3 0.98 6.89 0.17
6 Off On Off - -0.029 8.60 0.28 - 0.65 4.22 0.10
7 Off Off On -1.7 0.009 6.04 - 14.6 0.86 5.33 -
8 Off Off Off - -0.012 5.41 - - 0.58 3.33 -
both ∆Taeq for the isolated αs and isolated fc feedback simula-
tions due to changes in the fraction of LW absorbed caused by
increasing h.
The largest variations linked to the WV feedback in the equat-
orial regions are associated with changes in h. When the αs
feedback is inactive, changes in h in the equatorial regions are
larger than the corresponding changes in h in the polar regions
(panel (a) in Fig. 4.5 and Table 4.5). When the αs feedback is
active, even though the changes in h are large in the equatorial
regions, the largest changes are observed around the location
of the ice edge (panel (a) in Fig. 4.5 and Table 4.5), followed by
the polar regions.
The changes in Ta in the polar regions (∆Taeq) are greatest when
αs is active (simulations #1, 2, 3 and 4 in panel (b) in Fig. 4.4
and Table 4.4). This is associated with an increase in LW radi-
ation emitted from the surface and absorbed by the atmosphere
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in regions where the surface albedo has changed, representing
ice melt. The largest ∆Tap is found for the simulation when all
three feedbacks interact (simulation #1, 3.8◦C). When the αs
is fixed, there is less warming of the polar surface, and there-
fore less LW radiation emitted to the atmosphere. As a result,
the polar atmosphere warms less, the meridional temperature
gradient also changes less and the decrease in Ha is correspond-
ingly smaller, which means less heat is distributed from lower
latitudes towards the pole.
4.4.6 Underlying processes affecting different feedbacks
According to our simulations, for a doubling of CO2, there is
no change in cloud cover fraction averaged over the globe for
the simulation when all three feedbacks are active (Table 4.1).
However, there are variations at different latitudes which can-
cel globally. While reductions in fc are observed in lower lat-
itudes, equatorward of 40-45◦, there are increases at higher
latitudes for all simulations (panel (b) in Fig. 4.5 and Table 4.5),
in agreement with earlier studies (e.g. Roads and Vallis (1984)
or Trenberth and Fasullo (2010)).
In the polar regions, the cloud cover fraction increases for all
simulations, with the largest changes found for the full feed-
back run (#1, 23%), followed by the coupled αs -fc feedback
simulation with the WV feedback prescribed (simulation #3,
22%), and the fc -WV feedback simulation with prescribed αs
(#5, 16%), while the smallest change is found for the isolated
fc feedback only simulation (#7, 15%). This suggests that other
processes interact in such a way that the cloud fraction var-
ies more strongly when those other feedbacks are active. The
magnitude of changes in the cloud cover fraction are related
to changes in the lapse rate, latent heat flux and total column
water vapor, denoted ∆Γeq, ∆Fleq and ∆heq in the equatorial re-
gions, and ∆Γp, ∆Flp and ∆hp in the polar regions.
The lapse rate is positively correlated with the cloud cover frac-
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tion, and the positive ∆fc in the polar regions (∆fcp) is controlled
by the positive ∆Γp. The largest change in Γp (2.2◦Ckm−1) oc-
curs for the full feedback simulation (#1). This large change in
Γp indicates that the air in the polar regions become more un-
stable with CO2-induced warming. The smallest change in Γp
(0.7◦C km-1) occurs for the isolated fc feedback simulation (of
the simulations with active cloud cover feedback). The largest
changes in cloud cover fraction are also found for simulations
with the largest changes in latent heat flux in the polar regions.
Due to the negative correlation between cloud cover fraction
and latent heat flux, as stated in Eq. 4.15, there is therefore a
competing effect between ∆Flp and ∆Γp. However, the impact
of increasing lapse rate is greater, and a net increase in cloud
cover fraction is found for all simulations in the polar regions.
In contrast to the polar regions, changes in fc in the equatorial
regions (∆fceq) are negative for all simulations. The most neg-
ative ∆fceq is found for the case where all three feedbacks are
active (-5.0%, simulations #1), followed by the simulation when
αs and fc interact (-3.1%, simulation #3), the simulation when
fc and WV interact (-2.7%, simulation #5), and is least negat-
ive for the isolated fc feedback simulation (-1.7%, simulation
#7). The simulation with the most negative ∆fceq, i.e. the full
feedback simulation (#1, panel (b) Fig. 4.5 and Table 4.5), has
the most negative ∆Γeq (-0.052◦Ckm−1, panel (c) in Fig. 4.5 and
Table 4.5), the largest ∆Fleq (13.3 Wm−2, panel (d) in Fig. 4.5 and
Table 4.5) and the largest ∆heq (panel (a) in Fig. 4.5 and Table
4.5) of the simulations when the fc feedback is active.
The difference in ∆Γeq between the isolated fc feedback simula-
tion (#7) and the simulation where surface albedo and clouds
interact and the WV is held constant (simulation #3) suggests
that the αs feedback affects fc not only in the polar regions, but
also in the lower latitudes, due to larger transport of heat for
the isolated fc feedback simulation (#7), especially in the atmo-
sphere (Fig. 4.6), which contributes to a reduction in Taeq and an
increase in ∆Γeq.
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In the polar regions, the magnitude of the change in latent heat
flux appears to depend on the activation of the surface albedo
feedback, with the largest ∆Flp (21.5 Wm−2) found for the full
feedback simulation. The change in h is smaller in the polar re-
gion compared to the equatorial regions for simulations where
αs is prescribed (simulations 5 and 6 in Fig. 5a and Table 5). As
a result, the absorption of LW radiation in the polar atmosphere
declines, and the impact from WV on Tap and T sp and therefore
Flp and Γp becomes less significant. For simulations with active
αs feedback, the polar surface temperature rises more than the
atmospheric temperature, which increases the changes in latent
heat flux and lapse rate.
Changes in cloud cover fraction from the full feedback simu-
lation (#1) and the simulation where αs and fc interact (#3, WV
feedback is inactive), as well as the simulation where WV and
fc interact (#5, αs prescribed) and the isolated fc feedback sim-
ulation (#7) are very similar for the highest latitudes, because
the cloud cover fraction saturates in these regions for doubling
CO2 concentrations (Table 4.5 and panel (b) in Fig. 4.5).
The main driver of changes in latent heat flux in the equatorial
regions is the effect from changes in total column water vapor,
h (panel (a) in Fig. 4.5 and Table 4.5), which act to increase
the atmospheric temperature, Taeq, mainly through increasing
the absorption of LW radiation. The warmer atmosphere emits
more LW radiation to the surface which increases the surface
temperature and thereby also the latent heat flux, as well as
the total column water vapor. A larger latent heat flux trans-
ports more heat from the surface to the atmosphere, enhancing
the warming of the atmosphere, but also contributes a cooling
effect to the surface. In the equatorial regions, the largest ∆Fl
are found for simulations with the WV feedback activated (see
simulations #1, #2, #5 and #6). The isolated αs and isolated fc
feedback simulations give similar latent heat fluxes in the equat-
orial regions, ∆Fleq,(6.0 Wm−2, simulations #4 and #7).
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4.4.7 Polar amplification for a doubling of CO2
The Planck feedback associated with increased CO2 concentra-
tions causes a polar amplification even when all three processes
are prescribed (simulation #8), with a fPA of 2.7. This is because
water vapor is a smaller component of the greenhouse effect at
the poles, where WV is sparse because of low temperatures,
than at the equator.
Our model shows that CO2-induced changes in surface albedo,
especially when interacting with clouds, play an important role
in PA. For a doubling of CO2, the largest polar amplification
factors, fPA, are found for simulations when the αs feedback is
active (simulations #1, 2, 3 and 4 in Table 4.3). This is expected
since changes in surface albedo increase the surface temper-
ature in the equatorial regions, T seq, only indirectly through a
small decrease in transport of heat from the equator to the poles.
The polar amplification factor for the simulation where the αs
feedback is active and isolated from the other two feedbacks is
5.0 (simulation #4), a factor (denoted GsfPA in Table 4.3) of 1.8
larger compared to the simulation with all feedbacks inactive
(simulation #8, Table 4.3), mainly due to a stronger warming in
the polar regions caused by melting ice, and therefore increased
SW radiation absorbed by the surface.
The impact from the isolated fc feedback on PA is significantly
less compared to the impact from the isolated αs feedback with
a fPA of 3.9 (rather than 5.0 for the isolated αs simulation). The
smaller contribution from the isolated fc feedback to PA is re-
lated to the smaller ∆T sp (3.9◦C compared to 5.0◦C for the isol-
ated αs feedback simulation).
In contrast to the αs and fc feedbacks, the WV feedback has a
strong warming effect in the equatorial regions, which dampens
the polar amplification. The strongest polar amplification is
found when WV is prescribed, and αs is allowed to interact
with fc, with a polar amplification factor of 7.2 (simulation #3
in Table 4.3). This is a factor of 1.3 larger than fPA for the full
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feedback run (#1, 5.6), because of the removal of the strong
warming effect from WV at the equator, in combination with
the strong warming effect from the αs-fc interaction at the pole.
For the simulation with an isolated WV feedback (simulation
#6), the relatively small ∆T sp and larger ∆T seq results in a fPA
that is significantly less than the fPA for the isolated αs and fc
feedback simulations (2.3 compared to 5.0 and 3.9). The polar
amplification factor is larger for the Planck feedback simulation
(#8, 2.7) compared to the isolated WV simulation, indicating
that WV does not contribute to PA as defined in Eq. 4.17. Even
though WV alone (simulation #6) has an amplifying effect on
the warming of the poles, WV appears to reduce the effects
from αs and fcon fPA. When the WV feedback is coupled to
the fc feedback, and αs is prescribed (simulation #5), fPA de-
creases significantly to 3.1 relative to the isolated fc feedback
simulation (3.9), despite a relatively large ∆T sp.
4.5 polar amplification for a quadrupling of co2
Additional simulations were performed with a quadrupling of
CO2 (from now on referred to as 4×CO2 runs) to test the lin-
earity of the polar amplification response to increases in CO2
concentration. While the polar surface temperature is larger for
the 4×CO2 simulations compared to the 2×CO2 simulations as
expected, the polar amplification factor, fPA, is reduced in all
cases (Table 4.6). This is due to large increases in equatorial
surface temperatures, ∆T seq. For the 4×CO2 runs, simulations
with active αs feedback are again found to give the largest
polar amplification factors, due to large changes in T s in the
polar regions. Interestingly, polar amplification for the simula-
tion when αs and WV interact (simulation #2, fc prescribed),
the simulation when αs and fc interact (simulation #3, WV is
inactivated) and the isolated αs feedback simulation (#4) have
larger values of fPA than the full feedback simulation (#1). For
the 2×CO2 runs, only the coupled αs-fc simulation (#3, WV is
inactivated) had a larger fPA than the full feedback run (#1).
This points to non-linearities in our simulation, in particular
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the amplifying warming effect from the WV feedback becomes
more important when the temperature increases, and therefore
GsfPA is larger for the 4×CO2 compared to the 2×CO2 runs
when the WV feedback is active (simulations #1, #2, #5 and
#6, Table 4.6, and is smaller when the WV feedback is inactive
(simulations #3, #4, #7, and #8).
To estimate the relative nonlinearities for the three feedbacks,
the percentage change (compared to the 2×CO2 simulations)
in fPA for each simulation is presented in Table 4.6.
Table 4.6: Changes in surface temperatures in the equatorial and po-
lar regions (∆Tseq and ∆Tsp) for a quadrupling of CO2 for
eight possible simulations with αs, WV and fc feedbacks
switched on or off. The fPA, the gaining factors Gseq and
Gsp, as well as fractional changes in fPA with respect to fPA
for a doubling of CO2 (2×CO2) (from Table 4.3) are listed.
Sim.# αs WV fc ∆T seq(◦C) Gseq ∆T seq(◦C) Gsp fPA GsfPA fPA% of 2×CO2
1 On On On 4.01 1.74 14.41 2.72 3.59 1.56 64.0
2 On On Off 3.75 1.63 13.75 2.60 3.67 1.60 71.5
3 On Off On 2.71 1.18 12.73 2.41 4.70 2.04 65.7
4 On Off Off 2.58 1.12 11.76 2.22 4.56 1.98 91.0
5 Off On On 3.57 1.55 7.93 1.50 2.22 0.97 71.9
6 Off On Off 3.30 1.43 6.27 1.19 1.90 0.83 84.4
7 Off Off On 2.45 1.07 6.82 1.29 2.79 1.21 72.1
8 Off Off Off 2.30 1.00 5.29 1.00 2.30 1.00 83.9
The full feedback simulation shows the largest change in fPA
( 64% of simulation #1 for the 2×CO2 run, see Table 4.6, fol-
lowed by the simulation with coupled αs-fc feedbacks (#3) ( 66%
of simulation #3 for the 2×CO2 run). A large change in fPA com-
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pared to the corresponding 2×CO2 simulation indicates strong
non-linear behaviour with increasing CO2 concentrations. The
smallest change in fPA is found for the isolated αs simulation
(#4, 91% of simulation #4 under the 2×CO2 run), which sug-
gest that this case is the most linear of the eight simulations.
This means that interactions between feedbacks likely become
more important with increasing CO2 concentrations.
4.6 discussion and conclusion
Output from our newly developed EBM which incorporates
surface albedo, water vapor and cloud feedbacks suggest that
changes in αs is the main contributor to polar warming as
might be expected, and its effect is enhanced when interact-
ing with either WV and/or fc. The feedbacks from interacting
fc and WV are also important, but weaker compared to when
the αs feedback is activated. For a doubling of CO2, the temper-
ature change in the polar regions from our EBM simulations
reaches 11.5◦C when run to equilibrium when all feedbacks are
active. Graversen et al. (2014) reported a temperature change
of ∼6◦C in the Arctic (>60◦N) and slightly less in the Antarc-
tic (>60◦ S), for a doubling of CO2 simulated with a AOGCM
model, when run to equilibrium, and including all feedbacks.
They also reported an approximate halving of the temperature
increase, 3◦C in the Arctic and 3.5◦C in the Antarctic, for a
simulation when they locked the surface albedo. The locked
albedo simulation presented in the work of Graversen et al.
(2014), is comparable to our coupled WV-fc feedback simula-
tion, with αs prescribed, which gives a change in polar surface
temperature of 4.7◦C, also approximately half of the full model
simulation (11.5◦C). The temperature changes calculated with
our EBM are larger than those in Graversen et al. (2014), but
in good agreement with the output from the moist aqua planet
EBM developed by Roe et al. (2015). For a doubling of CO2, Roe
et al. (2015) reported that the high latitude surface temperature
increase reduced from ∼9 to 11◦C for their full model run, to
∼4 - 7◦C with suppressed surface albedo, consistent with the
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output from our EBM. One of the differences between an aqua
planet model and a model with both land and ocean lie the heat
transport and diffusion processes. A model with representation
of both land and ocean would transport more heat to the poles
and therefore the warming of higher latitudes would be greater.
In our EBM there is no distinction between land and ocean, and
the surface heat transport is represented by transport of heat in
the ocean, and can therefore be compared to the aqua planet
model presented by Roe et al. (2015).
According to the output from our EBM, αs alone, with fc and
WV held fixed, warms the polar regions by 5.0◦C. The warm-
ing from fc as an isolated feedback, is 3.6◦C, while WV alone
contributes 3.0◦C. These changes are larger than the changes
published by Pithan and Mauritsen (2014). Pithan and Maurit-
sen (2014) examined output from CMIP5 models to find that the
αs feedback is the major contributor to Arctic warming, chan-
ging polar surface temperature by ∼2◦C, followed by clouds
( 1◦C change) and WV (∼0.5◦C change) feedbacks. The CMIP5
simulations studied in the work of Pithan and Mauritsen (2014)
are transient states, and our equilibrium runs would be expec-
ted to be larger as observed.
The contribution from cloud cover fraction, as the difference
between a full feedback run and a locked cloud cover fraction
run, to polar warming was reported by Vavrus (2004) to be
∼40%. According to the output from our EBM, the impact from
fc on polar warming in the locked-fc case is small, roughly 9%
of the full feedback simulation. The impact from changing fc,
when considered in isolation, on warming of the polar surface
in our EBM, is on the other hand larger (∼69% of the full feed-
back run).
The non-linear nature of the temperature responses to increas-
ing CO2 burden was highlighted by comparing the sums of
changes in surface temperature from individual feedbacks, to
changes in surface temperature from the coupled feedbacks. It
has been suggested that the discrete "jump" from albedo for
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ice-free surface to albedo for ice-covered surface is responsible
for the non-linearities in temperature responses seen in EBMs.
These non-linearities have been shown to increase when feed-
backs are added (Wagner and Eisenman, 2015), which is in
line with what our EBM produces. According to the output
from our EBM, the sum of the contributions to surface tem-
perature changes is found to be smaller than the surface tem-
perature change from the coupled feedback simulation for all
combinations of feedbacks. The αs feedback has the strongest
non-linear behavior followed by the WV and fc feedbacks. The
non-linearities are stronger in the polar regions compared to
the equatorial regions, since the effect from changing surface
albedo on the surface temperature is greater in the high lat-
itudes. At high latitudes, the linear combination of temperat-
ure changes from the individual αs and fc feedbacks is only
∼75% of the temperature change from the coupled αs -fc feed-
back simulation. At low latitudes this value is 91%, and closer
to linear (where linear is 100%). These numbers are reduced,
which implies stronger non-linearities, when the WV feedback
is added. The surface temperature increase due to increased
surface absorbed SW and LW radiation associated with increas-
ing surface albedo and clouds, is enhanced by additional ab-
sorption of LW radiation emitted from the atmosphere, when
the WV feedback is added. The linear combination of temperat-
ure changes from the three individual climate variables is ∼60%
of the coupled αs -, WV- and fc simulation in the high latit-
udes and ∼76% in the low latitudes. The WV and fc feedbacks
are relatively linear over both the equator and the poles, which
appears to be due to the cooling effect from the reflection of SW
radiation by clouds.
The contribution of different feedbacks to the warming of the
polar regions is slightly different compared to the contribu-
tion to PA, due to the latter quantity also being impacted by
warming in the equatorial region. Decreasing surface albedo in
the high latitudes has an important impact on PA by increas-
ing the amount of SW radiation absorbed at the surface, but
also through an indirect effect on the low latitude temperat-
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ures, by decreasing the meridional temperature gradient and
therefore the transport of heat from the equator to the poles,
which slightly warms the equatorial regions. According to our
model, the largest impact from a single feedback on PA can be
attributed to the αs feedback. This is consistent with the results
presented by Graversen et al. (2014), who, by suppressing the
surface albedo feedback, found that the surface albedo feed-
back accounts for 40% of PA in the Arctic and 65% of PA in
the Antarctic, in the CCSM4 climate model. By prescribing the
surface albedo in our EBM, which is comparable to the simu-
lation studied by Graversen et al. (2014), ∼44% of PA can be
attributed to the surface albedo feedback. However, coupling
between feedbacks is important for changes in surface temper-
atures, and if looking at the EBM output from our isolated sur-
face albedo feedback simulation, when the other two feedbacks
are prescribed, as much as ∼89% can be attributed to the sur-
face albedo feedback.
We have shown that coupling between feedbacks is important
for warming in the polar regions and for PA, and the output
from our simulations suggests that feedbacks from αs-fc in-
teractions play a major role in warming the polar regions as
well as in PA. The αs-WV feedbacks are important for polar
warming. However, WV also has a strong warming effect in the
equatorial regions. This reduces the polar amplification (which
by definition is the warming of the polar regions relative the
lower latitudes), a result supported by Payne et al. (2015). Ac-
cording to the output from our EBM, the net increase in SW
and LW radiation absorbed by the surface in the equatorial re-
gion is smaller when WV is fixed (simulation #3) compared to
when all feedbacks are active (simulation #1). However, the ef-
fect of decreasing heat transport when the polar regions warm
also plays a role in the magnitude of the PA (Alexeev and Jack-
son, 2013). In our model, there is more heat transported from
the equatorial regions to the poles when WV is fixed compared
to when all climate variables vary (Fig. 4.6), contributing to a
stronger PA. Payne et al. (2015) reported amplified warming
from the WV feedback in the equatorial region, with a ∆T seq
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of 2◦C, which is larger than ∆T seq from the isolated WV feed-
back simulated with our EBM. This discrepancy is likely to be
caused by the transport of heat which is included in our model,
and omitted in the work presented by Payne et al. (2015). The
strong positive feedback from WV was also shown in the work
of Roe et al. (2015).
Even though the approach to simulating clouds in this work
is simple, our EBM gives cloud cover fractions that agree well
with earlier published results. For a doubling of CO2, our EBM
gives an unchanged global mean fc, with negative changes in
the lower latitudes and positive changes in the higher latitudes,
for all simulations. This is consistent with early work by Roads
and Vallis (1984), who used an EBM to show that cloud cover
changes tend to be small, except at higher latitudes where cloud
cover was observed to increase strongly with increasing tem-
peratures. Furthermore, at the end of the 21st century, CMIP3
models consistently project negative changes (∼-3% - 0%) in fc
for latitudes below ∼50◦ and positive changes for higher latit-
udes (∼1.5 - 2% for southern high latitudes and > 4% for north-
ern high latitudes) (Trenberth and Fasullo, 2010). However, the
CMIP3 simulations are transient simulations, while our EBM
output results are associated with equilibrium states and there-
fore are expected to be of different magnitude. The simulations
of cloud cover from CMIP3 are also associated with large bi-
ases, and therefore the results may be questionable (Trenberth
and Fasullo, 2010).
The model presented here is simple with many processes omit-
ted. Further developments that could improve the model, and
open possibilities for other analyses, include implementation
of temperature dependent cloud properties, such as taking into
account the effects from clouds with different phases on absorp-
tion of LW radiation as well as the reflection of SW radiation.
The model is averaged over the hemispheres which also should
be considered with caution, since the magnitude of polar amp-
lification is uncertain, especially in the Southern hemisphere.
Furthermore our model is averaged over land and ocean. In-
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clusion of land-sea contrast in our EBM would affect the para-
metrization of meridional transport of heat, surface albedo and
surface fluxes. However, in this model surface albedo is set
to a constant, and so is the representation of air over land or
ocean in surface heat fluxes (i.e. the heat capacity) and in meri-
dional transport of heat (heat capacity and diffusive constants).
Therefore inclusion of land-sea contrast would not have an af-
fect on our models ability to simulate the temperature response.
Analysis using this model would support further understand-
ing of feedbacks from clouds, and their non-linear interactions
with the other feedbacks in the climate system. In the work
presented in this chapter, we use additive non-linearity to in-
vestigate the feedback strengths in the CO2-induced warming
effects from ice albedo, cloud cover and water vapor. The aim
of our paper is to investigate how much the temperature re-
sponse changes when different feedbacks are activated or kept
fixed. This could be a bit confusing sine in the literature multi-
plicative non-linearity is commonly used. Here follows a brief
explanation of the non-linear response as commonly used in
the literature.
The temperature response ∆T to a perturbation ∆R of the cli-
mate system can be written as follows (Roe, 2009),
∆T = λ∆R (4.19)





where O∆(T2) is considered the non-linear response to that per-
turbation, and is assumed to be small. This approach is very
different compared to the method used in the work presented
in this chapter. However, an important point here is that we do
not try to show that the feedbacks are non-linear (we know that
already), we try to show how the strengths of the non-linarites
differ between different combinations of contributions to tem-
perature changes from feedbacks.
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A N E X P L O R AT I O N O F T H E I M PA C T S O F
C L O U D A L B E D O O N C L I M AT E S E N S I T I V I T Y
U S I N G A N E N E R G Y B A L A N C E M O D E L
In this chapter results from an extended version of the energy
balance model (EBM) described in Chapter 4 are presented. In
the work presented in the previous chapter an EBM was used
to investigate interactions between the feedbacks from surface
albedo, water vapour and cloud cover fraction and their rel-
ative impacts on polar amplification. In this chapter the EBM
has been extended so that it includes latitude- and temperat-
ure dependent shortwave (SW) radiation reflected from clouds,
i.e. cloud albedo and cloud top temperature that change with
changing temperature.
5.1 abstract
The effects from reflectivity of clouds (cloud albedo) on the
feedbacks from surface albedo, water vapor and cloud cover
(referred to as climate variables), and the impact the interaction
between these climate variables has on the surface temperature
are examined, using an energy balance model (EBM), presented
in the recently published work by Södergren et al. (2017). Out-
put from simulations with all possible combinations of climate
variables activated or prescribed with values from a reference
run are examined. For a doubling of atmospheric concentra-
tion of carbon dioxide, the output from the simulations show
that there is an increase in cloud albedo in the low and high
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latitudes due to an increase in cloud temperature (and there-
fore an increase in the fraction of water droplets compared to
ice crystals), and a very small decrease in cloud albedo in mid
latitudes due to a decrease in cloud temperature. Changes in
surface albedo greatly affect surface and atmospheric temper-
atures in the high latitudes, and therefore also cloud temperat-
ures and cloud albedo. The cloud albedo in this EBM depends
on atmospheric temperature and lapse rate, and therfore there
is a large impact from cloud albedo on simulations where the
surface albedo feedback is fixed with values from a reference
simulation. Furthermore, CO2-induced cloud albedo changes
have the greatest effect on simulations where there is little or
no interaction between surface albedo, water vapour and cloud
cover, because the change in LW radiation emitted from the at-
mosphere to the surface is then small compared to the change
in SW radiation reflected by clouds out to space.
5.2 introduction
Climate sensitivity (CS) is a metric determined by a set of feed-
back mechanisms that can be used for analysis of the climate
system’s temperature response ∆T , to a perturbation (i.e. a for-
cing) F, externally imposed by for example greenhouse gases
(GHGs), solar variability, etc. (Gregory et al., 2004; Gregory and
Webb, 2007; Collins et al., 2013).
The difficulties in calculating CS are illustrated by the spread re-
ported in the latest report from the Intergovernmental Panel on
Climate Change (IPCC) (Collins et al., 2013). According to the
IPCC, the global temperatures simulated under the representat-
ive concentration pathways (RCPs) 4.5 and 6.0 emissions scen-
arios are projected to exceed 1.5◦C above 1850-1900 temperat-
ures (with high confidence) at the end of the century, while for
the RCP8.5 emissions scenario, the global mean temperature is
projected, with medium confidence, to exceed 4◦C. This range
of threshold temperatures (1.5-4◦C) has not narrowed since the
Charney Report (1979). However, at the time of the Charney
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report, the uncertainties in projections were large and uncer-
tain. Climate models are now more detailed and their levels of
complexity have increased. There is now also more knowledge
about the uncertainties associated with projections.
The feedbacks from surface albedo, water vapour/temperature
lapse rate and clouds are important processes in CS estima-
tions (Stocker et al., 2013). In general, there is a good agreement
among models clear-sky radiative flux responses, while discrep-
ancies in their total-sky responses are large. This suggests that
clouds are key contributors to the uncertainty in CS, while there
are also inter-model differences in water vapour and surface al-
bedo feedbacks that are likely to contribute to the spread (Cess
et al., 1996; Colman, 2003; Bony et al., 2006; Soden and Held,
2006).
Feedback processes may either amplify or dampen the direct
effect of a given forcing agent, which further complicates ana-
lysis of CS (Hegerl and Zwiers, 2011). For example, clouds cool
the Earth by reflecting some of the incoming SW radiation from
the sun. Clouds also warm the surface through their absorb-
ing/emitting effects on LW radiation in the atmosphere. The
feedback from clouds can thus be positive or negative. Accord-
ing to the latest IPCC report (Stocker et al., 2013), the net radiat-
ive feedback due to surface albedo and water vapour is positive.
Furthermore, the net radiative feedback due to all cloud types
is likely positive. However, the spread between models is large
and some models still suggest negative cloud feedback (Col-
man, 2003; Soden and Held, 2006; Stocker et al., 2013; Zelinka
et al., 2017).
As earlier simulations with our EBM show, changes in cloud
cover fraction have a significant impact on the energy budget of
the Earth. However, cloud properties, such as phase, cloud top
temperature and particle size, also strongly control the cloud ra-
diative effects (Kay et al., 2016). Water in the form of gas is an ef-
ficient absorber of longwave (LW) radiation in the atmosphere,
but also affects the radiation budget of Earth by absorbing parts
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of the shortwave (SW) radiation from the sun. When examining
the output from climate models, it has been found that water
vapour, often in combination with lapse rate, increases model
sensitivities by about a factor of two (Manabe and Wetherald,
1975; Schneider et al., 1999; Stocker et al., 2013), which makes
water vapour the dominant GHG.
The conversion of water vapour into clouds is controlled by
microphysical processes, such as formation of ice crystals or
water droplets. The properties of clouds (e.g. reflectivity and
emissivity), and therefore the effect of clouds on the radiation
budget of Earth, depend on the interaction of these microphys-
ical processes. The reflectivity of clouds is directly related to the
amount of water droplets and ice crystals, with water droplets
being more efficient than ice crystals in both reflecting SW ra-
diation and absorbing LW radiation. Uncertainties in cloud SW
radiation components have been found to contribute to uncer-
tainties in projections of GHG induced surface temperature
changes. Especially, as suggested by both models and obser-
vations, supercooled water in clouds strongly influences cloud
radiative effects (Kay et al., 2014; Forbes and Ahlgrimm, 2014;
Cesana and Storelvmo, 2007). Lack of supercooled water in
simulations of clouds results in excessive absorbed SW radi-
ation over the midlatitude ocean compared to observations, es-
pecially the Southern Ocean, and this causes biases in radiative
effects, and therefore CS, in climate models (Trenberth and Fa-
sullo, 2010). Kay et al. (2016) showed with a climate model that
these biases are reduced when more supercooled water is in-
cluded.
In this chapter the impacts from changes in surface albedo, wa-
ter vapour and cloud cover fraction on CS, and how CS and
the strengths of feedbacks associated with changes in theses
three climate variables are affected when albedo of clouds are
taken into account, are presented. Since cloud albedo that inter-
acts with the climate system has been incorporated, the model
has been re-tuned, which means that some of the parameters
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Table 5.1: Parameters used in the model. All parameters are global
means, and surface is averaged over land and ocean. The
paramters not listed here have the same values as in
Chapter 4 and are listed in table 4.2
Parameter Description Value Unit
αs Albedo for ice free surface 0.10 -
αs Albedo for ice covered surface 0.71 -
αcl Albedo for liquid water clouds 0.71 -
αci Albedo for ice clouds 0.25 -
γcLW Emissivity for clouds 0.67 -
Ka Diffusion constant for atmosphere 3.96× 106 m2s−1
Ks Diffusion constant for surface 8.84× 105 m2s−1
in the new version of the model have values that differ from
those in the version of the model presented in Chapter 4 (those
parameters are listed in Table 5.1). The parameters are tuned so
that the EBM simulated surface temperature, atmospheric tem-
perature, meridional heat transport, total column water vapor,
cloud cover fraction, lapse rate and latent heat flux agree with
those from analyses or observations (see Figure 5.1). The sur-
face temperature is slightly too high in the low latitudes. This
is because the cloud albedo is set low, which allows more SW
radiation to reach and warm the surface. The albedo for ice
cloud is purposely set low in the tuning, so that the difference
between ice cloud albedo and water cloud albedo is larger, and
therefore the changes becomes more pronounced, which makes
the analysis clearer. Since this is a "thought experiment" this is
not considered to be an issue. Ice cloud albedo is here set to
0.25 and water cloud albedo is set to 0.71.
Figure 5.2 shows the different radiative flux components in the
EBM. Considering the simplicity of the EBM, the agreement
with values from Wild et al. (2013) is very good.
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Figure 5.1: Output from the reference run simulated with 380 ppm
CO2, and compared to zonal mean 1979-2015 ERA-I, 1985-
1989 NCEP and 1983-2009 ISCCP data. (a) Surface and at-
mospheric temperatures. (b) Ocean, atmospheric and total
heat transport. (c) Total column water vapor. (d) Cloud
cover fraction. (e) Lapse rate (averaged from surface to
650 hPa). (f) Latent heat flux.
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Figure 5.2: Schematic of the radiative fluxes in the EBM. Values
shown in black bold text are output from our EBM run
with 380 ppm CO2,while values shown in brackets are
from Wild et al. (2013). Red bold numbers denoted with
a ? are output from the EBM run with 760 ppm CO2 and
with cloud albedo prescribed, while red bold numbers de-
noted with a † are output from the EBM with cloud albedo
activated. All values are in Wm−2.
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5.3 methods
5.3.1 The model
The model used in this work is an extension of the EBM presen-
ted and thoroughly described in Chapter 4. Here a brief descrip-
tion of the model is provided. For further details see Chapter
4. As mentioned in Chapter 4, the EBM developed during this
PhD has a surface level (averaged over land and ocean), an at-
mospheric layer (representative of 650 hPa) extending from that
surface to the top of the atmosphere, and a latitudinal resolu-
tion of 1◦. The transport of heat across latitudes is represented
by turbulent flow (diffusion), with a contribution from mean
flow (advection) in low latitudes within the Hadley cell where
the rotation of the Earth, and therefore baroclinic instability,
becomes less important (see Chapter 4). This EBM also has a
simple radiation scheme that takes into account the feedbacks
from surface albedo, water vapour and cloud cover fraction. In
this new version of the EBM, the feedback from cloud albedo,
or reflectivity of clouds, is also included.
The differences in the model presented in this chapter com-
pared to the version of the model presented in Chapter 4 lie
in the SWs and SWa terms in Eqs. 4.1a and 4.1b. In Chapter
4, the albedo of clouds (αc) in Eqs. 4.5a and 4.5b, was set to
a constant. Here, αc is calculated as a simple function of the
approximate temperature of the top of the clouds in the model
(T c),
αc = αcl T
c > TA
αc = αcl − (αcl −αci)
× (T c − TA)/(TB − TA) TA > T c > TB
αc = aci T
c 6 TB
where αcl is the albedo for liquid clouds (set to 0.71), αci is
the albedo for ice in clouds (set to 0.25), TA is the temperature
at which the transition from liquid water to mixed phase and
supercooled water takes place, and TB is the temperature at
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which the transition from mixed phase and supercooled water
to ice crystals occur in the clouds. Kay et al. (2016) tested the
sensitivity of TA on the amount of SW radiation absorbed by
the Southern Ocean, by using two different values, −5◦C and
−20◦C. In this work TA is set to −5◦C. Here TB is set to −48◦C,
chosen to enhance the variation, so that the effects of changes
in cloud temperature will become clear in the simulations (see
Fig. 5.3).
As can be seen in Fig. 5.3 the temperature at the cloud top
is cooler in the low latitudes compared to the high latitudes.
This is because in the low latitudes, where the surface temperat-
ure is relatively high, there are strong vertical air motions that
cause rapid cooling of air, and produce larger droplets when
water condenses, compared to slow cooling associated with
weaker vertical motions. Large droplets fall more rapidly than
small droplets, and collide with other droplets, merging into
larger droplets. Heat that is released when water condenses
causes very rapid ascent of large air parcels, capable of form-
ing clouds that extend into the upper troposphere where the
colliding droplets freeze. This happens e.g. in stormy weather,
and also explains the large fraction of ice clouds in the low
latitudes where strong vertical motion takes place as a result
of high surface temperatures and strong fluxes of latent heat.
The processes just mentioned are too complex to include in a
simple EBM such as the one presented here. The EBM presen-
ted in this thesis has a very simple vertical structure, and to
take several vertical levels of clouds into account would not
be possible without adding a significant amount of complexity
to the model. The amount of SW radiation that is reflected by
clouds depends on the properties of clouds at different levels
in the atmosphere. However, at the top of the atmosphere, the
properties of the top of high level clouds have the greatest im-
pact on the SW radiation associated with clouds. The phase of
the water in clouds depends on the temperature. The cloud top
temperature T c in the model presented here is calculated as
follows,
T c = Ta − Γ(zc − z650hPa) (5.1)
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where Γ is the lapse rate, zc is the altitude of the cloud top (in
km) and z650hPa is the altitude at 650 hPa (in km). The altitude
at the cloud top does not change with changing climate, and is
calculated with the following expression,
zc = a(b− (x× x)b) (5.2)
where x = sinφ, φ is the latitude and the constants a = 8.9,
b = 2.0 and c = 1.8 are tuned so that the EBM simulated cloud
top altitude approximately agrees with the cloud top altitude
from Hagihara et al. (2014). The cloud top temperature also reg-
ulates the emission of LW radiation to space. The emission tem-
perature from clouds is corrected with a factor of 0.94, chosen
so that the EBM simulated surface and atmospheric temperat-
ures agree with ERA-I temperatures. The EBM simulated cloud
top temperature and altitude for the simulation with 380 ppm
CO2 is displayed in Fig. 5.3. The horizontal lines in panel (a)
in Fig. 5.3 show the temperatures where transition from wa-
ter droplets to a mix of water and ice cloud occur (-5◦C), and
where the transition from mixed phase to total glaciation occurs
(-48◦C).
5.3.2 Feedbacks
When a forcing is applied to the climate system, the system
responds by altering the radiative fluxes. It has been shown
that there is a linear relation between the radiative response of
the system at the top of the atmosphere (TOA) and the associ-
ated surface temperature change. For a climate system where
all feedbacks are supressed, a climate sensitivity parameter, λ0,





where ∆RTOAF is the perturbation in TOA radiative flux due to
a forcing, and ∆T s0 is the corresponding change in surface tem-
perature. When feedback processes are added to the perturbed
climate system, the radiative perturbation is either amplified or
5.3 methods 99
Figure 5.3: Cloud top (a) equilibrium temperature and (b) altitude.
The red horizontal lines show the temperatures where the
transition from ice phase to mixed phase and mixed phase
to water vapour occur.


















where nrf is the number of feedbacks included, RTOAi is the
perturbation in radiative flux at TOA associated with the added
feedbacks, and λi is the feedback factor for climate variable i.
The final surface temperature change can then be expressed as







The climate feedback strength λi can then be obtained from Eq.
5.5, without explicitly having to calculate the RTOAF .
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Climate sensitivity and the climate feedback factors can be cal-
culated in different ways. Equilibrium climate sensitivity is usu-
ally defined as the change in surface temperature following a
doubling of atmospheric CO2 concentrations, after the climate
system has readjusted to an equilibrium state. The climate sens-
itivity parameter is then calculated according to Eq. 5.4 or Eq.
5.5 from an equilibrium state. Estimates of equilibrium climate
sensitivities are rare since the GCMs, due to the long response
time scales of the deep ocean, need to be run for hundreds to
thousands of years to reach full equilibrium (Li, 2012). To get
around the requirement of having to run the model to equilib-
rium, model output for evolving transient conditions is some-
times used. The climate response parameter is then determined
by regressing RTOAi (t) against T
s
i (t) where t is the timestep from
the initial perturbation (Gregory et al., 2004). The slope is the ef-
fective climate response parameter and the intercept with RTOAi
is F. In this work the EBM is always run to equilibrium, and the
climate sensitivity is therefore always the equilibrium climate
sensitivity.
Independent of the choice of method used to project CO2-induced
changes in temperature after the climate system has adjusted
to a new equilibrium state, the concept of λ is associated with
difficulties and uncertainties. For example, λ depends on the
timescales at which feedbacks respond to the forcing. Gregory
et al. (2004) showed that in a simulation where a GCM is run
to equilibrium, the temperature change slows down when ap-
proaching the equilibrium state, when the ocean heat uptake
is the major contributor to the change in temperature. Other
responses, for example responses related to clouds, happen on
very short timescales, which means that there will be a greater
change in temperature during the time, linked to readjustment
of clouds. The assumption that λ is linear is probably not com-
pletely true on longer timescales (Gregory et al., 2004). One
reason why the linear approximation is still widely used is its
simplicity, convenience and lack of alternatives (Knutti and Ru-
genstein, 2015).
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5.4 climate sensitivity for a doubling of co2
The EBM was run first with 380 ppm and then with 760 ppm
atmospheric CO2 concentration, with different feedbacks activ-
ated or disabled by prescribing the associated model variables,
similar to Chapter 4. In addition, the EBM was run with cloud
albedo (αc) feedback activated or disabled, for all combinations
of feedbacks. In this chapter the full feedback simulation is the
simulation where surface albedo (αs), water vapour (WV) and
cloud cover (fc) feedbacks are simultaneously activated, and
the EBM is run with 380 ppm CO2. The reference run is referred
to as the full feedback simulation with cloud albedo feedback
activated.
To make comparison between temperature changes (due to in-
creased CO2 loading) for different simulations easier, gain factors,
Gg (for global temperature changes),Geq (for temperature changes
in the equatorial regions) and Gp (for changes in the polar re-
gions), were introduced. The gain factors are simply calculated
as the fraction between the surface temperature changes (due to
increased CO2 concentrations) from simulations with activated
αc feedback (∆T sintαc) and from simulations with αc prescribed





A G that is larger than one implies that the cloud albedo feed-
back amplifies the surface warming, while a G that is less than
one means that the cloud albedo feedback damps the surface
warming.
5.4.1 Global temperature changes
For a doubling of CO2, the global mean temperature change
∆T sg is increased for all simulations (see panel (a) in Fig. 5.4, and
Table 5.2). When the cloud albedo is activated this increase in
∆T sg is reduced for the simulation where surface albedo, water
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Figure 5.4: Equilibrium surface temperature changes for a doubling
of CO2, for all eight combinations of simulations, for sim-
ulations with aprescribed cloud albedo, binteractive cloud
albedo. Global mean (a), equatorial regions (b), polar re-
gions (c).
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Table 5.2: Changes in global mean temperatures for a doubling of
CO2 concentration, for simulations with cloud albedo that
changes with changing temperature (Int. αc) and simula-
tions with prescribed cloud albedo (Pre. αc). The global
mean gain factors Gg are also listed.
∆T sg (◦C)
Sim.# αs WV fc Int. αc Pre. αc Gg
1 On On On 2.495 2.537 0.983
2 On On Off 2.040 2.121 0.962
3 On Off On 1.921 1.928 0.996
4 On Off Off 1.422 1.422 1.000
5 Off On On 1.734 1.684 1.030
6 Off On Off 1.327 1.287 1.031
7 Off Off On 1.337 1.296 1.032
8 Off Off Off 1.021 0.968 1.055
vapour and cloud cover interact (simulation #1) and the simu-
lation with prescribed cloud cover, and where surface albedo
and water vapour interact (simulation #2). The temperature in-
crease is very small for the simulation where water vapour is
prescribed (simulation #3), unchanged for the simulation where
only the surface albedo is activated (simulation #2), and en-
hanced for simulations #5, 6, 7 and 8. This means that the global
mean gain factor, Gg, is smaller than one for simulation # 1, 2,
and 3, equal to one for simulation #4 and larger than one for
simulation #5, 6, 7 and 8 (see Table 5.2). On a global scale, of
all possible combinations of feedbacks, the full feedback simu-
lation (simulation #1), with αc prescribed, is found to have the
greatest surface temperature change (2.537 ◦C) for a doubling
of CO2 concentrations (Fig. 5.4 and Table 5.2). The increase in
∆T sg is slightly reduced, to 2.495 ◦C, when the αc feedback is
activated. This gives a Gg of 0.983.
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Figure 5.5: Cloud top temperature for EBM simulations with 760 ppm
CO2, for all eight possible combinations of activated feed-
backs, with cloud albedo feedback activated for all simu-
lations.
On a global scale, increased cloud top temperatures are found
for all simulations for a doubling of CO2, even though there is
a decrease in cloud top temperatures the regions between 50◦
to 60◦ S/N (see Fig. 5.5 and Table 5.3). The exceptions are the
simulations where the cloud cover feedback is activated and
surface albedo and water vapour is prescribed (simulation #7)
and the simulation where surface albedo, water vapour and
cloud cover are prescribed (simulation #8, Table 5.3). An in-
crease in cloud temperature gives a larger fraction of water
droplets (compared to ice crystals) in the cloud. Since water
droplets have higher albedo compared to ice crystals, in this
simple EBM the albedo of clouds increase (see panel (a) in
Fig. 5.6). This means that for a doubling of CO2, clouds with
higher albedo reflect SW radiation more efficiently. However,
the amount of SW radiation that is reflected from clouds does
not only depend on the albedo of the cloud, but also on the
size of the area from which the SW radiation is reflected, i.e.
the amount of clouds that cover the sky.
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Table 5.3: Changes in global mean cloud top temperature (Tcg), SW
radiation reflected from clouds (SWcg) and LW radiation
emitted from the atmosphere to the surface (LWg) for a




Sim.# αs WV fc Int. αc Pre. αc Int. αc Pre. αc Int. αc Pre. αc
1 On On On 0.739 0.794 4.397 3.979 22.524 22.693
2 On On Off 1.035 1.220 0.435 0.000 18.062 18.686
3 On Off On 0.480 0.506 4.157 3.866 16.265 16.209
4 On Off Off 0.558 0.594 0.130 0.000 11.714 11.753
5 Off On On 0.135 0.074 3.286 3.574 18.616 18.392
6 Off On Off 0.3333 0.270 0.183 0.000 14.445 14.217
7 Off Off On -0.040 -0.066 2.924 3.276 13.826 13.727
8 Off Off Off -0.101 0.000 -0.313 0.000 10.306 10.084
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The reduction in surface temperature in simulation #1 when
the cloud albedo feedback is activated is associated with the in-
crease in SW radiation reflected from clouds (from 3.979 Wm−2
to 4.397 Wm−2, see Table 5.3). There is a decrease in cloud top
temperature change (from 0.794 to 0.739◦C, Table 5.3) and there-
fore higher albedo, when the cloud albedo feedback is activated.
The increase in cloud reflected SW radiation in simulation #1 is
caused by increasing cloud cover fraction.
For a doubling of CO2, there is an increase in SW radiation
that is reflected from clouds for all simulations when cloud al-
bedo is prescribed. This is because there is an increase in cloud
cover fraction for all simulations (where the cloud cover frac-
tion is activated, i.e. simulations #1, 3, 5 and 7), but no change
in cloud albedo which gives a net increase in cloud reflected
SW radiation. When the cloud albedo is activated there is a de-
crease in net cloud reflected SW radiation for the simulation
where surface albedo, water vapour and cloud cover fraction
are prescribed (simulation #8, -0.313 Wm−2), due to a decrease
in global mean cloud top temperature (-0.101 ◦C, leading to a
lower albedo) and no change in cloud cover fraction (see Table
5.3).
Cloud reflected SW radiation has a cooling effect on the surface
temperature. There is an increase in net SW radiation reflected
from clouds for simulations #1, 2, and 3 when the cloud albedo
feedback is activated, which dampens the surface temperature
increase (see Figure 5.4 and Table 5.2). There is also an associ-
ated decrease in LW radiation emitted back to the surface from
the atmosphere (Table 5.3).
In this simple EBM the cloud emissivity is set to 0.66, and the
emissivity for CO2 and water vapor is estimated to be 0.24
for the reference simulation, when calculated from Eq. 4.11.
Because of the higher emissivity in clouds compared to clear
sky, clouds emit more LW radiation back to the surface. With
increasing cloud cover, not only does the cloud reflected SW
radiation increase, but the cloud emitted LW radiation also in-
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creases (see Table 5.3 and Figure 5.7).
There is no change in surface temperature for the simulations
where the surface albedo feedback is active and water vapour
and cloud cover are prescribed (simulation #4) when cloud al-
bedo feedback is activated. This is a result of increasing SW ra-
diation reflected from clouds (from 0.000 to 0.130 Wm−2) which
is offset by decreasing LW radiation backemitted to the surface,
from 11.753 to 11.714 Wm−2. The increase in LW radiation is
caused by increased absorption of SW radiation by the surface,
due to a shift of the ice edge towards higher latitudes, and there-
fore exposure of a larger, darker surface area. The warmer sur-
face emits more LW radiation to the atmosphere. The increased
amount of LW radiation that is absorbed by the atmosphere
warms the atmosphere, which in turn emits more LW radiation
back to the surface.
In the simulation where surface albedo is prescribed and the
water vapour and cloud cover feedbacks are activated (simu-
lation #5), there is an increase in LW radiation emitted back
to the surface (from 18.392 to 18.616 Wm−2) when the cloud
albedo feedback is activated (Table 5.3). Even though there is
an increase in cloud top temperature (from 0.074 to 0.135 ◦C)
which gives a larger cloud albedo, there is a decrease in SW ra-
diation reflected by clouds (from 3.574 to 3.286 Wm−2), because
of a decrease in cloud cover fraction when cloud albedo is activ-
ated. The enhanced LW radiation and decrease in SW radiation
results in a net warming of the surface when the cloud albedo
is active (see panel (a) in Fig. 5.4 and Table 5.2).
The warming effect from increasing LW radiation (from 14.217
to 14.445 Wm−2) is stronger than the cooling effect from increas-
ing SW radiation reflected by clouds (from 0.000 to 0.183 Wm−2),
resulting in a net warming of the surface (from 1.121 to 2.040 ◦C)
when the cloud albedo is activated in the simulation where wa-
ter vapour is active and surface albedo and cloud cover are
prescribed (simulation #6).
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The decrease in cloud top temperature for a doubling of CO2
(-0.066 ◦C) found for the simulation where only the cloud cover
feedback is active (simulation #7) gives a smaller cloud albedo,
resulting in more SW radiation that reaches and warms the
surface compared to the reference simulation. The cloud top
temperature decreases slightly (to -0.040 ◦C), when the cloud
albedo feedback is activated. However the net SW flux reflected
from clouds is larger when cloud albedo is prescribed (3.276 Wm−2
compared to 2.924 Wm−2 when cloud albedo feedback is activ-
ated) because of a larger increase in cloud cover fraction. The
smaller increase in cloud reflected SW radiation and larger in-
crease in LW radiation when cloud albedo feedback is activated
(Table 5.3) result in a net increase in surface temperature (see
Fig.5.4 and Table 5.2).
There is a global mean decrease in cloud top temperature for
the simulation where surface albedo, water vapour and cloud
cover interact, and the albedo feedback is activated (simulation
#8, -0.101 ◦C, see Table 5.3), giving a smaller cloud albedo. This
gives a net decrease in SW radiation reflected from clouds. The
decrease in net SW radiation reflected by clouds allows more
SW radiation to be absorbed by the surface, and increase the
surface temperature. The LW radiation that is emitted from
the atmosphere to the surface is enhanced when climate vari-
ables interact (see Table 5.3 and also Chapter 4), which result
in increased surface warming. When all three climate variables
are prescribed, the increase in LW radiation is relatively small,
10.084 Wm−2 when cloud albedo is prescribed, and 10.306 Wm−2
when cloud albedo is activated (see Table 5.3), resulting in a re-
latively small surface temperature increase for a doubling of
CO2 (0.968 ◦C when cloud albedo is prescribed and 1.021 ◦C
when cloud albedo feedback is active, Fig. 5.4 and Table 5.3).
The strongest effect from the cloud albedo feedback, on a global
scale, is found for the simulation where surface albedo, water
vapour and cloud cover fraction are prescribed, with a gain
factor or 1.055 (simulation #8, Table 5.2). The smallest effect is
found for the simulation where surface albedo is active and
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Figure 5.6: Zonal mean (a) cloud cover fraction and (b) cloud albedo
for EBM simulations with 760 ppm CO2, for all eight pos-
sible combinations of activated feedbacks, and with cloud
albedo feedback activated for all simulations.
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Table 5.4: Changes in equatorial (0◦-30◦ S/N) mean temperatures
for a doubling of CO2 concentration, for simulations with
cloud albedo that changes with changing temperature (Int.
αc) and simulations with prescribed cloud albedo (Pre. αc).
The low latitude mean gain factors Geq are also listed.
∆T seq (◦C)
Sim.# αs WV fc Int. αc Pre. αc Geq
1 On On On 0.871 0.912 0.955
2 On On Off 1.111 1.199 0.927
3 On Off On 0.625 0.647 0.966
4 On Off Off 0.747 0.772 0.968
5 Off On On 0.818 0.814 1.005
6 Off On Off 0.963 0.956 1.007
7 Off Off On 0.600 0.596 1.007
8 Off Off Off 0.684 0.667 1.025
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Figure 5.7: LW radiation emitted from the atmosphere to the surface
for EBM simulations with 760 ppm CO2, for all eight pos-
sible combinations of activated feedbacks, with cloud al-
bedo feedback activated for all simulations.
water vapour and cloud cover fraction are prescribed, with a
gain factor of 1.000 (simulation #4, Table 5.3).
5.4.2 Temperature changes in low and high latitudes
In the lower latitudes (here defined as 0◦ to 30◦ S/N) for a
doubling of CO2, a damping of the surface temperature when
the cloud albedo feedback is activated is found for simulations
#1, 2, 3 and 4 (the simulations with prescribed surface albedo).
Simulations with cloud cover feedback activated and surface al-
bedo prescribed (simulations #1 and 3) give decreases in cloud
reflected SW radiation for a doubling of CO2. This is because
of decreases in cloud cover in the low latitudes (see panel (a) in
Fig. 5.6).
The largest surface temperature change is found for the simula-
tion with prescribed cloud cover fraction, and activated surface
albedo and water vapor feedbacks (simulation #2, 1.199 ◦C for
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the simulation when cloud albedo is prescribed, see panel (b)
in Fig. 5.4 and Table 5.4). The temperature change is dampened
when cloud albedo is activated, with an increase of 1.111 ◦C,
which gives a gain factor Geq of 0.927. The damping effect
is due to an increase in reflected SW radiation (from 0.000 to
0.625 Wm−2), and also a decrease in LW radiation emitted from
the atmosphere to the surface (Table 5.5).
The damping effect is slightly weaker for the full feedback sim-
ulation (#1) in the lower latitudes, with a Geq of 0.955, after a
small temperature decrease from 0.912 ◦C when the cloud al-
bedo is prescribed to 0.871 ◦C when the cloud albedo feedback
is activated (see panel (b) in Fig. 5.4 and Table 5.4). This damp-
ing effect is caused by increasing reflected SW radiation, from
-2.324 Wm−2 when cloud albedo is prescribed to -1.750 Wm−2
when cloud albedo is activated (Table 5.5). The LW radiation is
also reduced, from 8.397 to 8.263 Wm−2, due to a decrease in
cloud cover.
A decrease in low latitude cloud cover is found for all simu-
lations, but is greatest for the simulation where surface albedo,
water vapor and cloud cover interact (simulation #1, see panel
(a) in Fig. 5.5). In the low latitudes, the decrease in cloud cover
dampens the effect from increasing albedo caused by increas-
ing cloud temperature.
In the low latitudes, the simulation with all three climate vari-
ables prescribed (simulation #8) gives the largest Geq (1.025),
associated with a ∆T seq of 0.667 ◦C when cloud albedo is pre-
scribed, and 0.684 ◦C with the cloud albedo feedback active (see
panel (b) in Fig. 5.4 and Table 5.4).
The effect from the cloud albedo feedback on the surface tem-
perature is found to be greatest in the higher latitudes (here
defined as 60 ◦ to 90 ◦ S/N) with gain factors Gp ranging from
0.988 for the simulation with surface albedo and water vapour
active and cloud cover fraction prescribed (simulation #2) to
1.059 for the simulation with surface albedo, water vapour and
cloud cover prescribed (simulation #8, Table 5.7). In the high
5.4 climate sensitivity for a doubling of co2 113
Table 5.5: Changes in equatorial mean cloud top temperature (Tceq),
SW radiation reflected from clouds (SWceq) and LW radi-
ation emitted from the atmosphere to the surface (LWeq)
for a doubling of CO2 concentration.
∆SWceq ∆LWeq
Sim.# αs WV fc Int. αc Pre. αc Int. αc Pre. αc
1 On On On -1.750 -2.324 8.263 8.397
2 On On Off 0.625 0.000 14.591 15.363
3 On Off On -1.264 -1.670 5.316 5.325
4 On Off Off 0.357 0.000 9.035 9.176
5 Off On On -1.444 -1.514 8.897 8.979
6 Off On Off 0.189 0.000 13.192 13.117
7 Off Off On -1.043 -1.066 6.003 6.094
8 Off Off Off 0.098 0.000 8.616 8.510
114 an ebm exploration of the cloud albedo feedback
Table 5.6: Changes in polar mean SW radiation reflected from clouds
(SWcp) and LW radiation emitted from the atmosphere to
the surface (LWp) for a doubling of CO2 concentration.
∆SWcp ∆LWp
Sim.# αs WV fc Int. αc Pre. αc Int. αc Pre. αc
1 On On On 27.798 27.630 64.061 64.396
2 On On Off 0.055 0.000 26.730 27.000
3 On Off On 26.182 25.971 50.895 50.649
4 On Off Off -0.062 0.000 18.072 17.888
5 Off On On 22.177 22.211 46.086 45.402
6 Off On Off -0.188 0.000 17.114 16.735
7 Off Off On 19.400 19.657 37.194 36.773
8 Off Off Off -0.310 0.000 13.979 13.638
latitudes the large increase in cloud cover, i.e. the area of which
SW radiation is reflected, enhances the increase in cloud al-
bedo when the cloud albedo feedback is activated. A net sur-
face warming is found for all simulations when cloud albedo
feedback is activated (panel (c) in Fig. 5.4). The exception is
the simulation where surface albedo, water vapor and cloud
cover feedbacks are activated (simulation #1), and the simula-
tion where surface albedo and water vapor feedbacks are act-
ive and cloud cover is prescribed (simulation #2). For simula-
tion #1 there is a small decrease in surface temperature, from
7.585 ◦C to 7.539 ◦C which gives a gain factor of 0.994 (see Table
5.3). For simulation #1, there is an increase in cloud reflected
SW radiation, from 27.630 to 27.798 Wm−2, when cloud albedo
is activated (Table 5.6). This cools the surface. This cooling ef-
fect is enhanced by an increase in LW radiation, from 64.396
to 64.061 Wm−2 when cloud albedo feedback is active, due to
a smaller increase in cloud cover fraction, which dampens the
surface temperature change when cloud albedo is activated.
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A decrease in polar cloud reflected SW radiation is found for
the simulations with prescribed water vapor and cloud cover
and with surface albedo feedback active (-0.062 Wm−2, simu-
lation #4), when the cloud albedo feedback is activated (Table
5.6). This has a warming effect on the surface temperature, since
more SW radiation reaches the surface. Decreases in SW radi-
ation reflected from clouds are also found for the simulation
where only the water vapor and cloud albedo feedbacks are
active (-0.188 Wm−2, simulation #6) and the simulation where
only the cloud albedo feedback is active (-0.310 Wm−2, simula-
tion #8).
There are complicated interactions between increasing cloud
temperature (and resulting increasing cloud albedo), and LW
radiation in the low latitudes. The cooling effect from increas-
ing cloud albedo, due to increased CO2 concentrations, is partly
offset by enhanced LW radiation emitted from the atmosphere
to the surface.
5.5 feedback strengths for a doubling of co2
The feedback strength, λ, for each of the eight simulations was
calculated using to Eq. 5.5. The feedback strength associated
with the planck feedback, λ0, in Eq. 5.5 was calculated from the
temperature change for a doubling of CO2 concentrations for
the simulation where αs, WV and fc are prescribed (simulation
#8). Just as for the surface temperature change, to investigate
the effects from the cloud albedo on the feedback strength, a





where λintαc is the feedback strength calculated from Eq. 5.5
with T s from simulations with cloud albedo that is allowed
to change with changing temperatures within the model, and
where λpreαc is the climate sensitivity calculated with T
s from
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Table 5.7: Changes in polar (60◦-90◦ S/N) mean temperatures for a
doubling of CO2 concentration, for simulations with cloud
albedo that changes with changing temperature (Int. αc)
and simulations with prescribed cloud albedo (Pre. αc).
The high latitude mean gain factors Gp are also listed.
∆T sp (◦C)
Sim.# αs WV fc Int. αc Pre. αc Gp
1 On On On 7.539 7.585 0.994
2 On On Off 4.872 4.932 0.988
3 On Off On 6.015 5.974 1.007
4 On Off Off 3.392 3.323 1.021
5 Off On On 4.371 4.247 1.029
6 Off On Off 2.270 2.179 1.042
7 Off Off On 3.508 3.407 1.030
8 Off Off Off 1.871 1.767 1.059
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Figure 5.8: Climate feedback strengths for global mean temperature
responses to a doubling of CO2 in the atmosphere, for
all eight combinations of feedbacks, for simulations with
aprescribed cloud albedo, binteractive cloud albedo.
simulations where the cloud albedo is prescribed with values
from the reference run.
According to our simulations, the largest λ is found for the
simulations where there is interaction between two or more
climate variables (simulations #1, 2, 3 and 5, see Fig. 5.8 and
Table 5.8). For simulations with prescribed cloud albedo, the
largest λ is found for the full feedback simulation (simulation
#1, 2.365 Wm−2◦C−1), followed by the simulation where the
cloud cover is prescribed (simulation #2, 2.079 Wm−2◦C−1), the
simulation where the water vapor is prescribed (#3, 1.904 Wm−2◦C−1)
and the simulation where the surface albedo is prescribed (#5,
1.627 Wm−2◦C−1) (see Fig. 5.8 and Table 5.8). For the single isol-
ated feedback simulations, the case with the surface albedo
feedback active and with water vapor and cloud cover pre-
scribed (simulation #4), gives the largest climate feedback factor
(1.221 Wm−2◦C−1), followed by the simulation with only the
cloud cover feedback active (simulation #7, 0.967 Wm−2◦C−1)
and the simulation with only water vapor feedback active (#6,
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Table 5.8: Climate feedback parameters (λ) for a doubling of CO2 con-
centration, for simulations with cloud albedo that changes
with changing temperature (Int. αc) and simulations with
prescribed cloud albedo (Pre. αc). The gain factors Gλ are
also listed.
λ (Wm−2◦C−1)
Sim.# αs WV fc Int. αc Pre. αc Gλ
1 On On On 2.340 2.365 0.989
2 On On Off 2.010 2.079 0.967
3 On Off On 1.898 1.904 0.997
4 On Off Off 1.222 1.221 1.001
5 Off On On 1.689 1.627 1.038
6 Off On Off 1.035 0.948 1.092
7 Off Off On 1.057 0.967 1.093
8 Off Off Off 0.195 0.000 -
0.948 Wm−2◦C−1). When the cloud albedo feedback is activated,
an amplifying effect on the climate feedback factor is found for
the simulations with prescribed surface albedo (simulations #5,
6, 7 and 8), while a damping effect is found for simulations
where the surface albedo feedback is active (simulations #1, 2
and 3). The simulation where only the surface albedo feedback
is active (#4) gives a very small increase in the climate feedback
factor (see Fig. 5.8 and Table 5.8). The simulation with only sur-
face albedo feedback active has a gain factor Gλ of 1.001.
The simulations where the surface albedo is prescribed (sim-
ulations #5, 6, 7), respond more strongly to the activation of
cloud albedo feedback compared to the simulations where the
surface albedo feedback is activated (i.e. simulations #1, 2, 3
and 4). The largest increase in λ is found for the simulation
with isolated cloud cover feedback (simulation #7) with a Gλ of
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1.093, followed by the isolated water vapour feedback (simula-
tion #6) with a Gλ of 1.092 and the coupled water vapor and
cloud cover simulation (#5) with a Gλ of 1.038 (see Table 5.8).
The relatively small gain factor Gλ for simulations where the
surface albedo is activated (simulations #1, 2, 3 and 4), com-
pared to where surface albedo is prescribed (simulation #5, 6
and 7) indicates that surface albedo dampens the effect from
cloud albedo on λ. Clouds and ice covered surface have similar
albedos (in this EBM set to 0.71), so changes in clouds over ice
covered surface will have little effect on the net SW radiation.
When cloud albedo is activated, there is a reduction in SW ra-
diation reflected from clouds, from 3.574 to 3.286 Wm−2 for the
simulation where surface albedo is prescribed (simulation #5),
due to a decrease in cloud cover in the area where cloud albedo
changes the most (see Fig. 5.6). A reduction in SW radiation is
also found for the simulation with only cloud cover activated
(from 3.276 to 2.924 Wm−2, simulation #7, see Table 5.3). Surface
albedo primarily affects surface SW fluxes, but also the LW ra-
diation components. The combination of reduced SW radiation
and a relative large increase in LW fluxes when cloud albedo is
activated in simulation #5 and 7 gives a relatively large Gλ. This
indicates that the cloud albedo affects the interaction between
the SW and LW components.
5.6 discussion and summary
In this chapter results from the EBM described in Chapter 4, ex-
tended with cloud albedo feedback, are presented. It is found
that for a doubling of CO2, on a global scale the activation of
the cloud albedo feedback enhances the CO2-induced surface
temperature increase for simulations where the surface albedo
is prescribed (simulations #5, 6, 7 and 8), and dampens the sur-
face temperature increase in simulations where surface albedo
feedback interacts with water vapour or/and cloud cover feed-
backs (#1, 2 and 3). In the high latitudes (here defined as 60 ◦ to
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◦ S/N), the surface temperature increase is damped for the
simulation where the surface albedo feedback interacts with
water vapour (simulations #1 and 2), and is enhanced for the
rest of the simulations. In the equatorial regions, the surface
temperature warming for all simulations where the surface al-
bedo feedback is activated is also dampened by activation of
the cloud albedo feedback (simulations #1, 2, 3 and 4).
For a doubling of CO2, the increase in temperature in clouds
found for all simulations except for the simulation where sur-
face albedo, water vapor and cloud cover are prescribed (sim-
ulations #8) and the simulation with only cloud cover feed-
back activated (#7), lead to higher cloud albedo, allowing less
SW radiation to reach and warm the surface. The increase in
cloud temperature in the lower most and higher most latitudes
(defined by the latitudes poleward of where the critical tem-
perature for cloud phase transformation TA takes place, and
equatorward of where TB takes place, see Fig. 5.3) does not af-
fect the cloud albedo in this model since the temperature is well
below the critical temperature for transition from ice to water-
ice mixed phase and from mixed phase to total water phase
for all simulations. There are only two critical temperatures for
phase transitions in the EBM presented in this chapter. There-
fore the geographical distribution of changes in cloud albedo
is also simplified. However, the results presented here give an
indication of the importance of representing the reflectivity of
clouds and changes of reflectivity of clouds correctly in climate
models.
The results presented here indicate that the other feedbacks, i.e.
surface albedo, water vapour and cloud cover feedbacks also
impact the effects that cloud albedo has on the climate system.
The cooling effect that cloud albedo has on the global mean
surface temperature is enhanced for the simulation where sur-
face albedo, water vapour and cloud cover interact (simulation
#1), the simulation where the cloud cover fraction is prescribed
(simulation #2), and the simulation where water vapor is pre-
scribed (simulation #3).
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In both high and low latitudes, a warming of the clouds is
found, which results in increasing cloud albedo due to more
water droplets in the cloud, which leads to a cooling of the
surface temperature. However, there is also a competing effect
from the warming related to the increase in LW radiation that
is emitted from the atmosphere to the surface. When the LW
radiation is smaller, e.g. when the interaction between positive
feedbacks such as surface albedo, water vapour or cloud cover
feedbacks are weaker, the effect from cloud albedo feedback
becomes more important. Of the isolated feedback simulations
cloud albedo has the greatest impact on the cloud cover feed-
back, followed by the water vapour and the surface albedo feed-
backs.
The amplified climate feedback strength caused by the the cloud
albedo feedback is greatest when the surface albedo is pre-
scribed, due to a warming of the cloud temperature, and there-
fore increase in cloud albedo, especially in the high latitudes,
in combination with increased LW radiation backemitted from
the atmosphere to the surface.
According to the output from our EBM, the climate feedback
strength for the full feedback simulation is 2.365 Wm−2◦C−1
with an increase to 2.340 Wm−2◦C−1 when the cloud albedo
feedback is prescribed. This is very close to the feedback strength
of 2.2 Wm−2◦C−1 presented by Colman (2003). The feedback
strength for the surface albedo from the work of Colman (2003)
can be compared to our isolated αs simulation. Our EBM simu-
lated feedback strength for the isolated αs simulation is 1.221 Wm−2◦C−1
and is slightly increased to 1.222 Wm−2◦C−1 when the cloud al-
bedo feedback is activated. This is above the high end of the
model range presented by Colman (2003), where the model
mean for the surface albedo feedback strength is reported to
be 0.36 Wm−2◦C−1, with a model spread 0.75 Wm−2◦C−1. The
model mean feedback strength for surface albedo in the fifth
assessment report from IPCC is 0.3 Wm−2◦C−1, with values ran-
ging from 0.2 to 0.4 Wm−2◦C−1 (Flato et al., 2013). However, the
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difference between λ for the full feedback simulation (simula-
tion #1, 2.340 Wm−2◦C−1) and λ for the simulation with locked
surface albedo (simulation #5, 1.689 Wm−2◦C−1) is 0.651 Wm−2◦C−1,
which is within the uncertainty range presented by Colman
(2003). The difference in λ for the αs feedback (i.e. 1.222 Wm−2◦C−1
and 0.651 Wm−2◦C−1) also points towards the non-linearities of
the system (as also discussed in Chapter 4).
The feedback strength for water vapor simulated with the EBM
presented here is 0.948 Wm−2◦C−1 (increased to 1.035 Wm−2◦C−1
when cloud albedo feedback is activated) which is just below
the lower end of the combined feedback strength from water
vapour and lapse rate reported by Colman (2003). Their model
mean water vapour/lapse rate feedback strength is reported to
be 1.37 Wm−2◦C−1 with a model spread of 0.63 Wm−2◦C−1. Our
EBM simulated WV feedback strength is however very close to
the sum of the lapse rate and water vapour feedback strengths
of 0.95 Wm−2◦C−1 as reported by Soden and Held (2006). In the
fifth assessment report from IPCC, the model mean lapse rate
feedback strength is -0.6 Wm−2, and the model mean water va-
pour feedback strength 1.6 Wm−2◦C−1 (Flato et al., 2013). The
sum of the lapse rate and water vapour feedback strengths is
1.0 Wm−2◦C−1, very close to our EBM simulated water vapour
feedback strength.
The spread in model results is large for all feedback strengths,
both in the work of Colman (2003) and in the IPCC report. The
largest spread is found for the cloud feedback. In the work
of Colman (2003) the model mean cloud feedback strength is
0.55 Wm−2◦C−1, with a model range of 1.45 Wm−2◦C−1. Even
the sign differs between models. In the IPCC report the model
mean for cloud feedback is 0.3 Wm−2◦C−1, with model values
from -0.4 to 0.5 Wm−2◦C−1. Our EBM simulated feedback strengths
for cloud cover is 0.967 Wm−2◦C−1, within the uncertainty presen-
ted by Colman (2003), but higher than the upper values of
the range presented by IPCC. The feedback strength for our
EBM simulation where both the cloud cover and cloud albedo
feedbacks are taken into consideration increases λ further, to
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1.057 Wm−2◦C−1. The difference between the feedback strength
between the full feedback simulation (#1, 2.340) and the simula-
tion with locked cloud cover fraction (#2, 2.010) is 0.330, which
is much closer to the values reported in the literature. This also
points towards the non-linearities of the system.
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The research presented in this chapter has been peer reviewed
and published in the scientific journal Geophysical Reserch Let-
ters (see Ref. Södergren et al. 2016), and the text in the following
sections (6.1 to 6.5) is a copy of that paper (with minor changes).
Thereafter follows an Addendum, where the work presented in
the published paper is further explained.
6.1 abstract
Anthropogenic emissions of greenhouse gases and ozone de-
pleting substances are expected to continue to affect concen-
trations of ozone in the stratosphere through the 21st century.
While a range of estimates for when stratospheric ozone is ex-
pected to return to unperturbed levels is available in the lit-
erature, quantification of the spread in results is sparse. Here,
we present the first probabilistic study of latitudinally resolved
years of return of stratospheric ozone to 1960 levels. Results
from our 180 member ensemble, simulated with a newly de-
veloped simple climate model, suggest that the spread in re-
turn years of ozone is largest around 40◦N/S and in the south-
ern high latitudes, and decreases with increasing greenhouse
gas emissions. The spread in projections of ozone is larger for
higher greenhouse gas scenarios, and is larger in the polar re-
gions than in the mid-latitudes, while the spread in ozone radi-
ative forcing is smallest in the polar regions.
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6.2 introduction
Chemistry climate models (CCMs) are the tools most commonly
used to project the future evolution of the ozone layer (Pawson,
Steinbrecht et al., 2014). Uncertainties in projections of ozone
arise due to a wide range of plausible future greenhouse gas
(GHG) and ozone depleting substance (ODS) emissions scen-
arios, as well as differences between models (see Refs. Nowack
et al. 2015; Eyring et al. 2010a,b; Charlton-Perez et al. 2010;
Eyring et al. 2007). The complexity and resultant high compu-
tational costs of CCM simulations, however, precludes a thor-
ough exploration of the uncertainty space.
Since the 1970s, anthropogenic emissions of ODSs have led to a
global depletion of stratospheric ozone, most severe over Ant-
arctica in late winter and spring. The Montreal Protocol, with
its amendments and adjustments, has led to observed decreases
in tropospheric concentrations of controlled ODSs which are
expected to return to 1960 levels around the end of the 21st
century (Carpenter, Reimann et al., 2014). The decline of ozone
outside the polar regions has been reported to have ceased in
the late 1990s, meeting the criterion for the first stage of ozone
recovery (Chipperfield, Fioletov et al., 2007).
As atmospheric concentrations of ODSs decline, other factors,
such as changes in the climate of the stratosphere due to on-
going emissions of GHGs, will increasingly influence strato-
spheric ozone (Eyring et al. 2010b; Bekryaev et al. 2010; Gauss
et al. 2006; Shepherd and Jonsson 2008). Increasing concentra-
tions of GHGs alter the abundances of stratospheric ozone through
decreases in stratospheric temperatures which in turn affect
temperature dependent chemical reactions (e.g. slowing of the
O3 +O → O2, see Sec. 2.3), through changes in hydrogen and
nitrogen oxide chemistry, and through GHG-induced changes
in transport (Eyring et al. 2006; Jonsson 2004). For example,
GHG-induced radiative warming of the troposphere affects trans-
port pathways of ozone, ozone precursors (nitrogen oxides, car-
bon monoxide and volatile organic compounds) and ODSs to
the stratosphere. One such transport pathway is the Brewer
Dobson circulation (BDC) (see Ref. Butchart 2014, and also Sec.
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2.3 in this thesis) which globally redistributes ozone produced
primarily in the tropical upper stratosphere. Changes in the
BDC also affect the rate at which ODS photolyze. Simple cli-
mate models (SCMs) can be used as fast emulators of complex
atmosphere-ocean general circulation models (AOGCMs) (Ran-
dall et al., 2007a). While a SCM cannot replace more sophistic-
ated AOGCMs, it offers a complementary research tool that can
synthesize and consistently integrate a range of uncertainties
resulting from our imperfect knowledge of the climate system
and of future emissions. To date, and to our knowledge, no
SCM has incorporated an interactive stratosphere which has
precluded the use of SCMs in diagnosing uncertainties in pro-
jections of stratospheric ozone.
Here we present a SCM that has been extended to include an
interactive stratosphere, and its application to simulating the
evolution of the ozone layer through the 21st century. To our
knowledge, this is the first probabilistic study of the years of
return of stratospheric column ozone (SCO) to 1960 levels.
6.3 methods
A new interactive SCM has been developed as an extension to
the Model for Assessment of Greenhouse-gas Induced Climate
Change (MAGICC) (Meinshausen et al. 2011b,a) SCM, briefly
described in Sec. 3.2.1 in this thesis. In this new version of MA-
GICC, the radiative forcing (RF; downward minus upward flux
at the tropopause) from stratospheric ozone couples simulated
ozone changes to the climate system in the model. Resultant
changes to surface temperatures, and thereby other compon-
ents of MAGICC sensitive to surface temperature, affect strato-
spheric carbon dioxide (CO2) concentrations and hence strato-
spheric temperatures which affect ozone chemistry. This two-
way coupling is important for simulating SCO.
MAGICC generates an estimate of equivalent effective strato-
spheric chlorine (EESC, derived from chlorine and bromine)
(Newman et al. 2007; Daniel et al. 1999) and CO2 concentrations
at the end of each model year. The estimated CO2 and EESC
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provide the inputs needed to simulate SCO and RF within MA-
GICC. A pattern scaling technique, previously applied to sur-
face climate variables (Kremser et al. 2014; Mitchell 2003), was
used to statistically model the dependence of:
1. SCO on EESC and CO2,
2. the vertically weighted SCO (wSCO) on EESC and
CO2, and
3. stratospheric ozone RF on wSCO
SCO is modelled since this is of direct interest to policy-makers
(in terms of dates of return of ozone to unperturbed levels).
EESC is a measure of the net effect of chlorine and bromine
on ozone and is therefore included as a predictor in the ozone
regression models (see Sec. 6.3.1, v.i.). CO2 is also included as
a predictor since it affects stratospheric temperatures which in
turn impact ozone chemistry.
RF depends on the altitude, i.e. the point in the radiating layer,
at which the change in ozone occurs (Forster and Shine 1997;
Lacis et al. 1990). To capture this, the ozone profile that is used
to calculate SCO is weighted so that the ozone near the tropo-
pause has a greater influence on the RF compared to ozone at
higher altitudes. The simulated wSCO is used in a second re-
gression model (see Sec. 6.3.2, v.i.).
Ozone RF is simulated in MAGICC so that modelled changes
in ozone modulate the total RF thereby coupling stratospheric
ozone changes to the climate system. A third regression model
was trained on the vertically weighted ozone and its corres-
ponding RF (see Sec. 6.3.3, v.i.).
6.3.1 Statistical modelling of SCO
The regression model used to capture the functional depend-
ence of zonal mean SCO anomalies on global EESC and CO2
anomalies is of the form:
SCO ′i = αiEESC
′ +βiCO
′
2 + ε (6.1)
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The primes in Eq. 6.1 denote anomalies with respect to 1960
levels and the coefficients α, β and ε are obtained from fitting
Eq. 6.1 to CCM output for each latitude zone i. Daily zonal
mean SCO’ and EESC’, simulated by the ECHAM/MESSy At-
mospheric Chemistry (EMAC) (Jöckel, 2006) CCM, and CO2
anomalies following the RCP8.5 emissions scenario, were used
to derive the fit coefficients. Fit coefficients are derived across
the 64 latitude zones represented in EMAC.
To capture the seasonal dependence of SCO’ on EESC’ and
CO2’, the fit coefficients in Eq. 6.1 are expanded in a Fourier
series:










where t is the day of the year and M is the number of Fourier
pairs to which the fit coefficient are expanded. The value of M
can be set depending on the seasonal structure expected in the
fit coefficients. For the analysis presented here, M in Eq. 6.2
was set to 4 for ε in Eq. 6.1, and 2 for α and β.
In our model, the effects of GHGs on the abundances of polar
stratospheric clouds (PSCs), by virtue of their cooling effect on
the stratosphere, are not directly accounted for. Because PSCs
are essential for the polar heterogeneous chemistry that causes
severe ozone depletion (Huck et al. 2013), increases in GHG
concentrations increase the ubiquity of PSCs and reduce ozone.
Our methodology considers only the positive effects of GHG-
induced stratospheric cooling on ozone Chapman chemistry.
That said, the effects of PSCs on polar ozone are captured in
our regression model of SCO in the form of elevated sensitivity
of polar ozone to EESC in the polar regions. The use of a semi-
empirical model such as SWIFT (Semi-empirical Weighted Iter-
ative Fit Technique) (Rex et al., 2013) in MAGICC for the polar
regions could improve the simulation of the direct effects of
GHGs on ozone Chapman chemistry and the indirect effects of
GHGs on heterogeneous ozone chemistry via PSCs.
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6.3.2 Statistical modelling of wSCO
To account for the vertical dependence of RF on ozone in MA-
GICC, wSCO was trained similarly to Eq. 6.1 but with wSCO’
replacing SCO’. The weights (w) needed to calculate wSCO
were obtained from the RF sensitivity function developed by
Lacis et al. (1990),
wi,j = 0.334e−zi,j/3.6
− 5.4× 10−5(zi,j − zth)1.4(1− 41e−zth/7.5)
(6.3)
where z is the altitude in km at latitude i and level j and zth is
the tropopause height. The location of the tropopause, which
is also used to calculate the SCO, was determined using the
WMO definition i.e. the altitude at which the lapse rate falls
below -2 Kkm−1 and stays below -2 Kkm−1 for at least 2 km.
6.3.3 Statistical modelling of RF
A similar technique was used to determine the functional de-
pendence of RF on wSCO. Because the radiative effect of stra-
tospheric ozone varies with latitude, zonal mean wSCO’ for
the combined polar regions (60◦-90◦N/S), the combined mid-
latitudes (30◦-60◦N/S) and the equatorial region (30◦S-30◦N)
were used as predictors for global stratospheric ozone RF as:





where the coefficients σ, φ, ω and ε are derived by fitting Eq.
6.4 to wSCO’ calculated from the ozone database that was con-
structed in support of Coupled Model Intercomparison Project
Phase 5 (CMIP5) simulations and corresponding stratospheric
ozone RF (Cionni et al., 2011).
There are few archived CCM model simulations which provide
latitudinally resolved ozone at monthly resolution and corres-
ponding RF values that can be used for training a wSCO’ to RF
regression model. There are also uncertainties in the RF used in
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the training, primarily due to outdated ozone absorption coef-
ficients (Cionni et al., 2011). These uncertainties propagate into
the regression and therefore also the simulation of RF within
MAGICC. Availability of a larger number of ozone and RF
data sets from CCM simulations would make the training of
the wSCO’ to RF regression model more robust.
To test whether the uncertainty in our regression-derived rela-
tionship between wSCO’ and ozone RF may affect our derived
years of return of SCO to 1960 levels, a set of regression model
coefficients, obtained by averaging the coefficients obtained for
equatorial, mid-latitude and polar regions, was used to drive
the wSCO’ to ozone RF. The years of return were shown to
be largely insensitive to the wSCO’ to RF relationship encapsu-
lated in the regression model.
6.3.4 An interactive stratosphere in MAGICC
The coefficients derived from equations 6.1, 6.2 and 6.4 are used
in MAGGIC to calculate stratospheric ozone RF from SCO’ and
wSCO’. The wSCO’ values are averaged over the three latitude
zones 60◦-90◦N/S, 30◦-60◦N/S and 30◦ S-30◦N and the result-
ing ozone RF is then calculated using Eq. 6.4. The ozone RF for
the three latitude zones is summed to create an annual global
stratospheric ozone RF. This global RF is partitioned into four
regions, viz. northern hemisphere ocean and land and south-
ern hemisphere ocean and land as required by the underlying
MAGICC model, thereby coupling the MAGICC stratosphere
to the climate system.
6.4 results : years of return of stratospheric column
ozone to 1960 levels
Tunings to 18 different AOGCMs and 10 different carbon cycle
models used in the World Climate Research Programme’s Coupled
Model Intercomparison Project phase 3 (CMIP3) multi-model
dataset (Meehl et al., 2007b) and Coupled Carbon Cycle Climate
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Model Intercomparison Project (Friedlingstein et al., 2006), are
used to explore the effects of model structural uncertainty on
the SCO projections and return dates. The tuning procedure is
outside the scope of this thesis, but is very briefly described
in Sec. 3.2.3. MAGICC is then run with an interactive strato-
sphere, for all 180 combinations of AOGCMs and carbon cycle
model tunings, creating one ensemble for each of the four Rep-
resentative Concentration Pathways (RCP) emissions scenarios,
viz. RCP2.6, RCP4.5, RCP6 and RCP8.5 (Moss et al., 2010), from
1960 to 2100. All simulations were run under the A1 ODS scen-
ario (Daniel et al., 2007).
The probabilities of the return dates of zonal mean SCO to 1960
levels for all RCP emissions scenarios are shown in Fig. 6.1.
The return to 1960 values is projected to occur earliest at mid-
latitudes, later in the polar regions and latest, if at all, in the
tropics (Fig. 6.1 and Table 6.1). The results presented here are
consistent with previous studies (Eyring et al. 2013; Garny et al.
2013; Bekki et al. 2013; Cionni et al. 2011; Eyring et al. 2010a)
but now include robustly determined uncertainties in the dates
of return.
At 60◦N, under the RCP2.6 emissions scenario, SCO is expected
to return to 1960 levels between 2020 and 2028, with an average
year of return in 2022.4±1.9 (ensemble mean ±1σ, as stated
ranges hereafter) (Table 6.1) and with the most likely year of re-
turn (the mode of the ensemble) in 2023 (Fig. 6.1). At 60◦ S, the
mean year of return of SCO to 1960 levels is 2067.9±8.2, around
45 years later, and with a larger uncertainty, compared to the re-
turn date at 60◦N. Chemically-induced changes in ozone (Garny
et al., 2013), as well as changes in ozone due to changes in
the strength of the BDC (Butchart 2014; Eyring et al. 2010b)
drive an earlier return of SCO to unperturbed levels in the
Northern Hemisphere than in the Southern Hemisphere. An en-
hanced tropical upwelling, as a part of the BDC, is an important
driver of reductions of ozone in the tropical lower stratosphere
(Pawson, Steinbrecht et al., 2014).
The largest spread in simulated years of return of SCO to 1960
levels is found at 40◦N, 40◦ S and in the Antarctic. At 40◦N, un-
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Figure 6.1: Probability of year of return of SCO to 1960 levels. 180
member ensembles for 90◦ S to 90◦N, simulated with MA-
GICC under four GHG emissions scenarios: RCP2.6 (a),
RCP4.5 (b), RCP6.0 (c) and RCP8.5 (d).
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Table 6.1: The mean years of return of SCO to 1960 levels.
RCP2.6 RCP4.5 RCP6.0 RCP8.5
85◦N 2025.2±2.1 2024.9±2.0 2026.1±1.9 2023.0±1.3
[2022-2032] [2022-2030] [2023-2031] [2021-2027]
60◦N 2022.4±1.9 2022.5±1.6 2023.4±1.9 2022.4±1.3
[2020-2028] [2019-2027] [2020-2028] [2019-2025]
40◦N 2066.1±8.4 2052.3±3.4 2.53.3±2.5 2046.4±2.2
[2053-2083] [2046-2062] [2048-2061] [2042-2053]
40◦ S [2072-] 2069.7±4.8 2067.6±3.0 2058.9±2.5
[2060-2084] [2060-2077] [2053-2067]
60◦ S 2067.9±8.2 2053.2±3.2 2054.2±2.4 2047.2±2.0
[2052-2082] [2046-2060] [2047-2060] [2042-2052]
85◦ S [2076-] 2074.3±6.0 2071.3±3.1 2061.8±2.5
[2063-2089] [2063-2080] [2056-2070]
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der RCP2.6, SCO is expected to return to 1960 levels in 2066.1±
8.4, with the 180 member ensemble ranging from 2053 to 2083
(Table 6.1). At 40◦ S, SCO is projected to return to unperturbed
levels at the earliest in 2072, and some of the simulations sug-
gest a return beyond 2100. With increasing GHG loading of
the stratosphere, the ensemble spread in dates of return of
extra-tropical latitude SCO to 1960 levels decrease. At 40◦N the
ensemble spread decreases from ±8.4 years when simulated
under RCP2.6 to ±2.2 years under RCP8.5 (Table 6.1). Under
RCP8.5, all simulations show a return of SCO to 1960 levels
before the end of this century at 40◦ S, and the mean year of
return is 2058.9± 2.5. At 40◦N, under RCP8.5, SCO returns to
1960 levels 20 years earlier than under RCP2.6. The min-max
spread in simulated return years in the Arctic is 10 years un-
der RCP2.6 and 6 years under RCP8.5. In the Antarctic, the
range of return dates is more than 25 years (with values bey-
ond 2100) under RCP2.6, and decreases to 14 years (with a ±1σ
of 2.5 years) under RCP8.5. Under RCP8.5, the return year in
the Arctic shifts earlier compared to RCP2.6, from 2025.2 to
2023.0. Until 2060, CO2 emissions under RCP4.5 are larger than
under RCP6.0 which results in SCO at some latitudes returning
slightly earlier to 1960 levels for RCP4.5 compared to RCP6.0
(Fig. 6.1 and Table 6.1).
6.4.1 Ensemble simulations of SCO anomalies
The differences in ensemble spreads of return years of SCO
between different emissions scenarios can be understood by
considering the evolution of SCO throughout the 21st century.
SCO’ simulated under the RCP8.5 emissions scenario shows lar-
ger changes (decreases in tropics (30◦ S to 30◦N), and increases
in the mid-latitudes (30◦ to 60◦) and the polar regions (60◦ to
90
◦)) than under RCP2.6 and therefore crosses the zero anom-
aly line earlier and within a smaller range of years than under
RCP2.6 (Fig. 6.2). The simulations of SCO’ are averaged over
the Southern and Northern hemisphere 30◦ zones, since the RF
from stratospheric ozone (right-hand axis in Fig. 6.2, discussed
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Table 6.2: Zonal mean SCO’and the approximate corresponding mean
RF projected for the end of the century (2100). The SCO
anomalies are with respect to 1960. The uncertainties are
expressed as ±1σ, and the range of SCO’and RF (minimum-
maximum) are shown in brackets.
SCO’(DU) RF (mWm−2)
RCP2.6 RCP8.5 RCP2.6 RCP8.5
30◦ S - 30◦N -4.9±0.9 -24.6±3.4 -20.4±4.0 -120.3±19.7
[-7.1 to -3.7] [-40.4 to -18.3] [-30.8 to -14.9] [-232.6 to 80.1]
30◦ - 60◦ S/N 1.3±0.6 12.5±1.9 3.2±1.6 38.4±7.3
[0.5-3.1] [8.6-21.6] [0.9-7.9] [23.5-70.4]
60◦ - 90◦ S/N 3.9±1.5 31.8±4.9 0.6±0.2 5.1±1.0
[1.7-8.1] [22.3-54.6] [0.3-1.3] [3.6-9.0]
below) in MAGICC is simulated over Southern and Northern
hemispheres zones combined.
Although tropical SCO is not projected to reach 1960 levels be-
fore the end of this century, the simulations under RCP2.6 in-
dicate a slow increase from around 2030 onwards, consistent
with previous studies (Eyring et al. 2013, 2010b,a). At the end
of the century, the SCO ensemble mean under RCP2.6 is 4.9 DU
below 1960 levels, with an uncertainty of ±0.9 DU (Table 6.2).
Under the highest emissions scenario, SCO is likely to continue
to decrease in the tropics due to a strengthening of the BDC,
with the spread in simulations increasing to ±3.4 DU. Under
RCP8.5, while SCO decreases in the equatorial regions, it con-
tinues to increase in the middle and high latitudes, surpassing
1960 levels (Fig. 6.2). At the end of the century, extra-tropical
SCO is projected to reach levels well above those of 1960, espe-
cially under the RCP8.5 emissions scenario.
In the mid-latitudes, under RCP2.6, the ensemble mean in 2100
is 1.3 DU above 1960 levels with an uncertainty of ±0.6 DU
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Figure 6.2: Ensembles of 180 simulations of zonal mean SCO corres-
ponding approximate RF. The SCO anomalies are with re-
spect to 1960 on the left hand axis while the correspond-
ing approximate RF is shown on the right-hand axis, for
three latitude zones, under RCP2.6 and RCP8.5, for three
latitude zones: Equatorial (30◦ S-30◦N) (a), mid-latitude
(30◦-60◦ S/N) (b) and polar (60◦-90◦ S/N) (c).
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while under RCP8.5 the ensemble mean is more than nine times
larger (12.5 DU) with an uncertainty of ±1.9 DU. In the polar re-
gions, the ensemble mean in 2100 under RCP8.5 is eight times
larger than the ensemble mean simulated under RCP2.6 and
the uncertainty is more than three times larger (3.9± 1.5 DU
cf. 31.8± 4.9 DU). At the end of the century the uncertainty in
SCO’ simulated under RCP8.5 is more than twice as large in
the polar regions than in the mid-latitudes.
6.4.2 Ensemble simulations of stratospheric ozone radiative forcing
By the end of the century, the ensemble mean ozone RF in
the equatorial region simulated by MAGICC under RCP2.6 is
−20.4± 4.0 mWm−2 and under RCP8.5 −120.3± 19.7mWm−2
(right-hand axis of Fig. 6.2 and Table 6.2). Noting the non-linear
scale on the right-hand axes in Fig. 6.2, the spread in RF simu-
lations, as for SCO, increases with increasing GHG loading. A
negative RF contributes to a lowering of the surface temperat-
ure.
In the extra-tropics, the negative RF from stratospheric ozone
maximizes in the mid-1990s due to substantial depletion of
ozone by ODSs at that time (Fig. 6.2). Thereafter, the negat-
ive RF from ozone decreases and is simulated to become pos-
itive in the middle of the 21st century. In contrast to SCO, in
the polar regions the ensemble mean RF, as well as the sim-
ulation spread, are smaller than in the mid-latitudes, under
both RCP2.6 and RCP8.5, due to the dependence on RF of the
vertical distribution of ozone. By 2100, under RCP8.5, the 180
member ensemble mean RF in the mid-latitudes is 38.4 ± 7.3
mWm−2, more than 7 times larger than in the polar regions
where the mean RF is 5.1± 1.0 mWm−2. A stronger BDC en-
hances transport of ozone in the lower stratosphere from the
tropics to the mid- high latitudes (Pawson, Steinbrecht et al.,
2014). Since RF is affected mainly by ozone in the lower strato-
sphere, the largest change in RF is expected to be found where
the largest change in lower stratospheric ozone takes place (La-
cis et al., 1990). Under RCP2.6, the ensemble mean RF is smaller
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Table 6.3: Zonal mean SCO’ projected for the end of the century (2100)
for simulations where either CO2 or EESC is kept constant.
The uncertainties are expressed as±1σ and the SCO’ ranges
(min-max) are shown in brackets.
SCO’(DU),const. CO2 SCO’(DU),const. EESC
RCP2.6 RCP8.5 RCP2.6 RCP8.5
Equatorial -0.5±0.1 -0.24±0.1 -4.4±0.9 -24.4±3.4
[-0.6 to -0.3] [-0.4 to 0.0] [-6.9 to -3.1] [-40.6 to -17.9.1]
Midlatitudes -1.0±0.6 -0.5±0.2 2.3±0.5 13.0±1.9
[-1.2 to -0.5] [-0.9 to -0.9] [1.7 to 3.7] [9.5 to 21.6]
Polar -2.1±0.3 -1.0±0.4 5.9±1.2 32.9±4.7
[-2.5 to -1.1] [-1.8 to 0.2] [4.2 to 9.3] [24.2 to 54.7]
than under RCP8.5 with a narrower uncertainty range; 3.2± 1.6
mWm−2 in the mid-latitudes and 0.6± 0.2 W/m−2 in the polar
regions.
6.5 discussion and summary
The output from our 180 member ensemble simulation study
shows that increasing GHG loading decreases the ensemble
spread in projections of years of return of SCO to 1960 levels,
but increases the ensemble spread in SCO and corresponding
RF simulations, due to increased spread in CO2 (Fig. 6.3). SCO’
as well as the spread in SCO’, increase with increasing GHG
loading and decreasing EESC’. The influence of GHGs on SCO’
increases around the middle of this century, while the ozone
depleting effect of EESC becomes less important. To confirm
the dominant effect from CO2, MAGICC was run first with con-
stant CO2 and thereafter with constant EESC’. In the polar re-
gions, for RCP8.5 simulations, the uncertainty in SCO’ at the
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Figure 6.3: Global 180 member ensemble mean time series (solid
lines) with uncertainty ranges (shaded areas) for CO2 con-
centrations (a), EESC anomalies with respect to 1960 (b),
surface temperature changes with respect to 1960 (c) and
SCO anomalies with respect to 1960 (d). All results are
shown for two different GHG emissions scenarios.
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end of the century decreases from ±4.9 DU (Table 6.3) to ±0.4
DU when CO2 is kept constant, compared to a decrease to ±4.7
DU when EESC is kept constant (Table 6.3). The same pattern
is found in the equatorial region and the mid-latitudes.
SCO is simulated to never reach 1960 levels when CO2 is kept
fixed and with changing EESC concentrations. Under RCP2.6,
the differences between uncertainties in simulations when CO2
is kept fixed and EESC is kept fixed are smaller compared to
RCP8.5 simulations, since the total GHG loading is smaller, and
therefore the effect from EESC is greater (Table 6.3).
There is a clear relationship between the change in tropical up-
welling, as part of the BDC, and the response of tropical ozone
in the lower stratosphere, and CCMs show a wide range of re-
sponses of the BDC to a single emissions scenario. The effect
of the BDC on EESC’ in MAGICC is represented in terms of
stratospheric lifetimes of halogenated gases, and the uncertain-
ties in EESC’ ensemble simulations are largest at the end of
the century, when the spread in simulated CO2 concentrations
and surface temperature are large (Fig. 6.3). The BDC effect on
the relationship between CO2 (as a proxy for the stratospheric
temperature), EESC’ and SCO’ is embedded in the simulations
through the fitting of Eq. 6.1 to the EMAC model. To capture
the full range of responses of the BDC to climate change across
different CCMs, the method presented here could be used in
the future to emulate a range of CCMs. For the present study,
CO2 is a proxy for temperature and climate related effects in
the settings of Eq. 6.1. In future work and further development
of the SCM, other gases that affect stratospheric ozone concen-
trations such as methane and nitrogen oxide, could be added to
the regression (Eq. 6.1). Thereby contributions to uncertainties
from compounds other than CO2 and EESC could be estimated.
Since the output from our ensemble simulations are based on
MAGICC emulations of different AOGCMs and carbon cycle
models, the spreads in simulations may be different compared
to what would be generated by an ensemble of 180 CCM sim-
ulations. Selected sets of key parameters are used to force MA-
GICC to emulate the behavior of any one of 18 different AO-
GCMS and any one of 10 difference carbon cycle models; para-
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meter sets optimize the ability of MAGICC to simulate global-
mean temperatures and ocean heat uptake (Meinshausen et al.
2011b,a). The different sets of parameters, captured in MAGICC,
determine the spread in our ensemble of SCO projections using
MAGICC. It is not possible to include the full range of para-
meter possibilities (i.e. as included in each one of the AOGCMs
and carbon cycle models) in the tuning of MAGICC. This lim-
its our ability to capture the full range of uncertainty (Mein-
shausen et al. 2011b,a). Furthermore, in MAGICC common for-
cing agents, for example forcing from CO2, tropospheric ozone,
direct black carbon, etc., are averaged over all emulated AO-
GCMs and therefore model spread due to differences in there
forcing agents is not accounted for, which further narrows the
spread of simulations (Meinshausen et al. 2011b,a), and there-
fore also in our MAGICC simulations.
Previous multi-model studies of years of return of stratospheric
ozone to unperturbed levels include simulations either from
groups of CCMs that are run under a single GHG emissions
scenario (Eyring et al. 2007, 2010a), or from only a few CCM
simulations run under a set of emissions scenarios (Eyring et al.
2010b, 2013). Agreement of the mean behavior of our ensemble
of simulations with the results of these earlier studies provides
confidence in the overall behavior of our simulations. Since our
study is the first to provide a full probability density function
(PDF) of projections of SCO, it is not possible to validate our
PDFs against these earlier studies.
6.6 addendum
6.6.1 Preparation of data - Tropopause height
In this work stratospheric ozone and RF output from the CCM
EMAC and the CMIP5 data set was used, as described in Sec.
6.3. Ozone output from EMAC and the CMIP5 dataset required
some preparation since in this work the zonal mean strato-
spheric column ozone was of interest, rather than the vertially
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and longitudinally resolved data provided by the EMAC and
CMIP5 dataset output files. To be able to separate the strato-
spheric ozone from the tropospheric ozone, it was necessary
to find the tropopause height. The tropopause is the bound-
ary between the turbulent mixed troposphere and the stably
stratisfied stratosphere. The tropopause is often described as a
transition region between the troposphere and the stratosphere
(Birner et al., 2006). In order to calculate stratospheric ozone
budgets, knowledge of an exact tropopuase height is required.
It has been shown that variations of 1-2 km in the location of
the tropopause can cause differences of 10-20% in the total tro-
pospheric column ozone (Stajner, 2008).
The tropopause height depends on the temperature in the tro-
posphere and on the amount of ozone above the tropopause.
The increase in tropopause heigths is affected by expansion,
because of warming, of the troposphere and also through cool-
ing of the stratosphere, see for example the work of Hall et al.
(2011). Hall et al. presented results from a seasonal climato-
logy of tropopause altitude for 78◦N 16◦E, derived from ob-
servations between 2007-2010 on Svalbard. They found that the
spring minimum in tropopause height occurs one month later
than the spring minimum of the surface air temperature but
coincides with the maximum in ozone column density. Due to
the effects of changes in temperature and stratospheric ozone
abundances it has been discussed if tropopause height might
be useful as an indicator of climate change (Sausen and Santer
2003; Santer et al. 2003).
Ozone in the lower stratosphere, in particular ozone close to the
tropopause, has a greater effect on RF than ozone in the upper
stratosphere. This is due to the lower temperature in the lower
stratosphere (Forster and Shine, 1997). Therefore, as mentioned
in Sec. 6.3.2, when calculating the ozone to be used in the cal-
culation of RF, it is necessary to weight the ozone profile. The
effect of ozone on RF decreases approximately exponentially
with altitude which makes it extremely important to calculate
tropopause heights correctly in the calculation of RF from stra-
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tospheric ozone.
The tropopause heights used in the calculations of SCO from
ozone profiles from the CMIP5 dataset are the climatological
tropopause heights from the CMIP5 project. However, the tro-
popause heights used for the EMAC data were calculated from
temperature and pressure profiles, due to inconsistencies in
time resolution and vertical structure in the EMAC simulations.
6.6.1.1 Calculation of tropopause heights from EMAC data
The tropopause altitude was determined from the definition of
the World Meteorological Organization (1992):
The boundary between the troposphere and the stratosphere, where an
abrupt change in lapse rate usually occurs. It is defined as the lowest
level at which the lapse rate decreases to 2◦Ckm−1 or less, provided
that the average lapse rate between this level and all higher levels
within 2 km does not exceed 2◦Ckm−1.
In this work we use the atmospheric levels in altitude rather
than pressure, therefore also the tropopause height was calcu-
lated in km. First the pressure levels given in the EMAC output
files (38 levels) where converted from pressure to altitude, for









where the subscripts i, j and l represent the longitude, latitude
and atmospheric level, respectively, zi,j,l(t) is the altitude in km,
R is the gas constant for dry air (287.058 Jkg−1K−1), Ti,j,l(t) is the
EMAC daily mean temperature in K, g is the gravity constant
(9.81 ms−2), pi,j,l(t) is the EMAC zonal mean pressure at the
current atmospheric level and p0 is the mean pressure at sea
level. In a first attempt of calculating the tropopause height,
RTi,j,l(t)/g in Eq. 6.5, i.e. the scale height, was approximated
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Figure 6.4: Timeseries of calulated daily tropopause heights 87◦S,
160
◦E, 1960.
by 7 km. Furthermore, zonal mean pressure levels were used,
rather than using data with longitudinal resolution, and there-
fore zi,j,l = zj,l is not dependent on longitude. The calculated
zj,l and EMAC zonal mean temperature profiles, Tj,l(t), (64 latit-
udes and 38 levels) were used to calculate the zonal mean lapse





The first atmospheric level where the lapse rate decreases to
below 2 kmK−1 defines the tropopause height. This method is
very simple to implement, however the atmospheric levels are
quantized, and therefore the tropopause heights are not very
accurate. Figure 6.4 demonstrates how the tropopause height
"flips"switches between the atmospheric levels.
To improve the estimation of the tropopause height, all longit-
udes, latitudes and levels given in the EMAC output were used,
rather than zonal means. The altitudes zi,j,l in Eq. 6.6 were ob-
tained from converting the EMAC pressure levels to altitudes in
km using the hydrostatic formula (Eq. 6.5) and the temperature
146 a probabilistic study of the return years of stratospheric ozone
profiles from EMAC (rather than approximate RTi,j,l(t)/g with
7 km), for all longitudes, latitudes, vertical levels and with a
time step of one day. This means that there is an altitude profile
for each longitude, latitude and day from 1960-2100. Further-
more, rather than using the predefined pressure levels from the
EMAC output as tropopause heights, the interpolation method
described in the work of Reichler et al. (2003) was used. After
the lapse rates at half levels were calculated, according to Eq.
6.6, for all longitude, latitudes and days for the years 1960-2100,





Thereafter the lowest half level where the lapse rate
1. goes below 2 Kkm−1,
2. stays below 2 Kkm−1 for at least 2 km
was searched for. When these two criteria were met, the exact
tropopause level was calculated with simple interpolation,




where the subscript th denotes the tropopause level. In order
to find out whether the lapse rate was still below 2 Kkm−1 for
at least 2 km above the level where it first went below 2 kmK−1,
another simple interpolation had to be used, in order to find the
exact altitude, rather than the prescribed pressure level provided
by the EMAC files. Profiles of the calculated lapse rates for a
chosen day, longitude and latitude (15th of January 1960, 160◦E,
87
◦S) are shown in Fig. 6.5. The temperature decreases with alti-
tude in the troposphere, which gives a positive lapse rate. Close
to the tropopause, the temperature increase slows down, and at
the altitude of 10 km the lapse rate is 2 Kkm−1. Thereafter the
temperature increases with altitude and the lapse rate stays be-
low 2 Kkm−1.
In Fig. 6.6, our calculated tropopause heights obtained from
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Figure 6.5: Profile of lapse rates (green line) at half vertical model
levels calculated from EMAC temperature profiles (blue
line), 15th of January 1960, 87◦S, 160◦E. Red line shows
our calculated tropopause height.
the lapse rates calculated with EMAC temperature profiles are
compared to the tropopause heights from EMAC output files.
Only one single location, at 87◦N, 160◦E, and one single year,
1960, is shown as an example. The EMAC tropopause heights
are given in Pa, and in order to compare them with the tro-
popause heights calculated from the EMAC temperature pro-
files they were converted to km using Eq. 6.5. The differences
between the EMAC tropopause heights and the calculated tro-
popause heights occur because the EMAC tropopause height
is calculated online with a time-step resolution of 15 minutes,
while the tropopause heights calculated from the lapse rates are
based on temperature profiles calculated offline, with a time-
step resolution of one day, which alters the temperature profiles.
Furthermore, the EMAC daily temperature profiles that I used
to calculate the lapse rates are interpolated to CCMVal stand-
ard pressure levels while the tropopause heights from EMAC
output files are based on the model pressure levels.
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Figure 6.6: Daily tropopause heights timeseries for 87◦N, 160◦E, 1960.
Blue line show the tropopause heights from EMAC output
files (converted from Pa to km) and red line show tropo-
pause heights determined from lapse rates calculated from
EMAC temperature profiles.
6.6.2 Preparation of data: EESC
The global mean EESC used in the training of Eq. 6.1 was calcu-
lated from the sum of the two dimensional monthly mean chlor-
ine and bromine compounds, viz. Cly and Bry, from EMAC. An
equivalency factor is often used to compare the effectiveness of
ozone depletion of bromine versus chlorine. In this work we
use an equivalency factor α that follows the definition by Daniel
et al. (1999),
α =
ozone loss rate due to bromine catalytic cycles per bromine atom
ozone loss rate due to chlorine catalytic cycles per atom
(6.9)
EESC was calculated according to the work of Newman et al.
(2007) and Meinshausen (2001), with a equivalency factor set to
60, i.e.
EESC = Cly + 60×Bry (6.10)
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The monthly mean EESC was interpolated to daily mean, and
the anomalies were calculated with respect to 1960 levels, be-
fore it was used in Eq. 6.1.
6.6.3 Preparation of data: SCO
In MAGICC, we use monthly mean zonal mean SCO. However,
the training of the regression model is completed with daily
data. First ozone from the EMAC output files was converted
from mol/mol to number density, and for that the pressure
levels had to be converted from pressure to altitude in meters.
Then the SCO could be expressed in Dobson Units (DU). SCO
was calculated with tropopause heights calculated as explained
in Sec 6.6.1. The stratospheric column ozone for October 1960,
2010 and 2080 are shown in Fig. 6.7. Only one month is shown
as an example. The decrease in stratospheric ozone from 1960 to
2010 can clearly be seen, especially over Antarctica. An increase
in stratospheric ozone is seen in mid to high latitude ozone in
both hemispheres from 2010 to 2080. Furthermore, the start of
the breakup of the polar vortex can be seen in the mid-latitudes
in the southern hemisphere.
6.6.4 Preparation of data: wSCO
WSCO was calculated to account for the vertical dependence
of ozone on RF (see Sec. 6.3.2). Daily zonal mean ozone at
each level in the stratosphere was multiplied with a daily zonal





where wj,l is set up as in Eq. 6.3 in Sec. 6.3.2. Lacis et al. (1990)
presented a simple method for evaluating the RF of surface
temperature from changes in the vertical distribution of ozone
and our approach of calculating the weights are based on their
method. Lacis et al. (1990) showed that the surface temperature
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Figure 6.7: Monthly mean stratospheric column ozone from EMAC
simulated under the RCP8.5 GHG emissions scenario, for
October 1960 (top panel), 2010 (middle panel) and 2080
(bottom panel).
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Figure 6.8: Calculated normalized sensitivity functions for 87◦S,
160
◦E, annual mean for 1960 and year 2090.
will warm with increasing ozone below 30 km and cool with
increasing ozone above 30 km altitude. In their work they mul-
tiply the weighting function with the temperature profile for
the specific coordinates of interest. In this study, the temperat-
ure profiles above 30 km are omitted and wj,l is set to zero. As
an example, the weighting functions for years 1960 and 2090
are shown in Fig. 6.8.
6.6.5 Preparation of data: RF from stratospheric ozone
The RF regression model (Eq. 6.4) is trained on the ozone data-
base that was created for the Coupled Model Intercomparison
Project Phase 5 (CMIP5), simulated under the RCP8.5 emission
scenario, and the corresponding RF values from stratospheric
ozone are obtained from Cionni et al. (2011) (as described in
Sec. 6.3.3). Figure 6.9 shows the radiative forcing from strato-
spheric ozone, calculated with the fit coefficients derived from
fitting Eq. 6.4 to stratospheric ozone obtained from CMIP5 out-
put. When constructing the CMIP5 database, satellite measure-
ments were used before 2009 and the regression that was used
on the stratospheric observations includes terms representing
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Figure 6.9: Top figure: Annual mean radiative forcing from strato-
spheric ozone calculated with fit coefficients from the least
squares fit technique described in this work (red) and from
Ref. Cionni et al. (2011) (blue). Bottom figure shows the
basis functions used in the fit, i.e. the annual zonal mean
SCO anomalies (w.r.t. 1960 year baseline).
the 11-year solar cycle variability (Cionni et al., 2011). After
2009 a multi-model mean of 13 simulations was used and these
simulations do not include solar cycle variations (Cionni et al.,
2011). The calculated RF, as well as the SCO anomalies for the
three latitude bands used in the regression (0-30, 30-60 and 60-
90
◦S/N) are shown in Fig. 6.9. The variations in the solar cycle
before 2009 can be seen in Fig. 6.9, especially in the low latit-
udes.
6.6.6 Preparation of data: Statistical modelling of SCO
The daily mean SCO calculated for the years 1960-2100 with the
fit coefficients derived from training the regression model (Eq.
6.1) on EMAC, with EMAC EESC’ and CO2’ as basis functions,
is shown in Fig. 6.10. SCO calculated with the coefficients agree
very well with SCO from EMAC. The ozone minima around
year 2000, and the following increase in SCO can clearly be
seen. To obtain the SCO anomalies, needed in MAGICC, the
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Red: SCO obtained from regression model trained on EMAC
Blue: SCO from EMAC
Figure 6.10: Daily zonal mean stratospheric ozone, calculated with
coefficients derived from regression model trained on
EMAC data simulated under RCP8.5 emissions scenario
for 87◦S.
coefficient ε derived from Eq. 6.1 is set to zero.
To evaluate the derived coefficients the separate contributions
from EESC’ and CO2’ to SCO’ were plotted. In the top panel
of Fig. 6.11 only the contribution from EESC’ to SCO’, i.e., the
last term in Eq. 6.1, is included, and in the bottom panel only
the contribution from CO2’, i.e. the first term in Eq. 6.1 is in-
cluded (β is set to zero). The contribution from EESC’ is neg-
ative everywhere, as expected, since when EESC decreases in
the stratosphere, SCO increases. The depletion of ozone in the
southern hemisphere high latitudes around year 2000 can also
clearly be seen. It is also evident that SCO increases due to in-
creasing CO2 burden in the mid to high latitudes in the middle
to end of the century, and at the same time the depleting effects
from EESC decline. In the low latitudes, decreases in SCO due
to increasing CO2 burden (through strengthening in the BDC
circulation, see Sec. 2.3) can also be observed.
6.6.7 Implementation in MAGICC
This section describes how the new stratospheric module (presen-
ted earlier in this chapter) is incorporated in MAGICC. For an
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Figure 6.11: Annual mean zonal mean SCO’ calculated with coeffi-
cients derived from regression model trained on EMAC
data, simulated under the RCP8.5 emissions scenario.
Contribution from EESC’, i.e. SCO’ = α×EESC’ (top
panel), and from CO2’, i.e. SCO’ = β×CO2’ (bottom
panel)
overview, it might be helpful to look at the flowchart in Fig.
6.12. MAGICC loads three sets of fit coefficients:
• 19 SCO coefficients for 64 latitude zones, derived from
EMAC data as descibed in Sec. 6.3.1 and trained on re-
gression model set up in Eq. 6.1.
• 19 wSCO coefficients for 64 latitude zones, derived from
EMAC data descibed in Sec. 6.3.2 and trained on regres-
sion model set up in Eq. 6.1.
• 3 RF coefficients for 3 latitude zones, trained on ozone
from the database created for CMIP5 and corresponding
RF from the work of Cionni et al. (2011), using regression
model set up in Eq. 6.4.
In MAGICC the SCO anomalies are of interest, therefore the
offset coefficients in equations 6.1 and 6.4 are set to zero. The
loaded SCO coefficients are used to calculate SCO’ for 64 lat-
itude zones within MAGICC with EESC’ and CO2’ provided
by MAGICC. The resulting SCO’ is an output from MAGICC
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Figure 6.12: Visualizing overview over the new stratospheric module
in MAGICC.
and can be used for studies of the evolution of the stratospheric
ozone, e.g. probabilistic study of return date calculations.
In a similar way the wSCO coefficients are used to calculate
the wSCO’ for 64 latitude zones within MAGICC, with EESC’
and CO2’ provided by MAGICC. The wSCO’ is averaged over
three latitude zones, 90◦ − 60◦, 60◦ − 30◦ and 30-0◦ and used
with the RF coefficients to calculate global mean RF within
MAGICC. The RF is split into four "boxes" to connect with the
setup of the MAGICC model: northern hemisphere land, north-
ern hemisphere ocean, southern hemisphere land and southern
hemisphere ocean (see also Sec. 3.2.1). Thereafter the calculated
RF is fed back into MAGICC, added to the total RF in MAGICC
(i.e. RF from climate variables other than SCO) and used in the
next year’s run.
Figure 6.13 shows an example of SCO’ output from a simula-
tion with MAGICC, using the new stratospheric module under
the lowest and the highest of the four emissions scenarios used
in this study, RCP2.6 and RCP8.5, respectively. Here MAGICC
is tuned to the MRI_CGCM2 AOGCM and the BERN carbon
cycle model.
In Fig. 6.14 the total RF simulated with MAGICC, with the
old stratospheric module (see Eq. 3.10 in Sec. 6.3.4) and the
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Figure 6.13: Annual mean zonal mean SCO’ (w.r.t. 1960 year baseline)
for the years 1960 to 2100 calculated with MAGICC, with
the new stratospheric module developed in this PhD
thesis. The top panel shows SCO’ under the RCP2.6 emis-
sions scenario and the bottom panel shows SCO’ under
the RCP8.5 emssions scenario. Here MAGICC is tuned to
the AOGCM MRI_CGCM2 and the carbon cycle BERN.
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Blue : Total RF with the first gen stratosphere
Green : Total RF with the second gen stratosphere
Figure 6.14: MAGICC calculated stratospheric RF using the old stra-
tospheric module (blue) and new stratospheric module
(green line).
new stratospheric module (the new module presented in this
chapter). The new stratospheric module lower the stratospheric
ozone RF slightly, especially in the end of the century, com-
pared to the old stratospheric module.

7
C O N C L U S I O N A N D F U T U R E W O R K
The goal of this thesis was to use simple models to improve
understanding of components of the atmosphere. Models with
three levels of complexity were used: a simple climate model
(SCM), an energy balance model (EBM) and semi-empirical re-
gression models.
To start with, a stratospheric ozone module, consisting of a
semi-empirical model, was developed and implemented into
the SCM MAGICC. MAGICC has been used in the IPCC re-
ports to emulate the projections of future climate change con-
ducted with complex AOGCMs, allowing investigations of tem-
perature and sea level changes for many different emissions
scenarios (Randall et al., 2007a).
The intention with extending MAGICC to include stratospheric
ozone that interacts with the climate system was to estimate the
uncertainty ranges in stratospheric ozone projections, as a com-
plement to studies where more complex climate models are
used. In the semi-empirical model, a statistical method to sim-
ulate the dependence of stratospheric column ozone (SCO) on
EESC and CO2 was used.
In this project MAGICC, with the new stratospheric module,
was used to emulate 18 different AOGCMs and 10 carbon cycle
models to simulate ensembles of SCO abundances and years of
return to pre-industrial levels, for four representative concen-
tration pathway (RCP) emissions scenarios. This gives a total of
720 simulations, which would have taken years for more com-
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plex climate models to run, but was simulated within only a
few seconds with this new fast emulator.
It was found that SCO in the mid- to high latitudes will return
to 1960 levels more quickly when the grenhouse gas (GHG)
emissions are higher. However in the equatorial regions SCO
will not return to 1960 levels before the end of the century. Fur-
thermore, in the equatorial regions SCO decreases more rap-
idly for higher GHG emissions scenarios. The spread in return
years of SCO to 1960 levels is larger for lower GHG emissions
scenarios, with the largest spread around 40◦N/S and in the
southern high latitudes.
There is a larger spread in SCO projections for higher GHG
emissions scenarios. The MAGICC simulations suggest that the
spread in SCO projections are largest in the polar regions, fol-
lowed by the equatorial regions and the mid-latitudes.
SCO was implemented into MAGICC to represent the coupling
to the climate system, via radiative forcing (RF). On a global
scale, RF from ozone changes are projected to increase in the
future (Bekki et al., 2013). Earlier studies suggest that in the
low latitudes RF associated with ozone is negative in the end
of the century, while in mid-latitudes and polar regions, RF is
projected to be positive (Bekki et al., 2013). The output from
MAGICC,presented in Chapter 6, is in agreement with earlier
work, and shows that in the mid-latitudes and polar regions,
RF associated with SCO is negative before the middle of the
century, when SCO abundances are below pre-industrial levels,
and becomes positive in the end of the century, when SCO in-
creases to above pre-industrial levels. A negative RF means an
increase in outgoing longwave (LW) radiation at the top of the
atmosphere (TOA), and a cooling of the surface temperature.
A positive RF means that more shortwave (SW) is coming into
the Earth than LW leaving it, which leads to a warming of the
surface temperature.
Stratospheric ozone RF is smaller for lower GHG emissions,
when SCO levels are lower. In the equatorial regions RF stays
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negative, with RF simulated under higher emissions scenarios
more negative than RF simulated under lower emissions scen-
arios. The largest changes in future stratospheric ozone levels
are expected to be found in the lower stratosphere (Eyring
et al., 2013), and this is also where the largest contribution from
stratospheric ozone to RF origin from (Lacis et al., 1990). The
largest spread in RF is found in the equatorial regions for the
higher emissions scenarios, while the smallest spread is found
in the polar regions for the lower emissions scenarios. The lar-
ger spread in SCO abundances for higher GHG emissions scen-
arios is associated with a larger spread in CO2.
Both SCMs and EBMs provide conceptual pictures of climate
processes without the complicated details of GCMs. To make
accurate predictions of e.g. local temperature changes due to
changes in anthropogenic emissions the level of detail often
found in GCMs is necessary. However, the complexity of GCMs
makes it difficult to unravel cause and effect, e.g. to understand
the effects from single processes on the climate system. In or-
der to understand the climate system, a range of model com-
plexity is therefore useful. EBMs are in general less complex
than SCMs, and after the stratospheric module was implemen-
ted into MAGICC, the focus of this PhD project shifted towards
the core of most climate models: EBMs.
The overall problem investigated in this work was to invest-
igate the non-linear interactions between surface albedo, wa-
ter vapour and clouds, and the effects they have on amplified
warming in the polar regions. One advantage of EBMs is that it
is possible to isolate some climate processes in order to study
their effects on the climate system independent of other pro-
cesses. The EBM developed in this PhD project for this purpose
is described in terms of thermodynamics (i.e. temperature) and
is a two-layer model, with a surface layer and an atmospheric
layer, heat transport and with a simple radiative scheme based
on Stefan-Boltzmann’s radiation law. The heat transport is de-
scribed by diffusive processes, a method commonly used in
the literature (Shell and Sommerville, 2005; Rose and Marshall,
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2009). In this EBM the main climate variables are surface albedo,
water vapour, cloud cover fraction and cloud albedo. These cli-
mate variables are implemented in a way that allow them to
vary or keep them at fixed reference levels, so that each climate
variable can be studied in isolation from the others. Thereby it
is possible to study the effects from different climate variables
on the other variables and on the climate system.
In the EBM presented in this thesis, the surface albedo is rep-
resented by a simple cut-off temperature, as in the early work
of Budyko (1968). The absorption of water vapour and CO2 in
the atmosphere is described by the simple approximation used
by Barker and Ross (1999). A simple regression model, similar
to the methodology used to add SCO into MAGICC, is used
to determine the dependence of cloud cover fraction on relat-
ive humidity, lapse rate and latent heat fluxes. In Chapter 4
the cloud albedo is fixed. However, research has suggested that
the cloud albedo feedback mechanism represents a powerful
climate feedback that can even control the sign of the net cloud
feedback simulated in GCMs (Storelvmo et al., 2015). Output
from GCMs suggest that feedbacks associated with cloud phase
changes, and therefore cloud albedo, are the dominant cloud
feedbacks especially in high latitudes (Storelvmo et al., 2015).
In Chapter 5 the EBM is extended to include cloud albedo
that changes with phase change in clouds, i.e. with changing
amount of ice crystals and water droplets in the cloud. The
amount of ice crystals and water droplets is determined by the
cloud temperature. Generally liquid clouds consist of a high
number of relatively small water droplets ( 10µm), while ice
clouds consist of fewer but larger ice crystals ( 100µm) (Prup-
pacher and Klett, 2010). Therefore, for a given water content,
liquid clouds are usually more opaque compared to ice clouds
leading to a higher albedo. A warming atmosphere will have an
increasing amount of liquid clouds, at the expense of ice clouds
resulting in a higher albedo.
In this EBM the cloud albedo is, just like the surface albedo,
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represented by simple cut-off temperatures, one for the trans-
ition from total glaciation in clouds (all ice crystals) to mixed
phase (ice crystals and water droplets), and one temperature
for transition from mixed phase to all water droplets. The cloud
top temperature in the EBM depends on the lapse rate and the
atmospheric temperature.
The EBM was run under doubled or quadrupled CO2 loading
with surface albedo, water vapour and cloud cover either ac-
tivated (i.e. allowed to change with changing temperatures) or
inactive, i.e. prescribed with values from a reference run. Fur-
thermore, in the work presented in Chapter 5, all different com-
binations of activated/inactive climate variables were run with
activated and inactive cloud albedo. The EBM is always run to
equilibrium, and each one of these sixteen simulations takes
only a couple of seconds to run.
The output from the EBM simulations suggest that surface al-
bedo contributes more than water vapour and cloud cover to
the amplified warming in the polar regions. Surface albedo
primarily regulates the surface absorption of incoming SW ra-
diation, especially in the high latitudes where the sea ice cover
is significantly reduced. However it also affects the LW fluxes,
since a warmer surface (from increased absorbed SW radiation)
emits more LW radiation back to the atmosphere and out to
space. More LW radiation is absorbed by and therefore warms
the atmosphere, and the following increase in backemitted LW
radiation further warms the surface. This interaction of relat-
ively large changes in SW and LW fluxes causes a strong sur-
face albedo feedback. Furthermore, the warming effect from
surface albedo in the polar regions causes a decrease in temper-
ature difference between the equatorial and polar regions, i.e.
decreases in the meridional temperature gradient, and there-
fore the meridional transport of heat. This leaves more heat in
the equatorial regions, and partly dampens the warming effect
in the polar regions.
Consistent with previous findings (Graversen and Wang, 2009),
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it was found that for an increase in CO2 loading in the at-
mosphere, the warming effect from decreasing surface albedo
in the polar regions is strongly enhanced by increasing cloud
cover and water vapour, when these variables are allowed to
vary. Water vapour affects the LW components of the radiative
fluxes, while cloud cover has an impact on both the SW and LW
radiation (Marshall and Plumb, 2007). The atmospheric temper-
ature raises when the amount of CO2 is increased which causes
more LW radiation to be backemitted to the surface. The sur-
face warms and, according to the Clausius-Clapeyron relation,
the warmer air is able to hold more water vapour. As a con-
sequence, more LW radiation is absorbed by the water vapour
in the atmosphere. The atmospheric temperature is further in-
creased and therefore emits more LW radiation back to the
surface. The output from the EBM simulations shows that the
warming effect from water vapour is stronger in the equatorial
regions compared to the polar regions, since the CO2-induced
increase in total column water vapour is larger in the equatorial
regions.
In this model the warming effect from a CO2 induced increase
in absorption of LW radiation due to increased cloud cover
dominates over the cooling effect from increase in SW radiation
associated with increasing cloud cover. Increasing cloud cover
thus leads to an increase in surface temperature. The output
from this EBM suggest a large increase in cloud cover in the
polar regions, and a small decrease in cloud cover in the lower
latitudes, resulting in a cooling of the surface temperature.
For a doubling of CO2, on a global scale the activation of the
cloud albedo feedback damps the surface temperature increase
for the simulation where all three feedbacks are activated in
our EBM. This is an agreement with the results presented by
Mitchell et al. (1989), where the effects of phase changes, when
included in a GCM, suggested a halving of the simulated cli-
mate sensitivity. According to the output from our EBM, on
a global scale and in the equatorial regions, the simulations
where surface albedo feedback is activated, suggest a damping
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of the surface temperature increase when cloud albedo is ac-
tivated. The cloud albedo feedback has the largest effect in the
polar regions, which is also in agreement with earlier work () In
the polar regions the surface temperature increase is enhanced
for all simulations except for the simulation where surface al-
bedo, water vapor and clouds interact and the simulation when
cloud cover is prescribed, due to decreases in net SW radiation
reflected from clouds.
The decrease in temperature in clouds found in the high lat-
itudes contribute to lower cloud albedo (due to an increase in
fraction of ice crystals), while in the low latitudes the simulated
increase in cloud temperature leads to a higher cloud albedo
(due to an increase in fraction of water droplets). In the EBM
presented in Chapter 5 there are only two critical temperatures
for phase transitions, and therefore the change in cloud albedo
lacks a detailed geographical distribution. However, the results
presented here point toward the importance of representing the
reflectivity of clouds and changes of reflectivity of clouds cor-
rectly in climate models, as is also pointed out in the work of
Storelvmo et al. (2015).
Clouds are a critical part of the climate system of Earth, since
they exert a strong radiative cooling on the surface, as well as
warming depending on cloud type and optical thickness (Steph-
ens et al., 2012). Changes in cloud amount, cloud height, cloud
condensation nuclei and cloud radiative properties such as re-
flection of SW and absorption of LW radiation are all import-
ant contributions to cloud feedbacks. Changes in cloud radi-
ative effects can be decomposed by cloud type, for example
through altitude and optical thickness. Different mechanisms
and processes responsible for cloud responses to RF in different
regimes. Because of the large number of different cloud types
and regimes and the dependence of clouds on both micro and
macro physical influences, cloud feedback on climate repres-
ents the largest uncertainty in climate modeling. The feedback
associated with phase changes in clouds is a powerful feedback,
even controlling the sign of the overall feedback, yet not well
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understood.
In the simple EBM presented in Chapter 5 GHG-induced changes
in cloud reflectivity depend not only on the temperature of
clouds but also on the area from which the SW radiation is
reflected. Changes in albedo are thus enhanced/ damped de-
pending on if the cloud cover fraction is increased or decreased.
The output from the EBM presented here shows that where the
LW radiation is small, e.g. when the interaction between pos-
itive feedbacks such as surface albedo, water vapour or cloud
cover feedbacks are weaker, the effect from cloud albedo feed-
back becomes more important. According to the EBM simula-
tions studied here, the cloud albedo feedback has the greatest
impact on the cloud cover feedback, followed by the water va-
por and the surface albedo feedbacks.
One of the main findings in this project is that the sums of CO2-
induced EBM simulated surface temperature changes due to
any variable (viz surface albedo, water vapour or cloud cover)
considered in isolation are smaller than the temperature changes
from coupled feedback simulations. This points towards non-
linear behaviour in the feedbacks associated with these three
variables. It was found that surface albedo is the strongest driver
of this non-linearity, followed by water vapour and cloud cover.
The strongest non-linear behaviour is found when all three
climate variables interact. This is because the increase in LW
radiation absorbed by the surface, associated with changes in
water vapour and cloud cover, and increases in SW radiation,
related to decrease in surface albedo, amplify each other. The
non-linearities are stronger in the polar regions compared to in
the lower latitudes.
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7.1 future work
7.1.1 Representation of Antarctic ozone in MAGICC
Even though the work presented in this PhD thesis is com-
plete, there is room for improvements and development. The
model described in Chapter 6 is very sensitive to changes in
CO2 (see Table 6.3). However according to Eyring et al. (2013),
over Antarctica in September, the sensitivity of ozone to the
GHG scnenario is generally not very high. This results in very
similar evolution of stratospheric column ozone over the 21st
century in different RCP’s. The method to calculate SCO de-
scribed in Chapter 6 is good on a global scale, but is rather
poor in the high latitudes since it does take into account the
effect from polar stratospheric clouds, and does not describe
for example stratospheric sudden warming and other interan-
nual extreme events well. Therefore the sensitivity to changes
in CO2 in our model is likely overestimated in the Antarctic
region. This result in differences between RCP emissions scen-
arios that are likely too large.
A stratospheric semi-empirical model referred to as semi-empirical
weighted iterative fit technique (SWIFT) (Rex et al., 2013) could
be implemented in MAGICC to cover the high latitudes of the
globe. SWIFT comprises a set of coupled first order differential
equations describing the time rate of change of key species in
the polar stratosphere, including HNO3, HCl, ClONO2, ClOx
and ozone. It describes the time evolution of these prognostic
variables throughout the polar winter starting from prescribed
initial conditions. SWIFT is driven by a time series of fractional
area of polar stratospheric clouds (FAP), i.e. the fraction of vor-
tex with temperatures below 195 K (the threshold temperature
for formation of polar stratospheric clouds (PSCs)) and frac-
tional area of sunlight (FAS), i.e. the fraction of the vortex ex-
posed to sunlight. FAP would be calculated from stratospheric
temperature fields, with a method called stratospheric temper-
ature pattern scaling (STePS).
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STePS would require input in the form of CO2 and SCO fields,
in order to calculate stratospheric temperature fields. The func-
tional dependence of stratospheric temperature on CO2 and
ozone anomalies would be determined based on a similar concept







j + εj (7.1)
where α, β and ε are fit coefficients derived individually for
each latitude (denoted by j subscripts), Tj
′
strat,j is the perturba-
tion in temperature in the Antarctic stratosphere with respect




are perturbations in vortex
averaged CO2 and stratospheric column ozone concentrations
with respect to the same baseline. The temperature fields would
be calculated on a monthly basis, to catch the extreme stra-
tospheric events, and therefore monthly mean CO2 and SCO
would be required. From these temperature fields FAP would
be calculated in STePS and sent into SWIFT, new ozone fields
are calculated within SWIFT, and sent back to STePS.
7.1.2 Representation of gases other than CO2 in the stratospheric
module in MAGICC
In the work presented in Chapter 6, CO2 is used as a proxy for
statospheric temperature and climate related effects on SCO,
while EESC represent effects from the ODSs on SCO abund-
ances. However, future evolution of stratospheric ozone is af-
fected not only by CO2 and EESC, but also by other GHGs
with nitrous oxide (N2O) and methane (NH4) probably playing
the dominant roles, especially when halocarbons return toward
pre-industrial levels in the middle to end of the century.
Garny et al. (2013) suggest that the earlier return of strato-
spheric ozone to 1980 levels are caused by
1. stronger increases in ozone production due to enhanced
NOx concentrations in the Northern Hemisphere (lower
stratosphere and upper troposphere),
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2. stronger decreases in destruction rates of ozone by the
NOx cycle in the Northern Hemisphere (lower stratosphere)
linked to effects of dynamics and temperature on NOx
concentrations, and
3. increasing efficiency of heterogeneous ozone destruction
by Cly in the Southern Hemisphere mid-latitudes as a res-
ult of decreasing lower stratospheric temperatures
In the model described in Chapter 6, CO2 is used as a proxy for
stratospheric temperatures, and EESC to represent the destruc-
tion of ozone due to chlorine and bromine compounds. Thereby
there is no spread in the simulations due to NOx. This causes a
relatively small spread in return years between GHG emissions
scenarios in the Northern Hemispere.
N2O is relatively inert in the troposphere, and is transported
to the stratosphere, where it is broken down via photolysis ac-
cording to the following (Portmann, Daniel, and Ravishankara,
2012),
N2O+ hν→ N2 +O• (7.2)
N2O+O• → N2 +O2 (7.3)
N2O+O• → 2NO (7.4)
NO produced in Eq. 7.4, just like e.g. chlorine (Cl) and hydro-
gen oxide (HO), destroys ozone in the stratosphere through
the following catalytic processes (Portmann, Daniel, and Rav-
ishankara, 2012),
X+O3 → XO+O2 (7.5)
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XO+O→ X+O2 (7.6)
where X = NO, HO, Cl. The X molecule is able to destroy many
ozone molecules before it is removed from the stratosphere.
While N2O causes ozone depletion, methane (CH4) causes ozone
increases by converting active chlorine (Cl) to a chlorine reser-
voir (HCl) that does not directly destroy ozone (Portmann, Daniel,
and Ravishankara, 2012),
Cl+CH4 → HCl+CH3 (7.7)
This means that an increase in methane will decrease active
chlorine that otherwise would have reacted with ozone. Global
ozone loss would thus have been larger if there was no increase
in methane.
In future work and further development of the SCM, other
gases that affect stratospheric ozone concentrations such as meth-
ane and nitrogen oxide, could be added to the regression model
presented in Chapter 6 (Eq. 6.1). Thereby contributions to uncer-
tainties from methane and nitrogen oxide could be estimated
along with CO2 and EESC.
By fitting Eq. 6.1 to output from the EMAC model, the effect
from the Brewer-Dobson circulation (BDC) on the relationship
between CO2, EESC’ and SCO’ is included in our EBM. How-
ever, climate models display a wide range of responses of the
BDC to climate change.
To capture the full range of responses of the BDC to climate
change across different CCMs, the method presented here could
be used in the future to emulate a range of CCMs.
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7.1.3 Representation of cloud properties in the EBM
The first version of the EBM (presented in Chapter 4) incorpor-
ates surface albedo, water vapour and cloud cover. Cloud prop-
erties such as emissivity and albedo are omitted. In Chapter 5
the EBM was extended with cloud albedo that changes with
changing cloud temperure is presented. The representation of
cloud albedo in the EBM developed in this PhD project is very
simple, however it is useful as the output gives an indication
of how changes in cloud albedo affects other feedbacks. Since
only two cut-off temperatures are used, the geographic repres-
entation is limited.
The cloud albedo in the EBM could be developed so that it de-
pends on e.g. the cloud water path. The cloud water path is
determined by the amount of water in the column of the cloud,
which depends on the thickness of the cloud. The amount of
water in the column of the cloud depends on cloud temperat-
ure. For example, cooler clouds contain more ice crystals and
less water droplets.
In the current version of this EBM, cloud emissivity is set to
a constant. Emissivity of clouds that vary with changes in the
climate system could also be implemented in the EBM. Accord-
ing to Chýlek and Ramaswamy (1981), the emissivity of clouds
can be expressed in terms of ice water path (IWP) in clouds,
εc = 1− e
−DKabsIPW (7.8)
where D is a diffusivity factor, kabs is the LW absorption coeffi-
cient, IPW depends on temperature. The absorption coefficient
kabs can be defined as
kabs = kl(1− fice) + kifice (7.9)
where fice is the ice/water fraction in clouds, kl is the LW ab-
sorption coefficient for liquid water, and can be expressed as
(Ebert and Curry, 1992)
ki = 0.005+ 1/rei (7.10)
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where rei is the effective radius of the ice crystal distribution.
Even though implementation of more sophisticated cloud prop-
erties such as albedo and emissivity would expand the use of
the EBM, it would also increase its complexity. This could pos-
sibly be an interesting topic for future work.
Furthermore, in the EBM developed during this PhD project,
the cloud cover depends on relative humidity, lapse rate and
latent heat flux. It is assumed that changes in these climate pro-
cesses are insensitive to the geographic distribution of cloud
changes. An attempt to investigate the geographical distribu-
tion of the sensitivity was made, however it was difficult to
find a trend in cloud cover changes over the time period in the
ERA-Interim data set. Improvement of the geographical sensit-
ivity of cloud cover to the processes governing the creation of
clouds could also be a topic for future work on this EBM, how-
ever this would also increase the complexity of the model.
The EBM presented in Chapters 4 and 5 could be a useful too
for educational purposes. One idea is to develop an online in-
terface which would allow students or public to run the model
with different settings, and thereby get an insight into how dif-
ferent components of the climate system interact and how they
affect the surface temperature on Earth.
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