We discuss in this paper Sche e's method for constructing simultaneous conÿdence intervals which hold for all linear combinations of the parameters subject to the weight vector being restricted to a convex cone.
Introduction
Letˆ be an estimator of the true value ∈ R p of a parameter vector. Suppose thatˆ has a normal distribution with mean vector and nonsingular covariance matrix 2 V , known up to the coe cient 2 . For example,ˆ can be the least squares estimator of the standard linear model
∼ N(0; 2 I n ): (1.1)
In that case V = (X X ) −1 , of course (we discuss this further in Example 2.1). Suppose, moreover, that an estimator S 2 of 2 is available, such that S 2 is independent ofˆ and S 2 = 2 has a chi-squared distribution with degrees of freedom. Suppose now that one would like to impose linear restrictions on the weight vector a. That is, we would like to construct conÿdence intervals for all a in a certain convex cone C ⊂ R p . For example, we may be interested in a ∈ R p with all components being nonnegative, i.e., we may restrict a to the nonnegative orthant R p + := {x ∈ R p : x i ¿ 0; i = 1; : : : ; p}.
Derivations
Our analysis is based on the following derivations. Choose b ∈ R p and consider the optimization problem
Recall that V is a p × p symmetric positive deÿnite matrix and C is a closed convex cone. Let us observe that the objective function f(x) := b x=(x Vx) 1=2 of problem (2.1) has the following property: f(tx) = f(x) for any t ¿ 0 and x = 0. Therefore we can normalize vector x in (2.1) by adding the constraint x Vx = 1. It follows that problem (2.1) is equivalent to the optimization problem max x∈R p b x subject to x Vx 6 1; x∈ C:
Indeed, since V is positive deÿnite, the constraint x Vx 6 1 deÿnes a bounded subset of R p . Consequently the feasible set of problem (2.2) is bounded and clearly is closed, and hence is compact. It follows that problem (2.2) has an optimal solution. Moreover, since the objective function of (2.2) is linear, the constraint x Vx 6 1 is active at an optimal solution of (2.2). That is, the constraint x Vx 6 1 can be replaced by the equality constraint x Vx = 1. We obtain that the optimal values of problems (2.1) and (2.2) are equal to each other.
With problem (2.2) is associated the Lagrangian
We have By the standard duality theory we have that the optimal value of problem (2.3), and hence of problem (2.2), is less than or equal to the optimal value of problem (2.4). Moreover, problem (2.2) is convex and the Slater condition holds. That is, there exists x * ∈ C such that x * Vx * − 1 ¡ 0 (e.g., take x * = 0). It follows then that there is no duality gap between problems (2.2) and (2.4), i.e., the optimal values of the problem (2.2) and its dual (2.4) are equal to each other (see, e.g., Rockafellar, 1970) . Let us represent the dual problem (2.4) in a more explicit form. For ¿ 0 we have
where d := (2 ) −1 V −1 b. Consequently, problem (2.4) can be written in the form
Note that vector x in (2.4) is rescaled to (2 ) −1 x in (2.5). Since C is a cone, such rescaling does not change the optimal value of (2.5). Furthermore, we have that
and hence
We obtain that the optimal value of the dual problem, and hence of problem (2.1), is equal to
where h := V −1 b. Note ÿnally that the optimal value of (2.6) is equal to ( x V x) 1=2 , where x = x(h) is the optimal solution of (2.6). This holds true since we have by the ÿrst-order optimality conditions that (h − x) V x = 0.
Let us take now b := −ˆ and denote by Z the common optimal value of (2.1) and (2.6). We have then that
It follows from (2.6) that Z 2 = 2 has a chi-bar-squared distribution. That is, for c ¿ 0,
where w i = w i (p; V −1 ; C); i = 0; : : : ; p, are nonnegative weights, summing up to one, known as level probabilities. The chi-bar-squared distributions and the weights w i (p; V −1 ; C) are discussed in detail in Sen and Silvapulle, 2002 and Shapiro, 1988, where f i; are random variables having F-distribution with i and degrees of freedom.
