A lattice path inside the m × n table T is a sequence ν 1 , . . . , ν k of cells such that ν j+1 − ν j ∈ {(1, −1), (1, 0), (1, 1)} for all j = 1, . . . , k − 1. The number of lattice paths in T from the first column to the (x, y)-cell is written into that cell. We present a precise description of the minimal linear recurrences among rows, columns, and columns sums. As a result, we obtain several formulas for the number of all lattice paths from the first column to the last column of T , that is, the n th column sum. Our methods are based on three classes of operators, which will also be studied independently.
Introduction
A path through the points of a set U ⊆ Z d is known as a lattice path, where by a path we mean a sequence of points. In particular, for a set S ⊆ Z d of steps, an S-lattice path inside U is a sequence ν 1 , . . . , ν n ∈ U of points such that every step ν i+1 − ν i belongs to S, for all i = 1, . . . , n − 1. Lattice paths are studied from a general (analytical) point of view by various authors where they investigate analytic behavior of complex generating functions of paths, estimations of the number of paths of given lengths, etc. (see [1, 2] ). However, a large variety of S-lattice paths inside a set U of points are studied in the literature too, for instance Dyke paths, Schröder paths, Delannoy paths, Motkzin paths, Narayana paths etc. Motzkin paths, the most related lattice paths to ours, are well studied in [3, 4, 6] .
Every rectangular subset U of Z 2 can be considered as a table T whose cells are correspond to the points of U . For a given m × ∞ table T m , we may consider Slattice paths, where S = {(1, −1), (1, 0), (1, 1)}. In particular, lattice paths starting from a cell in the first column are of special interest. The number of all S-lattice paths from the first column to the (x, y)-cell is denoted by C m (x, y), or simply by C(x, y) if there is no confusion. We usually write the number C(x, y) inside the (x, y)-cell for convenience (see Figure 1 ). Assuming C(x, 0) = C(x, m + 1) = 0 for all x 1, we observe that C(x + 1, y) = C(x, y − 1) + C(x, y) + C(x, y + 1)
for all x 1 and y = 1, . . . , m. The number of lattice paths from the first column to the n th column is denoted by I m (n). It is evident that I m (n) = C(n, 1) + · · · + C(n, m).
Lattice paths inside a table are studied in [8, 9] in several special cases, say when m = 1, 2, 3, 4, and some formulas for C(x, y) and I m (n) are derived. It is shown that the number of paths from the first column to the cell (n, 1) or (n, n) in an square 1 1 2 n × n table, namely C(n, 1) = C(n, n), counts the number of directed animals of size n. Directed animals appear frequently in physics in study of thermodynamic models for critical phenomena, phase transitions, statistical physics, lattice gas models with extended hard-cores, river networks, etc (see [7] and reference therein). Most results there are deal with exact formulas or asymptotic results for the number of various kinds of directed animals in d-dimensional spaces. For instance, it is known that a 1/n n tends to a constant in many cases, where a n denotes the number of directed animals of size n.
Recently, determinants of some Hankel matrices involving the numbers C m (x, y) and their (weighted) generalizations are also computed in [5] .
The aim of this paper is to study linear combination of rows and columns of the table and obtain recurrence relations of minimum degrees for C(x, y) and I m (n). We note that the degree of a linear recurrence relation a(n + k) = α 0 a(n) + · · · + α k−1 a(n + k − 1), a sequence {a(n)} satisfies is the number k provided that α 0 = 0. Indeed, k is the degree of the associated polynomial of the corresponding recurrence relation.
Our results uses three classes of operators, denoted by M o , M e , and M ′ , defined recursively. In section 2, the main results (say, Theorem 2.1, and Theorem 2.8 and subsequent corollaries) are proved. Theorem 2.1 determines under which conditions a linear combination of rows (or rows entries) is a constant. Theorem 2.8 gives the recurrence relations of minimum degrees to which columns and columns sums satisfy. Since our methods make use of the operators M o , M e , and M ′ heavily, in the last section, we shall also describe their properties as well as giving precise formulas of them.
Linear recurrences among rows, columns, and columns sums
We begin this section with analyzing linear combinations of rows. Since the rows in an m × ∞ table are symmetric, we always have equations of the form α 1 C(n, 1) + · · · + α m C(n, m) = 0, where α i + α m+1−i = 0 for all i = 0, . . . , m. Such a linear combination of columns entries (or rows), appearing in left hand side of the above equation, are called trivial linear combinations. 
for all n 1, where λ = 0 is a fixed number and α 2i+1 + α m−2i = (−1) i 2λ, for all i = 0, . . . , (m − 1)/4.
Proof. Suppose
is a constant for all n 1. We know that
Combining (1) and (2) yields
Then β 1 C(n, 1) + · · · + β m C(n, m) = 0 for all n 1. We show that β i + β m+1−i = 0 for all i m/2. The cases n = 1 and n = 2 yield
for all n 1. Considering the equation (3) as a transformation of (1) with c = 0, and applying it k times to the equation (4), we obtain the equation
. . , β ′ m−1 and all n 1. Proceeding the same argument as above, we get β k+1 + β m−k = 0. Hence, we have shown that β i + β m+1−i = 0 for all i m/2. Therefore,
If either m is even or m ≡ 3 (mod 4), then we get α i + α m+1−i = 0 for all i m/2, which results in a trivial equation with zero constant. Now assume that m ≡ 1 (mod 4) is odd. Then α 2i + α m+1−2i = 0, for i = 1, . . . , (m − 1)/4, and there exists a number λ such that α 2i+1 + α m−2i = (−1) i 2λ for all i = 0, . . . , (m − 1)/4. Since λ = 0 yields a trivial equation, we must have λ = 0, as required.
To prove the converse, let λ = 0 be any number and assume α 2i+1 + α m−2i = (−1) i 2λ for all i = 0, . . . , (m − 1)/4. Clearly, the equation
holds for n = 1. Now a simple inductive argument on n in conjunction with (2) shows that the equation holds for all n 1. The proof is complete.
The rest of this section is devoted to the study of linear combination of rows entries. In order to do this, we define three classes of operators and apply them to find the linear recurrences among rows entries, columns and columns sums. Let M m := M m (∆) be the multiplier function defined as In what follows, we shall use the multipliers M m , acting on the second argument of C(n, i), to obtain relations for columns entries and apply them to derive formulas for I m (n) as a function of a column entry.
for all a, b = 1, . . . , k, where k = ⌈m/2⌉.
for all a = 0, . . . , k − 1. We know from the definition that ∆C(n, a) = C(n, a − 1) + C(n, a + 1) for all 1 < a < m. We have two cases:
(1) m is odd. Then m = 2k + 1. We have
Now if the result holds for some 2 a < k, then M m (a)C(n, k) = 2C(n, k − a), from which it follows that ∆M m (a)C(n, k) =2C(n, k − (a + 1)) + 2C(n, k − (a − 1)) =M m (a − 1)C(n, k) + 2C(n, k − (a + 1)).
Thus,
M m (a + 1)C(n, k) = 2C(n, k − (a + 1)), and the result follows.
(2) m is even. Then m = 2k. In this case ∆C(n, k) = C(n, k − 1) + C(n, k + 1) = C(n, k − 1) + C(n, k),
The rest of proof is similar to (1) and we are done. Now let 0 a, b k − 1. Then
and
Therefore,
from which, by substituting a → k − a and b → k − b, the result follows.
for all a = 1, . . . , k and n 1, where k = ⌈m/2⌉. In particular, for a = k, we have
for all n 1.
Proof. We know that M m (k for all i = 1, . . . , k. Clearly, M ′ (0)C(n, 1) = C(n, 1). Also, ∆C(n, 1) = C(n, 2), that is, M ′ (1)C(n, 1) = C(n, 2). Now assume a < k and M ′ (b − 1)C(n, 1) = C(n, b) for all 1 b a. Then ∆M ′ (a − 1)C(n, 1) = ∆C(n, a) = C(n, a − 1) + C(n, a + 1)
= M ′ (a − 2)C(n, 1) + C(n, a + 1), from which it follows that M ′ (a)C(n, 1) = C(n, a + 1). Now let 1 a, b k. Then
as required.
for all a = 1, . . . , k and n 1, where k = ⌈m/2⌉. In particular, for a = 1, we have
Proof. We know that M ′ (a − 1)C(n, b) = M ′ (b − 1)C(n, a) for all b = 1, . . . , k. If m is odd, then M ′ (a − 1)I m (n) = M ′ (a − 1)(2C(n, 1) + · · · + 2C(n, k − 1) + C(n, k))
Also, if m is even, then M ′ (a)I m (n) = M ′ (a)(2C(n, 1) + · · · + 2C(n, k − 1) + 2C(n, k))
The proof is complete.
In order to find the recurrence relation of minimum degree among columns, we must to analyze the matrices formed by columns of the tables. The matrix of the m × ∞ table is T m , which is the tridiagonal matrix with diagonal, superdiagonal, and subdiagonal entries are equal to 1. Clearly, T m C m (n) = C m (n+1) for all n 1, where C m (n) denotes the n th column. However, since the rows are symmetric, we can restrict ourself to the first ⌈m/2⌉ rows. For this we define the following matrices according to the parity of m. Let
Also, let
Assume C * m (n) is the reduced n th column in the m × ∞ table including entries in the rows 1, . . . , ⌈m/2⌉. From the definition, it follows that T * m C * m (n) = C * m (n + 1) for all n 1.
Lemma 2.6. For every m 1, we have
where χ denotes the characteristic function.
Proof. Expanding the determinants on the first row and then on the second row yields
for all k Proof. It is not difficult to see, say by using induction on columns, that
is a matrix whose ij th entry is 3 j−1 if i j, and it is 3 j−1 − 1 if j = i + 1. Subtracting (r − 1) th row from r th for r = k, k − 1, . . . , 2, respectively, we reach to an upper-triangular matrix with diagonal including of only 1's. This shows that det([C * m (1) · · · C * m (k)]) = 1. Therefore, det([C * m (n + 1) · · · C * m (n + k)]) = det(T * m n [C * m (1) · · · C * m (k)]) = det(T * m ) n , as required.
Utilizing Lemma 2.6, we obtain the following result for linear combinations of columns immediately.
Theorem 2.8. Let k = ⌈m/2⌉ and [α 1 · · · α k ] T be the solution to the matrix equation for all n 1. Moreover, these recurrence relations are of the minimum degree k, that is, all other recurrence relations for columns entries and columns sums can be derived from these recurrence relations.
Proof. The equality of (5) follows that of Corollary 2.6, and the equality (6) is a consequence of (5). Now, we show that the recurrence relations (5) and (6) have minimum degree. The fact that the recurrence relation (5) has minimum degree is obvious since the matrices [C * m (n) · · · C * m (n + k − 1)] are invertible and their columns are linearly independent. We use this fact to show that the recurrence relation (6) has minimum degree too. First observe that 3I m (n) = I m (n+1)+2C(n, 1) so that (2−∆)I m (n) = 2C(n, 1). If there exists a recurrence relation of degree k ′ < k for I m (n), then the same recurrence relation holds for (2−∆)I m (n) and hence C(n, 1) (and consequently C(n, i) for all 1 i m by Lemma 2.4) satisfies the same recurrence relation of degree k ′ , which is a contradiction. The proof is complete. Corollary 2.9. For every m 1, the following polynomials are equal:
(1) det(xI − T * m );
Proof. First we prove the equality of (1) and (2) . Analogous to Lemma 2.6, one can easily show that
Now, we show the equality of (1) 
)C * m (n) = 0 of minimum degree k arising from the polynomial in (3) . Hence, the two recurrence relations, having the same degrees and leading coefficients, must be identical, which implies that the polynomials (1) and (3) must be equal. The proof is complete. 
The multipliers M m and M ′
This section is devoted to the study of the multipliers M m and M ′ . As we shall see in the sequel, the multiplies M m and M ′ on the values a + b and ab (a, b 1) can be obtain by their values on a and b, respectively. These results will be applied to show that these multipliers admit a factorization property like natural numbers. 
Proof. We prove only the first equality since the the proof of the second equality is similar. For a = 1, we have
Also, for a = 2, we obtain
by Theorem 3.4, that is,
Now assume that a 2 and the result holds for a and a−1. Applying the multiplier As a result, if n = p a1 1 . . . p a k k is the canonical factorization of n into distinct primes p 1 , . . . , p k , then
where all the products are the combination of functions.
Proof. Utilizing Theorems 3.5 and 3.2, one observes that from which the first equality follows. The second equality follows that of the first one by using induction on n.
For matrices O n we pose the following conjecture determining all those matrices giving rise to Singer cycles.
Conjecture 4.2. The matrix O n ∈ GL n (q) is invertible of order q n − 1 if and only if q = 3 and n is a power of two.
