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第 1 章 序論 
1.1 研究背景 
 近年 YouTube などを始めに，大量の動画コンテンツがインターネット上で配信されてお
り，それに対するユーザの嗜好も様々である．これに伴い，大量のコンテンツの中から，ユ
ーザの嗜好に合わせられる推薦システムの需要が高まっており，協調フィルタリングや内
容ベースフィルタリング[1]などの推薦アルゴリズムが提案されている．例えば amazon で
は，協調フィルタリングを利用し，ユーザの購買履歴に基づいて購買履歴の類似したユーザ
を検索することで，ユーザの嗜好に沿った商品を推薦している． 
 しかし，履歴に基づく推薦アルゴリズムでは，ユーザの潜在的なニーズを満たせない可能
性がある．履歴は必ずしもユーザの興味を反映しないからだ．例えば，商品を購入した場合
でも，仕事で一度だけ必要になっただけなど，ユーザの履歴とユーザの興味度は往々にして
乖離する． 
 そこで近年では，ユーザの生体情報を用いて興味度を推定するシステムが研究されてい
る．生体指標は客観的な数値としてユーザの興味度を測れる可能性が高いからだ．例えば，
映像視聴時の感情状態は生理心理計測に影響を及ぼしていることが明らかになり[2]，生体
情報を用いた情動分類について検討されている[3]． 
さて，生体情報の中でも瞳孔径は，感情から影響を大きく受けるだけでなく，ユーザに非
非侵襲である点で優れている．しかし，瞳孔径は周辺輝度の影響(対光反射)を大きく受ける
ため，瞳孔径から情動成分を抽出する際には，輝度による影響を取り除く必要があり，これ
を一般に「瞳孔径の対光反射補正」という．  
したがって，瞳孔径の対光反射補正は，動画が大量配信され推薦システムの需要が高まる
社会を背景に，ユーザの動画に対する興味度評価および動画推薦に利用することができる．
これは人々の豊かな暮らしに資することを意味し，意義がある． 
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1.2 研究目的 
 研究目的は，瞳孔径の対光反射補正の精度向上である．精度向上によって，より正確な情
動成分抽出が可能となり，興味度推定への応用に更なる期待ができるからである． 
 先行研究では，ニューラルネットワークを利用した瞳孔径の対光反射補正方式が提案さ
れている[4]．これを受けた[5]では DNN を利用した対光反射補正方式を検討している．[6]
では対光反射の数式モデルを利用した転移学習による対光反射補正方式について検討して
いる． 
 ここで，[6]では転移学習のために対光反射数式モデルを利用しているが，ニューラルネ
ットワークを使わず，対光反射数式モデルによる対光反射補正方式についての検討の余地
が残されていた．また，瞳孔径の対光反射補正には，個人に最適化させるために必要な学習
輝度パターンが重要であるが，学習の輝度パターンに関する検討の余地がある． 
 以上より本研究では，既提案の対光反射モデルを利用した対光反射補正方式を提案する
とともに，対光反射数式モデルによる対光反射補正方式を提案し，さらに学習輝度パターン
についての検討を行うことで，総合的に精度の高い対光反射補正方式についての検討を行
う． 
 
 
1.3 本論文の構成 
本論文の構成は以下の通りである． 
第 1 章では，本研究の背景および目的を述べる． 
第 2 章では，瞳孔径と対光反射モデルの関連研究を述べる． 
第 3 章では，実験装置，モデルのパラメータなどを述べる． 
第 4 章では，各対光反射補正方式の実験結果と各モデル間の比較を述べる． 
第 5 章では，各対光反射補正方式の考察を述べる． 
第 6 章では，本研究のまとめと今後の課題について述べる． 
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第 2 章 関連研究 
2.1 瞳孔径の対光反射補正 
2.1.1 瞳孔径 
 瞳孔径の収縮と散大に関する研究は 50 年以上続いており，瞳孔径変動は様々な影響を受
けることがわかっている． 
最も影響を与えるのは光であり，周辺輝度による瞳孔径変動を「対光反射」という[7，8，
9，10，11]．また，瞳孔径の大きさは 2～8mm で変化[12，13]し，対光反射が引き起こさ
れるのに，光が眼に入射してから最低 220ms かかる[7]．瞳孔径の収縮が完了すると，瞳孔
径は元に大きさに戻ろうとする力が働く．また，一般に収縮速度は，散大速度の 3 倍と報告
されており，目に入射する光の輝度が高いほど収縮速度は速くなり，遅延も短い[7，12]．  
感情も瞳孔径の大きさに影響を与える．例えば，感情表現豊かな顔の写真に瞳孔径は反応
を示した．これは，社会的相互作用の役割を果たすと考えられている[14]．また，自動的に
他者の瞳孔径の散大に追随することで，信頼を得ることができるという報告がある[15]． 
古典的な研究では，突然銃声を聞かせることで人間の瞳孔径は散大することがわかってい
る[16]． 
また，瞳孔径は認知処理の影響を受ける．認知による反射は，一般に対光反射より影響が
小さく 0.5 mm ほどである[17]．例えば，被験者に 2 つの数の掛け算を行ってもらうと，掛
け算の難易度と瞳孔径の大きさに相関が見られた[10，18]また，記憶の活動も影響する[19]． 
 
 
2.1.2 瞳孔径の対光反射と対光反射補正 
2.1.1 で述べたように，人間の瞳孔径は対光反射，感情，認知処理の影響を受けることが
わかっている．この特性を応用し，瞳孔径変動から周辺輝度よる影響(対光反射)を取り除く
ことで，動画コンテンツなどの評価が行えると考えられる．ここで，瞳孔径変動から対光反
射を取り除き，情動成分を抽出することを「瞳孔径の対光反射補正」という． 
瞳孔径の対光反射補正の精度の評価は，対光反射モデルが予測する瞳孔径と，被験者の実
測の瞳孔径の間の誤差を指標として評価を行う．ここで対光反射モデルとは，輝度と時間情
報を入力すると，瞳孔径を出力するモデルのことである． 
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2.2 DNN による対光反射モデル 
2.2.1DNN とは何か 
 Neural Network を利用した対光反射モデルが提案されている[4]．Neural Network とは，
人の脳の神経回路を模したアルゴリズムで，観測データに基づいて任意の関数を表現する
ことができる．そして Neural Network は，画像認識，音声認識，自然言語処理などの様々
な問題を高度なレベルで解決できると言われている． 
 先行研究[5]では，Neural Network の中でも特に Deep Neural Network(以下 DNN)を利
用している．DNN は，Neural Network の中でも精度が高いとされ，近年注目されている技
術の一つである．DNN による機械学習は Deep Learning と呼ばれ，概要は[20]から引用す
る． 
 
“Deep learning allows computational models that are composed of multiple processing layers 
to learn representations of data with multiple levels of abstraction. These methods have 
dramatically improved the state-of-the-art in speech recognition， visual object recognition， 
object detection and many other domains such as drug discovery and genomics. Deep learning 
discovers intricate structure in large data sets by using the backpropagation algorithm to 
indicate how a machine should change its internal parameters that are used to compute the 
representation in each layer from the representation in the previous layer. Deep convolutional 
nets have brought about breakthroughs in processing images， video， speech and audio， 
whereas recurrent nets have shone light on sequential data such as text and speech.” 
論文[20]より引用 
 
2.2.2 DNN による対光反射モデルの実現 
 DNN を用いた対光反射モデルの構造について述べる． 
 光の入射から少なくとも 3 秒以内に対光反射が起きるということがわかっている．そこ
で，輝度変化 3 秒分を入力すると，瞳孔径の大きさを出力する DNN を構築する． 
 図 2.2.1 のように DNN は，パーセプトロンを層で積み上げた構造をしており，パーセプ
トロンの値(重み，バイアス)を変えることで，入力から出力までの処理を変化させることが
できる．図 2.2.1 で DNN による対光反射モデルを図示する． 
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図 2.2.1 DNN による対光反射モデル 
 図 2.2.1 ではサンプリング周波数を 60Hz としており，3 秒分つまり 180 の輝度変化デー
タを DNN に入力すると，瞳孔径の大きさを出力する構造になっている． 
 
 
2.2.3 DNN の個人への最適化 
 DNN の対光反射モデルによる瞳孔径の対光反射補正方式を実現するために，パーセプト
ロンの値を調整する必要がある．ここで，学習用の輝度パターンを被験者に提示し，輝度変
化に対する対光反射のデータセットを取得しておく．この輝度変化に対し，被験者の対光反
射が出力できるように，パーセプトロンを調整する． 
 以上の過程により，DNN は個人に最適化された対光反射モデルとなり，瞳孔径の対光反
射補正に利用できる． 
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2.3 Pamplona が提案した対光反射モデル 
2.3.1 Pamplona が提案した対光反射の数式 
 平均的な人の対光反射のモデルは，Pamplona らによって以下の数式で表現できる[12]． 
 
𝑀(𝐷) = 𝑎𝑡𝑎𝑛ℎ (
𝐷 − 4.9
3
) (1) 
𝑑𝑀
𝑑𝐷
𝑑𝐷
𝑑𝑡
+ 2.3026𝑎𝑡𝑎𝑛ℎ (
𝐷 − 4.9
3
) = 5.2 − 0.45 𝑙𝑛 [
∅(𝑡 − 𝜏)
∅̅
] (2) 
 
ここで，D は瞳孔径[mm]，∅(𝑡)は時間 t における目に入る光の量[lumens]，∅̅は閾値
[lumens]，𝜏は対光反射の反応遅延時間[msec]である．また，瞳孔径の収縮速度は，散大速
度の 3 倍として瞳孔径の大きさを求める． 
 しかし，これは平均的な人の対光反射モデルであり，瞳孔径には，①瞳孔径の生来的の大
きさ②遅延③収縮・拡散速度の 3 点で大きく個人差が生じる． 
 ここで，瞳孔径の対光反射補正方式に，この数式を直接利用することはできない。被験者
との誤差が大きくなってしまうからだ。したがって，個人への最適化を考える必要がある． 
 
2.3.2 𝑟𝐼による最適化 
 Pamplona は，下記の手順で，対光反射モデルの個人への最適化を行っている． 
 
図 2.3.1 Original data used by Moon and Spencer[1944] 
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𝐶𝑡𝐷(𝐷) = −0.013𝐷
5 + 0.322𝐷4 − 3.096𝐷3 + 13.655𝐷2 − 25.347𝐷 + 18.179 (3) 
𝐶𝑏𝐷(𝐷) = −0.005422𝐷
5 + 0.1387𝐷4 − 1.343𝐷3 + 6.219𝐷2 − 13.17𝐷 + 12.19 (4) 
𝐷𝑓𝑖𝑛𝑎𝑙 = 𝐶𝑏𝐷(𝐷) + (𝐶𝑡𝐷(𝐷) − 𝐶𝑏𝐷(𝐷))𝑟𝐼 (5) 
 
ここで，D は式(2)で与えられる瞳孔径[mm] ，𝑟𝐼は個人ごとのパラメータ(0～1 の値)で
ある． 
図 2.3.1 は，Moon らが 1944 年に発表した対光反射のデータである．図のプロットは，
1944 年以前に発表された対光反射実験結果をまとめたものであり，対光反射が𝐶𝑚の曲線に
沿うことが明らかした．この図を利用して，Pamplona は𝐶𝑡と𝐶𝑏という曲線を 5 次式で求め
た．全ての人の瞳孔径は𝐶𝑡と𝐶𝑏の間に収束するという仮定を，式(5)で表現したと推測され
る． 
ここで，𝑟𝐼の求め方に問題が残っている．𝑟𝐼の求め方は論文[12]において以下で述べられ
ている． 
 
“…Given the average value luminance(𝑙𝑖𝑔h𝑡 𝑜𝑛: 101.1 𝑏𝑙𝑜𝑛𝑑𝑒𝑙𝑠 ， 𝑙𝑖𝑔h𝑡 𝑜𝑓𝑓:10−0.5 𝑏𝑙𝑜𝑛𝑑𝑒𝑙𝑠) 
for the on (off) state， and the corresponding pupil diameter for a given subject， we used 
Equation 20 to estimate the rI_on (rI_off) index for that subject. The subject’s final rI index was 
computed as the average between his rI_on and rI_off indices.” 
※Equation 20 とは，式(5)のことである． 
 
上記の説明では，被験者にモニターをどの程度の時間提示するのか明らかではなく，正確
に実験を再現することが困難である． 
したがって，本実験では，学習輝度パターンを被験者に見せた時の実測の対光反射のデー
タを用いた． 
𝑒𝑟𝑟𝑜𝑟 =  √
∑ (𝐷𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑧𝑒𝑑𝑖 − 𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖)
2𝑛
𝑖=1
𝑛
(6) 
ここで，𝐷𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑧𝑒𝑑は𝑟𝐼によって最適化された瞳孔径の時系列データ，𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑は被験
者の学習用の瞳孔径の時系列データ，n は時系列データの長さで，式(6)を最小とする𝑟𝐼をベ
イズ最適化[22]によって求める． 
 
2.3.3 a×D+b による最適化 
2.3.2 で述べたように，個人への最適化としての𝑟𝐼は，再現性，使用されているデータが
1944 年と古い，人種の違いなどの課題が残されている．そこで，a×D+b という数式によ
る個人への最適化を提案する． 
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先に述べたように，式(2)は平均的な人の対光反射モデルであり，瞳孔径の散大・縮小の
幅や平常時の瞳孔径サイズは個人差が大きく，実測の瞳孔径と乖離が生じる．そこで式(2)
で得られた瞳孔径 D を，定数 a，b を用いて個人ごとに最適化させる手法を提案する． 
𝐷𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑧𝑒𝑑 = 𝑎𝐷 + 𝑏 (7) 
 
ここで，𝐷𝑝𝑒𝑟𝑠𝑜𝑛𝑎𝑙𝑖𝑧𝑒𝑑は a、b によって最適化された瞳孔径の時系列データ，𝐷𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑は被
験者の学習用の瞳孔径の時系列データ，n は時系列データの長さで，式(6)を最小とする a
と b をベイズ最適化によって求める． 
 
2.4 転移学習による対光反射モデル 
2.4.1 転移学習とは何か 
 一般に，DNN のパーセプトロンの初期値(重み、バイアス)は乱数で設定される．しかし，
初期値によって学習経過が異なり，学習結果にも影響を与えることがわかっている．したが
って，初期値の最適化することで，DNN の精度の向上が期待できる．この初期値の最適化
手法の一つとして，「転移学習(transfer learning)」が挙げられる[23]． 
 転移学習とは端的に言えば，ある領域で学習したモデルを別の領域に利用する手法であ
る．機械学習において，必ずしも扱うデータが大量かつ高精度であるとは限らない．そこで，
第一段階として、精度は高くなくとも大量にあるデータを利用し DNN に事前学習をさせ
る(pre-training)．次に，第二段階として、事前学習させた DNN に高精度なデータを学習さ
せる(fine-tuning)。2 つの段階を経ることで，過学習や局所解に陥る可能性を低減し，結果
として DNN の予測精度を高める．これが転移学習の基本的なアプローチである． 
 図 2.4.1, 図 2.4.2 に転移学習の概要を図示する。 
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図 2.4.1 転移学習のプロセス 
 
図 2.4.2 転移学習のパフォーマンス 
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2.4.2 転移学習の対光反射モデルのへの応用手法 
 転移学習には，精度は低くてもよいが大量にあるデータが必要である．本研究では，2.3.3
で説明した a×D+b の式を利用する． 
転移学習の対光反射モデルへの応用手順は， 
①ベイズ最適化によって最適化パラメータ a，b を求める 
②a×D+b によって，瞳孔径のデータセットを大量に生成する 
③②で求められたデータセットによって，DNN の事前学習(pre-training)を行う 
④③の事前学習した DNN を，実測のデータセットによって微調整(fine-tuning)を行う 
という流れになる． 
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第 3 章 実験 
3.1 実験装置 
3.1.1 アイトラッカ 
瞳孔径を計測するためのアイトラッカは，トビー・テクノジー社の X60 を使用し，これ
をモニターの下部に設置した．このアイトラッカは角膜に近赤外線を照射し，反射光を利用
することで，瞳孔径情報を取得する．仕様を表 3.3.1 に示す． 
また，瞳孔径を計測する際には，キャリブレーションと呼ばれる初期設定を行う． 
キ ャ リ ブ レ ー シ ョ ン は ， Tobii 社 が 提 供 し て い る ”Tobii Pro Eye Tracker 
Manager“(https://www.tobiipro.com/ja/product-listing/tobii-pro-eye-tracker-manager/ ， 
2019 年 1 月 26 日確認)のプログラムに従って行う． 
 
表 3.1.1 アイトラッカの仕様 
Sample rate 60 Hz 
Accuracy 0.5° 
Recovery time 300 ms 
Mount type N/A 
Screen size N/A 
Operating Distance 50 – 80 cm 
Head movement 44 x 22 cm at 70 cm 
Pupil size Yes 
Distance Yes 
Connection type LAN，  Power 
Data processing N/A 
Weight 3 kg 
Dimensions 32 x 8.5 x 16.3 cm 
https://imotions.com/tobii-x60-x120/ 
(2019 年 1 月 26 日確認) 
 
3.1.2 あご固定装置 
被験者とモニターの距離を一定(0.75m)に保ち，安定して瞳孔径情報を取得するために，
被験者のあごの位置を固定する簡易な装置を設置する．被験者には，ペットボトルの底部分
にあごを載せてもらい，それ以外は被験者が楽な姿勢を取ってもらった． 
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原則としてキャリブレーションから実験を終了するまで，あご固定装置に顔を載せたま
まの状態で実験を行う． 
あご固定装置を図 3.1.1 に図示する。 
 
図 3.1.1 あご固定装置を使用している被験者 
 
3.2 被験者 
 被験者は，男性 10 名，女性 1 名，平均年齢 23.5，標準偏差 1.07 である．実験の際には
耳栓をすることで，外部からの影響を可能な限り排除した． 
 
3.3 実験手順 
実験の大枠の手順は以下である． 
 手順 1: 被験者に画面全体が 0～255 で変化するグレースケール映像を提示し，この時の
瞳孔径情報を取得する． 
 手順 2: 学習用の輝度パターンを提示した際の対光反射をベースに，個人に最適化された
対光反射モデルをそれぞれ構築する． 
 手順 3: 予測用の輝度パターンを提示した際の対光反射と，手順 2 で構築されたモデルの
予測した対光反射を比較し，精度の評価を行う． 
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3.4 学習輝度パターンと予測輝度パターン 
 学習輝度パターンを 13 種類用意した。各 20 秒のグレースケール映像で，映像の最初の
3 秒は全画面輝度値 128 の画面が流れる． 
予測輝度パターンを 1 種類用意した．映像の最初の 3 秒は全画面輝度値 128 の画面が流
れる． 
学習輝度パターンと予測輝度パターンを図示する。 
図の横軸は時間[sec]，縦軸は 0～255 を 0～1 に正規化した輝度値である． 
 
 
 
図 3.4.1 矩形波 
 
図 3.4.2  sin 波 
 
図 3.4.3 三角波 
 
図 3.4.4 のこぎり波 
 
図 3.4.5 逆のこぎり波 
 
図 3.4.6 減衰矩形波 
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図 3.4.7 減衰 sin 波 
 
図 3.4.8 減衰三角波 
 
図 3.4.9 減衰のこぎり波 
 
図 3.4.10 減衰逆のこぎり波 
 
図 3.4.11 混合矩形 sin 波 
 
図 3.4.12 混合減衰矩形 sin 波 
 
図 3.4.13 実際型 
 
図 3.4.14 予測輝度パターン 
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なお，実際型と，予測輝度パターンは YouTube の広告動画を元に作成した．注視点を画
面中央と仮定し，視野角を 1°，画面との距離を 0.75m と設定する．さらに注視点を円の中
央として，半径が 0.75×atan(1°)[m]の正円を視野とし，動画の輝度を平均した． 
この輝度抽出によって，実際の映像の輝度変化に近い輝度パターンを再現できると考え
る． 
 
3.5 データ補正 
 観測された瞳孔径情報は以下の手順で補正する． 
①線形補完 
 まばたきや機器のエラーによって生じたデータの欠損は，全て値を 0 に変換する処理を
行った後，線形補完をする． 
 
②ローパスフィルタ 
 ノイズなどにより，明らかに高周波数で不自然に変化する瞳孔径変動を取り除く．本実験
では 2Hz 以上を取り除く． 
 
③加算平均 
 測定の差異に偶発的に生じた情動反応による瞳孔径変動を取り除くため，加算平均を行
う．加算平均の回数は 5 回である． 
 
④正規化 
 最大瞳孔径を 5mm として，瞳孔径変動を 0～1 に瞳孔径を正規化する． 
 
3.6 評価手法 
予測輝度パターンを提示した際の「実測の瞳孔径」と，対光反射補正モデルによる「予測
の瞳孔径」の差異を RMSE(Root Mean Square Error)によって求める．RMSE の値が低いほ
ど，実測と予測が一致していることになり，精度が高いとされる． 
また，ディープラーニングを用いる際には，予測の精度は 10 回平均する．これは初期値
の乱数によって結果が異なるため，結果の乱数性を低減するためである． 
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3.7 各モデルのパラメータ 
3.7.1DNN による対光反射モデル 
ハイパーパラメータを下記の表に従う．これは，ベイズ最適化によってハイパーパラメータ
の最適化を行い，最も精度の高かったモデルである． 
表 3.7.1 DNN のハイパーパラメータ 
畳込み層 filters = 8 
kernel_size = 10 
strides = 1 
activation = relu 
プ―リング層 pool_size = 2 
strides = 2 
中間層 [100，100，100] 
Acitivation = ‘sigmoid’ 
学習率 0.0001 
バッチサイズ 10 
最適化関数 Adam 
損失関数 MSE 
ドロップアウト 0.1 
学習回数 1000 
※内挿の精度が 1.0e-10 以上改善されない
学習が連続して 2 回起きると，学習は停止
する関数を組み込んでいる 
 
また，学習用データの 90%を学習に用い，残りの 10%は学習の評価に用いる． 
 
3.7.2 𝑟𝐼による対光反射モデル 
𝑟𝐼は，0～1 の範囲でベイズ最適化を行う．これは，𝑟𝐼の定義が 0～1 であるためである． 
 
3.7.3 a×D+b による対光反射モデル 
a は，1～５，b は-15～1 の間でベイズ最適化を行う．これは，Pamplona の数式によって
得られる D が 1～3mm に収束するため，a を 1～5 とすれば a×D は 1～15mm で収束す
る．一般に瞳孔径は 2～8mm の範囲で収束すると言われているため，a は 1～5 に設定すれ
ば十分である．これに伴い，a×D+b が 0 以上になる b を設定した． 
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3.7.4 転移学習による対光反射モデル 
転移学習の DNN のハイパーパラメータは，3.7.1 と同じ構造に設定した． 
表 3.7.2 転移学習のハイパーパラメータ 
畳込み層 filters = 8 
kernel_size = 10 
strides = 1 
activation = relu 
プ―リング層 pool_size = 2 
strides = 2 
中間層 [100，100，100] 
Acitivation = ‘sigmoid’ 
学習率 0.0001 
バッチサイズ 10 
最適化関数 Adam 
損失関数 MSE 
ドロップアウト 0.1 
学習回数 1000 
※内挿の精度が 1.0e-10 以上改善されない
学習が連続して 2 回起きると，学習は停止
する関数を組み込んでいる 
 
また，学習用データの 90%を学習に用い，残りの 10%は学習の評価に用いる． 
 
 
 
 
 
 
 
 
 
 
20 
 
第 4 章 実験結果 
4.1 DNN による対光反射補正の結果 
 被験者 1 の実験結果を例として示す． 
ここで，DNN は乱数性を除去するために 10 回平均を取っている．したがって，図の結
果は 10 枚のうち任意の 1 枚を選択した．RMSE は，10 回平均した時の値を表にまとめた． 
グラフの見方は，横軸が時間[sec]，縦軸が瞳孔径の大きさ[0～1 で正規化]と画面輝度[0
～1 で正規化]を表している。赤い線が実測の瞳孔径，青い線が DNN による予測の瞳孔径，
グレーの線が画面の輝度を表している． 
 赤い線と青い線が一致しているほど，DNN による予測が成功していることになり，より
精度の高い対光反射モデルと言える．また，モデルの精度が高いほど RMSE の値は低くな
る． 
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図 4.1.1 DNN による内挿 
(矩形波) 
 
図 4.1.2 DNN による外挿 
(矩形波) 
 
図 4.1.3 DNN による内挿 
(sin 波) 
 
図 4.1.4 DNN による外挿 
(sin 波) 
 
図 4.1.5 DNN による内挿 
(三角波) 
 
図 4.1.6 DNN による外挿 
(三角波) 
 
図 4.1.7 DNN による内挿 
(のこぎり波) 
 
図 4.1.8 DNN による外挿 
(のこぎり波) 
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図 4.1.9 DNN による内挿 
(逆のこぎり波) 
 
図 4.1.10 DNN による外挿 
(逆のこぎり波) 
 
図 4.1.11 DNN による内挿 
(減衰矩形波) 
 
図 4.1.12 DNN による外挿 
(減衰矩形波) 
 
図 4.1.13 DNN による内挿 
(減衰 sin 波) 
 
図 4.1.14 DNN による外挿 
(減衰 sin 波) 
 
図 4.1.15 DNN による内挿 
(減衰三角波) 
 
図 4.1.16 DNN による外挿 
(減衰三角波) 
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図 4.1.17 DNN による内挿 
(減衰のこぎり波) 
 
図 4.1.18 DNN による外挿 
(減衰のこぎり波) 
 
図 4.1.19 DNN による内挿 
(減衰逆のこぎり波) 
 
図 4.1.20 DNN による外挿 
(減衰逆のこぎり波) 
 
図 4.1.21 DNN による内挿 
(混合矩形 sin 波) 
 
図 4.1.22 DNN による外挿 
(混合矩形 sin 波) 
 
図 4.1.23 DNN による内挿 
(減衰混合矩形 sin 波) 
 
図 4.1.24 DNN による外挿 
(減衰混合矩形 sin 波) 
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図 4.1.25 DNN による内挿(実際型) 
 
図 4.1.26 DNN による外挿(実際型) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
次に，全被験者の実測・予測間の RMSE の結果を表にまとめた． 
ここで，各学習パターンは以下で定義する． 
 
 
A：矩形波 
B：sin 波 
C：三角波 
D：のこぎり波 
E：逆のこぎり波 
F：減衰矩形波 
G：減衰 sin 波 
H：減衰三角波 
I：減衰のこぎり波 
J：減衰逆のこぎり波 
K：混合矩形 sin 波 
L：減衰混合矩形 sin 波 
M：実際型 
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表 4.1.1 DNN による内挿の結果(RMSE) 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0116  0.0141  0.0138  0.0136  0.0143  0.0165  0.0170  0.0149  0.0135  0.0142  0.0137  
B 0.0101  0.0112  0.0135  0.0150  0.0160  0.0151  0.0318  0.0141  0.0276  0.0196  0.0090  
C 0.0144  0.0177  0.0131  0.0169  0.0106  0.0138  0.0280  0.0314  0.0258  0.0157  0.0155  
D 0.0138  0.0180  0.0204  0.0207  0.0168  0.0242  0.0286  0.0488  0.0299  0.0171  0.0194  
E 0.0156  0.0161  0.0130  0.0238  0.0246  0.0125  0.0160  0.0228  0.0299  0.0180  0.0157  
F 0.0099  0.0153  0.0178  0.0184  0.0186  0.0135  0.0219  0.0233  0.0205  0.0182  0.0137  
G 0.0133  0.0158  0.0164  0.0209  0.0166  0.0174  0.0182  0.0198  0.0293  0.0196  0.0185  
H 0.0151  0.0159  0.0165  0.0211  0.0142  0.0146  0.0155  0.0215  0.0216  0.0161  0.0127  
I 0.0142  0.0119  0.0940  0.0161  0.0177  0.0128  0.0160  0.0252  0.0956  0.0220  0.0172  
J 0.0104  0.0150  0.0154  0.0328  0.0165  0.0197  0.0204  0.0175  0.0220  0.0195  0.0130  
K 0.0110  0.0122  0.0155  0.0269  0.0169  0.0186  0.0146  0.0244  0.0247  0.0218  0.0124  
L 0.0112  0.0181  0.0210  0.0283  0.0212  0.0160  0.0217  0.0194  0.0144  0.0196  0.0161  
M 0.0151  0.0148  0.0262  0.0326  0.0218  0.0169  0.0276  0.0242  0.0209  0.0330  0.0204  
 
表 4.1.2 DNN による内挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
F B E A C E K B A A B 
B J C B I J I A L C K 
H K B J A F E H F I I 
K A A C B C J L M D H 
L M H F H I A G I E F 
A H K D G B G I H F A 
G F G G D L H E K H C 
D G I I K A L F C G E 
J I F E J M F M B L L 
C E D K F G M K G B J 
I C L L L K C J D K G 
M D M M M H D C E J D 
E L J H E D B D J M M 
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表 4.1.3 DNN による外挿の結果(RMSE) 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0407 0.0420 0.0427 0.1122 0.0466 0.0363 0.0349 0.0616 0.0459 0.0403 0.0502 
B 0.0342 0.0411 0.0408 0.0682 0.0395 0.0340 0.0357 0.0940 0.0513 0.0478 0.0316 
C 0.0391 0.0347 0.0417 0.0585 0.0647 0.0321 0.0367 0.0553 0.0420 0.0634 0.0615 
D 0.0641 0.0396 0.0543 0.0765 0.0507 0.0589 0.0413 0.0665 0.0457 0.0452 0.0407 
E 0.0198 0.0385 0.0521 0.0570 0.0419 0.0588 0.0606 0.0642 0.0488 0.0396 0.0350 
F 0.0587 0.0576 0.0665 0.0936 0.0488 0.0394 0.0461 0.0618 0.0642 0.0505 0.0514 
G 0.0562 0.0552 0.0521 0.0816 0.0663 0.0412 0.0683 0.0615 0.0449 0.0529 0.0403 
H 0.0517 0.0443 0.0523 0.0705 0.0681 0.0464 0.0421 0.0593 0.0789 0.0496 0.0572 
I 0.0464 0.0607 0.0562 0.0915 0.0594 0.0508 0.0663 0.0687 0.0494 0.0673 0.0547 
J 0.0330 0.0418 0.0632 0.0669 0.0467 0.0413 0.0440 0.0589 0.0594 0.0510 0.0448 
K 0.0441 0.0437 0.0698 0.0645 0.0388 0.0351 0.0516 0.0847 0.0738 0.0589 0.0350 
L 0.0244 0.0381 0.0490 0.0676 0.0391 0.0488 0.0461 0.0640 0.0434 0.0511 0.0417 
M 0.0325 0.0462 0.0359 0.0743 0.0266 0.0302 0.0628 0.0549 0.0908 0.0455 0.0599 
 
表 4.1.4 DNN による外挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
E C M E M M A M C E B 
L L B C K C B C L A K 
M E C K L B C J G D E 
J D A J B K D H D M G 
B B L L E A H G A B D 
C J G B A F J A E H L 
A A E H J G F F I F J 
K K H M F J L L B J A 
I H D D D H K E J L F 
H M I G I L E D F G I 
G G J I C I M I K K H 
F F F F G E I K H C M 
D I K A H D G B M I C 
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4.2 𝑟𝐼による対光反射補正の結果 
被験者 1 の実験結果を図に示す． 
ベイズ最適化によって，学習輝度パターンを提示した時の実測の対光反射に，最も RMSE
が小さくなる 𝑟𝐼を求める． 
グラフの見方は，横軸が時間[sec]，縦軸が瞳孔径の大きさ[0～1 で正規化]と画面輝度[0
～1 で正規化]を表している。赤い線が実測の瞳孔径，緑の線は𝑟𝐼を代入した時の予測の瞳孔
径，グレーの線は画面の輝度を表している． 
 赤い線と緑の線が一致しているほど，𝑟𝐼による予測が成功していることになり，より精度
の高い対光反射モデルと言える．また，モデルの精度が高いほど RMSE の値は低くなる． 
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図 4.2.1 rI による内挿 
(矩形波) 
 
図 4.2.2 rI による外挿 
(矩形波) 
 
図 4.2.3 rI による内挿 
(sin 波) 
 
図 4.2.4 rI による外挿 
(sin 波) 
 
図 4.2.5 rI による内挿 
(三角波) 
 
図 4.2.6 rI による外挿 
(三角波) 
 
図 4.2.7 rI による内挿 
(のこぎり波) 
 
図 4.2.8 rI による外挿 
(のこぎり波) 
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図 4.2.9 rI による内挿の結果 
(逆のこぎり波) 
 
図 4.2.10 rI による外挿 
(逆のこぎり波) 
 
図 4.2.11 rI による内挿 
(減衰矩形波) 
 
図 4.2.12 rI による外挿 
(減衰矩形波) 
 
図 4.2.13 rI による内挿 
(減衰 sin 波) 
 
図 4.2.14 rI による外挿 
(減衰 sin 波) 
 
図 4.2.15 rI による内挿 
(減衰三角波) 
 
図 4.2.16 rI による外挿 
(減衰三角波) 
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図 4.2.17 rI による内挿 
(減衰のこぎり波) 
 
図 4.2.18 rI による外挿 
(減衰のこぎり波) 
 
図 4.2.19 rI による内挿 
(減衰逆のこぎり波) 
 
図 4.2.20 rI による外挿 
(減衰逆のこぎり波) 
 
図 4.2.21 rI による内挿 
(混合矩形 sin 波) 
 
図 4.2.22 rI による外挿 
(混合矩形 sin 波) 
 
図 4.2.23 rI による内挿 
(減衰混合矩形 sin 波) 
 
図 4.2.24 rI による外挿 
(減衰混合矩形 sin 波) 
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図 4.2.25 rI による内挿(実際型) 
 
図 4.2.26 rI による外挿(実際型) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
次に，全被験者の実測・予測間の RMSE の結果を表に示す． 
ここで，各学習パターンは以下で定義する．
A：矩形波 
B：sin 波 
C：三角波 
D：のこぎり波 
E：逆のこぎり波 
F：減衰矩形波 
G：減衰 sin 波 
H：減衰三角波 
I：減衰のこぎり波 
J：減衰逆のこぎり波 
K：混合矩形 sin 波 
L：減衰混合矩形 sin 波 
M：実際型 
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表 4.2.1 𝒓𝑰による内挿の結果(RMSE)  
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0254  0.0369  0.0412  0.0549  0.0439  0.0283  0.0375  0.0492  0.0417  0.0669  0.0258  
B 0.0256  0.0404  0.0331  0.0626  0.0439  0.0340  0.0554  0.0583  0.0509  0.0534  0.0375  
C 0.0387  0.0450  0.0325  0.0436  0.0312  0.0285  0.0563  0.0581  0.0591  0.0604  0.0332  
D 0.0170  0.0202  0.0185  0.0266  0.0195  0.0215  0.0357  0.0586  0.0335  0.0179  0.0157  
E 0.0427  0.0631  0.0707  0.0836  0.0595  0.0429  0.0780  0.0633  0.0761  0.0774  0.0456  
F 0.0207  0.0345  0.0387  0.0541  0.0427  0.0262  0.0498  0.0358  0.0394  0.0553  0.0267  
G 0.0272  0.0270  0.0358  0.0360  0.0421  0.0336  0.0336  0.0315  0.0466  0.0356  0.0338  
H 0.0366  0.0366  0.0152  0.0630  0.0478  0.0398  0.0563  0.0448  0.0321  0.0416  0.0348  
I 0.0297  0.0286  0.0969  0.0368  0.0424  0.0283  0.0473  0.0402  0.0953  0.0482  0.0385  
J 0.0230  0.0266  0.0351  0.0533  0.0263  0.0280  0.0384  0.0252  0.0375  0.0382  0.0213  
K 0.0281  0.0275  0.0476  0.0484  0.0360  0.0256  0.0401  0.0377  0.0423  0.0605  0.0209  
L 0.0103  0.0257  0.0284  0.0449  0.0346  0.0254  0.0298  0.0386  0.0305  0.0309  0.0212  
M 0.0403  0.0405  0.0543  0.0904  0.0511  0.0358  0.0668  0.0588  0.0588  0.0747  0.0366  
 
表 4.2.2 𝒓𝑰による内挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
L D I D D D L H L D D 
D L D G H L G G I L K 
F H L J C K D F D G L 
H G C C L F A K H H H 
A K B L K H H L F I A 
B J H K G J K J A J F 
G F G H J A J I K B C 
K I F F F C F A G F G 
J A A A A G B C B C I 
I B K B B B C B M K M 
C M M I I M I D C A B 
M C E E M I M M E M J 
E E J M E E E E J E E 
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表 4.2.3𝒓𝑰による外挿の結果(RMSE)  
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0433 0.0454 0.049 0.1112 0.0386 0.0533 0.0367 0.0622 0.0553 0.0422 0.0549 
B 0.0343 0.0362 0.0461 0.0741 0.0366 0.0343 0.0412 0.0618 0.0549 0.0433 0.036 
C 0.0336 0.0326 0.045 0.0616 0.0649 0.0356 0.0408 0.0637 0.0428 0.0459 0.0554 
D 0.0611 0.0335 0.0546 0.0718 0.0488 0.0527 0.0382 0.0623 0.043 0.0442 0.0365 
E 0.0175 0.0424 0.0539 0.0617 0.0474 0.0647 0.0662 0.0648 0.0579 0.0501 0.0352 
F 0.0459 0.0466 0.0583 0.0888 0.0368 0.0343 0.0376 0.0579 0.0599 0.0485 0.0478 
G 0.0423 0.0592 0.0457 0.0744 0.039 0.0348 0.0752 0.0546 0.0451 0.0486 0.0347 
H 0.0324 0.0524 0.0474 0.0717 0.0378 0.0362 0.0503 0.0526 0.0435 0.0569 0.0474 
I 0.0215 0.0409 0.0582 0.062 0.0346 0.0342 0.0379 0.053 0.0522 0.0426 0.0438 
J 0.0391 0.0358 0.0449 0.0629 0.0551 0.0348 0.0413 0.0541 0.0736 0.0423 0.0557 
K 0.0305 0.0396 0.0462 0.0615 0.0356 0.0361 0.0422 0.0716 0.0571 0.0423 0.0337 
L 0.0174 0.0341 0.0456 0.068 0.0342 0.0431 0.0437 0.0621 0.0453 0.0494 0.0355 
M 0.0183 0.0476 0.0492 0.0793 0.0393 0.0463 0.0565 0.0685 0.1037 0.0555 0.0712 
 
表 4.2.4 𝒓𝑰による外挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
L C H K L J A I C A K 
E D C C J B F J D K G 
M L L E K F J H I H E 
J H G J B H D G G J L 
K B B H F G C F L B B 
I K K L I C B B J D D 
C J I I A K H L B C J 
B E A D G I K A A F I 
H A M B M L L D K G F 
G F E G E M I C E L A 
A M D M D D M E F E C 
F I J F H A E M H M H 
D G F A C E G K M I M 
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4.3 a×D+b による対光反射補正の結果 
被験者 1 の実験結果を図に示す． 
ベイズ最適化によって，学習輝度パターンを提示した時の実測の対光反射に，最も RMSE
が小さくなる a と b を求める． 
グラフの見方は，横軸が時間[sec]，縦軸が瞳孔径の大きさ[0～1 で正規化]と画面輝度[0
～1 で正規化]を表している。赤い線が実測の瞳孔径，緑の線は a と b を代入した時の予測
の瞳孔径，グレーの線は画面の輝度を表している． 
 赤い線と緑の線が一致しているほど，a と b による予測が成功していることになり，より
精度の高い対光反射モデルと言える．また，モデルの精度が高いほど RMSE の値は低くな
る． 
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図 4.3.1 a×D+b による内挿 
(矩形波) 
 
図 4.3.2 a×D+b による外挿 
(矩形波) 
 
図 4.3.3 a×D+b による内挿 
(sin 波) 
 
図 4.3.4 a×D+b による外挿 
(sin 波) 
 
図 4.3.5 a×D+b による内挿 
(三角波) 
 
図 4.3.6 a×D+b による外挿 
(三角波) 
 
図 4.3.7 a×D+b による内挿 
(のこぎり波) 
 
図 4.3.8 a×D+b による外挿 
(のこぎり波) 
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図 4.3.9 a×D+b による内挿 
(逆のこぎり波) 
 
図 4.3.10 a×D+b による外挿 
(逆のこぎり波) 
 
図 4.3.11 a×D+b による内挿 
(減衰矩形波) 
 
図 4.3.12 a×D+b による外挿 
(減衰矩形波) 
 
図 4.3.13 a×D+b による内挿 
(減衰 sin 波) 
 
図 4.3.14 a×D+b による外挿 
(減衰 sin 波) 
 
図 4.3.15 a×D+b による内挿 
(減衰三角波) 
 
図 4.3.16 a×D+b による外挿 
(減衰三角波) 
37 
 
 
図 4.3.17 a×D+b による内挿 
(減衰のこぎり波) 
 
図 4.3.18 a×D+b による外挿 
(減衰のこぎり波) 
 
図 4.3.19 a×D+b による内挿 
(減衰逆のこぎり波) 
 
図 4.3.20 a×D+b による外挿 
(減衰逆のこぎり波) 
 
図 4.3.21 a×D+b による内挿 
(混合矩形 sin 波) 
 
図 4.3.22 a×D+b による外挿 
(混合矩形 sin 波) 
 
図 4.3.23 a×D+b による内挿 
(減衰混合矩形 sin 波) 
 
図 4.3.24 a×D+b による外挿 
(減衰混合矩形 sin 波) 
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図 4.3.25 a×D+b による内挿 
(実際型) 
 
図 4.3.26 a×D+b による外挿 
(実際型) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
次に，全被験者の実測・予測間の RMSE の結果を表に示す． 
ここで，各学習パターンは以下で定義する．
A：矩形波 
B：sin 波 
C：三角波 
D：のこぎり波 
E：逆のこぎり波 
F：減衰矩形波 
G：減衰 sin 波 
H：減衰三角波 
I：減衰のこぎり波 
J：減衰逆のこぎり波 
K：混合矩形 sin 波 
L：減衰混合矩形 sin 波 
M：実際型 
 
 
 
 
 
 
 
 
 
39 
 
表 4.3.1 a×D+b による内挿の結果(RMSE) 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0357 0.0584 0.0268 0.0300 0.0298 0.0357 0.0369 0.0429 0.0331 0.0514 0.0434 
B 0.0368 0.0443 0.0287 0.0508 0.0369 0.0299 0.0531 0.0539 0.0496 0.0496 0.0404 
C 0.0280 0.0456 0.0296 0.0469 0.0243 0.0254 0.0539 0.0487 0.0509 0.0627 0.0354 
D 0.0146 0.0199 0.0241 0.033 0.0214 0.0470 0.0522 0.0588 0.0316 0.0322 0.0187 
E 0.0194 0.0422 0.0402 0.0541 0.0375 0.0269 0.0611 0.0383 0.0548 0.0516 0.0335 
F 0.0173 0.0243 0.0307 0.0425 0.0338 0.0272 0.0344 0.0300 0.0247 0.0372 0.0363 
G 0.0179 0.0256 0.0312 0.0282 0.0403 0.0290 0.0329 0.0278 0.0420 0.0334 0.0298 
H 0.0471 0.0398 0.0159 0.0655 0.0538 0.0429 0.0586 0.0532 0.0325 0.0435 0.0442 
I 0.0217 0.0199 0.0988 0.0233 0.0289 0.0166 0.0372 0.031 0.1152 0.0375 0.0272 
J 0.0184 0.0296 0.0374 0.0414 0.0245 0.026 0.0374 0.0217 0.0337 0.0355 0.0207 
K 0.0194 0.0424 0.0363 0.054 0.0295 0.0503 0.0426 0.0376 0.0437 0.0598 0.0498 
L 0.0117 0.0289 0.0412 0.0437 0.0333 0.0339 0.0374 0.0362 0.0361 0.0350 0.0253 
M 0.0207 0.0320 0.0282 0.0554 0.0326 0.0264 0.0559 0.0369 0.0363 0.0571 0.0265 
 
表 4.3.2 a×D+b による内挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
L J I J D J G H F D D 
D D D G C C F G D G H 
F F A A H H A F I L L 
G G M D J M J J A H M 
H L B H K E L L H F J 
K H C F A F H M L J G 
E M F L M G K K M I E 
M I G C L B D E G B C 
J E K B F L B A K A F 
C K H K B A C C B E B 
A B E E E I M I C M A 
B C L M G D I B E K I 
I A J I I K E D J C K 
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表 4.3.3 a×D+b による外挿の結果(RMSE) 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0385 0.0982 0.0651 0.1364 0.0474 0.0812 0.0433 0.0747 0.0403 0.0748 0.0535 
B 0.0261 0.0324 0.0403 0.0640 0.0328 0.029 0.0395 0.0572 0.0556 0.0379 0.0347 
C 0.0278 0.0309 0.0347 0.0605 0.0541 0.0318 0.0455 0.913 0.0373 0.0374 0.0571 
D 0.0640 0.0286 0.0478 0.0525 0.0529 0.0787 0.0408 0.0448 0.0394 0.0343 0.0305 
E 0.0177 0.0453 0.0542 0.0532 0.0513 0.0778 0.0789 0.0539 0.0664 0.0454 0.0319 
F 0.0349 0.0343 0.0398 0.0744 0.0259 0.0414 0.0478 0.0476 0.0472 0.0653 0.0422 
G 0.0275 0.0731 0.0421 0.0833 0.0309 0.0413 0.0936 0.0507 0.0529 0.0468 0.0448 
H 0.0123 0.0613 0.0423 0.0629 0.0250 0.0337 0.0497 0.0488 0.0451 0.0544 0.0569 
I 0.0380 0.0705 0.0371 0.0782 0.0499 0.0673 0.0670 0.0459 0.1227 0.0703 0.1123 
J 0.0366 0.0334 0.0344 0.0670 0.0346 0.0474 0.0451 0.0757 0.1012 0.0391 0.0692 
K 0.0366 0.0602 0.0333 0.0621 0.0410 0.0418 0.0444 0.0918 0.0591 0.0387 0.0554 
L 0.0153 0.0294 0.0661 0.0648 0.0271 0.0583 0.0484 0.0525 0.0583 0.0373 0.0303 
M 0.0397 0.0324 0.0342 0.0545 0.0303 0.0264 0.0405 0.0483 0.0791 0.0388 0.0531 
 
表 4.3.4 a×D+b による外挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
I D I D I M B D C D L 
L L M E F B M J D L D 
E C H M L C D F A C E 
B B C C M I A M I B B 
G M G K G G K I F K F 
C H L I B F H G G M G 
F F B B H K C L B H M 
K E K L K H F E L E A 
H K F H A L L B K G K 
J I D F J J I A E I I 
A J E J E E J H M F C 
M G A G D D E K H J H 
D A J A C A G C J A J 
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4.4 転移学習による対光反射補正の結果 
 被験者 1 の実験結果を例として示す． 
ここで，転移学習は乱数性を除去するために 10 回平均を取っている．したがって，図の
結果は 10 枚のうち任意の 1 枚を選択した．RMSE は，10 回平均した時の値を表にまとめ
た． 
グラフの見方は，横軸が時間[sec]，縦軸が瞳孔径の大きさ[0～1 で正規化]と画面輝度[0
～1 で正規化]を表している。赤い線が実測の瞳孔径，青い線が転移学習による予測の瞳孔
径，グレーの線が画面の輝度を表している． 
 赤い線と青い線が一致しているほど，転移学習による予測が成功していることになり，よ
り精度の高い対光反射モデルと言える．また，モデルの精度が高いほど RMSE の値は低く
なる． 
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図 4.4.1 転移学習による内挿 
(矩形波) 
 
図 4.4.2 転移学習による外挿 
(矩形波) 
 
図 4.4.3 転移学習による内挿 
(sin 波) 
 
図 4.4.4 転移学習による外挿 
(sin 波) 
 
図 4.4.5 転移学習による内挿 
(三角波) 
 
図 4.4.6 転移学習による外挿 
(三角波) 
 
図 4.4.7 転移学習による内挿 
(のこぎり波) 
 
図 4.4.8 転移学習による外挿 
(のこぎり波) 
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図 4.4.9 転移学習による内挿 
(逆のこぎり波) 
 
図 4.4.10 転移学習による外挿 
(逆のこぎり波) 
 
図 4.4.11 転移学習による内挿 
(減衰矩形波) 
 
図 4.4.12 転移学習による外挿 
(減衰矩形波) 
 
図 4.4.13 転移学習による内挿 
(減衰 sin 波) 
 
図 4.4.14 転移学習による外挿 
(減衰 sin 波) 
 
図 4.4.15 転移学習による内挿 
(減衰三角波) 
 
図 4.4.16 転移学習による外挿 
(減衰三角波) 
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図 4.4.17 転移学習による内挿 
(減衰のこぎり波) 
 
図 4.4.18 転移学習による外挿 
(減衰のこぎり波) 
 
図 4.4.19 転移学習による内挿 
(減衰逆のこぎり波) 
 
図 4.4.20 転移学習による外挿 
(減衰逆のこぎり波) 
 
図 4.4.21 転移学習による内挿 
(混合矩形 sin 波) 
 
図 4.4.22 転移学習による外挿 
(混合矩形 sin 波) 
 
図 4.4.23 転移学習による内挿 
(減衰混合矩形 sin 波) 
 
図 4.4.24 転移学習による外挿 
(減衰混合矩形 sin 波) 
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図 4.4.25 転移学習による内挿 
(実際型) 
 
図 4.4.26 転移学習による外挿 
(実際型) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
次に，全被験者の実測・予測間の RMSE の結果を表に示す． 
ここで，各学習パターンは以下で定義する．
A：矩形波 
B：sin 波 
C：三角波 
D：のこぎり波 
E：逆のこぎり波 
F：減衰矩形波 
G：減衰 sin 波 
H：減衰三角波 
I：減衰のこぎり波 
J：減衰逆のこぎり波 
K：混合矩形 sin 波 
L：減衰混合矩形 sin 波 
M：実際型 
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表 4.4.1 転移学習による内挿の結果(RMSE) 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0063  0.0082  0.0102  0.0078  0.0107  0.0107  0.0115  0.0087  0.0092  0.0096  0.0066  
B 0.0072  0.0079  0.0097  0.0099  0.0074  0.0085  0.0090  0.0105  0.0110  0.0097  0.0067  
C 0.0070  0.0075  0.0062  0.0078  0.0080  0.0066  0.0108  0.0117  0.0078  0.0102  0.0078  
D 0.0047  0.0095  0.0090  0.0197  0.0130  0.0113  0.0157  0.0184  0.0112  0.0081  0.0118  
E 0.0107  0.0115  0.0114  0.0108  0.0083  0.0093  0.0125  0.0134  0.0181  0.0136  0.0104  
F 0.0077  0.0097  0.0117  0.0108  0.0160  0.0105  0.0157  0.0109  0.0166  0.0123  0.0086  
G 0.0095  0.0119  0.0114  0.0129  0.0118  0.0132  0.0121  0.0169  0.0198  0.0128  0.0161  
H 0.0141  0.0123  0.0121  0.0188  0.0115  0.0135  0.0159  0.0161  0.0150  0.0093  0.0114  
I 0.0105  0.0122  0.0903  0.3200  0.0163  0.0116  0.0143  0.0189  0.0904  0.0193  0.0130  
J 0.0093  0.0138  0.0124  0.0878  0.0154  0.0186  0.0141  0.0161  0.0175  0.0177  0.0105  
K 0.0056  0.0055  0.0100  0.0173  0.0060  0.0084  0.0113  0.0168  0.0195  0.0135  0.0059  
L 0.0081  0.0141  0.0120  0.0146  0.0128  0.0092  0.0093  0.0126  0.0109  0.0076  0.0084  
M 0.0112  0.0126  0.0126  0.0129  0.0107  0.0060  0.0150  0.0107  0.0114  0.0147  0.0108  
 
表 4.4.2 転移学習による内挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
D K C C K M B A C L K 
K C D A B C L B A D A 
A B B B C K C M L I B 
C A K F E B K F B A C 
B D A E M L A C D B L 
F F G M A E G L M C F 
L E E G I F E E I F E 
H G F L G A H I F G H 
G J L K L D J H H K M 
J I I I D J M K E E I 
E M H D H G D G K M D 
M H M H F I F D G H J 
I L J J J H I J J J G 
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表 4.4.3 転移学習による外挿の結果(RMSE) 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0356  0.0392  0.0453  0.1168  0.0443  0.0271  0.0349  0.0600  0.0469  0.0429  0.0573  
B 0.0269  0.0429  0.0375  0.0705  0.0371  0.0320  0.0597  0.0966  0.0588  0.0344  0.0361  
C 0.0312  0.0312  0.0371  0.0549  0.0606  0.0306  0.0429  0.0714  0.0581  0.0692  0.0647  
D 0.0477  0.0322  0.0446  0.0658  0.0352  0.0687  0.0692  0.0665  0.0652  0.0398  0.0361  
E 0.0268  0.0535  0.0624  0.0595  0.0368  0.0696  0.0719  0.0547  0.0855  0.0397  0.0323  
F 0.0335  0.0341  0.0397  0.0597  0.0295  0.0339  0.0510  0.0432  0.0513  0.0587  0.0509  
G 0.0334  0.0663  0.0360  0.1029  0.0667  0.0370  0.0836  0.0472  0.0776  0.0475  0.0434  
H 0.0491  0.0612  0.0372  0.0835  0.0654  0.0625  0.0680  0.0680  0.0839  0.0693  0.0565  
I 0.0369  0.0694  0.0719  0.3091  0.0500  0.0697  0.0763  0.0906  0.0912  0.1198  0.1487  
J 0.0320  0.0309  0.0791  0.1770  0.0399  0.0487  0.0633  0.0545  0.1111  0.0431  0.0591  
K 0.0290  0.0405  0.0539  0.0562  0.0314  0.0402  0.0457  0.0812  0.0652  0.0547  0.0324  
L 0.0161  0.0268  0.0407  0.0583  0.0311  0.0520  0.0419  0.0478  0.0417  0.0383  0.0318  
M 0.0299  0.0448  0.0355  0.0796  0.0306  0.0420  0.0634  0.0677  0.0966  0.0453  0.0695  
 
表 4.4.4 転移学習による外挿の結果(昇順に RMSE をソート) 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
L L M C F A A F L B L 
E H G K M C L G A L E 
B C C L L B C L F E K 
K D I E K F K H C D B 
M F B F D G F E B A D 
C A F D E K B A K H G 
H K L B B M H D D M F 
G B D M H H M M G G I 
F M A I A L I I I K A 
A E K G J I D C E F H 
J I E A C D E K J C C 
D G J H I E J J M I M 
I J H J G J G B H J J 
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4.5 各モデル間の比較 
4.5.1 各モデル間の RMSE の比較 
各モデルの間の RMSE の差分を計算し，結果が負になる個数を比較する．これは，差が
負になる精度が高いことを示しており，どちらのモデルの方が高精度かを個数で比較する．
被験者と輝度パターンの組合せは 143 通り(11 人×13 パターン)ある．したがって 143 個中
で，何個どちらのモデルが優れていたかで評価を行う． 
結果を表 4.5.1～4.5.6 に示す．なお，負の値は赤字で示してある． 
 
 
 
 
 
 
 
 
 
 
 
表 4.5.1 𝒓𝑰 - DNN  
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0026  0.0034  0.0063  0.0010  0.0080  0.0170  0.0018  0.0006  0.0094  0.0019  0.0047  
B 0.0001  0.0049  0.0053  0.0059  0.0029  0.0003  0.0055  0.0322  0.0036  0.0045  0.0044  
C 0.0055  0.0021  0.0033  0.0031  0.0002  0.0035  0.0041  0.0084  0.0008  0.0175  0.0061  
D 0.0030  0.0061  0.0003  0.0047  0.0019  0.0062  0.0031  0.0042  0.0027  0.0010  0.0042  
E 0.0023  0.0039  0.0018  0.0047  0.0055  0.0059  0.0056  0.0006  0.0091  0.0105  0.0002  
F 0.0128  0.0110  0.0082  0.0048  0.0120  0.0051  0.0085  0.0039  0.0043  0.0020  0.0036  
G 0.0139  0.0040  0.0064  0.0072  0.0273  0.0064  0.0069  0.0069  0.0002  0.0043  0.0056  
H 0.0193  0.0081  0.0049  0.0012  0.0303  0.0102  0.0082  0.0067  0.0354  0.0073  0.0098  
I 0.0249  0.0198  0.0020  0.0295  0.0248  0.0166  0.0284  0.0157  0.0028  0.0247  0.0109  
J 0.0061  0.0060  0.0183  0.0040  0.0084  0.0065  0.0027  0.0048  0.0142  0.0087  0.0109  
K 0.0136  0.0041  0.0236  0.0030  0.0032  0.0010  0.0094  0.0131  0.0167  0.0166  0.0013  
L 0.0070  0.0040  0.0034  0.0004  0.0049  0.0057  0.0024  0.0019  0.0019  0.0017  0.0062  
M 0.0142  0.0014  0.0133  0.0050  0.0127  0.0161  0.0063  0.0136  0.0129  0.0100  0.0113  
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表 4.5.2 a×D+b – DNN 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0022 0.0562 0.0224 0.0242 0.0008 0.0449 0.0084 0.0131 0.0056 0.0345 0.0033 
B 0.0081 0.0087 0.0005 0.0042 0.0067 0.0050 0.0038 0.0368 0.0043 0.0099 0.0031 
C 0.0113 0.0038 0.0070 0.0020 0.0106 0.0003 0.0088 0.8577 0.0047 0.0260 0.0044 
D 0.0001 0.0110 0.0065 0.0240 0.0022 0.0198 0.0005 0.0217 0.0063 0.0109 0.0102 
E 0.0021 0.0068 0.0021 0.0038 0.0094 0.0190 0.0183 0.0103 0.0176 0.0058 0.0031 
F 0.0238 0.0233 0.0267 0.0192 0.0229 0.0020 0.0017 0.0142 0.0170 0.0148 0.0092 
G 0.0287 0.0179 0.0100 0.0017 0.0354 0.0001 0.0253 0.0108 0.0080 0.0061 0.0045 
H 0.0394 0.0170 0.0100 0.0076 0.0431 0.0127 0.0076 0.0105 0.0338 0.0048 0.0003 
I 0.0084 0.0098 0.0191 0.0133 0.0095 0.0165 0.0007 0.0228 0.0733 0.0030 0.0576 
J 0.0036 0.0084 0.0288 0.0001 0.0121 0.0061 0.0011 0.0168 0.0418 0.0119 0.0244 
K 0.0075 0.0165 0.0365 0.0024 0.0022 0.0067 0.0072 0.0071 0.0147 0.0202 0.0204 
L 0.0091 0.0087 0.0171 0.0028 0.0120 0.0095 0.0023 0.0115 0.0149 0.0138 0.0114 
M 0.0072 0.0138 0.0017 0.0198 0.0037 0.0038 0.0223 0.0066 0.0117 0.0067 0.0068 
 
表 4.5.3 転移学習 – DNN 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0051 0.0028 0.0026 0.0046 0.0023 0.0092 0.0000 0.0016 0.0010 0.0026 0.0071 
B 0.0073 0.0018 0.0033 0.0023 0.0024 0.0020 0.0240 0.0026 0.0075 0.0134 0.0045 
C 0.0079 0.0035 0.0046 0.0036 0.0041 0.0015 0.0062 0.0161 0.0161 0.0058 0.0032 
D 0.0164 0.0074 0.0097 0.0107 0.0155 0.0098 0.0279 0.0000 0.0195 0.0054 0.0046 
E 0.0070 0.0150 0.0103 0.0025 0.0051 0.0108 0.0113 0.0095 0.0367 0.0001 0.0027 
F 0.0252 0.0235 0.0268 0.0339 0.0193 0.0055 0.0049 0.0186 0.0129 0.0082 0.0005 
G 0.0228 0.0111 0.0161 0.0213 0.0004 0.0042 0.0153 0.0143 0.0327 0.0054 0.0031 
H 0.0026 0.0169 0.0151 0.0130 0.0027 0.0161 0.0259 0.0087 0.0050 0.0197 0.0007 
I 0.0095 0.0087 0.0157 0.2176 0.0094 0.0189 0.0100 0.0219 0.0418 0.0525 0.0940 
J 0.0010 0.0109 0.0159 0.1101 0.0068 0.0074 0.0193 0.0044 0.0517 0.0079 0.0143 
K 0.0151 0.0032 0.0159 0.0083 0.0074 0.0051 0.0059 0.0035 0.0086 0.0042 0.0026 
L 0.0083 0.0113 0.0083 0.0093 0.0080 0.0032 0.0042 0.0162 0.0017 0.0128 0.0099 
M 0.0026 0.0014 0.0004 0.0053 0.0040 0.0118 0.0006 0.0128 0.0058 0.0002 0.0096 
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表 4.5.4 a×D+b - 𝒓𝑰  
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0048 0.0528 0.0161 0.0252 0.0088 0.0279 0.0066 0.0125 0.0150 0.0326 0.0014 
B 0.0082 0.0038 0.0058 0.0101 0.0038 0.0053 0.0017 0.0046 0.0007 0.0054 0.0013 
C 0.0058 0.0017 0.0103 0.0011 0.0108 0.0038 0.0047 0.8493 0.0055 0.0085 0.0017 
D 0.0029 0.0049 0.0068 0.0193 0.0041 0.0260 0.0026 0.0175 0.0036 0.0099 0.0060 
E 0.0002 0.0029 0.0003 0.0085 0.0039 0.0131 0.0127 0.0109 0.0085 0.0047 0.0033 
F 0.0110 0.0123 0.0185 0.0144 0.0109 0.0071 0.0102 0.0103 0.0127 0.0168 0.0056 
G 0.0148 0.0139 0.0036 0.0089 0.0081 0.0065 0.0184 0.0039 0.0078 0.0018 0.0101 
H 0.0201 0.0089 0.0051 0.0088 0.0128 0.0025 0.0006 0.0038 0.0016 0.0025 0.0095 
I 0.0165 0.0296 0.0211 0.0162 0.0153 0.0331 0.0291 0.0071 0.0705 0.0277 0.0685 
J 0.0025 0.0024 0.0105 0.0041 0.0205 0.0126 0.0038 0.0216 0.0276 0.0032 0.0135 
K 0.0061 0.0206 0.0129 0.0006 0.0054 0.0057 0.0022 0.0202 0.0020 0.0036 0.0217 
L 0.0021 0.0047 0.0205 0.0032 0.0071 0.0152 0.0047 0.0096 0.0130 0.0121 0.0052 
M 0.0214 0.0152 0.0150 0.0248 0.0090 0.0199 0.0160 0.0202 0.0246 0.0167 0.0181 
 
表 4.5.5 転移学習 - 𝒓𝑰  
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0077 0.0062 0.0037 0.0056 0.0057 0.0262 0.0018 0.0022 0.0084 0.0007 0.0024 
B 0.0074 0.0067 0.0086 0.0036 0.0005 0.0023 0.0185 0.0348 0.0039 0.0089 0.0001 
C 0.0024 0.0014 0.0079 0.0067 0.0043 0.0050 0.0021 0.0077 0.0153 0.0233 0.0093 
D 0.0134 0.0013 0.0100 0.0060 0.0136 0.0160 0.0310 0.0042 0.0222 0.0044 0.0004 
E 0.0093 0.0111 0.0085 0.0022 0.0106 0.0049 0.0057 0.0101 0.0276 0.0104 0.0029 
F 0.0124 0.0125 0.0186 0.0291 0.0073 0.0004 0.0134 0.0147 0.0086 0.0102 0.0031 
G 0.0089 0.0071 0.0097 0.0285 0.0277 0.0022 0.0084 0.0074 0.0325 0.0011 0.0087 
H 0.0167 0.0088 0.0102 0.0118 0.0276 0.0263 0.0177 0.0154 0.0404 0.0124 0.0091 
I 0.0154 0.0285 0.0137 0.2471 0.0154 0.0355 0.0384 0.0376 0.0390 0.0772 0.1049 
J 0.0071 0.0049 0.0342 0.1141 0.0152 0.0139 0.0220 0.0004 0.0375 0.0008 0.0034 
K 0.0015 0.0009 0.0077 0.0053 0.0042 0.0041 0.0035 0.0096 0.0081 0.0124 0.0013 
L 0.0013 0.0073 0.0049 0.0097 0.0031 0.0089 0.0018 0.0143 0.0036 0.0111 0.0037 
M 0.0116 0.0028 0.0137 0.0003 0.0087 0.0043 0.0069 0.0008 0.0071 0.0102 0.0017 
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表 4.5.6 a×D+b – 転移学習 
 
SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
A 0.0029 0.0590 0.0198 0.0196 0.0031 0.0541 0.0084 0.0147 0.0066 0.0319 0.0038 
B 0.0008 0.0105 0.0028 0.0065 0.0043 0.0030 0.0202 0.0394 0.0032 0.0035 0.0014 
C 0.0034 0.0003 0.0024 0.0056 0.0065 0.0012 0.0026 0.8416 0.0208 0.0318 0.0076 
D 0.0163 0.0036 0.0032 0.0133 0.0177 0.0100 0.0284 0.0217 0.0258 0.0055 0.0056 
E 0.0091 0.0082 0.0082 0.0063 0.0145 0.0082 0.0070 0.0008 0.0191 0.0057 0.0004 
F 0.0014 0.0002 0.0001 0.0147 0.0036 0.0075 0.0032 0.0044 0.0041 0.0066 0.0087 
G 0.0059 0.0068 0.0061 0.0196 0.0358 0.0043 0.0100 0.0035 0.0247 0.0007 0.0014 
H 0.0368 0.0001 0.0051 0.0206 0.0404 0.0288 0.0183 0.0192 0.0388 0.0149 0.0004 
I 0.0011 0.0011 0.0348 0.2309 0.0001 0.0024 0.0093 0.0447 0.0315 0.0495 0.0364 
J 0.0046 0.0025 0.0447 0.1100 0.0053 0.0013 0.0182 0.0212 0.0099 0.0040 0.0101 
K 0.0076 0.0197 0.0206 0.0059 0.0096 0.0016 0.0013 0.0106 0.0061 0.0160 0.0230 
L 0.0008 0.0026 0.0254 0.0065 0.0040 0.0063 0.0065 0.0047 0.0166 0.0010 0.0015 
M 0.0098 0.0124 0.0013 0.0251 0.0003 0.0156 0.0229 0.0194 0.0175 0.0065 0.0164 
 
 
 負の個数をまとめると下記の通りであった． 
・表 4.5.1.1 の負の個数は 84 個(全体 143 個) 
・表.4.5.1.2 の負の個数は 83 個(全体 143 個) 
・表.4.5.1.3 の負の個数は 75 個(全体 143 個) 
・表 4.5.1.4 の負の個数は 79 個(全体 143 個) 
・表.4.5.1.5 の負の個数は 68 個(全体 143 個) 
・表.4.5.1.6 の負の個数は 82 個(全体 143 個) 
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4.5.2 各対光反射モデルの最高予測精度 
次に，各対光反射モデルの最高予測精度の比較を行う．最高予測精度のものを太字で示し
てある。 
表 4.5.7 各対光反射モデルの最高予測精度 
 SUBJECT 
1 
SUBJECT 
2 
SUBJECT 
3 
SUBJECT 
4 
SUBJECT 
5 
SUBJECT 
6 
SUBJECT 
7 
SUBJECT 
8 
SUBJECT 
9 
SUBJECT 
10 
SUBJECT 
11 
DNN E C M E M M A M C E B 
0.0198 0.0347 0.0359 0.0570 0.0266 0.0302 0.0349 0.0549 0.0420 0.0396 0.0316 
𝑟𝐼 L C H K L J A I C A K 
0.0174 0.0326 0.0449 0.0615 0.0342 0.0342 0.0367 0.0526 0.0428 0.0422 0.0337 
a×D+b I D I D I M B D C D L 
0.0123 0.0286 0.0333 0.0525 0.0250 0.0264 0.0395 0.0448 0.0373 0.0343 0.0303 
転移
学習 
L L M C F A A F L B L 
0.0161 0.0268 0.0355 0.0549 0.0295 0.0271 0.0349 0.0432 0.0417 0.0344 0.0318 
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第 5 章 考察 
5.1 DNN 
内挿における RMSE は，全ての被験者において精度が高い．この結果は図からも明らか
である．これは，DNN は学習輝度パターンに対する対光反射を学習し，被験者の対光反射
を忠実に再現できるからだと考えられる． 
内挿における学習輝度パターンは，A(矩形波)や B(sin 波)が比較的精度が高い傾向を示し
ているものの，結果には個人差があることがわかる．これは，対光反射の個人差の大きさに
よるものだと考えられる． 
外挿における RMSE は，内挿の結果に比べ，精度が落ちることがわかる．これは，学習
データ不足などによる，DNN の学習が未完成だからだと考えられる． 
外挿における学習輝度パターンは，C(三角波)や M(実際型)が精度の高い傾向にあるが，
個人差が大きいことがわかる．これは，対光反射の個人差の大きさによるものだと考えられ
る．また，内挿の結果との相関も認められなかった．これは，内挿の精度を上げても，DNN
が過学習や局所解に陥るだけで，外挿の精度を必ずしも高めないからだと考えられる． 
 
5.2 𝑟𝐼 
内挿における RMSE は，DNN の内挿の精度に比べると低い．また，図 4.2.9 より E(逆の
こぎり波)は，𝑟𝐼によるモデルによる予測と実測の間の差が大きいことがわかる．さらに図
4.2.11(減衰矩形波)， 図 4.2.13(減衰 sin 波)， 図 4.2.15(減衰三角波)， 図 4.2.17(減衰のこ
ぎり波)， 図 4.2.19(減衰逆のこぎり波)から，𝑟𝐼によるモデルは、位相のズレが生じている
ことがわかる．特に図 4.2.17(減衰逆のこぎり波)で，位相のズレが大きい．これは，𝑟𝐼だけ
では対光反射の再現に限界があるからだと考えられる． 
内挿における学習輝度パターンは，D(のこぎり波)や L(混合矩形 sin 波)の精度が高く，
E(逆のこぎり)の精度が低い．これは，𝑟𝐼では E(逆のこぎり波)に対する対光反射を再現する
ことが難しいからだと考えられる． 
外挿における RMSE は，𝑟𝐼によるモデルの内挿の精度に比べると低い．しかし，DNN の
内挿と外挿の差より，差が開いていないことがわかる．これは式(2)による対光反射モデル
の最適化の制限がかかることで，内挿と外挿に大きな差が生まれにくいからだと考えられ
る．つまり，DNN に置き換えて考えると，数式によって過学習や局所解に陥る可能性を低
減できたと考えることもできる． 
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外挿における学習輝度パターンは，J(減衰逆のこぎり)の精度が高い傾向を，M(実際型)の
精度が低い傾向を示しているが，個人差が大きいことがわかる．原因は，対光反射の個人差
の大きさによるものだと考えられる．また，内挿との相関も認められなかった． 
 
5.3 a×D+b 
 内挿における RMSE は，DNN の内挿の精度に比べると低い．一方で，図 4.3.9 と図
4.2.9 の E(逆のこぎり波)を比べると，a×D+b の方が𝑟𝐼より精度が高いことがわかる．また，
減衰型においても𝑟𝐼ほどの位相のズレは見受けられない．これは，a×D+b の方が𝑟𝐼より，
学習輝度パターンを正確に再現できるからだと考えられる．しかし，図 4.3.17 の(減衰のこ
ぎり波)を見ると予測と実測間で位相のズレが生じていることがわかる．これは𝑟𝐼でも見受
けられ、そもそもの Pamplona の与えた式(2)だけでは，実際の対光反射の再現に限界があ
るからだと考えられる． 
内挿における輝度パターンは，個人差があるが D(のこぎり波)， H(減衰三角波)が高い
傾向を示している．B(sin 波)，K(混合矩形 sin)は全体的に低い傾向，C(三角波)，E(逆のこ
ぎり波)も例外はあるが低い傾向を示している．これは，a と b では B，C，E，K に対する
対光反射を再現することが難しいからだと考えられる． 
外挿における RMSE は，a×D+b の内挿の精度に比べると低い．しかし，DNN の内挿と
外挿の差より，差が開いていないことがわかる．これは式(2)による対光反射モデルの最適
化の制限がかかることで，内挿と外挿に大きな差が生まれにくいからだと考えられる． 
外挿における学習輝度パターンは，B(sin 波)，M(実際型)は全体的に精度が高く，A(矩形
波)，J(減衰逆のこぎり型)は全体的に精度が低かった．また，D(のこぎり波)は，極端に高
いか極端に低いかに分かれた．原因は，対光反射の個人差の大きさによるものだと考えられ
る．また，内挿との相関も認められなかった． 
 
5.4 転移学習 
内挿における RMSE は，全ての被験者において精度が高い．この結果は図からも明らか
である．これは，DNN は学習輝度パターンに対する対光反射を学習し，被験者の対光反射
を忠実に再現できるからだと考えられる． 
内挿における学習輝度パターンは，A(矩形波)，B(sin 波)，C(三角波)は精度が高い傾向
にあり，G(減衰 sin 波)，H(減衰三角波)，I(減衰のこぎり波)，J(減衰逆のこぎり波)は精度
が低い傾向にあるものの，結果には個人差があることがわかる．これは，瞳孔径の反応は個
人差が大きいことによるものだと考えられる． 
 外挿における RMSE は，内挿の結果に比べ，精度が落ちることがわかる．これは，学
習データの少なさなどにより，転移学習の学習が完全ではないからだと考えられる． 
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 外挿における学習輝度パターンは，L(減衰混合矩形 sin 波)が精度の高い傾向にあり，J(減
衰逆のこぎり波)が低い傾向にあるが，個人差が大きいことがわかる．これは，瞳孔径の反
応は個人差が大きいことによるものだと考えられる．また，内挿の結果との相関も認められ
なかった．これは，内挿の精度を上げても，転移学習が過学習や局所解に陥るだけで，外挿
の精度を必ずしも高めないからだと考えられる． 
 
5.5 各モデル間の比較 
4.5.1 の負の個数の結果より， 
・𝑟𝐼 の方が DNN より総合的に精度が高い 
・a×D+b の方が DNN より総合的に精度が高い 
・転移学習の方が DNN より総合的に精度が高い 
・a×D+b の方が𝑟𝐼より総合的に精度が高い 
・𝑟𝐼の方が転移学習より総合的に精度が高い 
・a×D+b の方が転移学習より総合的に精度が高い 
ということがわかる． 
以上より a×D+b ， 𝑟𝐼，転移学習，DNN のモデルの順に精度が総合的に高いことがわか
る． 
対光反射数式をベースに対光反射モデルを構築した方が，DNN をベースにした対光反射
モデルより精度が高いことが分かった．また，表 4.5.2.1 より，a×D+b は，最高の精度の
観点からも精度が高いことがわかる． 
これらは、DNN は学習データを過学習してしまい，結果として精度が低くなってしまっ
たからだと考えられる．一方で，a×D+b の方は，数式による最適化の制限がかかるので，
学習データから過学習することなく，個人に最適な対光反射モデルを構築できたのだと考
えられる． 
a×D+b の方が𝑟𝐼より精度が高いのは、a×D+b の方が自由度が高く、より柔軟に個人へ
の最適化を達成できたからだと考えられる。 
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第 6 章 結論 
6.1 まとめ 
 本稿では，瞳孔径の対光反射補正方式において，複数の対光反射モデルを提案するととも
に，最適な学習輝度パターンについての検討を行った． 
 DNN による対光反射モデルは，内挿の精度が高い点に特徴があった．DNN は，パーセ
プトロンの値を自由に変えることができ，学習輝度パターンに対する被験者の対光反射を
忠実に再現することができる．一方で，外挿の精度は他の対光反射モデルに比べると低い．
これは，DNN が学習輝度パターンを過学習，あるいは局所解に陥ったためだと考えられる． 
以上より，DNN による対光反射モデルの利点は，モデルの拡張性にある．DNN は，そ
のパラメータの調整次第では，メカニズムが明らかにされていない hippus[21]の再現でき
る可能性を秘めている．一方で欠点は，過学習や学習用データの不足，欠損の程度によって
は，外挿の精度を担保できない点にある． 
 Pamplona が提案した対光反射数式をベースとした𝑟𝐼と a×D+b による対光反射モデルは，
外挿の精度が高い点に特徴があった．これは数式による制限によって，DNN のような過学
習を起こさず，個人への最適化が実現できたからだと考えられる．𝑟𝐼と a×D+b では a×
D+b の方が外挿の精度が高かった．これは，a×D+b の方が自由度が高く，より個人に最
適な対光反射モデルを構築できたからだと考えられる． 
 以上より，𝑟𝐼と a×D+b による対光反射モデルの利点は，高精度な対光反射補正の実現に
ある．欠点は，数式に含まれない瞳孔径変動は表現できない。したがって、一部の輝度パタ
ーンを再現できず、hippus などの未解明な領域を無視してしまう可能性がある。． 
 転移学習による対光反射モデルは，DNN より外挿の精度が高くなった点から，転移学習
に有効性はあると考えられる．しかし，結果として外挿の精度は，数式ベースのモデルに劣
っている．理論上は，数式ベースにさらに学習データを加えることで，精度が高くなるはず
なので，転移学習時のパラメータ調整に失敗した可能性も無視できない． 
 最後に，学習輝度パターンによる対光反射補正精度の変化は観察できたものの，優位な学
習輝度パターンは本実験では特定できなかった．これは，被験者の個人差が非常に大きい点
に由来する．しかし，モデルごとに精度が高い学習輝度パターンの傾向は見受けられたため，
最適な学習輝度パターンについて，今後も検討の余地が残る． 
 以上より，本実験のまとめとして，総合的に精度が高かったのは a×D+b による対光反
射モデルである．学習輝度パターンに検討の余地はあるが，B(sin 波)や M(実際型)による
パラメータ調整が良いと考えられる． 
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6.2 今後の課題 
 まず，他の数式ベースの瞳孔径の対光反射のモデルの検討が必要である．瞳孔径の対光反
射モデルは Birger[24]や Xiaofei[25]らによっても提案されている．彼らは，脳神経や信号
処理をベースとして数式を構築しているが，原則として平均的な人の対光反射の再現に留
まっている．さらに，本実験における予測輝度パターンのような複雑な輝度パターンの検討
を行っていない．したがって，今後の課題として，既存の対光反射数式をベースとした対光
反射補正モデルを提案し、比較する必要性がある． 
 次に，a×D+b モデルの改良である．瞳孔径の個人差として，①瞳孔径の生来的の大きさ 
②遅延 ③収縮・散大速度，の 3 点が大きくあるが，少なくとも②遅延は a と b で個人差を
埋めることは難しい．図 4.3.17 の位相のズレは，②の個人の遅延無視によって生じたと推
測される．したがって，a×D+b に代わる対光反射モデルの提案が望まれる．また、a と b
の最適化にベイズ最適化を用いたが、最適化の手法としてグリッドサーチなどもあるので、
そちらも併せて検討したい。 
次に，学習輝度パターンの更なる検討が必要である．今回は予備実験という側面も強く，
単純な輝度パターンを基本にいくつかのパターンを生成し，実験を行った．しかし，パター
ンの偏りもあるので，他のパターンも調べる必要性がある． 
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付録 
 付録として，被験者 2 の結果を図 A.1～図 D.26 に図示する． 
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