Introduction
Recently, a new family of binary sequences were introduced by Xiao, Zeng, Li and Helleseth [12] via defining the generalized cyclotomic classes modulo p 2 for odd prime p. Let p − 1 = ef and g be a primitive root 1 modulo p 2 , they defined the generalized cyclotomic classes for 1 ≤ j ≤ 2 D (p j ) 0 {g kf p j−1 (mod p j ) : 0 ≤ k < e} and D (p j ) l g l D (p j ) 0 = {g l · g kf p j−1 (mod p j ) : 0 ≤ k < e}, 1 ≤ l < f p j−1 .
Then they defined a new p 2 -periodic binary sequence (s n ):
where
and
for b ∈ Z : 0 ≤ b < f p. They considered the linear complexity of the proposed sequences for f = 2 r for some integer r ≥ 1 and obtained the following main result:
Theorem 1. ( [12, Thm. 1]) Let (s n ) be the binary sequence of period p 2 defined in Eq.
(1) with f = 2 r (integer r > 0) for defining C 0 and C 1 . If 2 (p−1)/f ≡ 1 (mod p 2 ), then the linear complexity of (s n ) is
The linear complexity is an important cryptographic characteristic of sequences and provides information on the predictability and thus unsuitability for cryptography. Here we give a short introduction of the linear complexity of periodic sequences. Let F be a field. For a T -periodic sequence (s n ) over F, we recall that the linear complexity over F, denoted by LC F ((s n )), is the least order L of a linear recurrence relation over F
which is satisfied by (s n ) and where c 0 = 0, c 1 , . . . , c L−1 ∈ F. Let
which is called the generating polynomial of (s n ). Then the linear complexity over F of (s n ) is computed by
see, e.g. [6] for details. For a sequence to be cryptographically strong, its linear complexity should be large, but not significantly reduced by changing a few terms. This directs to the notion of the k-error linear complexity. For integers k ≥ 0, the k-error linear complexity over F of (s n ), denoted by LC F k ((s n )), is the smallest linear complexity (over F) that can be obtained by changing at most k terms of the sequence per period, see [11] , and see [7] for the related even earlier defined sphere complexity. Clearly LC F 0 ((s n )) = LC F ((s n )) and
T ≥ LC F 0 ((s n )) ≥ LC F 1 ((s n )) ≥ . . . ≥ LC F w ((s n )) = 0 when w equals the number of nonzero terms of (s n ) per period, i.e., the weight of (s n ).
The main purpose of this work is to determine the k-error linear complexity of (s n ) in Eq.(1) for f = 2. The main result is presented in Theorem 2 below. The proof appears in Section 4. Some necessary lemmas are introduced in Section 3. A useful technique for the proof is the Fermat quotients, which is introduced in Section 2.
Theorem 2. (Main theorem) Let (s n ) be the binary sequence of period p 2 defined in Eq.(1) with f = 2 and even b : 0 ≤ b < f p for defining C 0 and C 1 . If 2 is a primitive root modulo p 2 , then the k-error linear complexity over F 2 of (s n ) satisfies
For odd b, we have a similar result. We note here that for k = 0, it comes from [12] .
The construction related to Fermat quotients
In this section, we interpret that the construction of (s n ) in Eq.(1) is related to Fermat quotients.
For integers u ≥ 0, the Fermat quotient q p (u) is the value in {0, 1, . . . , p − 1} at u defined by
where gcd(u, p) = 1, if p|u we set q p (u) = 0, see [10] .
Thanks to the facts that
for gcd(u, p) = 1 and gcd(v, p) = 1, we see that
which forms a partition of Z * p 2 . In fact, together with the second equation in (3) and the primitive root g modulo p 2 with q p (g) = 1 2 , we have
So according to the definition of D (p 2 ) l in Sect. 1, we see that
Several sequences have been defined from Fermat quotients in the literature, see [1-3, 5, 9] . For example, The binary threshold sequence (s n ) is defined by
The Legendre-Fermat sequence (s n ) is defined by
Here and hereafter · p is the Legendre symbol. Indeed, both sequences above can be characterized by D l for 0 ≤ l < p. In particular, their k-error linear complexity have been investigated in [4] . The way of [4] helps us to study the k-error linear complexity of (s n ) in Eq.(1) in this work.
Auxiliary lemmas
In this section, we present some necessary lemmas needed in the proof. In the sequel, we denote by Q ⊂ {1, 2, . . . , p − 1} the set of quadratic residue modulo p and by N ⊂ {1, 2, . . . , p − 1} the set of quadratic non-residue modulo p, respectively. The notation |Z| denotes the cardinality of the set Z.
which is a quadratic residue modulo p. The second can be proved similarly.
Proof. By the first equation in Eq.
(1). If v ∈ Q, then for each 0 ≤ l < p, we have
(2). If v ∈ N , then for each 0 ≤ l < p, we have
l+p for 0 ≤ l < p, implies the first statement in this lemma. Similar argument holds for v ∈ N .
(1). For even 0 ≤ b < 2p, we have
Proof. For even b, there are (p + 1)/2 many even number and (p − 1)/2 many odd number in the set {b, b + 1, . . . , b + p − 1}, respectively. By Lemma 3, if v ∈ Q, we see that
From the constructions of C 0 and C 1 , we see that there are (p + 1)/2 many D (p 2 ) 2l
The rest of statements can be proved similarly.
Lemma 5. Let θ ∈ F 2 be a fixed primitive p-th root of unity. We have (1) .
(2).
Proof. It is clear.
Let θ ∈ F 2 be a fixed primitive p-th root of unity and ω = n∈Q θ n . For
The second can be proved similarly.
Here we say, the weight of a polynomial h(X) ∈ F 2 [X] means the number of non-zero coefficients of h(X), denoted by wt(h(X)).
Lemma 7. Suppose that 2 is a primitive root modulo p. Let θ ∈ F 2 be a primitive p-th root of unity and ω ∈ F 4 \ F 2 . For any non-constant polynomial h(X) ∈ F 2 [X] with h(θ) = ω, we have wt(h(X)) ≥ (p − 1)/2.
We only prove the case when ω = ξ, the latter can follow in a similar way. First, we can choose h(X) ∈ F 2 [X] such that h(X) ≡ n∈Q X n (mod X p − 1), or directly, let h(X) = n∈Q X n , we have h(θ) = n∈Q θ n = ξ = ω. Then wt(h(X)) ≥ (p − 1)/2. Second, suppose that there is an h 0 (X) ∈ F 2 [X] such that with wt(h 0 (X)) < (p − 1)/2 and h 0 (θ) = ω. Let h 0 (X) ≡ h 0 (X) (mod X p − 1) with deg(h 0 ) < p and let H 0 (X) = h 0 (X)+ n∈Q X n , the degree of which is < p. Clearly H 0 (X) is non-zero since h 0 (X) = n∈Q X n , the weight of which is (p − 1)/2. Then we derive that H 0 (θ) = 0 and H 0 (θ 2 j ) = 0 for 1 ≤ j < p − 1 since 2 is a primitive root modulo p. Hence
i.e., H 0 (X) = 1 + X + X 2 + . . . + X p−1 , from which we get h 0 (X) = 1 + n∈N X n and wt(h 0 (X)) = (p + 1)/2. Therefore, wt(h 0 ) ≥ wt(h 0 ) = (p + 1)/2, a contradiction.
4 Proof of the main theorem (Proof of Theorem 2). From the construction (1), we see that the weight of (s n ) is (p 2 − 1)/2 + 1, i.e., there are (p 2 − 1)/2 + 1 many 1's in one period. Changing all terms of 0's will lead to the constant 1-sequence, whose linear complexity is 1. And changing all terms of 1's will lead to the constant 0-sequence. So we always assume that k < (p 2 − 1)/2.
The generating polynomial of (s n ) is of the form
where d
be the generating polynomial of the sequence obtained from (s n ) by changing exactly k terms of (s n ) per period, where e(X) is the corresponding error polynomial with k many monomials. We note that S k (X) is a nonzero polynomial due to k < (p 2 − 1)/2. We will consider the common roots of S k (X) and X p 2 − 1, i.e., the roots of the form β n (n ∈ Z p 2 ) for S k (X), where β ∈ F 2 is a primitive p 2 -th root of unity. The number of the common roots will help us to derive the values of k-error linear complexity of (h u ) by (2) .
On the one hand, we assume that S k (β n 0 ) = 0 for some n 0 ∈ Z * p 2 . Since 2 is a primitive root modulo p 2 , for each n ∈ Z * p 2 , there exists a 0 ≤ j n < (p − 1)p such that n ≡ n 0 2 jn mod p 2 . Then we have S k (β n ) = S k (β n 0 2 jn ) = S k (β n 0 ) 2 jn = 0, that is, all (p 2 − p many) elements β n for n ∈ Z * p 2 are roots of S k (X). Hence we have
the roots of which are exactly β n for n ∈ Z * p 2 . Let
Since deg(S k (X)) = deg(Φ(X)) + deg(π(X)) < p 2 , we see that π(X) should be one of the following:
where 1 ≤ t < p and 1 ≤ v 1 < v 2 < . . . < v t < p. Then the exponent of each monomial in Φ(X)π(X) forms the set {lp : 0 ≤ l ≤ p − 1} or {v j + lp : 1 ≤ j ≤ t, 0 ≤ l ≤ p − 1} or {lp, v j + lp : 1 ≤ j ≤ t, 0 ≤ l ≤ p − 1} for different π(X) above.
(i). If π(X) = 1, we see that by (4)-(6)
which implies that k = (p 2 − 1)/2. (ii). If π(X) = X v 1 + X v 2 + . . . + X vt , we let 
which implies that
We can check that −(p − 1)/2 ≤ t − 2z ≤ (p − 1)/2. Then k ≥ (p 2 − p)/2 + 1.
(iii). For π(X) = 1 + X v 1 + X v 2 + . . . + X vt , we can get similarly e(X) = v∈I∩Q j∈Vv∩C 0
and k = (p 2 − 1)/2 + t − 2z. As in (ii), we have k ≥ (p 2 − p)/2. So putting everything together, if k < (p 2 − p)/2, we always have S k (β n ) = 0 for all n ∈ Z * p 2 .
On the other hand, let θ = β p , by Lemmas 5 and 6, we get from Eq.(4) for
where ω = n∈Q θ n ∈ F 4 \ F 2 and · p is the Legendre symbol. We want to look for e(X) with the least wt(e(X)) such that e(1) = 1, or e(θ i ) = 1 + ω for i p = 1, or e(θ i ) = ω for i p = −1. These help us to calculate the number of roots of the form β ip (0 ≤ i < p) for S k (X).
First, if e(X) with 1 ≤ wt(e(X)) < (p − 1)/2, we have e(1) = wt(e(X)) and e(θ i ) ∈ F 4 for 1 ≤ i < p by Lemma 7. So we can use any monomial e(X) (i.e., wt(e(X)) = 1) to deduce S k (β 0 ) = 0 but S k (β ip ) = 0 for 1 ≤ i < p. So by Eq.(2) we derive LC F 2 (p−3)/2 ((s n )) = LC F 2 1 ((s n )) = p 2 − 1. Second, let e(X) satisfy wt(e(X)) = (p − 1)/2 and e(X) ≡ n∈N X n (mod X p − 1).
Then we have e(1) = (p − 1)/2 and by Lemma 5
which imply that S k (β 0 ) = (p + 1)/2 and S k (β ip ) = 0 for 1 ≤ i < p and hence LC F 2 (p−1)/2 ((s n )) =
We note that p ≡ 5 (mod 8) or p ≡ 3 (mod 8) since 2 is a primitive root modulo p 2 . For the case when p ≡ 5 (mod 8), we choose e(X) satisfying wt(e(X)) = (p + 1)/2 and e(X) ≡ 1 + n∈Q X n (mod X p − 1). Then we derive S k (β ip ) = 0 for 0 ≤ i < p and hence LC F 2 (p+1)/2 ((s n )) = p 2 − p.
Case II: k = (p 2 − p)/2. Now we consider k = (p 2 − p)/2. From (iii) above, only that I = Q is useful for us, in this case t = z = (p − 1)/2 and e(X) = v∈Q j∈Vv∩C 0
which can guarantee S k (β n ) = 0 for all n ∈ Z * p 2 . We also check that by Lemmas 5 and 6 e(β ip ) = e(θ i ) = p−1 2 v∈Q
for 1 ≤ i < p and e(β 0 ) = e(1) = (p − 1)/2. Then from Eq. (7), we get S k (β 0 ) = (p + 1)/2 and S k (β ip ) = 0 for 1 ≤ i < p. So we have
where δ = 1 if p ≡ 3 (mod 8) and δ = 0 if p ≡ 5 (mod 8).
Finally, if k = (p 2 − 1)/2, after changing the k many 0's in (s n ), we get the 1-sequence, whose linear complexity is 1. And if k > (p 2 − 1)/2, we can get the 0-sequence whose linear complexity is 0. We complete the proof.
We remark that, it seems difficult for us to determine the values of LC F 2 k ((s n )) for (p 2 − p)/2 < k < (p 2 − 1)/2 here, but it is at most p (or p − 1).
A lower bound on the k-error linear complexity for more general setting and final remarks
For f = 2 r > 2, extending Theorem 2 becomes more complicated. It seems that the way does not work well without more knowledge. However, we have the following lower bound for more general setting.
Theorem 3. Let (s n ) be the binary sequence of period p 2 defined in Eq.
(1) with f = 2 r (r > 0) for defining C 0 and C 1 . If 2 p−1 ≡ 1 (mod p 2 ), then the k-error linear complexity over F 2 of (s n ) satisfies LC F 2 k ((s n )) ≥ λp for 0 ≤ k < (p 2 − p)/2, where 1 < λ < p is the order of 2 modulo p.
Proof. First we show the order of 2 modulo p 2 is λp. Under the assumption on 2 p−1 ≡ 1 (mod p 2 ), we see that the order of 2 modulo p 2 is of the form mp for some 1 ≤ m ≤ p − 1 and m|(p − 1). Then λ|m from 1 ≡ 2 mp ≡ 2 m (mod p) since 2 mp ≡ 1 (mod p 2 ), and m|λ from 2 λp ≡ 1 (mod p 2 ) since otherwise we write for some 1 ≤ ǫ < p 2 λp ≡ 1 + ǫp (mod p 2 ), from which we derive 1 ≡ (2 λp ) m/λ ≡ (1 + ǫp) m/λ ≡ 1 + ǫmp λ (mod p 2 ).
However ǫm λ ≡ 0 (mod p), a contradiction. Second, the fact k < (p 2 − p)/2 implies that there do exist an n 0 ∈ Z * p 2 such that S k (β n 0 ) = 0, where S k (X), as before, is the generating polynomial of the sequence obtained from (s n ) by changing exactly k terms per period. Since otherwise, k ≥ (p 2 − p)/2 according to Case I in the proof of Theorem 2.
Thus there are at least λp many n ∈ {n 0 2 j mod p 2 : 0 ≤ j < λp} such that S k (β n ) = 0. Then the result follows. Theorem 3 covers almost primes. As far as we know, the primes satisfying 2 p−1 ≡ 1 (mod p 2 ) are very rare. It was shown that there are only two such primes 3 , 1093 and 3511, up to 6.7 × 10 15 [8] .
Finally, we draw a conclusion that we have determined the values of the k-error linear complexity of a new generalized cyclotomic binary sequence of period p 2 discussed recently in the journal Designs, Codes and Cryptography. Results indicate that such sequences have large linear complexity and the linear complexity does not significantly decrease by changing a few terms.
