In this report, we propose the use of structural equations as a tool for identifying and modeling genetic networks and genetic algorithms for searching the most likely genetic networks that best fit the data. After genetic networks are identified, it is fundamental to identify those networks influencing cell phenotypes. To accomplish this task we extend the concept of differential expression of the genes, widely used in gene expression data analysis, to genetic networks. We propose a definition for the differential expression of a genetic network and use the generalized T 2 statistic to measure the ability of genetic networks to distinguish different phenotypes. However, describing the differential expression of genetic networks is not enough for understanding biological systems because differences in the expression of genetic networks do not directly reflect regulatory strength between gene activities. Therefore, in this report we also introduce the concept of differentially regulated genetic networks, which has the potential to assess changes of gene regulation in response to perturbation in the environment and may provide new insights into the mechanism of diseases and biological processes. We propose five novel statistics to measure the differences in regulation of genetic networks. To illustrate the concepts and methods for reconstruction of genetic networks and identification of association of genetic networks with function, we applied the proposed models and algorithms to three data sets.
R
ECENT advances in genome sequencing and highexplore their applications to biomedical research, several issues must be addressed. First, the development throughput technologies, such as DNA and proof dynamic models of genetic networks is severely comtein chips, allow us to measure the spatio-temporal expromised by the lack of experimental techniques to pression levels of thousands of genes or proteins (Brown measure the dynamic quantities of such networks. and Botstein 1999; Lipschutz et al. 1999 Jong 2002) . Mass spectrometry (Mann 1999;  Second, to identify physically connected genetic netMcLuckey and Wells 2001) provides further experiworks using gene expression profiles, which describe mental tools to acquire knowledge of the genetic nethow genes directly activate or inhibit others, may be too works (Arnold et al. 2004) . In the past several years, a ambitious to be accomplished at the current stage due number of statistical and computational methods for to incomplete information on the structure of genetic reconstructing genetic networks have been developed, networks. However, instead of reconstructing physically such as Boolean networks (Liang et al. 1998 ; Akutsu connected genetic networks, it may be feasible to model et al. Ideker et al. 2001) , probabilistic Boolean quasi-genetic networks, defined as a network that denetworks (Shmulevich et al. 2002) , differential equascribes most likely functional relations between the tions (Chen et al. 1999; D'Haeseleer et al. 1999 ; Von genes in the network. The quasi-genetic network may Dassow et al. 2000) , neural networks (Wahde and not represent physical connection of the genes in the Hertz 2000), fuzzy logic (Woolf and Wang 2000), and network, but represents the best fit of the network Bayesian networks (Friedman et al. 2000; Hartemink model to gene expression data. et al. 2001; Imoto et al. 2002) .
Third, many current computational methods for the Although a great advance in both experimental techreconstruction of genetic networks have focused on the nology and computational methods for reconstructing network structure. However, structure provides only pargenetic networks has been made, we still face significant tial information on genetic networks. To measure quanchallenges in understanding such networks. To accomtitatively the relationship between genes in the network plish the goal of identifying genetic networks and to is indispensable for studying regulatory properties of genetic networks (Ronen et al. 2002) .
To model quantitatively genetic networks, we propose 1 equation models were first introduced into genetics where R is a diagonal matrix and G(Z) is a vector of nonlinear functions. The right-hand side of Equation (Wright 1921) , econometrics (Haavelmo 1943) , and social science (Duncan 1975) . Since then, structural 1 has two terms: the first one is the production of molecules, and the second is the degradation of existing equations as a tool for causal inference have been widely explored in social science and engineering (Pearl molecules. The system of nonlinear differential equations (1) can be approximated to the first order by a 2000). However, to our knowledge, structural equation models have not been used for reconstruction of genelinear system of equations near a steady state of the system tic networks. Although structural equations can be used to model both equilibrium and disequilibrium states of genetic networks, we focus on equilibrium states for the dY dt ϭ AY Ϫ RY, reasons described above. We provide (1) a mathematic representation of genetic networks based on structural where Y is a vector of the deviation of variables in Z equations, (2) statistical methods for estimating and from their means and A is a Jacobian matrix of G(Z), testing model parameters, (3) probabilistic criteria for i.e., A ϭ ‫ץ‬G(Z)/‫ץ‬Z, measuring the strength of regulatory assessing how well models of the genetic networks exinteractions between genes in the network. When the plain the observed data, and (4) optimization procesystem reaches a steady state, which is equivalent to dures for searching the most likely structure of the gesetting the time derivative of Y to zero, we have netic network.
Once a genetic network is identified, it is crucial to RY ϭ AY. associate genetic networks with cell phenotypes. Differ-
The above equations show that the Jacobian matrix inential expression of genes is a widely used concept for volves feedback loops of a dynamic biological system identifying genes that are able to discriminate cell pheand gene or protein expressions in cells or tissues are notypes. To associate genetic networks with cell phenojointly or simultaneously determined. Gene expression types, we generalize the notion of differentially exdata that are generated by biological systems must be pressed genetic networks and develop a statistic to test described as a system of joint relations among the gene for the differential expression of such networks. expression variables. Coefficient parameters in the structural equations
The naïve differential equation approach assumes measure the regulatory effects of one gene on others or that the genetic network is fully connected, ignoring the strength of the gene-gene interactions. Functional the structural relations between genes in the network mutations in the genes will often cause changes in regu- (D'Haeseleer et al. 1999) . This assumption results in latory effects. Thus, we expect that due to the accumulaa large number of parameters in the differential equation of mutations in abnormal cells, the regulation of tions. Due to a limited number of samples, it is difficult some genetic networks in abnormal cells will be signifito develop any meaningful statistical methods for esticantly different from that in normal cells. Uncovering mation of the parameters. However, most genetic netsuch differences may help us to identify the causes of works are not fully connected (Gardner et al. 2003) . disease. To accomplish this task, we provide five statistics
The networks' relations contain structural or causal into measure the differences in regulation between the formation on the gene expression variables. The matrix genetic networks in normal and abnormal cells. We A is a sparse matrix and most elements of the matrix A hope that by identifying differentially regulated genetic are zero. Therefore, gene expression variables in genetworks we are likely to discover a set of genes and netic networks are modeled by structural equations, genetic networks that influence the development of the which consider both simultaneous and structural reladiseases.
tions among the gene expression variables. Structural equations can simultaneously include all endogenous METHODS variables in one side of equations, which allows us to consider bidirectional causality. Unlike ordinary regresLinear structural equation model: Linear structural sion techniques that cannot deal with directed cyclic equations can be used for construction of a first-order graphs, structural equation models allow bidirectional approximation model of a genetic network using steadycausality/feedback loops (which are referred to as nonstate gene expression measurements (Datta 2001) . recursive models; Maruyama 1998). This remarkable Rate equations expressing the rate of production of feature makes structural equations a useful causal infercomponents in the system are often used to model the ence tool for reconstruction of genetic networks beconcentrations of mRNA, protein, and other molecules.
cause many genetic networks contain feedback loops. Rate equations in a simplified form are given by Jong
We begin to describe structural equations for model- (2002) , ing genetic networks by introducing a path diagram (Bollen 1989; Shipley 2000) .
rected graph) is a graphical representation of a system of structural equations and is used to describe graphically hence genetic networks with feedback loops (Bollen 1989) . genetic networks as shown in Figure 1 . The path diaIn Figure 1 of the network is known. How to identify network strucLet Y be a vector of the p endogenous variables and ture is discussed in the Model selection section. It is well X be a vector of q exogenous variables. Occasionally, documented that the ordinary least-squares estimator one or more of the X's are nonrandom. We denote is biased and inconsistent for parameters in structural the errors by e. We assume that E[e] ϭ 0 and that e is equations (Bollen 1989) . To ensure that estimators are uncorrelated with the exogenous variables in X. We also consistent and unbiased, we use the estimation proceassume that e i is homoscedastic and nonautocorrelated dures based on covariance analysis, which assumes that (Bollen 1989) . Then, the structural equations for mod-
eling gene expressions in the genetic network are given by where ͚ is the population covariance matrix of the variables Y and X, and ͚() is the covariance matrix written
as a function of the free model parameters in the modwhere B is a p ϫ p matrix and ⌫ is a p ϫ q matrix. The els, which we denote by . Let ⌽ and denote the covariance matrices of X and e, respectively. The matrix elements of the coefficient matrices B and ⌫ describe ͚() consists of three parts: (1) the covariance matrix the regulatory effects of one gene on another or of of Y, (2) the covariance matrix of X with Y, and (3) the a nonrandom variable on the gene, which is a direct covariance matrix of X. First we consider ͚ YY (), the regulatory influence of one variable on the other.
implied covariance matrix of Y. From the Equation 2, Therefore, throughout the article, the matrices B and we have Y ϭ (I Ϫ B)
Ϫ1
(⌫X ϩ e). Hence, ͚ YY () ϭ (I Ϫ ⌫ are referred to as the regulatory matrices. Since the B) Ϫ1 (⌫⌽⌫Ј ϩ ⌿)(I Ϫ B) Ϫ1Ј . The implied covariance genetic networks are not fully connected, many elematrix of Y and X is given by ments in the matrices B and ⌫ will be zero. The matrices B and ⌫ are, in general, sparse. The matrix B can de-
⌫⌽. scribe feedback relations in the path diagram. The structural equations can model directed cyclic graphs and Therefore, we have tween the covariance matrix predicted by the model
 and the sample covariance matrix from the observed data. Those differences measure how similar the hypoth-(Bollen 1989). The above equation implies that each esized genetic network model is. The model fit measure element of the covariance matrix is a function of model allows us to rank genetic networks according to their parameters. The unknown parameters in B, ⌫, , and ability to fit the observed data. A widely used model ⌽ are estimated so that the implied covariance matrix fit measure is the Akaike information criterion (AIC; ͚() is as close to the sample covariance matrix S, the Bollen 1989; Maruyama 1998), which is defined as estimator of the matrix ͚, as possible. To know when our estimates are as "close" as possible, we must define (N Ϫ 1)F ML Ϫ 2d, close, that is, we require a fitting function that is miniwhere N is the number of samples, F ML is the fitting mized. The most widely used fitting function is based function, d ϭ 1 ⁄ 2 (p ϩ q)(p ϩ q ϩ 1) Ϫ t is degrees of on the method of maximum likelihood (ML) defined freedom, and t is the number of free parameters in the by maximizing the likelihood function or its log, model. The AIC value provides a relative ordering of
, different models fitting the data. The smaller the AIC value, the better the model fits the data. where p and q are the number of endogenous and However, AIC information cannot be employed to exogenous variables, and Tr denotes the trace of a matest whether the identified genetic network is valid. Fortrix. The fitting function F ML compares the difference tunately, the statistic (N Ϫ 1)F ML is asymptotically distribbetween the observed and predicted covariance matriuted as a 2 (d) distribution under the null hypothesis H 0 : ces. In general, F ML is a complicated nonlinear function ͚ ϭ ͚(). It should be noted that the null hypothesis of the structural parameters, and explicit solutions are means that the constraints on ͚ imposed by the genetic not always found. Instead, a Newton unconstrained optinetwork model are valid. In contrast to ordinary tests mization procedure is employed to find solutions (Bertwhere the probability of obtaining a 2 value larger than sekas 1995). a prespecified value is the probability of committing It is well known that the ML estimators are consistent error for the rejection of the null hypothesis, in the and asymptotically unbiased. Large sample theory enmodel selection test here, the probability of obtaining sures that (N Ϫ 1)F ML is asymptotically distributed as 2 a 2 value larger than a prespecified value is the probadistribution with
bility of ensuring that the fitted model is correct and t is the number of free parameters, and the distribution is referred to as the fitting probability. Therefore, the of the estimator is asymptotically normal. Hence, the higher the probability of the 2 , the closer is the fitted ratio of the estimated parameter to its standard error model for the genetic network to the true genetic netapproximates a Z-distribution for large samples and can work. be used to test the parameters. The standard errors can Genetic algorithms: Searching the genetic network is be obtained from the following asymptotical covariance a very difficult problem because of the large number matrix for the ML estimators, of possible networks. To exhaustively search all possible networks is infeasible, in practice, even with high-perfor-
, mance computers. Genetic algorithms (GAs) can be used for searching networks (Larranaga et al. 1996) . where N is the number of samples.
Network search consists of two parts. First, we need to Model selection: Learning about genetic networks search a set of genes that are included in the network. consists of two parts: parameter learning and structure Then, for the fixed set of genes we search the structures learning. For parameter learning, in the previous secof the network that specify how the genes in the network tion we assume that the network structure is known.
are connected. We developed a new type of GA that However, in most cases, the network structure is unaccomplishes these two tasks simultaneously. known and needs to be identified. To learn network
We use a k ϫ k connective matrix C to represent the structure from genome-wide gene expression profiles structure of a network with k genes. The elements of C consists of two steps. The first step is to select the set are given by of genes whose reconstructed network best fits the gene expression data. The second step is to learn the strucc ij ϭ Ά 1 if node j is directed to node i 0 otherwise. ture of the networks for a set of selected genes, which provides the best fit to the gene expression data.
GAs begin with a population that consists of a large To identify the structure of the network, an overall number of individuals. In our genetic algorithm, indimodel fit measure is needed to assess how well a genetic viduals of the population represent selected genes and network fits the data and to compare the merits of network structures. This type of individual is denoted alternative network structure ( Jordan 1999) . The overall model fit measure is to calculate the difference beby a string,
tions is significant and the genetic network is differentially expressed. which is usually referred to as a chromosome in the GA Index for measuring difference in regulation of geliterature (as opposed to a real chromosome). The first netic networks: Let A ϭ [B⌫] be a coefficient matrix of part of the chromosome g 1 g 2 . . . g k is a set of integer structural equations for modeling a genetic network. numbers representing genes selected in the network.
Let A 1 and A 2 be its corresponding coefficient matrices The second part c 11 c 21 . . . c k1 . . . c 1k c 2k . . . c kk is a binary in the normal and abnormal tissue samples. Let W ϭ string indicating the network structure. GAs attempt to A 1 Ϫ A 2 and w ij be an element of the matrix W. Since find individuals from the search space with the best w ij is a parameter in the network, its asymptotic standard fitness (e.g., smallest AIC value). The searching procedeviation can be calculated from the square root of the dure of GAs can be briefly described as follows. First, main diagonal of the asymptotic covariance matrix of the initial population is generated randomly, and the the estimated parameters in the network and denoted fitness of each individual is calculated. Second, individuby S W ij . We define the test statistic T G as als with good fitness are selected as parents. These parents produce children by the operations of crossover T G ϭ W ij S W ij . and mutation. A crossover operation in a GA algorithm produces two children by an exchange of chromosome
Although the exact distribution of T G is unknown, its segments between two parents. The mutation operation asymptotical distribution can be approximated by a t creates children by changing parents' chromosomes. distribution with N Ϫ 2 d.f. This statistic can be used All new produced children are added to the population.
to test the difference of the regulatory effect of one Some individuals with worse fitness (e.g., higher AIC gene on another between normal and abnormal tissues. values) are removed from the extended population (inThe difference of the regulatory effect of one gene cluding both parents and children) to generate a new on another cannot measure the difference in the global population with its initial size, but with better fitness.
behavior of the genetic networks between normal and Crossover and mutation play different roles in the geabnormal tissues. A simple quantity to measure the difnetic algorithm. Crossover increases the average fitness ference in global behavior of genetic networks between of the population. Mutation can help the algorithm to the normal and abnormal tissues is the largest absolute avoid local optima by exploring new states. After many value of the difference of the regulatory effect of one iterations of GAs most likely or near most likely networks gene on another in the network between the normal to fit the data can be found. When the difference beand abnormal tissues, i.e., w 0 ϭ max i,j |w ij | ϭ |w i 0 j 0 |. The tween AIC values of two successive iterations is less than a prespecified threshold, the iteration of GAs is stopped.
statistic T G for testing the difference of individual regulatory effect can be used to test the difference in global The generalized T 2 statistic for testing the differential behavior of genetic networks. Specifically, the statistic expression of genetic networks: Let X 1 and X 2 be the for testing the differential regulation of the genetic netmean value of expression of all the genes in the network works is given by from normal and abnormal tissues, respectively. Let S pool be the pooled estimate of common covariance matrix between gene expressions. It can be shown that
The P value is calculated by a permutation test. The gene expression profile matrix is randomly permuted, and the structural equation model and genetic algo-(Anderson 1984) follows an F-distribution with v 1 ϭ p rithms are applied to randomly permutated gene exand v 2 ϭ n 1 ϩ n 2 Ϫ p Ϫ 1 d.f., where pression data to reconstruct the genetic network hundreds or thousands of times. Then, we calculate T G 0 and
obtain an empirical distribution of T G 0 . The P value of n 1 and n 2 are the sample sizes of normal and abnormal the test is then defined as the probability that T G 0 extissues, respectively, and p is the number of genes seceeds its observed value. The statistic T G 0 can be used lected in the test statistic. Consequently, T 2 can be used to measure the difference in regulation of the genetic to test whether the population means, 1 and 2 , differ network. significantly and to test for the significance of separa-
The difference in global behavior of genetic networks tion of two populations (normal and abnormal tissues).
between the normal and abnormal tissues depends on Formally, the null hypothesis H 0 : 1 ϭ 2 vs. the alternathe whole regulatory coefficient matrix. A scalar associtive hypothesis H a : 1 ϶ 2 is assumed. If H 0 is rejected ated with a matrix W is a norm of the matrix W that on the basis of a T 2 test, we can conclude that the denotes a real valued function of W (of the elements w ij of W). The norm is relevant with all elements of the separation between normal and abnormal tissue popula- matrix and hence can be used to measure the difference are time course data, their dynamics are stable. When in regulation of the whole genetic networks. Four metthe time intervals at which gene expressions are mearics borrowed from the norms of the matrix for measursured are not small, the observed expression can be ing the difference in regulation of the genetic networks viewed as being sampled from near steady state of the are defined as follows (Graybill 1976): yeast cell cycle dynamic system. Therefore, it is possible to use ordinary structural equations to model such sys- scoring models and we use both AIC values and fitting fortunately, the currently proposed method cannot untangle direct and indirect effects of the genes. The geprobability to score the model. AIC values, which have a close relationship with the likelihood function, are netic network in Figure 2 has 10 genes: cell cycle gene SWI4; a glycosyltransferase gene, ALG2, involved in the widely used model selection criteria. However, AIC values measure only the relative goodness of fit. On the dolichol pathway and regulated at two critical control points in the G1 phase of the cell cycle (G0/G1 and other hand, the fitting probability quantifies how well the model explains the observed data. Therefore, we START; Lennon et al. 1995) ; an essential gene of Saccharomyces cerevisiae affecting pre-tRNA processing, PTA1 use AIC values to select the model, but we also report the fitting probability of the selected models to indicate (O'Connor and Peebles 1992); a pseudouridine synthetase gene, PUS1, which catalyzes the formation of how reliable the selected models are.
The gene SWI4 plays an important role in cell cycle pseudouridines in tRNAs (Arluison et al. 1999 ); a serine and threonine catabolism gene, CHA1 (Bornaes et progression (McInerny et al. 1997; . As an example, we searched for genetic networks with 10 al. 1992); and five other unknown genes.
To investigate the effect of removing a gene from the genes, including SWI4. We use genetic algorithms to search for optimal subsets of genetic networks with the genetic network, we plotted Figure 3 , in which the gene SWI4 was removed from the genetic network shown in smallest AIC values or the largest-fitting probability. Due to the high cost of microarray experiments, the number Figure 2 . It was interesting to note that most of the regulatory effects in the genetic network were not of tissue samples is often small relative to the number of genes in the data set. In this case, the number of changed except for the regulatory effect of YGL239C on CHA1. This had an important implication: removing genetic networks with a high score is usually large. Therefore, in searching for genetic networks with SWI4 a gene will influence only the effects of the genes that were directly connected with the removed gene, but it and the other 9 genes, we applied genetic algorithms to the data set 500 times, which yielded 500 genetic did not have a significant impact on other parts of the genetic network. networks with AIC values ranging from Ϫ70.50 to Ϫ55.02 and fitting probabilities ranging from 1 to 0.997.
As the number of genes in genome-wide gene expression profiles increases, the total number of all possible It was interesting to observe that of these 500, 371 genetic networks were partitioned into more than two genetic networks exponentially increases. This number of possible genetic networks is too large to be exhausdisconnected networks, while the remaining 129 genetic networks were fully connected. We ranked the fully contively searched. There are two approaches to treat this problem. One approach is an ensemble method for nected genetic networks according to their AIC values. The highest-scoring fully connected genetic network identifying genetic networks that are consistent with existing gene expression profiling data (Battogtokh with the smallest AIC value was plotted in Figure 2 . Since the coefficients in the equations measure the maget al. 2002) . The second, which we proposed, is to use genetic algorithms for searching genetic networks with nitude of influence of one gene on the expression of another gene, they were referred to as the regulatory smallest AIC values. We hope that when we run a large number of iterations we can search and identify the effects of the genes. Since the connected genes in a reconstructed network may or may not be physically most likely genetic network model with the smallest AIC value and the largest fitting probability. The AIC value connected in reality, the regulatory effect may be a direct effect that is unmediated by other genes or may and fitting probability are referred to as the score of the genetic networks. To investigate whether genetic be an indirect effect that is mediated by other genes that do not appear in the reconstructed networks. Unalgorithms can identify the networks with the highest score and how many iterations are required to achieve to search for networks with the fixed number of genes. In this way, for each fixed number of genes in the the highest score, genetic algorithms were applied to yeast cell cycle data (Cho et al. 1998) to search networks network we can obtain the largest fitting probability.
We can see from Figure 6 that when the number of with 12 genes. Figures 4 and 5 plot the AIC value and the fitting probability against the number of iterations, genes in the network was Ͼ14 the fitting probability became small, which implied that the genetic network respectively. From Figure 4 we can see fluctuations in AIC values, but we still can observe the decreasing trend did not fit the data well. The size of the genetic network (i.e., the number of genes in the network) is limited by of AIC values. From Figure 5 we can see that, after 80 iterations, these runs reach a fitting probability of 1.
the number of tissue samples.
To further evaluate the performance of the proposed The largest fitting probability that we can reach after a number of iterations is a function of the number of model for reconstructing genetic networks, we take 85 regulators of yeast listed in Lee et al. (2002) , where the genes in the network. The fitting probability will decrease when the number of genes in the network inremaining 21 of 106 regulators in Lee et al. cannot be found in the Cho et al. (1998) data set, as the primary creases. To demonstrate this, we first fix the number of genes in the network and run 100 genetic algorithms genes for reconstruction of genetic networks with six genes. For each regulator that was used as an exogenous ulator-regulated gene interactions were compiled in Table  S1 (http:/ /www.genetics.org/supplemental/), where P variable in the structural equations or a primary gene of the genetic network being reconstructed, genetic alvalues were given by location analysis in Lee et al. (2002) . From Table S1 we can see that those regulator-regulated gorithms were applied 300 times to the yeast cell cycle data for searching genetic networks with six genes. From gene interactions predicted by the proposed structural equation model had small P values in genome-wide locathe reconstructed genetic networks with the regulators as primary genes of the genetic networks we can find pairs tion analysis (Lee et al. 2002) , which indicated that those predicted regulator-regulated gene interactions were of the regulator-regulated target gene. The identified reg- Figure 6 .-The largest fitting probability that we can achieve after 100 iterations of genetic algorithms as a function of the number of genes in the genetic networks.
samples and 31 normal tissue samples (Zhan et al. 2002) . These data were transformed by a natural logarithm and normalized by subtracting the mean of each gene and then dividing by its standard deviation. Genetic algorithms were applied to the data set 200 times to search for the most likely genetic networks with 10 genes that best fit the data. The AIC values for the resulting 200 genetic networks ranged from Ϫ56.31 to Ϫ67.55 and the fitting probability ranged from 0.9982 to 1. For each resulting network we calculated the test statistic T 2 and P values for testing the difference in expression of the genetic network between normal and abnormal samples. A specific AIC value was taken as a threshold and all genetic networks whose AIC values were larger than the threshold were discarded. We then ranked the genetic networks according to their T 2 values. The genetic network representing the most significant difference in the T 2 test had a P value Ͻ10 Ϫ16 and is shown in Figure 7 . This network consisted of two subnetworks. The P value of one subnetwork was Ͻ10 Ϫ16 and another subnetwork had a P value of 0.043. Several features emerged from Figure 6 . First, the gene HG4462-HT4736 (immunoglobulin heavy chain) that was most significantly differentially expressed in the set of total genes (P value Ͻ10
Ϫ16
) was included in the subnetwork with a significantly differentially expressed subnetwork. Second, in the network we observed another differentially expressed gene, DRIL1 (P value ϭ 0.000817), which was directly linked to the gene HG4462-HT4736. The gene DRIL1 is a dead-ringer transcription regulator and was recently identified as an oncogene (Peeper et al. 2002) . Third, the remaining genes in the network were not significantly differentially expressed. This demonstrated that the differential expression of the genetic network is a systems property, which does not imply that all genes The differential expression of the genetic network genes for the MM data set where AIC ϭ Ϫ65.70 and the fitting may be largely due to the differential expression of some probability ϭ 1.000. The numbers in parentheses below the genes in the network. However, this need not always be name of the gene denote the P value of evidence of showing the case. For example, it is possible that all genes in a differential expression of the individual gene, the numbers along the edge denote the gene regulatory effect in the tumor genetic network are not highly differentially expressed, tissues, and the numbers in parentheses along the edge denote but the network as a whole is highly differentially exthe gene regulatory effect in the normal tissues.
pressed. To show this, we analyzed the expression profiles for 12,531 genes using an Affymatrix oligonucleotide array in 50 normal and 52 tumor prostate tissues confirmed by results of genome-wide location analysis (Singh et al. 2002) . Again, genetic algorithms were apexperiments.
plied to this data set 200 times to search for the most Differentially expressed genetic networks: Differenlikely genetic networks with 10 genes. The AIC values tially expressed genetic networks are a property of the for the resulting 200 genetic networks ranged from network as a whole. The differential expression of the Ϫ36.31 to Ϫ61.84 and the fitting probabilities ranged genetic network may be due to the differential expresfrom 0.53132 to 0.99999. The second most significantly sion of some individual genes in the network or other differentially expressed genetic network for the prostate factors such as gene-gene interaction. To show that data set, which is shown in Figure 8 , had an AIC value highly differentially expressed genetic networks may of Ϫ52.93, a fitting probability of 0.9953, and a P value contain highly differentially expressed genes, we anafor testing significance of differential expression of the lyzed the expression profiles of 5483 genes using oligogenetic network of 2.93 ϫ 10
Ϫ11
. However, the P value of the most significantly differentially expressed gene nucleotide arrays in 74 multiple-myeloma (MM) tissue in the network (CAV1) was equal to 3.047 ϫ 10 Ϫ6 and was 0.00062), which was associated with the regulation of the gene DF (D component of complement adipsin) on much larger than that of the genetic network as a whole. In addition, although 2 genes, GNMSLL (P value ϭ AX1, where the P value was obtained by a permutation test. From Figure 9 , we could also observe that other 0.001308) and KIAA0610 (P value ϭ 0.0003191), showed mild evidence of significance of difference expressions, regulatory effects in the network for the tumor and normal samples were not significantly different. It was the remaining 7 genes in the network did not show any evidence of differential expression. This example interesting to note that the gene DF (P value ϭ 6.77 ϫ 10
Ϫ9
) and the receptor AX1 (P valueϭ 4.78 ϫ 10 Ϫ10 ) demonstrated that the genetic network as a whole might be more significantly differentially expressed than the as well as the network (P value ϭ 3.87 ϫ 10
Ϫ14
) were differentially expressed. The expression of the genes individual genes in the network. It was reported that the gene CAV1 was involved in breast cancer (Fiucci et AX1 and DF and the fitted structural equation line of the expression of gene DF as a function of the expression al. Lee et al. 2002) and ovarian carcinoma (Wiechen et al. 2001) .
of the gene AX1 in tumor and normal samples are shown in Figure 10 . The slope of the line represented the Differentially regulated genetic networks: Identification of differentially regulated genetic networks consists regulatory effect of the gene DF on the gene AX1. We could clearly see the different regulatory effects in the of three steps. First, we reconstruct genetic networks using structural equations and gene expression data in tumor and normal samples from Figure 10 . It was reported that the gene DF was a novel serine protease all available samples. Second, we fix the structure of the genetic networks and then estimate network parameters (Volanakis and Narayana 1996) and was involved in myeloid cell differentiation (Wong et al. 1999) . The by using gene expression data of normal and abnormal samples. Third, we rank the genetic networks according gene AX1 was a tyrosine kinase receptor and was recently found downregulated in mature bone marrow-derived to some statistics, which measure the extent of the difference in regulatory effects of the genetic networks bedendritic cells (Chen et al. 2002) . The secondmost differentially regulated genetic nettween normal and abnormal tissue samples.
There are three important cases: (i) the genetic network for the MM data set with 10 genes that had an AIC value of Ϫ63.17 and a fitting probability of 0.9999 work is differentially regulated but not differentially expressed; (ii) the genetic network is differentially exis shown in Figure 11 . Again, the network was partitioned into two subnetworks: one subnetwork with 4 pressed but not differentially regulated; or (iii) the genetic network is both differentially regulated and exgenes and one subnetwork with 6 genes. The largest difference in the regulatory effect was 2.523 (T G 0 ϭ 21.99, pressed. We first use the largest difference of the gene regulatory effect in the network between normal and P value ϭ 0.001), which was associated with the regulation of the gene ABCA2 on the gene GABA-A. It was abnormal samples as a measure to quantify the difference in regulation of the network. Then we compare all interesting that the P value for testing the differential expression of this subnetwork (with 6 genes) was equal five measures. The most differentially regulated genetic network for the MM data set that had an AIC value of to P ϭ 0.2672. Also we can see from Figure 11 that neither ABCA2 nor GABA-A was differentially expressed. Ϫ65.45 and a fitting probability of 1 is plotted in Figure  9 . The network with 10 genes was partitioned into two This demonstrated that differentially regulated genetic networks may not be differentially expressed. Expressubnetworks: one subnetwork with 8 genes and one subnetwork with 2 genes. The largest difference of the sion of ABCA2 and GABA-A and the fitted structural equation line of GABA-A expression as a function of gene regulatory effect was 2.7953 (T G 0 ϭ 25.68, P value ϭ , and hepatocellular carcinoma (Zhang et al. 2000) . der (Papadimitriou et al. 2001) . It was also reported that GABA-A was an inhibitory regulator for the migra-
The most significantly differentially expressed genetic els. The general form of functional causal models is structural equations. In this report, we proposed structural equations as a useful tool for quantitatively studying genetic networks. network for the prostate data set, which is shown in Identification of genetic networks consists of two Figure 13 , had an AIC value of Ϫ51.56, a fitting probsteps: parameter estimation and structure discovery. In ability of 0.9827, and a P value for testing the significance the first step, we assume that the structure of the network of differential expression of 2.47 ϫ 10
Ϫ12
. The gene is known. A remarkable feature of the regulatory rela-SLC25A6 (P value ϭ 1.96 ϫ 10
Ϫ11
) and the gene ANGPT1 tion among genes in the network is that the expression (P value ϭ 1.91 ϫ 10
Ϫ9
) in the network showed signifilevels of the genes are determined by the simultaneous cant evidence of differential expressions. However, the interaction of the regulatory relations in the network. rank of the genetic network in the differentially regulated Using ordinary regression and the least-squares method genetic network for the prostate data was 122. The largest for estimation of the parameters will result in inconsisdifference in the gene regulatory effects of the network tent estimates of the parameters in the network. The was 0.877 (T G ϭ 8.5253, P value ϭ 0.15). This demonproposed structural equation models and estimation strated that although this genetic network was highly procedures based on covariance analysis can avoid this differentially expressed, it was not differentially reguproblem and lead to consistent estimates of the paramelated.
ters in the networks. To compare the five metrics for characterizing the The second step is to identify the structure of the difference in regulation of the genetic networks under networks when it is unknown. The genetic networks that different conditions, we present Table 1, which shows best fit the data may not be truly physically connected, the correlation coefficients between rankings of the gebut can reveal causal relations between variables in the netic networks made by the five metrics. We can see network and predict the behavior of biological systems. that the correlation coefficients between rankings of We used model selection to accomplish this task. Since the five metrics were very high. This suggested that searching optimal models from an extremely large numthe five metrics can provide similar evidence showing ber of potential networks is computationally expensive, differential regulation of the genetic networks in norwe proposed using genetic algorithms to search the mal and abnormal tissues. most likely genetic networks fitting the data. Structure discovery is, essentially, to identify causal relations between variables in the model. The definition DISCUSSION of cause has three crucial components: isolation, associGenetic networks have two aspects: structure of the ation, and direction of influence (Bollen 1989) . Much networks and strength of the interaction between the of the debate about causal relations comes from inability genes in the networks. To understand comprehensively to completely isolate the variables. Although structural genetic networks, in addition to studying the nature of equation models make various assumptions to approxistructure, we also need to quantify the strength of the mate isolation, it is impossible to achieve perfect isolainteraction between the genes. Due to the large variation in practice. Therefore, the limitation of structural tion in observed gene expression profiles, quantitative equation models for genetic networks is that they may models for genetic networks may not be accurate, but not reveal true causal relations of the variables in the they will still be a useful tool for guiding experiments models, which will affect their precision in predicting and understanding complex biological systems, particuthe behavior of biological systems. larly when advances in experimental technologies are When genetic networks are reconstructed, either made and the precision of experimental data is imfrom experiments or from computational modeling, it proved.
is essential to link genetic networks with cell function. Regulation of genetic networks has a cause-effect feaIt has been noted that the function of complex systems ture. Causal inference may provide an ideal conceptual is accomplished through networks (Hasty et al. 2002) . One step toward linking genetic networks with cell pheframework for reconstruction of genetic networks. In
