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MORREY’S ε–CONFORMALITY LEMMA IN METRIC SPACES
MARTIN FITZI AND STEFANWENGER
Abstract. We provide a simpler proof and slight strengthening of Morrey’s fa-
mous lemma on ε–conformal mappings. Our result more generally applies to
Sobolev maps with values in a complete metric space and we obtain applications
to the existence of area minimizing surfaces of higher genus in metric spaces.
Unlike Morrey’s proof, which relies on the measurable Riemann mapping the-
orem, we only need the existence of smooth isothermal coordinates established
by Korn and Lichtenstein.
1. Introduction and statement of results
1.1. Introduction. Let N be a Riemannian manifold, denote by D the open unit
disc in R2, and let u ∈ W1,2(D,N) be a Sobolev map. The Dirichlet energy of u
and the parametrized area, i.e. the integral of the jacobian determinant, satisfy the
inequality
(1.1) Area(u) ≤ E2(u).
Furthermore, equality holds if and only if u is weakly conformal in the sense that
almost everywhere the weak partial derivatives ux and uy are orthogonal and have
the same length (possibly zero). An important result, proved by Morrey in [21] and
known as Morrey’s lemma on ε–conformal mappings, shows that after a suitable
reparametrization of u one can obtain near equality in (1.1). More precisely, for
every ε > 0 there exists a homeomorphism ϕ of the disc D such that u ◦ ϕ ∈
W1,2(D,N) and
E2(u ◦ ϕ) ≤ Area(u) + ε.
The proof relies on the existence of L2–solutions of the Beltrami equation with
measurable coefficients, previously established by Morrey in [20] and called the
measurable Riemann mapping theorem. The homeomorphism ϕ is actually a qua-
siconformal map in the sense of geometric function theory.
In this note we prove a version of Morrey’s lemma for Sobolev maps defined
on a smooth, compact 2-dimensional manifold and with values in a metric space.
Our proof is similar to that of Morrey but contains some simplifications despite
the greater generality. Specifically, we do not use the measurable Riemann map-
ping theorem but only need the existence of isothermal coordinates established
by Korn [16] and Lichtenstein [17], thus solutions to the Beltrami equation with
smooth compactly supported coefficients. We actually obtain a stronger statement
than asserted by the classical lemma of Morrey. Our result has applications to the
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existence of area minimizing surfaces of higher genus and the structure of energy
minimizing surfaces.
1.2. Main results. Throughout this introduction, let X be a complete metric space
and let M be a smooth, compact, connected, orientable 2-dimensional manifold,
possibly with boundary. We denote by W1,2(M, X) the space of 2–Sobolev maps
from M to X in the sense of Reshetnyak [22], [23]. There exist several different but
equivalent definitions of Sobolev maps from Euclidean or Riemannian domains
into a metric space. For references as well as for definitions of the following
notions see Section 3 below. Given a Riemannian metric g on M we denote by
E2
+
(u, g) the Reshetnyak energy of u ∈ W1,2(M, X) with respect to g. We further-
more let Areaµi(u) be the intrinsic Riemannian area of u. This definition of area was
first studied by Ivanov [10] and later in [19]; it agrees with the usual parametrized
area when X is a Riemannian manifold. In the setting of non-Euclidean metric
spaces there are several natural definitions of energy and area. The strong impli-
cation in the equality case in the following proposition established in [18], [19] is
one of the reasons for our choice of energy and area.
Proposition 1.1. For every u ∈ W1,2(M, X) and every Riemannian metric g on M
we have
Areaµi(u) ≤ E2+(u, g),
with equality if and only if u is infinitesimally isotropic with respect to g.
The precise meaning of infinitesimally isotropic will be explained in Defini-
tion 3.4. This notion provides a substitute for weak conformality in the setting of
metric spaces and it is equivalent to weak conformality when X is a Riemannian
manifold. For general metric spaces, if u is infinitesimally isotropic then it is in
particular infinitesimally
√
2–quasiconformal. That is, up to a factor of
√
2, the in-
finitesimal metric distortion under u of all unit vectors at a given point is the same;
see (3.2) for the precise definition.
The following is one of our main results:
Theorem 1.2. For every u ∈ W1,2(M, X) and every ε > 0 there exists a Riemannian
metric g on M such that
E2+(u, g) ≤ Areaµi(u) + ε.
The metric g can be chosen to have constant sectional curvature −1, 0, or 1 and
such that the boundary of M is geodesic. Theorem 1.2 and Proposition 1.1 yield
the following corollary which strengthens [7, Theorem 4.2].
Corollary 1.3. Let u ∈ W1,2(M, X) and let g be a Riemannian metric on M. If for
every Riemannian metric h on M we have
E2
+
(u, g) ≤ E2
+
(u, h)
then u is infinitesimally isotropic with respect to g.
The proof of Theorem 1.2 relies on the following analog for Sobolev maps de-
fined on the open unit disc D ⊂ R2 and on the uniformization theorem for com-
pact Riemann surfaces. For a Sobolev map u ∈ W1,2(D, X) we write E2+(u) for its
Reshetnyak energy with respect to the Euclidean metric on D.
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Theorem 1.4. For every u ∈ W1,2(D, X) and every ε > 0 there exists a diffeomor-
phism ϕ : D → D such that
E2
+
(u ◦ ϕ) ≤ Areaµi(u) + ε.
Moreover, the map ϕ extends to a diffeomorphism of the closed unit disc D and is
conformal in a neighborhood of the boundary.
When X is a Riemannian manifold then the Reshetnyak energy bounds from
above the Dirichlet energy, see Section 3, so Theorem 1.4 in particular implies
and strengthens the classical lemma of Morrey [21, Theorem 1.2]. Together with
Proposition 1.1 we furthermore obtain the following result which implies [18, The-
orem 6.2].
Corollary 1.5. If u ∈ W1,2(D, X) satisfies E2
+
(u) ≤ E2
+
(u ◦ ϕ) for every diffeomor-
phism ϕ of the closed unit disc D then u is infinitesimally isotropic (with respect to
the Euclidean metric).
Our results are useful in the context of the Plateau-Douglas problem. This prob-
lem is concerned with the existence of area minimizing surfaces of fixed genus
spanning a given finite collection of Jordan curves. In the setting of Euclidean
space or, more generally, Riemannian manifolds the problem has been solved un-
der two different conditions of non-degeneracy: the so-called Douglas condition
considered in [5], [11], as well as Courant’s condition of cohesion used in [25],
[4], [26]. Assuming the Douglas condition we have recently solved the Plateau-
Douglas problem in any proper metric space admitting a local quadratic isoperi-
metric inequality in [7]. In the present paper we solve this problem using Courant’s
condition of cohesion in any proper metric space.
Let Γ ⊂ X be the disjoint union of k ≥ 1 rectifiable Jordan curves in X and sup-
pose the smooth surface M has k boundary components. We denote by Λ(M, Γ, X)
the possibly empty family of maps u ∈ W1,2(M, X) whose trace has a continuous
representative which weakly monotonically parametrizes Γ, i.e. is the uniform limit
of homeomorphisms ϕ j : ∂M → Γ. We can now state our solution to the Plateau-
Douglas problem, which generalizes the results in [25], [4], [26] to the setting of
proper metric spaces.
Theorem 1.6. Suppose the metric space X is proper, Λ(M, Γ, X) is not empty and
contains a µi–area minimizing sequence which satisfies the condition of cohesion.
Then there exist u ∈ Λ(M, Γ, X) and a Riemannian metric g on M such that
Areaµi(u) = inf{Areaµi(v) : v ∈ Λ(M, Γ, X)}
and such that u is infinitesimally isotropic with respect to g.
We refer to Section 5 for the definition of Courant’s condition of cohesion. The
Riemannian metric g can be chosen in such a way that (M, g) has constant curvature
−1, 0 or 1 and that M has geodesic boundary. If the metric space X admits a local
quadratic isoperimetric inequality for curves then the map u in Theorem 1.6 has a
unique representative which is locally Ho¨lder continuous in the interior of M and
is continuous up to the boundary, see [7, Theorem 1.4].
Recall that in the generality of metric spaces, there are several natural notions
of parametrized area of a Sobolev map. It is natural to ask whether Theorem 1.6
holds when the intrinsic Riemannian area is replaced by another notion of area,
for example the parametrized Hausdorff area. In Section 5 we will show that there
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exists a Hausdorff area minimizer in Λ(M, Γ, X) but at present we do not know how
to get a minimizer with a good parametrization as in the theorem above.
Acknowledgements: We thank Katrin Fa¨ssler, Pekka Pankka, Kai Rajala and
Teri Soultanis for useful comments.
2. Preliminaries
2.1. Basic notation. We write |v| for the Euclidean norm of a vector v ∈ R2,
D := {z ∈ R2 : |z| < 1}
for the open unit disc in R2 and D for its closure. The differential at z of a differen-
tiable map ϕ between smooth manifolds is denoted Dϕ(z).
For a subset A ⊂ R2, |A| denotes its Lebesgue measure. If (X, d) is a metric space
then we use the notation H2
X
(A) for the 2–dimensional Hausdorff measure of a
subset A ⊂ X. The normalizing constant is chosen such thatH2
X
coincides with the
2–dimensional Lebesgue measure when X is Euclidean R2. Thus, the Hausdorff 2–
measure H2g := H2(M,g) on a 2–dimensional Riemannian manifold (M, g) coincides
with the Riemannian area.
2.2. Energy, area, and isotropy of semi-norms. The (Reshetnyak) energy of a
semi-norm s on R2 is defined by
I2
+
(s) := max{s(v)2 : v ∈ R2, |v| = 1}.
Next, we define the jacobian Jµi corresponding to the intrinsic Riemannian or
Loewner area. For a degenerate semi-norm s we set Jµi(s) := 0. If s is a norm
on R2 and L is the ellipse of maximal area contained in {v ∈ R2 : s(v) ≤ 1} we set
Jµi(s) =
π
|L| ,
where |L| is the Lebesgue measure of L. Thus, the measure
µi
(R2,s)
(A) := Jµi(s) · |A|
is the multiple of the Lebesgue measure for which L has measure π. In particular,
if s is induced by an inner product then µi
(R2,s)
(A) agrees with the Hausdorff 2–
measure H2
(R2,s)
(A).
Definition 2.1. A semi-norm s on R2 is isotropic if s = 0 or if it is a norm and the
ellipse of maximal area contained in {v ∈ R2 : s(v) ≤ 1} is a Euclidean ball.
It follows from [19, Section 3.2] that
(2.1) Jµi(s) ≤ I2+(s)
for every semi-norm on R2, with equality if and only if s is isotropic.
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2.3. Approximate metric derivatives. A map v : V → X from an open subset
V ⊂ R2 to a metric space (X, d) is said to be approximately metrically differentiable
at a point z ∈ V if there exists a semi-norm s on R2 such that
ap lim
z′→z
d(v(z′), v(z)) − s(z′ − z)
|z′ − z| = 0,
where ap lim denotes the approximate limit, see for example [6]. If such a semi-
norm exists then it is unique and is called the approximate metric derivative of v at
z and denoted apmd vz.
Let M be a 2–dimensional smooth manifold without boundary and z ∈ M. A
map u : M → X is called approximately metrically differentiable at z if the compo-
sition u ◦ ψ−1 is approximately metrically differentiable at ψ(z) for some and thus
every chart (U, ψ) of M around z. The semi-norm on the tangent space TzM defined
by
apmd uz := apmd(u ◦ ψ−1)ψ(z) ◦ Dψ(z)
is independent of the choice of chart and is called the approximate metric derivative
of u at z.
Let g be a Riemannian metric on M and fix z ∈ M. If s is a semi-norm on
V := (TzM, g(z)) then we define the concepts of jacobian, energy, and isotropy
introduced in Section 2.2 by identifying V with Euclidean (R2, | · |) via a linear
isometry.
2.4. Beltrami coefficients and Beltrami equation. In the proof of Theorem 1.4
we will need diffeomorphic solutions to the Beltrami equation fz = µ fz for smooth
compactly supported Beltrami coefficients µ. For such coefficients, the solution
goes back to work of Korn [16] and Lichtenstein [17] on the existence of isothermal
coordinates. In this section we recall the Beltrami equation and the main existence
theorem which we will use. For details we refer for example to [1] or [3]. It will
be convenient to work with complex notation.
Let f : C → C be an orientation preserving diffeomorphism. We use the com-
plex differential operators
fz =
1
2
( fx − i fy) and fz =
1
2
( fx + i fy),
where fx and fy are the partial derivatives of f with respect to x and y. The differ-
ential D f (z) of f at a point z ∈ C can be written as
D f (z)(h) = fz(z) · h + fz(z) · h
for every h ∈ C. It is not difficult to show that the operator norm of the differential
satisfies
‖D f (z)‖ = max
|h|=1
|D f (z)(h)| = | fz(z)| + | fz(z)|.
We moreover have
det(D f (z)) = | fz(z)|2 − | fz(z)|2 > 0
as well as
min
|h|=1
|D f (z)(h)| = | fz(z)| − | fz(z)|.
We thus obtain the identities
(2.2)
‖D f (z)‖2
det(D f (z))
=
max|h|=1 |D f (z)(h)|
min|h|=1 |D f (z)(h)|
=
1 + |µ f (z)|
1 − |µ f (z)|
,
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where µ f (z) is the Beltrami coefficient of f at z defined by the equation
fz(z) = µ f (z) fz(z).
Given K ≥ 1, the orientation preserving diffeomorphism f is said to be K–quasi-
conformal if
‖D f (z)‖2 ≤ K · det(D f (z))
for every z ∈ C. If follows from (2.2) that f is K–quasiconformal if and only if the
L∞–norm of the Beltrami coefficient satisfies
‖µ f ‖∞ ≤
K − 1
K + 1
< 1.
Moreover, if f is K–quasiconformal then its inverse f −1 is also K–quasiconformal.
The following existence result goes back to Korn [16] and Lichtenstein [17],
see the bibliographical note in [1]. For a proof we refer for example to [1] or [3,
Theorem 5.2.4].
Theorem 2.2. Let µ : C → C be a smooth and compactly supported function sat-
isfying k := ‖µ‖∞ < 1. Then there exists an orientation preserving diffeomorphism
f : C→ C which is K–quasiconformal with K = 1+k
1−k and which solves the Beltrami
equation fz = µ fz in C.
Wewill need the following composition formula for the Beltrami coefficient. Let
f , g : C → C be two orientation preserving diffeomorphisms. Then the Beltrami
coefficient of the composition g ◦ f −1 at a point w = f (z) is given by
(2.3) µg◦ f −1(w) =
µg(z) − µ f (z)
1 − µg(z)µ f (z)
·
(
fz(z)
| fz(z)|
)2
,
see [3, Theorem 5.5.6]. Moreover, if f = ρ◦g for some conformal diffeomorphism
then µ f ≡ µg.
3. Sobolev maps with values in a metric space
One can define Sobolev maps from a Euclidean or Riemannian domain into a
complete metric space in several equivalent ways, see for example [2], [15], [8],
[22], [12], [9]. In this paper, we work with the definition introduced by Reshet-
nyak [22], [23], which we review here. We furthermore recall the definition of the
Reshetnyak energy, the intrinsic Riemannian area and the notion of infinitesimal
isotropy of a Sobolev map.
Let (X, d) be a complete metric space and let M be a smooth, compact, con-
nected, orientable 2–dimensional manifold, possibly with non-empty boundary.
We fix a Riemannian metric g on M and let Ω ⊂ M be an open set.
Definition 3.1. A measurable and essentially separably valued map u : Ω → X
belongs to the Sobolev space W1,2(Ω, X) if there exists h ∈ L2(Ω) with the following
property. For every real-valued 1–Lipschitz function f on X the composition f ◦ u
belongs to the classical Sobolev space W1,2(Ω \ ∂M) and
|∇( f ◦ u)| ≤ h
almost everywhere on Ω. Here, |∇( f ◦ u)| denotes the length of the weak gradient
of f ◦ u with respect to the metric g.
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By [18, Proposition 4.3], a map u ∈ W1,2(Ω, X) is approximately metrically
differentiable at almost every z ∈ M in the sense defined in Section 2.3 above.
This allows one to define the Reshetnyak energy and the intrinsic Riemannian area
using the pointwise quantities introduced in Section 2.2 above.
Definition 3.2. The Reshetnyak energy of u ∈ W1,2(Ω, X) with respect to g is de-
fined by
E2+(u, g) :=
∫
Ω
I2+(apmd uz) dH2g (z).
The energy of the restriction of u to a measurable subset A ⊂ Ω is defined in an
analogous way. If (U, ψ) is a conformal chart of M with respect to g then it follows
from the area formula that
E2
+
(u|K , g) =
∫
ψ(K)
I2
+
(apmd(u ◦ ψ−1)w) dw = E2+(u ◦ ψ−1|ψ(K), gEucl)
for every compact set K ⊂ U, where gEucl denotes the Euclidean metric. This
implies that the energy E2+ is invariant under precompositions with conformal dif-
feomorphisms.
It follows from [9, Theorem 7.1.20] that E2+(u, g) equals the square of the L
2–
norm of the minimal weak upper gradient of a suitable representative of u. If X is
a Riemannian manifold then a short calculation shows that E2
+
(u, g) bounds from
above the classical Dirichlet energy E2(u, g) of u. Recall that if Ω is a subset of
Euclidean R2 then
E2(u) =
1
2
∫
Ω
|ux |2 + |uy |2,
where |ux | and |uy| are the lengths of the weak partial derivatives of u in the Rie-
mannian manifold X. Using conformal charts and the conformal invariance of E2
this definition easily extends to open subsets Ω of the 2–dimensional smooth Rie-
mannian manifold (M, g).
Definition 3.3. The intrinsic Riemannian area of u ∈ W1,2(Ω, X) is defined by
(3.1) Areaµi(u) :=
∫
Ω
Jµi(apmd uz) dH2g (z).
If (U, ψ) is any chart of M and K ⊂ U is compact then
Areaµi(u|K) =
∫
ψ(K)
Jµi(apmd(u ◦ ψ−1)w) dw = Areaµi(u ◦ ψ−1|ψ(K))
by the area formula. As a consequence, the parametrized µi–area of a Sobolev map
is invariant under precompositions with biLipschitz homeomorphisms. Finally,
if X is a Riemannian manifold or, more generally, a metric space with property
(ET) of ‘Euclidean tangents’ in the sense of [18] then the µi–area agrees with the
parametrized Hausdorff area, see Section 5 below.
The following definition appears in [19] and implicitly in [18] in the case that
(M, g) is a two-dimensional Euclidean domain.
Definition 3.4. A map u ∈ W1,2(M, X) is infinitesimally isotropic with respect to
a Riemannian metric g on M if for almost every z ∈ M the approximate metric
derivative apmd uz is isotropic.
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If u is infinitesimally isotropic with respect to g then u is infinitesimally
√
2–
quasiconformal with respect to g in the following sense. For almost all z ∈ M we
have
(3.2) apmd uz(v) ≤
√
2 · apmd uz(w)
for all v,w ∈ TzM with |v|z = |w|z where |v|z is the length of v with respect to g. If X
is a Riemannian manifold or, more generally, if X has property (ET) of ‘Euclidean
tangents’ in the sense of [18] then the factor
√
2 can be replaced by 1.
Remark 3.5. It follows from (2.1) that
(3.3) Areaµi(u) ≤ E2+(u, g)
for all Riemannian metrics g, and equality holds if and only if u is infinitesimally
isotropic.
Finally, we recall the definition of the trace of a Sobolev map. Let Ω ⊂ M \ ∂M
be a Lipschitz domain. Then for every z ∈ ∂Ω there exist an open neighborhood
U ⊂ M and a biLipschitz map ψ : (0, 1) × [0, 1) → M such that ψ((0, 1) × (0, 1)) =
U ∩ Ω and ψ((0, 1) × {0}) = U ∩ ∂Ω. Let u ∈ W1,2(Ω, X). Then for almost every
s ∈ (0, 1) the map t 7→ u◦ψ(s, t) has an absolutely continuous representative which
we denote by the same expression. The trace of u is defined by
tr(u)(ψ(s, 0)) := lim
tց0
(u ◦ ψ)(s, t)
for almost every s ∈ (0, 1). It is shown in [15] that the trace is independent of the
choice of the map ψ and defines an element of L2(∂Ω, X), that is, for some and
hence every x ∈ X the function z 7→ d(x, tr(u)(z)) is in L2(∂Ω).
4. Morrey’s lemma on ε–conformal mappings
The aim of this section is to prove Theorem 1.2. We first establish Theorem 1.4
which we restate for the convenience of the reader.
Theorem 4.1. Let X be a complete metric space and let u ∈ W1,2(D, X). Then for
every ε > 0 there exists a diffeomorphism ϕ : D → D such that
E2+(u ◦ ϕ) ≤ Areaµi(u) + ε.
Moreover, the map ϕ extends to a diffeomorphism of D and is conformal in a neigh-
bourhood of the boundary.
Proof. Let ε > 0. We first claim that there exists δ > 0 such that the norms sz,
defined for almost every z ∈ D by
sz(h) =
√
apmd uz(h)2 + δ2 · |h|2,
satisfy
(4.1)
∫
D
Jµi(sz) dz ≤ Areaµi(u) + ε.
Indeed, by (2.1) we have
Jµi(sz) ≤ I2+(sz) = I2+(apmd uz) + δ2
for almost every z ∈ D and the function on the right-hand side is in L1(D). Since
Jµi(sz) converges to Jµi(apmd uz) as δ ց 0 for almost every z ∈ D the claim follows
from dominated convergence.
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Next, by the absolute continuity of the integral, there exists L ≥ 1 such that the
measurable set A defined by
A :=
{
z ∈ C : |z| ≤ 1 − L−1 and I1+(apmd uz) ≤ L
}
satisfies
(4.2)
∫
D\A
I2
+
(apmd uz) dz ≤ ε.
Let µ : C → C be the function defined as follows. For z ∈ C \ A set µ(z) := 0. For
z ∈ A denote by Ez the ellipse of maximal area contained in
S z := {h ∈ C : sz(h) ≤ 1}
and let µ(z) be the Beltrami coefficient of an orientation preserving linear isomor-
phism which takes Ez to a round Euclidean ball. (The Beltrami coefficient is in-
dependent of the choice of such a linear map.) This defines a measurable function
µ with compact support in D. It is furthermore not difficult to see that ‖µ‖∞ < 1.
Indeed, if z ∈ A then by definition I1+(apmd uz) ≤ L and the ellipse Ez satisfies
Ez ⊂ S z ⊂
√
2 · Ez by John’s theorem. From this it follows that the eccentricity of
Ez is bounded by K := (2L
2δ−2 + 2)
1
2 and we deduce from (2.2) that
‖µ‖∞ ≤
K − 1
K + 1
=: k < 1.
Now, approximating µ by smooth functions via convolution with standard mol-
lifiers and applying Egoroff’s theorem and absolute continuity of the integral we
obtain the following. There exist a smooth function µ˜ : C → C with compact sup-
port in D and a measurable set B ⊂ D satisfying
(4.3)
∫
D\B
I2+(apmd uz) dz ≤
ε
K
and such that |µ˜(z)| ≤ k for every z ∈ C as well as
(4.4) |µ(z) − µ˜(z)| ≤ (1 − k2) · ε
2 + ε
for every z ∈ B.
By Theorem 2.2 there exists a diffeomorphism ρ : C→ C which is K–quasicon-
formal and solves the Beltrami equation ρz = µ˜ρz. Then the inverse ρ
−1 of ρ is
also K–quasiconformal, see Section 2.4. Denote by ϕ : Ω → D the restriction of
ρ−1 to Ω := ρ(D). We will now estimate from above the energy of the composition
u ◦ ϕ. For this we first establish pointwise inequalities. Let z ∈ D be such that the
approximate metric derivative of u at z exists and set w := ρ(z). We distinguish
cases as follows. Suppose first that z ∈ B∩A and let T be an orientation preserving
linear isomorphism which maps the ellipse Ez of maximal area in S z to a round
Euclidean ball. Then (4.4) together with the composition formula (2.3) yields
|µT◦ϕ(w)| =
∣∣∣∣∣∣
µ(z) − µ˜(z)
1 − µ(z)µ˜(z)
∣∣∣∣∣∣ ≤
ε
2 + ε
and hence
‖T ◦ Dϕ(w)‖2 ≤ (1 + ε) · det(T ◦ Dϕ(w))
by (2.2). Since the norm sz ◦T−1 is isotropic in the sense of Definition 2.1 we have
I2+(sz ◦ T−1) = Jµi(sz ◦ T−1)
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and thus, together with the chain rule for the approximate metric derivative, we
obtain that
I2
+
(apmd(u ◦ ϕ)w) ≤ I2+(apmd uz ◦ T−1) · ‖T ◦ Dϕ(w)‖2
≤ (1 + ε) · I2
+
(sz ◦ T−1) · det(T ◦ Dϕ(w))
= (1 + ε) · Jµi(sϕ(w)) · det(Dϕ(w)).
Next, we consider the case that z ∈ B \ A. Then µ(z) = 0 and thus (4.4) and (2.3)
imply
‖Dϕ(w)‖2 ≤ (1 + ε) · det(Dϕ(w))
and thus
I2
+
(apmd(u ◦ ϕ)w) ≤ (1 + ε) · I2+(apmd uϕ(w)) · det(Dϕ(w)).
Finally, if z < B then the K–quasiconformality of ϕ yields
I2
+
(apmd(u ◦ ϕ)w) ≤ K · I2+(apmd uϕ(w)) · det(Dϕ(w)).
From these pointwise inequalities we obtain by integrating and using the change of
variables formula that
E2
+
(u ◦ ϕ) =
∫
Ω
I2
+
(apmd(u ◦ ϕ)w) dw
≤ (1 + ε)
∫
B∩A
Jµi(sz) dz + (1 + ε)
∫
B\A
I2
+
(apmd uz) dz
+ K
∫
D\B
I2+(apmd uz) dz
≤ (1 + ε) · [Areaµi(u) + ε] + (1 + ε) · ε + ε,
where we have used (4.1), (4.2) and (4.3) in the last inequality.
In order to complete the proof of the theorem we first observe that, after possibly
precomposing with a conformal diffeomorphism from D to Ω, we may assume that
Ω is the unit disc D. Notice that the Reshetnyak energy E2
+
is conformally invariant.
Since ∂Ω = ρ(S 1) is a smooth Jordan curve, a conformal diffeomorphism from D
to Ω extends to a diffeomorphism from D to Ω. Consequently, ϕ can be extended
to a diffeomorphism on D. Finally, by construction, the function µ˜ has compact
support in D and hence ρ is conformal in a neighbourhood of the boundary S 1. In
particular, ϕ is conformal in a neighbourhood of the boundary as well. 
We use the result above to establish our main theorem.
Proof of Theorem 1.2. Fix a Riemannian metric g0 on M and let ε > 0. There exist
pairwise disjoint smooth charts (Uk, ψk) in M, k = 1, . . . , n, which are all conformal
with respect to g0 and satisfy the following properties. Each ψk is biLipschitz with
ψk(Uk) = D, the sets Uk do not intersect the boundary ∂M, and
E2
+
(u|K , g0) ≤ ε
2
,
where we have set K := M \⋃nk=1 Uk.
Let k ∈ {1, . . . , n} and notice that u ◦ ψ−1
k
∈ W1,2(D, X). By Theorem 4.1 there
exists a diffeomorphism ϕk : D → D with
E2+(u ◦ ψ−1k ◦ ϕk) ≤ Areaµi(u|Uk ) +
ε
2n
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and such that ϕk extends to a diffeomorphism of the closed unit disc and ϕk is
conformal outside a compact subset Ak of D. We define ̺k := ϕ
−1
k
◦ ψk.
Let V := M \ ⋃nk=1 ̺−1k (Ak) and note that K ⊂ V . Since K is compact and V is
open there exist finitely many additional smooth charts (Uk, ̺k), k = n + 1, . . . ,m,
which are conformal with respect to g0, contained in V and cover K. It follows that
{(Uk, ̺k) : k = 1, . . . ,m}
is a smooth atlas on M and all transition maps are conformal. Hence the uni-
formization theorem for compact Riemann surfaces implies the existence of a
smooth metric g on M such that every chart (Uk, ̺k) is conformal with respect
to g. Moreover, g can be chosen such that (M, g) has constant sectional curvature
−1, 0, or 1 and the boundary of M is geodesic.
Finally, we have for each k = 1, . . . , n that
E2
+
(u|Uk , g) = E2+(u ◦ ̺−1k ) ≤ Areaµi(u|Uk ) +
ε
2n
.
Moreover, the identity map from (M, g) to (M, g0) is conformal on V , thus
E2
+
(u|K , g) = E2+(u|K , g0) ≤
ε
2
.
Putting this together we see that
E2+(u, g) = E
2
+(u|K , g) +
n∑
k=1
E2+(u|Uk , g) ≤ Areaµi(u) + ε,
which finishes the proof. 
5. Area minimizing surfaces and Courant’s condition of cohesion
In this section, we recall Courant’s condition of cohesion and prove Theorem 1.6.
We furthermore establish a weak analog of the theorem for the parametrized Haus-
dorff area.
Let X be a complete metric space and let Γ ⊂ X be the disjoint union of k ≥ 1
rectifiable Jordan curves in X. Let M be a smooth, compact, connected, orientable
2–dimensional manifold with k boundary components. We set
aµi(M, Γ, X) := inf{Areaµi(v) : v ∈ Λ(M, Γ, X)}
and
e(M, Γ, X) := inf{E2
+
(v, h) : v ∈ Λ(M, Γ, X) and h Riemannian metric on M}.
The following result generalizes [19, Theorem 1.1].
Proposition 5.1. We have
(5.1) e(M, Γ, X) = aµi(M, Γ, X).
In particular, if u ∈ Λ(M, Γ, X) and a Riemannian metric g on M are such that
E2+(u, g) = e(M, Γ, X)
then u satisfies
Areaµi(u) = aµi(M, Γ, X)
and u is infinitesimally isotropic with respect to g.
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Proof. The equality (5.1) is a consequence of Theorem 1.2 and (3.3). Suppose now
that u ∈ Λ(M, Γ, X) and a Riemannian metric g on M are such that
E2+(u, g) = e(M, Γ, X).
Corollary 1.3 implies that u is infinitesimally isotropic with respect to g and hence
Areaµi(u) = E
2
+(u, g) = e(M, Γ, X) = aµi (M, Γ, X)
by Remark 3.5 and (5.1). 
Definition 5.2. Given η > 0, a map u : M → X is called η–cohesive if u is contin-
uous and for every non-contractible closed curve c in M the length of u ◦ c is no
smaller than η. A family of maps from M to X is said to satisfy the condition of
cohesion if there exists η > 0 such that each element of the family is η–cohesive.
The condition of cohesion was introduced by Courant [4] and used in [25] and
[26]. It is for example satisfied when the maps are incompressible in the sense of
of Schoen-Yau [24].
Proof of Theorem 1.6. Let (un) be a µ
i–area minimizing sequence in Λ(M, Γ, X)
which satisfies the condition of cohesion. By Theorem 1.2 there exists, for each
n ∈ N, a Riemannian metric gn on M such that
E2
+
(un, gn) ≤ Areaµi(un) +
1
n
,
so the sequence (un) is also an E
2
+–energy minimizing sequence in Λ(M, Γ, X) by
(5.1). Since (un) satisfies the condition of cohesion, [7, Theorem 8.2] implies the
existence of some u ∈ Λ(M, Γ, X) and of a Riemannian metric g such that
E2+(u, g) = e(M, Γ, X)
and u is infinitesimally isotropic with respect to g. Moreover, the Riemannian
metric g can be chosen in such a way that (M, g) has constant curvature −1, 0, 1
and that ∂M is geodesic. Proposition 5.1 shows that u is µi–area minimizing in
Λ(M, Γ, X). The proof is complete. 
We can furthermore provide a weak analog of Theorem 1.6 when the intrinsic
Riemannian area is replaced by the Hausdorff area. Recall that the Hausdorff area
of a map u ∈ W1,2(M, X) is given by
Area(u) =
∫
M
J(apmd uz) dH2g (z),
where the (Hausdorff) jacobian of a semi-norm s on Euclidean R2 is defined by
J(s) :=
{ H2
(R2,s)
(e1 ∧ e2) if s is norm
0 otherwise.
As before we identify the tangent space V = (TzM, g(z)) with Euclidean R
2 via a
linear isometry to define the jacobian of a semi-norm on V . If u satisfies Lusin’s
property (N) then the area formula [14], [13] for metric space valued maps yields
Area(u) =
∫
X
#{z ∈ Ω : u(z) = x} dH2X(x).
We have the inequality
(5.2)
π
4
· Areaµi(u) ≤ Area(u) ≤ Areaµi(u)
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for every u ∈ W1,2(M, X), see [19, Section 2.4]. While the Hausdorff area is dif-
ferent from the intrinsic Riemannian area in the generality of normed or metric
spaces the two notions agree for example when X is a Riemannian manifold, or
more generally, a metric space with property (ET) of ‘Euclidean tangents’ in the
sense of [18].
Proposition 5.3. Suppose the metric space X is proper andΛ(M, Γ, X) is not empty.
Suppose furthermore that there is an area minimizing sequence (with respect to the
Hausdorff area) inΛ(M, Γ, X) satisfying the condition of cohesion. Then there exist
u ∈ Λ(M, Γ, X) such that
Area(u) = inf{Area(v) : v ∈ Λ(M, Γ, X)}.
Unlike in Theorem 1.6 we do not obtain a good parametrization. This is in con-
trast to the situation in our paper [7], where we solved the Plateau-Douglas problem
under the Douglas condition. Notice that minimizers with respect to the Reshet-
nyak energy need not minimize the Hausdorff area in general, see [18, Proposition
11.6]. At present, we do not know whether there exists a definition of energy in the
sense of [19] for which energy minimizers are Hausdorff area minimizers.
Proof. Let (un) be a Hausdorff area minimizing sequence in Λ(M, Γ, X) which sat-
isfies the condition of cohesion. By Theorem 1.2 there exists, for each n ∈ N, a
Riemannian metric gn on M such that
E2
+
(un, gn) ≤ Areaµi(un) + 1.
It follows from (5.2) that the energies E2
+
(un, gn) are uniformly bounded. Ar-
guing exactly as in the proof of [7, Theorem 8.2] one shows the existence of
u ∈ Λ(M, Γ, X) such that a subsequence of the sequence (un) converges to u in
L2(M, X) with respect to some fixed Riemannian metric on M. By the lower semi-
continuity of the Hausdorff area [18, Corollary 5.8] it follows that u is an area
minimizer in Λ(M, Γ, X). 
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