Introduction
Recall that a polynomial f ∈ k[x 1 , . . . , x n ] \ k is called closed if the subalgebra k[f ] is integrally closed in k[x 1 , . . . , x n ]. It turns out that a polynomial f is closed if and only if f is non-composite, i.e., f cannot be presented in the form f = F (g) for some g ∈ k[x 1 , . . . , x n ] and F (t) ∈ k[t], deg(F ) > 1. Because any polynomial in n variables can be obtained from a closed polynomial by taking a polynomial in one variable from it, the problem of studying closed polynomials is of interest. Besides, closed polynomials in two variables appear in natural way as generators of rings of constants of non-zero derivations.
In this paper we present some characterizations and properties of closed polynomials. They allow us to obtain a "generic decomposition" of a polynomial f ∈ k[x 1 , . . . , x n ] over an algebraically closed field k (Theorem 3), which may be considered as an analogue of the Fundamental Theorem of Algebra for polynomials in many variables.
Let us go briefly through the content of the paper. In Section 2 we collect numerous characterizations of closed polynomials (Theorem 1). A major part of these characterizations is contained in the union of [1] , [11] , [13] , [14] , [15] , etc, but some results seem to be new. In particular, implication (i) ⇒ (iv) in Theorem 1 over any perfect field and Proposition 2 solve a problem stated in [1, Sec. 8] . For all implications in Theorem 1 we give complete and elementary proofs. Define a generative polynomial h of a polynomial f ∈ k[x 1 , . . . , x n ] \ k as a closed polynomial such that f = F (h) for some F ∈ k [t] . Clearly, a generative polynomial exists for any f . Theorem 1 implies that a generative polynomial is unique up to affine transformations.
The above-mentioned results allow us to prove that over an algebraically closed field k for any f ∈ k[x 1 , . . . , x n ] \ k and for all but finite number µ ∈ k the polynomial f + µ can be decomposed into a product f + µ = α · f 1µ · f 2µ · · · f kµ , α ∈ k × , k 1, of irreducible polynomials f iµ of the same degree d not depending on µ and such that f iµ − f jµ ∈ k, i, j = 1, . . . , k. Moreover, Stein-Lorenzini-Najib's Inequality (Theorem 2) implies that the number of "exceptional" values of µ is less then deg(f ). The same inequality gives an estimate of the number of irreducible factors in f +µ for exceptional µ, see Theorem 3.
Section 4 is devoted to saturated subalgebras A ⊂ k[x 1 , . . . , x n ], i.e., such that for any f ∈ A\k a generative polynomial of f is contained in A. Clearly, any subalgebra that is integrally closed in k[x 1 , . . . , x n ] is saturated. On the other hand, it is known that for monomial subalgebras these two conditions are equivalent. In Theorem 4 we characterize subalgebras of invariants A = k[x 1 , . . . , x n ] G , where G is a finite group acting linearly on k[x 1 , . . . , x n ], with A being saturated. This result provides many examples of saturated homogeneous subalgebras that are not integrally closed in k[x 1 , . . . , x n ].
In the last section we give an algorithm for finding of a generative polynomial of a given polynomial f . In particular, this provides a test to determine whether a given polynomial is closed.
Characterizations of closed polynomials
Let k be a field.
Without loss of generality, we assume below that the leading coefficient of f (say, with respect to the lexicographic order,
It is sufficient to prove the following
Proof. Here we follow [5] and [20] . Since any non-zero prime ideal of k[f ] is maximal, this also holds for A.
Lemma 1. The k-algebra A may be realized as a k-subalgebra of a polynomial algebra in one variable.
. If n = 1, then we are done. If n > 1, take r ≫ 0 such that there exists a ∈ A with a + λ / ∈ I := (
Here I is a prime ideal of k[x 1 , . . . , x n ], I ∩ A is a prime ideal of A, and since the image of
is not a field, the ideal I ∩ A is zero. This shows that A is embedded into k[ x 1 , . . . , x n−1 ], and we may proceed by induction on n.
Note that since k[x 1 , . . . , x n ] is integrally closed, the subalgebra A is integrally closed too.
Proof. Let us assume that A = k. Let K be the quotient field of A. The algebra k[y] is integral over A and K ∩ k[y] = A. Consider an element u = u(y) ∈ A of the smallest possible positive degree m = deg u(y). Take a variable t over K and consider a polynomial F (y, t) = u(t) − u(y) ∈ K[t]. If F (y, t) = p(y, t)q(y, t), then we may assume that the highest coefficients of p(y, t) and q(y, t) are in k. Moreover, p(y, t) and q(y, t) are in k[y, t], because one may consider F = pq as a decomposition in k(y) [t] . This shows that the coefficients of p and q are in A.
Fix the lexicographic monomial order with y > t. Then the leading term of F (y, t) does not depend on t. So this is the case for p and q. By minimality of deg u(y), either p or q is a constant. This proves that
F 2 (u) ∈ A with coprime polynomials F 1 , F 2 , then there exist polynomials F 3 , F 4 such that F 1 F 3 + F 2 F 4 = 1, and F 3 So we need only to prove the following lemma.
Proof. If f = F (h), then h is in the algebraic closure of k(f ). Conversely, suppose that for an element g ∈ k(x 1 , . . . , x n ) one has an equation
, and, since f is closed, one has
Finally, if k is a non-closed perfect field, the next proposition shows that
separable extension of fields. Then f is closed over k if and only if f is closed over L.
Proof. If f = F (h) over k, then the same decomposition holds over L.
Since the number of nonzero coefficients of g is finite, we may assume that L is a finitely generated extension of k. Then there exists a finite separable transcendence basis of L over k, i.e., a finite set {ξ 1 , . . . , ξ m } of elements in L that are algebraically independent over k and L is a finite separable algebraic extension of
Let tr(l) be the trace of this operator. It is known that there exists a basis {ω
On the other hand, the elements
Example 1. If the field k is not perfect, then we can not guarantee that a polynomial f which closed over k, will be closed over k as well. Indeed,
is closed over k. However, one has a decomposition f = (x 1 + ηx 2 ) p over F . The same example works for (i) ⇒ (iv) in this case.
(vi) ⇒ (iii). It is easy to check that for any derivation
, and so is the intersection of kernels.
(i) ⇒ (vi). For any 1 ≤ i < j ≤ n consider a derivation
Clearly, f ∈ Ker(D ij ). The following Lemmas show that for a closed f one 
Proof. Assume that f, g are algebraically dependent. By the Noether Normalization Lemma, there exists an element r
Conversely, if f, g ∈ k[h] then these polynomials are obviously algebraically dependent.
This completes the proof of Theorem 1. Remark 1. Condition (vi) may be strengthened. It is proved in [12] (see also [2] ) that in characteristic zero for any family of k-derivations {D i } of a finitely generated k-algebra A without zero divisors there exists a k-
, thus B can not be embedded into a polynomial algebra. ] is m + 1. Finally, let us give one more observation following from Theorem 1. Denote by P the set of all irreducible polynomials from k[x 1 , . . . , x n ] and consider the binary relation on this set: f ≃ g ⇐⇒ ∃c 1 ∈ k × , c 2 ∈ k : f = c 1 g+c 2 . It is easy to see that ≃ is an equivalence relation. Choose arbitrarily a polynomial from each equivalence class and denote by π the set of such polynomials.
Corollary 2. There is a decomposition
The set of nonconstant polynomials in one variable k[t] \ k forms a semigroup relatively to composition of polynomials (f • g)(t) = f (g(t)). This semigroup acts naturally on the set of nonconstant polynomials k[x 1 , . . . , x n ]\k by the rule f (h) = f (h(x 1 , . . . , x n )) for any h ∈ k[x 1 , . . . , x n ]. Corollary 2 shows that the set k[x 1 , . . . , x n ]\k can be partitioned into disjoint union of "orbits" relatively to this action and each orbit contains at least one initial element (such that every element of the orbit is its image but this element has no preimages of smaller degree). Besides, this initial element is determined up to affine transformations and can be chosen irreducible.
A factorization theorem
Let us assume in this section that our ground field k is algebraically closed. Theorem 1 states that for a closed polynomial h ∈ k[x 1 , . . . , x n ] the polynomial h + λ may be reducible only for finitely many λ ∈ k. Denote by E(h) the set of λ ∈ k such that h + λ is reducible and by e(h) the cardinality of this set. Stein's inequality claims that e(h) < deg f. Now for any λ ∈ k consider a decomposition
with h λ,i being irreducible. A more precise version of Stein's inequality is given in the next theorem.
This inequality has rather long history. Stein [18] proved his inequality in characteristic zero for n = 2. For any n over k = C this inequality was proved in [4] . In 1993, Lorenzini [9] obtained the inequality as in Theorem 2 in any characteristic, but only for n = 2 (see also [8] and [19] ). Finally, in [10] the proof for an arbitrary n was reduced to the case n = 2. Now take any f ∈ k[x 1 , . . . , x n ] \ k, µ ∈ k and consider a decomposition
with α ∈ k × and f µ,i being irreducible.
Let us state the main result of this section.
Proof. Let h be the generative polynomial of f and f = F (h). Then
for some λ µ,1 , . . . , λ µ,k ∈ k. Hence for any µ with λ µ,1 , . . . , λ µ,k / ∈ E(h) we have a decomposition of f + µ as in (1) . Note that λ µ,i = λ ν,j for µ = ν. This proves (2) with d = deg(h) and gives the inequalities
Any f µ,i is a divisor of some h + λ. This implies (3). Finally, (4) may be obtained as:
Remark 4. It follows from the proof of Theorem 3 that
It is easy to check that E(h) = {0, −1}, thus E(f ) = {−1, −2}. We have decompositions:
In this case deg(f ) = 6, d = 3, µ (n(µ, f ) − 2) = 1 and
Saturated subalgebras and invariants of finite groups
We assume in this section that char k = 0.
Clearly, the intersection of a family of saturated subalgebras in k[x 1 , . . . , x n ] is again saturated. So we may define the saturation S(A) of a subalgebra A as the minimal saturated subalgebra containing A. In general, S(A) is not generated by generative elements of A. Indeed, take A = k[x 4 , y 2 (2x + y) 2 ]. Then the element x + y ∈ S(A) can not be expressed in generative polynomials of elements of A.
If A is integrally closed in k[x 1 , . . . , x n ], then A is saturated. By Theorem 1, if A = k[f ], then the converse is true. Moreover, the converse is true if A is a monomial subalgebra. In order to prove it, consider a submonoid P (A) in Z n + consisting of multidegrees of all monomials in A.
Then monomials corresponding to elements of the "saturated" semigroup P ′ (A) = (Q + P (A)) ∩ Z n + are generative elements of A. On the other hand, it is a basic fact of toric geometry that the monomial subalgebra corresponding to P ′ (A) is integrally closed in k[x 1 , . . . , x n ], see for example [6, Sec. 2.1]. Now consider a finite subgroup G ⊂ GL n (k). The linear action G : k[x 1 , . . . , x n ] determines a homogeneous subalgebra k[x 1 , . . . , x n ] G of Ginvariant polynomials.
Theorem 4. The following conditions are equivalent:
(1) the subalgebra
Proof.
(1) ⇒ (2) If φ : G → k * is a non-trivial homomorphism and G φ = Ker(φ), then G φ = G/G φ is a cyclic group of some order k > 1, and any G φ -module is a sum of one-dimensional submodules. Take h to be a 
Example 3. The property of a subalgebra to be saturated is not preserved under field extensions. As an example, take G = Z 3 , the cyclic group of order three acting on R 2 by rotations. By Theorem 4, the subalgebra of
On the other hand, the subalgebra C[x 2 + y 2 , x 3 − 3xy 2 , y 3 − 3x 2 y] contains
5. An algorithmic approach to closed polynomials
We still assume in this section that char k = 0. Fix a homogeneous monomial order ≻ on the set M (n) of monomials in x 1 , . . . , x n , i.e., a total order satisfying the following conditions:
Take a polynomial f ∈ k[x 1 , . . . , x n ] \ k] such that the leading coefficient of f (with respect to ≻) is 1 and f (0, . . . , 0) = 0. Let h be the generative polynomial of f satisfying the same assumptions. One has f = F (h) with F having the highest coefficient equals 1 and F (0) = 0.
Define the multiplicity of a monomial m = x GCD(i 1 , . . . , i n ). If f = F (g), deg(F ) = k, and f is the leading monomial of f , then d(f ) is divisible by k. In particular, if d(f ) = 1, then f is closed.
Below we give an algorithm computing the generative polynomial of a given polynomial f (x 1 , . . . , x n ).
Step
Step 2. Take the divisor k and, for j = 3, . . . , N , α j =
Step 3. Put F (t) = t k +β 1 t k−1 +· · ·+β k−1 t with indeterminate coefficients β l . Assuming that f = F (h) with h found at Step 2, one may calculate β l inductively (from l = 1 to k − 1) looking at the coefficient of m
Step 4. Check the equality f = F (h) with h and F found at Steps 2 and 3 respectively. If the equality holds, then h is the generative polynomial for f . (Indeed, if h = F 1 (h 1 ) with deg F 1 > 1, then f = F (F 1 (h 1 )) and this expression corresponds to the divisor deg F (F 1 (t)) > k of d(f ), a contradiction.) If the equality does not hold and j < s, then put j := j + 1 and go to Step 2. If the equality does not hold and j = s, then h = f is the generative polynomial of f . Example 4. Consider the case n = 2 and take the homogeneous lexicographic order with
Here m 1 = x 1 , m 2 = x 2 and N = 2. One easily find that α 2 = 0, hence h = x 1 . Moreover, F (t) = t 4 + β 1 t 3 + β 2 t 2 + β 3 t. Fulfilling
Step 3, we get β 1 = β 2 = β 3 = 0. So, the equality f = F (h) = x 4 1 does not hold.
2
Using Step 2, we get α 2 = α 3 = α 4 = 0 and α 2 = 1. Put F (t) = t 2 + β 1 t, we find β 1 = 0 and the equality f = F (h) = (x 2 1 + x 2 ) 2 holds. So the generative polynomial for f is h = x 2 1 + x 2 . Remark 7. If char k = p and GCD(p, d(f )) = 1, then our algorithm also works.
Finally, let us present some observations that may speed up the above algorithm. With any term αx (i 1 , . . . , i n ) intersects the positive octant of R n only at zero. Hence there is a linear function l(z) = ω 1 z 1 + · · · + ω n z n such that the hyperplane l(z) = 0 separates the positive octant and N (f ) − (i 1 , . . . , i n ), and all ω i are positive. (Here z i are coordinates in R n .) Moreover, one may assume that ω i are linearly independent over Q.
With any sequence Ω = (ω 1 , . . . , ω n ) of positive real numbers that are linearly independent over Q one may associate a monomial (non-homogeneous) order ≻ Ω defined as 
