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Abstract
We investigate the global well-posedness of the Cauchy problem for linear evolution partial differential
equations P(t, x, ∂t , ∂x)u = f (t, x) with coefficients depending on x ∈ Rn, t ∈ K, K = R or K = C, un-
bounded for |x| → +∞. We introduce the notion of a critical Gevrey-C∞ index 0 < σcr  +∞ for P .
Typically, the coefficients are supposed to be analytic-Gevrey regular in x while with respect to t they
are holomorphic (respectively, continuous) if t ∈ C (respectively, t ∈ R). Coefficients with singularity at
t = 0 of the type O(|t |−ρ), 0 < ρ < 1, are also considered when K = R. A description of the Gevrey crit-
ical index is given by means of Newton polyhedra geometry. We propose a unified novel approach, based
on deriving convergence of parameter depending Picard successive approximations, provided contraction
perturbed with singular Gronwall type estimates hold. The crucial ingredient consists of a suitable choice
of multi-parameter scales of Banach function spaces and detailed analysis of integral equations in such
spaces. The outcome is a series of new Cauchy–Kovalevskaya–Nagumo type theorems for global in time
well-posedness of the Cauchy problem in K×Rn for both inductive and projective Gevrey spaces of index
σ  σcr , as well as in the C∞ class if σcr = +∞, provided the coefficients of the σ -“dominating part”
of P are polynomials obeying certain conditions which turn out to be sharp for space dimension n = 1.
For n  2 we show new global Cauchy–Kovalevskaya–Nagumo type theorems allowing arbitrary growth
with respect to x of some coefficients for class of operators provided they obey some global reduction to
Poincaré type normal form. We recapture as particular cases the main results of [D. Gourdin, M. Mechab,
Solutions globales d’un problème de Cauchy linéaire, J. Funct. Anal. 202 (1) (2003) 123–146] in projective
Gevrey spaces for Kovalevskaya and hyperbolic equations under weaker restrictions.
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1. Introduction and main results
The main aim of the present paper is to investigate the global Cauchy problem
Pu = P(t, x, ∂t , ∂x)u = f (t, x), t ∈ K, x ∈ Rn, (1.1)
∂
j
t u(0, x) = u0j (x), x ∈ Rn, j = 0,1, . . . ,m− 1. (1.2)
Here P stands for a linear partial differential operator of order m, typically in the form
Pu = ∂mt u−
∑
(j,β)∈B
aj,β(t, x)∂
β
x ∂
j
t u(t, x), (1.3)
where B is a finite subset of pairs (j,β) ∈ {0,1, . . . ,m − 1} × Zn+, K = C or K = R, and the
coefficients aj,β(t, x) are supposed to be continuous (respectively, entire) functions in t ∈ K if
K = R (respectively, K = C), belonging to Gevrey Gσ spaces with respect to x ∈ Rn. One of the
main difficulties which one encounters is the appearance of unbounded coefficients for |x| → ∞.
We will also investigate coefficients admitting singularities near t = 0 of the type O(|t |−ρ) for
some ρ ∈ ]0,1[.
We define the C∞-Gevrey critical index σcr = σcr(B) as
σcr = sup
{
σ > 0: j + σ |β|m, (j,β) ∈ B} (1.4)
(cf. [16], see also [18,19] under the additional hypothesis 0 < |β|m− j if (j,β) ∈ B for some
j ∈ {0, . . . ,m− 1}). One observes that σcr = +∞ iff (j,β) ∈ B implies β = 0, i.e., P is a linear
ordinary differential operator in t with coefficients depending on t and x: in this case we enter in
realm of the theory of linear ODE depending on global parameters (e.g., cf. [11]). Clearly, if B
contains at least one (j,β) with β = 0, one can rewrite
σcr = inf
{
m− j
|β| : (j,β) ∈ B, β = 0
}
. (1.5)
We point out that σcr in (1.5) coincides with the definition of S. Mizohata [25] (see also K. Ka-
jitani [21]) for the critical Gevrey index for hyperbolic equations with characteristics of constant
multiplicity, where ∂t is replaced by Dt + λ(t, x,Dx), Dt := i−1∂t , λ being a first order analytic
pseudodifferential operator (p.d.o.) in x with real principal symbol while aj,β∂βx are replaced by
p.d.o.-s in x of order |β|. Then the corresponding Cauchy problem is well-posed in L2 based
inductive Gevrey spaces Gσ
L2
(Rn), σ  1 iff σ < σcr (cf. [25], see also the survey paper of Chen-
Hua and L. Rodino [8] and the references therein).
In order to illustrate the difficulties and “zero lifespan” phenomena in Kt × Kn for non-
compactly supported initial data if P admits unbounded coefficients for |x| → ∞ we consider
the space dimension n = 1 and the vector fields ∂t + a(t)xk∂x , k ∈ N, a(t) being a nonzero
continuous real valued for t ∈ R or entire function in C. If k = 1 the unique solution of
the Cauchy problem ∂tu + a(t)xk∂xu = 0, u(0, x) = u0(x) is given by u(t, x) = u0(xe−A(t)),
A(t) = ∫ t0 a(s) ds, hence globally well defined in K × Kn. However, if k  2, we have u(t, x) =
u0(x/ k−1
√
1 + (k − 1)xk−1A(t)). If u0 ∈ C∞(R) then u(t, x) is well defined for all t ∈ R, x ∈ R0
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but the finite propagation speed breaks down after some t0. Fix now a ≡ 1, k = 2. We ex-
hibit two examples of a zero lifespan: u0(x) = sinx, u(t, x) = sin(x/(1 − tx)) and u0(x) = x,
u(t, x) = x/(1 − tx) (see Figs. 1 and 2).
There are few results in the literature, as far as we know, on global well posedness of the
Cauchy problems for operators with unbounded coefficients. Global entire solutions for the
Cauchy–Kovalevskaya problem have been derived by J. Persson [27] and P. Pongérard and
C. Wagschal [29] (see also J.M. Bony and P. Schapira [4] for complete results on analytic ex-
tensions of solutions to linear strictly hyperbolic equations with analytic coefficients). For the
strictly hyperbolic operators we refer to H.O. Cordes [13], where under the growth conditions
aj,β(t, x) = O(|x|m−j ) for |x| → ∞, |β| = m − j , global well posedness on [−T ,T ] × Rn,
for every T > 0, in weighted Sobolev spaces has been proved. Recently, the first author and
M. Mechab [19] proved sufficient conditions for global well-posedness in projective Gevrey
classes for operators with polynomial coefficients with respect to x and holomorphic (respec-
tively, continuous) in t ∈ K if K = C (respectively, K = R), capturing weakly hyperbolic equa-
tions as well. For the weakly hyperbolic case, apart from [19], we are not aware of any results
for global well-posedness for arbitrary initial data in C∞(Rn), Gσ (Rn) or G{σ }(Rn) when the
coefficients admit polynomial growth for |x| → ∞. We also mention that for hyperbolic opera-
tors with a single characteristic of multiplicity m (i.e., the case σcr > 1) the corresponding IVP
have been investigated by M. Cappiello [7] in more restricted functional frame (the Gelfand–
Shilov spaces Sθ (Rn), θ > 1) under suitable polynomial growth type conditions on the lower
order terms.
Next, we consider a Cauchy problem for first order vector fields in Kn, n 2.
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Lu := ∂tu+
〈 X(t, x),∇xu〉= f (t, x), u(0, x) = u0(x), (1.6)
where t ∈ K, x ∈ Kn, X(t, x) = (a1(t, x), . . . , an(t, x)). In the case of entire functions, as corol-
lary of the main result in [27], one gets global well-posedness in the space of entire functions
for (1.6), assuming X(t, x) affine in x (i.e., aj (t, x) = τj (t) + 〈ωj (t), x〉). If K = R and aj ,
j = 1, . . . , n, are real valued smooth functions, the method of the characteristics shows that the
condition aj (t, x) = O(|x|) for |x| → ∞, j = 1, . . . , n, implies the global well-posedness of the
Cauchy problem for smooth initial data u0.
In the multidimensional case the issue of the sharpness of the polynomial growth type, as
far as we know, has not been investigated. Borrowing ideas from the celebrated Poincaré nor-
mal form theory [28] we are able to derive global well-posedness in Cn+1 and Rn+1 allowing
arbitrary growth of some coefficients provided ∇x X(t, x) obeys some upper or lower triangular
normal form reduction. We give as examples a family of autonomous resonant vector fields in a
Poincaré–Dulac normal form in K2: Xa,k(x) = (x1, kx2 + axk1), with k ∈ N, k  2, a ∈ K. The
global integrability of the resonant vector fields implies the global well-posedness in K × K2,
K = R, K = C, despite the growth O(|x|k) for |x| → ∞.
Next, we define the functional frame. Let σ > 0 and Ω ⊂ Rn be an open domain. We recall the
definition the inductive (respectively, projective) Gevrey space Gσ (Ω) (respectively, G{σ }(Ω))
of index σ : the set of all f ∈ C∞(Ω) such that for every K Ω one can find h > 0 such that
(respectively, and for every h > 0) the following estimates hold
sup
α∈Zn
(
h|α|
(σ |α|)! supx∈K
∣∣∂αx f (x)∣∣)< +∞, (1.7)+
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α! := α1! . . . αn!, or |α|!σ , and obtains the same spaces (cf. L. Rodino [30] and the references
therein). We point out that in the literature is usually assumed σ  1 cf. [30]. If 0 < σ < 1, then
every function f belonging to Gσ (Ω) or G{σ }(Ω) is a restriction to Ω of an entire function
f˜ ∈O(Cn) of exponential type and therefore, the spaces Gσ (Ω), G{σ }(Ω), are independent of
Ω (we refer to B.Ya. Levin [24] for n = 1, and Section 4 for more details).
Fix (j,β) ∈ B . The coefficient aj,β will be required in some occasions to be polynomial with
respect to x of degree μj,β ∈ Z+
aj,β(t, x) =
∑
|γ |μj,β
a
γ
j,β(t)x
γ ,
∑
|γ |=μj,β
∣∣aγj,β(t)∣∣ ≡ 0, (1.8)
a
γ
j,β ∈ C
−ρj,β
K
(K), |γ | μj,β, (1.9)
where ρj,β ∈ [0,1[, with ρj,β = 0 if K = C (i.e., in the case of entire function with respect to the
variable t), C0
C
(C) :=O(C), C0
R
(R) := C(R), while for ρ > 0, K = R,
C
−ρ
R
(R) = {a ∈ C(R \ 0): lim sup
|t |→0
(|t |ρ∣∣a(t)∣∣)< +∞}. (1.10)
More generally, if σ  1, we will assume that
aj,β ∈ C−ρj,βK
(
K : G{σ }(Rn)). (1.11)
If aj,β above is not polynomial in x we write μj,β = +∞.
We state the first main result of our paper.
Theorem 1.1. Let σ ∈ ]0, σcr[ (respectively, σ ∈ ]0, σcr]) and let for every (j,β) ∈ B the coef-
ficients aj,β , (j,β) ∈ B , satisfy (1.8), (1.9) if σ < 1 (respectively, (1.11), if σ  1). We suppose
that
σ |β| + j − (σ − 1)|γ | + ρj,β < m, (j,β) ∈ B, |γ | μj,β, (1.12)
respectively,
σ |β| + j − (σ − 1)|γ | + ρj,β m, (j,β) ∈ B, |γ | μj,β (1.13)
and
σ |β| + j − (σ − 1)|γ | + ρj,β = m
for some (j,β) ∈ B, |γ | μj,β ⇒ |β| μj,β . (1.14)
Then the Cauchy problem (1.1), (1.2) is globally well-posed in O(C : Gσ (Rn)) and O(C :
G{σ }(Rn)) (respectively, O(C : G{σ }(Rn))) if K = C and it is globally well-posed in Cm−1(R :
Gσ (Rn)) and Cm−1(R : G{σ }(Rn)) (respectively, Cm−1(R : G{σ }(Rn))) provided K = R.
Finally, if K = R and ρj,β = 0 for all (j,β) ∈ B , then the global well-posedness is true in
Cm(R : Gσ (Rn)) and Cm(R : G{σ }(Rn)) (respectively, Cm(R : G{σ }(Rn))).
We point out that in Sections 5 and 6 the method of proof enables us to obtain a stronger
result, namely, the continuity of the solution operator for (1.1), (1.2) in Banach spaces of Gσ
functions in x and holomorphic (respectively, Cm−1) in t ∈ K if K = C (respectively, K = R).
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LHS of (1.14) holds for some γ . If Bcr(σ ) = ∅, we call ∑(j,β)∈Bcr(σ ) aj,β∂βx ∂jt the σ dominating
part. This term seems to be natural since only the coefficients of the dominating part (if it exists)
have to be polynomials in x as in (1.14).
Remark 1.2. We illustrate the novelties of our results in comparison with the previous ones.
(1) Let ρj,β = 0 for (j,β) ∈ B . If σ = 1, σcr  1, K = C (respectively, K = R) our re-
sult recaptures the theorems for global entire solutions in [27,29] (respectively, [19], where
the conditions are more restrictive, namely, (j,0) /∈ B , σcr  1, |β|  1 if (j,β) ∈ B for some
j ∈ {0,1, . . . ,m−1}, and aj,β is polynomial of degree μj,β  |β|−1). Suppose now that σ < 1.
Then our assertions in the spaces O(C : G{σ }(Rn)) contain as particular cases the results in [29]
on global solutions of Cauchy problems in spaces of entire functions of finite type. The part for
solutions in O(C : Gσ (Rn)), Cm(R : Gσ (Rn) and Cm(R : G{σ }(Rn)) are, as far as we know,
new. Finally, consider the case σcr = +∞ (the case of linear ODE). We recover the classical
theorems for the global regularity with respect to parameters of solutions to linear ODEs (σ = 1,
the analytic regularity, σ = +∞, the C∞ regularity) cf. [11]. If σ = 1, 0 < σ < +∞, σ = 1, our
theorem implies new global regularity results for linear ODEs.
(2) One notes that P is Kovalevskaya (respectively, non-Kovalevskaya) operator iff σcr  1
(respectively, σcr < 1). Moreover, σcr > 1 iff P is hyperbolic with a single characteristic, defined
by ∂t , of multiplicity m. We list several non-Kovalevskaya operators: if P = ∂t −  (the heat
operator) or P = ∂t − i (the Schrödinger operator) then σcr = 1/2. More generally, let P =
∂t + (−)k , k ∈ N (Petrovsky type parabolic operator). Then σcr = 1/(2k). Finally, if P =
(∂t − i)m, m ∈ N (the iterated Schrödinger operator) we have σcr = 1/2.
(3) We are not aware of results for global well-posedness when the coefficients are allowed to
be simultaneously discontinuous at t = 0 and unbounded for |x| → ∞, and therefore, the asser-
tions for operators with coefficients admitting singularity at t = 0 are new. As it concerns local
well-posedness for strictly hyperbolic operators with non-Lipschitz (including L1) timedepend-
ing coefficients, we cite the fundamental paper of F. Colombini, E. De Giorgi and S. Spagnolo
[12], where in particular nonexistence results in Gσ , for every σ > 1, are shown (see also M. Ci-
cognani and F. Colombini [9], M. Cicognani and L. Zanghirati [10], T. Kinoshita and M. Reissig
[22] and the references therein for hyperbolic problems). We point out that in the aforementioned
works on local in x well-posedness one never encounters “zero lifespan” type phenomena.
We propose examples of operators with coefficients admitting singularities at t = 0.
Example 1.3. Let n = 1, K = R, ρ ∈ [0,1[. Consider first the singular Kovalevskaya oper-
ator P = ∂mt + |t |−ρa(t, x)∂mx , t ∈ R, x ∈ C, a(t, x) = a0(t) + · · · + aμ(t)xμ, aj ∈ C(R),
j = 0,1, . . . ,μ, μ ∈ N. Hear σcr = 1, and for σ ∈ ]0,1] the condition (1.12) reads as follows:
m−σm−ρ+ (σ −1)μ > 0, i.e., μ<m, ρ < (m−μ)(1−σ), 0 < σ < 1 while (1.13) and (1.14)
are equivalent to m−σm−ρ+ (σ −1)μ 0, i.e., μm, ρ  (m−μ)(1−σ). Secondly, we fo-
cus our attention on the hyperbolic operator ∂mt −|t |−ρb(t, x)∂βx , β,m ∈ N, 1 β <m. We have
σcr = m/β > 1. Let σ ∈ [1, σcr[, b ∈ C(R : G{σ }(R)). Then (1.12) holds iff m − σβ − ρ > 0,
i.e., ρ < m − σβ = m(1 − σ/σcr) while for σ = σcr = m/β (1.13) and (1.14) mean ρ = 0,
b(t, x) = b0(t)+ b1(t)x, bj ∈ C(R), j = 0,1.
Next, we state the second new result.
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replacing ∂t with L in (1.3), where L is the vector field in (1.6). We assume that there exists a
constant matrix S ∈ GL(n;K) such that
S−1∇x X(t, x)S = diag
{
λ1(t), . . . , λn(t)
}+N (t, x), (1.15)
where
N is upper or lower triangular nilpotent matrix. (1.16)
(i) Suppose that the coefficients of L and PL are entire functions. Then the Cauchy problem for
PL is globally well posed in O(Cn+1).
(ii) Let now K = R, σ ∈ [1, σcr[. If the coefficients of L and P belong to C(R : G{σ }(Rn))
for 1  σ < σcr and the vector filed L is real, then the global well-posedness is true in
Cm(R : Gσ (Rn)) and Cm(R : G{σ }(Rn)).
Remark 1.5. The statement of Theorem 1.4 remains valid in the critical case σ = σcr provided
we impose additional (and rather technically involved) restrictions on the entries of the nilpotent
matrix N and the coefficients of the σ dominating part of P in the spirit of some normal form
theory set-up. This will be done (together with other generalizations) in another work.
The paper is organized as follows.
In Section 2 we analyze in great details the geometry behind the definition of σcr and pro-
pose purely functional analytic generalizations. Section 3 plays a central role in the subsequent
proofs: it is concerned with showing convergence of parameter depending abstract Picard iter-
ation schemes under contraction and singular Gronwall type estimates hypotheses. In fact, the
main theorem of Section 3 seems to be a novelty “per se”, generalizing and simplifying some
abstract Nishida type theorems cf. S. Baouendi and C. Goulaouic [2]. In Section 4 we construct
scales of Banach spaces of Gevrey and finitely smooth functions and introduce seminorms. We
note that the seminorms are natural tools for the study of both inductive and projective Gevrey
spaces, in contrast with the norms of J. Leray and L. Waelbroeck [23] for holomorphic func-
tions (used in [19]). Precise hard analysis type estimates on the action of integral operators in
the Banach spaces introduced in Section 4 are derived in Sections 5 and 6 which lead to the
proof of the first main result. We give the proof of Theorem 1.4 in Section 7, where we also out-
line possible generalizations using results on Poincaré normal form theory for commuting vector
fields. In Section 8 we discuss applications of our abstract methods for global well-posedness of
the Cauchy problem for some hyperbolic equations with multiple characteristics and for iterated
Schrödinger equations.
2. Geometrical and functional analytic descriptions for σcr
The aim of this section is to dwell upon the geometrical and the analytical features of the
definition of σcr . In particular, we are inspired by geometrical ideas applied for the study of the
hypoellipticity for some linear PDEs in the book of P. Boggiatto, E. Buzano and L. Rodino [5]
using the tools of Newton polyhedra introduced by S. Gindikin and L.R. Volevich [15] (see also
A. Bruno [6]).
Define
δcr(σ ) = m− sup j + σ |β|. (2.17)
(j,β)∈B
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δcr(σcr) = 0 if σcr < +∞. Note that in the linear ODE case σcr = +∞ we have δcr(σ ) = m −
max{j ; (j,0) ∈ B,j = 0, . . . ,m− 1} 1 for all σ > 0.
We decompose B as follows: B = ∂B ∪ B˙ , where
∂B = {(j,β) ∈ B: j + σcr|β| = m}, B˙ = {(j,β) ∈ B: j + σcr|β| <m}. (2.18)
One notes that if B˙ = ∅ we have
δ0 = m− sup
(j,β)∈B˙
(
j + σcr|β|
)
> 0. (2.19)
Let j ∈ {0,1, . . . ,m− 1}. Define kj as zero if (j,β) /∈ B for all 0 = β ∈ Zn+ and
kj := sup
{|β|: (j,β) ∈ B} (2.20)
otherwise. We set km := 0.
The definition of kj is natural in view of the fact that we can rewrite P as follows
Pu = ∂mt u−
m−1∑
j=0
pj (t, x, ∂x)∂
j
t u(t, x), (2.21)
where pj =∑β: (j,β)∈B aj,β(t, x)∂βx if (j,β) ∈ B for some β ∈ Zn+ while pj = 0 otherwise.
Consider now the plane and define N˜B (respectively, NB ) as the set of all pairs (|β|, j),
(j,β) ∈ B (respectively, (kj , j), j = 0,1, . . . ,m). Clearly N˜B ⊂ NB . Given σ > 0, we denote by
Tm(s), s > 0, the closed triangle formed by the points (0,0), (0,m), (m/s,0) (or equivalently,
T (s) is the region bounded by the intersections of Ox+, Oy+ and the line m(σ ) given by the
equation sx + y = m). We get a decreasing scale of triangles: T (s1) ⊂ T (s2) if s1 > s2.
We define the Newton polygon NP as the convex hull of NB in Ox+ ×Oy+.
Example 2.1. Let P = ∂5t + μ∂4t ∂x + ν∂3t ∂2x + ω∂3t + a∂t∂3x + b∂3x , μ,ν,ω,a, b ∈ K. Then we
have (a) σcr = 1 if |μ| + |ν| = 0; (b) σcr = 4/3 if μ = ν = 0, a = 0; (c) σcr = 5/3 provided
μ = ν = a = 0, (d) σcr = +∞ for μ = ν = a = b = 0. Note that the parameter ω is irrelevant for
the value of σcr (see Fig. 3).
Proposition 2.2. Set
σ ′cr(B) = sup
{
σ > 0: NB ⊂ Tm(σ)
}= max{σ > 0: NP ⊂ Tm(σ)}; (2.22)
σ ′′cr(B) = sup
{
σ > 0: (x, y) ∈NP implies σx + y <m
}; (2.23)
σ˜cr(B) = m
m∗
, (2.24)
where m∗ stands for the maximum of all first coordinates of the intersections of the lateral sides
of NP with Ox+ with the convention σcr = mm∗ = +∞ if m∗ = 0 (the case of linear ODE with
respect to t). In other words, we consider the largest slope among those formed by the sides of
NP with Ox+.
Then
σcr(B) = σ ′cr(B) = σ ′′cr(B) = σ˜cr(B). (2.25)
Moreover, setting
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δj,β(σ ;γ ) := m− σ |β| − j − ρj,β + (σ − 1)|γ |, |γ | μj,β, (2.27)
we get that δj,β(σ )  δj,β(σ, γ ), |γ |  μj,β and if σ  1 (1.13) (respectively, (1.14)) holds iff
δj,β(σ ) 0 (respectively, δj,β(σ ) > 0) while for 0 < σ < 1
(1.12) holds iff δj,β(σ ) 0 and μj,β  δj,β/(1 − σ). (2.28)
(respectively,
(1.14) holds iff δj,β(σ ) > 0 and μj,β < δj,β(σ )/(1 − σ)). (2.29)
Proof. The case of linear ODE is straightforward so we assume that there exists a pair (β˜, j˜ ) ∈ B
with β˜ ∈ Zn+ \ 0. The identities in (2.25) follow from the following facts: first, one observes that
σ < σcr(B) is equivalent to j + s|β| < m means that (j,β) ∈ Tm(s), and secondly, the line
Lj,β , defined by y + (m − j)/|β|x = m passes through (|β|, j) and intersects Ox in m/m∗j,β ,
m∗j,β = (m− j)/|β|. The remaining part of proof is based on straightforward arguments and we
omit it. 
Next, we propose a purely abstract functional analytic description of the notion of the critical
index σcr. Fix an evolution operator P 0 of order m in t . We denote by K either K or suppose
that K  Rn is a regular compact subset, i.e., the interior of K is nonempty and ∂K is simply
connected piece-wise smooth boundary.
Let DTK  IT × Rn be the image of (T ,K) by a map acting on
[0,+∞[ × {K: K being a regular compact neighbourhood of the origin in Rn},
satisfying {0} ×K = {(0, x) ∈ DTK}, DT1K1 ⊂ D
T2
K2
if T1  T2, K1 ⊂ K2.
Fig. 3.
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s1  s2, where Ω ⊂ Rn. Next, we fix X(σ ;DTK), K  Rn, T > 0, to be a family of Banach
spaces of functions defined on DK(T ) with the norm
‖u‖σ,s;K,T =
s∑
j=0
sup
t∈IT
∥∥∂kt u(t, ·)∥∥Xσk(t)(KT (t)) (2.30)
for some s ∈ Z+, where KT (t) = {x; (t, x) ∈ DTK}, t ∈ [0, T ], and σj (t), t ∈ IT , j = 0, . . . , k,
are continuous nonnegative functions. We suppose that P0 admits a Green function G[f ](t, x)
solving uniquely P0u = f , ∂jt u(0, x) = 0, j = 1, . . . ,m−1, having the following property: there
exists ψ ∈ L1([0, T ]), ψ  0 a.e. in [=, T ], such that
∥∥G[f ]∥∥
σ,s;K,T 
T∫
0
ψ(t)‖f ‖σ,s;K,t dt (2.31)
for all f ∈ X(σ, s;DTK), T > 0, K ⊂ Rn as above.
We say that a perturbation Q = Q(t, x, ∂t , ∂x) of P0 is admissible (with respect to the func-
tional spaces X(σ, s;DTK)) if for every K  Rn and T > 0 one can find ε ∈ [0,1[, ψ = ψε ∈
L1([0, T ]), ψ  0 a.e. in [0, T ], such that∥∥∥∥∥
t∫
0
G(t, τ )[Qf ]
∥∥∥∥∥
σ,s;K,T
 ε‖u‖σ,s;,K,T +
T∫
0
ψε(t)‖u‖σ,s;K,t dt. (2.32)
Example 2.3. We list several choices of scales involving Gevrey and Sobolev spaces: (a)
Xs(Ω) = Gs(Ω), σj (t) ≡ σ , j = 0, . . . , k; (b) Xs = G{s}(Ω), σj (t) ≡ σ , j = 0, . . . , k; (c)
Xs(Ω) = Hs(Ω), σj (t) = ω(t) − j , j = 0, . . . , k, where j are nonnegative integers (j = j)
(respectively, j = 2j ) for weakly hyperbolic equations of order k+1 (respectively, k+1-powers
of the Schrödinger type operators).
Clearly XK1(T1) ↪→ XK(T ) and ‖u‖XT1K1
 ‖u‖
X
T2
K2
for every u ∈ XK1(T1), K1 ⊂ K2  Rn,
0 < T1 < T2.
Choose and fix K  Rn, T > 0. Let k ∈ N, σ > 0. We introduce scales of Banach spaces
defined by the norm
‖u‖σ,XK(T );h,λ :=
k∑
j=0
∑
α∈Zn+
h|α|
α!σ ‖∂
j
t ∂
α
x u‖K,T . (2.33)
Suppose that P0 = P0(t, x, ∂t , ∂x) is a linear partial differential operator of order m ∈ N with
respect to t having a Green function G(t, τ ) satisfying (2.31) in the spaces defined by the norms
above for every σ > 0. Then we define the critical “functional” index σ(P0;Q) of the operator
P0 +Q with respect to the norms (2.33) as
σ(P0;Q) = sup
{
σ > 0: (2.32) holds}. (2.34)
We state a lemma whose proof follows by the estimates in Section 5.
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∑
(j,β)∈B aj (t)∂
j
t ∂
β
x
being the corresponding linear operator defined via B . Then σcr(B) σ(∂mt ;Q).
3. Contraction & Gronwall type Picard iteration scheme
The purpose of this section is to demonstrate an abstract theorem which unifies the contrac-
tion principle and “singular” Gronwall inequality hypotheses (e.g., see [20] for abstract singular
Gronwall estimates) in order to derive convergence for Picard type iteration scheme.
Let T > 0 and suppose that X(t), t ∈ [0, T ] form a decreasing scale of Banach spaces:
X(t2) ↪→ X(t1) for 0 t1  t2  T and
‖v‖X(t1)  ‖v‖X(t2), v ∈ X(t2), 0 t1  t2  T . (3.35)
We suppose that R is a linear continuous operator in X(t) for all t ∈ [0, T ].
Let U0 ∈ X(T ). We define the following iteration scheme
UN+1 = U0 +R[UN ], N ∈ Z+. (3.36)
We observe that in view of the assumptions on the scale of Banach spaces X(t), t ∈ [0, T ],
and the operator R, UN , N = 1,2, . . . , are well defined and belong to X(t) for all t ∈ [0, T ].
We require that there exist ε ∈ ]0,1[ and ψ = ψε ∈ L1([0, T ]), ψε  0 a.e. in the sense of the
Lebesgue measure in [0, T ], such that
∥∥R[U ]∥∥
X(t)
 ε‖U‖X(t) +
t∫
0
ψ(τ)‖U‖X(τ) dτ, t ∈ [0, T ], U ∈ X(T ). (3.37)
We show an abstract assertion which might be viewed as a generalization (global version) of
Nagumo type theorems cf. [26] (see also [2]).
Theorem 3.1. Under the hypotheses (3.35), (3.37) the iteration scheme (3.36) converges in X(T )
(hence, in X(t) for all t ∈ [0, T ]) and U = limN→∞ UN solves
U = U0 +R[U ]. (3.38)
Proof. We set VN := UN+1 −UN , vN(t) := ‖VN‖X(t), N = 0,1, . . . , t ∈ [0, T ]. Since UN+1 =
U0 +V0 +· · ·+VN we reduce the problem to the proof of the convergence of the series∑∞N=0 VN
in X(T ).
We define Φ(t) = ∫ t0 ψ(τ)dτ . Set Ψk(t) = ∫ t0 ψ(t1)Ψk−1(t1) dt1, k ∈ N, with Ψ0(t) := 1.
Since Ψ1(t) = Φ(t) and Φ ′(t) = ψ(t), we derive by induction the identities derive by induction
the identities
Ψk(t) =
t∫
0
Φ ′(t1)Ψk−1(t1) dt1 =
t∫
0
Φ ′(t1)
(Φ(t1))k−1
(k − 1)! dt1 =
(Φ(t))k
k! (3.39)
for k ∈ N. The following series converges
S[ε,ψ](T ) :=
∞∑
N=0
N∑
k=0
(
N
k
)
εN−kΨk(T ) =
∞∑
N=0
N∑
k=0
(
N
k
)
εN−k (Φ(t))
k
k!
= 1 exp
(
εΦ(T )
)
exp
(
Φ(T )
)= 1 exp(Φ(T ))< +∞. (3.40)
1 − ε 1 − ε 1 − ε 1 − ε
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S[ε,ψ](T ) =
∞∑
=0
∞∑
k=0
(
+ k
k
)
εΨk(T ) =
∞∑
=0
∞∑
k=0
(
+ k
k
)
ε
Φk(T )
k!
=
∞∑
k=0
Φk(T )
k!
∞∑
=0
(k + ) . . . (+ 1)
k! ε

=
∞∑
k=0
Φk(T )
k!
∂kε
k!
( ∞∑
=0
ε+k
)
=
∞∑
k=0
Φk(T )
k!
∂kε
k!
(
εk
1 − ε
)
=
∞∑
k=0
Φk(T )
k!
k∑
j=0
k . . . (k − j + 1)
j ! ε
k−j 1
(1 − ε)k−j+1
= 1
1 − ε
∞∑
k=0
k∑
j=0
Φj(T )
j !
(εΦ(T ))k−j
(k − j)!(1 − ε)k−j
= 1
1 − ε
∞∑
s=0
(
εΦ(T )
1 − ε
)s 1
s!
∞∑
j=0
Φj(T )
j ! (3.41)
which implies (3.40). Clearly, in view of 0 < ε < 1, ψ  0, and the monotonicity property of∫ t
0 . . . , (3.39) yields S[ε,ψ](t) S[ε,ψ](T ) < +∞ for all t ∈ [0, T ]. 
The next lemma is instrumental for the proof of the theorem.
Lemma 3.2. Let vN ∈ C([0, T ] : R), N ∈ Z+, be sequence having the following properties:
(i) (monotonicity)
0 vN(t1) vN(t2), 0 t1  t2, N = 1,2, . . . ; (3.42)
(ii) (contraction & Gronwall estimates) there exist ε ∈ ]0,1[ and ψ = ψε ∈ L1([0, T ]), ψ  0
a.e. in the sense of the Lebesgue measure in [0, T ], satisfying (3.39) and
vN+1(t) εvN(t)+
t∫
0
ψ(τ)vN(τ) dτ, N ∈ Z+. (3.43)
Then the series
∞∑
N=0
vN(t) converges uniformly in [0, T ] (3.44)
and the N th reminder RN [v](t) :=∑∞j=N vj (t), t ∈ [0, T ], k ∈ Z+, satisfies
RN [v](t)
( ∞∑
j=N
j∑
k=0
(
j
k
)
εj−k (Φ(t))
k
k!
)
v(t)
=
( ∑
+kN
(
+ k
k
)
ε
(Φ(t))k
k!
)
v(t), t ∈ [0, T ], k ∈ Z+. (3.45)
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Mεv(t) = εv(t), Gψv(t) =
t∫
0
ψ(τ)v(τ ) dτ, v ∈ C([0, T ]), 0 t  T . (3.46)
We observe that the linear operators Mε and Gψ are monotone and commuting. Therefore, we
can rewrite (3.43) as vN+1(t) MεvN(t) + GψvN(t) and, by inductive arguments, we readily
obtain that
vN(t) (Mε + Gψ)Nv0(t) =
N∑
k=0
(
N
k
)
MN−kε Gkψv(t)
=
N∑
k=0
(
N
k
)(
N
k
)
εN−kI kψ [v0](t), N = 0,1, . . . , t ∈ [0, T ], (3.47)
where I 0ψv(t) = v(t),
I kψ [v](t) :=
t∫
0
ψε(t1)
t1∫
0
ψε(t2) . . .
tk−1∫
0
ψε(tk)v(tk) dtk . . . dt2 dt1 (3.48)
for k ∈ N. The definition of Ψk and (3.42) lead to
I kψ [vN ](t) Ψk(t)vN(t) =
(Φ(t))k
k! vN(t), t ∈ [0, T ], k,N ∈ Z+,
which, applied to (3.47), yields
vN(t)
(
N∑
k=0
(
N
k
)
εN−kΨk(t)
)
v0(t), N = 0,1, . . . , t ∈ [0, T ], (3.49)
In view of (3.49), (3.39), and (3.40), we complete the proof of the lemma. 
We conclude the proof of the theorem by observing that vN(t), t ∈ [0, T ], N ∈ Z+, verify the
conditions of the lemma above.
Remark 3.3. The abstract theorem above contains as particular limit cases the contraction princi-
ple and the Picard iteration method for resolving the Cauchy problem for ODE. Indeed, suppose
that ψ = 0, then the hypothesis (3.37) reduces to the convergence of ∑∞=0 ε, i.e., ε < 1: the
contraction. On the other hand, if ε = 0 and ψ is continuous, than (3.40) is true, namely
S[0,ψ](t)
∞∑
=0
t
!
(
max
s∈[0,t]
ψ(s)
) = exp(t max
s∈[0,t]
ψ(s)
)
.
Let now ρ ∈ [0,1[. Suppose that there exist ε ∈ [0,1[ and C = C > 0, such that (3.37) holds
with ψ(t) = Ct−ρ . Then (3.39) is true, and therefore UN is convergent in X(T ). Moreover, the
we can estimate the convergence as follows
‖U −UN‖X(t) 
( ∑
+kN+1
(
+ k
k
)
ε
(Ct(1−ρ))k
(1 − ρ)kk!
)
‖U0‖X(t) (3.50)
for all t ∈ [0, T ], N ∈ Z+.
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Let σ > 0, K Rn, T > 0. We introduce the seminorms
{u}α,kh,λ(T ) = {u}α,k;σ,Kh,λ;K (T )
:= sup
t∈IR(T )
(
h|α|e−λ|t ||α|
(σ |α|)〈α〉k
(
sup
x∈K
∣∣∂kt ∂αx u(t, x)∣∣)) (4.51)
for α ∈ Zn+, k ∈ Z+, h > 0, T > 0, λ > 0, where IR(T ) := [−T ,T ] ⊂ R while IC(T ) := {z ∈
C: |z| T } ⊂ C. We will write also |t | T instead of t ∈ IK(T ). We observe that (4.51) is well
defined both for continuous functions in the time variable and for entire functions in t .
Next, for a fixed r ∈ Z+ we define
u h,λ;r,T = u σ,K;Kh,λ;r,T =
r∑
k=0
∑
α∈Zn+
{u}α,kh,λ(T ). (4.52)
One is led in a natural way to introduce the notion of N th partial sums (cf. [3])
SN [uh,λ;r,T ] =
r∑
k=0
∑
α∈Zn+|α|N
{u}α,kh,λ(T ). (4.53)
for positive integers N . Clearly
u h,λ;r,T < +∞ ⇐⇒ sup
N∈N
(
SN [uh,λ;r,T ]
)
< +∞. (4.54)
We define the Banach spaces CGr,σ
K
(K;h,λ,T ), K = R or K = C, as follows
CG
r,σ
R
(K;h,λ,T ) = {u ∈ Cr(IR(T ): C∞(K)): u h,λ;r,T < +∞}, (4.55)
CG
r,σ
C
(K;h,λ,T ) = {u ∈O(IC(T ): C∞(K)): u h,λ;r,T < +∞} (4.56)
provided T > 0, K Rn.
We list some properties which are easy consequence of classical estimates in spaces of Gevrey
functions.
(1) u(t, x) ∈ Cr(R : Gσ (Rn)) iff for every λ > 0, T > 0, K  Rn there exists h > 0 such that
uT ;K(t, x) := u(t, x), t ∈ IT , x ∈ K belongs to CGr,σ (K;h,λ,T );
(2) u(t, x) ∈ Cr(R : G{σ }(Rn)) iff for every λ > 0, T > 0, h > 0, K Rn we have uT ;K(t, x) :=
u(t, x), t ∈ IT , x ∈ K belongs to CGr,σ (K;h,λ,T );
(3) u(t, x) ∈ O(C : Gσ (Rn)) iff for every λ > 0, T > 0, K  Rn there exists h > 0 such that
uT ;K(t, x) := u(t, x), t ∈ IT , x ∈ K belongs to OGr,σ (K;h,λ,T );
(4) u(t, x) ∈O(C : G{σ }(Rn)) iff for every λ > 0, T > 0, h > 0, K Rn we have uT ;K(t, x) :=
u(t, x), t ∈ IT , x ∈ K belongs to OGr,σ (K;h,λ,T ).
We introduce a unified notation, capturing the spaces above: Cr
K
(R : Gσ,∗(Rn)) = Cr(R :
Gσ,∗(Rn)) if K = R, while Cr
K
(R : Gσ,∗ =O(C : Gσ,∗(Rn))) if K = C, with σ,∗ standing either
for σ or for {σ }. We stress that in the case of entire functions with respect to t the index r in
Cr (C : Gσ,∗(Rn)) is superfluous since the holomorphic functions are Cr for any r .C
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First, we assume without loss of generality (replacing u(t, x) by u(t, x) − ∑m−1j=0 tjj !u0j (x))
that we have zero initial conditions in (1.2). Next, we reduce the Cauchy problem (1.1), (1.2) to
an integral equation
u(t, x) = R[u](t, x)+ F(t, x) :=
∑
(j,β)∈B
Rj,β [u](t, x)+ F(t, x), (5.57)
where
Rj,β [u](t, x) :=
t∫
0
(t − τ)m−1
(m− 1)! aj,β(τ, x)D
j
τ ∂
β
x u(τ, x) dτ, (5.58)
F(t, x) :=
t∫
0
(t − τ)m−1
(m− 1)! f (τ, x) dτ. (5.59)
We write an iteration scheme
uN+1(t, x) = R[uN ](t, x)+ F(t, x), N = 0,1, . . . , (5.60)
with u0(t, x) = 0. We observe that in order each term of the sequence uN(t, x) to be well defined
for all t ∈ K, x ∈ Rn it is enough to suppose that F ∈ Cm−1,∗
K
(K : C∞(Rn)), aj,β ∈ L1loc(R :
C∞(Rn)) for K = R, aj,β ∈O(C : C∞(Rn)) if K = C.
We fix (j,β) ∈ B , T > 0, K Rn. We have
∂kt ∂
α
x R
j,βu(t, x) =
∑
γα
|γ |μj,β
(
α
γ
) t∫
0
(t − τ)m−k−1
(m− k − 1)! ∂
γ
x aj,β(τ, x)
×Djτ ∂α+β−γx u(τ, x) dτ, (5.61)
where(
α
γ
)
= α!
(α − γ )!γ ! , α, γ ∈ Z
n+.
Set
{u}k,ασ,h,λ(t, x) =
h|α|e−λ|α||t |
(σ |α|)!〈α〉k ∂
k
t ∂
α
x u(t, x), (5.62)∥∥{u}k,αh,σ (t)∥∥K = sup
x∈K
∣∣{u}k,αh,σ (t, x)∣∣, (5.63)∥∥{u}k,αh,σ∥∥K,T = sup|τ ||t |∥∥{u}k,αh,σ (t)∥∥K, (5.64)
for all 0 |t | T , h > 0, λ > 0, 0 k m− 1, α ∈ Zn+.
Let now aj,β be a polynomial, i.e., μj,β < +∞. The hypotheses on aj,β imply that there
exists Mj,β = Mj,β(K,T ) > 0 such that∣∣Dγx aj,β(t, x)∣∣Mj,β(K,T ) 1ρj,β γ ∈ Zn+, t ∈ IT (K), x ∈ K, |γ | μj,β (5.65)|t |
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Before estimating the (semi)norms of Rj,β [u] we need several auxiliary assertions.
Lemma 5.1. Let T > 0, ψ ∈ C([−T ,T ]), ψ > 0, K = R, ρ ∈ [0,1[ (respectively, K = C, ρ = 0)
and g ∈ C([−T ,T ]) (respectively, g ∈ C(IC(T ))∩O(I˙C(T )). Then we have∣∣∣∣∣
t∫
0
(t − τ)r
|τ |ρ ψ
(|t | − |τ |)g(τ) dτ ∣∣∣∣∣
|t |∫
0
(|t | − s)r
sρ
ψ
(|t | − s) sup
τ∈Is (K)
∣∣g(τ)∣∣ds (5.66)
for all r ∈ Z+, t ∈ IR(T ) = [−T ,T ] if K = R, with the convention
∫ t
0 := −
∫ 0
t
if t < 0 (respec-
tively, t ∈ IC(T ) = {z ∈ C: |z| T } if K = C), (respectively, t, s ∈ C, with the integral
∫ t
0 being
well defined since the integrand function is holomorphic in I˙C(T ))).
Proof. First, if K = R, we have
|t − s| = |t | − |s| if 0 s  t or t  s  0. (5.67)
As concerns the case K = C, in view of the fact that the integrals of holomorphic functions are
independent from the choice of the path of integration, we fix the integration path from 0 to t to
be the segment st = {seiϕt , 0 s  |t |}, with ϕt being a fixed value of an argument arg t of the
complex number t . Then we get, for τ ∈ st ,
|t − τ | = ∣∣|t |eiϕt − seiϕt ∣∣= ∣∣|t | − s∣∣= |t | − s if τ = s|t |eiϕ ∈ st , s ∈ [0, |t |]. (5.68)
Combining (5.67), (5.68), the positivity of ψ with the estimates∣∣g(τ)∣∣ sup
r∈IK(s)
∣∣g(r)∣∣, s = |τ | (5.69)
for all |τ | |t |, τ t  0 if K = R (respectively, τ = seiϕt , s ∈ [0, |t |] when K = C) we conclude
the proof. 
Next, we obtain.
Lemma 5.2. Let ρ ∈ [0,1[. Then the following properties hold:
(i) for every v ∈ C([0, T ]), v(s) 0, s ∈ [0, T ], we have
t∫
0
(t − s)r
sρ
e(t−s)v(s) ds  t ret
t∫
0
1
sρ
v(s) ds, t ∈ [0, T ],  > 0, r  0; (5.70)
(ii) there exists C = C(ρ, r) > 0 such that
t∫
0
(t − s)r
sρ
e−(t−s) ds  C1
1
r+1−ρ
, t ∈ [0, T ],  > 0, r  0. (5.71)
Proof. The part (i) is evident. As to (ii), we derive, after change of the variable s → y = (t − s)
in the integral,
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0
(t − s)r
sρ
e−(t−s) ds = 1
r+1
t∫
0
yr
(t − y/)ρ e
−y dy
= 1
r+1−ρ
t∫
0
yr
(t − y)ρ e
−y dy. (5.72)
Since ρ ∈ [0,1[, we get
z∫
0
yr
(z− y)ρ e
−y dy  (r/e)r
z∫
0
1
(z− y)ρ dy  (r/e)
r21−ρ/(1 − ρ)
for 0 z 2 while
z∫
0
yr
(z− y)ρ e
−y dy  (2/z)ρ
z/2∫
0
yre−y dy + (2r/e)re−z/2
z∫
z/2
1
(z− y)ρ dy
for z 2. Therefore
C := sup
z>0
( z∫
0
yr
(z− y)ρ e
−y dy
)
< +∞. (5.73)
The proof is complete. 
We also need combinatorial estimates.
Lemma 5.3. Let σ > 0, μ > 0. Then there exists C0 = C0(σ,μ) > 0, j = j (μ) > 0, j = 1,2,
such that(
α
γ
)(
σ
(|α| + |β| − |γ |))! C0(σ |α| + σ |β| − (σ − 1)|γ |)! (5.74)
for all α,γ ∈ Zn+, γ  α, |γ | μ, (j,β) ∈ B , and
1
〈α〉m−σ |β|−j+(σ−1)|γ | 
(σ |α| + σ |β| + j − (σ − 1)|γ |)!
(σ |α| +m)! 
2
〈α〉m−σ |β|−j+(σ−1)|γ | (5.75)
for all k = 0, . . . ,m− 1, α,γ ∈ Zn+, γ  α, |γ | μ. Here 〈ξ 〉 := (1 + ξ2)1/2.
Proof. Given σ > 0 and ν > 0, by combinatorial properties deriving from the Stirling formula
(see [1]), one can find ˜j = ˜j (σ, ν) > 0, j = 1,2, such that
˜1〈z〉  (σz+ r + )!
(σz+ r)!  ˜2〈z〉
, z 0, |r| ν, || ν. (5.76)
If σ, z ∈ N, , r ∈ Z+ then (5.76) reduces to a well known binomial coefficients estimate. The
estimates (5.75) is derived from (5.76) letting z = |α|, ν = max{|σ |β|+ j −m|, |σ |β|+ j −m−
(σ − 1)μ|}, r = m,  = σ |β| + j − (σ − 1)|γ | −m. 
We introduce the notation
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λ,k,θ
j,β [u](z)
:=
z∫
0
(z− s)m−k−1
(m− k − 1)!sρj,β e
−λ(z−s)|θ |∥∥{u}j,θσ,h,λ∥∥K,s ds, λ, z > 0, θ ∈ Zn+. (5.77)
Next, we derive contraction and Gronwall type estimates for Rj,β [u].
Proposition 5.4. Suppose that (1.13) holds, i.e.,
δj,β(σ ;γ ) := m− σ |β| − j + (σ − 1)|γ | − ρj,β  0, γ ∈ Zn+, |γ | μj,β . (5.78)
Then we have:
(i) Set

j,β
σ,k,α :=
(σ |α| + σ |β| − (σ − 1)|γ |)!〈α + β − γ 〉j
(σ |α|)!〈α〉k . (5.79)
Then ∥∥{Rj,β [u]}k,α
σ,h,λ
(t)
∥∥
K
 C0Mj,β(K,T )
∑
γα
γ∈Ij,β
eλ(|β|−|γ |)|t |
h|β|−|γ |

j,β
σ,k,αI
λ,k,α+β−γ
j,β [u]
(|t |) (5.80)
for all k = 0, . . . ,m − 1, α ∈ Zn+, h > 0, λ > 0, t ∈ IT (K), where C0 > 0 is the constant
in (5.74).
(ii) There exist C1 > 0 depending only on C0, σ , ρj,β , such that∥∥{Rj,β [u]}k,α
σ,h,λ
(t)
∥∥
K
 C1Mj,β(K,T )
λm−k
∑
γα, |γ |μj,β
eλ(|β|−|γ |)|t |
h|β|−|γ |
1
〈α〉m−σ |β|−j−ρj,β+(σ−1)|γ |
× ∥∥{u}j,α+β−γσ,h,λ ∥∥K,T , (5.81)
for all k = 0,1, . . . ,m− 1, α ∈ Z+, |α| μj,β + 1, h > 0, λ > 0, t ∈ IT (K).
(iii) There exist C2 > 0, C3 > 0, depending only on C1, μj,β and n, such that
SN
[
Rj,β [u]h,λ;r,T
]
 C2Mj,β(K,T )PN0(h,T ,λ)
T∫
0
1
sρj,μ
SN0+|β|[u,σ,h,λ, s]ds
+ Ej,βK,T (λ,h,N0)SN+|β|[uh,λ;r,T ], (5.82)
where
PN0(h,T ,λ) = (1 + T m−1)
×
(
1 +
∑
|γ |μ
eλ(|β|−|γ |)|t |
h|β|−|γ |
1
〈N0〉min{k−σ |β|−j+(σ−1)|γ |,0}
)
, (5.83)j,β
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{
1
λ
,
1
λm−1
}
×
∑
γμj,β
eλ(|β|−|γ |)|t |
h|β|−|γ |
1
〈N0〉m−σ |β|−j−ρj,β+(σ−1)|γ |
(5.84)
for all N0,N ∈ N, N > N0  μj,0 + 1, h > 0, λ > 0. Moreover, we can find continuous
positive functions λ˜ = λ˜(ε), ε ∈ ]0,1[, h˜ = h˜(ε, λ) > 0, ε ∈ ]0,1[, λ > λ˜(ε), N˜0(ε, λ,h),
ε ∈ ]0,1[, λ > λ˜, h > h˜(ε,λ), such that
Ej,βK,T (λ,h,N0) < ε provided λ > λ˜(ε), h > h˜(ε,λ), N0 > N˜0(ε, λ,h). (5.85)
In particular, in the subcritical case
δj,β(σ ) := inf
γ∈Zn+, |γ |μj,β
(
m− σ |β| − j + (σ − 1)|γ | − ρj,β
)
> 0 (5.86)
one can choose λ˜ and h˜ arbitrary positive constants.
Proof. We have, in view of (5.61), (5.65), (5.66), and the notation (5.77),∥∥{[Ru]j,β}k,α
σ,h,λ
(t)
∥∥
K
Mj,β(K,T )
h|α|e−λ|α||t |
(σ |α|)!〈α〉k
∑
γα
|γ |μj,β
(
α
γ
)
×
∣∣∣∣∣
|t |∫
0
(|t | − s)m−k−1
(m− k − 1)! supτ∈IK(s)
(
sup
x∈K
∣∣Djτ ∂α+β−γx u(τ, x)∣∣)dτ
∣∣∣∣∣
Mj,β(K,T )
∑
γα
γ∈I θj,β
eλ(|β|−|γ |)|t |
h|β|−|γ |
×
(
α
γ
)
(σ (|α| + |β| − |γ |))!〈α + β − γ 〉j
(σ |α|)!〈α〉k I
λ,k,α+β−γ
j,β [u]
(|t |). (5.87)
Now, (5.74) applied to the estimate above yields (5.80). Next, by (5.75) applied to the combi-
natorial coefficients in (5.87) and the inequality (5.71) applied to Iλ,k,α+β−γj,β [u](|t |), we derive
(5.81). As it concerns (5.82), first we decompose the partial sums
SN
[
Rj,β [u]h,λ;r,T
]= SN0[Rj,β [u]h,λ;r,T ]+ r∑
k=0
∑
α∈Zn+
N0+1|α|N
{
Rj,β [u]}α,k
h,λ
(T ) (5.88)
for N > N0 > 0. The first term SN0[Rj,β [u]h,λ;r,T ] in the RHS above is estimated via (5.70)
and we get the Gronwall estimate. As to the second term, we use (5.81), change the order of
summation, and apply (5.75) in order to get (5.82), (5.84).
In the subcritical case δj,β(σ ) := min|γ |μj,β δj,β(σ ;γ ) > 0 we observe that
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(
C3Mj,β(K,T )max
{
1
λ
,
1
λm−1
} ∑
γμj,β
eλ(|β|−|γ |)|t |
h|β|−|γ |
)
1
〈N0〉δj,β (σ )
(5.89)
which shows the last part of proposition if we let N0 → +∞. 
The arguments in the critical case δcrj,β(σ ) = 0 are more involved. Here the restriction μj,β |β| plays a crucial role, namely, assuming β = 0, λ 1, we get
Ej,βK,T (λ,h,N0)
C3Mj,β(K,T )
λ
+ C3Mj,β(K,T )
λ
eλT
h
∑
|γ ||β|−1
(
e|γ |T
h
)|γ |
. (5.90)
Now, we choose first ε˜ = 2C3Mj,β(K,T )/ε. Clearly (C3Mj,β(K,T ))/λ < ε/2 for λ > λ˜. Next,
given λ > λ˜(ε) we choose h˜(ε, λ) = max{2eλT ,4(λε)−1C3Mj,βeλT }, which leads to
C3Mj,β(K,T )
λ
eλT
h
∑
|γ ||β|−1
(
e|γ |T
h
)|γ |
<
ε
2
for h > h˜(ε,λ). Note that in the critical case the choice of N˜0 is irrelevant.
The case β = 0 is easier to deal with: the RHS of (5.90) becomes C3Mj,0(K,T )/λ and we
choose λ  1.
We have proved Theorem 1.1 in the polynomial case.
6. Splitting in ε and Gronwall parts in the nonpolynomial case
Throughout this section we suppose that 1 σ  σcr , δj,β(σ ) > 0, and (1.11), which implies
that given K Rn, T > 0, for every η > 0 we can find Aj,β(η) = Aj,β(K,T ,η) > 0 such that
sup
x∈K
∣∣Dγx aj,β(t, x)∣∣Aj,β(η) 1|t |ρj,β η|γ |(σ |γ |)!, 0 < |t | T , γ ∈ Zn+. (6.91)
Remark 6.1. Clearly, if K = C, ρj,β = 0, σ = 1, by the convention (6.91) we obtain that aj,β ∈
O(C : G{σ }(Rn)). Moreover, for j +|β| <m, σ = 1, we have that aj,β is entire function in Cn+1
(as in [27,29]). In the hyperbolic case σcr > 1, and 1 < σ < σcr the restrictions are weaker in
comparison with the already mentioned papers [16,19].
The next assertion completes the proof of Theorem 1.1.
Theorem 6.2. We have
(i) there exists D1 > 0, depending only on σ > 0 and n, such that∥∥{[Ru]j,β}k,α
σ,h,λ
(t)
∥∥
K
D1Aj,β(η)
∑
γα
eλ(|β|−|γ |)|t |
h|β|−|γ |
η|γ |˜j,β,γσ,k,α I
λ,k,α+β−γ
j,β [u]
(|t |), (6.92)
where
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j,β,γ
σ,k,α :=
(
α
γ
)
(σ (|α| + |β| − |γ |))!〈α + β − γ 〉j
(σ |α|)!〈α〉k (σγ )!, (6.93)
for all k = 0, . . . ,m− 1, α ∈ Zn+, h > 0, λ > 0, t ∈ IT (K);
(ii) there exist  = (σ,n) > 0 and D2 = D2(σ,K,T ,ρj,β, η) > 0, such that∥∥{[Ru]j,β}k,α
σ,h,λ
(t)
∥∥
K
D2Aj,β(η)
eλ|β|T
h|β|
∑
γα, γα/2
(hη)|γ | 〈α〉
σ |β|
〈α + β − γ 〉m−j−ρj,β
∥∥{u}j,α+β−γσ,h,λ ∥∥K,T
+ 2
mD2Aj,β(η)
〈α〉m−σ |β|−j−ρj,β
∑
γ≺α/2
eλ(|β|−|γ |)|t |
h|β|−|γ |
(η)|γ |
∥∥{u}j,α+β−γσ,h,λ ∥∥K,T , (6.94)
for all k = 0,1, . . . ,m− 1, α ∈ Z+, |α| 1, h > 0, λ > 0, t ∈ IT (K);
(iii) there exists D3 > 0, depending only on D2, n, (j,β), such that
SN
[
Rj,β [u]h,λ;r,T
]
D3Aj,β(η)QN0(h,T ,λ, ε)
T∫
0
1
sρj,β
SN+|β|
[[u]h,λ;r,s]ds
+
(
(hκη)N0/2
(1 − hη)n +
1
〈N0〉m−σ |β|−j−ρj,β
)
D3Aj,β(η)
(1 − hη)n max
{
1
λ
,
1
λm−1
}
×
( ∑
γ∈Ij,β , γ =0
eλ(|β|−|γ |)|t |
h|β|−|γ |
ηγ
)
SN+|β|
[[u]h,λ;r,s], (6.95)
where
QN(h,T ,λ,η) = e
λ|β|T (1 + T m−1)
h|β|〈N〉min{k−σ |β|−j+(σ−1)|γ |,0}
( ∑
γ∈Zn+
(κhη)|γ |
)
= e
λ|β|T (1 + T m−1)
h|β|〈N〉min{k−σ |β|−j+(σ−1)|γ |,0}
1
1 − (hη)n (6.96)
for all N0,N ∈ N, N >N0, h > 0, λ > 0 and η > 0 being chosen to satisfy
η < (h)−1.
Proof. We use similar arguments as in the previous section for showing (6.92)–(6.94). The es-
sential difference (and difficulty) occurs in the splitting of the partial sum in order to show (6.95).
More precisely, in view of (6.93), we can write a more refined decomposition and estimate,
choosing η < (h)−1,
SN
[
Rj,β [u]h,λ;r,T
]
 SN0
[
Rj,β [u]h,λ;r,T
]+Θ ′N,N0[u]h,λ;r,T +Θ ′′N,N0[u]h,λ;r,T , (6.97)
Θ ′N,N0[u]h,λ;r,T = D2Aj,β(η)
eλ|β|T
|β|h
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r∑
k=0
∑
α∈Zn+
N0+1|α|N
∑
α/2γα
(hη)|γ | 〈α〉
σ |β|
〈α + β − γ 〉m−j−ρj,β
× ∥∥{u}j,α+β−γσ,h,λ ∥∥K,T , (6.98)
Θ ′′N,N0[u]h,λ;r,T =
2mD2Aj,β(η)
〈N0〉m−σ |β|−j−ρj,β
eλ|β|T
h|β|
×
r∑
k=0
∑
α∈Zn+
N0+1|α|N
∑
γ≺α/2
(hη)|γ |
∥∥{u}j,α+β−γσ,h,λ ∥∥K,T . (6.99)
We conclude by choosing first 0 < η  1 and guaranteeing
Θ ′N,N0[u]h,λ;r,T 
ε
2
SN+|β|
[[u]h,λ;r,T ], (6.100)
and then N0  1 and get
Θ ′′N,N0[u]h,λ;r,T 
ε
2
SN+|β|
[[u]h,λ;r,T ]. (6.101)
The proof is complete. 
7. Sharp estimates for the polynomial dependence of the principal part
The next assertion shows that the hypothesis (1.14) is optimal for n = 1 in the case the coef-
ficients are polynomials in x.
Proposition 7.1. Let q(z) =∑dj=0 qj zd−j be a polynomial of degree d  2, q0 = 0. Then we can
find an affine function u0(z) = az+ b, a, b ∈ C, a = 0, such that(
∂t + q(z)∂z
)
u = 0, u(0, x) = az+ b (7.102)
has no entire solution in Cn+1.
Proof. Since q0 = 0 we can find R0  1 + max{z;q(z) = 0} and C0 > 0 such that∣∣∣∣∣
z∫
0
1
q(η)
dη
∣∣∣∣∣ C0
|z|∫
R0
1
ηd
dη C0
(d − 1)Rd−10
, |z|R0. (7.103)
By the method of the characteristics the unique solution u(t, z) is defined (at least locally) as
ay(t, z) + b, where y(t, z) is the inverse of the complex characteristic function of z = z(t, y),
defined by the ODE z˙ = q(z), z(0) = y. Clearly z(t, y) satisfies
z(t,y)∫
y
1
q(η)
dη = t which is equivalent to
z∫
y(t,z)
1
q(η)
dη = t.
Choose and fix a = 1, b = 0. Therefore, u(t, z) = y(t, z). Suppose now that u(t, z) is an entire
function in C2. Then v(t) = u(t,0) = y(t,0) is an entire function in C satisfying
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0
1
q(η)
dη = −t. (7.104)
Clearly v(t) is nonconstant and by the Liouville theorem and the great Picard theorem we can
find a sequence tk ∈ C, k ∈ N, such that
lim
k→∞|tk| = +∞, (7.105)
lim
k→∞
∣∣v(tk)∣∣= +∞, k ∈ N. (7.106)
By (7.106) we can find k0 ∈ N that |v(tk)| > R0 for k > k0. Therefore, setting t = tk , k ∈ N, in
(7.104) and using (7.103) we obtain that
|tk| C0
(d − 1)Rd−10
, k ∈ N, k  k0, (7.107)
which contradicts (7.105). The proof is complete. 
Next, we show Theorem 1.4. We propose two proofs. Suppose that N is lower triangular (the
case of upper triangular is treated with the same arguments). Without loss of generality (after the
linear change x → Sx) we assume that ∇ X(t, x) is lower triangular, i.e.,
a1(t, x) = λ1(t)x1 +μ1(t),
a2(t, x) = λ2(t)x2 +μ2(t)+ω2(t, x1),
...
an(t, x) = λn(t)xn +μn(t)+ωn(t, x1, . . . , xn), (7.108)
with ωj (t, x1, . . . , xj−1) = 0 for t ∈ K, x1 = · · · = xj−1 = 0, j = 2, . . . , n. The special form
(7.108) implies that we can define a global time depending transformation of the variables y →
x = x(t, y) = ϕ(t, y) defined by the integral curves of X:
x˙j = aj (t, x), j = 1, . . . , n, x(0) = y (7.109)
with x(t, y) having the following lower triangular structure
xj (t, y) = eΛj (t)
(
yj + gj (t)
)+ ϕj (t, y1, . . . , yj−1), j = 1, . . . , n, (7.110)
with ϕ1 ≡ 0, inverted (globally in K × K) by y = y(t, x),
yj (t, yx) = e−Λj (t)yj − gj (t)+ψj(t, x1, . . . , xj−1), j = 1, . . . , n, (7.111)
with ψ1 ≡ 0, where Λj(t) =
∫ t
0 λj (s) ds, gj , j = 1, . . . , n, and ϕj ,ψj , j = 2, . . . , n, are defined
by explicit recursive formulas. In the new variables t, y the original operator PL becomes
P(t, y, ∂t , ∂y) = ∂mt −
∑
(j,β)∈B˜
a˜j,β(t, y)∂
β
y ∂
j
t , (7.112)
where B˜ is a finite subset of {0,1, . . . ,m−1}×Z+. We note that the conservative form of P −L
(namely, the form ∂βx ◦ Lj ) and the rule for change of the variables for differential operators
allow us to use changes of variables which are only C1 it t if K = R. Using again the rule for
the change of the variables for differential operators and the equivalent definitions of the Gevrey
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(t, x) ∈ Cn+1 or C(R : G∗(Rn)), ∗ = σ or ∗ = {σ }) and the notion of σcr is invariant under the
change above. Then we apply Theorem 1.1 for P it (t, y) variables and conclude by returning to
the original ones (t, x).
The second proof is technically more involved, but it provides us with tools allowing us to
show generalizations for operators with principal parts of the type L1 ◦ · · · ◦Lm when no reduc-
tion as above is possible if we have at least one pair Lj = Lk . The idea of the second approach
is based on estimates for the Green function for Lm. First we note that the unique solution of
Lw = f (t, x), w(0, x) = w0 (7.113)
is given by w(t, x) = S0L[w0](t, x)+GL[f ](t, x), where S0[w0](t, x) is defined by
w0
(
e−Λ1(t)x1 − g1(t), e−Λ2(t x2 − g2(t)+ψ2(t, x1), . . . ,
e−Λn(t)xn − gn(t)+ψn(t, x1, . . . , xn−1)
)
and
G[f ]L(t, x) =
t∫
0
f˜L[t, τ ;x)dτ, (7.114)
f˜L(t, τ ;x) = f
(
τ,ΘL1 (t, τ, x), . . . ,Θ
L
n (t, τ, x)
)
, (7.115)
ΘL1 (t, τ, x) = e−Λ1(t;τ)x1 − g1(t; τ),
ΘLj (t, τ, x) = e−Λj (t;τ)x2 − gj (t; τ)+ ψ˜j (t, τ, x1, . . . , xj−1), j = 2, . . . , n, (7.116)
with Λj(t; τ) = Λj(t) − Λj(τ), gj (t; τ) = gj (t) − gj (τ ), j = 1, . . . , n, and ψ˜j , j = 2, . . . , n,
are defined by explicit recursive formulas.
The Green function for Lm is given by GmL = GL ◦ · · · ◦ GL (m-times composition). We
conclude by constructing family of domains DKT , T > 0, T ↗ +∞, K  Kn, K ↗ Kn for
which we apply the abstract scheme in Section 3. The detailed proof will given in another work.
Remark 7.2. Consider a family of commuting vector fields of the type Lj u = ∂tu + Xj(x)∇u,
j = 1, . . . ,m, where Xj(x) are with polynomial coefficients, taking into account the results in
recent fundamental papers of L. Stolovitch [31,32] on simultaneous reduction of all Lj to normal
forms, we can derive estimates for the “composed” Green function GL1 ◦ · · · ◦GLm yielding the
applicability of the abstract scheme in Section 3.
8. Final remarks
First we present, as a corollary from our approach, more refined statements on the global well-
posedness for hyperbolic operators with constant multiple characteristics (cf. [8,14,25]). Let now
L = Dt + a(t, x,Dx), and consider PL = Lm − ∑m−1j=0 pj (t, x,Dx)Lj where λ(t, x,Dx) is a
first order classical p.d.o. with real principal symbol a(t, x, ξ) for (x, ξ) ∈ Rn × Rn smoothly
depending on t ∈ R, defined by
a(t, x,Dx)u =
∫
n
eixξ a(t, x, ξ)uˆ(t, ξ) dξ, (8.117)
R
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of order kj , j = 0,1, . . . ,m−1 (see [8] for more details). We define again σcr by (1.5), replacing
|β| by kj (as done in Section 2). Let 1 σ < σcr . We weaken the restrictions on the symbol a in
comparison with [8,25] by allowing linear growth for |x| → ∞ and global G{σ } regularity in x
for a, namely, for every T > 0,  ∈ Z+, h > 0 we can find C = C(T , ,h) such that∣∣∂t ∂αξ ∂βx a(t, x, ξ)∣∣ C|β|+1h|β|(|α| + σ |β|)!|ξ |1−|β|(1 + |x|)(1−|β|)+ (8.118)
for all α,β ∈ Zn+, x, ξ ∈ Rn, |ξ |  1, |t |  T . If σcr = +∞ and σ = +∞, we require the C∞
version of (8.118).
We define Gσ
L2
based norms as in (4.52) but with K = Rn and L2(Rn) norm in x instead of
the sup-norm.
Theorem 8.1. The Cauchy problem for PL is globally well posed in Cm(R : GσL2(Rn)) and
Cm(R : G{σ }σL2(Rn)) (respectively, Cm(R : Hs(Rn)), s  0), if 1  σ < σcr (respectively σ =
σcr = +∞).
The proof follows from exactly the same arguments as in Section 6 taking into account that
the Green function GmL for Lm satisfies the estimates of the type
C
|t |∫
0
(|t | − s)m−1 sup
|τ |s
∥∥u(τ, ·)∥∥
L2 ds
(cf. [13]), then we use commutators estimates as in [3], and conclude by applying the abstract
theorem from Section 3.
Finally, we point out that our approach enables us to study other problems for large time
solutions of (non)linear systems of iterated Schrödinger equations and nonlocal equations, in
particular, to extend the life-span estimates in [17].
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