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Abstract—In this paper we consider optimal multiuser down-
link beamforming in the presence of a massive number of arbi-
trary quadratic shaping constraints. We combine beamforming
with full-rate high dimensional real-valued orthogonal space time
block coding (OSTBC) to increase the number of beamform-
ing weight vectors and associated degrees of freedom in the
beamformer design. The original multi-constraint beamforming
problem is converted into a convex optimization problem using
semidefinite relaxation (SDR) which can be solved efficiently.
In contrast to conventional (rank-one) beamforming approaches
in which an optimal beamforming solution can be obtained
only when the SDR solution (after rank reduction) exhibits the
rank-one property, in our approach optimality is guaranteed
when a rank of eight is not exceeded. We show that our
approach can incorporate up to 79 additional shaping constraints
for which an optimal beamforming solution is guaranteed as
compared to a maximum of two additional constraints that
bound the conventional rank-one downlink beamforming designs.
Simulation results demonstrate the flexibility of our proposed
beamformer design.
Index Terms—Downlink beamforming, shaping constraints,
semidefinite relaxation (SDR), orthogonal space time block cod-
ing (OSTBC).
I. INTRODUCTION
With the massive growth of the number of wireless com-
munication users and the increasing demands for high-rate
services, the spectral resource is becoming more and more
scarce. Research on spectrally efficient transmission schemes
for current and next generation cellular networks that are
capable of mitigating effects of multiuser and co-channel inter-
ference is attracting considerable interest [1]. As a spectrally
efficient multi-antenna technique [2], downlink beamforming
has been extensively studied in the past few years [3]–
[8]. With the aid of channel state information (CSI) at the
transmitter, downlink beamforming is employed at the base
station of cellular networks to serve multiple co-channel users
simultaneously using spatially selective transmission.
As a pioneering work in downlink beamforming, the authors
in [3] consider the problem of minimizing the total trans-
mitted power subject to quality of service (QoS) constraints
in the form of minimum signal to interference plus noise
ratio (SINR) requirements at each user. A particular form of
uplink-downlink duality theory is established in [3] and under
this framework the downlink beamforming problem is solved
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using a computationally efficient power iteration algorithm.
A similar approach that exploits uplink-downlink duality is
proposed in [6], where the downlink beamforming problem
of maximizing the minimum SINR subject to a total power
constraint is considered.
A different class of approaches is presented in [4], [5]
and [7] where the downlink beamforming problem is ad-
dressed using conic optimization. The authors in [4], [5]
solve the beamforming problem by resorting to the concept of
semidefinite relaxation (SDR) and prove that from the rank-
relaxed problem a rank-one solution1 can always be obtained
when the problem is feasible. Besides, the authors in [7] cast
the problem into a computationally efficient standard second
order cone program (SOCP) and for which the corresponding
optimality conditions are derived.
The multiuser downlink beamforming approaches refer-
enced above all optimize the beamforming weights considering
the SINR requirements of the individual users served in the
network. In addition to this, supplementary shaping constraints
on the beamforming weight vectors are embedded in the
downlink beamforming problem to incorporate a variety of
requirements in diverse applications [9]–[22]. For example,
in hierarchical cellular networks operating under the licensed
shared access (LSA) paradigm [23], pico- and femtocell net-
works co-exist in the same frequency band with the surround-
ing macrocell [12]–[14]. Shaping constraints are employed at
the femtocell base stations to limit the power leakage to the
macrocell users [9]–[11] and the power leakage to concurrent
femtocell networks [12]–[14]. Similarly, in the newly emerg-
ing context of physical layer secrecy, shaping constraints are
applied to guarantee that the SINRs at the eavesdroppers reside
below a given detection threshold such that the confidential
information can only be decoded at the desired receiver [15]–
[17]. Recently downlink beamforming has been associated
with wireless charging in energy harvesting communication
networks. In this context shaping constraints are employed
to ensure that the received power at the harvesting nodes
is greater than a prescribed threshold to facilitate efficient
charging [18]–[20]. Furthermore, shaping constraints are used
in multiuser downlink networks to limit the interference power
leakage to co-channel users, e.g., in neighboring cells [21],
[22].
The above mentioned SDR approach lends itself for appli-
1By a rank-one solution we mean that the solution matrices of the SDR
problem exhibits the rank-one property.
2cation in the multi-constraint downlink beamforming problems
with a large number of additional shaping constraints [4], [5].
However, if the number of additional shaping constraints is
large, the relaxation is not guaranteed to be tight and a general
rank SDR solution may be obtained resulting in suboptimal
or even infeasible beamforming solutions. It is demonstrated
in [24], [25] that when the number of additional shaping
constraints is upper bounded by two, a rank-one solution
can always be found by applying a particular rank reduction
algorithm, without losing the optimality of the solution. In
other cases, if the solution after rank reduction still exceeds the
rank of one, a suboptimal solution can be generated from the
SDR solution by using, e.g., randomization techniques [26],
[27].
In this work, we develop a new approach to optimally
solve the downlink beamforming problem in the case that the
number of additional shaping constraints is no greater than
79. We exploit CSI knowledge at the transmitter and combine
downlink beamforming with full-rate high dimensional real-
valued OSTBC to increase the degrees of freedom in the
beamformer design. Several works have proposed the idea of
combining beamforming with space time coding [28]–[37].
In [28], side information in the form of channel estimates
is utilized to design linear beamformers for OSTBC precoded
transmission based on a pairwise error probability (PEP) cri-
terion. Two-directional Eigen-beamforming based on channel
mean feedback is investigated in [29] using beamforming
along with Alamouti coding [38], and the symbol error prob-
ability (SER) criterion is employed in the beamformer design.
A similar idea is applied in [30] where based on the SER
criterion an Eigen-beamformer is designed that exploits the
knowledge of channel correlation available at the transmitter.
The authors in [31] consider the same problem as in [28],
yet quasi-orthogonal space time block coding (QSTBC) based
beamforming is used instead of OSTBC.
All works of [28]–[31] consider the single-user multiple-
input and multiple-output (MIMO) scenario. Recently, rank-
two beamforming approaches have been independently pro-
posed in [32], [33] and [34] to enhance conventional single-
group multicast beamforming in which multiple users are
served on the same frequency resource subject to transmitted
power and QoS constraints. A similar approach of rank-two
beamforming is proposed for single-group multicasting using
a relay network in [35]. The concept of rank-two beamforming
has later been extended in [36] and [37] to solve the multi-
group multicast beamforming problem in which beamforming
is used to simultaneously deliver independent data services to
users in predefined subscriber groups.
By combining Alamouti coding with beamforming, rank-
two beamforming approaches outperform the conventional
rank-one approaches, however, the drawback associated with
these rank-two beamforming approaches is that an optimal
solution can only be obtained if the SDR solution2 exhibits
a rank less than or equal to two, otherwise, an approximate
solution is obtained in general. As discussed in [33], when the
2With SDR solution we refer to the output obtained from interior point
solvers such as CVX [39], [40].
rank of the SDR solution is greater than two, high dimensional
(> 2) complex OSTBC can be applied instead of Alamouti
coding to preserve the optimality of the beamforming solution,
however at the expense of a reduced symbol rate associated
with these OSTBC schemes [41].
The idea of combining beamforming with OSTBC in this
work follows the general framework of [32]–[37] in which
rank-two beamformers are designed in combination with the
application of Alamouti coding [38]. In contrast to the rank-
two beamformer designs in [32]–[37], we consider herein the
downlink beamforming problem where each user is designed
to be served by multiple beamformers combined with full-rate
higher dimensional real-valued OSTBC. Real-valued OSTBC
is employed because of its full (symbol)-rate property, thus the
general rank approach proposed in the work achieves full-rate
transmission as in the rank-one approaches of [24], [25] and
rank-two approaches of [32]–[37].
In order to combine downlink beamforming with real-valued
OSTBC, the effective channel vector of each user is adjusted to
result in a real vector by applying a phase rotation procedure
to which the optimal beamforming solution is proven to be
invariant. Due to the orthogonality of the real-valued OSTBC,
symbol by symbol detection can be performed at the receivers
and the decoding complexity is not increased as compared
to the conventional transmission that does not employ OS-
TBC. The use of OSTBC results in multiple beamformers
at each user and therefore multiplies the degrees of freedom
in the beamformer design offering improved beamforming
performance. Interestingly, the proposed beamformer design
disembogues in the same SDR formulation as obtained in
the conventional rank-one beamforming approaches of [24],
[25] and the rank-two beamforming approaches of [32]–[37],
i.e., the beamforming problems after rank relaxation become
identical.
In the case that in the conventional rank-one downlink
beamforming problem the rank of the SDR solution is greater
than one, a rank reduction technique is applied to reduce
the rank [24], [25], [42]. Similarly, in the Alamouti coding
based beamforming approaches of [32]–[37], rank reduction
is applied if the SDR solution exhibits a rank greater than
two. In our proposed real-valued OSTBC based beamforming
approach, the SDR solution after the rank reduction procedure
is proven to be optimal for the original problem if all ranks
are no greater than eight. In the case that the SDR solution
after rank reduction exhibits a rank greater than eight, random-
ization techniques can be applied to compute an approximate
solution [26], [27]. Furthermore, we analytically prove that in
our approach an optimal solution is always attainable if the
number of additional shaping constraints does not exceed 79,
whereas in the conventional rank-one approach in [24], [25]
and rank-two approach in [32]–[37], the maximal numbers
of the shaping constraints are restricted to two and seven,
respectively. Simulation results demonstrate the advantage of
the proposed approach.
The contribution of this paper can be summarized as fol-
lows:
• We address the problem of optimal QoS based downlink
beamforming in the presence of a massive number of
3arbitrary quadratic shaping constraints.
• We increase the degrees of freedom in the beamformer
design by combining optimal linear downlink beamform-
ing with high dimensional real-valued OSTBC exploiting
CSI knowledge at the transmitter. Our design can be con-
sidered as a nontrivial full-rate extension of the Alamouti
coding based rank-two beamforming framework of [32]–
[37] to general rank beamforming supporting up to eight
beamformers per user.
• We analytically prove that in our approach an optimal
beamforming solution can always be obtained when the
number of additional shaping constraints does not exceed
79.
• Extensive simulation results demonstrate the effectiveness
of the proposed downlink beamforming scheme in scenar-
ios where the numbers of additional shaping constraints
are extremely large.
The remainder of the paper is organized as follows. Section
II introduces the signal model and revises the conventional
rank-one downlink beamforming problem. In Section III, the
system model corresponding to the real-valued OSTBC based
general rank beamforming approach is developed. Section
IV formulates the optimal downlink beamforming problem
involving real-valued OSTBC and provides the SDR solu-
tion. Section V addresses the problem of computing optimal
beamforming vectors from the SDR solution and provides a
theoretic analysis regarding the optimality of the proposed
downlink beamforming design. Simulation results are carried
out in Section VI and conclusions are drawn in Section VII.
Notation: E(·), ‖ · ‖2, (·)T , (·)H , rank(·), Tr(·), diag{· · · },
[·]ij , and ∠(·) denote statistical expectation, the Euclidean
norm, the transpose, the Hermitian transpose, the rank of a
matrix, the trace of a matrix, the diagonal matrix formed from
the elements in the argument, the entry in the i-th row and
j-th column of the matrix in the argument, and the argument
of a complex number, respectively. IK denotes the K × K
identity matrix and X  0 means that the matrix is a positive
semidefinite matrix. Dl denotes a sign in the set {≥,≤,=}.
II. RANK-ONE BEAMFORMING
We consider a cellular communication system where the
serving base station equipped with an array of N antennas
transmits independent information to M single-antenna re-
ceivers. Let si denote the information symbol for the i-th
receiver with zero mean and unit variance. In conventional
(rank-one) beamforming approaches of [3]–[8], [24], [25], the
transmitter sends a superposition of signals {si}Mi=1 for the
different receivers using the respective N × 1 beamforming
vectors {wi}Mi=1. The received signal at the i-th single-antenna
receiver is then given by [4]
yi = siw
H
i hi︸ ︷︷ ︸
desired signal
+
M∑
m=1,m 6=i
smw
H
mhi + ni︸ ︷︷ ︸
interference plus noise
(1)
where hi and ni are the N × 1 channel vector containing
the flat fading channel conditions and the receiver noise of
variance σ2i , respectively. The total transmitted power at the
base station equals
M∑
i=1
wHi wi. Based on (1), the SINR at the
i-th receiver is derived as
SINRi ,
|wHi hi|
2
M∑
m=1,m 6=i
|wHmhi|
2 + σ2i
. (2)
Considering a QoS based beamforming design, we define γi as
the minimum SINR requirement of the i-th user. Then the ex-
tended downlink beamforming problem of minimizing the total
transmitted power subject to minimum SINR constraints for
each user and additional context specific shaping constraints
can be formulated as [24], [25]
min
{wi}Mi=1
M∑
i=1
wHi wi (3a)
s.t.
M∑
m=1
wHmAimwm Di bi, ∀i = 1, . . . ,M (3b)
M∑
m=1
wHmAlmwm Dl bl, ∀l=M+1, . . . ,M+L (3c)
where (3b) represents a well-known reformulation of the QoS
constraints with
Aim ,
{
hih
H
i m = i, ∀i,m = 1, . . . ,M
−γihih
H
i m 6= i, ∀i,m = 1, . . . ,M
(4)
and
bi , γiσ
2
i , Di , ≥, ∀i = 1, . . . ,M (5)
and L additional quadratic shaping constraints are formulated
in (3c) for appropriately chosen (as specified below) N ×N
Hermitian matrices Alm, ∀l = M + 1, . . . ,M + L; ∀m =
1, . . . ,M , that are not necessarily positive definite, with
corresponding thresholds bl, ∀l = M + 1, ...,M + L. Note
that the shaping constraints in (3c) are not for information
decoding purpose, while the first M constraints in (3b) are.
Depending on the specific application under consideration, the
additional shaping constraints in (3c) may take different forms
(c.f. [24], [25]). Popular example applications which can be
formulated under the framework of problem (3) are described
in subsections II.A and II.B.
A. Positive Semidefinite Shaping Constraints
In the context of cognitive radio networks, Alm , hlhHl ,
where hl denotes the channel vector between the base station
and the l-th primary user. In this case, with bl denoting the
upper power threshold at the primary user and choosing Dl ,
≤, the l-th general shaping constraint (3c) takes the form 3
M∑
m=1
wHmAlmwm ≤ bl. (6)
3Note that if all matrices Alm in (3c) are positive semidefinite, then the
problem (3) can be reformulated as a SOCP problem.
4Thus the interference constraint (6) is used to guarantee that
the power leakage to the primary users is below certain
threshold [9]–[11]. In the context of femtocell networks, hl
denotes the channel vector between the base station and the l-
th concurrent user, and the shaping constraint (6) is designed to
ensure that the power leakage to concurrent users in coexisting
hierarchical networks is below certain threshold [12]–[14].
In the context of physical layer secrecy networks, in con-
trast, hl denotes the channel vector between the base station
and the l-th eavesdropper, and the shaping constraint (6) is
employed to enforce that the power leakage to eavesdroppers
is below certain threshold [15]–[17].
Similarly, in the context of energy harvesting networks, hl
denotes the channel vector between the base station and the
l-th charging terminal [18]–[20]. In this case bl denotes the
minimum power threshold to be guaranteed at the charging
terminal and Dl , ≥ is chosen. The shaping constraint (3c)
can be rewritten as
M∑
m=1
wHmAlmwm ≥ bl (7)
with Alm , hlhHl for m = 1, ...,M and l = M+1, ...,M+L
to ensure efficient wireless charging.
B. Indefinite Shaping Constraints
Indefinite shaping constraints can be used to perform re-
laxed nulling, as proposed in [43], to reduce intercell inter-
ference in multiuser downlink networks. Let hl denote the
channel vector from the base station of a given serving cell to
a user of a different cell for which the interference shall be
limited. Defining Alm , βIN − hlh
H
l
‖hl‖2
, bl = 0, and choosing
β as an appropriate interference threshold parameter [21], the
shaping constraint (3c) takes the form
wHmAlmwm ≥ bl. (8)
In this design the tolerable interference power induced by the
l-th user to the m-th user depends on the spatial signature hl
of the co-channel user. Some other applications of indefinite
shaping constraints can be found in [21], [22].
C. Semidefinite Relaxation
In this subsection we briefly revisit the SDR approach that is
widely used to approximately solve the beamforming problem
of form (3). The power minimization problem (3) is a quadrat-
ically constrained quadratic programming (QCQP) problem
which is NP-hard in general [27]. Denote Xi , wiwHi ,
problem (3) can be rewritten as
min
{Xi}Mi=1
M∑
i=1
Tr(Xi)
s.t.
M∑
m=1
Tr(AlmXm)Dl bl, ∀l = 1, . . . ,M + L
Xi  0, rank(Xi) = 1, ∀i = 1, . . . ,M. (9)
The SDR technique can be employed to solve the convex
relaxation of problem (9) by removing the rank constraints
[4], [5]. Since the SDR solution is not of rank one in general,
rank reduction techniques are applied to obtain a solution to
problem (9) with a reduced rank [24], [25], see also Section
V.A. However, in the case that a rank-one solution does not
exist, an approximate solution can be computed from the SDR
solution using, e.g., the popular randomization procedures of
[26] and [27].
III. GENERAL RANK BEAMFORMING
The central idea of combining optimal downlink beam-
forming with the concept of real-valued OSTBC proposed
in this work follows the general framework of [32]–[37]
in which rank-two beamformers are designed by combining
beamforming with Alamouti coding and making use of CSI
available at the transmitter. As compared to the rank-two
approaches, we employ full-rate real-valued OSTBC to further
increase the degrees of freedom in the beamformer design
which grow linearly with the size of the code. Extending the
rank-two beamforming approach to higher dimensional (>2)
OSTBC has previously been considered as impractical due to
the rate penalty associated with these codes [33]. By applying
real-valued OSTBC at the transmitter, multiple beamformers
can be used to deliver the data stream to each user while
maintaining the full-rate transmission property.
A. Full-rate Real-valued OSTBC
Let X (u) be a K×K real-valued OSTBC matrix given by
[41]
X (u) =
K∑
k=1
ukCk (10)
where K is the number of symbols per block, u ,
[u1, . . . , uK ]
T is an arbitrary K × 1 real vector and Ck is a
K×K real code coefficient matrix. Per definition the OSTBC
matrix X (u) satisfies the orthogonality property
XH(u)X (u) = X (u)XH(u) = ‖u‖22IK (11)
which will be used in the following subsection. In this
paper, we only consider real-valued OSTBC matrices with
K= 1, 2, 4 or 8 which are the only possible sizes to achieve
full rate [41]. We note that, for a complex symbol vector u, the
orthogonality property in (11) can only be satisfied if K ≤ 2
[44]. Examples for real-valued OSTBC matrices are
X ([u1, u2]
T ) ,
[
u1 u2
−u2 u1
]
, (12)
X ([u1, u2, u3, u4]
T ) ,


u1 u2 u3 u4
−u2 u1 −u4 u3
−u3 u4 u1 −u2
−u4 −u3 u2 u1

 , (13)
5and X ([u1, . . . , u8]T ) ,

u1 u2 u3 u4 u5 u6 u7 u8
−u2 u1 u4 −u3 u6 −u5 −u8 u7
−u3 −u4 u1 u2 u7 u8 −u5 −u6
−u4 u3 −u2 u1 u8 −u7 u6 −u5
−u5 −u6 −u7 −u8 u1 u2 u3 u4
−u6 u5 −u8 u7 −u2 u1 −u4 u3
−u7 u8 u5 −u6 −u3 u4 u1 −u2
−u8 −u7 u6 u5 −u4 −u3 u2 u1


.
(14)
B. System Model
Denote si = [si1, . . . , siK ]T as the K × 1 complex symbol
vector for the i-th user with K ≤ N and K ∈ {1, 2, 4, 8},
i.e., in correspondence with the dimension of the real-valued
OSTBC matrices in (12)-(14). In this work, we employ
the real-valued OSTBC structure X (·) given in (10) on the
complex symbol vector si. Instead of weighting each symbol
by a beamforming vector as in (1), a code matrix X (si) is
transmitted for each user applying K beamformers of length
N , denoted as wi1, . . . ,wiK . In this case, taking a slightly
different perspective, each of the K beams can be regarded
as a virtual antenna from which the OSTBC is transmitted. In
our scenario we consider a block fading channel model where
the channels remain constant over K time slots. The received
signal yik at the i-th user in the k-th time slot is given by
yik =
M∑
m=1
K∑
k′=1
[X (sm)]kk′w
H
mk′hi + nik (15)
where nik is the noise of the i-th user in the k-th time
slot. In a compact matrix notation, the received signal vector
yi,[yi1, . . . , yiK ]
T at the i-th user within the transmission
period of K time slots is given by
yi =
M∑
m=1
X (sm)W
H
mhi + ni
= X (si)W
H
i hi︸ ︷︷ ︸
desired signal
+
M∑
m=1,m 6=i
X (sm)W
H
mhi + ni︸ ︷︷ ︸
interference plus noise
(16)
where
Wi , [wi1, . . . ,wiK ], K ∈ {1, 2, 4, 8} (17)
is the beamforming matrix, and ni,[ni1, . . . , niK ]T . We as-
sume that the noise vector ni at the i-th receiver is zero mean
spatially and temporally white circular complex Gaussian with
covariance matrix σ2i IK . The above system model can be
reformulated in the following equivalent form [44]
y˜i =
M∑
m=1
X (WHmhi)si + n˜i
= X (WHi hi)si+
M∑
m=1,m 6=i
X (WHmhi)sm︸ ︷︷ ︸
i˜i
+n˜i (18)
where
y˜i ,
[
yi1,−yi2, . . . ,−yiK
]T
, (19)
i˜i ,
M∑
m=1,m 6=i
X (WHmhi) sm, (20)
n˜i ,
[
ni1,−ni2, . . . ,−niK
]T
. (21)
In order to implement full-rate transmission and symbol-wise
decoding for each user, the code matrix X (WHi hi) has to
exhibit the orthogonality property (11). This however requires
that the virtual channel vector WHi hi becomes real-valued,
i.e., the condition
WHi hi ∈ R
K , ∀i = 1, . . . ,M (22)
holds. We remark that in general WHmhi is not real-valued for
m 6= i, and thus X (WHmhi) does not necessarily satisfy the
orthogonal property in (11). Note that our proposed scheme
is associated with a slight increase in the signaling overhead.
This is due to the fact that the receivers have to know their
individual composite channels for the decoding, i.e., the ith
user requires the knowledge of WHi hi. This signaling over-
head is also required in the rank-one and rank-two schemes,
however, the amount of signaling linearly grows with the code
dimension of K . In this sense, the increase in the signaling
overhead for our proposed scheme only applies to cases where
there is a clear benefit in using general rank beamforming.
In the following, we derive explicit expressions for the post
detection SINR of the symbols received at the destinations
under the assumption that condition (22) is satisfied and that
signal user detection is applied at the receivers. Towards this
aim, we introduce the following useful lemma.
Lemma 1. Assume that ψ and ω are a real and a complex
vector both with the dimension K × 1, respectively. Let
Φ , XH(ψ)X (ω)XH(ω)X (ψ) where X (·) is a K×K real-
valued OSTBC structure that fulfils (11). Then
[Φ]kk = ‖ψ‖
2
2‖ω‖
2
2 ∀k = 1, . . . ,K (23)
where [Φ]kk is the k-th diagonal element of the matrix Φ.
Proof: Let X (ω) , Ω1+ jΩ2 where Ω1 and Ω2 are real
orthogonal matrices from the definition of X (ω). Then
X (ω)XH(ω) = (Ω1Ω
T
1 +Ω2Ω
T
2 ) + j(Ω2Ω
T
1 −Ω1Ω
T
2 )
= ‖ω‖22IR + j(Ω2Ω
T
1 −Ω1Ω
T
2 ). (24)
Hence
Φ = ‖ω‖22X
H(ψ)X (ψ)+jXH(ψ)(Ω2Ω
T
1 −Ω1Ω
T
2 )X (ψ)
= ‖ψ‖22‖ω‖
2
2IK+jX
H(ψ)(Ω2Ω
T
1 −Ω1Ω
T
2 )X (ψ). (25)
Since Φ is a Hermitian matrix and X (ψ) is a real matrix,
XH(ψ)(Ω2Ω
T
1 −Ω1Ω
T
2 )X (ψ) is a skew symmetric matrix,
i.e., its elements on the main diagonal are zero. Then the
equation (23) holds.
For an orthogonal matrix X (WHi hi), i.e., with WHi hi
satisfying (22), the transmitted symbol vector can be equalized
6as
sˆi =
1
‖WHi hi‖
2
2
XH(WHi hi)y˜i
= si +
1
‖WHi hi‖
2
2
XH(WHi hi)(˜ii + n˜i). (26)
Based on (26), the covariance matrix of the received interfer-
ence contained in sˆi is given by
R
(I)
i =
1
‖WHi hi‖
4
2
XH(WHi hi)E{˜ii˜i
H
i }X (W
H
i hi)
=
1
‖WHi hi‖
4
2
[
M∑
m=1,m 6=i
XH(WHi hi)X (W
H
mhi)×
XH(WHmhi)X (W
H
i hi)] (27)
and the covariance matrix of the noise in sˆi is given by
R
(N)
i =
1
‖WHi hi‖
4
2
XH(WHi hi)E{n˜in˜
H
i }X (W
H
i hi)
=
σ2i
‖WHi hi‖
2
2
IK . (28)
Substituting according to (22) the real-valued vector ψ =
WHi hi and complex vector ω =WHmhi in (27) and applying
Lemma 1, the interference power of the i-th user in the k-th
time slot can be expressed as
[R
(I)
i ]kk =
1
‖WHi hi‖
2
2
∑
m 6=i
‖WHmhi‖
2
2. (29)
With (28) and (29), the post detection SINR corresponding to
symbol sik is given by
SINR(sik) ,
E{siks
⋆
ik}
[R
(I)
i ]kk + [R
(N)
i ]kk
=
‖WHi hi‖
2
2
M∑
m=1,m 6=i
‖WHmhi‖
2
2 + σ
2
i
. (30)
We note that the expression in (30) is independent of the time
index k and hence for the i-th user the post detection SINR is
identical for all symbols in the OSTBC block. Thus we denote
SINRi = SINR(sik). For simplicity of presentation, the SINR
constraints in the general rank approach can be written in a
similar form as in the rank-one beamforming approach of (3b),
i.e.,
M∑
m=1
Tr(AimWmW
H
m)Di bi ∀i = 1, . . . ,M (31)
where Aim is defined in (4).
Since each symbol appears only once in each row of
the code matrix X (si), c.f. (12)-(14), the transmitted power
towards the i-th user in the k-th time slot can be computed as
Pik = E{e
H
k X (si)W
H
i WiX
H(si)ek}
= Tr(WiE{X
H(si)eke
H
k X (si)}W
H
i )
= Tr(WiW
H
i ) (32)
where ek is the k-th column of the N × N identity matrix.
Similarly we observe that the transmitted power Pik is identi-
cal in all K time slots. Let Pi = Pik represent the transmitted
power towards the i-th user in each time slot. Then the total
transmitted power in each time slot amounts to
M∑
i=1
Pi =
M∑
i=1
Tr(WiW
H
i ). (33)
With multiple beamformers designed for each user instead of
a single one, the additional shaping constraints in (3c) can be
expressed as
M∑
m=1
K∑
k=1
wHmkAlmwmk
=
M∑
m=1
Tr(WHmAlmWm)
=
M∑
m=1
Tr(AlmWmW
H
m)Dl bl
∀l =M + 1, . . . ,M + L. (34)
IV. THE POWER MINIMIZATION PROBLEM
In this section, we consider the problem of minimizing
the total transmitted power per time slot subject to SINR
constraints at each user and additional shaping constraints on
the beamformers. Taking into account that according to (22)
the virtual channel vector WHi hi must be real-valued in order
to satisfy the orthogonality property for simple decoding, the
optimization problem is formulated in the following form
min
{Wi}Mi=1
M∑
i=1
Tr(WiW
H
i ) (35a)
s.t.
M∑
m=1
Tr(AlmWmW
H
m)Dl bl
∀l = 1, . . . ,M + L (35b)
WHi hi ∈ R
K , ∀i = 1, . . . ,M. (35c)
We remark that as a special case, the Alamouti code can
be employed in our proposed scheme without the need of
imposing the constraint (35c), since the Alamouti code satisfies
the orthogonality property of (11) for an arbitrary complex
vectors u while achieving full rate. In this case the proposed
scheme becomes similar to the rank-two schemes proposed in
[32]–[37].
A. Phase Rotation Invariance Property
To solve the problem (35), we first consider a relaxed
problem of (35) by removing the constraints (35c). Let W⋆i ,[
wi⋆1 , . . . ,w
i⋆
K
]
denote an optimal solution of the relaxed
optimization problem of (35) in which constraint (35c) is
omitted. Then we can perform the phase rotation on {W⋆i }Mi=1
according to
W′⋆i ,W
⋆
iΘi (36)
where the diagonal matrix Θi is given by
Θi , diag{ exp(j∠(w⋆Hi1 hi)),. . .,exp(j∠(w⋆HiK hi))}. (37)
7Since {W′⋆i }Mi=1 satisfies all the constraints in (35), including
constraint (35c), it is a feasible solution to the unrelaxed
problem (35). As the total transmitted power associated with
{W′⋆i }
M
i=1 is the same as that associated with the optimal
solution {W⋆i }Mi=1, we conclude that {W′⋆i }Mi=1 is an optimal
solution to the original problem (35). In other words, relaxing
the real-valued requirements expressed in constraints (35c)
in the beamforming problem (35) results in an equivalent
problem. An optimal solution for the original problem can
always be computed from the solution of the relaxed problem
by applying the phase rotation proposed in (36). Therefore,
we can, without loss of generality, omit constraint (35c) when
solving (35).
B. SDR Approach
Let us define the variable transformation
Xi ,WiW
H
i . (38)
Then substituting Xi in (35) and adding the constraints
Xi  0 (39a)
rank(Xi) ≤ K, ∀i = 1, . . . ,M (39b)
to ensure that the transformation (38) exists, problem (35)
(with relaxed constraint (35c)) converts to a rank constrained
semidefinite program
min
{Xi}Mi=1
M∑
i=1
Tr(Xi) (40a)
s.t.
M∑
m=1
Tr(AlmXm)Dlbl,∀l=1,. . . ,M+L (40b)
Xi  0, (40c)
rank(Xi) ≤ K, ∀i = 1, . . . ,M. (40d)
We remark that problem (40) is identical to problem (9)
except for the rank constraint. While in the latter problem
the optimization variable Xi is restricted to the set of rank-
one matrices, in our proposed formulation (40) the rank of the
matrix must not exceed K . This shows that the feasible set
of our proposed beamforming approach is greater than that of
the conventional one.
Since the rank constraints in (40) are non-convex, we
employ the SDR approach [4] to obtain a relaxed convex
optimization problem in which the rank constraints in (40d)
are omitted,
min
{Xi}Mi=1
M∑
i=1
Tr(Xi) (41a)
s.t.
M∑
m=1
Tr(AlmXm)Dlbl,∀l=1,. . . ,M+L (41b)
Xi  0, ∀i = 1, . . . ,M. (41c)
For later reference, we also provide the Lagrange dual
problem of (41) which has the following form [24]
max
{ηl}
M+L
l=1
M+L∑
l=1
ηlbl
s.t. Zi = I−
M+L∑
l=1
ηlAli  0 ∀i = 1, . . . ,M
ηl D
∗
l 0 ∀l = 1, . . . ,M + L (42)
where
D∗l ,


≥ if Dl is ≥
unrestricted4 if Dl is =
≤ if Dl is ≤
. (43)
Note that, according to our previous observation, problem (41)
is identical to the SDR of the rank-one beamforming problem
(9). Therefore, the complexity at the transmitter side does not
differ from that of the rank-one and rank-two schemes. This
is due to the observation that the computational complexity of
the proposed general rank approach mainly consists in solving
(40), which is the same as in the rank-one and rank-two
approaches. Problem (41) belongs to the class of separable
semidefinite programming (SDP) problems [24], [25] and can
be solved efficiently using solvers such as CVX [39], [40].
Denote {X⋆i }Mi=1 as an optimal solution to the problem (41).
Then we can apply the rank reduction algorithm proposed in
[24] and [25] with the input {X⋆i }Mi=1 to reduce the rank of the
optimal solution. A detailed description of the rank reduction
procedure for general rank matrices is provided in Section V.
V. BEAMFORMING MATRICES GENERATION
In this section, we derive a sufficient condition on the max-
imum number of shaping constraints under which a solution
to (35) can always be obtained from the SDR solution. In this
context, we adapt the rank reduction algorithm of [24], [25]
with modified stopping criteria for its application in general
rank beamforming. Then we address the issue of determining
the smallest code dimension K for all downlink users based
on the output of the rank reduction procedure. In the case that
a SDR solution after the rank reduction procedure has a rank
greater than eight, a randomization procedure is proposed to
obtain a suboptimal solution to the problem (35).
A. Rank Reduction Procedure
The rank reduction procedure for general separable SDP
of form (9) has been proposed in [24], [25]. By employing
a modified stopping criteria, the rank reduction procedure is
applied to compute a rank reduced solution from any optimal
solution of (41).
Let {X⋆i }Mi=1 denote a solution of the SDR problem (41).
The rank reduction algorithm successively reduces the rank
of {X⋆i }Mi=1 as follows. Introducing the factorization X⋆i ,
QiQ
H
i where rank(X⋆i ) = rank(Qi) = Ki. Starting from the
4i.e., the constraint is omitted.
8given solution, the algorithm solves the following homoge-
neous system of equations corresponding to (41b)
M∑
m=1
Tr(QHmAlmQm∆m) = 0 l ∈ {1, . . . ,M + L} (44)
where ∆m ∈ CKm×Km represents an unknown arbitrary
Hermitian matrix. The number of real unknowns in (44) equals
M∑
i=1
rank2(X⋆i ), whereas the number of equations in (44) is
M +L. Hence (44) must admit a nontrivial solution when the
following inequality [24], [25]
M∑
i=1
rank2(X⋆i ) =
M∑
i=i
K2i ≤M + L (45)
is violated. A solution {X˜⋆i }Mi=1 that exhibits a reduced rank
can then be computed as
X˜
⋆
i = Qi(I−
1
δmax
∆i)Q
H
i (46)
where δmax is the largest eigenvalue of all the matrices
of {∆i}Mi=1 that satisfy (44). In [24], the above steps are
repeated by assigning {X˜⋆i }Mi=1 to be a new input of the
algorithm until the inequality (45) is fulfilled. However, in
our approach the rank reduction procedure is stopped after
the maximum number of iterations max iter is reached. The
modified stopping criteria ensures that the ranks of {X˜⋆i }Mi=1
cannot be further reduced when max iter is set as follows
max iter =
M∑
i=1
rank(X⋆i )−M, (47)
while the ranks still could be reducible if the stopping criteria
in [24] is employed. Note that for each iteration it requires
to solve a homogeneous system of linear equations, matrix
decomposition and singular value decomposition. But com-
pared with the optimization problem (41), the operation cost
of the iterations is comparatively small. The rank reduction
procedure is summarized in Algorithm 1.
Next we derive conditions on the number of additional
shaping constraints and the code dimension K of the real-
valued OSTBC for which optimal beamforming solution can
always be obtained. These conditions are stated by the follow-
ing lemma.
Lemma 2. Assume that the relaxed problem (41) and its dual
(42) are solvable5 and that the condition
L ≤ (K + 1)2 − 2 (48)
is satisfied, then there always exists an optimal solution X⋆i
for problem (41) with rank(X⋆i ) ≤ K for all i = 1, . . . ,M .
Proof: We follow a similar line of argument as in [24] and
prove Lemma 2 by contradiction. Assume that (48) is satisfied
5
“solvable” means that a bounded optimal value of the optimization
problem can be obtained [24].
Algorithm 1 Rank reduction procedure
Input {X⋆i }Mi=1 an optimal solution to the problem (41),
{Alm}m=1,...,M ;l=1,...,M+L,
max iter maximum number of iterations;
Output {X⋆i }Mi=1 such that the rank of any of the matrices
{X⋆i }
M
i=1 cannot be further reduced;
while Number of iterations ≤ max iter do
Decompose X⋆i = QiQHi ∀i = 1, . . . ,M ;
Find a non-zero solution of the equation (44);
if (44) does not admit a nontrivial solution then
break
else
Let δmax , max1≤l≤Km
1≤i≤M
{|δli|} where δli is
the l-th eigenvalue of ∆i;
Set X⋆i = Qi(I− 1δmax∆i)Q
H
i ∀i = 1, . . . ,M ;
end if
end while
and there exists a matrix X⋆j with rank(X⋆j ) > K for some j
such that the matrices 6 {X⋆i }Mi=1 satisfy (45). Then
M∑
i=1
rank2(X⋆i )
(a)
≥ M − 1 + (K + 1)2
(b)
> M + L (49)
where strict equality holds in “(a)” if and only if there are
M−1 rank-one matrices in {X⋆i }Mi=1 and the last matrix has
rank K+1, and the strict inequality in “(b)” follows from (48).
The inequality (49) however contradicts our assumption that
(45) is fulfilled. Hence all the matrices {X⋆i }Mi=1 must have
ranks less than or equal to K . We conclude that the maximum
number of additional shaping constraints L for which a rank
less than or equal to K can be obtained is given by
L = (K + 1)2 − 2. (50)
Lemma 2 indicates that we can always find an optimal
solution to problem (35) by using the SDR approach and the
rank reduction procedure described in Algorithm 1 if condition
(50) is satisfied. From (50), we can calculate the maximum
numbers of additional shaping constraints for different choices
of K ∈ {1, 2, 4, 8} as listed in Table I such that an optimal
solution to problem (35) can always be obtained. We observe
from Table I that our proposed scheme can accommodate a
maximum number of 79 additional shaping constraints which
corresponds to the choice of the code dimension K = 8.
Since a smaller code size of the real-valued OSTBC matrix
results in a shorter decoding latency at the receiver side,
we seek to obtain the smallest value of K for all downlink
users based on the output of the rank reduction procedure in
Algorithm 1. If the updated {X⋆i }Mi=1 after the rank reduction
procedure satisfies rank(X⋆i ) ≤ 8 for all i = 1, . . . ,M , then
6We observe that none of the matrices {X⋆i }Mi=1 are zero matrices, as
otherwise at least one of the SINR constraints in (31) would be violated due to
the positive semidefiniteness of {X⋆i }Mi=1 and the definition of {Aim}Mi,m=1
in (4). Hence all the matrices {X⋆i }Mi=1 must have a rank greater than or equal
to one.
9Number of beamformers Number of additional
per user K shaping constraints
1 2
2 7
4 23
8 79
TABLE I: Number of additional shaping constraints
the smallest number K is chosen from K ∈ {1, 2, 4, 8} such
that
K ≥ rank(X⋆i ) ∀i = 1, . . . ,M. (51)
The corresponding beamforming matrices are then obtained as
W⋆i = [Qi, 0N×(K−rank(X⋆i )] (52)
where X⋆i = QiQHi with Qi ∈ CN×rank(X
⋆
i )
.
B. General Rank Randomization Procedure
In the case that (41) is feasible, (48) is violated and if at least
one of the matrices in {X⋆i }Mi=1, after rank reduction, exhibits a
rank greater than eight, the following randomization technique
which involves a power control problem could be applied
to generate a feasible but generally suboptimal beamforming
solution for problem (35). Note that the randomization proce-
dure may lead to an infeasible solution if the power control
problem is infeasible. Note that the randomization procedure
may not find a feasible suboptimal solution if the power
control problem for each randomization sample is infeasible.
Let us decompose the matrices {X⋆i }Mi=1 into
X⋆i = UiΣiU
H
i . (53)
The corresponding beamforming matrices {W¯i}Mi=1 are then
randomly generated according to
W¯i , [w¯i1, w¯i2, . . . , w¯i8] = UiΣ
1/2
i Λi (54)
where Λi is the N×8 matrix whose elements are drawn from
an i.i.d. complex circular Gaussian distribution with zero mean
and unit variance. Note that the instances of the beamforming
matrices {W¯i}Mi=1 generated in (54) are generally not feasible
for problem (35). In order to compute a feasible solution with
spatial characteristics corresponding to {W¯i}Mi=1, a power
control problem involving linear programming is solved. The
randomization procedure is summarized in Algorithm 2.
With the rank reduction procedure in Algorithm 1 and the
randomization procedure in Algorithm 2, a solution to problem
(35) can be computed following the procedure summarized in
Algorithm 3.
VI. SIMULATIONS
Four simulation examples are provided to demonstrate the
performance of our proposed downlink beamforming scheme
with a large number of additional shaping constraints of
different types. We assume that the base station is equipped
with a uniform linear array (ULA), and the transmit antennas
are spaced half wavelength apart. According to our system
model, accurate CSI for all users and terminals is available
Algorithm 2 Randomization procedure
Input {X⋆i }Mi=1 with ranks greater than 8 for some i,
Nrand number of iterations,
Popt optimal value of the power control problem;
Output The scaled beamforming matrices
of the problem (41);
Set K = 8, Popt = +Inf;
for k = 1 to Nrand do
Obtain W¯i according to (54);
Solve the power control problem;
if The optimal value is less than Popt then
Set Popt to be equal to the optimal value and
store the scaled beamforming matrices
else
Discard the matrices {W¯i}Mi=1;
end if
end for
Algorithm 3 Summary
Input {X⋆i }Mi=1 an optimal solution to the problem (41);
Output {W⋆i }Mi=1 beamforming matrices of the problem
(35), K number of beamformers per user;
if rank(X∗i ) > 1 for some i then
Apply Algorithm 1 to obtain the rank-reduced
matrices {X⋆i }Mi=1;
end if
if rank(X⋆i ) ≤ 8 ∀i = 1, . . . ,M then
Choose K to be the smallest number out of {1, 2, 4, 8}
such that rank(X∗i ) ≤ K ∀i = 1, . . . ,M ;
Decompose {X⋆i }Mi=1 to obtain {W⋆i }Mi=1 using (52);
else
Apply Algorithm 2 to obtain suboptimal
beamforming matrices {W⋆i }Mi=1;
end if
Rotate matrices {W⋆i }Mi=1 if necessary according to (22).
at the transmitter. The noise powers of the downlink users in
all examples are assumed to be σ2i = 0.1 for i = 1, ...,M .
We also declare that rank(X⋆m) = ξ if the (ξ+1)-th largest
eigenvalue is smaller than 0.01% of the sum of all eigenvalues.
A. Example 1
In the first example, we consider the design of downlink
beamformers with external wireless charging terminals. Con-
sidering a line-of-sight transmission scenario, we assume that
three downlink users (M = 3) connected to the base station
are located at directions θ1 = −5◦, θ2 = 10◦ and θ3 = 25◦
relative to the array broadside of the serving base station.
The number of antennas at the base station is 12 (N = 12).
We assume that there are 22 charging terminals, which are
centered around
ϑ4,...,14 = [− 80
◦,−75◦,−70◦,−65◦,−60◦,−55◦,
− 45◦,−35◦,−25◦,−8◦,−2◦] (55)
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Fig. 1: The ranks of the matrices X⋆1 (left bar), X⋆2 (middle
bar), X⋆3 (right bar) after the rank reduction procedure.
and
ϑ15,...,25 = [12
◦, 18◦, 35◦, 45◦, 50◦, 55◦,
60◦, 65◦, 70◦, 75◦, 80◦] (56)
relative to the serving base station of the cell under considera-
tion. For all downlink users and charging terminals, the spatial
signatures are modeled as
h(θm) =
[
1, ejπ sin(θm), . . . , ejπ(N−1) sin(θm)
]T
m ∈ {1, . . . , 25}, (57)
i.e., the path loss of all downlink users and charging terminals
is identical [24]. To make our simulation results more mean-
ingful, we randomly vary the locations of the downlink users
and the charging terminals in different Monte-Carlo runs, i.e.,
the angles of departure at the base station are simulated as
θm = ϑm +∆θm m ∈ {1, . . . , 25}, (58)
where the random variations ∆θm drawn from a uniformly
distributed within the interval [−0.25◦, 0.25◦]. We use the
additional shaping constraints in (41b) to ensure predefined
charging power levels at the l-th charging terminal in each
time slot where Alm = h(θl)hH(θl) for m = 1, ...,M and
l = 4, ..., 25. We set the minimum power threshold bl to be
5dB for each charging terminal and Dl = ≥. The SINR targets
γi at the individual downlink users are varied between 0dB and
10dB. The simulation results are averaged over 300 Monte-
Carlo runs. In each run, the number of randomization instances
is set to 300 for all approaches if necessary.
The ranks of the solution matrices of the relaxed problem
(41) after the rank reduction procedure are plotted in Fig. 1.
According to the reduced rank property provided in Table II,
the code dimension is selected as K = 4. It can be analytically
proven from a power scaling argument that problem (41) , in
the case of power charging constraints, is always feasible for
all approaches. In Fig. 2 we display the total transmitted power
per time slot at the base station versus the SINR for different
approaches. As shown in Fig. 2, the proposed general rank
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Fig. 2: Transmitted power per time slot at the base station.
beamforming approach outperforms the competing approaches
in terms of transmitted power. In the low SINR region, the
gap between the rank-one and rank-two approaches and the
proposed approach is large, because as shown in Fig. 1, most
of the solution matrices are of high rank (≥2) and thus the
suboptimal randomization approximation is performed in the
rank-one and rank-two approaches. In the high SINR region,
the gaps between different approaches decrease because as
shown in Fig. 1, the percentage of rank-one solution matrices
increases which results in an increased number of optimal
solutions for all approaches.
B. Example 2
In the second example, we consider the downlink beam-
former design according to problem (41) for beam pattern (BP)
with smooth and flat sidelobes to reduce the interference to
co-channel users. We assume that in our simulation scenario
the base station consists of 18 antennas (N = 18). In this
simulation the locations of three downlink users (M = 3) are
the same as in the previous example, i.e., θ1 = −5◦, θ2 = 10◦
and θ3 = 25◦. The SINR thresholds of downlink users are set
to γi = 10dB. Moreover, we assume that nineteen co-channel
users connected to a neighboring base station are present in
the scenario, which are located at
µ1,...,19 = [−89.375
◦,−80◦,−70.625◦,−61.25◦,−51.875◦,
− 42.5◦,−33.125◦,−23.75◦,−14.375◦, 2◦, 3◦, 17◦, 18◦,
34.375◦, 43.75◦, 53.125◦, 62.5◦, 71.875◦, 81.25◦]. (59)
The channel propagation model is the same as defined in (57).
The interference power at the direction µl relative to the base
station in each time slot can be written as
f(µj) =
M∑
m=1
Tr(A(j+3)mXm) (60)
where A(j+3)m = h(µj)hH(µj) for m = 1, ...,M and j =
1, ..., 19. In our beamformer design, the interference power
is upper bounded by bj+3 = 0.1 and Dj+3 = ≤ for j =
11
X⋆
1
X⋆
2
X⋆
3
Original rank in (41) 14 15 15
Reduced rank 2 3 4
TABLE II: Rank property before and after applying rank
reduction algorithm.
1, ..., 19. In addition to these constraints, we guarantee that the
interference power at the direction µl attains a local minimum
value by adding interference derivative constraints, i.e., the
interference in the vicinity of the constraint directions remains
approximately constant if
−ǫa ≤
df(µj)
dµj
≤ ǫa and
d2f(µj)
dµ2j
> 0
j ∈ {1, . . . , 19} (61)
where the threshold is set to ǫa = 10−5,
df(µj¯)
dµj¯
=
M∑
m=1
Tr(A(j+3)mXm), j ∈ {20, . . . , 38} (62)
and
d2f(µj¯)
dµ2
j¯
=
M∑
m=1
Tr(A(j+3)mXm), j ∈ {58, . . . , 76} (63)
are satisfied, for m = 1, ...,M ,
A(j+3)m=


dh(µj¯)
dµj¯
hH(µj¯)+h(µj¯)
dhH(µj¯)
dµj¯
, j = 20, ..., 38
dh(µj¯)
dµj¯
hH(µj¯)+h(µj¯)
dhH(µj¯)
dµj¯
, j = 39, ..., 57
h(µj¯)
d2hH(µj¯)
dµ2
j¯
+
d2h(µj¯)
dµ2
j¯
hH(µj¯)+
2
dh(µj¯)
dµj¯
dhH(µj¯)
dµj¯
, j = 58, ..., 76
(64)
bj+3 =


ǫa, j = 20, ..., 38
−ǫa, j = 39, ..., 57
0, j = 58, ..., 76
(65)
Dj+3 =


≤, j = 20, ..., 38
≥, j = 39, ..., 57
≥, j = 58, ..., 76
(66)
with j¯ , j mod 19, i.e., the remainder of j divided by 19.
The received sum power at direction θ relative to the base
station, referred to as the sum BP, is defined as
M∑
m=1
‖h(θ)W⋆m‖22 (67)
where W⋆m is the rank reduced solution given in (52).
The BPs are presented in Fig. 3, and the rank properties of
the solution matrices are provided in Table II. Note that there
is a total number of 76 additional shaping constraints in this
simulation. According to Lemma 2, we can find an optimal
solution to the optimization problem (41) with the rank less
than or equal to 8 by using the rank reduction procedure. Based
on the results in Table II, we select the code dimension K = 4.
As shown in Fig. 3, the proposed approach is capable of
coping with a large number of additional shaping constraints.
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Fig. 3: User BPs and sum BP with smoothed and suppressed
sidelobes.
Furthermore, as listed in Table II, the ranks of the solution
matrices have been significantly reduced which demonstrate
the effectiveness of the rank reduction procedure.
C. Example 3
The same scenario as in Example 2 is considered to
perform a comparison between our proposed approach with
the conventional rank-one and rank-two approaches. All
location parameters remain unchanged. Furthermore, we
assume that all angles of departures are also subject to
variations in different Monte-Carlo runs, which are defined
in the same way as in Example 1. The required SINRs γi
at the downlink users are uniformly varied between 0dB
and 5dB. The results are averaged over 300 independent
Monte-Carlo runs and the number of randomization instances
in each run is set to 100 for all approaches if necessary. The
feasibility percentage of all approaches is displayed in Fig.
4. From Fig. 4, we observe that the proposed approach is
always feasible for different SINR thresholds. In contrast to
this, the feasibility of the rank-one and rank-two approaches
decreases with increasing SINR thresholds. This demonstrates
that our proposed approach has a wider feasibility range
compared to existing approaches. The ranks of the solution
matrices of the relaxed problem (41) after the rank reduction
procedure are plotted in Fig. 5. As shown in Fig. 4, when
γi < 3dB, all three approaches are feasible. This is due
to the fact that in this case, as shown in Fig. 5, rank-one
solutions are obtained for all approaches. In other words,
optimal solutions are obtained for all approaches and thus
the performance obtained from all approaches is identical.
Therefore, when γi < 3dB, the code dimension for our
proposed method is chosen as K = 1. In contrast to this
when γi ≥ 3dB we observe from Fig. 5 that the rank of the
optimal solutions takes different values in the range between
one and five. Thus in contrast to the rank-one and rank-two
beamforming approaches if a rank larger than two is obtained,
our proposed approach retains the optimality property and
12
Fig. 4: The feasibility percentage of all approaches.
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Fig. 5: The ranks of the matrices X⋆1 (left bar), X⋆2 (middle
bar), X⋆3 (right bar) after the rank reduction procedure.
yields feasible solutions while the competing approaches yield
suboptimal solutions or even become infeasible for γi ≥ 3dB.
D. Example 4
The aim of the fourth example is to demonstrate the
interference power suppression at each co-channel user to a
fraction of its maximum value. In this example the concept of
relaxed nulling is used to formulate the additional (indefinite)
shaping constraints for interference power limitation [21]. The
base station under consideration is equipped with a ULA of
15 antennas that are spaced half wavelength apart (N = 15).
Three downlink users served by the base station are located
at θ1 = −15◦, θ2 = 5◦ and θ3 = 25◦ relative to the base
station. We assume that twenty two co-channel users served
by neighboring base stations are present in our scenario which
are located at the same position as in (55) and (56). We set the
SINR thresholds to the same value as in Example 2. Similarly,
the spatial signatures are modeled according to (57). We limit
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Fig. 6: User BPs and sum BP of downlink beamforming
problem subject to interference power constraints.
the interference power to the coexisting users by the following
constraints
Tr(h(θj)h(θj)
HXi) ≤ β‖h(θj)‖
2
2Tr(Xi)
∀i = 1, 2, 3, ∀j = 4, . . . , 25 (68)
where β ≪ 1 is an interference constraint parameter. The
above constraints can be reformulated into the form of (41b)
where, for m˜,m = 1, ..., 3,
A(22(m˜−1)+j)m=
{
β‖h(θj)‖
2
2I− h(θj)h(θj)
H , m˜ = m
0, m˜ 6= m
(69)
bn+3 = 0, (70)
Dn+3 =≥, n = 1, ..., 66; j = 4, ..., 25. (71)
We note that the matrix Alm is either zero or indefinite for
l = 4, ..., 69,m = 1, ..., 3 and there is a total number of
66 additional shaping constraints in this simulation. In the
simulation, β is chosen to be 0.5%. As shown in Fig. 6, the
interference power at the locations of the coexisting users is
limited to a reasonable level.
VII. CONCLUSION AND OUTLOOK
In the paper, we propose a general rank beamforming
approach for the multiuser downlink beamforming problem
with additional shaping constraints. The general rank approach
increases the degrees of freedom in the beamformer design by
using high dimensional full-rate real-valued OSTBC. In our
proposed approach, an optimal solution can be obtained when
the ranks of all SDR solution matrices are less than or equal
to eight after the rank reduction procedure. Moreover, in our
scheme an optimal solution for the original problem can be
found when the number of additional shaping constraints is
less than or equal to 79. The range of applications for our
proposed beamforming scheme is hence much wider than that
of the conventional rank-one and rank-two approaches. Our
proposed general rank beamforming framework exhibits an
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underlying optimization problem structure that is similar to
that of the conventional rank-one and rank-two beamforming
approaches. This allows a simple extension of the approach to
existing robust beamforming designs, e.g., in the practically
important case of inaccurate CSI, maintaining the benefits of
increased degrees of freedom available in the proposed general
rank beamforming approach. All the results presented in this
paper can be extended to QCQP problems with double-sided
constraints considered in [45] as an interesting topic of future
research.
VIII. ACKNOWLEDGEMENT
This work was supported by the Seventh Framework Pro-
gramme for Research of the European Commission under
grant number ADEL-619647.
REFERENCES
[1] E. Dahlman, S. Parkvall, and J. Skold, 4G: LTE/LTE-Advanced for Mo-
bile Broadband: LTE/LTE-Advanced for Mobile Broadband. Elsevier
Science, 2011.
[2] A. F. Molisch, Wireless communications. John Wiley and Sons Ltd,
2011.
[3] F. Rashid-Farrokhi, K. R. Liu, and L. Tassiulas, “Transmit beamforming
and power control for cellular wireless systems,” IEEE Journal on
Selected Areas in Communications, vol. 16, no. 8, pp. 1437–1450, Oct.
1998.
[4] M. Bengtsson and B. Ottersten, “Optimal downlink beamforming using
semidefinite optimization,” in Annual Allerton Conference on Commu-
nication, Control and Computing, vol. 37, 1999, pp. 987–996.
[5] ——, “Optimal and suboptimal transmit beamforming,” Handbook of
Antennas in Wireless Communications, 2001.
[6] M. Schubert and H. Boche, “Solution of the multiuser downlink beam-
forming problem with individual SINR constraints,” IEEE Transactions
on Vehicular Technology, vol. 53, no. 1, pp. 18–28, Jan. 2004.
[7] A. Wiesel, Y. C. Eldar, and S. Shamai, “Linear precoding via conic
optimization for fixed MIMO receivers,” IEEE Transactions on Signal
Processing, vol. 54, no. 1, pp. 161–176, Jan. 2006.
[8] A. B. Gershman, N. D. Sidiropoulos, S. Shahbazpanahi, M. Bengts-
son, and B. Ottersten, “Convex optimization-based beamforming: From
receive to transmit and network designs,” IEEE Signal Processing
Magazine, vol. 27, no. 3, pp. 62–75, May 2010.
[9] S. Haykin, “Cognitive radio: Brain-empowered wireless communica-
tions,” IEEE Journal on Selected Areas in Communications, vol. 23,
no. 2, pp. 201–220, Feb. 2005.
[10] J. Y. A. Zhang and A. M.-C. So, “Optimal spectrum sharing in MIMO
cognitive radio networks via semidefinite programming,” IEEE Journal
on Selected Areas in Communications, vol. 29, no. 2, pp. 362–373, Feb.
2011.
[11] S. M. Cai and Y. Gong, “Cognitive beamforming for multiple secondary
data streams with individual MIMO constraints,” IEEE Transactions on
Signal Processing, vol. 61, no. 17, pp. 4189–4198, Sep. 2013.
[12] V. Chandrasekhar, J. G. Andrews, and G. A., “Femtocell networks: A
survey,” IEEE Communications Magazine, vol. 46, no. 9, pp. 59–67,
Sep. 2008.
[13] D. Oh, H. Lee, and Y. Lee, “Power control and beamforming for
femtocells in the presence of channel uncertainty,” IEEE Transactions
on Vehicular Technology, vol. 60, no. 6, pp. 2545–2554, Jun. 2011.
[14] K.-Y. Wang, N. Jacklin, Z. Ding, and C.-Y. Chi, “Robust MISO transmit
optimization under outage-based qos constraints in two-tier hetero-
geneous networks,” IEEE Transactions on Wireless Communications,
vol. 12, no. 4, pp. 1883–1897, Apr. 2013.
[15] A. Khisti and G. W. Wornell, “Secure transmission with multiple
antennas I: The MISOME wiretap channel,” IEEE Transactions on
Signal Processing, vol. 61, no. 1, pp. 170–181, Jan. 2013.
[16] S. A. A. Fakoorian and A. L. Swindlehurst, “Competing for secrecy in
the MISO interference channel,” IEEE Transactions on Signal Process-
ing, vol. 61, no. 1, pp. 170–181, Jan. 2013.
[17] ——, “On the optimality of linear precoding for secrecy in the MIMO
broadcast channel,” IEEE Journal on Selected Areas in Communications,
vol. 31, no. 9, pp. 1701–1713, Sep. 2013.
[18] C. K. Ho and R. Zhang, “Optimal energy allocation for wireless
communications with energy harvesting constraints,” IEEE Transactions
on Wireless Communications, vol. 60, no. 9, pp. 4808–4018, Sep. 2012.
[19] S. Zhang, A. Seyedi, and B. Sikdar, “An analytical approach to the
design of energy harvesting wireless sensor nodes,” IEEE Transactions
on Wireless Communications, vol. 12, no. 8, pp. 4010–4024, Aug. 2013.
[20] C. Xing, N. Wang, J. Ni, Z. Fei, and J. Kuang, “MIMO beamforming
designs with partial CSI under energy harvesting constraints,” IEEE
Signal Processing Letters, vol. 12, no. 8, pp. 4010–4024, Aug. 2013.
[21] D. Hammarwall, M. Bengtsson, and B. Ottersten, “On downlink beam-
forming with indefinite shaping constraints,” IEEE Transactions on
Signal Processing, vol. 54, no. 9, pp. 3566 –3580, Sep. 2006.
[22] ——, “An efficient algorithm for solving the downlink beamforming
problem with indefinite constraints,” in IEEE International Conference
on Acoustics, Speech, Signal Processing (ICASSP 2005), vol. 4, 2005,
pp. iv/905–iv/908.
[23] M. Palola, H. Saarnisaari, M. Heikkila, J. Prokkola, T. Kippola, T. Han-
ninen, M. Jokinen, and S. Yrjola, “Cognitive radio trial environment:
First live authorized shared access-based spectrum-sharing demonstra-
tion,” IEEE Vehicular Technology Magazine, vol. 8, no. 3, pp. 30–37,
Sep. 2013.
[24] Y. Huang and D. Palomar, “Rank-constrained separable semidefinite
programming with applications to optimal beamforming,” IEEE Trans-
actions on Signal Processing, vol. 58, no. 2, pp. 664–678, Feb. 2010.
[25] ——, “A dual perspective on separable semidefinite programming with
applications to optimal downlink beamforming,” IEEE Transactions on
Signal Processing, vol. 58, no. 8, pp. 4254–4271, Aug. 2010.
[26] E. Karipidis, N. D. Sidiropoulos, and Z. Q. Luo, “Quality of service
and max-min fair transmit beamforming to multiple cochannel multicast
groups,” IEEE Transactions on Signal Processing, vol. 56, no. 3, pp.
1268–1279, Mar. 2008.
[27] Z.-Q. Luo, W.-K. Ma, A.-C. So, Y. Ye, and S. Zhang, “Semidefinite
relaxation of quadratic optimization problems,” IEEE Signal Processing
Magazine, vol. 27, no. 3, pp. 20–34, May 2010.
[28] G. Jongren, M. Skoglund, and B. Ottersten, “Combining beamforming
and orthogonal space-time block coding,” IEEE Transactions on Infor-
mation Theory, vol. 48, no. 3, pp. 611–627, Mar. 2002.
[29] S. Zhou and G. Giannakis, “Optimal transmitter eigen-beamforming
and space-time block coding based on channel mean feedback,” IEEE
Transactions on Signal Processing, vol. 50, no. 10, pp. 2599–2613, Oct.
2002.
[30] ——, “Optimal transmitter eigen-beamforming and space-time block
coding based on channel correlations,” IEEE Transactions on Informa-
tion Theory, vol. 49, no. 7, pp. 1673–1690, Jul. 2003.
[31] L. Liu and H. Jafarkhani, “Application of quasi-orthogonal space-time
block codes in beamforming,” IEEE Transactions on Signal Processing,
vol. 53, no. 1, pp. 54–63, Jan. 2005.
[32] S. X. Wu, A. M.-C. So, and W.-K. Ma, “Rank-two transmit beamformed
Alamouti space-time coding for physical-layer multicasting,” in IEEE
International Conference on Acoustics, Speech and Signal Processing
(ICASSP 2012), Mar. 2012, pp. 2793–2796.
[33] S. X. Wu, W.-K. Ma, and A. M.-C. So, “Physical-layer multicasting
by stochastic transmit beamforming and Alamouti space-time coding,”
IEEE Transactions on Signal Processing, vol. 61, no. 17, pp. 4230–4245,
Sep. 2013.
[34] X. Wen, K. Law, S. Alabed, and M. Pesavento, “Rank-two beamforming
for single-group multicasting networks using OSTBC,” in IEEE 7th
Sensor Array and Multichannel Signal Processing Workshop (SAM
2012), 2012, pp. 69–72.
[35] A. Schad, K. Law, and M. Pesavento, “A convex inner approximation
technique for rank-two beamforming in multicasting relay networks,”
in Proceedings of the 20th European Signal Processing Conference
(EUSIPCO 2012), Aug. 2012, pp. 1369–1373.
[36] K. Law, X. Wen, and M. Pesavento, “General-rank transmit beam-
forming for multi-group multicasting networks using OSTBC,” in IEEE
13th International Workshop on Signal Processing Advances in Wireless
Communications (SPAWC 2013), Jun. 2013.
[37] S. Ji, S. X. Wu, A. M.-C. So, and W.-K. Ma, “Multi-group multicast
beamforming in cognitive radio networks via rank-two transmit beam-
formed Alamouti space-time coding,” in IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP 2013), May 2013.
[38] S. M. Alamouti, “A simple transmit diversity technique for wireless
communications,” IEEE Journal on Selected Areas in Communications,
vol. 16, no. 8, pp. 1451–1458, Oct. 1998.
[39] M. Grant, S. Boyd, and Y. Ye, “CVX: Matlab software for disci-
plined convex programming,” Online accessiable: http://stanford. edu/˜
boyd/cvx, 2008.
14
[40] S. Boyd and L. Vandenberghe, Convex optimization. Cambridge
university press, 2004.
[41] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space-time block
codes from orthogonal designs,” IEEE Transactions on Information
Theory, vol. 45, no. 5, pp. 1456–1467, Jul. 1999.
[42] G. Pataki, “On the rank of extreme matrices in semidefinite programs
and the multiplicity of optimal eigenvalues,” Math. Operations Res.,
vol. 23, no. 2, pp. 339–358, 1998.
[43] D. P. Palomar and Y. Eldar, Convex Optimization in Signal Processing
and Communications. Cambridge, U.K.: Cambridge Univ. Press, 2010.
[44] H. Jafarkhani, Space-Time Coding: Theory and Practice, 1st ed. New
York, NY, USA: Cambridge University Press, 2005.
[45] Y. Huang and D. Palomar, “Randomized algorithms for optimal solutions
of double-sided QCQP with applications in signal processing,” IEEE
Transactions on Signal Processing, vol. 62, no. 5, pp. 1093–1108, Mar.
2014.
