We analyze the presumptions which lead to instabilities in theories of order higher than second. That type of fourth order gravity which 
Introduction
It is quite general belief that curvature squared terms, if added to the Einstein -Hilbert action, describe semiclassically quantum corrections to General Relativity. Further, there is no doubt that the existence of an inflationary period (exponential expansion of the cosmic scale factor) solves a lot of problems connected with the standard big bang model of the universe. So there is no wonder, that the Starobinsky model -curvature squared terms lead automatically to the desired inflationary period -enjoyed so much interest in recent years. Now, Simon and others formulated some reasons speaking against the Starobinsky model, the main reason is the fact that the field equation underlying the Starobinsky model is of fourth order.
It is the aim of the present paper to analyze those arguments, which are connected with higher ( = higher than second) derivative theories. The 80-pages article [1] entitled "The problem of nonlocality in string theory" discusses in its sct. 2 the "fundamental problems of nonlocality through the higher derivative limiting procedure". The principal result of its subsection 2.1. is that at least N − 1 of the solutions of a nondegenerate theory of order 2N carry negative energy. Eliezer and Woodard write: "The energy is therefore unbounded below for all nondegenerate, higher derivative theories". This leads to the instability observed in almost all fourth and higher order theories. The Starobinsky cosmological model follows from fourth order gravity, and so it seems to be a candidate for such an unstable theory, see e.g. ref. [2] which is entitled "No Starobinsky inflation from self-consistent semiclassical gravity". We analyze that part of the arguments which is connected with the higher order.
To this end we specialize the Ostrogradski approach [3] (which is a method to bring a higher order Lagrangian into Hamiltonian form -more recent work on this topic can be found in ref. [4] ) to fourth order theories in sct. 2 and give some intuitive examples. In sct. 3 we discuss the question, whether fourth order theories lead to a minimum or only to a saddle point of the action. In sct. 4, a method different from Ostrogradski's one is proposed to bring fourth order equations in a Hamiltonian form.
Then we are prepared to consider the Starobinsky model [5] in sct. 5.
The main problem comes from the R 2 -term, so we simplify in sct. 5.1. by discussing the high-curvature limit and derive the corresponding Wheeler de
Witt equation by the method described in sct. 4. Sct. 5.2. discusses the question of the superfluous degrees of freedom of fourth order gravity and sct. 5.3. gives the Starobinsky model in form of a power series not yet found in the literature. Sct. 6 is on sixth and higher order gravity. It is included to show which kind of problems additionally appear, if L = R + c 0 R 2 -gravity is intended to be the k = 0-truncation of a power series
We look for the Newtonian limit of that theory and generalize Simon's approach [2] to this Lagrangian (1.1) truncated at k = 1.
Sct. 7 discusses the results.
Ostrogradski's method for a fourth order system
We follow Ostrogradski [3] but use the notation published in ref. [1] which is more familiar to the present reader, and we specialize always to fourth order theories which follow from a nondegenerate Lagrangian of second order. So we consider a 1-dimensional point particle with position q(t) at time t. A dot denotes
and the Lagrangian is of the type L = L(q,q,q) (2.1) where q ∈ I, I = ∅ being a connected open subset of the space R of all reals, andq,q are allowed to cover all the reals. The momentum P 2 is defined by
In [1] , the Lagrangian L is defined to be nondegenerate if this eq. (2.2) can be solved forq which takes place, loosely speaking, iff To avoid discussions of differentiability, we simply require the three functions F = 0, G, K to be real analytic ones. Then eq. (2.2) becomes P 2 =q F (q,q) + G(q,q) (2.4) and it can be uniquely inverted tö q = P 2 − G(q,q) F (q,q) (2.5)
The Euler -Lagrange equation following from eq. (2.1) reads
Subsequently we write q (0) = q and q (n+1) =q (n) . Inserting eq. (2.3) into eq.
(2.6) we get an equation of the structure
where J is a real analytic function composed of F, G, and K. From eq. (2.7) the notion of nondegeneracy becomes apparent: The second order Lagrangian (2.1) is nondegenerate iff the Euler -Lagrange equation is a regular fourth order equation. The fact that we restricted the domain of q to the subset I of R is no real restriction because by a real analytic redefinitionq(q) we could getĨ = R. To get a Hamiltonian for this system, one needs a first order formulation with two coordinates. We define them as
The two conjugate momenta are
and P 2 defined by eqs.
is obtained via
With these definitions the canonical equationṡ
take place, and their validity implies the validity of the Euler -Lagrange equation (2.6) . Now the arguments of F, G, K are (Q 1 , Q 2 ) and we geṫ 2.12) and after some calculus
where dH/dt = 0 follows from eq. (2.6). So, H can be called the energy of the system. The essential point is that the energy is unbounded both below and above. This is directly seen from eq. (2.13) because H is a linear function in P 1 . Remark: In ref. [1] , it was argued that the problem lies in the fact that energy is unbounded below. More exactly one should say: unbounded below and above; supposed, energy is unbounded below and bounded above, then we simply change the signs of both L and H and get the energy bounded below. This is possible because no sign of H is preferred a priori -in contrast to classical mechanics where the sign of H is defined by the condition that kinetic energy is non-negative. H = const. represents a first integral of eq. (2.6). It is, as it must be the case, a third order equation for q(t), and it has the structure
There is a singular point atq = 0. The definition eq. (2.13) of H is essentially (i.e. up to invertible linear transformations of L and H which do not change the dynamics) unique, because time-independent canonical transformations do not change it. That H is unbounded both below and above can be seen from eq. (2.14): Fixing the initial values q,q = 0,q, one can freely choose q (3) (cf. eq. (2.7)) and gets H as unbounded. The instability following from H being unbounded below and above can be described as follows. A:
In the particle picture one gets particles with positive and particles with negative energy. Then the unlimited production of pairs of such particles is not prevented by energy conservation. B: In the four-parameter set of solutions of the Euler -Lagrange equation one gets a subset of dimension ≥ 1 of solutions with negative energy. Let us make this last point more explicit. To this end we first consider what happens if we add such a total derivative to the Lagrangian that the functional dependence does not change.
This is done byL
where E is a constant and M depends on q andq. One gets 2.16) so that the condition of invertibility of P 2 does not change, and
So this transformation, too, does not change the properties discussed. Let us continue with the discussion of negative energy solutions. We assume that q = 0 is a solution, and we fix E such that q = 0 is a zero-energy solution. Remark: In the first order Lagrangian L = For A = 1, one has the solutions q = sin t and q = cos t which both have energy H = 1 2 . For A = −1, however, one has the solutions q = sinh t and q = cosh t which have energy H = 1 2 and H = − 1 2 resp. They sum up to the zero energy solution q = exp t. This is the instability meant. For the second order Lagrangian we consider only the terms up to second degree in the arguments. The termsq,q,qq,and+q 2 represent total derivatives, and we use them to bring the general form to
The corresponding Hamiltonian becomes
The Euler -Lagrange equation reads
The momenta are
. For A = B = 0 one gets the positive energy solution q = t 2 and the negative energy solution q = t 3 + t . For B = 0, A = ±1, the solution
where s(t) = sinh t for A = 1, s(t) = sin t for A = −1, analogously c(t), has the energy
For A = 0, B = 1, the general solution of eq. (2.19) reads q = α sin t + β cos t + γ sinh t + δ cosh t
One gets
The general case shows similarly that both signs of the energy appear. For non-linear equations, of course, the solutions do not simply add, but the behaviour of the signs of the energy is similar. 
into powers of ǫ, where L is the same as in eq. (2.1), and T > 0. Without loss of generality, the initial point of time was put t = 0. Let h be any differentiable function fulfilling h(0) =ḣ(0) = h(T ) =ḣ(T ) = 0. After partial integration and use of the notation eq. (2.6) we get
where
In dealing with V , partial integration does not help. So one should it discuss directly. Remark: Before discussing the fourth order case, let us repeat the behaviour for the harmonic oscillator L = 
One only needs the boundary conditions h(0) = h(T ) = 0. From the first glance, V seems to possess only a saddle point, but a Fourier analysis with
For T < π, this is positive definite, for T = π, it is positive semidefinite, and only for T > π it becomes a saddle point. 
We perform the same Fourier analysis than in the previous example and get:
The maximally allowed value T depends on A and B, but it is always positive, so that one has the same kind of stability here: If the time interval considered is sufficiently short, then each stationary point of the action represents a minimum.
Another Hamiltonian formalism
Besides Ostrogradski's approach discussed in sct. 2, there exists another possibility to get a Hamiltonian from a higher order Lagrangian. It has the advantage that the relation from classical mechanics
remains valid, whereas Ostrogradski changed it to eq. (2.9).
Further possibilities to get a Hamiltonian are discussed in ref. [7] (see also the references cited there), the difference is that in [7] , there is always a constraint, whereas we look for a method where no additional constraint must be introduced. 4) i.e., an equation to be used in sct. 5.1.
In a second step we takeL
We insert eq. (4.2) into eq. (4.7) and get 
The Jacobian is
This differs from zero, and so we can invert eq. (4.9) tȯ
We get from eqs. (4.8)/(2.10) with the help of eqs. (4.11) the following
It is essential to observe that the equationq 1 = q 2 follows from the canonical equations of H (4.12) without imposing it as additional constraint. So the equations (4.2) become automatically compatible.
To give some feeling for Hamiltonians with negative kinetic energy we
give six typical examples -hoping that this gives better insight than general formulations do. Example 1 Let k be a parameter fulfilling 0 < k < 1. We consider the Lagrangian
for a 1-dimensional point particle q(t). The Euler -Lagrange equation reads 0 = q (4) + 2q + kq (4.14)
We insert the ansatz
into eq. (4.14) which leads to
representing four different purely imaginary numbers. Therefore, the general solution of eq. (4.14) can be written as
where c 1 , c 2 , t 1 , t 2 are the four integration constants. Each solution is bounded in time. In the limiting case k = 0, the unbounded function q(t) = t is a solution. In the other limiting case k = 1, q(t) = t sin t is also an unbounded solution. Example 2 Let ǫ be a parameter fulfilling 0 < ǫ < 1.
be a Hamiltonian for two 1-dimensional point particles q, Q (or, equivalently, one 2-dimensional particle with coordinates (q, Q) ); p is the momentum corresponding to q, P to Q. Because of the restriction put on ǫ, H is positive definite in all its arguments. For ǫ = 0, this is nothing but two independent harmonic oscillators of frequency 1. Only the term ∼ ǫ introduces some interaction. The canonical equations following from eq. (4.18) are
To integrate the system it proves useful to eliminate Q by use of eq. (4.19) as follows
This leads with eq. (4.20) to
With k = 1 − ǫ 2 we meet exactly the system (4.14) from example 1. The result of example 1 is in agreement with the KAM-theorem which applies to the system considered here and states that there exists an interval of positive ǫ-values, such that the corresponding system is solved by torus-like (i.e., periodic) solutions. Each arbitrarily small value ǫ gives rise to a bifurcation of the frequency according to |λ| in example 1.
Each solution is periodic and, hence, bounded. In the limiting case ǫ −→ 0 corresponding to k −→ 1, the equivalence of example 2 to example 1 breaks, because for ǫ = 0, all solutions remain bounded here. That this equivalence breaks as ǫ = 0, becomes also plausible from the relation (4.21) between Q and q. H can be considered to be the energy of the system. Let us express it as function of q and its derivatives alone: (Calculations have been done by REDUCE 3.41)
A direct calculation leads to
hence, H = const. follows from the q-equation ( 
2). The Hamiltonian is
Now, let us forget about the origin ofH and calculate the canonical equations.
Inserting Q 1 = q, we get after some calculus Q 2 =q, P 1 = −4q − 2q (3) , P 2 = 2q and finally 0 = q (4) + 2q + kq (4.27) i.e., as it should be, just eq. (4.14) of example 1. We insert the values for P n , Q n ontoH and getH
This is also a conserved quantity:
butH is not evidently bounded. Clearly, each solution remains bounded, but the set of solutions for a fixed valueH need not to be bounded: let us insert the solution (4.17) of example 1 with t 1 = t 2 = 0, then one gets
H can take each real value, and with arbitrarily fixed valueH, we can find an unbounded set of functions solving for just thisH. Let us compare this result with the analogous calculations in example 2: There one gets from the same initial conditions
Up to the inessential prefactor 2ǫ, it is just the other sign in front of c 2 1 which makes the difference. Here, H ≥ 0, and the set of solutions for a fixed value H forms a compact set of bounded functions, moreover: it is a uniformly bounded set of functions. So the conserved quantityH should not be considered as the energy of the system, because H better meets the point. This is another argument against using the Ostrogradski approach. Let us further mention, that the Poisson bracket of these two conserved quantities H,H identically vanishes, so it does not give rise to a further conserved quantity.
Example 4
We take now the sameH as in example 3, but we interchange coordinates and momenta
Here, the kinetic energy is indefinite, but the solutions are, of course, also only the periodic ones of example 1. Here, we see that two different Hamiltonians may describe the same system, one has indefinite, the other has definite kinetic energy. On the other hand, a regular Hamiltonian must have a nonvanishing Jacobian 
Both the kinetic and the potential part are indefinite. The canonical equations give
After some calculus we get
which is again the previously discussed system. Example 6 Now we start from a Lagrangian which differs from example 2 only in two changes of a sign.
So, both kinetic and potential energy are indefinite. But as was seen in example 5, this does not exclude the equivalence. Let us first consider the limiting case ǫ = 0. Here, again, it is fully equivalent to the second example:
There is no interaction between the two oscillators, and there is no a priori sign preferred for the energy. H and H * are two conserved quantities, whose
Poisson bracket vanishes. The situation drastically changes if we come back to ǫ > 0. One of the presumptions of the KAM-theorem is no more valid, and so we expect qualitatively different solutions for arbitrarily small values ǫ. In the particle picture one can imagine the following: The spontaneous creation of pairs of particles, one with positive, the other with negative energy, is energetically allowed, and it should take place with a typical doubling time ∼ 1/ǫ. For fixed energy, arbitrarily large momenta are possible. We perform the calculations analogous to the previous ones. We can prevent any calculations if we look at H and H * : Multiplying P and Q by i and multiplying ǫ by (−i), one is changed into the other. So, clearly, the other formulas are valid if ǫ 2 is replaced by (−ǫ 2 ). Then the dynamics follows from
and it is example 1 with k > 1. The corresponding fourth order polynomial for λ is then solved by
The four solutions correspond to the four combinations of the signs "±".
Therefore, the general solution can be written as
where c 1 , c 2 , t 1 , t 2 are the four integration constants. (By the way, the
+ O(ǫ 2 )]ǫ 3 for this formula.) q(t) ≡ 0 is the only bounded solution, and for c 2 = 0, one gets an exponential increase as expected. This is, of course, a resonance effect. If, on the other side, H * is altered by a suitable positive factor in front of p 2 , then for small ǫ, the general solution remains to be periodic, but the periods are mixed.
The Starobinsky model
In ref.
[5], Starobinsky proposed to use
as gravitational Lagrangian. Here, R is the curvature scalar, g the determinant of the metric of space-time, and l is a length being somehow in the region l = 10 −28 cm.
The high-curvature limit
Let us first consider the high-curvature limit
For the metric of a spatially flat Friedmann model
we get Applying the formalism of sct. 2 we get
and then
As is to be expected, the canonical equations to the Hamiltonian H eq. (5.7) give again the original system, where H eq. (5.13) is taken from ref.
[8], and from eq. (5.14) till eq. (5.15) is taken ref.
[9]. The LagrangianL eq. (4.8) has the structurê
where g ij depends on the q i only and the Einstein sum convention is applied.
One gets
To apply the Hamiltonian formalism, it is necessary to invert eq. (5.10) such that the velocities are written in dependence of coordinates and momenta. This is possible if and only if g ij is an invertible matrix. This takes place for the case considered here: A comparison of (4.8) with (5.9) gives
Let g ij be the inverse matrix to g ij . Then eq. (5.10) can be inverted tȯ
In the interesting case (4.8) this gives
The Hamiltonian becomes
and here, V = (q 2 ) 2 exp(3q 1 ). If we quantize now by substituting p n by i ∂ ∂q n then the procedure is no more covariant, and the factor ordering problem appears. In classical mechanics this problem is absent, because g ij is a constant matrix. We cirumvent the problem by substituting p n by i∇ n where ∇ n denotes the covariant derivative into q n -direction with respect to the metric g ij . Then the Wheeler de Witt equation reads
where ψ is the world function and
is the D'Alembertian. For our example we get
To simplify, let us apply the following transformation
This transformation explicitly brings g ij to the flat form g στ = 1, g σσ = 0,
The Lagrangian becomes
The Hamiltonian is correspondingly
and the Wheeler de Witt equation reads
This linear differential equation can be solved in closed form by
where the amplitude function a, a(0) = 0, can be arbitrarily chosen both as continuous as well as a sum of δ-functions.
Superfluous degrees of freedom
We look at higher ( = higher than second) order gravity theories under the point of view that the higher order yields more degrees of freedom than is to be expected. only) . Pauli [26] wrote about the superfluous degrees of freedom, that they are a consequence of the fact that he only considered the vacuum equations and that it should be possible to cancel them by finding the correct interior solution at the source. The latter is only a mathematical problem; we proceed on this line in sct. 6.1. Further, he assumes that the far-field of a mass m can be developed into powers of m/r, where r is the distance from the center of the source. The last point we want to repeat from the old papers is the following: R has dimension < length > −2 , and therefore, the action
(where g is the determinant of the metric in the n-dimensional space-time)
is scale-invariant (i.e., does not change by a change of the used length-unit) if and only if n = 2m holds. For the usual case n = 4, this gives m = 2, an argument which was already used by Weyl in 1918. Now let us come back to Simon's argument [2] that the superfluous degrees of freedom have to be cancelled: Surely, he has found one possibility, but that one is a priori not better than the following ones. In units where 8πG = c = 1 we use the
where [28], and ref. [29] for the presentation used here): If we redefine the original metric g ij to G ij via [31], where flat space is related to a local minimum of the potential) to believe that there are similar typical solutions. We interpret them as follows: The superfluous degrees of freedom are just the phases of the oscillations, and by the damping of the amplitudes they simply disappear.
Starobinsky inflation as power series
In this section we consider in more details than can be found in the literature:
In (Afterwards it will turn out that the first two terms remain finite whereas the third one tends to infinity as h −→ ∞; so this approximation is consistent.) We get the first step of the approximation by removing the first two terms of eq. (5.22); this leads to the equation
The larger the value h , the better the approximation (5.24). This justifies to use a Laurent sequence in h 2 as general ansatz as follows
We included such powers of the length l as factors that the coefficients g i 
(5.26)
Now we insert eqs. (5.25), (5.26) into (5.22), multiply by l 2 and get step by
After division by (−h 2 ) and some rearrangement we get
The absolute value of eq. (5.28) gives again g 0 = 1/6 , and for each k > 0 we get
e.g. g 1 = 1/6 3 = 1/216, g 2 = 1/6 4 , g 3 = 65/6 7 . The next natural step seems to be the insertion of (5.29) into the ansatz (5.25). But it turns out that one gets the result more quick by integrating that equation which is obtained from (5.27) after division by h 2 (time-translation is only a coordinate transformation, so we get no essential constant of integration):
This equation can be inverted as follows:
(5.31) with certain dimensionless constants f i . With eq. (5.31) we solve eq. (5.22) and insert the result into the metric (5.3). To simplify the expressions, we perform the coordinate transformation t = l · τ . Then the metric describing the Starobinsky inflation reads all metric coefficients can be developed into powers of l 2 , moreover, they are quadratic polynomials in l. However, for l −→ 0, the metric degenerates. This is essentially the argument of Simon [2] , that Starobinsky inflation is not selfconsistent in semiclassical gravity. One should look whether this effect depends on the special coordinates chosen. To this end we go back to synchronized coordinates t = τ l. Then the factor exp(−t 2 /6l 2 ) brings the problem (besides the third root of l in the next factor), whereas the further sequence is a sequence in l 2 . This is in agreement with the fact, that for 
Sixth and higher order equations
In this section, we consider gravitational field equations of order higher that fourth; this is mainly done to show, how the fourth order Starobinsky model is situated between the Einstein theory and the sixth and higher order ones.
The Newtonian limit
The Newtonian limit is the slow-motion approximation of the linearized field equation. In this limit, the fourth order field equation following from (5.19) becomes tractable. For a δ-source of mass m one gets
where dΩ 2 denotes the metric of the unit
see [32] , and
see [15] . It is essential to observe that the solutions (6.2, 6.3) are unique.
One should notice: Inspite of the higher order of the differential equation one needs the same restriction (namely, the vanishing of Φ and θ as r tends to infinity) to get a unique Newtonian limit. We have considered the same question for a class of gravitational field equations of arbitrary high order and got the same result [21] for the tachyonic-free case. We used 
Generalization of Simon's approach to higher order gravity
In the units chosen here (8πG = c = 1) the Planck length l P l is related to Planck's constant viah = 8πl 2 P l . So, Simon's expansion [2, 11] into powers ofh is equivalent to an expansion into powers of l 2 , where l is a fixed length.
Let us take as example the Lagrangian (6.4) which was already considered in [22] and [39] where the order of the differential equation is increased step by step. The next question which is interesting for p > 0 is whether the procedure can be repeated such that the order can be reduced from 2p + 2 to even lower order, one should expect that it must be order 2 at the end. The simplest non-trivial example is p = 1, where, after the first step described above, the following fourth order equation appears 
) of the remainder. The trace of (6.8) reads
We apply l 2 2 to eq. (6.9) and get
The same done with (6.10) yields
The sum of eqs. (6.9) and (6.11) minus eq. (6.10) yields see that they converge to the corresponding Newtonian potential as k, l −→ 0 but they cannot be developed into powers of k and l. So the problem of the superfluous degrees of freedom can be solved by stating that in the weak-field region, the coefficients of these terms are unobservably small. Another way to deal with the superfluous degrees of freedom is carried out by Simon in [2, 10] . Also in [1] , page 408 there it is pointed out, that the Starobinsky model is not more unstable than Einstein's theory itself. These stability statements are all compatible. To see this, one has to remember that for initially contracting perturbations, both Einstein's theory and fourth order gravity yield a big bang-type instability after finite time.
The instability appearing from the fact that a fourth order equation can be brought to a Hamiltonian with indefinite kinetic energy, see refs. [1, 4] , was analyzed in detail in sct. 2. We showed at some typical examples that this can lead to instabilities, but it need not to do so. We proposed another general approach to bring a fourth order theory to Hamiltonian form in sct. Grav. 10, 2441 Grav. 10, (1993 . Erratum In sct. V C of ref. [1] , "Starobinsky inflation as a power series", the calculations are correct, but the interpretation of the solution as a non-singular one is wrong. To elucidate the origin of that error we give two lemmata. The coordinates t, x, y, z shall cover all the reals, and a(t) shall be an arbitrary strictly positive monotonously increasing smooth function defined for all real values t. ("smooth" denotes C ∞ -differentiable.) Then it holds one gets a fourth-order field equation; one of its solutions is described in [1, eq.(5.32) ]. In the region t ≪ −l, that solution can be approximated by eq.
(1) with a(t) = exp(− t including in ref. [1] . To prevent a further misinterpretation let me reformulate as follows: Inspite of the fact that the Starobinsky model is regular (in the sense that a(t) > 0 for arbitrary values of synchronized time t), every past-directed light-like geodesic terminates in a curvature singularity (i.e., |R| −→ ∞) at a finite value of its affine parameter. Therefore, the model is not only geodesically incomplete in the coordinates chosen, moreover, it also fails to be a subspace of a complete one.
Let me add two remarks: 1.: Eq. (1) with a(t) = exp(Ht), H being a positive constant, is the inflationary de Sitter space-time. According to lemma 2, it is also incomplete. However, contrary to the Starobinsky model, it is a subspace of a complete space-time. 2.: This erratum has no further consequences for
