The Hilbert matrix induces a bounded operator on most Hardy and Bergman spaces, as was shown by Diamantopoulos and Siskakis. We generalize this for any Hankel operator on Hardy spaces by using a result of Hollenbeck and Verbitsky on the Riesz projection and also compute the exact value of the norm of the Hilbert matrix. Using a new technique, we determine the norm of the Hilbert matrix on a wide range of Bergman spaces.
Introduction
A Hankel operator on the space l 2 of all square-summable complex sequences is an operator defined by a matrix whose entries a n,k depend only on the sum of the coordinates: a n,k = c n+k for ✩ The research of the first two authors is supported by a grant from MNZŽS ON144010, Serbia. The third author is supported by the Spanish MEC grant MTM2006-14449-C02-02, and also partially by the Thematic Network MTM2006-26627-E and the European Science Foundation Networking Programme "Harmonic and Complex Analysis and Applications-HCAA".some sequence (c n ) ∞ n=0 . Hankel operators on different spaces are related to many areas such as the theory of moment sequences, orthogonal polynomials, Toeplitz operators, or analytic Besov spaces.
Nehari's classical theorem states that every Hankel operator S on l 2 can be represented by an essentially bounded function g on the unit circle T, in the sense that c n =ĝ(n) for all n 0; moreover, a function g can always be chosen so that g L ∞ (T) = S l 2 A typical Hankel operator is the Hilbert matrix H , an infinite matrix whose entries are a n,k = (n + k + 1) −1 , n, k 0. It is relevant in many fields ranging from number theory or linear algebra to numerical analysis and operator theory. For this operator, the following choice: g(t) = ie −it (π − t), 0 t < 2π , in Nehari's theorem yields g L ∞ (T) = π = H l 2 →l 2 . Several interesting facts about the Hilbert matrix are described in [1] and [7, and further results about the spectrum of H can be found in [15] .
The Hilbert matrix can be viewed as an operator on other spaces and it is a basic question to determine its operator norm. One form of Hilbert's classical inequality [3] , [8 can be used to compute the norm of H on the space l p of all p-summable sequences:
The Taylor coefficients of the functions in the Hardy spaces H p are closely related to l p spaces. Thus, it is natural to consider the Hilbert matrix as an operator defined on H p by its action on the coefficients:f
that is, by defining
It is possible to write Hf , f ∈ H p , in other forms which are convenient for analyzing this operator (see [3] ), for example:
The equality of the expressions in (1) and (2) can be verified in a straightforward way from the Taylor series expansion of f .
The most basic question is: on which Hardy spaces is H bounded? Diamantopoulos and Siskakis [3] showed its boundedness on any H p with 1 < p < ∞. By establishing another useful representation of H as an average of weighted composition operators and integrating over semi-circular paths, they obtained the following upper bound:
In view of Nehari's l 2 theorem, this result is sharp when p = 2.
In the case 1 < p < 2 it was also shown in [3] that the above estimate continues to hold for the restriction of the operator to the subspace {f ∈ H p : f (0) = 0}. Two natural questions come to mind: (A) Can the above norm estimate for H be extended to the case 1 < p < 2 without restrictions? (B) What is the actual value of the norm of H as an H p operator, 1 < p < ∞?
In the present paper we give a more general answer to the above question (A) by deducing the following Nehari-type result: an arbitrary Hankel operator H g associated with a function g ∈ L ∞ (T) is bounded on H p , 1 < p < ∞:
The key point is that every Hankel operator on H p has a representations as a composition of a (non-analytic) isometry and a multiplication, followed by the Riesz (Szegő) projection P + from L p (T) onto its closed subspace H p . It is well known that this projection is bounded for 1 < p < ∞. In 1968, Gohberg and Krupnik [6] showed that
and conjectured that equality should hold. Hollenbeck and Verbitsky [11] proved this conjecture in 2000. Their result allows us to deduce the estimate for H g above. Using some Hardy spaces techniques and splitting H into a difference of two operators, we also get a lower bound which yields 
(This is what one may expect by the "rule of thumb" that says that for many operators and functionals defined on both H p and A p , their norm when acting on A p is obtained by doubling an appropriate quantity in the norm when acting on H p .) A less precise estimate for the norm of H on A p when 2 < p < 4 was also obtained in [2] . As a main result of this paper, we obtain a lower bound valid for all p > 2 which coincides with the upper bound from [2] when p 4, thus yielding the exact value of the norm for these exponents:
In the case 2 < p < 4, although we are currently not able to identify the exact value of the norm, we do improve the bound obtained in [2] . We also point out that the Hilbert matrix has an integral representation with respect to the area measure with a kernel rather different from the usual Bergman space kernels.
Norms on Hardy spaces
We briefly review the minimum background needed. Throughout the text, D = {z ∈ C: |z| < 1} will denote the unit disk in the complex plane C and H(D) will signify the algebra of holomorphic functions in D. 
We will denote by T the unit circle. The standard Lebesgue space L p (T) of the circle is to be considered with respect to the normalized measure dm(z) = (2π) −1 dt, where z = e it , 0 t < 2π . It is a well-known fact that the space H p is the closed subspace of L p (T) consisting of all functions whose Fourier coefficients with the negative index vanish. The Riesz (Szegő) projection P + from L p (T) onto H p is defined by
For more details, the reader is referred to [4] , among other sources.
A Nehari-type theorem for Hankel operators on Hardy spaces
One can define Hankel operators on any space H p , 1 < p < ∞. Given an arbitrary g ∈ L ∞ (T), consider its Fourier coefficients with non-negative indices:
We can formally define the associated Hankel operator H g by
for an analytic function f with the Taylor series We will compute the norm of the Hilbert matrix H as an H p operator, 1 < p < ∞, as a consequence of an upper bound for the norm valid for an arbitrary operator H g as above. To this end, we consider the isometric conjugation operator (also called the flip operator) for the functions on the unit circle T as Cf (e it ) = f (e −it ). It is obvious that C is an isometry from H p into L p (T). Next, let M g denote the operator of multiplication by the essentially bounded function g: M g u = gu; this is clearly bounded by g L ∞ as an operator acting on L p (T). We will now establish an equality H g = P + M g C which is known to hold in l 2 context (see [12, Theorem 4.1.13]), thus obtaining a Nehari-type theorem for Hankel operators on Hardy spaces. (4) is bounded on H p , the equality H g = P + M g C holds and, consequently,
In particular, when g(t) = ie −it (π − t), 0 t < 2π , we get H g = H and
.
The following result [18] will be useful:
Given f ∈ H p , we first verify that the power series for H g f converges in D. To this end, it suffices to show that
For f m instead of f , this follows immediately by recalling that C is an isometry of H p into L p (T) and applying Hölder's inequality:
A similar argument applied to the differences f m − f n shows that (
is a Cauchy sequence uniformly in n, so it is legitimate to let m → ∞ to obtain (6).
We will now establish the formula
By the theorem of Hollenbeck and Verbitsky this will immediately imply that H g is bounded and, moreover, (5) holds:
Given f ∈ H p , we get the identity H g f m = P + M g Cf m and the bound
for the mth Taylor polynomial f m of f by an easy computation involving (4) and (3):
The interchange of the series and the integral is justified by uniform convergence of the geometric series ∞ n=0 |z| n on compact sets in D. To extend the identity H g f m = P + M g Cf m and (7) for arbitrary f in H p , note that (H g f m ) ∞ m=0 is a Cauchy sequence in H p in view of 
is a Cauchy sequence uniformly in n and standard estimates for the nth Taylor coefficients based on the Cauchy integral formula allow us to conclude that actually H g f m → H g f uniformly on compact sets. Finally, the statement follows by Fatou's lemma after taking the limit as m → ∞ in the inequality (7). 2
The norm of the Hilbert matrix on Hardy spaces
The main theorem of this section gives the lower bound for the norm. 
Proof. We break up the argument into four key steps.
Step 1. We begin by selecting a family of test functions. Let ε be fixed, 0 < ε < 1, and choose an arbitrary γ such that ε < γ < 1. It is a standard exercise to check that the function f γ (z)
; it is also easy to see that
Step 2. Set f = f γ in the representation formula (2) . The change of variable 1 − r = x yields
so that obviously
where each of the three functions in (11) makes sense almost everywhere on T. Thus we can consider their L p (T) norms.
Step 3. Note that z 1−γ /p g(z) can be defined as an analytic function in the complex plane minus two slits: one along the positive part of the real axis from 1 to ∞ and another along the negative part of the real axis from 0 to ∞. These values of z will always avoid the real value (1 − x) −1 . Now, whenever z is a real number such that 0 < z < 1, after the change of variable xz/(1 − z) = u we get
by a well-known identity for the Gamma function [17, 12.14] . Hence
holds throughout the slit disk D \ (−1, 0]. Both sides are defined almost everywhere on T, hence their L p (T) norms make sense and
whenever ε < γ < 1.
Step 4. We now obtain an upper bound for the L p (T)-norm of the remaining integral R in (10).
Note that R can be defined as analytic function in the plane minus a slit from 0 to ∞ along the negative part of the real axis, so it also makes sense almost everywhere on T. It follows from the definition of the operator norm and by (11) , the triangle inequality, and (12) that
Minkowski's inequality in its integral form (see [4, 8] ), followed by a change of variable x −1 = u and some simple estimates yields
where ε was the number fixed in the first step of the proof.
An easy modification of a standard lemma: On the other hand,
This shows that R L p (T)
is bounded by a constant independent of our choice of γ ∈ (ε, 1). Now by (9) we get R L p (T) / f γ H p → 0 as γ 1 and taking the limit in (13), we finally obtain (8). 2
Corollary 1. Let 1 < p < ∞. The norm of the Hilbert matrix as an operator acting on H p equals
H H p →H p = π sin(π/p) .
An application to Hardy's inequality
For g ∈ L ∞ (0, 2π), let H g be the operator defined by (4), i.e.
We refer the reader to [4, Chapter 6] for a detailed account of the theory of coefficient multipliers on Hardy spaces. Hedlund [10] , showed that ifĝ(n) 0 whenever n 0, then the norm of the operator H g viewed as an l 2 operator (which is equivalent to being an H 2 operator) equals the norm of the coefficient multiplier operator Λ g from H 1 to the space l 1 of absolutely summable sequences. This is implicit in the proof of Theorem 1 in [10] . Thus,
The standard choice g(t) = ie −it (π − t), 0 t < 2π yields as a corollary Hardy's classical inequality (see [4, p. 48] or [8] ):
There is a slight improvement which is also sharp and can be found in [14, Theorem 5.3.7, p. 78]:
This result can also be obtained from our Theorem 1 and (14) by choosing g(t) = πe
, n 0, and (16) follows. It is interesting to notice that the constant π is best possible in both inequalities (15) and (16), even though this may look paradoxical at a first glance.
Hilbert matrix as an operator on Bergman spaces
Let dA(z) = π −1 dx dy = π −1 r dr dt denote the normalized Lebesgue area measure on D, z = x + yi = re it . Recall that the Bergman space A p is the set of all f in H(D) for which
It is known that H p ⊂ A 2p . Actually, the functions in Bergman spaces exhibit a behavior somewhat similar to that of the Hardy spaces functions but often a bit more complicated. For more about these spaces, the reader may consult [5] or [9] .
The Hilbert matrix does not act on A 2
It was shown in [2] that the Hilbert matrix operator is unbounded on A 2 . The situation is actually even worse: there exists a function f in A 2 such that not only Hf / ∈ A 2 but even the series defining Hf (0) is divergent. Indeed, consider the function f defined by
An integral representation and action on smaller Bergman spaces
It is well known that there exists a constant C > 0 such that
This is a result of Nakamura, Ohya, and Watanabe [13] ; a proof can also be found in [5, Theorem 3, §3.3] . Therefore, if f belongs to A p , 2 < p < ∞, and f (z) = ∞ k=0f (k)z k then the power series
has bounded coefficients, hence its radius of convergence is 1. In this way we obtain a well defined analytic function Hf on D for each f ∈ A p , 2 < p < ∞. It actually turns out, as was proved in [2] , that H maps A p into itself in a bounded fashion whenever 2 < p < ∞. In order to show this, Diamantopoulos again used formula (2) in which the convergence of the integral is guaranteed by the pointwise estimates on A p functions and by the fact that 1/(1 − rz) is a bounded function of f for each z ∈ D (see [2] ).
The following formula shows that the Hilbert matrix operator has a different integral representation on the Bergman space. The representation below should be compared with our Theorem 1 for H p applied to the Hilbert matrix for the Hardy spaces in order to appreciate the difference between the two situations.
Theorem 3. Let 2 < p < ∞. Then the operator H can be written as follows:
for any f ∈ A p .
Proof.
Writing
we see that
The interchange of integrals and sums is again easily justified by a geometric series argument. 2
It should be observed that the representing kernel lacks the usual "symmetry" in two variables.
Norm estimates on Bergman spaces
Our next result is analogous to Theorem 2. The key idea of the approach below is again the observation that our functions f γ are "not far from being eigenvectors" of the Hilbert matrix H . The proof below can also be adapted to the Hardy space case while the earlier proof of Theorem 2 with its typical "Hardy space flavor" cannot be made to work for A p spaces. 
Theorem 4. Let 2 < p < ∞. Then the norm of the Hilbert matrix as an operator acting on
Here is how the above formula should be understood. As r traverses the interval [0, 1), the point w runs along a ray L z from 1 to the point at infinity. This ray is contained entirely in the half-plane to the right of the point 1 since
It is also important to observe that the integration in (18) 
By letting r 1 it follows that
Knowing that in the definition (18) of the function φ γ we can take w to be a real number s 1, it is immediate that φ γ belongs to the disk algebra whenever γ 2 since p > 2 now (the case γ = 2 will also be useful to us although f 2 / ∈ A p ). Indeed, φ γ is clearly well defined as an The exact computation of the norm of the Hilbert matrix as an operator on A p by the methods employed here might be a more difficult problem than its Hardy space counterpart, perhaps because the integral representation of H is more involved. The case 2 < p < 4 will require a further study.
