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Existence, uniqueness and asymptotic behavior of solutions to integro- 
differential equations involving monotone operators are discussed. 
1. INTR~DOCTI~N 
In this paper we consider equations of the form 
for 
W) + W) + jot 4- s) Au(s) ds + j*$ b(t - s) u(s) as f(t) 
t 20; u(0) = ug (1.1) 
in a real Hilbert space H. Here A is a linear self-adjoint operator in H, B is a 
cyclically maximal monotone operator (possible nonlinear) and a, b are scalar 
kernels on [0, +co[. The main result, Theorem 1 below, asserts that under 
appropriate conditions on Equation (1.1) the solution exists and is unique. 
Under additional assumptions on a(t) (strong positivity) it is shown (Theorem 3) 
that the solution u(t) approaches zero as t tends to co. The approach we use 
closely follows the pattern of the first author’s book [l, Chap. IV] and relies on 
some recent results from the work of M. G. Crandall et al. [7]. Under more 
restrictive conditions Theorem 1 has been given in [2]. 
Theorem 1 is used to derive an existence result for the integral equation 
h(t) + it a(t - s) Au(s) ds + jot b(t - s) u(s) ds ef(t). U-2) 
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The idea of the proof has already been used in [3] to obtain existence for more 
general equations of this type. 
In Section 5 the genral results are illustrated in some examples arising in 
heat condition and fluid theory. We assume familiarity with the basic concepts 
and results in nonlinear monotone theory in Hilbert space for which we refer 
the reader to [ 1, 51. 
2. NOTATIONS AND BASIC DEFINITIONS 
Throughout this paper V and H denote real Hilbert spaces such that I’ is 
dense in H, and 
VCHC V’ (2.1) 
algebraically and topologically. H is identified with its own dual, and c” is the 
dual of I’ via, the inner product in H. The norms in I/ and H are denoted by 
// * /j and / . j , respectively. 
Given q: H-t ]- 00, + co] a lower semicontinuous convex function, the 
symbol +: H - 2H denotes the subdifferential of F, i.e., 
hp(x,,) = {xi E H; q(x,,) < q(x) + (xc, x0 - x), for all x E H). 
By D(v) we mean the effective domain of v, i.e., 
%p) = {x E H; p(x) < +a>. 
It is well known that the operator (multivalued) &o is maximal monotone 
from H into H. 
Given any maximal monotone operator -4: H -+ H we denote by D(A) its 
domain, i.e., the set {X E H, Ax # ia}, by .4, the Yosida approximation of .4. 
i.e., 
A, = h-1(1 - (I + M-1) for h > 0. 
Given 1 <p<co, W~,$([O, co[; H) denotes the space of all functions 
u: [0, CQ[ --f H having the property that for every T > 0, u and U’ belong to 
L*(O, T; H). Here the derivative (’ = d/dt) is taken in the sense of vectorial 
distributions on IO, 03[. However, it should be recalled that if 21 E W$$[O, co[; H) 
then u(t) is locally absolutely continuous on [0, a$ and its ordinary derivative 
(which exists almost everywhere) coincides with the derivative of u in the sense 
of distribution and therefore belongs to LP(O, T; H) for every T > 0. By u * z’, 
we denote the convolution product $, ~(t - s) V(S) ds. 
Now we set forth the basic assumptions: 
(i) =2 is a linear, continuous and symmetric operator from V into V’ 
satisfying 
(Au, 4 3 w II 24 /I2 for all u E V, (2.1) 
where w > 0. 
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(ii) B = +, where v is a lower semicontinuous proper convex function 
from H into ]-co, co]. 
(iii) There exist pi 3 0 (i = 1, 2) such that 
(A,+, V) 3 -/3r - &(I u I2 + / v 1”) for all u E D(B), z, E Bu, and h > 0. 
Here A, represents the Yosida approximation of the operator A,: H-t H 
defined by AHu = Au n H which by virtue of assumption (i) is self-adjoint 
and maximal monotone in H. In the sequel, the domain of A, will simply be 
denoted by D(A). 
Regarding kernel a we assume that 
(iv) a(t) is a scalar function defined on [0, co[ which satisfies either of the 
following conditions: 
(al) a, a’ EL&,([O, CO[; R), a(O) > 0, and a’ is of bounded variation 
locally on [0, co[, or 
(a2) a E C2(]0, co[) n C([O, co[), a(0) > 0, and (-1)” u”(t) 2 0 for 
t >0 and K =0, 1,2. 
Finally, as regards the kernel b, we require that the following condition be 
satisfied: 
We denote by ( , ) the inner product (u, v) = (Au, z)), and by 111 . /I/ the 
equivalent norm on I’ given by 111 u //I2 = (Au, u) for u E V. 
3. EXISTENCE AND UNIQUENESS OF SOLUTIONS 
Our first existence result is 
THEOREM 1. Let the general assumptions (i)-(v) be satisjied. Then for every 
f E Wf$([O, CCI[; H) and u0 E D(v) n V, Eq. (1.1) has a unique solution u in the 
sense 
u 5 C,([O, m[; V) n Wti:([O, a[; H), (3.1) 
f - u’ - a * Au - b * u EL&([O, co[; H), (3.2) 
u’(t) + Bu(t) + (a * Au) (t) + (b * u) (t) af (t), a.e. t >o, (3.3) 
s 
t Au(s) ds EL&([O, w[; H). (3.4) 
0 
Further assume that u. E D(B) n V, kernel a sutisjes (a,), and a” U([O, 11; H). 
Then u’ EL&([O, co[; H), u(t) zs everywhere dzjfeerentiable from the right and 
d+u(t)/dt = (f(t) - Bu(t) - (a * Au) (t) - (b * u) (t))O for t > 0. (3.5) 
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In the preceding theorem C&O, co[; V) denotes the space of all weakly 
continuous functions from [0, co[ to I’ and (f(t) - Bu(t) - (a * Au) (t) - 
(b * U) (t))O is the element of minimum norm in the closed convex subset 
f(t) - Bu(t) - (u * Au) (t) - b * u(t). 
Proof of Theorem 1. We begin by considering the approximate equation 
t > 0, u,(O) = 240 . 
(3.6) 
Since ;2, is Lipschitzian we may conclude that for every h > 0, (3.6) has a 
unique solution u,, E Wt$([O, 03[; H) (see, e.g., [7, Lemma 2.11). Without 
any loss of generality we assume that q is positive on H. This may be achieved 
by shifting the range of B. 
Multiplying Eq. (3.6) by q(t) = f(t) - u:(t) - (u * A,+,,(t) - (b * un) (t) E 
Bu,(t) and integrating over [0, t], after (q.(uA(t))’ = (u,,(t), u:(t)) a.e. for t b 0, 
one gets 
du,(tN + .$,I I WI2 ds < duo) + lt I@ * 44 WI I +)I ds 
+ jot If (4 I 441 ds + Jo’ I@ * 4 WI I WI dszs, 
and so 
du,(tN + s” I WI2 ds 
0 
G C (duo) + 1” I@ * 44 Ml2 ds + lt (If WI” + I@ * 4 W) ds) (3.7) 
0 
for all t, h > 0 where C is independent of A. 
Now multiply (3.6) by uA - u. to get after some calculations involving the 
monotonicity of B 
I 44 - uo I < I B”uo I + jot (I@ * 44 (4l -t IV * 4 (0 + If(s ds. 
Using Gronwall’s inequality, one has 
1 Uh(t)( < c (1 + f I(u * A+,) (s)l ds) for t > 0, X > 0. 
(We denote by C several positive constants independent of A.) 
Combining (3.7) and (3.8), one has 
sot I WI2 ds < C (1 +sot I@ * 44 (41” ds) , t >, 0, h > 0. 
409/67/z-14 
(3.8) 
(3.9) 
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Now multiply (3.6) by L&U, to get 
VW) M%(t)) + h(t), 4hW) + ((a * 4%) (97 4%(t)) + ((b * 4 (0, Au,(t)) 
= (f(t), 4&t)), a.e. t > 0, 
where h(u) = &(A A~, u). Integrating the latter on [0, t] and using assumption 
(iii) one gets 
(3.10) 
I ot (f(s) - (b * 4 (4,444) ds 
= (f(t), F*(t)) -((b * 4(t), F (t)) - jy Lw F&N ds(3.11) 
+ it V’,(s)> 40) uds) + P * 4 (4) ds 
and 
(a * 44%) (t) = 4O>F&) + (a’ *PA) (t), (3.12) 
where F,(t) = $ A,z+(s) ds. Combining (3.10), (3.11), and (3.12), from (3.9) 
one gets 
w4t)) + [ (( a * 44 (4, &A(S)) ds d C (1 + Lt I~AW ds) . (3.13) 
Next we recall (see, e.g., [2, 71) that if assumption (as) is satisfied then the energy 
inequality 
I ot (v(s), a *v) (s)) ds 3U$) 1 Jot v(s) dslZ, t > 0, (3.14) 
holds for every v ELT,,([O, oo[; H). Similarly if assumption (al) holds then 
s ot (Wt (0*4 (4) ds 
~~j~v(s)dsIz-C~(((~“‘v(s)ds12+ (so’v(s)ds SUP 
was+ 
1 Joemd~ I) d?- 
(3.15) 
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holds for all z, EL&,([O, co[; H). Thus using either (3.14) or (3.15), we may 
conclude from (3.13) that there exists an interval [0, T] (suitably chosen) such 
that 
I FA(f)l G c for-X>0 and t~[0, T]. 
Now returning to (3.8), (3.9) and using (3.6), (3.12) we have 
s t (I ~X~)12 k I W12) ds + I %P)12 < c 
for t E [0, T], A > 0. (3.17) 
0 
Put -vh(t) = (I -{- X&,-l uA and observe that 
(A ,A t 4 = MY, , YJ + h I A4,u,\ 1’. (3.18) 
Then again using (3.13) and (2.2), we get 11 y,,(t)11 ,< C for all X > 0 and t E [0, T]. 
On the other hand equality (3.18) implies that 1 uA(t) - -yA(t)l = h / A,u,(t)i -0 
uniformly on [0, T] as h + 0. 
Thus extracting a subsequence, it results that 
Yn - 24. weakly star in Lm(O, T; F), 
UA + I.4 weakly star in Lz(O, T; H), 
u;, + u’ weakly inL’(0, T; H), 
A,u, -+ Au weakly star in L”(0, T; V’), 
F,(t) - Jot Au(s) weakly star inL”(0, T; H), 
21,) 4 z weakly in L2(0, T; H). 
Observe also that tin(t) --+ u(t), (u * A,) I(~ -j (a * Au) (t), and (b * u,J (t) - 
(b * U) (t) weakly in H for every t E [0, T]. Since 11 y,,(t)ij < C for t E [0, T] and 
h > 0, and yA(t) + u(t) weakly in H (as u,+(t) -+ u(t) weakly in H) for each 
t E [0, T] we may conclude that u(t) E V and I/ u(t)(I < C (0 < t < T). Since u 
is continuous from [0, T] - H this fact implies by a well-known argument that u 
is weakly continuous from [0, T] to V. Hence to conclude with the existence, it 
suffices to show that 
z(t) E h(t) a.e. t ~10, T[. (3.20) 
Since the operator (more precisely its realization) is maximal monotone from 
from L2(0, T; H) into itself, it suffices to show (see, e.g., [I, p. 421) that 
q) dt < 
s = (u, ZJ) dt. 0 
(3.21) 
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We, of course, have 
s T( 24,) ) q) dt = 0 J-“T (% 9-f) fit- 1’ @A , a* 44 dt ‘U 
I T (un , b * UJ dt - 4 1 u,(T)12 + a ) u, 1%. 0 
Since u,+(T) -+ u(T) weakly in H, we may write 
Observe also that 
ljz LT (u, - yh , a * ApA) dt = 0. 
(3.22) 
(3.23) 
On the other hand the function y -+ji (y, a * Ay) dt is continuous and con- 
vex on L2(0, T; V), and so it is weakly lower semicontinuous. Recalling that 
A,u, = Ay,, , we then deduce from (3.19) and (3.23) that 
lim “f 1’ 
O( 
u,, , a * A& dt 3 -t I 
= (u, a * Au) dt. (3.24) 
0 
A similar argument leads to 
(uA , b * u,) dt > j’ (u, b c u) dt. 
0 
(3.25) 
From (3.22), (3.24), and (3.25), one gets (3.21) as claimed. Consequently u is a 
solution of Equation (1.1) on the interval [0, T] which can be extended on the 
whole half-axis [0, oo[ following a standard argument (see, e.g., [l, p. 2431). 
Now we verify the uniqueness of the solution u. Let u1 and us be two solutions 
Eq. (1 .I). This means 
(ul - u,)’ + (Bu, - Bu,) + a * A(u, - u2) + b * (ul - ug) = 0 a.e. 
t >o. 
Setting x = ur - us and multiplying by a, we get 
+I I4t)12 + Lt ((a * 4 (4 4s)) ds + Jot ((b * 4 (4, 44) ds = 0 for t > 0. 
(3.26) 
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Assume first that condition (as) holds. Then inequality (3.14) considered in the 
space I‘ endowed with the inner product (u, zi‘\ = (Au, v) yields 
j-: ((a * AZ) (s), z(s)) ds 2 qj (1 z(s) ds, A Jot z(s) ds) 2 0, (3.27) 
so applying Gronwall’s inequality in (3.26) we get x f- 0 as claimed. 
Now assume that (al) is satisfied. Using (3.15) we get 
(3.28) 
where p(f) = & ( ) d z s s and y(s) = sup(iJ/ P(T)/\~; 0 & 7 < s). Putting (3.28) into 
(3.26) and taking p2(t) = j z(t)j2 + )I/ &t)ll!2 one gets 
p2(t> 6 C, J’I P”(S) ds +- C, s,’ ~(4 W 4 for t 3 0, 
0 
where 6(s) = sup(p(~); 0 Q 7 < s). Th en an elementary calculation involving 
Gronwall’s inequality implies that p = 0 and so u., = u2 . 
Now we assume that olo E D(B) n V and that kernel a satisfies condition (aa). 
We show that under these conditions (d+/dt) u(t) exists for every t :- 0, is 
right continuous, and verifies (3.5). Th e main idea of the argument to be used 
here is due to Crandall and Pazy [6]. 
For any h > 0, we have 
u’(t ; h) - u’(t) + Bu(t + h) - h(t) + l’ a(t - s) A(+ + h) - u(s)) ds 
0 
a 
-i- .c a(t - s + h) Au(s) ds gf,,(t + h) -A,(t), 0 
where f,(f) -f(t) - (b * u)(t). Multiplying by ~(f + h) - u(f) and using the 
monotonicity of I3 one gets 
;g j u(t + h) - u(t) 12 
+ (u(t + h) - u(t), Jbt a(t - s) A(+ + h) - u(s)) ds 
+ (u(t $- h) - u(t), 1‘,” a(t - s + h) Au(s) ds) 
(3.39) 
g (f& + h) - fo(t), u(t + h) - u(t)). 
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Integrating on [0, t] and using the positivity of the operator V+ a c AV and 
dividing by h2 we obtain after taking the limit h -+ 0, 
4 I WI2 + a(t) (Au, 3 W) 
< ~(0) (Au o , uo) + (Au, , Iot 44 4s) ds) + lt (h’(4, u’(s)) ds (3.30) 
+ liy+*“d-‘p 3 1 u(h) - u(O)/~//Z~. 
Next we multiply Equation (1 .I) by u(t) - u,, and again use the monotonicity of 
B to get 
4 I u(h) - @-m + (00 3 u(h) - ~0) + Lh ((a * A4 (9, 4s) - ~0) ds 
< ,” (J,(s), 4s) - uo) ds, s 
where gc, E Bu, and therefore 
liy+;up I u(h) - u. I/h < If(O) - w. I for all V, E Bu, . (3.31) 
(The above calculations require, of course, some discussion regarding the 
continuity of the functions arising under integral sign. Since u is a limit of u,, 
which satisfies (3.6) it suffices to prove (3.30) and (3.31) for A = A, and let h 
tend to zero.) 
Putting (3.31) into (3.30), one gets 
I W)l < ‘71 + II uo II2 + II +112> + f I 4s)l II +)I1 ds 
0 
+ 1” (h’(s), ~‘(4) ds a.e. t > 0. 
0 
(3.32) 
In particular, the latter inequality shows that for every T > 0 there exists a 
positive constants Cr such that 
where 
I u’(t)1 + I 4 G CT a.e. t E IO, TL (3.33) 
w(t) =fo(t) - (a * Au) (t) - u’(t) E Bu(t). 
Since u(t) is H-valued continuous and B is strongly weakly closed in H (because 
it is maximal monotone) we deduce that u(t) E D(B) for every t > 0. 
Next we multiply equation 
2 (u(t + h) - u(t)) + Bu(t + h) + r a(t + h - s) Au(s) ds 3f(t, + h) 
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by u(t + h) - u(t) and integrate on [0, h]. Once again using the monotonicity of 
B and the positivity of v + a * Av, we get 
liyyp I 4t + h) - u(W < Ijo - 44 - (a * Au) WI (3.34) 
for every t >, 0, where v(t) is any element of Bu(t). In particular we obtain 
u’(t) = (f(t) - (a t Au) (t) - (b * u) (t) - Bu(t))O, (3.35) 
a.e. t > 0. Returning to the inequality (3.29) we observe that 
+(I u’(t)12) + (Au(t), u(t)) - It (fi - a’ * Au, u’) d7 
dP 
1 1 
< - (Au(s), U(S)) + - lim sup ’ ‘(’ $- i:- ‘(‘)‘” . (3’36) 
2 2 h-0 
(It should be mentioned that a’ * Au EL&.([O, oo[; H) because 
an Ek([O, oo[; R) and I t Au(s) ds ELL,([O, co[; H).) 0 
Let t, be arbitrary but fixed, and let t, J, to be such that u’(t,J exists for all n. 
Since {u’(t,,)} . b is ounded, we may assume that u’(t,J --f 6 weakly in H. Since B 
is maximal monotone and u(t,J -+ u(t,), it follows from (1.1) that 
E Ef(tO) - Bu(t,) - (a * Au) (to) - (6 * 4 (to). (3.37) 
On the other hand, it follows from (3.36) that 
liy;p I Wn)l < bYto) - Bu(to) - (a * A4 (to> - 6 * u(to)>” I 
<ISI. 
(3.38) 
From (3.37) and (3.38), we see that 
U’(t,J -+ (f(t,) - Wo) - (a * A4 (to) - (6 * 4 (toNo 
strongly in H. Then the formula 
u(t, + 6) - u(to) = j-r u’(s) ds for all h 2 0 
implies that 
Cd+/4 4to) = Wd - B4td - (a * 4 PO) - (6 * 4 (~oN~. 
This completes the proof. 
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Remark 1. Incidentally we have also proved the following property of u 
which will be useful later: Let E denote the set of all points in [0, +co[ where 
the solution u(t) is differentiable. Then u’(t) is continuous from the right on E. 
Remark 2. The argument used in the proof of uniqueness shows that for 
every T > 0 the mapping r: (uO ,f) --+ u is continuous from (D(y) n V) X 
w1s2(0, T; H) (endowed with the topology of H x L2(0, T, H)) to C(0, T; H). 
Thus this mapping admits a continuous extension, denoted again r, from 
D(v) x P(O, T; H) to C(0, T; H). The function u(t) = r(u,, ,f) (t) can be 
regarded as a weak solution of Eq. (1.1). 
Remark 3. From the proof of the theorem it is apparent that u(t) also satis- 
fies 
s 
t a(t - s) u(s) ds E D(A,) for all t > 0, (3.39) 
0 
A St a(t - s) u(s) ds = 1” a(t - s) Au(s) ds for all t > 0. (3.40) 
0 0 
In fact, u,, -+ u weakly in L2(0, T; H), and ji a(t - s) A,+,(s) ds = 
A Ji 4 - 4 u&> d s --+ si a(t - s) Au(s) ds weakly in H for every t 3 0. 
THEOREM 2. Let the general assumptions (i)-(iv) hold with j& = 0, and let 
the kernel b satisfy the same assumption as that of (as) in (iv). Also assume that 
v(u)/11 u 11 ---f co us I/ u II-+ co. Then for every f E W&$[O, co[; H), Eq. (1.2) has a 
unique solution u in the sense 
u ~Gc([O, a[; q, s t Au(s) ds EGc([O, a[; H), 
(3.41) 
0 
f - a * Au - b * u EL&([O, co[; H), (3.42) 
f(t) - (a JF Au) (t) - (b * u) (t) E Bu(t) a.e. t > 0. (3.43) 
Proof of Theorem 2. It suffices to prove the existence on some interval [0, T] 
and then extend it for [0, co[ as in [l]. 
Let u. E D(v) (the effective domain of v) and Bu, n V # 0. Applying 
Theorem 1, we observe that for each E > 0, there exist 
u, 6 @%:@A a[; W, ~6 &oc([O, 4; H), vJt) E Bu,(t) a.e. t>o 
and 
m:(t) + q(t) + a * Au,(t) + b * u,(t) =f(t) (3.44) 
a.e. t > 0 and u,(O) = u. . We multiply (3.44) by u,(t) to get 
( 4 9 UC) + (fL 9 u,) + (a * Au, , 4 + (b * uc ,uJ = (f, 4. (3.45) 
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Integrate (3.45) on [0, t], and using the positivity of the kernel b and (.uE, u,) > 
cp(uJ - ~(0) > 0, we have 
I” (a * Au,(s), u,(s)) ds < 1” (f(s), u,(s)) ds +- C. 
‘0 ‘0 
(3.46) 
If a satisfies (a,), from (3.15) one has 
s 
t (a c Au,, u,) ds 
0 
40) ‘- 2 111 xw2 - Cl [: (111 x(s)/!12 . /II x(s)ll, sup ‘I, ~(4 ‘) ds - C, , (3.47) 
O<T<.s 
where x(t) = si u,(s) ds. Comparing (3.47) and (3.46) one gets 
40) 2 II; x(M2 < If(t)I I x(t)1 + jot If’(4I I ~(4 ds 
(3.48) 
+ C It (111 x(~)lll” + Ii/ x(s)lll sup Ii! x(T)liJ) ds + C. 
0 0<7SS 
Using Gronwall’s inequality, one has 
Ilu,(s)dsI<C foralltE[O,T], E>O. (3.49) 
In case u(t) satisfies (a?), from (3.14), one has 
t (u * Au, , u,) ds > q 11: x(t)11 3. 
0 
(3.50) 
Let the a priori choice of T be such that a(T) :- 0. A comparison of (3.46) and 
(3.50) leads to 
II x(W G C (If( I XW + jot If’N I x(s)1 ds) + C. (3.51) 
Using Gronwall’s inequality, one has (3.49). This also means that under either 
of the assumptions in (iv) we have 
b * u,(s)] = 1 b(0) x(s) -+ b’ * x(s)i .< C. (3.52) 
Multiplying the approximating equation 
a:,, + veA + a ;I; A,v,, -+ b * u,~ L f 
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by A,,Q and integrating on [0, t], we have 
< 4,&o) + St (f, &,J ds + C. 
0 
Proceeding as in the proof of Theorem 1, along with the use of 
(3.53) 
s 
t (6 * u,,+ , A,u,J ds = & (b * A1’2~sl , A1’2~,,) ds > 0, 
0 
one has 
4(4 + I Fd(t)I G c for all t > 0 and E > 0, 
and letting X -+ 0 
E II Wl12 + I FENI G c 
and also 
for all t > 0 and E > 0, (3.54) 
I a * AWI G I @)F,(t) + a’ * J’,(t)1 < C (3.55) 
for all t > 0. Here F,(t) = si AuS ds. 
Next multiplying (3.44) by q(t) and integrating on [0, t], we obtain 
q+4(t>) + lt I WI” ds G Jrb (I ~~~~,I+l~*~,I+lfl~l~,~~~l~~ 
from which using (3.52) and (3.55), we have 
s 
f 1 v,(s)12 ds < C. (3.56) 
Now we show that 
E I d(t)1 < c. (3.57) 
For this purpose, corresponding to different conditions on the kernel a, 
two distinct situations are considered. First let a satisfy (a2). Proceeding as in 
the proof of Theorem 1, see (3.30) we get 
& I WI + a(t) (Au, 3 W> + W @o 9 @N 
< 40) (Au, , uo> + W (uo 3 u o ) + (Au, , Lt a’(s) u,(s) ds) 
+ (u, > j-” Us) u,(s) A) + Lt (f’(s), u:(s)) ds + (I B”uo I + IfW”k- 
0 
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from which 
8 I 4~~)12 G c (1 + I 4w + II EUe(0~2 + j” I +)I 11 EU,(S)~~ ds 
0 
+ jot (I WI + IfW I 44l q . 
From (3.54) and the last inequality, one has 
and then a use of Gronwall’s inequality establishes (3.57). 
Now we consider the case in which a satisfies (al). From (3.29), we get 
a’ * Au,) ds + ; (k(t), u,(t)) - ; (Au, , ~0) 
+ jot (4 , 6’ * u,) ds + y (I WI2 - I uo I”) (3.58) 
< ot (f’, 4) ds + (I B”uo I + lf(W2/~- s 
Here we note that a’ * Au, = u’(0) F, + F, * da’ EL$.(O, co; H) and also 
s 
t (u: , 6’ * u,) ds 
0 
= --b(O) it (4 , uc> ds + Lt (u: , b * il:) ds + lt b(s) (IL:(S), uo) ds. 
Therefore, from (3.58), one has 
a’ * Au, ] + C) 1 a:(s)l ds 
which implies (3.57). 
Now returning to (3.45) and using (wC , u,) 3 v(uJ - F(O), in view of (3.52), 
(3.55), and (3.57) we get 
du,(t)) < Cl I Wi + G , (3.59) 
and so from the coercivity condition on B, 
II Wll G c for all t E [0, T] and E > 0. (3Jw 
from which the continuity of A: V-t v’ implies 
II &W < c. (3.61) 
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Finally, we take the inner product of (3.44) with u:(t) and integrate on [O, T] 
to get 
E jo= I WI2 df + cp(WY) - duo) + iT (a * Au,(t), u’(t)) dt 
+ joT (b * u,(t), u:(t) dt 
= oT (f(t), u:(t)) dt. s 
Integrating by parts and using (3.60), one gets 
E oT 1 u:(t)12 dt < C. 
s 
(3.62) 
Thus extracting a subsequence E, -+ 0+, it results that 
UEn + f.4 weakly star inL”(0, T; V), 
%%n + 0 inL2(0, T; H), 
VI),” - v weakly inL2(0, T; H), 
AU,, -+ Au weakly star in Lm(O, T, V’), 
s 
t 
AU,,(S) ds -j 
s 
t Au(s) ds weakly star inL”(0, T; H), 
0 0 
b * u,,(t) + b * u(t) weakly in H, 
a * Au,,(t) --f a * Au(t) weakly in H. 
In fact, a * Au,,(t) converges weakly in V’ but being bounded in H converges 
weakly in H. 
Now let E -+ 0+ in (3.44) and considering the convergence in L2(0, T; H), 
one gets 
v(t) + a * Au(t) + b t u(t) =f(t) a.e. O<t<T. 
As in the proof of Theorem 1, one can verify that v(t) E h(t) and the unique- 
ness of the solution. Evidently, we have also shown that other assertions (3.41)- 
(3.43) are verified. This completes the proof. 
Remark 4. For related results on Eq. (1.2) we refer the reader to [3, 171. 
Other references may be found in the above-quoted paper [3] and in [I]. 
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4. ASYMPTOTIC BEHAVIOR OF SOLUTIONS 
The main result here is 
THEOREM 3. Let the general assumptions (i)-(iii) hoZd with /lz = 0, i = 1, 2. 
-4ssume also that both the kernels a and b satzsfy condition (a.,) in (iv) and in addition 
a” ELl([O, 11; R), a’ 57 0, (4.1) 
OEB~. (4.2) 
Let u0 E D(B) n W and f EU([O, oo[; H) be such that f’ EL~([O, oo[; H). Then 
the solution u of (1.1) satisjies 
u(t) ---) 0 strongly in H as t - cc, (4.3) 
u(t) + 0 weaklyin V as t--,cCI. (4.4) 
Proof of Theorem 3. Let u E- Wi,$([O, co[; H) be the unique solution of (l.l), 
(whose existence has been proved in Theorem 1). To verify (4.3) and (4.4), 
we use several times the following result due to R. C. NIacCamy and J. S. Wong 
[14] (see also A. Halany [lo]): If a(t) satisfies condition (a2) in (iv) and a’ + 0 
then a is a strongly positive kernel, i.e., there exist positive constants 01 and p 
such that 
for every t > 0 and w E L2(0, t; X). Here X is an arbitrary Hilbert space with 
inner product ((,)). 
We begin by establishing some estimates on [0, co[ for u(t). We multiply the 
approximate Equation (3.6) by A,+, and integrate on [0, t] to get 
HAPA , A u ) 0) + St t&u,, 
0 
a * A,u,) ds +- 10* (b * Us , A,u,) ds 
(4.6) 
< s t (f, 44 ds + Wuo , ~0). 0 
By (4.5) one has 
I ‘(A AU.4 3 a * A,u,) ds 2 01 t (A,#, , W,,) ds, 0 s 0 
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where IV: + j3W,, = A,u, . Moreover, since b(i) satisfies (as) the operator 
v -+ b * A,v is positive on L2(0, t; H). Hence 
< ot (f(s)> W,‘(s) + BW,(s>) ds + HAuo 3 ~0) s 
G If@)1 I Wdt)/ + ft I @‘&)I If’(4 - Wf(4I ds + HAu,, 4, for t 2 0, a” 
and therefore by Gronwall’s Lemma (A,u,(t), uA(t)) < C for all h > 0 and t > 0 
where C is independent of t and A. Following the argument as in the proof of 
Theorem 1, we infer that 
ll(l + W,)-14t)ll < C for all A, t > 0. (4.7) 
Since, as seen in the proof of Theorem 1, for h -+ 0, (1 + hAH)-l ul(t) -+ u(t) 
weakly in H for every t > 0, we may conclude from (4.7) that 
II WI G c for all t > 0. (4.8) 
Now we return to inequality (3.32). Since the operator v + b * v is positive 
on Ls(O, T; H), we have 
jot (~‘(4, (b * 4’ (4) ds 3lt (W, 4b(s) ds 
= (u(t), ~0) b(t) - Lt (u(s), uo) b’(s) ds. 
Remembering thatf, = f - b * u and using (4.8) we get 
I WI < C (1 + L’ If’NI I WI ds) a-e. t > 0. 
Then using Gronwall’s inequality, we conclude that 
1 u’(t)1 < C a.e. t > 0. (4.9) 
Here C is some positive constant. Now we prove (4.3). To this aim, we use an 
idea due to Halany [lo]. We multiply Eq. (1 .l) by u(t) and integrate over [O, t] to 
have 
3 I w2 + .r,t (( a * A4 (4, 4s)) ds < l,t (f(s), 4s)) ds + S I uo 12. (4.10) 
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(Since 0 E BO, we may write (Bu, U) 3 0.) F rom the strong positivity of a(t), 
we deduce that 
jt ((a * Au) (s), u(s)) ds 3 01 jot (Au(s), y(s)) ds, for t > 0, (4.11) 
0 
where 
Y’ +pY = l.4. for t > 0. (4.12) 
Here we have used (4.6), where X = V and ((u, v)) = (Au, v). Putting (4.11) 
into (4.10) and using (4.12) we get 
d ot (f, Y' + PY) ds + 4 I *o I2 s 
G i I uo I2 + IfW I y(t)1 + jt I r(s>l (B IfWl + I f(sN ds. 
0 
Sincef, f’ EL~([O, co[; H), we obtain from (2.2) and Gronwall’s Lemma that 
II u(t>ll" + j II Y(s)II~ ds < C for all t > 0. 
0 
(4.13) 
From (4.8) and (4.12), we see that /y’(t)] is bounded and therefore y(t) is 
uniformly continuous on [0, co[. Thus (4.13) implies that 
I,‘fff y(t) = 0 strongly in H, (4.14) 
and therefore 
lpJu(t), y(t)) = 0. (4.15) 
Let EC [0, a# denote the set of all points t where u’(t) exists. Of course the 
Lebesgue measure of [0, co[\E is zero. As seen in the proof of Theorem 1 (see 
Remark I), the function u’(t) is everywhere continuous from the right on E. 
From (4.9) and (4.14), we may also conclude that (u’(t), y(t)) is uniformly 
continuous from the right on [0, oo[ and therefore so is the function 
(W) (u(t), r(t)) = W), y(t)) + (u(t), r’W t E E. (4.16) 
By an elementary device, this fact together with (4.15) implies that 
$n(d/dt) (u(t), y(t)) = 0. + 
t=ZE 
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Then from (4.14) and (4.16), we see that 
Finally, (4.15) and (4.12) yield 
EiJ 1 u(t)12 = 0. 
tsE 
Since n(t) is uniformly continuous from [0, co[ -+ H we deduce (4.3) as claimed. 
Relation (4.4) is implied by (4.3) and (4.8). Thus the proof of Theorem 3 is 
complete. 
5. INFINITE DELAY EQUATIONS. EXAMPLES 
Consider a hereditary differential system of the form 
u’(t) + Bu(t) + St a(t - s) Au(s) ds + St b(t - s) u(s) ds gg(t), (5.1) --m --m 
t > 0, together with initial value conditions 
u(s) = uO(s) for s < 0. (5.2) 
Incorporating the initial “history” u” into the nonhomogeneous term g we 
may write Eq. (5.1) as (1 .I), where 
f(t) = g(t) - 1” (a(t - s) Au(s) + b(t - s) u(s)) ds. 
--co 
To apply the previous theorems, we need of course to have the function f in 
?V&!([O, co[; H). For th is it suffices to suppose (see [7, Proposition 5.11) that 
u. , Au, ~L~(]--cc, 01; H) and 
s 
t+n 
sup (I 441 + I 4s)l + I WI + I b’(s)0 ds = Wz < * (5.3) 
ogtp t 
for all n. Then applying Theorem 1, we obtain 
COROLLARY 1. Let the space V, H, the operators A, B, and the kernels a, b 
satisfy assumptions (i)-(v). Further, assume that condition (5.3) holds. Let u. E 
%4 n V, f E %;:([O, a[; H), u”, Au0 E L2(] - co, 0] ; H) be given. Problem 
(5.1), (5.2) has a unique solution u E W~$([O, oo[; H) satisfying 
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Assume, in addition, that a satisfies (az) and u0 E D(B) n V. Then u’ E 
J%(P, a w, u(t) is everywhere dz~xntiable from the right and 
f u(t) + (Bu(t) + jt (a(t - s) Au(s) + b(t - s) u(s)) ds -f(t))’ = o (5.5) --sI 
for all t > 0. 
Similarly, Theorem 2 implies 
COROLLARY 2. Let the operators A, B and the kernels a, b satisfy the conditions 
of Theorem 2. Further, assume that 
a, b EL~([O, co[; R). (5.6) 
Let u0 E D(B) r\ V, f E U([O, to[; H) and u” E L2(]- “o, 01; H) be given such that 
f’ E wo, 4; H), Au0 EL~(]-co, 01; H). (5.7) 
Then the solution u(t) of problem (5.1) and (5.2) satis$es 
u(t) + 0 strongly in H as t + co, (5.8) 
u(t) + 0 weakly in V as t+cm. (5.9) 
We illustrate these results in two examples of hereditary differential equations 
arising in heat conduction and fluid theory. 
EXAMPLE 1. The linearized theory of homogeneous and isotropic rigid heat 
conductors composed of materials with memory is based on the constitutive 
equations (see [9]) 
q(t, x) = -k(O) Vu(x, t) - It k’(t - s) Vu(x, s) ds, 
-s 
qt, x) = a(o) u(x, t) + jJm d(t - s) @, 4 & 
where U(X, t), 2(x, t), and g(x, t) denote the temperature, internal energy, and 
heat flux, respectively. The function k is called the heat conduction relaxation 
function and 01 the energy temperature function. Together with the energy- 
balance law these relations imply 
a(O) u,(x, t) + a’(0) u(x, t) - k(0) Ou(x, t) - jt k’(t - s) du(x, s) ds 
-m 
(5.10) 
d’(t - s) u(x, s) ds = Y(X, t), 
409/67/z-15 
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x E I, t > 0, where Y denotes heat supply and d the Laplacian. Of course, the 
initial and boundary value conditions of the form 
4x9 0) = uo(x), u(x, s) = uO(x, s) for s < 0, x E R, (5.11) 
u(t, x) = 0 for x E XJ, t > 0, (5.12) 
should be added (Q is assumed to have a sufficiently smooth boundary K?). 
This problem has been studied by many authors [8, 15, 161, the interest being 
focussed on uniqueness and asymptotic behavior. It should be observed that 
problem (5.10), (5.11), and (5.12) is of the form (5.1) and (5.2), where H = 
L*(Q), I’ = Ho3(Q), A = --d and Bu = (01’(o) u - K(0) du)/ar(O) with D(B) = 
H*(Q) n Ho](Q) and a(t) = k’(t)/cr(O), b(t) = a”(t)/cx(O). (Here Hoi(Q), H*(Q) 
are usual Sobolev spaces.) Thus applying Corollaries 1 and 2 we may conclude 
that: Let 01 and k be such that 
a”, a”’ EL:,,,([O, co[; R), @) > 0, (5.13) 
K’(0) > 0, k” do,([O, m[; R), (5.14) 
k” is of bounded variation locally on [0, co[. Let u. E Hoi(S), u” ~L~(]--co, O[; 
H2(rR) n Hoi(Q)) and Y E W&?([O, co[; L*(Q)) be given. Then problem (5.10)- 
(5.13) has a unique solution u(x, t) satisfying 
u &.&A a[; @(.Q)) n C,([O, ~1; f+(Q)), (5.15) 
ut GJ,([0, ax; L*(Q)). (5.16) 
Similarly, applying Corollary 2 we may obtain asymptotic results for the 
above problem, but we leave this task to the reader. Before concluding this 
problem, but we leave this task to the reader. Before concluding this example, 
we note that the genral theory applies as well to the case in which the heat 
supplies Y(X, t) depends on the temperature u by a law of the form: Y(X, t) = 
y(u) (x, t) + g(x, t), where y is a monotone decreasing and continuous function 
on R and g is a given function. In this case 
(W (4 = Mu) - cW0 - k(O) 4 W49, XESZ, 
and as easily seen, the assumptions of Theorems 1 and 2 are satisfied for this 
choice of B. 
EXAMPLE 2. Let 9 be a bounded and open domain in R2 with smooth 
boundary a~?. A linearized model of a simple incompressible fluid with fading 
memory is given by the equations (see [13, 171) 
ut(x, t) - j-t G(t - s) Au@, s) ds = -VP; XEJ-2, t 2 0, 
--m 
div u(x, t) = 0, XEQ, t 20, 
u(x, t) = 0, xEa52, tao, 
u(x, t) = 240(x, t), XES2, t < 0. 
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By u(x, t> == (U&Y 0, u&, t), 4x, 9, we have denoted the velocity at a point 
x E Q at time t. Here p is the indeterminate mean normal stress, G(t) is the shear 
relaxation modulus, and us is the initial velocity history. We assume that G 
satisfies the following conditions: 
GE Cl([O, a[; R), G” E C(]O, m[; R) nL’([O, 11; R), (5.17) 
(-l)‘i Gk(t) > 0 fort>0 and k==0,1,2, G&O, (5.18) 
G EL’([O, a[; R). (5.19) 
To represent Eq. (5.16) in the abstract form (5.1) we introduce the space 
H = {U E (L2(52))3; div u -=~ 0; 
and 
PT = {u E (Ho1(Q))3, div u ~= 0). 
More precisely H denotes the completion of (u E (Co1(Q))3, div u =:= 0.1 in 
(W(Q))a. Finally, we set A = --d. Then the delay equation 
u’(t) -+ \’ u(t - s) Au(s) ds = 0, 
‘--00 
t > 0, (5.20) 
u(t) = u”(t), for t < 0, (5.21) 
where u(t): R ---f H given by u(f) (x) = u(t, X) for x E Q, t E R represents the 
abstract presentation of problem (5.16) (see [17]). Applying Corollaries 1 and 2 
with a = Gr , b = 0, and B = 0, we may conclude that: 
Let u” E L2(]- 03, 031; H) be such that 
uO(., 0) E v, ~u~EL~(]-co,O]; H). (5.22) 
Then problem (5.16) has a unique solution u(x, t) satisfving 
ut EL”([O, 6 HI, 24 E C,([O, a[; L’), (5.23) 
f’z u(., t) = 0 strongZy in (L”(Q))3, (5.24) 
l,‘? u(-, t) = 0 weakly in (Ho1(a))3. (5.25) 
Remark 5. Using a different approach M. Slemrod [17] has obtained a 
similar result assuming that G satisfies conditions (5.17) and (5.18) and in addi- 
tion 
j 
. 07 
- t*G’(t) dt < 00, G(t) + 0 as t--t 03. 
0 
It seems that the result given above is more general. Furthermore, by virtue 
of Corollary 1, for existence and uniqueness in (5.16) it suffices merely to assume 
that G satisfies condition (iv). 
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EXAMPLE 3. The governing equations of unsteady flows (water hammer) 
with nonlinear pipe friction are (see, e.g., [12]) 
vt+W,+~v/v/ =f; ~~[O,~l, t30, 
wt + B% = 0, 
(5.26) 
where (II and /I are positive constants and f is a given function. Here v means the 
velocity of water and w =p/p + gh, where p is the pressure in pipe and h the 
elevation of the pipe section. For the given problem, the initial and boundary 
value conditions are 
w(x, 0) = we(x) 
v(Z, t) = 0 
for x E [0, 11, (5.27) 
for t 3 0. (5.28) 
For a treatment of such problems with more general boundary-value con- 
ditions we refer the reader to [4]. 
We set U(X, t) = v(x, t) + (x - 1) f&/Z, and use the system to get the equation 
ut - /3 s ’ u,,(x, s) ds + a(u - (x - 1) f&/Z) 1 u - (x - I) f&/Z [ =f(x, t) (5.29) 0 
with initial and boundary-value conditions 
u@, 0) = VI)(X) + (x - 1) eoiz 
u(0, t) = u(Z, t) = 0 
for x E [0, Z], 
for t > 0. 
We are in the situation of Theorem 1 where H =L.2([0, 11; R), V = H,1(0, I), 
Au = +3uzz , and (Bu) (x) = ,(u - (X - Z) 8,/Z) j u - (X - 2) So/Z 1 for x E 
P, 11. 
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