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STRONG SEMICLASSICAL LIMIT FROM HARTREE AND
HARTREE-FOCK TO VLASOV-POISSON EQUATION
LAURENT LAFLECHE1, CHIARA SAFFIRIO2
Abstract. In this paper we consider the semiclassical limit from the Hartree
to the Vlasov equation with general singular interaction potential including
the Coulomb and gravitational interactions, and we prove explicit bounds in
the strong topologies of Schatten norms. Moreover, in the case of Fermions,
we provide estimates on the size of the exchange term in the Hartree-Fock
equation and also obtain a rate of convergence for the semiclassical limit from
Hartree-Fock to Vlasov equation in Schatten norms. Our results hold for
general initial data in some Sobolev space and are global in time.
Keywords: Hartree equation, Hartree-Fock equation, Vlasov equation, Coulomb
interaction, gravitational interaction, semiclassical limit.
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2 LAURENT LAFLECHE1, CHIARA SAFFIRIO2
1. Introduction
The problem of deriving the Vlasov equation, a kinetic equation describing the
time evolution of the probability density of particles in interaction, such as par-
ticles in a plasma or in a galaxy, from the dynamics of N quantum interacting
particles in a joint mean-field and semiclassical approximation is a classical ques-
tion in mathematical physics and the first rigorous results were obtained in the ’80s
(Cf. [46, 60]).
The Vlasov equation is a nonlinear transport equation for the probability density
f : R+ × R
d × Rd → R
(1) ∂tf + ξ · ∇xf + E · ∇ξf = 0 ,
with E := −∇K ∗ ρf the self induced mean-field force field created by the pair
interaction potential K : Rd → R through the formula
−(∇K ∗ ρf )(t, x) = −
∫
Rd
∇K(x− y) ρf(t, y) dy,
where ρf is the spatial density associated to f , namely
ρf (t, x) =
∫
Rd
f(t, x, ξ) dξ .
When K is the Green function, Equation (1) is called Vlasov-Poisson system, be-
cause K can be obtained as a solution to the Poisson equation −∆K = ρf , thus
linking the Vlasov equation to the Poisson one. In dimension 3, it corresponds to
the case of the Coulomb potential
K(x) =
1
2π |x|
,
but we will consider more general attractive and repulsive potentials.
The well-posedness of the Vlasov equation (1) is due to Dobrushin [18] for smooth
interaction potentials K ∈ C2c (R
d). Concerning singular interactions, the case
of Coulomb and gravitational potentials have been tackled first in [35] and [61],
respectively for d = 1 and d = 2. In d = 3, the well-posedness for small data has
been proven in [6] and later extended to general initial data by Pfaffelmoser [52]
and by Lions and Perthame [41]. In recent years improvements on the conditions
of propagation of momenta and on the uniqueness condition have been addressed
in [47, 48, 17, 42, 44, 33]. In this paper we will closely refer to the Lions and
Perthame paper [41], that is the one that better adapt to the comparison with the
quantum dynamics because of its Eulerian viewpoint.
The Vlasov equation (1) is supposed to emerge as a joint mean-field and semi-
classical limit from the dynamics of N interacting quantum particles. This has
been first proven in [46, 60], respectively for analytic and C2 interaction potentials,
using the BBGKY approach in the fermionic setting. The case of Bosons has been
studied in [30], in the mean-field limit combined with a semiclassical limit, through
the analysis of the dynamics of factored WKB states.
It is well known that the many-body dynamics can be approximated in the
mean-field limit by the Hartree equation
(2) i~ ∂tρ = [H,ρ],
an evolution equation for the one-particle density matrix ρ on the one-particle space
L2(Rd), with Tr(ρ) = 1. In Equation (2), ~ := h2pi is h the Planck constant, and H
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is the Hamiltonian
(3) H = −~
2
2 ∆+K ∗ ρ ,
where ∆ is the Laplace operator,K is the two-body interaction potential and ρ(x) =
ρ(x, x) the diagonal of the kernel of the operator ρ. The mathematical literature
on this subject is rather extensive. See for example [8, 20, 7, 23, 55, 31, 53, 16, 36,
26, 45, 27, 29, 28, 15] for the case of Bosons and [19, 22, 12, 10, 5, 50, 54, 49, 56]
for the case of Fermions. We recall that the interest in the mean-field regime is due
to the fact that many systems of interest in quantum mechanics are usually made
of N particles, where the number of particles N typically ranges between 102 and
1023.
In the case of Fermions, a more precise mean-field approximation for the many-
body quantum dynamics is given by the Hartree-Fock equation
(4) i~ ∂tρ = [HHF ,ρ],
with HHF = −~
2∆+K ∗ ρ−X, where X is the so called exchange term defined as
the operator of kernel
(5) X(x, y) = K(x− y)ρ(x, y),
in contrast with the direct term K ∗ ρ.
The Hartree and Hartree-Fock equations are quantum models. It is therefore
natural to investigate their semiclassical limit as ~ → 0. First results in this di-
rection provide the convergence from the Hartree dynamics towards the Vlasov
equation in abstract sense, without rate of convergence and in weak topologies, but
including the case of singular interaction potentials, such as the Coulomb one (Cf.
[40, 43, 24, 21]). Explicit bounds on the convergence rate in stronger topologies
have been established in [51, 4, 1, 2, 11, 27]. They all deal with smooth inter-
action potentials. More recently, the case of singular interactions, including the
Coulomb potential, has been considered in [38, 37], where the convergence from
Hartree to Vlasov is achieved in weak topology using quantum Wasserstein-Monge-
Kantorovich distance, providing explicit bounds on the convergence rate. In strong
topology (trace norm and Hilbert-Schmidt norm) explicit bounds on the conver-
gence from the Hartree dynamics to the Vlasov equation with inverse power law
of the form K(x) = |x|−a with a ∈ (0, 1/2) have been proven in [58], and a proof
that includes the Coulomb potential has been provided in [57] but under restrictive
assumptions on the initial data.
The aim of this paper is to establish a strong convergence result from both the
Hartree and the Hartree-Fock equation towards the Vlasov dynamics for a large
class of regular initial states. Our results apply to a wide class of initial data
at positive temperature, thus giving a thorough answer to the question of strong
convergence of the Hartree equation to the Vlasov system for singular interactions
in the case of mixed states (i.e. states that are relevant at positive temperature).
With respect to the results present in literature, there are several novelties:
apart from the large class of initial data for whose evolution we can establish strong
convergence with explicit rate towards the Vlasov equation, our techniques allow to
consider inverse power law potentials that are more singular than Coulomb and our
methods easily extend to very general non radially symmetric potentials. Moreover,
the topology we consider is not only the one induced by the trace or Hilbert-Schmidt
norm (as it is for instance in [58]), but the ones induced by semiclassical Schatten
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norms Lp, for all p ∈ [1,∞). These are obtained by a refinement on the estimate
for the Lp norms of the commutator [K(· − z),ρ] and a careful analysis of the
propagation in time of initial conditions leading to bound the quantity∥∥∥diag ∣∣∣[ x
i~
,ρ
]∣∣∣∥∥∥
Lp(Rd)
uniformly in ~, for p > 3. This requires using kinetic interpolation inequalities as
in [38] and an extension of the Calderón-Vaillancourt theorem for Weyl operators.
Finally, we extend our results to the Hartree-Fock equation (4), thus proving the
strong convergence of the Hartree-Fock dynamics to the Vlasov one. As a corollary,
we get explicit estimates on the difference between the Hartree and Hartree-Fock
dynamics in Schatten norms, thus giving a rigorous proof of the fact that the
exchange term in the Hartree-Fock dynamics is subleading with respect to the
direct one also when the interaction potential is singular (this was proved in [12] in
the case of smooth potentials).
Notice that the Hartree equation can be seen as a mean-field limit in both the
bosonic and the fermionic setting, the difference being that in the fermionic setting,
the anti-symmetry of the N -particles wave functions forces the number of particles
N and the semiclassical parameter ~ to satisfy
(6) h ≤ N−1/d ‖f~‖
−2/d
L2(R2d)
where f~ is the Wigner transform of the normalized one particle marginal of the
N -body density operator solving the N -body Schrödinger equation. Notice that,
because of Inequality (6), the explicit bounds on the convergence rates given by our
results also provide information on the accuracy of the semiclassical approximation
in terms of the number of particles.
Despite our results give a good answer to the problem of the semiclassical limit
from the Hartree and Hartree-Fock equations to the Vlasov one with general sin-
gular potentials in the context of positive temperature states, a certain number of
questions related to the derivation of the Vlasov equation from quantum dynamics
remain open:
i) The mean-field limit from a system of N quantum particles interacting
through a singular potential in the case of mixed states. Up to our knowl-
edge, this problem is open in both the bosonic and the fermionic setting.
ii) In the bosonic setting, whereN and ~ are independent parameters, the joint
mean-field and semiclassical limit is an open problem when the interaction
is singular. Namely, no uniform convergence in the semiclassical parameter
~ has been proven so far.
iii) We believe our results give optimal bounds on the convergence rate in trace
norm L1. The question whether the bounds we obtain for the semiclassical
Hilbert-Schmidt norm L2, and thus the L2 convergence for the associated
Wigner functions, are optimal is open. The exact same question can be
asked for the bounds in Theorem 3 about the convergence of the Hartree-
Fock equation to the Vlasov one. In both cases, we believe the bounds we
get are not optimal and there is room for improvements.
The paper is structured as follows: in Subsections 1.1 and 1.2 we state our
main results and introduce the notations we will use throughout the paper; in
Section 2 we explain our strategy by making a comparison with the classical Vlasov
dynamics and find a new (up to our knowledge) stability estimate for the Vlasov
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system; Section 3 contains the main results concerning the regularity of the Weyl
transform of a solution to the Vlasov equation, that will be crucial to prove the
theorems stated in the subsection 1.1; Sections 4 is devoted to prove Theorem 1 and
Theorem 2 respectively; in Section 5 we present the proof of Theorem 3, based on
estimates on the exchange term. Two Appendices on the propagation of regularity
for Vlasov equation and on basic operators identity complement the paper.
1.1. Main results.
1.1.1. Operators and function spaces. We denote by Lp = Lp(Rd) the classical
Lebesgue spaces, by Lp,q = Lp,q(Rd) the classical Lorentz spaces for (p, q) ∈ [1,∞]2
(see for example [13]) and we define the space of positive and trace class operators
by
L1+ := {ρ ∈ L(L
2),ρ = ρ∗ ≥ 0,Tr(ρ) <∞},
where L(L2) denotes the space of linear operators on L2, and the quantum Lebesgue
norms (or semiclassical Schatten norms) Lp by
‖ρ‖Lp := h
−d/p′‖ρ‖p = h
−d/p′ (Tr(|ρ|p))
1
p .
where ‖ρ‖p denotes the usual Schatten norm (i.e. without dependency in h).
In this work, we consider the semiclassical limit to solutions of the Vlasov equa-
tion with regular data in the sense that the initial condition will be bounded in
some weighted Sobolev space. Therefore, we will use the following notation for
smooth polynomial weight functions
〈y〉 =
√
1 + |y|2,
and for σ ∈ N, we define the spaces W σ,pk (R
2d) as the spaces equipped with the
norm
‖f‖Wσ,p
k
(R2d) =
∥∥∥〈z〉k f(z)∥∥∥
Lp(R2d)
+
∥∥∥〈z〉k∇σz f(z)∥∥∥
Lp(R2d)
,
where z = (x, ξ) so that 〈z〉
2
= 1 + |x|
2
+ |ξ|
2
. We also use the standard notations
in the cases σ = 0 or p = 2
Lpk(R
2d) :=W 0,pk (R
2d)
Hσk (R
2d) :=W σ,2k (R
2d).
1.1.2. Wigner and Weyl transforms. We can associate to each density operator ρ a
function of the phase space called the Wigner transform and which is defined (for
h = 1) by
wρ(x, ξ) :=
∫
Rd
e−2ipiy·ξρ
(
x+
y
2
, x−
y
2
)
dy = F(ρ˜x) (ξ),
where ρ˜x(y) = ρ(x + y/2, x − y/2) and we used the following convention for the
Fourier transform
F(u) (ξ) :=
∫
Rd
e−2ipix·ξu(x) dx.
This function of the phase space is however not a probability distribution since it
is generally not non-negative. We refer to [40] for more properties of the Wigner
transform. Given ρ, we will write its semiclassical Wigner transform
w~(ρ)(x, ξ) =
1
hd
wρ
(
x,
ξ
h
)
.
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Conversely, to each function of the phase space, we can associate an operator
through the Weyl transformation, which is the inverse of the Wigner transform.
It is defined as the operator such that for any ϕ ∈ C∞c
ρ
W
~ (g)ϕ :=
∫∫
R2d
g
(
x+y
2 , ξ
)
e−i(y−x)·ξ/~ϕ(y) dy dξ.
1.1.3. Theorems. Our main result is the following.
Theorem 1. Let d ∈ {2, 3}, a ∈
(
max{ d2 − 2,−1}, d− 2
]
and suppose K is given
by one of the following expressions
(7) K(x) =
±1
|x|a
or K(x) = ± ln(|x|).
In the second case we take a = 0. Let f ≥ 0 be a solution of the Vlasov equation (1)
and ρ ≥ 0 be a solution of the Hartree equation (2) with respective initial conditions
f in ∈ W σ+1,∞m (R
2d) ∩Hσ+1σ (R
2d)(8)
ρ
in ∈ L1(9)
where (m,σ) ∈ (4N) × (2N) verify m > d and σ > m + d
b−1 with b =
d
a+1 . Then,
there exists λf (t) ∈ C
0(R+,R+) and Cf (t) ∈ C
0(R+,R+) depending only on d, a
and on the initial condition of the solution of the Vlasov equation such that
(10) Tr
(∣∣ρ− ρf ∣∣) ≤ (Tr(∣∣ρin − ρinf ∣∣)+ Cf (t) ~) eλf (t)
where ρf = ρ
W
~
(f). An upper bound for the expression of the functions λf and Cf
is given by
λf (t) ≤ Cd,a
∫ t
0
‖∇ξf‖Wn0,∞(R2d)∩Hσσ (R2d)
ds
Cf (t) ≤ Cd,a
∫ t
0
‖ρf (s)‖L1∩Hν
∥∥∇2ξf(s)∥∥Hmm (R2d) e−λf (s)ds,
which remain bounded at any time t ≥ 0, and where ν =
(
m
2 + a+ 2− d
)
+
and
n0 = ⌊d/2⌋+ 1.
Remark 1.1. Condition (7) includes in particular the Coulomb or Newton poten-
tial in dimensions d = 3 and d = 2. In these cases, the conditions of regularity (8)
of the initial data of the Vlasov equation become f in ∈ W 13,∞4 (R
2d) ∩ H1312 (R
2d)
when d = 3 and a = 1, and f in ∈ W 9,∞4 (R
2d) ∩ H98 (R
2d) when d = 2 and a = 0.
These conditions are of course not optimal: for example the fact that we ask for
m/2 and σ to be even numbers is mostly to simplify some computations.
Remark 1.2. To see more explicitly that Inequality (10) gives a good semiclassical
approximation estimate, one can take ρin = ρinf and fix some T > 0, which yields
for any t ∈ [0, T ]
(11) Tr
(∣∣ρ− ρf ∣∣) . CT ~,
for some constant CT > 0. In this case, since ρ
in
f has to be regular in the sense that
it is the Weyl transform of a regular classical phase space distribution, then ρin = ρinf
implies that ρin also has to be regular. However remark that Inequality (10) is
actually stronger since it is telling that the initial condition of the Hartree equation
does not need to be regular but just initially close to some regular density matrix.
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In particular, taking ρin and ρinf such that Tr
(∣∣∣ρin − ρinf ∣∣∣) ≤ C~ also implies the
simplified Inequality (11).
Remark 1.3. Observe that Theorem 1 implies the convergence of the spatial density
of particles ρ→ ρf in L
1. Indeed, by duality we have
(12) ‖ρ− ρf‖L1 = sup
O∈L∞(Rd)
‖O‖L∞≤1
∣∣∣∣∫ O(x) (ρ(x)− ρf (x)) dx∣∣∣∣ ≤ Tr(∣∣ρ− ρf ∣∣) ,
since every bounded function x 7→ O(x) also defines a multiplication operator with
operator norm ‖O‖L∞.
From the bound in Theorem 1 we also obtain estimates in other semiclassical
Lebesgue spaces.
Theorem 2. Take the same assumptions and notations as in Theorem 1, define
b = da+1 and assume moreover that
f in ∈W σ+1,∞σ (R
2d) ∩Hσ+1σ (R
2d)
and that σ > n0 +
d
b
. Then for any p ∈ [1, b) it holds∥∥ρ− ρf∥∥Lp ≤ ∥∥ρin − ρinf ∥∥Lp + (Tr(∣∣ρin − ρinf ∣∣)+ c(t)~) eλ(t) ,(13)
where c and λ are continuous functions on R+ depending on d, a, p and f
in. For
any q ∈ [b,∞), assuming also that ρin ∈ L∞, this leads to the following estimate
(14)
∥∥ρ− ρf∥∥Lq ≤ c2(t)(∥∥ρin − ρinf ∥∥ pqLp +Tr(∣∣ρin − ρinf ∣∣) pq + ~ pq ) e pq λ(t),
where ρf = ρ
W
~
(f) and c2 ∈ C
0(R+,R+) can also be computed explicitly and de-
pends on the initial conditions.
Remark 1.4. In particular, if we assume ρin = ρinf , or more generally
Tr
(∣∣ρin − ρinf ∣∣) ≤ C~ and ∥∥ρin − ρinf ∥∥L2 ≤ C~ ,
then we have a rate ~b/2−ε with ε > 0 as small as we want, that for the Coulomb
potential in dimension d = 3 reads
‖fρ − f‖L2(R2d) =
∥∥ρ− ρf∥∥L2 ≤ CT ~3/4−ε
where fρ = w~(ρ) is the Wigner transform of ρ and for any t ∈ [0, T ] for some
fixed T > 0. Remark that Theorem 1 does not imply convergence of the operators,
but is only a quantitative estimate, where both ρ and ρW
~
(f) depend on ~, whereas
the above equation is both a quantitative estimate and a convergence result since it
implies the convergence of fρ to f in L
∞
loc(R+, L
2(R2d)).
With the same assumptions, in the case when d = 2, then the Coulomb kernel
is of the form K(x) = C ln(|x|), and b = 2, implying that Inequality (13) holds for
any p ∈ [1, 2) and that we almost get the conjectured optimal rate of convergence
for p = 2
‖fρ − f‖L2(R2d) ≤ CT ~
1−ε.
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Remark 1.5. All our results generalize to more general non-radial pair interac-
tions. For s ∈ (0, d), define the weak Sobolev space H˙σ,1w as the completion of C
∞
c
with respect to the norm
‖u‖H˙s,1w :=
∥∥∆ s2 u∥∥
TV
,
where ‖·‖TV denotes the total variation norm over the space M of bounded mea-
sures. By the formula of the inverse of the powers of Laplacian, we deduce that it
is the space of functions that can be written
(15) u(x) =
∫
Rd
1
|x− w|
d−s
µ(dw),
for some measure µ ∈M. Remark that this space contains the interaction kernel
K(x) =
1
|x|a
with a = d− s,
when a > 0, which follows by taking µ = δ0. In particular, the Coulomb potential
in dimension d = 3 verifies
1
|x|
∈ H˙2,1w .
However, this space contains also more general potentials. It contains for example
the Sobolev space H˙s,1 = F˙ s2,1 which is defined by the norm
∥∥∆ s2u∥∥
L1
. When n ∈ N,
then H˙n,1 = W˙n,1 is a classical homogeneous Sobolev space.
Let us sketch briefly how one should adapt the proofs to obtain the results in these
spaces. The key point in which we heavily use the explicit form of the potential is
in the proof of Proposition 4.2, where we write the inverse power law potential as
a combination of Gaussian functions. Because of Equation (15), we can use the
exact same decomposition for |x− w|s−d with µ a bounded measure, and write
‖[K(· − z),ρ]‖1 ≤ sup
w∈Rd
(∥∥[| · −z − w|s−d,ρ]∥∥
1
)
‖µ‖TV ,
and then use the Proposition 4.2 exchanging z with z + w.
Hence, all our results also hold with the assumption K ∈ H˙d−aw instead of K(x) =
|x|−a when a > 0, except Theorem 3 below, since we need an assumption on K2 to
prove inequalities (39a) and (39b). For this theorem, the assumption K(x) = |x|
−a
can therefore be replaced by K ∈ H˙d−aw and K
2 ∈ H˙d−2aw when a ≥ 0.
Our third result concerns the Hartree-Fock equation. We write both cases p = 1
and p > 1 in one theorem in this case.
Theorem 3. Let ρ be a solution of the Hartree-Fock equation (4) and f be a
solution of the Vlasov equation (1) satisfying the same initial conditions as in The-
orem 1, and as in Theorem 2 if p > 1. Then, for any p ∈ [1, b), there exists
functions c ∈ C0(R+,R+) and λ ∈ C
0(R+,R+) depending on the d, a, p and f
in
such that∥∥ρHF − ρf∥∥Lp ≤ ∥∥ρin − ρinf ∥∥Lp + (Tr(∣∣ρin − ρinf ∣∣)+ c(t) ~min{1,s˜−1}) eλ(t) ,
where ρf = ρ
W
~
(f), s˜ = d− a+ − d
(
1
2 −
1
p
)
+
. For q ∈ [b,∞), assuming again also
that ρin ∈ L∞, we can still get the following estimate∥∥ρHF − ρf∥∥Lq ≤ c2(t)(∥∥ρin − ρinf ∥∥ pqLp +Tr(∣∣ρin − ρinf ∣∣) pq + ~ pq min{1,s˜−1}) e pqλ(t) .
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where c2(t) can also be computed explicitly and depends on the initial conditions.
Remark 1.6. For a > d − 2, we have no propagation of regularity and therefore
our results hold true only in a conditional form. Namely, if the solution to the
Vlasov equation is sufficiently regular, then the bounds of Theorem 1 and Theo-
rem 2 are still satisfied. More precisely, if d = 3, such conditional results hold for
any a ∈ (1, 2). As for Theorem 3, a conditional result is still true. However, due to
the control on the exchange term X, we can address a smaller class of potentials.
In particular in dimension d = 3 we have a ∈ (1, 3/2). Our results in dimension 2
and 3 can be summarized as follows.
Settings Hartree Hartree-Fock
d = 2 and a ∈ (−1, 0] global global
d = 2 and a ∈ (0, 1] conditional conditional
d = 3 and a ∈
(
− 12 , 1
]
global global
d = 3 and a ∈
(
1, 32
]
conditional conditional
d = 3 and a ∈
(
3
2 , 2
)
conditional ??
Remark 1.7. Notice that Theorem 2 and Theorem 3 give a semiclassical estimate
between the solutions of Hartree equation and the solutions of HF equation. Indeed,
let ρH and ρHF be respectively a solution to the Hartree (2) and Hartree-Fock
equation (4), and let ρf be a solution to the Weyl transformed Vlasov equation.
Then, for p ∈ [1,∞), we have
‖ρH − ρHF ‖Lp ≤
∥∥ρH − ρf∥∥Lp + ∥∥ρHF − ρf∥∥Lp ,
where the first term in the r.h.s. is bounded by Theorem 2 and the second term in
the r.h.s. can be estimated by Theorem 3.
1.2. Quantum gradients of the phase space.
The strategy of this paper consists in getting the semiclassical analogue of the
estimates of the classical mechanics, and in particular the case of kinetic models.
The quantum analogue of the classical momentum variable ξ is the operator
p = −i~∇,
which is an unbounded operator on L2. From this we get in particular that |p|2 :=
p
∗
p = −~2∆ and we can express the Hamiltonian (3) as H = |p|
2
2 + V (x). Since
our method here uses regular initial conditions, we define the following operators
which are the quantum equivalent of the gradient with respect to the variables x
and ξ of the phase space:
∇xρ := [∇,ρ] =
[
p
i~
,ρ
]
∇ξρ :=
[ x
i~
,ρ
]
.
These formulas can be seen from the point of view of the correspondence principle as
the quantum equivalent of the Poisson bracket definition of the classical gradients.
Another point of view is to remark that they are Weyl transforms, since we have
∇xρ = ρ
W
~
(∇xw~(ρ)) ,
∇ξρ = ρ
W
~ (∇ξw~(ρ)) .
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One should not confuse ∇ ∈ L(L2) with ∇x ∈ L(L(L
2)).
2. The classical case: L1 weak-strong stability
In the classical case, the method we use to prove the semiclassical limit can be
seen as an equivalent of the following L1 weak-strong stability estimate for the
Vlasov equation, which tells that we just need to have a control of the gradient of
only one of the solutions to get a bound on the integral of their difference. For
functions of the phase space of the form f = f(x, ξ), we use the shortcut notation
LpxL
q,r
ξ = L
p(Rd, Lq,r(Rd)). The next proposition can be seen as the classical
equivalent of Theorem 1.
Proposition 2.1. Let b ∈ (1,∞] and ∇K ∈ Lb,∞ and assume f1 and f2 are two
solutions of the Vlasov equation (1) in L∞([0, T ], L1(R2d)) for some T > 0. Then,
under the condition
(16) ∇ξf2 ∈ L
1([0, T ], Lb
′,1
x L
1
ξ),
one has the following stability estimate
‖f1 − f2‖L1(R2d) ≤
∥∥f in1 − f in2 ∥∥L1(R2d) eC
∫ T
0
‖∇ξf2‖
L
b′,1
x L
1
ξ
dt
,
where C = ‖∇K‖Lb,∞.
Remark 2.1. In the case of the Coulomb interaction, b = 32 , the condition on f2
becomes ∫
Rd
|∇ξf2| dξ ∈ L
1([0, T ], L3,1x ),
which by real interpolation follows in particular if
‖∇ξf2‖L1
ξ
∈ L1([0, T ], L3+εx ∩ L
3−ε
x ),
for some ε ∈ (0, 2]. In particular, the case ε = 2 yields (3− ε, 3+ ε) = (1, 5), which
corresponds to the equivalent of the hypotheses required on the solutions in [57]. A
quantum version of this hypothesis can also be found in [54].
Remark 2.2. This result allows ∇K to be more singular than the case of the
Coulomb potential. However, it is a conditional result, since one still has to show
that condition (16) holds. If the potential is the Coulomb potential or a less singular
potential, then one can prove that this condition holds if the data is initially in some
weighted Sobolev space by Proposition A.1 in appendix. If the potential is more
singular than the Coulomb potential, then such a result is unclear.
Proof of Proposition 2.1. Let f := f1 − f2 and define for k ∈ {1, 2}, ρk =
∫
Rd
fk dξ
and Ek = ∇Vk = ∇K ∗ ρk. Then it holds
∂tf + ξ · ∇xf + E1 · ∇ξf = (E2 − E1) · ∇ξf2
so that by defining ρ := ρ1 − ρ2, we obtain
∂t
∫∫
R2d
|f | dxdξ =
∫∫
R2d
(∇K ∗ ρ · ∇ξf2) sign(f) dxdξ
= −
∫
Rd
ρ∇K ∗˙
(∫
Rd
sign(f)∇ξf2 dξ
)
≤ ‖f‖L1
∥∥∥∥∇K ∗ ∫
Rd
|∇ξf2| dξ
∥∥∥∥
L∞
.
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We conclude by remarking that by Hölder’s inequality for Lorentz spaces (see for
example [34, Formula (2.7)]), for any g ∈ Lb
′,1, the following inequality holds
(17) ‖∇K ∗ g‖L∞ ≤ sup
z∈Rd
∫
Rd
|∇K(z − ·)g| ≤ ‖∇K‖Lb,∞ ‖g‖Lb′,1 ,
so that the result follows by taking g = ‖∇ξf2‖L1
ξ
and then using Grönwall’s
Lemma. 
The next proposition is the classical equivalent of the first part of Theorem 2.
Proposition 2.2. Let b > 1 and ∇K ∈ Lb,∞ and assume f1 and f2 are two
solutions of Vlasov equation (1) in L∞([0, T ], L1(R2d)) for some T > 0. Then, if
∇ξf2 ∈ L
1([0, T ], Lq,1x L
p
ξ), the following inequality holds
‖f1 − f2‖Lp(R2d) ≤
∥∥f in1 − f in2 ∥∥Lp(R2d) eC
∫
T
0
‖∇ξf2‖Lq,1x (L
p
ξ
)
dt
,
where C = ‖∇K‖Lb,∞ and
(18)
1
q
=
1
p
−
1
b
.
Remark 2.3. We observe that Formula (18) implies p ≤ b. In the case of the
Coulomb interaction in dimension d = 3 we have b = 32 , thus the estimate works
at most with p = 32 .
Proof. We define the two parameters semigroup St,s such that Ss,s = 1 and
∂t St,sg = ΛtSt,sg ,
where
ΛtSt,sg := −ξ · ∇xSt,sg − E1(t) · ∇ξSt,sg ,
with E1(t) = E1(t, x) = −∇K ∗ρ1 with ρ1(t, x) =
∫
f1(t, x, ξ) dξ. Now remark that
the flow property of St,s implies that ∂sSt,s = −St,sΛs. Thus, using the notation
Λ˜ := −ξ · ∇x − E2 · ∇ξ,
and taking f1(s) = f1(s, x, ξ) and f2(s) = f2(s, x, ξ) two solutions of Vlasov equa-
tion, we get
∂sSt,s(f1 − f2)(s) = −St,sΛs(f1 − f2)(s) + St,sΛsf1(s)− St,sΛ˜sf2(s)
= St,s
(
Λs − Λ˜s
)
f2(s)
= St,s ((E2(s)− E1(s)) · ∇ξf2(s)) ,
and by integrating with respect to s and denoting f := f1 − f2 and E := E1 − E2,
we obtain the following Duhamel formula
f(t) = St,0f
in +
∫ t
0
St,s (E(s) · ∇ξf2(s)) ds.
Since the semigroup St,s preserves all Lebesgue norms of the phase space, taking
the Lp norm yields
‖f(t)‖Lp
x,ξ
≤
∥∥f in∥∥
Lp
x,ξ
+
∫ t
0
‖E(s) · ∇ξf2(s)‖Lp
x,ξ
ds.
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To bound the expression inside the time integral we write
‖E(s) · ∇ξf2(s)‖Lp
x,ξ
= ‖(ρ ∗ ∇K) · ∇ξf2(s)‖Lp
x,ξ
≤
∫
Rd
|ρ(z)| ‖∇K(· − z) · ∇ξf2(s)‖Lp
x,ξ
dz
≤
∫
Rd
|ρ(z)|
∥∥∥|∇K(· − z)| ‖∇ξf2(s)‖Lpv∥∥∥Lpx dz
≤ ‖ρ‖L1 ‖∇K‖Lb,∞ ‖∇ξf2(s)‖Lq,1x Lpv ,
where we used again Hölder’s inequality for Lorentz spaces. 
3. Regularity of the Weyl transform
In this section, we want to prove that if the solution f of the Vlasov-Poisson
equation is sufficiently well-behaved, then we can obtain uniform in ~ bounds for
the quantum equivalent of the norm ‖∇ξf‖LpxL1ξ
expressed in term of the Weyl
transform of f .
Proposition 3.1. Let (n, n1) ∈ N
2 be even numbers such that n > d/2 and define
σ := 2n+ n1 and n0 = ⌊d/2⌋+ 1. Then, for any f ∈ W
n0+1,∞(R2d) ∩Hσ+1σ (R
2d),
there exists a constant Cd,n1 > 0 depending only on d and n1 such that∥∥diag(|∇ξρW~ (f) |)∥∥Lp ≤ Cd,n1 ‖∇ξf‖Wn0,∞(R2d)∩Hσσ (R2d)
for any p ∈ [1, 1 + n1d ].
The strategy is to use a special case of the quantum kinetic interpolation in-
equality proved in [38, Theorem 6]. For the operator |∇ξρ|, This reads
(19) ‖diag(|∇ξρ|)‖Lp ≤ C Tr(|∇ξρ| |p|
n1)
θ
‖∇ξρ‖
1−θ
L∞ ,
where p is given by p = 1 + n1d and θ =
1
p . The corresponding kinetic inequality is
‖∇ξf‖Lpx(L1ξ)
≤ C
(∫∫
R2d
|∇ξf | |ξ|
n1 dxdξ
)θ
‖∇ξf‖
1−θ
L∞
x,ξ
.
To do that, we will need to compare the multiplication by |p|
n
and |x|
n
of the Weyl
transform of a phase space function g with the Weyl transform of the multiplication
of g with |p|
n
and |x|
n
. This makes appear error terms involving derivatives of g.
For example, in the case n = 2, it holds
ρ
W
~ (g) |p|
2
= ρW~
(
|ξ|
2
g +
i~
2
ξ · ∇xg −
~
2
4
∆xg
)
ρ
W
~ (g) |x|
2
= ρW~
(
|x|
2
g + i~ ξ · ∇ξg +
~
2
4
∆ξg
)
.
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More generally, one can obtain similar identities when n ∈ N. In order to write
them, we introduce the standard multi-index notations
α := (αi)i∈[[1,d]] ∈ N
d,
|α| :=
d∑
i=1
αi α! := α1!α2! . . . αd!
xα := xα11 x
α2
2 . . . x
αd
d ∂
α
x := ∂
α1
x1 ∂
α2
x2 . . . ∂
αd
xd
α ≤ β ⇔ ∀i ∈ [[1, d]], αi ≤ βi.
We then obtain the following set of identities.
Lemma 3.1. For any n ∈ 2N and any tempered distribution g of the phase space,
it holds
ρ
W
~
(g) |p|n =
∑
|α+β|=n
aα,β
(
i~
2
)|β|
ρ
W
~
(
ξα ∂βxg
)
(20a)
ρ
W
~
(g) |x|
n
=
∑
|α+β|=n
bα,β (−i~)
|β|
ρ
W
~
(
xα ∂βξ g
)
(20b)
ρ
W
~ (g) |p|
n1 |x|
n
=
∑
|α+β|=n1
|α′+β′|=n
aα,βbα′,β′ (−i~)
|β′| ( i~
2
)|β|
ρ
W
~
(
xα
′
∂β
′
ξ
(
ξα ∂βx g
))
.(20c)
where the coefficients aα,β, bα,β and c = cα,β,α′,β′,γ are nonnegative coefficients that
do not depend on ~.
Proof of Lemma 3.1. By definition of the Weyl transform, we deduce that for any
ϕ ∈ C∞c it holds
ρ
W
~
(g) |p|
n
ϕ = (i~)
n
∫∫
R2d
g
(
x+y
2 , ξ
)
e−i(y−x)·ξ/~∆
n
2 ϕ(y) dy dξ
= (i~)
n
∫∫
R2d
∆
n
2
y
(
g
(
x+y
2 , ξ
)
e−i(y−x)·ξ/~
)
ϕ(y) dy dξ.
With the multi-index notation, we can expand the powers of the Laplacian of a
product of functions in the following way
∆
n
2 (fg) =
∑
|α+β|=n
aα,β ∂
αf ∂βg,
where the anα,β are nonnegative constants depending on n and on the multi-index
α, and such that ∑
|α+β|=n
aα,β = (4d)
n.
Thus, we deduce that the kernel κ of the operator ρW
~
(g) |p|
n
is given by
κ(x, y) =
∑
|α+β|=n
aα,β (i~)
n−|α|
∫
Rd
2−|β|∂βx g
(
x+y
2 , ξ
)
ξαe−i(y−x)·ξ/~ dξ,
which yields,
ρ
W
~ (g) |p|
n
=
∑
|α+β|=n
aα,β
(
i~
2
)|β|
ρ
W
~
(
ξα ∂βx g
)
.
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This proves Identity (20a). To prove the second identity, we write u := x+y2 and
v := y − x so that the kernel κ2 of the operator ρ
W
~
(g) |x|
2
is given by
κ2(x, y) =
∫∫
R2d
g
(
x+y
2 , ξ
)
e−i(y−x)·ξ/~ |y|n dξ
=
∫∫
R2d
g(u, ξ) e−i v·ξ/~
(∣∣∣u+ v
2
∣∣∣2)n2 dξ
=
∫∫
R2d
g(u, ξ) e−i v·ξ/~
(
d∑
i=1
(
u2i +
v2i
4
+ uivi
))n2
dξ.
By the multinomial theorem, this can be written under the form
κ2(x, y) =
∑
|α+β|=n
bα,β
∫∫
R2d
uαg(u, ξ) vβe−i v·ξ/~dξ
=
∑
|α+β|=n
bα,β
∫∫
R2d
uαg(u, ξ) (i~)
|β|
∂βξ e
−i v·ξ/~ dξ
=
∑
|α+β|=n
bα,β (−i~)
|β|
∫∫
R2d
uα∂βξ g(u, ξ) e
−i v·ξ/~ dξ,
where we used |β| times integration by parts to get the last line, and the bα,β are
nonnegative constants that satisfy∑
|α+β|=n
bα,β =
(
9 d
4
)n
2
.
In term of operators, this yields the following identity
ρ
W
~
(g) |x|n =
∑
|α+β|=n
bα,β (−i~)
|β|
ρ
W
~
(
xα ∂βξ g
)
.
This yields Identity (20b). To get the last identity, we combine the two first to get
ρ
W
~ (g) |p|
n1 |x|
n
=
∑
|α+β|=n1
aα,β
(
i~
2
)|β|
ρ
W
~
(
ξα ∂βxg
)
|x|
n
=
∑
|α+β|=n1
|α′+β′|=n
aα,βbα′,β′ (−i~)
|β′| ( i~
2
)|β|
ρ
W
~
(
xα
′
∂β
′
ξ
(
ξα ∂βx g
))
.

From this lemma, we deduce the following L2 inequalities.
Proposition 3.2. Let n ∈ 2N and g a function of the phase space, then there exists
a constant C > 0 depending only on d and n such that∥∥ρW~ (g) |p|n∥∥L2 ≤ (4d)n (‖g |ξ|n‖L2(R2d) + (~2 )n ‖∇nxg‖L2(R2d))(21a) ∥∥ρW~ (g) |x|n∥∥L2 ≤ ( 9d4 )n (‖g |x|n‖L2(R2d) + ~n ∥∥∇nξ g∥∥L2(R2d))(21b)∥∥ρW
~
(g) |p|
n1 |x|
n∥∥
L2
≤ C
(
‖(1 + |x|
n
|ξ|
n1) g‖L2(R2d) + ~
n1 ‖|x|
n
∇n1x g‖L2(R2d)
+ ~n
∥∥|ξ|n1 ∇nξ g∥∥L2(R2d) + ~n+n1 ∥∥∇n1x ∇nξ g∥∥L2(R2d)) .(21c)
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Proof of Proposition 3.2. By Formula (20a) and the fact that for any u ∈ L2(R2d),∥∥ρW
~
(u)
∥∥
L2
= ‖u‖L2(R2d), we obtain∥∥ρW
~
(g) |p|n
∥∥
L2
≤
∑
|α+β|=n
aα,β
(
~
2
)|β| ∥∥ξα ∂βx g∥∥L2(R2d) .(22)
Then, for any multi-index α and β such that |α+ β| = n, by defining gˆ(y, ξ) as the
Fourier transform of g(x, ξ) with respect to the variable x, the fact that the Fourier
transform is unitary in L2x yields(
~
2
)|β| ∥∥ξα ∂βx g∥∥L2(R2d) = (h2 )|β| ∥∥ξα yβ gˆ∥∥L2(R2d)
≤ |α|n ‖|ξ|
n
gˆ‖L2(R2d) +
|β|
n
(
h
2
)|β|
‖|y|
n
g‖L2(R2d)
≤ ‖|ξ|
n
g‖L2(R2d) +
(
~
2
)n
‖∇nx gˆ‖L2(R2d) .
Moreover, as remarked in the proof of Lemma 3.1, it holds∑
|α+β|=n
aα,β = (4d)
n,
from which we obtain Inequality (21a). Formulas (21b) and (21c) can be proved in
the same way. 
Moreover, we can bound weighted L1 norms using L2 norms with bigger weights.
This is the content of the following proposition where we recall the notation 〈y〉 =√
1 + |y|
2
for the weights.
Proposition 3.3. Let (n, n1) ∈ N
2 be even numbers such that n > d/2 and
define k := n + n1. Assume ρ := ρ
W
~
(g) is the Weyl transform of a function
g ∈ Hn+kn+k (R
2d). Then the following inequality holds
Tr(|ρ| |p|
n1) ≤ C
(∥∥∥〈ξ〉k 〈x〉n g∥∥∥
L2(R2d)
+ ~k
∥∥〈x〉n∇kxg∥∥L2(R2d)
+~n
∥∥∥〈ξ〉k∇nξ g∥∥∥
L2(R2d)
+ ~k+n
∥∥∇kx∇nξ g∥∥L2(R2d)) .
Proof. First remark that since the sum of eigenvalues is always smaller than the
sum of singular values (see for example Formula (3.1) in [59]), it holds
Tr(|ρ| |p|n1) ≤ Tr
(∣∣( |ρ| |p|n1 )∣∣) ,
and from the definition of |AB| if A and B are two operators, we see that |AB| =
(B∗A∗AB)
1
2 = ||A|B|, so that Tr
(∣∣( |ρ| |p|n1 )∣∣) = Tr(|ρ |p|n1 |). Defining mn :=
(1 + |p|n) (1 + |x|n), we deduce from the Cauchy-Schwarz inequality that
(23) Tr(|ρ| |p|
n1) ≤ Tr(|ρ |p|
n1 |) ≤ ‖ρ |p|
n1
mn‖2
∥∥m−1n ∥∥2 .
To control the second factor in the right-hand side, we remark that it is of the form
m
−1
n = w(x)w(−i~∇) with w(y) = (1 + |y|
n
)
−1
, so that its Hilbert-Schmidt norm
can be computed exactly (see e.g. [59, Equation (4.7)])∥∥m−1n ∥∥2 = (2π)−d/2 ‖w‖L2 ‖w(~ ·)‖L2 = Cd,n h−d/2,
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where Cd,n = ‖w‖
2
L2 is finite since n > d/2. Therefore, by definition of the L
2
norm, Inequality (23) leads to
Tr(|ρ| |p|
n1) ≤ Cd,n ‖ρ |p|
n1
mn‖L2
≤ Cd,n
(∥∥∥ρ(|p|n1 + |p|n1 |x|n + |p|n+n1 + |p|n+n1 |x|n)∥∥∥
L2
)
.
To get the result, we take ρ = ρW
~
(g) and use Proposition 3.2 to bound the right-
hand side of above inequality by weighted classical L2 norms of g. 
We can now prove the main proposition of this section following the strategy
explained at the beginning of this section.
Proof of Proposition 3.1. We use an improvement of the Calderón-Vaillancourt the-
orem for Weyl operators proved by Boulkhemair in [14] which states that if g ∈
Wn0,∞(R2d) with n0 =
⌊
d
2
⌋
+ 1, then ρW1 (g) is a bounded operator on L
2, so that
its operator norm is bounded by
(24)
∥∥ρW1 (g)∥∥B(L2) ≤ C ‖g‖Wn0,∞(R2d) .
Since ρW
~
(g) = hd ρW1 (g( ·, h ·)), and that for h ≤ 1
‖g( ·, h ·)‖Wn0,∞(R2d) ≤ ‖g‖Wn0,∞(R2d) ,
by taking g = ∇ξf , we deduce from Inequality (24) and the definition of the L
∞
norm that ∥∥∇ξρW~ (f)∥∥L∞ ≤ C ‖∇ξf‖Wn0,∞(R2d) ,
uniformly in ~. Moreover, taking g = ∇ξf in Proposition 3.3 yields
Tr
(∣∣∇ξρW~ (f)∣∣ |p|n1) ≤ C ‖∇ξf‖Hσσ (R2d) .
The result then follows by combining these two inequalities to bound the right-
hand-side of the interpolation inequality (19). 
4. Proof of Theorem 1 and Theorem 2
In this section, we will start by proving a stability estimate similar to the one
of the classical case and then use the results of Section 3 and the propagation of
regularity for the Vlasov equation to get the proof of Theorem 1 and then the proof
of Theorem 2. The conditional result is stated in the following proposition.
Proposition 4.1. Let K = 1|x|a with a ∈
((
d
2 − 2
)
+
, d− 1
)
and assume ρ is a
solution of Hartree equation (2) with initial condition ρin ∈ L1+ and f ≥ 0 is a
solution of Vlasov equation verifying
f ∈ L∞loc(R+,W
n0+1,∞(R2d) ∩Hσ+1σ (R
2d))(25a)
ρf ∈ L
∞
loc(R+, L
1 ∩Hν) ,(25b)
where n0 = ⌊d/2⌋+ 1, (n, n1) ∈ (2N)
2 are such that n > d/2 and n1 ≥
d
b−1 and we
used the notations σ = 2n+ n1 and ν = (n + a+ 2 − d)+ and b =
d
a+1 . Then the
following inequality holds
Tr
(∣∣ρ− ρf ∣∣) ≤ (Tr(∣∣ρin − ρinf ∣∣)+ Cf (t) ~) eλf (t),
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where
λf (t) = Cd,n1,a
∫ t
0
‖∇ξf‖Wn0,∞(R2d)∩Hσσ (R2d)
ds
Cf (t) = Cd,n1,a
∫ t
0
‖ρf (s)‖L1∩Hν
∥∥∇2ξf(s)∥∥H2n2n (R2d) e−λf (s)ds.
In analogy with the classical case (cf. proof of Proposition 2.2), we introduce
the two-parameter semigroup Ut,s such that Us,s = 1 and defined for t > s by
i ~ ∂t Ut,s = H(t)Ut,s ,
where H is the Hartree Hamiltonian (3). We consider the quantity
i ~ ∂t
(
U∗t,s (ρ(t)− ρf (t))Ut,s
)
= U∗t,s
[
K ∗ (ρ(t)− ρf (t)),ρf (t)
]
Ut,s
+ U∗t,sBt Ut,s ,
where Bt is an operator defined through its kernel
Bt(x, y) =
(
(K ∗ ρf )(x) − (K ∗ ρf )(y)− (∇K ∗ ρf )
(
x+ y
2
)
· (x− y)
)
ρf (x, y) .
Using Duhamel’s formula and taking the Schatten p norm (recall that Ut,s is a
unitary operator), we get
(26)
∥∥ρ(t)− ρf (t)∥∥p ≤ ∥∥ρin − ρinf ∥∥p + 1~
∫ t
0
‖Bt‖p ds
+
1
~
∫ t
0
∫
|ρ(s, z)− ρf (s, z)|
∥∥[K(· − z),ρf (s)]∥∥p dz ds.
We now take p = 1, i.e. the trace norm, and we have to bound each term on
the right-hand side of Inequality (26) in order to obtain a Grönwall type inequality
which will prove Proposition 4.1. Remark that we will then use again Inequality (26)
with p > 1 together with Theorem 1 to prove Theorem 2.
4.1. The commutator inequality. Generalizing [54, Lemma 3.1], we obtain the
quantum equivalent of Inequality (17), which is is the following inequality for the
trace norm of the commutator of K and a trace class operator ρ.
Theorem 4. Let a ∈ (−1, d− 1), K(x) = 1|x|a or K(x) = ln(|x|) when a = 0 and
let b := ba =
d
a+1 so that ∇K ∈ L
b,∞. Let b′ be the conjugated Hölder exponent
of b. Then for any ε ∈ (0, b′ − 1], there exists a constant C > 0 such that
Tr(|[K(· − z),ρ]|) ≤ C h ‖diag(|∇ξρ|)‖
1
2+ε˜
Lb′−ε
‖diag(|∇ξρ|)‖
1
2−ε˜
Lb′+ε
,
for any ε˜ ∈ (0, ε2b′ ) and with the additional assumption ε < b
′
3 − b
′ if d ≥ 4.
Remark 4.1. In the case of Coulomb interaction and d = 3, we have K(x) = 1|x| ,
b = b1 =
3
2 and ∇K ∈ L
3
2 ,∞. Thus for any ε ∈ (0, 2], there exists a constant C > 0
such that
Tr(|[K(· − z),ρ]|) ≤ C h ‖diag(|∇ξρ|)‖
1
2+ε˜
L3−ε ‖diag(|∇ξρ|)‖
1
2−ε˜
L3+ε ,
for any ε˜ ∈ (0, ε6 )
This theorem is a corollary of the slightly more precise following proposition.
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Proposition 4.2. For any δ ∈
((
1
b′1
− 1
b′
)
+
, 1− 1
b′
)
and q ∈
(
b
′
1−δb′ ,∞
]
, there
exists a constant C > 0 such that
(27) Tr(|[K(· − z),ρ]|) ≤ C h ‖diag(|∇ξρ|)‖
θ
Lp ‖diag(|∇ξρ|)‖
1−θ
Lq ,
where θ = δ/
(
1
p −
1
q
)
and 1p =
1
b′
+ δ and with the additional assumption that
q < b′3 if d ≥ 4.
Proof of Theorem 4. To prove our result, we will decompose the potential as a
combination of Gaussian functions (see e.g. [39, 5.9 (3)]). By using the definition
of the Gamma function and a simple change of variable, when a > 0, one obtains
the following formula for any r > 0
(28)
1
ωa ra/2
=
1
2
∫ ∞
0
t
a
2−1e−pirt dt,
where ωa =
2pia/2
Γ(a/2) . Taking r = |x|
2
directly leads to the following decomposition
1
ωa |x|
a =
1
2
∫ ∞
0
t
a
2−1e−pi|x|
2t dt.
Now when a ∈ (−2, 0), take Equation (28) with a+2 instead of a, integrate it with
respect to r, exchange the integrals and then replace again r by |x|
2
. This yields a
similar decomposition under the form
1
ωa |x|
a =
1
2
∫ ∞
0
t
a
2−1
(
e−pi|x|
2t − 1
)
dt.
In order to treat the case of the logarithm, do the same steps with a = 0 to obtain
− ln(|x|) =
1
2
∫ ∞
0
t
a
2−1
(
e−pi|x|
2t − e−pit
)
dt.
In any of these case, defining ω0 := 1, we get the following identity
1
ωa
(K(x)−K(y)) =
1
2
∫ ∞
0
t
a
2 −1
(
e−pi|x|
2t − e−pi|y|
2t
)
dt.
Trying to follow the idea of [54] but with this new decomposition, we write
1
ωa
(K(x)−K(y)) =
1
2
∫ ∞
0
t
a
2−1
∫ 1
0
d
dθ
(
e−piθ|x|
2te−pi(1−θ)|y|
2t
)
dθ dt
= −π
∫ ∞
0
t
a
2
∫ 1
0
(x− y) · (x+ y) e−piθ|x|
2te−pi(1−θ)|y|
2tdθ dt,
from which we get
K(x− z)−K(y − z)
−π ωa
=
∫ 1
0
∫ ∞
0
t
a
2 (x− y) · (φθ(x)ϕ1−θ(y) + ϕθ(x)φ1−θ(y)) dt dθ,
where we defined ϕk(x) := e
−kpi|x−z|2t and φk(x) = (x − z)ϕk(x). Thus, since the
kernel of ∇ξρ is
x−y
i~ ρ(x, y) and exchanging θ by 1 − θ in the second term of the
integral, we obtain
1
iπ~ωa
[K(· − z),ρ] =
∫ 1
0
∫ ∞
0
t
a
2 (φθ ·∇ξρϕ1−θ + ϕ1−θ∇ξρ · φθ) dt dθ.
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Remarking that (φθ ·∇ξρϕ1−θ)
∗
= ϕ1−θ∇ξρ · φθ, we can now estimate the trace
norm by
(29)
1
h |ωa|
‖[K(· − z),ρ]‖1 ≤
∫ 1
0
∫ ∞
0
t
a
2 ‖φθ ·∇ξρϕ1−θ‖1 dt dθ.
Then, by decomposing the self-adjoint operator∇ξρ on an orthogonal basis (ψj)j∈J ,
we can write ∇ξρ =
∑
j∈J λj |ψj〉〈ψj | and we get
‖φθ ·∇ξρϕ1−θ‖1 ≤
∑
j∈J
|λj | ‖|φθψj〉〈ψjϕ1−θ|‖1
≤
∑
j∈J
|λj | ‖φθψj‖L2 ‖ψjϕ1−θ‖L2 ,
where we used the fact that ‖|u〉〈v|‖1 = ‖u‖L2 ‖v‖L2 . Thus, by the inequality of
Cauchy-Schwarz for series
‖φθ ·∇ξρϕ1−θ‖1 ≤
∑
j∈J
|λj | ‖φθψj‖
2
L2
 12 ∑
j∈J
|λj | ‖ψjϕ1−θ‖
2
L2
 12
≤
(∫
Rd
|φθ|
2
ρ1
) 1
2
(∫
Rd
|ϕ1−θ|
2
ρ1
) 1
2
,
with the notation ρ1 = diag(|∇ξρ|) =
∑
j∈J |λj | |ψj |
2. By the integral Hölder’s
inequality, this yields
(30) ‖φθ ·∇ξρϕ1−θ‖1 ≤ ‖φθ‖L2p′ ‖ϕ1−θ‖L2q′ ‖ρ1‖
1
2
Lp ‖ρ1‖
1
2
Lq ,
where (p, q) ∈ [1,∞]2 can depend on the parameter t, which will help us to obtain
the convergence of the integral in Inequality (29). We can now compute explicitly
the integrals of the functions φ and ϕ. It holds
‖φθ‖
2p′
L2p′
=
∫
Rd
|x− z|
2p′
e−2piθ|x−z|
2p′tdx =
ωd
ωd+2p′
1
(2θ p′t)
d+2p′
2
‖ϕ1−θ‖
2q′
L2q′
=
∫
Rd
e−2pi(1−θ)|x−z|
2q′tdx =
1
(2 (1− θ) q′t)
d
2
.
Combining these two formulas with inequalities (29) and (30) leads to
‖[K(· − z),ρ]‖1 ≤ h
∫ ∞
0
Cd,a,p′ ‖ρ1‖
1
2
Lp ‖ρ1‖
1
2
Lq
t
1
2
(
d
2p′
+ d
2q′
+1−a
) ∫ 1
0
dθ
θ
d+2p′
4p′ (1− θ)
d
4q′
dt.
with Cd,a,p′ = |ωa|
(
ωd
ωd+2p′
) 1
2p′
(2p′)
− d+2p
′
4p′ (2q′)
− d
4q′ . We remark that the integral
on θ is converging as soon as
(31)
1
p′
<
2
d
=
1
b1
and
1
q′
<
4
d
=
1
b3
.
Now, in order to get a finite integral of the variable t, we can cut the integral in
two parts. The first one for t ∈ (0, R) and the second one for t ∈ (R,∞) for a given
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R > 0. Then we have to choose p and q such that
1
2
(
d
2p′
+
d
2q′
+ 1− a
)
< 1 for t ∈ (0, R)
1
2
(
d
2p′
+
d
2q′
+ 1− a
)
> 1 for t ≥ R,
or equivalently since b = da+1
1
2
(
1
p′
+
1
q′
)
<
1
b
for t ∈ (0, R)
1
2
(
1
p′
+
1
q′
)
>
1
b
for t ≥ R.
However, this has to be compatible with the constraint (31). Therefore, when
t ∈ (0, R), we can in particular take q = p0 with p0 < min(b
′, b′1). When t ≥ R,
then we can also take for example p = p0 >
b
′
2 and then any q such that
(32)
2
b
−
1
p′0
<
1
q′
<
4
d
and
1
q′
≤ 1.
Remark that the condition 1q′ <
4
d is only used when d ≥ 4 and can be rewritten
q ≤ b′3. Such a pair (p0, q) exists as long as a ≤
d
2 and a < 2. By defining
δ := 1p0 −
1
b′
, then these conditions are equivalent to(
1
b′1
−
1
b′
)
+
< δ < 1−
1
b′
1
p0
=
1
b′
+ δ
1
q
<
1
b′
− δ.
With these p and q, we therefore deduce that there exists a constant C depending
on d, a, p0 and q such that
‖[K(· − z),ρ]‖1 ≤ C h
(
R
d
2
(
1
b
− 1
p′
0
)
‖ρ1‖Lp0 + R
d
2
(
1
b
− 1
2p′
0
− 1
2q′
)
‖ρ1‖
1
2
Lp0 ‖ρ1‖
1
2
Lq
)
.
Optimizing with respect to R yields
(33) Tr(|[K(· − z),ρ]|) ≤ C h ‖ρ1‖
θ0
Lp0 ‖ρ1‖
1−θ0
Lq
where θ0 =
1/p0−1/b
′
1/p0−1/q
. In order to arrive to an equation on the form (27), we can
define ε := q − b′, which is positive by Equation (32) and the fact that p0 < b
′.
The condition q ≤ b′3 when d ≥ 4 then reads ε ≤ b
′
3 − b
′. We can also define
p := b′ − ε ≥ 1. Then by a direct computation and using again (32), we obtain
p0 − p = p0 + q − 2b
′ > 0,
so that p < p0 < b
′ < q and by interpolation of Lebesgue spaces,
‖ρ1‖Lp0 ≤ ‖ρ1‖
θ1
Lp ‖ρ1‖
1−θ1
Lq ,
where θ1 =
1/p0−1/q
1/p−1/q . Remarking that θ0θ1 =
1/p0−1/b
′
1/p−1/q and that we can take
1
p0
as close as we want from 1p , there exists ε1 such that we can choose p0 such that
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θ0θ1 + ε1 =
1/p−1/b′
1/p−1/q =
1
2 +
ε
2b′ . Therefore, the last inequality combined with
Inequality (33) leads to Formula (27). 
The following Proposition is an extension of Theorem 4 to Lp spaces, for p < b.
Remark however that the right-side here is expressed in terms of weighted quantum
Lebesgue norms, which makes the inequality weaker than the one in Theorem 4.
Proposition 4.3. Let d ≥ 2, a ∈
(
−1,min
(
2, d2
))
, 1 ≤ p < b := da+1 . Then for
any ε ∈ (0, q − 1) and n > a+ 1, there exists a constant C > 0 such that
‖[K(· − z),ρ]‖Lp ≤ C h ‖∇ξρmn‖
1
2+ε˜
Lq+ε ‖∇ξρmn‖
1
2−ε˜
Lq−ε ,
where ε˜ = ε/q, mn = 1 + |p|
n
and with
1
p
=
1
q
+
1
b
.
Proof. First we do the same decomposition as for the L1 case but then take a Lp
norm in (29). This yields
(34)
1
h |ωa|
‖[K(· − z),ρ]‖p ≤
∫ ∞
0
∫ 1
0
t
a
2 ‖φθ ·∇ξρϕ1−θ‖p dθ dt.
In order to bound this integral, we will cut it into two parts corresponding to
t ∈ (0, R) and when t ≥ R, and we take 1q >
1
p −
1
b
when t is small, and 1q <
1
p −
1
b
in the second case. Using the hypotheses, we can find (α, β) ∈ [2,∞)2
and (nα, nβ) ∈ (
d
α ,∞) × (
d
β ,∞) such that α > d, β > d/2, nα + nβ = n and
1
α +
1
β =
1
p −
1
q . Then we define mk := 1 + |p|
k
and multiply and divide by mnα
and mnβ . This yields
‖φθ ·∇ξρϕ1−θ‖p =
∥∥∥(φθm−1nα) ·mnα∇ξρmnβ m−1nβϕ1−θ∥∥∥p
≤
∥∥φθm−1nα∥∥α ∥∥∥m−1nβϕ1−θ∥∥∥β ∥∥mnα∇ξρmnβ∥∥q ,
where we used twice Holder’s inequality for operators to get from the second to the
third line. We remark that φθm
−1
nα is of the form g(−i∇) f(x), so that since α ≥ 2,
by the Kato-Seiler-Simon inequality (see e.g. [59, Thm 4.1]), it holds∥∥φθm−1nα∥∥α ≤ (2π)− dα ‖φθ‖Lα ∥∥m−1nα (~ ·)∥∥Lα ,
with mnα
−1(~x) = (1 + |~x|nα)
−1
. By the change of variable y = ~x in the last
integral, and using the fact that Cd,nα,α :=
∥∥m−1nα∥∥Lα <∞, this yields∥∥φθm−1nα∥∥α ≤ Cd,nα,α h− dα ‖φθ‖Lα .
Then a direct computation of the integral of φθ yields∥∥φθm−1nα∥∥α ≤ Cd,nα,α h− dα ( ωdωd+α
) 1
α 1
(αθt)
d+α
2α
.
By the same proof but replacing φθ by ϕ1−θ, if β ≥ 2, we have∥∥∥m−1nβ ϕ1−θ∥∥∥β ≤ Cd,nβ ,β h− dβ 1(β (1− θ) t) d2β .
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Therefore, (34) leads to
‖[K(· − z),ρ]‖p ≤
∫ ∞
0
Cρ h
1−d( 1α+
1
β )
t
1
2 (
d
α+
d
β+1−a)
(∫ 1
0
dθ
θ
d+α
2α (1− θ)
d
2β
)
dt
≤
∫ ∞
0
Cρ h
1+ d
p′
− d
q′
t
d
2 (
1
p−
1
q−
1
b )+1
(∫ 1
0
dθ
θ
d+α
2α (1− θ)
d
2 β
)
dt,
where Cρ =
(
ωd
ωd+α
) 1
α Cd,nα,αCd,nβ,β
β
d
2β α
d+α
2α
∥∥mnα∇ξρmnβ∥∥q. The integrals in θ and t
converge since
α > d and β >
d
2
1
p
−
1
q
<
1
b
if t ∈ [0, R]
1
p
−
1
q
>
1
b
if t ∈ (R,∞).
Then remark that as proved in appendix (Inequality (57)), it holds∥∥mnα∇ξρmnβ∥∥q ≤ ∥∥∇ξρmnβmnα∥∥q = ‖∇ξρmn‖q ,
and we can conclude by taking the optimal R as in the proof of Theorem 4. 
4.2. Bound for the error term.
Proposition 4.4. Under the hypotheses of Theorem 1, if p ∈ [1, 2] and n ∈ 2N
with n > d/2, then
‖Bt‖Lp ≤ C ~
2 ‖ρf‖L1∩Hν
∥∥∇2ξf∥∥H2n2n (R2d) ,
where ν = (n+ a+ 2− d)+ and C is independent from ~.
Proof. As in [58, 57], we decompose Bt as follow
1
i~
Bt(x, y) =
∫ 1
0
E((1− θ)x + θy)− E
(
x+ y
2
)
dθ ·∇ξρf (x, y)
= i~
∫ 1
0
∫ 1
0
(
θ −
1
2
)
∇E
(
((1− θ)x+ θy) θ′ +
x+ y
2
(1− θ′)
)
dθ dθ′ :∇2ξ ρf (x, y)
= i~
∫ 1
0
∫ 1
0
(
θ −
1
2
)
∇E (aθ,θ′x+ bθ,θ′y) dθ dθ
′ :∇2ξ ρf (x, y)
where aθ,θ′ =
θ′+1
2 − θθ
′ and bθ,θ′ =
1−θ′
2 + θθ
′. In term of the Fourier transform of
∇E, this yields
1
i~
Bt(x, y) = i~
∫ 1
0
∫ 1
0
∫
Rd
(
θ −
1
2
)
e2ipiz·(aθ,θ′x+bθ,θ′y) ∇̂E (z) dθ dθ′ dz :∇2ξ ρf (x, y).
Defining eω as the operator of multiplication by the function e
2ipiω , we obtain
1
i~
Bt = i~
∫ 1
0
∫ 1
0
∫
Rd
(
θ −
1
2
)
∇̂E(z) : eaθ,θ′
(
∇
2
ξ ρf
)
ebθ,θ′dθ dθ
′ dz,
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and since eω is a bounded (unitary) operator, taking the quantum Lebesgue norms
yields
1
~
‖Bt‖Lp ≤ ~
∫ 1
0
∫ 1
0
∫
Rd
∣∣∣∣θ − 12
∣∣∣∣ ∣∣∣∇̂E(z)∣∣∣ ∥∥∥eaθ,θ′ (∇2ξ ρf) ebθ,θ′∥∥∥Lp dθ dθ′ dz
≤
~
2
‖∇E‖F(L1)
∥∥∇2ξ ρf∥∥Lp .
• Now to bound ‖∇E‖F(L1), we can use the fact that for any n > d/2, H
n ⊂
~
F
(
L1
)
to get
‖∇E‖F(L1) ≤ Cd,n
∥∥∇2K ∗ ρf∥∥Hn .
If a = d− 2, then by continuity of ∇2K ∗ · in Hn, we get ‖∇E‖F(L1) ≤ C ‖ρf‖Hn .
Else if a ∈
(
d
2 − 2, d
)
\ {2}
‖∇E‖F(L1) ≤ Cd,n,a
∥∥∥(1 + |x|n) |x|a+2−d ρ̂f∥∥∥
L2
≤ Cd,n,a ‖ρf‖H˙a+2−d∩H˙n+a+2−d
≤ Cd,n,a ‖ρf‖L1∩H(n+a+2−d)+
where we used the fact that if α ∈ (− d2 , 0), then by Sobolev’s inequalities L
p∗ ⊂
~
H˙α
with 1p∗ =
1
2 −
α
d , and then L
2 ∩ L1 ⊂
~
Lp
∗
since p∗ ∈ [1, 2].
• Finally, to bound
∥∥∇2ξ ρf∥∥Lp , we interpolate it between the L1 and the L2
norms to get
(35)
∥∥∇2ξ ρf∥∥Lp ≤ ∥∥∇2ξ ρf∥∥θL2 ∥∥∇2ξ ρf∥∥1−θL1 = ∥∥∇2ξf∥∥θL2(R2d) ∥∥∇2ξ ρf∥∥1−θL1
where θ = 2/p′. Then using the fact that ∇2ξ ρf = ρ
W
~
(
∇2ξf
)
, we can use Proposi-
tion 3.3 with g = ∇2ξf , n1 = 0 and n > d/2 to get∥∥∇2ξ ρf∥∥L1 ≤ C ∥∥∇2ξf∥∥H2n2n (R2d) ,
which using Inequality (35) implies that
∥∥∇2ξ ρf∥∥Lp ≤ C ∥∥∥∇2ξf∥∥∥H2n2n (R2d). 
4.3. Proof of Proposition 4.1. We can now use the bounds on the commutator
and the error terms proved in previous sections to prove the stability estimate of
Proposition 4.1.
Proof of Proposition 4.1. For p = 1, Equation (26) yields
Tr
(∣∣ρ(t)− ρf (t)∣∣) ≤ Tr(∣∣ρin − ρinf ∣∣)+ 1
~
∫ t
0
Tr(|Bs|) ds
+
1
~
∫ t
0
∫
|ρ(s, z)− ρf (s, z)| Tr
(∣∣[K(· − z),ρf (s)]∣∣) dz ds.
Proposition 4.4 gives a bound on the second term on the right-hand side, whereas
Theorem 4 allows us to bound the last term on the right-hand side uniformly in z.
Moreover, because of (12) we have
‖ρ− ρf‖L1 ≤ Tr
(∣∣ρ− ρf ∣∣) .
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Altogether, we obtain for some small ε > 0 to be chosen later
Tr
(∣∣ρ− ρf ∣∣) ≤ Tr(∣∣ρin − ρinf ∣∣)
+ C ~
∫ t
0
‖ρf (s)‖L1∩H(n+a+2−d)+
∥∥∇2ξf(s)∥∥H2n2n (R2d) ds
+ C
∫ t
0
Tr
(∣∣ρ(s)− ρf (s)∣∣) ∥∥diag(∣∣∇ξρf (s)∣∣)∥∥Lb′+ε∩Lb′−ε ds
where b′ = dd−a+1 . We then use Proposition 3.1 to bound the L
p norm of the
diagonal for p = b′ + ε and p = b′ − ε∥∥diag(|∇ξρf |)∥∥Lp ≤ Cd,n1 ‖∇ξf‖Wn0,∞(R2d)∩H2n+n12n+n1 (R2d) ,
where since n1 >
d
b−1 = d (b
′ − 1) we can choose ε such that b′ + ε ≤ 1 + n1d . We
conclude by Grönwall’s Lemma. 
4.4. End of the Proof of Theorem 1.
Proof of Theorem 1. To prove this theorem, it just remains to prove that the as-
sumptions (25a) and (25b) are satisfied with our choice of initial conditions, which
will imply the result by Proposition 4.1. But these bounds are only about the
solution of the classical Vlasov equation for which the long time existence of reg-
ular solutions is known. More precisely, we prove the regularity we need in our
case in Proposition A.1 in appendix. With our assumptions on the initial data,
we have f in ∈ W σ+1,∞m (R
2d) with m > d. Moreover, since f in ∈ Hσ+1σ (R
2d) with
σ > m + d
b−1 , by Hölder’s inequality we deduce in particular that f
in ∈ L2σ(R
2d)
which by Hölder’s inequality yields∫∫
R2d
f in |ξ|
n1 dxdξ <∞
for some n1 >
d
b−1 . Therefore, Proposition A.1 indeed lead to
f ∈ L∞loc(R+,W
σ+1,∞
m (R
2d) ∩Hσ+1σ (R
2d)).
where we remark that σ > n0 :=
⌊
d
2
⌋
+ 1. Finally, the Hν bound for ρ also follows
from Hölder’s inequality since σ > d/2 so that∥∥∥∇⌈ν⌉ρ∥∥∥
L2
≤
∥∥∥∥∫
Rd
∣∣∣∇⌈ν⌉x f ∣∣∣dξ∥∥∥∥
L2
≤ Cd,σ
∥∥∥〈ξ〉σ∇⌈ν⌉x f∥∥∥
L2(R2d)
≤ C ‖f‖Hσ+1σ (R2d) ,
where the last inequality follows from the fact that ⌈ν⌉ ≤ σ + 1. 
4.5. Proof of Theorem 2. We now prove Theorem 2 using also the results of
Propositions 4.3 and 4.4.
Proof of Theorem 2. Recall Equation (26). The bound (12) yields∥∥ρ− ρf∥∥Lp ≤ ∥∥ρin − ρinf ∥∥Lp + 1~
∫ t
0
‖Bt‖Lp ds
+
1
~
∫ t
0
Tr
(∣∣ρ− ρf ∣∣) sup
z
∥∥[K(· − z),ρf ]∥∥Lp ds.
The second term on the right-hand side can be estimated thanks to Proposition 4.4
and can then be bounded as in the case p = 1. The last term on the right-
hand side is bounded by Proposition 4.3 by terms of the form
∥∥∇ξρfmn∥∥Lq with
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mn = 1 + |p|
n
, n > a + 1 = d
b
and 1q close to
1
p −
1
b
. When a < d−22 , then q ≤ 2
and we can bound them by interpolating them between L1 and L2 weighted norms,
yielding ∥∥∇ξρfmn∥∥Lq ≤ ∥∥∇ξρfmn∥∥2/q′L2 ∥∥∇ξρfmn∥∥1−2/q′L1 ,
and we can bound these terms by Proposition 3.2 and Proposition 3.3. When
q > 2, this strategy is no more possible, but remark that by the property of the
Weyl transform and Calderón-Vaillancourt-Boulkhemair inequality (24), we know
that ∥∥ρW
~
(g)
∥∥
L2
= ‖g‖L2(R2d)∥∥ρW
~
(g)
∥∥
L∞
≤ Cd ‖g‖Wn0,∞(R2d) ,
where n0 =
⌊
d
2
⌋
+ 1. Therefore, we get∥∥ρW
~
(g)
∥∥
Lq
≤ Cθd
∥∥ρW
~
(g)
∥∥θ
L∞
∥∥ρW
~
(g)
∥∥1−θ
L2
(36)
≤ Cθd ‖g‖
θ
Wn0,∞(R2d) ‖g‖
1−θ
L2(R2d) ,
where θ = 1− 2q is close to
2
p′ −
1
b′
± ε, and the second inequality comes again from
complex interpolation. Using Lemma 3.1, we see that ∇ξρfmn can be written
as a linear combination of terms of the form ρW
~
(
ξα∂βx∇ξf
)
=: ρW
~
(gα,β) where
α and β are multi-indices verifying |α+ β| ≤ n. Therefore, taking g = gα,β in
inequality (36) for each gα,β, we obtain a control in terms of weighted Sobolev
norms of the solution f of the classical solution of Vlasov equation (1) of the form
‖f‖Wσ+1,∞σ (R2d)∩Hσ+1σ (R2d) with σ > n0+d/b, which can be controlled as in the proof
of Theorem 1. We can therefore conclude by Grönwall’s Lemma that Inequality (13)
holds.
Now we prove Formula (14). Consider Equation (13) and the following bound:
(37)
∥∥ρ− ρf∥∥L∞ ≤ ‖ρ‖L∞ + ∥∥ρf∥∥L∞ .
As for the first term in the right-hand side, we know that all Lp norms are prop-
agated by the Hartree equation, therefore ‖ρ‖L∞ =
∥∥ρin∥∥
L∞
, that is bounded by
assumption. In the second term in the right-hand side we use again the Calderón-
Vaillancourt-Boulkhemair inequality (24). Hence, if f ∈ Wn0,∞(R2d) and ρin ∈
L∞, the L∞ norm of the difference ρ−ρf is bounded uniformly in ~. To conclude,
we use the complex interpolation theorem between L∞ and Lp, with p = b− ε, for
ε > 0 small enough, and get∥∥ρ− ρf∥∥Lq ≤ ∥∥ρ− ρf∥∥ pqLp ∥∥ρ− ρf∥∥1−pqL∞ ,
since q ∈ (p,∞). Then Formula (13) yields∥∥ρ− ρf∥∥Lq ≤ C(t)(∥∥ρin − ρinf ∥∥ pqLp +Tr(∣∣ρin − ρinf ∣∣) pq + ~ pq ) eλ(t),
where C is a constant which depends on the dimension of the space d, on
∥∥ρin∥∥
L∞
and on f in. 
5. Proof of Theorem 3
We recall that X = Xρ is the operator of time dependent kernel Xρ(x, y) =
K(x− y)ρ(x, y), where ρ is the kernel of the operator ρ. Under the conditions of
Theorem 3, the associated energy is bounded and we have the following inequalities
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Proposition 5.1. Let a ∈ [0, d), s := d−a and ρ be a positive trace class operator.
Then if K ∈ H˙s,1w , it holds
Tr(Xρ) ≤ C hs ‖K‖H˙s,1w
∥∥∥|p| a2 ρ ∥∥∥2
L2
.(38)
Moreover, if a ∈
[
0, d2
)
and K2 ∈ H˙2s−d,1w , then for any p ∈ [1, 2] and q =
2p
2−p ∈
[2,∞] there exists a constant such that for any operator ρ2
‖Xρ ρ2‖Lp ≤ C h
s
∥∥K2∥∥ 12
H˙2s−d,1w
∥∥∥|p| a2 ρ∥∥∥
L2
‖ρ2‖Lq .(39a)
When p ∈ [2,∞] then we still have
‖Xρ ρ2‖Lp ≤ C h
s+d( 1p−
1
2 )
∥∥K2∥∥ 12
H˙2s−d,1w
∥∥∥|p| a2 ρ ∥∥∥
L2
‖ρ2‖L∞ ,(39b)
where in both (39a) and (39b) the constants C depend only on s and d.
Remark 5.1. We can control the weighted L2 norms by the following inequality
(40)
∥∥∥|p| a2 ρ∥∥∥2
L2
≤ ‖ρ‖L∞ Tr(|p|
a
ρ) .
Remark that we cannot deduce it immediately by Hölder’s inequality for the Schatten
norms because it would give us Tr(||p|a ρ|) instead of Tr(|p|a ρ) in the right-hand
side. However, by definition of the absolute value for operators and by cyclicity of
the trace, we get∥∥∥|p| a2 ρ ∥∥∥2
2
= Tr(ρ |p|
a
ρ) = Tr
(
ρρ
1
2 |p|
a
ρ
1
2
)
= Tr
(
ρ
∣∣∣|p| a2 ρ 12 ∣∣∣2) .
Now, Hölder’s inequality gives
Tr
(
ρ
∣∣∣|p| a2 ρ 12 ∣∣∣) ≤ ‖ρ‖∞Tr(∣∣∣|p| a2 ρ 12 ∣∣∣2) = ‖ρ‖∞ Tr(|p|a ρ) ,
which leads to (40) by the definition of L2 and L∞.
Proof of Proposition 5.1. We first prove Inequality (38) and then use it to show
formulas (39a) and (39b).
• Proof of Inequality (38). Let a := d− s and use Formula (15) to get that∫∫
R2d
K(x− y) |ρ(x, y)|
2
dxdy = cd,a
∫
Rd
(∫∫
R2d
|ρ(x, y)|
2
|x− y − w|
a dxdy
)
Q(dw),
for some measure Q such that ‖Q‖TV = ‖K‖H˙s,1w . This leads to
EX ≤ cd,a sup
w∈Rd
(∫∫
R2d
|ρ(x, y)|
2
|x− y − w|
a dxdy
)
‖Q‖TV .
Now we concentrate on bounding the double integral. First we remark that by the
change of variable z = x− y − w, it holds
Ea :=
∫∫
R2d
|ρ(x, y)|
2
|x− y − w|
a dxdy =
∫∫
R2d
1
|z|
a |ρ(z + y + w, y)|
2
dz dy.
Then, by the Hardy-Rellich inequality (see e.g. [62]), since a ∈ [0, d), for any
ϕ ∈ H
a
2 , it holds ∫
Rd
|ϕ(z)|2
|z|a
dz ≤ Cd,a
∫
Rd
∣∣∆ a4 ϕ(z)∣∣2 dz.
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Therefore, taking ϕ(z) = ρ(z + y + w, y) in the above inequality and integrating
with respect to y yields
Ea ≤ Cd,a
∫∫
R2d
∣∣∣∆ a4z ρ(z + y + w, y)∣∣∣2 dz dy = Cd,a ∫∫
R2d
∣∣∣∆ a4x ρ(x, y)∣∣∣2 dxdy.
Remarking that ∆
a
4
x ρ(x, y) is nothing but the kernel of the operator ~−
a
2 |p|
a
2 ρ and
using the definition of the L2 norm, we obtain
Ea ≤ Cd,a h
d−a
∥∥∥|p| a2 ρ ∥∥∥2
L2
,
where Cd,a = (2π)
a Cd,a.
• Proof of Inequality (39a). Since Xρ is a positive operator, it holds X
2
ρ
=
|Xρ|
2. Moreover, denoting X˜ρ the exchange operator associated to the kernel K
2,
the following interesting property holds
Tr
(
X
2
ρ
)
=
∫∫
R2d
K(x− y)2 |ρ(x, y)|2 dxdy = Tr
(
X˜ρ ρ
)
.
From this and Hölder’s inequality for operators, we deduce that if K2 ∈ H˙2s−d,1w
with s ∈
(
d
2 , d
]
, then the following inequality holds
‖Xρ ρ2‖p ≤ ‖ρ2‖q ‖Xρ‖2 ≤ h
d
q′ ‖ρ2‖Lq Tr
(
X˜ρ ρ
) 1
2 ,
which by Formula (38) for K2 leads exactly to (39a).
• Proof of Inequality (39b). We use the fact that ‖Xρ ρ2‖p ≤ ‖Xρ ρ2‖2 for
any p ≥ 2 and then we use (39a) for p = 2 to get
‖Xρ ρ2‖Lp ≤ h
(
d
2−
d
p′
)
‖Xρ ρ2‖L2 ≤ C h
s+d( 1p−
1
2 )
∥∥K2∥∥ 12
H˙2s−d,1w
∥∥∥|p| a2 ρ ∥∥∥
L2
‖ρ‖L∞ .
The use of the non-semiclassical inequality ‖Xρ ρ2‖p ≤ ‖Xρ ρ2‖2 explains the dete-
rioration of the rate, which might not be optimal. 
When a < 0, we have similar bounds but using moments in x instead of moments
in p.
Proposition 5.2. Let a < 0 and K(x) = |x||a|, then for any positive operator ρ
Tr(Xρ) ≤ C hd
∥∥∥|x| |a|2 ρ∥∥∥2
L2
.(41)
Moreover, for any p ∈ [1,∞], there exists a constant C > 0 such that for any
operator ρ2
‖Xρ ρ2‖Lp ≤ C h
d
∥∥∥|x| |a|2 ρ∥∥∥
L2
‖ρ2‖Lq when p ∈ [1, 2)(42a)
‖Xρ ρ2‖Lp ≤ C h
d( 1p+
1
2 )
∥∥∥|x| |a|2 ρ ∥∥∥
L2
‖ρ2‖L∞ when p ∈ [2,∞],(42b)
where q = 2p2−p ∈ [2,∞) when p < 2 and the constants C depend only on a and d.
Proof. The proof of (41) follows simply by writing∫∫
R2d
K(x− y) |ρ(x, y)|2 dxdy ≤ C
∫∫
R2d
(
|x||a| + |y||a|
)
|ρ(x, y)|2 dxdy
and remarking that the right-hand side is exactly the right-hand side of inequal-
ity (41). The two other inequalities follow by taking K2 instead of K and Hölder’s
inequality as in the proof of Proposition 5.2. 
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Proof of Theorem 3. We proceed as in the proof of Theorem 1 and consider the
one-parameter group of unitary transformations Ut generated by the Hartree-Fock
Hamiltonian, i.e.
i ~ ∂t Ut = HHF (t)Ut ,
and compute
i ~ ∂t
(
U∗t
(
ρ− ρW
~
(f)
)
Ut
)
= U∗t
[
K ∗ (ρ− ρf ),ρ
W
~
(f)
]
Ut
+ U∗t Bt Ut − U
∗
t
[
Xρ,
(
ρ− ρW
~
(f)
)]
Ut .
Using Duhamel formula and taking the Lp norm using that Ut is a unitary operator,
we obtain
(43)
∥∥ρ− ρW~ (f)∥∥Lp ≤ ∥∥ρin − ρinf ∥∥Lp + 1~
∫ t
0
∥∥[K ∗ (ρ− ρf ),ρW~ (f)]∥∥Lp ds
+
1
~
∫ t
0
‖Bs‖Lp ds+
1
~
∫ t
0
∥∥[Xρ, (ρ− ρW~ (f))]∥∥Lp ds.
The second and third terms on the right-hand side in (43) can be bounded as in
Theorem 1. As for the fourth term, we use Proposition 5.1. More precisely, if
a ∈ [0, d/2), using (39a) or (39b)
1
~
∥∥[Xρ, (ρ− ρW~ (f))]∥∥Lp ≤ C hs˜−1 ∥∥K2∥∥ 12H˙d−2a,1w ∥∥∥|p| a2 ρ ∥∥∥L2 ∥∥ρ− ρW~ (f)∥∥Lp
≤ C hs˜−1
∥∥K2∥∥ 12
H˙d−2a,1w
∥∥∥|p| a2 ρ ∥∥∥
L2
(
‖ρ‖Lp +
∥∥ρW~ (f)∥∥Lp) ,
with s˜ = d − a − d
(
1
2 −
1
p
)
+
. When s˜ ≥ 2, this does not change the order of the
rate of convergence O(h). When it is not the case (for high values of a and of p),
the contribution of the exchange term becomes bigger than the one of the second
term in the right-hand side of Inequality (43), thus leading to a rate of convergence
of the order O(hs˜−1). If a ∈ (−1, 0), then we use inequalities (42a) or (39b) to get
bounds in terms of
∥∥∥|x| |a|2 ρ ∥∥∥
L2
instead of
∥∥∥|x| |a|2 ρ ∥∥∥
L2
. When K(x) = ± ln(|x|),
we write that K(x) ≤ Cε (|x|
ε + |x|−ε) and use both type of inequalities to get
bounds with
∥∥∥(|x| ε2 + |p| ε2)ρ∥∥∥
L2
instead. When p = 1, we can therefore conclude
that
(44)
∥∥ρ− ρW
~
(f)
∥∥
L1
≤
(∥∥ρin − ρinf ∥∥L1 + C0(t) ~+ C1(t) ~s−1) eλ(t).
When p ∈ (1, b), we proceed as in the proof of Formula (13) (the Hartree case) and
use Inequality (44) to get
(45)
∥∥ρ− ρW~ (f)∥∥Lp ≤ ∥∥ρin − ρinf ∥∥Lp + C(t)(∥∥ρin − ρinf ∥∥L1 + ~+ ~s˜−1) eλ(t).
Moreover, when p ∈ [b,∞), again as in the Hartree case, we proceed as in the proof
of (14). Following the exact same argument,
∥∥ρ− ρW
~
(f)
∥∥
L∞
is bounded uniformly
in ~ as soon as ρin ∈ L∞ and f ∈W [
d
2 ]+1,∞. Whence,∥∥ρ− ρW
~
(f)
∥∥
Lp
≤ C(t)
(∥∥ρin − ρinf ∥∥1−θ1 + C0 ~ pq + C1 ~(s˜−1) pq ) eλ(t).
In particular, if
∥∥∥ρin − ρinf ∥∥∥
1
≤ C ~, we get for the Hilbert-Schmidt norm (p = 2) a
convergence rate ~(
3
4−ε)min{1,s−1}. 
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Appendix A. Propagation of weighted Sobolev norms for Vlasov
equation
The existence of global smooth solutions and the propagation of regularity is a
classical result for the Vlasov-Poisson equation. It can be deduced starting from the
works of Pfaffelmoser [52] or Lions and Perthame [41], which imply the bounded-
ness of the force field, so that any solution with compact support in the phase space
will remain compactly supported at any time. Other general results concerning the
propagation of regularity can be found in the more recent work [32] by Han-Kwan
or in Appendix A in the work [58] by the second author. In our case, we need the
boundedness of the solutions of the Vlasov equation in weighted Sobolev norms
and we will see that we can propagate norms of the formW σ,∞n (R
2d). Remark that
we prefer to work in the framework of [41] which allows to have non compactly
supported solutions which are very interesting physically, since they include for ex-
ample Gaussian distributions of velocities. Moreover compactly supported solutions
are perhaps less pertinent in the context of quantum mechanics. Furthermore, the
proof here follows a completely Eulerian point of view. The result of this section is
the following.
Proposition A.1. Let K = 1|x|a with a ∈ (−1, d − 2] and let (n, σ, n1) ∈ N
3 be
such that n > d and n1 >
d
b−1 with b =
d
a+1 . Let f ≥ 0 be solution of Vlasov
equation (1) with initial data f in ∈W σ,∞n (R
2d) satisfying∫∫
R2d
f in |ξ|
n1 dxdv <∞.
Then the following regularity estimates hold
f ∈ L∞loc(R+,W
σ,∞
n (R
2d))(46a)
∇σρf ∈ L
∞
loc(R+, L
∞).(46b)
If in addition f in ∈ Hσk (R
2d) for some k ∈ R+, then
f ∈ L∞loc(R+, H
σ
k (R
2d)).
The proof works in two steps. We first explain in the next lemma how to get a
control of the regularity as soon as ρf is uniformly bounded. Then we finish the
proof of the theorem by proving that this assumption on ρf holds.
Lemma A.1. Let f be a solution of Vlasov equation (1) as in Proposition A.1 with
σ ≥ 1 and assume moreover that
(47) ρf ∈ L
∞
loc(R+, L
∞ ∩ L1).
Then the regularity estimates (46a) and (46b) hold.
Proof. For clarity, we first start with the case σ = 1 for which we will do a detailed
proof, and we will then explain how to modify the proof to get higher regularity
estimates. We follow the strategy explained in the course notes [25].
Step 1. Case σ = 1. We have, by denoting T := ξ · ∇x + E · ∇ξ
∂t(∇xf) = −T∇xf −∇E · ∇ξf(48a)
∂t(∇ξf) = −T∇ξf −∇xf.(48b)
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To simplify the computations, recall that the transport operator verifies T∗ = −T
and T(uv) = uT(v) + T(u)v, so that by writing mn := 1 + |ξ|
np
+ |x|
np
and using
the notation up := |u|p−1u, it holds
(49)
∫∫
R2d
T(u) · up−1mn = −
∫∫
R2d
u · T(up−1)mn + |u|
p
T(mn).
However remarking that
u · (T(up−1)) = u ·
(
|u|p−2T(u) + (p− 2) (T(u) · u)up−3
)
= up−1 · T(u) + (p− 2) (T(u) · u) |u|
p−2
= (p− 1)up−1 · T(u).
we can simplify Equation (49) into
−p
∫∫
R2d
T(u) · up−1mn =
∫∫
R2d
|u|
p
T(mn).(50)
Now define
Mx :=
∫∫
R2d
|∇xf |
pmn and Mξ :=
∫∫
R2d
|∇ξf |
pmn.
Then using (48a) and Formula (50) for u = ∇xf leads to
dMx
dt
= −p
∫∫
R2d
(∇xf)
p−1 · (T∇xf +∇E · ∇ξf)mn
≤
∫∫
R2d
|∇xf |
p
T(mn) + ‖∇E‖L∞ (Mξ + (p− 1)Mx)
where we used the multiplicative Young’s inequality p abp−1 ≤ ap + (p− 1) bp to
get the second term. In the same way, using (48b) and taking u = ∇ξf yields
dMξ
dt
≤
∫∫
R2d
|∇ξf |
p
T(mn) + (Mx + (p− 1)Mξ)
Then again by the multiplicative Young’s inequality
T(mn) = np
(
E · ξnp−1 + ξ · xnp−1
)
≤ np (‖E‖L∞ + 1)mn
Thus, for Mx,ξ :=Mx +Mξ, we obtain
d
dt
Mx,ξ ≤ p (n ‖E‖L∞ + 1 + ‖∇E‖L∞)Mx,ξ
However, since we know that ρf ∈ L
∞
loc(R+, L
∞ ∩ L1) by assumption, we also get
the following control on ‖E‖L∞
‖E‖L∞ ≤ C
(
‖ρf‖L∞ + ‖ρf‖L1
)
≤ Ct
for some function of time Ct locally bounded on R+. To control ∇E, we can use
the integral Young’s inequality if ∇K is less singular than the Coulomb potential
(i.e. if a < d−2), and if a = 1, then we use a singular integral estimate in the spirit
of the one in [9] which can be found in the course notes [25] and can be written
‖∇E‖L∞ ≤ C
(
1 +M0 + ‖ρf‖L∞ ln(1 + ‖∇ρf‖L∞)
)
≤ Ct
(
1 + ln(1 + ‖∇ρf‖L∞)
)
=: J(t),
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since p ≥ 1, combining these bounds we arrive at ddtMx,ξ ≤ p (1 + n)J(t)Mx,ξ
which by Grönwall’s Lemma implies
M
1
p
x,ξ(t) ≤M
1
p
x,ξ(0) e
(1+n)
∫ t
0
J
.
Now, since M
1
p
x,ξ ≃ ‖f‖W 1,pn (R2d) (i.e. each one is bounded by above by the other
up to a multiplicative constant), letting p→∞, we obtain
‖f‖W 1,∞n (R2d) ≤
∥∥f in∥∥
W 1,∞n (R2d)
e
(1+n)
∫ t
0
J
.(51)
However, since n > d, we have
(52) |∇ρf | ≤
∫
Rd
|∇xf | dξ ≤ Cd,n ‖f‖W 1,∞n (R2d)
where Cd,n =
∫
Rd
〈ξ〉−n dξ <∞. Combining the two inequalities (51) and (52) and
the fact that eJ(t) ≥ 1, we deduce
J(t) ≤ Ct + Ct ln
((
1 + Cd,n
∥∥f in∥∥
W 1,∞n (R2d)
)
e
(1+n)
∫ t
0
J
)
≤ Ct + Ct ln
(
1 + Cd,n
∥∥f in∥∥
W 1,∞n (R2d)
)
+ Ct (1 + n)
∫ t
0
J.
Hence, by Grönwall’s Lemma
J(t) ≤ J(0) +
1 + ln
(
1 + Cd,n
∥∥f in∥∥
W 1,∞n (R2d)
)
n+ 1
eCt(1+n)t
1 + n
.
We then deduce the bounds on
∥∥f in∥∥
W 1,∞n (R2d)
and∇ρf by inequalities (51) and (52).
Step 2. Case σ > 1. In this case, Formula (48b) becomes
∂t(∇
σ
ξ f) + T∇
σ
ξ f = ∇xf.
and so ∇σξ f solves the Vlasov equation with a second term that is already bounded
by Step 1. Thus, similarly as in Step 1, we obtain
d
dt
∥∥∇σξ f∥∥pLpn(R2d) ≤
∫∫
R2d
∣∣∇σξ f ∣∣p T(mn) + p ‖∇xf‖L∞ (1 + (p− 1) ∣∣∇σξ f ∣∣p)
≤ p (n ‖E‖L∞ + ‖∇xf‖L∞)
∥∥∇σξ f∥∥Wσ,pn (R2d) + ‖∇xf‖L∞(R2d)(53)
which directly yields a global local in time bound ∇σξ f ∈ L
∞
loc(R+,W
σ,p
n (R
2d)) also
valid for p = ∞. To bound ∇σxf , we remark that we have an equation similar to
Formula (48a) but with additional lower order terms
(54) ∂t(∇
σ
xf) + T∇
σ
xf = ∇
σE · ∇ξf +
∑
|α+β|=σ
0<|β|<σ
Cσ,α,β ∂
αE · ∇ξ∂
β
xf,
where we use again the multi-index notation. But now for the first term in the
right-hand side, we already know that ∇ξf is bounded, and we can then control
∇σE by ∇σxf as in Step 1. For the additional terms, since they all are lower order,
we can control them by weighted Sobolev norms of∇σ−1x,ξ f and proceed by induction
to control them. 
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Proof of Proposition A.1. It just remains to prove that Assumption (47) holds.
First remark that the method used in [41, Theorem 1] actually works for any
a ∈ (−1, d− 2] since the Coulomb potential is decomposed in two parts of the form
∇K ∈ L3/2,∞ ∩ L1 +W 2,∞. This proves that the n1 moments can be propagated,
which implies that ρf ∈ L
p for p = 1 + n1d by the kinetic interpolation inequality.
Then, by Young’s inequality, since n1 >
d
b−1 , we deduce that
E ∈ L∞loc(R+, L
∞).
Finally, as proved in [38, Corollary 5.1], this bound combined with the initial as-
sumption f ∈ L∞(1 + |ξ|
n
) is sufficient to control ‖ρf‖L∞ and gives
‖ρf (t)‖L∞ ≤ C
(
1 +
∫ t
0
‖E(s)‖L∞ ds
)
,
which implies (47) so that we can apply the lemma. Then once we know the
W s,∞n (R
2d) norm is bounded at any time, if the Hσk (R
2d) is also initially bounded,
we can use again formulas (53) and (54) but with p = 2 and then bound the terms
involving E and ∇xf by the W
σ,∞
n (R
2d) norm. And we then conclude again by
Grönwall’s Lemma. 
Appendix B. Operators identities
We list here some formulas for operators, which are used in this paper. First, let
us indicate the two following basic properties. If A and B are two operators, then
| |A|B | = |AB|
which first one follows from the definition of |AB| = (B∗A∗AB)
1
2 , and if A and B
are self-adjoint
(55) ‖AB‖p = ‖BA‖p
which follows from the fact that the singular values are the same for an operator
and its adjoint [59, Formula 1.3]. Then we shall remember Hölder’s inequality for
operators [59, Theorem 2.8] which tells that for any bounded operator A and B
and any (p, q, r) ∈ [1,∞]3 such that 1p =
1
q +
1
r , it holds
(Hölder) ‖AB‖p ≤ ‖A‖q ‖B‖r .
The second important inequality is the Araki-Lieb-Thirring inequality [3, Theo-
rem 1] which states that for any operator A,B ≥ 0 and any (q, r) ∈ [1,∞) × R+,
the following inequality is true
Tr((BAB)qr) ≤ Tr((BqAqBq)r) .
Replacing A by A2 and remarking that |AB|2 = BA2B, this can be rewritten
(56) ‖AB‖
q
qr ≤ ‖A
qBq‖r .
These inequalities show that regrouping operators together in Schatten norms in-
creases the value of the norm, while mixing them will lower the value. In the same
spirit, for any A,B ≥ 0, p ≥ 1 and r ≥ 0, the following mixing inequality holds
(57) ‖BrAB‖p ≤
∥∥ABr+1∥∥
p
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Proof of Inequality (57). By Hölder’s inequality, we have
‖BrAB‖p ≤
∥∥∥BrA rr+1∥∥∥
r+1
r p
∥∥∥A 1r+1B∥∥∥
(r+1)p
.
Now, by the cyclicity property (55) and by Inequality (56), we get∥∥∥BrA rr+1 ∥∥∥
r+1
r p
≤
∥∥ABr+1∥∥ rr+1
p∥∥∥A 1r+1B∥∥∥
(r+1)p
≤
∥∥ABr+1∥∥ 1r+1
p
,
which yields the result. 
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