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Abstract
This paper is concerned with the solution of some structured inverse eigenvalue problems
in the class of centrosymmetric matrices. For this aim, isospectral flows evolving in the space
of centrosymmetric matrices are considered to numerically construct a symmetric Toeplitz
matrix or a persymmetric Hankel matrix from prescribed eigenvalues. We establish a link
between the two problems and we investigate the use of simultaneously diagonalizable algebra
based on sine transform [Linear Algebra Appl. 52/53 (1983) 992] to choose the starting cen-
trosymmetric matrices for the isospectral flows. Some numerical tests show that our approach
can tackle both problems when the solvability is guaranteed and it can give good insights
when the existence of the solution is not guaranteed.
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1. Introduction
This work deals with inverse eigenvalue problems in the class of centrosym-
metric matrices. The solution of inverse eigenvalue problems [1] is currently at-
tracting a great interest due to their importance in many applications. In particular,
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centrosymmetric matrices play an important role in areas such as pattern recognition,
antenna theory, vibration in structures, electrical networks and quantum physics (see
e.g. [7]). Moreover, the structure inherent in the centrosymmetric matrices is useful
for reducing computational complexity of various algorithms, for both direct and
inverse problems. We focus on the resolution of inverse eigenvalue problems for
symmetric Toeplitz matrices and persymmetric Hankel matrices which are important
examples of centrosymmetric matrices. The inverse eigenvalue problem for sym-
metric Toeplitz matrices (ITEP) has been addressed by algebraic means by several
authors [17,18,21]. In [6] and successively in [12,13], the ITEP has been solved by
a continuation technique that follows an isospectral flow evolving in the space of
symmetric and centrosymmetric matrices having Toeplitz matrices as equilibria. In
this paper we explore the use of simultaneously diagonalizable algebras, notably the
τ algebra (see e.g. [2,8,20]), in order to construct, for the isospectral flow, a centro-
symmetric starting matrix with the given spectrum. To solve the inverse eigenvalue
problem for persymmetric Hankel (IHEP) matrices, when the solution exists, we
introduce here an algebraic relationship with ITEP to extend the previous approach
in a suitable way. Although it is known that ITEP is always solvable, we find coun-
terexamples whereas the IHEP is not. Some necessary and sufficient conditions are
given. A new isospectral flow is introduced evolving in the subspace of persymmetric
and centrosymmetric n-dimensional matrices which equilibria are Hankel matrices.
We show that the convergence of the isospectral flow for IHEP is related to that for
the ITEP when the corresponding starting matrices are specially selected. This allows
to consider a special restricted IHEP for which theoretical and numerical results for
the ITEP still holds. For this reason, here, we are mainly interested in the unrestricted
case. As for the ITEP, we choose the starting matrices in the τ class and we give some
numerical examples to show the effectiveness of our approach.
This paper is organized as follows. In Section 2, we give some preliminary defini-
tions and results. In particular, we analyze the solvability conditions for the IHEP. In
Section 3, we introduce the isospectral, orthogonal and Cayley flows together with
some their formal properties. Moreover, we give a result of equivalence between two
isospectral flows by a map which is not a similarity transform. Hence, we define the
isospectral flows for ITEP and IHEP and we analyze the relationship between them.
We report the convergence results and we recall the main properties of the τ algebra.
In Section 4 we give the algorithms for ITEP and IHEP and in Section 5 we show
the numerical tests.
2. Preliminary definitions and results
For our purpose, it is useful to recall the following definitions and results.
Let J be the permutation matrix of order n, whose entries are
Ji,j = δi,n+1−j , i, j = 1, . . . , n,
where δi,j is the Kronecker delta.
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Definition 2.1. A vector u ∈ Rn is said to be symmetric (skewsymmetric) if u =
Ju(u = −Ju). The associated eigenvalue of a symmetric (skewsymmetric) eigen-
vector is said to be even (odd).
Definition 2.2. A matrix M is persymmetric if JMJ = MT. A matrix M is said
to be centrosymmetric if JMJ = M . A Toeplitz real symmetric matrix T = T (t) is
defined as T (t) = (t|i−j |+1)ni,j for t ∈ Rn.
Given an n-dimensional real symmetric Toeplitz matrix T, let Tk , k = 1, . . . , n,
denote the k-dimensional principal submatrix of T. We introduce the notion of regu-
larity of a Toeplitz matrix as follows.
Definition 2.3 (see [16]). A symmetric Toeplitz matrix T is said to be regular if, for
all k = 1, . . . n, the matrix Tk has distinct eigenvalues and, if arranged in descending
order, alternate in parity with the largest eigenvalue even.
Definition 2.4. A Hankel real persymmetric matrix H = H(h), h ∈ Rn, is defined
as H(h) = (hi+j−1)ni,j for h ∈ R2n−1 with h = [h1, . . . , hn−1, hn, hn−1, . . . , h1].
The matrix J realizes a simple connection between Toeplitz and Hankel matrices
in the following way.
Proposition 2.1. By using the previous notation, the following statements are equiv-
alent:
(a) H(h) is a Hankel persymmetric matrix;
(b) JH(h) ≡ T (Jh) is a Toeplitz symmetric matrix;
(c) H(h)J ≡ T (Jh) is a Toeplitz symmetric matrix.
By Proposition 2.1, the spectral properties of persymmetric Hankel matrices are
related to the ones of symmetric Toeplitz matrices. We summarize here some of
these relations by means of known results. First of all, we need to recall some prop-
erties of centrosymmetric matrices. Cantoni and Butler [4] proved that a symmetric
centrosymmetric matrix of order n has n/2 symmetric and n/2 skewsymmetric
eigenvectors. Therefore, it is easy to prove the following result:
Theorem 2.2. Let C ∈ Rn×n be a symmetric and centrosymmetric matrix, then it
results:
λ is even eigenvalue of C ⇔ λ is even eigenvalue of JC,
λ is odd eigenvalue of C ⇔ −λ is odd eigenvalue of JC.
Proof. Let u ∈ Rn be an eigenvector of the matrix C. Then
Cu = λu ⇔ JCu = λJu ⇔ JCu = ±λu. 
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Hence, since symmetric Toeplitz matrices and persymmetric Hankel matrices are
symmetric centrosymmetric matrices, it follows that half of the eigenvalues of the
Hankel matrix H(h) must be the negative of the eigenvalues of the Toeplitz matrix
T (Jh) and viceversa. Moreover, in [4] it has been proved that the eigenvectors of
Jacobi centrosymmetric matrices, corresponding to distinct eigenvalues arranged in
descending order, are alternately symmetric and skewsymmetric. By definition, this
property is satisfied also by regular Toeplitz matrices. Consequently, we can give the
following corollary.
Corollary 2.3. Let T be a regular Toeplitz matrix or a Jacobi centrosymmetric ma-
trix. Let  = diag(λi) be the diagonal matrix of the eigenvalues arranged in de-
scending order and Q the matrix of the corresponding eigenvectors. If Hˆ = JT ,
then:
HˆQ = Qˆ,
where ˆ =  and
 = diag(σ ), σi = (−1)i+1, i = 1, . . . , n. (2.1)
Proof. The assertion easily follows by Theorem 2.2 and by the assumptions. 
We are interested in solving the inverse eigenvalue problem for both symmetric
Toeplitz and persymmetric Hankel matrices. For the ITEP the solvability question
has been settled for simple eigenvalues by Landau in the subspace of regular Toeplitz
matrices (see [16]). As to the IHEP, we show by a counterexample that the problem
is not always solvable for any choice of the spectral data.
Theorem 2.4. Let n = 3. If λ1, λ2, λ3 are real distinct values, in arbitrary ordering,
which satisfy the relation
(λ1 − 2λ2 − λ3)(2λ1 − λ2 + λ3)  0, (2.2)
then they are eigenvalues of two persymmetric Hankel matrices given by
H(h) =

h1 h2 h3h2 h3 h2
h3 h2 h1

 , (2.3)
with
h1 = 2λ3 + λ1 + λ23 ,
h2 = ± 1
3
√
2
√
(λ1 − 2λ2 − λ3)(2λ1 − λ2 + λ3),
h3 = λ1 + λ2 − λ33 .
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For instance, any permutation of the triple (1, 2, 3) does not satisfy the relation
(2.2). Then the IHEP in general is not solvable without further assumptions. From
Corollary 2.3, we can deduce that Landau’s result implies the solvability of the IHEP
when it is restricted to the following subspace of persymmetric Hankel matrices:
Hr =
{
H(h) ∈ Rn×n | T (Jh) = JH(h) is a regular Toeplitz matrix}.
Hence, the following sufficient condition for the solvability of IHEP holds.
Theorem 2.5 (Solvability). Given λ1 > λ2 > · · · > λn real distinct values and  =
diag(λi), there exists a persymmetric Hankel matrix with eigenvalues
ˆ = ,
where  is given in (2.1).
By using the previous notations, we can formulate the following inverse eigen-
value problem which we will refer in the sequel as restricted IHEP.
IHEPr. Given  = diag(λi) real distinct values and ˆ = , find a persymmetric
Hankel matrix with eigenvalues ˆ.
Note that even if the solvability is guaranteed only for the IHEPr , we can give
examples whereas the sufficient condition fails yet the IHEP is still solvable. For in-
stance, in correspondence of λ1 = 4, λ2 = 1 and λ3 = 12 the relation (2.2) is satisfied
and IHEP has two solutions H(h) given by (2.3) with
h1 = 2, h2 = ±
√
10
4
, h3 = 32 .
Yet, the Toeplitz matrix T (h) = JH(h) is not a regular Toeplitz matrix.
We compute the solutions of ITEP and IHEP by means of a continuation method
such that the eigenvalues assigned are exactly preserved. In both cases, this goal is
attained by considering suitable isospectral flows evolving in the space of centro-
symmetric matrices such that the desired solution is attained at the equilibrium.
3. Isospectral flows and related properties
Isospectral flows arise in the study of ODEs with conservative properties (see e.g.
[3,11,19]). We recall that the solution X(t) of the autonomous matrix differential
problem{
X′(t) = F(X(t))X(t)−X(t)F (X(t)) = [F(X(t)),X(t)], t > 0,
X(0) = X0 = XT0 ,
(3.1)
with F skewsymmetric operator, is an isospectral flow, that is a matrix valued func-
tion with constant spectrum. Moreover, the following nonautonomous matrix differ-
ential problem known as Flaschka formulation is associated to (3.1):
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{
U ′(t) = F(X(t))U(t) t > 0,
U(0) = I, (3.2)
where I is the identity matrix of order n. It is well known that U(t) is an orthogonal
matrix and that X(t) satisfies
X(t) = U(t)X0UT(t). (3.3)
Consider the inverse Cayley transform (see [10]):
A(t) = [U(t)− I ][U(t)+ I ]−1, (3.4)
that maps orthogonal matrices with eigenvalues different from −1 to the set of skew-
symmetric matrices. The following differential skewsymmetric system, called Cay-
ley flow (see [11]) is introduced:{
A′(t) = 12 (I − A(t))F (X(t))(I + A(t)), t > 0,
A(0) = 0. (3.5)
Let X(t), U(t) and A(t) denote the solutions of isospectral, orthogonal and skew-
symmetric flows (3.1), (3.2) and (3.5), respectively. We prove the following general
results.
Theorem 3.1. Let Q be an orthogonal matrix and let be
CQ =
{
M ∈ Rn×n |MQ = QM}. (3.6)
If, for all symmetric X, QF(X)QT = F(QXQT) and X0 = XT0 ∈ CQ, then for all
t > 0,
X(t), A(t), U(t), F (X(t)) ∈ CQ. (3.7)
Proof. We prove only the first result, similar arguments apply in the other cases (see
also [12,13]). Let be Z(t) = QX(t)QT. Then for all t, we have
Z′ = QX′QT = Q(F(X)X −XF(X))QT
= QF(X)QTQXQT −QXQTQF(X)QT
= QF(X)QTZ − ZQF(X)QT
= F(QXQT)Z − ZF(QXQT) = [F(Z), Z].
Since Z(0) = QX0QT = X0, then from the uniqueness of the solution of (3.1)
it results Z(t) = X(t) for all t, that is the flow X(t) retains the Q-commutativity
property of X0 during the evolution. 
With the previous notations, we obtain:
Theorem 3.2. Let Q be an orthogonal matrix and X0 = XT0 ∈ CQ.
If QF(X)QT = F(QXQT) and Y0 = QX0, then, for all t, X(t) is the solution
of (3.1) if and only if Y (t) = QX(t) is the solution of
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{
Y ′(t) = [F(QTY (t)), Y (t)] t > 0,
Y (0) = Y0. (3.8)
Proof. Since X0 ∈ CQ by previous theorem it follows that X(t) ∈ CQ for all t and
it is easy to prove that Y (t) ∈ CQT for all t. Indeed, QTY0 = QTQX0 = X0 =
QX0QT = Y0QT. Therefore, Y0 ∈ CQT and Y (t) satisfies the following relations for
all t:
Y ′ = QX′ = QF(X)X −QXF(X)
= QF(X)QTY − YF(X) = F(QXQT)Y − YF(X)
= F(YQT)Y − YF(QTY ) = F(QTY )Y − YF(QTY )
= [F(QTY ), Y ].
The assertion follows from the uniqueness of the solution of (3.8). 
Therefore, in these hypotheses, for different choices of the orthogonal matrix Q
the two flows X(t) and QX(t) are in some sense equivalent, even if the map X →
QX is not a similarity transform.
3.1. Isospectral flow for ITEP
By following the notion of a Toeplitz annihilator introduced in [6], we consider a
real skewsymmetric linear operator k(X) such that it is zero if and only if X is a real
Toeplitz symmetric matrix. The annihilator k(X) = (kij (X))nij is defined as
ki,j =


xi+1,j − xi,j−1 if 1  i < j  n,
0 if 1  i = j  n,
xi−1,j − xi,j+1 if 1  j < i  n.
(3.9)
We consider the isospectral flow
X′(t) = [k(X(t)),X(t)], t > 0, X(0) = X0 = XT0 . (3.10)
Note that for any matrix X, the equation Jk(X)J = k(JXJ) is true. That is Theorem
3.1 holds for Q = J . Moreover,CJ given in (3.6) coincides with the space of centro-
symmetric matrices. It follows that the centrosymmetry of X0 assures that all flows
related to (3.10) evolve in the subspace of centrosymmetric matrices and k(X) is cen-
trosymmetric, too. Toeplitz matrices are critical points of (3.10). The convergence
behavior to these equilibria in the case n = 3 is completely analyzed in [12,13]. In
particular, it is shown that, also in higher dimension, the convergence depends on the
choice of the starting matrix and that if X0 is the unique Jacobi centrosymmetric ma-
trix with prescribed eigenvalues, the isospectral flow always converges to a Toeplitz
regular matrix. We have observed that this choice corresponds to start the isospectral
flow with the same parity assigment as the limit matrix. In fact, as already said,
both the Jacobi centrosymmetric matrices and the regular Toeplitz matrices have the
eigenvalues alternating in parity when they are arranged in descending order. Here
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we look for other centrosymmetric matrices with the same property. We show that
a suitable starting matrix X0 can be found in the set of those matrices which are
simultaneously diagonalized by discrete sine transform.
Let us define the following set:
Tn =
{
A ∈ Rn×n | ai−1,j + ai+1,j = ai,j−1 + ai,j+1, i, j = 1, . . . , n
}
,
(3.11)
where we assume an+1,j = ai,n+1 = a0,j = ai,0 = 0.
In [2] is shown that Tn forms an algebra of matrices and that A ∈Tn has the
spectral factorization A = SDAS, where DA is the diagonal matrix of the eigen-
values of A and S is the orthogonal and symmetric matrix of its eigenvectors given
by
S = (sij )nij , sij =
√
2
n+ 1 sin
ij
n+ 1 . (3.12)
The algebra of matrices Tn is called τ algebra or τ class and it is known to be a
family of efficient preconditioners for Toeplitz matrices (see e.g. [5,8,12]).
It is straightforward to see that the “cross-sum” condition which defines Tn im-
plies the symmetry and persymmetry properties. In this way we can construct n!
different centrosymmetric matrices having n prescribed distinct eigenvalues by per-
muting the diagonal entries of DA. For our purpose, we focus on the unique DˆA such
that the entries dii = λi are arranged in descending order. Since by definition, the
matrix S in (3.12) has columns which are alternately symmetric and skewsymmetric
vectors, the corresponding matrix Aˆ = SDˆAS ∈Tn has the eigenvalues alternating
in parity, starting with even.
In the last section we will present some numerical tests to show that the con-
vergence to a regular Toeplitx matrix still holds starting with Xˆ0 = UDˆX0U ∈Tn.
This suggests to simplify the algorithm for ITEP given in [13] avoiding the further
numerical resolution of the CJIEP.
3.2. Isospectral flow for IHEP
For the IHEP, we propose the isospectral flow (3.8) with Q = J = QT:
Y ′(t) = [k(JY (t)), Y (t)], t > 0, Y (0) = Y0 = Y T0 , (3.13)
with the operator k defined as before. This choice is motivated also by the following
theorem.
Theorem 3.3. If the matrix Y is symmetric and with distinct eigenvalues
[k(JY ), Y ] = 0 ⇔ Y is Hankel.
Proof. If the Lie bracket is zero, then k(JY ) commutes with Y. Since Y has distinct
eigenvalues, k(JY ) is a polynomial in Y. By the symmetry of Y, k(JY ) is symmetric.
Thus k(JY ) must be zero, since it is also skewsymmetric. The assertion follows from
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Proposition 2.1. Viceversa, if Y is a Hankel matrix, then Z = JY is a Toeplitz matrix
and, since by definition k(Z) = 0, this implies [k(Z), JZ] = 0. 
On the other hand, for any matrix Y, the equation Jk(JY )J = k(YJ ) is true.
Hence, by Theorem 3.1 it follows that the centrosymmetry of Y0 assures that the
flow Y (t) evolves in the subspace of centrosymmetric matrices too. Moreover, from
the Theorem 3.2, it follows that
Corollary 3.4. Let X0 = XT0 = JX0J and Y0 = JX0. Then, for all t, X(t) is the
solution of (3.10) if and only if Y (t) = JX(t) is the solution of (3.13).
It is straightforward to see that this result sets a relation between the solution of
ITEP and the solution of the restricted IHEP. Therefore, the theoretical and numerical
results of convergence obtained in [13] for the ITEP can be extended to the IHEP
isospectral flow in a natural way: the convergence of the IHEP isospectral flow (3.13)
is assured if the flow starts from Y0 = JX0, where X0 is the CJIEP solution. By
Corollary 2.3, Theorem 3.3 and Corollary 3.4, if  = diag(λi) are the eigenvalues of
X0, then the flow (3.13) converges to a persymmetric Hankel matrix with eigenvalues
ˆ = , that is to the restricted IHEP solution. In this paper we numerically show
that if we choose Y0 in the τ algebra Tn, with the same parity of J Xˆ0, Xˆ0 ∈Tn,
the convergence still holds.
To solve the unrestricted IHEP for  = diag(λi), we will follow again the flow
(3.13), but since no information (existence, parity, etc.) are available on the lim-
it Hankel matrix, we consider as starting point a matrix Y0 among the n! possible
choices in the τ algebra Tn.
4. Numerical approximation
It is well known [22] that classical numerical methods cannot retain exactly the
eigenvalues of an isospectral flow. For this reason conservative methods as Projective
methods, Lie groups methods, Cayley method have to be employed (see [9,11,15]).
The Cayley method, when used without restart, is the application of:
• a classical explicit numerical scheme for solving the skewsymmetric ODE matrix
problem (3.5) associated to the isospectral flows (3.10) or (3.13);
• the Cayley transform U(t) = (I − A(t))−1(I + A(t)) to recover the orthogonal
solution and then the isospectral solutions X(t) = U(t)X0UT(t) or Y (t) =
U(t)Y0UT(t), respectively.
4.1. Methods
Method for the ITEP. The algorithm used to solve ITEP can be summarized in the
following steps:
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(1) Choose Xˆ0 = SDˆX0S ∈Tn with the prescribed set of eigenvalues:
 = diag(λi) ⇒ Xˆ0 = SDˆX0S.
(2) Given a fixed step-size h, solve the isospectral flow (3.10) starting from
Xˆ0, by means of the Cayley method till the following stop criterion is
satisfied:
‖Xk −Xk−1‖  10−15,
where Xk ≈ X(kh). Then the equilibrium solution is attained at X∗ = Xk .
Method for the IHEPr . To solve IHEPr for the eigenvalues ˆ = , we solve
ITEP for  with the algorithm described above and we recover the persymmetric
Hankel solution by H ∗ = JX∗.
Note that this is equivalent to apply the Cayley method to the isospectral flow
(3.13) starting from Y0 = JX0, whereX0 is the CJIEP solution orX0 = UDˆX0U , till
the stop criterion ‖Yk − Yk−1‖  10−15, where Yk ≈ Y (kh), is satisfied. Of course,
we have Y ∗ = H ∗.
Method for the IHEP. To solve IHEP in the more general case, we find a suit-
able centrosymmetric Y0 ∈Tn with eigenvalues and we solve the isospectral flow
(3.13) till the equilibrium criterion is satisfied.
Since the solvability of the problem is not always guaranteed, the choice of Y0
and the related convergence analysis of the flow are difficult tasks. Hence we need
further information to explore the unrestricted case.
4.2. Computational savings
The structure inherent in the centrosymmetric flows can be exploited to reduce
the costs of all procedure. In particular, the application of the Cayley transform that
implies the resolutions of the linear systems
(I − A)U = (I + A).
Being the n× n matrix A skewsymmetric and centrosymmetric we can reduce this
problem to the inversion of two matrices of dimension n/2 × n/2. Let be Q =
I − A, then QT = I + A and the problem becomes
U = Q−1QT.
In the following we obtain the expression of U by using the analytic forms for the
inverse of a centrosymmetric matrix as given in [14].
Case of n even. Let be
Q =
(
C BJ
JB JCJ
)
.
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Since A is skewsymmetric, then B is a skewsymmetric matrix and C = I + E where
E is a skewsymmetric matrix, too.
If R = C + B and
W = 12
(
R−1 + (C − B)−1), V = 12(R−1 − (C − B)−1) (4.1)
then
Q−1 =
(
W VJ
JV JWJ
)
.
It is easy to see that
U =
(
U1 U2J
JU2 JU1J
)
with U1 = W(I − E)− VB and U2 = −WB + V (I − E).
Case of n odd. Let be
Q =

 C Jx BJyTJ β yT
JB x JCJ

 .
By imposing the skew-symmetry of A, it results again C = I + E and BT = −B as
in the even case, further we have y = −x and β = 1.
If R = C + B + 2JxxTJ and W and V are given by (4.1), the expression of the
inverse is
Q−1 =

 W Jp V JqTJ γ qT
JV p JWJ

 ,
where p = −J (R−1)Jx, q = J (R−1)TJx and γ = 1 + 2xTp. Hence, the centro-
symmetric solution U is given by
U =

 U1 Jv U2JzTJ δ zT
JU2 v JU1J


with
U1 = W(I − E)− VB + JpxTJ,
U2 = −WB + V (I − E)+ JpxTJ,
v = −JR−1Jx + p,
zT = qT(I − J (E + B)J )+ γ xT,
δ = γ − 2qTx.
In conclusion, in both cases, only the inversion of the half-size matrices R and C − B
are required.
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5. Numerical tests
In [12,13] many numerical examples have been proposed to show the effective-
ness of the isospectral technique to solve the ITEP. Here we show that our ap-
proach can be useful in the numerical approximation of the IHEPr solution and can
tackle the case of unrestricted IHEP in general. Numerical experiments have been
performed implementing a MATLAB routine. The classical explicit fourth order
Runge-Kutta method, with fixed stepsize h = 0.01, has been used for the numerical
approximation of the solution A(t) of the Cayley flow (3.5).
Example 5.1. Let us consider
λ1 = 4 +
√
11, λ2 = 3, λ3 = 4 −
√
11.
ITEP. Let us consider Xˆ0 = S diag(λ1, λ2, λ3)S ∈T3 given by
Xˆ0 =

3.5000 2.3452 0.50002.3452 4.0000 2.3452
0.5000 2.3452 3.5000

 .
The isospectral flow (3.10) starting from Xˆ0 converges to the regular Toeplitz matrix:
X∗r =

3.6667 2.3333 0.66672.3333 3.6667 2.3333
0.6667 2.3333 3.6667

 . (5.1)
IHEPr . The solution in correspondence of (λˆ1, λˆ2, λˆ3) = (λ1,−λ2, λ3) is given
by Y ∗ = JX∗r .
IHEP. On the other hand, it is also possible to obtain a persymmetric Hankel
matrix with eigenvalues λi , for i = 1, 2, 3, which existence is guaranteed by the
Theorem 2.4. In fact, we solve the flow (3.13) starting from Y0 = Xˆ0. The Cay-
ley method converges to the Hankel matrix with h2 > 0 given in (2.3), with: h1 =
14
3 , h2 = h3 = 53 . The method achieves the same matrix when it starts from Y0 =
S diag(λ3λ2λ1)S.
If the flow starts from Y0 = S diag(λ1λ3λ2)S or from Y0 = S diag(λ2λ3λ1)S the
method converges to another Hankel matrix H(h) with
h1 = 15 −
√
11
3
, h2 = 1
3
√
2
√
2(
√
11 − 3)(√11 + 9), h3 = 3 + 2
√
11
3
.
On the other hand, by choosing as starting values Y0 = S diag(λ3λ1λ2)S or Y0 =
S diag(λ2λ1λ3)S the algorithm does not converge.
Note that in both cases of convergence the matrix T (Jh) = JH(h) is not a regu-
lar Toeplitz matrix.
Example 5.2. Let us consider
(λ1, λ2, λ3, λ4) = (4,−1,−2,−3).
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ITEP. The isospectral flow (3.10) starts from Xˆ0 = S diag(λ1, λ2, λ3, λ4)S ∈T4
in the τ -class. At approximately t = 2, the Cayley method attains the regular Toeplitz
matrix X∗r with the first row given by(−0.5000, 1.9345, 1.0339, 1.0655).
Note that we obtain the convergence to the same X∗r even when the starting matrix
X0 is one of the following matrices:
S diag(4,−3,−2,−1)S, S diag(−2,−1, 4,−3)S, S diag(−2,−3, 4,−1)S,
where each eigenvalue carries the same parity as in Xˆ0. This confirms the con-
jecture that the right assignment of parity in the starting matrix induces the con-
vergence.
IHEP. In this case, if we consider as starting matrix for (3.13) any of the 4!
centrosymmetric matrices in the τ algebra T4, the Cayley method never attains the
equilibrium. Hence, it seems that for these eigenvalues the unrestricted IHEP is not
solvable, even if this is not theoretically justified.
Example 5.3. Let us consider
(λ1, . . . , λ5) = (40, 10, 5,−10,−40).
ITEP. Using Xˆ0 = Sdiag(λ1, . . . , λ5)S, the Cayley method applied to the iso-
spectral flow (3.10) reaches the equilibrium at approximately t = 1.06. The limit
point is the regular Toeplitz matrix X∗r which first row is given by
(1.0000, 19.3645, −1.6335, 9.7175, 3.6335).
IHEPr . Note that in this example, ˆ = . Of course, the restricted solution is
Y ∗ = JX∗r , that can be obtained also as equilibrium of the flow (3.13) starting from
Y0 = J Xˆ0. By the way, the same limit is attained when Y0 = Xˆ0, since Xˆ0 and J Xˆ0
have the same parity assignment.
IHEP. We solve the isospectral flow (3.13) starting from the centrosymmetric
matrix in the τ algebra given by Y0 = Sdiag(10, 40, 5,−10,−40)S ∈T5.
The equilibrium is attained by Cayley method at approximately t = 5.24 and it is
the persymmetric Hankel matrix Y ∗ with the first row given by:
(12.9656, −6.9774, −4.9656, 16.3597, −11.0000).
We point out that X∗ = JY ∗ is not a regular Toeplitz matrix.
Example 5.4. In this example we consider a larger size problem with n = 10 and
random generated simple eigenvalues
(λ1, . . . , λ10) =
(
11.8778, 8.2171, 7.8118, 5.5957, 4.4365,
−0.8799,−2.6561,−5.6896,−6.3547,−9.4990).
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ITEP. The isospectral flow (3.10) starts from the centrosymmetric matrix Xˆ0 =
Sdiag(λ1, . . . , λ10)S in the τ algebra T10. At approximately t = 10 the flow con-
verges to the regular Toeplitz matrix X∗r with the first row given by
(
1.2860, 5.0276, −0.2171, 0.0301, 0.1937,
0.7349, 0.0046, 0.4270, 0.0989, 2.4659
)
.
As in Example 5.2, we can choose as starting point a matrix X0 ∈T10 which carries
the same parity of Xˆ0 for the eigenvalues. In is easy to see that in general we have
n/2! · n/2! possible choices with this property. In particular, in this case they
are 14400.
IHEP. We apply the Cayley method starting the flow (3.13) from Y0 = UDY0U
where
DY0 = diag
(
7.8118,−0.8799,−2.6561,−5.6896,−6.3547,
11.8778,−9.4990, 5.5957, 4.4365, 8.2171).
The limit attained is the Hankel persymmetric matrix Y ∗ with the first row given
by
(
0.8553, −0.1225, 0.3800, 0.3083, 0.1682,
−0.5427, 0.2300, 0.5706, 4.7964, −2.5383).
We observe that JY ∗ is a regular Toeplitz matrix, that is Y ∗ is indeed solution
of a restricted IHEP. Hence, in order to find the solution of the unrestricted problem
(if there exists), we have to select the starting matrix Y0 among the 10! possible
matrices in the τ class T10. This is of course a very hard task. As for the ITEP, if
solvability and parity properties of the general IHEP solution would be known, they
could suggest a suitable starting point for the isospectral flow (3.13).
6. Conclusions
In order to solve ITEP and IHEP, we have considered two isospectral flows that
asymptotically attain the solutions of two structured inverse eigenvalue problems
evolving in the space of centrosymmetric matrices. We observed that the conver-
gence holds if the starting point of the ITEP isospectral flow has the same parity
assignment as the limit regular Toeplitz matrix. For this aim, in [13], we used the
solution of the centrosymmetryc Jacobi inverse eigenvalue problem (CJIEP) as start-
ing matrix for this flow, here we have selected it in the τ algebra. We have proved
that the ITEP and the IHEP are equivalent when we restrict to the case of Hankel
matrices obtained by the J multiplication of the solution of the ITEP. In this way
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we have extended the algortithm for ITEP to a restricted IHEP. Moreover, we have
given numerical results to show that our approach can tackle also some unrestricted
IHEPs, even when the solvability is not theoretically guaranteed. For this reason the
general case will be subject of a further research.
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