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Abstract
Coarse graining is an important ingredient in many multi-scale continuum-discrete
solvers such as CFD–DEM (computational fluid dynamics–discrete element method)
solvers for dense particle-laden flows. Although CFD–DEM solvers have become a
mature technique that is widely used in multiphase flow research and industrial flow
simulations, a flexible and easy-to-implement coarse graining algorithm that can work
with CFD solvers of arbitrary meshes is still lacking. In this work, we proposed a new
coarse graining algorithm for continuum–discrete solvers for dense particle-laden flows
based on solving a transient diffusion equation. Via theoretical analysis we demon-
strated that the proposed method is equivalent to the statistical kernel method with a
Gaussian kernel, but the current method is much more straightforward to implement
in CFD–DEM solvers. A priori numerical tests were performed to obtain the solid
volume fraction fields based on given particle distributions, the results obtained by
using the proposed algorithm were compared with those from other coarse graining
methods in the literature (e.g., the particle centroid method, the divided particle
volume method, and the two-grid formulation). The numerical tests demonstrated
that the proposed coarse graining procedure based on solving diffusion equations is
theoretically sound, easy to implement and parallelize in general CFD solvers, and
has improved mesh-convergence characteristics compared with existing coarse grain-
ing methods. The diffusion-based coarse graining method has been implemented into
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a CFD–DEM solver, the results of which are presented in a separate work (R. Sun
and H. Xiao, Diffusion-based coarse graining in hybrid continuum-discrete solvers:
Application in CFD-DEM solvers for particle laden flows. International Journal of
Multiphase Flow 72, 233247).
Keywords: CFD–DEM, Coarse Graining, Multi-scale Modeling
1. Introduction
1.1. Coarse Graining in Continuum–Discrete Modeling
In computational mechanics for solids and fluids, continuum methods based on
partial differential equations, e.g., the Navier-Stokes or elasticity equations, are usu-
ally discretized by the finite-difference, finite-volume, or finite-element method and
used to investigate macroscopic system responses, e.g., structural deformations or
fluid flows (Mitchell and Griffiths, 1980; Versteeg and Malalasekera, 2007; Zienkiewicz
and Morice, 1971). On the other hand, discrete methods such as molecular dynamics
and direct simulation Monte Carlo methods are used to simulate microscopic proper-
ties of systems at length- and time-scales that are much smaller than those studies by
using continuum methods (Belytschko et al., 2002; Piekos and Breuer, 1996). Con-
tinuum and discrete methods are complementary to each other, not only in terms of
the length- and time-scales they cover, but also because they are used for different
purposes.
Traditionally, continuum and discrete methods have been developed in separate
communities without significant interactions. This is partly a reflection of the scale
separation in classical continuum mechanics; that is, the scales of the representative
volume element (RVE) are many orders of magnitude larger than those of the indi-
vidual molecules or atoms therein. As a consequence, the phenomena of interests in
the macroscopic scales and those in the microscopic scales are dramatically different.
However, the past few decades have seen a surge of interests in the development of
methods aiming for bridging the continuum and the microscopic scales. These efforts
originate from several communities with a diverse physical settings ranging from frac-
ture mechanics (Belytschko and Xiao, 2003; Xiao and Belytschko, 2004) and complex
fluids (Donev et al., 2010) to materials sciences (e.g., Curtin, 2013; Delgado-Buscalioni
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et al., 2005; Eidel, 2009; Mu¨ller, 2013; Rottler, 2013). In spite of these efforts, many
theoretical and practical challenges exist in these multi-scale models. A particular
difficulty that is common among most continuum–discrete solvers is the coupling be-
tween the continuum solver and the discrete solver with guaranteed conservation of
relevant quantities. This is due to the fact that the conservation equations on the two
scales are formulated for quantities of vastly different natures, and thus the bridging
between the microscopic and macroscopic quantities are critical yet extremely difficult
to achieve (Delgado-Buscalioni et al., 2005; Xiao and Belytschko, 2004). In this work
we highlight the difficulties of coarse graining in the context of continuum–discrete
solvers for dense particle-laden multiphase flows. Subsequently, a strategy that is
theoretically meritorious and convenient for numerical implementations is proposed.
However, since the difficulties associated with coarse graining are common among
many other continuum–discrete methods, it is expected that the strategy developed
in this work shall be useful for those methods as well.
1.2. Coarse Graining in CFD–DEM Solvers
Dense particle-laden flows are encountered in a wide range of industrial appli-
cations and natural processes including fluidized-bed reactors in chemical engineer-
ing (Mu¨ller et al., 2008, 2009), pneumatic conveyors in the mineral processing in-
dustries (Han et al., 2003), and sediment transport processes in riverine and coastal
flows (Calantoni et al., 2004; Drake and Calantoni, 2001). A class of continuum–
discrete methods have been proposed and developed in the past two decades, where
the fluid (the carrier phase) is modeled with a continuum approach in the Eulerian
framework, while the particles (the dispersed phase) are tracked individually in the
Lagrangian framework accounting for the inter-particle collisions and fluid–particle
interactions. Compared with other alternatives such as the two-fluid model and direct
numerical simulations (Esmaeeli and Tryggvason, 1998, 1999; Kempe and Fro¨hlich,
2012; Kempe et al., 2014), the continuum–discrete approach is able to resolve much
of the particle flow physics without requiring excessive computational costs. As such,
it has received much attention in multiphase flow research communities and gained
increasing popularity in industrial applications as well.
Discrete Element Method (DEM) is introduced by Cundall and Strack (1979)
3
and is widely used in the modeling of dry granular flows where the fluid flow is
not dynamically important (except for cohesion and lubrication forces). Readers are
referred to a recent review by Guo and Curtis (2015) on this subject. Proposed in
the 1990s by Tsuji et al. (1993), the CFD (Computational Fluid Dynamics)–DEM
approach is the earliest developed continuum–discrete method for dense particle-
laden flows. Other variants such as LES (Large Eddy Simulation)–DEM and SPH
(Smooth Particle Hydrodynamics)–DEM have been developed recently (e.g., Potapov
et al., 2001; Sun et al., 2013; Zhou et al., 2004). However, since the coarse graining
procedure is common among this type of the continuum-discrete methods, in this
work we describe the coarse graining method with CFD–DEM applications in mind.
The proposed method is, however, applicable to other similar methods as well.
In CFD–DEM, the fluid is described by the volume-averaged Navier–Stokes equa-
tions (Anderson and Jackson, 1967). The effects of the particle-to-fluid interactions
are accounted for in the fluid continuity and momentum equations mainly through
the presence of the following three terms: solid volume fraction εs, and solid phase
velocities Us, fluid–particle forces Ffp (primarily consisting of drag force Fd and
buoyancy). These are field quantities based on the CFD mesh, and are obtained
from the locations, the sizes, and the velocities of each individual particles as well
as the fluid forces acting on them. The mapping from particle-scale quantities to
macroscopic quantities is also referred to as coarse graining, averaging, or aggrega-
tion in the literature (Xiao and Sun, 2011; Zhu and Yu, 2002). We will use “coarse
graining” and “averaging” interchangeably in this work.1 This seemingly simple op-
eration involves several challenges when performed in practical CFD–DEM solvers.
First, theoretically the procedure is not unique (Zhu and Yu, 2002), but the coarse
grained fields can have profound influences on the CFD–DEM simulation results.
Second, there are several constraints on the procedure, e.g., it must conserve the rel-
evant physical quantities such as particle mass and momentum, both for the interior
1The terminology “coarse graining” here should not be confused with its usage in other contexts.
In DEM (and in molecular dynamics) simulations, “coarse-graining” is also used to denote the
process of representing a large number of real particles with a small number of “super-particles” to
reduce computational costs while retaining essential dynamics of the system.
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particles and for those near the domain boundaries (e.g., walls). Satisfying these con-
straints simultaneously is challenging. Moreover, since industrial CFD simulations
often involve complex geometries and necessitate using meshes of poor quality, the
procedure should be able to accommodate these meshes without negatively impacting
the CFD–DEM simulation results. Finally, it should be easy to implement and ami-
able to parallelization, a technology that is ubiquitously used in modern CFD codes.
Numerous averaging techniques have been proposed and used in the literature (Wu
et al., 2009a,b; Xiao and Sun, 2011; Zhu and Yu, 2002). To the authors’ knowledge,
however, a method satisfying all the criteria above is still lacking. The objective
of this work is to develop an averaging strategy that is theoretically sound, easy to
implement in industrial CFD solvers, and capable of handling generic meshes used in
these CFD solvers. Due to space considerations, the current paper focuses primarily
on the theoretical analysis and a priori evaluations of the proposed method without
actually testing it in a CFD–DEM solver. Its implementation in CFD–DEM solvers
and the evaluation of the performances are deferred to a separate, companion paper
of the present work (Sun and Xiao, 2015).
The rest of the paper is organized as follows. In Section 2 the desirable features
of averaging methods are discussed in detail, and existing algorithms in the literature
are reviewed, compared, and evaluated against the properties in this list. Section 3
presents the proposed averaging algorithm, demonstrates its theoretical equivalence
to the statistical kernel method, and examines its characteristics based on the theo-
retical analysis. In Section 4, a priori averaging tests are conducted to examine the
performance of the proposed method and to compare with the results obtained with
other averaging methods. Implementation details and computational costs consider-
ations are discussed in Section 5. The paper is concluded in Section 6.
2. Review of Existing Coarse Graining Methods
Some of the commonly used and recently developed coarse graining methods in the
CFD–DEM literature include the particle centroid method (PCM), the divided parti-
cle volume method (DPVM), the statistical kernel method, and the recently proposed
two-grid formulation. These methods will be critically reviewed below with their ad-
5
vantages and shortcomings examined. The discussion here is constrained to particle-
resolving simulations where particle–fluid interfaces are not resolved. The continuum–
discrete solvers where particle interfaces are explicitly resolved, e.g., with immersed
boundary method (Kempe et al., 2014) or Lattice-Boltzmann method (Chen et al.,
1991; Yin and Sundaresan, 2009; Yin and Koch, 2008), are beyond the scope of the
present work, since the averaging algorithms discussed in this paper are not directly
applicable to those methods. The methods where particles are represented as porous
bodies are omitted from the discussion here as well.
2.1. Desirable Properties of Coarse Graining Procedure in CFD–DEM Solvers
In the context of implementation in CFD–DEM solvers for particle-laden flows,
we first outline below a few desirable properties that a coarse graining method should
have. This “wish list” will serve as the basis for the evaluation and comparison of the
existing and proposed coarse graining methods.
Based on physical reasoning and from our experiences in conducting CFD–DEM
simulations, a coarse graining procedure should ideally:
1. conserve relevant physical quantities.
For example, when calculating solid volume fraction field εs, the particle phase
mass should be conserved, i.e., the total mass computed from the coarse grained
continuum field should be the same as the total particle mass in the discrete
phase. The conservation requirement can be written as follows:
ρs
Nc∑
k=1
εs,k Vc,k =
Np∑
i=1
ρs Vp,i , (1)
where the density ρs is assumed to be constant for all particles; Nc is the
number of cells in the CFD mesh or the mesh used for averaging, which are
sometimes the same; Np is the number of particles in the system; εs,k and Vc,k
are the solid volume fraction and the volume, respectively, of cell k. Similar
conservation requirements must be met for the momentum of the particles and
that of the entire fluid–particle system as well. That is, when calculating solid
phase velocity, the total momentum of the particles should be conserved; to
conserve momentum in the fluid–particle system the total particle forces on the
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fluid should have the same magnitude as the sum of the forces on all particles
but with opposite direction.
2. be able to handle particles both in the interior cells and the cells near bound-
aries without producing artifacts, including physical boundaries and processor
boundaries in parallel computing.
3. be able to achieve relatively mesh-independent results;
The mesh independence or mesh convergence basically requires that the mesh
used in computational simulations should be fine enough so that further mesh
refinements do not lead to changes in the results. While this is a basic require-
ment for almost any mesh-based discretization methods for partial differential
equations (e.g., finite difference, finite element), mesh convergences are not triv-
ial to achieve in CFD–DEM simulations. The reason is that in most existing
averaging methods the mesh is not only used for the discretization of the CFD
conservation equations, but also determines the coarse graining bandwidth, an
important computational parameter. Similar difficulties with mesh-convergence
are well-known for LES with implicit filtering, where the mesh cell size deter-
mines the filter size, which is a computational parameter (Sagaut, 2002).
4. be convenient for implementation in parallel, three-dimensional CFD solvers
based on unstructured meshes with arbitrary cell shapes;
5. be able to produce smooth coarse grained fields even with the presence of a few
large particles in relatively small cells.
In a simulation using a uniform CFD mesh and a particle system with a wide
particle diameter distribution (e.g., well-sorted natural sand), the cell size to
particle diameter ratio can be small at the vicinity of the large particles. More-
over, in practical CFD–DEM simulations small cells are often required in certain
regions to resolve the flow features therein (e.g., shear layers or jets with strong
velocity gradients (Pope, 2000)), particularly when high fidelity flow solvers
such as those based on LES are used for the fluid phase. It is important for
the averaging algorithms to be able to handle these situations, since abnormally
large values or gradients in the solid volume fraction, velocity, or fluid–particle
interaction forces, even in only a few cells, can destabilize the entire simulation
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or cause unphysical artifacts.
Items 1 and 2 above are essential, without which the averaging procedure would cause
the CFD–DEM solvers to produce unphysical results. Items 3–5 are highly desirable,
without which the averaging procedure would impose significant restrictions on the
CFD–DEM solvers and limit their applications in practical simulations.
2.2. Particle Centroid Method
In the particle centroid method, only the particles whose centroids fall within a cell
are counted for calculating the coarse grained continuum quantities (e.g., solid volume
fraction εs, solid phase velocity Us, drag force Fd) for this cell. For simplicity we use
here the calculation of εs to illustrate the difference among the averaging methods.
The averaging of other variables such as solid phase velocity and drag forces can be
performed in the same way. In the configuration illustrated in Fig. 1(a), with the PCM
all the particles, P1, P2, and P3, are counted towards the solid volume fraction of cell
2. All other cells have zero solid volume fraction. It can be seen that when the particle
centroid is located near cell boundaries (e.g., particle P2 in Fig. 1(a)), the error can
be up to 50% (Peng et al., 2014). If a cell contains several such particles and if these
particles are large compared to the host cell, unphysically large values can occur for
this cell, leading to a non-smooth solid particle volume field with large gradients. Such
non-smoothness in the coarse grained fields often causes spurious features in CFD–
DEM simulations. However, except for this drawback, this seemingly unsophisticated
method works very well otherwise, particularly when the cells are large compared
to particle diameters. Moreover, if done properly the PCM can be made to satisfy
the conservation requirement specified above in a straightforward manner. Finally,
its implementation is straightforward even in parallel CFD solvers with unstructured
meshes. As such, the PCM is one of the most widely used averaging procedures in
the literature (e.g., Zhu and Yu, 2003).
2.3. Divided Particle Volume Method
The divided particle volume method was proposed by Wu et al. (2009a,b) to
address the above-mentioned drawbacks of the particle centroid method caused by
particles intersecting multiple cells. It is also referred to as analytical method in the
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literature (Peng et al., 2014). Instead of counting the entire particle volume to the
cell containing its centroid, in DPVM a particle’s volume is divided among all cells
it overlaps, with each cell receiving the actual volume inside it. This is illustrated
in Fig. 1(b). The volume of particle P1 is divided between cells 1 and 2, with cell 1
sharing the shaded portion. The volume of particle P2 is similarly shared between cells
4 and 2. It has been demonstrated (Peng et al., 2014) that the dividing particle volume
method gives much smoother coarse grained solid volume fraction field than the PCM
does, and the corresponding CFD–DEM results were significantly improved as well.
However, in unstructured CFD meshes where cells can be of arbitrary shape, dividing
particle volumes among intersecting cells requires accounting for many scenarios,
which is tedious to implement. Even for a three-dimensional Cartesian mesh with
cubic cells (the simplest mesh one can hope for in practical CFD simulations), there
are several particle–cell intersecting scenarios to account for. Theoretically, DPVM
works for arbitrary meshes, structured or unstructured, with any elements shapes as
long as any edge of the cell has a length larger than the particle diameter. While Wu
et al. (2009a,b) implemented a DPVM for typical cells shapes (e.g., tetrahedra and
wedge) based on a commercial finite volume CFD solver, a DPVM implementation
that is general enough to accounts for all cell shapes (e.g., an arbitrary combination
of general polyhedra) is a daunting challenge for most CFD practitioners. We are not
aware of any such implementations beyond those by Wu and his co-workers (Peng
et al., 2014; Wu et al., 2014, 2009a,b). Moreover, if the mesh contains small cells
with sizes comparable to or smaller than some large particles, the analytical method
would still lead to unphysically large solid volume fractions in these small cells.
2.4. Two-Grid Formulation
Another recent attempt to address the deficiency of the PCM in the cases of small
cell-size to particle diameter ratios was made by Deb and Tafti (2013). Their idea was
to use a separate mesh for the averaging and another mesh for the CFD simulation.
The two meshes are constructed independently. Specifically, the averaging mesh is
chosen based on particle diameters to ensure that the cell sizes ∆x are larger than
particle diameters dp (they used ∆x = 3dp), and the CFD mesh is chosen according
to the flow resolution requirements. They used structured Cartesian meshes similar
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Figure 1: Schematic of the four coarse graining methods: (a) the particle centroid
method (PCM), (b) the divided particle volume method (DPVM), (c) the two-grid
formulation, and (d) the statistical kernel function method. In (a), (b), and (d), the
shades indicate the coarse grained solid volume fraction fields εs. In (a) the PCM,
εs is nonzero only for cell 2, which contains the centroids of all particles; in (b) the
DPVM, all cells 1, 2, and 4, which overlap with a portion of at least one particle
have nonzero εs; in (c) two grid formulation, two separate meshes are used for coarse
graining (thick lines) and fluid simulation (thin lines); in (d) the statistical kernel
method, theoretically all cells can have non-zero εs.
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to the one shown in Fig. 11(a), and Fig. 1 represents our interpretation of how it will
be generalized to unstructured meshes. As can be seen from Fig. 11(c), each cell in
the coarse graining mesh (displayed in thicker lines), contains exactly 3×3 fluid mesh
cells (thin lines). This configuration with aligned cell boundaries simplifies the imple-
mentation dramatically, and it is relatively easy to achieve on a structured Cartesian
mesh. In parallel CFD solvers with unstructured meshes, however, the implementa-
tion of the two-grid formulation is not straightforward. For these solvers, using two
meshes with arbitrarily aligned cells would increase the complexity of the implementa-
tion and necessitate non-trivial interpolations between the two meshes. Alternatively,
to ensure alignment of averaging mesh cells and CFD cells, the latter of which may
be of arbitrary shape, one can construct a coarsened mesh based on a fine CFD mesh
via agglomeration. In fact, mesh agglomeration is common in geometric multi-grid
methods for linear equation systems (Nishikawa and Diskin, 2011), which is used in
many general-purpose unstructured CFD solvers. Such a fine CFD mesh and the cor-
responding agglomerated coarse mesh is shown schematically in Fig. 1(c). However,
agglomeration across processor boundaries in parallel computing is not easy to im-
plement, and in multi-grid methods for linear system the agglomeration is generally
not performed across cells on different processors (Nishikawa and Diskin, 2011). Re-
stricting agglomeration within the mesh on the same processor would impose serious
limitations on the effectiveness of the two-grid formulation. Recently, Su et al. (2015)
proposed a dual-mesh method CFD–DEM with conservation of mass and momentum
guaranteed, but they did not discuss issues related to parallel implementations. Jing
et al. (2015), on the other hand, used porous sphere model to handle large particles
in the system to avoid unphysically large volume fractions.
2.5. Statistical Kernel Method
Yet another class of averaging methods are based on statistical kernel functions,
which will receive a more thorough discussion here since it is the foundation for the
method proposed in this work.
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2.5.1. Formulation for Particles in Interior Cells
In the statistical kernel method the volume of each particle is distributed to the
entire domain according to a weight function called kernel function h(x). This is
illustrated in Fig. 1(d). The solid volume fraction at location x consists of the super-
position of the distributed volumes from all particles, i.e.,
ε(x) =
Np∑
i=1
Vp,ihi (2)
where hi = h(x − xi) is the weight function for particle i. Possible choices of kernel
functions include top hat function (with which the method essentially degenerates to
PCM), Gaussian distribution function (Glasser and Goldhirsch, 2001; Xiao and Sun,
2011), and Johnson’s SB distribution function (Johnson, 1949; Zhu and Yu, 2002).
The Gaussian kernel function is of particular interests to the current study due to its
analytical tractability. In three-dimensional space the Gaussian kernel function for
particle i is:
hi = h(x− xi) = 1
(b2pi)3/2
exp
[
−(x− xi)
T (x− xi)
b2
]
(3)
where superscript T indicates vector transpose; b is the bandwidth of the Gaussian
kernel, indicating the size of the region influenced by the particle (i.e., the cells whose
solid volume fractions “receives” contribution from the particle); xi is the location of
particle i. Note that for the averaging procedure to have the conservation property,
the kernel function h must satisfy the normalization condition, i.e.,∫
R3
h(x) dx = 1, (4)
where R3 is the entire three-dimensional spatial domain. The Gaussian distribution
function as in Eq. (3) is known to satisfy this condition. As pointed out by Zhu and
Yu (2002), in addition to the normalization requirement, a kernel function should
have local, finite, and compact support, i.e., it is nonzero only at a finite region in
the neighborhood of the peak. Although the Gaussian distribution function has an
infinite support theoretically, over 99% of the weight distribution is contained within
a sphere of radius 3b, which can be considered as the effective support of the kernel.
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In numerical codes such as CFD–DEM solvers, the Gaussian kernel can be considered
as a function with effective local support (Sun et al., 2009).
Statistical kernel based averaging is a theoretically elegant method for coarse
graining from the discrete particle phase to a continuum descriptions of granular
flows (Babic, 1997; Zhu and Yu, 2002). It resembles the technique used to bridge
molecular dynamics in micro-scales and continuum mechanics in macro-scales. Zhu
and Yu (2002) demonstrated that with the statistical averaging one can derive from
the equations at the DEM level to a continuum level balance equation for the granular
flow. Posterior tests showed good performance of the scheme by using the Johnson’s
SB distribution function. However, its implementation in CFD–DEM solvers is not
trivial since the volume of a particle are distributed not only to local cells, but also to
nonlocal cells that may be located many layers of cells away from the particle location
(e.g., those inside the dashed circle in Fig. 2), some of which may be even located
on another processor. Searching for these cells in unstructured meshes is challenging,
since the stored connectivity information in unstructured meshes normally only allows
each cell’s immediate neighbors to be found. To find information of cells further
away, one needs to find the immediate neighbors, and then find the neighbors of all
immediate neighbors, and repeat this process recursively until all the cells “receiving”
the volume of the particle are identified (Xiao and Sun, 2011). This process needs to
be repeated for the volume distribution of each particle. The recursive nature of these
search operations makes them time-consuming, although it is performed only once
in the beginning of the simulation if the mesh does not move during the simulation.
More importantly, the need for particles to communicate to non-local cells makes it
challenging for implementations in parallel solvers based on MPI (Message Passing
Interface) (Walker et al., 1996), a technology that is utilized by most modern CFD
solvers (e.g., Duggleby et al., 2011).
2.5.2. Treatment of Physical Boundaries (Walls)
The scheme in Eq. (3) is applicable for particles in the interior cells. That is,
particles that are “far away” from wall boundaries, i.e., those whose influence regions
do not insect with boundaries. This scenario is depicted in Fig. 3. Here we are
only concerned with physical boundaries of the system, i.e., mostly wall boundaries,
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Figure 2: Distribution of particle volume to cells in the statistical kernel method. The
non-local nature of the method is illustrated by the fact that the cells whose solid
volume fractions are influenced by the particle (indicated as those inside the dashed
circle) can include and non-local cells far away from the particle, possibly on different
processor (processor 1) than the one on which the particle is located (processor 0).
although symmetry plane boundaries can be treated in the same way. Computational
boundaries such as inter-processor boundaries are not considered since they should
not pose theoretical difficulties.
For particles that are located near wall boundaries, Zhu and Yu (2002) modified
the kernel function hi in Eq. (3) to the following:
h˜i = h(x− xi) + h(x− x′i), (5)
where x′i is the location of the image of the particle located at xi with respect to
the physical boundary, shown in Fig. 4(b). They showed that the modified kernel
function h˜i also satisfies the normalization condition in Eq. (4). This modification
has a straightforward physical interpretation as illustrated in Fig. 4. When a particle
is close to the physical boundary, if the kernel function hi = h(x − xi) as in Eq. (3)
were used, part of the volume (indicated as wavy pattern in Figs. 4(a) and 4(b)) would
be distributed to regions outside the physical domain. In view of the normalization
condition Eq. (4), this would violate the conservation principle, since the integration
domain does not cover the entire space. It can be seen that the kernel function
h(x − x′i) adds the same amount that is distributed outside the physical domain by
the kernel function hi to inside the domain (the shaded region in Fig. 4(b)), exactly
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compensating for the lost part and thus restoring the conservation. Although other
methods such as renormalization can also restore the conservation (Ries et al., 2014;
Xiao and Sun, 2011), the image kernel method is clearly more physical and elegant.
Figure 3: Distribution of particle volume to cells in the statistical kernel method for
interior particles away from boundaries. The shade shows the distributed volume of
the particle with the kernel function h(x− xi). The solid volume fraction of the cells
outside the circle (regions that are not shaded) are not influenced by this particle, and
thus the presence of the physical boundary does not influence its volume distribution.
Although not explicitly treated by Zhu and Yu (2002), the method of images
above as in Eq. 5 can be extended to treat more complex boundaries. The most
straightforward extension is to account for the present of two boundaries, e.g., a
particle located at the corner in a two-dimensional domain, as illustrated in Fig. 5(a).
In this case the modified kernel function consists of four terms, with one associated
with the physical particle and three with image particles. The kernel function for
particle i is thus
h˜i =
n=3∑
n=0
h
(n)
i , (6)
where n is the index of the terms in the series, with h(0) being the physical kernel
and other being image kernels. For a three-dimensional corner, the total number of
terms in the kernel function would be eight, with one physical kernel and seven image
kernels. Graphical illustration for this case is omitted here. For all the three cases
above, the modified kernel functions satisfy the normalization requirement exactly
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Figure 4: Statistical kernel based averaging for a particle volume near a physical
boundary. The kernel function h(x − xi) for the physical particle located at xi is
shown on the physical domain (left to the boundary); the kernel function h(x − x′i)
for the image particle located at x′i is shown on the image domain (right to the
boundary). The kernel function h˜i = h(x−xi)+h(x−x′i) based on the superposition
of the two functions above are shown on the physical domain in the top panel with
shade and in the bottom panel with solid line.
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regardless of the kernel bandwidths and the distances between the particle and the
boundaries, thanks to the orthogonality of the boundaries in the two- and three-
dimensional cases. For a particle located near multiple boundaries that are non-
orthogonal, a scenario that can be encountered in complex geometries, the exact
expression for the modified kernel function consists of an infinite series:
h˜i =
∞∑
n=0
h
(n)
i , (7)
where n is the index of the individual kernels, with h
(0)
i centered at the physical
particle and h
(n)
i (where n = 1, 2, · · · ,∞) centered at the image particles. This is
illustrated in Fig. 5(b), showing the locations of the physical kernel and the first seven
image kernels. Since the kernels have finite support (bandwidth), the image kernels in
the series located far away outside the computational domain can be safely truncated
without impairing the accuracy. In spite of this, it can be seen that the complexity
of the kernel function associated with a near-boundary particle, particularly for one
that is located near a corner with several non-orthogonal boundaries, is significant.
Indeed, averaging strategy near boundaries is an important and difficult subject that
has been the focus of several recent publications (Ries et al., 2014; Weinhart et al.,
2012). On the other hand, we point out that, at least in the context of CFD–DEM
simulations, this difficulty related to boundaries is unique to sophisticated averaging
schemes such as the statistical kernel method, as the presence of boundaries hardly
poses any difficulties for the relatively simple averaging schemes such as PCM and
DPVM, although in some cases they can make it difficult to construct a coarse graining
mesh in the two-grid formulation.
2.6. Overview of Proposed Diffusion-Based Coarse Graining Method
In this work, we propose a diffusion-based coarse graining method consisting of
the following two steps (using again the solid volume fraction εs as example):
1. Perform averaging based on the particle centroid method to obtain the coarse
grained field, denote the field as ε0); and
2. Integrate a transient, homogeneous diffusion equation for a period of pseudo-
time T , using the field ε0 as initial condition and no-flux conditions on all
physical boundaries. The obtained field εs(T ) is the coarse grained field.
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(a) particle near orthogonal boundaries (b) particle near non-orthogonal boundaries
Figure 5: Physical and image kernels for a particle located near multiple boundaries
showing the scenarios of (a) orthogonal and (b) non-orthogonal boundaries, the later
of which involve the summation an infinite series of kernels and only the first eight
terms are shown here.
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In the rest of the paper we will show that this scheme is theoretically equivalent
to the statistical coarse graining method presented in Section 2.5, and the pseudo
time-span T is determined according to the bandwidth of the kernel function. The
equivalence is valid even with the presence of boundaries, and no special treatment
for boundaries is needed in the proposed method. We will further demonstrate the
following merits of the proposed method:
1. Straightforward implementation in almost any CFD code by solving a few ad-
ditional diffusion equations;
2. Ability to obtain smooth coarse grained fields even with cell sizes comparable
or slightly smaller than particle diameters; and
3. Relatively mesh-independent; and
4. No additional difficulties in implementations in parallel CFD solver using un-
structured mesh with arbitrary cell shapes.
The advantages and limitations of the averaging methods reviewed above are sum-
marized in Table 1.
3. Diffusion-Based Coarse Graining Algorithm
3.1. Summary and Heuristic Reasoning
In the particle centroid method, the averaging from Lagrangian particle data to
Eulerian mesh-based field (e.g., solid volume fraction) is done as follows. We loop
through all cells, and for each cell we sum up all the particles volume to their host
cells (defined as the cell within which the particle centroid is located) to obtain the
total particle volume in each cell. The solid volume fraction of each cell k is then
obtained by dividing the total particle volume in the cell by the total volume of the
cell Vc,k. That is,
εs,k =
∑np,k
i=1 Vp,i
Vc,k
, (8)
where np,k is the number of particles in cell k, which implies that
∑Nc
k=1 np,k = Np.
Multiplying both sides of Eq. (8) by Vc,k and taking summation over all cells, the
conservation requirements in Eq. (1) can be recovered. Therefore, the PCM-based
averaging is conservative by construction.
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Table 1: Comparison of advantages and disadvantages of coarse graining methods in
the literature and the currently proposed method.
coarse-graining
methods
implementation
in generic CFD
solvers(a)
smoothness
for small
∆x/dp
(b)
mesh
convergence
treatment
of physical
boundaries
PCM easy poor poor easy
DPVM difficult moderate(c) poor easy
statistical kernel moderate good good(d) difficult
two-grid difficult moderate good(d) moderate
current method easy good good(d) easy
(a) a parallel CFD solver based on unstructured mesh with cells of arbitrary shapes and
connectivity
(b) ∆x/dp indicates cell-size to particle diameter ratio, where ∆x is mesh cell size, and dp
is particle diameter
(c) if ∆x/dp is approximately 2 or larger
(d) if the kernel bandwidth (or coarse graining mesh size) is chosen independent of the CFD
mesh cell size
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As mentioned in Section 2.2, the coarse grained fields so obtained may have large
gradients. The cells with large solid volume fraction are shown schematically as three
box-car functions in Fig. 6. The ticks indicate cell centers. To address this issue of
non-smoothness, a straightforward idea is to smooth this field via diffusion, i.e., by
solving a diffusion with non-smooth fields as initial conditions. The diffusion equa-
tion essentially redistributes particle volumes within the field while automatically
conserving total solid volume in the domain during the diffusion. To ensure conserva-
tion of mass, no-flux (i.e., zero gradient) conditions should be specified at all physical
boundaries except for periodic boundaries, where periodic conditions should be used
instead. The smoothened field so obtained is shown in Fig. 6 as thick dashed line.
3.2. Equivalence to Statistical Kernel Method
3.2.1. Particles in Interior Cells
Consider the diffusion equation for ε(x, τ) in the three-dimensional free space:
∂ε
∂τ
= ∇2ε for x ∈ R3, τ > 0 (9)
ε(x, 0) = ε0(x) (10)
where x ≡ [x, y, z]T are spatial coordinates; ε can be considered as solid volume
fraction εs, but the derivations below are valid for other coarse-grained quantities
(e.g., Us and Fs) as well. Diffusion equations are independently solved for each
component when the coarse grained fields are vector- and tensor-fields. For simplicity,
the subscript s of ε is omitted in this subsection. ∇2ε = ∂2ε
∂x2
+ ∂
2ε
∂y2
+ ∂
2ε
∂z2
in the Cartesian
coordinate; ε0(x) is a square integrable function; τ is pseudo-time (time multiplied
with a unit diffusion coefficient), which should be distinguished from the physical
time t in the CFD–DEM formulation. To solve the problem above, we recall that the
fundamental solution (also called Green’s function) of the diffusion equation in free
space is (e.g., Haberman, 2012, Chapter 11):
G(x, τ) =
1
(4piτ)3/2
exp
[
−x
Tx
4τ
]
, (11)
which is basically the solution to Eq. (9) with the initial condition ε(x, 0) = δ(x),
with δ(x) being Dirac delta function. Based on the Green’s function, the solution to
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Eq. (9) with initial conditions in Eq. (10) is:
ε(x, τ) =
∫
R3
G(x− ξ, τ) ε0(ξ)dξ. (12)
Consider the initial condition consisting of a linear combination of Np shifted delta
functions centered at xi, where i = 1, · · · , Np, that is,
ε0(x) =
Np∑
i=1
Vp,i δ(x− xi), (13)
where Vp,i are multiplier coefficients for each shifted delta function. The interpretation
of Vp,i as particle volume and Np as number of particles will be evident shortly.
Plugging in Eq. (13) to Eq. (12) yields the solution to the diffusion equation (9) with
the initial condition of superimposed shifted delta functions:
ε(x, τ) ≡
Np∑
i=1
εi =
Np∑
i=1
Vp,i G(x− xi, τ), (14)
which is a linear combination of the Np Green functions. This is illustrated in Fig. 6.
x
ε
ε (τ=0)
ε (τ=T)
εi  (τ=T)
Figure 6: The solution to the diffusion equation for the initial condition of a linear
combination of shifted top-hat functions, which are approximate representations of
delta functions on a mesh with the same integral. The initial condition ε(τ = 0) is
obtained from the procedure of the PCM; εi(τ = T ) are the diffused solutions corre-
sponding to each shifted top-hat functions; ε(T ) is the superposition of Np Green’s
functions, which is the result obtained with the proposed averaging procedure.
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Consider the solution at a fixed pesudo-time τ = T , denoted as εˆ(x) ≡ ε(x, T ).
The solution is rewritten as:
εˆ(x) =
Np∑
i=1
Vp,i Gi , (15)
where
Gi = G(x− xi) = 1
(4piT )3/2
exp
[
−(x− xi)
T (x− xi)
4T
]
. (16)
Comparing Eqs. (15) and (16) with Eqs. (2) and (3), the equivalence between diffusion
based and the statistical kernel based coarse graining is established with b =
√
4T .
The physical interpretation is that given Np particles centered at xi with volume Vp,i,
the following two ways of calculating solid volume fraction field are equivalent:
1. compute the solid volume fraction field ε0 by using the PCM, and solve Eq. (9)
until τ = T with ε0 as initial condition; and
2. use the Gaussian kernel based averaging according to Eqs. (15) and (16) with
bandwidth b =
√
4T .
3.2.2. Treatment of Physical Boundaries
The equivalence shown above holds for interior domains where boundary effects
are not present. For particles near boundaries, we consider the same diffusion equation
as Eq. (9) on a semi-infinite domain D = {(x, τ)|P (x) ≥ 0, τ > 0}, where P (x) = 0
is the equation of the boundary plane. Zero-gradient Neumann boundary condition,
i.e., ∂ε/∂n = 0, is specified at the boundary, where n is the normal direction of the
plane.
The solution to Eq. (9) at time τ = T with initial condition
ε0 =
Np∑
i=1
Vp,iδ(x− xi)
can be obtained by constructing a Green’s function that satisfy the zero-gradient
condition on the boundary plane. It turns out that such a Green’s function, denoted
as G˜i, can be found by the method of images (Haberman, 2012):
G˜i = G(x− xi, T ) +G(x− x′i, T ) (17)
=
1
(4piT )3/2
(
exp
[
−(x− xi)
T (x− xi)
4T
]
+ exp
[
−(x− x
′
i)
T (x− x′i)
4T
])
, (18)
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where x′i is the image of xi with respect to the boundary plane P (x) = 0. The solution
to the diffusion equation on a domain bounded by plane P (x) = 0 is:
εˆ(x) =
Np∑
i=1
Vp,i G˜i . (19)
Clearly, the solution G˜i is equivalent to the kernel function h˜i in Eq. (5) when b =√
4T .
The equivalence can be extended to the general case where the domain is bounded
in all three directions and a particle is located near the corner, i.e., it is close to many,
possibly non-orthogonal boundary planes (see Fig. 5). On such a domain, with no-flux
boundary conditions the Green’s function for the diffusion equation is a summation
of infinite series (Haberman, 2012):
G˜i =
∞∑
n=0
G(n)(x− x(n)i , T ), (20)
which corresponds exactly with the summation of infinite series of kernel functions
in Eq. (12). This is not surprising since this solution is obtained with the method
of images, which is the same idea based on which the kernel function in Eq.(12)
is obtained. In summary, the diffusion-based averaging procedure as described in
Section 3.1 is theoretically equivalent to the statistical kernel method presented in
Section 2.5.
Numerically the equivalence between the two methods holds up to the mesh dis-
cretization accuracy. If the mesh used to obtain ε0 is sufficiently small, or equiva-
lently, if the initial condition obtained via PCM used for the diffusion equation is
approximately a linear combination of shifted delta functions corresponding to indi-
vidual particles, then the two methods are numerically equal. We emphasize that the
diffusion-based method can handle both particles in the interior domain and those
near the boundaries in a unified manner, i.e., by solving a diffusion equation with
no-flux boundary conditions. The equivalence to statistical kernel function is valid
for domains of arbitrary shapes, for both interior particles and particles close to ar-
bitrary boundaries. This characteristics of the current method distinguishes itself
from its theoretically equivalent counterpart, the statistical kernel-based averaging,
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where obtaining the Green’s functions for particles located near corners in a generic
three-dimensional domain can be tedious.
4. A Priori Numerical Tests
In this section, the diffusion-based averaging algorithm described in Section 3 is
used to obtain coarse grained solid volume fraction εs fields given a quasi-random
distribution of particles in the computational domain. Note that even though we
occasionally refer to “CFD mesh” in the text, no CFD or DEM simulations are
performed in these tests, and the particles do not move.
In Section 4.1, we first compare the coarse grained εs fields obtained by using the
diffusion-based method and those obtained with Gaussian kernel functions to verify
the theoretical equivalence of the two shown in Section 3.2. In some CFD–DEM
simulations, the flow field resolution requirements may necessitate using cells that
are comparable to or smaller than the particle diameters in certain regions. As a
consequence, using CFD mesh for averaging as is done in PCM and DVPM can lead
to two potential problems: unphysically large εs in small cells and mesh-dependent
εs fields. To demonstrate the merits of the proposed method, tests in Sections 4.2–
4.4 aim to show its capabilities to produce smooth coarse grained fields on meshes
with small cells, to handle stretched and unstructured meshes, and to produce mesh-
independent results. Comparisons are made with other averaging methods when
applicable.
All simulations presented below are performed with 1000 spherical particles with
quasi-random spatial distribution in the computational domain. In the verification
tests presented in Section 4.1, two representative distributions of particles are used
to evaluate the performance of the proposed method for particles located in interior
cells and those located near boundaries. The two configurations are displayed in
Figs. 7(a) and 7(b), respectively. In both cases the sizes of the domain are Lx ×
Ly = 135dp × 135dp, where Lx and Ly are the dimensions in x and y directions,
respectively. Simulations are performed on meshes with only one layer of cells in
z-direction. The thickness of the cells is the same as the particle diameter, and all
particles are located on the same plane normal to the z-axis. No-flux conditions
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are specified at all boundaries to ensure conservation of particle mass in the coarse
graining procedure.
(a) interior particles (b) near-boundary particles
Figure 7: Distribution of particles in computational domain showing particles located
in (a) interior cells and (b) near-boundary cells. The size of the computational domain
is Lx × Ly = 135dp × 135dp (dimensions in x and y directions, respectively). Shades
indicate regions of interests, coarse graining fields for which will be presented in
subsequent plots. Thick lines indicated the boundaries of the computational domain.
4.1. Verification of Equivalence to Gaussian Kernel Averaging
In this test, solid volume fraction field is obtained from the particle distribution by
using both statistical kernel averaging and the diffusion-based method to demonstrate
the equivalence between the two. The mesh resolution is Nx×Ny = 45×45, where Nx
and Ny are the numbers of cells in x and y directions, respectively. The bandwidth b
used for the statistical kernel method is 6dp, and the corresponding diffusion time T
is 9d2p for the diffusion-based method according to b =
√
4T . This test is performed
for both interior particles and near-boundary particles.
For interior particles, the solid volume fraction fields along the centerline of the
domain (indicated by the dashed line in Fig. 8(a)) obtained by using both methods
are displayed in Fig. 8. The domain of interest (shaded region in Fig. 7(a)) is shown
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in Fig. 8(a), and the coarse grained εs fields are presented in Fig. 8(b). It can
be seen that the εs fields obtained by using statistical kernel-based averaging and
that by using the diffusion-based method agree very well. For the configuration with
particles located near boundaries as shown in Fig. 7(b), the mesh and detailed particle
distribution are shown in Fig. 9(a), and Fig. 9(b) displays the εs fields obtained by
using both methods. Again, that the coarse grained εs fields in the simulation using
both methods are consistent.
From the results above, it can be seen that the statistical kernel method with
Gaussian kernels and the proposed method are indeed equivalent for both interior
and near-boundary particles. Note that the boundary effect is accounted for in the
Gaussian kernel averaging by using the image kernels in Eq. (5). While the kernal
function in the statistical kernel method needs to be modified to accommodate the
proximity of particles to the boundary (see Section 2.5.2), the diffusion-based method
remains the same for both the interior and the near-boundary particles by using no-
flux boundary conditions. This simplicity in formulation and implementation is an
important improvement of the proposed method over statistical kernel-based averag-
ing method.
4.2. Comparison with Existing Coarse Graining Methods
To demonstrate the advantages of the diffusion-based coarse graining method, the
comparison of the diffusion-based method with PCM, DPVM, and two-grid formula-
tion is performed. The set-up and parameters, including the computational domain,
mesh resolution, particle distribution, bandwidth, diffusion time are the same as in
Section 4.1. Since the performances of these coarse graining methods are similar for
both interior and near-boundary particles, only the results for interior particles are
presented below.
Figure 10 shows the comparison of the εs fields obtained by using PCM, DPVM,
and the diffusion-based method. It can be seen that the largest εs in the εs field
computed by PCM is 0.64, which is clearly unphysical as it exceeds the maximum
possible value (0.606) for close-packed spherical particles in a two-dimensional do-
main (Chang and Wang, 2010). This is attributed to the inaccuracy of the PCM
when the centroid of a particle is located near the boundaries of a cell as discussed
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(a) mesh and particle distribution
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(b) solid volume fraction
Figure 8: Equivalence between statistical kernel method and diffusion-based method
for interior particles, showing (a) the particle distribution and the mesh used for the
averaging, and (b) the solid volume fraction along the dashed line indicated in panel
(a). The same bandwidth b = 6dp is used for both methods. Due to the randomness of
the particle distribution, exact symmetry of the obtained volume fraction with respect
to the centerline is not guaranteed. This is not a deficiency of the coarse-graining
method. The same comment applies to Figs. 10–16.
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Figure 9: Equivalence between statistical kernel method and diffusion-based method
for near-boundary particles, showing (a) the particle distribution and the mesh used
for the coarse graining, and (b) the solid volume fraction along the dashed line indi-
cated in Panel (a).
in Section 2.2. The maximum εs value in the DPVM results is smaller than that
of PCM, since the volume of a particle is divided among all cells it intersects with.
Although the εs field obtained by using DPVM is smoother than the PCM results,
the overall fluctuations and gradients are still large. Considering the statistically uni-
form particle distribution in the domain, which is evident from visual observations of
Fig. 8(a), these fluctuations cannot be justified physically, and thus are considered
artifacts introduced by the averaging procedure. In contrast, the εs field obtained by
using the diffusion-based method is much smoother with a flat region in the middle
(between x/dp = 50 and 80), confirming the visual observation of statistically uniform
particle distribution near the core of the region occupied by the particles.
The comparison of diffusion-based method and two-grid formulation is presented
in Fig. 11. The configuration of the coarse graining mesh is displayed in Fig. 11(a),
showing that each cell in the coarse graining mesh contains exactly 3× 3 CFD cells.
From the εs profiles along the horizontal centerline presented in Fig. 11(b), both
methods are able to produce smooth solid volume fraction fields that are consistent
with each other. Noted that the resolution of the coarse graining mesh for two-grid
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Figure 10: Comparison of coarse-grained solid volume fraction obtained by using
PCM, DPVM, and diffusion-based averaging method. Shown is the solid volume
fraction along the horizontal centerline of the domain indicated by the dashed line in
Fig. 8(a).
formulation is lower than that of the CFD mesh (with much larger cells), which
explains why the results obtained by with the diffusion-based method is smoother.
The εs values on the CFD mesh is not directly obtained, and interpolations (also called
mapping) from the coarse-graining mesh to the CFD mesh are needed to obtain εs
in CFD cells (Deb and Tafti, 2013). Linear interpolation is used to obtain the results
presented in Fig. 11(b). In contrast, in the diffusion-based method the coarse grained
εs field is obtained directly on the fine mesh without the need of interpolations between
two meshes. Another problem in the implementation of the two-grid formulation is
the agglomeration of the unstructured mesh, which has been discussed in Section 2.4.
Therefore, despite the fact that the two methods give consistent coarse grained εs
fields in this case, we argue that the diffusion-based method is preferred when used in
general CFD solvers due to its straightforward implementation on arbitrary meshes.
To summarize the comparison, solid volume fraction contours in the two-dimensional
domain obtained by using the four methods, PCM, DPVM, two-grid formulation, and
diffusion-based method, are presented in Fig. 12. In these plots, each cell is colored
according to the corresponding εs value in the cell, and no interpolations are used to
obtain the contours. Consequently, the meshes used in each case (presented above)
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are clearly distinguishable from the plots. As is evident from the contours, extreme
high or low values (and thus large gradients) are most frequent in the PCM results,
and also occasionally occur in the DPVM result. In contrast, no such extreme values
are present in the plot obtained with the two-grid formulation and that from the
diffusion-based method. In the two-grid formulation result, all CFD cells in the same
coarse graining cell have the same εs value due to the simple mapping scheme used
(following Deb and Tafti (2013)).
(a) mesh and particle distribution
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Figure 11: Comparison of the diffusion-based averaging method and the two-grid
formulation. Panel (a) displays the mesh and the particle distribution in the shaded
region of Fig. 7(a). Each cell in the coarse graining mesh, indicated in thick lines,
contains exactly 3×3 CFD cells. Although CFD simulations are not performed here,
the mesh is used for the averaging with the diffusion-based method. Panel (b) shows
the solid volume fraction along the horizontal centerline of the domain (dashed line
in panel (a)).
4.3. Averaging on Stretched and Unstructured Meshes
In this subsection, the performance of the diffusion-based averaging method is
evaluated on a stretched mesh and an unstructured mesh with triangular cells. These
types of meshes are commonly used in industrial CFD simulations. Since these highly
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(a) PCM (b) DPVM
(c) two-grid formulation (d) diffusion-based method
(e)
Figure 12: Comparison of the solid volume fraction εs fields obtained by using the
four coarse graining method: (a) PCM, (b) DPVM, (c) the two-grid formulation,
and (d) the diffusion-based method. The particle distribution and the meshes used
to obtain the plots for PCM, DPVM, and the diffusion-based method are shown in
Fig. 8(a) and those for the two-grid formulation are shown in Fig. 11(a).
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irregular meshes pose difficulties in the averaging procedure, this is an illustration of
the merits of the diffusion-based method. The computational set-up and parameters
are the same as used in Section 4.1. The coarse grained εs field obtained by using
the uniformly spaced mesh presented in Fig. 8(a) is used as benchmark solution for
comparison purposes.
Figure 13(a) shows the particle locations on top of the stretched mesh. The mesh
has Nx × Ny = 90 × 45 cells with progressive refinement in x-direction towards the
vertical centerline, and the stretch ratio, defined as the ratio between the widths of two
adjacent cells, is 1.04. The coarse grained solid volume fraction along the horizontal
center line is presented in Fig. 13(b). It can be seen that εs profile obtained by
using the diffusion-based method on the stretched mesh are identical to that from
the uniform mesh. This demonstrates the capability of the diffusion-based method in
performing averaging on stretched meshes without causing computational artifacts.
(a) mesh and particle distribution
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Figure 13: Comparison between solid volume fraction obtained with uniform mesh
and stretched mesh using diffusion-based averaging method. Panel (a) displays the
mesh and the particle distribution in the shaded region in Fig. 7(a). The mesh is
stretched in x-direction with a resolution of Nx ×Ny = 90× 45. Panel (b) shows the
solid volume fraction along the horizontal centerline of the domain (dashed line in
panel (a)).
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The coarse graining test on an unstructured mesh with triangular cells are shown in
Fig. 14. Figure 14(a) illustrates the particle distribution and the unstructured mesh,
with a close-up view of part of the computational domain shown in the inset. The
obtained solid volume fraction along the horizontal center line is shown in Fig. 14(b).
It can be seen that the coarse grained εs profile obtained on the unstructured mesh
is consistent with that obtained on the structured mesh.
It is worth mentioning that it would be difficult for other averaging methods
to obtain smooth εs fields for stretched or irregular meshes as the ones shown in
Figs. 13(a) and 14(a). Generally speaking, the methods that directly use the CFD
mesh for averaging (e.g., PCM and DPVM) are more susceptible to the spatial vari-
ations (e.g., stretching) in the CFD meshes. In contrast, the methods that use an
independent mesh or parameter for averaging (e.g., two-grid formulation and statisti-
cal kernel method, respectively) are more robust on stretched meshes. We note that
while the proposed method uses the CFD mesh for averaging, the results are rela-
tively independent of the CFD mesh. In summary, the two tests here suggest that
the diffusion-based averaging method can produce smooth εs fields even on meshes
with significant stretching and on unstructured meshes with very small cells.
4.4. Mesh Convergence Study
As stated in Section 2.1, a highly desirable property of a averaging algorithm is
being able to yield mesh-independence averaged fields, where the mesh here refers to
CFD mesh. Part of the mesh-independence has been studied in Section 4.3 above.
This subsection focuses on the convergence of results on progressively refined meshes.
As reviewed in Section 2 (see Table 1 for a summary), statistical kernel function
methods and the two-grid formulation can give relatively mesh-independent results,
since the bandwidth (for the statistical kernel methods) or mesh (for the two-grid
formulation) used for averaging can be chosen independently of the CFD mesh. In
contrast, PCM and DPVM use the CFD mesh for averaging, and thus the coarse
grained fields so obtained inevitably depend on the CFD mesh used. The purpose of
this test is to demonstrate the mesh convergence characteristics of the diffusion-based
averaging method.
The particle distribution and the computational domain size are the same as above
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Figure 14: Comparison of solid volume fractions obtained by using the diffusion-based
coarse graining method on structured and unstructured meshes. Panel (a) displays
the mesh and the particle distribution in the shaded region of Fig. 7(a), with an inset
showing a close-up view of a small region. The solid volume fraction profile along the
horizontal centerline of the domain is shown in panel (b).
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as shown in Fig. 7(a). The coarse grained εs fields are obtained by using the diffusion-
based method with four successively refined meshes A, B, C, and D, the resolution
and cell sizes for which are presented in Table 2. Note that in the finest mesh D, the
volume of each cells is 0.25d3p, which is only about half of the volume of a spherical
particle of diameter dp. When the volume of a cell is smaller than the particle, and
if PCM is used to obtain the solid volume fraction, the εs value would be larger than
one for the cells in which the particle centroids are located; for DVPM, the cells that
are fully occupied by a particle would have εs values equal to one. Even though such
scenarios may only occur in a few cells, it can lead to very large fluid drag forces on
the particles and on the fluid, ultimately destabilizing the simulation.
The coarse grained εs fields obtained by using the diffusion-based method on
meshes A–D are presented in Fig. 15(a). It can be seen that the coarse grained εs
fields along the horizontal centerline obtained with the three finer meshes B, C and
D are identical (as demonstrated by the lines falling on top of each other), suggesting
that mesh convergence is achieved. The very minor deviation of the results from
mesh A (∆x = 4dp) near x/dp = 75 is due to the slightly inadequate mesh resolution,
and this is expected. Also note from Fig. 15 that unphysically large εs values do not
appear in any of the coarse grained εs fields produced by the diffusion-based method,
even for the finest mesh D (∆x = 0.5dp), which has cell volumes smaller than the
volume of a single particle as explained above. For comparison purposes, the coarse
grained εs fields obtained by using PCM and DPVM are presented in Figs. 15(b) and
15(c), respectively. Only the results from meshes A–C are shown for these two cases,
and the results for mesh D are omitted. This is due to the presence of excessively
large εs values on the mesh D results, and also because PCM and DPVM are not
expected to work on meshes with cell dimensions smaller than the particle diameter.
From Figs. 15(b) and 15(c) it can be seen that with PCM and DPVM the coarse
grained solid volume fraction values exhibit more spatial oscillations as the mesh is
refined, producing more extreme high and low values (e.g., high values over 0.7 and
low values of 0 in mesh C for both cases). Mesh convergences is not achieved for
either methods. Although it is not presented here, it is expected that the two-grid
formulation should be able to give mesh-independent results, as long as the same
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mesh (e.g., mesh A) is used for as the coarse-graining mesh same for the all cases. In
this case, the coarse-graining mesh would contain 1× 1, 2× 2, 4× 4, and 8× 8 CFD
cells, respectively, for cases A, B, C, and D.
Hence, from the results obtained in the mesh convergence test and those presented
in Section 4.3, we can conclude that the diffusion-based method is able to produce
smooth and mesh-independent coarse grained fields, even for very fine meshes with
cells that are smaller than the particles or meshes with stretching. This is a significant
advantage over PCM and DPVM, and would have profound implications in CFD–
DEM simulations.
Table 2: Parameters for the four successively refined meshes used in the mesh-
convergence study
mesh ∆x and ∆y Nx and Ny
A 4dp 35
B 2dp 69
C 1dp 135
D 0.5dp 270
5. Discussion
5.1. Implementation and Computational Overhead
The proposed averaging method involves solving transient diffusion equations with
no-flux boundary conditions, which is straightforward and can usually take advan-
tage of the existing infrastructure (e.g., discretization schemes, linear system solvers,
parallel computing capabilities) available in the CFD solver. In this work, the imple-
mentation of the diffusion equation solver in OpenFOAM and its integration into the
CFD–DEM solver needed only a few dozen lines of additional code. In particular,
the no-flux boundary condition is easy to enforce without additional complexity in
a finite-volume solver such as OpenFOAM. In finite-difference-based solvers, ghost
nodes may be needed for discretization of the Laplacian operator. However, usually
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Figure 15: Mesh independence test of the proposed method, showing the coarse
grained solid volume fraction εs fields along the horizontal centerline of the domain
(indicated by the dashed line in Fig. 8(a)) for (a) diffusion-based method, (b) PCM,
and (c) DPVM. The study is performed on four successively refined meshes A–D,
with the cell dimensioned and the numbers of cells presented in Table 2. The results
for PCM and DPVM on the finest mesh (∆x = 0.5dp) are omitted due to the presence
of excessively large εs values, and also because these two methods are not expected
to work on this mesh with ∆x smaller than the particle diameter dp.
38
these special treatments are already in place in the CFD solver, and the ghost nodes
are only limited to a few layers depending on the stencil width of the discretization
scheme. This is in contrast to the “image” regions (see Fig. 4a) in statistical ker-
nel methods, where the number of cell layers is of the order of b/∆x (i.e., the ratio
between bandwidth and cell size) and can be rather large when the cells are small.
A second-order central scheme was used for the spatial discretization in the diffu-
sion equation; the Crank–Nicolson scheme was used for temporal integration. With
this choice of discretization schemes the stability is guaranteed for any time step size
due to the implicit nature of the time stepping. Therefore, the time step size is only
restricted by the solution accuracy to be achieved. It is noted that the accuracy in
solving the diffusion equations is not essential for the coarse graining. One can con-
sider that an inaccurate temporal or spatial discretization of the diffusion equation
leads to a solution corresponding to a modified equation, which may have a different
diffusion constant (corresponding to a different kernel bandwidth) than specified, or
even a different way of averaging. However, slight inaccuracies are acceptable, since
the coarse graining scheme used to link microscopic and macroscopic variables is non-
unique anyway. Hence, for the sake of reducing computational costs, large time step
sizes can be used to solve the diffusion equations in the averaging.
In this study it was found that using only three or even one time step, i.e., a time
step size of ∆τ = T/3 or T , was sufficient. Figure 16 displays the coarse grained
εs field obtained with different time step sizes ∆τ = T/8, T/3, and T . It can be
seen that the εs fields obtained in the three case are almost identical. The particle
configuration presented in Fig. 8(a) was used in this calculation. The number of time
steps needed to solve the diffusion equation with a given accuracy also depends on
the time span T or the bandwidth b. The bandwidth used in obtaining the results
in Fig. 16 was b = 6dp. Bandwidths up to b = 24dp have been tested, and even
with such a excessively large bandwidth, a time step size of ∆τ = T/3 or T still
yielded qualitatively similar results as presented in Fig. 16. The kernel bandwidth
b is a physical parameter usually specified based on the particle diameters dp. In
particular, note that the bandwidth b is chosen independent of the CFD mesh sizes.
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Figure 16: Effect of time step sizes used to solve the diffusion equation in the averaging
procedure.
5.2. Numerical Diffusion and Offset on Coarse Meshes
As pointed out in Section 3.2, the equivalence between the diffusion-based coarse-
gaining method and the statistical kernel-based method holds rigorously only the-
oretically, i.e., when the CFD mesh is infinitely fine. The equivalence is not exact
on meshes consisting of cells of finite sizes. Specifically, when the cell size is large
compared to the diffusion bandwidth, numerical diffusions occur. Taking the calcula-
tion of solid volume fraction for example, if a particle resides in a relatively large cell
(b/∆x < 1), the statistical kernel method assigns most of the particle volume to the
host cell, but the diffusion-based coarse-graining method still assigns some volume
to the neighboring cells via diffusion. This error is closely related to the ratio b/∆x
between the diffusion bandwidth and the cell size.
To study the numerical diffusion, we use a one-dimensional domain of length
135dp. The dimensions of the domain in height and transverse directions are both dp.
A particle is co-located with the center of a cell at x = 67.5dp, as depicted in Fig. 17.
Solid volume fractions are computed with the diffusion-based method and the statis-
tical kernel method, the latter of which is obtained via analytical evaluations of the
definite integral of the kernel in each cell and is thus considered as benchmark. Con-
sistent with the setup in the test cases examined in Section 4, the diffusion bandwidth
b is chosen to be 6dp for both the diffusion-based method and the statistical-kernel
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method. Four cell sizes ∆x = 1.5dp, 3dp, 6dp and 12dp are investigated, corresponding
to bandwidth/cell size ratios of b/∆x = 4, 2, 1, and 0.5, respectively. The obtained
solid volume fractions are presented in Fig. 18.
Figure 17: Computational domain and setup in the investigation of numerical dif-
fusion of the proposed method. The one-dimensional domain has a length of 135dp,
and a particle is located at x = 67.5dp. Cell sizes investigated include ∆x = 1.5dp,
3dp, 6dp, and 12dp.
It can be seen that the discrepancy between the diffusion-based method and the
statistical kernel method, which can be considered as numerical diffusion, are almost
negligible for b/∆x = 4 and 2. The numerical diffusion is appreciable for b/∆x = 1
(∆x = 6dp), but this level of diffusion is likely to be acceptable for most applications.
For b/∆x = 0.5, the numerical diffusion is significant and is probably unacceptable.
In practice, however, such a small bandwidth (or large cell size) is uncommon.
To further quantify the amount of numerical diffusion, we define a metric γ =
Adiffu/Atotal, where Adiffu is the area between the analytical solution (from the statis-
tical kernel method) and the numerical solution (from the diffusion-based method)
around the peak, as indicated by the shaded area in Fig. 18(d), and Atotal is the
total area under the analytical solution curve. If the numerical solution is identi-
cal to the analytical solution, then γ = 0; if the numerical solution is completely
diffused to the entire domain, then γ is approximately 100% for a domain that is
very large (compared with the diffusion bandwidth). The results for the four cases
presented in Fig. 18 are evaluated with the metric defined above, and we obtained
γ = 0.6%, 2.6%, 8.1%, and 23.1%, respectively, for b/∆x = 4, 2, 1, and 0.5. A corre-
lation between γ and b/∆x can be established from this investigation. In practical
simulations, the ratio b/∆x is known in the entire field, which can then be used to in-
fer γ and to assess the possible extent of numerical diffusion before actual simulations
are performed. If numerical diffusion is a concern, in regions with large cells one can
simply degenerate to PCM , which is particularly suitable for large cells. Within the
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Figure 18: Study of numerical diffusion due to meshes with finite-size cells. The solid
volume fractions computed by using the diffusion-based method are compared with
those obtained with the statistical kernel method, both with bandwidth b = 6dp,
for four different cell sizes: (a) ∆x = 1.5dp, (b) ∆x = 3dp, (c) ∆x = 6dp, and (d)
∆x = 12dp, corresponding to bandwidth/cell size ratios of b/∆x = 4, 2, 1 and 0.5,
respectively. The shaded area in panel (d), normalized by the total area under the
curve corresponding to the statistical kernel method, is used to indicate the extent of
numerical diffusion.
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proposed framework, the degeneration can be straightforwardly achieved by locally
setting the diffusion constant (discussed above in Section 5.1) to very small values in
the regions of concern. Conservation would still be guaranteed in the diffusion-based
averaging.
Another limitation of the proposed coarse-graining method is that it does not dis-
tinguish the specific locations of the particles within its host cell. Instead, all particle
volumes are first lumped to the host cell center as in the PCM, and then the obtained
field is used as initial condition to solve the diffusion equation. This limitation is
directly inherited from the PCM. Potentially, the obtained volume fraction distri-
bution may have an offset error, and the amount of offset for a particular particle
can be as large as the distance from the furtherest point in the host cell to the cell
center. However, when there are a large number of particles randomly distributed in
the domain, the offset errors associated with individual particles tend to cancel. This
is rarely a concern in most simulations, and it decreases with mesh refinement.
6. Conclusion
In this work, we proposed a coarse-graining algorithm based on solving diffusion
equations with no-flux boundary conditions. The coarse graining method is valu-
able for coupled continuum–discrete solvers such as CFD–DEM solvers for dense
particle-laden flows. The proposed algorithm can be straightforwardly implemented
in any parallel, three-dimensional mesh-based CFD solvers developed for industrial
flow simulations on complex geometries. Via theoretical analysis we demonstrated
that the proposed method was equivalent to the statistical Gaussian kernel-based
coarse graining method. The equivalence is established for both interior particles
and particles near boundaries, and is valid for domains of arbitrary domain shapes
up to the mesh discretization accuracy. The theoretical equivalence was verified by
using several a priori numerical tests. It was further demonstrated that the proposed
algorithm was able to yield physically reasonable, spatially smooth coarse grained
fields on stretched meshes, unstructured meshes, and meshes having cells with vol-
umes smaller than the volume of a particle. Moreover, numerical tests on successively
refined meshes showed that the diffusion-based coarse graining method was able to
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produced mesh-independent results, which is an important advantage over many ex-
isting coarse graining methods such as the particle centroid method and the divided
particle volume method.
In summary, the merits of the proposed coarse graining method include (1) sound
theoretical foundation, (2) unified treatment of interior and near-boundary particles
within the same framework, (3) guaranteed conservation of relevant physical quanti-
ties (e.g., particle mass in the cases demonstrated) in the coarse graining procedure,
(4) easy implementation in CFD solvers with almost arbitrary meshes and ability to
produce smooth and mesh-independent coarse-grained fields on unfavorable meshes,
and (5) easy parallelization by utilizing the existing infrastructure in the CFD solver.
The diffusion-based coarse graining method has been implemented into a CFD–
DEM solver. We emphasize that caution should be exercised when using this method
in CFD–DEM solvers. In particular, the diffusion should be applied on the momentum
and not on the velocities. Detailed derivations and CFD–DEM simulation results
obtained with the coarse graining method proposed here are presented in (Sun and
Xiao, 2015).
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