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Abstract
In this paper, we give a generating function for Multiple Charlier polynomials and deduce
several consequences for these polynomials as invertion formula, connection formula, addition
formula and recurrences relations they satisfy. Next, we introduce the notion of multiple ∆ω
polynomials and prove several equivalent conditions for this class of polynomials. Also, we
give a characterization theorem that if multiple ∆1 polynomials are also multiple orthogonal,
then they are the multiple Charlier polynomials.
Keywords: Charlier polynomials, Appell polynomial set, Multiple orthogonal polynomials,
Multiple discrete Appell polynomials, Generating functions, Recurrence relation.
2010 MSC: 33C45, 42C05, 05A15, 33C65.
1. Introduction
A sequence {Pn(x)}
∞
n=0 of ∆ω-Appell polynomials (see [11, Definition 1.2.]) is a sequence of
polynomials satisfying the difference property
∆ωPn+1(x) = (n + 1)Pn(x), n ≥ 0, (1)
where
∆ωf(x) =
f(x+ ω)− f(x)
ω
, ω 6= 0,
Several properties for these polynomials are well known. Among them, the most important
characterizations may be the following equivalent conditions [11].
Theorem A. Let {Pn(x)}
∞
n=0 be a sequence of polynomials. Then the following are all
equivalent:
1. {Pn(x)}
∞
n=0 is a ∆ω-Appell polynomials set.
2. There exists a sequence (ak)k≥0; independant of n; a0 6= 0; such that
Pn(x) =
n∑
k=0
ak
n!
(n− k)!
x(n−k,ω).
1Corresponding author: pnjionou@yahoo.fr.
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3. {Pn(x)}
∞
n=0 is generated by
A(t)(1 + ωt)
x
ω =
∞∑
n=0
Pn(x)
tn
n!
,
with
A(t) =
∞∑
k=0
akt
k, a0 6= 0.
where {x(n,ω)}n≥0 is the polynomial set defined by
x(n,ω) =
{
x(x− ω)(x− 2ω) · · · (x− (n− 1)ω), n = 1, 2, . . .
1 n = 0
.
Note that for ω = 1, we will adopt the classical notation x(n,1) = x(n) and the operator ∆1
will be denoted by ∆.
Among different generalizations of orthogonal polynomials, multiple orthogonal polynomi-
als are one of the most important. They satisfy orthogonality conditions with respect to
r ∈ N measures µ1, · · ·µr [2, 3, 4, 5, 6, 7, 12, 18]. The nonnegative r represents the num-
ber of weights. The origin of multiple orthogonal polynomial set goes back to Angelesco’s
paper dealing with simultaneaous Pade´ approximation [1], in particular in Hermite-Pade´
approximation of a system of r (Markov) functions (see for instance [8, 9, 17]). Some multi-
ple discrete orthogonal polynomials are studied in [4] including multiple Charlier, multiple
Meixner, multiple Kravchuk and multiple Hahn polynomials.
Some examples of ∆1-Appell polynomial sequence are {x
(n,1)}∞n=0 and the Charlier polynomi-
als. In particular, Charlier polynomials form the unique sequence of ∆1-Appell polynomials
that is at the same time orthogonal with respect to a discrete measure (see for instance [10]).
In this paper, section 2 provides a generating functions for the multiple Charlier poly-
nomials. Next, this generating function is used to establish the inversion formula, the
connection formulas, the addition formulas, and some recurrence relations for the multiple
Charlier polynomials. Note that one of these recurrence relation already appears in the liter-
ature as we mentioned below. In section 3. we introduced the notion of multiple ∆ω Appell
polynomial sequence and prove several characterizations of these sequences. It is seen that
the multiple Charlier polynomials are and example of such sequences. In section 4, we prove
that the only multiple orthogonal polynomial sequence which is also multiple ∆1-Appell are
Charlier polynomials. This provides a new characterization result for the multiple Charlier
polynomials. Finally section 5 contains some general results. To the best of our knowledge,
except the results of theorem 7, which is obtained here by using the generating functions,
the rest of results are new.
2. Generating function for the multiple Charlier polynomials and consequences
In the case where
µi(x) =
∞∑
k=0
W (ai)(k)δ(x− k), i = 1, 2, . . . , r
2
where ai > 0 and
W (ai)(x) =


axi
Γ(x+ 1)
, if x = 0, 1, . . .
0 otherwise
,
we have the multiple Charlier polynomials. It is proved in [16] that for the multiple Charlier
polynomials
{
C
(~a)
~n (x)
}∞
|~n|=0
, the following difference rule applies
∆1C
(~a)
~n (x) =
r∑
i=1
niC
(~a)
~n−~ei
(x). (2)
For r = 2, the system is
{
C
(a1,a2)
n1,n2 (x)
}∞
n1+n2=0
and (2) becomes
∆C(a1,a2)n1,n2 (x) = n1C
(a1,a2)
n1−1,n2(x) + n2C
(a1,a2)
n1,n2−1(x). (3)
Note also that the multiple Charlier polynomials have the representation [4]
C(a1,a2)n1,n2 (x) =
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(−a1)
n1−k(−a2)
n2−ℓx(k+ℓ,1). (4)
Before we state the main theorem of this section, we recall the following important lemma.
Lemma 1. (See [19, Lemma 10]) The following relations apply:
∞∑
n=0
∞∑
k=0
A(k, n) =
∞∑
n=0
n∑
k=0
A(k, n− k) (5)
∞∑
n=0
n∑
k=0
B(k, n) =
∞∑
n=0
∞∑
k=0
B(k, n+ k). (6)
Now we give a generating function for the multiple Charlier polynomials {C
(a1,a2)
n1,n2 (x)}
∞
n1+n2=0
.
Theorem 2. The multiple Charlier polynomials C
(a1,a2)
n1,n2 (x) have the following generating
function:
e−(a1t1+a2t2)
(
1 + t1 + t2
)x
=
∞∑
n1=0
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn11
n1!
tn22
n2!
. (7)
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Proof. In this proof we will use several times Lemma 1. From Equation (4), we have:
∞∑
n1=0
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn11
n1!
tn22
n2!
=
∞∑
n1=0
∞∑
n2=0
(
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(−a1)
n1−k(−a2)
n2−ℓx(k+ℓ,1)
)
tn11
n1!
tn22
n2!
=
∞∑
n1=0
n1∑
k=0
(
∞∑
n2=0
n2∑
ℓ=0
(
n2
ℓ
)
(−a2)
n2−ℓx(k+ℓ,1)
tn22
n2!
)
(−a1)
n1−k
(
n1
k
)
tn11
n1!
=
∞∑
n1=0
n1∑
k=0
(
∞∑
n2=0
∞∑
ℓ=0
(
n2 + ℓ
ℓ
)
(−a2)
n2x(k+ℓ,1)
tn2+ℓ2
(n2 + ℓ)!
)
(−a1)
n1−k
(
n1
k
)
tn11
n1!
=
∞∑
n1=0
n1∑
k=0
(
∞∑
ℓ=0
[
∞∑
n2=0
(−a2t2)
n2
n2!
]
tℓ2
ℓ!
x(k+ℓ,1)
)
(−a1)
n1−k
(
n1
k
)
tn11
n1!
= e−a2t2
∞∑
n1=0
n1∑
k=0
(
∞∑
ℓ=0
tℓ2
ℓ!
x(k+ℓ,1)
)
(−a1)
n1−k
(
n1
k
)
tn11
n1!
= e−a2t2
∞∑
ℓ=0
(
∞∑
n1=0
n1∑
k=0
(−a1)
n1−k
(
n1
k
)
tn11
n1!
)
tℓ2
ℓ!
x(k+ℓ,1)
= e−a2t2
∞∑
ℓ=0
(
∞∑
n1=0
∞∑
k=0
(−a1)
n1
(
n1 + k
k
)
tn1+k1
(n1 + k)!
)
tℓ2
ℓ!
x(k+ℓ,1)
= e−(a1t1+a2t2)
∞∑
k=0
∞∑
ℓ=0
x(k+ℓ,1)
tk1
k!
tℓ2
ℓ!
= e−(a1t1+a2t2)
(
1 + t1 + t2
)x
.
The theorem is then proved.
Theorem 3. The multiple Charlier polynomials fulfill the following inversion formula
x(n1+n2,1) =
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(a1)
n1−k(a2)
n2−ℓC
(a1,a2)
k,ℓ (x). (8)
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Proof. Using the generating function (7), we have
∞∑
n1=0
∞∑
n2=0
x(n1+n2,1)
tn11
n1!
tn22
n2!
= (1 + t1 + t2)
x
= e(a1t1+a2t2)e−(a1t1+a2t2)
(
1 + t1 + t2
)x
= e(a1t1+a2t2)
∞∑
n1=0
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn11
n1!
tn22
n2!
=
(
∞∑
k=0
∞∑
ℓ=0
(a1t1)
k
k!
(a2t2)
ℓ
ℓ!
)(
∞∑
n1=0
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn11
n1!
tn22
n2!
)
=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(a1)
k(a2)
ℓC
(a1,a2)
n1−k,n2−ℓ
(x)
}
tn11
n1!
tn22
n2!
.
Collecting the coefficients of
tn11
n1!
tn22
n2!
, we obtain finally that
x(n1+n2,1) =
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(a1)
k(a2)
ℓC
(a1,a2)
n1−k,n2−ℓ
(x)
=
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(a1)
n1−k)(a2)
n2−ℓC
(a1,a2)
k,ℓ (x).
This ends the proof of the theorem.
Theorem 4. The multiple Charlier polynomials C
(a1,a2)
n1,n2 (x) and C
(b1,b2)
n1,n2 (x) fulfill the following
connection formula
C(b1,b2)n1,n2 (x) =
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(a1 − b1)
k(a2 − b2)
ℓC
(a1,a2)
n1−k,n2−ℓ
(x). (9)
Proof. Using again the generating function (7), we have
∞∑
n1=0
∞∑
n2=0
C(b1,b2)n1,n2 (x)
tn11
n1!
tn22
n2!
= e−(b1t1+b2t2)
(
1 + t1 + t2
)x
= e(a1−b1)t1+(a2−b2)t2)e−(a1t1+a2t2)
(
1 + t1 + t2
)x
=
(
∞∑
k=0
∞∑
ℓ=0
((a1 − b1)t1)
k
k!
((a2 − b2)t2)
ℓ
ℓ!
)(
∞∑
n1=0
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn11
n1!
tn22
n2!
)
=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
(a1 − b1)
k(a2 − b2)
ℓC
(a1,a2)
n1−k,n2−ℓ
(x)
}
tn11
n1!
tn22
n2!
.
Collecting the coefficients of
tn11
n1!
tn22
n2!
, the proof follows.
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Theorem 5. The following addition formula is valid
C(a,b)n1,n2(x+ y) =
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
C
(a1,b1)
k,ℓ (x)C
(a2,b2)
n1−k,n2−ℓ
(y), (10)
where a1 + a2 = a and b1 + b2 = b.
Proof. Assuming that a1 + a2 = a and b1 + b2 = b and using the generating function (7), we
have
∞∑
n1=0
∞∑
n2=0
C(a,b)n1,n2(x+ y)
tn11
n1!
tn22
n2!
= e−(at1+bt2)
(
1 + t1 + t2
)x+y
= e−(a1t1+b1t2)
(
1 + t1 + t2
)x
e−(a2t1+b2t2)
(
1 + t1 + t2
)y
=
(
∞∑
k=0
∞∑
ℓ=0
C(a1,b1)n1,n2 (x)
tn11
n1!
tn22
n2!
)(
∞∑
n1=0
∞∑
n2=0
C(a2,b2)n1,n2 (y)
tn11
n1!
tn22
n2!
)
=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k=0
n2∑
ℓ=0
(
n1
k
)(
n2
ℓ
)
C
(a1,b1)
k,ℓ (x)C
(a2,b2)
n1−k,n2−ℓ
(y)
}
tn11
n1!
tn22
n2!
.
Collecting the coefficients of
tn11
n1!
tn22
n2!
, the proof follows.
Next, we prove some recurrence relations for the multiple Charlier polynomials C
(a1,a2)
n1,n2 (x).
Proposition 6. Let G(x, t1, t2) = e
−(a1t1+a2t2)
(
1+ t1+ t2
)x
be the generating function of the
multiple Charlier polynomials C
(a1,a2)
n1,n2 (x). Then, the following equations are valid.
∂G
∂t1
(x, t1, t2)−
∂G
∂t2
(x, t1, t2) = (a2 − a1)G(x, t1, t2), (11)
(
1 + t1 + t2
)∂G
∂t1
(x, t1, t2) =
(
x− a1
(
1 + t1 + t2
))
G(x, t1, t2). (12)
Proof. The proof follows from straighforward computations.
Theorem 7. The multiple Charlier polynomials C
(a1,a2)
n1,n2 (x) fulfill the following recurrence
relations
(a2 − a1)C
(a1,a2)
n1,n2
(x) = C
(a1,a2)
n1+1,n2
(x)− C
(a1,a2)
n1,n2+1
(x), (13)
xC(a1,a2)n1,n2 (x) = C
(a1,a2)
n1+1,n2(x) + (a1 + n1 + n2)C
(a1,a2)
n1,n2
(x)
+(a1n1 + a2n2)C
(a1,a2)
n1,n2−1
(x) + a1n1(a1 − a2)C
(a1,a2)
n1−1,n2−1
(x); (14)
xC(a1,a2)n1,n2 (x) = C
(a1,a2)
n1+1,n2
(x) + (a1 + n1 + n2)C
(a1,a2)
n1,n2
(x)
+a1n1C
(a1,a2)
n1−1,n2(x) + a2n2C
(a1,a2)
n1,n2−1(x). (15)
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Proof. From (11), we have
(a2 − a1)G(x, t1, t2) =
∂G
∂t1
(x, t1, t2)−
∂G
∂t2
(x, t1, t2).
Hence,
∞∑
n1=0
∞∑
n2=0
(a2 − a1)C
(a1,a2)
n1,n2
(x)
tn11
n1!
tn22
n2!
=
∞∑
n2=0
(
C
(a1,a2)
n1+1,n2(x)− C
(a1,a2)
n1,n2+1(x)
) tn11
n1!
tn22
n2!
.
Collecting the coefficients of
tn11
n1!
tn22
n2!
, (13) follows.
In order to prove (14), we use (12) as follows. The left-hand side of (12) gives
(
1 + t1 + t2
)∂G
∂t1
=
(
1 + t1 + t2
) ∞∑
n1=1
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn1−11
(n1 − 1)!
tn22
n2!
=
∞∑
n1=0
∞∑
n2=0
(
C
(a1,a2)
n1+1,n2(x) + n1C
(a1,a2)
n1,n2
(x) + n2C
(a1,a2)
n1+1,n2−1(x)
) tn11
n1!
tn22
n2!
.
Next, the right-hand side of (12) gives
(
x− a1
(
1 + t1 + t2
))
G =
(
x− a1
(
1 + t1 + t2
)) ∞∑
n1=0
∞∑
n2=0
C(a1,a2)n1,n2 (x)
tn11
n1!
tn22
n2!
=
∞∑
n1=0
∞∑
n2=0
[
(x− a1)C
(a1,a2)
n1,n2
(x)− a1n1C
(a1,a2)
n1−1,n2(x)− a1n2C
(a1,a2)
n1,n2−1(x)
] tn11
n1!
tn22
n2!
.
Collecting the coefficients of
tn11
n1!
tn22
n2!
, we get
C
(a1,a2)
n1+1,n2(x) + n1C
(a1,a2)
n1,n2
(x) + n2C
(a1,a2)
n1+1,n2−1(x)
= (x− a1)C
(a1,a2)
n1,n2
(x)− a1n1C
(a1,a2)
n1−1,n2
(x)− a1n2C
(a1,a2)
n1,n2−1
(x). (16)
From (13), replacing n2 by n2 − 1 and n1 by n1 − 1, we get:
C
(a1,a2)
n1+1,n2−1
(x) = C(a1,a2)n1,n2 (x)− (a2 − a1)C
(a1,a2)
n1,n2−1
(x)
C
(a1,a2)
n1−1,n2(x) = C
(a1,a2)
n1,n2−1(x)− (a2 − a1)C
(a1,a2)
n1−1,n2−1(x).
Subtituting these relations in (16), (14) follows.
For the relation (15), we use again (13) this time with (14). Replacing n1 by n1 − 1 and n2
by n2 − 1 in (13), we obtain
(a2 − a1)C
(a1,a2)
n1−1,n2−1(x) = C
(a1,a2)
n1,n2−1(x)− C
(a1,a2)
n1−1,n2(x).
7
Then, (14) becomes
xC(a1,a2)n1,n2 (x) = C
(a1,a2)
n1+1,n2
(x) + (a1 + n1 + n2)C
(a1,a2)
n1,n2
(x)
+(a1n1 + a2n2)C
(a1,a2)
n1,n2−1
(x)− a1n1
(
C
(a1,a2)
n1,n2−1
(x)− C
(a1,a2)
n1−1,n2
(x)
)
= C
(a1,a2)
n1+1,n2
(x) + (a1 + n1 + n2)C
(a1,a2)
n1,n2
(x)
+a1n1C
(a1,a2)
n1−1,n2(x) + a2n2C
(a1,a2)
n1,n2−1(x)
This ends the proof of the theorem.
Remark 8. Note that the recurrence equations (13), (14), (15) appear in [13, 20] but are
obtained using different approach. Note also that when n2 = 0, C
(a1,a2)
n1,0 (x) = C˜
(a1)
n1 (x) is the
classical monic Charlier polynomials, and (15) is exactely the normalized recurrence relation
(9.14.4) for monic Charlier polynomials given in [15].
Next, we state without proof some general results about multiple Charlier polynomials. Note
that the proofs are similar to the case r = 2.
Theorem 9. The multiple Charlier polynomials C
(~a)
~n (x) have the following generating func-
tion:
e
−
r∑
j=1
ajtj
(
1 +
r∑
j=1
tj
)x
=
∞∑
n1=0
∞∑
n2=0
· · ·
∞∑
nr=0
C
(~a)
~n (x)
tn11
n1!
tn22
n2!
· · ·
tnrr
nr!
. (17)
From Theorem 9 we deduce the following propositions.
Proposition 10. The multiple Charlier polynomials C
(~a)
~n (x) fulfill the following inversion
formula
x(|~n|) =
nr∑
kr=0
· · ·
n1∑
k1=0
(
n1
k1
)
· · ·
(
nr
kr
)
(a1)
n1−k1 · · · (ar)
nr−krC
(|~k|)
~n (x).
Proposition 11. The multiple Charlier polynomials C
(~a)
~n (x) and C
(~b)
~n (x) fulfill the following
connection formula
C
(~b)
~n (x) =
nr∑
kr=0
· · ·
n1∑
k1=0
(
n1
k1
)
· · ·
(
nr
kr
)
(a1 − b1)
k1 · · · (ar − br)
krC
(~a)
~n−~k
(x).
Proposition 12. The following addition formula is valid
C
(~a)
~n (x+ y) =
n1∑
k1=0
. . .
nr∑
kr=0
(
n1
k1
)
. . .
(
nr
kr
)
C~α~k (x)C
~a−~α
~n−~k
(y).
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3. Multiple ∆ω-Appell polynomial sets
In this section we introduce the notion of multiple ∆ω-Appell polynomial set and provide
some of the main characterizations of such families.
Definition 13. A multiple polynomial set {Pn1,n2(x)}
∞
n1+n2=0
is called ∆ω-Appell polynomial
set if and only if
∆ωPn1,n2(x) = n1Pn1−1,n2(x) + n2Pn1,n2−1(x). (18)
In view of (3), it follows that the multiple Charlier polynomials
{
C
(a1,a2)
n1,n2 (x)
}∞
n1+n2=0
form
a ∆-Appell polynomial set.
The following theorem gives some characterizations of ∆ω-Appell polynomial sets.
Theorem 14. Let {Pn1,n2(x)}
∞
n1+n2=0 be a polynomial set. The following assertions are
equivalent:
(a) {Pn1,n2(x)}
∞
n1+n2=0 is a ∆ω-Appell polynomial set.
(b) {Pn1,n2(x)}
∞
n1+n2=0
is generated by
A(t1, t2)
(
1 + ω(t1 + t2)
) x
ω =
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn11
n1!
tn22
n2!
, (19)
where
A(t1, t2) =
∞∑
n1=0
∞∑
n2=0
an1,n2
tn11
n1!
tn22
n2!
, a0,0 6= 0. (20)
(c) There exists a sequence {an1,n2}
∞
n1,n1=0
with a0,0 6= 0 such that
Pn1,n2(x) =
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
an1−k1,n2−k2x
(k1+k2,ω). (21)
(d) The following addition formula holds true:
Pn1,n2(x+ y) =
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
Pn1−k1,n2−k2(x)y
(k1+k2,ω). (22)
(e) There exists a sequence {an1,n2}
∞
n1,n1=0 with a0,0 6= 0 such that
Pn1,n2(x) =
n1∑
k1
n2∑
k2
(
n1
k1
)(
n2
k2
)
(n1 + n2 − k1 − k2)!
(n1 + n2)!
ak1,k2
{
∆k1+k2ω x
(n1+n2,ω)
}
. (23)
Proof. Step 1: (a) ⇐⇒ (b)
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We first prove that the assertion (a) is equivalent to the assertion (b).
∞∑
n1=0
∞∑
n2=0
∆ωPn1,n2(x)
tn1
n1!
tn2
n2!
= ∆ω
(
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1
n1!
tn2
n2!
)
= ∆ω
(
A(t1, t2)
(
1 + ω(t1 + t2)
) x
ω
)
= (t1 + t2)A(t1, t2)
(
1 + ω(t1 + t2)
) x
ω
=
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1+1
n1!
tn2
n2!
+
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1
n1!
tn2+1
n2!
=
∞∑
n1=0
∞∑
n2=0
(n1Pn1−1,n2(x) + n2Pn1,n2(x))
tn1
n1!
tn2
n2!
.
This proves that the second assertion implies the first. Now, let us assume that the first
assertion holds and assume that
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1
n1!
tn2
n2
= A(x, t1, t2)
(
1 + ω(t1 + t2)
) x
ω . (24)
Then, we apply ∆ω to both sides of (24). For the right-hand side, we obtain
∆ω
(
A(x, t1, t2)
(
1 + ω(t1 + t2)
) x
ω
)
= A(x, t1, t2)∆ω
(
1 + ω(t1 + t2)
) x
ω +∆ωA(x, t1, t2)
(
1 + ω(t1 + t2)
)x+ω
ω
= [(t1 + t2)A(x, t1, t2) + (1 + ω(t1 + t2))∆ωA(x, t1, t2)]
(
1 + ω(t1 + t2)
) x
ω .
The left-hand side gives
∞∑
n1=0
∞∑
n2=0
∆ωPn1,n2(x)
tn1
n1!
tn2
n2
=
∞∑
n1=0
∞∑
n2=0
(n1Pn1−1,n2(x) + n2Pn1,n2−1)
tn1
n1!
tn2
n2
= (t1 + t2)A(x, t1, t2)
(
1 + ω(t1 + t2)
) x
ω .
It follows that
(1 + ω(t1 + t2))∆ωA(x, t1, t2) = 0 ∀t1, t2, x.
So ∆ωA(x, t1, t2) = 0 for each ω 6= 0. Hence A(x, t1, t2) = A(t1, t2).
Step 2: (b) ⇐⇒ (c) The series expansion of
(
1 + ω(t1 + t2)
) x
ω gives:
(
1 + ω(t1 + t2)
) x
ω =
∞∑
k1=0
∞∑
k2=0
x(k1+k2,ω)
tk1
k1!
tk2
k2!
.
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Using the expression of A(t1, t2) given by (20), we have
A(t1, t2)
(
1 + ω(t1 + t2)
) x
ω =
(
∞∑
n1=0
∞∑
n2=0
an1,n2
tn11
n1!
tn22
n2!
)(
∞∑
k1=0
∞∑
k2=0
x(k1+k2,ω)
tk1
k1!
tk2
k2!
)
=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k1=0
n2∑
k2=0
an1−k1,n2−k2
(n1 − k1)!(n2 − k2)!
x(k1+k2,ω)
k1!k2!
}
tn11 t
n2
2
=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
an1−k1,n2−k2x
(k1+k2,ω)
}
tn11
n1!
tn22
n2!
.
Using (19), then, this proves that (b) implies (c).
The generating function G(x, t1, t2) of the sequence {Pn1,n2(x)} reads
G(x, t1, t2) =
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn11
n1!
tn22
n2!
=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
an1−k1,n2−k2x
(k1+k2,ω)
}
tn11
n1!
tn22
n2!
=
(
∞∑
n1=0
∞∑
n2=0
an1,n2
tn11
n1!
tn22
n2!
)(
∞∑
k1=0
∞∑
k2=0
x(k1+k2,ω)
tk1
k1!
tk2
k2!
)
=
(
∞∑
n1=0
∞∑
n2=0
an1,n2
tn11
n1!
tn22
n2!
)(
1 + ω(t1 + t2)
) x
ω .
Then
G(x, t1, t2) = A(t1, t2)
(
1 + ω(t1 + t2)
) x
ω ,
where A(t1, t2) is given by (20).
Step 3: (b) ⇐⇒ (d)
We prove that the assertion (b) is equivalent to the assertion (d). Using Lemma 1, and the
assertion (b), we have
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x+ y)
tn1
n1!
tn2
n2
= A(t1, t2) (1 + ω(t1 + t2))
x+y
ω
=
(
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1
n1!
tn2
n2
)(
∞∑
k1=0
y(k1,ω)
k1!
(t1 + t2)
k1
)
=
(
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1
n1!
tn2
n2
)(
∞∑
k1=0
k1∑
j=0
y(k1,ω)
t
j
1
j!
t
k1−j
2
(k1 − j)!
)
=
(
∞∑
n1=0
∞∑
n2=0
Pn1,n2(x)
tn1
n1!
tn2
n2
)(
∞∑
k1=0
∞∑
k2=0
y(k1+k2,ω)
tk11
k1!
tk22
k2!
)
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=
∞∑
n1=0
∞∑
n2=0
{
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
Pn1−k1,n2−k2(x)y
(k1+k2,ω)
}
tn11
n1!
tn22
n2!
.
Step 4: (c) ⇐⇒ (e) It can be easily proved by induction that
∆k1+k2ω x
(n1+n2,ω) =
(n1 + n2)!
(n1 + n2 − k1 − k2)!
x(n1+n2−k1−k2,ω).
Hence,
Pn1,n2(x) =
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
an1−k1,n2−k2x
(k1+k2,ω)
=
n1∑
k1=0
n2∑
k2=0
(
n1
n1 − k1
)(
n2
n2 − k2
)
ak1,k2x
(n1+n2−k1−k2,ω)
=
n1∑
k1=0
n2∑
k2=0
(
n1
n1 − k1
)(
n2
n2 − k2
)
ak1,k2
(n1 + n2 − k1 − k2)!
(n1 + n2)!
∆k1+k2ω x
(n1+n2,ω)
=
n1∑
k1=0
n2∑
k2=0
(
n1
k1
)(
n2
k2
)
ak1,k2
(n1 + n2 − k1 − k2)!
(n1 + n2)!
∆k1+k2ω x
(n1+n2,ω).
Thus the announced equivalence is proved.
4. Multiple ∆-Appell orthogonal polynomials
In this section, we characterize those multiple orthogonal polynomials sequences which are
also multiple ∆-Appell sequences. Note that when ω = 1 we simply write ∆ instead of ∆1.
Note also that the following product rule is valid for the operator ∆
∆[f(x)g(x)] = f(x+ 1)∆g(x) + g(x)∆f(x). (25)
We recall that every multiple orthogonal polynomial sequence {P~n(x)}
∞
|~n|=0 satisfies a recur-
rence relation of the form [13, 14]
xP~n(x) = P~n+~ek(x) + b~n,kP~n(x) +
r∑
j=1
a~n,jP~n−~ej (x). (26)
When r = 2, (26) takes the form
xPm,n(x) = Pm+1,n(x) + Em,nPm,n(x) + Fm,nPm−1,n(x) +Gm,nPm,n−1(x). (27)
or
xPm,n(x) = Pm,n+1(x) + E˜m,nPm,n(x) + F˜m,nPm,n−1(x) + G˜m,nPm−1,n(x). (28)
Both (27) and (28) are valid. In this section, we will use the form (27).
12
Theorem 15. The multiple orthogonal polynomial sequence {Pm,n(x)}
∞
m,n=0 that are also
multiple ∆-Appell sequence are the multiple Charlier polynomials.
Proof. Applying the operator ∆ to the left-hand side of (27) and using (25) for f(x) = x
and g(x) = Pm,n(x), we have:
∆[xPm,n(x)] = (x+ 1)∆Pm,n(x) + Pm,n(x)
= (x+ 1) (mPm−1,n(x) + nPm,n−1(x)) + Pm,n(x).
Using the fact that {Pm,n(x)}
∞
m,n=0 is also a multiple ∆-Appell sequence, the previous equa-
tion gives:
∆[xPm,n(x)] = (m+ 1)Pm,n(x) + nPm+1,n−1(x) +m (Em−1,n + 1)Pm−1,n(x)
+n (Em,n−1 + 1)Pm,n−1(x) + (mGm−1,n + nFm,n−1)Pm−1,n−1(x)
+mFm−1,nPm−2,n(x) + nGm,n−1Pm,n−2(x). (29)
Applying the operator ∆ to the right-hand side of (27) gives:
∆[xPm,n(x)] = (m+ 1)Pm,n(x) + nPm+1,n−1(x) + (mGm,n + nFm,n)Pm−1,n−1(x)
+mEm,nPm−1,n(x) + nEm,nPm,n−1(x) + (m− 1)Fm,nPm−2,n(x)
+(n− 1)Gm,nPm,n−2(x). (30)
(29) and (30) give the following system

mGm,n + nFm,n = mGm−1,n + nFm,n−1,
Em,n = Em−1,n + 1,
Em,n = Em,n−1 + 1,
(m− 1)Fm,n = mFm−1,n,
(n− 1)Gm,n = nGm,n−1.
The previous system gives: 

Fm,n = mF1,n,
Gm,n = nGm,1,
Em,n = m+ n+ E0,0,
Gm,1 + F1,n = Gm−1,1 + F1,n−1.
Note that
Gm,1 + F1,n = Gm−1,1 + F1,n−1 =⇒ Gm,1 −Gm−1,1 = F1,n−1 − F1,n = λ,
where λ is a constant to be determined. The previous equations imply
Gm,1 = (m− 1)λ+G1,1, and F1,n = −(n− 1)λ+ F1,1.
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Hence
Gm,1 + F1,n = G1,1 + F1,1 = G1,1 + F1,1 + λ(m− n) ∀m,n.
This shows that λ = 0 and so
Fm,n = mF1,1, Gm,n = nG1,1, Em,n = m+ n+ E0,0, E0,0, F1,1, G1,1 ∈ R.
The conclusion follows from the recurrence relation (15) of the multiple Charlier polynomials.
5. General results
More generaly, we have the following definition and results.
Definition 16. A multiple polynomial set {P~n(x)}
∞
|~n|=0 is called ∆ω-Appell polynomial set
if and only if
∆ωP~n(x) =
r∑
j=1
njP~n−~ej (x). (31)
Theorem 17. Let {P~n(x)}
∞
|~n|=0 be a polynomial set. The following assertions are equivalent:
1. {P~n(x)}
∞
|~n|=0 is a ∆ω-Appell polynomial set.
2. {P~n(x)}
∞
|~n|=0 is generated by
A(t1, t2, . . . , tn)
(
1 + ω(t1 + t2 + · · · tr)
) x
ω =
∞∑
n1=0
∞∑
n2=0
· · ·
∞∑
nr=0
P~n(x)
tn11 t
n2
2 · · · t
nr
r
n1!n2! · · ·nr!
, (32)
where
A(t1, t2, . . . , tr) =
∞∑
n1=0
∞∑
n2=0
· · ·
∞∑
nr=0
a~n
tn11 t
n2
2 · · · t
nr
r
n1!n2! · · ·nr!
· · · tnrr , a~0 6= 0. (33)
3. There exists a sequence {a~n}
∞
|~n|=0 with a~0 6= 0 such that
P~n(x) =
n1∑
k1=0
n2∑
k2=0
· · ·
nr∑
kr=0
(
n1
k1
)
· · ·
(
nr
kr
)
a
~n−~kx
(k1+···+kr ,ω)
4. The following addition formulas holds true:
P~n(x+ y) =
n1∑
k1=0
n2∑
k2=0
· · ·
nr∑
kr=0
(
n1
k1
)
. . .
(
nr
kr
)
Pn1−k1,...,nr−kr(x)y
(k1+...+kr,ω). (34)
5. There exists a sequence {a~n}
∞
|~n|=0 with a~0 6= 0 such that
P~n(x) =
n1∑
k1=0
· · ·
nr∑
kr=0
(
n1
k1
)
. . .
(
nr
kr
)
(|~n| − |~k|)!
|~n|!
a~k
{
∆|
~k|
ω x
(|~n|,ω)
}
.
Theorem 18. The multiple orthogonal polynomial sequence {P~n(x)}
∞
|~n|=0 that are also mul-
tiple ∆-Appell sequence are the multiple Charlier polynomials {C~a~n(x)}
∞
|~n|=0.
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