Adaptive information filtering is an open challenge in information retrieval. One of the tough issues is the optimization of decision thresholds over time, based on partial relevance feedback on the system-retrieved documents in chronological order. We developed a new approach, namely margin-based local regression, that automatically adjusts the thresholds based on a sliding window over the truly positive examples for which the system predicted "yes" with respect to a particular class, and a second sliding window over the other documents being processed by the system. Using the means of the scores of the documents in the two windows, we monitor the temporal drifting of the margin that is a function of both the current classification model and the threshold calibration strategy, and that suggests the bounds for the optimal threshold at a given time. Examining this approach together with a Rocchio-style classifier on the TREC 2001 and TREC 2002 benchmark data sets in adaptive filtering, we obtained significant improvements in performance (measured using F β = 0.5) over the baseline system that did not adapt the threshold over time, and the best result ever reported on the TREC 2002 benchmark corpus for adaptive filtering evaluations. These empirical results suggest that it is important to use both system-accepted and systemrejected documents to optimize thresholds instead of just using system-accepted documents alone, as well as to make the thresholding function temporally sensitive to the shifting centroids of on-topic and off-topic documents.
INTRODUCTION
Adaptive filtering can be viewed as a specific form of supervised text classification. That is, the task is the online classification of chronologically ordered documents under the conditions of:
• only a small number (e.g., two or three) of positive training examples are available for the filtering system in the beginning;
• classification decisions ("yes" or "no" with respect to each class) must be made upon the arrival of each test document; and
• relevance feedback from the user is available only if the the system predicts a "yes" for the input document.
A filtering system typically computes a score for each new document with respect to every class, and then thresholds on this score to induce a classification decision ("yes" or "no"). In other words, a filtering method consists of two parts: a scoring function and a thresholding strategy. In adaptive filtering, the two major research questions are: 1) how to use new training examples to update the scoring function of the system, and 2) how to calibrate the thresholds given that the scoring function changes over time. In this paper, we focus on the second problem, although we note that it is not isolated from the first one.
Various approaches have been explored to address the threshold optimization problem in adaptive filtering. Callan reported his experiments with the InRoute system on some TREC data collections in which the system-accepted documents in the history at a particular time were used to update class prototypes and thresholds for future classification. He obtained performance improvements in precision compared to using the same system with a fixed threshold per class [3] at the cost of sacrificing recall. The reason for this is that using system-accepted documents only (including the system-generated scores for those documents and the true relevance judgments on those documents) typically results in monotonically increasing thresholds, and may not be able to recover from a low-recall situation once that occurs. To be more specific, in order to make a further separation of the truly positive examples from the false alarms in the systemaccepted documents, the threshold in that system must be enhanced. This is in fact a common problem for all the filtering systems whose threshold calibration is based solely on the relevance information about system-accepted documents. It has been called the biased sampling problem in later papers [17] .
Zhai et al. addressed this problem by "deliberate lowering" of the threshold in the initial setting for adaptive filtering, and by allowing the threshold to vary between a lower bound ("zero-utility threshold") and an upper bound ("optimal threshold"). The former is dominant in the early stage of adaptive filtering, and the latter becomes dominant when sufficient training examples are accumulated during the process [15] . Those strategies led to good performance of the CLARIT system in TREC-1998 and TREC-1999 evaluations for adaptive filtering. However, this approach only addressed the low-recall problem, partially because the upper bound was computed solely based on the scores of systemaccepted documents. In other words, the fundamental problem caused by the biased sampling would still dominate the behavior of the system in threshold calibration in the later stage of the adaptive filtering process.
Roberson and Walker [9] approached this problem through a 2-step process: 1) use logistic regression to convert the original score generated by their system for each test document to the log-odds of the probability for that document to be relevant over the probability for that document to be not relevant; and 2) adjust the threshold on the log-odds scores over time using the system-accepted documents and the relevance judgments over those documents. In other words, their approach can be viewed as another variant of biasedsampling methods. They also tried retrospective document ranking as another alternative approach to threshold calibration. These approaches yielded strong performance for the Microsoft/Cambridge system in the TREC-2000 evaluations for adaptive filtering, but not nearly as strong the results in the subsequent years of TREC.
Zhang and Callan [17] analyzed the limitations of the current approaches to adaptive filtering and pointed out the sampling-bias problem. Their new approach is to view threshold calibration as a parameter estimation problem for two density distributions in the system-generated scores, based on the assumption that the scores for positive examples are distributed normally and the scores for negative examples are distributed exponentially [1] . By jointly estimating the parameters of these two density distributions and the proportion of relevant documents in the corpus, they tried to overcome the biased sampling problem. The empirical results of this method in TREC 2001-2002 were not as strong as some simple and traditional approaches, like incremental Rocchio applied to adaptive filtering [16] . A potential reason for that would be the unjustified assumption about the score generator: the distributions were assumed to be static over time but in reality, the scoring function in their filtering system (as in most adaptive filtering systems) changes when the training set is updated with new examples.
Summarizing the analysis above, many interesting ideas have been explored in threshold calibration for adaptive filtering, but the problem remains an open challenge; consistently high-performing methods have rarely been observed over the years in TREC evaluations for this task [4, 6, 7] . This suggests that we need to obtain a better understanding of both the problem and the limitations in current approaches, and perhaps to address the problem from a different angle. We would like to have a method that uses an un-biased sample (including both system-rejected and system-accepted documents) instead of a biased one, and that assumes a dynamic score generation process instead of one from fixed distributions. Motivated by this idea, we propose a new approach, namely the margin-based local regression (MLR) for threshold calibration in adaptive filtering 1 . The rest of this paper is organized as the follows. Section 2 introduces our new approach to threshold calibration; Section 3 describes the classifier that generates scores for each document with respect to every class; Section 4 describes the data collections; Section 5 describes and performance measures used in our experiments; Section 6 presents the evaluation results; Section 7 discusses the main findings; Section 8 summarizes the concluding remarks.
MARGIN-BASED LOCAL REGRESSION

The Basic Idea
Our approach is designed for online learning of optimal thresholds based on relevance feedback. The intuition is rather simple: assume we have two streams of scores, one for previously classified positive examples of a particular class, and the other for previously-classified negative examples in that class. Considering the two sets of data points in a twodimensional space where the x-axis is time and the y-axis is score assigned by the system, if the two streams of data points are separable in value in a particular time interval, then we should be able to use a curve inside of the margin between the two streams as the thresholding function. Here, by margin we mean the area between the (interpolated) scores of positive examples and the (interpolated) scores of negative examples. In a global time span, one can think of a waving band with both its center location and width changing over time in a two dimensional space of magnitude verses time. We want to find the "optimal" thresholding function over time inside of the band, and we use local regression for the approximation.
The simple description above is sufficient to gain intuition into the method, but not sufficient for an accurate definition. To be precise, first, we do not assume that the positive and negative streams are always separable; instead, we artificially make those streams separable by excluding outliers. Second, for the positive stream, we can only have the positive examples with a system-predicted "yes" but not the positive examples with a system-predicted "no" because relevance judgments are not available for the system-rejected documents; likewise, in the negative stream, we cannot exclude the positive examples mis-classified as negative by the system. Third, we need to specify how the local regressions for thresholding are computed and interpolated over time. Fourth, we need to be clear about how the thresholding function is influenced by the choice of optimization metric. Fifth, we need to specify the initial settings for the adaptive process. Thus, the precise definitions are given below:
• X = {x1, x2 . . . x k + } is the sliding window (the "positive" window) of scores for the k+ (at most) most recent positive examples for which the system predicted "yes";
• Y = {y1, y2 . . . y k − } is the sliding window (the "negative" window) of scores for the k− (at most) most recent examples for which the system predicted "no" plus the negative examples for which the system predicted "yes";
• h(t) = a1t+b1 is the local regression obtained by fitting a line over the data points in sample X, where a1 and b1 are the regression coefficients;
• l(t) = a2t+b2 is the local regression obtained by fitting a line over the data points in sample Y , where a2 and b2 are the regression coefficients;
The threshold function is defined to be:
which is locally linear with a = ηa1
We also developed a set of alternative margins, to allow different variants of our thresholding method. Some of the variants are discussed in the next and others are described in a previous paper [2] .
The Refined Approach
It is possible, in the beginning stage or during the process of adaptive filtering, that the threshold is set too low or too high. When the threshold is too low and not lowered soon by MLR, then excessive false alarms would occur, causing a poor performance score for the system. The more dangerous case is when the threshold gets too high. Then the positive window will never be filled up or updated, causing MLR to be ineffective.
To address those issues, we introduced three modifications to the original design. First, we add the following rules for the case when the negative window is full but the positive window is not. The high and low ends of the margin are computed as:
where θ(0) is a pre-specified initial threshold (see Section 6.3); {z1, z2, . . . , z kt ) are the scores of the false alarms accumulated so far (at time t).
Second, we modify the thresholding function in Formula 1 by introducing a time decay factor in θ:
where m(t) is the current count of system-rejected documents since the last time a positive decision is made; k d is the decay parameter, controlling how fast the threshold is falling from high end of the margin to its low end. Third, we use the sample standard deviation (σ(Y ) of the scores in window Y ) to further bound the lower end of the margin for the case when the negative window if full but the positive window is not:
Parameter α controls how far the low end of the MLR margin is away from the mean of the negative window. Setting it to a relatively high value would be an effective way to avoid excessive false alarms. For example, if our corpus has 50 topics, then 1% of false alarms would cause a 50% decrease in precision for a specific topic. It would be sensible, therefore, to choose the value for α that keeps the false alarms to be no more than 1% of the documents in the negative window.
The modified MLR ensures that a low threshold will be enhanced as soon as a false alarm is made by the system, and that a high threshold will not remain too high forever because of the time decay factor. We will report our results for the modified MLR (Formula 3) only in the evaluation section (Section 6.3).
A ROCCHIO-STYLE CLASSIFIER
In principle, the MLR thresholding algorithm can be applied to the output scores generated by any filtering system, as long as the scores for positive and negative examples generated by the system are reasonably separable in local regions, and as long as there is some continuous trend over time in the margins. In this paper, we focus on our experiments for MLR with a Rocchio-style classifier which had strong performance in the TREC 2001 benchmark evaluation for adaptive filtering.
A common version of Rocchio-style classifiers uses a prototype vector (or "centroid") to represent each class. The prototype is computed using both positive and negative training examples, as the following:
where pj is the prototype of class cj; D(cj ) is the set of positive training examples; Dn(cj ) is the "query zone" [11] , consisting of the n top-ranking documents retrieved from the negative training examples when using the positive centroid (the first term in the formula) as the query; d and d are training examples; and γ is the weight of the negative centroid. In conventional classification, the prototype vector is fixed once it is constructed; in adaptive filtering, the prototype is initially constructed using labeled examples in the training set, and then updated over time when the system made a "yes" decision on a test document and obtained the relevance judgment on that document. The classification function in Rocchio is defined to be:
where d is a test document and θj is the threshold for class cj . In conventional classification, a fixed threshold is tuned on a validation set(s) [?] for each class; in adaptive filtering, we also use a validation set to tune the threshold as its initial setting, and then update that threshold over time using the MLR method described in the previous section. Document representation in Rocchio is a vector of term weights, obtained by applying down-casing, tokenization, removal of punctuation and stop words, and stemming to the words in a document 2 , and by weighting each term (token) 1.00 N is the total number of documents; #CAT is the number of topics selected for evaluation; N+ is the total number of documents in the selected topics; n+ is the number of documents in a topic.
using the ltc version of the TF-IDF scheme supported in SMART. The weight of term t in document d is computed as:
where n(t) is the number of documents that contain t. For reasons of efficiency, we retain only the top pmax non-zero elements in each vector (a document or a class prototype).
DATA
We used the TREC10, TREC11 and Broadcast News (BN) corpora in our experiments. Evaluating our approach on the TREC data enabled the comparison of our results with those published in the literature [2, 5] . Using the BN corpus as a validation collection, we examined the effectiveness of parameter tuning across data collections. . This split attempted to maximize the number of topic categories in the training set, while keeping the test set (the second portion) as large as possible. TREC10 selected 84 topic categories for evaluations, after removing those that have zero or one positive example only in the first portion of RCV1 documents, and those that have more than 5% of the documents in that portion [7] . The training set consists of two positive examples per topic, extracted from the early portion of RCV1; the test set is the later portion of RCV1. For convenience, we name these sets as TREC10-AF-TRAIN and TREC10-AF-TEST, respectively. Table 1 provides some statistics for these sets.
TREC10 Data Sets
TREC11 Data Sets
The TREC11 (or TREC 2002) corpus contains the same documents as that in TREC10; however, the topics were replaced using a new set of 50 topics that were created by NIST assessors, along with relevance judgments over the glish words found in a stop word list in the SMART system [10] ). 3 The RCV1 corpus is publicly available at http://about.reuters.com/researchandstandards/corpus/. Table 1 provides some statistics of these sets; more details can be found in the TREC 2002 proceedings [13, 8] .
Broadcast Data Sets
The Broadcast News (BN) collection was published by Primary Source Media and consists of 261,209 manually transcribed news articles from ABC, CNN, NPR, and MSNBC in the period from 1992 to 1998. The corpus was originally used for the research in the area of Topic Detection and Tracking. Ten topics were manually defined and assigned to documents in this corpus, including "Airplane Accidents", "Bombings", "Hijackings", "Tornadoes" [14] . Relevance judgments were created in a way similar to the "pooling strategy" that has been commonly used in creating test beds for information retrieval. That is, for each topic, we used the topic definition and a few key words (manually selected) as the query to automatically retrieve a subset of documents, and then make relevance judgments for those retrieved documents with respect to that topic. As a result, about 10% of the documents in this collection were identified as the members of the defined topics, and the remaining 90% of the documents fell into the miscellaneous category. We observed that in most cases, one document belongs to only one topic. This means that the average number of documents per category is about 1% of the collection size (measured using the total number of documents).
We kept all the positive examples of the 10 topics, and randomly selected 20,000 documents from the remaining pool. We split both the positive examples and the negative examples into roughly even-sized two halves, respectively. By merging the first halves in these two subsets we obtained the training set (namely BN-AF-TRAIN), and by merging the second halves of these subsets we obtained the test set (BN-AF-TEST). The documents in these sets were sorted in chronological order. Table 1 provides some statistics of these sets. 4 Notice that there was another set of 50 topics also created by NIST in TREC11, by intersecting the Reuters topics pairwise; those topics caused extremely poor results across all the participating systems in the adaptive filtering evaluations and it was not clear what caused this. We excluded these topics from our experiments. We used the TREC10 and TREC11 performance measures for adaptive filtering evaluations. The TREC10 metrics are T 10S and F β [12] , defined as:
PERFORMANCE MEASURES
where c is a specific class (topic), A is the number of documents correctly assigned to class c, B is the number of documents incorrectly assigned to c, N+ is the number of documents relevant to c, minU is the lower bound on the un-scaled utility (2A − B), and β is a parameter that specifies the relative weight between recall and precision for F β . Both T 10S and F β are scaled to fall between 0 and 1, and for TREC10, minU was fixed at -100 and β at 0.5 for all classes. The overall performance of the system for the task was obtained by computing the simple average across all classes (also called the macro-average). In TREC11, the F β (C), recall and precision remained the same while the utility measure T10SU was a slightly modified version of that used in TREC10:
where minN U was set to -0.5 in TREC-2001 evaluations. We follow the same convention in this paper.
EVALUATION
We conducted evaluation runs on the TREC10 and TREC11 test sets, respectively, including the baseline runs that used a fixed threshold, and the other runs with MLR for threshold calibration. All the runs used the same Rocchio classifier with adaptive profiles for topics (Section 3); however, they differed in threshold calibration strategies (i.e., with or without using MLR) or parameter settings (i.e., based on heuristic rules, or tuned on a validation set). Tables 2  and 3 summarize the experimental settings and the results, where "MLR" refers to the runs using the thresholding function defined in Formula 3. Multiple performance measures are reported, including macro-average recall, precision, Fmeasure and utility, but only F β (with β = 0.5) was used as the maximization criterion in parameter tuning.
Parameter Tuning for Rocchio
The Rocchio classifier is parameterized by:
• γ, the weight for the negative centroid;
• n, the size of the "query zone" (of negative training examples);
• pmax, the maximum number of non-zero valued terms in the prototype vector of each topic.
We trained the Rocchio classifier (with adaptive prototypes for topics) using the BN-AF-TRAIN set, and tuned its parameters on the BN-AF-TEST set. A forward stagewise tuning procedure was followed. That is, each parameter was tuned when the remaining parameters were fixed. We started with the fixed values of γ = −1 and n = 150 and tuned parameter pmax first. After the optimal value for pmax was found, we tuned γ next, and n as the final one. This process resulted in the interpolated curves (Figure 1 ) of the macro-averaged F0.5 scores of the system with respect to the different parameter values we tried. We identified the "ball park" of each curve, and considered a point both in the ball park and sufficiently far away from the edges of the ball park as "optimal"; the corresponding parameter value was selected as the optimal setting for that parameter. Clearly, multiple values could satisfy the "optimal" criterion if the performance curve had a relatively flat ball park; in such a case, we chose a value that lead to a relatively efficient computation, compared to the other choices. As a result, we selected γ = −1.2, n = 100 and pmax = 500 as optimal on the BN corpus, and fixed those values in our runs on the TREC10 and TREC11 data. We also needed an IDF (Inverted Document Frequency) list for term weighting in Rocchio; we used the TREC10 or TREC11 training sets to compute the IDF lists for the corresponding runs. In addition, we used those training sets to compute a threshold for each topic, which was needed in the baseline runs (Rocchio with fixed thresholds) and for the initialization of the MLR runs. We set the threshold for a topic to the value that optimized the F0.5 score of the system for that topic on the training documents.
Parameters Settings for MLR
The MLR parameters include:
• k+ and k−, the sizes of the positive and negative windows, measured using the number of documents;
• k d , the size of the time decay window;
• η(0), the initial value of η at time t = 0;
• α, the coefficient of the standard deviation of the data in the negative window, controlling how far the low end of the MLR margin is away from the mean of the negative window.
We conducted two sets of MLR runs: those with parameter settings based on heuristic rules, and those with parameters tuned on a validation set. The heuristic rules are:
• set k− to the average number of documents per day in the entire corpus;
• set k+ = k − number of topics ;
• set k d to the average number of documents per week;
• set η(0) = 0.6, in order to favor precision slightly since we want to optimize F0.5 (or T 10S) in the runs on TREC data;
• set α = 3, so that 99% of the documents (assuming their scores are distributed normally) in the negative window would have a score below the MLR margin.
As for validation-based parameter tuning, the choice of the validation set required careful consideration. We compared the options of using the training sets themselves, using the test sets, and using the BN test set. Using the same training sets for validation has the tendency of overfitting in general; more specifically, it would not be too useful to tune the window sizes for MLR on a validation set that has only two or three positive examples per topic. Therefore, we decided to not use the training sets for validation.
Using the TREC test sets, as an alternative, is considered "cheating" because realistic adaptive filtering does not allow processing of the document sequence twice. Nevertheless, such experiments allowed us to see the best-case performance of the system when an ideal validation set is available, to measure how far the results of realistic (noncheating) parameter tuning were off from the possible peak, and to analyze possible room for improvement. For those reasons, we conducted this set of experiments.
Using the BN test set for validation is a legitimate (noncheating) alternative, and the average number of positive examples per topic is much larger than those in TREC training sets. However, the problem is that the BN topics are quite different from the topics in TREC10 and TREC11: the former are typically about short-lasting events (airplane accidents or weather disasters, for example), and the latter are often about longer-lasting subjects (financial topics, for example). Nevertheless, empirically evaluating the effect of such a problem in cross-corpus parameter tuning would be informative. Thus, we included this set of experiments as well.
Results Analysis
The main observations can be summarized as the follows:
• MLR on the TREC11 test set had a score of 0.441 in F β=0.5 , outperforming the best results (0.426) of adaptive filtering systems ever reported on this benchmark corpus, with a relative improvement of 3.5%.
• MLR on the TREC10 test set had a score of 0.445 in F β=0.5 , which is competitive with our own scores (0.467 to 0.499 in F β=0.5 ) in the TREC10 evaluations where those results ranked at the 2nd, 3rd and 4th from the top [2] , respectively. However, the validation set we used at that time included additional documents, that is, those in the early portion of RCV1 but not a part of the TREC10 training set; only later we noticed that using those documents were not allowed in the official evaluations of TREC10 for adaptive filtering. In the MLR run presented here, we did not use those additional documents for parameter tuning, and we are pleased to see that the performance of MLR (the improved version) achieved a level similar to what we had in our submissions to TREC10.
• The baseline runs on the TREC10 and TREC11 test sets have a performance degradation of 66% to 94% (measured using F0.5), compared to the same system with MLR. This indicates that it is crucial to use the online relevance feedback for threshold calibration, and that MLR is an effective solution.
• Cross-resource parameter tuning (using the BN corpus) worked well for the Rocchio parameters, but less effective for the MLR parameters. This suggests that some parameters (those in MLR) are more sensitive to the differences (in the granularity of topics, for example) between the validation corpus and the test corpus, while other parameters (those in Rocchio) are less sensitive to that. Jointly considering the properties of both the parameters and the validation corpus (and its topics) is important for effective parameter tuning.
• Using 100% of test documents for validation ("cheating") was 16-24% better than the cases of using an external corpus (BN) for validation. However, the improvement over the cases of using heuristic setting of the MLR parameters was only 8-9%. This suggests that using the heuristic rules for MLR parameter setting is a robust solution, relative to tuning those parameters on an validation set when that set is not sufficiently large, or not representative for the test set.
DISCUSSION
What made MLR highly effective? We hope the following discussions shed light on both the problem and the solution.
Using both system-accepted and system-rejected documents is a major difference between MLR and many other adaptive filtering methods that use system-accepted documents alone for threshold calibration. Although relevance feedback is not available for system-rejected documents, the majority (98.8% on average in the TREC10 version of RCV1) of them are truly negative examples. Thus, using the scores of those documents, the system can make a reasonable guess about the mean and variance of the scores of truly negative examples, and how fast they change over time. Compared to the systems that ignore system-rejected documents in threshold optimization, our approach makes much better use of the available information. It is a simple and effective solution for a known problem in the filtering systems which use system-accepted documents only: the adapted thresholds tend to get higher and higher over time, yielding high precision at an unreasonable cost in recall [3] .
The ability of self-correction for sampling bias is another major characteristic of MLR, optimizing the threshold based on the temporal drift of margins. We can view adaptive filtering as an active learning process in which both the scoring function and the thresholding function of a classifier are changing over time based on newly available relevance judgments on partial data. In our adaptive Rocchio classifier, in particular, both the class centroid (determining the scoring function) and the truly optimal threshold change over time. Considering the centroid as the "seed" and the thresholding as a means to sample new training instances surrounding the seed, the adaptive filtering problem is equivalent to searching for the most informative training examples from the current state in the online learning process. Now we can ask what kind of reward function should be the choice for each step or few steps in the sampling. In MLR we chose the local drift in the margin (in both its center location and the width) as the basis of reward, with an attempt to avoid overpredicting or under-predicting to an extreme. Compared to an alternative thresholding strategy that makes the number of system-predicted "yes" proportional to the expected number of positive examples in a time interval, our strategy is score-driven and more sensitive to the temporal behavior of the system. Compared to the Rocchio baseline, which updates the prototype using relevance feedback but fixes the threshold, Rocchio using MLR is much faster to correct the "sampling bias" of the system and to adapt the prototype of a class toward the local trend (if any). Figure 2 shows the system-generated scores by adaptive Rocchio using MLR for the topic CIVIL WAR (labeled as R76). The TREC10-AF corpus was used as the data. A temporal drift of the margin between the two kinds of scores is apparent in both cases, and it is clear that the local regression effectively tracks the drift for the separation of the positive and negative streams. 
CONCLUSIONS
We presented a novel approach to the thresholding calibration problem in adaptive filtering, and the strong performance of this method on both the TREC10 and TREC11 benchmark data collections. Combining our results and analysis leads to the following conclusions:
• Rocchio using relevance feedback and margin-based local regression significantly outperformed the baseline Rocchio using adaptive profiles but constant thresholds.
• It is important to make an effective use of both systemaccepted and system-rejected documents in threshold optimization because using system-accepted documents alone has a fundamental weakness, that is, the difficulty of recovering from a low-recall situation once the system encounters it.
• It is evident that the margins produced by adaptive Rocchio tend to change over time in their locations and widths, and that margin-based local regression can effectively adjust the thresholds to avoid over-predicting and under-predicting extremes.
For future research, we would like to try classifiers other than Rocchio, e.g., Support Vector Machines, and extend MLR to allow different active learning strategies, such as uncertainty based sampling.
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