Abstract-This paper presents a constructive method for (sub)optimal finite-impulse response (FIR) approximation of infinite-impulse response (IIR) models. The method minimizes the Hankel norm of the approximation error by using an explicit solution to the norm-preserved dilation problem. It has advantages over the existing methods in that it is a unified method for both single-input single-output and multiple-input multiple-output systems which allows direct tradeoff between the least-squares and Chebyshev error criteria by using a single tuning parameter, and that the approximation algorithm is constructive and only involves algebraic manipulations rather than iteration and convex optimization procedures. The lower and upper bounds on the 2 and Chebyshev norms of the approximation error are derived and are related to the tuning parameter. The problem of approximating noncausal IIR models by causal FIR models is also formulated and solved. The effectiveness and properties of the proposed algorithms are demonstrated by examples.
I. INTRODUCTION

F
INITE-IMPULSE response (FIR) models have advantages in intrinsic stability, simple structure and easy implementation, thus are more preferred to infinite-impulse response (IIR) models in practical applications such as signal processing [1] , [2] , telecommunications [3] and control systems [4] , [5] . However, IIR models often arise from the modeling of systems and signals and the design of controllers and filters [1] , [2] , [6] . Therefore, effective methods are required to approximate IIR models by FIR models. In general, such an approximation problem can be stated as follows: Given and IIR model , which is a stable rational transfer function, find such that the norm of the error transfer function is minimized, where the specific form of the norm depends on the chosen approximation criteria.
Similar approximation problem also arises in FIR filter design, where FIR filters are used to approximate the desired frequency responses which are normally not rational transfer functions but some piecewise-constant and brick-wall form specifications of desired frequency responses. Such design problems have been studied extensively in the literature and many novel and effective methods have been obtained [7] - [14] . All these methods are frequency domain methods which use iterative frequency domain interpolation to find the required FIR approximation of the desired frequency response. In principle, these methods can also be used for FIR approximation of arbitrary IIR rational transfer functions with complicated forms of frequency responses. However, when the frequency response is complicated, the interpolation grid must be dense in order to capture the characteristics of the desired frequency response. This can significantly increase computation complexity of iterative frequency domain interpolation and make the frequency domain methods inefficient. Also, all these methods are developed for single-input single-output (SISO) systems, which cannot be used directly to obtain the optimal FIR approximation of the rational transfer functions with multiple-input multiple-output (MIMO) variables. Therefore, these frequency domain methods may not be best for the FIR approximation of arbitrary IIR rational transfer functions with complicated frequency responses.
Most of the existing works on FIR approximation of IIR rational transfer functions use time-domain methods. The simplest one is the direct truncation of the impulse response that minimizes the least-squares error criterion, or equivalently the error norm [2] . In [15] - [17] , the minimum Chebyshev error criterion that minimizes the Chebyshev error norm was used. In [16] , [17] , a method called Nehari Shuffle was proposed to minimize the Chebyshev error norm, and the upper and lower bounds on the approximation error were derived. However, the Nehari Shuffle did not provide optimal solutions with respect to Chebyshev norm. A direct Chebyshev norm optimization approach was recently derived in [15] using linear matrix inequalities (LMIs). This approach can achieve nearly optimal Chebyshev error norm. All these methods are developed for MIMO systems, including SISO systems as a special case. But none of these methods is capable of tradeoff approximation.
Apart from the above problems, all these time-domain approximation methods require iterative calculations, which are computationally expensive and may suffer from slow convergence (see Section V for demonstrative examples). To our best knowledge, there has been no time-domain direct tradeoff method for FIR approximation of IIR models, and there has been no time-domain approximation algorithm that does not involve iterative calculations.
To overcome the difficulties of time-domain approximation methods discussed above, this paper considers the Hankel norm minimization of the approximation error. Hankel-norm approximation has been extensively studied in model reduction after the remarkable work of Glover [18] , [19] . However, the problem considered in this paper is different from that of [18] where a lower order IIR model is constructed for a given high-order IIR model and rather complicated balanced realization and truncation are required. The method proposed in this paper has the following advantages.
• It is developed for MIMO systems, including SISO systems as a special case.
• It allows direct tradeoff between the least-squares criterion and Chebyshev criterion by using a single tuning parameter.
• The design algorithm is constructive and only involves algebraic manipulations rather than iteration and convex optimization procedures (such as LMIs).
• There is no need to carry out balanced realization and truncation as in [17] .
• Lower and upper bounds on the and Chebyshev norms of the approximation error are provided and are related to the tuning parameter. The remainder of the paper is as follows. Section II provides some necessary background on Hankel operators and norm-preserved dilations. The basic approximation algorithm is developed in Section III and its extension to noncausal systems is given in Section IV. Section V discusses how to incorporate frequency weighting in the approximation algorithm. Computation examples are given in Section VI to show the effectiveness and properties of the proposed method. Finally the paper is concluded in Section VII. It is well known that and can be computed from the following Lyapunov equations, respectively:
The realization is minimal if and are nonsingular [20] .
For causal and stable with minimal state space realization , where is the impulse response of at time , , , and , the norm of , denoted by , is given by
The norm (or Chebyshev norm) of , denoted by , is given by (4) It is assumed that the right hand sides of (3) and (4) are all well-defined for simplicity. For more rigorous definitions, please refer to [20] [18] , [20] , [21] for details.
Lemma 1: For the above the following holds.
where and are the controllability and observability Gramians, respectively.
B. Norm-Preserved Dilations
Consider the block matrix , where , , and are matrices of compatible dimensions, and denote
The norm-preserved dilation problem is to find such that is minimized for the given matrices , , and . Denote (5) The following results [22] play a very important role in our development.
Lemma 2: The in (5) is given by Moreover, for a given , the solution set such that can be characterized by (6) where is an arbitrary contraction with , and and are contractions satisfying (7) (8) The following lemma gives a more explicit formula when . Lemma 3: Assume that and . Then one solution of such that is given by
The norm-preserved dilation problem is solved independently by Parrot and Davis et al. For more details, please refer to [22] .
III. HANKEL-NORM FIR APPROXIMATION
A. Development of the Algorithm
This section develops the algorithm for Hankel norm FIR approximation. The problem considered is as follows. Given an IIR model , find an th-order FIR model with , that minimizes , the Hankel norm of , where is the approximation error. The reason to consider the delayed error is that the Hankel norm of a transfer function is unrelated to its constant term, and that the delay operator preserves the and Chebyshev norms. The relation of the Hankel norm, norm and Chebyshev norm for and are given in the following lemma.
Lemma 4: Let and with . Then
where is the th Hankel singular value of and . Proof: The equalities in (10) follow directly from the definition of and Chebyshev norms. The first two inequalities in (11) are shown by [23, Th. 4.2] , and the last inequality is shown in [17] , [20] .
Lemma 4 shows that the Hankel norm can be seen as a tradeoff between the norm and Chebyshev norm. The following theorem is important to the development of new approximation algorithm. (1) and (2), respectively.
Proof: Note that can be written in the state space form as , where
Thus, for , the Lyapunov (1) and (2) (16) and (17) (18) It then follows from Lemma 2 that Moreover, there exists such that . Substituting , and into the formula (6), it is easy to obtain (14) after some direct algebraic manipulations. This proves (i) and (ii).
Obviously . Substituting , and into (9) gives (19) By Lemma 3, the satisfying the above equation gives rise to . This proves part iii). Remark 1: Theorem 2 is instrumental to the development of Hankel norm approximation algorithm. To develop the algorithm using the theorem, we recall the following well known fact [17] : a causal transfer function can be written in the form , where (20) with being the first impulse responses of , and is a strictly proper transfer function. In the direct truncation method, as given in (20) is used as the th-order FIR approximation of , and is the truncation error that has the minimum norm among all th-order FIR approximations. The theorem below will show that from , an FIR filter can be constructed such that for a prescribed satisfying , the delayed approximation error defined below attains . (23) for any . This proves part i).
To prove part ii), a constructive approach will be used to show that can be computed if is obtained. Now assume that a state-space realization for is given by (24) Then the controllability and observability Gramians and can be computed from (1) and (2), respectively. Since , it then follows from part iii) of Theorem 2 that there exists such that where is defined by (22) . Moreover, one is given by (25) Following the same line as the proof of Theorem 1, it is easy to check that a state space realization for is given by (26) where and
The controllability and observability Gramians and for the state space realization (26) are as shown in (27) and (28) at the bottom of the page. The proof is then completed by noting that we can now compute by Theorem 2 again.
Remark 2: Substituting (26)- (28) to (25), the following formula with lower computational load can be obtained after some straightforward operations.
(29)
The formula holds for and . The proof of Theorem 3 shows how the direct truncation can be modified to obtain the th-order (sub)optimal Hankel norm FIR approximation of a given IIR filter . The procedure is summarized in the algorithm below. (14), the optimal solution with can also be obtained, although it is not explicit. Actually, the optimal solution can be obtained from Algorithm 1 by simply using the pseudo-inverse of if it is singular.
B. Properties of the Algorithm
The following Corollary gives lower and upper bounds on the and Chebyshev norms of the approximation error of Algorithm 1, and reveals the relationship between these bounds and the parameter in the algorithm. Remark 4: Corollaries 1 and 2 have revealed a very important property of the parameter in Algorithm 1. In fact, is a direct tuning parameter for the tradeoff between the least squares and Chebyshev criteria. This can be easily observed from (33)-(35) and (37). Generally speaking, for all , the smaller the is, the smaller the is, and vice versa. On the other hand, the larger the is, the smaller the is, and vice versa. Furthermore, if , then , the minimum error norm attained by direct truncation.
This tradeoff function of will be further demonstrated through computation examples in Section VI.
IV. APPROXIMATION OF NONCAUSAL SYSTEMS
There are situations where causal filter (transfer function) approximation of noncausal filters are required [17] , [24] . This section considers the problem of approximating a noncausal by a causal FIR filter. So far, we have developed algorithms to obtain the Hankelnorm FIR approximation of causal and anticausal IIR filters, re-spectively. For a general noncausal IIR filter, we have the following algorithm using the treatment in [17] , [24] .
Algorithm 3
1) Decompose the noncausal into its causal and anticausal (both stable) components:
. 2) Use algorithm 1 to get the Hankel-norm FIR approximation to . 3) Use algorithm 2 to get the Hankel-norm FIR approximation to . 4) Obtain the approximation as .
Corollary 4:
For , let be obtained by Algorithm 3, let , , and . Then
Proof: Note that
The results then follow directly from Corollary 1 and Corollary 3.
V. FREQUENCY WEIGHTED HANKEL-NORM FIR APPROXIMATION
The approximation method presented in Section III can be extended to incorporate frequency weighting although not straightforward. This section discusses how this can be done and the associated difficulties and possible solutions. To simplify the presentation, only the input weighting will be considered here. The results carryover easily to the output weighting and the combination of input and output weightings.
Let be an invertible frequency weighting function of the form with . Define the frequency weighted approximation error and the delayed frequency weighted approximation error . Using (21), can be written as (38) The Hankel norm FIR approximation now is to find s that minimizes .
Define and (39) with . Then can be further written as
Notice that is a strictly proper transfer function with and that (40) is in the same form as (21) . By Theorem 3, for any , a can be constructed such that . Therefore, Algorithm 1 can be used to obtain such a . Because is invertible, the s that give can be solved by (41) where is the transfer function defined in (39). Substituting the solved s into (32) gives the required FIR approximation . As seen from above, the weighting function needs to be FIR, and its inverse is required in (41) to find the optimal FIR approximation. These impose some constraints on the design of . The order of will impact both the approximation error and the computation complexity. A careful design is therefore required to tradeoff between these two factors. The extraction of s from (41) relies on the cancellation of the (transmission) zeros of with the poles of . If these zeros and poles are not exactly same due to computation errors, the precise cancelation may not be possible. For SISO systems , an approximated solution of s for such a case can be obtained by taking the th-order quotient of the long division. For MIMO systems, the approximated solution is yet to be found. All these issues are currently being investigated.
VI. EXAMPLES
This section presents examples of FIR approximation of IIR models to illustrate the proposed algorithms.
Example 1: Consider the following sixth-order IIR filter: This is the model of spindle vibration we obtained at a hot steel rolling mill for prediction and reduction of mechanical failure [25] . The model is nonminimum phase and has a pole very close to the unit circle in the -plane. Hence, it is prone to numerical error and not suitable for digital signal processing (DSP) implementation. To overcome this implementation difficulty, an FIR approximation is required. As shown in Fig. 1 (original , all the three methods achieve much better approximation. For the first spike at , Algorithm 1 (with ) and norm optimization attain almost the same approximation errors, while direct truncation attains a larger error. For the second and third spikes at , 2.02, Algorithm 1 and direct truncation attain almost the same approximation errors, whereas norm optimization attains a much larger error. Apparently, Algorithm 1 achieves the best of both worlds. Fig. 3 compares the and Chebyshev norms of approximation errors at different length attained by Algorithm 1, direct truncation and norm optimization. Again, the parameter in Algorithm 1 is chosen as . As can be seen from the figure, for all , the error norms of these three methods are all below their respective Chebyshev error norms, and the (Chebyshev) error norm of Algorithm 1 is above (below) that of direct truncation and below (above) that of norm optimization. These agree with the analysis of Corollary 1, and demonstrate that Algorithm 1 truly provides a tradeoff between the Chebyshev and approximation criteria. The figure also demonstrates that the difference of these three methods are significant when the length is smaller. As increases, the difference becomes less significant. When is sufficiently large, these three methods produce the same FIR approximation. Fig. 4 shows the and Chebyshev error norms of the approximation attained by Algorithm 1 with different values, and compares these norms with those attained by direct truncation and norm optimization. As can be seen from the figure, for all satisfying , the (Chebyshev) error norm of Algorithm 1 is always below (above) that of norm optimization and above (below) that of direct truncation. When increases from its minimum feasible value , the Chebyshev error norm of Algorithm 1 increases from its minimum value, while its error norm decreases from its maximum value and approaches the minimum error norm attained by direct truncation as . These verifies the analysis of Corollary 1 and demonstrate that the parameter in Algorithm 1 is truly a direct tuning parameter for the tradeoff between the Chebyshev and least squares approximation criteria. 
Example 2:
This example considers FIR approximation of an 8th-order Chebyshev filter generated by the MATLAB command cheby1(8,0.5,0.3). It is presented here to demonstrate the behavior of Algorithm 1 in approximation of an IIR model with close to brick-wall frequency response, but not to show or suggest the indirect FIR filter design using Algorithm 1. This example is also used in [15] , [17] . However, the IIR filters given there are unstable due to the roundoff of filter coefficients. This also shows why IIR filter is not preferred in practical use. Fig. 5 compares the frequency responses of the original Chebyshev filter and the 32-tap FIR filters obtained by Algorithm 1 (with ), direct truncation and norm optimization. As can be seen from the figure, direct truncation gives the best approximation within the pass and stop bands, but its transit band approximation is rather poor, particularly on the pass band boundary. Contrary to direct truncation, norm optimization gives the best approximation on pass band boundary, but its pass and stop band approximation errors are about 20%, which makes it almost useless. Compared with these two methods, Algorithm 1 gives a better approximation than direct truncation on the pass band boundary and a much better approximation than norm optimization within the pass and stop bands. So it has the advantages of both methods. Fig. 6 shows the effects of on the frequency responses of the 32-tap FIR filter obtained by Algorithm 1. As can be seen from the figure, the larger the , the closer the frequency response to that of the FIR filter obtained by direct truncation. Comparing the figure with Fig. 5 , it can also be seen that the smaller the , the closer the frequency response to that of the FIR filter obtained by norm optimization. These again verify the analysis of Corollary 1 and demonstrate the tradeoff function of the parameter between the Chebyshev and least squares criteria. Fig. 7 compares the and Chebyshev norms of approximation errors at different length attained by Algorithm 1, direct truncation and norm optimization. The parameter in Algorithm 1 is chosen as . Similar to that of Example 1 shown in Fig. 3 , the error norms of these three methods are all below their respective Chebyshev error norms, and the (Chebyshev) error norm of Algorithm 1 is above (below) that of direct truncation and below (above) that of norm op- timization. These again agree with the analysis of Corollary 1 and demonstrate that Algorithm 1 truly provides a tradeoff between the Chebyshev and approximation criteria. The figure also reconfirms that the and Chebyshev error norms of these three methods all decrease as increases and all vanish when , and that the difference of these three methods is significant when the length is small and becomes less significant as increases. Fig. 8 shows the and Chebyshev error norms of the approximation attained by Algorithm 1 with different values, and compares these norms with those attained by direct truncation and norm optimization. Comparing Fig. 8 with Fig. 4 , it can be seen that Algorithm 1 exhibits exactly the same property as in Example 1, particularly, the effects of on the and Chebyshev error norms are exactly the same. This further verifies the analysis of Corollary 1 and demonstrates that Algorithm 1 provides a tradeoff between the Chebyshev and approximation criteria, and that is the direct tuning parameter for the tradeoff between the Chebyshev and least squares approximation criteria.
Example 3: This example demonstrates the behavior of Algorithm 1 in approximation of a high-order IIR model generated by MATLAB command butter(30,0.3), and com- This is the model of an industrial dry process rotary cement kiln given in [26] . The original model data is given in state space form and is converted to the above transfer matrix. An FIR model with and is computed using Algorithm 1. The singular value frequency responses of and are compared in Fig. 10 . The reason for such a comparison is that for MIMO systems the singular value frequency responses are the principal gains between inputs and outputs, which are the MIMO system extension of SISO system frequency response and are widely used in the analysis and design of MIMO systems [20] . As can be seen from Figs. 11 and 12, the 17-tap FIR approximations of Algorithm 1 rather precisely capture the frequency characteristics of the original IIR transfer matrices. Compared with the original IIR transfer matrices, the FIR approximation matrices have much less complexity and are numerically more robust due to their intrinsic stability.
Remark 5: As can be seen from Fig. 8 and Fig. 4 , direct truncation minimizes the error norms while pushing the Chebyshev error norm to a rather large value; opposite to direct truncation, norm optimization minimizes the Chebyshev error norm while pushing the error norm to a rather large value. The gap between the error norms and the gap between the Chebyshev error norms of these two methods are rather large. When is close to its minimum feasible value , Algorithm 1 is similar to norm optimization. Its Chebyshev error norm is close to the minimum value attainable by norm optimization, and its error norm is below that of norm optimization but quite far away from the minimum value attainable by direct truncation. However, with an increased , Algorithm 1 can attain a significantly reduced error norm without much increase of Chebyshev error norm. This is a very desirable property.
Because Algorithm 1 involves only algebraic manipulations, it is much faster than the existing time-domain methods [15] - [17] which involve iteration and convex optimization. Tests have been performed using MATLAB on a Toshiba Tecra Notebook computer with a 1.7GHz Pentium(R)M processor to compare the computation time of Algorithm 1 with that of LMI based norm optimization [15] . For Example 2, Algorithm 1 used 0.3710 second to compute the 32-tap FIR approximation filter, while LMI based norm optimization took a few minutes. For Example 3, it took 5.4980 seconds for Algorithm 1 to compute the 128-tap FIR filter, whereas LMI based norm optimization could not obtain any result after hours and had to be abolished. Table I summaries the comparison results of Examples 1-5.
VII. CONCLUSION AND DISCUSSION
A time-domain constructive method is presented to obtain the optimal FIR Hankel norm approximation for a given IIR rational transfer function. The method has advantages over the existing methods in that it is a unified method for both SISO and MIMO systems which allows direct tradeoff between the least-squares and Chebyshev error criteria by using a single tuning parameter, and that the design algorithm is constructive and only involves algebraic manipulations rather than iteration and convex optimization procedures. Hence, the proposed method is practically more useful, efficient and reliable than the existing time-domain methods. The lower and upper bounds on the and Chebyshev norms of the approximation error are derived and their relations to the tuning parameter are established. The problem of approximating noncausal IIR filters by causal FIR filters is also formulated and solved. The effectiveness and properties of the proposed algorithms are demonstrated by examples.
The tuning parameter in Algorithm 1 controls directly the tradeoff between the least-squares and Chebyshev error criteria. But it is not a direct measure of either error. Hence, the control is not rigorous. As shown in Section V, the presented method can be extended to incorporate frequency weighting. However, the full solution is yet to be developed. These are weaknesses of the presented method and subjects of our current research.
