. Introduction
26
Decision making under uncertainty is a pervasive characteristic of conservation biology. Some-27 times, the scientific uncertainty can be so severe that it paralyzes decision making, or causes deci-28 sions to be made solely on social grounds, without being informed by science. Current quantitative 29 approaches to decision making usually rely on being able to construct models or scenarios that illu-30 minate the consequences of decisions for various stakeholders. Managers of wildlife populations use 31 population projection matrices (Caswell 2001 ) to assess decisions with increasing frequency, but pa-32 rameters in these matrices are inherently uncertain. Unfortunately, the standard tools for assessing 33 approach does not require the perturbations to be small, can handle simultaneous uncertainty in 48 several parameters, and does not require strong distributional assumptions.
49
Suppose that the model (determined by the data) for the population in question predicts long-50 term growth. Our focus is to determine how uncertain the data can be before the model loses this 51 property. Roughly speaking, the robustness of a desired property (such as long-term population 52 growth) to uncertainty or perturbation of data is a measure of how much the data can be changed 53 before the desired property is destroyed. A general framework of robustness analysis, which has 54 been developed in the field of control theory, has been adapted for population dynamics in ecology 55 by Hodgson and Townley (2004) . The robustness approach adopts a different viewpoint to that 56 typified by sensitivity/elasticity analysis: the latter is microscopic, perturbing away from a nominal 57 model and focusing in on the infinitessimal dependence of a specific dynamical property on the 58 perturbation; the latter is essentially macroscopic and focuses in on perturbation as a function of 59 required dynamical property. Hodgson and Townley (2004) tabulates a clear comparison between 60 these micro. vs. macro-scopic approaches.
61
Whilst we build on the approach in Hodgson and Townley (2004) , our approach differs from 62 theirs in several ways. Most importantly our focus is on robustness of population growth (at least 63 one eigenvalue greater than one in modulus), which is more delicate than their simpler problem of 64 robustness of population decline (all eigenvalues less than one in modulus). In addition, we describe 65 all acceptable uncertainties, while they give the answer in terms of the stability radius, which gives 66 a distance that the data can be changed before causing the desired property to be lost.
67
The methods presented here are generalizable to all population projection matrices, but we hacking (young falcons slowly reintroduced to the wild in stages), and the release of over 6000 73 peregrines helped populations recover (Craig, et. al. 2004) .
74
With over 2000 breeding pairs in the United States, the population is again increasing, and In July 2005 controversy arose over the number of falcons currently being harvested in Oregon.
83
The Audubon Societies of Portland and Denver, the Center for Biological Diversity, and the New A. However, it is more difficult to determine the effect of independent perturbations of two or more 110 underlying parameters. It is our goal to determine which combinations of perturbations maintain 111 population increase, and which lead to population decline.
112
We denote the actual population projection matrix byÃ, and we write
where P is called the perturbation matrix. We do not know P, and hence do not knowÃ exactly.
114
The nonzero entries of P correspond to the uncertain entries of A. If the actual matrix is close 115 to the nominal matrix (i.e. the data is accurate), then the entries of P will be small, but this is 116 not guaranteed. The long-term population growth rate is directly determined by λ(Ã), which we 117 denote by λ.
118
If the dimension of the population vector is n, then the matrices A,Ã and P have n 2 entries.
119
The uncertainties are typically structured, and can be described by m parameters (p 1 , p 2 , . . . , p m ),
120
where m ≤ n 2 . The smaller the number of parameters we consider, the more tractable the analysis 121 will be, so this approach will be easier if we consider only the most significant parameters, for 122 instance, the parameters which affect λ the most, or the most uncertain parameters. We say that Now consider the subset of S given by
This is the set of (p 1 , p 2 , . . . , p m ) which lead to a leading eigenvalue of 1. Mathematically, this set 129 is a hypersurface. If we are considering two uncertain parameters, then m = 2 and C is a curve;
130
this is the case which is illustrated in this paper. If we are considering three uncertain parameters, then m = 3 and C is an ordinary surface (that is, a two dimensional object in three dimensions). exactly which combinations of uncertainties maintain and destroy population growth.
142
If we are concerned with maintaining a particular growth rate, say 3%, then we would replace
Furthermore, it should be pointed out that for some applications we will be interested in maintaining 145 population decay, in which case the good perturbations will be on the side of C which guarantees
147
It still remains to find an equation for C. It is easy to find the hypersurface on which some 148 eigenvalue ofÃ is 1: Letting I denote the n × n identity matrix, this hypersurface is
For the peregrine falcon model, in Appendix B we determine Γ manually, and we show that Γ
150
is the same curve as C by using an analytical argument based on the Peron-Frobenius Theorem respectively, and the population vector is
The population vector during year k is denoted x k , and (x k ) ∞ k=0 satisfies the discrete time
where A is the population projection matrix. 
We use parameter values estimated from the peregrine falcons in Colorado, USA ( 
Harvesting can effect the nesting habits of the parents and the survivorship of the re-lost early (Ratcliffe 1993 growing, then a high percentage of 2 year old birds will breed as there is less competition.
211
Hence we consider B to be the most uncertain of the parameters.
212
In Figure 1 , we see how λ is affected by changes in each of the parameters. When parameter from the nominal value (e.g. p = −.1 represents a 10% decrease in the parameter).
217
The y axis gives the value of λ obtained when that entry is changed and other entries are not 218 changed. These curves are obtained using (A.2) in Appendix A. From these graphs we see 219 that changes in S 2 are more important to λ than changes in S 1 or S 0 . Since the long-term 220 growth rate λ is most sensitive to S 2 , and B is the most uncertain parameter, we look at how 221 λ is affected by simultaneous changes in B and S 2 . In particular, we will determine what 222 changes can be tolerated in B and S 2 without destroying the conservation property λ > 1.
223
The traditional approach to analyzing the affect of a change of p to a parameter a on 224 λ is via sensitivity analysis. The sensitivity of λ to a is the instantaneous rate of change 225 in λ with respect to a, i.e. it is dλ/da evaluated at the nominal value of a (see Table ? ?).
226
Even though sensitivity analysis is only guaranteed accurate for small p, in this case the 227 sensitivities in Table 1 lead to the same conclusion as the graphs in Figure 1 .
228
We now analyze the effect of simultaneous changes in both B and S 2 . We parameterize 229 the change in B by p 1 , and the change in S 2 by p 2 , where p 1 is an absolute change and p 2 is 230 a relative change. In particular, we want the perturbed matrix to be
As in Appendix A, we write
and
The admissible range of p 1 is 0 to 1, where p 1 = 1 implies all 2 year old females breed.
235
The admissible range of p 2 is constrained so that the term S 2 (1 + p 2 ), which is a probability,
236
is between 0 and 1, so p 2 ranges from −1 to 0.25. Thus the set of admissible perturbations 237 is described by
We wish to find the set of (p 1 , p 2 ) in S so that λ > 1. We can easily find a curve in the
239
(p 1 , p 2 ) plane on which some eigenvalue (not necessarily the largest eigenvalue λ) is equal 240 to one. Hence on this curve λ must be greater than or equal to 1. If we can prove that on that curve gives the values of (p 1 , p 2 ) for which λ > 1.03 for A.
259
It is possible to approximate the effect of multiple large perturbations using sensitivities approximation, could easily be more severe.
267
The effect of harvesting on long-term growth
268
We now examine the effect of harvesting on the largest eigenvalue λ of the modified 269 population projection matrix A h (see (5) 
284
If our objective is to maintain 3% population growth even with harvesting, then we can 285 recalculate our curves as we did for the no harvesting model (Figure 2 ). Although we do 286 not show the figure it is straightforward to calculate that 3% population growth cannot be 287 maintained with 5% harvesting, unless our nominal value of S 2 is an underestimate, or at Toolbox in MATLAB, see electronic supplement).
310
It is widely reported that predictions of the perturbations needed to effect a given change makes all of these predictions easily and without approximation errors.
322
The notion of using direct perturbations of the life cycle to improve decision making in 323 conservation biology was put forward for empirical perturbations by Ehrlen and van Groe-324 nendael (1998). They suggested that the tools of "Life 
