Der fubinische satz. I  by Ridder, J.
MATHEMATICS 
DER FUBINISOHE SATZ. I 
VON 
J. RIDDER 
(Communicated at the meeting of September 24, 1960) 
Die Reduktion von mehrfachen Integralen zu iterierten Integralen 
wurde in unserer Arbeit: Die Einfuhrung von beschrankt- und total-
additivem Mafj I, II, diese Proceedings, Series A, vol. 59, 143-165 (1956), 
insbes. S. 159-165 behandelt, ausgehend von der maBtheoretischen Ein-
ftihrung abstrakter Integrale. In einer spateren Arbeit: Das abstrakte 
Integral I-III, diese Proceedings, Series A, vol. 62, 211-228, 361-375 
(1959) wurden durch Spezialisierung (in den Paragraphen 10 u. 22) 
Riemann-Stieltjessche und Lebesgue-Stieltjessche Integrale erhalten, 
welche mit den korrespondierenden Integralen aus der erstgenannten 
Arbeit zusammenfallen. Die in den Definitionen der Integrale aus der 
Arbeit von 1959 angewandten Verfahren sind teilweise maB-, teilweise 
funktional-them:etisch. Im AnschluB an STONE 1) wollen wir sie hier 
benutzen bei einer erneuten Behandlung von Satzen vom Fubini-Typus 
fur die genannten Integrale. 
A. Der Fubinische Satz beim abstrakten ,Riemann"-
Integral. 
§ l. Zugrunde gelegt wird (unter A) die Integraldefinition entwickelt 
in den Par. 6-10 der Arbeit: Das abstrakte Integral I-III 2). 
In den Grundmengen (abstrakten Raumen) X(J) (j = 1 oder 2) seien 
Mengenkorper k(i), mit zugehorigen beschrankt additiven Mengen-
funktionen uU>(eU>), eU> E kU>, gegeben; die zugehorigen positiven-, nega-
tiven- und Total-Variationen seien pU>(e<J>), nU>(e(J>) und t<i>(e(J>). 
Im Produktraum X<1•2>- X<l) x X<2) sei k(1,2) der kleinste Mengen-
korper, welcher die Klasse k(l) x k<2) der Produktmengen e(l) x e<2>, mit 
e<1> E k(l>, e(2) E k<2>, enthalt. Dann ist jede zu k(l,2) gehorende Menge 
Summe von endlich vielen, paarweise fremden, zu k<I) x k(2) gehorenden 
Mengen 3). 
Definition. Wenn eine zu k(l,2) gehorende Menge sich darstellen 
n 
laBt: ! ei<1> x ei<2>, mit ei<1> E k(l>, ei<2> E k<2>, (ei<1> x ei<2>) · (e1<1> x e1<2>) = 0 
i~l 
1 ) Siebe M. H. STONE, Notes on Integration III, Proc. Nat. Ac. Sci U.S.A. 34, 
483-490 ( 1948). 
2 ) Siebe diese Proceedings, Series A, 62 (1959). 
3 ) Siebe etwa RIDDER, Fund. math. 24 (1935), S. 88. 
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(i # j), so sei 
n n 
u<1,2l( _L et<1l x ei(2l) = _L u<ll(et(1l). u<2l(et<2l). 
i-1 i-1 
Der Wert von u<1,2) ist fiir jede Menge von k(1,2l unabhangig von der 
gewahlten Zerlegung; u<1,2) ist fiir die Mengen von k(1,2) beschrankt 
additiv, ebenso wie ihre positive-, negative- und Total-Variation, 
~(1,2) bzw. n<1,2) bzw. !(1,2). 
Bei e<1l E k(ll, e(2) E k(2) ist: 4) 
(I) ~(1,2l(e(ll x e(2l) =p(ll(e<1l) -p<2l(e<2l) + [n<1l(e(ll)f·[n<2l(e<2l)[, oder 
=~1 (1,2l(e<1l x e<2l)+~2 (1,2l(e<1l x e<2l), 
(Ibis) [n(1,2l(e<1l x e(2l)[ = [n<1l(e<1l)[·p<2l(e<2l)+p<1l(e<1l)·[n<2l(e<2l)[, oder 
= q1 (1,2l(e<1l x e<2l) + q2(1,2l(e(ll x e<2l), 
und 
(Iter) t<1,2l(e<1) x e<2l)=t(ll(e(ll) .f(2l(e<2l). 
Zu den (wie oben definierten) Mengen von k(1,2) gehort eine Klasse 
£(1,2) von Treppenfunktionen { tp(x<1l, x<2l)}; dabei ist eine derartige Funktion 
darzustellen als eine Summe 
n L ai. Xe;(I> x e;t2> (x<1l' x(2l), 
i-1 
mit { ai} (reelle) Konstanten, Xe;t1> x e;t2> charakteristische Funktion von 
ei(1) x ei(2). Die Funktionen von £(1,2) sind reellwertig und beschrankt; 
dane ben gilt: 
Io fe£<1,2l,ge£1(,2l-+a·f+b·geL<1,2l, mit a und b willkiirliche 
reelle Konstanten; 
2° f(x(ll, x<2l) E £(1,2), g(x<1l, x<2l) E £(1,2)-+ 
-+Max. (f(x<ll, x(2l), g(x<1l, x<2l)) E £(1,2), 
Min. (f(x(ll, x<2l), g(x<1l, x(2l)) E £(1,2); 
3° f-;;;;_g (Verabredung), falls f(x(ll,x(2l)-;;;;_g(x<1l,x<2l) fiir jedes (x<1l,x<2l) E 
E X(1,2) (f E £(1,2), g E £(1,2)). 
£(1,2) ist dadurch ein V ektorverband ( oder Rie(Jscher Raum). 
In analoger Weise lassen sich in X<1l und X<2l Klassen £(1) bzw. £(2) 
von Treppenfunktionen einfiihren, ausgehend von den zu k<1l bzw. k<2l 
gehorenden Mengen; auch £<1) und L<2l lassen sich als Vektorverbande 
auffassen. 
n 
Definition. Fiir tp(x(il) = .L ai(j) • Xe;(j) (x(i)), mit {ai<Jl} reelle Kon-
i-1 
4) Siehe RIDDER, Nieuw Archief, Amsterdam (2) 19: 1, 2 (1936), S. 31-39, 
insbes. S. 33. 
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stanten, Xe;Ul charakteristische Funktion von eiU> E LU> (j = 1 oder 2) sei 
n 
JU> ( cp) = L ai (j) • uU>( eiU>); 
i~l 
die ei<i> brauchen dabei nicht als paarweise fremd angenommen zu werden. 
n 
Definition. Fur cp(x<1>, x<2>)- .L ai · Xe;<IJ x e;<2J (x(l), x<2>), mit {ai} reelle 
i~l 
Konstanten, Xe;<IJ x e;<2J charakteristische Funktion von ei<1> x ei<2>, und 
ei<i> E L(j) (j = 1 oder 2), sei 
und 
n 
J(1,2l(cp) = L ai. u(l,2l(ei(1) x ei<2>), 
i~l 
n 
lt<I,2J (cp) = .L ai · t<1•2>(ei(1) x ei<2>); 
i~l 
auch die ei(1) x ei<2> brauchen nicht als paarweise fremd vorausgesetzt zu 
werden. 
Bemerkung. Analoge Definitionen von Funktionalen J'p/1·2), lqp.2l in 
X(l,2) (j = 1 oder 2), und von Funktionalen lpuh JlnUll' lt<JJ in XU>(j = 1 
oder 2) liegen auf der Hand. 
Satz. Die fur die Funktionen von L(j) definierten Funktionale 
(Elementarintegrale) Ip<JJ, Jln(j)l, It(J) (j = 1 oder 2) sind linear und von 
nicht-negativem Typus; 5) ebenso die fiir die Funktionen von L(1,2) 
definierten Funktionale J'fJJ'l·2h lqp.2J, Jt<I,2J· Die korrespondierenden Funk-
tionale (Elementarintegrale) JU>(j = 1 oder 2) und ](1,2) sind linear und 
von beschranktem Typus 5), wobei ltuJ absolute Majorante von JU>(j = 1 
oder 2), lt<l,2J absolute Majorante von J(1,2) ist. 
Diese Elementarintegrale erfilllen Bedingung b 6), wodurch in den 
Raumen XU> (j = 1, 2) und X(1,2) die im Anfang dieses Par. zitierte 
Integraldefinition anwendbar wird. 
Jede Funktion cp(x<1>, x(2)) E L(1,2) ist, bei konstantem x(1) eine Funktion 
aus L<2> (ev. identisch Null), bei konstantem x(2) eine Funktion aus L(1>; 
die Elementarintegrale J(1l(cp) und J(2l(cp) sind in X<2) bzw. X<1> zu L<2> 
bzw. L<1> gehorende Treppenfunktionen. Unschwer leitet man folgende 
Relationen ab: 
(2) 
(2bis) 
( 2ter) 
J(1,2)(cp) = j(l) [J(2)(cp)] = ](2) [J(l)(.p)], 
lt(l,2)(tp) = lt(l) [Jt(2)(cp)] = Jt(2) [lt(l)(cp)], 
J'pl(l,2)(cp) = Jp(l) [Jp(2)(cp)] = Jp(2) [Jp(l)(cp)], 
nebst analogen Relationen bei l'fJ2<I,2J(cp), lq1<I,2J(cp), lq2<I.zJ(cp) [vergl. (1) und 
( 1 bis)J. 
5 ) Vergleiche die Definitionen loc. cit. 2), S. 213. 
6) Siehe loc. cit. 2), S. 221. 
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§ Ibis. In den Produktraumen XU> x R1(j = 1, 2) und X<1·2> x R1 (wobei 
R1 der Raum der reellen Zahlen) lassen sich die Satze 1 und 2, loc. cit. 2), 
s. 212, 213, anwenden. In xu> X R1 fiihren sie zu Mengenkorpern KU>, 
in X<1,2) x R1 zum Mengenkorper K<1,2), und zu fiir die Mengen dieser 
Korper beschrankt additiven, aus ]<J> bzw. J(1,2) hervorgehenden Mengen-
funktionen fPU> bzw. fP(1,2), mit positiven-, negativen- und Total-Varia-
tionen G<J>, G<1,2); gU>, g<1,2); T(J), T<1,2); ftir auBere Ordinatenmengen 
.Qa(tp(x(i)); XU>), .Qa(tp(x(1), x(2)); X(l,2)), wobei tp(xU>) E LU>, tp(x(1), x(2)) E 
E L(1,2), alle tp ~ 0, ist dabei 
fPU>[.Qa(tp(xU>); X(J))] = ]U>(tp(x(i))); fP(1,2)[.Qa(tp(x(1), x(2)); X(1,2))] = 
= J(1,2)(qy(x<l), x<2>)). 
Nach loc. cit. 2), S. 228 ist fiir charakteristische Funktionen Xeul> Xe<l> x e<2J. 
mit e<J> EkU>, 
\ TU>[.Qa(Xe<J); XU>]= tU>(eU>); T<1,2)[.Qa(Xe<l>xe<2>; X<1,2)] = 
~ = t<1,2)(e<1> x e<2>). (3) 
Auch lassen sich (nach loc. cit. 2), S. 228) KU>, K<1,2), und k(J), k(1,2) 
erweitern zu Klassen K 1<J>, K 1(1,2) bzw. k1<J), k1<1·2>, ftir deren Mengen 
auBere und innere MaBe T a<J), Tt(J), T a<1·2>, Tt<1•2> bzw. ta<J), tt<J), ta<1•2>, tt<1•2) 
definiert sind. Aus diesen Mengen gehen die Korper K 2U>, K 2<1,2) von 
T(J) - bzw. T<1,2) - meBbaren Mengen (vollstandige MaBe mT<il> mT<l,2J), 
und die Korper k2(J), k2<1•2> von t<J> - bzw. t<1•2> - meBbaren Mengen 
(vollstandige MaBe 'Vtul> Pt<l,2J) hervor. Mit (3) laBt sich zeigen, daB ftir 
jede Menge eU> E k2U> {jede Menge e E k2(1· 2>} die auBere Ordinatenmenge 
.Qa[Xe<J); XU>] E K2(J) {die auBere Ordinatenmenge .Qa[xe; X(1,2)] E Kz(1,2)}, 
und umgekehrt, gilt, wobei dann: 
(4) mT<f)[.Qa(Xu>; X(J))] = Pt(i)(e(J)) {mT<l,2J[.Qa(xe; X(l,Z>)] = Pt<l,2J(e)}. 7) 
§ 2. Ftir eine nicht-negative Funktion f(x<1>, x<2>) mit der zugehorigen 
au(Jeren Ordinatenmenge FE K1 (1,2) (in X<I.2) x R1) gibt es zu willktirlich 
positivem e eine nicht-negative Treppenfunktion f0(x<1), x(2)) E L(1,2) mit 
auBerer Ordinatenmenge F 0 ~ F und T<l,2)(F0) < Ta<1,2)(F)+e; nach 
(2bis), (3) und einer Definition in§ 1 ist T<1•2>(Fo) = Jt<1,2J{fo) = Jt<I>[Jt<2J{fo)]. 
Ebenso gibt es eine nicht-negative Treppenfunktion f00(x(l), x(2)) E L(1,2) 
mit auBerer Ordinatenmenge F 00 ~ F und Tt<I,2>(F)-e<T(l,2)(Foo)= 
= Jt<l,2>Uoo) = Jt<I>[Jt<2Moo)]. 
Auch ist nun 
und 
m(x(l>) Tt<2>(F) ~ T<2>(Foo) = Jt<2>(/oo) _ n(x<1>), 
-----
7 ) Nach loc. cit. 2), S. 228 ist nun auch vt<J)(eU>) = vT<J)(eU>) und vt<l,2J(e) = 
vT(l,2J(e). 
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wodurch: 
Ta<1>(B) ~ T<1>(D) = ltllJ[Itl2l(/o)] = ltll.dfo) = T(1.2l(Fo) < T a<1·2>(F) + E, 
und 
Ti<1>(M):;;;; T(ll(N) = lt11J[It12J(ioo)] = I 111,zJ(/oo) = T(l,Zl(Foo) > Ti<1·2>(F)- E, 
also 
Hilfssatz I. Hat Fein T<1,2l-Maf3 (also FE K 2(1,2l), so existiert, nach 
DefinitionS), das (RS)l-Integral von f nach T(1,2) uber X<1,2), mit 
(5a) _ l IX11,2J(RS)lfdT(1.2l =mTil,zJ(F) = Ta<1.2>(F) = Ti(1,2l(F) = 
= IxlndT<l) Ix(z)dT<2). f(x<l), x<2l) = IxllldT<l>Jx(z)dT(2). f(x<l>, x<2l); 
dabei ist 
Jx12ldT(2). f(x<ll, x(2)) = Ti<2l(F), fx12ldT<2). f(x(ll, x<2l) = 'I'a(2l(F) 
gesetzt 9). 
Hilfssatz II. Hat die in X(1,2) definierte Funktion f(x(l>, x<2l) im 
allgemeinen sowohl positive wie negative Werte, so gibt es die ubliche 
Zerlegung f= f+- j-. 1st nun f(RS)l-integrierbar (nach der in § I, Anfang 
angedeuteten Definition) in bezug auf IJ>(l,2) (definiert wie in § Ibis), und 
sind dabei die auf3eren Ordinatenmengen F+ (von f+) und F- (von f-) EKz<1•2>, 
so ist 
( Ix(l,z)(RS)lfdT<1·2l = Ix(l,zJ!+dT<1•2>- Ix(l,z)f-dT<1•2> 10) = 
(5b) ) -
( = I Xll) dT<1> Ix12) dT<2l · t = I Xll) dT<1> lx12) dT<2> · t; 
dabei ist 
Ix(z)dT<2l · f - Jx12)dT<2> · f+ -lx(2)dT<2> · j-:;;;; Jx12)dT<2> · f+- Jx(z)dT<2> · j-
-1x(2)dT<2l. I 9). 
Dies folgt unmittelbar durch Anwendung von Hilfssatz I auf f+ und j-. 
§ 2bis. Ebenso wie J(l,2l(g;) fiir die Mengen von K<l,2) zu IJ>(l,2) (§§ I u. 
Ibis), fiihren JtJP· 2J(tp), lqp. 2J(tp) fiir diese Mengen zu beschrankt addiven, 
nicht-negativen Mengenfunktionen ~j(1,2l, 0/1,2l(j =I oder 2); ebenso wie 
]<Jl(tp) fiir die Mengen von K(j) zu rp<n, fiihren Ip1il(tp), IJnUlJ(tp) fiir diese 
Mengen zu beschrankt additiven, nicht-negativen Mengenfunktionen 
S) Siehe loc. cit. 2), S. 214, 215. 
9) Bei den gewahlten Verabredungen ist immer ein oberes Integral J:;;;; das 
zugehiirige untere Integral I· 
lO) Vergleiche auch loc. cit. 2), S. 219 (Def.). 
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P(i), IN(j)l (j= 1 oder 2). Mit (1), (1bis), (1ter) und (3) folgt, daB jede 
Menge von K 2 <1,2) nicht nur (ct><1,2)_ und) T<1,2)-meBbar, sondern auch 
~/1,2)_ und :D/1,2)-meBbar ist (j = 1, 2). Daneben ist, wegen (3) und 
tU> =pU> + ln(i)l, jede Menge von K 2<i> nicht nur (ct><i>- und) TU>-meBbar, 
sondern auch P<i>- und IN(i)l-meBbar (j = 1, 2). 
In derselben Weise wie ( 2bis) zu ( 5a) und ( 5b), f tihren ( 2ter) und 
analoge Relationen bei IiJ2(I,2J(q;), Iq1ti,2>(T) und Iq2(I,2>(T) fiir eine Funktion 
f (x(1)' x(2)) = f+- t- mit auBeren Ordinatenmengen F+ und F- E Kz(1,2) zu: 
(6a) fx(l,2)(RSh fd ~1 <1·2> = fx(l)dP(l> Ix(2) dP<2> • f = fx(l)dP<l) Jx(2) dP<2> · f, 
(6b) ~ fx(l,2>(RSh jd~2<1 · 2> = fx(l)d IN(l>l fx(2)d IN<2>1· f = 
( = fx(l)d IN<1>1Jx(2ld IN<2>1· f, 
~ fx(l.2>(RS)l f d:D1<1·2> = fx(l)d IN<1>1 fx(2)dP<2> · f = (6c) 
= fx(lld IN<1>1Jx(2;dP<2> · f, 
~ fx(l,2)(RS)l f d:D2<1·2> = fx(l>dP<1> Ix(2)d IN<2>1· f = (6d) 
= fx(l)dP<1> Jx(2)d IN<2>1· f; 
die Definitionen der hier auftretenden oberen und unteren Integrale 
liegen auf der Hand (vergleiche Hilfssatz II). 
Neben (3) hat man 
GU> [Qa(Xe(il; XU>]= p(i)(e<i>); Q(l,2) [Q a(Xe(l) X e(2); X(1,2)] = .)J(1,2)(e(l) X e<2>), 
und 
g(i) [Qa(Xe(il; X(i)) J = n<i>(e<i>); g(1,2) [Qa(Xe(ll X e(2); X<1,2)] = n<1,2)(e(1) x e(2)). 
Daraus und aus (1), (1bis) folgt fiir die Mengen von KU>: GU> =P(i), lg(i)l = 
=IN(i)l, fiir die Mengen von K(1,2):Q(1,2)=~ 1 <1,2)+~2 <I.2), lg(l,2)1= 
= 01 (1,2) + :0,2(1,2). 
Ftir die oben betrachtete Funktion ist nun auch: 
(7a) fx(l.2>(RS)l f dG<1·2> = fx(1,2>(RS)l f d~1<1 · 2 > + fx(1.dRS)l f d~2<1 · 2>, 
und 
(7b) fx(1,2>(RS)I f dlg(1·2>1 = fx(l,2J(RS)l f d:D1<1·2> + fx(l,2J(RS)l f d:D2<1·2>. 
Auf Grund der Definition des (RS)l-Integrals in bezug auf cp(1,2) 10) B) 
folgt mit (6a)-(6d), (7a), (7b): 
fx(l.2>(RS)l f dct><1.2) = f f+ dct><l,2)- f j- dct><I,2) = 
= U f+ dG<1,2)- f f+ dlg<1,2>1J- [f t- dG<1.2)- f t- dlg<l.2) I J 
= fx(l,2J(RS)l f dG<1•2>- fx(l,2J(RS)l f dlg<1·2>1 
= fx(l) dG<1> ]x(2) dG<2> · f+ fx(l) dlg<1>1]x(2) dlg<2>1· 1-
- fx(l) dlg<1>1Jx(2) dG<2>. f- fx(l) dG<1> ]x(2) dlg<2>1· f 
= f x(l) dG<I> Jx(2) dct><2> · f- fx(l> dlg<1> I Jx(2) dct><2> · f, 
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wobei 
und 
fx<2) da<z>. I -Jx<2) dJg<2>J· I= Ix<2) dtJJ<z>. I 
Jx<2) dG<z> · t- Ix<2) dJg<z>J· t -lx<2) dtJJ<z> · t 9). 
Wir erhalten den 
Satz A. Hat die in X(1,Z) definierte Funktion f(x<1l, x(2)) = f+- j- ein 
(RS)l-Integral (nach der in § I, Anfang angedeuteten Definition) 10) in 
bezug auf tjJ(1,2) (definiert in § Ibis), und sind dabei die au(Jeren Ordinaten-
mengen F+ (von f+) und F- (von j-) E K 2(1,2), so ist 
fx<1,2J(RS)l f(x<1l, x<z>) dt1J(1,2) = fx<1J dt1J(1) ]x<2J dt1J(2). f(x(l>, x<2l); 
dabei ist 9) 
fx<2J dt1J(2). f(x<1l, x<2l)- fx<2J dG<Z). f(x(ll, x<Zl) -Jx<2J dJg<z>J. f(x<1l, x(2J) 
und 
Jx<2J dt1J(2). f(x(ll, x(2l) Jx<2J dG<2). f(x(ll, x<Z<)- fx<2J dJg<2>J· f(x<1l, x<2l), 
mit Q(j), g(j) positive bzw. negative Variation von tJJU) fur die M engen von 
K(Jl (j =I, 2). 
Ein im wesentlichen gleiches Resultat findet man in Die Einfuhrung 
von beschriinkt- und total-additivem Ma(J I, II 11). 
§ 3. In diesem Par. wird zugrunde gelegt die Integraldefinition aus 
Das abstrakte Integral III, § I2 2). 
Den Annahmen, enthalten in den vorangehenden Par. der jetzigen 
Arbeit fiigen wir hinzu: die beschriinkt additiven M engenfunktionen 
u<i>(eU>), e<i) E kU> (siehe Anfang von § I) seien a-additiv 12) (j =I, 2). 
Dann gilt dassel be fiir die auf den Mengen von k(1,2) aus den u<il ableitbare 
Mengenfunktion u<1,2) (§ I) 13). 
Dadurch geniigen sowohl die zu den Klassen L<1l, L(2) (in X(ll bzw. X<2>) 
von Treppenfunktionen konstruierten Elementarintegrale I<1>, I<2J wie 
die zu der Klasse L(1,2) (in X<1,2l) von Treppenfunktionen konstruierten 
Elementarintegrale I<1,2) der Bedingung s, loc. cit. 2), S. 36I u. 363 (§ I3). 
Somit sind nun sowohl in den Raumen X<1l, X<2) wie im Produktraum 
X(1,2) die hier in den Par. I bis 2bis, insbes. in Satz A, benutzten Integrale 
als (RS)2-Integrale im Sinne von Das abstrakte Integral III, § I2 zu 
betrachten. 
11 ) Diese Proceedings, Series A, Vol. 59 (1956), S. 159 (§ 13). Vergleiche auch 
loc. cit. 4), S. 31-35. 
12) u<n ist a-additiv fur die Mengen des Kiirpers kUJ, wenn sie fUr diese Mengen 
00 
beschrankt additiv ist, und aus e,.UJ E kUJ (n = 1, 2, ... ), I e,.UJ E kUJ, e~c<n · e1UJ = 0 
oo oo n=l 
(k =1= l) folgt uUl( I e,.<n) = I uUl(e,.<iJ). 
n~l n~l 
13) Siehe loc. cit. ll), S. 151. 
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B. Der Fubinische Satz beim abstrakten ,Lebesgue"-
Integral. 
§ 4. Unter B wird zugrunde gelegt die Integraldefinition aus Das 
abstrakte Integral III, §§ I9-22 2). 
Die Annahmen seien dieselben wie in § 3. Die fiir die Mengen von 
k(l,2) aus den uUl ableitbare beschrankt additive Mengenfunktion u<1-2l (§I) 
ist dann auch wieder a-additiv. Die zu den Vektorverbanden L(1l, L(2l, £(1,2) 
(in X<1l bzw. X<2l bzw. X(l,2l) von Treppenfunktionen konstruierten 
Elementarintegrale ](1) bzw. J(2) bzw. ](1,2) (§ I) geniigen der Bedingung B 
(wie in § 3). 
Aus diesen Elementarintegralen folgen (nach loc. cit. 2), § I4, S. 363) 
fiir die beschrankt additiven Mengenkorper KUl, K(l,2) (§Ibis) beschrankt-
und a-additive Mengenfunktionen f/JUl, f/J<1.2l mit positiver-, negativer-
und Total-Variation GUl, Q(1,2); gUl, g(1,2); T(j), T<1.2l, alle ebenfalls be-
schrankt- und a-additiv. Nach loc. cit. 2), S. 374 ist fiir charakteristische 
Funktionen Xe(j), XetlJ X et 2J. mit e(j) E kUl, 
KUl, K<1,2) und k(j), k(1,2) lassen sich (nach loc. cit. 2), S. 374) erweitern 
zu Klassen K 1(j), K 1<1,2l bzw. k1<jl, k1(1,2l, fiir deren Mengen auBere und 
innere MaBe Ta(j), Ti<j), Ta<1·2l, Ti<1·2l bzw. taUl, ti<j), ta<1·2l, ti<1•2) definiert 
sind. Aus diesen Mengen gehen die in bezug auf KUl bzw. K<1,2) be-
schrankten a-Korper K 2(j), K 2<1,2) von TUl- bzw. T(1,2l-meBbaren Mengen 
(vollstandige, a-additive MaBe mTuJ. mTt1,2J) und die in bezug auf kUl 
bzw. k(1,2) beschrankten a-Korper k2Ul, k2(1,2) von t(j)_ bzw. t<1,2l-meBbaren 
Mengen (vollstandige, a-additive MaBe Vt(J), Vttl,2J) hervor. Mit (8) laBt 
sich zeigen, daB fiir jede Menge e(j) E k2Ul {jede Menge e E k2<1.2l} die 
auBere Ordinatenmenge Da[Xetil; XUl] E K2(j) {die auBere Ordinaten-
menge Da[xe; X<1,2l] E K 2(1,2l}, und umgekehrt, gilt, wobei dann: 
§ 5. Zu einer nicht-negativen Funktion f(x(ll, x<2l) mit der zugehorigen 
aufJeren Ordinatenmenge F E K 1 (1,2) (in X<1,2l x R1) gibt es eine nicht-
negative Funktion fo ~ f mit der zugehorigen auBeren Ordinatenmenge 
F0 E K<1.2); zu willkiirlich positivem B gibt es eine nicht-abnehmende 
Folge {In} (n= I, 2, ... ) von nicht-negativen Funktionen ~ fo und mit 
den auBeren Ordinatenmengen F n E K<1.2)' fiir die: 
) 
F r:;;_ F1 + (F2-F1)+ ... +(Fn-Fn-1)+ ... r:;;_ Fo, und 
(9) T<1,2l(F1) + [T<1,2l(F2) -T<I,2l(F1)] + ... + [T<1,2l(F n) -T<I,2l(F n-1)] 
+ ... < Ta(1,2l(F)+ B. 
14) Nach loc. cit. 2), S. 374 ist auch vt(i)(eU>) = vTtil(eU>) und v1(1,2J(e) = vTtl,2J(e). 
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Auch gibt es eine nicht-zunehmende Folge {hn} (n= 1, 2, ... ) von nicht-
negativen Funktionen mit ht = /o und 
Fo- F k (Ht-Hz)+ (Hz-H3)+ ... + (Hn-Hn+t) + ... , dabei 
[T<t.2l(H1) -T<t,2l(H2)] + ... + [T<t,Zl(Hn) -T<t.2l(Hn+t)] + ... 
<Ta(1,2l(Fo- F)+ e, 
also mit 
(10) 
\ 
00 
F ~ Fo- .2 [Hn- Hn+l], und 
I Ti(1,2l(F) ~~: = T<t,2l(Fo)- Ta<l,Zl(F~- F)- e < T<t.2l(Fo)-
_ _2 [T<t,2l(Hn) _ T<l,Zl(Hn+t)]. 
n~l 
Nach (2bis), (3) und einer Definition in § 1 ist 
(11) (n= 1, 2, ... ), 
und 
(n= 1, 2, ... ). 
Weiter hat man 
00 
b(x<ll) Ta<Zl(F) ~ T<2l(Fl) + _2 T<2l(Fn- Fn-t) = 
00 
= lt(2)(/I) + .2 lt<2>(/n - fn-l) - d(x<1l), 
n~2 
wodurch (wegen der Totaladditivitat von mT<I>): 
00 
(12) Ta<1l(B) ~ (mT<l>(D) = )lt<l>[lt<2>(/l)] + _2 lt<dlt<2>(fn- Jn-1)]. 
n~2 
A us (9), ( 11) und ( 12) folgt 
00 
(13) Ta<1l(B) ~ T<t.2l(Fl) + _2 T<1,2l(F n - F n-l) < Ta<t.Zl(F) +e. 
n~2 
Es ist 
00 00 
bo(x<1l) Ta<2l(Fo-F) ~ .2 T<2l(Hn-Hn+l) = .2 lt<2>(hn-hn+l) do(x<O), 
n~l n~l 
oder 
00 
- .2 lt<dhn - hn+l) - doo(x<1l), 
n~l 
wodurch (wegen der Totaladditivitat von mT(l>): 
00 
(14) Ti<1l(Boo) ~ (mT<I>(Doo) = )It<I>[lt<2>(/o)]- .2 It<I>[lt<2>(hn- hn+l)]. 
n~l 
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Aus (10), (llbis) und (14) folgt 
00 
(15) Tt<1>(Boo);;;;; T<1·2>(Fo)- _L T<1·2>(Hn- Hn+l) > Tt<1·2>(F)- s. 
(13) und (15) liefern schlieBlich 
Tt<1·2>(F) ~ Tt<1>(Boo) ~ T a<1>(B) ~ T a<1·2<(F). 
Hilfssatz l 0 . Hat F ein T-MafJ (also FE K 2), so existiert, nach 
Definition, das (LS)-Integral uber X(1,2) von f nach T<1,2), mit 
(l6a) ~ f X(l,2J(LS) f dT<1·2> = mT(l,2J(F) = T a<1,2>(F) = Tt<1,2)(F) = 
( = fx(l) dT<1> fx(2) dT<2> · f(x(l>, x<2>); 
dabei ist das fur alle Punkte x(1) von X(l>, diejenigen einer Menge E mit 
vT(l)-M afJ Null ausgenommen, existierende T <2>-Integral f x(2J dT <2> · f( x (1), x<2>), 
nach Definition, das T<2>-Maf3 einer iiu(Jeren Ordinatenmenge von f(x<1>, x<2>) 
in X<2>; in den Punkten von E durfen dieser Funktion willkurliche Werte 
beigelegt werden. 
Durch Anwendung von Hilfssatz ro auf f+ und f- folgt: 
Hilfssatz IJO. Ist f(x(l>, x<2>) (LS)-integrierbar in bezug auf @(1,2), 
und ist bei der ublichen Zerlegung f = f+- f- bekannt, dafJ fur die zugehorigen 
iiu(Jeren Ordinatenmengen gilt F+ und F-E K 2 <1 •2>, so ist 
(16b) fx(l,2)(LS) f dT<1·2> = fx(l) dT(l> fx(2) dT<2> · f(x<l), x<2>); 
das Integral fx(2J dT<2> · f == 15) fx(2J dT<2> · f+- fx(2J dT<2> · f- existiert au(Jerhalb 
einer Menge E in X(1) vom vT(wMafJe Null. 
Berner kung. Fur die Punkte von X(1) -E existieren nun auch alle 
Integrale, welche aus fx(2J dT<2> · f+ und fx(2J dT<2> · f- hervorgehen bei 
Ersetzung von T<2) durch Q(2) oder lg(2)/. 
§ 5bis. Von nun an lassen sich die Betrachtungen von§ 2bis, welche zu 
dem Satze A ftihrten, auf den Fall des hier betrachteten Integrals in 
sinngemaBer Weise tibertragen (man beachte die a-Additivitat und die 
Berner kung zu Hilfssatz IP). Sie liefern sodann: 
Satz A 0 • Hat die in X<l,2) definierte Funktion f(x(l>, x<2>) = f+- f-
ein (LS)-Integral (nach der im Anfang von § 4 angedeuteten Definition 15)) 
in bezug auf @(1,2) (definiert gemaB § Ibis), und sind dabei die iiu(Jeren 
Ordinatenmengen F+ (von f+) und F- (von f-) E K 2 (1, 2), so ist 
( 17) f X(1,2J(LS) f(x(l), x<2>) d<P<1·2> = f xo> df/J<1> f X(2J df/J<2> · f(x(l>, x<2>); 
dabei ist das fur alle Punkte von X<1>, diejenigen einer Menge mit vT(wMafJ 
15) Vergl. loc. cit. 2), S. 366 (Def.), 364 (Def.). 
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Null ausgenommen, existierende rJ><2>-Integral fx< 2> drJ><2> · f(x<1>, x<2>) gleich 
der Difjerenz fx<2>(LS) dG<2> · f(x<1>, x<2>)- fx<dLS) dlg<2> I· f(x(l>, x<2>) [oder 
gleich fx<dLS) f+ · dr!><2> - fx<2>(LS) fi- · drJ><2>]; 15) in den Punkten von E 
durfen dieser Differenz willkurliche Werte beigelegt werden 16). 
Mit Satz A o oder Hilfssatz ro laBt sich ableiten 
Satz B. Zu jeder uber X<1,2) (nach der in § 4 angedeuteten Def.) 15) 
(LS)-integrierbaren Funktion f(x<1), x<2>) in bezug auf rJ>(1,2) ( definiert wie 
in § 1bis), mit der ublichen Zerlegung f = f+- j-, gibt es eine uber X(l,2) 
nach rJ>(1,2) (LS)-integrierbare Funktion fo = fo+ - fo-, mit 
fo+ ~ f+, !o- ~ J-, fx<1,2) f+ dT<1·2> = fx(l,2) fo+ dT<1•2> 
und 
fx<1,2) 1- dT<1·2> = fx<1,2) !o- dT<1•2>, 
fur die sowohl F 0+ wie Fo- sich mittels abziihlbar vieler Mengen von K<1,2) 
uberdecken liif3t 17). Nun ist 
f X<1,2)(LS) f(x<l), x<2>) drJ><1·2> = fx<1,2)(LS) f0(x<1), x<2>) drJ>(1,2) 
= fx<1> drJ><1> fx<2> drJ><2> · f0 (x<1>, x<2>); 
das vT<wMaf3 derTeilmenge von X<1>, in deren Punkten fx< 2> drJ>(2) · f0(x<1>, x<2>) 
nicht existiert, ist Null; in diesen Punkten sind die W erte des letzten 
Integrals durch willkurliche Werte zu ergiinzen 18). 
Beweis. Zu Fo+ gibt es eine abzahlbare Folge von auBeren Ordinaten-
mengen H<n>(n= 1, 2, ... ) von nicht-negativen Funktionen 
h<n>(x<l), x(2)) E K2(1,2), 
mit 
H(1) C H<2) C ... C H<n> C ... , lim h<n>(x(1), x(2)) = + oo 
n-+oo 
und 
lim mT<1,2) (H<n> · Fo+) = mT<1,2) (Fo+). 
n-+oo 
Ist Ji<n>=Min. (h<n>, f0+), so folgt mit (l6a) oder (17) und dem Levischen 
Satz: 19) 
Jx<1,2) fo+ dT(l.2) oder mT<1,2) (F0+) =lim fx<1,2> Ji<n>(x<1), x(2)) dT(1,2)) = 
n-+oo 
=lim fx<1> dT(1) fx< 2> dT<2>. Ji<n>(x<1>, x<2>) = 
(18) n-+oo 
= fx<1> dT<1> ·lim Jx<2> dT(2). Ji<n> (x<1>, x<2>) = 
n-+oo 
= fx<1> dT<1> fx<2> dT<2>. f0+(x<1>, x<2>). 
16) Vergl. loc. cit. 11), S. 160 (§ 14, b unter Annahme von Beschranktheit 
von u; man lese "Lebesgue" anstatt "Riemann"). 
17) Falls schon F+ und F- diese Eigenschaft haben, kann /o == f genommen 
werden. Da13 eine derartige Funktion fo existiert, folgt a us RIDDER, diese Proceedings, 
Series A, 63 ( 1960), S. 128, e). 
18) Vergl. loc. cit. ll), S. 160 (§ 14, c und Bemerkung). 
19) Siehe loc. cit. 2), S. 365 (Satz 20). 
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Wegen Jl<n> E K 2<1 •2> hat man die aus (6a)- (6d) durch Anderung von 
(RS)l in (LS) hervorgehenden Relationen: 
fx(LS) 'h<n> d~h<1 · 2> = fx<I> dP<1> fx<2> dP<2> ·h<n>, 
fx(LS) 'h<n> d~2(1,2) = fx<I> diN<1ll fx<2> diN<2>1·'h<n>, 
fx(LS) 'h<n> d:0,1(1,2) = fx<I> diN<1>1 fx<2> dP<2> .'h<n>, 
fx(LS) 'h<n> d:0,2(1,2) = fx(l) dP<1> fx<2> diN<2>1·h<n>. 
Wie (18) laBt sich dadurch ableiten 
fx(LS) fo+ d~1 <1·2> = fx<I> dP<1> fx<2> dP<2> ·fo+ 
nebst drei weiteren Relationen, welche, mit Q(1,2) = ~1 (1,2) + ~2(1,2), lg(1,2)1 = 
= :0,1 (1,2) + :0,2(1,2), Q(j) = P<J>, lgU> 1 = INU> 1 ( § 2bis), liefern: 
fx(LS) fo+ dtP<1·2> = fx(LS) fo+ dG<1•2> - fx(LS) fo+ dlg<1•2>1 = 
= fx<I> dG<1> fx<2> dG<2> · fo+ + fx<I> dlg(l>l fx<2> dlg<2>1· fo+-
- fx(l) dlg<1>1 fx<2> dG<2> · fo+- fx<I> dG<1> fx<2> dlg<2>1· fo+= 
= fx<l> dG<1> fx<2> dtP<2> · fo+- fx<I> dlg<1>1 f X<2> dtP<2> ·fo+ = 
= fx<I> dtP<1> fx<2> dtP<2> -fo+. 
Daraus und aus einer gleichwertigen Relation fur fo- folgt die 
Behauptung von Satz B. 
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