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QUANTUM DOUBLES OF CERTAIN RANK TWO POINTED
HOPF ALGEBRAS
S. BURCIU
Abstract. A certain class of rank two pointed Hopf algebras is considered. The
simple modules of their Drinfel’d double is described using Radford’s method [Rad03].
The socle of the tensor product of two such modules is computed and a formula
similar to the one in [Che00] is obtained in some conditions. Cases when such a
tensor product is completely irreducible are also given in the last section.
Introduction
The Drinfel’d double of a finite dimensional Hopf algebra was introduced by Drin-
fel’d in order to provide solutions of the quantum Yang-Baxter equation in statistical
mechanics. Representations of a Hopf algebra form a ring where the product is given
by the tensor product of the representations. But for a given Hopf algebra the de-
scription of its representation ring is generally unknown. In the case of a Drinfel’d
double this representation ring is commutative.
Recently, Radford gave a new method to construct simple modules for the Drinfel’d
double of a graded Hopf algebra where the bottom term is both commutative and
cocommutative [Rad03]. The construction parameterizes the simple modules of the
Drinfel’d double of a finite dimensional pointed Hopf H algebra by a pair of group-
like elements of H and H∗. New pointed Hopf algebras were recently described, for
example see [KR06], [AS06]. If H0 is the coradical of a Hopf algebra H and H1 is
the first term of its coradical filtration let dim k ⊗H0 H1 = n + 1. In [KR06] the
authors defined the rank of H to be n if H is generated by H1 as algebra. They
classified rank one pointed Hopf algebras in characteristic zero and they also studied
the representation theory of their doubles. For a field of positive characteristic the
rank one pointed Hopf algebras were classified in [Sch06].
In this paper we study the Drinfel’d double of some rank two pointed Hopf algebras,
describe their simple modules and determine the socle of the tensor product of any
two such simple modules. Previously, H.X Chen described the socle of a such tensor
product when the Hopf algebra H is a Taft algebra [Che00]. Recently, based on his
results, the socle of the tensor product was described for a certain class of rank one
pointed Hopf algebras in [Per06]. For so called generalized Taft algebras the rep-
resentation theory of their doubles was studied in [EGST06]. The class of pointed
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Hopf algebras that we consider in this paper was constructed in [BDG00]. They are
pointed Hopf algebras of rank two and the two variables that generate H1 as H0-
module are of nilpotent type. The paper follows the methods developed in [Che00].
The formulae for the socle of the tensor product of two simple modules are in some
cases analogous to the ones obtained in [Che00] and [Per06]. It is worth remarking
that a similar formula holds for a general pointed Hopf algebra of any rank belong-
ing to the class of Hopf algebras defined in [BDG00]. Using the terminology from
[BDG00] these are Hopf algebras constructed with zero Ore derivations and with the
coradical determined by an abelian group.
The first section of the paper presents Radford’s method of constructing simple mod-
ules for the quantum doubles of graded pointed Hopf algebras with the coradical both
commutative and cocommutative.
The second section of the paper describes the Hopf algebras of rank two that are
considered in this paper and which are constructed in [BDG00]. Their dual structure
is also given in this section.
In section 3 the quantum doubles of these Hopf algebras is described and a condition
for a cyclic module to be irreducible is given in Lemma 3.11.
The main theorem that describes the socle of the tensor product of two simple D(H)-
modules is given in the last section. It also describes necessary conditions for such a
tensor product to contain a one dimensional submodule.
1. Preliminaries
In this paper k is any field of characteristic zero although it is need only that k
contains enough roots of unity. For an abelian group G we denote by Ĝ the set
of linear characters of G. For a coalgebra C over k Sweedler’s notation ∆(c) =∑
c(1) ⊗ c(2) is used for the comultiplication of c ∈ C. The set of group-like elements
of C is G(C) = {c ∈ C|∆(c) = c⊗ c}.
Let H be a finite dimensional Hopf algebra with antipode S. For f ∈ H∗ and
h ∈ H define f ⇀ h = f(h(2))h(1) and h ↼ f = f(h(1))h(2). The Drinfel’d double of
H is the Hopf algebra D(H) such that D(H) = H∗cop ⊗ H as coalgebras and with
the multiplication given by
(g ⊗ h)(f ⊗ l) =
∑
g(h1 ⇀ f ↼ S
−1h3)⊗ h2l
Its antipode is given by S(f ⊗ h) = S(h)S−1(f).
Lemma 1.1. (Radford, [Rad03]) Let H be a finite dimensional Hopf algebra. For
β ∈ G(H∗) consider the H∗-module Hβ = H with the action of H
∗ given by f · h =
f(h2)h1. Define
(1.2) h β · a =
∑
< β , h2 > h3aS
−1h1
for all h, a ∈ H. Then Hβ with the above two actions becomes a D(H)-module.
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If g ∈ G(H) then let Hβ · g the D(H) submodule of Hβ generated by g. Then one
has the following proposition:
Proposition 1.3. (Radford, [Rad03]) Let H =
⊕∞
n=0Hn be a finite dimensional
graded Hopf algebra over the field k. Suppose that H0 = kG where G is a finite
abelian group. Then
(β , g)→ [Hβ · g]
is a bijection between G(H∗) × G(H) and the set of isomorphism classes of simple
D(H)-modules.
For any q 6= 0 and n a natural number let (n)q = 1 + q + · · ·+ q
n−1.
2. Rank two pointed Hopf algebras
In this paper the following pointed Hopf algebras of rank two are considered. They
can be constructed with zero derivations from Ore extensions ([BDG00], pp.750). Let
G be a finite abelian group and x1, x2 two variables. Let c1 , c2 two elements of G
and c∗1 , c
∗
2 be two linear characters of G such that < c
∗
2 , c1 >< c
∗
1 , c2 >= 1 and
< c∗i , ci > is a primitive ni-th root of unity for i = 1 , 2.
Let H be the algebra generated by G, x1 and x2 subject to the following relations
xn11 = 0 , x
n2
2 = 0 , x1g =< c
∗
1 , g > gx1 , x2g =< c
∗
2 , g > gx2 , x2x1 =< c
∗
2 , c1 > x1x2
Then H is a pointed Hopf algebra [BDG00] with comultiplication given by
∆(g) = g ⊗ g, ∆(xi) = ci ⊗ xi + xi ⊗ 1
and antipode given by S(g) = g−1 and S(xi) = −c
−1
i xi. H is a finite dimensional
algebra with a basis given by {gx1
px2
q|0 ≤ p ≤ n1 − 1 , 0 ≤ q ≤ n2 − 1}.
The dual of H is also described in ([BDG00], pp.760). If w = (w1 , w2) is a pair of
two nonnegative integers let xw := xw11 x
w2
2 . Define ξ1 , ξ2 ∈ H
∗ given by ξi(xig) = 1
and ξi(x
wg) = 0 if xw 6= xi. Then H
∗ as algebra is generated by the linear characters
χ of G and ξ1 , ξ2 subject to the following relations:
ξn11 = 0 , ξ
n2
2 = 0 , χξi =< χ , ci > ξiχ , ξ2ξ1 =< c
∗−1
1 , c
−1
2 > ξ2ξ1
The coalgebra structure H∗ is given by
∆(χ) = χ⊗ χ ,∆(ξi) = c
∗−1
i ⊗ ξi + ξi ⊗ 1
and the antipode is given by S(χ) = χ−1 and S(ξi) = −c
∗
i ξi.
3. The double of H
Given the rank two pointed Hopf algebras from the previous section their Drinfel’d
doubles are characterized as follows.
Proposition 3.1. The double D(H) of H is generated by G, Ĝ and x1 x2 , ξ1 , ξ2
subject to the relations defining H and H∗ and the following relations:
(1) gξi =< c
∗
i , g > ξig for i = 1 , 2.
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(2) x1ξ2 = ξ2x1 , x2ξ1 = ξ1x2.
(3) [x1 , ξ1] = c
∗−1
1 − c1
(4) [x2 , ξ2] = c
∗−1
2 − c2.
(5) gγ = γg for all g ∈ G and γ ∈ Gˆ.
(6) xiγ = γ(ci)γxi for i = 1 , 2.
Proof. One has that
hf = (h1 ⇀ f ↼ S
−1h3)h2
for all h ∈ H and f ∈ H∗. For the first formula notice that g ⇀ ξi ↼ g
−1 = c∗i (g)ξi.
To prove relations 2), 3) and 4) notice that
∆2(x1) = c1 ⊗ c1 ⊗ x1 + c1 ⊗ x1 ⊗ 1 + x1 ⊗ 1⊗ 1
Then x1ξ2 = (x1 ⇀ ξ2 ↼ S
−1x1) + (c1 ⇀ ξ2)x1 + x1 ⇀ ξ2. Since c1 ⇀ ξ2 = ξ2 the
second term of the sum is ξ2x1. Since S
−1x1 = −x1c
−1
1 and x1 ⇀ ξ2 = ξ2 ↼ x1 = 0
the firs and the third term of the previous sum are zero and one gets the second
formula. Similarly x1ξ1 = (c1 ⇀ ξ1 ↼ S
−1x1)c1 + (c1 ⇀ ξ1)x1 + (x1 ⇀ ξ1). Since
S−1x1 = −x1c
−1, c1 ⇀ ξ1 = ξ1, ξ1 ↼ x1 = ǫ and ǫ ↼ c
−1
1 = ǫ the first term of the
above sum becomes −c1. Since c1 ⇀ ξ1 = ξ1 the second term is ξ1x1. The third
term is x1 ⇀ ξ1 = c
∗−1
1 and one gets the third formula. The forth formula is proved
similarly. One has gγ = (g ⇀ γ ↼ g−1)g = γg and relation 5) is proved. For the last
formula notice that c1 ⇀ γ = γ(c1)γ and x1 ⇀ γ = γ ↼ x1 = 0. 
.
For 1 ≤ i ≤ 2 let qi =< c
∗
i , ci >. It follows from the previous section that qi is a
primitive root of order ni
Lemma 3.2. With the above notations one has that
[xri , ξi] = x
r−1
i [(r)qic
∗−1
i − (r)qi−1ci]
for 1 ≤ r ≤ ni − 1.
Proof. We proceed by induction on r. For r = 1 one has one of the defining relation
of D(H). Then
[xr+11 , ξ1] = x
r
1[x1 , ξ1] + [x
r
1 , ξ1]x1 = x
r
1(c
∗−1
1 − c1) + x
r
1((r)q1c
∗−1
1 − (r)q1−1c1)x1
But since c∗−11 x1 = q1x1c
∗−1
1 , c1x1 = q1
−1x1c1 and (r + 1)q = q(r)(q) + 1 for any
q 6= 0, one gets the desired formula. 
For i = 1, 2, let
αi(β, g; l) = β(ci)(l)qi−1 − c
∗−1
i (g)(l)qi
If V is a D(H)-module and y ∈ D(H) let Vy = {v ∈ V |yv = 0}. Put Vx = Vx1 ∩ Vx2
and Vξ = Vξ1 ∩ Vξ2 .
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Lemma 3.3. Let V be a D(H)-module, i = 1, 2 and 0 6= v ∈ Vξi. Suppose there is
β ∈ Gˆ and h ∈ G such that gv = β(g)v and χv = χ(h)v for any g ∈ G and χ ∈ Gˆ.
1) Then
ξi.(x
l
iv) = αi(β, h; l)(x
l−1
i v)
for any i = 1, 2
2) Suppose further that β(c1)c
∗
1(h) = q
l1−1
1 and β(c2)c
∗
2(h) = q
l2−1
2 for some li with
1 ≤ li ≤ ni. Then for any 1 ≤ r ≤ ni − 1 it follows that αi(β, h; r) = 0 if and only
if r = li.
Proof. 1) One has that
ξ1.(x
l
1 · v) = (x
l
1ξ1 − [x
l
1, ξ1]) · v = x
l
1ξ1 · v − [x
l
1, ξ1] · v = −[x
l
1, ξ1] · g since
ξ1 · v = 0. From Lemma 3.2 it follows ξ1.(x
l
1 · v) = −x
l−1
1 [(l)q1c
∗−1
1 − (l)q1−1c1] · v =
−(l)q1x
l−1
1 .(c
∗−1
1 · v) + (l)q1−1x
l−1
1 .(c1 · v) = −(l)q1c
∗−1
1 (h)(x
l−1
1 · v) + β(c1)(l)q1−1(x
l−1
1 ·
v) = (β(c1)(l)q1−1 − c
∗−1
1 (h)(l)q1)(x
l−1
1 · v) and the the firs assertion is proved for
i = 1. The proof for i = 2 is similar. One has that α1(β, h; r) = 0 if and only if
β(c1)(r)q−11 = c
∗−1
1 (h)(r)q1 or β(c1)c
∗
1(h)(r)q−11 = (r)q1. Thus q
l1−1
1
q−r1 −1
q−11 −1
=
qr1−1
q1−1
which
is equivalent to ql11 − q
l1−r
1 = q
r
1 − 1. Either both differences are zero which implies
r = n1 or q
l1
1 = q
r
1 which is equivalent to l1 = r. The proof for i = 2 is similar. 
Notice that H is a graded Hopf algebra letting g ∈ G with degree zero and x1, x2
with degree 1. If g ∈ G and β ∈ Ĝ it follows from Proposition 1.3 that Hβ · g are all
the simple D(H) modules up to isomorphism classes.
Lemma 3.4. For the simple D(H)-module Hβ · g one has the following formulae:
(1) xli β · g =
∏l−1
j=0(β(ci)− c
∗−1
i (gc
−j
i ))x
l
igc
−l
i .
(2) ξj.(x
l
i β · g) = 0 for i 6= j.
(3) ξi.(x
l
i β · g) = αi(β, g; l)(x
l−1
i β · g).
Proof. For any a ∈ Hβ · g one has
(3.5) x1 β · a = β(c1)x1ac
−1
1 − ax1c
−1
1
Indeed using formula 1.2 one has x1 β · a =
∑
< β , x1(2) > x1(3)aS
−1x1(1) But since
∆2(x1) = c1 ⊗ c1 ⊗ x1 + c1 ⊗ x1 ⊗ 1 + x1 ⊗ 1⊗ 1, β(x1) = 0 and S
−1x1 = −x1c
−1
1 one
gets the desired formula.
In particular x1 β · g = β(c1)x1gc
−1
1 − gx1c
−1
1 = (β(c1) − c
∗−1
1 (g))x1gc
−1
1 which
proves the first formula for l = 1. By induction on l one gets the first formula.
Indeed xl+11 β · g = x1.(x
l
1 β · g) =
∏l−1
j=0(β(c1)− c
∗−1
1 (gc
−j
1 ))(x1 β · (x
l
1gc
−l
1 )).
But using formula 3.5 one has that
x1 β · (x
l
1gc
−l
1 ) = β(c1)x
l+1
1 gc
−l−1
1 − x
l
1gc
−l
1 x1c
−1
1 = (β(c1)− c
∗−1
1 (gc
−l
1 ))x
l+1
1 gc
−l−1
1
and the formula for l + 1 is obtained. For i = 2 the proof is similar.
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The second formula is clear since ξ2 β · (x
l
1gc
−l
1 ) = ξ2((x
l
1gc
−l
1 )2)((x
l
1gc
−l
1 )1) = 0.
Since ξi β · g = 0 the third formula follows from Lemma 3.3. 
One more technical lemma is needed:
Lemma 3.6. For the simple D(H)-module Hβ · g the following formula holds :
xm1 .(x
l
2 β · g) =
l−1∏
j=0
(β(c2)− c
∗−1
2 (gc
−j
2 ))
m−1∏
j=0
(β(c1)− c
∗−1
1 (gc
−j
1 ))x
m
1 x
l
2gc
−l
2 c
−m
1
Proof. For m = 0 one gets the the first formula of the above lemma. We proceed
by induction on m. One has xm+11 .(x
l
2 β · g) = x1.(x
m
1 .(x
l
2 β · g)) =
∏l−1
j=0(β(c2) −
c∗−12 (gc
−j
2 ))
∏m−1
j=0 (β(c1) − c
∗−1
1 (gc
−j
1 ))(x1 β · (x
m
1 x
l
2gc
−l
2 c
−m
1 )) Using formula 3.5 one
gets the desired formula since
x1 β · (x
m
1 x
l
2gc
−l
2 c
−m
1 ) = β(c1)x
m+1
1 x
l
2gc
−l
2 c
−m−1
1 − x
m
1 x
l
2gc
−l
2 c
−m
1 x1c
−1
1
and xm1 x
l
2gc
−l
2 c
−m
1 x1c
−1
1 = c
∗−1
1 (gc
−l
2 c
−m
1 )c
∗
2(c1)
lxm+11 x
l
2gc
−l
2 c
−m−1
1 = c
∗−1
1 (gc
−m
1 )x
m+1
1 x
l
2gc
−l
2 c
−m−1
1
since c∗2(c1)c
∗
1(c2) = 1. 
Let Λ = Ĝ × G and φ1 = (c1, c
∗
1), φ2 = (c2, c
∗
2) two elements in Λ̂ = G × Ĝ.
Define two subgroups of Λ namely Λ1 =< λ ∈ Λ|λ(φ1) ∈ {1, q1, · · · q
n1−1
1 } > and
Λ2 =< λ ∈ Λ|λ(φ2) ∈ {1, q2, · · · q
n2−1
2 } >. For λ = (β, h) ∈ Λ associate two
numbers 1 ≤ l(λ)1 ≤ n1 and 1 ≤ l(λ)2 ≤ n2 in the following way. If λ ∈ Λ1 define
l(λ)1 by the equality λ(φ1) = q
l(λ)1−1
1 . Otherwise, if λ /∈ Λ1 put l(λ)1 = n1. Similarly
l(λ)2 is defined by the equality λ(φ2) = q
l(λ)2−1
2 if λ ∈ Λ2 and l(λ)2 = n2 otherwise.
For simplicity we write l1 = l(λ)1 and l2 = l(λ)2 if no confusion arises.
Proposition 3.7. Let λ = (β, h) and V = H β ·h. Then V has dimension l(λ)1l(λ)2
and a basis is given by xi−11 x
j−1
2 β · h for 1 ≤ i ≤ l(λ)1 and 1 ≤ j ≤ l(λ)2.
Proof. Let v = h ∈ V . Then gv = β(g)v and χv = χ(h)v. Lemma 3.4 gives us that
xm1 v = 0 if and only if β(c1) − c
∗−1
1 (hc
m−1
1 ) = 0 or m = n1. This is equivalent to
β(c1)c
∗
1(h) = q
m−1
1 or m = n1. Thus m = l(λ)1 = l1. Similarly from the same lemma
xm2 v = 0 if β(c2)c
∗
2(h) = q
m−1
2 or m = l2.
Let xi, j = x
i−1
1 x
j−1
2 β ·g from Lemma 3.6 it follows that xi, j are linearly independent.
But
g.xi, j = c
∗
1(g)
−(i−1)c∗2(g)
−(j−1)β(g)xi, j = (c
∗−(i−1)
1 c
∗−(j−1)
2 β)(g)xi, j
and
χ.xi, j = χ
−(i−1)(c1)χ
−(j−1)(c2)χ(h)xi, j = χ(c
−(i−1)
1 c
−(j−1
2 h)xi, j
On the other hand ξ1xi, j = ξ1x
i−1
1 x
j−1
2 · v = x
i−1
1 ξ1 · x
j−1
2 v − [x
i−1
1 , ξ1] · x
j−1
2 v. Since
ξ1x2 = x2ξ1 and ξ1 · v = 0 using Lemma 3.2 one gets that ξ1xi, j = x
i−1
1 [−(i −
1)q1c
∗−1
1 x
j−1
2 h + (i − 1)q
−1
1 c1x
j−1
2 h] = x
i−1
1 [−(i − 1)q1c
∗
1(c2)
j−1c∗−11 (h)x
j−1
2 h + (i −
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1)q−11 c
∗
2(c1)
−(j−1)β(c1)x
j−1
2 h]. Since c
∗
1(c2)c
∗
2(c1) = 1 the last term becomes ξ1.xi, j =
c∗1(c2)
j−1[−(i− 1)q1c
∗−1
1 (h) + (i− 1)q
−1
1 β(c1)]xi−1, j which can be written as
ξ1xi, j = c
∗
1(c2)
j−1α1(β, h; i− 1)xi−1, j
Similarly ξ2.xi, j = ξ2x
i−1
1 x
j−1
2 ·v = x
j−1
1 ξ2(x
j−1
2 ·v) Using Lemma 3.4 part 3, it follows
that ξ2(x
j−1
2 · v) = α2(β, h; j − 1)x
j−2
2 · v. Thus ξ2.xi ,j = α2(β ; h; j − 1)xi, j−1.
Clearly x1.xi, j = xi+1, j and x2.xi, j = x2x
i−1
1 x
j−1
2 · v = c
∗
2(c1)
i−1xi, j+1. It follows that
the irreducible module V is spanned by xi. j and its dimension is equal to l1l2 
Corollary 3.8. The module H β · g is one dimensional if and only if β(c1)c
∗
1(g) = 1
and β(c2)c
∗
2(g) = 1.
Lemma 3.9. Let φ : D(H)→ End V be a representation of D(H). Then Vξ 6= 0 and
it has a basis of common eigenvectors of φ(g) and φ(χ) for any g ∈ G and χ ∈ Gˆ.
Proof. Clearly Vξ2 6= 0. Let v ∈ Vξ2. If ξ1v = 0 then v ∈ Vξ = Vξ1 ∩ Vξ2 . Otherwise
let m minimal such that ξm1 v = 0. Then ξ
m−1
1 v ∈ Vξ. Since ξ1g = c
∗−1
1 (g)gξ1 and
ξ2g = c
∗−1
2 (g)gξ2 one has that gVξi ⊂ Vξi and therefore gVξ ⊂ Vξ. Similarly χVξ ⊂ Vξ.
Since the operators φ(g), φ(χ) commute one to another it follows that they can be
simultaneously diagonalized on Vξ 
Lemma 3.10. If V is an irreducible representation of D(H) then dimk Vξ = 1. If
V is a completely reducible representation of D(H) then the number of irreducible
summands of V equals dimk Vξ.
Proof. Let V = H β · h. Then x1, 1 = h ∈ Vξ. We use the description of the simple
D(H)-modules from Proposition 3.7. Suppose v =
∑i=l1 j=l2
i=1 j=1 ai, jxi j ∈ Vξ with ai, j ∈
k. Then ξ1v =
∑i=l1 j=l2
i=1 j=1 ai, jξ1xi, j =
∑i=l1 j=l2
i=2 j=1 c
∗
1(c2)
j−1α1(β, h; i − 1)ai, jxi−1, j.
Since α1(β, h; i − 1) 6= 0 for 2 ≤ i ≤ l1, it follows that ai, j = 0 for any 2 ≤ i ≤ l1
and any 1 ≤ j ≤ l2. Similarly ξ2v = 0 implies that ai, j = 0 for any 1 ≤ i ≤ l1 and
2 ≤ j ≤ l2. Therefore v = a1, 1x1, 1 and Vξ is one dimensional. 
For the last lemma of this section one needs to assume that < c1 > ∩ < c2 >= {1}
or < c∗1 > ∩ < c
∗
2 >= {1}, where by < g > is denoted the cyclic subgroup generated
by an element g ∈ G.
Lemma 3.11. Let V be a D(H)-module and 0 6= v ∈ Vξ. Suppose there is β ∈ Gˆ
and h ∈ G such that gv = β(g)v and χv = χ(h)v for any g ∈ G and χ ∈ Gˆ. Let U
the submodule generated by v. Then U is irreducible if and only if xi1v 6= 0 implies
ξ1.(x
i
1v) 6= 0 and x
i
2v 6= 0 implies ξ2.(x
i
2v) 6= 0. In this situation U
∼= H β · h.
Proof. Suppose U is irreducible. Then xi2v is not a scalar multiple of v for 1 ≤
i < n2 since v and x
i
2v are common eigenvectors of φ(c2) corresponding to different
eigenvalues. Indeed g.(xi2v) = c
∗−i
2 (g)β(g)(x
i
2v) and c
∗−i
2 (c2)β(c2) 6= β(c2). Since
U is irreducible, by Lemma 3.10 one has that Uξ =< v >. On the other hand
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ξ1.(x
i
2v) = x
i
2ξ1v = 0. Therefore ξ2.(x
i
2v) 6= 0 since x
i
2v is not in Uξ. Similarly it can
be proved that xi1v 6= 0 implies ξ1.(x
i
1v) 6= 0.
Assume now that xi2v 6= 0 implies ξ2.(x
i
2v) 6= 0 and x
i
1v 6= 0 implies ξ1.(x
i
1v) 6= 0.
Let m be minimal with xm2 v = 0, 1 ≤ m ≤ n2. Then x
m−1
2 v 6= 0. Using Lemma
3.3 one has that ξ2.(x
m
2 v) = α2(β, h; m)x
m−1
2 v where α2(β, h; m) was defined
before. Therefore α2(β, h; m) = 0 which by the same lemma implies m = l2 where
l2 was defined such that β(c2)c
∗
2(h) = q
l2−1
2 . Since ξ2(x
i
2v) 6= 0 for 1 ≤ i ≤ l2 − 1
it follows from the same lemma that α2(β, h; i) 6= 0 for 1 ≤ i ≤ l2 − 1. Similarly
it can be shown that m minimal with xm1 v = 0 is m = l1 where l1 was defined
as before by the relation β(c1)c
∗
1(h) = q
l1−1
2 . It follows in the same manner that
α1(β, h; i) 6= 0 for 1 ≤ i ≤ l1−1. Let xi, j = x
i−1
1 x
j−1
2 v for 1 ≤ i ≤ l1 and 1 ≤ j ≤ l2.
First xi, j 6= 0. Indeed for v
′ = xj−12 v one has that v
′ ∈ Vξ1 . One has that gv
′ =
gxj−12 v = c
∗−(j−1)
2 (g)x
j−1
2 gv = c
∗−(j−1)
2 (g)β(g)x
j−1
2 v = (c
∗−(j−1)
2 β)(g)v
′ and χv′ =
χxj−12 v = χ(c
−(j−1)
2 )x
j−1
2 χv = χ(c
−(j−1)
2 h)v
′. Applying Lemma 3.3 for v′ one has that
ξ1xi, j = α1(βc
∗−(j−1)
2 , c
−(j−1)
2 h; i)x
i−1
1 v
′ = α1(βc
∗−(j−1)
2 , c
−(j−1)
2 h; i)xi−1, j. Since
c∗1(c2)c
∗
2(c1) = 1, it is easy to see that α1(βc
∗−j−1
2 , c
−(j−1)
2 h; i) = c
∗
1(c2)
j−1α1(β, h; i)
and this is a nonzero scalar since 1 ≤ i ≤ l1 − 1. Thus xi, j = 0 implies xi−1, j = 0.
But x1, j = x
j−1
2 v 6= 0. It follows that all xi, j are not zero.
Secondly the elements xi, j are linearly independent. Indeed
g.xi, j = c
∗
1(g)
−(i−1)c∗2(g)
−(j−1)β(g)xi, j . Therefore xi j are common eigenvectors for
all the applications φ(g) g ∈ G. It will be shown that these eigenvalues are distinct
and from here it follows that the elements xi, j are linearly independent. Suppose
that c
∗−(i−1)
1 c
∗−(j−1)
2 = c
∗−(i′−1)
1 c
∗−(j′−1)
2 for some 1 ≤ i, i
′ ≤ l1 and 1 ≤ j, j
′ ≤ l2.
Then c
∗(i′−i)
1 = c
∗(j−j′)
2 which is impossible if < c
∗
1 > ∩ < c
∗
2 >= {1}. Similarly, since
χxi, j = χ
−(i−1)(c1)χ
−(j−1)(c2)χ(h)xi, j then two eigenvectors xi, j and xi′, j′ belong to
the same eigenvalue for all χ ∈ Gˆ if and only if ci−i
′
1 = c
j−j′
2 . Therefore this implies
that < c1 > ∩ < c2 > 6= {1}.
Now using the proof of Proposition 3.7 it is easy to see that the map from U to H β ·h
sending xi, j to x
i−1
1 x
j−1
2 β · h is an isomorphism of D(H)-modules. 
4. The tensor product
Let h, h′ ∈ G and β, β ′ ∈ Gˆ. Let V1 = H β · h, V2 = H β′ · h
′ and V = V1 ⊗ V2. In
this section we will determine the socle of V and describe some situations in which
V is completely reducible. In order to do this we should assume that < c1 > ∩ <
c2 >= {1} or < c
∗
1 > ∩ < c2∗ >= {1} where < g > is the cyclic subgroup generated
by an element g ∈ G. Also we keep the assumption that ord(ci) = ord(c
∗
i ) = ni for
i = 1, 2.
Recall from Proposition 3.7 that dimV1 = l1l2 where l1 and l2 are uniquely deter-
mined by λ1 = (β, h) ∈ Λ. Then a basis of V1 is given by xi, j = x
i−1
1 x
j−1
2 β · h for
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1 ≤ i ≤ l1 and 1 ≤ j ≤ l2. Similarly dimV2 = l
′
1l
′
2 such that l
′
1, l
′
2 are the two num-
bers associated to λ2 = (β
′, h′) ∈ Λ. A basis of V2 is given by x
′
i, j = x
i−1
1 x
j−1
2 β′ · h
′
for 1 ≤ i ≤ l′1 and 1 ≤ j ≤ l
′
2. In order to simplify the writing for i = 1, 2 let
αi(l) = αi(β, h; l) and α
′
i(l) = αi(β
′, h′; l).
For any 2 ≤ p ≤ l1 + l
′
1 and 2 ≤ q ≤ l2 + l
′
2 consider
Wp, q = spank < xi, j ⊗ xi′, j′|i+ i
′ = p, j + j′ = q >
Clearly
V =
p=l1+l′1, q=l2+l
′
2⊕
p=2, q=2
Wp, q
Lemma 4.1. With the above notations one has that
(1) x1Wp, q ⊂Wp+1, q, x2Wp, q ⊂Wp, q+1
(2) ξ1Wp, q ⊂Wp−1, q, ξ2Wp, q ⊂Wp, q−1
(3) If x ∈Wp, q then χx = χ(c
−(p−2)
1 c
−(q−2)
2 hh
′)x and
gx = (c
∗−(p−2)
1 c
∗−(q−2)
2 ββ
′)(g)x.
Proof. One has that x1(xi, j⊗x
′
i′, j′) = c1xi, j⊗x1x
′
i′, j′+x1xi, j⊗x
′
i′, j′ Since x1x
′
i′, j′ =
x′i′+1, j′, x1xi, j = xi+1, j and c1xi, j = (c
∗−(i−1)
1 c
∗−(j−1)
2 β)(c1)xi, j one gets the first
formula. Similarly x2Wp, q ⊂Wp, q+1.
On the other hand ξ1(xi, j⊗x
′
i′, j′) = ∆
cop(ξ1)(xi, j⊗x
′
i′, j′) = ξ1xi, j⊗c
∗−1
1 xi′, j′+xi, j⊗
ξ1x
′
i′, j′. But from Proposition 3.7 one has ξ1xi, j = c
∗j−1
1 (c2)α1(i− 1)xi−1, j , ξ1x
′
i′, j′ =
c∗j
′−1
1 (c2)α
′
1(i
′ − 1)xi′−1, j′ and c
∗−1
1 x
′
i′, j′ = c
∗−(i′−1)
1 (c1)c
∗−(j′−1)
1 (c2)c
∗
1(h
′)x′i′, j′. Thus
ξ1Wp, q ⊂ Wp−1, q and similarly ξ2Wp, q ⊂ Wp, q−1. From the same Proposition 3.7
it follows that χxi, j = χ(c
−(i−1)
1 c
−(j−1)
2 h)xi, j and gxi j = (c
∗−(i−1)
1 c
∗−(j−1)
2 β)(g)xi, j.
Applying the same formulae for x′i′, j′ one gets the last identities. 
Let li = min{li, l
′
i} and l¯i = max{li, l
′
i} for i = 1, 2.
Lemma 4.2. With the above notations one has that
(1)
Vξ =
⊕
2≤p≤l1+1, 2≤q≤l2+1
(Vξ ∩Wp, q)
and dimVξ ∩Wp, q = 1 for all 2 ≤ p ≤ l1 + 1 and 2 ≤ q ≤ l2 + 1.
(2) Vx1 ∩Wp, q = 0 if p < l¯1 + 1 and Vx2 ∩Wp, q = 0 if q < l¯2 + 1.
Proof. 1) Let x ∈ Vξ then x =
∑
p, q wp, q with wp, q ∈ Wp, q. One has that ξ1x =∑
p, q ξ1wp, q and since ξ1wp, q ∈ Wp−1, q it follows that ξ1wp, q = 0 for all p, q. There-
fore Vξ1 = ⊕
l1+l′1, l2+l
′
2
p=2, q=2 (Vξ1 ∩Wp, q).
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Let x ∈Wp, q ∩ Vξ and
x =
∑
i+i′=p, j+j′=q
ai, jxi, j ⊗ x
′
i′, j′
with ai, j ∈ k. Notice that ξ1xi, j = 0 if and only if i = 1.
Let i0 maximal such that ai0, j 6= 0 and let i
′
0 = p− i0. Then
ξ1.(a(i0, j)(xi0, j ⊗ xi′0, j′)) = a(i0, j)ξ1xi0, j ⊗ c
∗−1
1 xi′0, j′ + a(i0, j)xi0, j ⊗ ξ1x
′
i′0, j
′ =
= a(i0, j)c
∗j−1
1 (c2)c
∗−1
1 (c
−(i′0−1)
1 c
−(j′−1)
2 h
′)α1(i0 − 1)(xi0−1, j ⊗ x
′
i′0, j
′)+
+a(i0, j)c
∗j′−1
1 (c2)α
′
1(i
′
0 − 1))(xi0, j ⊗ xi′0−1, j′)
Since ξ1 acting on the tensor products xi, j ⊗ x
′
i′, j′ decreases i or i
′ by one unit, it
can be seen that the term xi0, j ⊗ xi′0−1, j′ cannot be annihilated by another term of
ξ1x. Therefore this term must be zero which can happen only if i
′
0 = 1. But on
the other hand i′0 = p − i0 and hence i0 = p − 1 ≤ l1. It follows that p ≤ l1 + 1.
Similarly p ≤ l′1 + 1 and thus p ≤ l1 + 1. Thus Vξ1 ∩Wp, q = 0 if p > l1 + 1. Similarly
Vξ2 ∩Wp, q = 0 if q > l2 + 1.
Clearly W2, q ⊂ Vξ1 and Wp, 2 ⊂ Vξ2 . Thus W2, 2 ⊂ Vξ.
If 2 < p ≤ l1 + 1 and 2 < q ≤ l2 + 1 and
x =
∑
i+i′=p, j+j′=q
ai, jxi, j ⊗ x
′
i′, j′
with ai, j ∈ k then
ξ1x =
∑
i+i′=p, j+j′=q
ai, jξ1(xi, j ⊗ x
′
i′, j′) =
∑
i+i′=p, j+j′=q
ai, j(ξ1xi, j ⊗ c
∗−1
1 xi′, j′ + xi, j ⊗ ξ1x
′
i′, j′) =
=
∑
i+i′=p, j+j′=q, i≥2
ai, jc
∗j−1
1 (c2)α1(i− 1)xi−1, j ⊗ c
∗
1(c
i′−1
1 c
j′−1
2 h
−1)xi′, j′ +
+
∑
i+i′=p, j+j′=q, i′≥2
ai, jxi, j ⊗ α
′
1(i
′ − 1)c∗1(c2)
j′−1x′i′−1, j′
=
∑
i+i′=p, j+j′=q, i′≥2
(ai+1, jc
∗j−1
1 (c2)c
∗
1(c
i′−2
1 c
j′−1
2 h
′−1)α1(i) + ai, jc
∗
1(c2)
j′−1α′1(i− 1))(xi, j ⊗ x
′
i′−1, j′)
Hence x ∈ Vξ1 if and only if
ai+1, jc
∗j−1
1 (c2)c
∗
1(c
i′−2
1 c
j′−1
2 h
′−1)α1(i) + ai, jc
∗
1(c2)
j′−1α′1(i
′ − 1) = 0
for all 1 ≤ i ≤ p − 2 and all 1 ≤ j ≤ q, where i′ = p − i and j′ = q − j. Since
α′1(i
′−1) 6= 0 and α1(i) 6= 0 for all 1 ≤ i ≤ p−2 ≤ l1−1 and all 2 ≤ i
′ ≤ p−1 ≤ l1 it
follows that in this situation Vξ1 ∩Wp, q 6= 0. Note that the condition on the scalars
ai, j is ai+1, j = γi, jai, j for some given nonzero scalars γi, j ∈ k.
Completely similarly, since ξ2xi, j = α2(j − 1)xi, j−1 it can be shown that if 2 ≤ q ≤
l2 + 1 then x ∈ Vξ2 imposes a condition of the type ai, j+1 = γ
′
i, jai, j for some given
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nonzero scalars γ′i, j ∈ k. Therefore in this situation dim(Vξ ∩Wp, q) = 1 since all the
scalars ai, j are completely determined by a1, 1.
2) The proof of the second statement is similar. Since this time x1Wp, q ⊂ Wp+1, q
and x2Wp, q ⊂ Wp, q+1 one gets that Vx1 ∩Wp, q 6= 0 if and only if p ≥ l¯1 + 1 and
similarly Vx2 ∩Wp, q 6= 0 if and only if q ≥ l¯2 + 1. 
Note that in the proof of the first part of the previous lemma it was also shown
that Vξ1 ∩Wp, q 6= 0 if and only if 2 ≤ p ≤ l1 + 1 and Vξ2 ∩Wp, q 6= 0 if and only if
2 ≤ q ≤ l2 + 1.
Proposition 4.3. With above notations V has at most l1 · l2 irreducible submodules.
Proof. Let φ : D(H)→ End(V ) be the corresponding representation. By Lemma 4.2
we can pick up a nonzero element xp, q in Vξ ∩Wp, q for every 2 ≤ p ≤ l1 + 1 and
2 ≤ q ≤ l2 + 1. By Lemma 4.1, for any g ∈ G and χ ∈ Ĝ the elements xp, q are
common eigenvectors of φ(g) and φ(χ), corresponding to different eigenvalues of φ(g)
and φ(χ) respectively. Let Up, q be the D(H) submodule generated by xp, q.
Let U be an irreducible D(H) submodule of V . Then Uξ ⊂ Vξ but Vξ = span{xp, q|2 ≤
p ≤ l1 + 1, 2 ≤ q ≤ l2 + 1}. Suppose that 0 6= v ∈ Uξ, it follows that v is common
eigenvector of φ(g) and φ(χ). Since xp,q are eigenvectors corresponding of distinct
eigenvalues of φ(g), v must be a scalar multiple of some xp, q. Consequently, xp, q ∈ U
and since U is irreducible it implies that U = Up, q. 
Lemma 4.4. Let Up, q =< xp, q > the module defined above.
(1) If xi1xp, q 6= 0 but ξ1.(x
i
1xp, q) = 0 then q
−2(p−2)
1 λ1λ2(φ1) = q
i−1
1 . Thus in this
situation λ1λ2 ∈ Λ1.
(2) Suppose ξ1(x
i
1xp, q) = 0. If p + i ≥ l¯1 + 2 then x
i
1xp, q = 0. If p + i ≤ l1 + 1
then xi1xp, q 6= 0.
Proof. 1) From Lemma 4.1 it follows that g.xp, q = (c
∗−(p−2)
1 c
∗−(q−2)
2 ββ
′)(g)xp, q and
χx = χ(c
−(p−2)
1 c
−(q−2)
2 hh
′)xp, q. Let β
′′ = c
∗−(p−2)
1 c
∗−(q−2)
2 ββ
′ and h′′ = c
−(p−2)
1 c
−(q−2)
2 hh
′.
Thus g.xp, q = β
′′(g)xp, q and χxp, q = χ(h
′′)xp, q
Suppose xi1xp, q 6= 0 but ξ1.(x
i
1xp, q) = 0. Lemma 3.3 implies that
ξ1.(x
i
1xp, q) = α1(β
′′, h′′; i)(xi−11 xp, q) and ξ1.(x
i
1xp, q) = 0 precisely when α1(β
′′, h′′; i) =
0 since xi−11 xp, q 6= 0. Then from the same Lemma 3.3 it follows that β
′′(c1)c
∗
1(h
′′) =
qi−11 which is equivalent to
c
∗−(p−2)
1 (c1)c
∗−(q−2)
2 (c1)β(c1)β
′(c1)c
∗
1(c
−(p−2)
1 )c
∗
1(c
−(q−2)
2 )c
∗
1(h)c
∗
1(h
′) = qi−11
Since c∗1(c2)c
∗
2(c1) = 1 and c
∗
1(c1) = q1 the last relation becomes q
−2(p−2)
1 λ1λ2(φ1) =
qi−11 . Thus λ1λ2 ∈ Λ1.
2) One has that xi−11 xp, q ∈ Wp+i−1, q and x
i
1xp, q ∈ Wp+i, q. If p + i ≥ l¯1 + 2 then
from the remark after the Lemma 4.2 the only possibility to have ξ1(x
i
1xp, q) = 0 is
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xi1xp, q = 0. On the other hand if If p + i ≤ l1 + 1 then p + i− 1 ≤ l1 and the same
remark implies that xi1xp, q = x1.(x
i−1
1 xp, q) 6= 0.

There are two similar statements for x2 and ξ2. One has that x
i
2xp, q 6= 0 but
ξ2.(x
i
2xp, q) = 0 implies q
−2(q−2)
2 λ1λ2(φ2) = q
i−1
2 and thus in this situation λ1λ2 ∈ Λ2.
On the other hand, suppose ξ2(x
i
2xp, q) = 0. If q + i ≥ l¯2 + 2 then x
i
2xp, q = 0. If
q + i ≤ l2 + 1 then x
i
2xp, q 6= 0.
In the following we refer to the condition xi1xp, q 6= 0 implies ξ1.(x
i
1xp, q) 6= 0 as the first
condition of the Lemma 3.11. From the proof of the previous lemma, the condition
q
−2(p−2)
1 λ1λ2(φ1) = q
i−1
1 implies that ξ1.(x
i
1xp, q) = 0 but not also x
i
1xp, q 6= 0. In other
words, one does not have equivalence in the first statement of this lemma.
We first describe the socle of V in the situation λ1, λ2 ∈ Λ1 ∩ Λ2. Recall that for λ1
that means β(c1)c
∗
1(h) = q
l1−1
1 and β(c2)c
∗
2(h) = q
l2−1
2 with 1 ≤ li ≤ ni. Similarly for
λ2 one has β
′(c1)c
∗
1(h
′) = q
l′1−1
1 and β(c2)c
∗
2(h) = q
l′2−1
2 with 1 ≤ l
′
i ≤ ni.
Let t1 = max{l1 + l
′
1 − n1 − 1, 0} and c1 = [
t1+1
2
] and similarly let t2 = max{l2 +
l′2 − n2 − 1, 0} and c2 = [
t2+1
2
].
Theorem 4.5. With the above notations suppose that λ1, λ2 ∈ Λ1 ∩ Λ2. It follows
that:
soc(H β · h⊗H β′ · h
′) =
p=l1−1, q=l2−1⊕
p=c1, q=c2
H(c∗−p1 c
∗−q
2 ββ
′) · (c
−p
1 c
−q
2 hh
′)
Proof. Using the notations from the proof of the previous proposition we have to
decide when Up, q is irreducible. For this, one has to verify when x
i
1xp, q 6= 0 implies
ξ1.(x
i
1xp, q) 6= 0 and x
i
2xp, q 6= 0 implies ξ2.(x
i
2xp, q) 6= 0. From the first part of Lemma
4.4 it follows that xi1xp, q 6= 0 and ξ1.(x
i
1xp, q) = 0 implies q
−2(p−2)
1 λ1λ2(φ1) = q
i−1
1 .
But λ1(φ1) = q
l1−1
1 and λ2(φ1) = q
l′1−1
1 . Thus q
−2(p−2)
1 λ1λ2(φ1) = q
i−1
1 is equivalent
to q
−2p+4+l1+l′1−2
1 = q
i−1
1 or i = l1 + l
′
1 − 2p + 3(mod n1). Similarly x
j
2xp, q 6= 0 but
ξ2.(x
j
2xp, q) = 0 implies j = l2 + l
′
2 − 2q + 3(mod n2).
Assume first that l1 + l
′
1 ≤ n1 +1 which means c1 = 0. Then 1 ≤ −2p+ l1 + l
′
1 +3 ≤
l1+l
′
1−1 ≤ n1 and therefore i = −2p+l1+l
′
1+3. But then i+p = −p+l1+l
′
1+3 > l1+1
since p ≤ l1 + 1 < l¯1 + 2. Therefore by the second statement of the Lemma 4.4 it
follows that xi1xp q = 0. If l2 + l
′
2 ≤ n2 + 1 a similar discussion shows that x
j
2xp, q 6= 0
implies that ξ2.(x
j
2xp, q) 6= 0. Thus in this situation all Up, q are irreducible and from
Lemma 3.11 they are isomorphic to H β′′ · h
′′ = H
c
∗−(p−2)
1 c
∗−(q−2)
2 ββ
′
· c
−(p−2)
1 c
−(q−2)
2 hh
′.
Suppose now that l1 + l
′
1 > n1 + 1 which means that c1 = l1 + l
′
1 − n1 − 1. Then
l1 + l
′
1 − 2l1 + 1 ≤ l1 + l
′
1 − 2p + 3 ≤ l1 + l
′
1 − 1 But 1 ≤ l1 + l
′
1 − 2l1 + 1 and
l1 + l
′
1 − 1 ≤ 2n1 − 1. Thus 1 ≤ l1 + l
′
1 − 2p + 3 ≤ 2n1 − 1. It can be checked that
l1+ l
′
1−2p+3 > n1 if and only if p < c1+2. As above x
i
1xp, q 6= 0 and ξ1.(x
i
1xp, q) = 0
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implies that i = −2p + l1 + l
′
1 + 3(mod n1). Since 1 ≤ i ≤ n1 − 1 it follows that
i = −2p+ l1 + l
′
1 + 3− n1 if p < c1 + 2 and i = −2p+ l1 + l
′
1 + 3 if p ≥ c1 + 2.
Assume that p < c1 + 2. In this situation i = −2p + l1 + l
′
1 + 3 − n1. Since
p+ i = l1 + l
′
1 − p+ 3− n1 ≤ l¯1 + 1 it follows by the second part of Lemma 4.4 that
xi1xp, q 6= 0. Therefore in this situation Up, q is not irreducible since x
i
1xp, q 6= 0 but
ξ1.(x
i
1xp, q) = 0.
If p ≥ c1 + 2 we have seen that i = −2p + l1 + l
′
1 + 3. But then, as in the first part
of the proof, one has p+ i = −p+ l1 + l
′
1 + 3 > l1 + 1. Therefore by the second part
of Lemma 4.4 it follows that xi1xp, q = 0 and thus the first condition of Lemma 3.11
is satisfied.
A similar discussion shows that if q < c2 + 2 then there is j with 1 ≤ j ≤ n2 − 1
such that xj2xp, q 6= 0 but ξ2.(x
j
2xp, q) = 0 and in this situation Up, q is not irreducible.
Therefore Up, q is irreducible if and only if p ≥ c1 +2 and q ≥ c2 +2. As above in this
situation Up, q ∼= Hc∗−(p−2)1 c
∗−(q−2)
2 ββ
′
· c
−(p−2)
1 c
−(q−2)
2 hh
′ and one gets the socle formula
from the theorem after indexing p and q with two units smaller. 
Corollary 4.6. Suppose that λ1, λ2 ∈ Λ1∩Λ2. If l1+ l
′
1 ≤ n1+1 and l2+ l
′
2 ≤ n2+1
then V is completely reducible and
H β · h⊗Hβ′ · h
′ =
p=l1−1, q=l2−1⊕
p=0, q=0
H(c∗−p1 c
∗−q
2 ββ
′) · (c
−p
1 c
−q
2 hh
′)
Proof. In the first part of the proof of the main theorem it was shown that in this
situation all the modules Up, q are irreducible for all 2 ≤ p ≤ l1+1 and 2 ≤ q ≤ l2+1.
By Proposition 3.7 the dimension of Up, q is l1(p, q)l2(p, q) where l1(p, q) and l2(p, q)
are such that β ′′(c1)c
∗
1(h
′′) = q
l1(p, q)−1
1 and β
′′(c2)c
∗
2(h
′′) = q
l2(p, q)−1
2 . It follows that
l1(p, q) = l1+ l
′
1−2p+3 and l2(p, q) = l2+ l
′
2−2q+3. Thus l1(p, q) depends only on
p and it can be denoted with l(p). Similarly let l(q) = l2(p, q). Since
∑p=l1+1
p=2 l(p) =
−2(
∑p=l1+1
p=2 p)+l1(l1+l
′
1+3) = −2[(l1+1)(l1+2)/2−1)]+l1
2+l1l¯1+3l1 = l1l
′
1 and since
similarly
∑q=l2+1
q=2 l(q) = l2l
′
2 it follows that
∑
p, q dimUp,q = (
∑
p l(p))(
∑
q l(q)) =
dimV and V = ⊕
l1+1, l2+1
p, q Up, q. 
Corollary 4.7. Suppose that λ1, λ2 ∈ Λ1 ∩ Λ2. With the above notations if l1 6= l
′
1
or l2 6= l
′
2 then V does not contain any one dimensional submodule. If l1 = l
′
1 and
l2 = l
′
2 then V contains a unique one dimensional submodule.
Proof. It can be easily checked that if U is a one dimensional module then U = Uξ =
Ux. But from Lemma 4.2 if Vξ ∩ Vx 6= 0 then l1 = l
′
1 and l2 = l
′
2. In this situation
Vξ ∩ Vx ⊂ Vl1+1, l2+1. Let p = l1 + 1 and q = l2 + 1. Then, by a simple computation,
it can be checked that p ≥ c1 + 2 and q ≥ c2 + 1. Therefore the proof of the main
theorem implies that the module Up, q generated by xp, q is irreducible. Its dimension
is l(p)l(q). As above, one has that l(p) = l1 + l
′
1− 2(l1 +1)+3(mod n1). Since l1 = l
′
1
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it follows that l(p) = 1 and similarly l(q) = 1. Therefore Up, q is one dimensional and
it is the unique one dimensional submodule of V . 
Suppose that both (β, g), (β ′ , h′) are not in Λ1 ∪Λ2. If (ββ
′, hh′) /∈ Λ1 ∪Λ2 then
from the first part of Lemma 4.4 it follows that Up, q are irreducible for any possible
value of 2 ≤ p ≤ n1 + 1 and 2 ≤ q ≤ n2 + 1. Therefore in this situation, the socle is
described as follows:
Theorem 4.8. Suppose that both (β, g), (β ′ , h′) are not in Λ1 ∪Λ2. If (ββ
′, hh′) /∈
Λ1 ∪ Λ2 then
soc(H β · h⊗H β′ · h
′) =
p=n1−1, q=n2−1⊕
p=0, q=0
H(c∗−p1 c
∗−q
2 ββ
′) · (c
−p
1 c
−q
2 hh
′)
For any 1 ≤ m ≤ n1 let Am be the set of integers 2 ≤ p ≤ n1 + 1 satisfying at
least one of the following three inequalities: [m+5
2
] ≤ p ≤ min(m + 2, [m+n1+3
2
]),
p ≥ [m+n1+5
2
] and p ≤ 2 + m − n1. It can be shown that Am = [[
m+5
2
], m +
2] ∪ [[m+n1+5
2
], n1 + 1] if m ≤ n1 − 2, Am = [[
m+5
2
], m + 2] if m = n1 − 1, and
Am = [[
m+5
2
], n1 + 1]∪ {2} if m = n1. For 1 ≤ m ≤ n2, define the sets Bm satisfying
at least one of the same inequalities with n1 replaced by n2.
Theorem 4.9. Suppose that both (β, g), (β ′ , h′) are not in Λ1 ∪ Λ2 and λ1λ2 =
(ββ ′, hh′) ∈ Λ1 ∩ Λ2. For i = 1, 2 let λ1λ2(φi) = q
mi−1
i with 1 ≤ mi ≤ ni. Then
soc(H β · h⊗H β′ · h
′) =
⊕
p∈Am1 , q∈Bm2
H
(c
∗−(p−2)
1 c
∗−(q−2)
2 ββ
′)
· (c
−(p−2)
1 c
−(q−2)
2 hh
′)
Proof. One has to decide for which values of p, q the module Up, q is irreducible. From
Lemma 4.4 it follows that xi1xp, q 6= 0 but ξ1.(x
i
1xp, q) = 0 implies q
−2(p−2)
1 λ1λ2(φ1) =
qi−11 which is equivalent to i = m1 − 2p+ 4(mod n1).
Remark that in this situation l¯1 = l1 = n1. From the second part of Lemma 4.4
it follows that if p + i ≤ n1 + 1 then x
i
1xp, q 6= 0 but ξ1(x
i
1xp, q) = 0, therefore in this
situation Up, q is not irreducible. On the other hand if p+ i ≥ n1 +2 then x
i
1xp, q = 0.
A similar remark can be made for ξ2 and x2.
One has 1−2(n1+1)+4 = −2n1+3 ≤ m1−2p+4 ≤ n1 since 1 ≤ m1 ≤ n1 and 2 ≤
p ≤ n1+1. Since 1 ≤ i ≤ n1 it follows that i could bem1−2p+4+2n1, m1−2p+4+n1
or m1 − 2p+ 4 depending in which intervals m1 − 2p+ 4 is situated.
In the first situation i = m1−2p+4+2n1 precisely when −3+2n1 ≤ m1−2p+4 ≤
−n1 which can happen if and only if 2p ≥ m1 + n1 + 4 or p ≥ [
m1+n1+5
2
]. But in
this situation p+ i = m1 − p+ 4 + 2n1 ≥ n1 + 2 and therefore by the second part of
Lemma 4.4 it follows that xi1xp, q = 0. Thus in this situation the first condition from
Lemma 3.11 is satisfied.
Suppose now that i = m1−2p+4+n1 which means that −n1+1 ≤ m1−2p+4 ≤ 0.
From before, the first inequality, namely −n1 + 1 ≤ m1 − 2p + 4, is equivalent with
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p < [m1+n1+5
2
]. The second inequality is equivalent to 2p ≥ m1 + 4 or p ≥ [
m1+5
2
].
Thus this second situation can happen if and only if [m1+5
2
] ≤ p < [m1+n1+5
2
]. Then
p + i = m1 − p + 4 + n1 and p + i ≤ n1 + 1 if and only if p ≥ m1 + 3. Thus if
p ≥ m1 + 3 then p + i ≤ n1 + 1 and the first condition of the Lemma 3.11 is not
satisfied. Obviously, in the other situation, if p ≤ m1 + 2 then the condition of the
same lema is satisfied since p + i ≥ n1 + 2. Summarizing in this situation, the first
condition of the Lemma is satisfied if and only if [m1+5
2
] ≤ p ≤ min(m1+2, [
m1+n1+3
2
]).
The last situation is i = m1 − 2p + 4 or equivalently 1 ≤ m1 − 2p + 4 ≤ n1.
Clearly that can happen if and only if p ≤ [m1+3
2
]. But then p + i = m1 − p + 4
and p + i ≤ n1 + 1 is equivalent to p ≥ 3 + m1 − n1 . Thus if m1 < n1 − 1 then
p ≥ 2 ≥ 3 +m1 − n1 and the first condition of the Lemma 3.11 is not satisfied. If
m1 = n1 then for p = 2 the first condition is satisfied.
Summarizing the three situations one gets that the first condition is satisfied if
and only if p ∈ Am1 . A similar discussion regarding the second condition of the same
lemma implies that q ∈ Bm2 . 
A similar proof can be done if λ1, λ2 /∈ Λ1 ∪ Λ2 and λ1λ2 is in one of the Λi but
not in the other. For example, if λ1λ2 ∈ Λ1 \ Λ2 then
soc(H β · h⊗H β′ · h
′) =
q=n2+1⊕
p∈Am1 , q=2
H
(c
∗−(p−2)
1 c
∗−(q−2)
2 ββ
′)
· (c
−(p−2)
1 c
−(q−2)
2 hh
′)
where λ1λ2(φ1) = q
m1−1
1 .
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