















論  文  題  目  
 
 
Adapt ive  Random Search  w i th  
In tens i f i ca t i on  and  
Divers i f i ca t i on  combined  w i th  



























ダム探索法および遺伝的アルゴリズム（ Genet i c  Algor i thm）がある。ランダ
ム 探 索 法 の 一 種 で あ る 適 応 的 ラ ン ダ ム 探 索 法 （ Ra ndom S earch  wi th  






解 決 し 、 精 度 の 高 い 解 の 探 索 を 行 う 遺 伝 的 適 応 ラ ン ダ ム 探 索 法  ( Ra ndom 
S earch  wi th  I ntens i f i ca t i on  and  D ivers i f i ca t i on  combined  wi th  
G enet i c  A lgor i thm、 RasID-GA)を提案し、その評価を行っている。  
 
第 1 章では、遺伝的適応ランダム探索法（ RasID-GA）の研究背景について
述べている。 さらに、精度の高い最適解の探索に RasID と GA を組み合せ
る着想に至った経緯を述べ、第２章以降の本論文の内容を要約している。  
 






応 的 ラ ン ダ ム 探 索 法 （ RasID） と 大 域 的 探 索 に 適 し た 遺 伝 的 ア ル ゴ リ ズ ム
（ GA）を組み合わせた手法であるが、RasID-GA の第１のポイントは複数個
の RasID を並列に実行すること，第２のポイントは RasID が局所最適解に










はいずれのグループでも RasID および GA より比較的良い性能を示す事を明
らかにしている。具体的には、RasID-GA は 23 種類の目的関数の中で、平均
値では 19 種類の、ベスト値では 22 種類の目的関数で良い性能を示している。
また、 RasID の局所最適解の探索、 GA による局所最適解からの脱出、およ
び集中化探索と大域的探索間の遷移に関する RasID-GA のアルゴリズムを検
















持つ RasID-GA の制約条件付き最適化問題への有効性を検証するため、11 種
類の複雑な不等式、等式制約条件付き問題を用いて RasID-GA と最近発表さ
れた Stock  Ranking  Method との体系的な比較評価を行った。その結果、
RasID-GA では、得られた近似解と理論最適解の誤差は平均 0 .354％であり、













適 解 の 探 索 が 困 難 に な る バ ラ ン ス を 制 約 変 数 に よ っ て 調 整 し て い る 。 次 に
RasID-GA によるニューラルネットワークの学習を評価するため、 Mackey  
Glass  時系列を用いて 6 ステップ先の予測を行う問題に適用し、 BP 法との
比較を行っている。シミュレーションの結果、ネットワークの重みの総和を
制約することで汎化能力が平均 94%改善できることを明らかにしている。  
 




ュレーションの結果、 RasID-GA では 20 銘柄の上昇・下降予測率の平均が
53 .4％であり、 2 個のマルチブランチを用いたマルチブランチニューラルネ
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