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ABSTRACT 
Two new time-domain s e n s i t i v i t y  measures, i n t e g r a l  s e n s i t i v i t y  
and peak s e n s i t i v i t y ,  are def ined  i n  terms of  t he  s e n s i t i v i t y  func t ion .  
A r e l a t i o n  between i n t e g r a l  s e n s i t i v i t y  and c lass ical  frequency-domain 
s e n s i t i v i t y  is e s t a b l i s h e d ,  and the genera t ion  of classical  s e n s i t i v i t i e s ,  
s e n s i t i v i t y  func t ions ,  peak s e n s i t i v i t y ,  and i n t e g r a l  s e n s i t i v i t y  is 
discussed .  
s i t i v i t y  p r o p e r t i e s  o f  l i n e a r  control systems designed by two methods: 
Classical s e n s i t i v i t y  is employed i n  a comparison of  t he  sen- 
- z 
L. 
series compensation an-TGe-il€&ck. It is shown t h a t  under 
L/'- -'\ /-.-/ 
c e g t a i n  cond i t ions  me system designed by feeding  back a l l  of t he  s ta te  
v a r i a b l e s  may be  expected t o  be less s e n s i t i v e  than t h e  series compensated 
system. A modif ica t ion  of  s t a t e - v a r i a b l e  feedback, t h e  H-equivalent system, 
is considered i n  f u r t h e r  a t tempt  to reduce s e n s i t i v i t y  t o  parameter changes. 





The need t o  cons ider  t h e  s e n s i t i v i t y  p r o p e r t i e s  of a c o n t r o l  system 
arises from two genera l  sources .  While t h e  system is  i n  ope ra t ion ,  
t h e r e  may be v a r i a t i o n s  in components because of aging,  environmental  
changes, etc, Secondly, i t  may be necessary t o  design a c o n t r o l l e r  f o r  
a system without  having an accura te  knowledge of t he  parameters of t he  
f i x e d  p l a n t .  
t h a t  y i e l d  systems f o r  which the  performance is i n s e n s i t i v e  t o  v a r i a t i o n s  
i n  s y s  tern parameters . 
These problems have motivated a search  f o r  design methods 
In order  t o  e v a l u a t e  these  design methods, i t  is necessary t o  
have q u a n t i t a t i v e  s e n s i t i v i t y  measures, many of  which have been def ined 
i n  the l i t e r a t u r e .  The f i r s t  d e f i n i t i o n  of " c l a s s i c a l  s e n s i t i v i t y "  w a s  
given i n  e a r l y  work on the  theory of feedback systems by Bode (1945). 
I n  f a c t ,  reduct ion  of t h e  e f f e c t s  of component v a r i a t i o n s  on system 
performance was a primary motivation f o r  t he  use of feedback. 
t i o n s  of Bode's frequency domain d e f i n i t i o n  of s e n s i t i v i t y  have been 
used i n  f u r t h e r  s t u d i e s  by Horowltz (1963) and Haddad and Truxal  (1964). 
Kalman (1964) has  used c l a s s i c a l  s e n s i t i v i t y  t o  demonstrate a l i n k  
between t h e  theory of  opt imal  con t ro l  and c l a s s i c a l  c o n t r o l  theory.  
S e n s i t i v i t y  i n  terms of pole  and zero v a r i a t i o n s  is discussed  by Horowitz 
(1963), and has  been used i n  the  ana lys i s  of high o r d e r  systems by 
Varia- 
Van Ness, et.  a l .  (1965). A time-domain measure of s e n s i t i v i t y  and i t s  
1 
2 
a p p l i c a t i o n  t o  c o n t r o l  systems ana lys i s  i s  d iscussed  by Tomovic (1964). 
This  t h e s i s  is  an a t tempt  t o  s tudy  the  i t i v i t y  p r o p e r t i e s  - 
of a class of  l i n e a r  systems. The systems t o  be  considered are non- 
t i m e  vary ing  and have a s i n g l e  input  R ( s )  and a s i n g l e  output  Y ( s ) .  
A v e c t o r  d i f f e r e n t i a l  equat ion  of t he  form 
-
may be used t o  c h a r a c t e r i z e  the  dynamics of  t he  system. However, t h e  
s e n s i t i v i t y  p r o p e r t i e s  of  a system depend on i t s  topology, which is  
no t  descr ibed  by Eq. (1.1). Therefore,  t h e  systems t o  be s t u d i e d  are 
def ined  i n  terms of  b lock  diagrams. 
The problem t o  be  so lved  is  of t he  fol lowing form. A given 
f i x e d  p l a n t ,  which is u n a l t e r a b l e  i n t e r n a l l y ,  is s p e c i f i e d  by a t r a n s f e r  
func t ion  G ( 8 ) .  It i s  assumed t h a t  t h e  state v a r i a b l e s  o f  G (9) are 
measurable. Also s p e c i f i e d  i s  a closed-loop t r a n s f e r  func t ion ,  Y ( s ) /  
R(s) = W(s), f o r  t h e  des i r ed  system. The gene ra l  problem i s  t o  f i n d  a 
method f o r  compensating the  p l a n t  so as t o  y i e l d  W ( s )  i n  such a way t h a t  
the  s e n s i t i v i t y  of t h e  system performance wi th  r e s p e c t  t o  changes i n  
the  parameters o f  t h e  system is a minimum. 
P P 
The design procedure t o  b e  i n v e s t i g a t e d  h e r e  i s  the  method of  
o b t a i n i n g  W ( s )  by feeding  back a l l  o f  t h e  s ta te  v a r i a b l e s .  A d e t a i l e d  
d i scuss ion  of t h i s  method i s  presented by Schul tz  and Melsa (1967). 
Here, t h e  s t a t e - v a r i a b l e  feedback system is compared t o  t h e  system which 
r e a l i z e s  the  same W ( s )  by series compensation. 
s a t i o n  t o  r e a l i z e  a s p e c i f i c  W ( s )  is known as the  Guillemin-Truxal 
The use of series compen- 
If 
3 
method, which is  descr ibed  i n  Chapter 5 of Truxal (1955). Thus, given 
a f i x e d  p l a n t  G (s) any s p e c i f i e d  closed-loop t r a n s f e r  func t ion  W ( s )  
may b e  obta ined  by e i t h e r  o f  t h e  two methods. I n  t h i s  work the  sens i -  
P 
t i v i t y  p r o p e r t i e s  of t h e  r e s u l t i n g  systems are examined. An extens ion  
of  the s t a t e - v a r i a b l e  feedback design is  also i nves t iga t ed .  
It is d e s i r e d  t o  f i n d  a general  method of s y n t h e s i s  which y i e l d s  
W ( s )  with  minimum s e n s i t i v i t y  o f  the system performance wi th  r e s p e c t  t o  
parameter  v a r i a t i o n s .  
s i n g l e  c r i t e r i o n  of  system performance m u s t  be  def ined.  
Hence, a s i n g l e  measure of s e n s i t i v i t y  and a 
9 
Then the  solu-  
t i o n  based s t r i c t l y  on these d e f i n i t i o n s  may b e  sought.  However, such a 
procedure may lead t o  s o l u t i o n s  which are imprac t i ca l .  To i l l u s t r a t e ,  a 
system may be designed such t h a t  the s e n s i t i v i t y  of  i t s  performance wi th  
r e s p e c t  t o  a d i f f e r e n t i a l  change i n  some parameter is a minimum ( i n  some 
s e n s e ) .  
l i t y .  Such a case is demonstrated i n  Chapter V. Therefore ,  wh i l e  attemp- 
t i n g  t o  f i n d  a des ign  method based on p r e c i s e  d e f i n i t i o n s  of s e n s i t i v i t y  
and performance cr i ter ia ,  t h e  engineer  must keep i n  mind an o v e r a l l  view 
of  t h e  n a t u r e  of t h e  system. 
. 
But a f i n i t e  change i n  the same parameter may r e s u l t  i n  i n s t a b i -  
I n  Chapter I1 several d e f i n i t i o n s  of s e n s i t i v i t y  from t h e  l i t e r a t u r e  
are d iscussed ,  and two new s e n s i t i v i t y  measures are def ined .  The 
genera t ion  of s e n s i t i v i t y  measures is  t h e  s u b j e c t  of Chapter 111. Chapter 
I V  i s  a gene ra l  d i scuss ion  of the  s e n s i t i v i t y  p r o p e r t i e s  of systems designed 
by cascade compensation, and by feeding back t h e  s ta te  v a r i a b l e s .  I n  Chapter 
V s e v e r a l  numerical  examples are presented ,  and some conclusions are 
s t a t e d  i n  Chapter V I .  
4 
It i s  found that a system designed by feeding back a l l  of the 
s t a t e  variables may be expected t o  be l e s s  s ens i t ive  to parameter 
changes than the series compensated system. 
CHAPTER I1 
SENSITIVITY MEASURES 
I n  t h i s  chap te r  several s e n s i t i v i t y  measures are d iscussed  i n  
A s e n s i t i v i t y  r e l a t i o n  t o  t h e  type  of  systems t o  be  s t u d i e d  here .  
measure should inco rpora t e  two f ea tu res .  It should be  mathematically 
t r a c t a b l e ,  i n  o r d e r  t h a t  its usefulness  is n o t  l i m i t e d  by computational 
problems. Also, i t  must be  phys ica l ly  meaningful i n  r e l a t i o n  t o  t h e  per- 
formance of the system. I n  p a r t i c u l a r ,  t h e  s e n s i t i v i t y  measure should 
relate t o  the  performance c r i t e r i a  which are used t o  des ign  the  system. 
The systems t o  be d iscussed  i n  t h i s  t h e s i s  are designed f o r  a s p e c i f i c  
closed-loop t r a n s f e r  func t ion ,  W ( s )  = Y ( s ) / R ( s ) .  Since W ( s )  is u s u a l l y  
chosen so as to y i e l d  a d e s i r e d  response t o  a s t e p  i n p u t ,  a meaningful 
s e n s i t i v i t y  measure f o r  t h i s  type of  system should i n d i c a t e  how t h e  
s t e p  response is a f f e c t e d  by parameter changes. 
2.1 Root S e n s i t i v i t y  
A s e n s i t i v i t y  measure which has been used f r equen t ly  i n  the  a n a l y s i s  
of c o n t r o l  systems and c i r c u i t s  is r o o t  s e n s i t i v i t y .  This measure 
estimates the  e f f e c t  o f  a change in a system parameter on t h e  p o s i t i o n s  
of t h e  poles  of t h e  closed-loop system. The i n t e r p r e t a t i o n  of t h e  r e s u l t s  
of an a n a l y s i s  u s ing  r o o t  s e n s i t i v i t y  depends on t h e  correspondence 
between closed-loop po le  locations and t h e  c h a r a c t e r i s t i c s  of t h e  t ran-  
s i e n t  response.  The c o n t r o l  engineer  gains by exper ience  an i n t u i t i v e  




po le  l o c a t i o n s  change wi th  v a r i a t i o n s  i n  a parameter,  t h i s  correspon- 
dence may no t  be c l e a r .  Also, except i n  the  s imples t  ca ses ,  t h e  r e l a -  
t i o n  between the  changes i n  pole  loca t ions  and t r a n s i e n t  response,  
which one can ob ta in  by inspec t ion ,  i s  only q u a l i t a t i v e .  For these  
reasons  r o o t  s e n s i t i v i t y  w a s  not  used f o r  t h e  problems considered here .  
2.2 C l a s s i c a l  S e n s i t i v i t y  
The express ion  given h e r e  f o r  c l a s s i c a l  s e n s i t i v i t y  i s  the  
d e f i n i t i o n  from Truxal (1955). The ( c l a s s i c a l )  s e n s i t i v i t y  of a 
func t ion  T(s ,  A) with  r e spec t  t o  a parameter h may be def ined  as: 
T T  d IInT 






= - -  
W For Y ( s ) / R ( s )  = W ( s ) ,  SA (s) is a measure of t he  percentage change i n  W ( s )  
f o r  a percentage change i n  a parameter A .  
of  S y  is d i f f i c u l t ,  because SA is a func t ion  of t he  complex v a r i a b l e  s. 
However, i t  is shown t h a t  SA ( j w )  is r e l a t e d  t o  a s e n s i t i v i t y  measure 
which is  used ex tens ive ly  i n  t h i s  study. Therefore ,  some formulas f o r  
A phys i ca l  i n t e r p r e t a t i o n  
w 
W 
c l a s s i c a l  s e n s i t i v i t y  are presented here .  
Consider t he  s ingle- loop feedback system of Fig. 2.1. The 
( c l a s s i c a l )  s e n s i t i v i t y  of t he  closed-loop t r a n s f e r  func t ion  wi th  r e spec t  
t o  G is: 
I 
7 
Figure 2 . 1  A single-loop control system. 
W(s,X+Ah ) 3 
t -  
I I 
Figure 2 . 2  An experiment to i l l u s t r a t e  
the de f in i t ion  of the s e n s i t i v i t y  function. 
. 
8 
W G dW 
' G  W dG 
m -- 
W dG 1 + GH 1 
1 
1 + G H  
P (2.3) 
1. 
This r e s u l t  expresses  t h e  well-known f a c t  t h a t  i nc reas ing  the  loop 
ga in  of a system reduces the  e f f e c t s  of v a r i a t i o n s  of  elements i n  t h e  
forward path.  This f a c t  provides  a p r e c i s e  l i n k  between c l a s s i c a l  
c o n t r o l  theory and t h e  theory  o f  opt imal  con t ro l .  For the  system of  
F i g .  2.1,  t he  q u a n t i t y  F(s )  = 1 + GH(s) is c a l l e d  t h e  r e t u r n  d i f f e r -  
ence. Kalman (1964) has  shown t h a t  t he  c o n t r o l  l a w  f o r  a wide class 
o f  l i n e a r  systems is. opt imal  if and only  i f  IF(jw) I > 1 f o r  a l l  real 
w. Thus, i t  might b e  s a i d  t h a t  an opt imal  system is an  i n s e n s i t i v e  
system, and vice versa. 
The s e n s i t i v i t y  of W ( s )  w i th  r e s p e c t  t o  H ( s )  is: 
W H d W  
W dH SH = - -  
- GH - 
1 + GH 
It is  seen  t h a t  f o r  a loop ga in  much g r e a t e r  than u n i t y  component 
v a r i a t i o n s  in t h e  feedback pa th  are undiminished i n  t h e i r  e f f e c t  on 
W(S> 
(2.4) 
Suppose X is  a parameter which appears  on ly  i n  a component 
b lock  G. 
W X dW 
W dX SA = - -  
X dW dG G 
W dC, dX G 
p - - - -  
G dW h dG 
W dG G dh x - -  
I-- 
Consider t he  funct ion:  
K(s+zl) (s+z2). . . (s+zm) 
G ( s )  = (s+p,) (s+p,). . . (s+pn) 
-p i  SG = 
P i  s + P i  
i Z SG = 
z i s + z i  
It  is  c l e a r  from the  above c a l c u l a t i o n s  t h a t  c l a s s i c a l  sens i -  
t i v i t i e s  are r e l a t i v e l y  easy t o  eva lua te .  This  f e a t u r e ,  a long wi th  
the  i c t  t h a t  they are r e l a t e d  t o  another  s e n s i t i v i t y  measure which 
is  c l o s e l y  connected wi th  t h e  s t e p  response of t h e  system, makes 
c l a s s i c a l  s e n s i t i v i t y  a u s e f u l  tool i n  t he  a n a l y s i s  t o  fol low.  
2 .3  S e n s i t i v i t y - F u n c t i o n s  
The s e n s i t i v i t y  measure discussed he re  is defined by Tomovic 
(1964). L e t  h be  a system parameter wi th  a nominal va lue  &,. L e t  
y ( t ,  A) be t h e  response o f  t h e  system t o  a s t e p  input .  
change i n  the  parameter ?, t he  s t e p  response may be  expanded i n  a 
Then f o r  a 
Taylor series. 
10 
&kd- I , which i s  a func t ion  o f  t i m e ,  i s  a l i n e a r  approximation of dX 
t h e  change i n  y ( t ,  A ) ,  a t  t h e  time t ,  r e s u l t i n g  from a change A X  i n  t he  
parameter X from i ts  nominal va lue  X . Usually i t  is  d e s i r e d  t o  have 
an estimate o f  t he  change i n  y ( t ,  X )  f o r  a percentage  change i n  A.  
0 
Therefore ,  t h e  s e n s i t i v i t y  of t h e  system wi th  r e s p e c t  t o  the  parameter 
X is def ined  as: 
X 
u X ( t )  is  c a l l e d  t h e  S e n s i t i v i t y  func t ion  f o r  t h e  parameter A .  
p h y s i c a l  meaning o f  u (t) may become more conc re t e  i f  t h e  s i t u a t i o n  
p i c t u r e d  i n  Fig. 2.2  i s  considered. A s t e p  i n p u t  i s  app l i ed  simul- 
The 
x 
t aneous ly  t o  two systems. I n  one system the  parameter under consid- 
e r a t i o n  has  a va lue  A ,  whi le  i n  the o t h e r  system t h e  parameter h a s  a 
v a l u e  X + AX. The d i f f e r e n c e  between the  ou tpu t s  of the  systems is:  
Div i s ion  by t h e  normalized change i n  the parameter y i e l d s :  
t ,  X + A X )  - y ( t ,  A)  
A X / X  
A= y (  
A X / X  
Under t h e  assumption t h a t  t he  following l i m i t  e x i s t s , '  
l i m  
- dX/A 
A s i m p l e  example i l l u s t r a t e s  the i n t e r p r e t a t i o n  o f  s e n s i t i v i t y  





Figure 2 . 3  A second order control system. 
1 -
- s -  - 
, 
Figure 2 . 4  A second order control system. 
which W(s) is r equ i r ed  t o  be: 
8 
s2 + 4s + 8 
W(s) = 
Fig. 2.4 is one p o s s i b l e  r e a l i z a t i o n  of W(s). The response ( y ( t ) )  o f  
t h i s  system f o r  a s t e p  inpu t  and the s e n s i t i v i t y  func t ions  (% ( t ) ,  
1 
(t) ,  % ( t ) )  are p l o t t e d  i n  Fig. 2.5. S ince  the  s e n s i t i v i t y  
2 
K1, K 2 ,  and k func t ions  approach zero as t+ a, 
t h e  f i n a l  va lue  of  y ( t ) .  
have no e f f e c t  on 




(t)  are l a r g e s t  dur ing  t h e  
toward i t s  f i n a l  va lue ,  i t  may be  
t h e  rise t i m e  of t h e  system, wi th  
t h e  rise t i m e .  Also, a change i n  
and uK2 t i m e  when t h e  output  is  r i s i n g  
concluded t h a t  K1 and K2 a f f e c t  
an inc rease  i n  K1 o r  K2 decreas ing  
K2 has  a smaller e f f e c t  on t h e  
response than does a change i n  K1. 
a f f e c t s  t h e  response i n  t h e  region c l o s e  t o  its peak va lue ,  so 
The curve of ( t )  i n d i c a t e s  t h a t  k2 
%2 
t h a t  an i n c r e a s e  i n  k decreases  the overshoot ,  This  behavior  
should be expected, s i n c e  k 
Fig. 2.6 shows t h e  a c t u a l  a f f e c t s  of 20% i n c r e a s e s  i n  K1 and k2 f o r  
t h e  p a r t i c u l a r  system of  Fig. 2.4. From t h i s  f i g u r e  i t  is  seen  t h a t  
2 
is the c o e f f i c i e n t  of rate feedback. 2 
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2 . 4  Peak S e n s i t i v i t y  and I n t e g r a l  S e n s i t i v i t y  
The s e n s i t i v i t y  func t ions  have the  d e s i r a b l e  f e a t u r e s  of r e l a t i n g  
d i r e c t l y  t o  t r a n s i e n t  response and i n d i c a t i n g  j u s t  how much each 
p a r t  of t he  response i s  a f f e c t e d  by the  parameters.  However, t h i s  
weal th  of information i s  no t  i n  a compact form, s i n c e  the  s e n s i t i v i t y  
func t ions  are func t ions  of t i m e ,  I n  an at tempt  t o  f i n d  a measure of 
s e n s i t i v i t y  which relates d i r e c t l y  t o  t r a n s i e n t  response and y e t  is  
more concise  i n  form, two new s e n s i t i v i t y  measures are def ined  here .  
The peak s e n s i t i v i t y  of t he  system wi th  r e s p e c t  t o  a parameter 
is defined as 
u* = ux (T) (2.9) x 
where T the  va lue  of t such t h a t  lu ( t ) l  is a maximum. u g ives  an 
e s t ima te  of  t he  m a x i m u m  change i n  the  response ( a t  t i m e  T) f o r  a + 1 X  
change i n  A .  
x x 
The i n t e g r a l  s e n s i t i v i t y  of  the system wi th  r e spec t  t o  a parameter 
X is defined as 
“ 2  
S A  = Zo ux ( t )  d t  (2.10) 
when t h i s  i n t e g r a l  e x i s t s .  Unless X is  a parameter a f f e c t i n g  t h e  f i n a l  
va lue  of  y ( t ) ,  u ( t )  approaches zero a s  t+-. It i s  shown i n  Chapter 
I11 t h a t  u ( t )  is the  response of a l i n e a r  system. 
as t + 0 3 ,  i t  approaches zero i n  an exponent ia l  fashion.  I n  such a case  
u (t) is  t he  sum of decaying exponent ia l s ,  so  t h a t  t he  above i n t e g r a l  
does exist .  
a f f e c t  t he  f i n a l  va lue  of y ( t ) .  
x 
Then i f  ux ( t ) +  0 A 
2 
x 
Therefore ,  i t  is concluded t h a t  S A  exists i f  X does no t  
I f  t he  f i n a l  va lue  of y ( t )  does depend 
16 
on A ,  t h e  i n t e g r a l  s e n s i t i v i t y  with r e s p e c t  t o  X is no t  def ined.  The 
s e n s i t i v i t y  o f  t h e  system wi th  r e s p e c t  t o  such a parameter might b e  
cha rac t e r i zed  by t h e  peak s e n s i t i v i t y  and t h e  f i n a l  va lue  of t he  
s e n s i t i v i t y  func t ion  u,( t ) .  
The d e f i n i t i o n  given f o r  i n t e g r a l  s e n s i t i v i t y  was chosen as a 
measure of  t h e  o v e r a l l  i n f luence  o f  a parameter X on the  s t e p  response.  
For t h e  in t eg rand ,  u,(t)  w a s  p re fe r r ed  over  Iu (t)l for two reasons.  
The squared q u a n t i t y  weights  l a r g e  va lues  of u (t) more heav i ly  than  
small va lues .  Also, t h e  integrand u ( t )  a l lowe t h e  use  of Pa r seva l ' s  
Theorem i n  the  eva lua t ion  of t h e  i n t e g r a l .  This is d iscussed  i n  t h e  





Clear ly ,  i n  ob ta in ing  more concise  s e n s i t i v i t y  measures, some 
in format ion  as t o  t h e  way i n  which X a f f e c t s  t h e  response is l o s t .  
The s e n s i t i v i t y  func t ions  are u s e f u l  i n  p a r t i c u l a r  cases where t h i s  
i n f o m a t i o n  is important.  
CHAPTER I11 
GENERATION OF SENSITIVITY MEASURES 
The purpose of t h i s  chapter  is t o  show how s e n s i t i v i t y  
func t ions ,  peak s e n s i t i v i t i e s ,  and i n t e g r a l  s e n s i t i v i t i e s  may be 
found. To genera te  t h e s e  s e n s i t i v i t y  measurea, an analog o r  d i g i t a l  
computer is  requi red ,  while  c l a s s i c a l  s e n s i t i v i t i e s  can be found 
e a s i l y  from a block diagram of the system. It is shown t h a t  classical 
s e n s i t i v i t y  and i n t e g r a l  s e n s i t i v i t y  a r e  connected by a r e l a t i o n s h i p  
which enables  one t o  p r e d i c t  t h e  na tu re  of s e n s i t i v i t y  func t ions  and 
i n t e g r a l  s e n s i t i v i t y  from a knowledge of c l a s s i c a l  s e n s i t i v i t y .  
IJ 3.1 The Re la t ion  between SA and SA. 
~- ~- ~- 
From the  d e f i n i t i o n  of t he  s e n s i t i v i t y  func t ion ,  
x 
f o r  R ( s )  
f ined  i n  
not  a func t ion  of A .  Since the  s e n s i t i v i t y  func t ions  are de- 
















1 dW(s) W ( s )  
d A / X  W ( s )  
1 X dW(s) 
S W ( s )  dX 
= - W ( s )  - 
1 W = - W(s) SA 
S 
For s = j w ,  
Now, 
s i n c e  u ( t )  - 0 f o r  t <  0. Then using Paraemal 's  Theorem, 
Eq. (3.3) shows the  r e l a t i o n  between i n t e g r a l  s e n s i t i v i t y  S and 
c lass ical  s e n s i t i v i t y  Sw 
?I 
W 
A '  
Clear ly ,  reducing I S,( jw)  I reduces S x.' 
I n  t h i s  t h e s i s  t he  systems t o  be s t u d i e d  have i d e n t i c a l  t rans-  
f e r  func t ions  W ( s ) ,  b u t  d i f f e r e n t  c l a s s i c a l  s e n s i t i v i t i e s  wi th  r e s p e c t  
t o  the  same parameter.  Then from E q .  (3.3) i t  i s  seen  t h a t  t he  d i f f e r -  
ences  between i n t e g r a l  s e n s i t i v i t i e s  f o r  such systems are determined by 
d i f f e r e n c e s  ' i n  t h e i r  c l a s s i c a l  s e n s i t i u i t i e s .  This  l i n k  between 
I 
19 
c l a s s i c a l  and i n t e g r a l  s e n s i t i v i t y  is important ,  because c l a s s i c a l  
s e n s i t i v i t i e s  a r e  e a s i l y  found from a block diagram of the  system, 
-,--. 
whi le  the  generat ion of S requi res  a computer. For t h i s  reason i t  
is d e s i r a b l e  t o  have a method f o r  f i n d i n g  c l a s s i c a l  s e n s i t i v i t i e s .  
x 
3.2 Generation of  C l a s s i c a l  S e n s i t i v i t i e s  
The procedure given h e r e  f o r  f i n d i n g  classical s e n s i t i v i t i e s  
from the  system block diagram is e s s e n t i a l l y  the  same a s  the  method 
descr ibed  by Tomovic (1964). The block diagram of a c o n t r o l  system 
is  shown i n  Fig. 3.1, where the  component blocks of p a r t i c u l a r  i n t e r e s t  
are Gi(s) and H i ( 8 ) .  
j 
orde r  and the  H ( 8 )  = k (cons tan ts ) ,  Fig.  3.1 is a block diagram 
of  a system where a l l  of t h e  s t a t e  v a r i a b l e s  are fed back. 
For t h e  case where a l l  of the  G ( 8 )  are f i r s t  
j j 
However, 
t he  express ions  der ived  he re  f o r  c l a s s i c a l  s e n s i t i v i t i e s  a r e  v a l i d  
f o r  G (s)  and H ( 8 )  of any order .  Fig.  3.2 shows a reduct ion  of 
the  block diagram f o r  t he  purpose of c a l c u l a t i n g  Sw 
j j 
and Sw . L ( s )  is 
Gi Hi 
t he  t r a n s f e r  func t ion  from E t o  B (These v a r i a b l e s  are def ined  i n  i i' 
Fig. 3.1.) M(s) r ep resen t s  the  sum of the  feedback through the  pa ths  
conta in ing  H 1, H 2 ,  ... , Hi-lwhen these  pa ths  are r e f e r r e d  t o  the  
output .  N ( s )  is t he  t r a n s f e r  funct ion from the  output  of G t o  the  














1 + GiLF 
where F - Hi + NM. 
Then the s e n s i t i v i t y  of  W ( s )  with respect to G i ( s )  i s  
W Gi(s) dW( s) 
'Gi w(s) dGi(s) 
1 + GiLF - GiLF Gi 
2 = - LN [l + GiLF] W 
1 
a 
1 + GiLF 
The transfer function from the input to  Ei(s) is: 
Ei(s) 1 
-P 
R ( s )  1 + GiLN [M + Hi] - 
N 
1 
1 + GIL [Hi + EaM1 P 
1 
1 + GiLF P 
W - s  
Gi 
(3.7) 
( 3 . 8 )  
Thus, t he  c lass ical  s e n s i t i v i t y  of t he  system wi th  r e s p e c t  t o  
G i ( s )  is j u s t  t he  t r a n s f e r  func t ion  from the  inpu t  t o  E (9). The i 
s e n s i t i v i t y  of W ( s )  w i th  r e s p e c t  to Pi(s)  is: 
I n  o r d e r  t o  s impl i fy  c a l c u l a t i o n s ,  l e t  G ( s )  be  def ined  as: 
Hi Sw = w NG 
Hi 
(3.10) 
The classical s e n s i t i v i t y  of the  system wi th  r e s p e c t  t o  H (9) is t h e  
t r a n s f e r  func t ion  from t h e  i n p u t  to  D i ( s ) .  
i 
Eqs. (3.9) and (3.10) for c l a s s i c a l  s e n s i t i v i t i e s  on ly  apply t o  
t h e  system o f  Fig.  3.1. However, t h e  series compensated system is  
e a s i l y  t r e a t e d  as a special  case. A u n i t y  feedback system wi th  a f i x e d  
p l a n t  G ( 8 )  and a series compensator G c ( s >  i s  shown i n  Fig.  3.3. 
t h e r e  i s  no feedback from the  output  of GC(s) ,  t he  t r a n s f e r  func t ions  
i n  t h e  forward pa th  may be combined. 
S ince  
P 
L e t  G1(s) = G c ( s )  G p ( s ) .  Then the  
24 
Figure 3 . 3  A series compensated system. 
25 
s e r i e s  compensated system of Fig. 3 . 3  i s  a spec ia l  case of the system 
of Fig.  3 . 1 ,  w i t h  only one block in the  forward path (G1(s)) and w i t h  
H1(s) = 1. Now, from Eqs. ( 3 . 9 )  and (3.10), 
For system configurations which are not spec ia l  cases of  the 
diagram i n  Fig. 3 .1 ,  the c las s i ca l  s e n s i t i v i t i e s  can be  found by direct  
application of the de f in i t ion  (Eq.  ( 2 . 2 ) ) .  
26 
3.3 Generation of S e n s i t i v i t y  Functions,  Peak S e n s i t i v i t y ,  and 
I n t e g r a l  S e n s i t i v i t y .  
I n  Sec t ion  3.1 S w a s  expressed as an i n t e g r a l  i n  the  form of x 
Eq. (3.2).  For t he  case where U ( s )  i s  a r a t i o  of polynomials,  
t h e  i n t e g r a l  has  been t abu la t ed  as a func t ion  of t h e  c o e f f i c i e n t s  of 
t he  polynomials (Newton, et.al. (1957)). However, t he  express ions  f o r  
t h i s  i n t e g r a l  become cumbereome rap id ly  as t h e  o r d e r  of U ( s )  i nc reases .  
S ince  f o r  an n t h  o r d e r  system t h e  o rde r  of  U ( s )  is  2n, t he  eva lua t ion  
of  S by Eq. (3.2) is imprac t i ca l .  x 
The method presented  i n  Sect ion 3.2 for f i n d i n g  classical 
s e n s i t i v i t i e s  and Eq. (3.1) for U ( 8 )  i n d i c a t e  how s e n s i t i v i t y  func t ions  
may be  generated.  Eq. (3.1) is repeated here:  
A 
If a i s  a parameter only of G (s ) ,  then i 
If B is a parameter only of  H (s ) ,  then i 
(3.11) 
(3.12) 
The genera t ion  of  U,(s) and Ug(s) is shown i n  Fig.  3 . 4 .  
i s  app l i ed  t o  a system wi th  t h e  t r a n s f e r  func t ion  W ( s ) .  
A s t e p  inpu t  
The ou tpu t  i s  
app l i ed  t o  t h e  inpu t  of a second system (with t r a n s f e r  func t ion  W ( s > )  












E i ( d  n i b )  
The t r a n s f e r  func t ions  - and - provide the  
i n  Eqe. (3.11) and (3.12). 
Y ( s )  Y ( S >  
Gi The blocks labe led  Sa 
W terms Sw and S 
Gi Hi 
* A  I and S provide B 
t he  corresponding terms i n  Eqs. (3.11) and (3.12) t o  complete the  
genera t ion  of U,(s) and Ug(s). For the  cases  where the  parameters 
G. H, 
1 1 a and B are ga ins ,  po les ,  o r  zeros,  Sa 
as shown i n  Chapter 11. F i n a l l y ,  the blocks l abe led  I. S. ( I n t e g r a l  
and S are simple func t ions ,  B 
Squared) square  the  t i m e  func t ions  u,(t) and u ( t )  and i n t e g r a t e  t o  
y i e l d  Sa and SB. 
c a r r i e d  ou t  in t he  t i m e  domain by a computer, b u t  for convenience, 
B 
(The genera t ion  of  the  s e n s i t i v i t y  func t ions  is 
t he  method is discussed  us ing  the  transformed v a r i a b l e s  .) 
For the  example systems of Chapter V, a d i g i t a l  computer is 
used t o  genera te  the  s e n e i t i v i t y  func t ions ,  peak s e n s i t i v i t i e s ,  and  
i n t e g r a l  s e n s i t i v i t i e s .  For t h e  5th o rde r  system of  Example 3 i n  
Chapter V, t he  s e n s i t i v i t i e s  wi th  r e spec t  t o  e i g h t  parameters a r e  
found. The genera t ion  of t h e  s e n s i t i v i t y  func t ions ,  peak s e n s i t i v i -  
t ies,  and i n t e g r a l  s e n s i t i v i t i e s  f o r  each parameter l eads  t o  a system 
of  equat ions  of o rde r  23. The computer time requi red  f o r  t he  so lu t ion  
is approximately 4 minutes,  
It has  been pointed ou t  t h a t  t he  eva lua t ion  of  SA from t a b l e s  
of t h e  i n t e g r a l  (Eq. (3.2)) is usual ly  imprac t i ca l .  However, f o r  t h e  
t h i r d  o rde r  system of Example 1 in Chapter V, t he  i n t e g r a l  s e n s i t i v i t i e s  
w e r e  found by t h i s  method. These r e s u l t s  were compared t o  those  obtained 
from a d i g i t a l  computer program, which approximately so lves  the  d i f f e r -  
e n t i a l  equat ions f o r  the i n t e g r a l  s e n s i t i v i t i e s .  The va lues  obtained 
by t h e  two methods agreed t o  within 0.3%. 
CHAPTER I V  
SENSITIVITY AND STATE-VARIABLE FEEDBACK 
The s e n s i t i v i t y  measures which have been discussed are used 
i n  t h i s  chapter  and i n  Chapter V t o  s tudy  t h e  s e n s i t i v i t y  o f  some 
l i n e a r  c o n t r o l  systems. I n  t h e  present  chapter  a s l i g h t l y  genera l  
d i s c u s s i o n  o f  t h e  problem is attempted. Because s e n s i t i v i t y  a n a l y s i s  
i n  terms o f  s e n s i t i v i t y  func t ions  and i n t e g r a l  s e n s i t i v i t y  i s  prac- 
t i c a l l y  l i m i t e d  t o  s p e c i f i c  cases, much u s e  i s  made of c lass ica l  
s e n s  i t i v i  t y  . 
4.1 S e r i e s  Compensation and S ta te  Var iab le  Feedback 
It is assumed t h a t  a given f ixed  p l a n t  is  t o  b e  compensated i n  
o r d e r  t o  y i e l d  a d e s i r e d  closed-loop response.  Figs .  4 .1  and 4.2 ind i -  
cate two approaches which may b e  used t o  s o l v e  t h e  problem. The f i x e d  
p l a n t  i s  o f  o r d e r  m,  and has  a t r a n s f e r  func t ion  
where t h e  G (s)  are f i r s t  order .  I n  Fig.  4 .1  a cascade compensator 
G (6) has  been used t o  r e a l i z e  the  r e q u i r e d  W ( s ) ,  which i s  o f  o r d e r  n. 
i 
C 
G G  
C 
'(') 1 + E G 
C P  
(4 1) 
G ( 8 )  may be found by t h e  Guillemin-Truxal method d iscussed  i n  Truxal  
(1955). I n  Fig.  4.2 W ( s )  is obtained by feeding  back t h e  s ta te  vari- 




Gp(s) = G1(s)G2(s) ... G,(s) 
Geq(s) - Gc(a)Gp(s) (order n) 
Figure 4 .1  
(order m) 
The series compensated system. 
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D w I 
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compensating elements,  whose s t a t e  v a r i a b l e s  are a l s o  fed  back. This  
method of des ign  i s  descr ibed  i n  de t a i l  by Schul tz  and Melsa (1967). 
The r e s u l t i n g  system has the  same n th  o rde r ,  closed-loop t r a n s f e r  
func t ion  W ( s )  as the  series compensated system. The fol lowing express ion  
f o r  W ( s )  of  t he  s t a t e - v a r i a b l e  feedback system is  der ived  i n  the  
Appendix. 
G1G2. . . G n 
1 + klG1G2.. . Gn + k2G2.. .Gn+. . .+knGn 
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4.2 S e n s i t i v i t i e s  
The s e n s i t i v i t i e s  of the  two s y s t e m  wi th  r e s p e c t  t o  parameters 
i n  both  the  forward pa ths  and the  feedback pa ths  a r e  s t u d i e d  i n  t h i s  
s e c t i o n .  However, more a t t e n t i o n  is focused on the  parameters i n  the  
forward pa th ,  expec ia l ly  those i n  the  f ixed  p l a n t ,  This is because 
i n  most cases  the  designer  is ab le  t o  s e l e c t  compensating components 
with production to l e rences  which a r e  small enough t o  avoid problems of  
s e n s i t i v i t y  wi th  r e s p e c t  t o  these  components. S e n s i t i v i t i e s  wi th  
r e s p e c t  t o  the  compensating element8 should s t i l l  be checked, however, 
i n  order t o  avoid a s i t u a t i o n  where the  to l e rances  requi red  are impractical. 
Consider t he  s ta te  v a r i a b l e  feedback system. Using Eq. (3.9), 




It is shown i n  t he  Appendix t h a t  
sw 
Gi 
For example i n  a t h i r d  o rde r  system these  s e n s i t i v i t i e s  a r e :  
1 + k2G2G3 + k3Gg 
sw = 
G1 1 + klG1G2G3 + k2G2G3 + k3G3 
1 + k3G3 
sw G2 = 1 + klG1G2G3 + k2G2G3 + k3G3 
1 sw = 






The denominators of  Sw 
Sw 
l e t  
do no t  depend on i, so t he  magnitudes of t he  
Gi 
may be compared by examining the numerators. For t h i s  d i scuss ion  
Gi 
For f requencies  less than t h e  system bandwidth, and i f  a l l  ki> 0, i t  
may b e  expected t h a t  lAi(jw)l is smaller f o r  l a r g e r  va lues  of i. I n  
t h i s  case,  from the  d i scuss ion  of  t he  r e l a t i o n  between c l a s s i c a l  sen- 
s i t i v i t y  and i n t e g r a l  s e n s i t i v i t y ,  i t  is expected t h a t  t he  S a r e  
smaller f o r  l a r g e r  va lues  of i. I n t u i t i v e l y ,  one might p r e d i c t  t h i s  
Gi 
behavior from n o t i c i n g  that  the  G i ( s )  are more imbedded i n  feedback 
loops  f o r  l a r g e r  va lues  of i. For a l l  of the  examples s t u d i e d  wi th  
k >Os i t  was found t h a t  S decreased as i increased .  However, i t  
is n o t  always t r u e  t h a t  all of the ki are p o s i t i v e .  I f  one o r  more 
of t h e  feedback c o e f f i c i e n t s  a r e  nega t ive ,  i t  may be expected t h a t  
Gi i 
f o r  some va lue  of i, S > S . An example of  t h i s  s i t u a t i o n  is 
shown i n  Chapter V. 
Gi + 1 Gi 
Consider now the  series compensated system, L e t  G (e) = 
eq 
Gc(s) GP(s). 
cascade are equal ,  
Then using the  f a c t  t h a t  t he  s e n s i t i v i t i e s  f o r  a l l  blocks in 
5 f o r  a l l  i. W s: 'G C = 'Gi R ( s )  
eq 
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Since  t h e  closed-loop t r a n s f e r  funct ions f o r  t he  two systems are the  
same, 
where E ( 5 )  i s  def ined  i n  Fig.  4.2, and 2' 
back system. 
r e f e r s  t o  the  s ta te  feed- 
Thus, t h e  s e n s i t i v i t y  of  W ( s )  w i th  r e s p e c t  t o  any block 
G1 1 
i n  t h e  forward pa th  of  t he  series compensated system i s  equal  t o  the  
s e n s i t i v i t y  of W ( s )  with  r e s p e c t  t o  G 
v a r i a b l e  feedback. Then f o r  most cases Sw is  smaller f o r  t he  
s t a t e  v a r i a b l e  feedback system, s i n c e  Sw decreases  as i inc reases  
i n  t h a t  system. 
i n  t h e  system us ing  state- 1 
Gi 
Gi 
The s e n s i t i v i t i e s  of  t h e  s t a t e - v a r i a b l e  feedback system wi th  
r e s p e c t  t o  the  feedback c o e f f i c i e n t s ,  ki, are now considered. I n  t he  
Appendix i t  is  shown t h a t  
n 
-k, II G, 
For t he  case of  a t h i r d  o r d e r  system these  s e n s i t i v i t i e s  are: 
(4.8a) 
(4.8b) 
( 4 . 8 ~ )  
For the  series compensated system l e t  k = 1 be t h e  un i ty  gain of the  
s i n g l e  feedback path.  Then, 
- Y ( s )  -G G 
E 
C '! = 1 + GcG R ( s )  
f o r  kl = 1 W = s  
kl 
Thus, t h e  s e n s i t i v i t y  of the  s t a t e - v a r i a b l e  feedback system wi th  
r e s p e c t  t o  t h e  u n i t y  feedback gain from the  o u t p u t  i s  the  same as f o r  
t h e  series compensated system. The r e l a t i v e  magnitudes of  S ( j w ) ,  
f o r  d i f f e r e n t  va lues  of i, depend on the  magnitudes o f  t he  G, (jw). 
W 
ki 
If IG,(j w) 1 > 1 and 
would appear t h a t  
t he  s t a t e - v a r i a b l e  
r e s p e c t  t o  changes 
A. 
i f  t he  k a r e  of t he  same o r d e r  of  magnitude, i t  i 
W 
IS 
feedback system would n o t  be more s e n s i t i v e  wi th  
(j w) I decreases as i inc reases .  I n  such cases 
ki 
i n  the  feedback c o e f f i c i e n t s  than would the  series 
compensated sytem wi th  r e s p e c t  t o  a change i n  the  s i n g l e  un i ty  feed- 
back gain.  
4.3 R e s t r i c t i o n s  Imvoeed by the  Fixed P l a n t  and t h e  Closed-Loop 
Transfer  Function. 
From t h e  comparisons made above between t h e  series compensated 
system and the  s t a t e - v a r i a b l e  feedback system, i t  i s  seen  t h a t  
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decreased s e n s i t i v i t y  may be  obtained by a change i n  the system 
conf igura t ion .  However, i t  appears t h a t  t he  minimum s e n s i t i v i t y  
t h a t  can be achieved i s  l i m i t e d  by the  f a c t  t h a t  t he  f ixed  p l a n t  
and t h e  closed-loop response a r e  s p e c i f i e d .  
i l l u s t r a t e s  t h i s  is  the  system of Fig. 4.3. The c losed  loop t r a n s f e r  
An example which 
func t ion  is  
If k2 and k3 are p o s i t i v e ,  i t  may be expected t h a t  G 
s e n e i t i v e  block. From Eq. (4.5c),  
is t he  l e a s t  3 
The examples of Chapter V show 
S A  is important  i n  determining W 
p2p3w Is" ( j w )  I 
G3 K1K2K3 
The product  p2p3 is determined 
t h a t  t he  low frequency asymptote o f  
SA. Here, f o r  small va lues  of w ,  
by the  f i x e d  p l a n t ,  whi le  t he  product  
K K K is s p e c i f i e d  by t h e  closed-loop t r a n s f e r  func t ion .  Decreasing 
Sw 
term, K1K2K3, is u s u a l l y  n o t  f e a s i b l e ,  s i n c e  t h i s  cons t an t  term 
determines t h e  loop ga in  of t h e  system; t h e  loop  ga in  is  usua l ly  
1 2 3  
by s p e c i f y i n g  a new c losed  loop response wi th  a l a r g e r  c o n s t a n t  
G3 
Figure  4 . 3  A t h i r d  o r d e r  control system. 
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restr ic ted  so that the system remains i n  a l inear  region of operation 
for some expected input. 
The dependence of  s e n s i t i v i t y  on the f ixed plant and the 
closed-loop transfer function is  currently being invest igated by 
Dial (1967). 
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4.4 Modif icat ions of  S t a t e  Variable  Feedback 
Earlier i n  t h i s  chapter  it was found t h a t ,  under c e r t a i n  con- 
d i t i o n s ,  one would expect  t h e  system us ing  s t a t e - v a r i a b l e  feedback t o  
be t h e  l eas t  s e n s i t i v e  t o  t h e  Gi(s) n e a r e s t  t h e  input .  
t o  extend t h i s  minimum va lue  of s e n s i t i v i t y  t o  t h e  o t h e r  G (s ) ,  
modif ica t ions  of t he  feedback s t r u c t u r e  are inves t iga t ed .  
I n  an a t tempt  
i 
I f  i n  t h e  system of  Fig. 4.2 a l l  t h e  feedback pa ths  are r e f e r r e d  
t o  t h e  ou tpu t ,  then  t h e  r e s u l t i n g  system has the  form of Fig. 4.4 
where 
n k +. . .+ H e q ( s )  = 1 + - + - k2 k3 G1. .G G1 G1G2 n - 1  
The system i n  t h i s  form is  r e f e r r e d  t o  as the  "H-equivalent" system. 
The t r a n s f e r  f u n c t i o n  Y(e)/R(a)  i s  unchanged. The H-equivalent system 
i s  often used as a block  diagram reduct ion  of t h e  s t a t e - v a r i a b l e  feed- 
back system f o r  t h e  purpose of c a l c u l a t i n g  t h e  closed-loop t r a n s f e r  
func t ion .  However, t h e  H-equivalent system h e r e  is intended as an 
a c t u a l  phys i ca l  system; t h a t  is, the output  i s  fed  back through H (s), 
and no o t h e r  s ta te  v a r i a b l e s  are fed back. For t h e  H-equivalent system, 
eq 
1 L 11 1 + GIG 2. . .Gn[1  + - +...+ G1 G1.. .G n - 1  
1 





"pq- - - 
Figure 4.4 The H-equivalent system. 
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Thus, t h e  s e n s i t i u i t y  of  t he  H-equivalent system wi th  r e s p e c t  t o  any 
b lock  i n  the  forward pa th  is  equal  t o  the s e n s i t i v i t y  of  t h e  state- 
v a r i a b l e  feedback system wi th  r e spec t  t o  G (9). This  i s  t h e  "minimum 
s e n s i t i v i t y "  which was sought.  
n 
With regard t o  the  cons t ruc t ion  of  a system, t h e  H-equivalent 
conf igu ra t ion  has both advantages and disadvantages i n  comparison t o  
t h e  s t a t e - v a r i a b l e  feedback system. For the  H-equivalent system only t h e  
o u t p u t  is  a c t u a l l y  measured. This  i s  an advantage when measurement 
of a l l  of t he  s t a t e  v a r i a b l e s  i s  d i f f i c u l t .  However, un le s s  t h e  numerator 
and denominator of  G ( s )  are of  t h e  same o r d e r ,  t he  numerator o f  H (s) is 
of h ighe r  o r d e r  than t h e  denominator. 
approximately,  poles must be  added. This problem is t r e a t e d  i n  an 
example i n  Chapter V. 
eq 
eq 
Then i n  o r d e r  t o  r e a l i z e  H (9) 
4.5 A Note on I n t e g r a l  S e n s i t i v i t y  and t h e  Poles  of  t h e  Fixed P l a n t  
Consider aga in  Eqs. (4.2) and ( 4 . 3 )  f o r  W ( s )  of t h e  s t a t e - v a r i a b l e  
feedback system. It is  assumed t h a t  t he  func t ions  G (s) are of  t h e  form: i 
The f a c t o r  (s + z ) is  n o t  always present .  
numerator and denominator of W ( s )  are c l ea red  by mul t ip ly ing  by n 
n 
i = 1  
I f  t h e  func t ions  i n  the  i 
(s + pi) ,  W ( s )  may be w r i t t e n  as: 
m m -  1 a s  + a m - l ~  +...+ a, 
n -  1 
U p  m 
"('1 Q ( s )  n 
9 +. . .+ b, + b n -  1 
(4.11)  
(4.12) 
where the r o o t s  of  Q ( s ) ,  t he  c h a r a c t e r i s t i c  polynomial, are the  closed- 
loop poles  of t he  system. S imi l a r ly ,  i f  t h e  express ions  f o r  t h e  
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W classical s e n s i t i v i t i e s ,  S , are  c l ea red  of  f r a c t i o n s ,  t h e  sens i -  
t iv i t ies  may be  w r i t t e n  as: 
Gi 
R - 1  +...+ co Q. - IS c s  + C R  II 
0 
n n - 1  
+ bn - 1 s  +. . .+ bo ( 4 . 1 3 )  
From Eqs. ( 4 . 1 2 )  and ( 4 . 1 3 )  i t  is seen t h a t  t h e  denominators of  t h e  
Sw 
qui red  closed-loop response.  
are the  c h a r a c t e r i s t i c  polynomial, which is s p e c i f i e d  by t h e  re- 
Gi 
The s e n s i t i v i t y  wi th  r e s p e c t  to  G ( 8 )  is: 
n n 
(4.14) 
Recall t h a t  t he  i n t e g r a l  s e n s i t i v i t y ,  S A ,  depends on the  magnitude o f  
S y ,  Now, 
n 
( 4 . 1 5 )  
From Eq. ( 4 . 1 5 )  i t  i s  c l e a r  t h a t  the i n t e g r a l  s e n s i t i v i t y ,  SG , is  t h e  
n 
same f o r  two systems which have the same closed-loop response,  b u t  
whose open loop po le s  are symmetrical w i t h  r e s p e c t  t o  t h e  jw-axis. 
Thus, one o r  more of  t h e  open loop poles  could be l oca t ed  i n  t h e  RHP, 
and SG would remain the  same. 
s e n s i t i v i t y  func t ion ,  u ( t ) ,  and t h e r e f o r e  S are def ined  i n  terms o f  A A ’  
an  incremental  change i n  the  parameter A .  Clea r ly ,  f o r  s u f f i c i e n t l y  
This emphasizes t h e  f a c t  t h a t  t h e  
n 
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l a r g e  changes i n  the  gain K a system with open-loop po le s  i n  the  
RHP behaves very d i f f e r e n t l y  from a system wi th  only  LHP open-loop 
po le s .  
n’ 
The d i scuss ion  above i n d i c a t e s  t h a t  i n  a d d i t i o n  t o  compen- 
s a t i n g  the system f o r  t he  des i r ed  closed-loop response and eva lua t ing  
s e n s i t i v i t i e s ,  i t  is  necessary t o  r e t a i n  a wider  v i e w  of  the  system 
des ign  - f o r  example, i n  terms of a r o o t  locus .  
4 . 6  Summary 
From t h e  a n a l y s i s  i n  s e c t i o n  4.2  i t  is  seen  t h a t ,  under c e r t a i n  
cond i t ions ,  the  s t a t e - v a r i a b l e  feedback sys t e m  i s  less s e n s i t i v e  t o  
parameter changes as compared t o  the series compensated system wi th  t h e  
same closed-loop t r a n s f e r  func t ion  W ( s > .  However, i t  appears  t h a t  t he  
minimum s e n s i t i v i t y  a t t a i n a b l e  i s  r e s t r i c t e d  by the  f ixed  p l a n t  and 
by t h e  r equ i r ed  W ( s > .  The H-equivalent system, o r  a system us ing  an 
approximation t o  H ( s ) ,  might be used t o  extend t h i s  minimum value  o f  
s e n s i t i v i t y  t o  a l l  of  t he  blocks i n  the  forward path.  Chapter V 




This chapter  c o n s i s t s  of  several examples t o  i l l u s t r a t e  the  
s e n s i t i v i t y  p r o p e r t i e s  of systems designed by the  methods d iscussed  
i n  Chapter I V .  
back a l l  of the  s ta te  v a r i a b l e s  and by t h e  Guillemin-Truxal method. 
The s e n s i t i v i t i e s  of  t he  two r e s u l t i n g  systems are compared. The same 
f i x e d  p l a n t  is  compensated wi th  H-equivalent feedback i n  Example 2 . ,  
and a system wi th  an  approximation of H 
I n  Example 4,  a zero ,  which i s  not  d e s i r e d  i n  W ( s ) ,  is  included i n  the  
f i x e d  p l an t .  S e n s i t i v i t y  a n a l y s i s  is used t o  determine t h e  parameters  
of  a cascade compensator which provides  f o r  c a n c e l l a t i o n  of t h e  zero 
i n  the closed-loop response.  
I n  Example 1 a f ixed  p l a n t  i s  compensated by feeding 
(s) i s  d iscussed  i n  Example 3. 
eq 
Example 1. Figure  5.1 shows the  f i x e d  p l a n t  of a c o n t r o l  
system which is requ i r ed  t o  have the fol lowing closed-loop t r a n s f e r  
fun c t ion .  
80 




( s  + 1 O ) ( s  + 4s +8)  
W ( s )  i s  obta ined  i n  two ways. One system i s  syntehs ized  us ing  s ta te-  





~- 5 ; 1  -
s+l 8 
K1 = 1 P2 = 1 K - 8  
K2 = 5 P3 - 5 k2= 35/80 
K3 = 2 kj= 112 
Figure 5 .2  The compensated system of Example 1. 
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the second system. For both systems in this example classical 
sensitivities and sensitivity functions, as well as peak sensitivities 
and integral sensitivities, are found in order to show the connection 
between the different sensitivity measures. 
For the state variable feedback system (Fig. 5.2) the sensi- 
tivities with respect to the blocks in the forward path are given 
by Eqs. (4.5). For this example the equations become: 
2 s3 + 14s  + 48s 




P -  3 sca + l)(Z + 1) 
C 
W s3 + 14s2  + 13 s, = - n 
3 c;2 s + 1 4 s L  + 48s + 80 
2 s3 + 6s + 5s 






s(s + 1)(5 + 1) 
0 -  
2 s 8 (E+ l)(g-+$+ 1) 
Asymptotic Bode plots for these sensitivities are shown in Fig. 5.3. 
There is also in Fig. 5.3 a Bode plot of G 
order to indicate the bandwidth of the system. It may be noted that 












\ A---- T 
1 '. .L 
10 w 
Figure 5 . 3  Gain s e n s i t i v i t i e s  for the s tate-  
variable feedback system of Example 1.  
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W < s  . 
< 'G2 G1 
f o r  f requencies  less than t h e  gain c rossover  frequency, Sw 
G3 
The classical  s e n s i t i v i t i e s  w i th  r e spec t  to  the  s p e c i f i c  parameters 
i n  t h e  forward pa th  are: 
W sw - s 
K1 G1 
W sw = s 
K2 G2 
W w w  
sK3 = sK = G3 
W -3 
Gg + P 3  
s" - s 
p3 
-1 s(s  + 1) 
P -  
2 l6 \E+ 8 1) (%+5+  1) 
Asymptotic Bode p l o t s  f o r  Sw and Sw are in Fig. 5.4. 
p2 p3 
The sensit ivit ies wi th  r e spec t  t o  t h e  feedback c o e f f i c i e n t s  














variable feedback system of Example 1. 
Pole sensitivities f o r  the state- 
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-1 
2 sw = 
kl 'E+ s I)(?+;+ s 1) 
0 -  1 s(s + 1) 
S 
2 
s:3 10 'E+ S 1>(,+,+ 8 1) 
Fig. 5.5 shows Bode p l o t s  of these  func t ions .  
I f  the  Guillemin-Truxal method i s  used t o  compensate the  
p l a n t ,  t h e  f i n a l  closed-loop system is as shown i n  F i g .  5.6. For 
t h i s  system Sw K' 
forward pa th ,  is  equal  t o  Sw 
Simi la r ly ,  t h e  s e n s i t i v i t y  o f  t h e  series compensated system wi th  r e spec t  
t o  t h e  u n i t y  feedback c o e f f i c i e n t  is equal  t o  Sw f o r  t he  s t a t e - v a r i a b l e  
feedback system. 
t h e  s e n s i t i v i t y  with r e s p e c t  t o  any gain i n  t h e  
f o r  the s t a t e - v a r i a b l e  feedback system. 
K1 
kl 
The s e n s i t i v i t i e s  of the  series compensated system 
wi th  r e s p e c t  t o  t h e  po le s  of  t he  f ixed  p l a n t  are: 
W 
K sw = s p2 
-3  
5 
P -  
sw = s i  
p3 
L 
(" + l)(% + 2 8 + l ) ( s  + 1) 
10 
Figure 5.5 Feedback c o e f f i c i e n t  s e n s i t i v i t i e s  f o r  
the  s t a t e - v a r i a b l e  feedback system of  Example 1. 
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The Bode p l o t s  f o r  t hese  func t ions  are shown i n  Fig.  5.7. 
A comparison of  t he  Bode p l o t s  of t h e  c lass ical  s e n s i t i v i t i e s  
of t h e  two systems shows t h a t  f o r  a l l  parameters ,  t h e  magnitudes of 
t he  c lass ical  s e n s i t i v i t i e s  f o r  the s t a t e - v a r i a b l e  feedback system 
are less than o r  equal  t o  those f o r  t he  series compensated system 
f o r  f requencies  less than t h e  gain c rossover  frequency. 
A similar comparison may b e  made i n  t e r m s  o f  s e n s i t i v i t y  
func t ions  and i n t e g r a l  s e n s i t i v i t i e s .  
Figs .  5.8 and 5.9 show block diagrams f o r  the  genera t ion  of 
s e n s i t i v i t y  func t ions  f o r  both systems. P l o t s  of the s e n s i t i v i t y  
func t ions  are shown i n  F igs .  5.10, 5.11, and 5.12, and a t a b l e  l i s t i n g  
peak s e n s i t i v i t i e s  and i n t e g r a l  s e n s i t i v i t i e s  is i n  Fig.  5.18. 
From these  r e s u l t s  i t  is  c l e a r  t h a t  a reduct ion  i n  s e n s i t i v i t y  
has  been obta ined  2, K3, p2,  and p wi th  r e s p e c t  t o  t h e  parameters IC 
us ing  the  s t a t e - v a r i a b l e  feedback method of design. 
3 
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8(s+l) (s+5) 10 
(s+6)(s+8) - s (s+l) (s+5) Y ( S >  
Figure 5 . 6  
by the Guillemin-Truxal method. 
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Figure 5.7 Pole sensitivities for the 
series compensated system of Example 1. 
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Figure 5 .9  
and integral s e n s i t i v i t i e s  for the etate- 
variable feedback system. 
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Figure 5.12 The sensitivity functions for the feedback 
coefficients of the state-variable feedback system. 
Example 2. For t h e  s t a t e - v a r i a b l e  feedback system of Example 1. 
t h e  s e n s i t i v i t i e s  wi th  r e p e c t  t o  K1, K2, and p 
us ing  H-equivalent feedback. The H ( 8 )  system i s  shown i n  Fig.  13. 
From Eq. (4.10) the  s e n s i t i v i t y  of  t h e  H (e) system wi th  
may be  reduced by 2 
eq 
eq 
r e s p e c t  t o  any block i n  t h e  forward pa th  is: 
w w  W 
SG - SG - s 
n G3 
where Sw i s  the  r e n e i t i v i t y  
w i t h  r e s p e c t  t o  Gn (n = 3). 
and p are: 3 
Gn 
of  the  s t a t e - v a r i a b l e  feedback system 
The s e n s i t i v i t i e s  w i th  r e p e c t  t o  p2 
w 
-1 ) sw = s  (- 
w 
-5 ) sw = s  (- 
G s + l  p2 
p3 G s + 5  
Sw 
s e n s i t i v i t y  wi th  r e s p e c t  to p2 has been reduced, s i n c e  I S  I <ISG 1 ,  
where Sw is the  s e n s i t i v i t y  wi th  r e s p e c t  t o  G2 f o r  t he  s t a t e - v a r i a b l e  
feedback system. 
is  the  same as f o r  t he  s t a t e - v a r i a b l e  feedback system. The 
*3 w w  
2 G 
G2 
The peak s e n s i t i v i t i e s  and i n t e g r a l  s e n s i t i v i t i e s  f o r  t he  
H-equivalent system are l i s t e d  i n  the  t a b l e  of Fig.  5.18. 
’ 
1 
- 8 -  s+5 - s+l - s  - 2 - x3 - 5 7 x 2  - -
4 3  1 2  
80 10 1 + - - s + - s  * 
x1 Y ( s >  - 
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Figure 5.13 The H-equivalent system of Example 2. 
Example 3. I n  Example 2. a reduct ion  i n  s e n s i t i v i t y  was obta ined  
by us ing  H-equivalent feedback. However, H ( 8 )  is  n o t  i n  a form which 
i s  e a s i l y  r e a l i z a b l e .  It  i s  d e s i r a b l e  t o  approximate H ( 8 )  by a t r ans -  
fer func t ion  which is  r e a l i z a b l e  by RC elements and a ga in  f a c t o r .  
eq 
eq 
4 3  1 2  
80 10 H e q ( s )  1 + - s + - s 
s 
= 1 + ~ ( s  + 5.38) 
I n  o r d e r  t o  make t h e  second term r e a l i z a b l e ,  po les  are added a t  s = -40 
and s = -50, wh i l e  preserv ing  t h e  l o w  frequency gain.  
200 s(s  + 5.38) 
(s + 4 0 ) ( s  + 50)  H L q ( s )  = 1 + (5  1) 
There are several f a c t o r s  t o  be considered i n  choosing t h e  
approximatinn of H (s).  The large ga in  of H (9) a t  h igh  f requencies  
is  undes i r ab le  i f  t h e r e  is  n o i s e  a t  t h e  system output .  The a d d i t i o n  
of  low frequency po le s  t o  H (s) a l l e v i a t e s  t h i s  problem. However, two 
o t h e r  cons ide ra t ions  make the  use of h igh  frequency po le s  d e s i r a b l e .  
The po le s  of  H'  (s) ,  which become zeros  of  W(e), have less e f f e c t  on 
y ( t )  i f  they are placed a t  h igh  frequencies .  Secondly, t he  a d d i t i o n  
of po le s  i n  t h e  manner shown i n  Eq. (5.1) causes  the  zeros  of H '  (9) 
t o  be  d i f f e r e n t  from those  of  H (9). This e r r o r  i n  zero l o c a t i o n s ,  
which a l s o  a f f e c t s  y ( t ) ,  is smaller f o r  h igh  frequency poles .  Thus, 
a compromise must be made between the  f i l t e r i n g  of ou tpu t  n o i s e  and 
t h e  approximation of H (9). Another p o s s i b l i t y  i s  t o  approximate 









2 2000 (1 + .538s + .ls ) 
(s + 4 0 ) ( s  + 50) H A q ( s )  = 
However, wi th  t h i s  approximation a change i n  t h e  p o l e  l o c a t i o n  o r  
t h e  g a i n  cons t an t  of H '  
ou tput .  
(s) r e s u l t s  i n  a s t eady- s t a t e  e r r o r  a t  t h e  
eq 
One o t h e r  i d e a  i n  the  approximate r e a l i z a t i o n  of H (s)  i s  t o  
eq 
o b t a i n  a system which has  zero s t eady- s t a t e  e r r o r  f o r  a ramp inpu t .  
K" .( For such a system t h e  v e l o c i t y  e r r o r  cons t an t ,  Ky ,  i s  i n f i n i t e .  
may be  expressed (Truxal, 1955) as: 
where t h e  p and z are the  po le s  and zeros  of t h e  closed-loop t r ans -  
f e r  func t ion .  
zeros ,  t h e  po le s  added t o  H (s )  might be placed i n  such a way t h a t  
Kv = =. 
j j 
S ince  K i s  determined by t h e  closed-loop po le s  and 
V 
eq 
This is  a t o p i c  f o r  f u r t h e r  i n v e s t i g a t i o n .  
The s t r u c t u r e  o f  t h e  system with H' ( 8 )  feedback is  shown i n  
eq 
Fig. 5.14, and a b lock  diagram f o r  t h e  gene ra t ion  of s e n s i t i v i t y  func- 
t i o n s  is  i n  Fig. 5.15. The t a b l e  of  Fig. 5.18 l is ts  t h e  peak sens i -  
t i v i t i e s  and i n t e g r a l  s e n s i t v i t i e s .  For the  parameters i n  t h e  f i x e d  
p l a n t ,  t h e  s e n s i t i v i t i e s  are approximately equa l  t o  those o f  t h e  H (9 )  
system. The s e n s i t i v i t i e s  w i t h  r e spec t  t o  the parameters of H' (s)  
eq 
eq 
are reasonably small (less than S f o r  t h e  s ta te  v a r i a b l e  feedback 
s y s  t e m )  . 
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K1 = 1 
K2 = 5 
K3 = 2 
Figure 5.14 
P2 = 1 
P 3  - 5 
a = 5 . 3 8  
bl = 40 
b2 - 50 
1 
The H'-equivalent system of Example 
K =  a 
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-2009 (~+5.38 
(s+40) (s+50) 
Figure 5.15 Generation of s e n s i t i v i t y  func t ions  
and i n t e g r a l  s e n s t i v i t i e s  f o r  t he  H' (5) system. 
eq 
For the  H' (s )  system t h e  new closed-loop t r a n s f e r  f u n c t i o n  i s  
eq 
8 0 ( s  + 4 0 ) ( s  + 50) - 
2 2 + 29.4s + 2 8 7 ) ( s  
w ( s >  = 
( s  + 6 1 . 9 ) ( s  + 4.81s + 9.05) 
The p o l e  and zero  l o c a t i o n s  are shown i n  Fig.  5.16, and a graph o f  
y ( t )  is i n  Fig. 5.17. It  is seen t h a t  t he  a d d i t i o n  o f  po les  i n  the  
feedback s t r u c t u r e  has  a l t e r e d  t h e  s t e p  response. 
s t r a t e s  t h a t  wh i l e  a system us ing  an approximation t o  H (s) may show 
an improvement i n  s e n e i t i v i t y  over a system wi th  s t a t e - v a r i a b l e  feed- 
back, two new problems are introduced. 
H ( 5 )  a f f e c t s  t h e  closed-loop response, and the  h igh  ga in  of H 
eq eq 
a t  h igh  f requencies  i s  undes i r ab le  i f  t h e r e  is n o i s e  a t  t h e  output .  
This example demon- 
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d d d 0 d  l n u l n u l  
0 0 0 0 0  0 0 0 0  
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I I  
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I I  
Figure 5.18 A table  of sensitivities for Examples l., 2., and 3. 
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Example 4. Fig. 5.19 shows the b lock  diagram o f  a f i x e d  p l a n t  
f o r  which t h e  t r a n s f e r  func t ion  i s  
5(s + 2 
Gp(s) = s ( s  + l ) (s)+ 5) 
The d e s i r e d  closed-loop t r a n s  f e r  func t ion  is  
80 
2 
( s  + 1O)(s + 4s  + 8) 
W(S) = 
I n  o r d e r  t o  r e a l i z e  W ( s ) ,  t h e  zero o f  t h e  f ixed  p l a n t  must b e  cance l l ed ,  
and i t  i s  assumed t h a t  i t  i s  impossible t o  i n s e r t  a po le  immediately 
preceding t h i s  zero. 
S ince  d i r e c t  series c a n c e l l a t i o n  is impossible,  t h e  zero 
appears  as a zero  of W ( s ) .  Thus, W(s) is a l s o  r equ i r ed  t o  have a p o l e  
a t  s = -2. That i s ,  
80(s + 2) 
w ( s >  = 
(s  + 2) (s  + 10)(s2 + 4s + 8) 
To accomplish t h i s ,  the  o r d e r  of the  system ,A increasec by i n s e r t i n g  
a series compensator as shown i n  Fig. 5.20, and the  new s ta te  v a r i a b l e  
x4 i s  fed back. 
so as t o  r e a l i z e  W ( s ) .  
k3, k4, K ,  and p The parameters k2,  are then chosen 4 
The values of k2, k3, and K are found t o  be: 
K - 16, k2 = 7/16, k3 = -3/4 
To o b t a i n  t h e  s p e c i f i e d  W ( s ) ,  the va lues  of k and p4 m u s t  b e  chosen 
such t h a t  t h e  t r a n s f e r  func t ion  - , as  de f ined  i n  Fig. 5.20, is :  
4 
x4 ( 5 )  
z ( s )  
16 = x4 ( 5 )  16 -= 
z ( s )  s + p4 + 16k4 s + 10 
I 
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- 2 - s+5 1 s+l S - 2.5 ( s+2) - -  - 
i J 
Figure 5 . 1 9  The fixed p l a n t  of Example 4 .  
= Y ( s >  
K1 - 1 K = 16 P2 = 1 k2 = 7/16 
K2 - 2.5 z2 = 2 P 3  - 5 k3 p - 3 / 4  
Kg - 2 
Figure 5.20 The closed-loop system of Example 4 .  
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Any v a l u e s  of k 
p o l e  a t  s = -2 i n  t h e  c losed  loop t r a n s f e r  func t ion .  
and p4 s a t i s f y i n g  p4 + 16k4 = 10  produce the r equ i r ed  4 
Bounds on a d e s i r a b l e  va lue  of p may b e  ob ta ined  from s t a b i l i t y  4 
c o n s i d e r a t i o n s  (Schul tz  and Melsa 1967) .  I f  p4 - 0,  the  system 
has  two open-loop po le s  a t  t h e  o r i g i n ,  and the  r o o t  locus ,  as a 
f u n c t i o n  of t he  ga in  K ,  i s  i n  the RHP f o r  small va lues  o f  K. Another 
p o s s i b l e  choice is  p4 = 10 ,  which r e q u i r e s  k 
v a r i a b l e  x4 is n o t  f ed  back when k 
Therefore ,  as K +-, two closed-loop po le s  ( i n s t e a d  o f  on ly  one) approach 
= 0. Since  the  s t a t e  
( 8 )  is l o s t .  
4 
= 0, a zero  of H 
4 eq 
i n f i n i t y .  This is  a d isadvantage  with regard  t o  s t a b i l i t y  f o r  h igh  
gain.  
An i n t e rmed ia t e  value of  p may be  obta ined  by cons ide r ing  t h e  4 
s e n s i t i v i t y  of W ( s )  w i th  r e s p e c t  t g  p 4  and k 4 .  From Eq. (4.14), 
(s + P 4 H S  + 5) (s  + 1 ) s  
Q ( s )  
sw * 
G4 
There f o r e  , 
-4 sw = sw 
P4  G4 s + P4 
-p4(s + 5 ) ( s  + 1)s 
P 
Q ( S )  
From Eq. (4.7), 
74 
W W It is seen t h a t  IS 
r e spec t ive ly .  Usually i t  is des i r ab le  t o  decrease  the  s e n s i t i v i t y  
wi th  r e s p e c t  t o  elements i n  the forward pa th  and t o  accept  h ighe r  
s e n s i t i v i t i e s  f o r  t he  feedback c o e f f i c i e n t s ,  because the  to l e rances  
f o r  t h e  k 's may be con t ro l l ed .  
compensator is a l s o  s e l e c t e d  by the designer .  A p o s s i b l e  s o l u t i o n  
i s  t o  choose p such t h a t  t he  s e n s i t i v i t i e s  wi th  r e s p e c t  t o  p4 and 
k are equal.  
We have 
I and I S  1 a r e  p ropor t iona l  t o  Ip41 and lk41 
p 4  k4 
However, i n  t h i s  case the  series i 
4 
From Eqs. (5.2) and (5.3) t h i s  r e q u i r e s  16k4 = p4. 4 
p 4  + 16k4 = 10 
Therefore ,  
Pq = 5 9  
It shoulc 
k4 = 5/16 
be noted  t h a t  t h e  sens t i v i t i e s  w i t h  r e s p e c t  t o  the  
(5  4) 
o t h e r  parameters of t h e  system do no t  depend on t h e  va lues  of k and 
p4, as long as these  va lues  s a t i s f y  Eq. (5.4).  
f a c t  t h a t  the  t r a n s f e r  func t ions  used t o  c a l c u l a t e  t he  s e n s i t i v i t i e s  
4 
This  is seen  from t h e  
f o r  t h e  o t h e r  parameters  involve p and k only  through the  func t ion  4 4 
x4(s) 
z ( s )  
A block diagram f o r  t h e  generation of s e n s i t i v i t y  func t ions  f o r  












































I n t e g r a l  












It i s  seen  t h a t  the  peak and i n t e g r a l  s e n s i t i v i t i e s  wi th  
r e s p e c t  t o  p and k a r e  equal ,  which fol lows from the  e q u a l i t y  of 4 4 
t h e i r  c l a s s i c a l  s e n s i t i v i t i e s .  It should a l s o  be noted t h a t  S > S . 
K3 K2 
This  occurs  because the  feedback c o e f f i c i e n t  k3 is negat ive .  
W It may be noted t h a t  IS I +  0 as p4+ 0. Thus, f o r  minimum 
p4 
s e n s i t i v i t y  wi th  r e s p e c t  to  p 
as mentioned above, t h i s  va lue  of p4  l e a d s  t o  i n s t a b i l i t y  f o r  small  
va lues  of K. This i l l u s t r a t e s  the need t o  maintain an o v e r a l l  view 
the b e s t  choice is p4 = 0. However, 4’ 
of t h e  system behavior  when a s o l u t i o n  f o r  minimum s e n s i t i v i t y  i s  
being sought. 
CHAPTER V I  
CONCLUSIONS 
I n  t h i s  t h e s i s  a new s e n s i t i v i t y  measure, i n t e g r a l  s e n s i t i v i t y  
(S ) y  has  been def ined  i n  terms of t h e  s e n s i t i v i t y  func t ion  (u ( t ) ) .  x x 
2 
S A  = 7 ux ( t )  d t  
0 
t X  where u ( t)  = v, and y ( t ,  A)  i s  the  response of t h e  system to  - x x 
a s t e p  input .  Although the  i n t e g r a l  s e n s i t i v i t y  con ta ins  less 
informat ion  than the  s e n s i t i v i t y  funct ion,  i t  does,  a long wi th  the  
peak s e n s i t i v i t y  (u*),  provide a q u a n t i t a t i v e  measure of s e n s i t i v i t y  
i n  a concise  form. Peak s e n s i t i v i t y  is  def ined  as: 
h 
u* = uh(T) x 
where T = t h e  va lue  of t such t h a t  Iu ( t )  I i s  a maximum. 
s e n s i t i v i t y  i s  a measure of  the  o v e r a l l  e f f e c t  on the  system s t e p  
I n t e g r a l  h 
response of a parameter v a r i a t i o n ,  whi le  t he  peak s e n s i t i v i t y  is an 
estimate of  t h e  maximum change i n  y ( t )  f o r  a + 1% change i n  the  
parameter.  P a r t  of t h e  va lue  of i n t e g r a l  s e n s i t i v i t y  is  der ived  
from i ts  close. connect ion t o  c l a s s i c a l  s e n s i t f v i t y  ( S A  = --) 
by the equat ion  




From t h i s  r e l a t i o n  the  r e l a t i v e  magnitudes of  c l a s s i c a l  s ens i -  
t i v i t i e s ,  which may be  found without t he  use  of a computer, can be  
used t o  p r e d i c t  t h e  r e l a t i v e  magnitudes of i n t e g r a l  s e n s i t i v i t i e s .  
Furthermore,  i n t e g r a l  s e n s i t i v i t i e s  can be  computed f o r  p r a c t i c a l  
cases only  i n  a numerical  fash ion ,  wh i l e  classical  s e n s i t i v i t i e s  can 
be eva lua ted  i n  terms of the  l i t e r a l  parameters of  t h e  system. 
t h i s  way s e n s i t i v i t y  cons idera t ions  are included e a r l y  i n  the  design 
process .  
I n  
I n  Chapter I V  a comparison i s  made between the  s e n s i t i v i t y  
p r o p e r t i e s  of s t a t e - v a r i a b l e  feedback systems and series compensated 
systems. It  i s  seen  t h a t ,  under c e r t a i n  cond i t ions ,  t h e  s e n s i t i v i t i e s  
wi th  r e p e c t  t o  most o f  t h e  system parameters may be  expected t o  be  
smaller f o r  the  s t a t e - v a r i a b l e  feedback system, and t h a t  the  sens i -  
t i v i t i e s  wi th  r e s p e c t  t o  blocks i n  the  s t a t e  feedback system are less  
f o r  t he  blocks c l o s e r  to  the  system inpu t .  This  behavior  i s  demon- 
s t r a t e d  by t h e  examples of Chapter V. 
The use of  H-equivalent feedback is  seen  t o  be advantageous 
wi th  regard  t o  s e n s i t i v i t i e s  f o r  parameters i n  the  forward path.  
However, i n  o r d e r  t o  make t h e  feedback t r a n s f e r  func t ion  r e a l i z a b l e ,  
i t  is  necessary  t o  add po le s  t o  H ( s ) .  The l o c a t i o n s  of  t hese  po le s  
eq 
must be chosen wi th  a t t e n t i o n  t o  t h e i r  e f f e c t s  on W ( s )  and the  f i l -  
t e r i n g  of ou tput  no ise .  There i s  a l s o  t h e  p o s s i b i l i t y  of choosing 
the  po le s  such t h a t  t he  r e s u l t i n g  system has zero s t eady- s t a t e  e r r o r  
f o r  a ramp inpu t .  The j u d i c i o u s  choice of  t hese  pole  l o c a t i o n s  as 
79 
an i n t e g r a l  p a r t  o f  the  system design appears  t o  be a s u b j e c t  f o r  
f u t u r e  work. 
The fol lowing observa t ions  seem t o  i n d i c a t e  another  t o p i c  
f o r  f u r t h e r  research .  
t i o n  i n  s e n s i t i v i t y  f o r  parameters i n  t h e  forward pa th  i s  obta ined ,  
b u t  t he  feedback c o e f f i c i e n t s  which are introduced r ep resen t  a new 
source  of s e n s i t i v i t y .  
i n  s e c t i o n  4 . 3  t h a t  t he  r a n s i t i v i t y  va lue  of t h e  least  s e n s i t i v e  
component depends e n t i r e l y  on t h e  given f ixed  p l a n t  and the  s p e c i f i e d  
closed-loop response.  
t h a t ,  g iven a f i x e d  p l a n t  which c o n s t i t u t e s  t he  forward path,  and a 
s p e c i f i e d  closed-loop response,  there may e x i s t  a l a w  of ' 'conservation 
of s e n s i t i v i t y "  f o r  t h e  system. That i s ,  r educ t ion  of the  s e n s i t i v i t y  
wi th  r e s p e c t  t o  c e r t a i n  parameters may l e a d  t o  increased  s e n s i t i v i t y  
due t o  o t h e r  parameters ,  and the  t o t a l  s e n s i t i v i t y  is ,  i n  some sense ,  
a cons t an t .  
By feeding  back the  s ta te  v a r i a b l e s ,  a reduc- 
Also, i t  was seen  by an example c a l c u l a t i o n  
These cons idera t ions  l e a d  t o  the  con jec tu re  
APPENDIX 
For the system of Fig. 4 . 2 ,  E q s .  ( 4 . 4 )  and ( 4 . 6 )  are given for 
the sensitivities with respect to Gi(s) and k 
loop transfer function W ( s )  is given by Eq. ( 4 . 3 ) .  These expressions 
respectively. The closed i 
are derived here. 
The system of Fig. 3.1 is the same as that of Fig. 4.2 for the 
I 
case where H - k for all j. Consider the reduced block diagram of 
Fig. 3.2.  An expression for S 
j j  
W 








'Gi 1 + GiLN [M + ki/N] 
Substitution for L(s), M ( s )  and N ( s )  from E q s .  ( 3 . 4 ) ,  (3.5) and (3.6), 
and multiplication of the numerator and denominator of Sw 
inator of L ( s )  yields: 
by the denom- 
Gi 
+ knGn 1 + ki+lGI+l...Gn + ki+2Gi+2...Gn + ... sw = 
Gi 1 + ki+lGi+l...G + ... + k G + [klG l...G + k2G 2...Gn + n n n  n 
A 
' ... + kiGi ... Gn] 
E 1 + ki+lGI+l...Gn + ki+2Gi+2...Gn + ... + knGn 




= Ga j=1 j a=j  
1.1 k 
W 




E n ( s >  W y(sl=- G (s) ... Gn(s) = SG G1...G n 
n '(') = R(s) R ( s )  1 
1 i- klG l...G + k2G 2...Gn + ... + k G- n n n  
This is Eq. ( 4 . 3 ) .  
From Eq. (3.10) and w i t h  reference t o  Fig. ( 3 . 2 ) ,  
-kiGiGi+l...Gn 
1 + klG1,..G + k2G 2...G + ... a 
+ knGn n n 
n 




1 + !  k T GQ 
j Dl j a=j 
This is Eq. ( 4 . 6 ) .  
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