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Theory of transport property of density wave phases in three-dimensional metals and
semimetals under high magnetic field
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Three-dimensional (3D) metals/semimetals under magnetic field have an instability toward a den-
sity wave (DW) ordering which breaks a translational symmetry along the field direction. Effective
boson models for the DW phases take forms of XY models with/without Potts terms. Longitudinal
conductivity along the field direction is calculated in the DW phases with inclusion of effects of low-
energy charge fluctuation (phason) and disorder. A single-particle imaginary-time Green function is
identified with a partition function of 3D XY models in the presence of pairs of magnetic monopoles.
In terms of the celebrated electromagnetic duality, electronic spectral function is calculated near the
DW phase transition. The calculated result shows that the single-particle spectral function acquires
an additional low-energy feature due to the strong phason fluctuation. Relevance to an in-plane
conductance due to surface chiral Fermi arc states are also discussed.
PACS numbers:
I. INTRODUCTION
An investigation of magnetic-field-induced many-body
states in three dimensional (3D) metal and semimetal
has a distinguished history1. Unlike the two-dimensional
case, where the kinetic energy is completely quenched,
the 3D metal/semimetal under high magnetic field has
one-dimensional electronic dispersions along the field di-
rection. An electron-electron interaction mediates a
coupling among them, giving rise to a generic 2kF in-
stability toward various spontaneous symmetry break-
ing (SSB) phases such as charge density wave, spin
density wave and Wigner crystal phases1–8. In ex-
pectation of these phases, high magnetic field trans-
port experiments have been carried out during last a
few decades in semimetal materials with dilute electron
densities, where smaller magnetic fields enable us to
reach the (quasi) quantum limit. These experimental
efforts lead to discoveries of unusual consecutive metal-
insulator transitions in graphite above the quasi quan-
tum limit9–17, first-order phase transition into a phase
with larger magnetic anisotropy in bismuth18–20, and an
abrupt field-induced quantum phase transition in Weyl
semimetals such as tantalumn phosphide21,22. Previous
theories2–8,23–29 studied possible SSB phases in (some of)
these systems by means of energy estimations as well as
functional renormalization group analyses. Meanwhile,
few theories30 have been done on transport properties of
respective SSB phases, which hinder us from deciphering
identities of the low-temperature phases in the experi-
ments.
In this paper, we present a theory of transport prop-
erties of density wave (DW) phases in a 3D electron gas
under a high magnetic field. The DW phases considered
in this paper break the translational symmetry along the
field direction, and can be regarded as a canonical ex-
ample of SSB phases in 3D metals/semimetals under the
high field3,8,23–25,27,30. The quasi-one-dimensional elec-
tronic system with an electron interaction is transformed
to an effective boson model, which takes a form of cou-
pled one-dimensional wires of Luttinger liquids. Using
a renormalization group study, we first observe that, in
the case of an repulsive electron-electron interaction, the
model exhibits a finite temperature phase transition as
well as a T = 0 quantum phase transition between a nor-
mal phase and the DW phase. Using the boson model, we
next calculate longitudinal optical conductivities in the
DW phases with inclusions of charge fluctuation (phason
excitation) effect and impurity (disorder) effect. When
regularized into a lattice, a partition function of the effec-
tive boson Hamiltonian can be seen as that of a classical
3D XY model, while the imaginary-time single-particle
electron Green function can be seen as a partition func-
tion of the XY model in the presence of two pairs of
magnetic dipoles. By employing the celebrated dual-
ity mapping31–33, we evaluate the single-particle electron
Green function and spectral function in the DW and nor-
mal phases. The optical conductivity and spectral func-
tion thus calculated acquire continuum spectral weights
in low-frequency regime in the DW phases, which reflect
the presence of the phason excitations. We show that, in
the presence of a bulk-surface coupling, the finite spec-
tral weight in the single-particle spectral function in bulk
electronic states can be transferred into that of the chi-
ral surface Fermi arc states. We further argue that this
results in a temperature-dependent in-plane surface con-
ductance, providing a possible explanation for a recent
transport experiment in graphite16.
A. highlight of this paper
Using the one-dimensional bosonization scheme34, we
first bosonize an electron Hamiltonian with a repulsive
electron-electron interaction. The boson Hamiltonian
takes a form of coupled one-dimensional chains. Each
one-dimensional system is described by a quantum sine-
Gordon model with a pair of two conjugate phase vari-
2FIG. 1. (color online) Contour map of three-dimensional
phase diagrams subtended by (a) J , K (Luttinger parame-
ter) and T (temperature) at general electron filling and (b)
J and U (umklapp term), and T at half electron filling for
K = 1.5 > Kc(= 1). Phase boundaries between normal phase
(white color region at T = 0) and DW phase (blue region) are
depicted by black curves at different temperatures (read the
text for units of J, U,K and T ).
ables, an electron displacement field φj(z) (along the field
direction) and electron current field Πj(z),
H =
∑
m
∫
dz
{uKπ
2
[Πm(z)]
2 +
u
2πK
[∂zφm(z)]
2
−
j 6=m∑
j
Jj−mσzj σ
z
m cos 2[φj(z)− φm(z)]
}
, (1)
where j denotes the chain index (j,m = 1, 2, · · · , S2πl2
with a magnetic length l and an area of the system
perpendicular to the field S). K and u stand for Lut-
tinger parameter and renormalized velocity for each one-
dimensional chain, while σzj is an Ising variable associated
with two Klein factors for left and right movers. Due to
the repulsive interaction, displacement fields in different
chains are coupled with each other ferromagnetically;
Jm ≡
√
2πl
Lx
J e−
y2m
2l2 , (2)
with J > 0 and ym ≡ 2πl2m/Lx (m = 1, 2 · · · ). The
inter-chain coupling ranges over the magnetic length l,
within which O(Lx/l) number of chains are ferromagneti-
cally coupled with one another (‘long-range’ coupling; Lx
is a linear dimension of a system size). Due to this inter-
chain rigidity, the displacement field naturally exhibits a
long range order at lower temperature or for smaller Lut-
tinger parameter (Fig. 1). The order is nothing but the
DW order which breaks spontaneously the translational
symmetry along the field direction. At general (incom-
mensurate) electron filling case, where 2kF along the field
direction is incommensurate to a reciprocal lattice vector
along the field, the DW order breaks a continuous U(1)
translational symmetry. The DW phase is accompanied
by a gapless Goldstone mode, i.e. phason excitation.
Based on this boson model, we calculate the conduc-
tivity in the DW phase by taking into account effects of
phason excitation and disorder potential. The conductiv-
ity in the clean limit shows a Drude peak at ω = 0 at the
incommensurate electron filling case, Reσzz(ω) = 2Aδ(ω)
with A = e2uK/(2πl2). The Drude peak at ω = 0 repre-
sents the gapless nature of the phason excitation.
At a commensurate electron filling case, where 2kF
along the field direction is commensurate to the recipro-
cal lattice vector, the interaction part allows a umklapp
process, which adds a phase locking term into the ef-
fective boson Hamiltonian. For the half filling case, for
example, the term takes a form of
Hu ≡ −
∑
j,m
Uj−mσzj σ
z
m
∫
dz cos 2[φj(z) + φm(z)], (3)
Um ≡
√
2πl
Lx
U e−
y2m
2l2 . (4)
These phase locking terms lock the displacement field on
discrete values, reducing a symmetry of the Hamiltonian
from U(1) to Zn for the m/n electron filling cases re-
spectively (m,n are mutually prime integers). Due to
these phase locking terms, the phason excitation in the
DW phase acquires a finite mass, splitting the Drude
peak at ω = 0 into two resonance peaks at ω = ωU ,
Reσzz(ω) = Aδ(|ω|−ωU ) with ωU =
√
8πuKU , where U
stands for the strength of the umklapp term.
In the presence of finite disorder, the optical conductiv-
ity further acquires a continuum spectrum above a thresh-
old frequency (Fig. 2(a)). It takes a form of
Reσzz(ω) =
2A
π
g¯y√
ω2 − ω2J
|ω|Θ(|ω| − ωJ)
ω4 + g¯2y/(ω
2 − ω2J)
, (5)
with ωJ ≡
√
4πuKJ in the DW phase at incommensurate
electron filling case. J and g¯y stand for the inter-chain
coupling strength and disorder strength respectively. Re-
mark that the Drude peak in the clean limit diminishes
immediately once an infinitesimally small g¯y is intro-
duced.
In the DW phase at the commensurate filling, the con-
ductivity also acquires a continuum spectrum above a
threshold frequency (Fig. 2(b)),
Reσzz(ω) =
2Aω0
|F ′−(ω0)|
δ(|ω| − ω0) + 2A
π
g¯y√
ω2 − ω2c
× |ω|Θ(|ω| − ωc)
(ω2 − ω2U )2 + g¯2y/(ω2 − ω2c )
, (6)
with the threshold frequency ω2c ≡ ω2J+ω2U/2. Unlike the
incommensurate filling case, the resonance mode in the
clean limit survives even in the presence of finite (but
small) disorder; the first term in the right hand side
of eq. (6). The location of the mode (a renormalized
mass ω0) is determined as a root of a monotonically-
descreasing function,
F−(ω0) = 0,
F−(ω) ≡ −ω2 + ω2U −
g¯y√
ω2c − ω2
. (7)
3FIG. 2. (color online) disorder-averaged optical conductiv-
ity Reσzz(ω) as a function of frequency ω. The threshold
frequencies are labeled by red dashed lines, above which the
conductivity shows a continuum spectrum. (a) DW phase at
incommensurate electron filling case. (b) DW phase at com-
mensurate electron filling case (weak disorder case, g¯y < g¯y,c;
see the text). Note that the resonance mode at ω = ωU in the
clean limit is shifted to ω = ω0 due to a renormalization by a
finite disorder gy . A
′ ≡ 2A/|F ′−(ω0)| where A ≡ e
2uK/(2πl2)
and F−(ω) and ω0 are defined by eq. (7).
On increasing the disorder strength g¯y, the mass becomes
smaller. Within the Born approximation, there is a crit-
ical disorder strength g¯y,c ≡ ω2Uωc, at which the renor-
malized mass ω0 becomes zero and above which the res-
onance mode diminishes. This critical point clearly sug-
gests a quantum phase transition from the DW phase to
a disorder-driven phase.
The optical conductivity shown in Fig. 2 reflects a na-
ture of low-energy collective mode (phason excitation) in
the DW phases. The fluctuation of the displacement and
current fields constitute the collective mode, which has an
energy-momentum dispersion relation E(kz , k). kz and
k are momenta conjugate to z (spatial coordinate along
the field) and the chain index or coordinate (a spatial
coordinate perpendicular to the field) respectively. Due
to the ‘long-range’ inter-chain coupling, all the collective
modes with finite k have a finite mass at kz = 0 in the
thermodynamic limit;
E(kz = 0, k 6= 0) =
{
ωJ incommensurate,
ωc commensurate.
(8)
With disorder, these finite-k phason modes contribute to
the continuum spectrum above the threshold frequency.
Meanwhile, the phason mode at k = 0 has no mass in
the incommensurate filling case and has a finite mass in
the commensurate filling case;
E(kz = 0, k = 0) =
{
0 incommensurate,
ωU (orω0) commensurate.
(9)
The phason mode at k = 0 contributes to the Drude
peak in the incommensurate filling case and the reso-
nance peak in the commensurate filling case respectively.
The low-energy phason mode induces a strong charge
fluctuation, so that it may dramatically modify a naive
“mean-field” picture of the single-electron excitation
spectrum in the DW phase. To explore this possibil-
ity, we calculate the single-particle spectrum function
in terms of the boson Hamiltonian. We first note that
the T = 0 partition function of the bosonized Hamilto-
nian can be described by a classical XY model in a cu-
bic lattice, while a single-particle imaginary time Green
function can be described by a partition function of the
3D XY model in the presence of two pairs of magnetic
monopole and antimonopoles. A U(1) phase degree of
freedom of the XY model corresponds to the displace-
ment field along the field, so that ordered/disordered
phases in the XY model correspond to the DW/normal
phases near the DW phase transition respectively.
Using the celebrated duality mapping between the
XY and frozen lattice superconductor (FLS) mod-
els31–33, we calculate an asymptotic behavior of the
single-particle imaginary-time Green function in the
DW/normal phases. After an analytic continuation, we
obtain the single-particle real-time Green function, whose
imaginary part is nothing but the single-particle spectral
function. In the DW phase, the spectral function thus
obtained takes a form of
ρσ(qz , ω) =
B√
ω2 − u2q2z
Θ(|ω| − u|qz|) + · · · (10)
with small qz = kz − σkF near the two Fermi points.
σ = ± specifies one of the two Fermi points. For the
normal phase at the incommensurate filling, the spectral
function is given by
ρσ(qz , ω) = B
′√ω2 − u2q2z Θ(|ω| − u|qz|) + · · · (11)
where B and B′ are non-universal parameters. As shown
in Fig. 3(a), the spectral functions in both phases have
structures at ω = ±uqz with power-law behaviors. The
result clearly shows that, due to the strong phase fluctua-
tion, the single-particle spectral functions in DW/normal
phases acquire low-energy continuum spectra at;
|ω| > u|kz − σkF | (12)
4FIG. 3. (a) Bulk single-particle spectral functions ρσ(kz, ω)
near the two Fermi points (kz = ±kF ) in the DW phase (dot-
ted line) and for the normal phase (solid line) for the incom-
mensurate electron filling case. σ = ± specifies one of the
two Fermi points; kz = σkF . u is a renormalized velocity (see
the text). (b) Schematic picture of an energy-momentum dis-
persion for a bulk single-particle state ǫb(kz) = ~
2k2z/(2m∗)
( 1©) and dissipative region (defined by Eqs. (12,13); blue color
region). m∗ denotes an effective electron mass and straight
dotted horizontal line stands for the Fermi energy µ, which
defines the two Fermi points in the bulk at kz = ±kF . ǫb(kz)
and 2µ−ǫb(kz) (red dotted curved line) bound the dissipative
region. Within the dissipative region, the single-particle spec-
tral function acquires finite continuum weight as in Fig. 3(a).
with σ = ±. More generally, the region can be seen as
the low-energy limit of the following energy-momentum
region;
|ω| > |ǫb(kz)− µ|. (13)
ǫb(kz) denotes the one-dimensional electronic dispersion
along the field direction, e.g. ǫb(kz) = ~
2k2z/(2m∗) with
effective electron mass m∗. We dub this region as ‘dissi-
pative regime’ (a blue-colored region in Fig. 3(b)).
As an application of our finding above, we consider an
in-plane surface conductance in the DW/normal phase
near the phase transition. The in-plane conductance (in
xy plane) at temperature lower than the cyclotron fre-
quency can be dominated by surface transport rather
than bulk transport (at least in the clean limit). The
bulk electronic state forms two parallel Fermi lines at
kz = ±kF in a two-dimensional plane subtended by
kz and the chain coordinate. The two are connected
with each other by Fermi arc states at the surface re-
gions (Figs. 4(a,b,c)). The arc states have chiral disper-
sions, and can be regarded as a bundle of chiral edge
modes (chiral surface state or chiral surface Fermi arc
state1,35,36). The DW order removes the two Fermi lines,
while keeps intact the arc states except for their two end
points (Fig. 4(d)). The two end point states repel each
other by the 2kF nesting vector, such that the Fermi arc
state at kz = kF is continuously connected to the state at
kz = −kF . This leads to a perfect disconnection between
the arc state at one boundary and that at the other side
of the boundary. Therefore, one may naively expect that
the arc states provide a robust in-plane conductance.
Contrary to this naive expectation, however, we show
that a finite surface-bulk coupling transfers the low-
energy continuum spectral weight in the bulk state into
the surface Fermi arc state, causing a finite life time to
those arc states in the dissipative region. Using the Lan-
dauer formula, we show that, due to this finite life time,
the in-plane surface conductance acquire a temperature
dependence as;
Gs =
e2
h
∑
kz
(
1− 1
eβ|ǫb(kz)−µ| + 1
)
, (14)
where the summation over kz is taken over [−kF , kF ].
At the zero temperature, the surface conductance takes
a quantized value (Nze
2/h; Nz is a number of chiral
edge modes), as all the surface Fermi arc states on the
chemical potential are outside the dissipative region (see
Fig. 5). Nonetheless, the arc states in the dissipative re-
gion are thermally activated at finite temperature, which
leads to a reduction of the surface conductance as in
eq. (14). We believe that the derived expression could
provide a possible explanation of an unusual ‘in-plane
metallic behavior’, as observed in one of the two SSB
phases in graphite.
B. structure of this paper
The structure of this paper is as follows. In the next
section (Sec. II), we introduce an interacting electron
model, its effective boson Hamiltonian, and a phase di-
agram obtained from the renormalization group (RG)
study. Using the boson Hamiltonian, we calculate in
Sec. III the longitudinal (optical) conductivities in the
density wave phases with disorders. In Sec. IV, we em-
ploy a lattice-regularized version of the effective boson
model (3D XY model), to calculate the single-particle
spectral function by way of the electromagnetic duality
map between XY and FLS models. In Sec. V, we ar-
gue that the chiral surface Fermi arc states can generally
5FIG. 4. (a) Confining potential along the y direction; V (y).
V (y) = 0 in a bulk region (|y| < Ly/2), while V (y) > 0 in
edge (surface) regions (|y| > Ly/2). (b) Schematic picture of
electronic energy dispersion for a single particle state in the
bulk ǫb(kz) = ~
2k2z/(2m∗) ( 1©) and that localized at y = yj
with |yj | > Ly/2 ( 2©, 3©); ǫs,j(kz) = ~
2k2z/(2m∗) + V (yj).
The subscript ‘b’ and ‘s’ stand for ‘bulk’ and ‘surface’ respec-
tively. The subscript ‘j’ stands for the chain index linked
with yj as yj ≡ 2πjl
2/Lx (Lx is a linear dimension along the
x-direction). The single-particle energy in the edge (surface)
region acquires an energy shift due to the confining potential
V (yj). The energy shift moves two Fermi points inward, form-
ing a Fermi arc state in the edge (surface) regions. (c) Two
parallel Fermi lines in the bulk and Fermi arc states which
connect them. 1©, 2©, 3© in Fig. (c) correspond to 1©, 2©, 3© in
Fig. (b) respectively. (d) Fermi arc states in the presence of
the density wave order in the bulk.
FIG. 5. Schematic picture of the dissipative region and the
energy-momentum dispersion for the surface single-particle
states localized at the edge (surface) regions (2a©,2b©). The
surface states in the dissipative region (dotted curve parts)
acquire a finite life time due to a surface-bulk coupling.
have a finite life time due to a surface-bulk coupling. We
further discuss the temperature-dependence of in-plane
conductance due to the chiral surface states. Sec. VI
is devoted to conclusion and outlook. For complete-
ness, we review how an interacting electron Hamiltonian
is bosonized into coupled quantum sine-Gordon models
(appendix A). We give in appendix B a derivation of the
finite-temperature RG equation for the effective boson
Hamiltonian. Detailed procedures of the conductivity
calculation and of the spectral function calculation are
given in appendix C and D respectively.
II. HAMILTONIAN, BOSONIZATION AND A
RG PHASE DIAGRAM
We consider a 3D isotropic metal with parabolic energy
band dispersion under high magnetic field along the z-
direction. The kinetic energy part is given by
Hkin =
∫
drΨ†(r)
( pi2
2m∗
− µ
)
Ψ(r)
=
∑
n,kz ,j
(
~
2k2z
2m∗
+
(
n+
1
2
)
~ω0 − µ
)
c†n,j,kzcn,j,kz ,
(15)
with pi ≡ −i~(∇x − ieBy,∇y,∇z), an effective mass
of electron m∗, momentum along the field direction
kz, the cyclotron frequency ~ω0 ≡ eB/m∗, Landau
level index n. j (what we will call the ‘chain index’
later) denotes degeneracy within each Landau level; j =
1, 2, · · · , LxLy/(2πl2) and magnetic length l ≡
√
~/(eB).
Lx and Ly are linear dimensions of the system size along
the x and y-direction respectively. c†n,j,kz is a creation
operator for the n-th Landau level with j and kz . In
the Landau gauge, the electron creation operator can be
6expanded by the corresponding single-particle state as;
Ψ†(r) ≡
∑
n,j,kz
ϕ∗n,j,kz(r) c
†
n,j,kz
(16)
ϕn,j,kz (r) ≡
eikxx+ikzz−(y−yj)
2/2l2√√
πlLxLz
Hn
(
(y − yj)/l
)
√
2nn!
(17)
with r ≡ (x, y, z), kx ≡ 2πj/Lx, yj ≡ 2πl2j/Lx and the
Hermite polynomial Hn(y). For simplicity, we consider
the spinless case. We put the chemical potential µ in the
lowest Landau level (LLL) and assume that ~ω0 is larger
than the largest kinetic energy along the field direction.
We linearize the quadratic energy dispersion around the
two Fermi points kz = ±kF . This leads to a Hamilto-
nian for a slowly-varying field operator ψσ,j(z) (defined
below),
Hkin =
∑
j,σ=±
∫
dz σvFψ
†
σ,j(z)i∂zψσ,j(z) + · · · , (18)
with a bare Fermi velocity vF ≡ ~kF /m∗, Fermi wave-
length kF . We take ~ = 1 henceforth. σ = ± specifies
one of the two Fermi points,
Ψ†(r) ≡ 1√√
πlLx
∑
j
e−ikxx−(y−yj)
2/2l2ψ†j (z) + · · · ,
ψ†j(z) ≡ e−ikF zψ†+,j(z) + eikF zψ†−,j(z). (19)
For the interaction part, we consider a short-ranged
electron-electron interaction among the LLL electrons;
Hˆ′ =
∫
d3r
∫
d3r′ V (r − r′)Ψ†(r)Ψ†(r′)Ψ(r′)Ψ(r)
(20)
=
g
Lx
∫
dz
∫
dz′
∑
j,m,n
Vm−n,j−n(z, z′)
× ψˆ†n(z)ψˆ†j+m−n(z′)ψˆm(z′)ψˆj(z) + · · · (21)
with
Vm−n,j−n(z, z′) =
1
(2π)2l0l′
e
− (z−z′)2
2l2
0
− (yj−yn)
2
2l2
− (yn−ym)2
2(l2+l2
0
) (22)
for a short-range interaction potential27,34
V (r − r′) = g
(
√
2πl0)3
e
− |r−r′|2
2l2
0 (23)
with an interaction length l0 and l
′2 ≡ l20 + l2.
We bosonize the fermion field for each single-particle
state localized at yj as,
ψσ,j(z) =
ησ,j√
2πα
e−i(σφj(z)−θj(z)),
where an electron displacement field φj(z) and current
field ∂zθj(z) are conjugate to each other,
[φj(z), ∂z′θm(z
′)] = iδj,mδ(z − z′).
ησ,j is the Klein factor (Majorana fermion) ensuring the
anticommutation between two fermion fields on different
j and σ; {ησ,j , ησ′,m} = δσ,σ′δj,m. α defines a short-range
cutoff for the spatial coordinate z34. Due to the Klein fac-
tor, the interaction part cannot be fully bosonized with-
out approximation.
To obtain an effective field theory description for the
density wave ordering, we employ random phase approx-
imation, keeping only the Hartree term (j = n) and Fock
term (m = n) in H′. This leads to a bosonized Hamilto-
nian (Appendix A),
H =
∑
m
∫
dz
{uKπ
2
[Πm(z)]
2 +
u
2πK
[∂zφm(z)]
2
−
j 6=m∑
j
Jj−mσzj σ
z
m cos 2[φj(z)− φm(z)]
}
, (24)
Jm ≡
√
2πl
Lx
J e−
y2m
2l2 , (25)
with ym ≡ 2πl2m/Lx and πΠj ≡ ∂zθj(z), Luttinger pa-
rameter K and renormalized velocity u. Ising variable
σzm = ±1 is associated with the Klein factors of left and
right mover for eachm; σzm ≡ iη+,mη−,m. The Fock term
combined with the Hartree term give a positive Jj−m in
total, which gives a rigidity between the displacement
field on j and that on m. Since the bosonized Hamilto-
nian resembles that of coupled one-dimensional systems
(‘chains’), let us refer to j,m as chain index. The inter-
chain rigidity ranges over the magnetic length, within
which O(Lx/l)-number of chains are ferromagnetically
coupled with one another. In the thermodynamic limit
(Lx → ∞), the number of chains within l becomes in-
finite (‘infinite-range’ coupling). Due to the inter-chain
rigidity, a long range order sets in for smaller K and
lower temperature, 〈φj(z)〉 = φ. The order is a charge
density wave order, which breaks the translational sym-
metry along z.
For a half electron filling, where 2kF is half of a recip-
rocal lattice vector along z, the interaction part allows a
umklapp process, which adds a phase locking term into
eq. (24);
Hu ≡ −
∑
j,m
Uj−mσzj σ
z
m
∫
dz cos 2[φj(z) + φm(z)], (26)
Um ≡
√
2πl
Lx
U e−
y2m
2l2 . (27)
The added term with the rigidity term locks the displace-
ment fields on discrete values, 〈φj(z)〉 = 0, π/2, π, · · · for
positive U . The umklapp term reduces a symmetry of
the Hamiltonian from U(1) to Z2; low-energy collective
excitation in the charge density wave phase acquires a
mass.
7For larger Luttinger parameter/temperature T , quan-
tum/thermal fluctuation may destroy the density wave
order. To see this, we derive renormalization group (RG)
flow equations for coupling constants (appendix B);
dJ
dl
=
[
2− 2K coth Λ
2T
]
J +KC
[
J2 + U2
]
, (28)
dU
dl
=
[
2− 2K coth Λ
2T
]
U + 2KCJU, (29)
with dT/dl = T ,
J ≡
∑
m
Jm, U ≡
∑
m
Um. (30)
C is a numerical constant and Λ is an ultraviolet energy
cutoff. The Luttinger parameterK is not renormalized in
the leading order expansion in 1/Lx. For general electron
filling case (U = 0) and at T = 0, the Luttinger parame-
ter has a critical value Kc(= 1) above/below which small
inter-chain rigidity J is irrelevant/relevant (normal/DW
phase) respectively (Fig. 1). For finite T , small inter-
chain rigidity is renormalized to zero for any K, while
J above a critical strength increases on renormalization.
The RG equations also suggest that the umklapp term
and inter-chain rigidity term always help each other to
grow into larger values for positive J , while small umk-
lapp term is renormalized to zero for negative J (Fig. 1).
III. LONGITUDINAL CONDUCTIVITY IN
DENSITY WAVE PHASES
A. conductivity in the presence of disorders
According to the linear response theory, longitudinal
conductivity along the field direction is given by a re-
tarded correlation function between an electric current
operator and electric polarization operator,
σzz(ω) = − i
V
∫ ∞
−∞
dtΘ(t)eiωtTr
[
ρˆG
[
eiKˆtJˆze
−iKˆt, Pˆz
]]
.
(31)
V is the volume of the system; V ≡ LzLxLy. The electric
current Jˆz and polarization Pˆz are given by the two phase
variables;
Jˆz =
|e|uK
π
∑
j
∫
dz ∂z θˆj(z), (32)
Pˆz =− |e|
π
∑
j
∫
dz φˆj(z). (33)
Kˆ and ρˆG in Eq. (31) are Hamiltonian and a statisti-
cal density operator respectively (see Eqs. (34,38,39) for
their definitions of our actual calculations).
The displacement field exhibits a long range order
in the density wave (DW) phases, 〈φˆj(z)〉 = φ0. The
quantum fluctuation around the DW order can be de-
scribed by a linear combination of the current density
field Πˆj(z) ≡ 1π∂z θˆj(z) and small fluctuations of the dis-
placement field from its ordered value χˆj(z) ≡ φˆj(z)−φ0.
An expansion of the bosonized Hamiltonian Eqs. (24,26)
with respect to these fluctuations up to the second order
leads to a spin-wave Hamiltonian (gaussian approxima-
tion),
Hsw =
1
2π
∑
j
∫
dz
{
uK
(
∂z θˆj(z)
)2
+
u
K
(
∂zχˆj(z)
)2}
+
∑
j,m
2Jj−m
∫
dz (χˆj(z)− χˆm(z))2
+
∑
j,m
2Uj−m
∫
dz (χˆj(z) + χˆm(z))
2. (34)
Here Uj−m = 0 for the DW phase in the incommensurate
electron filling case. Correspondingly, the displacement
field operator φˆj(z) in eq. (33) is replaced by χˆj(z) hence-
forth. Note that we have omitted the Ising variables σzj
from Eqs. (24,26). This is because the DW states are
described by σjz = +1 for all j (or by σ
j
z = −1 for all
j), and because small fluctuations around them are not
accompanied by flipping these Ising variables. Note also
that the following argument at the half filling case can be
generalized to other commensurate electron filling cases.
Electronic disorder potentials are coupled with the dis-
placement field and are generally given by
Himp =
∑
n=1,2,···
∑
j
∫
dzAj,(n)(z) cos(2nφˆj(z) + λj,(n)(z)).
(35)
Here a cosine term with n = 1 comes from a single-
particle backward scattering process
H
(1)
imp =
∑
j
∫
dzAj,(1)(z)
{
eiλj,(1)(z)ψˆ†+,j(z)ψˆ−,j(z) + h.c.
}
,(36)
while a cosine term with n = 2 comes from two-particle
backward scattering process,
H
(2)
imp =
∑
j,m
∫
dzAj,m,(2)(z)
{
eiλj,m,(2)(z)
× ψˆ†+,j(z)ψˆ†+,m(z)ψˆ−,m(z)ψˆ−,j(z) + h.c.
}
.
It is natural to expect that these backward scatter-
ing disorders have significant impact on the transport
properites. To see their effect on the conductivity, Himp
is further expanded up to the second order in the fluctu-
ation of the displacement field;
Himp =
∑
j
∫
dz
(
Xj(z)χˆj(z) + Yj(z)χˆ
2
j(z)
)
+O(χ3).
(37)
8Here Xj(z) and Yj(z) are given by random amplitudes
Aj,(n)(z) and random phases λj,(n)(z);
Xj(z) ≡ 2
∑
n=1,2,···
nAj,(n)(z) sin(2nφ0 + λj,(n)(z)),
Yj(z) ≡ 2
∑
n=1,2,···
n2Aj,(n)(z) cos(2nφ0 + λj,(n)(z)).
We first calculate the conductivity from Eq. (31) with
Kˆ = Hˆsw +
∑
j
∫
dz
(
Xj(z)χˆj(z) + Yj(z)χˆ
2
j(z)
)
, (38)
ρˆG = e
−βKˆ/Tr[e−βKˆ ]. (39)
Then we take quenched average over random amplitudes
Aj,(n)(z) and random phases λj,(n)(z) by
· · · =∫ DXj(z)DYj(z) · · · e− 1gx ∑j ∫ dz X2j (z)− 1gy ∑j ∫ dz Y 2j (z)∫ DXj(z)DYj(z)e− 1gx ∑j ∫ dz X2j (z)− 1gy ∑j ∫ dz Y 2j (z) .
(40)
gx and gy stand for disorder strengths associated with
disordered fields Xj(z) and Yj(z) respectively. We take
the disorder average of the conductivity within a Born
approximation, to obtain
σzz(ω) = Qzz(iωn = ω + iη), (41)
Qzz(iωn) =
e2uK
π2l2
× ωn
ω2n + 2uπKU(0)− 2πuKgyLzN
∑
k[M
−1
0 (k, ωn)]2,2
, (42)
with
[M−10 (k, ωn)]2,2 =
πuK
E2(kz, k) + ω2n
, (43)
E(kz , k) =
√
u2k2z + 2uπK(J(k) + U(k)). (44)
Qzz(iωn) is a Fourier-transform of imaginary-time corre-
lation function between the current density and displace-
ment field (see Appendix C) and iωn is Matsubara fre-
quency iωn = 2πn/β with temperature β
−1. k ≡ (kz, k)
and kz and k are momenta conjugate to the coordinate
along the field direction z and coordinate associated with
the chain index yj respectively. For example, a Fourier
transformation of χj(z) is given by
χj(z) =
1
LzN
∑
k
eikzz+ikyjχ(k),
with N ≡ LxLy/(2πl2). J(k) and U(k) in eq. (44) are
given by Fourier transforms of Jj and Uj with respect to
the chain coordinate yj ;
J(k) ≡
N∑
n=1
Jn|1− eikyn |2, (45)
(46)
U(k) ≡
N∑
n=1
Un|1 + eikyn |2. (47)
B. Low-energy collective excitations in density
wave phases
Low-energy collective excitations in the DW phases
consist of fluctuations of current and displacement field.
They are characterized by an energy-momentum disper-
sion relation E(kz , k) given in Eq. (44). Note that kz and
k are momenta conjugate to the coordinate z and chain
index yj. Since yj takes discrete values with its increment
2πl2/Lx, the dispersion is periodic in k with respect to
the first Brillouin zone, E(kz , k +
Lx
l2 ) = E(kz , k).
Unlike its dispersion along kz, E(kz, k) for Lx ≫ l has
a unique dispersion along k due to the ‘infinite-range’
nature of the interchain rigidity. Namely, the interchain
rigidity ranges over the magnetic length l, within which
all the O(Lx/l)-number of chains are ferromagnetically
coupled with one another. Accordingly, the collective
modes with |k| ≫ l−1 always feel the interchain rigidity
term in an out-of-phase way, giving rise to a finite and
constant mass at kz = 0 (“optical mode”);
E(kz , k) =
{ √
u2k2z + ω
2
J for
1
l ≪ |k| < Lx2l2 , U = 0,√
u2k2z + ω
2
c for
1
l ≪ |k| < Lx2l2 , U 6= 0.
(48)
The mass is given by ω2J = 4πuKJ for incommensurate
electron filling case without the umklapp term (U = 0)
and ω2c = 4πuK(J + U) for the commensurate electron
filling case with the umklapp term (U 6= 0). J and U
are defined in Eq. (30). Meanwhile, the collective modes
with |k| ≪ l−1 show usual accoustic-phonon behaviours
(“accoustic mode”);
E(kz , k) =
{ √
u2k2z + γ
2k2 for |k| ≪ 1l , U = 0,√
u2k2z + γ
2k2 + ω2U for |k| ≪ 1l , U 6= 0.
(49)
Note that the umklapp term endows the ‘accoustic mode’
with a finite mass at kz = k = 0, ω
2
U = 8πuKU .
In the thermodynamic limit (Lx ≫ l), the number of
the optical modes within the first Brillouin zone becomes
much larger than the accoustic modes (Fig. 6). Thereby,
the integral for the self-energy part in Eq. (42) is domi-
9nated by the optical-mode contribution in large Lx limit;
1
LzN
∑
k
[M−10 (k, ωn)]2,2
=
l2
Lx
∫
dkz
2π
∫ Lx
2l2
− Lx
2l2
dk
πuK
ω2n + E
2(kz , k)
=


∫
dkz
2π
πuK
u2k2z+ω
2
n+ω
2
J
= πK2
1√
ω2n+ω
2
J
(U = 0),∫
dkz
2π
πuK
u2k2z+ω
2
n+ω
2
c
= πK2
1√
ω2n+ω
2
c
(U 6= 0).
(50)
Substituting Eq. (50) into eq. Eq. (42), we get Qzz(iωn);
Qzz(iωn) =
e2uK
π2l2
ωn
ω2n + 2uπKU(0)− π
2K2ugy√
ω2n+ω
2
∗
, (51)
where ω∗ = ωJ for incommensurate filling case (U = 0)
and ω∗ = ωc for commensurate filling case (U 6= 0). By
the analytic continuation, iωn = ω+ iη, we finally obtain
the conductivity σzz(ω) in these two cases as in eqs. (5,6)
(see the following two subsections).
C. Conductivity in DW phase (incommensurate
electron filling case)
For the DW phase without the umklapp term (incom-
mensurate electron filling case; U = 0), the Fourier trans-
formed imaginary-time correlation function takes a form
of,
Qzz(iωn) =
e2uK
π2l2
ωn
{
ω2n −
π2K2ugy√
ω2n + ω
2
J
}−1
. (52)
In the clean limit (gy = 0), the function has the first
order pole at ωn = 0,
Qzz(iωn) =
e2uK
π2l2
1
ωn
. (53)
Thus, the real part of the optical conductivity has a delta
function peak at ω = 0 (‘Drude peak’),
Reσzz(ω) =
e2uK
πl2
δ(ω). (54)
Once finite disorder (gy) is introduced, the Drude peak
disappears immediately. Instead, it acquires a finite con-
tinuum spectrum above a threshold frequency ωJ . The
threshold frequency is the mass of the optical mode at
kz = 0. This situation can be seen from the conductiv-
ity, obtained by the analytic continuation of Qzz(iωn) in
the complex ω plane (iωn → ω + i0);
σzz(ω) =
e2uK
π2l2
(−i)ω
{
− ω2 − π
2K2ugy√
|ω2 − ω2J |
× [Θ(ωJ − |ω|) + isgn(ω)Θ(|ω| − ωJ)]}−1,
FIG. 6. (color online) Energy-momentum dispersion relation
for collective mode with kz = 0 for different Lx. Solid line is
for λ = 40 and dashed line is for λ = 4 with λ ≡ Lx/(2πl). We
used Eqs. (44,46,47,25,27) for this calculation. (a) incommen-
surate electron filling case (without umklapp term; U = 0).
(b) commensurate electron filling case (with umklapp term;
U 6= 0).
or its real part,
Reσzz(ω) =
e2uK
π2l2
π2K2ugy√
ω2 − ω2J
|ω|Θ(|ω| − ωJ)
ω4 +
(π2K2ugy)2
ω2−ω2
J
. (55)
As is clear from this derivation, the continuum spectrum
at ω > ωJ stems from the optical modes with finite kz.
The spectrum starts with
√
ω − ωJ near the threshold
frequency ωJ and decays with ω
−4 in high frequency side
(Fig. 7(b)).
D. Conductivity in DW phase (commensurate
electron filling case)
For the density wave phase with the umklapp term
(commensurate electron filling case; U 6= 0), the optical
conductivity in the clean limit (gy = 0) has a resonance
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peak at a finite frequency ωU ;
Reσzz(ω) =
e2uK
2πl2
δ
(|ω| − ωU) (56)
where the resonance frequency ωU ≡
√
8πuKU stands
for the mass of the accoustic mode at k = kz = 0. Once
the disorder is introduced (gy 6= 0), the mass is renormal-
ized into a smaller value (ω = ω0). Besides, the optical
conductivity acquires a continuum spectrum above the
threshold frequency ωc (Fig. 7(c)). The threshold fre-
quency ωc is nothing but the mass of the optical mode
at kz = 0 and k 6= 0. The disorder strength has a criti-
cal value gy,c at which the renormalized mass ω0 of the
accoustic mode becomes zero and above which the reso-
nance peak disappears;
gy,c ≡ ω
2
Uωc
uπ2K2
.
These results can be obtained in the following way.
Firstly, the optical conductivity is given by,
σzz(ω) =
ω
F−(ω + iη)Θ(ωc − |ω|) + F+(ω)Θ(|ω| − ωc) , (57)
with
F−(ω) ≡ −ω2 + ω2U −
π2K2ugy√
ω2c − ω2
,
F+(ω) ≡ −ω2 + ω2U − i
π2K2ugy√
ω2 − ω2c
sgn(ω).
When the disorder strength is weaker than the critical
value (gy < gy,c), a real ω solution of F−(ω) = 0 exists
with F ′−(ω) 6= 0. This leads to
Reσzz(ω) =
e2uK
πl2
ω0
|F ′−(ω0)|
δ(|ω| − ω0)Θ(ωc − |ω|)
+
e2u2K3gy
l2
√
ω2 − ω2c
|ω|Θ(|ω| − ωc)
(ω2 − ω2U )2 + (π
2K2ugy)2
(ω2−ω2c)
. (58)
The continuum above the threshold frequency is essen-
tially of the same origin as in eq. (55). When the disor-
der strength is greater than the critical value (gy > gy,c),
F−(ω) = 0 has no real-valued solution. In this case, the
optical conductivity has only the continuum spectrum,
Reσzz(ω) =
e2u2K3gy
l2
√
ω2 − ω2c
|ω |Θ(|ω| − ωc)
(ω2 − ω2U )2 + (π
2K2ugy)2
(ω2−ω2c)
.
(59)
E. Conductivity in normal phase (decoupled
one-dimensional chains)
In the normal phase (J = U = 0), the system re-
duces to decoupled 1D Luttinger liquids. In the limit,
Fukuyama already calculated essentially the same quan-
tity in a context of conductivity in the Peierls-Frohlich
state with disorders37;
Reσzz(ω) =
e2uK
π2l2
π2K2ugy
ω4 +
(π2K2ugy)2
ω2
. (60)
The optical conductivity reduces to zero at ω = 0 with
ω2 and decays as 1/ω4 in large ω region (Fig. 7(a)).
IV. SINGLE-PARTICLE SPECTRAL
FUNCTION IN DENSITY WAVE PHASE
A partition function of the effective boson models in
eqs. (24,26) for the DW phases can be seen as a (2+1)D
XY model with/without Potts term (see eqs. (B1,B2) for
the partition functions of the effective boson models),
Z =


∫
DΦj exp
[∑
j
{
Jτ cos(Φj − Φj+aτeτ ) + Jz cos(Φj − Φj+azez ) +
∑
n Jy,n cos(Φj − Φj+nayey )
}]
U = 0
∫
DΦj exp
[∑
j
{
Jτ · · ·+ Jz · · ·+
∑
n Jy,n · · ·+
∑
n Uy,n cos(Φj +Φj+nayey )
}]
U 6= 0
(61)
where · · · parts in the second line are same as in the first
line. The U(1) phase degree of freedom plays role of the
displacement field along the field direction (z-direction);
Φj = 2φm(z, τ). The three-dimensional cubic-lattice co-
ordinate j = (jzaz , jyay, jτaτ ) represents the spatial co-
ordinate along the field direction (z), chain index (yj)
and imaginary time (τ) respectively; j = (z, yj, τ). The
lattice constants of the cubic lattice are az = uaτ = α,
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FIG. 7. (color online) Optical conductivity with disorders for different cases. (a) normal phase (decoupled one-dimensional
chains)37. (b) density wave phase at incommensurate electron filling case (U = 0). (c) density wave phase at commensurate
electron filling case (U 6= 0) for weak disorder (gy ≤ gy,c). (d) density wave phase at commensurate electron filling case with
ωU > ωc.
ay = 2πl
2/Lx. Gradient terms along the z-direction and
τ -direction are regularized into a cubic lattice as the near-
est neighbor coupling terms with Jz = u
2Jτ = 1/(πK).
The coupling along the y-direction ranges over the mag-
netic length;
Jy,n =
√
2πl
Lx
Juα2e−
y2n
2l2 , Uy,n =
√
2πl
Lx
Uuα2e−
y2n
2l2 .(62)
As is obvious from Eq. (61), the model at incommensu-
rate electron filling case (U = 0) possesses the continuous
U(1) symmetry, Φj → Φj + ϕ, that is the translational
symmetry along the field direction. Meanwhile, at the
commensurate electron filling case (m/n filling case with
n,m mutually prime integers), the U(1) symmetry re-
duces to the discrete Zn symmetry due to the umklapp
terms (Potts terms); Φj → Φj + 2πn .
Breaking the continuous symmetry spontaneously, the
DW phase in the incommensurate filling case has a gap-
less low-energy collective excitation (Fig. 6(a)), whose
effect as well as disorder effect on the conductivity has
been discussed in the previous section. Since the low-
energy excitation is a fluctuation of charge current den-
sity and electronic displacement, we can naturally expect
that such gapless low-energy excitation has also signifi-
cant influence on the single-particle spectral function.
In expectation of this, we calculate in this section the
spectral function in the DW phase at incommensurate
electron filling case and its neighboring normal phase.
For a reason which will become clear below, we consider
a thin torus limit (Lx ≃ l) without any disorder. In this
limit, the interchain rigidity ranges only over a couple of
chains, so that we may begin with a ‘nearest-neighbor’
2+1D XY model given by
ZXY ≡
∫
DΦj exp
[∑
j,µ
J cos
(
Φj − Φj+aµeµ
)]
(63)
where the couplings along the three directions are chosen
to be same, Jτ = Jz = Jy = J for simplicity. Like
in the case with larger Lx, the above partition function
shows a T = 0 quantum phase transition between the
DW phase for larger J and the normal phase for smaller
J33. The DW/normal phases for larger Lx are expected
to be continuously connected to the DW/normal phases
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in the thin torus limit. We thus regard that qualitative
aspect of these two phases will not change on changing
Lx.
A. Single-particle Matsubara Green Function
A central idea of our calculation of the spectral func-
tion in these two phases is to relate the single-particle
Matsubara Green function with a partition function of
the 3D XY model in the presence of two pairs of mag-
netic monopole and anti-monopole,
Gσ,j(z1 − z2, τ1 − τ2) ≡ 1
Tr[e−βHˆ]
Tr
[
e−βHˆTτ
{
ψH,σ,j(z1, τ1)ψ
†
H,σ,j(z2, τ2)
}]
=
= − sgn(τ − τ
′)
ZXY
∫
(∆·B)
j
=(δ
j,N1
−δ
j,N1+ayey
)−(δ
j,N2
−δ
j,N2+ayey
)
DΦj exp
[∑
j,µ
Jµ cos
(
Φj − Φj+aµeµ + 2πAj,µ
)]
.
(64)
Here Hˆ ≡ Hkin + H′ denotes the interacting electron
Hamiltonian (Hkin given by eq. (18) and H′ given by
eq. (21) only with j = n or m = n), ψH,σ,j(z, τ) ≡
eτHˆψσ,j(z)e−τHˆ. σ = ± specifies left or right mover
fermion for each chain j. The magnetic monopole lives
on a dual cubic lattice site denoted by N1/2, while the
fermion’s creation and annihilation operator live on a
original cubic lattice site denoted by (z1/2, yj , τ1/2). In
Eq. (64), these two coodinates are linked with each other
(Fig. 8(a)),
(zµ, yj , τµ) =Nµ + ay
ey
2
+ az
ez
2
+ aτ
eτ
2
(65)
with µ = 1, 2.
The magnetic monopole emits a quantized magnetic
flux B (‘Dirac string’). The flux lives on a link of the
dual cubic lattice, penetrating through a center point
of a plaquette of the original cubic lattice. An associ-
ated gauge field A lives on a link of the original lattice,
penetrating through a center of a plaquette of the dual
cubic lattice. The gauge field is coupled with the U(1)
phase of the XY model as in eq. (64). Accordingly, sin-
gle monopole at N 1 creates a branchcut for the U(1)
phase Φj in a region of τ > τ1 − aτ/2, z = z1 − az/2
and y < yj − ay/2 (Fig. 8(b)). On crossing the branch-
cut from z < z1 − az/2 to z > z1 − az/2, Φj acquires
−2π phase winding. Meanwhile, single antimonopole at
N1+ayey creates a branchcut in a region of τ > τ1−aτ/2,
z = z1 − az/2 and y < yj + ay/2, on crossing which
from z < z1 − az/2 to z > z1 − az/2, Φj acquires a
+2π phase winding. Therefore, a pair of the monopole
and antimonopole inserted at N1 and N1+ayey respec-
tively creates a branchcut in a region of τ > τ1 − aτ/2,
z = z1 − az/2 and yj − ay/2 < y < yj + ay/2, on cross-
ing which from z < z1 − az/2 to z > z1 − az/2 the
phase acquires +2π phase winding (Fig. 8(c)). Now that
Φj = 2φj(z, τ) and ∂zφj(z, τ) = −πρj(z, τ), the branch-
cut is nothing but an addition of one hole at z = z1,
y = yj and τ ≥ τ1. Or equivalently, an insertion of anni-
hilation operator ψσ,j(z1) at τ = τ1;
1
Tr[e−βHˆ]
Tr
[
e−βHˆTτ
{
ψH,σ,j(z1, τ1) · · ·
}]
=
= − sgn(τ − τ
′)
ZXY
∫
(∆·B)
j
=(δ
j,N1
−δ
j,N1+ayey
)+···
DΦj exp
[∑
j,µ
Jµ cos
(
Φj − Φj+aµeµ + 2πAj,µ
)]
, (66)
with (z1, yj, τ1) =N1 + ayey/2+ azez/2+ aτeτ/2. Note
that the above identification of the magnetic dipole with
the annihilation operator does not depend on a specific
choice of the branchcut. For example, we can also re-
gard that the dipole creates a branchcut in a region of
τ < τ1−aτ/2, z = z1−az/2 and yj−ay/2 < y < yj+ay/2,
on crossing which from z < z1 − az/2 to z > z1 − az/2
the phase acquires −2π phase winding, instead of +2π
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(Fig. 8(d)). Such a branchcut corresponds to an addi-
tion of particle at z = z1, y = yj and τ ≤ τ1, which is
again equivalent to an insertion of an annihilation opera-
tor ψσ,j(z1) at τ = τ1. As is obvious from the argument,
flipping the magnetic dipole exchanges annihilation op-
erator into creation operator. This leads to eq. (64). Re-
mark that the extra sign function sgn(τ1− τ2) in eq. (64)
stems from the fermion’s time ordering in the left hand
side of the same equation (Tτ ). This maintains a proper
boundary condition for the Matsubara Green function
along the imaginary time axis;
sgn(τ) ≡
{
1 (0 < τ < β),
−1 (−β < τ < 0). (67)
B. Duality mapping to Frozen Lattice
Superconductor model
By the duality transformation31–33, the 3D XY model
is mapped into the so-called frozen lattice superconductor
model (FLS), where a U(1) phase of the superconducting
order parameter θj is coupled with an internal magnetic
gauge field aj ;
ZXY ⇐⇒ ZFLS,
ZXY ≡
∫
DΦj exp
[
J
∑
j,µ=x,z,τ
cos
(
Φj − Φj+aµeµ
)]
,
ZFLS ≡ lim
t→0
∫
DajDθj exp
[
− SFLS
[
aj , θj
]]
, (68)
SFLS
[
aj , θj
] ≡ 1
2J
∑
j,µ
(∇× a)2j,µ
− 1
t
∑
j,µ
cos
(
θj − θj+aµeµ − 2πaj,µ). (69)
The U(1) phase lives on the dual cubic lattice site de-
noted by j, while three components of the gauge field
aj ≡ (aj,z, aj,y, aj,τ ) live on a link of the dual cubic lat-
tice. The parameter t plays role of the temperature in the
FLS model, and is taken to zero or sufficiently small (the
model is referred to as ‘frozen’ lattice superconductor
model). In the FLS model, smaller J suppresses spatial
and temporal fluctuations of the magnetic gauge field, so
that the superconducting (SC) order sets in at low tem-
perature t; 〈eiθj 〉 6= 0. The SC phase (‘Meissner phase’)
in the FLS model corresponds to the normal phase in
the XY model. In the SC phase, the gauge fields are
expelled from the SC bulk. An effective theory for such
phase may be crudely described by a simple omission of
the magnetic gauge fields from the FLS model;
SFLS
[
aj, θj
] ≃ − 1
2t
∑
j,µ
(
∆µθj
)2
. (70)
For larger J , the fluctuations of the magnetic gauge fields
become wild enough that the SC order is killed by the
gauge fields, 〈eiθj 〉 = 0. This phase corresponds to the
DW phase in the XY model. An effective theory for such
non-superconducting phase in the FLS model is given
only by the Maxwell term (‘Maxwell phase’):
SFLS
[
aj, θj
] ≃ − 1
2J
∑
j,µ
(∇× a)2j,µ. (71)
By the duality transformation33, the partition function
of the XY model in the presence of a magnetic monopole
and anti-monopole is mapped into a correlation function
in the frozen lattice superconductor model,
1
ZXY
∫
(∆·B)
j
=±δ
j,N
+ ·········
DΦj exp
[
J
∑
j,µ
cos
(
Φj − Φj+aµeµ + 2πAj,µ
)]
⇐⇒ 1
ZFLS
∫
DajDθj exp
[± iθN + · · · ] exp
[
− 1
2J
∑
(∇× a)2 + 1
t
∑
cos
(
∆µθj − 2πaj,µ)
]
≡ 〈e±iθN · · · 〉
FLS
(72)
Combined with Eq. (64), this leads to
Gσ,j(z1 − z2, τ1 − τ2) =
− sgn(τ − τ ′) 〈e−iθN1+iθN1+ayey+iθN2−iθN2+ayey 〉
FLS
(73)
with eq. (65).
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FIG. 8. (color online) (a) original cubic lattice (black) and dual cubic lattice (blue) (b) The magnetic monopole lives on a dual
cubic lattice site and emits a quantized Dirac string or magnetic flux (red line with arrow). (c,d) A pair of magnetic monopole
and antimonopole creates a branchcut, on crossing which from the negative z side to the positive z side the U(1) phase acquires
±2π respectively.
C. single-partcle spectral function
Based on these foundations, we calculate the four-point
correlation function of the FLS model in the SC/non-
SC phase, using their respective effective theories as in
eqs. (70,71). We then take a Fourier transform of the
calculated four-point correlation function;
Gσ,j(z1 − z2, τ1 − τ2) ≡
1
βLz
∑
qz ,iωn
eiqz(z1−z2)−iEn(τ1−τ2) Gσ,j(qz , iEn), (74)
with fermionic Matsubara frequency En = (2n + 1)π/β.
Here qz in eq. (74) is a momentum kz measured from
σkF with σ = ± and is much smaller than a−1z ; qz =
kz − σkF . After an analytic continuation of Gσ,j(qz , iEn)
in the complex ω plane (iEn → ω ± iδ), we obtain the
spectral function from,
ρσ(qz, ω) ≡ i
{
Gσ,j(qz, iEn = ω + iδ)
− Gσ,j(qz , iEn = ω − iδ)
}
. (75)
The spectral function in the normal phase (which is cal-
culated from the four-point correlation function of the
FLS model in the SC phase) takes a form of
ρσ(qz, ω) = 2πte
−C√ω2 − u2q2z Θ(|ω| − u|qz|) + · · · ,
(76)
(see Appendix D1 for its detailed derivation). The spec-
tral function in the DW phase (calculated from the cor-
relation function in the non-SC phase) is given by
ρσ(qz , ω) =
16π3J√
ω2 − u2q2z
Θ(|ω| − u|qz|) + · · · , (77)
(see Appendix D2 for its derivation). Note that we omit
the chain index j in the left hand sides in eqs. (75,76,77)
because the calculated four-point correlation functions
are independent from the chain coordinate yj. Note also
that the spectral function thus obtained gives the real
and imaginary part of the real-time time-ordered Green
function;
Gσ(qz , ω) = P
∫ ∞
−∞
dω′
2π
ρσ(qz, ω
′)
ω − ω′
− iπ tanh
(βω
2
)
ρσ(qz , ω), (78)
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where the real-time Green function is defined as
iGσ(z1, t1; z2, t2) ≡ 1
Z
Tr
[
Tt
{
ψH,σ,j(z1, t1)ψ
†
H,σ,j(z2, t2)
}]
,
Gσ(qz, ω) ≡
∫
dt
∫
dze−iqz(z1−z2)+iω(t1−t2)
×Gσ(z1, t1; z2, t2),
and ψH,σ,j(z, t) ≡ eiHˆtψσ,j(z)e−iHˆt. Hˆ ≡ Hˆkin+H′ with
Hkin given by eq. (18) and H′ given by eq. (21) only with
n = m or n = j.
V. IN-PLANE CONDUCTANCE
Unlike the out-of-plane current operator, in-plane
current operators (Jˆx, Jˆy) are given by a cre-
ation/annihilation of the 2nd LLL electron and annihila-
tion/creation of the LLL electrons. For the 3D isotropic
metal under high magnetic field in eq. (15), they are given
by
Jˆx + iJˆy ≡
√
2e~
m∗l
∑
j,kz
c†n=0,j,kzcn=1,j,kz + · · · ,
Jˆx − iJˆy ≡
√
2e~
m∗l
∑
j,kz
c†n=1,j,kzcn=0,j,kz + · · · ,
where · · · parts stand for higher LL contributions. Ac-
cordingly, when the temperature is much lower than
the cyclotron frequency ~ω0, the in-plane transports
are dominated by surface transport rather than bulk
transport (at least in the clean limit). To discuss the
surface transport concretely, let us choose the Laudau
gauge, impose the periodic boundary conditions along
x, z-directions, and open boundary condition along y-
direction, introduce a confining potential V (y) which re-
spects the translational symmetries along the z-direction
(Fig. 4(a)) 35,{
V (y) = 0 for |y| < Ly2 ,
V (y) > 0 for |y| > Ly2 .
(79)
For |y| < Ly/2, the single-particle eigenstate for the
LLL is given by eq. (17) with n = 0, whose eigenenergy
is ~2k2z/(2m∗). For |y| > Ly/2, we may also approxi-
mately use eq. (17) as an eigenstate, provided that the
confining potential V (y) is slowly varying compared to
the magnetic length l, l × |∂yV (y)| ≪ |V (y)|. Such a
quasi-eigenstate has an energy of ~2k2z/(2m∗) + V (yj)
35.
When changing yj from the bulk region (|yj | < Ly/2) into
the edge regions (|yj | > Ly/2), the two Fermi points at
kz = ±kF in the bulk region move inward, and merge into
one point at |yj | > Ly/2 with V (yj) = µ (Figs. 4(b,c)).
In other words, the two parallel Fermi lines at kz = ±kF
are connected with each other by Fermi arc states, which
are localized at the two boundaries, |yj | > Ly/2. Since
kxl
2 = yj in eq. (17), the Fermi arc state at yj > Ly/2
carries positive kx, and that at yj < −Ly/2 carries nega-
tive kx; these arc states are nothing but a bundle of chiral
Fermi edge modes1,36.
When viewed along the kz-direction, the chiral Fermi
arc states are connected by ∆kz, which is smaller than
2kF (Fig. 4(d)). Thus, the arc states except for their
two end-point states are robust against the density wave
formation in the bulk. Only the two end-point states
repel each other with a help of the density wave order
in the bulk, such that the Fermi arc state at kz = kF is
continuously connected with the arc state at kz = −kF
as a function of kz (Fig. 4(d)). This leads to a perfect
disconnection between the arc state at y > Ly/2 and that
at y < −Ly/2.
The chiral Fermi arc states often dominate low-T
in-plane transports in actual experiments. For exam-
ple, a graphite sample of 50 µm thickness shows an in-
plane resistance of the order of 2 Ω ∼ 4 Ω above the
quantum limit16,17. Since an interlayer lattice constant
(az) is on the order of 0.5nm in graphite, the sample
with 50µm thickness could have 105 (= Lz/az) num-
ber of the kz points within the first Brillouin zone along
kz, [−π/az, π/az]. Assuming that 2kF is several times
smaller than 2π/az, one can expect that the number of
chiral Fermi edge modes at each surface is on the or-
der of 104. Since different edge modes at the same sur-
face do not have an electron exchange much, a bundle
of chiral Fermi edge modes can be regarded as a parallel
circuit. Accordingly, an in-plane resistance due to the
chiral Fermi arc states can be evaluated on the order of
h/e2 × 10−4 ≃ 2.5Ω, which is on the same order of the
experimental values (2Ω ∼ 4Ω).
The chiral Fermi arc state at yj > Ly/2 and that at
yj < −Ly/2 are apparently disconnected by the DW or-
der in the bulk. One may therefore expect that these
chiral surface states provide robust in-plane conductance.
Contrary to this expectation, we argue in the following
that the in-plane conductance due to the surface states
may have a non-trivial temperature dependence, espe-
cially when the bulk electronic state has dissipative fea-
ture as in Eqs. (76,77,78).
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A. Coupling between surface and bulk states
To see this, let us begin with a simple model which
includes a coupling between surface and bulk states;
Ht = Hb +Hs +Hc,
Hs =
|yj |>Ly2∑
kz ,j
(
ǫs,j(kz)− µ
)
d†s,j,kzds,j,kz ,
Hb =
|yj |<Ly2∑
kz ,j
(
ǫb(kz)− µ
)
d†b,j,kzdb,j,kz +H′,
Hc =
|yj |>Ly2 >|ym|∑
j,m
{
Tj,md
†
s,j,kz
db,m,kz + h.c.
}
.
(80)
Here ǫb(kz) ≡ ~2k2z/(2m∗) and ǫs,j(kz) ≡ ~2k2z/(2m∗) +
V (yj) are single-particle energies of bulk and surface
states with kz and j respectively. The single-particle
states for d†s,j,kz and d
†
b,j,kz
are all in the LLL and their
wavefunctions are given by eq. (17) with n = 0;
{
ds,j,kz = cn=0,j,kz |yj | > Ly2 ,
db,j,kz = cn=0,j,kz |yj | < Ly2 .
(81)
H′ denotes the interaction part among electrons in the
bulk states. We assume that electrons in the surface
states are non-interacting. A finite spatial gradient of
the confining potential (|∂yV (y)|) together with small
roughness along the x-direction induces a mixing between
cn=0,j,kz and cn=0,m,kz with j 6= m. This leads to a fi-
nite single-particle coupling between the surface and bulk
states as in Hc. For simplicity, we assume that the cou-
pling preserves the momentum kz.
To see the effect of this surface-bulk coupling, let us
introduce real-time time-ordered Green functions for sur-
face and bulk states;
Gµν(j, t;m, t
′; kz) ≡ 1
Zt
Tr
[
e−βHtTt
{
dµ,j,kz (t)d
†
ν,m,kz
(t′)
}]
,
with µ, ν = s, b and dµ,j,kz (t) ≡ eiHttdµ,j,kze−iHtt. Ac-
cording to Eq. (80), equation of motions (EOMs) for
these Green functions are given by,(− i∂t + (ǫs,j(kz)− µ))Gss(j, t; j, t′; kz) = −δ(t− t′)
−
|ym|<Ly2∑
m
Tj,mGbs(m, t; j, t
′; kz),
(− i∂t + (ǫs,j(kz)− µ))Gbs(m, t; j, t′; kz)
= −
|yn|<Ly2∑
n
T ∗j,nGbb(m, t;n, t
′; kz). (82)
The coupled EOMs can be further solved in favor for the
surface Green function,
iGss(j, j; kz , ω) =
∫ ∞
−∞
dseiωs iGss(j, t+ s, j, t; kz)
=
i
ω − (ǫs,j(kz)− µ)
{
1− i
ω − (ǫs,j(kz)− µ)
×
|yn|,|ym|<Ly2∑
n,m
Tj,nT
∗
m,j iGbb(n,m; kz, ω)
}
. (83)
When the surface-bulk coupling Tj,m is small enough, the
bulk Green function Gbb(n,m; kz, ω) in the right hand
side could be replaced by the Green function determined
only by the bulk Hamiltonian Hb. Such a Green function
is diagonal in n and m, because Hb respects the transla-
tional symmetry along the x-direction;
Gbb(j, t;m, t
′; kz) = G0bb(j, t; j, t
′; kz)δj,m +O(T 2). (84)
When kz is proximate to the two Fermi points, kz ≃
±kF , G0bb(j, t; j, t′; kz) in the right hand side or its Fourier
transform can be further replaced by eqs. (78,76) or by
eqs. (78,77);
G0bb(j, j;ω, kz) =
∫ ∞
−∞
dseiωs iG0bb(j, t+ s; j, t; kz), (85)
=
{
G+(kz − kF , ω) for kz ≃ kF ,
G−(kz + kF , ω) for kz ≃ −kF .
(86)
On the one hand, Eq. (83) can be rewritten in the fol-
lowing way up to the second order in Tj,m;
Gss(j, j; kz , ω) =
1
ω − (ǫs,j(kz)− µ)−∑m |Tj,m|2G0bb(m,m; kz, ω) +O(T 4)
(87)
Eq. (87) together with Eqs. (86,78,76,77) dictates that
all the chiral surface arc states within the following
energy-momentum region (‘dissipative region’);
|ω| > u|kz − σkF | (88)
(σ = ±) acquire a finite life time due to the bulk-surface
coupling and the dissipative nature of the bulk elec-
tronic states in the same region. More generally, the
region can be seen as the low-energy limit of the follow-
ing momentum-energy region by,
|ω| >
∣∣∣~2k2z
2m∗
− µ
∣∣∣ (89)
(Fig. 3(b) or Fig. 5). Those chiral surface states outside
the dissipative region have an infinite life time at least
within our model for the bulk-surface coupling.
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FIG. 9. (color online) Temperature dependence of the in-
plane surface conductance. We choose ǫb(kz) = ~
2k2z/(2m∗)
with m∗ = me/18 and µ = 0.355 meV.
B. Temperature dependence of in-plane
conductance
All the chiral fermi surface states on the Fermi level are
outside the dissipative region (Fig. 5). Having an infinite
life time, they give 100 % transmission for the in-plane
conductance. Thus, the surface conductance at T = 0
is naturally quantized to be Gs = Nze
2/~ (Nz is the
number of chiral edge modes within each surface). When
temperature increases, the surface states within the dis-
sipative region are thermally activated. Since they have
a finite life time, the surface conductance may decrease
at finite temperature.
To show this crude idea explicitly, we employ the Lan-
dauer formula38 for the surface conductance;
Gs =
e2
~Lx
∑
j,kz
Tj,kz
(
− ∂f
∂ǫ
)
|ǫ=ǫs,j(kz)
.
The summation over chain index j (yj ≡ 2πl2Lx j) ranges
over a half of the system inlcuding one boundary,
0 < yj < yj,max
with yj,max ≫ Ly2 . The summation over kz ranges over
the first Brillouin zone of the DW phase; −kF < kz < kF .
For simplicity, we assume that the transmission coeffi-
cient of the chiral surface state is zero in the dissipative
region, while it is in-plane group velocity otherwise;
Tj,kz =
{
0 for ǫs,j(kz) > |ǫb(kz)− µ|
∂ǫs,j(kz)
∂kx
for ǫs,j(kz) < |ǫb(kz)− µ| (90)
Here ǫs,j(kz) = ~
2k2z/(2m∗)+V (yj) and yj ≡ kxl2. With
this simplification, the surface conductance can be eval-
uated as
Gs =
e2
h
∑
kz
(
1− 1
eβ|ǫb(kz)−µ| + 1
)
(91)
irrespective of a specific form of the confining potential
V (y). At the zero temperature, Gs takes the quantized
value (Nze
2/~). At finite temperature, Gs decreases
monotonically on increasing the temperature (Fig. 9).
VI. CONCLUSION AND OUTLOOK
In this paper, we develop a theory of transport prop-
erties of DW phases in 3D metal/semimetal under high
magnetic field, which break the translational symmetries
along the field direction. Such DW phases have low-
energy collective excitations (phason excitations). Being
comprised of fluctuations of electronic displacement (and
current) along the field direction, the low-energy collec-
tive excitations have significant impacts on the longitu-
dinal (optical) conductivity along the field direction. In
section III, we calculate the conductivity in the presence
of backward scattering type disorders and observe that
this is indeed the case. With an addition of further theo-
retical studies, the calculated optical conductivities may
provide better qualitative understandings of non-linear
I-V characteristics of the DW phases along the field di-
rection.
Note also that both Gaussian and Born approxima-
tions used in sec. III become invalid, when the disorders
kill the DW phase itself. Especially, the single-particle
backward scattering disorder introduced in eq. (36) plays
role of “random magnetic field” in the XY model, while
the Imry-Ma’s argument39–41 dictates that an infinitesi-
mally small randommagnetic field kills the ordered phase
of the XY model completely39–41. Thereby, the DW
phase at incommensurate electron filling will be likely
killed even by an infinitesimally small single-particle
backward scattering type disorder. This is the case espe-
cially when the inter-chain rigidity term range only over a
couple of chains. In the thermodynamic limit, the inter-
chain rigidity ranges over magnetic length, within which
an extensive number of chains are ferromagnetically cou-
pled with one another (see Eqs. (25) or Eq. (62)). An
Imry-Ma’s correlation function analysis suggests that,
even in the presence of such a longer range interchain
coupling, the incommensurate DW phase still cannot sur-
vive under the small disorder, unless one assume a rather
awkward geometry of the system: lLx ≥ LzLy. This ob-
servation suggests us to reconsider the identities of two
low-temperature resistive phases discovered by transport
experiments in graphite in the quasi-quantum limit.
In section IV, we formulate a method of calculating the
single-particle electron spectral function in DW and nor-
mal phases and observe that the phason excitation also
changes low-energy feature of the spectral function: giv-
ing rise to an additional low-energy continuum spectra in
the spectral function. In the presence of a surface-bulk
coupling, the obtained spectral weight in the bulk elec-
tronic states can be trasferred to the spectral functions
of the chiral surface Fermi arc states, giving the latter
states finite life times. Based on a simple model, we ar-
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gue that this can result in a temperature-dependent in-
plane surface conductance (conductance perpendicular to
the magnetic field direction, carried by the chiral surface
states). The obtained result may provide possible expla-
nations for a recent in-plane transport measurements in
graphite16.
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Appendix A: Interacting electron Hamiltonian and
its bosonization
Electronic Hamiltonian for a Weyl semimetal under
high magnetic field
As another possible application of our effective boson
model and analyses, we may also consider a 3D semimetal
with two degenerateWeyl nodes at k =K+ and k =K−,
having linear energy dispersion. The kinetic energy part
under the magnetic field is given by
Hkin =∑
σ=±
∫
dr
(
Ψ†σ,1(r) Ψ
†
σ,2(r)
)
σvF τˆ · pi
(
Ψσ,1(r)
Ψσ,2(r)
)
,
(A1)
where Ψσ,µ(r) stands for a slowly-varying part of two-
component field operators (µ = 1, 2) at a Weyl node of
k =Kσ (σ = ±). Namely, the electron creation operator
Ψ†(r) is expanded in terms of Bloch wavefunctions at the
Weyl nodes ΦKσ,µ(r) as
Ψ†(r) =
∑
σ=±
∑
µ=1,2
Φ∗Kσ,µ(r)Ψ
†
σ,µ(r) + · · · . (A2)
The two-component slowly-varying fields are further ex-
panded in terms of eigenstates of Eq. (A1). We keep only
an eigenmode for the lowest Landau level;(
Ψσ,1(r)
Ψσ,2(r)
)
=
1√√
πlLx
∑
j
eikxx−
(y−yj )
2
2l2
(
ψσ,j(z)
0
)
,(A3)
with the same definitions for j = 1, 2, · · · , LxLy/(2πl2),
the momentum along the x-direction kx ≡ 2πj/Lx and
yj ≡ 2πl2j/Lx. l denotes the magnetic length. We as-
sume again that the cyclotron frequency is much higher
than the cutoff energy scale associated with the kinetic
energy along the z-direction, to omit the higher Landau
level terms. This leads to the kinetic energy part given
only by the slowly varying field operator for the LLL elec-
trons, i.e. ψσ,j(z). The kinetic energy part thus obtained
takes the exact same form as in eq. (18). In principle, the
interaction part for the Weyl semimetal should be derived
by a substitution of Eqs.(A2,A3) into Eq. (20). Depend-
ing on a form of the interaction potential V (r) and Bloch
wavefunctions at the nodes, this may not necessarily lead
to a similar form as in Eq. (21). For simplicity, we as-
sume the same interaction part as in Eq. (21) for the
Weyl semimetal case.
Bosonization of the interacting electron Hamiltonian
The electron creation operator for each j is bosonized
in terms of the two conjugate phase variables34,
ψσ,j(z) =
ησ,j√
2πα
e−i(σφj(z)−θj(z)) (A4)
where ησ,j is a Klein factor satisfying the anti-
commutation relation {ησ,j, ησ′,m} = δσσ′δjm. α is a
short-range cutoff for the spatial coordinate z. The two
phase variables are conjugate to each other, satisfying
[φj(z
′), ∂zθm(z)] = iπδ(z− z′)δj,m. φj(z) is the displace-
ment field along the field direction (z); spatial derivative
of φj(z) with respect to z is the electron density,
πρj(z) = −∂zφj(z). (A5)
Besides, the momentum conjugate to the displacement
field is the current density along the field,
πΠj(z) = ∂zθj(z). (A6)
In terms of these phase variables, the kinetic energy part
(eq.(18)) is given by;
Hkin =
∑
j
∫
dz
vF
2π
{(
πΠj(z)
)2
+
(
∂zφj(z)
)2}
.(A7)
Due to the Klein factor (Majorana fermions), the in-
teraction part can not be fully bosonized. Those terms
in eq. (21) with n 6= m and n 6= j are accompanied with
products of four distinct Majorana fermions. It is gener-
ally impossible to bosonize simultaneously all such terms.
On the one hand, a previous parquet equation study by
Yakovenko clarified that the short-range repulsive inter-
action such as in eq. (23) leads to a density wave order
which breaks the translational symmetry along the field
direction3,26,27. An order parameter of such DW order is
given by a particle-hole pairing within the same in-plane
momentum 〈ψ†+,j(z)ψ−,j(z)〉. Such DW orders are pri-
marily induced by those interactions terms in eq. (21)
with n = m (Fock term) or n = j (Hartree term), while
the others play the secondary role. To obtain an effective
boson theory for the density wave order phase, we thus
keep only these Hartree and Fock terms (random phase
approximation). This approximation leads to a following
bosonized effective Hamiltonian;
Hinc =
∑
j
∫
dz
{
uKπ
2
Π2j (z) +
u
2πK
(
∂zφj(z)
)2
−
j 6=m∑
j
Jj−mσzjσ
z
m cos 2
[
φj(z)− φm(z)
]}
, (A8)
19
for the incommensurate electron filling case and
Hhalf = Hinc
−
∑
j 6=m
∫
dzUj−mσzj σ
z
m cos 2
[
φj(z) + φm(z)
]
, (A9)
for the half electron filling case. Here, the Ising variable
σzj is defined by two Klein factors at each chain j, σ
z
j ≡
iη+,jη−,j = ±1. To see how Eqs. (A8,A9) are derived, let
us investigate the Hartree and Fock terms in the following
two subsections.
Hartree term
The interaction part with j = n is given by,
HH =
g
Lx
∫
dz
∫
dz′
∑
m,j
Vj−m,0(z − z′)
× ψ†j(z)ψ†m(z′)ψm(z′)ψj(z)
=
g
Lx
∫
dz
∫
dz′
∑
m,j
Vj−m,0(z − z′)
×
{(
ρ+,j(z) + ρ−,j(z)
)(
ρ+,m(z
′) + ρ−,m(z′)
)
+ e−2ikF (z−z
′)ψ†+,j(z)ψ
†
−,m(z
′)ψ+,m(z′)ψ−,j(z)
+ e2ikF (z−z
′)ψ†−,j(z)ψ
†
+,m(z
′)ψ−,m(z′)ψ+,j(z)
+ e−2ikF (z+z
′)ψ†+,j(z)ψ
†
+,m(z
′)ψ−,m(z′)ψ−,j(z)
+ e2ikF (z+z
′)ψ†−,j(z)ψ
†
−,m(z
′)ψ+,m(z′)ψ+,j(z)
}
,
where density operators are defined as
ρ±,j(z) ≡ ψ†±,j(z)ψ±,j(z) (A10)
with ρj(z) ≡ ρ+,j(z) + ρ−,j(z) = −(∂zφj(z))/π. Substi-
tuting Eq. (A4) into Eq. (A10), we obtain
HH =
g˜
Lx
∫
dz
∫
dz′
∑
m,j
Vj−m,0(z − z′)
×
{
4α2
(
∂zφj(z)
)(
∂z′φm(z
′)
)
+ e−2ikF (z−z
′)σzj σ
z
me
2i(φj(z)−φm(z′))
+ e2ikF (z−z
′)σzj σ
z
me
−2i(φj(z)−φm(z′))
− e−2ikF (z+z′)σzj σzme2i(φj(z)+φm(z
′))
− e2ikF (z+z′)σzj σzme−2i(φj(z)+φm(z
′))
}
(A11)
with σzj = iη+,jη−,j and
g˜ ≡ g/(2πα)2. (A12)
Note that Vj−m,0(z) is short-ranged in z and the associ-
ated length l0 is typically much shorter than a length
scale of the slowly-varying phase variables φj(z) and
θj(z), i.e. l0|∂zφj(z)|, l0|∂zθj(z)| ≪ 1. As such, we fur-
ther employ a gradient expansion and keep only the lead-
ing order in l0∂zφj(z) or l0∂zθj(z). This gives
HH =
g˜
Lx
∫
dz
∑
m,j
V j−m,0
{
2α2
(
∂zφj(z)
)(
∂zφm(z)
)
+ e−2k
2
F l
2
0 σzjσ
z
m cos
[
2
(
φj(z)− φm(z)
)]
− σzj σzm cos
[
2
(
φj(z) + φm(z)
)− 4kF z]
}
(A13)
where
∫
dze
− z2
2l20
±2ikF z
=
√
2πl0e
−2k2F l20 is used and
V j−m,0 =
1
π
√
2πl′
e
− (yj−ym)
2
2(l2+l2
0
) . (A14)
The first term in eq. (A13) gives rise to renormalizations
of Luttinger parameter K and Fermi velocity u. The 2nd
term takes the same form as the inter-chain rigidity term
in Eq. (A8). When the spatial coordinate z is lattice
regularized, 4kF z = 2πn at the half filling, where the
third term takes the same form as the umklapp term
in Eq. (A9). At the incommensurate electron filling case,
the umklapp term can be omitted due to a fast oscillating
component e−i4kF z34.
Fock term
The interaction part with m = n is given by
HF =
g
Lx
∫
dz
∫
dz′
∑
m,j
V0,j−m(z − z′)
× ψ†m(z)ψ†j (z′)ψm(z′)ψj(z)
=
g
Lx
∫
dz
∫
dz′
∑
m,j
V0,j−m(z − z′)
×
{
ψ†+,m(z)ψ
†
+,j(z
′)ψ+,m(z′)ψ+,j(z)
+ ψ†−,m(z)ψ
†
−,j(z
′)ψ−,m(z′)ψ−,j(z)
+ e−2ikF (z−z
′)ψ†+,m(z)ψ
†
−,j(z
′)ψ+,m(z′)ψ−,j(z)
+ e2ikF (z−z
′)ψ†−,m(z)ψ
†
+,j(z
′)ψ−,m(z′)ψ+,j(z)
+ ψ†+,m(z)ψ
†
−,j(z
′)ψ−,m(z′)ψ+,j(z)
+ ψ†−,m(z)ψ
†
+,j(z
′)ψ+,m(z′)ψ−,j(z)
+ e−2ikF (z+z
′)ψ†+,m(z)ψ
†
+,j(z
′)ψ−,m(z′)ψ−,j(z)
+ e2ikF (z+z
′)ψ†−,m(z)ψ
†
−,j(z
′)ψ+,m(z′)ψ+,j(z)
}
. (A15)
As above, we employ the gradient expansion and keep
the leading order in small l0∂zφj(z) or l0∂zθj(z). This
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gives
HF =
g˜
Lx
∫
dz
∑
m,j
V 0,j−m
×
{
− (1 + e−2k2F l20)α2 (∂zφj(z))(∂zφm(z))
− (1 − e−2k2F l20)α2 (∂zθj(z))(∂zθm(z))
− σzj σzm cos
[
2
(
φj(z)− φm(z)
)]
+ σzj σ
z
m cos
[
2
(
φj(z) + φm(z)
)− 4kF z]
}
,
(A16)
with
V 0,m =
1
π
√
2πl′
e−
y2m
2l2 . (A17)
The first two terms in eq. (A16) contribute to renormal-
izations of the Luttinger parameter and the Fermi veloc-
ity. The 2nd term and the third term contribute to the
inter-chain rigidity and the umklapp term respectively.
When combined together, Eqs.(A7), (A13), (A16) lead
to Eq. (A8) for the incommensurate electron filling case
and Eq.(A9) for the half electron filling case respectively
with
Jm =
g˜
Lx
(
V 0,m − e−2k
2
F l
2
0V m,0
)
=
g˜
Lx
1
π
√
2πl′
[
e−
y2m
2l2 − e−
y2m
2(l2+l2
0
) e−2k
2
F l
2
0
]
,
Um =
g˜
Lx
(− V 0,m + Vm,0)
=
g˜
Lx
1
π
√
2πl′
[
− e−
y2m
2l2 + e
− y
2
m
2(l2+l20)
]
.
(A18)
For repulsive interaction case (g˜ > 0), the Fock term
favors positive Jm, while the Hartree term favors negative
Jm
8,23. When the interaction length l0 is replaced by the
Thomas-Fermi length42, we can typically expect that the
Fock term dominates the Hartree term due to the small
factor; e−2k
2
F l
2
0 ≪ 1. In the following, we consider this
case and replace Jm by its value of the Fock term,
Jm =
g˜
Lx
1
π
√
2πl′
e−
y2m
2l2 . (A19)
Um given in eq. (A18) always takes a positive value, mak-
ing the phason field to be locked on 0, π/2, π, 3π/2, · · · .
For simplicity, we take
Um =
g˜
Lx
1
π
√
2πl′
e
− y
2
m
2(l2+l20) . (A20)
Appendix B: Derivation of the RG equation and RG
phase diagrams
A partition function for the bosonized Hamiltonian is
given by
Z =
∑
{σz
j
}
∫
DφDΠexp
[
−
∫ β
0
dτ
∫
dz
∑
j{
− iΠj(z)∂τφj(τ) + uKπ
2
[
Πj(z)
]2
+
u
2πK
[
∂zφj(z)
]2
−
∑
m 6=j
Jj−mσzj σ
z
m cos
[
2φj(z)− 2φm(z)
]
−
∑
m 6=j
Uj−mσzjσ
z
m cos
[
2φj(z) + 2φm(z)
]}]
. (B1)
An integration over the momentum variable Πj(z) leads
to
Z =
∑
{σz
j
}
∫
Dφ exp
[
−
∫ β
0
dτ
∫
dz
∑
j
1
2πK
{[
∂τφj(z)
]2
+
[
∂zφj(z)
]2}
+
j 6=m∑
j,m
{
Jj−mσzjσ
z
m cos
[
2φj(z)− 2φm(z)
]
+ Uj−mσzjσ
z
m cos
[
2φj(z) + 2φm(z)
]}]
, (B2)
where we put u to be 1 for simplicity. The z-dependence
of the displacement field has a short-range cutoff (α =
2π/Λ);
φj(r) =
1
β Lz
∑
iωn
∑
|kz|<Λ
eikzz−iωnτφj(q), (B3)
with r ≡ (z, τ) and q ≡ (kz , ωn). The displacement field
is decomposed into rapidly-varying mode and slowly-
varying mode;
φj(r) = φ
>
j (r) + φ
<
j (r)
=
1
β Lz
∑
iωn
∑
Λ′<|kz|<Λ
eiq·rφj(q)
+
1
β Lz
∑
iωn
∑
|kz|<Λ′
eiq·rφj(q), (B4)
with q · r ≡ kzz − ωnτ , Λ′ ≡ Λe−dl and small positive
dl. A further integration over the rapidly-varying mode
followed by a rescaling of the z coordinate and imaginary
time τ , z → ze−dl, τ → τe−dl, β → βe−dl, gives a parti-
tion function for the slowly-varying mode. The partition
function thus obtained takes essentially the same form
as in eq. (B2), while the coupling constant therein such
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as Jj−m, Uj−m, K and β are renormalized. As shown
below, the renormalization is described by the following
renormalization group equations;
dJi−j
dl
=
[
2− 2K coth βΛ
2
]
Ji−j
+ C(Λ)K
∑
n
[
Ji−nJn−j + Ui−nUn−j
]
, (B5)
dUi−j
dl
=
[
2− 2K coth βΛ
2
]
Ui−j
+ 2C(Λ)K
∑
n
Ji−nUn−j , (B6)
with dβ/dl = −β. The equations will be derived in
terms of a perturbative expansion with respect to the
interchain rigidity term and umklapp term. Perturba-
tive treatments for these two are mathematically same.
We first derive the equation without the umklapp term
(next section). We then give a brief derivation of the
equations with the umklapp term (next next section).
Incommensurate electron filling case
The partition function Eq. (B2) is expanded in the
interchain rigidity term up to the second order,
Z
Z0
=
1
Z0
∑
{σz
j
}
∫
Dφe−S0[φ]
{
1 +
1
2
∫
d2r
i6=j∑
i,j
Ji−jσzi σ
z
j
∑
ǫ=±1
eiǫ2[φi(r)−φj(r)]
+
1
8
∫
d2r
∫
d2r′
i6=j∑
i,j
m 6=n∑
m,n
Ji−jJm−nσzi σ
z
j σ
z
mσ
z
n
∑
ǫ=±1,ǫ′=±1
eiǫ2[φi(r)−φj(r)]eiǫ
′2[φm(r
′)−φn(r′)] +O(J3)
}
(B7)
=
1
Z<0
∑
{σz
j
}
∫
Dφ<e−S0[φ<] exp
[
1
2
∫
d2r
i6=j∑
i,j
Ji−jσzi σ
z
j
∑
ǫ=±1
eiǫ2[φ
<
i (r)−φ<j (r)]〈eiǫ2[φ>i (r)−φ>j (r)]〉>
+
1
8
∫
d2r
∫
d2r′
i6=j∑
i,j
m 6=n∑
m,n
Ji−jJm−nσzi σ
z
j σ
z
mσ
z
n
∑
ǫ=±1,ǫ′=±1
eiǫ2[φ
<
i (r)−φ<j (r)]eiǫ
′2[φ<m(r
′)−φ<n (r′)]
(〈
eiǫ2[φ
>
i (r)−φ>j (r)]eiǫ
′2[φ>m(r
′)−φ>n (r′)]
〉
>
− 〈eiǫ2[φ>i (r)−φ>j (r)]〉>〈eiǫ
′2[φ>m(r
′)−φ>n (r′)]〉>
)]
+O(J3). (B8)
Z0 denotes a partition function without Jj−m, which can
be factorized into rapidly-varying mode part and slowly-
varying mode part;
Z0 =
∫
dφ<e−S0[φ
<] ·
∫
dφ>e−S0[φ
>] ≡ Z<0 · Z>0 ,(B9)
because
S0[φ] =
1
2πK
∫ β
0
dτ
∫
dz
∑
j
{[
∂τφj(z)
]2
+
[
∂zφj(z)
]2}
=
1
β Lz
∑
j
∑
q
q2
K
φj(q)φj(−q). (B10)
From Eq. (B7) to Eq. (B8), the integration over the rapid
mode has been carried out and a functional of the slow
mode has been re-exponentiated up to the second order
in Jj−m;
〈· · · 〉> ≡ 1
Z>0
∫
dφ> · · · eS0[φ>]. (B11)
The first term in Eq. (B8) gives a one-loop RG cor-
rection to the interchain rigidity term, while the second
term gives a two-loop correction. After the rescaling, the
first term takes exactly the same form as the interchain
rigidity term in eq. (B2) with renormalized coupling con-
stant;
J ′j−m = Jj−m
(
Λ
Λ′
)2(
1− 2KdΛ
Λ
coth
(βΛ
2
))
+O(dΛ2),
and dΛ ≡ Λ−Λ′. This leads to the one-loop RG equation
dJj−m
dl
=
[
2− 2K coth
(βΛ
2
)]
Jj−m
+O(J2, dΛ2). (B12)
To derive the two-loop RG equation, note first that the
second term in eq. (B8) vanishes when i 6= m,n and j 6=
m,n. Finite contributions come from (i) case with either
one of i and j being same as either one of m and n or (ii)
case with both i and j same asm and n respectively. The
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FIG. 10. (a) Schematic picture for a region of q = (kz, iωn) for rapidly-varying mode φ
>
j (r) (grey color region). dΛ = Λdl and
Λ′ = Λe−dl (see the text) (b) e−2KF1,Λ(z,0) as function of coordinate variable z. (c) e−2KF1,Λ(0,τ) as a function of the imaginary
time τ ∈ [0, β). Λ = 1, β = 100, and K = 1.
first case generates the two-loop correction to Jj−m (ǫǫ′ =
−1) as well as a new consine term cos(4φi + 2φj − 2φm)
(ǫǫ′ = 1). A scaling dimension of the new consine term
is 2−6K at T = 0, which is negative for K ≃ 1: we omit
this. The case (i) with ǫǫ′ = −1 is calculated as
(
i = m, j 6= n, ǫǫ′ = −1) = 1
8
∫
d2r
∫
d2r′
i6=j,i6=n∑
i,j,n
Ji−jJi−nσzj σ
z
n
∑
ǫ=±1
eiǫ2[φ
<
i (r)−φ<j (r)−φ<i (r′)+φ<n (r′)]
〈
eiǫ2[φ
>
i (r)−φ>j (r)−φ>i (r′)+φ>n (r′)]
〉
>
(
1− e−4〈φ>i (r)φ>i (r′)〉>
)
=
1
4
∫
d2r
∫
d2r′
∑
i,j,n
Ji−jJi−nσzj σ
z
n : cos
(
2[φ<i (r)− φ<j (r)− φ<i (r′) + φ<n (r′)]
)
:
e−2KF1,Λ(r−r
′)4dlKMΛ(r − r′) +O(dl2), (B13)
where
MΛ(z, τ) ≡ cos(Λz)
{
e−|τ |Λ + 2 cosh(τΛ)fB(Λ)
}
,
e−2KF1,Λ(z,τ) ≡


(
B[1+(Λβ)−1−iz/β,1+(Λβ)−1+iz/β]
B[1+(Λβ)−1,1+(Λβ)−1]
)2K
(1 + Λ2z2)−K for τ = 0, |1/Λ− iz| < β,(
B[1+(Λβ)−1−τ/β,1+(Λβ)−1+τ/β]
B[1+(Λβ)−1,1+(Λβ)−1]
)2K
(1 + Λτ)−2K for z = 0,
(B14)
with the Bose distribution funciton fB(x) and the Beta
function B(x, y). From the first line to the second line
in eq. (B13), we used cosφ< =: cosφ< : e−
1
2 〈(φ<)2〉< and
put the cosine term under the normal order denoted by “:
· · · :”34,43. This enables the Taylor expansion within the
normal order. Since e−2KF1,Λ(r) is localized both in the
z-direction and in the τ -direction (see Figs. 10(b,c)), we
further employ the gradient expansion within the cosine
term, to keep the leading order;
(
i = m, j 6= n, ǫǫ′ = −1) = ∫ d2r∑
i,j,n
Ji−jJi−nσzj σ
z
n
: cos
(
2[φ<j (r)− φ<n (r)]
)
: C(Λ)Kdl +O(Λ∂zφj(z), dl2)
(B15)
with
C(Λ) ≡
∫
d2r′e−2KF1,Λ(r
′)MΛ(r
′). (B16)
This gives the two-loop RG correction to the interchain
rigidity term;
J ′j−m = Jj−m
(
1 + dl
[
2− 2K coth
(βΛ
2
)])
+ dl C(Λ)K
∑
i
Ji−jJi−m +O(J3, dl2) (B17)
Equivalently, we have
dJi−j
dl
=
[
2− 2K coth
(βΛ
2
)]
Ji−j + C(Λ)K
∑
n
Ji−nJn−j
(B18)
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The second case, (ii) i = m and j = n, generates a
correction to the Luttinger parameter K (ǫǫ′ = −1) as
well as a new consine term cos(4φi − 4φj) (ǫǫ′ = +1).
Having 2 − 8K as its scaling dimension at T = 0, the
new consine term is irrelevant around K ≃ 1 and we
omit this. The second case with ǫǫ′ = −1 can be further
calculated as
(
i = m, j = n, ǫǫ′ = −1) = 1
8
∫
d2r
∫
d2r′
i6=j∑
i,j
Ji−jJi−j
∑
ǫ=±1
eiǫ2[φ
<
i (r)−φ<j (r)−φ<i (r′)+φ<j (r′)]
〈
eiǫ2[φ
>
i (r)−φ>j (r)−φ>i (r′)+φ>j (r′)]
〉
>
(
1− e−8〈φ>i (r)φ>i (r′)〉>
)
=
1
4
∫
d2r
∫
d2r′
∑
i,j
Ji−jJi−j : cos
(
2[φ<i (r)− φ<j (r)− φ<i (r′) + φ<j (r′)]
)
:
e−4KF1,Λ(r−r
′)8dlKMΛ(r − r′) +O(dl2). (B19)
As above, we employ the gradient expansion and keep
the leading order. This leads to the two-loop correction
to the Luttinger parameter;
(
i = m, j = n, ǫǫ′ = −1) = 2 ∫ d2r∑
i,j
J2i−j
:
∑
µ=z,τ
[
∂µφ
<
i (r)− ∂µφ<j (r)
]2
: D(Λ)K dl + · · · ,
with
D(Λ) ≡
∫
d2rr2e−4KF1,Λ(r)MΛ(r).
Since Ji−j =
g˜
Lx
1
π
√
2πl′
e−
(yi−yj)
2
2l2 (see Eq. (A19)), the
summation over integer j results in a correction which
is at most on the order of 1/Lx. In the leading order in
1/Lx, we thus can ignore this correction.
Half electron filling case
The partition function Eq. (B2) is expanded in the in-
terchain rigidity term and umklapp term up to the second
order;
Z
Z0
=
1
Z<0
∑
{σz
j
}
∫
dφ< exp
[
− S0(φ<) + · · ·+ 1
2
∫
d2r
∑
ǫ=±
∑
i,j
Ui−jσzi σ
z
j e
iǫ2[φ<i (r)+φ
<
j (r)]〈eiǫ2[φ>i (r)+φ>j (r)]〉>
+
1
8
∫
d2r
∫
d2r
∑
ǫ,ǫ′=±
i6=j∑
i,j
m 6=n∑
m,n
Ui−jUm−n σzi σ
z
jσ
z
mσ
z
n e
iǫ2[φ<i (r)+φ
<
j (r)]eiǫ
′2[φ<m(r
′)+φ<n (r
′)]
(
〈eiǫ2[φ>i (r)+φ>j (r)]eiǫ′2[φ>m(r′)+φ>n (r′)]〉> − 〈eiǫ2[φ
>
i (r)+φ
>
j (r)]〉>〈eiǫ
′2[φ>m(r)+φ
>
n (r)]〉>
)
+
1
4
∫
d2r
∫
d2r′
∑
ǫ,ǫ′=±
i6=j∑
i,j
m 6=n∑
m,n
Ji−jUm−n σzi σ
z
j σ
z
mσ
z
n e
iǫ2[φ<i (r)−φ<j (r)]eiǫ
′2[φ<m(r
′)+φ<n (r)]
(
〈eiǫ2[φ>i (r)−φ>j (r)]eiǫ′2[φ>m(r′)+φ>n (r′)]〉> − 〈eiǫ2[φ
>
i (r)−φ>j (r)]〉>〈eiǫ
′2[φ>m(r
′)+φ>n (r
′)]〉>
)]
+O(J3, U3, J2U, JU2)
(B20)
where · · · are same as in Eq. (B8). As in the previ-
ous section, the first term (other than “−S0[φ<] + · · · ”)
within the exponent gives a one-loop RG correction to
the umklapp term. The second term with i = m, j 6= n
and ǫǫ′ = −1 give a two-loop correction to the inter-
chain rigidity term. The last term with i = m, j 6= n
and ǫǫ′ = −1 gives a two-loop correction to the umklapp
term. Other cases generate irrelevant consine terms or
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can be omitted up to the leading order in 1/Lx. Together
with Eq. (B18), we finally obtain the RG equations for
Jj−m, Uj−m and temperature T as in Eqs. (B5,B6).
RG phase diagram
Eqs. (B5,B6) are functional RG equations for Jm and
Um for all m. To gain simple ideas of these functional
RG equations, we reduce them into RG equations for the
following two coupling constants,
J ≡
∑
m
Jm, U ≡
∑
m
Um. (B21)
By taking the summation over the integer j in
Eqs. (B5,B6), we obtain the RG equations for these two
coupling constants;
dJ
dl
=
[
2− 2K coth Λ
2T
]
J +KC
[
J2 + U2
]
, (B22)
dU
dl
=
[
2− 2K coth Λ
2T
]
U + 2KCJU, (B23)
with dT/dl = T .
Without the umklapp term (U = 0), three distinct
fixed points are identified at T = 0 phase diagram; (i)
J = 0 (decoupled one-dimensional chains: normal-phase
fixed point) (ii) J = +∞ (the displacement field shows a
long-range order, 〈φj(z)〉 = φ0; DW-phase fixed point)
(iii) J = −J0 < 0 (a ‘frustrated’ fixed point). We
call the fixed point with negative J to be ‘frustrated’
fixed point, because there are no obvious classical solu-
tions of φj(z) which minimize the interchain interaction
term with negative J ; for negative J , the extensive num-
ber of chains are antiferromagnetically coupled with one
another within the magnetic length l. At T = 0, the
Luttinger parameter has a critical value K = Kc above
which infinitesimal small J is always irrelevant, and be-
low which small positive/negative J goes to the DW fixed
point/‘frustrated’ fixed point respectively. At finite tem-
perature, the critical value Kc goes to zero (Fig. 11(b)).
There is a finite-temperature phase transition between
the DW phase with a fixed point of J = +∞ and T 6= 0
and the normal phase with a fixed point of J = 0 and
T = +∞ (Figs. 11(c,d)).
RG phase diagrams with the umklapp term are deter-
mined by three fixed points, (i) (J, U) = (0, 0) normal
phase fixed point, (ii) (J, U) = (+∞,+∞) DW-phase
fixed point and (iii) (J, U) = (−|J0|, 0) frustrated fixed
point. As shown in Figs. 12(a,b), the interchain rigidity
and the umklapp term help with each other for positive
J , so that they grow up into the DW-phase fixed point.
For negative J , the umklapp term is always renormal-
ized to zero, which leads to either the normal phase fixed
point (K > Kc) or the frustrated fixed point (K < Kc).
Appendix C: conductivity calculation
1. Imaginary-time time-ordered correlation
function and its path integral
In terms of respective Lehmann representation, the
real-time correlation function in eq. (31) is obtained from
an imaginary-time time-ordered function by an analytic
continuation in the complex ω plane,
σzz(ω) = Qzz(iωn = ω + iη), (C1)
Qzz(iωn) ≡
∫ β
0
dτ Qzz(τ) e
iωnτ , (C2)
Qzz(τ) ≡ − 1
V
Tr
[
ρˆG Tτ{Jˆz(τ) Pˆz}
]
, (C3)
with Jˆz(τ) ≡ eKˆτ Jˆze−Kˆτ . Jˆz and Pˆz are given by
Jˆz =
|e|uK
π
∑
j
∫
dz ∂z θˆj(z),
Pˆz =− |e|
π
∑
j
∫
dz χˆj(z).
ρˆG and Kˆ are given by eqs. (38,39).
The imaginary-time correlation function Qzz(τ) can be
further calculated by a path integral, where the quantum
statistical ensemble average with respect to Eqs. (38,39)
can be carried out by a Gaussian integral over complex
variables χj(z, τ) and θj(z, τ),
Qzz(τ) =
e2uK
π2V
∑
j,m
∫
dz
∫
dz′Rjm(τ ; z, z′),
Rjm(τ ; z, z
′) ≡
∫ DχDθ e−S ∂zθj(z, τ)χm(z′, 0)∫ DχDθ e−S .
(C4)
Here the action S is given by
−S = − 1
2βLzN
∑
K
(
θ∗(K) χ∗(K)
) [
M0(K)
]( θ(K)
χ(K)
)
− 1
LzN
∑
k
X(−k)χ(k, iωn = 0)
− 1
β(LzN)2
∑
iωn,k,k′
Y (−k′)χ∗(k − k′, iωn)χ(k, iωn),
(C5)
with a 2× 2 matrix
[M0(K)] ≡
(
uKk2z
π
ikzωn
π
ikzωn
π
uk2z
πK + 2J(k) + 2U(k)
)
, (C6)
and
J(k) ≡
N∑
n=1
Jn|1− eikyn |2,
U(k) ≡
N∑
n=1
Un|1 + eikyn |2.
(C7)
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FIG. 11. RG phase diagrams at incommensurate electron filling case (i) normal phase (blue), (ii) DW phase (orange), and (iii)
“frustrated” phase (green). The RG fixed lines (black dashed line), and RG trajectory (black solid line with arrow) are shown.
(a) T = 0 K − J phase diagram; (b) Finite temperature (T=0.01) K − J phase diagram. (c) T −J phase diagram for K = 1.5;
(d) T − J phase diagram for K = 0.5.
In eq. (C5), we used
(
χj(z, τ), θj(z, τ)
)
≡ 1
βLzN
∑
K
e−iωnτ+ikzz+ikyj
×
(
χ(k, iωn), θ(k, iω)
)
,(
Xj(z), Yj(z)
)
≡ 1
LzN
∑
k
eikzz+ikyj
(
X(k), Y (k)
)
,
with N ≡ LxLy/(2πl2), the magnetic length l, K ≡
(k, iωn) ≡ (kz , k, iωn), K ′ ≡ (k′, iω′n) ≡ (k′z , k′, iω′n).
kz and k are wave vectors conjugate to z and yj (chain
index) respectively. iωn is bosonic Matsubara frequency
iωn = 2nπ/β. In the K space, the correlation function
is given by
Rj,m(τ ; z, z
′) ≡ 1
(βLzN)2
∑
K,K′
eiωnτ−ikzz−ikyj eik
′
zz
′+ik′ym
× (−ikz)
∫ DχDθ θ∗(k, iωn)χ(k′, iω′n) e−S∫ DχDθ e−S . (C8)
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FIG. 12. T = 0 J − U phase diagrams at half electron filling
case. (i) normal phase (blue), (ii) CDW phase (orange), and
(iii) “frustrated” phase (green). (a) J − U phase diagram at
K = 0.5; (b) J − U phase diagram at K = 1.5.
2. Generating function formulation
The integrand in Eq. (C8) can be generated from a
partition function in the presence of external fields,
∫ DχDθ θ∗(k, iωn)χ(k′, iω′n) e−S∫ DχDθ e−S
=
(
∂2 lnZ[A,B]
∂B(K)∂A∗(K ′)
)
|A,B≡0
+
(
∂ lnZ[A,B]
∂B(K)
)
|A,B≡0
(
∂ lnZ[A,B]
∂A∗(K ′)
)
|A,B≡0
, (C9)
where the partition function is given by
Z[A,B] ≡
∫
DχDθe−S[A,B],
− S[A,B] ≡ −S +
∑
K
[ (
B∗(K) A∗(K)
)( θ(K)
χ(K)
)
+
(
θ∗(K) χ∗(K)
)( B(K)
A(K)
)]
,
with S in eq. (C5). A Gaussian integration over θ(K)
and χ(K) leads to a free energy,
lnZ[A,B] = lnZ[A = 0, B = 0] +∑
α,β=1,2
∑
K,K′
(
B∗(K), A∗(K)−X∗(K) )
α
× [M−1](α,K|β,K′)
(
B(K ′)
A(K ′)−X(K ′)
)
β
, (C10)
with
X(K) ≡ 1
2LzN
X(k)δωn,0, (C11)
and
[M ](α,K|β,K′) ≡
1
2βLzN
[M0(K)]α,βδK,K′
+
1
β(LzN)2
Y (k − k′)δωn,ω′nδα,2δ2,β ,
[M−1](α,K|β,K′) ≡ 2βLzNδωn,ω′n
{
[M−10 (k, ωn)]α,βδk,k′
− 2
LzN
[M−10 (k, ωn)]α,2[M
−1
0 (k
′, ωn)]2,βY (k − k′) +
∞∑
m=2
(−1)m2m
(LzN)m
∑
k3,··· ,km+1
[M−10 (k, ωn)]α,2[M
−1
0 (k1, ωn)]2,2
· · · · · · [M−10 (km−1, ωn)]2,2[M−10 (k′, ωn)]2,β×
× Y (k − k1) · · ·Y (km−2 − km−1)Y (km−1 − k′)
}
.
(C12)
The Y -field does not carry frequency and couples only be-
tween two χ-fields. Thus, [M−1](2,K|1,K′) is always pro-
portional to [M−10 (k
′, iωn)]2,1. Since [M−10 (k
′, iωn)]2,1
vanishes at iωn = 0 and X(K) vanishes at iωn 6= 0
(see eq. (C6,C11) respectively), the 2nd term in the right
hand side of eq. (C9) does not contribute;∫ DχDθ θ∗(k, iωn)χ(k′, iω′n) e−S∫ DχDθ e−S =
[
M−1
]
(2,K′|1,K).
(C13)
3. Quenched disorder average and Born
approximation
The conductivity in a given disorder realization was
calculated so far. In the following, the conductivity will
be further averaged over different disorder realizations.
For simplicity, we take this average by
· · · =∫ DXj(z)DYj(z) · · · e− 1gx ∑j ∫ dz X2j (z)− 1gy ∑j ∫ dz Y 2j (z)∫ DXj(z)DYj(z)e− 1gx ∑j ∫ dz X2j (z)− 1gy ∑j ∫ dz Y 2j (z) .
(C14)
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FIG. 13. (color online) Feynmann diagram for the conductivity along the field direction. Solid line with arrow represents the
phason fields; χ field denoted by “2” and θ field denoted by “1”. Dotted line with arrow represents the impurity fields (Y -field).
FIG. 14. (color online) Feynman diagrams for Born approximation, in which the self-energy is evaluated in the lowest order
approximation.
To this end, we have only to take the disorder average of[
M−1
]
(2,K′|1,K) given in eq. (C12). The average leads
to a pair contraction among even integer number of the
Y -fields in Eq. (C12), such that a pair of two impurity
lines (Y -field lines) contracted share a same momentum,
Y (k1)Y (k2) · · ·Y (k2M ) =
(gyLzN
2
)M
×∑
σ
δkσ(1)+kσ(2),0δkσ(3)+kσ(4),0 · · · δkσ(2M−1)+kσ(2M),0.
(C15)
Here the summation over σ denotes a sum of all possi-
ble permutation among 2M impurity lines under the fol-
lowing conditions: σ(2j − 1) < σ(2j) (j = 1, 2, · · · ,M)
and σ(1) < σ(3) < · · ·σ(2M − 1). Those terms with
odd integer number impurity lines vanish under the av-
erage. The momentum conservation at every impurity
vertex makes the two external momenta in Eq.(C12) to
be same, k = k′.
Eqs. (C4,C8,C13,C12,C15) lead to
Qzz(τ) =
2e2uK
π2V
∑
j,m
∫
dz
∫
dz′
1
βLzN
∑
ωn,k
eiωnτ
e−ikz(z−z
′)−ikx(yj−ym)(−ikz)
{
1 +
∞∑
M=1
(2gy)
M
(LzN)M
×
∑
σ
∑
k1,k2,··· ,k2M
δkσ(1)+kσ(2),0 · · · δkσ(2M−1)+kσ(2M),0 ×
[M−10 (k, ωn)]2,2[M
−1
0 (k − k1, ωn)]2,2 · · ·
[M−10 (k − k1 · · · − k2M−1, ωn)]2,2
}
[M−10 (k, ωn)]2,1.
(C16)
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With Eq. (C2), we may rewrite this as,
Qzz(iωn) =
2e2uK
π2V
∑
kz,k,l
∫
dz′′e−ikzz
′′−ikyl
πωn
u2k2z + 2uπK
[
J(k) + U(k)
]
+ ω2n
{
1 +
∞∑
M=1
(2gy)
M
(LzN)M∑
σ
∑
k1,k2,··· ,k2M
δkσ(1)+kσ(2),0 · · · δkσ(2M−1)+kσ(2M),0×
[M−10 (k, ωn)]2,2[M
−1
0 (k − k1, ωn)]2,2 · · ·
· · · [M−10 (k − k1 · · · − k2M−1, ωn)]2,2
}
=
e2uK
π2l2
ωn
2uπKU(0) + ω2n
{
1 +
∞∑
M=1
(2gy)
M
(LzN)M∑
σ
∑
k1,k2,··· ,k2M
δkσ(1)+kσ(2),0 · · · δkσ(2M−1)+kσ(2M),0×
[M−10 (k = 0, ωn)]2,2[M
−1
0 (−k1, ωn)]2,2 · · ·
· · · [M−10 (−k1 · · · − k2M−1, ωn)]2,2
}
, (C17)
with J(0) = 0. From eq. (C16) to eq. (C17), we took the
integral over the center-of-mass coordinates, Z ≡ z+z′2
and n ≡ j+m2 ;∫
dz
∫
dz′ =
∫
dZ
∫
dz′′ = Lz
∫
dz′′,
∑
j,m
= N
∑
l
,
with z′′ ≡ z − z′ and l ≡ j −m. From the first line to
the second line in eq. (C17), we took the integral over
the relative coordinates z′′ and l, making the external
momenta to be zero, kz = k = 0.
Generally, it is hard to carry out analytically the sum-
mation over all possible permutations in Eq.(C17). To
gain a simple idea, we employ the lowest order approx-
imation for a self-energy (Born approximation; compare
Fig. 13 with Fig. 14). This leads to
Qzz(iωn) =
e2uK
π2l2
ωn
2uπKU(0) + ω2n
×
∞∑
M=0
( 2gy
LzN
[M−10 (0, ωn)]2,2
∑
k
[M−10 (k, ωn)]2,2
)M
=
e2uK
π2l2
ωn
ω2n + 2uπKU(0)− 2πuKgyLzN
∑
k[M
−1
0 (k, ωn)]2,2
,
(C18)
with
[M−10 (k, ωn)]2,2 =
πuK
E2(kz , k) + ω2n
, (C19)
E(kz, k) =
√
u2k2z + 2uπK(J(k) + U(k)).
(C20)
Eqs. (C18,C19,C20) are nothing but eqs. (42,43,44) re-
spectively.
4. chemical potential type disorder case
We can also carry out the same calculation of the con-
ductivity with a chemical potential type disorder,
Hchemimp =
∑
j
∫
dzρj(z)∂zχj(z). (C21)
Following the same process up to Eq. (C13), the Fourier
transformed Matsubara Green function is given by,∫ DχDθ θ∗(k, iωn)χ(k′, iω′n) e−S∫ DχDθ e−S =
[
M−10
]
(2,K|1,K)δK,K′
+
∑
K1,K2
[
M−10
]
(2,K′|2,K2)W (K2)W
∗(K1)
[
M−10
]
(2,K1|1,K)
(C22)
with the impurity field W (K) ≡ − 12LzN (ikz)ρ(k)δωn,0.
Due to the same reason given above Eq. (C13), the sec-
ond term vanishes in eq. (C22). Thus, we see that the
chemical potential type disorder has no influence on the
(optical) conductivity.
Appendix D: single-particle spectral function
calculation
The four-point correlation function in the frozen lat-
tice superconductor (FLS) model is calculated in the two
limiting cases; one is in the non-superconducting (SC)
phase (‘Maxwell phase’) and the other is in the super-
conducting (SC) phase (‘Meissner phase’). We evalu-
ate the correlation function by respective free theories.
By use of eq. (73), we obtain a Fourier transform of the
single-particle Matsubara Green function, and, by an an-
alytic continuation, we obtain a single-particle spectral
function. The next subsection begins with the four-point
correlation function in the SC phase of the FLS model,
which gives the spectral function in the normal phase in
the XY model. The next next subsection begins with the
correlation function in the non-SC phase of FLS model,
which gives the spectral function in the DW phase in the
XY model.
1. Meissner phase in the FLS model (normal phase
in the XY model)
In the Meissner phase, the U(1) phase of the SC order
parameter exhibits a long range order and the gauge field
is expelled from the SC bulk. Thus, we omit the coupling
between gauge field and U(1) phase, and expand the co-
sine term with respect to a gradient of the U(1) phase;
SFLS
[
aj, θj
] ≃ − 1
2t
∑
j,µ
(
∆µθj
)2
. (D1)
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With this Gaussian theory, the four-points correlation
function is evaluated,
〈eiθN1−iθN1+ayey−iθN2+iθN2+ayey 〉
≡ exp
[
− C + tf(z1 − z2, τ1 − τ2)
]
, (D2)
with Eq. (65). The constant C in eq. (D2) is given by
C =
t
βLzLy
∑
kz,ky,ωn
|1− eikyay |2
6− 2 cos kyay − 2 coskzaz − 2 cosωnaτ .
f(z, τ) and its Fourier component is calculated as
f(z, τ) ≡ 1
βLz
∑
ωn,qz
eiqzz−iωnτF(qz, iωn)
F(qz , iωn)
=
1
Ly
∑
qy
2− 2 cos qyay
6− 2 cos qyay − 2 cos qzaz − 2 cosωnaτ
= 1−
√
4− 2 cos qzaz − 2 cosωnaτ
8− 2 cos qzaz − 2 cosωnaτ
= 1−
√
q2z + ω
2
n
2
+ · · · , (D3)
with bosonic Matsubara frequency, iωn = 2nπ/β. In
the final line of eq. (D3), we took u = 1 and the lattice
constants az, aτ to be unit for simplicity.
Regarding t to be small, we further expand Eq. (D2)
in t. The expansion together with Eq. (73) leads to the
following expression of the Matsubara Green function,
Gσ,j(z, τ) = −e−Csgn(τ)
{
1 + tf(z, τ) +O(t2)
}
,(D4)
whose Fourier-transform is given by a convolution of the
Fourier transform of the sign function and that of f(z, τ),
Gσ,j(qz, iEn) ≡
∫ ∞
−∞
dz
1
2
∫ β
−β
dτ e−iqzz+iEnτGσ,j(z, τ),
= 2e−C δ(qz)
1
iEn
− t e
−C
β
∑
E′n
1
iE ′n
√
q2z + (En − E ′n)2 + · · ·+O(t2).
(D5)
Here we used
1
2
∫ β
−β
sgn(τ) eiEnτdτ = − 1
iEn
(
1− cos Enβ
)
= − 2
iEn ,
(D6)
with fermionic Matsubara frequency iEn ≡ (2n + 1)π/β
and iE ′n ≡ (2n′ + 1)π/β. The summation over the fre-
quency in the right hand side of eq. (D5) can be car-
ried out by an integral in the low-temperature limit
(β → 0). After the analytic continuation of Gσ,j(qz, iEn)
(iEn → ω ± iη), we obtain the spectral function,
ρσ(qz , ω) ≡ 1
i
{
Gσ,j(qz , iEn = ω − iη)
− Gσ,j(qz, iEn = ω + iη)
}
,
= 4πe−Cδ(qz)δ(ω)
+ 2πte−C
√
ω2 − q2z Θ(|ω| − |qz|). (D7)
With the Fermi velocity u recovered, we obtain
eqs. (11,76). The imaginary part of the real-time time-
ordered Green function is given by the spectral function,
ImGσ(qz, ω) ≡ −π tanh
(βω
2
)
ρσ(qz , ω)
= −πte−C tanh
(βω
2
)√
ω2 − u2q2z Θ(|ω| − u|qz|).
(D8)
By the above derivation, the usage of these expressions
may be limited to low-energy and long wavelength region;
qz ≪ a−1z , ω ≪ ua−1z .
2. Maxwell phase in the FLS model (DW phase in
the XY model)
In the Maxwell phase, the superconducting order is
destroyed by the gauge fluctuation, while the gradient of
the U(1) phase is locked into the associated gauge field
under the ‘frozen’ limit (t→ 0);
Gσ,j(z1 − z2, τ1 − τ2) =
− sgn(τ1 − τ2)〈eiθN1−iθN1+ayey−iθN2+iθN2+ayey 〉
= −sgn(τ1 − τ2)
〈
ei2πaN1,y−i2πaN2,y
〉
FLS
. (D9)
Eq. (D9) is evaluated with respect to the free theory for
the non-superconducting phase of the FLS model;
SFLS
[
aj , θj
] ≃ − 1
2J
∑
j,µ
(∇× a)2j,µ. (D10)
According to this free Maxwell term, two vortex segments
separated by R interact via the Coulombic force 1/R31;
the Matsubara Green function is given by,
Gσ,j(z1 − z2, τ1 − τ2) =
− sgn(τ1 − τ2) 4π
2J√
(z1 − z2)2 + (τ1 − τ2)2
. (D11)
The Fourier transform of Gσ,j(z, τ) is given by the follow-
ing convolution,
Gσ,j(qz , iEn) = 1
β
∑
E′n
1
iE ′n
8π2J√
q2z + (E ′n − En)2
(D12)
with the Matsubara frequency, En = (2n + 1)π/β. The
summation over the fermionic Matsubara frequency in
30
the right hand side of Eq. (D12) is carried out by an
integral in the low temperature limit (β → 0). After
the analytic continuation of Gσ,j(qz , iEn) in the complex
plane, we obtain the spectral function and the imaginary
part of the real-time time-ordered Green function as fol-
lows;
ρσ(qz, ω) =
16π3J√
ω2 − u2q2z
Θ(|ω| − u|qz|),
ImGσ(qz, ω) = − tanh
(βω
2
) 16π3J√
ω2 − u2q2z
Θ(|ω| − u|qz|),
(D13)
(see eq. (10,77)).
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