1. Introduction. A method for the numerical solution of the two-dimensional nonlinear magnetostatic-field equation has been studied recently by the author [1]. It is based on the iterative solution, by nonlinear successive overrelaxation, of a set of nonlinear difference equations approximating the original quasi-linear, elliptic, partial differential equation. The details of the method, its relationship to other methods, and its effectiveness in solving a magnetostatic test problem are described in [1] . The purpose here is to test the method on the minimal surface equation, which is of the same form but is, in general, more nonlinear and difficult to solve. A slight change in the method is useful for this equation in order to reduce the number of computational operations required per iteration. The numerical results obtained for the test problems are favorable.
2. The Problem. The minimal surface equation is the Euler equation for Plateau's problem in restricted, or nonparametric, form, which can be stated as follows [3, §18.9]: Let fix, y), a single-valued function defined on the boundary C of a simply connected region R in the x -y plane, represent the height of a given space curve T above the point (x, y) on C. Let uix, y) represent the (single-valued) height, above the point ix, y) in R, of the surface of minimal area through r. Then the problem, in variational form, is that of finding a function uix, y) twice continuously differentiable in R satisfying (1 4-uY)uxx -2uxUyUXy 4-(1 4-uY)uvv = 0 , from which the ellipticity and quasi-linearity may be directly observed. In order to obtain symmetric difference equations, however, it is better to work either from Eq. (3) or from the variational integral Eq. (2).
The principal family of test problems considered is of the same form as that studied in [1] . Here it is to find the minimal surface through the curve T, x = 0,z = 0 x = 2 ,z = 0 , 0 < y < 1, y = l,z = 0 y = 0 , z = K sin (*c/2) , 0 < x < 2 ,
for several values of K. When the symmetry about x = 1 is used, the problem reduces to solving Eq. (3) in the region 0<a;<l,0<2/<l with u = 0 on x = 0 and y = 1, The test problem studied in [2] of solving Eq. (3) in the region Q < x <1,Q <y < 1 with boundary conditions (6) u = [cosh2 yx2]1'2 on the perimeter is also briefly considered.
3. The Method. The method of [1] can be applied directly to the present problem. As in Eq. (14) of [1] , for a square mesh of width h = 1/N {N an integer), one is led to the following nonlinear difference equation for Eq. (3) at an interior point :
here yj; = yi\Vu\j}) denotes y for the mesh cell with center (i -1/2, j -1/2), which is evaluated by use of
Eq. (7) approximates Eq. (3) locally to Oih2), and Eq. (8) approximates |Vw|2 at the center of the cell to Oih2). Eq. (7) may be derived directly from either the variational integral, Eq. (2), or the differential equation, Eq. (3), as long as Eq. (8) is used to approximate |Vw|2. Along the symmetry boundary, i = N, in the first family of test problems, one has fifí = 7nj(2iíjvj -un-i,j -Un.j-i) 4-7Jf.3+i(2ií.ari -Mjv-i,; -un,j+i) =0
(1 < j < N -1) .
The difference equations are solved iteratively by computingukY\ the (fc + l)th approximation to ua, from
where u is the relaxation parameter. For the test problems, the iteration is ordered by letting i increase through all its values for each successively larger value of j. Only the case in which o> does not vary from mesh point to mesh point is considered. The finite-difference equations thus obtained have a symmetric Jacobian matrix that is block tridiagonal, each block of which is itself tridiagonal. Although the Jacobian matrix is positive-definite, it does not, in general, have diagonal dominance nor does it have off-diagonal elements all of the same sign and opposite to that of the diagonal elements. If the differential equation, Eq. (3), were linear-that is, if 7 were a function of x and y alone-then the above difference equations would reduce to the usual five-point ones and the iterative scheme, Eq. (9), would reduce to point-successive overrelaxation with a coefficient matrix having property (A).
The estimation of the optimal value of the relaxation parameter, a>, is important in order to obtain the most rapid convergence of the iteration. For the magnetostatic test problem [1, 4] (and also for a mildly nonlinear equation [5] ), it was observed that the optimal relaxation parameter is essentially equal to its asymptotically optimal value (the limiting parameter that yields fastest convergence in a small neighborhood of the solution). This asymptotic parameter, furthermore, is essentially equal to that estimated by the formulas valid for estimating the optimal parameter for linear point successive overrelaxation applied to a matrix possessing property (A), even though the Jacobian matrix does not, in general, have this property. The usefulness of this feature is discussed further when the results for the test problems are presented.
Another item remaining to be discussed concerns the device to speed the computations for solving the minimal surface equation. Note that Eq. (9) requires the evaluation of |Vw|2, 7(|Vm|2), and c¿7(|Vw|2)/d|Vw|2 for the surrounding mesh cells each time a value of u is changed at a mesh point. The repeated calculation of y from Eq. (4) is undesirable, because it involves the time-consuming operation of extracting a square root. If, however, the previously calculated value of y is available, then one can save time by instead performing only one Newton iteration,
to approximate the new value, 7"+i, by use of the old value, yn, and the newly calculated |Vw|^+1. The error introduced by using Eq. (10) For a given ux, uv, x, and y, it has eigenvalues y and y -\-2iuz2 + uy2)y', the product of which must be positive for the problem to be elliptic. For the magnetostatic test problem of [1] with 7 = (10~4 -f |Vm|2)/(1 4-| Vu|2), both eigenvalues are uniformly greater than or equal to 10~4 for all |Vw|2. For the minimal-surface equation, the eigenvalues are not uniformly bounded away from zero, but are merely greater than or equal to (1 4-|Vu\2MYZ12, where |Vu\2M is the least upper bound for | Vm|2. Define the condition number to be the least upper bound of the ratio of the larger to the smaller eigenvalue of the coefficient matrix, when u is the solution of the test problem. For a linear problem, this number is 1. For the magnetostatic test problem, this number could be at most 2. For the Plateau test problem, it is (1 4-IVmI2^) and, hence, can be made as large as desired by choosing appropriate boundary values for u. In general, as K becomes larger, the test problem is more nonlinear, the condition number and spectral radius of the asymptotic iteration matrix are larger, and the convergence rate is slower. Table I gives the general numerical results and information concerning the optimal convergence. All quantities are accurate at least to one place in the last digit given. The column for K -» 0 lists the limiting theoretical quantities for small K. The other columns list the observed quantities obtained from the test problems. The condition number, area (of the half-problem of the unit square), and angle between the minimal surface and the vertical plane at x = 1, y = 0 are obtained by extrapolation to h = 0 from the solutions for the different values of h. The initial approximation used for each value of K is that one of the three considered that is closest to the solution.
For each of the three mesh sizes, the first row gives the minimal number of iterations required to reduce the relative error | \un -m"_i| |/| |w"| |, in the Euclidean norm, to less than 5 X 10~7. The minimal number of iterations is achieved for the relaxation parameter, ü)opt, given in the second row. The values of wopt were determined empirically to the nearest 0.01. The quantities co¡, given in the third row are the optimal relaxation parameters (to the nearest 0.01) that one would obtain by using the formula applicable to point-successive overrelaxation for linear prob- The spectral radius r¡ is estimated by taking the ratio [\un -un~1\\/\\un~l -w"_2||, once the ratio asymptotically becomes reasonably constant for an co slightly less than coopt-The important observation to make is that the value of co& thus estimated is essentially the same as the empirically observed value of coopt, even though the Jacobian matrix does not have property (A). Also, it should be noted that for the same mesh spacing the values of coa and tj increase as K increases and as the problem becomes more nonlinear.
The observation that the empirically best coopt for fastest global convergence is essentially the same as the asymptotic value of co¡, allows one to closely estimate coopt, as the iteration progresses, in the same way as he would for a linear problem possessing property (A). This procedure was utilized successfully by Winslow in solving the magnetostatic equation with a triangular mesh [4] . Another relationship that may be profitably used is the one for small h, oeb = 2/(1 + «Ä) (Ä « 1) .
This equation was utilized in the test problems to estimate co& for a smaller value of h from the value of a that was obtained for the same problem with a larger value of h. Table II shows the results of running the test problem with K = I, h = 1/10, and the harmonic initial approximation for a range of values of co. These illustrate that the value of co& one would estimate does not change greatly for the different values of co < co&. Of course, if the Jacobian matrix had property (A), then the estimates should all be the same. The qualitative behavior is similar to that of a linear problem possessing property (A). That is, the dominant eigenvalue, n, of the iteration matrix is real and decreases with co for co between 0 and approximately cot, rather sharply near w&. This dominant eigenvalue becomes complex for larger values of co, and the convergence rate decreases less steeply with co as co increases from its optimal value than when it decreases from it. This behavior is depicted in Fig. 2 , where the iteration-by-iteration behavior for the test problems with co = 1.5, 1.65 (optimal), and 1.8 described in Table II are shown. The square of | \un -wn_1| | is plotted on a logarithmic scale vs the number of iterations.
In Table III , the maximal values of co for which the iteration is convergent for the different initial approximations for h = 1/10 and for K = 1 and 5 are given. Schechter has shown that to insure convergence for any initial guess, one should not allow co to be too large [6] . For example, his results yield that the iteration can be guaranteed to converge for this problem if one chooses co less than approximately twice the reciprocal of the condition number, which, for most of the test problems, would be a number considerably less than unity (see Table I ). However, from Table  III , one sees that for the considered initial approximations, although it is necessary to use a value of co less than the optimal to obtain convergence for the poorer approximations, it is possible to use a much larger value of co than that required in [6] . Since the convergence rate is considerably lowered by using too small an co, it would seem best to proceed as follows for reasonable first approximations : Initially, try to use a value of co equal to the estimated coopt-If the iteration then diverges, slightly smaller values of co should be tried until one is found for which the iteration does not diverge. Then co should be increased toward the optimal as the approximation to the solution improves. Such was the procedure for the h = 1/40, K = 5 example in Table I . were estimated to be within, at most, about 1% of the optimal. The discretization For h = 1/40 and co = 1.24, 375 iterations were required in Example 10 of [2] for the same problem to converge (the exact convergence criterion was not given) ; for h = 1/50 and co = 1.6, divergence occurred [2, Example 13]. The time required per point per iteration there was about 0.001 sec on the CDC 1604. Although a precise comparison is not possible because of the difficulty of comparing different programs on different computers, the higher-order differencing scheme used here apparently may, in addition to lowering the discretization error, have improved the convergence.
5. Summary. The promising results obtained for the test problems suggest that the method discussed here is a useful one for solving the minimal surface equation. In general terms, the important points are (1) setting up the difference equations in the manner suggested, using the central approximation for | Vw|2, and (2) solving these equations by using nonlinear successive overrelaxation, estimating the optimal re-laxation parameter by use of the formulas valid for linear problems with coefficient matrices possessing property (A). If the iteration diverges, then a smaller relaxation parameter should be used initially and adjusted towards the optimal, after first allowing the iteration to proceed a number of steps.
