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Abstrakt
U´kolem bakala´rˇske´ pra´ce bylo prostudovat rˇesˇen´ı algebraicky´ch a diferencia´ln´ıch rovnic.
Zaby´va´me se v n´ı Bairstowovou metodou, ktera´ je pro rˇesˇen´ı homogenn´ıch diferencia´ln´ıch
rovnic vysˇsˇ´ıch rˇa´du nejvhodneˇjˇs´ı. Implementace Bairstowovy metody a propojen´ı s Gaussovou
eliminacˇn´ı metodou. Nakonec jsou provedeny testy na rychlost a prˇesnost vy´pocˇtu.
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Abstract
Bachelor´s thesis purpose was been study solution algebraic and differential equation. We
were studying Bairstow method, which is the most conducive to solution homogenous diffe-
rential equation higher order. Implementation Bairstow method and her connection with
Gauss elimination method. In the end we are performed tests on rate calculation and
accuracy
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Kapitola 1
U´vod
C´ılem te´to bakala´rˇske´ pra´ce bylo oveˇrˇen´ı prˇesnosti a rychlosti vy´pocˇtu homogenn´ıch dife-
rencia´ln´ıch rovnic vysˇsˇ´ıch rˇa´du s konstantn´ımi koeficienty pomoc´ı syste´mu Bairstow-Gauss.
Ve druhe´ kapitole je rozebra´no rˇesˇen´ı algebraicky´ch rovnic. Jsou zde popsa´ny metody
prˇ´ıme´ a metody prˇiblizˇne´ k urcˇen´ı korˇen˚u rovnice (iteracˇn´ı). Z metod prˇ´ımy´ch jsou uvedeny
rovnice linea´rn´ı, kvadraticke´, kubicke´ a algebraicke´ rovnice vysˇsˇ´ıch rˇa´d˚u. Z iteracˇn´ıch metod
jsou pak uvedeny naprˇ. metoda p˚ulen´ı intervalu, regula-falsi, Newtonova metoda a dalˇs´ı.
Da´le je zde popsa´na Gausova eliminacˇn´ı metoda a na konci druhe´ kapitoly je rozebra´na a
vysveˇtlena Bairstowova metoda.
Trˇet´ı kapitola se zaby´va´ diferencia´ln´ımi rovnicemi. Popsa´ny jsou obycˇejne´ a separabiln´ı
diferencia´ln´ı rovnice. Da´le jsou uvedeny homogenn´ı diferencia´ln´ı rovnice vysˇsˇ´ıch rˇa´d˚u s
konstantn´ımi koeficienty a nehomogenn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du.
Ve cˇtvrte´ kapitole se nacha´z´ı dva prˇ´ıklady pocˇ´ıtane´ v programu Maple. Jedna´ se o
prˇ´ıklady homogenn´ıch diferencia´ln´ıch rovnic prvn´ıho a druhe´ho rˇa´du s konstantn´ımi koefi-
cienty.
Pa´ta´ kapitola se zaby´va´ programem pro rˇesˇen´ı diferencia´ln´ıch a algebraicky´ch rovnic.
Je zde popsa´na implementace, ktera´ byla provedena v jazyce C/C++. Na konci je zmı´neˇn
prˇevod Bairstow-Gauss.
Sˇesta´ kapitola se veˇnuje testova´n´ı programu. A to zejme´na na rychlost a prˇesnost
vy´pocˇtu.
V sedme´ kapitole jsou shrnuty dosazˇene´ vy´sledky bakala´rˇske´ pra´ce.
Posledn´ı kapitolou je prˇ´ıloha, kde najdeme dalˇs´ı pocˇ´ıtane´ prˇ´ıklady v programu Maple a
na´vod na spusˇteˇn´ı programu.
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Kapitola 2
Algebraicke´ rovnice
2.1 Za´kladn´ı tvar algebraicke´ rovnice
Rovnici tvaru (2.1):
anx
n + an−1xn−1 + . . .+ a1x1 + a0 = 0
(n ∈ N, ai ∈ C; i = 0, 1, ..., n; an 6= 0) (2.1)
nazy´va´me algebraickou rovnic´ı n-te´ho stupneˇ s jednou nezna´mou. Cˇ´ısla a0, a1, . . . , an jsou
koeficienty rovnice.
Vy´razy:
a0 . . . ablsolutni cˇlen
a1x . . . linea´rn´ı cˇlen
a2x
2 . . . kvadraticky´ cˇlen
aix
i . . . cˇlen i-te´ho stupneˇ
Komplexn´ı cˇ´ıslo, ktere´ je korˇenem alesponˇ jedne´ algebraicke´ rovnice s raciona´ln´ımi koe-
ficienty, se nazy´va´ algebraicke´. Komplexn´ı cˇ´ıslo α se nazy´va´ transcendentn´ı, pra´veˇ kdyzˇ
neexistuje zˇa´dna´ algebraicka´ rovnice s raciona´ln´ımi koeficienty, ktera´ ma´ korˇen α.
K urcˇen´ı korˇen˚u algebraicky´ch rovnic existuje rˇada metod, ktere´ budou prˇesneˇji posa´ny
da´le. Jsou to metody:
• Prˇ´ıma´
• Iteracˇn´ı
• Gaussova eliminacˇn´ı metoda
• Birstowova
• Jine´
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2.2 Metody prˇ´ıme´
Tyto metody deˇl´ıme podle stupneˇ polynomu.
2.2.1 Linea´rn´ı rovnice
Linea´rn´ı rovnice s jednou nezna´mou nazy´va´me algebraickou rovnic´ı prvn´ıho stupneˇ, tj.
rovnici tvaru (2.2) :
ax+ b = 0
(a, b ∈ C, a 6= 0) (2.2)
Obor pravdivosti je:
P = {− b
a
} (2.3)
2.2.2 Kvadraticke´ rovnice
Kvadratickou rovnic´ı s jednou nezna´mou nazy´va´me algebraickou rovnic´ı druhe´ho stupneˇ,
tj. rovnici tvaru (2.4) :
ax2 + bx+ c = 0
(a, b, c ∈ C, a 6= 0) (2.4)
Diskriminant kvadraticke´ rovnice je:
D = b2 − 4ac (2.5)
Kvadraticka´ rovnice s rea´lny´mi koeficienty:
ax2 + bx+ c = 0
(a, b, c ∈ R, a 6= 0) (2.6)
Obor pravdivosti:
P = {−b±
√
D
2a } rovnice ma´ dva navza´jem r˚uzne´ rea´lne´ korˇeny (D > 0)
P = {− ba} rovnice ma´ pra´veˇ jeden rea´lny´ dvojna´sobny´ korˇen (D = 0)
P = {−b±i
√
D
2a } rovnice ma´ dva komplexneˇ sdruzˇene´ imagina´rn´ı korˇeny (D < 0)
(2.7)
Zvla´sˇtn´ı prˇ´ıpady
• Ryze kvadraticka´ rovnice
x2 + C = 0
(C ∈ R) (2.8)
Obor pravdivosti:
P = {±i√C} (C > 0)
P = {0} (C = 0)
P = {±√(−C)} (C < 0) (2.9)
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• Kvadraticka´ rovnice bez absolutn´ıho cˇlenu
ax2 + bx = 0
(a, b ∈ R, a 6= 0) (2.10)
Obor pravdivosti:
P = {0,− ba} (2.11)
• Normovana´ kvadraticka´ rovnice
x2 + px+ q = 0
(p, q ∈ R) (2.12)
Diskriminant je tedy:
D = p2 − 4q = 0 (2.13)
• Kvadraticka´ rovnice s komlexn´ımi koeficienty
ax2 + bx+ c = 0
(a, b, c ∈ C, c 6= 0) (2.14)
2.2.3 Kubicke´ rovnice
Kubickou rovnici s jednou nezna´mou nazy´va´me algebraickou rovnici trˇet´ıho stupneˇ, tj.
rovnici tvaru (2.15) :
ax3 + bx2 + cx+ d = 0
(a, b, c, d ∈ C, a 6= 0) (2.15)
Kazˇdou kubickou rovnici mu˚zˇeme prˇeve´st na normovany´ tvar deˇlen´ım rovnice cˇ´ıslem a
x3 +Ax2 +Bx+ C = 0 (2.16)
Kazˇdou kubickou rovnici v normovane´m tvaru lze substituc´ı x = y − AB prˇeve´st na tzv.
redukovany´ tvar
y3 + py + q = 0 (2.17)
Pro rˇesˇen´ı teˇchto rovnic se pouzˇ´ıvaj´ı Cardanovy vzorce pro (D > 0 nebo D = 0),
pokud je (D < 0) mus´ıme pocˇ´ıtat s goniometricky´mi funkcemi.
2.2.4 Algebraicke´ rovnice n-te´ho stupneˇ
Za´kladn´ı veˇta algebry:
Kazˇda´ algebraicka´ ronice n-te´ho stupneˇ n ≥ 1 s jednou nezna´mou ma´ v teˇlese kom-
plexn´ıch cˇ´ısel alesponˇ jeden korˇen. Obor pravdivosti P kazˇde´ algebraicke´ rovnice s oborem
O ⊆ C nen´ı tedy nikdy pra´zdnou mnozˇinou.
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Pro rˇesˇen´ı se pouzˇ´ıva´:
• rozklad mnohocˇlenu v soucˇin korˇenovy´ch cˇinitel˚u
• Vietovy vztahy
2.3 Prˇiblizˇne´ metody k urcˇen´ı korˇen˚u rovnice
2.3.1 Metoda p˚ulen´ı intervalu
• funkce mus´ı by´t spojita´
• soucˇin dvou funkcˇn´ıch hodnot je mensˇ´ı nezˇ nula
Pokud jsou splneˇny prˇedchoz´ı dva body, pak mus´ı existovat v dane´m intervalu korˇen rovnice.
Princip metody:
Najdeme strˇed dane´ho intervalu a t´ım na´m vzniknou dva intervaly. Vybereme ten, kde
maj´ı funkcˇn´ı hodnoty funkce v krajn´ıch bodech intervalu opacˇna´ zname´nka ⇒ hledany´
korˇen lezˇ´ı v tomto intervalu. Opeˇt vybereme strˇed nove´ho intervalu a vy´pocˇet opakujeme,
dokud nedosa´hneme pozˇadovane´ prˇesnosti.
2.3.2 Metoda teˇtiv - regula falsi
• funkce mus´ı by´t spojita´
• soucˇin dvou funkcˇn´ıch hodnot je mensˇ´ı nezˇ nula
Pokud jsou splneˇny prˇedchoz´ı dva body, pak mus´ı existovat v dane´m intervalu korˇen rovnice.
Prvn´ı aproximace korˇene vzhledem k bod˚um x1 a x2
x3 = x1 − (x2 − x1) ∗ f(x1)
f(x2)− f(x1) (2.18)
Metoda pracuje obdobneˇ jako metoda p˚ulen´ı intervalu, jenzˇe nebereme srˇed intervalu, ale
tento interval vypocˇteme dle vzorce 2.18
Prˇ´ıklad:
najdeˇte jeden z prvk˚u oboru pravdivosti
P = {x ∈ R|x3 − x+ 7 = 0} (2.19)
prˇ´ıslusˇna´ rovnice je tedy
f(x) = x3 − x+ 7 (2.20)
interval je
〈−2.5;−2〉 (2.21)
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tedy
x1 = −2.5 tzn. f(x1) = −6.125
x2 = −2 tzn. f(x2) = 1 (2.22)
vypocˇteme x3 dle rovnice 2.18 a dostaneme
x3 = −2, 07 tzn. f(x3) ≈ 0.2 (2.23)
pro dalˇs´ı aproximaci pouzˇijeme metodu na intervalu 〈x1, x2〉 tzn. 〈−2.5,−2.07〉
2.3.3 Metoda tecˇen - Newtonova metoda
Metoda uzˇ´ıvana´ k numericke´mu rˇesˇen´ı soustav nelinea´rn´ıch rovnic. Nazy´va´ se jako metda
tecˇen, protozˇe prˇesneˇjˇs´ı rˇesˇen´ı rovnice f(x) = 0 je hleda´no ve smeˇru tecˇny funkce f(x) Pro
vy´pocˇet mus´ıme zna´t pocˇa´tecˇn´ı hodnotu x0 a derivaci funkce f(x)
Pocˇ´ıta´ se podle vzorce:
x1 = x0 − f(x0)
f ′(x0)
Iteraci prova´d´ıme tak dlouho, dokud hodnota f(xk) nelezˇ´ı dostatecˇneˇ bl´ızko nuly.
xk+1 = xk − f(xk)
f ′(xk)
Prˇ´ıklad:
najdeˇte jeden z prvk˚u oboru pravdivosti
P = {x ∈ R|x3 + 2x− 1 = 0} (2.24)
prˇ´ıslusˇna´ rovnice je tedy
f(x) = x3 + 2x− 1 (2.25)
z te´ vypocˇ´ıta´me
f ′(x) = 3x2 + 2
f ′′(x) = 6x (2.26)
interval je
〈0; 1〉 (2.27)
zvol´ıme
x1 = 0.5
vypocˇteme tedy
f(x1) = 0.125
f ′(x1) = 2.75
f ′′(x1) = 3
(2.28)
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podmı´nka f(x1) ∗ f ′′(x1) > 0 je tedy splneˇna dostaneme tedy
x2 ≈ 0.455
f(x2) ≈ 0.004 (2.29)
2.3.4 Iteracˇn´ı metoda
Danou rovnici f(x) = 0 vyja´drˇ´ıme ve tvaru:
x = ϕ(x)
Pokud zna´me prˇiblizˇnou hodnotu x1 korˇene x0 rovnice a je-li splneˇna podmı´nka
|ϕ′(x1)| ≤ m < 1
pak
x2 = ϕ(x1)
je lepsˇ´ı aproximac´ı. Prˇi dalˇs´ım pouzˇit´ı dostaneme jesˇteˇ lepsˇ´ı aproximaci korˇene. Prˇi |ϕ′(x)| >
1 mus´ıme pouzˇ´ıt inverzn´ı funkci k funkci ϕ.
2.3.5 Graficke´ rˇesˇen´ı rovnic
Rovnici f(x) = 0, kterou ma´me rˇesˇit, nap´ıˇseme ve tvaru ϕ(x) = ψ(x) a sestroj´ıme grafy
funkc´ı y = ϕ(x) a y = ψ(x). Prvn´ı sourˇadnice pr˚usecˇ´ık˚u graf˚u obou funkc´ı jsou pak rea´lny´mi
korˇeny rovnice f(x) = 0.
2.3.6 Graeffe - Lobacˇevske´ho metoda
Tato metoda je navrzˇena prˇ´ımo pro rˇesˇen´ı algebraicky´ch rovnic vysˇsˇ´ıho rˇa´du. Doka´zˇe
velmi snadno rˇesˇit i komplexn´ı korˇeny. Vyuzˇ´ıva´ neˇkolik matematicky´ch za´konitost´ı a zde je
zmı´neˇna pouze pro prˇehled.
2.4 Gausova eliminacˇn´ı metoda
Meˇjme soustavu n linea´rn´ıch rovnic s n nezna´my´mi:
a11x1 + a12x2 + . . .+ a1nxn = b1
a21x1 + a22x2 + . . .+ a2nxn = b2
.............................................
an1x1 + an2x2 + . . .+ annxn = bn
(2.30)
kde a11 6= 0 a determinant soustavy ∆ 6= 0.
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Postup
Prvn´ı rovnici soustavy (2.30) vyna´sob´ıme zlomkem −a21/a11 secˇteme s druhou rovnic´ı.
Potom vyna´sob´ıme prvn´ı rovnici soustavy (2.30) zlomkem−a31/a11 a secˇteme s trˇet´ı rovnic´ı,
atd., azˇ se vsˇechny cˇleny obsahuj´ıc´ı nezna´mou x1 u vsˇech rovnic (kromeˇ prvn´ı rovnice)
eliminuj´ı a p˚uvodn´ı soustava rovnic (2.30) prˇejde v soustavu, kde k prvn´ı rovnici soustavy
(2.30) je prˇipojena soustava n− 1 rovnic s n− 1 nezna´my´mi:
a′22x2 + a′23x3 + . . .+ a′2nxn = b′2
a′32x2 + a′33x3 + . . .+ a′3nxn = b′3
.............................................
a′n2x2 + a′n3x3 + . . .+ a′nnxn = b′n
(2.31)
Postupujeme-li u soustavy (2.31) obdobneˇ, dostaneme soustavu n − 2 rovnic o n − 2
nezna´my´ch, atd. Konecˇneˇ ze soustavy (2.30) dostaneme tuto soustavu s troju´heln´ıkovou
matic´ı, ktera´ je ekvivalentn´ı se soustavou (2.30):
a11x1 + a12x2 + a13x3 + . . .+ a1nxn = b1
a′22x2 + a
′
23x3 + . . .+ a
′
2nxn = b
′
2
a′′33x3 + . . .+ a
′′
3nxn = b
′′
3
............................ ... ...
a(n−1)nn xn = b
(n−1)
n
z n´ızˇ lze postupneˇ vypocˇ´ıtat hodnoty vsˇech nezna´my´ch, pocˇ´ınaj´ıc vy´pocˇtem hodnoty nezna´me´
xn z posledn´ı rovnice.
Prˇ´ıklad:
x + 2 y − 0, 7 z = 21
3 x + 0, 2 y − z = 24
0, 9 x + 7 y − 2 z = 27
Prvn´ı rˇa´dek vyna´sob´ıme (−3) a secˇteme s druhy´m, pote´ vyna´sob´ıme znovu prvn´ı rˇa´dek
(−0, 9) a secˇteme s trˇet´ım. Dosta´va´me tedy:
x + 2 y − 0, 7 z = 21
− 5, 8 y + 1, 1 z = −39
5, 2 y − 1, 37 z = 8, 1
Nyn´ı vyna´sob´ıme druhy´ rˇa´dek 5.25.8 , trˇet´ı ·(5, 8) a secˇteme se trˇet´ım.
x + 2 y − 0, 7 z = 21
− 5, 8 y + 1, 1 z = −39
− 11.1329 z = −779.129
Vy´sledek je tedy x = 30, y = 20, z = 70.
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2.5 Bairstowova metoda
Nejprve rozebereme kvadratickou rovnici v normovane´m tvaru (2.5).
x2 + px+ q = 0
(p, q ⊆ R) (2.32)
Na normovany´ tvar lze prˇeve´st kteroukoliv kvadratickou rovnici (2.4). Tohoto tvaru doc´ıl´ıme
tak, zˇe j´ı budeme deˇlit koeficientem a. Vznikne na´m na´sleduj´ıc´ı rovnice:
x2 + bax+
c
a = 0 (2.33)
Polozˇ´ıme-li p = ba , p =
c
a dosta´va´me vy´sˇe zmı´neˇny´ normovany´ tvar rovnice. Nalezen´ı korˇen˚u
takove´to rovnice je velmi snadne´, uveˇdomı´me-li si, zˇe plat´ı:
a(x− x1)(x− x2) = 0, resp.(x− x1)(x− x2) = 0
Cˇinitele´ x− x1, x− x2 se nazy´vaj´ı korˇenov´ı cˇinitele´. Pro tyto korˇeny plat´ı Vietovy vzorce:
x1 + x2 = − ba
x1x2 = ca
Bairstowova metoda rozkla´da´ polynom vysˇsˇ´ıho stupneˇ na soucˇin polynomu˚ rˇa´du nizˇsˇ´ıho,
z nichzˇ jeden je vzˇdy prvn´ıho nebo druhe´ho stupneˇ. Zadany´ polynom P (x) se deˇl´ı nor-
movany´m polynomem D(x), ktery´ je druhe´ho stupneˇ a u´pravou koeficient˚u p a q dle zbytku
tak, aby deˇlen´ı probeˇhlo bezezbytku.
Pokud nalezneme koeficienty p a q takove´, zˇe deˇlen´ı probeˇhne bezezbytku, je mozˇne´ z
rovnice (2.5) vypocˇ´ıtat odpov´ıdaj´ıc´ı rea´lne´ cˇi komplexn´ı korˇeny. Vznikly´ polynom Q(x) je
o dva stupneˇ nizˇsˇ´ı nezˇ p˚uvodn´ı polynom P (x) a sta´va´ se novy´m polynomem, pro ktery´
hleda´me rˇesˇen´ı stejny´m zp˚usobem. Toto deˇlen´ı opakujeme, azˇ na´m zbude pouze polynom
stupneˇ druhe´ho cˇi prvn´ıho.
Prˇ´ıklad 1:
Hleda´me korˇeny polynomu (2.34), ktery´ podeˇl´ıme polynomem (2.35). Deˇlen´ım dostaneme
vy´sledek, ktery´ je uveden v rovnici (2.36).
P (x) = x3 + 4x2 + x− 6 (2.34)
D(x) = x2 + 2x− 3 (2.35)
(x3 + 4x2 + x− 6) : (x2 + 2x− 3) = x+ 2
−x3 − 2x2 + 3x
2x2 + 4x
−2x2 − 4x+ 6
0
(2.36)
Zbytek po deˇlen´ı je nulovy´, takzˇe polynom (2.34) lze prˇepsat na (2.37), cozˇ je hledany´
rozklad na soucˇin polynomu˚ nejvy´sˇe druhe´ho stupneˇ.
P (x) = Q(x).D(x) = (x+ 2)(x2 + 2x− 3) (2.37)
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Odpov´ıdaj´ıc´ı korˇeny kvadraticke´ rovnice jsou x1 = 1, x2 = −3. Vznikly´ polynom Q(x) je
prvn´ıho stupneˇ, tzn. x3 = −2.
Po deˇlen´ı nevznikl zˇa´dny´ zbytek, nebot’ jsme zvolili spra´vne´ hodnoty koeficient˚u p a q
v rovnici (2.35). Tyto spra´vne´ hodnoty je nutne´ ale neˇjak nale´zt. Zp˚usob nalezen´ı vhodny´ch
koeficient˚u pro deˇlen´ı je uveden v na´sleduj´ıc´ım prˇ´ıkladu.
Prˇ´ıklad 2:
Prˇ´ıkladem polynomu, kdy deˇlen´ı probeˇhne se zbytkem, je rovnice (2.38). Pokud t´ımto poly-
nomem vydeˇl´ıme rˇesˇenou rovnici (2.34), dostaneme vy´pocˇet (2.39). Zbytek po deˇlen´ı je
nenulovy´. Rozklad, ktery´ jsme z´ıskali, je uveden v rovnici (2.40). Vy´raz po provedene´m
deˇlen´ı ma´ tedy obecny´ tvar (2.41). Na za´kladeˇ hodnot A a B je nutne´ upravit koeficienty
p a q tak, aby po deˇlen´ı platilo A = 0 a B = 0.
D(x) = x2 + x+ 1 (2.38)
(x3 + 4x2 + x− 6) : (x2 + x+ 1) = x+ 3
−x3 − x2 − x
3x2
−3x2 − 3x− 3
−3x− 9
(2.39)
(x3 + 4x2 + x− 6) = (x+ 3)(x2 + x+ 1)− 3x− 9 (2.40)
P (x) = Q(x)D(x) +Ax+B. (2.41)
2.5.1 Iteracˇn´ı vy´pocˇet
Mus´ıme urcˇit zp˚usob, jak upravit hodnoty p a q, aby po deˇlen´ı platil vztah (2.42).
A = A(p, q) = 0
B = B(p, q) = 0
(2.42)
Pro koeficienty p a q pouzˇijeme iteracˇn´ı vy´pocˇet, ve ktere´m koeficienty budeme upravovat
o urcˇity´ krok h nebo k tak, jak je uvedeno v (2.43) a (2.44). Hodnoty p0 a q0 jsou koeficienty
z prˇedchoz´ıho zbytkove´ho deˇlen´ı, cˇi prˇed prvn´ım deˇlen´ı to jsou na´hodneˇ generovane´ hodnoty.
p = p0 + h (2.43)
q = q0 + k (2.44)
Prˇ´ır˚ustky h a k nalezneme na´sleduj´ıc´ım postupem:
Rozvineme A(p, q) a B(p, q) v okol´ı p0, q0 do Taylorovy rˇady (2.45)(2.46) a z te´to rˇady
pouzˇijeme pouze linea´rn´ı cˇlen.
A(p, q) = A(p0, q0) + h
∂A(p0, q0)
∂p
+ k
∂A(p0, q0)
∂q
(2.45)
B(p, q) = B(p0, q0) + h
∂B(p0, q0)
∂p
+ k
∂B(p0, q0)
∂q
(2.46)
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Podle pozˇadavku A = A(p, q) = 0, B = B(p, q) = 0 prˇep´ıˇseme rovnice (2.45)(2.46) na
(2.47)(2.48). Ty uprav´ıme na tvar (2.49)(2.50).
A(p0, q0) + h
∂A(p0, q0)
∂p
+ k
∂A(p0, q0)
∂q
= 0 (2.47)
B(p0, q0) + h
∂B(p0, q0)
∂p
+ k
∂B(p0, q0)
∂q
= 0 (2.48)
h
∂A
∂p
+ k
∂A
∂q
= −A (2.49)
h
∂B
∂p
+ k
∂B
∂q
= −B (2.50)
Rovnice (2.49) a (2.50) prˇedstavuj´ı dveˇ rovnice pro dveˇ nezna´me´ h a k. Pozˇadovane´ vy´razy
∂A
∂p ,
∂A
∂q ,
∂B
∂p ,
∂B
∂q z´ıska´me z rovnice (2.41).
Nejdrˇ´ıve mus´ıme do rovnice (2.41) dosadit za D(x) a potom rovnici (2.41) derivovat
(2.51)(2.52).
∂P
∂p
=
∂Q
∂p
D −Qx+ ∂A
∂p
x+
∂B
∂p
(2.51)
∂P
∂q
=
∂Q
∂q
D −Q+ ∂A
∂q
x+
∂B
∂q
(2.52)
Hleda´me extre´m, proto mus´ı platit, l’e derivace v dane´m bodeˇ mus´ı by´t nulova´ a tedy ∂P∂p = 0
spolecˇneˇ s ∂P∂q = 0. Po u´praveˇ dosta´va´me rovnice (2.53) a (2.54).
∂Q
∂p
D −Qx+ ∂A
∂p
x+
∂B
∂p
= 0 (2.53)
∂Q
∂q
D −Q+ ∂A
∂q
x+
∂B
∂q
= 0 (2.54)
Jestlizˇe rovnice (2.53) a (2.54) uprav´ıme, z´ıska´me vztah (2.55). Dosta´va´me rovnici podob-
nou rovnici (2.41). Je to vlastneˇ prˇepis polynomu Q(x) po proveden´ı deˇlen´ı polynomem
D(x). Zbytek po deˇlen´ı je vyja´drˇen vy´razy ∂A∂q a
∂B
∂q . Pokud spocˇteme hodnotu teˇchto
vy´raz˚u, budeme moci urcˇit hodnotu koeficient˚u h a k.
Q =
∂Q
∂q
D +
∂A
∂q
x+
∂B
∂q
(2.55)
Rovnici (2.54) vyna´sob´ıme x a uprav´ıme, dostaneme vy´razy (2.56) a (2.57).
∂Q
∂q
Dx−Qx+ ∂A
∂q
x2 +
∂B
∂q
x = 0 (2.56)
Qx =
∂Q
∂q
Dx+
∂A
∂q
x2 +
∂B
∂q
x (2.57)
Podobneˇ rovnici (2.53) uprav´ıme na tvar (2.58).
Qx =
∂Q
∂p
D +
∂A
∂p
x+
∂B
∂p
(2.58)
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Leve´ strany rovnic (2.57) a (2.58) jsou stejne´, tedy plat´ı vztah (2.59).
∂Q
∂q
Dx+
∂A
∂q
x2 +
∂B
∂q
x =
∂Q
∂p
D +
∂A
∂p
x+
∂B
∂p
(2.59)
Za D dosad´ıme x2 − px− q a dostaneme (2.60).
∂Q
∂q
(x2 − px− q)x+ ∂A
∂q
x2 +
∂B
∂q
x =
∂Q
∂p
(x2 − px− q) + ∂A
∂p
x+
∂B
∂p
(2.60)
Pokud provedeme naznacˇene´ operace, dostaneme vy´raz (2.61). V tomto vy´razu srovna´me ko-
eficienty u jednotlivy´ch mocnin x tak, jak je uvedeno v (2.62)(2.63)(2.65)(2.65) a dosad´ıme
vy´razy (2.62) do (2.63) a (2.64) a uprav´ıme (2.64) a (2.65), obdrzˇ´ıme zby´vaj´ıc´ı hledane´
vy´razy pro vy´pocˇet h a k (2.66)(2.67).
∂Q
∂q
x3 − ∂Q
∂q
px2 − ∂Q
∂q
qx+
∂A
∂q
x2 +
∂B
∂q
x =
∂Q
∂p
x2 − ∂Q
∂p
px− ∂Q
∂p
q +
∂A
∂p
x+
∂B
∂p
(2.61)
pro x3 :
∂Q
∂q
= 0 (2.62)
pro x2 : −∂Q
∂q
p+
∂A
∂q
=
∂Q
∂p
(2.63)
pro x1 : −∂Q
∂q
q +
∂B
∂q
= −∂Q
∂p
p+
∂A
∂p
(2.64)
pro x0 : −∂Q
∂p
q +
∂B
∂p
= 0 (2.65)
∂A
∂p
=
∂A
∂q
p+
∂B
∂q
(2.66)
∂B
∂p
=
∂A
∂q
q (2.67)
2.5.2 Algoritmus vy´pocˇtu
1. Stanov´ıme p0, q0.
2. Polynom P (x) podeˇl´ıme polynomem D(x) = x2 − px − q. Vznikne polynom Q(x).
Vypocˇtene´ koeficienty A, B dosad´ıme do soustavy rovnic (2.49) a (2.50).
3. Vypocˇteny´ polynom Q(x) podeˇl´ıme znovu polynomem D(x) = x2 − px− q. Z´ıska´me
dalˇs´ı pozˇadovane´ vy´razy ∂A∂q a
∂B
∂q pro soustavu rovnic (2.49) a (2.50).
4. Dosazen´ım vy´raz˚u ∂A∂q a
∂B
∂q do rovnic (2.66) a (2.67) z´ıska´me zby´vaj´ıc´ı vy´razy
∂A
∂p a
∂B
∂p .
5. Vy´pocˇtem soustavy rovnic (2.49) a (2.50) stanov´ıme h a k.
6. Hodnoty h a k ktere´ na´m vzniknou, dosad´ıme do rovnic (2.43) a (2.44) a opakujeme
postup od bodu 2. Mus´ıme stanovit krite´rium pro zastaven´ı vy´pocˇtu.
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2.6 Metody jine´
Do te´to skupiny bych zarˇadil metodu s automaticky´m zastaven´ım vy´pocˇtu prˇi nalezen´ı
rˇesˇen´ı.
Metoda s automaticky´m zastaven´ım
Tato metoda pouzˇ´ıva´ rovnice (2.68) k vypocˇten´ı hodnot korˇen˚u dane´ho polynomu f(x).
Hodnota pocˇa´tecˇn´ı podmı´nky je startovac´ı bod, od ktere´ho zacˇ´ına´ hleda´n´ı korˇene rovnice
a λ urcˇuje smeˇr hleda´n´ı t´ım zp˚usobem, zˇe hledany´ korˇen lezˇ´ı na vzestupne´ cˇa´sti polynomu
(pro hodnoty λ za´porne´) nebo na sestupne´ cˇa´sti polynomu (pro hodnoty λ kladne´).
Touto metodou lze nale´zt vsˇechny rea´lne´ korˇeny funkce tak, zˇe po nalezen´ı prvn´ıho
korˇene se posuneme o zvoleny´ krok a vyzkousˇ´ıme, zda-li se se stejnou hodnotou λ dostaneme
do stejne´ho bodu (neprˇeskocˇili jsme zˇa´dny´ jiny´ korˇen), otocˇ´ıme zname´nko hodnoty λ a
vypocˇ´ıta´me dalˇs´ı korˇen. Takto lze nale´zt vsˇechny rea´lne´ korˇeny polynomu.
Nevy´hodou metody je jej´ı nestabilita prˇi sˇpatne´ volbeˇ parametru λ.
dx
dt
= λ ∗ f(x) f ′(0) = pp (2.68)
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Kapitola 3
Diferencia´ln´ı rovnice
3.1 Obycˇejne´ diferencia´ln´ı rovnice
Obycˇejna´ diferencia´ln´ı rovnice n-te´ho rˇa´du v implicitn´ım tvaru
F (x, y, y′, . . . , yn) = 0
Obycˇejna´ diferencia´ln´ı rovnice rozrˇesˇena´ vzhledem k derivaci nejveˇtsˇ´ıho rˇa´du
yn = f(x, y, y′, . . . , y(n−1))
3.2 Obycˇejne´ diferencia´ln´ı rovnice prvn´ıho rˇa´du
Obycˇejna´ diferencia´ln´ı rovnice prvn´ıho rˇa´du
F (x, y, y′) = 0
Obycˇejna´ diferencia´ln´ı rovnice rozrˇesˇena´ vzhledem k derivaci nejveˇtsˇ´ıho rˇa´du
y′ = f(x, y)
pozn. f je funkce dvou promeˇnny´ch x, y definovana´ na neˇjake´ mnozˇineˇ G ⊂ <2.
3.3 Separabiln´ı diferencia´ln´ı rovnice
Obycˇejna´ diferencia´ln´ı rovnice prvn´ıho rˇa´du
y′ = f(x, y) (3.1)
Funkce f(x, y) je separabiln´ı, pokud ji lze vyja´drˇit jako soucˇin dvou funkc´ı g(x) a h(y)
Rovnice 3.1 pak bude vypadat
dy
dx
= g(x)h(y)
oddeˇl´ıme (separujeme) promeˇnne´
dy
h(y)
= g(x)dx
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zintegrujeme obeˇ strany a dostaneme obecne´ rˇesˇen´ı∫
dy
h(y)
=
∫
g(x)dx+ C
kde C je integracˇn´ı konstanta.
Prˇ´ıklad:
Rˇesˇte rovnici:
y′ = 3x2(y − 2)
na intervalu x ∈ (−1, 1), pocˇa´tecˇn´ı podmı´nky y(−1) = 1
Rovnici uprav´ıme na tvar
dy
y − 2 = 3x
2dx
zintegrujeme rovnici
ln(y − 2) = x3 + ln(C) (3.2)
dosad´ıme pocˇa´tecˇn´ı podmı´nku do rovnice 3.2 a dostaneme
1 = 2 + e−1
3 · C
vypocˇteme integracˇn´ı konstantu
C = −e
tu dosad´ıme do obecne´ho rˇesˇen´ı 3.2 a z´ıska´me partikula´rn´ı rˇesˇen´ı
y = 2− e
x3
e−1
3.4 Linea´rn´ı diferencia´ln´ı rovnice prvn´ıho rˇa´du
Tvar rovnice
a(x)y′ + b(x)y + cx = 0
Linea´rn´ı diferencia´ln´ı rovnice prvn´ıho rˇa´du v normovane´m tvaru
y′ + p(x)y + q(x) = 0
Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice prvn´ıho rˇa´du
y′ + p(x)y = 0 (3.3)
Obecne´ rˇesˇen´ı rovnice 3.3 ∫
1
y
dy = −
∫
p(x)dx
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Nehomogenn´ı linea´rn´ı diferencia´ln´ı rovnice prvn´ıho rˇa´du
y′ + p(x)y + q(x) = 0
3.5 Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du s
konstantn´ımi koeficienty
Za´kladn´ı tvar rovnice
ay′′ + by′ + cy = 0
kde
a, b, c ∈ < a 6= 0
Charakteristicka´ rovnice
ar2 + br + c = 0
rˇesˇen´ı
r1,2 = − b2a ±
√
b2 − 4ac
4a2
Prˇi rˇesˇen´ı charakteristicke´ rovnice mohou nastat tyto 3 prˇ´ıpady:
1. Oba korˇeny jsou rea´lne´ a od sebe r˚uzne´.
r1 6= r2 r1, r2 ∈ <
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = C1 · er1x + C2 · er2x
2. Oba korˇeny jsou rea´lne´ a sobeˇ rovne´.
r1 = r2 r1, r2 ∈ <
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = erx(C1x+ C2)
3. Dva komplexneˇ sdruzˇene´ korˇeny.
r1,2 = a± bi
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = eαx[C1cos(βx) + C2sin(βx)]
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Prˇ´ıklad 1:
Ma´me rovnici:
2y′′ − 8y′ + 6y = 0 y(0) = −1, y′(0) = 2 (3.4)
charakteristicka´ rovnice:
2r2 − 8r + 6 = 0
charakteristicka´ rovnice po u´praveˇ
r2 − 4r + 3 = 0
vypocˇ´ıtane´ korˇeny jsou tedy
r1 = 3, r2 = 1
Obecne´ rˇesˇen´ı je tedy
y = C1 · e3x + C2 · ex (3.5)
prvn´ı derivace rovnice (3.5)
y′ = 3C1e3x + C2ex (3.6)
dosad´ıme pocˇa´tecˇn´ı podmı´nky do rovnic (3.5) a (3.6) a dosta´va´me soustavu
−1 = C1 + C2
2 = 3C1 + C2
vypocˇtene´ integracˇn´ı konstanty jsou tedy
C1 =
3
2
C2 = −52
dosad´ıme do obecne´ho rˇesˇen´ı a z´ıska´me partikula´rn´ı rˇesˇen´ı.
y =
3
2
· e3x − 5
2
· ex
Prˇ´ıklad 2:
Ma´me rovnici:
4y′′ + 4y′ + y = 0 y(0) = −1, y′(0) = −2 (3.7)
charakteristicka´ rovnice:
4r2 + 4r + 1 = 0
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ma´ dvojna´sobny´ korˇen
r1,2 = −12
Obecne´ rˇesˇen´ı je tedy
y = e−
x
2 (C1x+ C2) (3.8)
Derivace obecne´ho rˇesˇen´ı.
y′ = −1
2
e
x
2 · (C1 + C2x− 2C2) (3.9)
dosad´ıme pocˇa´tecˇn´ı podmı´nky do rovnic (3.8) a (3.9) a dostaneme soustavu
−1 = C1
−2 = C1
2
+ C2
vypocˇtene´ integracˇn´ı konstanty jsou
C1 = −1 C2 = −32
dosad´ıme je do obecne´ho rˇesˇen´ı (3.8) a z´ıska´me partikula´rn´ı rˇesˇen´ı.
y = −e−x2 + 3
2
xe−
x
2 = e−
x
2 (−1 + 3x
2
)
Prˇ´ıklad 3:
Ma´me rovnici
y′′ + 4y′ + 29y = 0 y(0) = 0, y′(0) = 10 (3.10)
Charakteristicka´ rovnice
r2 + 4r + 29 = 0
vypocˇ´ıtane´ korˇeny jsou
r1,2 = −2± 5i
obecne´ rˇesˇen´ı je
y = C1e−2tcos(5t) + C2e−2tsin(5t) (3.11)
derivace obecne´ho rˇesˇen´ı
y′ = C1(−2e−2xcos(5x)− 5e−2xsin(5x)) + C2(−2e−2xsin(5x)− 5e−2xcos(5x)) (3.12)
dosazen´ım pocˇa´tecˇn´ıch podmı´nek obdrzˇ´ıme soustavu rovnic
0 = C1
10 = −2C1 + 5C2 (3.13)
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vypocˇ´ıtane´ integracˇn´ı konstanty jsou tedy
C1 = 0, C2 = 2
Vy´sledek je tedy
y = 2e−2xsin(5x) (3.14)
3.6 Nehomogenn´ı linea´rn´ı diferencia´ln´ı rovnice
druhe´ho rˇa´du s konstantn´ımi koeficienty
Za´kladn´ı tvar rovnice
ay′′ + by′ + cy = s(x)
kde
x ∈ (J), a 6= 0
a, b, c . . . konstanty
s . . . spojita´ funkce na intervalu J
Nejprve rˇesˇ´ıme homogenn´ı diferencia´ln´ı rovnici pro s(x) ≡ 0 tzn.
ay′′ + by′ + cy = 0
z toho pak charakteristicka´ rovnice
ar2 + br + c = 0
Prˇ´ıklad:
Ma´me rovnici
y′′ + 2y′ − 8y = 3sinx
rˇesˇen´ı prˇ´ıslusˇne´ homogenn´ı diferencia´ln´ı rovnice
y′′ − 2y′ − 8y = 0
charakteristicka´ rovnice
r2 − 2r − 8 = 0
vypocˇ´ıtane´ korˇeny jsou
r1 = 4, r2 = −2
rˇesˇen´ı homogenn´ı diferencia´ln´ı rovnice je tedy
y = C1e4x + C2e−2x (3.15)
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protozˇe s(x) = 3sinx hleda´me partikula´rn´ı integra´l ve tvaru
y = A sinx+B cosx
y′ = A cosx−B sinx
y′′ = −A sinx−B cosx
po dosazen´ı do vy´choz´ı rovnice ma´me
−A sinx−B cosx− 2A cosx+ 2B sinx− 8A sinx− 8B cosx = 3 sinx
porovna´n´ım koeficient˚u dostaneme
−9A+ 2B = 3
−9B − 2A = 0
odkud
A = −27
85
B =
6
85
obecne´ rˇesˇen´ı je tedy
y = C1e4x +
C2
e2x
− 27
85
sinx+
6
85
cosx
3.7 Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice trˇet´ıho rˇa´du s
konstantn´ımi koeficienty
Za´kladn´ı tvar:
y′′′ + ay′′ + by′ + cy = 0 (3.16)
Charakteristicka´ rovnice:
r3 + ar2 + br + c = 0
Po vyrˇesˇen´ı charakteristicke´ rovnice mohou nastat tyto prˇ´ıpady:
1. Vsˇechny korˇeny jsou rea´lne´ a od sebe r˚uzne´.
r1 6= r2 6= r3, r3 6= r1, (r1, r2, r3 ∈ <)
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = C1 · er1x + C2 · er2x + C3 · er3x
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2. Dva rea´lne´ korˇeny jsou si rovny a trˇet´ı je r˚uzny´.
r1 = r2 = r, r3 6= r, (r, r3 ∈ <)
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = (C1x+ C2)erx + C3 · er3x
3. Vsˇechny korˇeny jsou rea´lne´ a sobeˇ rovne´.
r1 = r2 = r3 = r, (r ∈ <)
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = (C1x2 + C2x+ C3)erx
4. Jeden korˇen je rea´lny´ a zbyle´ dva jsou komplexneˇ sdruzˇene´.
r1 ∈ <, r2,3 = α± iβ, (α, β ∈ <)
Rˇesˇen´ı diferencia´ln´ı rovnice je
y = C1er1x + [C2cos(βx) + C3sin(βx)]eαx
Prˇ´ıklad:
Ma´me rovnici:
y′′′ − 2y′′ − y′ + 2y = 0
pocˇa´tecˇn´ı podmı´nky:
y(0) = −2, y′(0) = 1, y′′(0) = 4
charakteristicka´ rovnice:
r3 − 2r2 − r + 2 = 0
vypocˇ´ıtane´ korˇeny
r1 = 2, r2 = −1, r3 = 1
obecne´ rˇesˇen´ı je tedy
y = C1 · e2t + C2 · e−t + C3 · et
prvn´ı derivace
y′ = 2C1 · e2t − C2 · e−t + C3 · et
druha´ derivace
y′′ = 4C1 · e2t − C2 · e−t + C3 · et
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dosad´ıme pocˇa´tecˇn´ı podmı´nky
−2 = C1 + C2 + C3
1 = 2C1 − C2 + C3
4 = 4C1 + C2 + C3
vypocˇ´ıtane´ integracˇn´ı konstanty:
C1 = 2, C2 = −12 , C3 = −72
partikula´rn´ı rˇesˇen´ı je tedy
y = 2e2t − 1
2
e−t − 7
2
et
3.8 Homogenn´ı diferencia´ln´ı rovnice vysˇsˇ´ıch rˇa´d˚u s
konstantn´ımi koeficienty obecneˇ
Za´kladn´ı tvar rovnic vysˇsˇ´ıch rˇa´d˚u:
any
(n) + a(n−1)y(n−1) + . . .+ a1y′ + a0 = 0 (3.17)
Charakteristicka´ rovnice:
anr
n + a(n−1)r(n−1) + . . .+ a1r + a0 = 0 (3.18)
Po vyrˇesˇen´ı charakteristicke´ rovnice mohou nastat tyto 3 prˇ´ıpady:
1. Vsˇechny korˇeny jsou rea´lne´ a od sebe r˚uzne´.
r1 6= r2 6= . . . 6= rn, (r1, r2, . . . , rn ∈ <)
Pak rˇesˇen´ı diferencia´ln´ı rovnice je
y = C1er1x + C2er2x + . . .+ Cnernx
2. Dva cˇi v´ıce rea´lny´ch korˇen˚u je si rovno.
r1 = r2 = . . . = rn, (r1, r2, . . . , rn ∈ <)
Pak rˇesˇen´ı diferenci´ıln´ı rovnice je
y = (Cnxn + . . .+ C1x+ C2)erx + . . .
3. Jedna cˇi v´ıce dvojic korˇen˚u je komplexneˇ sdruzˇena´.
r1,2 = a1 ± bi
Pak rˇesˇen´ı diferencia´ln´ı rovnice je
y = (C1cos(b1x) + C2sin(b1x))ea1x + . . .
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Kapitola 4
Maple
4.1 Prˇ´ıklady pocˇ´ıtane´ v programu Maple
V te´to kapitole jsou pro uka´zku uvedeny dva prˇ´ıklady pocˇ´ıtane´ v programu Maple.
Prvn´ı prˇ´ıklad je homoggenn´ı rovnice 1.ˇra´du a druhy´ je homogenn´ı rovnice 2.ˇra´du s kon-
stantn´ımi koeficienty, se dveˇma rea´lny´mi korˇeny.
Dalˇs´ı prˇ´ıklady diferencia´ln´ıch rovnic 2. a 3. rˇa´du jsou uvedeny v prˇ´ıloze.
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0 1
0 1



1.0
-4
x
0
-2
0.50.0-0.5-1.0
Obra´zek 4.1: Homogenn´ı diferencia´ln´ı rovnice 1.ˇra´du
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









4 5
Obra´zek 4.2: Homogenn´ı diferencia´ln´ı rovnice 2.ˇra´du
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Kapitola 5
Program
5.1 Implementace
Programu mu˚zˇeme prˇeda´vat neˇkolik parametr˚u (viz. prˇ´ıloha). Po zpracova´n´ı parametr˚u
mohou nastat dva prˇ´ıpady.
• dojde k interaktivn´ımu zpracova´n´ı a jsou vypisova´ny prˇ´ıpadne´ vy´zvy
• je spusˇteˇn rezˇim, ve ktere´m se prˇ´ımo zada´vaj´ı koeficienty
Data je nutne´ mı´t v prˇesneˇ stanovene´m forma´tu.
5.1.1 Datove´ struktury
Je zde neˇkolik pol´ı, ktere´ maj´ı mohutnost dle stanove´ho rˇa´du diferencia´ln´ı rovnice. Tento
rˇa´d je vyja´drˇen parametrem n. Nejd˚ulezˇideˇjˇs´ı pole, ktere´ tvorˇ´ı prˇechod mezi Bairstowovou
metodou a Gaussovou metodou, je pole matrix. Vznikne slozˇen´ım dvou pol´ı, v prvn´ım se
nacha´z´ı koeficienty u nezna´my´ch, v druhe´m parametry nacˇtene´ ze vstupu. Dalˇs´ı d˚ulezˇitou
strukturou je cislo ze ktere´ je tvorˇeno pole. V te´to strukturˇe se nacha´z´ı na´sleduj´ıc´ı polozˇky:
• priznak
• cislo1
• znamenko
• cislo2
priznak . . . promeˇnna´, ktera´ obsahuje prˇ´ıznak rea´lne´ho nebo komplexn´ıho korˇene
cislo1 . . . polozˇka, ktera´ obsahuje hodnotu rea´lne´ho cˇi komplexn´ıho cˇ´ısla
znamenko . . . promeˇnna´, podle ktere´ urcˇ´ıme sin nebo cos cˇ´ısla
cislo2 . . . promeˇnna´, ve ktere´ nalezneme imagina´rn´ı cˇa´st komplexn´ıho cˇ´ısla, pokud byl korˇen
kompexn´ı.
5.1.2 Funkce a procedury
Prvn´ı procedurou je procedura InitVal, jej´ım parametrem je rˇa´d diferencia´ln´ı rovnice,
druhy´m pak pole pocˇa´tecˇn´ıch podmı´nek v bodeˇ 0. Tato procedura slouzˇ´ı k vy´pisu vy´zvy a
k nacˇten´ı koeficient˚u diferencia´ln´ı rovnice.
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Procedura CalcRootsBair je teˇzˇiˇsteˇm Bairstowovy metody. Prova´d´ı se do te´ doby,
dokud nedosa´hneme pozˇadovane´ prˇesnosti, cˇi nedojde k u´plne´mu rozlozˇen´ı polynomu charak-
teristicke´ rovnice. Tato procedura obsahuje neˇkolik dynamicky´ch pol´ı, ktere´ slouzˇ´ı k u´prava´m
koeficient˚u p a q vznikly´ch beˇhem beˇhu. Tyto koeficienty jsou pocˇ´ıta´ny iteracˇn´ım zp˚usobem
popsany´m v drˇ´ıve (viz. Bairstowova metoda). Soucˇa´st´ı cyklu procedury je te´zˇ vola´n´ı funkc´ı
pro vy´pocˇet kvadraticke´ a linea´rn´ı rovnice. Nakonec se pomocna´ pole vymazˇou.
V procedurˇe Kvard docha´z´ı k nalezen´ı korˇen˚u kvadraticke´ rovnice. Tyto korˇeny mohou
by´t realne´ nebo komplexn´ı.
Procedura LinR slouzˇ´ı pro rˇesˇen´ı linea´rn´ı rovnice, nebot’ beˇhem rozkladu Bairstowovou
rovnic´ı se mu˚zˇeme dostat azˇ k linea´rn´ımu tvaru rovnice.
Procedura solution pocˇ´ıta´ syste´m rovnic rˇa´du n. Jsou z n´ı vola´ny n´ızˇe popsane´ proce-
dury. Nakonec se zavola´ procedura funkce result.
Funkce consistent zjiˇst’uje, zda-li je dany´ syste´m rovnic konsistentn´ı a jsme schopni
vy´pocˇtu, pokud ne, vra´t´ı chybu.
Ve funkci result se pracuje s hodnotou vra´cenou funkc´ı consistent, pokud je syste´m
nekonzistentn´ı vyp´ıˇse chybu, jinak dojde k vola´n´ı funkce evaluate.
Funkce evaluate provede vyna´soben´ı rˇa´dk˚u matice, tak jak je zapotrˇeb´ı prˇi vy´pocˇtu
soustavy.
5.2 Prˇevod Bairstow - Gauss
Meˇjme diferencia´ln´ı rovnici:
y(n) + an−1y(n−1) + . . .+ a1y′ + a0 = 0 (5.1)
Hledejme rˇesˇen´ı rovnice (5.1) ve tvaru y = eλt, kde λ je zat´ım nezna´me´ cˇ´ıslo. Dosazen´ım
do rovnice (5.1) dosta´va´me:
λneλt + an−1λn−1eλt + . . .+ a0eλt = 0 (5.2)
Tuto rovnici vydeˇl´ıme eλt a dosta´va´me :
λn + an−1λn−1 + . . .+ a0 = 0 (5.3)
Vy´slednou rovnici nazy´va´me charakteristickou rovnic´ı diferencia´ln´ı rovnice (5.1).
Tato charakteristicka´ rovnice je shodna´ s algebraickou rovnic´ı n-te´ho rˇa´du, pro vy´pocˇet
jejich korˇen˚u poul’ijeme Bairstowovu metodu.
5.2.1 Prˇ´ıklad 1:
Ma´me linea´rn´ı diferencia´ln´ı rovnici cˇtvrte´ho rˇa´du s konstantn´ımi koeficienty:
y′′′′ − y′′′ − 7y′′ + y′ + 6y = 0 (5.4)
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Pocˇa´tecˇn´ı podmı´nky
y(0) = 3
y′(0) = 4
y′′(0) = 5
y′′′(0) = 6
Charakteristicka´ rovnice vypocˇ´ıtana´ Bairstowovou metodou
r4 − r3 − 7r2 + r + 6 = 0
Vypocˇ´ıtane´ korˇeny
r1 = 1
r2 = −1
r3 = −2
r4 = 3
Obecne´ rˇesˇen´ı je tedy:
y = C1et + C2e−t + C3e−2t + C4e3t (5.5)
Pro urcˇen´ı partikula´rn´ıho rˇesˇen´ı potrˇebujeme prvn´ı, drouhou a trˇet´ı derivaci obecne´ho
rˇesˇen´ı. Po dosazen´ı do vypocˇteny´ch derivac´ı dosta´va´me:
C1 + C2 + C3 + C4 = 3
C1 + −1 C2 + −2 C3 + 3 C4 = 4
C1 + 1 C2 + 4 C3 + 9 C4 = 5
C1 + −1 C2 + −8 C3 + 27 C4 = 6
Vypocˇ´ıtane´ koeficienty jsou tedy:
C1 = 3.33
C2 = −0.75
C3 = 0.15
C4 = 0.26
Partikula´rn´ı rˇesˇen´ı:
y = 3.33et − 0.75e−t + 0.15e−2t + 0.26e3t (5.6)
5.2.2 Prˇ´ıklad 2:
Ma´me linea´rn´ı diferencia´ln´ı rovnici trˇet´ıho rˇa´du s konstantn´ımi koeficienty:
y′′′ − 2y′′ − y′ + 2y = 0 (5.7)
Pocˇa´tecˇn´ı podmı´nky
y(0) = −2
y′(0) = 1
y′′(0) = 4
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Charakteristicka´ rovnice vypocˇ´ıtana´ Bairstowovou metodou
r3 − 2r2 − r + 2 = 0
Vypocˇ´ıtane´ korˇeny
r1 = 2
r2 = −1
r3 = 1
Obecne´ rˇesˇen´ı je tedy:
y = C1e2∗t + C2e−t + C3et (5.8)
Pro urcˇen´ı partikula´rn´ıho rˇesˇen´ı potrˇebujeme prvn´ı, drouhou a trˇet´ı derivaci obecne´ho
rˇesˇen´ı. Po dosazen´ı do vypocˇteny´ch derivac´ı dosta´va´me:
C1 + C2 + C3 = − 2
2 C1 − 1 C2 + C3 = 1
4 C1 + C2 + C3 = 4
Vypocˇ´ıtane´ koeficienty jsou tedy:
C1 = 2
C2 = −0.5
C3 = −3.5
Partikula´rn´ı rˇesˇen´ı:
y = 2e2∗t − 0.5e−t − 3.5et (5.9)
Pokud rˇesˇ´ıme diferencia´ln´ı rovnici s jiny´mi pocˇa´tecˇn´ımi podmı´nkami nezˇ v bodeˇ 0, tak
se derivace komplikuj´ı a vy´pocˇet je mnohem slozˇiteˇjˇs´ı. Vy´pocˇet je velice komplikovany´ i
pokud jsou korˇeny komplexn´ı.
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Kapitola 6
Testy
6.1 Rychlost vy´pocˇtu obecne´ho rˇesˇen´ı
V te´to cˇa´sti test˚u jsme se zameˇrˇili na rychlost vy´pocˇtu korˇen˚u ve srovna´n´ı s programem
Matlab. Testovali jsme na pocˇ´ıtacˇi AMD Athlon 1800+ MHz s 640 MB RAM.
Pocˇet koeficient˚u polynomu (n) Matlab cˇas (s) Bairstow cˇas (s)
10 0.001 0.00
25 0.002 0.00
50 0.008 0.00
100 0.035 0.00
200 0.459 0.03
300 1.518 0.08
400 3.948 0.16
500 6.536 0.26
750 21.329 0.66
1000 52.836 1.21
1500 172.306 3.26
2000 560.354 7.17
Z tabulky i grafu je patrne´, zˇe zat´ımco rychlost vy´pocˇtu v Matlabu exponencia´lneˇ rostla
spolu s mocnost´ı polynomu. Rychlost Bairstowa si zachova´vala linea´rn´ı trend i prˇi velmi
vysoke´m pocˇtu rovnic. Mozˇnou komplikaci z hlediska rychlosti mu˚zˇe zp˚usobit nevhodna´
volba pocˇa´tecˇn´ıch hodnot parametr˚u p a q Bairstowovy metody, ale se zvysˇuj´ıc´ım se
vy´pocˇetn´ım vy´konem je tato ztra´ta rychlosti minima´ln´ı. Jistou nevy´hodou Gaussovy elim-
inacˇn´ı metody je zaokrohlova´n´ı beˇhem vy´pocˇtu. Tuto vlastnost jsme zmeˇnili zvy´sˇen´ım
prˇesnosti vy´pocˇtu.
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 Srovnání Matlab x Bairstow
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Obra´zek 6.1: Srovna´n´ı Bairstow a Matlab
6.2 Stabilita numericke´ho rˇesˇen´ı
Vedle proble´mu˚ s chybou numericke´ho rˇesˇen´ı diferencia´ln´ıch rovnic mohou jesˇteˇ vyvstat
proble´my s jeho stabilitou. Je-li numericke´ rˇesˇen´ı stabiln´ı, tak se n´ızˇe popsane´ chyby vna´sˇene´
do vy´pocˇtu v kazˇde´m kroku vhodneˇ utlumuj´ı a nerostou. Naopak, prˇi nestabiliteˇ se tyto
chyby kumuluj´ı a mohou nar˚ust tak, zˇe vy´sledky jsou zcela nepouzˇitelne´. Na stabilitu rˇesˇen´ı
ma´ opeˇt vliv velikost kroku h, a to tak, zˇe s rostouc´ım krokem se pravdeˇpodobnost nesta-
bility zvysˇuje. Pro kazˇdou diferencia´ln´ı rovnici existuje krok prˇi ktere´m nestabilita zacˇ´ına´ -
hovorˇ´ıme o mezn´ım kroku stability rˇesˇen´ı.
6.3 Prˇesnost numericke´ho rˇesˇen´ı
Numericke´ rˇesˇen´ı diferencia´ln´ı rovnice za´vis´ı nejen na neza´visle promeˇnne´ t , ale i na velikosti
kroku h . Aby prˇiblizˇne´ rˇesˇen´ı Y odpov´ıdalo analyticke´mu (prˇesne´mu) rˇesˇen´ı y , mus´ı platit
podmı´nka konvergence
lim
h→0
Y (t, h) = y(t)
tedy prˇesnost numericke´ho rˇesˇen´ı je t´ım veˇtsˇ´ı, cˇ´ım mensˇ´ı je krok h . U krokovy´ch metod vy-
jadrˇujeme prˇesnost resp. chybu metody pomoc´ı mocniny h a hovorˇ´ıme o metodeˇ prˇ´ıslusˇne´ho
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rˇa´du. V prˇ´ıpadeˇ Eulerovy metody je to prˇesnost 1.ˇra´du h. Tento u´daj na´m slouzˇ´ı pouze
k hrube´mu odhadu chyby, tedy naprˇ. je-li h = 0.1 , da´ se ocˇeka´vat, zˇe prˇesne´ bude prvn´ı
desetinne´ mı´sto vy´sledku.
O odhad se jedna´ prˇedevsˇ´ım proto, zˇe chyba za´vis´ı nejen na velikosti kroku, ale i na
tvaru funkce v okol´ı pra´veˇ pocˇ´ıtane´ho bodu. Z toho logicky vyply´va´, zˇe chyba numericke´ho
rˇesˇen´ı se mu˚zˇe v jeho jednotlivy´ch cˇa´stech (pro r˚uzna´ t) liˇsit.Tato chyba je chyba metody
a protozˇe souvis´ı s diskretizac´ı neza´visle promeˇnne´, rˇ´ıka´ se j´ı chyba diskretizacˇn´ı.
Prˇi numericke´m rˇesˇen´ı se vsˇak do vy´pocˇt˚u vna´sˇ´ı jesˇteˇ dalˇs´ı chyba souvisej´ıc´ı se skutecˇnost´ı,
zˇe vy´pocˇetn´ı prostrˇedek (pocˇ´ıtacˇ) pracuje pouze na omezeny´ pocˇet platny´ch mı´st. Tato
chyba souvis´ı take´ s velikost´ı kroku h, protozˇe v rovnici Yi+1 = Yi + h ∗ g(ti, yi) pro
i = 0, 1, 2 . . . mu˚zˇe docha´zet prˇi na´soben´ı hodnoty funkce g krokem h ke znacˇny´m rˇa´dovy´m
posun˚um. Je to chyba zaokrouhlovac´ı a jej´ı velikost je t´ım veˇtsˇ´ı, cˇ´ım mensˇ´ı je krok h.
Celkova´ chyba je pak soucˇtem obou, jak je zna´zorneˇno na obr. 6.2.
 
Obra´zek 6.2: Chyba Eulerovy metody
Diskretizacˇn´ı chyba u Eulerovy metody za´vis´ı na kroku linea´rneˇ, ale obecneˇ tomu tak
nen´ı. Zmı´neˇne´ dveˇ chyby p˚usob´ı proti sobeˇ. Abychom zjistili skutecˇnou chybu numericke´ho
rˇesˇen´ı konkre´tn´ı rovnice (a to v praxi obvykle potrˇebujeme), mus´ıme postupovat empiricky
na´sleduj´ıc´ım zp˚usobem:
• podle pozˇadovane´ prˇesnosti a rˇa´du prˇesnosti zvolene´ metody numericke´ho rˇesˇen´ı ODR
odhadneme potrˇebnou velikost kroku h,
• nalezneme rˇesˇen´ı s t´ımto zvoleny´m krokem,
• krok zmensˇ´ıme, naprˇ. na polovinu,
• nalezneme rˇesˇen´ı se zmensˇeny´m krokem,
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• hodnoty za´visle promeˇnne´ z obou rˇesˇen´ı ve stejny´ch bodech neza´visle promeˇnne´
porovna´me a prˇedpokla´da´me, zˇe spra´vne´ jsou ty dekadicke´ rˇa´dy vy´sledk˚u, ktere´ se u
obou rˇesˇen´ı neliˇs´ı,
• pokud nejsme se z´ıskanou prˇesnost´ı spokojeni, krok da´le zmensˇ´ıme a porovna´va´me
vzˇdy vy´sledky dvou posledn´ıch krok˚u; to deˇla´me tak dlouho, azˇ na´m prˇesnost vy-
hovuje.
Z toho, co bylo rˇecˇeno o chyba´ch a stabiliteˇ, vyply´va´, zˇe nemu˚zˇeme numericke´ rˇesˇen´ı
matematicky´ch model˚u prova´deˇt mechanicky, ale mus´ıme nad n´ım prˇemy´sˇlet a vypracovat
si vzˇdy zp˚usob jak vy´sledky kontrolovat. Protozˇe lze prˇedpokla´dat, zˇe budeme veˇtsˇinou
rˇesˇit proble´my z praxe, je na´m velkou pomoc´ı pra´veˇ mozˇnost kontroly vy´sledk˚u srovna´n´ım
s realitou, s fyzika´ln´ı podstatou velicˇin a s prakticky´mi omezen´ımi jejich hodnot.
6.3.1 Taylorova rˇada
Prˇedpokla´dejme, zˇe ma´me funkci f(t), ktera´ ma´ v bodeˇ t = a derivace azˇ do n-te´ho rˇa´du.
Pomoc´ı Taylorovy rˇady jsme schopni nale´zt polynom p(t) stupneˇ n ve tvaru
p(t) = c0 + c1(t− a) + c2(t− a)2 + c3(t− a)3 + · · ·+ cn(t− a)n (6.1)
se strˇedem v bodeˇ a takovy´, ktery´ splnˇuje na´sleduj´ıc´ı podmı´nky:
f(a) = p(a), f ′(a) = p′(a), f ′′(a) = p′′(a), f ′′′(a) = p′′′(a), . . .
Z prˇedcha´zej´ıc´ıch rovnic lze odvodit vztah pro vy´pocˇet koeficient˚u c1, c2, . . . cn
ck =
fk(a)
k!
Z toho plyne zna´my´ za´pis Taylorovy rˇady:
p(t) = f(a) +
f ′(a)
1!
(t− a) + f
′′(a)
2!
(t− a)2 + · · ·+ f
n(a)
n!
(t− a)n (6.2)
V te´to kapitole budeme srovna´vat analyticke´ rˇesˇen´ı s Bairstowem a programem TKSL,
ktery´ pracuje prostrˇednictv´ım vy´sˇe zmı´neˇne´ Taylorovy rˇady.
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Linea´rn´ı homogenn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du
Prˇi rˇesˇen´ı diferencia´ln´ıch rovnic vysˇsˇ´ıch rˇa´d˚u je potrˇeba v programu TKSL prˇeve´st rovnici
vysˇsˇ´ıho rˇa´du pomoc´ı vhodny´ch substituc´ı na soustavu rovnic rˇa´du prvn´ıho. Prˇi rˇesˇen´ı
na´sleduj´ıc´ıho prˇ´ıkladu bylo tedy nutne´ prove´st na´sleduj´ıc´ı u´pravy. Podobneˇ se postupo-
valo i u dalˇs´ıch prˇ´ıklad˚u.
y′′ + 2y′ + 10y = 0→ y′ = z, z′ = 10z − 25y y(0) = 0, z(0) = −1
Prˇ´ıklad 1:
Rˇesˇte rovnici:
y′′ + 2y′ + 10y = 0
S pocˇa´tecˇn´ı podmı´nkou y(0) = 0, y′(0) = −1.
y = −x · e5∗x
Srovna´n´ı TKSL a Bairstow
Obra´zek 6.3: Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du s konstantn´ımi koefi-
cienty. Srovna´n´ı Bairstow a TKSL
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Za´pis v TKSL:
y’= z &0;
z’= 10*z - 25*y &-1;
u= -t*exp(5*t);
Za´pis v programu Bairstow:
Order of equation = 2
2-tn coeficient of derivation = 1
1-tn coeficient of derivation = 2
0-tn coeficient of derivation = 10
next solution ? y
0-tn coeficient = 0
1-tn coeficient = -1
Vy´sledek programu Bairstow:
y = -t exp(5t)
Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du
Prˇ´ıklad 2:
Rˇesˇte rovnici:
y′′ + 6y′ + 9y = 0
S pocˇa´tecˇn´ı podmı´nkou y(0) = −6, y′(0) = 18.
y = −6 · e−3t
Za´pis v TKSL:
y’ = z &-6;
z’ = -6*z -9*y &18;
u = -6 * exp(-3*t);
Za´pis v programu Bairstow:
Order of equation = 2
2-tn coeficient of derivation = 1
1-tn coeficient of derivation = 6
0-tn coeficient of derivation = 9
next solution ? y
0-tn coeficient = -6
1-tn coeficient = 18
Vy´sledek programu Bairstow:
y = -6 exp(-3t)
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 Obra´zek 6.4: Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du s konstantn´ımi koefi-
cienty. Srovna´n´ı Bairstowa a TKSL
Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice trˇet´ıho rˇa´du
Prˇ´ıklad 3:
Rˇesˇte rovnici:
y′′′ − 2y′′ − y′ + 2y = 0
S pocˇa´tecˇn´ı podmı´nkou y(0) = −2, y′(0) = 1, y′′(0) = 4.
y = 2e2t − 2, 5e−t − 0, 5et
Za´pis v TKSL:
y’ = z &-2;
z’ = w &1;
w’ = 2*w + z -2*y &4;
u = 2 * exp(2*t) - 1/2 * exp(-t) - 7/2 *exp(t);
Za´pis v programu Bairstow:
Order of equation = 3
3-tn coeficient of derivation = 1
2-tn coeficient of derivation = -2
38
1-tn coeficient of derivation = -1
0-tn coeficient of derivation = 2
next solution ? y
0-tn coeficient = -2
1-tn coeficient = 1
2-tn coeficient = 4
Vy´sledek programu Bairstow:
y =2 exp(2t) - 2,5 exp(-t) - 0,5 exp(t)
 
Obra´zek 6.5: Homogenn´ı linea´rn´ı diferencia´ln´ı rovnice druhe´ho rˇa´du s konstantn´ımi koefi-
cienty. Srovna´n´ı Bairstowa a TKSL
Beˇhem test˚u se na´m podarˇilo udrzˇet chybu velmi malou i prˇi velke´m pocˇtu krok˚u, proto
mu˚zˇeme povazˇovat metodu nalezen´ı obecne´ho rˇesˇen´ı diferencia´ln´ı rovnice za stabiln´ı.
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Kapitola 7
Za´veˇr
Z d˚uvodu velmi zdlouhave´ho analyticke´ho rˇesˇen´ı, je neˇkdy vhodneˇjˇs´ı pouzˇ´ıt rˇesˇen´ı nu-
mericke´. U zkoumane´ho zp˚usobu vy´pocˇtu jsme dosˇli k za´veˇru, zˇe v neˇktery´ch prˇ´ıpadech je
numericke´ rˇesˇen´ı za pouzˇit´ı sestavene´ho zp˚usobu jako analyticke´.
Bakala´rˇska´ pra´ce oveˇrˇila, zˇe pouzˇit´ı Bairstowovy metody je vy´hodne´ hlavneˇ z hlediska
vysoke´ rychlosti vy´pocˇtu linea´rn´ıch homogenn´ıch rovnic vysˇsˇ´ıch rˇa´d˚u s konstantn´ımi koefi-
cienty.
V testech da´le proka´zala svou prˇesnost, ktera´ je prˇi dobre´ volbeˇ koeficient˚u stejna´ jako
u analyticke´ho rˇesˇen´ı.
Nevy´hodou ovsˇem je, zˇe nalezneme rˇesˇen´ı pouze v prˇ´ıpadeˇ, kdyzˇ charakteristicka´ rovnice
ma´ rea´lne´ korˇeny a pocˇa´tecˇn´ı podmı´nky jsou zada´ny vzhledem k bodu 0.
Tento zp˚usob rˇesˇen´ı by mohl by´t da´le uplatneˇn v modelovac´ıch na´stroj´ıch pro spojitou
simulaci, hlavneˇ kv˚uli sve´ rychlosti. Samozrˇejmeˇ mu˚zˇe i poslouzˇit jako ucˇebn´ı pomu˚cka a
na´stroj pro rychle´ zjiˇsteˇn´ı rˇesˇen´ı diferencia´ln´ı rovnice.
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Kapitola 8
Prˇ´ıloha
8.1 Obsah prˇilozˇene´ho CD
• /Latex obsahuje dokumentaci bakala´rˇske´ pra´ce
• /TKSL obsahuje zdrojove´ ko´dy programu TKSL
• /Maple obsahuje zdrojove´ ko´dy programu Maple
• /Matlab obsahuje zdrojove´ ko´dy programu Matlab
• /Program obsahuje zdrojove´ ko´dy C/C++
• /Gnuplot obsahuje zdrojove´ ko´dy Gnuplot
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8.2 Na´vod
Program mu˚zˇe by´t spusˇteˇn ve dvou mo´dech:
• interaktivn´ı
• prˇ´ıkazovy´
Prˇ´ıkazovy´ mo´d je spousˇteˇn prima´rneˇ. Data je mozˇno zada´vat prˇ´ımo nebo vytvorˇit da´vkovy´
soubor. Jejich tvar mus´ı by´t na´sleduj´ıc´ı: na prvn´ım rˇa´dku je zapsa´na mocnost polynomu
(rˇa´du rovnice) ve standartn´ım forma´tu. Pote´ na´sleduje pra´zdny´ rˇa´dek a kazˇdy´ dalˇs´ı rˇa´dek
obsahuje jeden koeficient polynomu. Nakonec na´sleduj´ı pocˇa´tecˇn´ı podmı´nky, ktere´ jsou
zapsa´ny stejny´m zp˚usobem jako koeficienty.
2y′′ − 8y′ + 6y = 0
S pocˇa´tecˇn´ı podmı´nkou y(0) = −1, y′(0) = 2.
Prˇ´ıklad:
Interaktivn´ı spusˇteˇn´ı vypada´ na´sledovneˇ:
Order of equation = 2
2-tn coeficient of derivation = 2
1-tn coeficient of derivation = -8
0-tn coeficient of derivation = 6
next solution ? y
0-tn coeficient = -1
1-tn coeficient = 2
Dalˇs´ımi volbami programu jsou :
• -h zobraz´ı strucˇnou na´poveˇdu
• -t zobraz´ı cˇas vy´pocˇtu obecne´ho rˇesˇen´ı
• -i spust´ı interaktivn´ı rezˇim
8.3 Prˇ´ıklady v Maple
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Obra´zek 8.1: Homogenn´ı diferencia´ln´ı rovnice 2.ˇra´du
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Obra´zek 8.2: Homogenn´ı diferencia´ln´ı rovnice 2.ˇra´du
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Obra´zek 8.3: Homogenn´ı diferencia´ln´ı rovnice 3.ˇra´du
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