INTRODUCTION
There is a growing appreciation of the importance of dynamic models which take the form of a coupled set of differential and algebraic equa-Ž . tions ''DAEs'' . Indeed in process systems engineering, adopting models of this kind is now routine; the differential equations typically embody conservation laws while the algebraic equations relate to flow rate and reaction relationships. Examples, and accompanying discussion, are to be w x found in 1, 11 . We might expect to be able to reduce such models to standard differential equation models by elimination of variables, in which case separate treatment of DAE systems would be superfluous. In process systems engineering, however, this is often not an option, either because the system equations are too complicated to allow explicit reduction, or because the functions defining the data do not possess the smoothness Ž properties required for it reduction frequently involves differentiation of . the original system equations , or because it is numerically inefficient to do so.
We focus attention on optimal control problems, whose formulation involves separable DAE systems, namely ¡Minimize h x a , x b Ž . Ž . Ž . ᑬ =ᑬ =ᑬ ªᑬ are given functions, U и : a, b ª ᑬ is a given multifunction, and C ; ᑬ n = ᑬ n is a given set. Ž . ''Separable'' means that the components of the state vector x, y divide into ''slow'' variables x, whose time derivatives are given functions of the current values of the state variables, and ''fast'' variables y, which are constrained merely by algebraic equations, and which can respond instantaneously to changes in control.
Ž Ž . Ž . Ž .. Žw x n . A triple x t , y t , u t comprising elements x g AC a, b ; ᑬ , Ž .
1 Žw . processes it is called a minimizer.
Ž . For P , we seek necessary conditions of optimality, with which we can associate computational schemes, and which will be of use in analysing limits of controls resulting from application of such schemes. In particular, we look for costate equations which themselves come in the form of a Ž DAE system, with a view to employing DAE solvers software packages for . the solution of DAE systems to generate costate variables and cost gradients. It should be observed that standard necessary conditions applied to the reduced problem to not automatically have this structure.
Ž . We can think of the dynamics of P as the ''nominal'' equations associated with the family of singularly perturbed equations:
parameterized by ⑀ ) 0. We recover the equations for P in the limit as ⑀ tends to zero. Some idea of the kind of necessary conditions required is obtained by writing down the Maximum Principle conditions for the Ž . standard problem, in which the DAE dynamics are replaced by S , and ⑀ then setting ⑀ s 0. It is emphasized that this is a purely heuristic procedure to help us anticipate the form of necessary conditions we might Ž expect. Convergence of the minimum cost and of the set of minimizers for Ž . the problem in which the dynamics are approximated by S , as ⑀ ª 0, ⑀ w x has been carried out under only very restrictive conditions on the data 2 , Ž . and obtaining necessary conditions via consideration of S and a limiting ⑀ . argument has not been found to be a fruitful approach. Ž . Ž . Assume x, y, u is a minimizer for P . The above procedure leads to Ž . Ž . the following relationships: there exist costate functions p и and q и and Ž . a costate multiplier G 0 not all zero such that Ž .
Let us suppose that the Maximum Principle is valid for this problem. The associated Ž Ž . Ž . . multipliers p и , q и , G 0 must satisfy p и ' , q и ' 0 for some G 0.
Ž . Ž .
On the other hand, the maximization of the Hamiltonian condition gives 2 w x u F0 ᭙ug y1, 1 , Ž . Ž . which implies s 0. We see that p и ' 0, q и ' 0, and s 0. But this is impossible since the multipliers cannot all be zero. We deduce from this contradiction that the Maximum Principle, as stated above, does not apply to this problem.
Re-examination of the example does however establish the validity of a weak Maximum Principle in this case, in which the maximization of the Hamiltonian condition is replaced by
Ž . Ž .
UŽt.
It turns out that the pathological aspect of this example is that the velocity set
is not convex. The example illustrates a general feature of DAE Maximal Principles: a strong Maximum Principle will apply to problems under a con¨exity hypothesis. Only a weak form of the optimality condition is valid in general, however, for problems with possibly nonconvex velocity sets.
There is a parallel here with necessary conditions of optimality for discrete time systems: in this setting also, a strong form of the Maximum Principle is valid only under a convexity hypothesis. The essential ingredi-Ž ent in the proof of the Maximum Principle for standard possibly noncon-. vex optimal control problems is that the controls can move much faster Ž than the states. This is not the case for discrete time systems where the . ''rate of change'' of both variables is constrained by sampling or DAE Ž systems where the ''fast'' variable can move as fast as the control .
variables .
Ž . There is a substantial literature on optimality conditions for P in the linear quadratic case which, unfortunately for our purposes, gives little Ž indication of how to derive necessary conditions in a nonlinear setting see, w x. e.g., 4 . Necessary conditions are available for problems with mixed state-control functional constraints in the restricted context of the w x Calculus of Variations 3, 7 . Higher order optimality conditions have also been derived for control problems in the absence of pointwise set con-Ž w x. straints on the control variable see, e.g., 14, 10 .
The noteworthy aspects of our results are, first, we give optimality conditions for problems in which the slow dynamics are nonsmooth and, second, we highlight, through the above example, the essential role of convexity in proving strong versions of the Maximum Principle. The proof Ž . technique is to associate with P an auxiliary control problem, to which we apply a Maximum Principle previously obtained, and then show that the resulting conditions can be transformed into relationships of the required nature. The auxiliary problem is a standard nonsmooth problem involving w x differential equations; however, we must use a new, sharpened version 12 of the nonsmooth Maximum Principle to apply to it, in order to generate Ž . the required conditions for problem P . Related smooth results appear w x in 13 . Ž An alternative to our approach based on the application of a uniform . implicit function theorem is to reformulate the dynamic optimization problem as one involving a differential inclusion, for which necessary w x conditions are then derived 6, 5 .
The main restriction on the generality of our results is the assumption that the dynamics have ''index one,'' i.e.,
Nonetheless, index one problems have interesting features, in particular the fact that the strong Maximum Principle may fail to hold for problems where the velocity set is not convex, which are highlighted here for the first time. Attention has been drawn in the literature to the practical significance of DAE systems having index higher than one, particularly in a w x process systems context 11 . Derivation of optimality conditions for higher index problems is a challenging, and largely unexplored, area.
PRELIMINARIES
< < и will always denote the Euclidean norm in the finite dimensional vector space
Ž .

A
We make use of the following concepts from nonsmooth analysis. 
DEFINITION 2.2. Given a lower semicontinuous function
In the case that the function f is Lipschitz continuous near x, the Ž . convex hull of the limiting subdifferential, co Ѩ f x , coincides with the Ž . Clarke generalized gradient, which may be defined directly.
Properties of limiting normal cones, limiting subdifferentials, and gener-Ž . alized gradients upper semi-continuity, sum rules, etc. , are described, for w x example, in 3, 9, 8 . We shall also require the following variant on the weak Maximum w x Principle for optimal control problems, proved in 12 .
Ž . o¨er elements u, x comprising a measurable function u and an absolutely continuous function x satisfying the constraints of the abo¨e problem and for which
Assume that 
Ž .
iii h is locally Lipschitz continuous and C is closed.
Ž . Define the Hamiltonian H t, x, p, u to be
H t, x, p, u s p и f t, x, u . Ž . Ž . Ž . Žw x n . Ž. 1 Ž w x n . There exists G 0, p и g AC a, b ; ᑬ and и g L a, b ; ᑬ such that ϱ q p и / 0 Ž . L yp t , x t , t g co Ѩ H t, x t , p t , u t a.e. Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . tg co N u t a.e. Ž . Ž . Ž . UŽt. p a , yp b g N x a , x b q Ѩ h x a , x b , Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž . C Ž .
where Ѩ H denotes the subgradient in the x, p, u¨ariables.
A more traditional ''weak'' Maximum Principle includes the relationshipsẏ
Ž .
Ž The second condition here is implied by the ''maximization of the Hamil-. Ž. tonian'' condition. It involves generalized gradients in the x, p and u variables separately. The distinctive feature of the above optimality conditions is that it is expressed in terms of the joint generalized gradient in Ž . x,p,u. The two sets of optimality conditions are distinct, as is illustrated w x by an example in 12 .
MAIN RESULTS
We shall invoke the following hypotheses, which make reference to Ž Ž . Ž . Ž .. some process x и , y и , u и and parameter ⑀ ) 0. 
for all x, y , xЈ, yЈ g x t , y t q ⑀B, u g U t , and almost every t g w x a,b .
for all xЈ, yЈ , x, y g x t , y t q ⑀B, u g U t , for almost every t, and w x there exists k ) 0 such that for almost every t g a, b
H4 For each t g a, b , g t, x t , y t , u t is invertible and there
y exists a positive number m such that Define the Hamiltonian
The first necessary condition is a strong Maximum Principle which applies to problems with convex velocity sets.
Ž . minimizing process for P . Assume that, for some ⑀ ) 0, Hypotheses Ž . Ž . H1 ᎐ H6 are satisfied. Assume also that f t, x, y, u , g t, x, y, u : u g U t is con¨ex for each t , x, y . 
is maximized over U t at u t
in the smooth case.
The second necessary condition of optimality applies to problems with possibly nonconvex velocity sets, under stronger hypotheses concerning the regularity of the data with respect to the control variable. Ž . for all xЈ, yЈ , x, y g x t , y t q ⑀B, uЈ, u g U t l u t Then there exist G 0, p g AC, and g L 1 such that
UŽt.
Furthermore,q t F m k t p t for almost e¨ery t.
Ž . Ž . Ž . g f
A UNIFORM INVERSE MAPPING THEOREM AND RELATED IMPLICIT FUNCTION THEOREM
Ž . The classical inverse mapping theorem asserts among other things that a smooth mapping F: ᑬ n ª ᑬ n is smoothly invertible on some neighbourhood of a point at which the Jacobian matrix ٌF is nonsingular. Suppose Ž .
Ž . To this end we use the fact that, if S and J are n = n matrices, S < < Ž < y1 <. is invertible and J -1r 2 S , then S q J too is invertible and
a 0
Ž . we deduce that ٌF x is invertible and
Step 2. We show ''there exists ⑀ Ј g 0, ␣ Ј such that
for all x, xЈ g x q ⑀ ЈB and a g A.'' 0 Ž . Ž . Choose ⑀ Ј to satisfy ⑀Ј -1r4c and ⑀ Ј g 0, ␣ Ј . Take any x, xЈ g x q ⑀ ЈB. We verify the inequality. It suffices to limit attention to the case 0 Ž . when x / xЈ otherwise the inequality holds trivially and when x, xЈ g Ž Ž.
.
This implies
a a Ž . Take the inner product with¨across 4.1 :
Step 2.'' Ž . y1 Take any y g y q ⑀ Ј 8c B. Let x achieve the minimum of x ª 0 < Ž .< y y F x over the compact set x q ⑀ ЈB. We claim that x g x q ⑀ ЈB. 
which is a contradiction. So x g x q ⑀ ЈB. But then Proof. Consider the family of functions F :
Ž . The Weak Maximum Principle is first proved. The strong Maximum Ž . Principle for problems with convex velocity sets is then obtained by applying the weak Maximum Principle to a sequence of auxiliary problems and by passing to the limit. Ž . 
Ž .
The hypotheses are satisfied under which Proposition 2.3 is applicable. We Ž . conclude that there exists p и g AC and G 0, not both zero, such thaṫ
C w x We deduce from the nonsmooth chain rule 3, Theorem 2.3.9 and the differentiability properties of d the following estimate for
x , p , u
Appealing to an appropriate selection theorem, we deduce existence of Ž . Ž . Ž . Ž . measurable functions ␣ и , ␤ и , ␥ и , and и satisfying Ž .
This hypothesis will be eliminated in the final stages of the proof. Ä Ž .4 M Ž Choose a finite collection of control functions u и which includes which f, g, g , and g are evaluated at t, x t , y t , u t , and g 0 which f u denotes f t, x t , y t , u t , 
