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Abstract. This paper presents the design, implementation, and characterization
of instruction decoders on an ILP (Instruction-Level Parallelism) processor na-
med ρ-VEX. The design and implementation of the instruction decoder is based
on the Pattern Based Instruction Word (PBIW) encoding technique. PBIW is an
instruction encoding technique independent of the instruction set. The design
and implementation of the PBIW instruction decoder enable to evaluate the im-
pacts of the decoding technique on the processor hardware. Specifically, the
experiments and results show alternatives for minimizing the power consump-
tion and area of the processor.
Resumo. Esse artigo apresenta o projeto, implementac¸a˜o e caracterizac¸a˜o de
decodificadores de instruc¸o˜es sobre um processador que explora paralelismo
em nı´vel de instruc¸a˜o. O hardware projetado e implementado neste trabalho
decodifica instruc¸o˜es previamente codificadas usando a te´cnica PBIW (Pattern
Based Instruction Word). PBIW e´ uma te´cnica de codificac¸a˜o de instruc¸o˜es
que na˜o e´ dependente de um conjunto especı´fico de instruc¸o˜es. O projeto e a
implementac¸a˜o do decodificador de instruc¸o˜es PBIW possibilita avaliar os im-
pactos reais da adoc¸a˜o de uma te´cnica de decodificac¸a˜o sobre o hardware do
processador. Especificamente, os experimentos e resultados obtidos com o hard-
ware decodificador revelam alternativas para minimizar o consumo de poteˆncia
e a a´rea ocupada pelo processador.
1. Introduc¸a˜o
A evoluc¸a˜o da tecnologia em torno de novos modelos arquiteturais tem chegado ate´ o pro-
jeto de processadores embarcados. Atualmente, processadores embarcados utilizam cores
de processamento e caches on-chip para aumentar o desempenho de programas. Diante
dessa maior complexidade dos sistemas, torna-se ainda importante considerar questo˜es
como reduc¸a˜o da a´rea de memo´ria ocupada pelos programas e, principalmente, impactos
dessa reduc¸a˜o no projeto do sistema computacional.
Do objetivo inicial de reduzir o tamanho do co´digo do programa para questo˜es
envolvendo o impacto do descompressor/decodificador no sistema computacional, as
te´cnicas de compressa˜o/codificac¸a˜o de co´digo focaram no compromisso entre a´rea do
programa versus desempenho do co´digo, projeto de baixo consumo de poteˆncia e au-
mento do tempo de ciclo do processador. Assim, embora a preocupac¸a˜o inicial tenha sido
a eficieˆncia na compressa˜o/codificac¸a˜o do co´digo, os impactos gerados pela inclusa˜o de
um descompressor/decodificador no processador na˜o podem ser desconsiderados.
Este artigo realizou o projeto e a implementac¸a˜o de um circuito decodificador de
instruc¸o˜es baseado na te´cnica de codificac¸a˜o PBIW [Santos et al. 2009] sobre a via de da-
dos do processador ρ-VEX. Especificamente, este trabalho projetou, implementou e ava-
liou um circuito decodificador de instruc¸o˜es para um projeto de codificac¸a˜o de instruc¸o˜es,
sobre o processador ρ-VEX , proposto em [Marks 2012]. A concepc¸a˜o da te´cnica de
codificac¸a˜o de instruc¸o˜es PBIW assim como o projeto e implementac¸a˜o do codificador
foi objeto de estudo de um trabalho de mestrado [Marks 2012]. A fim de avaliar os im-
pactos da inserc¸a˜o de um novo circuito junto ao projeto microarquitetural do processador,
va´rios experimentos foram realizados considerando a a´rea ocupada pelo circuito, con-
sumo de poteˆncia dissipada e frequeˆncia ma´xima alcanc¸a´vel pelo projeto. O projeto do
circuito foi descrito em VHDL (Very High Speed Integrated Circuits Hardware Descrip-
tion Language) e implementado sobre uma plataforma de hardware com tecnologia FPGA
(Field Programmable Gate Array). A escolha da tecnologia FPGA como plataforma para
implementac¸a˜o e sı´ntese em hardware se da´ pela flexibilidade dessa tecnologia (pode-se
programa´-la e reprograma´-la) e sua disponibilidade para utilizac¸a˜o imediata no Labo-
rato´rio de Sistemas Computacionais de Alto Desempenho (LSCAD) da UFMS.
O artigo e´ organizado conforme segue: A Sec¸a˜o 3 descreve as principais carac-
terı´sticas do processador ρ-VEX. A Sec¸a˜o 2 apresenta a te´cnica PBIW. A Sec¸a˜o 4 apre-
senta e discute a implementac¸a˜o da te´cnica PBIW sobre o processador ρ-VEX. A Sec¸a˜o 5
mostra os experimentos realizados e os resultados com a te´cnica PBIW. A Sec¸a˜o 6 apre-
senta as principais concluso˜es e os resultados do trabalho.
2. A Te´cnica de Codificac¸a˜o de Instruc¸o˜es PBIW
A te´cnica de codificac¸a˜o Pattern Based Instruction Word (PBIW) [Santos et al. 2009] per-
corre o programa realizando a fatorac¸a˜o de operandos redundantes e opcodes em dois
conjuntos: instruc¸o˜es codificadas e padro˜es. PBIW explora a sobrejec¸a˜o entre o conjunto
de instruc¸o˜es e o conjunto de padro˜es. A te´cnica e´ embasada em algoritmos de fatorac¸a˜o
de operandos [Araujo et al. 1998, Ernst et al. 1997]. PBIW e´ uma te´cnica de codificac¸a˜o
de instruc¸o˜es, uma vez que comprime as instruc¸o˜es mantendo a semaˆntica dos dados na
nova instruc¸a˜o codificada.
Uma instruc¸a˜o codificada PBIW e´ uma estrutura de dados que na˜o conte´m dados
redundantes (registradores ou imediatos) e e´ armazenada em uma Cache de Instruc¸o˜es.
Um padra˜o PBIW e´ uma estrutura de dados que conte´m as informac¸o˜es necessa´rias para
reconstituir, junto a um decodificador de instruc¸o˜es, a instruc¸a˜o original para o esta´gio
de execuc¸a˜o. O padra˜o conte´m ponteiros para as posic¸o˜es da instruc¸a˜o codificada e e´
armazenado em uma cache ou tabela chamada de Tabela de Padro˜es (P-Tabela ou P-
Cache). Dessa forma, o decodificador de instruc¸o˜es deve ser implementado junto a` via de
dados e controle de um processador e, especificamente, antes do esta´gio/ciclo de execuc¸a˜o
da instruc¸a˜o. o projeto do decodificador PBIW explora o paralelismo entre as atividades
de hardware, tornando mais simples e eficiente a decodificac¸a˜o dos campos das instruc¸o˜es
para a unidade de controle e para leitura de operandos no banco de registradores.
Diferente de te´cnicas de codificac¸a˜o voltadas para conjuntos de instruc¸o˜es es-
pecı´ficos [Holdings 2007, Kissell 1997, Ecco et al. 2009], PBIW na˜o e´ uma te´cnica de
codificac¸a˜o com enfoque em um conjunto de instruc¸o˜es (ISA - Instruction Set Architec-
ture) ou processador especı´fico. Assim, o projeto do padra˜o e instruc¸a˜o codificada deve
considerar alguns paraˆmetros:
• nu´mero de registradores de leitura e escrita;
• nu´mero e tamanho de imediatos na instruc¸a˜o codificada;
• tamanaho da tabela de padro˜es.
Cada instruc¸a˜o codificada PBIW tem R (0 <R≤ P) campos para representar
registradores de leitura, onde P e´ o nu´mero ma´ximo de portas de leitura do banco de
registradores. Cada campo registrador na instruc¸a˜o deve comportar ate´ dlog2 Regse bits
para enderec¸ar cada registrador, onde Regs e´ o nu´mero total de registradores da arquite-
tura. A instruc¸a˜o codificada aponta para seu respectivo padra˜o atrave´s do campo ponteiro
do padra˜o, cujo tamanho e´ dlog2 |P-Tabela|e bits, em que, |P-Tabela| indica a quantidade
ma´xima de padro˜es que a tabela de padro˜es pode armazenar. A instruc¸a˜o codificada PBIW
pode oferecer campos de cancelamento que sa˜o utilizados para anular operac¸o˜es/sı´labas
especı´ficas da instruc¸a˜o. A quantidadeN de bits de cancelamento corresponde ao nu´mero
de operac¸o˜es que constituem o padra˜o PBIW.
Na estrutura de dados do padra˜o esta´(a˜o) armazenada(s) a(s) operac¸a˜o(o˜es) da
instruc¸a˜o codificada. Cada operac¸a˜o conte´m um opcode e um nu´mero fixo de operandos.
Cada operando tem dlog2Xe bits, onde X e´ o nu´mero de campos da instruc¸a˜o codificada
PBIW dedicados a armazenar os enderec¸os dos operandos da instruc¸a˜o original (escrita
ou leitura).
Os campos de cancelamento na instruc¸a˜o codificada PBIW indicam que operac¸o˜es
do padra˜o na˜o sera˜o executadas em tempo de execuc¸a˜o. A utilizac¸a˜o de campos de cance-
lamento permite que o padra˜o seja utilizado por mais de uma instruc¸a˜o codificada (reu´so
de padro˜es).
Ao aplicar a te´cnica PBIW sobre um conjunto de instruc¸o˜es especı´fico, o algo-
ritmo de codificac¸a˜o PBIW acrescentara´ um novo passo na infraestrutura de complicac¸a˜o
para gerac¸a˜o de co´digo para o processador alvo. A infraestrutura de codificac¸a˜o de
instruc¸o˜es que mapeia o co´digo de saı´da de um compilador para o esquema de codificac¸a˜o
PBIW foi desenvolvido por [Marks 2012]. A complexidade do algoritmo de codificac¸a˜o
PBIW e´ diretamente relacionada ao algoritmo de busca utilizado para verificar se existe
um padra˜o similar ao rece´m codificado. Caso seja usada uma busca linear sobre
o conjunto de padro˜es, a complexidade assinto´tica do algoritmo de codificac¸a˜o sera´
(O(N2), onde N = nu´mero de padro˜es criados) [Marks 2012].
3. O Processador ρ-VEX
O ρ-VEX [van As et al. 2008] e´ um processador VLIW soft-core configura´vel descrito
em VHDL baseado no ISA VEX [Fisher et al. 2005]. O ISA VEX e´ inspirado no ISA da
famı´lia de processadores HP/ST Lx [Fisher et al. 2005] (o mesmo usado para os proces-
sadores ST200). O ρ-VEX possui uma micro-arquitetura VLIW minimalista: na˜o possui
unidade de gerenciamento de memo´ria nem unidade para ca´lculo de nu´meros de ponto-
flutuante. Apesar dessas limitac¸o˜es, o processador ρ-VEX possui diversas caracterı´sticas,
como instruc¸o˜es longas em memo´ria e projeto soft-core embarcado, que o torna adequado
a adotar uma te´cnica de codificac¸a˜o de instruc¸o˜es.
A Figura 1 apresenta a via de dados do processador ρ-VEX. Depois dos esta´gios
de busca e decodificac¸a˜o, as sı´labas de uma instruc¸a˜o sa˜o despachadas para unidades
de execuc¸a˜o individuais. Cada instruc¸a˜o conte´m 4 sı´labas. Todas as sı´labas podem ser
operac¸o˜es lo´gicas ou aritme´ticas (A), pore´m operac¸o˜es de controle (CTRL) so´ esta˜o pre-
sentes na primeira sı´laba. Operac¸o˜es de multiplicac¸a˜o e divisa˜o (M) podem estar presentes
somente nas segunda e terceiras sı´labas e operac¸o˜es de acesso a` memo´ria (MEM) so´ esta˜o
presentes na quarta sı´laba.













Figura 1. Via de dados arquitetural do processador ρ-VEX.
O conjunto de ferramentas de gerac¸a˜o de co´digo e simulac¸a˜o para ρ-VEX conte´m
um compilador C, bibliotecas ANSI C, um simulador em software (disponibilizado pela
HP [Hewlett-Packard Laboratories 2012]) e o montador ρ-ASM. Apesar da existeˆncia
de ferramentas para gerac¸a˜o e simulac¸a˜o de co´digo, tais ferramentas na˜o suportam a
compilac¸a˜o e simulac¸a˜o de qualquer tipo de programa. Especificamente, na˜o ha´ ferramen-
tas de link-edic¸a˜o, forc¸ando, assim, a remoc¸a˜o de todas as chamadas a func¸o˜es presentes
em bibliotecas externas. Todas as func¸o˜es em um programa devem ser expandidas inline
na func¸a˜o main de forma a preservar o enderec¸amento global de varia´veis. A conversa˜o
para co´digo inline de func¸o˜es e´ um passo obrigato´rio pois o toolchain ρ-VEX na˜o suporta
manipulac¸a˜o de pilha.
4. Projeto da Codificac¸a˜o e Decodificac¸a˜o PBIW sobre o Processador ρ-VEX
De acordo com os paraˆmetros a serem considerados para realizar a codificac¸a˜o PBIW,
projetou-se uma codificac¸a˜o sobre o processador ρ-VEX cujo formato e´ apresentado na
Figura 2. Nesse projeto de codificac¸a˜o PBIW, objetivou-se reduzir o tamanho da instruc¸a˜o
ρ-VEX ao ma´ximo possı´vel, considerando a possibilidade de utilizar diferentes tipos de
operandos na instruc¸a˜o, reusar operandos e reusar padro˜es para diferentes instruc¸o˜es (uso
dos bits de cancelamento). A instruc¸a˜o ρ-VEX original possui tamanho de 128 bits en-
quanto que a nova instruc¸a˜o codificada possui 64 bits. Cada instruc¸a˜o codificada possui
um campo de ponteiro para o respectivo padra˜o PBIW (7 bits), o campo de cancelamento
(4 bits) e 11 campos indexados de 1 a 11. Esses 11 campos podem ser indexados tanto
para operandos de leitura quanto de escrita do Banco de Registradores GR. Os campos
indexados de 1 a 7 sa˜o utilizados para armazenar os operandos de leitura e escrita do
Banco de Registradores BR. Os campos de operandos possuem 5 bits cada, exceto o
u´ltimo campo, que possui 3 bits. Os u´ltimos 3 campos sa˜o usados para armazenar valores
imediatos.
O padra˜o PBIW (Figura 3) possui 96 bits divididos em 4 sı´labas de 24 bits cada.
Uma sı´laba conte´m um campo de opcode de 7 bits, um campo de 2 bits para seletor
de imediato, treˆs campos de 4 bits e um campo de 3 bits usados como ı´ndices para os
operandos na instruc¸a˜o PBIW.
No conjunto de instruc¸o˜es VEX adotado pelo processador ρ-VEX , operac¸o˜es de
desvio como BR e BRF, que possuem seus u´ltimos treˆs bits do opcode fixo, devem arma-
zenar seus enderec¸os de operando de leitura de branch nos campos 5 e 6, respectivamente,
da instruc¸a˜o PBIW.
Registradores GR de Leitura e Escrita
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Figura 2. Instruc¸a˜o codificada PBIW para o processador ρ-VEX.

















Figura 3. Padra˜o PBIW para o processador ρ-VEX.
O processo de decodificac¸a˜o PBIW e´ composto pelos seguintes passos:
• Realiza-se a busca da instruc¸a˜o codificada na memo´ria;
• No esta´gio de decodificac¸a˜o, o padra˜o e´ recuperado na cache de padro˜es utilizando
o ı´ndice armazenado na instruc¸a˜o PBIW;
• Os campos da instruc¸a˜o PBIW sa˜o disponibilizados nas entradas dos multiplexa-
dores do circuito decodificador (Figura 4);
• Apo´s a recuperac¸a˜o do padra˜o na cache de padro˜es os campos que conteˆm os
enderec¸os dos operandos de origem (leitura) e os operandos de destino (escrita)
sa˜o selecionados utilizando os ponteiros existentes no padra˜o.
A visa˜o geral do circuito decodificador PBIW e´ apresentada na Figura 4. Ressalta-
se que a Figura 4 detalha o esquema de decodificac¸a˜o para uma operac¸a˜o da
instruc¸a˜o ρ-VEX. Entretanto, o mesmo processamento (em paralelo) e´ realizado
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Figura 4. Diagrama de blocos do decodificador PBIW para o processador ρ-VEX.
A implementac¸a˜o da cache de padro˜es (P-cache) para o decodificador PBIW tem
um tamanho de 1,5 Kbytes (128 linhas× 96 bits = 12.288 kbits= 1,5 Kbytes) e esta´ imple-
mentada como uma tabela de mapeamento direto junto a unidade Decode do processador
ρ-VEX.
5. Experimentos e Resultados
Esta sec¸a˜o apresenta os resultados obtidos com a utilizac¸a˜o da te´cnica PBIW sobre o pro-
cessador ρ-VEX. Discute-se, em particular, o efeito do circuito decodificador junto a` via
de dados do processador com relac¸a˜o a` a´rea, consumo de poteˆncia dinaˆmica e frequeˆncia
ma´xima de operac¸a˜o do circuito implementado sob a execuc¸a˜o de um conjunto de 13
programas de propo´sito geral.
A Tabela 1 apresenta os programas e as instaˆncias de entrada adotadas nos expe-
rimentos. Todos os 13 programas foram escritos em linguagem C. Alguns (5 programas)
fazem parte do Trimaran Compiler Suite (Simple benchmarks) [Chakrapani et al. 2004].
Os programas mergesort, counting sort, linked list, doubled linked list, avl tree, krus-
kal, prim e floyd warshal sa˜o implementac¸o˜es de algoritmos cla´ssicos de ordenac¸a˜o e
manipulac¸a˜o de estruturas de dados. Todos os programas foram compilados e simulados
usando o toolchain VEX [Fisher et al. 2005].
Nos experimentos com o decodificador PBIW, a tecnologia alvo utilizada para pro-
totipar o processador ρ-VEX com o circuito decodificador foi um kit FPGA Altera DE2 da
famı´lia Cyclone II (EP2C35F672C6). Como ρ-VEX na˜o possui hierarquia de memo´ria,
todos os programas foram inseridos na memo´ria de instruc¸o˜es do soft-core do ρ-VEX an-
tes da sı´ntese do projeto. As memo´rias de instruc¸a˜o e dados foram prototipadas utilizando
os blocos de memo´ria embarcadas denominados M4K [ALTERA 2008]. Os programas
foram inseridos nas memo´rias embarcadas utilizando o arquivo “MIF”(Memory Initiali-
zation File). Os blocos M4K sa˜o capazes de implementar va´rios tipos de memo´ria, por
exemplo: single-port RAM, ROM, FIFO buffers entre outros [ALTERA 2008].
Programas Descric¸a˜o Entrada
avl tree Balan. de A´rvores Inserc¸a˜o: 1 a 12 inteiros
nested complex Encadeamento de loops Default
mergesort Ordenac¸a˜o Vetor: 15 inteiros
counting sort Ordenac¸a˜o Vetor: 20 inteiros
linked list Estrutura de dados Inserc¸a˜o: 28 inteiros
double linked list Estrutura de dados Inserc¸a˜o: 17 inteiros
kruskal A´rvore geradora mı´n. 5x5 matriz de adj.
strcpy Co´pia de strings strings de 55 bytes
prim A´rvore geradora mı´n. 3x3 matriz de adj.
bmm Mult. de Matrizes vars: NUM=5, BLOCK=1
floyd warshall Algo. Caminho mı´nimo 5x5 matriz de adj.
sqrt Me´todo Newton Raphson var: NUM=40
hyper Desvios internos a` loop 200 iterac¸o˜es
Tabela 1. Programas usados nos experimentos.
Os experimentos de caracterizac¸a˜o de dissipac¸a˜o de poteˆncia e frequeˆncia ma´xima
foram realizados utilizando as ferramentas PowerPlay Power Analyzer e o Time-
Quest Timing Analyzer integradas a` ferramenta Altera QuartusTM [ALTERA 2012a,
ALTERA 2012b]. A taxa de comutac¸a˜o, ou taxa de atividade, para o experimento de
dissipac¸a˜o de poteˆncia foi fornecida para a ferramenta atrave´s de um arquivo de simulac¸a˜o
(*.vcd) construı´do a partir do testbench da execuc¸a˜o de cada um dos 13 programas.
5.0.1. A´rea e Dissipac¸a˜o de Poteˆncia
A Figura 5 mostra o nu´mero me´dio de elementos lo´gicos das unidades existentes na via de
dados do processador com a inserc¸a˜o do decodificador. A inserc¸a˜o do circuito decodifica-
dor trouxe um aumento na a´rea da unidade de decodificac¸a˜o de 228% (me´dia entre os 13
programas utilizados) quando comparado com a versa˜o original do ρ-VEX. Esse aumento
pode ser explicado pelo fato da tabela de padro˜es e a lo´gica do circuito decodificador
(multiplexadores) estarem instanciadas na unidade Decode.
A adoc¸a˜o da te´cnica PBIW acarretou maior ocupac¸a˜o de operac¸o˜es em uma
instruc¸a˜o. Essa situac¸a˜o gerou um aumento de 8% na a´rea ocupada pelo banco de registra-
dores GR quando comparada com a versa˜o original do processador. Esse aumento pode
ser explicado pela mudanc¸a no mecanismo de leitura dos dados no banco de registradores
GR. No decodificador PBIW, o enderec¸o armazenado na instruc¸a˜o codificada PBIW deve
ser multiplexado primeiramente para depois ser buscado nos Bancos de Registradores.
Na unidade Execute houve reduc¸a˜o significativa (45%) na a´rea ocupada. Essa
reduc¸a˜o deve-se a` reduc¸a˜o de circuitos comparadores e registradores para identificar a
funcionalidade de cada campo da instruc¸a˜o. A adoc¸a˜o da codificac¸a˜o PBIW reduz a
sobreposic¸a˜o de funcionalidades nos campos da operac¸a˜o uma vez que a instruc¸a˜o codi-






















































Média de Área ocupada por Unidade Funcional
(Elementos Lógicos/ Unidade Funcional)
ρ-VEX
ρ-VEX com PBIW
Figura 5. Me´dia de a´rea ocupada por unidade funcional do processador ρ-VEX.
A poteˆncia total dissipada por um dispositivo FPGA e´ constituı´da por treˆs compo-
nentes: Poteˆncia Dinaˆmica, Poteˆncia Esta´tica e Poteˆncia de Entrada e Saı´da. A poteˆncia
de Entrada e Saı´da e´ a energia consumida devida a` carga e descarga dos condensadores
externos ligados aos pinos dos dispositivos externos. A poteˆncia dinaˆmica e´ a energia
consumida para a operac¸a˜o do dispositivo. A poteˆncia esta´tica e´ proporcional ao nu´mero
de transistores em off-stage.
A inserc¸a˜o do decodificador PBIW, junto a` microarquitetura do processador ρ-
VEX trouxe uma reduc¸a˜o me´dia no nu´mero de elementos lo´gicos de 15%. Esse resultado
na˜o alterou, de maneira significativa, o consumo de poteˆncia esta´tica. Dessa forma, nesse
artigo investiga-se apenas os impactos que a te´cnica de codificac¸a˜o PBIW traz sobre a
poteˆncia dinaˆmica.
Embora a unidade Decode tenha tido um aumento em sua a´rea, o consumo da
poteˆncia dinaˆmica praticamente se manteve constante. Na realizac¸a˜o dos experimentos foi
possı´vel observar que a dissipac¸a˜o de poteˆncia na unidade Decode aumenta a` medida que
ha´ um nu´mero maior de campos da operac¸a˜o com a mesma funcionalidade. Ale´m disso, a
reduc¸a˜o da sobreposic¸a˜o em conjunto com a utilizac¸a˜o dos bits de cancelamento reduziu
o nu´mero de acessos desnecessa´rios a unidades como: CTRL, Writeback, Execute. Essa
eficieˆncia no controle do acesso desnecessa´rio a`s unidades proporcionou uma reduc¸a˜o
de poteˆncia dissipada de 51%, 53% e 50% nas unidades CTRL, Writeback e Execute,
respectivamente.
O reu´so dos padro˜es reduziu a taxa de comutac¸a˜o (toggle) de sinal na memo´ria de
instruc¸a˜o em 48% em me´dia para o projeto com mecanismo decodificador. Outro efeito
da codificac¸a˜o PBIW sobre a memo´ria de instruc¸a˜o foi a reduc¸a˜o no nu´mero de bits de
memo´ria em 62% em me´dia. A consequeˆncia dessas reduc¸o˜es tanto na taxa de comutac¸a˜o
como no total de nu´mero de bits na memo´ria de instruc¸a˜o pode ser vista na Figura 6 que
mostra uma reduc¸a˜o de 60% no consumo de poteˆncia dinaˆmica na memo´ria de instruc¸a˜o
(imem). Em me´dia, a inserc¸a˜o do circuito decodificador PBIW junto a` microarquitetura
do processador ρ-VEX trouxe uma reduc¸a˜o de 30% no consumo de poteˆncia dinaˆmica do
processador.
A frequencia ma´xima de operac¸a˜o do processador com o circuito decodificador
de instruc¸o˜es tambe´m foi avaliada e pode-se observar que o circuito decodificador PBIW
sem restric¸a˜o influencia o caminho crı´tico (atraso ma´ximo entre uma entrada e uma saı´da
no circuito) da via de dados do processador. A origem na reduc¸a˜o da frequeˆncia ma´xima
com a inserc¸a˜o do circuito decodificador PBIW esta´ no aumento do tempo de chegada
de dados na unidade Execute. Este atraso acontece porque a codificac¸a˜o PBIW possibi-
lita que um mesmo imediato seja usado por ate´ quatro diferentes operac¸o˜es na instruc¸a˜o,
gerando assim mais comparac¸o˜es com o mesmo imediato. Com a codificac¸a˜o PBIW um
mesmo imediato pode ser usado por quatro diferentes operac¸o˜es na instruc¸a˜o, ao contra´rio
da instruc¸a˜o VEX que possui campos separados para armazenar imediato de uma deter-
minada operac¸a˜o quando necessa´rio. Aliado ao aumento do nu´mero de operac¸o˜es em um
padra˜o, devido a` otimizac¸a˜o da junc¸a˜o de padro˜es, o circuito decodificador PBIW au-
mentou o fluxo de dados nas entradas dos multiplicadores causando, assim, um atraso no
tempo de chegada.
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Figura 6. Me´dia de poteˆncia dinaˆmica consumida por unidade funcional.
o atraso ma´ximo. A reduc¸a˜o na frequ¨eˆncia de clock ma´xima e´ causada pelo aumento
do rising slack no maior caminho crı´tico. O rising slack e´ o tempo associado a` diferenc¸a
entre o tempo requerido de um dado e do tempo em que o dado chega, na realidade, a cada
conexa˜o. O tempo de chegada (arrival time) de um dado e´ o tempo decorrido para que
um sinal chegue a um determinado ponto. O tempo requerido (required time) e´ o tempo
ma´ximo que um dado pode chegar sem fazer com que o ciclo de relo´gio seja atrasado.
As Tabelas 2 e 3 apresentam o impacto no tempo de chegada (arrival time), em
microsegundos, na execuc¸a˜o dos programas avl tree(pior caso) e counting sort (melhor
caso), respectivamente.
Unidades do Tempo de chegada ρ-VEX Tempo de chegada ρ-VEX
processador ρ-VEX com decodificador PBIW
Clock Path 2,746 3,811
Instruction Memory 3,202 3,202
Decode 4,889 1,794
Writeback 2,952 0
Registers file GR 5,266 0
Execute 0 13,777
Total tempo de chegada do sinal 19,055 22,087
Tabela 2. Caminho crı´tico na execuc¸a˜o do programa avl tree
Unidades do Tempo de chegada ρ-VEX Tempo de chegada ρ-VEX
processador ρ-VEX com decodificador PBIW
Clock Path 2,723 3,549




Register GR 0 5,243
Execute 16,008 0
Total tempo de chegada do sinal 23,438 19,350
Tabela 3. Caminho crı´tico na execuc¸a˜o do programa counting sort
6. Considerac¸o˜es Finais
Este artigo apresentou a implementac¸a˜o de um decodificador de instruc¸o˜es, baseado na
te´cnica de codificac¸a˜o PBIW aplicada sobre um processador soft-core embarcado denomi-
nado ρ-VEX. Em particular, apresentou-se os efeitos do mecanismo decodificador PBIW
sobre o projeto do processador ρ-VEX. Embora na˜o seja limitada a apenas um tipo de
conjunto de instruc¸o˜es, a te´cnica PBIW mostra-se uma alternativa via´vel para reduzir a
a´rea de utilizac¸a˜o do programa na memo´ria e a a´rea utilizada pelo processador. Ale´m
disso, a poteˆncia dinaˆmica do processador tambe´m pode ser reduzida com a adoc¸a˜o de
te´cnicas de codificac¸a˜o/decodificac¸a˜o de instruc¸o˜es.
Os resultados obtidos com essa te´cnica demostraram que a codificac¸a˜o PBIW
apresenta uma taxa de compressa˜o significativa o que e´ refletido pela reduc¸a˜o na a´rea
da memo´ria de instruc¸o˜es. Especificamente, os experimentos em hardware revelam que
o mecanismo decodificador PBIW trouxe reduc¸a˜o na a´rea total ocupada pelo hardware
do processador em 15%. Em me´dia, houve tambem reduc¸a˜o de poteˆncia dinaˆmica de
30%. Apesar dos ganhos sobre a reduc¸a˜o de a´rea e poteˆncia dinaˆmica com a adoc¸a˜o do
decodificador PBIW, pode-se observar uma reduc¸a˜o na frequencia ma´xima de operac¸a˜o
do processador de, ate´, 10%.
Embora na˜o apresentados neste artigo, foram realizados experimentos de desem-
penho considerando a taxa de acertos na memo´ria de instruc¸o˜es e na Cache de padro˜es.
Comparando as taxas de acerto entre os programas sem e com codificac¸a˜o sob a mesma
configurac¸a˜o, tamanhos de memo´rias e controladores de cache, foi comprovado que os
programas codificados com a te´cnica PBIW apresentam uma melhoria significativa de
desempenho uma vez que ma´ximiza a taxa de acertos (instruc¸o˜es menores e em maior
quantidade na memo´ria) e reduz o tempo de busca de instruc¸o˜es.
Como trabalhos futuros objetiva-se estender a capacidade de manipulac¸a˜o de pro-
gramas de benchmarks no processador ρ-VEX. Busca-se tambe´m comparar detalhada-
mente o comportamento do processador ρ-VEX com e sem o decodificador PBIW so-
bre a implementac¸a˜o de ASICs com tecnologia de .35µm. Ale´m de tambe´m estender a
aplicac¸a˜o da te´cnica PBIW para processadores escalares.
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