Abstract-The linear deterministic network model of Avestimehr, Diggavi and Tse has attracted attention because it captures certain physical aspects of wireless communication such as broadcasting and interference but is discrete and deterministic like traditional wireline network models. We study the unicast problem for this network model using results from matroid theory and submodular optimization, and we provide deterministic and polynomial-time coding schemes that can achieve the capacity.
I. INTRODUCTION
The linear deterministic model of relay networks (LDRN) of [4] , [5] was put forward as an attempt to gain insight into the flow of information over wireless networks, and it can be viewed as a generalization of the traditional wireline network model. In addition to introducing this model, Avestimehr, Diggavi, and Tse established a generalization of the classic max-flow/min-cut theorem of Ford and Fulkerson [9] for the transmission of a multicast session [1] over this type of network [4] , [5] . However, their proof of the achievability of an information-theoretic cut-set bound is non-constructive and uses a random coding argument. The papers [2] , [11] , [20] , [22] have recently proposed deterministic capacity-achieving schemes for this problem in the case of a unicast session. The contribution of this paper is to offer new proofs of the results in [20] , [22] which are based on bimatroids [13] , [19] and submodular flow [8] . Bimatroids are also central to the approach and analysis of [11] , but we use them in conjunction with the Rado-Hall theorem [16] , [23, Ch. 7] while [11] combines them with matroid partitioning and matroid intersection algorithms. Due to the space limitation we mention several results without proofs and defer the proofs to the longer version of this paper.
II. LDRN
A LDRN is a layered directed network with set of nodes V = M i=1 V i , where V i denotes the set of nodes in layer i, and set of edges E. Let V i = {v i (1), · · · , v i (m i )}, where m i denotes the number of nodes in layer i. The first layer consists of a single node s = v 1 (1) called the source node, and the last layer consists of a single node t = v M (1) called the destination node. There is an edge from every node in V i to every node in V i+1 .
During one use of the communication channel between layers i and i + 1, v i (j) transmits vector x i [j] to the nodes in
where G i [k, j] is a predetermined "transfer function," and all vectors and matrices are over a fixed finite field F q . One can define
. . .
In this setting the transmitted vector
can be any function of the received vector
The capacity or maximum rate of reliable information transfer between s and t can be characterized in terms of cuts of the network. A cut Ω is a subset of the nodes V , and Ω is said to separate s and t if s ∈ Ω and t ∈ Ω V \ Ω.
For any cut Ω, let the cut function C(Ω) be given by
where the rank function is computed in the field F q . Avestimehr, Diggavi, and Tse [4] , [5] proved Theorem 1. The capacity of the linear deterministic relay network is given by C = min Ω separates s and t C(Ω).
III. TRANSMISSION BETWEEN TWO LAYERS
Following the approach of [20] , [22] we begin by discussing a notion of flow from the nodes of V i to the nodes of V i+1 for 1 ≤ i ≤ M − 1. For a matrix G label the rows of G with elements from a set P and the columns of G with elements from a set Q. For p ∈ P and q ∈ Q let G(p, q) denote the element in row p and column q. For A ⊆ P and B ⊆ Q let G (A, B) denote the submatrix of G consisting of the rows in A and columns in B. Next consider a partition of the row indices as P = 
. Given these partitions, we say that matrix G is a block matrix with m×n blocks and we use the notation G[k, j] to denote the block G(P [k], Q[j]). Notice that the matrix G i defined in the previous section is a block matrix with m i+1 × m i blocks.
for all 1 ≤ k ≤ m and 1 ≤ j ≤ n. Furthermore, we say that such a submatrixĜ is a solution for flow d and it has rate R.
In [20] , [22] we provided the following necessary and sufficient conditions for matrix 
(
The rest of this section is devoted to a new proof of Theorem 3.
A. Matroids, Bimatroids and Rado-Hall Theorem
In this section we provide some basic results from matroid theory that we will use later in our proofs.
First we introduce matroids (see [23, Ch. 1] ). Suppose that for a set H, 2 H denote the set of all its subsets.
Definition 4. Given a set E and a function r : 2 E → N we say that the pair (E, r) is a matroid if:
Kung [13] and Schrijver [19] have independently introduced the following combinatorial abstraction of matrices which are called bimatroids or linking systems.
Definition 5. Given sets X and Y and a function λ : 2 X × 2 Y → N we say that the triple (X, Y, λ) is a bimatroid if:
Consider a matrix G with set of indices of rows P and set of indices of columns Q. Then if λ 0 (X, Y ) = rank(G(X, Y )) for any X ⊆ P and Y ⊆ Q, the triple (P, Q, λ 0 ) is a bimatroid [13] , [19] . Next we define the set E 0 = P ∪ Q which is the disjoint union of the indices of rows and columns of the matrix G. We also consider the following rank function defined on the subsets of E 0 . For every X ⊆ P and every Y ⊆ Q we let
Theorem 6. (Kung [13] )(E 0 , r 0 ) as defined above is a matroid.
Finally we will use the following transversal theorem for matroids. In every matroid (E, r), a set A ⊆ E is an independent set if r(A) = |A|.
Theorem 7. (Rado-Hall [16] , [23, Ch. 7] ) Let (E, r) be a matroid and A 1 , · · · , A n ⊆ E. Given non-negative integers 
B. Sketch of proof of Theorem 3
Consider a matrix G with rows having indices in P and columns having indices in Q. Define r 0 as in (2) . By Theorem 6, (P ∪ Q, r 0 ) is a matroid. Next consider the partition of
as in the setting of Theorem 3. Assign to each P [k] a non-negative integer g k and to each Q[j] a non-negative integer h j . By the Rado-Hall theorem, there exist disjoint subsetsP
is an independent set in (P ∪ Q, r 0 ) if and only if for every W ⊆ {1, · · · , m} and J ⊆ {1, · · · , n} we have
. It is possible to show [21] that (a) the condition in (3) is equivalent to the condition of Theorem 3 for W and U = {1, · · · , n} \ J, and (b) the existence of the desired independent set in the matroid (P ∪Q, r 0 ) is equivalent to having a solutionĜ for the flow d in matrix G.
IV. FLOW IN THE NETWORK
Following [20] , [22] we next consider the notion of flow in the entire network. This notion of flow underlies our coding scheme for LDRNs. We will show a connection between our flow and submodular flow and we will prove that our coding scheme is capacity-achieving by applying known results on the maximum submodular flow in networks.
Definition 8. Suppose non-negative integers, i (j), 1 ≤ i ≤ M, 1 ≤ j ≤ m i are given such that they satisfy
is a rate-R flow supported by matrix G i .
Suppose that for each 1 ≤ i ≤ M −1 the rows and columns of matrix G i are indexed by elements of sets P i and Q i respectively. Also consider partitions
for every 1 ≤ k ≤ m i+1 and 1 ≤ j ≤ m i . We also use the elements of P i and Q i to respectively index elements of vectors y i+1 and x i consistent with indices for rows and columns of G i , such that
Suppose that network N has a flow d
i.e., every matrix G i has a rate-R flow
A rate-R flow supported by the LDRN corresponds to the following simple rate-R coding scheme:
Coding Scheme: Given the length-R encoded vector y s (ω), node s generates vector x 1 by settingx 1 = y s (ω) and the other entries of x 1 to zero. The transformation at every relay node v i (j) is similar: after receiving vector y i (j), node v i (j) encodes vector x i (j) by setting
and setting
Notice that the dimension of the subvectors on both sides of (4) are equal since they both have length i (j). Finally node t first extracts the subvectorŷ M from the received vector y M and then decodes the encoded message y s (ω) as follows. Observe that for every i,ŷ i+1 =Ĝ i ·x i . SinceĜ i is a full-rank matrix, we havex i =Ĝ
Since the matricesĜ i are nonsingular, the decoding operation is well defined.
In this section we provide a new proof of the following result from [20] , [22] : Theorem 9. A linear deterministic relay network with capacity C has a rate-R flow if and only if R ≤ C.
This result shows that our coding scheme can achieve the capacity of the network. To analyze our flow, we first give basic definitions and results on submodular flow:
A. Submodular Flow
Here we introduce submodular flow and the corresponding max-flow/min-cut theorem from [15, §9.3] .
Let G(V, A) be a directed graph with node set A and edge set A. For every a ∈ A let ∂ + a be the tail of a and ∂ − a be the head of a. For each node v ∈ V define
For H ⊆ V define
In words ∆ + H is the set of edges that are leaving H and ∆ − H is the set of edges that are entering H.
In a submodular flow problem [8] we are given a graph G(V, A), an upper capacity function c u : A → R ∪ {+∞} , a lower capacity function c l :
The submodular flow problem is feasible if it admits a feasible flow.
The maximum submodular flow problem is to find a feasible flow φ that maximizes φ(a 0 ) for a specific edge a 0 ∈ A. Theorem 10. (Max-flow/min-cut theorem) for a feasible submodular flow problem, the maximum value of φ(a 0 ) for a 0 ∈ A is min c u (a 0 ),
If c l , c u and ρ are integer valued and the above expression is finite, then there exists an integer-valued maximum flow φ : A → Z.
B. Proof of Theorem 9
Given our LDRN we construct an auxiliary graph G(V, A) for which there is a correspondence between a submodular flow problem on G and a flow in our LDRN. The new proof of Theorem 9 will follow from an application of Theorem 10 to this submodular flow problem on graph G.
The auxiliary graph: Define G(V, A) by
where a i (j) = (ν i (j), υ i (j)) and a 0 = (ν M (1), υ 1 (1)) .
The submodular flow problem on graph G: Fix a positive integer R 0 . Let c u (a) = +∞ for a ∈ A\ {a 0 }, c u (a 0 ) = R 0 , and c l (a) = 0 for every edge a ∈ A. To define function ρ : 2 V → R ∪ {+∞} we need some definitions. For any
and ρ by
Lemma 11. The function ρ defined above is submodular and satisfies ρ(∅) = ρ(V) = 0.
The functions c l , c u , and ρ defined above are the setting for a submodular flow problem on graph G. The submodular flow problem is feasible, because the flow φ(a) = 0 for every a ∈ A is always a feasible flow.
Let Φ be the set of all integer functions φ : A → Z with φ(a 0 ) ≤ R 0 . Also let D be the set of all integer We have chosen c l and ρ(H) to be integer value. Also c u (a) can be selected as a very large integer constant for all edges in A\ {a 0 } and is an integer for a 0 with c u (a 0 ) = R 0 . Therefore the second part of Theorem 10 implies that a submodular flow with φ(a 0 ) = min {R 0 , C} is feasible in G with integer values for every integer R 0 ≥ 0. By Lemma 12, all flows with rate R 0 ≤ C are achievable in the corresponding linear deterministic relay network, proving Theorem 9.
V. ALGORITHMIC DISCUSSION
We next discuss the complexity of constructing a coding scheme for a LDRN. We begin by finding a solution for a feasible flow for a matrix. Proof: We use some basic facts and results from matroid theory. In Subsection III-A we saw one definition of a matroid. Next consider the following equivalent definition of a matroid which focuses upon its independent sets: Definition 15. Given a set E and a family of its subsets I, we say that the pair (E, I) is a matroid if:
2) If A ∈ I, then B ∈ I for every B ⊆ A.
3) If X, Y ∈ I and |X| > |Y |, then there exists x ∈ X such that x / ∈ Y and Y ∪ {x} ∈ I.
I is the set of all independent sets of the matroid. For our purposes, we construct a matroid as follows. Given a set E and a family of disjoint subsets A 1 , · · · , A n of E, let 1 , · · · , n be non-negative integers. Let
It is straightforward to use Definition 15 to verify that M 2 = (E, I) is a matroid. Let M 1 = (E, r) be another matroid. Let I 1 = {X : X ⊆ E, |X| = r(X)} represent the set of all independent sets of M 1 . In the maximum-size common independent set problem (see [17, Ch. 41]) we look for a set M ∈ I ∩ I 1 with maximum cardinality, i.e., |M | = max I∈I∩I1 |I|. Suppose that there exists disjoint subsetsÂ 1 ⊆ A 1 , · · · ,Â n ⊆ A n with |Â i | = i andÂ =Â 1 ∪ · · · ∪Â n an independent set of M 1 . We observe that in this caseÂ is a solution of the maximum-size common independent set problem. There are polynomial-time algorithms for solving the maximumsize common independent set problem. For instance the "cardinality matroid intersection algorithm" in [17, §41.2] has a complexity of O( 2 |E|( + t)), where in our setting, = 1 + · · · + n , and t is the maximum time needed to evaluate r(A) for any subset A ⊆ E.
Returning to the problem of finding a solution for a feasible flow, suppose that matrix G admits a flow d = (h 1 , · · · , h n ; g 1 , · · · , g m ). As we have seen in the proof of Theorem 3, finding a solutionĜ to the flow d is equivalent to finding subsetsP [j] is an independent set in the matroid (P ∪ Q, r 0 ). By the previous argument, the approach of applying the cardinality matroid intersection algorithm in [17, §41.2] has complexity O( 2 |P ∪ Q|( + t)),
