II. Procedure
In Bag of Words a SIFT variant is used. Normally, SIFT divides a patch into 4 by 4 sub patches where for each sub-patch a Histogram of Oriented Gradients is calculated. Two lines of investigation are followed, as visualized in Fig. 1 . The first line is the normal situation where we a visual concept detection algorithm is applied and which image parts contribute how much in identifying the target object are determined. The second line is the ideal situations where we use the known object locations to isolate the object, surround, and object interior and object border. The first line shows what currently is measured, and the second reveals what could be measured.
We evaluate the visual extent of an object in the Bag of-Words framework in terms of the object surround, object border, and object interior. First we investigate the influence of the surround with respect to the complete object. Then we investigate the influence of the object border with respect to the object interior. The ground truth object locations are used to isolate the object from its surround in both aspects. As the Bag-of-Words framework thrives using lots of data, a large dataset where the locations are given in terms of bounding boxes is used. In the normal situation the distinction is made between object/surround and interior/border after classification on the test set only. In the ideal situation this distinction is made beforehand on both the training and test set. When there are multiple instances of the same class their measurements are combined to avoid measuring object features in its surround.
The Dataset
We choose to use datasets from the widely used Pascal VOC challenge as this allows for a good interpretation and comparison with respect to other work. We benchmark our Bag of-Words algorithm on the Pascal VOC 2007 classification challenge to show our framework is competitive. Our analysis is done on two Pascal VOC 2010 datasets. First, we use the classification dataset which provides the object locations in terms of bounding boxes. In this dataset we emphasize quantity of annotations over the quality of annotations. Second, we use the segmentation dataset which is much smaller but provides more accurate object locations in terms of segments. For the Pascal VOC 2010 datasets we use the predefined train set for training and the val set for testing.
FIGURE 1

The Confusion Average Precision Matrix (CAMP)
To facilitate analysis, a confusion matrix is developed based on the Average Precision, which we call Confusion Average Precision Matrix or CAMP. The CAMP includes the Average Precision in its diagonal elements and, similar to a confusion matrix, shows which classes are confused. We define the confusion or offdiagonal elements of the CAMP as the total loss of Average Precision of encountering a specific non-target class in the ranked list. To calculate the loss we traverse the ranked list in decreasing order of importance. When a non-target class is encountered at position i, the loss L is the difference between the AP assuming a perfect ranking from position i and the AP assuming a perfect ranking from position i + 1. The total confusion with a non-target class d is the sum of loss to that class, calculated by_xi∈d L(xi ). As we measure confusion in terms of loss, by definition the AP plus the sum of the loss over all classes adds to one.
Bag-of-Words Framework
A condense overview of our Bag-of-Words implementation (Uijlings et al. 2010 ) is given in Table 1 . We sample small regions at each pixel which is an extreme form of sampling using a regular, dense grid ( Zhang et al. 2007 ). Thus we use intensity-based SIFT, opponent-SIFT, rg-SIFT (normalised RGB), RGBSIFT, and C-SIFT. Normally, SIFT consists of 4 by 4 subregions. However, we want our descriptors to be as small as possible in our experiments to be able to make the distinctions between object interior, object border, and object surround as crisp as possible.We therefore extract SIFT features of 2 by 2 subregions, which degrades performance no more than 0.02 MAP. The size of such SIFT patch is 8 by 8 pixels. • Random Forest:
• Image Divisions: -2×2 SIFT 4 binary decision Spatial Pyramid -2×2 opp-SIFT trees of depth 10 -1×1, 1×3 -2×2 rg-SIFT Ground truth loc. -2×2 RGB-SIFT -object/surround -2×2 C-SIFT -interior/border
Analysis Without Knowing the Object Location
The line of analysis where the object locations are unknown shows how all parts of the image are used for classification by current state-of-the-art methods. We first classify images using a standard, state-of-the-art Bag-of-Words framework. After classification, we project the output of the classifier back onto the image to obtain a visualisation of pixel-wise classifier contributions; the sum of the pixel-wise contributions is equal to the output of the original classifier, which measures the distance to the decision boundary. After we have created the pixel-wise classifier contributions, we use the ground truth object locations to determine how much each image part (i.e. surround, object, object interior,object border) contributes to the classification. When an image contains multiple objects of the same class, we add contributions of all its locations together. When an image contains the target class, its location is used to make the distinction into object, surround, object interior, and object border. If the image does not contain the target class, we use the class with the highest classification contribution to make this distinction. This allows us to create a partitioning for both target and non-target images, which we need in order to calculate the Average Precision that is defined over the whole dataset (there is no "true" partitioning into the object and its surround for non-target images).
Distinguishing Object, Surround, Interior, and Border
For boxes, the ground truth locations separate the object from the surround. Note that the nature of the boxes cause some surround to be contained in the object. To separate the object interior from the object border, we define an object interior box as being a factor n smaller than the complete object box while its centre pixel remains the same. To determine the interior box we use the idea that object border contains the shape and the object interior contains texture and interior boundaries, which should be complementary. Separating complementary information should yield better results for the combination, hence we find the optimal interior boxes by optimising classification accuracy over n on the training set using cross-validation.We found a factor 0.7 to be optimal. This means that 49% of the object is interior and the rest border. For segments the Pascal VOC dataset only annotates the interior of the object while there is a 5 pixel zone around where the borders of the objects are. We want to ensure that no surround descriptors measure this border zone, and no interior descriptors measure this border zone. As we use the middle of our descriptor as point of reference in the ideal situation, we extend this border zone with half our descriptor size both inwards and outwards. Extending the border outwards yields our outlines of the object. Extending the border inwards yields the separation between object interior and object border. Our object border hence becomes 13 pixels wide. We measured that on average over all objects, 46% of the object becomes interior and the rest border.
III.
Proposed Results
Classification Without Knowing the Object Location
We first benchmark our Bag-of-Words system on the Pascal VOC 2007 dataset, on which most results are published. For our normal Bag-of-Words system where we do not know the object location we achieve an accuracy of 0. 
Classification in Ideal Setting with Known Object Location
In this experiment we use the object location to create a separate representation for the surrounding and the object, where the representation of the object may be split into the interior and the border of the object. We compare this with the results of normal situation where the object location is not known. Clearly, for all classes knowledge of the object location greatly increases performance. The overall accuracy of the normal situation is 0.54 MAP, the accuracy of the ideal situation when making the distinction between object and surround is 0.68 MAP (where no Spatial Pyramid is applied to the object). When creating separate representations for the surround, object interior, and object border performance increases to 0.73 MAP. This shows that the potential gain of knowing the object locations is 0.19 MAP in this dataset. Similarly, on the segmentation dataset, in the normal situation where the object location is not known the classification accuracy is 0.44MAP.When separating the object from the surround accuracy rises to 0.62 MAP. If we make a separation between surround, object interior, and object border accuracy improves to 0.69 MAP. The huge difference between the accuracy without and without knowing the object location shows that the classifier cannot distinguish if visual words belong to the object or surround. We investigate the cause by determining for each visual word the probability that it occurs in an object (i.e. in any of the specified object classes). This graph shows that 1% of the words have a larger than 90% probability of describing background. We found that these words describe mostly homogeneous texture (e.g. sky). In contrast, no single word has a larger than 90% probability of occurring on an object and less than 2% of the visual words occur on an object more than 75% of the cases. Note that these numbers are the same when using 4×4 SIFT. This means that no visual words exclusively describes objects and that these visual words are less specific than generally thought.
Object Versus Surround Using Segments
We repeated the experiments to analyse the influence of the object and the surround, but this time on fewer data but using more accurate object locations in terms of segments. The comparison of the influence between the object and its surround in the normal situation for segments looks similar, except that performance of using only the object is worse. Hence with fewer training examples the classifier is still able to learn the appearance of the surrounding but has less success in learning the appearance of the object itself. This means that the appearance of the context is simpler than that of an object. To verify whether this change in behaviour comes from the omission of any context while using segments, we repeated the experiment on the segmentation dataset but using boxes. Results were the same. Hence we conclude that the behaviour results from using fewer training examples: to accurately learn the appearance of these relatively difficult classes more training data is needed.
Interior versus Border
The object interior consists of texture and of interior boundaries, reasonably captured by a Bag-ofWords representation. However, this representation may be less appropriate for the object boundary as the object shape is intuitively better represented by larger fragments with more geometric constraints.
Hence while the conclusions made on the relative contribution of the border and the interior may not extend to object recognition in general, it will still be indicative of the relative difficulty of obtaining information of the object border and object interior.
IV. Conclusion:
This paper investigated the visual extent of an object in terms of the object and its surround, and in terms of the object interior and the object border. Our investigation was performed from two perspectives: The normal situation where the location of the objects are unknown, and an ideal situation with known object locations. For the normal perspective we visualised how the Bag-of-Words framework classifies images. These visualisations indicate that the support for the classifiers is found throughout the whole image occurring indiscriminately in both the object and its surround, supporting the notion that context facilitates image classification (Divvala et al. 2009; Oliva and Torralba 2007) . While for some classes with a highly varying surround Bag-of-Words learns to ignore the context, as observed by Zhang et al. (2007) , this does not generalise to all classes. We found that the role of the surroundings is significant for many classes. For boat the object area is even a negative indicator of its presence. At the same time, we have demonstrated that when the object locations are known a priori, the surroundings do not help to increase the classification performance significantly. After ideal localisation, regardless of the size of the object, the object appearance alone predicts its presence equally well as the combination of the object appearance and the surround.
We showed that no visual words uniquely describe only object or only surround. However, by making the distinction between object and surround explicit using the object locations, performance increases significantly by 0.20 MAP. This suggests that modelling the object location can lead to further improvements within the Bag-of-Words framework, where we see the work of Harzallah et al. (2009) as a promising start. Regarding the surround the following view arises. The surroundings are indispensable to distinguish between groups of classes: furniture, animals, and land-vehicles. When distinguishing among the classes within one group the surroundings are a source of confusion. Regarding the object features, we have observed differences how classes are being recognised: (1) For the physically rigid aeroplane, bicycle, bus, car, and train classes interior and exterior boundaries are important, while texture is not. (2) The non-rigid animals dog, cat, cow, and sheep are recognised primarily by their fur while their projected shape varies greatly. While SIFT feature values respond to interior boundaries, exterior boundaries, and texture at the same time, the recognition differences suggest that using more specialised features could be beneficial. Bag-of-Words with SIFT measure texture, interior object boundary fragments, and shape boundary fragments as local details. For identifying the context of an image this is adequate, especially considering that context partially consists of shapeless mass-goods such as grass, sky, or water. In contrast, for objects features more spatial consistency could help. This suggests that future features would render more improvements on recognising objects than on recognizing context. This is consistent with the observation by Biederman (1981) in human vision that objects viewed in isolation are recognised as easily as objects in proper context.
