Reinforcement learning (RL) has been widely studied for improving sequence-generation models. However, the conventional rewards used for RL training typically cannot capture sufficient semantic information and therefore render model bias. Further, the sparse and delayed rewards make RL exploration inefficient. To alleviate these issues, we propose the concept of nested-Wasserstein distance for distributional semantic matching. To further exploit it, a novel nested-Wasserstein self-imitation learning framework is developed, encouraging the model to exploit historical high-rewarded sequences for enhanced exploration and better semantic matching. Our solution can be understood as approximately executing proximal policy optimization with Wasserstein trust-regions. Experiments on a variety of unconditional and conditional sequence-generation tasks demonstrate the proposed approach consistently leads to improved performance.
Introduction
Sequence generation is an important research topic in machine learning, covering a wide range of applications, including machine translation [Bahdanau et al., 2015 , Cho et al., 2014 , Sutskever et al., 2014 , image captioning [Anderson et al., 2017 , Vinyals et al., 2015 , Xu et al., 2015 , and text summarization [Paulus et al., 2017 , Rush et al., 2015 . Standard sequence generation follows an auto-regressive model design under maximum likelihood estimation (MLE) learning [Huszár, 2015 , Sutskever et al., 2014 , Wiseman and Rush, 2016 . That is, models are trained to maximize the expected Proceedings of the 23 rd International Conference on Artificial Intelligence and Statistics (AISTATS) 2020, Palermo, Italy. PMLR: Volume 108. Copyright 2020 by the author(s).
log-likelihood of the next word conditioned on its preceding ground-truth partial sentence. However, when testing, the generated partial sequence is fed to the generator to draw the next token. Such a discrepancy between training and testing, commonly known as exposure bias, leads to accumulated approximation errors along the sequence-generation trajectory [Bengio et al., 2015 , Ranzato et al., 2016 .
To address exposure bias, reinforcement learning (RL) techniques have been introduced [Ranzato et al., 2016] . Unlike MLE, which only leverages training examples, RL can also exploit samples drawn from the current policy. Improvements are gained from reinforcing the training towards more-plausible generations, typically based on a user-specified reward function [Ranzato et al., 2016 , Yu et al., 2017 . However, the manually designed rewards often target specific desirable properties in sequence generation (e.g., matching n-gram overlap between generated sequences and ground-truth references), which unintentionally induces extra bias and is often criticized as a bad proxy for human evaluation [Wang et al., 2018a , Hu et al., 2019 . Concerns have also been raised w.r.t. efficient exploration in sequence generation. In existing RL-based methods for sequence generation [Bahdanau et al., 2017 , Ranzato et al., 2016 , Rennie et al., 2016 , all experiences are treated as equivalent. However, merely relying on policy samples to explore often leads to forgetting a high-reward trajectory, unless it can be re-sampled frequently [Liang et al., 2018] . This problem becomes severe in the sparse-reward setting in sequence generation, i.e., the reward is only available after the whole sentence is generated.
Motivated by the above observations, we present a novel nested-Wasserstein Self-Imitation Learning (WSIL) framework for sequence generation. Specifically, we propose the nested-Wasserstein distance, a generalization of the Wasserstein distance, and exploit it to measure distance between the behavior policy and the artificial policy defined by the replay buffer to encourage self-imitation. The nested-Wasserstein distance is well suited for distributional semantic matching be-arXiv:2001.06944v1 [cs.CL] 20 Jan 2020 tween two (sequence) distributions whose samples are still discrete distributions, as in the case of sequence generation. The proposed WSIL is inspired by and derived from the policy optimization with Wasserstein trust-regions [Zhang et al., 2018b] . It provides a novel reward function to match the generated sequences with the high-reward sequences in the replay buffer, encouraging distributional semantic matching rather than simple n-gram overlapping.
The main contributions of this paper are summarized as follows. (i) A novel nested-Wasserstein self-imitation learning framework is developed for sequence generation, exploiting historical good explorations for better future exploration. (ii) A novel nested-Wasserstein distance is introduced for sequence generation via distributional semantic matching, effectively alleviating the model training bias imposed by conventional rewards. (iii) Extensive empirical evaluation is performed on both unconditional and conditional text generation tasks, demonstrating consistent performance improvement over existing state-of-the-art approaches.
Background
Sequence-generation model We consider the problem of discrete sequence generation, which learns to generate a sequence Y = (y 1 , . . . , y T ) ∈ Y of length T , possibly conditioned on context X. Here each y t is a token from vocabulary A. Pairs (X, Y ) are used for training a sequence-generation model. We are particularly interested in applications to text generation, where Y is a sentence and each y t is a word. Starting from the initial state s 0 , a recurrent neural network (RNN) produces a sequence of states (s 1 , . . . , s T ) given an input sequence-feature representation (e(y 1 ), . . . , e(y T )), where e(·) denotes a word embedding mapping a token to its d-dimensional feature representation. The states are recursively updated with a function known as the cell: s t = h θ (s t−1 , e(y t )), where θ denotes the model parameters. Popular implementations include Long Short-Term Memory (LSTM) [Hochreiter and Schmidhuber, 1997 ] and the Gated Recurrent Unit (GRU) [Cho et al., 2014] . In order to generate sequence Y s from a (trained) model, one iteratively applies the following operations: y s t+1 ∼ Multi(softmax(g(s t ))) ,
s t = h(s t−1 , e(y s t )) ,
where Multi(·) denotes a multinomial distribution. In conditional generation, s 0 is initialized with Enc(X), where Enc(·) encodes the relevant information from the context [Bahdanau et al., 2017 , Cho et al., 2014 . For unconditional generation, one typically draws s 0 from a standard Gaussian distribution.
Sequence generation as an RL problem Sequence generation can be considered as an RL problem with deterministic state transition and sparse reward. It can be formulated as a Markov decision process (MDP) M = S, A, P, r , where S is the state space, A is the action space, P is the deterministic environment dynamics and r(s, y) is a reward function. The policy π θ , parameterized by θ, maps each state s ∈ S to a probability distribution over A. The objective is to maximize the expected reward, defined as:
where Y (s 1 , y 1 , · · · , s T , y T ) is a trajectory from policy π θ with y t ∈ A, and r(Y ) represents the reward for a sentence Y , and r(s t , y t ) is the step-wise reward. RL seeks to learn an optimal policy, that maximizes the expected total reward J(π θ ).
Optimal transport on discrete domains The optimal transport (OT) distance W c (µ, ν) is a discrepancy score that measures the distance between two probability distributions µ(·) and ν(·) w.r.t. a cost function c(·, ·). Specifically, we consider two discrete distributions µ n i=1 u i δ zi and ν m j=1 v j δ z j with δ z the Dirac delta function centered on z. The weight vectors u = {u i } n i=1 ∈ ∆ n and v = {v j } m j=1 ∈ ∆ m respectively belong to the n and m-dimensional simplex, i.e., n i=1 u i = m j=1 v j = 1. Accordingly, Wasserstein distance is equivalent to solving the following minimization problem:
where n j=1 T ij = 1 m and m i=1 T ij = 1 n are the constraints, ·, · represents the Frobenius dot-product, and C is the cost matrix defined by C ij = c(z i , z j ). Intuitively, the OT distance is the minimal cost of transporting mass from µ to ν.
Distributional Semantic Matching
We first consider evaluating the sentence from syntactic and semantic perspectives. Conventional metric rewards (e.g., BLEU) can capture the syntactic structure better, where the exact matching of words (or short phases) to the reference sequences is encouraged, which induces strong bias in many cases. As such, we focus on the semantic matching and propose the nested-Wasserstein distance, which defines the distance between two sequence distributions. Nested-Wasserstein distance provides a natural way to manifest semantic matching compared with the conventional rewards used in existing RL-based sequence models. Alternatively, we can train a discriminator to learn the reward model, but empirically it only rewards high-quality generations, even though they may be characterized by mode
Reference:
There are six freshmen playing football . To better understand the issue, consider the example on sequence matching in Table 1 . One can also use a naive way of semantic matching, i.e., measuring a distance between average word embeddings. It is clear that while the first candidate sentence has a similar syntactic structure to the reference, the second candidate sentence is more semantically consistent with the reference. However, popular hard-matching metrics [Papineni et al., 2002 , Vedantam et al., 2015 and the naive method consistently indicate the first candidate is a better match to the reference. The above contradiction can be alleviated if the reward metric is more semantic-aware. So motivated, the remainder of this section is devoted to a discussion of design and implementation of Wasserstein rewards. The general idea is to match the semantic features via minimizing the Wasserstein distance between hypothesis sentences and their references in the semantic space. A nested version of the Wasserstein distance arises when integrating the distributional semantic matching into the objective of sequence distribution matching.
Definition 1 (Wasserstein Distance between Sequence Pairs) Consider sequence Y = (y 1 , . . . , y T ) as a discrete distribution p Y = 1 T t δ e(yt) in the semantic space, with the length-normalized point mass placed at the word embedding, i.e., z t = e(y t ) of each token y t from the sequence Y . Given a hypothesis sequence Y w.r.t. a reference sequence Y , we define the Wasserstein distance as W c (p Y , p Y ) min T T, C between p Y and p Y with cost c(z, z ). When the cosine distance c cos (z, z ) = 1 − z z z 2 z 2 is used as our cost, we define the Wasserstein reward as r s (Y, Y ) T * , 1 − C , where T * is the optimal transport matrix. Figure 1 : Illustration of nested-Wasserstein distance (W nc ) over distributions of sequences (P Y ), showing how the distance is defined in a nested manner to measure distance of sequence distributions. c cos is the word ground metric; W c is the sequence ground metric.
Word-level

Sequence-level
Nested-Wasserstein distance Our ultimate goal is to measure distance between two policy distributions instead of sequence pairs. Given two sets of sequences from two policies, one aims to incorporate the semantic information between sequences into the distance measure. To this end, we propose the nested-Wasserstein distance in Definition 2. Figure 1 illustrates the nested-Wasserstein, considering both word-and sequence-level matching with Wasserstein distance.
j=1 drawn from two sequence distributions P Y and P Y , where K and K are the number of sequences in Y and Y . The nested-Wasserstein distance, denoted as W nc (P Y , P Y ), is a metric measuring the distance between P Y and P Y defined in a nested manner:
where T ij ≥ 0 satisfies i T s ij = 1 K and j T s ij = 1 K ; and W c (·, ·) denotes the c-Wasserstein distance defined in (4). Remark 1 The word "nested" comes from the definition in (5), which essentially consists of two nested levels of Wasserstein distances. The proposed nested-Wasserstein distance brings in the semantic information via the distance measure W c in the first level distance. Note that we have omitted the expectation over samples in (5) for simplicity, as we essentially use a single set of samples to approximate W nc (·, ·) in algorithms.
Sample-based estimation of nested-Wasserstein distance Computing the exact Wasserstein distance is computationally intractable [Arjovsky et al., 2017 , Genevay et al., 2018 , Salimans et al., 2018 , let alone the proposed nested-Wasserstein distance. Fortunately, we can employ the recently proposed IPOT algorithm [Xie et al., 2018] to obtain an efficient approximation. Specifically, IPOT considers the following proximal gradient descent to solve the optimal transport matrix T via iterative optimization, i.e., T (t+1) = arg min T∈Π(µ,ν) T, C + γ · D KL (T, T (t) ) , where 1/γ > 0 is the generalized step size and the generalized KL-divergence
is used as the proximity metric. Standard Sinkhorn iterations [Cuturi, 2013] are used to solve the above sub-problem. The IPOT was designed to approximately calculate the standard Wasserstein distance. Here we extend it to calculate the nested-Wasserstein distance by applying IPOT twice in a nested manner, i.e., in the sequence and distribution levels, respectively. The full approach of IPOT is summarized as Algorithm 2 in Appendix B.
Nested-Wasserstein Self-Imitation Learning
Purely adopting the nested-Wasserstein distance as the reward in a standard policy-gradient method is not effective, because the syntactic information is missing. Specifically, we consider sequences generated from a conditional behavior policy π θ,X , parameterized by θ with the conditional variable X. For example, in image captioning, each sequence is generated conditioned on a given image. For unconditional generation, the conditional variable is empty. Instead of combining the rewards with different weights [Liu et al., 2017 , Pasunuru et al., 2017 , we present the nested-Wasserstein Self-Imitation Learning (WSIL) framework, which provides a novel way of leveraging both syntactic (metric) and semantic (Wasserstein) information.
The overall idea of the proposed nested-Wasserstein selfimitation learning is to define a Wasserstein trust-region between the current policy (a.k.a. behavior policy) and the artificial policy defined by the replay buffer. Intuitively, the Wasserstein trust-region encourages the self-imitation of historical high-reward sequences, which provides semantic signals to guide training, in addition to the stabilizing effect from trust-region optimization. Furthermore, a replay buffer is used to store highreward historical sequences, whose induced conditional policy is denoted π B,X . Our new objective function with a Wasserstein trust-region is defined as:
where W nc is the nested-Wasserstein distance defined in Definition 2, and r(·) can be a metric reward between Y s and the ground-truth references Y . With a little abuse of notation, but for conciseness, we use π θ to denote both the policy and the distribution over the sequences. Distinct from classic trust-region policy optimization, which defines the trust region based on KL-divergence [Schulman et al., 2015] , WSIL defines the trust region based on the nested-Wasserstein
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Sequences from Replay Buffer
Replay Buffer
High-Rewards Sequences Figure 2 : Illustration of the proposed nested-Wasserstein Self-Imitation Learning (WSIL) framework, where Wasserstein self-imitation rewards are defined to encourage the generator to imitate samples from the replay buffer. The standard RL framework is given in the gray dotted box.
distance between the behavior policy π θ,X and the artificial policy π B,X . Note when K = K = 1, the nested Wasserstein distance degenerates to the definition of Wasserstein distance between two sequences.
Remark 2 Unconditional Generation: By considering samples (features) themselves as discrete distributions, we replace the mean square difference over features of sequence pairs, i.e., Euclidean norm, with the Wasserstein distance. Then for the distributions of sequences, we again adopt the Wasserstein distance as in WGAN [Arjovsky et al., 2017] but in the discrete domain. Thus, the Wasserstein distance is defined in a nested manner.
Remark 3 Conditional Generation: We replace the exact matching of sequence pairs with metric rewards in RL training, with the Wasserstein distance. In this case, we are matching two conditional distributions with Wasserstein distance, instead of matching the generated sentence with all reference sentences by average. This is a more suitable way as a generated sentence does not necessarily need to match all the references.
For simplicity, we sometimes omit the first expectation E X∼p d . With the proposed nested Wasserstein distance, we propose the Wasserstein self-imitation scheme in (6), as illustrated in Figure 2 . We seek to use historical highreward sequences to define a "self-imitation" reward function, which is then combined with the original reward function to update the generator with policy gradient methods. Intuitively, higher self-imitation rewards are achieved when the generated sequences are close to historical high-reward sequences. Thus the generator is guided to perform self imitation and we call this method indirect nested-Wasserstein self-imitation learning (WSIL-I). The word "indirect" comes from the mechanism that historical sequences interact with the policy indirectly via the self-imitation reward.
denotes a sample from the replay buffer and Y s denotes a sample from the current policy. To this end, we replace the Wasserstein distance W c in the nested-Wasserstein distance with r s (Y s , Y b ) in the general objective (6). Specifically, we define the two sets of sample sequences from π θ,X and π B,X to be (6), the objective of WSIL-I is adapted to be:
where r is the original RL reward; r ns is the nested-Wasserstein reward. Since not all historically explored samples are helpful for updating the current policy, we only consider a subset of the high-reward sequences when performing self-imitation. Using K trajectories sampled i.i.d. from π θ and introducing a baseline b, the gradient estimate of WSIL-I is expressed as:
In practice, I r(Y b ) > r(Y s ) will be combined with the nested-Wasserstein rewards, where I(·) = 1 if the condition is satisfied, and 0 otherwise; b is the baseline to stabilize training. If the reward of a historical highreward sequence is greater than the current one (i.e., r(Y b ) > r(Y s )), the generator learns to imitate this high-reward sequence. Otherwise, the update based on the historical sequence is not performed due to the I(·) operator. This encourages the agent to only imitate its good historical explorations. We have also developed another way to implement (direct) WSIL (WSIL-D) as discussed in the Appendix A. Algorithm 1 describes the general implementation procedure of the WSIL. ., 2016] basically allows the whole exploration space. However, the exploration may become inefficient since it may be too flexible, and some good sequences observed in history tend to be less explored and imitated due to the sparse rewards. Our proposed WSIL aims to provide more efficient and systematic exploration. It allows the whole-space exploration, but re-weights the exploration space to focus more on the exploration that may provide better performance with the Wasserstein trust-region.
Algorithm 1 Nested-Wasserstein Self-Imitation.
Require: Generator policy π θ ; a sequence dataset D = {Y 1...T } N 1 ; a possibly empty condition X = {X} N 1 . Initialize π θ and replay buffer B. Pretrain generator π θ with MLE.
Update the generator π θ with (3) Increasing Self-Imitation According to the theory of Wasserstein gradient flows [Villani, 2008] , 1/λ can be interpreted as a generalized decaying learning rate. With more explorations, λ becomes larger, and the algorithm should focus more on the self-imitation learning, providing a guideline to balance the standard RL training and self-imitation learning. More details are provided in Appendix B. Practically, nested-Wasserstein provides weak supervision focusing on semantic matching, which is reasonable since the historical high-reward sequences contain some noises.
Related Work
Optimal transport Kusner et al. [2015] proposed the word mover's distance (WMD) and first applied optimal transport (OT) to NLP; OT has also been employed to improve topic modeling [Huang et al., 2016] . [Zhang et al., 2018a , Huang et al., 2019 . Further, a learned discriminator (or, critic) can also be used to provide sequencelevel guidance. By constructing different objectives, previous work [Yu et al., 2017 , Lin et al., 2017 , Guo et al., 2017 , Fedus et al., 2018 combines the policygradient algorithm with the original GAN training procedure. However, mode-collapse problems make the training of these methods challenging. By contrast, we propose the use of self-imitation learning, and maintain a replay buffer to exploit past good explorations.
Experiments
We evaluate the proposed method on both unconditional and conditional text-generation tasks, considering standard benchmark datasets. Our approach achieves state-of-the-art results on unconditional text generation and video captioning. We also observed improved performance on image captioning though relying on much simpler features compared to prior state-ofthe-art methods. We also perform ablation studies to understand the improvements brought by self-imitation and Wasserstein rewards individually. Details of the datasets, experimental setup and model architectures are provided in Appendix C. Demonstration of nested-Wasserstein Figure 4 shows the optimal matching in word-level (T) and sentence-level (T s ). It is interesting to see that all similar words (e.g., bike and cycle) are matched with each other (higher weights), which cannot be achieved via exact hard-matching metrics. At the distributionlevel, we show an example in captioning tasks, where we have five reference and hypothesis sentences. Traditional methods will match a hypothesis sentence to each of the references and average over them; while our method performs distributional semantic matching, i.e., only matching similar references instead of all of them. For example, the third hypothesis is almost matched with the fifth reference, because they are more similar. This is reasonable, because the references are usually very different, and equivalently matching with all of them is confusing for the generator. As shown in Figure Table 3 : Test-BLEU (↑) and Self-BLEU (↓) scores on EMNLP2017 WMT News.
Unconditional Text Generation
We compare our approach with a number of related RL-based GAN models for unconditional text generation [Guo et al., 2017 , Lin et al., 2017 , Yu et al., 2017 . Our implementation is developed based on the LeakGAN model, by incorporating Wasserstein self-imitation learning. All baseline experiments are performed on the texygen platform [Zhu et al., 2018] . The corpus-level BLEU score is employed to evaluate the generated sentences. Specifically, we follow the strategy in Yu et al. [2017] , Guo et al. [2017] and adopt the BLEU score, referenced by test set (test-BLEU) and themselves (self-BLEU) to evaluate the quality of generated samples. Test-BLEU evaluates the goodness of generated samples, and self-BLEU measures their diversity. The BLEU scores for 1000 generated sentences are averaged to obtain the final score for each model. A good generator should achieve both a high test-BLEU score and a low self-BLEU score. Following previous work [Guo et al., 2017] , we test the proposed method on the short and long text generation on Image COCO and EMNLP2017 WMT News datasets. The BLEU scores with different methods are provided in Tables 2 and 3 .
Analysis Compared with other methods, LeakGAN, WSIL-D and WSIL-I achieve comparable test-BLEU scores, demonstrating high-quality generated sentences. However, LeakGAN tends to over-fit on training data, leading to much higher (worse) self-BLEU scores. Our proposed methods, by contrast, show good diversity of the generated text with lower self-BLEU scores. Other baselines obtain both low self-BLEU and test-BLEU scores, leading to more random generations.
Ablation Study
We conduct ablation studies on EMNLP2017 WMT news to investigate the improvements brought by each part of WSIL. First, we test the benefits of using two types of self-imitation schemes. We compare RL training with (i) self-imitation (SIL-D and SIL-I), where only a replay buffer and conventional matching (features extracted from a neural network) are employed; and (ii) Wasserstein self-imitation (WSIL-D and WSIL-I). Results are shown in Table 3 . We observe that the self-imitation strategy, with specific replay buffer construction, can alleviate the discrepancies between reward model bias and conventional rewards (e.g., self-BLEU). Without Wasserstein rewards, we achieve lower self-BLEU at the sacrifice of test-BLEU. When combining with Wasserstein rewards, WSIL-D and WSIL-I show superior performance relative to the baselines. The random generated samples in Appendix D and human evaluations further validate this.
Sweep the Temperature To better evaluate the proposed method, we follow Caccia et al.
[2018] to evaluate the trade-off between the quality and diversity. We use the F1-BLEU score as a metric, which considers both quality and diversity, and is defined as the geometry average of BLEU score and 1− Self-BLEU:
F1-BLEU = 2 × BLEU × (1-Self-BLEU) BLEU + (1-Self-BLEU) . (9) Figure 6 indicates that WSIL is consistently better than the MLE model on the F1-BLEU-4 score.
Method BLEU-4 METEOR ROUGE-L CIDEr ED-LG [Yao et al., 2015] 35.2 25.2 --SA-LSTM [Xu et al., 2016] 36.6 25. , therefore we mainly focus on the comparison of our methods with LeakGAN. We randomly sampled 200 sentences from each model, and asked 5 different workers to score each sentence on a scale of 1 to 5, considering its readability and meaning. Results are shown in Table 6 , which indicates better performance of the proposed WSIL.
Conditional Text Generation
Video Captioning We conduct experiments on the MSR-VTT dataset [Xu et al., 2016] 
j } the optimal weights. to be the nested-Wasserstein reward between the sequence Y s and ground-truth references Y . The general objective (6) is then extended to be the objective for WSIL-D, as
where r is the original RL reward; r ns is the nested-Wasserstein reward. Based on the objective of (11), we update the generator with standard RL loss and the self-imitation loss alternatively, with a hyperparameter λ that controls the update frequency:
where (·) + = max(·, 0) and b s and b are the baselines to reduce the variance of gradient estimates. In practice, (·) + means that WSIL-D only imitates the sequences in the replay buffer with the higher rewards. Intuitively, direct self-imitation implicitly imposes larger weights on good simulated data for training, to exploit good historical explorations. The main difference between WSIL-D and its indirect counterpart is that sequences from the replay buffer are not used to compute the self-imitation rewards, but used to evaluate the policy. Intuitively, WSIL-D changes the data distribution to explore the good history more efficiently.
B Implementation Details
Replay Buffer Construction In our algorithm, a metric is required to be designed to select high-reward history demonstrations, which will be stored in the replay buffer D. There are different ways for evaluating sentences:
Algorithm 2 IPOT for Wasserstein Rewards 1: Input: Feature vectors µ = {zi} n 1 , ν = {z j } m 1 and generalized stepsize 1/λ, 2: σ = 1 m 1m, T (1) = 1n1m 3: Cij = c(zi, z j ), Aij = e − C ij λ 4: for t = 1, 2, 3 . . . do 5: Q = A T (t) // is Hadamard product 6:
for k = 1, . . . K do 7: δ = 1 nQσ , σ = 1 mQ δ 8: end for 9:
T (t+1) = diag(δ)Qdiag(σ) 10: end for 11: Return T, 1 − C i) For unconditional generation with synthetic data, following Chen et al. [2018] , we adopt the negative log-likelihood (NLL) to measure model performance, as there exists an oracle data distribution. For this experiment, the replay buffer is constructed by generated sentences which achieved higher reward from the learned discriminator.
ii) For unconditional generation with real data, since we will use Test BLEU score and Self BLEU score for evaluating generated sentences, we maintain a single large replay buffer with BLEU-F1 score as the selection criteria to evaluate quality and diversity trade-off Gu et al. [2019] . F1-BLEU score is defined as the geometry average of BLEU score and 1− Self-BLEU
iii) For conditional generation with captioning task, we maintain a small (K = 5 sequences) replay buffer for each conditional input; the replay buffer seems large, but we only need to store sequences of indexes, which is very efficient. Here we use the nested Wasserstein rewards as the metric.
iv) For conditional generation with non-parallel style transfer, we maintain a large replay buffer storing successfully transferred pairs, and we define a metric which considers both the accuracy and content preservation:
Balance between RL and self-imitation According to the theory of Wasserstein policy gradient Villani [2008] , 1/λ defined in Section (6) can be interpreted as generalized decaying learning rate. With more explorations, λ becomes larger, and the algorithm should focus more on the self-imitated learning. In practice, we do one self-imitated learning update with every 10 RL training updates, and as training proceeds, we increase the frequency of self-imitation, and finally update the generator with one-step self-imitation followed with one-step standard RL training.
The trick of soft-argmax Recall that in sequence generation, one first samples a token based on the policy, then feeds its token embedding into the RNN to compute the logits of the next token, and repeat the above process based on the logits again until the stop token is generated. Instead of using the embedding of a sampled token, the soft-argmax trick feeds the RNN with the weighted average of the embeddings of most-likely tokens. In particular, let E be the word embedding matrix, g t be the logits under the current policy and s t be the hidden state of the policy π θ . With the soft-argmax trick, the state vector is updated bỹ
where 0 < β < 1 is the annealing factor, and in practice, we set β = 0.01.
Discriminator implementation In unconditional generation, instead of using policy gradient and the output of the discriminator as rewards, we use the softargmax trick Hu et al. [2017] . Since the policy gradient is not stable enough and soft-argmax trick gives us better performance (See our extensive experiments).
Nested-Wasserstein rewards implementation
In conditional generation, the Wasserstein rewards is implemented based on COCO test tools, and we use the fasttext Mikolov et al. [2018] as the fixed word embedding to compute the reward. In practice, we use K = 5 with a hyper-parameter search from {3, 5, 8, 10}. We will release this code, which is easy to use as other metrics. For unconditional generation, we use the fixed learned word embedding via stop its gradient, where the embedding and the Wasserstein trust region are jointly optimized.
We conduct experiments on synthetic data similar to Yu et al. [2017] , where our implementation is based on LeakGAN. The result is shown in Figure 3 , where WSIL-I and WSIL-D show better performance than LeakGAN. Specifically, LeakGAN is not stable in the training and the Negative log-likelihood increases after 150 epochs. Compared with LeakGAN, WSIL-I and WSIL-D are more stable.
C Experimental Setup
Conditional text generation We consider image captioning using the COCO dataset Lin et al. [2014] , which contains 123,287 images in total, each of which is annotated with at least 5 captions. Following Karpathy's split Karpathy and Fei-Fei [2015] , 113,287 images are used for training and 5,000 images are used for validation and testing. We follow the implementation of the SCST approach [Rennie et al., 2016] , and use extracted image tags [Gan et al., 2017 , Wang et al., 2019 as image features (encoder). The learning rate of the generator is 0.0002, the maximum length of sequence is set to 25. For video captioning, the learning rate of the generator is 0.0001, the maximum length of sequence is set to 30. We use fixed image features and do not finetune the image encoder following previous work. A one-layer LSTM with 1024 units is used as the decoder. The word-embedding dimension is set to 512.
Unconditional text generation We use the COCO dataset Lin et al. [2014] , in which most sentences are of length about 10. Since we consider unconditional text generation, only image captions are used as the training data. After preprocessing, the training dataset consists of 27,842 words and 417,126 sentences. We use 120,000 random sample sentences as the training set, and 10,000 as the test set. For the COCO dataset, the learning rate of the generator is 0.0002, the learning rate of the manager is 0.0002 (we follow the LeakGAN work), and the maximum length of sequence is set to 25.
Following Zhu et al. [2018] , we use the News section in the EMNLP2017 WMT4 Dataset as our training data, which consists of 646,459 words and 397,726 sentences. After preprocessing, the training dataset contains 5,728 words and 278,686 sentences. The learning rate of the generator is 0.0002, the learning rate of the manager is 0.0002, and the maximum length of sequence is set to 50. The number of hidden units used in both the LSTM for the generator and the manager are set to 128. The dimension of the word embedding is 300. The discriminator is a CNN with its structure specified in Table 7 .
Settings of human evaluation
We perform human evaluation using Amazon Mechanical Turk, evaluating the text quality based on readability and meaningfulness (whether sentences make sense). We ask the worker to rate the input sentence with scores scaling from 1 to 5, with criterion listed in Table C . We require all the workers to be native English speakers, with approval rate higher than 95% and at least 100 assignments completed. 
D Generated Samples of Unconditional Text Generation
We show the generated samples of EMNLP NEWS2017 in Table 10 , Table 11 and MS COCO in Table 12 . Please Note all the samples are randomly selected from the generated sentences, without any human selection. It is obvious to see the diversity of LeakGAN is very poor in MSCOCO Captions, since it keeps generating sentences started with 'a'. Our proposed methods are more similar to the real data.
E Generated Samples of Image Captioning
We show the generated samples of Image Captioning in Figure 7 . We compares WSIL-D with SIL-D. We highlight benefits of using Wasserstein rewards, and put scores of each candidate.
Methods
Generated Examples
Real Data But public opposition to the policy has been growing in other countries , and Austria on Wednesday announced an overall limit over the next four years of 130 , 000 -or the equivalent of 1 . 5 per cent of the population . This time , the government will put the draft to a referendum , which is expected in July though no date has been fixed . I feel that sometimes the people accept me the way I am and other times they don ' t accept me at all . For years the state told us we were crazy , that our water was safe , which wasn ' t true .
It provides less accommodation of companies engaged in high -cost development and more reward for those that can lower their cost structures . When you win a title you gain confidence , and the supporters love you , because they want to win things as well .
The combined value of the contracts is about $ 8 . 3 million but could nearly double once additional funding is provided . He also imposed conditions on a release on bond that include being placed on an electronic monitor , drug testing and reporting weekly to authorities . Only then would a discussion begin within the Justice Department over whether to pursue any legal action against Clinton or anyone else involved in the matter . Andy Hall , an advocate for migrants who advised defence lawyers in the case , said the defence requested additional DNArelated documents from the prosecution but they were not provided . Wales put tickets for its three home matches -versus Scotland , France and Italy -on general sale back in October , with Scotland tickets now completely sold out . LeakGAN It ' s not easy but I have to be with the fact that the problem is probably : ' t like me ," he said .
" This is the lie that Ted ' s campaign is built on ," Rubio said of his fellow challenge as the EU to vote for prime minister .
The new rules mean that international companies will have to tell the country they operate in what they make in up companies do just over their year as they ' s having sex .
The court said that the UK ' s biggest country could have an impact on the site , a very long time has been the only to three years left . There was one male friend , however , who admitted that to were in front of five minutes away from his home on the other side .
The 32 -year -old reality star gave birth to their lawyers told the United States were the Republican -year -old girl who has a very high out .
The team of Ohio State researchers set out to determine what they had " been " more " head of an " a " country or seven , according to the public of the incident . As a result , most people believed they were voting for his voice is only going to get the data right when he is there . The main thing for us is to keep it as a long -term -wide range of travel , that their calls for students or twice -and -she said . The committee also said some people decide to move as many as the highest -child coalition can get the little of better -and have done in the attacks , at the point when they are having the best chance of the victory . The report , however , was a child ' s first child in the ISIS commander , the second half since the past seven years , it has been No on the family who do not have a gun control .
WSIL-D
A report from Kings College London last year revealed that members of the UK armed forces are twice as likely to develop depression or anxiety than members of the general working population . We need to identify with him on a human level , to understand whatever he does in his job in Afghanistan he ' s also affected by stuff that happens at home . She said she was in the car park when Campbell climbed into the drivers ' seat of a vehicle , prompting her to offer him £ 20 to get a taxi instead . A report published by NHS England found it had failed to investigate hundreds of deaths over four months before the 2020 election and they did not want to even more common if they are . You need to be absolutely totally clear about which customers you are going to see a lot of people out . In the UK , parents , local authorities , charities , the media and politicians have all bought into the schools -can -fix -it narrative . The annual report , on behalf of the Welsh government , also found more people than ever are being treated . In his view , although he can be seen with a £ three million to expand its annual million to income out 4 per cent . It was the first day I fell in with the first year I ' ve ever been playing for a long -term plan for 45 per cent . And then I ran into him out a few months later and we started hanging out and now we are in a relationship with that we all . A decision from the ACT on the dispute between the national energy regulator and the power networks was due by December 22 , but the ACT advised before Christmas it could be up to three months late . " It certainly gave us a boost , it was like a late Christmas present but it was about it ," he said . WSIL-I He said he was using his executive powers as president because the US Congress has failed to address the problem . When I would make my meals for my family , I would double it and bring a meal of the year ' s heart ," she says , at the time . We accept all the recommendations for the Ministry of Justice in this report and are already taking action to implement them . This has been a dream scared , but for the long -term goal would stay be from class -to -the -quarter down . The Trump campaign will air the ad in the early -voting states of Iowa , New Hampshire , and South Carolina . Both winners said the crowds at this year ' s event seemed similar to last year , although official numbers found the four -day crowd was slightly smaller at just over 100 , 000 . But the one good thing we can take from this is it ' s happened quite early in the wet season and , what more people are . It ' s nice to know that I am wanted . I have lost a lot of confidence in myself over the last two days ," he said . The president responded that those criminals illegally purchase weapons from others who should ' ve been subject to background checks . I ' ve got worse since this started , I ' ve isolated myself even more over the last couple of months . According to Swedish Radio , police want up to 2 , 500 more officers and 1 , 600 new civilian workers by the year 2020 . I don ' t know what the truth is and I don ' t , as a regular citizen , know how to find that information out . We might think we know where we ' re going , but the way ahead , and the path behind , when the show was to work out . He was told that he didn ' t even think he could have had information but to the evidence to make a couple of weeks . It ' s great that we hold ourselves back and we know about every January we had the best of the season we ' ll have just as to be the best in the world . Nested-Wasserstein Self-Imitation Learning for Sequence Generation
Methods
Generated Examples SeqGAN
Following the few other research and asked for " based on the store to protect older , nor this . But there , nor believe that it has reached a the person to know what never -he needed . The trump administration later felt the alarm was a their doctors are given . We have been the time of single things what people do not need to get careful with too hurt after wells then . If he was waited same out the group of fewer friends a more injured work under it . It will access like the going on an " go back there and believe . Premier as well as color looking to put back on a his is . So , even though : " don ' t want to understand it at an opportunity for our work . I was shocked , nor don ' t know if mate , don ' t have survived , So one point like ten years old , but a sure , nor with myself more people substantial .
And if an way of shoes of crimes the processes need to run the billionaire . Now that their people had trained and people the children live an actor , nor what trump had . However , heavily she been told at about four during an innocent person . MLE Two separate officials are making a statement for comment , and people believe that the technology had started the act with several thousand in a million new location . It ' s just that this attack is not used to the water there ' s been a lot to gain in the middle of their water , she said on Monday . It is the first time the media science shows that women are here to be married , but this will never be forgotten . I wouldn ' t have made it down for my money , but I ' m happy to stay on , he says . They think more is really the most important place to do with that , because the educational situation will be on the way forward . I had a long time and investigators have said that it will be the wrong decision to establish cases , he said . We will be trying to work with both of us to vote for the , for the next cabinet to get to the bottom of the negotiations , he said . He had no a proper question I thought I was going to host over such a long time , he added . We ' ve become more competitive , because it ' s a great year and we ' re going to do that . You therefore have to understand the way our response goes the light we will on on this , the source said . It wasn ' t the first time I went a little closer than I ' d had so we would do as a minimum . He ' s not always played strong football and that ' s why he ' s ready to reach better goals and improve . I think it ' s quite a different role , but we ' re never going to come out as we ' ve been too older or so . SIL-D He had a couple of clear , he had to be able to lead to be after he was seen as a result from the kind of type of involvement of both . The company has said the final phase in its special group will be the police , they have to believe it . But instead of helping her 15 years , but the most of permission down from some of the Republicans , he said , and he wants to be an all one to the next in -one -a Republican debate . Go out and share the main entry of all the Syrian civil war , should to confirm the difficult , make response to the wrong end of the financial crisis .
To have a good group of quality quality abuse is a route -and is still there to yourself health , and how to feel is going to put on the roads a day , it ' s fine . At some point it is , he has come to work hard for a few minutes to get the right up and they ' re not going . He thought that at the time she had done to take a couple of hours again before she ' s emails . The most recent trade numbers had 3 . 4 percent of one in the national sector in the first few months . He said : ' It is entirely possible that there ' s some people who are going to get to earn it up ," he said . I think my business is very good very talented , and you are , and that the things that you can ' t teach , you ' re going to be fairyou need to . By the time you had tens of some parts of the public ; it ' s not going to happen in the next few months . " I think the show that I am not doing it is going to be a big story that he can ' t hope it . SIL-I But if they ' re not willing to do that , as we are working with more things on how to use it that . But the business , which is due to be a report of London ' s New York Times , which is putting a lower tax in growth . The man was not wearing the offered that ' s afford to being taken to the Royal Victoria Hospital and a third of them in line in the end with the same -one ' s . A second man , aged 57 , had not been due to work in the city for the UK and in the end of the party . I ' m just as a leader in the starting game to be anything about the balance ," he says . The company has admitted the problems stem from an effort launched in 2005 to gain an interest to being an light -by Facebook said .
Apple has come at their point against people in the next five months and the next state ' s able to get the best way that we ' re going to make those at home . He was one of the key moments , no case after the U . S . would get the right to doing it but could have been much in the summer . It ' s a great look at all , and this means the is high and risk at one time even before the French , that is in the world , a good interest , it ' s taken very long . The U . S . Energy Information Administration forecasts that the average price of people would be allowed to the European Union .
The top -ranked Djokovic has now beaten Murray in four of children who was going to back Southern California and headed to Britain ' s address and that the best of the party was to the show . If we could find a way of starting out of the season it is also good to the way and they are in good and the manager , is playing better than those who sell . 
