Abstract-The continuous growing datasets and the emergence terabyte-scale data pose great challenges to Information Retrieval (IR) systems. Tremendously, a large amount of data from various aspects is collected every day making the amount of raw data extremely large. As a result, indexing a large volume of data is a time-consuming problem. Therefore, efficient indexing of large collections is getting more challenging. MapReduce is a programming model for the computing of large document collections by distributing data and processing tasks over multiple computing machines. In this study, Solr and Terrier distributed indexing will be evaluated as they are the most popular information retrieval frameworks among researchers and enterprises. To be more specific, this paper will compare and analyze the distributed indexing performance over MapReduce for the indexing strategies of Solr and Terrier using 1GB, 3GB, 6GB, and 9GB datasets. In the experiments, the indexing average time, speedup, and throughput are observed as the number of machines involved in the experiments increases for both indexing frameworks. The experimental results show that Terrier is more efficient with large datasets in the presence of processing resource scalability. On the other hand, Solr performed better with small datasets using limited computing resources.
I. INTRODUCTION
With the continuous explosion of information across internet, the web has become the largest repository of documents. Despite the large amount of information, only a very small amount of them can meet user's need at a certain time. Therefore, the web has the potential challenge for Information Retrieval (IR) platforms. Indexing is the technique that provides efficient information retrieval. Indexing structure also has an important role in the efficiency of documents retrieval operations. Therefore, Blanco et al. [6] outlined that this structure will be stored in a storage device in order to enhance the performance of retrieving process. The main goal of indexing structure is to quickly find required data without searching every entry in the documents of the collection.
McCreadie et al. [1] [5] stated that almost all IRs use the inverted index as the basis for indexing structures. Inverted index is the index structure that maps the content to the document it belongs to. It is a series of posting lists for all terms that appear in the documents of the dataset. Each posting is represented as integers (Doc-IDs) that represent the numbers of documents containing the term. Moreover, each posting in the posting list can be richer by including more statistical information about that term such as the number of term occurrences with each document and the exact location within the respective document.
Building this posting list for each term in the documents is a time-consuming process. Therefore, Mika and Peter [2] reported that it is highly recommended to distribute the indexing process over multiple computing machines to reduce the time consumed to build the indexing structure. Although, many IR platforms have been available with their own indexing strategies and indexing structures, Solr and Terrier IRs are the most popular in business and among researchers. Both of them can be integrated with Hadoop as the best implementation of MapReduce programming model in order to distribute the indexing work among multiple computers to achieve a high throughput of indexing process [3] [4] [5] .
Solr and Terrier are open source search engines that support wide range of text search mechanisms. Both of them accept data from a variety of file formats such as HTML and MS Office documents. Each of them has its own indexing strategy that is based on inverted index. Solr is based on Lucene core indexing library which developed using Java to create an inverted index for documents [4] . Yan et al [3] outlined that Solr provides the ability to retrieve information from structured, unstructured or semi-structured data. The main advantage of Solr in the indexing process as stated in [8] is that it allows for modifying, deleting from or adding to documents in the index, hence reducing the overhead of the IR system. Terrier indexing is based on single-pass indexing algorithm which builds up in-memory posting lists of inverted index. Ounis et al. in [9] , Terrier has been designed from the beginning to provide the mechanisms for efficient indexing and effective information retrieval. Later, it has grown to become scalable and mature open source platform that fulfills the new challenges emerged by the real time search operations. The advantage of Terrier is that it creates compressed index structure in memory which allows for better exploitation of available memory.
Solr and Terrier have advanced indexing strategies that have made them widely used and deployed among researcher and in business for performing document indexing using MapReduce. Therefore, this paper will present a comparison between Solr and Terrier indexing strategies as well as a detailed analysis of their distributed performance over the freely available MapReduce Hadoop. The performance analysis will include the average time taken to index the same datasets as a number of machines increases. Not only the throughput achieved by each indexing process will be measured in order to evaluate indexing throughput as corpus size increases, but also speedup gained as number of machines allocated for map and reduce tasks is increased. The experiments are conducted on Solr and Terrier existing frameworks using subsets of different sizes of standard TREC test corpora 1 .
The rest of this paper will be organized as follow, works related to our research will be introduced in the next section. The third section gives some brief background of material and architecture used in this study and detailed explanation of each indexing strategy process. Next, the Indexing experiments and discussion of the results are presented in the fourth section. The conclusions and future works for more performance analysis in other terms are presented in the final section.
II. RELATED WORK
In the world of web, the needs of public users can be satisfied by using general web search engines such as Google, Bing, Yahoo, and Ask which are designed for web searching. It is impossible to use such engines for private documents within organizations. Instead, these organizations build their own private search engines using available search engines frameworks such as Solr, Terrier, Indri [32] , Sphinx [33] , Zettair [34] and Xapian [35] . Each of these search engines frameworks has its own features that make it different form others as well as its own structure and method in building indexes that allow for efficient retrieval of the needed documents [10] .
Therefore, many indexing strategies have raised up. Each strategy has its own way in dealing with documents that need to be indexed, so each delivers different ratio of efficiency. Indexing efficiency for large collection of data that is comprised of billions of documents is getting more challenging. McCreadie et al. [5] stated that this is a result of increasing information every day in every aspect. In a single machine, Macdonald et al. [11] demonstrated that it requires weeks of processing power to complete. Consequently, many researchers have conducted researches about indexing large amount of data as fast as possible, while others have been comparing the efficiency between these strategies.
Many researchers have studied the improvement of indexing efficiency by distributing the indexing process among multiple machines. For example, McCreadie et al. [1] proposed indexing strategy called MapReduce Single-Pass, and compared its throughput (speedup) with two algorithms, Distributed Single-Pass indexing algorithm and Dean and Ghemawat MapReduce indexing algorithm, as the number of machines involved in the experiment is increased. While, Chen et al. [12] proposed schema for optimizing Lucene indexing based on MapReduce.
In terms of comparison, McCreadie et al. [5] demonstrated that Terrier has the most efficient distributed indexing strategy among the four (MapReduce indexing, Ivory indexing, Nutch indexing, and Terrier indexing) which they have compared. Turtle et al. [37] provided a comparison of performance between Indri and Lucene/Solr in terms of indexing throughput, query evaluation throughput, index size, and retrieval effectiveness using data from TREC 6 through 8. Both platforms can be operated in distributed environment; however, the experiment was performed in centralized environment. Conversely, Nagi [13] found that SolrCloud built on top of HDFS provided the best performance in terms of searching time and throughput when compared to LuMongo and SolrCloud that based on the available file system of the operating system. Furthermore, works in [4] , and [3] compared Solr sequential indexing system with its distributed indexing when integrated with MapReduce Hadoop.
Solr and Terrier are the most widely used search systems. Thus, many researchers such as [14] , [15] , [8] , and [16] have conducted their experiments of indexing by integrating Solr platform with Hadoop MapReduce. Moreover, Mutschke et al. [17] used Solr as basic open source search engine for the evaluation of using ranking techniques of science model and the effect of using various conceptualizations of science in the ranking. On the other hand, Tamrakar et al [18] and Mishra et al. [19] used Terrier in their analysis of Probabilistic and TF-IDF models for document retrieval in IRs.
Other researchers such as Benkoussas et al. [20] and Ghenai et al. [21] used both frameworks to deploy and test their proposed work as they provide indexing and retrieving functionalities. Yang et al. [22] This study varies from all previous studies mentioned above. It focuses on the current efficient indexing platform (Terrier) as demonstrated by [5] and the most popular indexing platform (Solr) among researchers and in business. Both of the frameworks are written in Java programming language and support distributed indexing by integrating their frameworks with MapReduce programming model to distribute the process of indexing among multiple processing machines. The comparison between Solr and Terrier indexing strategies analyzes in detail the indexing performance to provide better understanding of the weaknesses and strengths in the distributed indexing strategy of the two IR frameworks.
III. ARCHITECTURES
In this section, we will give some brief background of materials and architectures used in this study.
A. Hadoop Architecture
MapReduce is a distributed computing paradigm and computation framework designed to deal with big data. [26] Furthermore, it is a programming model that uses the parallel computation for the processing of big dataset by dividing the work among multiple computing machines. MapReduce was developed by Google as programming paradigm to distribute large dataset to be computed by multiple tasks, each task performs the same operation on a portion of the dataset [36] .
Hadoop is known as the best implementation of MapReduce programming model, since it is free and efficient. Hadoop Distributed File System (HDFS) and Hadoop MapReduce are the two main parts of the Hadoop cluster. HDFS is the storage system of Hadoop which provides distributed stream of input and output to MapReduce tasks. It provides a high level of throughput, capacity distributed file system as well as fault tolerance. In addition, it allows storing data cluster of terabyte or petabytes which can be built using out-of-the shelf hardware. Write-Once, Read-Many and stream access models are the main advantages of the HDFS over the other distributed file system. HDFS is able to distribute and store data in huge quantities in heterogeneous hardware and environments of operating system. It divides data into blocks of fixed size (64MB is the default). This technique allows the duplication of those blocks in the nodes of the cluster which helps improving the fault tolerance in data streaming as well as the throughput. HDFS is built according to the famous architecture of master/slave [23] . Meanwhile, Hadoop MapReduce is a parallel processing system that allows each node in the cluster to perform same operations on its portion of the dataset. Figure 1 shows the master/slave architecture of Hadoop. The master node is named NameNode. Taunk et al. [24] stated that NameNode distributes the data by using mapping table that enables to map blocks to DataNode in order to perform read and write operations from HDFS. In addition, it manages the tasks and controls the namespace of the file system. The NameNode is also responsible for customer's access to data. Slave nodes are known as DataNodes. They can be either homogeneous or heterogeneous in terms of hardware and operating system. DataNodes perform the processing tasks and store their own units of data blocks [25] . According to Mohamed et al. [7] , this approach of processing the data locally in the DataNode of the cluster takes the advantages of data locality. To process the data, packaged code that is based on the data each DataNode needs to process is transferred from NameNode to DataNodes for processing in parallel by Hadoop MapReduce. There is another NameNode called Secondary NameNode which has authorized by HDFS to use Fig. 2 . Phases of MapReduce Job [27] another image of the metadata saved on the NameNode when there is a NameNode error [24] .
Shvachko et al. [23] illustrated that a pulse message is used by the DataNode to update the NameNode about its status and request the NameNode for directions. Listening to the network is the technique that allows DataNodes and clients to perform the processes of read and write. Moreover, the pulse allows the NameNode to check the state of the DataNodes, for example if the NameNode does not receive a pulse from a DataNode within the specific time. It makes decision that DataNode is undetected. Data blocks stored in such node are assumed to be lost and the NameNode takes spontaneous action and copy the blocks of that DataNode. [27] demonstrated that the fundamental idea of MapReduce in the indexing process is that it involves two functions named map and reduce. Map operation includes many types of intensive computation over each document of the dataset; it is a simple function that results in the generation of the key/value pairs. The map work can be distributed over multiple machines; each machine performs the same operations on a portion of the dataset. Once map operation finished, the reduce operation starts to combine and merge the output of each of the distributed map into the required result.
B. Solr Architecture
Solr is based on an inverted index of Lucene library with the ability to produce compressed indexing structure. However Lucene itself has not parallelized the process of indexing. Yan et al. [3] found that Solr indexing process can be optimized with Hadoop implementation of MapReduce to distribute a lot of documents into several distributed shards that can be processed over multiple machines. This mechanism helps Solr to be able to make indexing for a huge volume of documents.
According to Karambelkar [28] Apache Solr can run as a single core or multicore, each core has an update handler which handles an indexing request. Just like all request handlers, update handlers are usually assigned to a specific URL using default or different settings. Before indexing, there is a separate instance of Update Processor Chain for each updated handler. Update Processor Chain can perform document level operations; transfer the indexing process to another processing machine.
Solr can accept data from many various sources, including files in common formats such as Microsoft Word or PDF, data extracted from tables in a database, comma separated value (CSV) files, and XML files. In addition Solr can search data from databases [15] . To run on top of different types of files; Solr can work with Tika which extends the capabilities of Solr. Tika automatically determines the type of file (that is, Word, Excel, or PDF, TXT and HTML) and extracts the text out of different file formats when assigned a document to it. In addition, document metadata (e.g., author, title, creation date, and so on) is extracted by Tika which if provided in schema go as a text fields in Apache Solr [28] . Figure 3 illustrates that Solr/Lucene indexing process consists of four steps and according to Yan et al. [3] , the four steps are: 1) The parser which extracts text from the data of the document that needs to be indexed to another format that Lucene can handle. It produces a document that contains plain text.
2) The packaging operation packs the plain text files into objects of documents. This process creates an abstract document that is independent of any format types of files. Thus, indexing process is always not aware of the original type of the document contents.
3) The analyzer which is responsible for dividing the document into smaller elements (lexical units) called tokens. Therefore, this process is therefore called tokenization and it performed by a tokenizer. Once tokens are produced and collected in the token stream, the process of filtering takes place to filter out the useless tokens. 4) Indexing, in this step the IndexWriter revokes the AddDocument method to index the data processed by the filter into the index structure. Chen et al. [12] stated that Solr indexing strategy is very simple. Tokenization technique is used during the map task to process the document and comes up with another document that contains a list of tokens and their corresponding frequencies. Therefore, it emits (Doc-ID, Tokenized-Doc). As the emitting operation is performed per each segment, this strategy does not exhaust the memory. Each emitted document comprised of text based on each token and its corresponding frequencies which are written to the final index structure. The greatest advantage of Solr indexing strategy is that it deals separately with each document in the collection. These emitted documents are stored by using their original documents names, whereas the original text is being indexed and used by same map task.
C. Terrier Architecture
Terrier indexing is based on the single-pass algorithm. According to Macdonald et al. [11] , the development of Terrier aimed to design platform that can scale up with the dataset size in a centralized environment. However, for large datasets that contains millions of documents, centralized single-pass indexing is a very slow process and requires long time to finish. Therefore, the project then extended to support the distributed environment and allows large-scale parallelized indexing using Hadoop as the best java implementation of MapReduce programming model. This distribution mechanism has allowed Terrier to meet the requirement of efficient indexing process for large collections that contain billions of documents over a suitable cluster of machines.
Terrier creates four main data structures when building index. According to Ounis et al. [9] , these structures are document index, direct index, lexicon and inverted index. The document index contains the length and identifier of the document. The direct index stores the terms identifiers and frequencies in each document. The lexicon always includes the vocabulary of the document collection and frequencies of Terms. While, the produced posting lists are stored in the inverted index structure. Depending on the application, Terrier tokenizes and parses each document in the collection [29] . Then it removes stopword and performs streaming. By this stage Terrier creates document and direct indexes, and also a part of lexicons is built in the memory to help reducing the needed memory during indexing. Once the Direct index, Document index, and Lexicon structures are ready, they are passed to the Inverted File Builder (IFB) that uses them to create the inverted index.
Terrier has a variety of embedded parsers of documents, which enable it to index documents of various types. For example, plain text, HTML documents, MS Excel, PowerPoint and Word documents, and more restricted files such as PDF files. To make Terrier supports any file type, the developer is required to add and make Terrier uses the document type plugin that enables it to extract the terms from the document [11] .
Terrier has many different methods to index a collection of documents and when it is well-configured it gives its best performance [30] . Figure 4 shows that Terrier indexing process passes through four stages. In each stage, plugins can be used to support further features and to make changes in the indexing process. The modality of this structure plays an important role in providing flexibility in each stage of the indexing process, in the extraction of documents from the collection, in the tokenization of each extracted document, in terms extraction from the documents, and in building the index structure and writing the index data. The prominent advantage of indexing process of Terrier is that it can directly index compressed data. Index processing in Terrier represents the corpus as a Collection object, while Document object is used to represent raw text data. The indexing process is handled by the indexer that is part of the TermPipeline chain and is split into multiple map tasks. The Terrier reads all the documents by passing through the collection to extracts all the terms to the term pipeline which can tokenize the terms. The tokenization is the process in which the pipeline transforms or removes unwanted terms. (Termpipelines = Stopwords, PorterStemmer) is a famous example of term pipeline chain. This kind of pipeline chain uses Stopwords.
D. What is the difference between Solr and Terrier indexing?
The indexing process of both strategies seems to be similar. In both strategies, the indexing process performs parsing of the data from the collection's documents to extract plain texts. These plain texts then passed through Tokenizer which extracts lexical units (Tokens in Solr or Terms in Terrier) which then are passed through a filter that filters out the useless tokens/terms. The remaining tokens/terms are then indexed using the strategy indexer.
So, what is the difference between the two strategies? The first potential difference between the two strategies is in the index building process. Solr indexing nature is based on the inverted index of Lucene library which has IndexWriter that directly builds the inverted index. Whereas, Terrier indexing is based on single-pass algorithm whose Indexer creates three intermediate structures, namely Document Index, Direct Index, and Lexicon before creating the inverted index. Then, it creates the inverted index from these structures. The second difference is in the mechanism employed by each indexing strategy to utilize the available memory. Unlike Solr, Terrier make a good utilization of memory until it is exhausted, then it emits the index structure to be written to the disk. On the other hand, Solr emits per segment which consists of number of documents. In Solr, after indexing a preconfigured number of documents, IndexWriter collects and merges them into one segment. Then, it flushes the whole segment to the disk. As a result, the rate of Terrier emitting is less than that of Solr. The last difference is that Terrier runs in single instance and starts the process of indexing from its instance. At the same time utilize the two main part of Hadoop. In contrast, Solr can run multiple instances, but the indexing process runs from Hadoop and sends the resulted structure to Solr instances which receives the index structure and stores them in the HDFS.
IV. EXPERIMENTS AND RESULTS
The following experiments evaluate Solr and Terrier indexing strategies. Firstly, by measuring the average time taken to index the same datasets. Secondly, by calculating throughput and thirdly by measuring speedup of the two strategies as the number of machines used in the indexing process increases.
A. Experiments Setup
Our experimental cluster setup consists of 10 heterogeneous hosts with 10/100/1000 network adapter and connected together using 1000 Ethernet switch, the 10 hosts specifications are depicted in Table 1 . Oracle Virtual Box 5.0.26 is used to make a cluster of 24 nodes; each node has 2 cores. One node is at the same time the NameNode and DataNode with 5GB of RAM and the remaining 23 are DataNodes with 3GB of RAM. All the nodes are operated using Linux Ubuntu 12.04. Hadoop-1.0.3 1 distributed file system (HDFS) is configured as multinode cluster on the 24 nodes. The default size of the HDFS block which is 64MB is used. Therefore, the size of the document collection, it is split and stored in blocks of 64MB. We implemented Solr-4.7.2 2 on the NameNode with one cloud and two Solr instances. Similarly for Terrier which is also implemented in the NameNode using Terrier 3.5 3 .
B. Experiments
Since our cluster consists of 24 nodes, the allocation of each MapReduce job to 24 nodes that have 48 cores means that 48 is the maximum number of map tasks which can be performed in parallel in the cluster. In our case however, 96 map tasks were given to the cluster, this because the machines used in our cluster are heterogeneous. The number of map tasks was doubled in order to keep all the cores as busy as possible during indexing process. In case of Terrier, the number of reduce task is 24 depending on the number of nodes and strategy that will be used to partition the dataset. Although, no other jobs were running in the cluster during the implementation of the experiments, each indexing process was repeated 3 times and average time was taken in order to get as accurate results as possible.
In the experiments, the first goal is to compare the average time taken by the whole process to index the 1GB, 3GB, 6GB, and 9GB TREC datasets by Solr and Terrier strategies. The four datasets are indexed using (1, 4, 8, 12, 16, 20, 24) nodes. As mentioned previously, Solr process of indexing should start with Tika which prepares the data to be indexed, so Tika performs the extraction process of the data and converts them into a format that is suitable for indexing using Solr. Therefore, time taken to perform this process was considered as part of Solr indexing process. Figure 5 shows the time taken by Solr and Terrier to index the datasets of different sizes. In the experiments of 1GB and 3GB, Solr takes less time in total to finish the indexing process with several numbers of machines. That is because Solr indexing nature is based on inverted index, so Solr starts directly to build inverted index. It iterates through the document terms building the index. Once the index structure is built for a given number of documents, it emits the index from memory. In contrast, Terrier takes longer average time because it generates many intermediate data structures before building the inverted index. It performs this extra work in the map phase in order to create compressed index structures [9] . In the experiments of 1GB and 3GB, as can be seen later in Figure 7 , it is obvious that the speedup of Terrier is better than that of Solr. Therefore, we expect that the disparity in the indexing performance would change as the collection size grows. Consequently, in the experiment of 6GB and 9GB datasets, Terrier starts to produce shorter indexing time when the number of nodes reaches 12 nodes in case of 6GB dataset, and 8 nodes in the case of 9GB dataset. The compressed output of Terrier indexing map phase results in reducing the time taken by the reduce phase. This reduction plays important role in reducing the total average time of Terrier indexing. In addition, it is clear that Terrier always takes advantage of horizontal scaling of resource and also the concurrency between map and reduce tasks [30] . On the other hand, Solr emits more than Terrier as it emits per segment and also takes time to collect and merge the index structures of some documents into one big segment. Moreover, Solr performs everything in the map phase which does not allow Solr to take advantage of concurrency between map and reduce tasks. All these reasons cause Solr to take longer time than Terrier for indexing bigger collections.
We also measure the throughput and the speedup of the two strategies as the number of machines utilized in the process of indexing is increased. Thus, the second goal of these experiments is to measure the throughput of each strategy. In order to measure the throughput we used the following formula:
Where TH is the produced throughput of the process, m is the number of machines involved in the experiment, and Tm is the overall time taken to finish the indexing in parallel using m machines. This formula is used to measure the throughput in terms of MB/S (megabyte per second) for the indexing process of the two strategies as the number of the machines involved in the process is increased.
By applying the indexing strategies of Solr and Terrier on the datasets to measure the amount of the output of each strategy per second. Figure 6 shows the throughput achieved by each strategy in the indexing process of the four datasets as the number of nodes is scaled out. It shows the difference between the two strategies' outputs that are measured in MB/S through the various numbers of machines. In the experiment of 1GB and 3GB, Solr provides better throughput and it scales linearly as cluster size is increased. While Terrier throughput rate is decreased as the cluster is scaled out. However, in the experiment of 6GB and 9GB and in the clusters of 12 and 8 nodes respectively, Terrier indexing starts to provide better throughput and it increases in a linear fashion as the number of machines allocated for work is increased. On the contrary, Solr performance is decreased at the same point of the cluster size, that due to the lengthy map tasks which compromised its linear scaling.
Thirdly, these experiments also aim to measure the speedup of each indexing strategy with horizontal scaling. Thus, in order to calculate the speedup of each indexing strategy, we used the following formula:
Where Sm is the speedup of each indexing strategy, Ti is the total time taken to index the same dataset on a single machine. Figure 7 illustrates that the speedup of the two strategies increases by increasing the number of nodes and the size of the collection. However, the speedup does not grow smoothly as the hardware is scaled horizontally. Although, Terrier takes more time than Solr to index the same dataset, its speedup is better than that of Solr and it achieves better increase as the collection size grows and as hardware is scaled horizontally. Where St is the average time taken by Solr to index the intended dataset, and Tt is the average time taken by Terrier to index the same dataset. From the experiments and according to the average time taken by the indexing strategies, Table 3 shows the percentage difference between Solr and Terrier indexing for the four datasets. According to the results, Solr is more efficient than Terrier in the experiments of 1GB and 3GB in terms of average time and throughput. In contrast the speedup of Terrier is better than that of Solr. Therefore, in the experiments of 6GB and 9GB, Terrier becomes more efficient than Solr. In this paper, indexing strategies of the two most famous information retrievals, Solr and Terrier, were investigated within the context of the distributed processing paradigm of MapReduce. To be more specific, Solr and Terrier indexing strategies were evaluated in terms of average time, throughput, and speedup. The experiments took place for testing and analyzing the performance to show how each strategy cope with different sizes of datasets through using multiple machines (cluster). Terrier proved to have an efficient strategy with large scale dataset and proved to have better utilization of distributed resources. This is because of using the local machine memory and compressing techniques of the reduce tasks. On the other hand, with small datasets, Solr produces shorter indexing time. This is because that Solr starts to build inverted index directly. According to our experiments, Terrier is recommended when dealing with large datasets with the availability of horizontal scalability of the cluster, while Solr is better when having small dataset and small number of processes. In future work, we are planning to perform performance analysis of searching time taken by each platform, by measuring the query latency which is time interval between the submission of query to the IR system and the IR response as well as the query throughput which is the number of queries processed per second. Resource utilization such as memory and CPU Time is another goal of our future planning.
