Abstract. We present a Jacobi-like algorithm for simultaneous diagonalization of commuting pairs of complex normal matrices by unitary similarity transformations. The algorithm uses a sequence of similarity transformations by elementary complex rotations to drive the o -diagonal entries to zero. We show that its asymptotic convergence rate is quadratic and that it is numerically stable. It preserves the special structure of real matrices, quaternion matrices and real symmetric matrices.
1. Introduction. Many of the algorithms outlined in 6] require the simultaneous diagonalization of commuting pairs of normal matrices by unitary similarity transformations. Often there are other structures in addition to normality. Examples, include commuting pairs of real symmetric matrices, pairs of Hermitian matrices, real symmetric { real skew symmetric pairs and quaternion pairs. In this paper we point out some of the di culties associated with simultaneous diagonalization and propose a family of Jacobi-like algorithms for simultaneously diagonalizing commuting normal matrices.
The term \simultaneous diagonalization" is sometimes used in the literature to denote the diagonalization of a de nite matrix pencil by congruence, e.g., 43 ]. Here, we use the term in the classical sense of simultaneous similarity transformations.
To be viable for nite precision computation, a simultaneous diagonalization algorithm must work with both A and B simultaneously. To see how algorithms that violate this principle can fail, consider the family of diagonalize-one-then-diagonalizethe-other (DODO) methods suggested by the classic proof that commuting pairs of diagonalizable matrices can be simultaneously diagonalized 30, p. 404]. If A 2 C n n and B 2 C n n form a pair of commuting normal matrices, the DODO approach uses a conventional algorithm to diagonalize A alone, then performs the same similarity transformation to B. So, for example, if A and B are Hermitian, then one might use CH from 39], to nd a unitary matrix U 2 C n n and a diagonal matrix D 2 R n n such that A = U H DU. (The superscript H denotes the Hermitian transpose.) Although CH does not produce the diagonal entries of D in any particular order, it is easy to order the eigenvalues (say) in decreasing algebraic order along the diagonal of D. Then E := UBU T is block diagonal with the order of the j-th diagonal block equal to the multiplicity of the j-th distinct eigenvalue of A. In particular, if A has distinct eigenvalues, then E is diagonal and the simultaneous diagonalization is complete. In any case, a subsequent block diagonal similarity transformation can diagonalize E without disturbing D.
Rounding errors destroy this elegant approach. Suppose, for example, rounding errors perturb the commuting pair (A; B) to the nearly commuting pair A = where is a small quantity that might be caused by rounding error. If is independent of and unique up to column scaling. Unfortunately, the o -diagonal entries of U T BU and V T AV are of the order of 1. The DODO method creates a cyclic sequence with period two.
The example suggests that a viable simultaneous diagonalization algorithm must \do something reasonable" when it is applied to a nearly commuting pair of matrices. Perhaps the most natural approach is to require the algorithm to choose a unitary similarity transformation U 2 C n n that minimizes some measure of how much U H AU and U H BU di er from being diagonal. This is the approach used in 21]. There, the algebraic eigenvalue problem of a single normal matrix is solved by simultaneously diagonalizing the Hermitian and Skew Hermitian parts. It is known to converge locally quadratically under the serial pivot sequence 36]. When applied to a normal matrix, the norm reducing method of 14] is also an algorithm that simultaneously diagonalizes the Hermitian and Skew-Hermitian part of a normal matrix. A variation of this method using nonunitary normreducing transformations is shown to be globally quadratically convergent for complex normal matrices in 17]. The simultaneous diagonalization algorithms presented below are adaptations and generalizations of 21] and are in uenced by 14] .
Interest in Jacobi algorithms declined when it was observed that classic and serial Jacobi algorithms for the symmetric eigenvalue problem do more arithmetic operations than more modern techniques 22, 33, 47] . However, with the advent of parallel and vector computers interest in Jacobi's method has revived. Jacobi methods have high inherent parallelism which allows e cient implementations on certain parallel architectures 4, 5, 8, 9, 13, 15, 16, 28, 27, 37] . This has been demonstrated on parallel and vector machines in 2, 3, 15] . Parallel orderings, block Jacobi methods and other techniques create parallel versions of Jacobi's method. It is easy to see that these techniques also apply to the simultaneous diagonalization algorithms presented here. A short discussion of some special techniques for parallel computation along with a more extensive bibliography can be found in 22, x8.5].
Another virtue of the Jacobi method is its favorable rounding error properties. Improved error bounds for perturbed scaled diagonally dominant matrices 1, 10, 25] show that for this class of matrices small relative perturbations in the matrix entries cause only small relative perturbations in the eigenvalues. In some cases, Jacobi's method has better rounding error properties than the QR algorithm 11]. We conjecture that this very favorable error analysis carries over to the simultaneous diagonalization process as well.
We shall use the following notation. A superscript T denotes the transpose of a matrix.
A superscript H denotes the Hermitian or complex conjugate transpose of a matrix. The vector 2-norm and its subordinate matrix norm, i.e., the spectral norm, is denoted by j j j j 2 . The Frobenius norm or Euclidean norm is j jMj j F = p trace(M H M). The k-th column of the identity matrix is denoted by e k .
The smallest singular value of a matrix M 2 R n n is denoted by min (M). 2. A Jacobi-like Algorithm. Following the approach of Jacobi 24] , the simultaneous diagonalization algorithm consists of a sequence of similarity transformations by plane rotations. A plane rotation in the (i; j) plane, is a unitary matrix R = R(i; j; c; s) of the form R = R(i; j; c; s) = I + (c ? 1)e i e T i ? se i e T j + se j e T i + ( c ? 1)e j e T j (1) where c; s 2 C satisfy jcj 2 + jsj 2 = 1. For computational convenience, we will often restrict c to be real and non-negative.
A natural measure of the distance of the pair (A; B) 2 C n n C n n from diag- In broad outline, the algorithm we present consists of a sequence of similarity transformations by plane rotations each of which is chosen to minimize one of the measures (2) or (3). This is done as follows. Let R = R(i; j; c; s) 2 C n n be a plane rotation with c 2 R. The We have found no \simple" explicit formulae for the minimizers of (5). However, explicit formulae are known in some special cases. Goldstein The work needed to nd a minimizer of (5) does not grow with n. The work required to perform a similarity transformation by a rotation is proportional to n. For large enough problems, the work of nding minimizers of (5) 
Explicit formulae for (c 1 ; s 1 ) and (c 2 ; s 2 ) appear in 13, 21] . Use as approximate minimizers the pair (c; s) = (c i ; s i ), i = 1; 2, that yields the smaller value of (5). This strategy has worked well in practice and the proof of local quadratic convergence presented in Section 3 goes through with little modi cation for this approximate minimizer.
The following algorithm summarizes the procedure for simultaneous diagonalization of a commuting pair of normal matrices. (5) as described in (6) and (7)). Algorithm 1 needs storage for approximately 3n 2 complex numbers. This can be shaved to 2n 2 complex numbers if Q is not required.
As with the serial Jacobi algorithm, to promote rapid convergence in the case of multiple eigenvalues, it is a good idea to use a similarity transformation by a permutation matrix to put the diagonal entries of A and B in lexicographic order 20]. Such an eigenvalue ordering is required by our proof of local quadratic convergence in Section 3.
In our experience, for randomly chosen examples with n 80, rarely does = 10 ?14 make Algorithm 1 require more than six sweeps. In Section 3 we show that Algorithm 1 has local quadratic convergence. There are, however, examples for which Algorithm 1 does not converge. For example, if A 2 R n n is given by a kj = cos((j + k) =n) if j 6 = k 2?n 2 cos(2k =n) if j = k (9) and B 2 R n n is given by b kj = sin((j + k) =n) if j 6 = k 2?n 2 sin(2k =n) if j = k (10) and n > 6, then it is easily to verify through Theorem 6.1 that no rotation reduces o 2 (A; B), so Algorithm 1 with exact minimization in Step 5 leaves A and B invariant. This example is essentially due to Voevodin 45] .
Usually in practice, rounding errors perturb (9) and (10) Example (9) and (10) is not held xed by the heuristic minimization strategy, but it does sometimes require a few more sweeps than a random example. Algorithm 1 with the approximate minimization heuristic in Step 5 needed from 9 to 10 sweeps to reduce o 2 (A; B) to less than 10 ?14 (j jAj j + j jBj j) for n = 10, n = 15, n = 20, n = 25, and n = 30.
Scaling one of the two commuting matrices, by (say) replacing A by A=2 as suggested in 21] is a more reliable way to \break away" from a xed point like (9) and (10) . This is equivalent to using o 2?1;0;0;2 in place of o 2 . Motivated in part by the \exceptional shift" strategy often used with the QR algorithm, we changed our experimental code to use o 2?1;0;0;2 for one sweep, whenever o 2 (A; B) declines by less than the 1% across a sweep. With this modi cation, only 6 to 7 sweeps were required to reduce o 2 (A; B) to less than 10 ?14 (j jAj j + j jBj j) for the n = 10, n = 15, n = 20, n = 25, and n = 30 cases of (9) and (10) . (The choice of 1% is ad hoc. A more cautious approach would require a greater per sweep reduction in o 2 (A; B) and would try other scaling factors, if 1=2 doesn't work. ) We have not been able to show that Algorithm 1 with the above modi cation is globally convergent.
3. Convergence Properties. Algorithm 1 shares many of the desirable properties of algorithms related to the serial Jacobi algorithm for the real symmetric eigenvalue problem 20, 23, 36, 38, 41, 46] . In our experience, Algorithm 1, with the above strategy for avoiding stagnation, converges globally and ultimately quadratically.
In this section we establish the local quadratic convergence and numerical stability of Algorithm 1. In parenthetical remarks we give a rough sketch of how the argument can be modi ed to show the local convergence of the heuristic variation (6), (7 
Denote the k-th rotation of Algorithm 1 by R (k) = R(i; j; c (k) ; s (k) ), and let A (k) and B (k) be the values of A and B immediately before the k-th rotation. Following common practice, we call (a (k) ij ; a (k) ji ; b (k) ij ; b (k) ji ) the \k-th pivots", because the rotation
) is chosen to minimize ja (k+1) ij j 2 + ja (k+1) ji j 2 + jb (k+1) ij j 2 + jb (k+1) ji j 2 .
De ne k by
B 2 C n n are diagonal and E (k)
A ; E (k) B 2 C n n have zero diagonal.
Using a permutation similarity, we may order the eigenvalues i and i so that ja (k) ii
and jb (k) ii
Because Algorithm 1 uses inner rotations and o 2 (A (k) ; B (k) ) is monotonically decreasing, (13) and (14) hold throughout the remainder of Algorithm 1 20, 36, 46] . In particular, the order in which the eigenvalues will eventually appear along the diagonals of A and B is xed.
(The heuristic (6) and (7) does not necessarily make o 2 (A (k) ; B (k) ) decrease monotonically. However, it can be shown that o 2 (A (k) ; B (k) ) does not increase by more that O( 2 ). Thus, under a slightly stronger hypothesis, (13) and (14) continue to hold.)
Each diagonal entry a (k) ii is said to be \a liated" with i and each diagonal entry b (k) ii is \a liated" with i . Inequality (13) implies that if i 6 = j , then ja (k) ii ? a (k) jj j > :
Inequality (14) implies that if i 6 = j , then
An eigenvalue pair ( ; ) has multiplicity m, if there are m distinct integers i j , j = 1; 2; 3; : : :; m for which ( ; ) = ( ij ; ij ). Using permutation similarity, we may order the diagonal entries so that a liates of an m-fold multiple eigenvalue pair appear in m adjacent diagonal entries.
We will show the following theorem. We will need several lemmas to prove Theorem 3.1. The proof has two parts. The rst part establishes that, q ja (k+1) ij j 2 + ja (k+1) ji j 2 + jb (k+1) ij j 2 + jb (k+1) ji j 2 O( 2 k ):
In the second part, we will show that subsequent rotations \preserve" (17) Proof. Without loss of generality, assume that j i ? j j j i ? j j: (20) In particular, (20) In fact, this rotation minimizes the left-hand-side of (21) (and (6) (24) Inequality (22) implies that (13) and (15) hold forÂ and jb ii ?b jj j jb (k) ii ?
Inequalities (15) and (24) (28) together imply the left-hand inequality of (27) . The right-hand inequality follows from the left-hand inequality and (12). Fix a particular choice of (i; j) and consider a (k) ij during a sweep of Algorithm 1 as k varies from k = h through k = h + n(n ? 1)=2.
Note that k is monotonically decreasing in k, so if ( i ; i ) = ( j ; j ), then Lemma 3.2 implies that, for k = h; h + 1; h + 2; : : :; h + n(n ? 1)=2, ja (k) ij j p 2 2 k 2 p 2 2 h 2 . (As noted in the proof of Lemma 3.2, a slightly weaker inequality holds for the heuristic (6), (7).) Suppose ( i ; i ) 6 = ( j ; j ) and the k-th pivots are a (k) ij , a (k) ji , b (k) ij and b (k) ji . Fix i and j. Lemma 3.3 implies that ja (k+1) ij j 5 2 k . A liates of multiple eigenvalue pairs appear in adjacent diagonal entries, so subsequent pivots in row i satisfy the hypothesis of Lemma 3.4. If j < n and (for ease of notation) (c; s) = (c (k+1) ; s (k+1) ), then ja (k+2) ij j = jca (k+1) ij + sa (k+1) j+1;j j ja (k+1) ij j + j sjja (k+1) j+1;j j Suppose that the last pivot in row i is the q-th pivot. There are at most n ? i ? 1 n ? 2 pivots in row i subsequent to the k-th pivot. Hence, for j 6 = i, ja (q) ij j (5 + 9(n ? 2)) Pivoting in rows other than row i leaves the o -diagonal row sum invariant, so for q < k < h + n(n ? 1)=2, r ik = r iq (n ? 1)(9n ? ) where is the machine precision and p(n) is a modest polynomial that depends on the details of the arithmetic. Thus, the e ects of rounding errors are equivalent to making small normwise perturbations in the original data matrices A and B. Algorithm 1 is backward numerically stable.
4. Real Matrices. If Algorithm 1 is applied to a pair of real, commuting normal matrices A and B, then it will use nontrivial complex arithmetic on what is essentially a real problem. Thus, storage must be set aside for two complex arrays instead of two real arrays and complex arithmetic must be used instead of real arithmetic. Complex rounding errors may perturb the eigenvalues of A and B so that they do not appear in complex conjugate pairs. This section presents a modi cation of Algorithm 1 that avoids complex arithmetic.
Of course, there may be no real similarity transformation that simultaneously diagonalizes A and B. However, the following theorem shows that there is a real similarity transformation that block diagonalizes A and B with 1?by?1 and 2?by?2 blocks. Assume the induction hypothesis that the theorem holds for all real, normal, k?by?k, commuting pairs A and B for k < n and 3 n. Let A 2 R n n and B 2 R n n be commuting normal matrices, and let x 2 C n be a simultaneous eigenvector of A and B with eigenvalues A and B respectively. There are two cases to consider: (i) x is linearly independent of x and (ii) x and x are linear dependent.
If x and x are linearly independent, then A x = A x and B x = B x. Thus, x and x are simultaneous, linearly independent eigenvectors of A and B. The vectors y = x+ x and z = i(x? x) span a two dimensional, real, invariant subspace of A and B.
Let U 2 R n n be an orthogonal matrix whose rst two columns form an orthonormal basis of span(y; z) and setÃ = U T AU andB = U T BU. Thus,Ã = diag(A 11 ; A 22 22 ) then the matrix Q = UV satis es the conclusion of the theorem. If x and x are linearly dependent, then A 2 R, B 2 R and x is a scalar multiple of some real, simultaneous eigenvector y 2 R n . Without loss of generality we may choose y such that j jyj j 2 = 1. Let U 2 R n n be an orthogonal matrix whose last column is y and setÃ = U T AU andB = U T BU. Observe thatÃ andB are real, normal, commuting matrices and thatÃ = diag(A 11 ; a nn ),B = diag(B 11 ; b nn )) where a nn = A , b nn = B and A 11 ; B 11 2 R n?1 n?1 . By the induction hypothesis, there exists an orthogonal matrix V 11 2 R n?1 n?1 such that V T 11 A 11 V 11 and V T 11 B 11 V 11 are block diagonal with 2?by?2 and at most one, trailing 1?by?1 block. If V = diag(V 11 ; 1]) then the matrix Q = UV satis es the conclusion of the theorem. Note that at this point that if n is even, it is necessary to logically combine the two trailing 1?by?1 blocks into a single trailing 2?by?2 block.
Partion each matrix M 2 R n n into a k?by?k block matrix as M = 
where k = n+1 2 and for i; j n 2 M ij 2 R 2 2 . If n is odd, then for j k ? 1, M kj 2 R 1 2 , for i k ? 1, M ik 2 R 2 1 and M kk 2 R 1 1 . Theorem 4.1 states that there is a real orthogonal similarity transformation that simultaneously block diagonalizes A and B conformally with (29) .
The next algorithm makes extensive use of elementary orthogonal matrices Z = Z(i; j; U) 2 R n n that are partitioned conformally with (29) . De ne the block rotation Z(i; j; U) to have the form Z(i; j; U) = We will use block rotations Z(i; j; U) where U has the form U = R(2; 4; c 4 ; s 4 (31) and (32) .
In broad outline, Algorithm 2 (presented below) is a block version of Algorithm 1 using the partition (29) . It measures progress with a block version of (2) The following theorem implies that (33) is minimized by a block rotation of the form of (31) or (32) . There is no need to use more general block rotations. A similar theorem about a di erent set of block rotations was proved in 42] using di erent methods. (36) where u ij ; v ij 2 C. It is easy to show that (34) and (36) In other treatments, e.g., 7], quaternion matrices are de ned to have the form of (37), but in this context, (36) makes the explication somewhat simplier. Quaternion matrices arise naturally from quantum mechanical problems that have time reversal symmetry 12, 26, 34] , and in eigenvalue problems that have two special structures 6].
The eigenvalues and eigenvectors of quaternion matrices appear in pairs. If ( ; x) is an eigenvalue-eigenvector pair of a quaternion matrix, then ( ; J x) is also an eigenvalue-eigenvector pair. A quaternion matrix H has a quaternion, Schur decomposition as HQ = QT where Q 2 C 2n 2n is a unitary, quaternion matrix and T 2 C 2n 2n is an upper triangular, quaternion matrix 7] . If H 2 C 2n 2n is also normal, then T is a diagonal, quaternion matrix. From this it is easy to show the following theorem. Algorithm 1 applied to a commuting pair of normal, quaternion matrices will destroy the quaternion structure. General 2n?by?2n matrices must be stored and updated. Rounding errors may destroy the pairing of eigenvalues and eigenvectors. Algorithm 1 takes no advantage of the pairing of eigenvalues.
Theorem 5.1 suggests that if quaternion structure were preserved throughout Algorithm 1, then work and storage requirements would be cut in half and the special pairing of eigenvalues and eigenvectors will be preserved despite rounding errors.
The key to preserving quaternion structure is the observation that products and inverses of quaternion matrices are quaternion matrices. In particular, there is a rich class of quaternion, unitary matrices to use in a modi ed version of Algorithm 1.
A quaternion rotation is a quaternion unitary matrix W 2 C 2n 2n of the form 6.7. Commuting m-tuples. Algorithm 1 extends to the problem of simultaneously diagonalizing m commuting, normal matrices. In this case the the minimization problem (5) uses a 2m-by-3 matrix coe cient matrix. Algorithm 1 must apply similarity transformations to all m commuting matrices. 7 . Conclusions. We have presented a Jacobi-like algorithm for simultaneous diagonalization of commuting pairs of complex normal matrices. The algorithm uses a sequence of similarity transformations by elementary complex rotations to drive the o -diagonal entries to zero. Convergence and rounding error properties are similar to the serial Jacobi algorithm 20, 38, 46] . We have shown that its asymptotic convergence rate is quadratic, and that it is numerically stable in the sense that the computed eigenvalues and eigenvectors are correct for a perturbation of the data. Empirically, it appears to converge globally, but we have not been able to give a proof. The algorithm can easily be modi ed to preserve and exploit the additional special structure of real matrices, quaternion matrices and real symmetric matrices.
