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Abstract
We consider the PDE −∆pu = ρ, where ρ is a signed Borel measure on Rn. For
each p > n, we characterize solutions as extremals of a generalized Morrey inequality
determined by ρ.
1 Introduction
In this paper, we will study functional inequalities on the homogeneous Sobolev space
D1,p(Rn) := {u ∈ L1loc(Rn) : uxi ∈ Lp(Rn) for i = 1, . . . , n}
for
p > n.
The best known functional inequality on this space is Morrey’s inequality which asserts that
there is a constant C depending only on n and p such that
[u]1−n/p ≤ C‖Du‖p (1.1)
for all u ∈ D1,p(Rn) [9, 13, 20, 21, 24]. Here we have written
[u]1−n/p := sup
x 6=y
{ |u(x)− u(y)|
|x− y|1−n/p
}
and
‖Du‖p :=
(∫
Rn
|Du|pdx
)1/p
.
Moreover, we have identified each u ∈ D1,p(Rn) with its 1 − n/p Ho¨lder continuous repre-
sentative.
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An extremal of Morrey’s inequality is a function u ∈ D1,p(Rn) for which equality holds in
(1.1). In recent work, we established that a nonconstant extremal u of Morrey’s inequality
exists [14]. In particular, we characterized u as a solution of the PDE
−∆pu = c(δx0 − δy0) (1.2)
in Rn for some constant c. That is,∫
Rn
|Du|p−2Du ·Dvdx = c(v(x0)− v(y0))
for each v ∈ D1,p(Rn). In equation (1.2), x0, y0 ∈ Rn are distinct points for which
[u]1−n/p =
|u(x0)− u(y0)|
|x0 − y0|1−n/p . (1.3)
It also follows from the variational structure of this PDE that u is an extremal satisfying
(1.3) if and only if
‖Du‖p ≤ ‖Dv‖p
for each v ∈ D1,p(Rn) with
v(x0)− v(y0) = u(x0)− u(y0).
It turns out that it is possible to extend these results to a class of inequalities which
generalize Morrey’s inequality. To this end, we will consider signed Borel measures ρ on Rn
which have the following properties
the support of ρ is compact,
ρ(Rn) = 0, and
∫
Rn
ydρ(y) 6= 0.
(1.4)
For such a measure ρ, we define the seminorm
[u]ρ := sup
S∈S(n)

∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
: µ = S#ρ
 , u ∈ D
1,p(Rn). (1.5)
Here S(n) is the collection of similarity transformations of Rn. That is, each S ∈ S(n) is
of the form
S(y) = λOy + z, y ∈ Rn
2
for some λ > 0, O ∈ O(n), and z ∈ Rn. Further, S#ρ is the usual push forward measure
defined as
(S#ρ)(A) := ρ(S
−1(A))
for Borel A ⊂ Rn. Equivalently∫
Rn
w(x)d(S#ρ)(x) =
∫
Rn
w(S(y))dρ(y)
for each continuous w : Rn → R.
It is not hard to check that if
ρ = δx0 − δy0
for any two distinct x0, y0 ∈ Rn, then
[u]ρ = [u]1−n/p
for each u ∈ D1,p(Rn). A more general example of ρ satisfying (1.4) is
ρ =
N∑
i=1
ciδyi ,
where
∑N
i=1 ci = 0 and
∑N
i=1 ciyi 6= 0. Another example occurs whenever
ρ = divF
for an appropriate class of mappings F : Rn → Rn with ∫Rn F (y)dy 6= 0. We will also explain
how to associate such an F with each ρ satisfying (1.4) when n = 1.
We will show that each ρ satisfying (1.4) leads to a generalized Morrey inequality on
D1,p(Rn). In particular, we shall make the basic observation that there is a constant C
depending only on n, p, and ρ such that
[u]ρ ≤ C‖Du‖p, u ∈ D1,p(Rn). (1.6)
Furthermore, we will give a simple proof of the existence of a nonconstant extremal u of this
inequality and characterize extremals as follows.
Theorem 1.1. Suppose S ∈ S(n) and set µ = S#ρ. The following are equivalent.
(i) u ∈ D1,p(Rn) is an extremal of (1.6) with
[u]ρ =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
. (1.7)
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(ii) There is c ∈ R for which
−∆pu = cµ (1.8)
in Rn.
(iii) For each v ∈ D1,p(Rn) with∫
Rn
v(x)dµ(x) =
∫
Rn
u(x)dµ(x),
the following inequality holds
‖Du‖p ≤ ‖Dv‖p.
This theorem has several corollaries. Part (iii) implies that extremals of (1.6) are conve-
niently generated by a minimizing the seminorm
D1,p(Rn) 3 v 7→ ‖Dv‖p
subject to the constraint ∫
Rn
vdρ = 1.
We will also see how Theorem 1.1 implies that an extremal u satisfying (1.7) is uniformly
bounded with
min
supp(µ)
u ≤ u(x) ≤ max
supp(µ)
u, x ∈ Rn
and that the limit
lim
|x|→∞
u(x)
exists. Another consequence of this theorem is that extremals are essentially uniquely de-
termined, which will enable us to verify that extremals inherit symmetry and antisymmetry
properties from ρ.
In addition, we will argue that condition (i) in Theorem 1.1 is always satisfied in the
sense that for each v ∈ D1,p(Rn) there is S ∈ S(n) such that
[v]ρ =
∣∣∣∣∫
Rn
v(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
for µ = S#ρ. Even more remarkably, we can exploit this fact to refine the generalized Morrey
inequality (1.6) with the following stability estimates.
Theorem 1.2. Suppose v ∈ D1,p(Rn) and C is a constant for which (1.6) holds. There is
an extremal u ∈ D1,p(Rn) such that(
C
2
)p
‖Du−Dv‖pp + [v]pρ ≤ Cp‖Dv‖pp
4
for 2 < p <∞ and (
C
2
) 1
p−1
‖u′ − v′‖
p
p−1
p + [v]
p
p−1
ρ ≤ C
p
p−1‖v′‖
p
p−1
p
for 1 < p ≤ 2.
The reader will observe that the proofs of our main result are not especially difficult
and only require elementary variational arguments. We emphasize that the main point of
this note is to highlight the connection between the PDE (1.8) and the generalized Morrey
inequality (1.6). PDEs such as (1.8) arise in nonlinear potential theory and have been studied
in great depth for many years [1, 2, 5, 7, 8, 16, 17, 18, 19, 23]. Stability estimates for Sobolev
inequalities have also been of great interest in analysis and geometry [3, 4, 10, 12, 22, 25, 26]
and this work provides a simple method to obtain such estimates for Morrey type inequalities.
This paper is organized as follows. In section 2, we show that the seminorm (1.5) is
controlled by a constant times the 1 − n/p Ho¨lder seminorm and that the maximum ratio
determining the seminorm (1.5) is always achieved. Next we prove nonconstant extremals
of (1.6) exist in section 3. Then in section 4, we prove Theorem 1.1 and discuss its various
corollaries. In section 5, we issue a short proof of Theorem 1.2. Finally, in section 6, we write
down the extremals and best constant in one spatial dimension and give a duality formula
for the sharp constant in any dimension.
2 Preliminaries
We will first verify the basic assertions that [u]ρ is controlled by the 1−n/p Ho¨lder seminorm
of u and that [u]ρ = 0 implies u is identically equal to a constant.
Proposition 2.1. (i) There is a constant A such that
[u]ρ ≤ A[u]1−n/p
for all u ∈ D1,p(Rn). (ii) If
[u]ρ = 0, (2.1)
then u is constant throughout Rn.
Proof. (i) Suppose µ = S#ρ, where S(y) = λOy + z for some λ > 0, O ∈ O(n) and z ∈ Rn.
Note that ∫
Rn
u(x)dµ(x) =
∫
Rn
(u(x)− u(z))dµ(x)
=
∫
Rn
(u(λOy + z)− u(z))dρ(y)
≤ [u]1−n/p
∫
Rn
|(λOy + z)− z|1−n/pd|ρ|(y)
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= [u]1−n/p
∫
Rn
|y|1−n/pd|ρ|(y) · λ1−n/p.
Also observe ∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p = ∣∣∣∣∫
Rn
(λOy + z)dρ(y)
∣∣∣∣1−n/p
=
∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p · λ1−n/p.
Consequently, ∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
≤
∫
Rn
|y|1−n/pd|ρ|(y)∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
· [u]1−n/p = A · [u]1−n/p.
(ii) If (2.1) holds, then ∫
Rn
λn/p−1u(λOy + z)dρ(y) = 0
for all λ > 0, z ∈ Rn and O ∈ O(n). In particular,∫
Rn
u(λOy + z)− u(z)
λ
dρ(y) = 0
for all λ > 0, z ∈ Rn and O ∈ O(n).
By Rademacher’s Theorem, u is differentiable almost everywhere (Theorem 6.5 in [9]).
Let z be a point in which Du(z) exists. As the support of ρ is compact,
lim
λ→0+
u(λOy + z)− u(z)
λ
= Du(z) ·Oy
uniformly for each y ∈ supp(ρ). It follows that
0 = lim
λ→0+
∫
Rn
u(λOy + z)− u(z)
λ
dρ(y) = Du(z) ·O
(∫
Rn
ydρ(y)
)
.
As
∫
Rn ydρ(y) 6= 0 and O ∈ O(n) is arbitrary, Du(z) = 0. Since Du vanishes almost
everywhere, it must be that u is constant throughout Rn.
Let us recall the limits
lim
|x−y|→0
|u(x)− u(y)|
|x− y|1−n/p = 0 (2.2)
and
lim
|x|+|y|→∞
|u(x)− u(y)|
|x− y|1−n/p = 0, (2.3)
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which hold for each u ∈ D1,p(Rn). These limits were verified in Theorem 6.1 of [14] which
asserts that for each u ∈ D1,p(Rn) there are distinct x0, y0 for which
[u]1−n/p =
|u(x0)− u(y0)|
|x0 − y0|1−n/p .
We will extend this assertion in the following proposition.
Proposition 2.2. Suppose u ∈ D1,p(Rn). There is S ∈ S(n) such that
[u]ρ =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
for µ = S#ρ.
Proof. We may that assume that u is nonconstant; or else the assertion holds for any S ∈
S(n). In this case, we can choose sequences (λk)k∈N ⊂ (0,∞), (Ok)k∈N ⊂ O(n), (zk)k∈N ⊂ Rn
such that
[u]ρ = lim
k→∞
∣∣∣∣∫
Rn
λ
n/p−1
k u(λkOky + zk)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
We may also rewrite this limit as∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p [u]ρ = limk→∞
∣∣∣∣∫
Rn
u(λkOky + zk)− u(zk)
|(λkOky + zk)− zk|1−n/p |y|
1−n/pdρ(y)
∣∣∣∣ . (2.4)
In addition, observe that
|u(λkOky + zk)− u(zk)|
|(λkOky + zk)− zk|1−n/p ≤ [u]1−n/p. (2.5)
for k ∈ N and y ∈ Rn.
Suppose any one of the limits hold
lim infk→∞ λk = 0,
lim supk→∞ λk =∞,
lim supk→∞ |zk| =∞.
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In view of (2.2) and (2.3), there are subsequences (λkj)k∈N ⊂ (0,∞), (Okj)k∈N ⊂ O(n),
(zkj)k∈N ⊂ Rn such that
lim
j→∞
|u(λkjOkjy + zkj)− u(zkj)|
|(λkjOkjy + zkj)− zkj |1−n/p
= 0
for all y ∈ Rn. We can then combine this limit with (2.5) and apply dominated convergence
to get
lim
k→∞
∫
Rn
u(λkOky + zk)− u(zk)
|(λkOky + zk)− zk|1−n/p |y|
1−n/pdρ(y) = 0.
It would then follow from (2.4) that u is constant.
As a result, there are subsequences (λkj)k∈N ⊂ (0,∞), (Okj)k∈N ⊂ O(n), (zkj)k∈N ⊂ Rn
such that
λkj → λ, Okj → O, and zkj → z
for some λ > 0, O ∈ O(n), and z ∈ Rn. Here we are using that O(n) is compact. Then we
can send k = kj →∞ in (2.4) to get∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p [u]ρ = ∣∣∣∣∫
Rn
u(λOy + z)− u(z)
|(λOy + z)− z|1−n/p |y|
1−n/pdρ(y)
∣∣∣∣
=
∣∣∣∣∫
Rn
λn/p−1u(λOy + z)dρ(y)
∣∣∣∣ .
We conclude upon setting S(y) = λOy+ z, defining µ = S#ρ, and rearranging this equality.
3 Nonconstant extremals
In view of Proposition 2.1 and Morrey’s inequality (1.1), there is a constant C such that the
generalized Morrey inequality (1.6) holds. It will be convenient for us to denote C∗ as the
smallest constant such that the generalized Morrey inequality holds and state the inequality
as
[u]ρ ≤ C∗‖Du‖p (3.1)
for u ∈ D1,p(Rn). We will now verify that a nontrivial extremal exists. Along the way, we
will use the fact that u 7→ [u]ρ and u 7→ ‖Du‖p are each invariant under the transformations
u(x) 7→ −u(x)
u(x) 7→ u(x) + c
u(x) 7→ λn/p−1u(λOx+ z)
for each c ∈ R, z ∈ Rn, O ∈ O(n), and λ > 0.
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Proposition 3.1. There is a nonconstant u ∈ D1,p(Rn) with
[u]ρ = C∗‖Du‖p.
Proof. Set
Λ := inf {‖Du‖p : [u]ρ = 1}
and choose a sequence (uk)k∈N ⊂ D1,p(Rn) with
Λ := lim
k→∞
‖Duk‖p
and [uk]ρ = 1 for each k ∈ N. By Proposition 2.2, we may also select λk > 0, Ok ∈ O(n), zk ∈
Rn
1 = [uk]ρ =
∣∣∣∣∫
Rn
(λk)n/p−1uk(λkOky + zk)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
for each k ∈ N.
Define
vk(y) := (λ
k)n/p−1
{
uk(λ
kOky + zk)− uk(zk)
}
, y ∈ Rn.
It follows from the definition of vk and the invariances of the seminorms u 7→ [u]ρ and
u 7→ ‖Du‖p that 
vk(0) = 0
[vk]ρ = 1∣∣∣∣∫
Rn
vk(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p = 1
Λ = limk→∞ ‖Dvk‖p.
In view of Morrey’s inequality, we have that (vk)k∈N is equicontinuous. Since vk(0) = 0, this
sequence is pointwise uniformly bounded on compact subsets of Rn. By the Arzela`-Ascoli
Theorem, there is a subsequence (vkj)j∈N and v : Rn → R such that vkj → v locally uniformly
on Rn.
It follows that
v(0) = 0, [v]ρ ≤ 1, and
∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
= 1.
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In particular,
[v]ρ =
∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
= 1,
so v is nonconstant.
As ‖Dvkj‖p is bounded, Dvkj has a weakly convergent subsequence in Lp(Rn;Rn); it is
routine to check that Dvkj ⇀ Dv in L
p(Rn;Rn). As a result, v ∈ D1,p(Rn) and
Λ = lim
j→∞
‖Dvkj‖p ≥ ‖Dv‖p ≥ Λ.
Consequently, for a given u ∈ D1,p(Rn) which is nonconstant
Λ = ‖Dv‖p ≤ ‖Du‖p
[u]ρ
.
Thus,
[u]ρ ≤ 1
Λ
‖Du‖p
and equality holds for v. It follows that v is the desired nonconstant extremal and C∗ =
1/Λ.
Corollary 3.2. Suppose S ∈ S(n) and set µ = S#ρ. There is an extremal of (3.1) with
[u]ρ =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
.
Proof. Assume S(y) = λOy + z, for some λ > 0, z ∈ Rn and O ∈ O(n). Let v be the
extremal constructed in the proof of Proposition 3.1 and define
u(x) := λ1−n/pv
(
O−1
x− z
λ
)
, x ∈ Rn.
Then
[u]ρ = [v]ρ =
∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
and ‖Du‖p = ‖Dv‖p, so u is an extremal. Moreover,∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
=
∣∣∣∣∫
Rn
λn/p−1u(λOy + z)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
=
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
.
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4 Equivalence theorem
In this section, we will argue that extremals of the generalized Morrey inequality (3.1) are
uniquely determined up to similarity transformations, are uniformly bounded, are asymp-
totically flat, and inherit symmetry and antisymmetry properties of ρ. These features are
all consequences of Theorem 1.1, so we will start by proving this theorem.
Proof of Theorem 1.1. (i) =⇒ (ii) By assumption,∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣p∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣p−n = C
p
∗
∫
Rn
|Du|pdx. (4.1)
For t ∈ R and v ∈ D1,p(Rn), we also have∣∣∣∣∫
Rn
u(x)dµ(x) + t
∫
Rn
v(x)dµ(x)
∣∣∣∣p∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣p−n ≤ C
p
∗
∫
Rn
|Du+ tDv|pdx. (4.2)
Subtracting (4.1) from (4.2), dividing by t > 0, and sending t→ 0 gives∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣p−2 ∫
Rn
u(x)dµ(x)
∫
Rn
v(x)dµ(x)∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣p−n ≤ C
p
∗
∫
Rn
|Du|p−2Du ·Dvdx.
Replacing v with −v gives∫
Rn
|Du|p−2Du ·Dvdx = c
∫
Rn
v(x)dµ(x)
where
c =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣p−2 ∫
Rn
u(x)dµ(x)
Cp∗
∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣p−n .
That is,
−∆pu = cµ
in Rn.
(ii) =⇒ (iii) Suppose v ∈ D1,p(Rn) with
∫
Rn
v(x)dµ(x) =
∫
Rn
u(x)dµ(x). Then∫
Rn
|Dv|pdx ≥
∫
Rn
|Du|pdx+ p
∫
Rn
|Du|p−2Du · (Dv −Du)dx
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=∫
Rn
|Du|pdx+ pc
∫
Rn
(v(x)− u(x))dµ(x)
=
∫
Rn
|Du|pdx.
(iii) =⇒ (i) Suppose w ∈ D1,p(Rn) is an extremal of (3.1) with
[w]ρ =
∣∣∣∣∫
Rn
w(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
.
Such a w exists by Corollary 3.2. Multiplying w by an appropriate scalar, we may assume
that ∫
Rn
w(x)dµ(x) =
∫
Rn
u(x)dµ(x).
In particular,
[w]ρ ≤ [u]ρ.
By assumption,
‖Du‖p ≤ ‖Dw‖p.
As
[w]ρ ≤ [u]ρ ≤ C∗‖Du‖p ≤ C∗‖Dw‖p = [w]ρ,
u is an extremal and
[u]ρ = [w]ρ =
∣∣∣∣∫
Rn
w(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
=
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
.
4.1 Uniqueness
We will now explain that any two extremals are uniquely determined up to a similarity
transformation and a few constants.
Proposition 4.1. Suppose S ∈ S(n) and set µ = S#ρ. If u, v ∈ D1,p(Rn) are extremals of
(3.1) with
[u]ρ =
∫
Rn
u(x)dµ(x)∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
> 0 and [v]ρ =
∫
Rn
v(y)dρ(y)∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
> 0,
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then
v(y) =
∫
Rn
vdρ∫
Rn
udµ
(u(S(y))− u(S(0))) + v(0) (4.3)
for all y ∈ Rn.
Proof. Suppose S(y) = λOy + z, where λ > 0, z ∈ Rn and O ∈ O(n). Set w(y) =
λn/p−1u(λOy + z), and observe that w is an extremal of (3.1) which satisfies
[w]ρ = [u]ρ =
∫
Rn
w(y)dρ(y)∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
By the proof of Theorem 1.1, w satisfies the PDE
−∆pw =
(∫
Rn
wdρ
)p−1
∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣p−nρ
in Rn. We also have
−∆pv =
(∫
Rn
vdρ
)p−1
∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣p−nρ
in Rn.
Let us now define
v˜(y) =
v(y)∫
Rn
vdρ
and w˜(y) =
w(y)∫
Rn
wdρ
and note that since v˜, w˜ ∈ D1,p(Rn) satisfy the same PDE:∫
Rn
|Dv˜|p−2Dv˜ ·Dφdx = 1∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣p−n
∫
Rn
φdρ =
∫
Rn
|Dw˜|p−2Dw˜ ·Dφdx
for all φ ∈ D1,p(Rn). Choosing φ = v˜ − w˜ gives∫
Rn
(|Dv˜|p−2Dv˜ − |Dw˜|p−2Dw˜) · (Dv˜ −Dw˜)dx = 0.
As Rn 3 z 7→ |z|p−2z is strictly monotone, v˜ − w˜ is constant throughout Rn.
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It follows that
v(y)∫
Rn
vdρ
− w(y)∫
Rn
wdρ
=
v(0)∫
Rn
vdρ
− w(0)∫
Rn
wdρ
for all y ∈ Rn. Moreover,
v(y) =
∫
Rn
vdρ∫
Rn
wdρ
(w(y)− w(0)) + v(0)
=
∫
Rn
vdρ∫
Rn
udµ
(u(λOy + z)− u(z)) + v(0).
Corollary 4.2. Suppose S ∈ S(n) and set µ = S#ρ. Assume u1, u2 ∈ D1,p(Rn) are extremals
of (3.1) with
[u1]ρ =
∣∣∣∣∫
Rn
u1(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
, [u2]ρ =
∣∣∣∣∫
Rn
u2(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
,
and ∫
Rn
u1(x)dµ(x) =
∫
Rn
u2(x)dµ(x). (4.4)
Then u1 − u2 is constant throughout Rn.
Proof. Without loss of generality, we may suppose
∫
Rn
u1(x)dµ(x) > 0. Let v be an extremal
of (3.1) with
[v]ρ =
∫
Rn
v(y)dρ(y)∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
> 0.
In view of (4.3), we have
v(y)∫
Rn
vdρ
− v(0)∫
Rn
vdρ
=
u1(S(y))− u1(S(0))∫
Rn
u1dµ
=
u2(S(y))− u2(S(0))∫
Rn
u2dµ
.
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for all y ∈ Rn. By assumption (4.4),
u1(S(y))− u2(S(y)) = u1(S(0))− u2(S(0))
for all y ∈ Rn. It follows that , u1(x)− u2(x) = u1(S(0))− u2(S(0)) for all x ∈ Rn.
4.2 Pointwise bounds and asymptotic flatness
In the following proposition, we will use the fact that each u ∈ D1,p(Rn) is continuous and
that the support of ρ is compact. Moreover, the support of S#ρ is compact for any S ∈ S(n).
Proposition 4.3. Suppose S ∈ S(n) and set µ = S#ρ. Further suppose u is an extremal of
(3.1) with
[u]ρ =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
.
Then
inf
Rn
u = min
supp(µ)
u and sup
Rn
u = max
supp(µ)
u.
Proof. We will show supRn u = maxsupp(µ) u =: M . To this end, define
w(x) := min {u(x),M} , x ∈ Rn.
It is routine to check that w ∈ D1,p(Rn), and it is plain to see that w(x) = u(x) for
x ∈ supp(µ). In particular, ∫
Rn
w(x)dµ(x) =
∫
Rn
u(x)dµ(x).
Note that this implies
[u]ρ ≤ [w]ρ. (4.5)
In view of Theorem 1.1,∫
Rn
|Du|pdx ≤
∫
Rn
|Dw|pdx =
∫
u≤M
|Du|pdx ≤
∫
Rn
|Du|pdx.
Combining this with (4.5) we conclude that w is an extremal. By Corollary 4.2,
u(x) = w(x) = min {u(x),M} ≤M, x ∈ Rn.
For the moment, let u be the extremal discussed in the previous proposition. By Theorem
1.1, u ∈ D1,p(Rn) is p-harmonic on Rn \ supp(µ). In particular, as supp(µ) is compact, u
is p-harmonic on an exterior domain and is uniformly bounded. We can then conclude the
following limits by our recent work [15].
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Corollary 4.4. Assume n ≥ 2, S ∈ S(n) and set µ = S#ρ. Further suppose u is an extremal
of (3.1) with
[u]ρ =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
.
The limit
lim
|x|→∞
u(x)
exists and
lim
|x|→∞
|x||Du(x)| = 0.
Remark 4.5. When n = 1, the limits limx→∞ u(x) and limx→−∞ u(x) exist. However, these
two limits are typically distinct. See Remark 6.2 below for more on this point.
4.3 Symmetry and antisymmetry
We will now consider the scenario in which ρ is invariant under a similarity transformation.
We shall see that each extremal of (3.1) will have a corresponding invariance. In a similar
manner, we will establish how the antisymmetry of extremals can be inherited from an
antisymmetry property of ρ. In the process, we will make use of the limit
lim
|y|→∞
|S(y)| =∞, (4.6)
which holds for each S ∈ S(n).
Proposition 4.6. Assume n ≥ 2 and v is an extremal for (3.1) with
[v]ρ =
∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
If
T#ρ = ρ
for some T ∈ S(n), then
v = v ◦ T.
Proof. Suppose T (x) = λOx+ z for some λ > 0, O ∈ O(n) and z ∈ Rn. We first claim that
λ is necessarily equal to 1. To see this, we note∫
Rn
ydρ(y) =
∫
Rn
T (y)dρ(y) = λO
(∫
Rn
ydρ(y)
)
.
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Taking the norm of both sides this equation gives∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣ = λ ∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣ ,
which forces λ = 1. In particular, T (x) = Ox+ z.
Arguing as we did in the proof of Corollary 3.2, we find v ◦ T is an extremal with
[v ◦ T ]ρ =
∣∣∣∣∫
Rn
v ◦ T (y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
By assumption, ∫
Rn
v(y)dρ(y) =
∫
Rn
v ◦ T (y)dρ(y).
It then follows that v − v ◦ T is constant throughout Rn by Corollary 4.2. In view of (4.6)
and Corollary 4.4,
v(x)− v ◦ T (x) = lim
|y|→∞
(v(y)− v ◦ T (y)) = lim
|y|→∞
(v(y)− v(y)) = 0.
for each x ∈ Rn.
Proposition 4.7. Assume n ≥ 2 and v is an extremal for (3.1) with
[v]ρ =
∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
If
T#ρ = −ρ
for some T ∈ S(n), then
v(x) + v(T (x)) = v(y) + v(T (y))
for x, y ∈ Rn. Moreover,
lim
|x|→∞
v(x) =
v(y) + v(T (y))
2
.
for each y ∈ Rn.
Proof. As in the proof of Proposition 4.6, we find w = −v ◦ T is an extremal and
[w]ρ =
∣∣∣∣∫
Rn
w(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
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Further, ∫
Rn
w(y)dρ(y) = −
∫
Rn
v ◦ T (y)dρ(y) =
∫
Rn
v(y)dρ(y).
By Corollary 4.2, v − w is constant in Rn. That is,
v(x) + v(T (x)) = v(y) + v(T (y)), x, y ∈ Rn.
We can also employ Corollary 4.4 and (4.6) once again to find
v(y) + v(T (y)) = lim
|x|→∞
(v(x) + v(T (x))) = 2 lim
|x|→∞
v(x).
The example where the above propositions are most useful is
ρ = δx0 − δy0
for distinct x0 and y0. As mentioned, the generalized Morrey extremals for this ρ are ex-
tremals of Morrey’s inequality (1.1). Let us see how Proposition 4.6 can be used to show
that Morrey extremals are axially symmetric about the line passing through the points which
maximize its 1− n/p Ho¨lder seminorm.
Corollary 4.8. Suppose u ∈ D1,p(Rn) a Morrey extremal which satisfies
[u]1−n/p =
|u(x0)− u(y0)|
|x0 − y0|1−n/p .
Then
u(O(x− x0) + x0) = u(x), x ∈ Rn (4.7)
for each O ∈ O(n) such that
O(y0 − x0) = y0 − x0.
Proof. Set
T (x) = O(x− x0) + x0, x ∈ Rn
and note
T#(δx0 − δy0) = δx0 − δy0 .
Proposition 4.6 then applies to give (4.7).
We can also use Proposition 4.7 to show that the Morrey extremal u featured in the
previous corollary is antisymmetric about the hyperplane in Rn with normal x0 − y0 and
which passes through the midpoint of x0 and y0.
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Corollary 4.9. Suppose u ∈ D1,p(Rn) is a Morrey extremal which satisfies
[u]1−n/p =
|u(x0)− u(y0)|
|x0 − y0|1−n/p .
Then
u
(
x− 2
(
(x0 − y0) · (x− 12(x0 + y0)
)
|x0 − y0|2 (x0 − y0)
)
−u(x0) + u(y0)
2
= −
(
u(x)− u(x0) + u(y0)
2
)
(4.8)
for each x ∈ Rn and
lim
|x|→∞
u(x) =
1
2
(u(x0) + u(y0)).
Proof. It is easily seen that
T (x) = x− 2
(
(x0 − y0) · (x− 12(x0 + y0)
)
|x0 − y0|2 (x0 − y0)
is a similarity transformation of Rn. As T (x0) = y0 and T (y0) = x0,
T#(δx0 − δy0) = −(δx0 − δy0).
By Proposition 4.7,
u(T (x)) + u(x) = u(x0) + u(T (x0)) = u(x0) + u(y0)
which is another way of writing (4.8). Proposition 4.7 also gives
lim
|x|→∞
u(x) =
1
2
(u(x0) + u(T (x0))) =
1
2
(u(x0) + u(y0)).
Remark 4.10. We verified Corollaries 4.8 and 4.9 in previous work based on the fact that
the extremal in question satisfies the PDE (1.2) [14].
5 Stability
In our proof of Theorem 1.2 below, we will make use of two classical inequalities due to
Clarkson [6]. The first one is∥∥∥∥Dv −Dw2
∥∥∥∥p
p
+
∥∥∥∥Dv +Dw2
∥∥∥∥p
p
≤ 1
2
‖Dv‖pp +
1
2
‖Dw‖pp (5.1)
and it holds v, w ∈ D1,p(Rn) and p > 2. The second inequality is∥∥∥∥v′ − w′2
∥∥∥∥ pp−1
p
+
∥∥∥∥v′ + w′2
∥∥∥∥ pp−1
p
≤
(
1
2
‖v′‖pp +
1
2
‖w′‖pp
) 1
p−1
(5.2)
which holds for 1 < p ≤ 2 and v, w ∈ D1,p(R).
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Proof of Theorem 1.2. Assume
[v]ρ =
∣∣∣∣∫
Rn
v(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
where µ = S#ρ for some S ∈ S(n). Let u ∈ D1,p(Rn) be an extremal such that
[u]ρ =
∣∣∣∣∫
Rn
u(x)dµ(x)
∣∣∣∣∣∣∣∣∫
Rn
xdµ(x)
∣∣∣∣1−n/p
and ∫
Rn
u(x)dµ(x) =
∫
Rn
v(x)dµ(x).
It is routine to check that
[v]ρ =
[
u+ v
2
]
ρ
.
If p > 2, we apply (1.6), (5.1), and Theorem 1.1 to get(
C
2
)p
‖Du−Dv‖pp + [v]pρ = Cp
∥∥∥∥Du−Dv2
∥∥∥∥p
p
+
[
u+ v
2
]p
ρ
≤ Cp
(∥∥∥∥Du−Dv2
∥∥∥∥p
p
+
∥∥∥∥Du+Dv2
∥∥∥∥p
p
)
≤ Cp
(
1
2
‖Du‖pp +
1
2
‖Dv‖pp
)
≤ Cp‖Dv‖pp.
If 1 < p ≤ 2, we employ (1.6), (5.2), and Theorem 1.1 to find(
C
2
) p
p−1
‖u′ − v′‖
p
p−1
p + [v]
p
p−1
ρ = C
p
p−1
∥∥∥∥u′ − v′2
∥∥∥∥ pp−1
p
+
[
u+ v
2
] p
p−1
ρ
≤ C pp−1
(∥∥∥∥u′ − v′2
∥∥∥∥ pp−1
p
+
∥∥∥∥u′ + v′2
∥∥∥∥ pp−1
p
)
≤ C pp−1
(
1
2
‖u′‖pp +
1
2
‖v′‖pp
) 1
p−1
≤ C pp−1‖v′‖
p
p−1
p .
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6 Remarks on the best constant
In this final section, we will write down an extremal and the best constant C∗ for the
generalized Morrey inequality (3.1) when n = 1. We will also show how these ideas translate
to a duality formula for the best constant for n ≥ 2.
6.1 One spatial dimension
Suppose n = 1 and ρ satisfies (1.4). We define the distribution function of ρ as follows
F (x) := ρ((−∞, x]), x ∈ R.
From this definition and our assumptions on ρ, F is bounded, right continuous, and has
bounded variation. Moreover, there is a > 0 such that
F (x) = 0 for all |x| ≥ a. (6.1)
We will use this F to express the extremals of (3.1) and the best constant. In our formulae
below, we will write q for the Ho¨lder conjugate to p
1
p
+
1
q
= 1.
Proposition 6.1. The function
v(x) = −
∫ x
−∞
|F (y)|q−2F (y)dy, x ∈ R (6.2)
is an extremal of (3.1) with
[v]ρ =
∣∣∣∣∫ ∞−∞ v(y)dρ(y)
∣∣∣∣∣∣∣∣∫ ∞−∞ ydρ(y)
∣∣∣∣1−1/p
. (6.3)
Moreover,
C∗ =
(∫ ∞
−∞
|F (y)|qdy
)1/q
∣∣∣∣∫ ∞−∞ ydρ(y)
∣∣∣∣1/q
.
Proof. Differentiating v, we find
−|v′|p−2v′ = F
almost everywhere in R. For φ ∈ D1,p(R), we can multiply the above equation with φ′ and
integrate by parts to get∫ ∞
−∞
|v′(x)|p−2v′(x)φ′(x)dx = −
∫ ∞
−∞
F (x)φ′(x)dx
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= −
∫ a
−a
F (x)φ′(x)dx
= −F (x)φ(x)
∣∣∣a
−a
+
∫
(−a,a]
φ(x)dρ(x)
=
∫ ∞
−∞
φ(x)dρ(x).
Here a is chosen as in (6.1); and the integration by parts is justified as φ is absolutely
continuous and F has bounded variation (Theorem 3.3 in [11]). We conclude that v satisfies
−(|v′|p−2v′)′ = ρ
in R.
Theorem 1.1 then implies that v is an extremal which satisfies (6.3). Since∫ ∞
−∞
v(y)dρ(y) =
∫ ∞
−∞
|v′(y)|pdy =
∫ ∞
−∞
|F (y)|qdy,
we also have
C∗ =
[v]ρ
‖v′‖p =
(∫ ∞
−∞
|F (y)|qdy
)1/q
∣∣∣∣∫ ∞−∞ ydρ(y)
∣∣∣∣1/q
.
Remark 6.2. Observe that v defined in (6.2) satisfies
v(x) =

0, x ≤ −a
−
∫ ∞
−∞
|F (y)|q−2F (y)dy, x ≥ a.
In particular,
lim
x→−∞
v(x) = 0 and lim
x→∞
v(x) = −
∫ ∞
−∞
|F (y)|q−2F (y)dy.
6.2 Duality
The observations we made for n = 1 can be extended as follows. We will again use q for the
Ho¨lder conjugate to p and say that
divF = ρ
in Rn provided
−
∫
Rn
Dv · Fdy =
∫
Rn
vdρ
for v ∈ D1,p(Rn). Here F ∈ Lq(Rn;Rn).
22
Proposition 6.3. Suppose ρ satisfies (1.4). Then
sup
‖Du‖p≤1
∣∣∣∣∫
Rn
u(y)dρ(y)
∣∣∣∣ = inf
{(∫
Rn
|F (y)|qdy
)1/q
: divF = ρ in Rn
}
. (6.4)
Proof. Suppose u ∈ D1,p(Rn) satisfies ‖Du‖p ≤ 1 and that F ∈ Lq(Rn;Rn) fulfills divF = ρ
in Rn. By Ho¨lder’s inequality,∣∣∣∣∫
Rn
u(y)dρ(y)
∣∣∣∣ = ∣∣∣∣∫
Rn
Du(y) · F (y)dy
∣∣∣∣ ≤ ‖Du‖p(∫
Rn
|F (y)|qdy
)1/q
≤
(∫
Rn
|F (y)|qdy
)1/q
.
(6.5)
This show’s that the left hand side of (6.4) is less than or equal to the right hand side.
We claim that equality holds in (6.5) (and therefore in (6.4)) for an extremal of the
generalized Morrey inequality v such that
[v]ρ =
∫
Rn
v(y)dρ(y)∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
and ‖Dv‖p = 1. To see this, we recall that any such v satisfies
−∆pv = cρ
for some c > 0. In order to conclude, we note the Lq(Rn;Rn) mapping
F = − 1
c
1
p−1
|Dv|p−2Dv
satisfies divF = ρ and∫
Rn
vdρ = −
∫
Rn
Dv · Fdy = 1
c
1
p−1
=
(∫
Rn
|F (y)|qdy
)1/q
.
The duality formula (6.4) gives us an expression for C∗.
Corollary 6.4. Suppose ρ satisfies (1.4). The best constant in the corresponding generalized
Morrey inequality (3.1) is given by
C∗ =
inf
{(∫
Rn
|F (y)|qdy
)1/q
: divF = ρ in Rn
}
∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
.
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Proof. In view of the generalized Morrey inequality (3.1),∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/p
≤ C∗‖Dv‖p
for each v ∈ D1,p(Rn). By Corollary 3.2, equality holds for an appropriately chosen extremal
v. In particular, identity (6.4) gives∣∣∣∣∫
Rn
ydρ(y)
∣∣∣∣1−n/pC∗ = sup‖Dv‖p=1
∣∣∣∣∫
Rn
v(y)dρ(y)
∣∣∣∣
= inf
{(∫
Rn
|F (y)|qdy
)1/q
: divF = ρ in Rn
}
.
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