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1. Introduction
Recently, Wazwaz [1] investigated the nonlinear Zhiber–Shabat equation
uxt + peu + qe−u + re−2u = 0, (1.1)
where p, q and r are arbitrary constant. For q = r = 0, Eq. (1.1) reduces to the Liouville equation. For r = 0, Eq. (1.1) reduces
to the sinh-Gordon equation. However, for q = 0, Eq. (1.1) gives the well-known Dodd–Bullough–Mikhailov equation.
Moreover, for p = 0, q = −1, r = 1, we obtain the Tzitzeica–Dodd–Bullough equation. The aforementioned equations play
a significant role in many scientific applications.
In [1], some travelling wave solutions were established by using the tanh method and extended tanh method. However,
it is very important to understand the dynamical behavior of solutions for travelling wave equation. In the past years, many
authors have made tremendous efforts to investigate the dynamical behavior of solutions for travelling wave models, and
many interesting research results have been obtained [2–5].
In [6], the bifurcation behaviors of travelling wave solutions of the Zhiber–Shabat equation are studied. Moreover, the
authors obtain the conditions under which smooth and non-smooth travelling wave solutions exist. But the authors did not
study the qualitative behavior of the travelling wave solutions in the case of degenerate singular points.
In this paper, the qualitative behavior and exact travelling wave solutions of the Zhiber–Shabat equation are studied by
using qualitative theory of polynomial differential system. Thephase portraits of systemare givenunder different parametric
conditions. Some exact travelling wave solutions of the Zhiber–Shabat equation are obtained. Our results improve the
previous results of [1] and [6].
∗ Corresponding author.
E-mail address: aiyongchen@163.com (A. Chen).
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.12.023
560 A. Chen et al. / Journal of Computational and Applied Mathematics 230 (2009) 559–569
2. Some preliminaries
To study the qualitative behavior of the Zhiber–Shabat equation, we first need to introduce some notations and
propositions.
We denote by Pn(R2) the set of polynomial vector fields on R2 of the form X(x, y) = (P(x, y),Q (x, y))where P and Q are
real polynomials in the variables x and y of degree at most n (with n ∈ N). As usual N denotes the set of positive integers.
A point p ∈ R2 is said to be a singular point of the vector field X = (P,Q ) if P(p) = Q (p) = 0. We recall first some results
which hold when P and Q are analytic functions in a neighborhood of p. As usual Px denotes the partial derivative of P with
respect to the variable x.
If∆ = Px(p)Qy(p)− Py(p)Qx(p) and T = Px(p)+Qy(p), then the singular point p is said to non-degenerate if∆ 6= 0. Then
p is an isolated singular point. Moreover, p is a saddle if∆ < 0, a node if T 2 > 4∆ > 0 (stable if T < 0, unstable if T > 0), a
focus if 4∆ > T 2 > 0 (stable if T < 0, unstable if T > 0), and either a weak focus or a center if T = 0 < ∆.
The singular point p is called hyperbolic if the two eigenvalues of the Jacobian matrix DX(p) have nonzero real part. So,
the hyperbolic points are non-degenerate ones except the weak focus and the centers.
A degenerate singular point p (i.e.∆ = 0) with T 6= 0 is called semi-hyperbolic, and p is isolated in the set of all singular
points. Now we summarize the results on semi-hyperbolic singular points that we shall need in this paper; for a proof see
Theorem 65 of [7].
Proposition 1. Let (0, 0) be an isolated point of the vector field (F(x, y), y + G(x, y)), where F and G are analytic functions in
a neighborhood of the origin at least with quadratic terms in the variables x and y. Let y = g(x) is the solution of the equation
y + G(x, y) = 0 in a neighborhood of (0, 0). Assume that the development of the function f (x) = F(x, g(x)) is of the form
f (x) = µxm + HOT (Higher Order Terms), where m ≥ 2 and µ 6= 0. When m is odd, then (0.0) is either an unstable node, or a
saddle depending if µ > 0, or µ < 0, respectively. In the case of the saddle the stable separatrices are tangent to the x-axis. If
m is even, then (0, 0) is a saddle-node, i.e. the singular point is formed by the union of two hyperbolic sectors with one parabolic
sector. The stable separatrix is tangent to the positive (respectively negative) x-axis at (0, 0) according to µ < 0 (respectively
µ > 0). Then two unstable separatrices are tangent to the y-axis at (0, 0).
The singular points which are non-degenerate or semi-hyperbolic are called elementary. When ∆ = T = 0 but the
Jacobian matrix at p is not the zero matrix and p is isolated in the set of all singular points, we say that p is nilpotent. Now
we summarize the results on nilpotent singular points that we shall need. For a proof see [8], or Theorem 66 and 67 and the
simplified scheme of Section 22.3 of [7].
Proposition 2. Let (0, 0) be an isolated point of the vector field (y + F(x, y),G(x, y)), where F and G are analytic functions in
a neighborhood of the origin at least with quadratic terms in the variables x and y. Let y = f (x) is the solution of the equation
y + F(x, y) = 0 in a neighborhood of (0, 0). Assume that the development of the function G(x, f (x)) is of the form Kxk + HOT
(Higher Order Terms) and Φ(x) ≡ (∂F/∂x+ ∂G/∂y)(x, f (x)) = Lxλ + HOT with K 6= 0, k ≥ 2 and λ ≥ 1. Then the following
statements hold.
(1) If k is even and
(1.a) k > 2λ+ 1, then the origin is a saddle-node. Moreover the saddle-node has one separatrix tangent to the semi-axis x < 0,
and other two separatrices tangent to the semi-axis x > 0.
(1.b) k < 2λ+1 or Φ ≡ 0, then the origin is a cusp, i.e. a singular point formed by the union of two hyperbolic sectors. Moreover,
the cusp has two separatrices tangent to the positive x-axis.
(2) If k is odd and K > 0, then the origin is a saddle. Moreover, the saddle has two separatrices tangent to the semi-axis x < 0,
and other two separatrices tangent to the semi-axis x > 0.
(3) If k is odd, K < 0 and
(3.a) λ even, k = 2λ + 1 and L2 + 4K(λ + 1) ≥ 0, or λ even and k > 2λ + 1, then the origin is a stable (unstable) node if
L < 0(L > 0), having all the orbits tangent to x-axis at (0, 0).
(3.b) λ odd, k = 2λ+ 1 and L2 + 4K(λ+ 1) ≥ 0, or λ odd and k > 2λ+ 1, then the origin is an elliptic-saddle, i.e. a singular
point formed by the union of one hyperbolic sector and one elliptic sector. Moreover, one separatrix of the elliptic-saddle is
tangent to the semi-axis x < 0, and the other to the semi-axis x > 0.
(3.c) k = 2λ+ 1 and L2+ 4K(λ+ 1) < 0, or k < 2λ+ 1, then the origin is a focus or a center, and if Φ(x) ≡ 0 then the origin
is a center.
Finally, if the Jacobian matrix at p is identically zero and p is isolated inside the set of all singular points, then we say
that p is linearly zero. The study of its local phase portraits needs a special treatment (directional blow-ups), see for more
details [7,9]. In order to state our results, the following proposition is needed.
Proposition 3. Let (0, 0) be an isolated point of the vector field (Xn(x, y) + Φ(x, y), Yn(x, y) + Ψ (x, y)), where Xn and Yn
are homogeneous polynomials in the variables x and y of degree n (with n ∈ N), Φ(x, y) and Ψ (x, y) are analytic functions in a
neighborhood of the origin with terms of degree higher than n in the variables x and y. Let y = ux, if Xn(1, uk) = x−nXn(x, ukx) 6=
0, and the function
G(θ) = cos θYn(cos θ, sin θ)− sin θXn(cos θ, sin θ) (2.1)
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is identically zero, then there are two trajectories which approach the origin along the directions θ = arctan uk and θ + pi in the
(x, y)-plane, respectively.
3. Phase portraits of the Zhiber–Shabat equation
We first look for travelling wave solutions of Eq. (1.1) in the form of
u(x, t) = u(ξ), ξ = x− ct, (3.1)
where c is the wave speed. The travelling variable (3.1) permits us reducing Eq. (1.1) to an ODE
uξξ + peu + qe−u + re−2u = 0. (3.2)
We use the Painlevé property:
v = eu (3.3)
or equivalently
u = ln v, (3.4)
from which we find
u′ = 1
v
v′, u′′ = 1
v
v′′ − 1
v2
(v′)2. (3.5)
The transformations (3.5) carry out (3.2) into the ODE
− c(vv′′ − (v′)2)+ pv3 + qv + r = 0. (3.6)
3.1. Phase portraits of the Liouville equation
We set q = r = 0, p = 1, then Eq. (3.6) reduces to the Liouville equation
− c(vv′′ − (v′)2)+ v3 = 0. (3.7)
Clearly, Eq. (3.7) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 + v3
cv
.
(3.8)
Let dξ = cvdτ , then system (3.8) becomes
dv
dτ
= cvy,
dy
dτ
= cy2 + v3.
(3.9)
System (3.9) has the following first integral
H(v, y) = cy
2 − 2v3
cv2
= h, (3.10)
where h is an arbitrary constant.
Obviously, System (3.9) has a linearly zero singular point at (0,0). The function G(θ) = c cos θ sin2 θ − c sin2 θ cos θ ≡ 0.
Make Briot–Bouquet transformation y = xv, we have
dx
dv
= 1
cx
. (3.11)
Clearly, X2(1, x) = cx, for x 6= 0, then there are a trajectory of system (3.9) which approach the origin along the directions
θ = arctan x and θ + pi in the (v, y)-plane. The phase portraits of system (3.8) can be shown in Fig. 1 under different
parametric conditions.
3.2. Phase portraits of the sinh-Gordon equation
We set r = 0, q = −1, p = 1, then Eq. (3.6) reduces to the sinh-Gordon equation
− c(vv′′ − (v′)2)+ v3 + v = 0. (3.12)
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Fig. 1. Phase portraits of system (3.8). (1-1) c > 0, (1-2) c < 0.
Clearly, Eq. (3.12) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 + v3 + v
cv
.
(3.13)
Let dξ = cvdτ , then system (3.13) becomes the following polynomial differential system
dv
dτ
= cvy,
dy
dτ
= cy2 + v3 + v.
(3.14)
System (3.14) has the following first integral
H(v, y) = cy
2 − 2v3 + 2v
cv2
= h, (3.15)
where h is an arbitrary constant.
The origin is a nilpotent singular point of system (3.14). From the equation v + v3 + cy2 = 0, one has
v = f (y) = −cy2 + HOT ,
G(y, f (y)) = −c2y3 + HOT ,
Φ(y) = 3cy+ HOT .
(3.16)
Hence, K = −c2, k = 3, L = 3c, λ = 1 and L2 + 4K(λ + 1) = c2 > 0. Based on Proposition 2, the origin is an elliptic-
saddle, i.e. the origin formed by the union of one hyperbolic sector and one elliptic sector. Moreover, one separatrix of the
elliptic-saddle is tangent to the semi-axis y < 0, and the other to the semi-axis y > 0. The phase portraits of system (3.13)
can be shown in Fig. 2 under different parametric conditions.
3.3. Phase portraits of the Dodd–Bullough–Mikhailov equation
We set r = 1, q = 0, p = 1, then Eq. (3.6) reduces to the Dodd–Bullough–Mikhailov equation
− c(vv′′ − (v′)2)+ v3 + 1 = 0. (3.17)
Clearly, Eq. (3.17) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 + v3 + 1
cv
.
(3.18)
Let dξ = cvdτ , then system (3.18) becomes the following polynomial differential system
dv
dτ
= cvy,
dy
dτ
= cy2 + v3 + 1.
(3.19)
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Fig. 2. Phase portraits of system (3.13). (2-1) c > 0, (2-2) c < 0.
Fig. 3. Phase portraits of system (3.19). (3-1) c > 0, (3-2) c < 0.
System (3.19) has the following first integral
H(v, y) = cy
2 − 2v3 + 1
cv2
= h. (3.20)
When c > 0, there is a singular point at (−1, 0). Corresponding to singular point (−1, 0), the ∆ = 3c > 0 and T = 0,
then the singular point (−1, 0) is either a weak focus or center, here, it is a center. When c < 0, there are three singular
points at (−1, 0) and (0,±
√
− 1c ). Corresponding to singular point (−1, 0), the∆ = 3c < 0, so the singular point (−1, 0) is
a saddle. Corresponding to singular points (0,±
√
− 1c ), the∆ = −2c > 0, T = ±3c
√
− 1c and T 2 > 4∆ > 0, so the singular
point (0,±
√
− 1c ) is a stable node and unstable node, respectively. The phase portraits of system (3.19) can be shown in Fig. 3
under different parametric conditions.
3.4. Phase portraits of the Tzitzeica–Dodd–Bullough equation
We set r = 1, q = −1, p = 0, then Eq. (3.6) reduces to the Tzitzeica–Dodd–Bullough equation
− c(vv′′ − (v′)2)− v + 1 = 0. (3.21)
Clearly, Eq. (3.21) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 − v + 1
cv
.
(3.22)
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Fig. 4. Phase portraits of system (3.23). (4-1) c > 0, (4-2) c < 0.
Let dξ = cvdτ , then system (3.22) becomes the following polynomial differential system
dv
dτ
= cvy,
dy
dτ
= cy2 − v + 1.
(3.23)
System (3.23) has the following first integral
H(v, y) = cy
2 − 2v + 1
cv2
= h. (3.24)
When c > 0, there is a singular point at (1, 0). Corresponding to singular point (1, 0), the ∆ = c > 0 and T = 0, then
the singular point (1, 0) is either a weak focus or center, here, it is a center. When c < 0, there are three singular points
at (1, 0) and (0,±
√
− 1c ). Corresponding to singular point (1, 0), the ∆ = c < 0, so the singular point (1, 0) is a saddle.
Corresponding to singular points (0,±
√
− 1c ), the ∆ = −2c > 0, T = ±3c
√
− 1c and T 2 > 4∆ > 0, so the singular point
(0,±
√
− 1c ) is a stable node and unstable node, respectively. The phase portraits of system (3.23) can be shown in Fig. 4
under different parametric conditions.
3.5. Phase portraits of the standard Zhiber–Shabat equation
If r 6= 0, q 6= 0, p 6= 0, then Eq. (3.6) is the standard Zhiber–Shabat equation. Because the number of singular points in
v-axis is difference for difference parameters, we distinguish it into the following three cases which represent one, two and
three singular points in v-axis, respectively.
Case I. p = 1, q = 1, r = −2.
In this case, Eq. (3.6) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 + v3 + v − 2
cv
.
(3.25)
Let dξ = cvdτ , then system (3.25) becomes the following polynomial differential system
dv
dτ
= cvy,
dy
dτ
= cy2 + v3 + v − 2.
(3.26)
System (3.26) has the following first integral
H(v, y) = cy
2 − 2v3 + 2v − 2
cv2
= h. (3.27)
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Fig. 5. Phase portraits of system (3.26). (5-1) c > 0, (5-2) c < 0.
When c > 0, there are three singular points at (1, 0) and (0,±
√
2
c ). Corresponding to singular point (1, 0), the ∆ =
−4c < 0, so the singular point (1, 0) is a saddle. Corresponding to singular points (0,±
√
2
c ), the∆ = 4c > 0, T = ±3c
√
2
c
and T 2 > 4∆ > 0, so the singular point (0,±
√
2
c ) is an unstable node and stable node, respectively. When c < 0, there
is a singular point at (1, 0). Corresponding to singular point (1, 0), the ∆ = −4c > 0 and T = 0, then the singular point
(1, 0) is either a weak focus or center, here, it is a center. The phase portraits of system (3.26) can be shown in Fig. 5 under
different parametric conditions.
Case II. p = 1, q = −3, r = 2.
In this case, Eq. (3.6) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 + v3 − 3v + 2
cv
.
(3.28)
Let dξ = vdτ , then system (3.28) becomes the following polynomial differential system
dv
dτ
= vy,
dy
dτ
= cy
2 + v3 − 3v + 2
c
.
(3.29)
System (3.29) has the following first integral
H(v, y) = cy
2 − 2v3 − 6v + 2
cv2
= h. (3.30)
When c > 0, there are two singular points at (−2, 0) and (1, 0), respectively. Corresponding to singular point (−2, 0),
the∆ = 18c > 0 and T = 0, so the singular point (−2, 0) is either a weak focus or center, here, it is a center. Corresponding
to singular points (1, 0), the∆ = 0 and T = 0, so the singular point (1, 0) is a nilpotent singular point. Let v→ v+ 1, then
system (3.29) becomes
dv
dτ
= y+ vy,
dy
dτ
= cy
2 + v3 + 3v2
c
.
(3.31)
From the equation y+ vy = 0, one has
y = f (v) = 0,
G(v, f (v)) = 3
c
v2 + 1
c
v3,
Φ(v) ≡ 0.
(3.32)
Hence, K = 3c , k = 2 andΦ(v) ≡ 0. Based on Proposition 2, the origin is a cusp of system (3.31). So the singular point (1, 0)
is a cusp of system (3.29).
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Fig. 6. Phase portraits of system (3.29). (6-1) c > 0, (6-2) c < 0.
When c < 0, there are four singular points at (−2, 0), (1, 0) and (0,±
√
− 2c ). Corresponding to singular point (−2, 0),
the ∆ = 18c < 0, so the singular point (−2, 0) is a saddle. Corresponding to singular point (1, 0), similarly to the above
analysis, it is a cusp. Corresponding to singular points (0,±
√
− 2c ), the ∆ = − 4c > 0, T = ±3
√
− 2c and T 2 > 4∆ > 0, so
the singular point (0,±
√
− 2c ) is an unstable node and stable node, respectively. The phase portraits of system (3.29) can be
shown in Fig. 6 under different parametric conditions.
Case III. p = 1, q = −2, r = 1.
In this case, Eq. (3.6) is equivalent to the two-dimensional system
dv
dξ
= y,
dy
dξ
= cy
2 + v3 − 2v + 1
cv
.
(3.33)
Let dξ = cvdτ , then system (3.33) becomes the following polynomial differential system
dv
dτ
= cvy,
dy
dτ
= cy2 + v3 − 2v + 1.
(3.34)
System (3.34) has the following first integral
H(v, y) = cy
2 − 2v3 − 4v + 1
cv2
= h. (3.35)
When c > 0, there are three singular points at (1, 0) and (−1±
√
5
2 , 0). Corresponding to singular point (1, 0), the
∆ = −c < 0, so the singular point (1, 0) is a saddle. Corresponding to singular points (−1±
√
5
2 , 0), the∆ > 0 and T = 0, so
the singular points (−1±
√
5
2 , 0) are either two weak focus or centers, here, they are two centers.
When c < 0, there are five singular points at (−1±
√
5
2 , 0), (1, 0) and (0,±
√
− 1c ). Similarly to the above analysis, the
singular points (−1±
√
5
2 , 0) are two saddles, the singular point (1, 0) is a center. Corresponding to singular points (0,±
√
− 1c ),
the∆ = −2c > 0, T = ±3c
√
− 1c and T 2 > 4∆ > 0, so the singular point (0,±
√
− 1c ) is a stable node and unstable node,
respectively. The phase portraits of system (3.34) can be shown in Fig. 7 under different parametric conditions.
4. Exact travelling wave solutions of the Zhiber–Shabat equation
In this section, We will give some exact parametric representations of travelling wave solutions of Eq. (1.1). Where
sn(x, k), cn(x, k), dn(x, k) are Jacobian elliptic functions with the modulus k.
1. Corresponding to Fig. 1 (1-2). The orbits of system (3.8) defined by H(φ, y) = h, h ∈ (0,+∞) have the algebraic
equation
y2 = hv2 + 2
c
v3. (4.1)
A. Chen et al. / Journal of Computational and Applied Mathematics 230 (2009) 559–569 567
Fig. 7. Phase portraits of system (3.34). (7-1) c > 0, (7-2) c < 0.
Thus, we obtain the following parametric representations of soliton solutions
u(ξ) = ln v(ξ), v(ξ) = −hc
2
sech2
(
1
2
√
hξ
)
. (4.2)
2. Corresponding to Fig. 2 (2-2). The periodic orbits of system (3.13) defined by H(φ, y) = h, h ∈ (−∞,+∞) have the
algebraic equation
y2 = hv2 + 2
c
v3 − 2
c
v. (4.3)
Thus, we obtain the following parametric representations of periodic travelling wave solutions
u(ξ) = ln v(ξ), v(ξ) = αcn2
(√
β − α
2c
ξ,
√
α
α − β
)
, (4.4)
where α and β are two nonzero real roots of the equation hv2 + 2c v3 − 2c v = 0.
3. Corresponding to Fig. 3 (3-2). The orbits of system (3.19) defined byH(φ, y) = h, h = H(−1, 0) = 3c have the algebraic
equation
y2 = hv2 + 2
c
v3 − 1
c
. (4.5)
Thus, we obtain the following parametric representations of kink wave solutions
u(ξ) = ln v(ξ), v(ξ) = 1
2
(
1− 3 tanh2
(√
− 3
4c
ξ
))
(4.6)
where |ξ | < (
√
− 34c )−1 tanh−1(
√
3
3 ).
4. Corresponding to Fig. 4 (4-1). The periodic orbits of system (3.23) defined by H(φ, y) = h, h ∈ (− 1c , 0) have the
algebraic equation
y2 = hv2 + 2
c
v − 1
c
. (4.7)
Thus, we obtain the following parametric representations of periodic travelling wave solutions
u(ξ) = ln v(ξ), v(ξ) = − 1
hc
(1+√1+ hc sin(√−hξ)). (4.8)
5. Corresponding to Fig. 5 (5-2). The periodic orbits of system (3.26) defined by H(φ, y) = h, h ∈ (− 2c ,+∞) have the
algebraic equation
y2 = hv2 + 2
c
v3 − 2
c
v + 2
c
. (4.9)
Thus, we obtain the following parametric representations of periodic travelling wave solutions
u(ξ) = ln v(ξ), v(ξ) = α − (α − β)sn2
(√
γ − α
2c
ξ,
√
α − β
α − γ
)
, (4.10)
where α, β and γ are three real roots of the equation hv2 + 2c v3 − 2c v + 2c = 0.
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6. Corresponding to Fig. 6 (6-2). The orbits of system (3.29) defined byH(φ, y) = h, h = H(−1, 0) = 3c have the algebraic
equation
y2 = hv2 + 2
c
v3 + 6
c
v − 2
c
. (4.11)
Thus, we obtain the following parametric representations of kink wave solutions
u(ξ) = ln v(ξ), v(ξ) = 1
4
(
1− 9 tanh2
(
3
4
√
−2
c
ξ
))
, (4.12)
where |ξ | < ( 34
√
− 2c )−1 tanh−1( 13 ).
7. Corresponding to Fig. 7 (7-1).
(i) The homoclinic orbits of system (3.34) defined by H(v, y) = H(1.0) = − 5c have the algebraic equation
y2 = 2
c
(v − 1)2
(
v − 1
2
)
. (4.13)
Thus, we obtain the following parametric representations of solitary wave solutions with valley type
u(ξ) = ln v(ξ), v(ξ) = 1
2
(
1+ tanh2
(√
− 1
4c
ξ
))
. (4.14)
(ii) Corresponding to the family of periodic orbits of system (3.34) defined by H(φ, y) = h, h ∈ (H(−1+
√
5
2 , 0),H(1, 0)),
we have the following parametric representations of the periodic travelling wave solutions
u(ξ) = ln v(ξ), v(ξ) = γ + (β − γ )sn2
(√
α − γ
2c
ξ,
√
β − γ
α − γ
)
, (4.15)
where α, β and γ are three real roots of the equation hv2 + 2c v3 + 4c v − 1c = 0.
8. Corresponding to Fig. 7 (7-2).
(i) The homoclinic orbits of system (3.34) defined by H(v, y) = H(−1+
√
5
2 , 0) have the algebraic equation
y2 = −2
c
(v − β)2(α − v). (4.16)
Thus, we obtain the following parametric representations of solitary wave solutions with peak type
u(ξ) = ln v(ξ), v(ξ) = α − (α − β) tanh2
(√
β − α
2c
ξ
)
, (4.17)
where α = 1
3−√5 , β = −1+
√
5
2 .
(ii) Corresponding to the family of periodic orbits of system (3.34) defined by H(φ, y) = h, h ∈ (H(1, 0)),H(−1+
√
5
2 , 0),
we have the following parametric representations of the periodic travelling wave solutions
u(ξ) = ln v(ξ), v(ξ) = α − (α − β)sn2
(√
γ − α
2c
ξ,
√
α − β
α − γ
)
, (4.18)
where α, β and γ are three real roots of the equation hv2 + 2c v3 + 4c v − 1c = 0.
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