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Due to diverse structures and properties, solid state materials with low-
dimensional crystal structures have always attracted an extensive amount of 
interest by solid state scientists.  Besides, low-dimensional materials are of 
fundamental and technological importance in advanced materials research for 
next generation device applications.  My dissertation research mainly focuses on 
two aspects: exploratory synthesis of solids with low-dimensional crystal 
structures; development of diluted magnetic semiconductors (DMSs) using 
selected low-dimensional systems. 
The DMSs are intensively sought for spintronic device applications, e.g., 
storing, transmitting and processing quantum information employing the spin 
currentt and ferromagnetism in semiconductors.  II-VI semiconductors, for 
example, have been used as host materials for the preparation of DMSs.  Due to 
the lack of preferred cation substitution, cluster formation of magnetic ions has 
become a major problem that hampers the DMS application.  Our solution is to 
establish a new semiconductor system that has specific cation sites suitable for 
magnetic ion substitution.  Our approach is to synthesize host semiconducting 
solids that possess mixed-framework structures with cations having unique 
coordination geometry commonly adopted by magnetic ions. 
The idea of mixed-anion-frameworks has been used in our synthesis of 
new low-dimensional-structured solid state materials.  The stereo-active Sb3+/Bi3+ 
chalcogenide building units and their halogen-containing derivatives have been 
 
 iv
applied for the formulation of targeted chemical systems and the interpretation of 
low-dimensional structures.  Four chalcohalide families with new structures: 
CdMQ2X; CdSb2Se3Br2; InM2Q4X (M = Sb, Bi; Q = S, Se; X = Cl, Br and I); 
In2Bi3Se7I and one oxyhalide LiSb2O3Cl were synthesized and characterized.  
Two DMS systems — Mn-doped CdBiS2Cl and CdBiSe2I with confined crystal 
structures were studied for a proof of concept.  The ferromagnetism was observed 
in the selected chemical system, and the correlation between magnetism and 
structure was made. 
In this thesis, the exploratory synthesis including crystal growth, structure 
and property characterization, x-ray diffraction analysis, optical spectrometry, 
magnetic susceptibility, and the theoretical calculations (band structure and bond 
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The continued worldwide search for novel and performance-enhanced 
materials has led to solid state chemistry becoming one of the major growth areas 
of materials chemistry.  Solid state chemistry, like other branches of chemistry, 
deals with the synthesis, structure, and properties of solid materials in varieties of 
forms and morphologies.  The materials studied in the fields of solid state 
chemistry include molecular and nonmolecular solids.  The latter, due to the 
extended bonding nature, are often referred to as extended or condensed solids 
bearing one-, two-, or three-dimensional frameworks.  The properties of extended 
solids are dictated by the manner in which the atoms are packed in three-
dimensional space.  One of the important aspects of solid state research is to draw 
a correlation between structure and properties of solid state compounds in part to 
acquire new knowledge in structure and bonding of fundamental and/or 
technological importance. 
Almost all the landmark developments in advanced materials research of 
the modern science and technology involve solid state chemistry.  For instance, 
back in the mid 1980’s, the discovery of high-temperature superconducting 
copper oxides3,4,7 has opened the doors to one of the most active fields in the 
 
science and technology community.  It has led to many new discoveries in mixed 
metal oxide research, including that of Giant Magnetoresistant (GMR) lanthanum 
manganese oxide.8  More recently, the discoveries and developments of C60 and 
carbon nanotubes; the thermoelectric materials, the renewable energy sources (e.g. 
secondary Li-ion battery, fuel cell, etc.) and the spintronics materials and devices 
(e.g. ferromagnetic semiconductors) have made the solid state chemistry an 
exemplary role in advanced materials research.  Without doubt, solid state 
chemistry is the core of an interdisciplinary field interfacing condensed matter 
physics, materials science and engineering, and ceramic engineering.  
Furthermore, “it is one of the ‘rock-solid’ platforms on which the increasingly 
popular fields of nanoscience and nanomaterials may be built,”10 
Although solid state chemistry has extensively been developed for a 
couple of decades, the prediction of the composition and structure of extended 
solids continues to challenge scientists.  Like Dr. Francis J. DiSalvo has 
concluded, “we show that predicting even basic features such as composition and 
crystal structure of new solids is largely impossible.  We are still practicing a very 
Edisonian or empirical science, especially in the synthesis of novel phases, which 
is largely ‘accidental’.”11  By the same token, Dr. John D. Corbett also has 
commented that “although derivative-type synthesis plays an important role in 
development work, history also shows that synthetic discoveries that have led to 
landmark advances in solid state science have nearly all been made through 
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exploratory synthesis rather than design.”12  Dr. Sumio Iijima, the scientist who 
discovered the carbon nanotube, encourages that “I often use the word 
‘serendipity’, because I believe that in order for coincidences to happen, the 
process leading up to it is very important.”13  While many exciting discoveries 
have been attributed to the “serendipitous” approach, solid state chemists still 
hope to design new strategies to make exploratory approach more effective. 
Among the materials of interest by solid state chemists, low-dimensional 
compounds have drawn particular attention due to their diverse properties of 
technological importance, such as superconductivity, thermoelectric power, and 
optical and magnetic quantum confinement.  There are three additional reasons 
for developing solids containing low-dimensional structures such as chains or 
layers of closely spaced atoms and ions.14 
Firstly, there are numerous physical phenomena specific to the lattice 
having interactions between repeating units in one or two dimensions,15 for 
instance, the conducting polymers16,17 and the low-dimensional thermoelectric 
materials.18 
Secondly, because the topology of a chain or layer is relatively simple, 
correlations between structure and properties are, in theory, more easily acquired.  
Theoretical physicists originally studied low-dimensional models because they 
believed that these structurally simplified frameworks are sufficiently close to 3D 
systems to be modeled.  “When you want to design and make new things, 
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however, you must be able to understand (or, at least, describe) the existing 
ones.”10  Therefore, starting from the low-dimensional models is experimentally 
and theoretically feasible and desirable. 
Finally, the structural principles are easily describable when the structure 
propagation is along a single direction. 
 
 
Synthetic Chemistry for Solid State Materials 
 
 
For all the chemical reactions, the reaction temperature (T), pressure (P) 
and the chemical reactivity (change in Gibbs free energy, ∆G) are three 
controllable factors that could be optimized by synthetic chemists.  Behind those 
factors, they are thermodynamic reasons which can be described by the following 
equation: 
∆G = ∆H – T×∆S 
where ∆G is the change in Gibbs free energy, ∆H is the change in enthalpy, and 
∆S is the change in entropy.  In a simple manner, with respect to reacting systems, 
a general rule of thumb is that every system seeks to achieve a minimum of free 
energy.  By following this equation, solid state chemists may design a reaction 
through whch the target compounds can be synthesized.  Also, with prior 
information, such as the phase diagram, one can achieve the reaction products 
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with desired structures and form (e.g. large single crystals, or uniform-sized 
nanocrystals). 
Kinetic reasons are equally important in approaching a new chemical 
system.  Synthetic chemists need to know that to adjust reaction conditions for the 
product formation and phase nucleation within a reasonable timeframe; one would 
also need to know that to discern thermodynamic products from kinetic ones.  
Therefore, solid state chemists can further develop different synthetic strategies to 
achieve their goals. 
Generally speaking, the higher the reaction temperatures used, the more 
condensed the crystal structures (higher structure dimensionality) are formed. 
Therefore, in the following sections, the currently used synthetic and crystal 
growth techniques will be discussed according to temperatures under which the 
applications take place. 
High temperature synthesis.  The traditional solid state synthesis is known 
as “heat and beat” or “shake and bake”.  This means that the approaches taking a 
direct reaction of powdered starting materials at high temperatures have little 
control over the reaction path, and subsequently the product formation.  As 
exemplified by a simple ceramic reaction, this type of synthesis normally requires 
long duration (reaction time) at elevated temperatures, as well as multiple steps in 
terms of grinding and firing.  Due to the inefficient solid state diffusion between 
the solid grains and particles, the high temperatures and long duration are 
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inevitably necessary to overcome this limit and most often lead to the formation 
of thermodynamically favored phases adopting condensed three-dimensional 
structures.  
Crystal growth techniques.  Growing sizable single crystals of solid state 
phases has become increasingly important for structure and property 
determinations.  Besides, there are applications and device fabrications need 
materials in single crystalline form.  The most widely used methods for the 
synthesis of single crystal materials can be divided broadly into melt techniques, 
transport techniques, and solution techniques.  Melt techniques, such as 
Czochralski, Bridgman, Stockbarger, Verneuil, and zone melting have been used 
to grow extremely large single crystals of materials such as KTP (KTiOPO4), 
quartz, silicon, and GaAs.  They require, however, that the product to be 
crystallized congruently.  Additionally, melt techniques tend to require high 
temperatures and to produce only products that are thermodynamically stable at 
the freezing point of the melt. 
These limitations can be overcome with transport and solution techniques 
of crystal growth.  With the advent of vapor phase transport reactions, large 
crystals of otherwise refractory solids, as well as metastable phases, could be 
prepared at relatively low temperatures.  Vapor phase transport (see more 
synthetic details in Chapter 2) also enabled reactions to take place that ordinarily 
could not occur due to the formation of an inert reaction barrier, as in the case of 
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the formation of zinc oxide, ZnO19,20 and zinc selenide, ZnSe21, from either 
elements or polycrystalline ZnO, ZnSe. 
Hydro(solvo)thermal synthesis.  Solution methods have also gained wide 
acceptance.22  Commercially, the most important solutions technique is 
hydro(solvo)thermal synthesis, most notably in the commercial synthesis of α-
quartz crystals for use in the quartz oscillator circuit and frequency divider for the 
precise measurement of time and rate based on the piezoelectric effect of quartz 
crystals.23  More than 600 tons of α-quartz single crystals are produced each year 
using hydrothermal reactions designed to mimic the natural process that lead to 
the formation of α-quartz crystals. 
The hydrothermal method utilizes water as a solvent under pressure and at 
temperatures above its normal boiling point as a means to speed up the phase 
nucleation.  The water (or solvent) plays two roles: first, it serves as the pressure 
transmitting medium and second, some or all of the reactants are partially soluble 
in the water under pressure, enabling reactions to take place in or with the aid of 
liquid or vapor phases.  Under these conditions, reactions may occur that would 
otherwise take place only at much higher temperatures in the absence of water.  
This method is, therefore, particularly suited for the synthesis of metastable 
phases that do not exist at higher temperatures, such as the transition metal oxides 
of tungsten, molybdenum, vanadium and manganese oxides and zeolites.22  The 
latter includes the zeolite ZSM-5 with a general formula 
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Mx/n[(AlO2)x(SiO2)y].zH2O, with M defining the compensating cation with 
valence n.  One example without organic compounds is Na-ZSM-5.  The Na2O-
SiO2-Al2O3 phase diagram study shows that this zeolite is formed by the “in situ” 
rearrangement of the metastable “gel” under the hydrothermal condition.24 
Solvothermal conditions offer a solvent medium with a viscosity, density, 
and mobility between that of a gas and a liquid, enabling rapid and complete 
diffusion of reactant species.  Organic solvents, such as amines, methanol and 
even benzene, can be used in the solvothermal reactions.  These molecules can 
also be a reactant to be incorporated in product formation resulting in novel solids; 
including the surfactants in nano-mateirals synthesis, templating agents, the pore 
topology “tailor” in zeolite synthesis and the building blocks for structure build-
up; e.g. the metal-organic-framework (MOF) materials.26-27  Templating can be 
broadly defined as the use of small organic molecules (or hydrated metal ions) to 
provide a support around which an inorganic host may crystallize.  In general, 
template molecules may serve several different functions, including framework 
support and/or charge balance to their hosts.  The molecules once incorporated in 
the structure act in one of three roles, as space-filling species, structure-directing 
agents, or templates.  Most recently, the porous MOF materials, for instance, 
synthesized by solvothermal methods have been intensively studied.  The 
components that make up the porous materials can be varied widely, leading to a 
large class of robust crystalline compounds with potential for high-capacity 
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hydrogen storage and other small molecules.25,26,27  Porous semiconductors based 
on semiconducting complex transition metal containing II-VI or IV-VI 
frameworks as the zeolite analogs have also been found under the solvothermal 
conditions.28,29,30,31  For example, a series of crystalline semiconducting sulfides 
and selenides that possess four-connected, three-dimensional tetrahedral networks 
can be built from the mixed tetravalent (M4+ = Ge4+ or Sn4+) and trivalent (M3+ = 
Ga3+ or In3+) cation systems. 
Flux synthesis.  At intermediate temperatures, molten salt (flux) synthesis 
can be used for growing single crystals that incorporates advantages of melt 
growth, transport growth, and solution growth.  The present popularity of flux 
technique is due to the ever increasing demand for materials with interesting 
magnetic, optical, and electronic properties, which in turn creates a demand for 
more accurate and extensive data on the physical properties of materials than have 
been available.  Flux growth techniques are well suited for survey work because 
small crystals of good quality are relatively easy to prepare.  
There are several reasons for employing a melt technique over other 
methods for growing large crystals.  First, the melting-point of the desired crystal 
may be too high to be accommodated by the conventional furnaces or crucibles.  
Molten salt provides a growth media in which the solid can be dissolved and, 
upon cooling, be recrystallized.  Secondly, the desired phase may not be stable at 
the melting point due to polymorphic transitions, peritectic reactions, 
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disproportionation, or other decomposition reactions.  Employing molten salt can 
avoid undesired reaction by lowering the growth temperature.  Additionally, one 
or more of the components may have a very high vapor pressure at temperatures 
near their melting-point.  Finally, flux growth may simply yield suitable crystals 
than are available from other techniques.  From a properties standpoint, flux 
growth offers a better control of stoichiometry.  With regard to mechanical 
properties, materials grown by this technique generally have few dislocations 
since they grow in a strain-free environment.  In general, the intermediate-
temperature solution technique is suitable for exploratory synthesis of crystals 
whose property measurements and the targeted applications are not limited by the 
size of crystals. 
Reactive polychalcogenide flux method.32-34  This method gets its name 
from the fact that the flux is not functioned just as a solvent media for the target 
compound, but also a reactant.  Outstanding examples of the reactive flux method 
were demonstrated by the extensive work of Professors Ibers, Dorhout, and 
Kanatzidis.32-34  They have been employing alkali metal polychalcogenide and 
alkali metal polychalcophosphate fluxes to synthesize new and complex solid 
state materials. 
Salt-inclusion method.  Alkali and alkaline-earth halide salts have been 
employed as reactive fluxes in the synthesis of mixed-metal-oxide based 
compounds, and serendipitously, a new class of salt-inclusion solids was 
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discovered.35-41  Based on the concept of composite (mixed-framework) lattices, 
Hwu’s research group has investigated a novel class of low-dimensional solids 
synthesized via salt inclusion chemistry.  They have found reactions of alkali 
halide fluxes in which the product incorporates a portion of the reactive salt flux 
into its oxide framework.  In some cases, the salt can be removed by washing with 
water and then be reincorporated either by soaking in a saturated solution of water 
soluble salt, or by molten flux reaction,36 or hydrothermal reaction42.  These 
newly discovered compounds exhibit hybrid (composite) structures of covalent 
and ionic lattices made of transition metal oxides and alkali metal and alkaline-
earth metal halides, respectively.  It has been demonstrated that the covalent 
frameworks can be tailored by changing the size and concentration of the 
incorporated salt.  The interaction at the interface of these two chemically 
dissimilar lattices varies depending upon the relative strength of covalent vs. ionic 
character of the corresponding components.  In some cases, the weak interaction 
facilitates an easy removal of the salt by washing at room temperature.35  These 
unprecedented salt-inclusion solids exhibit so-called salt-templated porous 
structures,36,37,43 noncentrosymmetric lattices,40,44 and frameworks containing 
magnetic nanostructures.38  Studies show that, like the inorganic/organic hybrid 
materials, the inclusion of salt seemingly has significant impact on framework 
structure, but has little effect, because of its insulating (ionic) nature, on the 
chemical and electronic properties of the resulting “host” oxide lattice. 
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The chimie douce method.  By that we mean the soft chemistry, wet 
chemistry or solution-assisted reactions, such as cation exchange and 
intercalation/deintercalation, are carried out under moderate conditions (typically 
< 200 °C).  These reactions are topotactic, meaning that the parent structures are 
preserved while the compositions of the products change.  Those methods can 
somewhat overcome the disadvantages of direct reaction, which include 
coprecipitation and sol-gel synthesis.  The initial steps of the method result in an 
atomic-level mixing of starting materials, which obviates the need for multiple 
grinding and firing steps as well as gains a homogenous reaction mixture.  
Additionally, one does not need to provide as much energy to overcome solid 
state diffusion, but only to provide enough energy for reaction.  The chemie douce 
method is useful for modifying the physical properties of existing compounds, 
including electronic structure, designing the kinetically favored products and new 
metastable phases, such as preparing the technologically important zeolites and 
other porous materials with reactive and/or high surface area.  The latter can be 
used in heterogeneous catalysis, batteries and sensors; however the appropriate 







Structures and Properties Correlation of Low-dimensional Solids 
 
 
Definitions in this work 
 
In the nano-science and technology, one of the approaches often employed 
is to fabricate (or chemically as well as physically “break down”) the bulk 
materials into the nanometer size units.  For some of the micro-scaled crystalline 
materials, the sizes along some directions are relatively greater than the others due 
to the anisotropic nature of the chemical bonding.  These materials are called low-
dimensional materials.  
To distinguish from the nano-science research, we define the low-
dimensional solids where the extended solid state materials adopt the crystal 
structures with low-dimensional features, such as: 1) one-dimensional (1-D) chain 
or channels where repeating structural units propagate along one direction of the 
crystal axes, 2) two-dimensional (2-D) layer or sheets, 3) zero-dimensional (0-D) 






Transition metal dichalcogenides have provided some of the best 
examples for the illustration of both the physics of one-dimensional compounds 
and intercalation chemistry.  Their structure is made of MQ2 layers built up from 
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[MQ6] octahedra as in TiS2, or [MQ6] trigonal prisms as in NbS2 or NbSe2.  The 
latter compounds allowed for the first time an experimental observation of a 
charge density wave (CDW).45  The discovery and investigation of NbSe346 in 
1975 led to a new class of low-dimensional materials based upon transition metal 
trichalcogenides, especially the niobium and tantalum trichalcogenides.  This field 
was extended to the new chalcogen-rich chalcogenides such as Nb2Se9, the 
tetrachalco-halogenides (MQ4)nY (M = Nb, Ta; Q = S, Se; X = Halogen) and 




Figure 1.1  MQ3 (Q = S, Se) chains running along the growing axis. 
  
(a)                                 (b) 
Figure 1.2  (a) Partial structure of the KCu7-xS4 phase viewed down along the 
needle axis.  The Cu4S4 column is made of three coordinated copper 
Cu(1) and bridging sulfur.  Two adjacent columns are interconnected 
by tetrahedrally coordinated cations Cu(2). (b) Zigzag Cu(2)-Cu(2) 
chains of KCu7-xS4 showing vacancy orderings. Left, the average 
structure in which all sites have the site occupancy of 0.75. Middle, 
an ordered structure for the case of one vacancy in every four Cu(2) 
sites.  Right, an ordered structure for the case of one vacancy in every 








By using electrochemically-assisted crystallization, we have synthesized 
the KCu7-xS4 (x = 0 – 0.34) series and its analogues in the ethylenediamine solvent 
medium.  The crystal structure is shown in Fig. 1.2.47,48  The experimental works, 
such as transport and the heat capacity studies, have been done because of the 
availability of single crystals.  The quasi-one-dimensional chains of Cu+ sulfide 
were studied either by the band structure calculation or the Hamiltonian model by 
self-consistent filed method.49  It showed that the observed anomalies originated 
from the cation ordering in the zig-zag-like quasi-one-dimensional chains, in 
stead of CDW as originally claimed.50  
 
 
0-D clusters: inorganic-organic hybrid materials 
 
 
Research in inorganic-organic hybrid materials is a rapidly developing 
area of materials science. Hybrid solids can combine the superior electronic, 
magnetic, and optical properties and thermal stability of inorganic frameworks 
with the structural diversity, flexibility, high processability, and light-weight of 
organic molecules.  These materials can enhance and strengthen the functionality 
and performance of fundamental and technological importance.  Jing Li et. al. has 
recently developed a unique class of crystalline inorganic-organic hybrid 
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nanostructured materials with systematically tunable structures and properties.  
The structures of these materials are comprised of II-VI semiconductor with 
nanometer sized motifs (inorganic component) and suitable organic spacers 
(organic component).  They possess numerous improved properties over 
conventional II-VI semiconductor bulk materials, including broad band-gap 
tunability, high absorption coefficients and exciton binding energies, all very 
desirable for optoelectronic applications such as photovoltaics, solid state lighting 
and UV emitting devices.  More significantly, they exhibit extremely strong 
quantum size effect; and their nano-properties are independent of particle sizes, 
and can be systematically tuned by changing the structure and dimensionality of 
the inorganic motifs.6 
 
Figure 1.3  Crystal of semiconducting quantum dots built upon covalently 
bonded T5 [In28Cd6S54]-12: the largest supertetrahedral cluster in solid state.1  
See more discussions about Tn systems below. 
The most extensively studied nanoparticle systems thus far are colloidal 
dots, in which individual dots are randomly distributed in size over the space.  For 
practical use in the optical laser devices that require strong intensity and sharp 
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line width, periodically assembled arrays of dots (i.e., a crystal built upon 
individual dots) are highly desirable.  In addition, the periodic lattice of dots also 
provides opportunities for studying collective physical phenomena attributed to 
the interactions among individual dots.  One way to build a solid crystal of dots is 
by the “bottom-up” approach, e.g., arranging dots into an array using periodic 
templates.  
 
Figure 1.4  Schematic drawing of partial structure of the proposed materials 
comprising nanoparticles embedded in a crystalline matrix.  Note the 
continuous network of anions (large yellow circles) and the change in cation 
coordination (small circles). 6b
Two unfavorable factors exist making this approach less attractive.  First, 
an ensemble of colloidal dots with uniform size must be generated in advance.  
Second, it has been noted that this method generally produces crystals with large 
dot-dot separations, or long-range weak dipole-dipole interactions.  Consequently, 
the collective excitation is rather difficult to observe in these systems.  When 
crystals built upon nanoclusters have an open-framework porous structure, the 
large porosity often changes their dielectric properties drastically and thus allows 
a strong interaction with incident lights, leading to important applications in 
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photonics.  Furthermore, many porous structures are suitable for adsorption, 
catalysis, and phase separation.  Thus the crystal of giant molecular clusters may 
simultaneously possess useful catalytic and dielectric/optical properties, making 
them promising multifunctional materials as semiconducting analogs of photonics 
and zeolites.6b
Supertetrahedral clusters are regular tetrahedrally shaped fragments of 
zinc blende type lattice.  They are denoted by Yaghi and O’Keeffe as Tn,27 where 
n is the number pf metal layers.  One special case is T1 and it simply refers to a 
tetrahedral cluster such as MS4, where M is a metal cation.  If we add an extra 
layer, the cluster would be shaped like an adamantane cage with the composition 
M4S10, called supertrtrahedral T2 cluster because it consists of two metal layers.  
With the addition of each layer, a new supertetrahedron of a higher order will be 
obtained.  The compositions of supertrtrahedral T3, T4, and T5 clusters are 
M10X20, M20X35, and M35X56 respectively.  Figure 1.3 shows the partial structure 
of [In28Cd6S54]·[(CH3)4N]12[(HSCH2COOH)2]3.5, a new open-framework crystal 
structure with supertetrahedral T5 cluster [M35S56] as a building unit.  Both 
experimental and theoretical studies show that each T5 cluster behaves like a 
nanoparticle quantum dot with the same size.  Unlike the array of colloidal dots in 
which the dot-dot separation is large (~ 5 nm), the neighboring T5 clusters in the 
crystal form a natural point contact by sharing covalently bonded S atoms.  With 
respect to the low-dimensional components in question, the bulk materials show 
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simplified and often superior “molecule-like” characteristics.  The crystalline 
quantum dots, as mentioned above for instance, reveal sharper emission spectra 
than do nanoparticles.  This is understandable because the latter have the intrinsic 
problems of broad particle size distributions.  Besides, the optical spectra are 

















2-D Layers: Inorganic-organic hybrid materials 
 
 
A novel series of layered composite solids in mixed organic and inorganic 
chemical systems has been reported by Dr. D. B. Mitzi at IBM Research Division, 
Thomas J. Watson Research Center.  Organic–inorganic hybrid materials enable 
the integration of useful organic and inorganic characteristics within a single 
molecular-scale composite.  Unique electronic and optical properties have been 
observed, and many additional properties can be envisioned for this promising 
class of materials.  Fig. 1.5 summarized the crystal structures and physical 
properties of one family of crystalline, self-assembling, organic–inorganic hybrids 
based on the layered perovskite framework.  In addition to exhibiting a number of 
potentially useful properties, the hybrids can be deposited as thin films using 
simple and inexpensive techniques, such as spin coating or single source thermal 
ablation.  The relatively new field of “organic–inorganic electronics” offers a 
variety of exciting technological opportunities.  Several recent demonstrations 
show tunable properties of electronic and optical devices based on organic–






Figure 1.5 Schematic representation of (a) <100>- and (b) <110>-oriented 
families of layered organic–inorganic perovskites.  For the <100>-oriented 
[(RNH3)2An-1MnX3n-1] and <110>-oriented [(R-NH3)2AnMnX3n-2] structures, R 
is an organic group, A is a small organic (e.g., CH3NH3) or inorganic (e.g., 
Cs+) cation, M is generally a divalent metal cation, X is a halide (Cl-, Br-, I-), 
and n defines the thickness of the perovskite sheets.  The R-group can be used 
to control which of the two structural families forms [5,6,9].  Note that the n 
∞ compound, AMX3, is the same for each family.  (c) Resistivity (ρ) as a 
function of temperature for pressed pellet samples of the layered perovskite 
families (C4H9NH3)2(CH3NH3)n-1SnnI3n-1 (black curves) and 
[NH2C(I)NH2]2(CH3NH3)nSnnI3n-2 (red curves), as well as for the n  ∞ end-




Another example is a thermoelectric materials discovered by Kanatzidis’ 
group.  In this material, the layered Bi2Te3 was spaced by the Cs+ cation.  Because 
of the layered structure, the electrons and photons can move freely within the 
layer.  The Cs+ cations residing between the layers generated a hard-core positive 
charged layer, which prevent the photon itinerary from layer to layer.  Therefore, 
a high ZT (thermoelectric figure of merit) value was obtained.  
 
 
Figure 1.6 Projected view of layered structure of CsBi4Te6.2 
 
 
Scope of This Work 
 
 
Early investigations on binary metal chalcogenides had led to the 
discoveries of many important properties, including superconductivity, charge-
density wave, ferromagnetism and anti-ferromagnetism, phase transitions, and 
anisotropic electrical and optical behaviors.  Applications of technological 
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importance, such as in heterogeneous catalysts, reversible battery electrodes, high 
temperature lubricants, optical storage materials, solar cells, solid state lasers, and 
thermoelectrics, have been implemented as the result of such discoveries.  The 
vast majority of these compounds were synthesized by conventional solid state or 
ceramic methods at relatively high temperatures.  The last decade has witnessed 
tremendous efforts devoted to the exploitation of soft, low temperature synthetic 
methods for preparation of new multi-component chalcogenides.  These efforts 
have led to the discovery of many new ternary and quaternary phases that exhibit 
remarkably rich structural chemistry, and interesting and unusual properties. 
In our group, we are interested in developing the chalcogenides with novel 
structures and unique properties at the intermediate temperatures below 600 oC, a 
temperature region where very little chemistry is known about these systems.  
Some new compounds have been synthesized and many exhibit very interesting 
structural and electronic properties, such as the work by previous members of the 
group, including Drs. Y.-C. Hung,51,52 James Carpenter,53-55 and Stephen Taylor.56  
Our group has begun a systematic investigation of chalcogenide-based 
mixed-anion compounds to further explore new nanostructured materials via the 
concept of mixed-framework solids.  The idea has been to exploit anions that have 
inherent differences in chemical bonding due to distinct size and electronegativity.  
Prior studies on chalcogenide-based mixed-anion compounds include 
oxychalcogenides and chalcohalides.  These two major families of chalcogenide-
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based derivatives have initially received scattered attention most probably 
because they were accidental discoveries during the exploratory synthesis of 
mixed-metal chalcogenides.57,58 
Chalcogenides with low-dimensional structures have been intensively 
studied.  The covalent nature of the chalcogenides makes the compounds mostly 
semiconductors.  For the covalent solids, the atoms or cations are closely packed 
and are bound by the overlap and sharing of electrons between orbitals of adjacent 
atoms.  The most appropriate view of the electronic structure is to think of the 
bands as constructed from bonding molecular orbitals (making up filled bands) 
and antibonding orbitals (forming empty bands) shared between atoms forming 
the covalent bonds.  The ionic compounds are formed by the atoms with large 
difference in electrongativities.  Therefore, when the atoms are packed to form the 
compounds, the electrons are not equally shared by the electropositive cations 
with the electronegative anions.  The resulting cations and anions will be held 
together via Coulomb forces, which also can be called ionic bonds.  The energy 
bands are best regarded as being made up from the atomic orbitals of anions and 
cations. 
The rare-earth and transition-metal chalcogenides have been reviewed by 
Dr. J. Ibers in reference 59 and also reported by Dr. Jing Li and Dr. Kanatzidis.  
The reports of transition metal chalcogen-halides (chalcohalids) are scattered, 
such as CuCr2Se4-xBrx,60 MnSbS2Cl,61 MnSbSe2I,62 LnSbS2Br2 (Ln = La, Ce) 
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sulfobromide series,63 LaCa2GeS4Cl3,64 CdSb6S8I4,65 Cu3Bi2S4Br,66 Cu3Bi2S4Cl,67 
and InBi2S4Cl and InBi2S4Br, AE2Sb2Q4F2 of homologous series AE2M1+nQ3+nF2 
(AE = Sr, Ba; M = main group metal; Q = chalcogen),68 Ni8Bi8SI.69  In these 
compounds, the halogens were incorporated serendipitously, such as from the 
halides salt flux or vapor transport agent for crystal growth (e.g. I2).  But the 
unexpected structures turns out to be amazingly interesting, basically due to the 
ionic nature of halogen and the different bonding geometry compared to the 
chalcogen. 
The ionic-covalent, the organic-inorganic, and the misfit-layered 
structures are been studied by solid state chemists for decades for their novel 
structural and physical properties.  Halogen atoms and halides are normally ionic.  
The ionic structural units of halides that we tried to incorporate are diverse from 
the well-known rock salt, fluorite to the perovskites.  The current work focus on 
the exploratory synthesis of pnictogen metal (only Sb and Bi are discussed here) 
chalcogenides containing late transition metals, such as Zn, Cd, as well as In and 
Sn.  Those metal chalcogenides always form semiconductors, have similar 
properties and extremely rich in crystal chemistry.  Therefore, we choose them for 
our exploratory studies. 
The knowledge gained in these investigations will undoubtedly lead to a 
better understanding of employing ionic-covalent mixed-framework for the 
exploratory surveys of chemical systems, as well as the small-scale growth of 
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compounds for directed investigations into the correlation between structures and 
properties. 
In this dissertation, the chapters are organized chronologically with respect 
to the time that the discoveries were made.  Chapter 3 and 5 record my first 
project on the exploratory synthesis of ionic-covalent mixed-framework 
chalcohalides.  By introducing the halogen atoms into the covalently connected 
network of the transition metal and main group metal chalcogenides, new 
structure series of CdMQ2X (M = Sb, Bi; Q = S, Se; X = Cl, Br and I); 
CdSb2Se3Br2 and InM2Q4X (M = Sb, Bi; Q = S, Se; X = Cl, Br and I) have been 
produced.  In Chapter 4, the newly discovered CdBiS2Cl (structure type I) and 
CdBiSe2I (structure type II) were used as the host materials and research 
platforms for the Mn2+-doped diluted magnetic semiconductors (DMSs) study.  
By reducing the structure dimensionality of the host materials, the degree of 
freedom for the magnetic cation substitution has been reduced; as the results, the 
dopants clustering and segregation have been suppressed, and the desired 
ferromagnetism was achieved for the DMSs.  Chapter 6 reports a discovery of 
another  selenoiodide --- In2Bi3Se7I showing waved layered structure, which is the 
derivative of InM2Q4X.  Another new compound LiSb2O3Cl found by the 
exploratory syntheses is reported in Chapter 7.  It represents a successful 
synthesis of oxyhalide employing the idea of mixed ionic/covalent framework.  
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The syntheses, optical study and systematic search for the other possible analogs 
were discussed therein. 
While the results presented in this dissertation do not provide an 
exhaustive record of the research on the lab notebooks, a clear story (from a 
synthetic chemist point of view) will be shown.  It includes how the synthetic 
strategies (ideas) have been used in designing new compounds, why such new 
structures give certain properties, and what is new and constructively interesting 
for the future work of other solid state chemists, condense matter physicists as 
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Exploratory Solid State Synthesis and Crystal Growth 
 
 
For the solid state synthesis, because the reactants are usually in solid 
forms, high temperatures, as mentioned in Chapter 1, are necessary to promote the 
ion diffusion for a reaction to take place at a reasonable rate.  Dislike other 
branches of synthetic chemistry, such as organic chemistry, solid state reactions 
can only occur at the interface of the solid particles where atoms and molecules 
are in an immediate contact.  Unless the ions in solids travel to the surface 
through the bulk, the the reaction would not complete.  In the organic synthesis, 
an intimate mixing of reactants can be achieved by simply employing a common 
solvent in which they are soluble.  However, in the case of solids, such solution-
based techniques can only be used for the reactants in the form of reactive 
powders.  Among all the developed solid state reactions, three synthetic methods 
employed in this study will be discussed in this chapter: 
1. Reactions between solids such as high-temperature, solid-state 
reactions; 
2. Reactions in the liquids, such as melts and suspensions; 
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3. Reactions involving in gases through vapor transport.  
Fig. 2.1 shows reaction coordinate against free energy showing the 
conceptual pathways of two solid state reactions.  A reaction coordinate is an 
abstract one-dimensional coordinate system that represents progress along a 
reaction pathway.1  For the pathway A  B, the reaction encounters a high 
activation energy barrier before formulating the thermally stable product B mainly 
due to the less favored ion diffusion.  In this case, high temperature has to be 
applied to help improve the kinetic diffusions which otherwise cause the high 
energy barrier. 
High temperatures will, however, give rise to two synthetic limitations.  
First, the reactions almost always yield the most thermodynamically stable 
 
Figure 2.1 Hypothetical reaction coordinate of two traces: A  B, a typical 
solid state reaction with slow diffusion of reactants contributing to a high 
activation energy barrier and A  C, a reaction in which enhanced diffusion 
of reactions lowers the activation energy barrier.   
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products; the high energies involved often leave little room for kinetic control.  
Typically, the thermodynamically stable phases are binary or ternary compounds 
adopting simple structures.  Secondly, high temperature also dictates the presence 
of the simplest chemical and structural building blocks.  In most cases, the 
building blocks are elements at the atomic level.  Attempts at formulation using 
molecules of known structures are hampered because the high temperatures will 
break all bonds and reduce the system to atoms resulting in a thermodynamically 
stable state.  Therefore, the multi-element phases with complicated structure are 
difficult to form.  
If a methodology can be developed to improve the solid diffusion, the 
activation energy barrier attributed to kinetic factors can be considerably lowered.  
Hence, the reaction temperature can be lowered to facilitate more kinetic control 
for the formation of new compounds with desired structures.  In Figure 2.1, the 
pathway A  C shows the lowered energy barrier along with the formation of a 
less thermodynamically stable phase C.  Recently, a number of synthetic 
strategies and techniques have been developed for the exploratory synthesis and 
crystal growth of solid state compounds, which will be discussed later in this 
chapter. 
Compared to the organic synthesis, the reaction temperatures used in solid 
state reactions (≥ 300oC) are significantly higher.  At a high temperature, the 
particle surfaces of solid state reactants become reactive, which improves the 
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solid state diffusion.  The reactants do not have to be “atomized” by means of 
dissolution.  Most of the structural units from the starting materials may be 
retained or possibly be “reformed” as building units in the formation of products.  
Therefore, in order to facilitate this process in the formation of new phases, it is 
important to carefully choose the starting materials for our designed synthesis. 
This issue will be demonstrated in the following chapters. 
For crystal growth, molten halide salts, including eutectic fluxes, were 
employed as reaction media in a two-step reaction.  First, the reaction mixtures 
were heated at a temperature that was necessary for the thermodynamically 
controlled redox chemistry to take place.  The polycrystalline products were then 
mixed with selected halide salts (normally 5× by weight) and sealed in the quartz 
tubes under vacuum.  It should be noted that the pre-reacted reaction mixtures 
were investigated by powder X-ray diffraction (PXRD) technique to confirm the 
formation of the target phases.  To prevent the silica tube from the attack by the 
molten halide salts especially at high temperatures, the inner wall was first 
carbon-coated prior to loading.  Reaction temperatures were usually set at 100 ~ 
200 oC higher than the melting point of the salt flux (or eutectic salt) to give a 
broad enough temperature range for crystal growth.  Several issues need to be 
taken into account for choosing the salt flux: 
1. The reaction temperature should be high enough to form a homogenous 
molten salt flux or melts.  With the assumption that the dissoluted 
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precursor stays in solution for the crystal growth, the temperature used 
should not cause the breaking-down of the structure and the 
decomposition of the pre-reacted phase.  However, for most of the 
crystal growth in molten salts, the starting materials could be dissoluted 
into intimately mixed ions and targeted crystals will reform due to the 
stoichiometry at the proximity of the nucleation site upon cooling.  In 
short, a temperature is desired at which a “solution-like” melt can be 
generated.  Via trial-and-error, the experimental conditions should be 
optimized at which the growth of single crystals, possibly through 
dissolution and reprecipitation process, of the desired polycrystalline 
phase can take place in the employed molten salt medium. 
2. The salt (or its cations and anions) will not be incorporated with the 
target structure, unless for some intended “salt-inclusion” reactions.  
Ion exchange at high temperatures may be inevitable.  Thus, the salts 
that share common cations with the products were always chosen.  Or 
else, salts that contain cations that are inert to the target structure due to, 
for example, mismatched size and/or charge may be used. 
3. Salts with low toxicity were selected.  In the salt flux technique, extra 
amount of salts have always been used, so the environmental friendly 
salts were chosen.  This is also a major concern in Green Chemistry, 
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where the energy efficient, environmental friendly, reusable reaction 
medium will be used, such as rock salt as well as ionic liquids. 
4. Salts with high solubility were also chosen with respect to the 
dissolution of solutes (reactants) and low viscosity favorable for the ion 
diffusion of employed reactants. 
In this work, vapor transport reaction is another technique being used for 
crystal growth.  In this technique, iodine vapor was employed to grow large 
crystals of CdBiS2Cl and CdBiS2Br from the polycrystalline products pre-
synthesized by the conventional high-temperature solid state methods.  To 
achieve the vapor transport effect, the sealed quartz tube (14 cm long) was heated 
in a horizontal two-zone tube furnace to establish a temperature gradient, based 






Although the solid state synthetic chemists are still at the stage practicing 
an Edisonian or empirical approach, the reactions can strategically undergo by 
certain design.  One should be paying equal attention to serendipitous discoveries 




During this exploratory synthesis, the starting stoichiometry of new 
reactions was first arbitrarily selected based on the composition of known phases 
with interesting structures and/or properties.  Adjustments to the relative ratios of 
reactants were made after the analysis of the reaction products with intent either 
to grow high-quality single crystals or to synthesize the desired phase in 
stroichiometric yield.  The success of stoichiometric synthesis can further confirm 
the composition of a new phase acquired from the single crystal structure solution. 
Although different forms of reactants may result in the same products, 
careful selection of the starting materials is important to achieving the desired 
reactivity.  The physical properties of starting materials have always been critical 
in the selection process, which include the melting/boiling points and the 
decomposing temperatures. For some reactants, the structural units can be 
reserved if the reaction temperatures and heating procedures are correctly chosen. 
Systematic variations of reaction components were performed, if possible, 
with reference to phase diagram information pertinent to the corresponding 
systems.  High yield (stoichiometric) syntheses were performed after structure 
determination, in addition to the confirmation of the chemical composition, to 
provide sufficient sample for the measurement of the selected property. 
Most of the chemicals are subject to air and moisture sensitive; therefore, 
all of the reactants should be stored in a dry nitrogen gas filled dry-box (MBraun 
LabMaster 100) or box desiccators (Sanpla Dry Keeper, Sanplatech Corp.).  The 
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late transition metal chalcogenides, the transition metal chalcogenides and 
respective metal halides were used in this work.  The chemicals used as-
purchased include metal chalcogenides CdQ, ZnQ, MnQ, CoQ, M2Q3 (Q = S, Se; 
M = Sb, Bi), HgS, In2S3, and Sn2S3.  The sources of halogens are CdX2, MnX2, 
SbX3, and BiX3 (X = Cl. Br, I).  For the molten salt crystal growth, the eutectic 
salt mixtures were used, such as CdCl2/KCl (66.7/33.3 mol %, m.p. = 390 oC), 
LiCl/KCl (58.8/41.2 mol %, m.p. = 350 oC).  Chalcogen and some metal elements 
were also chosen for the exploratory synthesis. 
 
 
General Reaction Procedures 
 
All the starting materials were stored and ground together in an agate 
mortar in the dry box.  The reaction mixtures were sealed in a fused quartz tube 
(typically 6~10 cm in length, 8×10mm I.D.×O.D.) under vacuum (ca.10-4 torr) 
using a methane torch. 
Generally, the solid state reactions were carried out under controlled 
conditions, such as under vacuum in sealed glass ampoule.  A batch of reactions 
with systematically varied chemical compositions was sealed in quartz containers 
separately, which were then wrapped with the glass-fiber blanket and placed 
straight-up or slightly leaned to the internal wall of the box furnace (either 
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Lindberg model 51848 or Lindberg Blue M 848 1100°C box furnaces with a 
programmable controller).  For vapor transport crystal growth, the two-zone tube 
furnaces with a good insulation (Applied Test Systems (ATS) model 311012951 
tube furnaces employing Barber-Colman model 590 temperature controllers) were 
used.  The heating process were operated via a home-developed multi-step 






Powder X-ray diffraction 
 
 
Powder X-ray diffraction (PXRD) method is an important technique for 
the exploratory material synthesis.  It provides the general and averaged 
information of the bulk crystalline solids.  At the early stage of the exploration of 
the new material searching, it is almost the only method for phase identification 
from the mixture of reactants and products, especially when single crystals are not 
available.  In the later period, when a new phase has been found and made in a 
large scale, the PXRD is a powerful tool to check the phase purity.  At times, 
PXRD can be used for the study of the time- and temperature-dependent phase 
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formation and their crystal structures at corresponding conditions.  It provides a 
quick analysis for the process of a reaction and its products. 
PXRD patterns in this work were obtained using a SCINTAG XDS 2000 
θ/θ powder diffractometer (SCINTAG Inc., Sunnyvale, CA) employing Cu Kα1 
radiation (λ = 1.5406Å), a graphite monochromator and a liquid-nitrogen-cooled 
germanium detector.  The diffractometer was operated by the software package 
DMSNT running on a PC.  Samples were ground in an agate mortar and placed on 
a zero-background quartz sample holder.  The diffraction pattern is collected 
using step-wise 2θ scans with a step size of 0.03° at room temperature in the 
typical range 5° < 2θ < 80° unless otherwise noted.  In order to get the phase 
identity and the purity, the powder pattern can be compared visually to a pattern 
calculated (by program PCW23) from the single crystal data or to those stored in 
the ICSD (Inorganic Crystal Structure Database, NIST), or can be subjected to 
profile refinement and indexing using software such as Fullprof.2  The Rietvield 
refinements were performed using FullProf.  
 
 
Rietveld refinement on powder X-ray diffraction pattern 
 
In order to understand the structure and bonding of a new phase and to 
perform characterizations of properties, the crystal structure has to be determined.  
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An effective way to achieve this is diffraction techniques using X-rays from X-ray 
tubes and synchrotrons.  The single crystal diffraction technique, using relatively 
large crystals of the material, provides a set of separate data from which the 
structure can be derived. 
However, when materials of technical interest cannot be grown as large 
crystals, it is necessary to rely on the powder diffraction technique using material 
in the form of small crystals.  The drawback of this conventional powder method 
is that the data grossly overlap, therefore interfering the proper determination of 
the structure.  The Rietveld Method creates an effective “decomposition” of these 
overlapping data, thus allowing an accurate determination of the structure. 
This method has been reasonably successful that nowadays the structure of 
powdered materials can be determined routinely.  The crystal structure can be 
nearly as accurate as that obtained by single crystal diffraction techniques.  An 
even more widely used application of the method is the determination of the 
components of chemical mixtures.3  This phase analysis is now routinely used in 
industries ranging from the cement to the oil industry.  Several aspects of Rietveld 
refinement are discussed below: 
Peak shape. The shape of a powder diffraction peak is affected by the 
characteristics of the beam, the experimental conditions, and the sample size and 
shape.  In the case of monochromatic neutron sources the convolution of the 
various effects has been discovered to result in a peak almost exactly in the 
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Gaussian shape.  Given the distribution is the contribution of a certain peak, the 
profile yi at position 2θi is described as 
 
where Hk is the full width at the half peak height (full-width half-maximum), 2θk 
is the centre of the peak, and Ik is the calculated intensity of the peak (determined 
from the structure factor, the Lorentz factor, and multiplicity of the reflection).  At 
very low diffraction angles, the peaks may be asymmetric due to the vertical 
divergence of the beam.  A semi-empirical correction factor, As, was used by Dr. 
Reitveld to account for this asymmetry 
 
where P is the asymmetry factor and s can be +1, 0, -1 depending on whether the 
difference in 2θi-2θk is positive, zero or negative, respectively.  At a given 
position, more than one diffraction peak may contribute to the profile.  The 
intensity is simply the sum of all peaks contributing at the point 2θi.  In this work, 
the peak shapes are refined by the pseudo-Voigt function which is the default 
setting in FullProf.2 
Peak width. The widths of the diffraction peaks are found to broaden at 




where U, V and W are the half-width parameters and may be refined during the 
fitting process. 
Preferred orientation. For powdered samples, there is a tendency for 
plate- or rod-like crystallites to align themselves along the plane of a sample 
holder.  For polycrystalline samples, the production of such material may result in 
greater volume fraction of certain crystal orientations.  In such cases the peak 
intensities will vary from predicted value in a completely random distribution.  
Rietveld allowed for moderate cases of the former by introducing a correction 
factor: 
 
where Iobs is the intensity expected for a random sample, G is the preferred 
orientation parameter and α is the acute angle between the scattering vector and 
the normal of the crystallites.  In this work, in order to reduce the preferred 
orientation, it was also suggested4 to prepare the sample by sieving a thin layer of 
fine grounded crystals on the sample holder. 
Refinement. The purpose of the Rietveld method is to minimize a function 
M which represents the difference between a calculated profile ycalc and the 




where Wi is the statistical weight and c is an overall scale factor such that ycalc = 
yobs·c.  
FullProf2 program package has been used for the Rietveld structure 
refinement.  The method usually takes two general processes.  The first one is the 
peak profile refinement and indexing on the manually selected peaks.  Then, when 
the structure model is assigned, the atomic coordinates and other parameters will 
be refined for a fine-tuned structure refinement.4 
 
 
Single-crystal X-ray diffraction 
 
A typical single crystal x-ray diffraction (SXRD) method consists of 
sample preparation, unit cell determination, data collection, and structural solution 
and refinement.  Physically, a high quality crystal is the one that possesses sharp, 
well-defined faces, homogeneous color, clarity, and is defect free.  Crystal size 
ideally should be 0.1-0.3 mm/side.  The single crystals were hand-picked, then 
crystals are mounted on the end of a glass fiber (amorphous quartz) using epoxy, 
or, for the air-sensitive samples, sealed in glass capillaries.  The glass fiber held 
by a metal tension-pin was mounted on a single-crystal goniometer.  The 
diffractometer equipped with graphite-monochromated Mo Kα radiation (λ = 
0.71073Å) was used.  Data was collected at room temperature, unless otherwise 
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specified.  They were collected using a Rigaku AFC-8S equipped with a Mercury 
CCD camera area-detector.  Instead of collecting reflections individually, the 
Rigaku AFC-8S diffractometer with Mercury CCD area detector collects frames 
of data which represent slices of the diffraction pattern.  Compared to other 
detectors, such as the serial detector, data collection for the area detector system is 
more effective.  
The unit cell dimensions and orientation matrix were initially determined 
from a set of screening frames (4 frames) taken at intervals of 15º-30º in ω.  The 
exposure time of each frame was dependent on the diffraction intensity of the 
crystal.  For a total of 480 frames, data acquisition typically lasted for 3-6 hours.  
An empirical multi-scan absorption correction was applied using a multi-scan 
technique, the REQABS5  routine in the CrystalClear6  software package.  The 
CrystalClear software also corrects for Lorentz-polarization effects.  The data 
was then integrated, merged and averaged to create a data file (intensity and hkl) 
for structure solution.  Structure refinement using the package SHEXTL7 involves 
determination of a trial structure, refinement of that structure, using a Fourier 
difference map to identify new atoms and repeating this process until a feasible 
structure was in good agreement with the data.  All atoms except hydrogen were 
refined anisotropically if possible. 
The SXRD has also been used to determine the orientation and the 
crystallographic axis of the single crystals for the orientation-related property 
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studies, such as conductivity, magnetism, and optical properties.  The single 
crystals were mounted on the glass fiber along one crystal axis.  After first 4 
fames of data collection,  the unit cell dimensions were determined and used as 
the coordination reference for taking the axial photos.  The axial diffraction photo 
were taken along the axis just determined (x-ray beam is perpendicular to the 
axis).  By measuring the distance between two rows of diffraction spots that 
originate from the parallel planes, the axis could be confirmed.  A picture of the 
crystal along the direction perpendicular to the x-ray beam can be taken by the 
attached digital camera.  For example, for the crystals of (CdBr2)(Sb2Se3) (see 
Chapter 3), because of the layered structure and the weak interaction between the 
layers, it was suspected that the crystal could split along the gap between layers.  
The picture of the crystal was checked to confirm the crystal axis along which the 
crystal splitting occurred. 
 
 
Magnetic susceptibility measurement 
 
 
Magnetic susceptibility of selected single crystals and powder samples, of 
0.5 to 20mg, was measured using a Quantum Design MPMS-5S SQUID 
magnetometer.  For the temperature dependent studies of magnetic susceptibility, 
the measurements were performed over 1.9-300 K range in a DC-magnetic field 
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H of 100 Oe ~ 5000 Oe.  Samples were placed inside a gelatin capsule, which was 
suspended in a plastic (polypropylene) drinking straw attached to the sample 
translator drive.  The magnetic susceptibility of the container was previously 
determined and its diamagnetic effect was corrected in the data manipulation.  
Magnetic data were also corrected for core diamagnetism.  The zero-field-cooling 
/field-cooling (ZFC/FC) studies in the spin ordered phase provided evidences for 
magnetic hysteresis.  The point of irreversibility, Tirr, where ZFC and FC curves 
merge, shifted to lower temperatures as the field increased could further provide 
the information about the origin of spin coupling.  The thermomagnetic 
irreversibility is usually considered as a fingerprint of superparamagnetism for the 
magnetic grains in bulk materials or glassy behavior.  It is noted, however, that 
any magnetically ordered phase with a net magnetic moment might be irreversible 
due to the formation of magnetic domains.  The domain walls move easily under 
an applied field during the FC process, thus increasing the size of the domains 
with magnetization parallel to the field and the total magnetization of the sample.  
After a ZFC process, the random orientation of the magnetic domains is frozen.  
When the magnetic field is applied to such a system at low temperatures, its 
energy may not be adequate to unblock the domain-wall movement, so that MZFC 
< MFC.  Increasing the applied field favors the movement of the domain walls, 




ZFC and FC measurements started from low temperature after cooling the 
sample in zero external (applied) fields and in a specific field, respectively.  
Magnetization was then measured in a small increment of the temperature 
adjusted to the points of magnetic events.  The rates of cooling, and warming up 
were kept constant in both cases. 
 
 
Electronic Band structure Calculations using EHTB 
 
 
In the extended Hückel tight-binding (EHTB)8 method, the exact form of 
the Hamiltonian is not specified.  But the matrix representation of the 
Hamiltonian in atomic orbital basis is constructed semi-empirically.  Since this is 
a rough approximation, the EHTB method has several drawbacks which the first 
principles methods do not posses.  For precisely the same reason, however, the 
EHTB method has a few advantages that the first principle computational 
methods cannot match.  Since the CAESAR package9a utilizes the EHTB method 
for electronic structure calculations, it is important to emphasize its strengths and 
weaknesses so that improper uses of EHTB calculations can be avoided. 
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Unlike first-principle calculations, EHTB calculations are not designed to 
predict the optimum structure of a molecule or a crystal.9b  For systems of known 
geometry, EHTB calculations have been indispensable in showing the structure-
property relationships for discrete molecules and solid state materials.  These 
studies reveal that approximate electronic structures obtained by ETHB 
calculations are mostly adequate for the structure-property correlation analysis, 
although they may not provide quantitative predictions.  The relevance of EHTB 
calculations plays an important role for the study of structure-property 
correlations.  When coupled with the concept of orbital interaction, EHTB 
calculations have been helpful in discovering a number of qualitative concepts 
used for interpreting the electronic properties of materials, e.g., fragment orbitals, 
orbital correlation diagrams, through-space and through-bond interactions, and 
isoglobal analogy for molecular systems, a band orbital picture of magnetic 
insulating state, an orbital-mixing view of electronic phase transitions in metals, 
and hidden Fermi surface nesting for solid state materials. 
 
Figure 2.2. The plots of low-dimensional structure units of CdSb2Se3Br2 used for 
the EHTB calculation using program CAESAR 2.0.  See Chapter 5 for details. 
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The energy levels and orbitals generated by EHTB calculations are 
independent on the number of electrons of the system because the EHTB method 
neglects electron-electron repulsion.  Consequently, unlike first-principle methods, 
the EHTB method does not provide a precise means describing the relative 
energies of different electronic states inherent in a given system.  However, it is 
important to recognize that EHTB calculations do provide the inconclusive 
information when such a failure is likely to occur.  The essential effect of 
electron-electron repulsion is to make the double occupancy of an orbital 
energetically unfavorable.  
 
Bond Valence Sum Analysis 
 
In this research, because the bonds in the chalcogenide compounds are 
relatively weaker than oxides, they are unsuitable for treatment with the Brown-
Shannon or Brown-Altermatt equations.10  Bond-valence sum (bvs) analysis was 
performed on each of the atoms using the Mohri equation. 
 
where s is the bond-valence contribution sought, s0 is the reference bond-valence, 
R is the bond-length of the bond under investigation, R0 is the reference bond 
length, and l is the sum of the cationic radii of the two bonded species.  The value 
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of s0 was obtained by calculating Zm/v for several reference compounds, where Zm 
is the charge of the cation and v its respective coordination number in each 
reference compound.  
The BVS calculations were performed by using the program VALENCE.11a  
The reliable bond-valence parameters used in the program were based on the 
“Accumulated Table of Bond Valence Parameters” (latest updated version on 
May 2, 2006) in the file bvparm.cif provided by Prof. I. D. Brown. 11 
 
 
DC four-point electrical conductivity measurement 
 
 
The four-point, or Kelvin, probe method is the most common way to 
measure the resistivity of conducting and semiconducting materials.  Two of the 
four probes are used for source current and the other two for measuring voltage.  
Using four probes eliminates measurement errors due to the probe resistance, the 
spreading resistance under each probe, and the contact resistance between metal 
probe and the semiconductoring material.  This technique brings four equally 
spaced probes into contact with the material of unknown resistance.  The probe 















The two outer probes provide source current, while the two inner probes 
sense the resulting voltage drop across the sample.  The volume resistivity is 
calculated with by the following equation: 
 
where: ρ = volume resistivity (Ω·cm) 
V = the measured voltage (volts) 
I = the source current (amperes) 
t = the sample thickness (cm) 
k = a correction factor based on the ratio of the probe spacing to sample 
diameter and on the ratio of wafer thickness to probe spacing. 
 
 
Figure 2.3 Experimental setup of DC 4-point conductivity measurement. 
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The classical DC, four-point electric conductivity measurements were 
performed by a lab-built computer-controlled measuring system, which consists 
of a programmable current source (Keithley 220), a sensitive digital voltmeter 
(Keithley 182), and a cryogenic system (Janic CCS-150) with temperature 
controller (Lake Shore 330).  When sizable single crystals are not available, the 
phase-pure powder samples (checked by PXRD) will be pressed into 10 × 3 × 1 
(in mm) pellets for the measurement of temperature-dependent electrical 
conductivity, typically conducted from 10 to 300 K.  
Materials used in this study include: silver/gold wires (0.05 mm dia, 
Premion®, 99.998 %, Alfa Aesar); silver paste (4922N Conductor Paste, DuPont 
Electronic Materials); silver paste extender (Electron Microscopy Sciences).  A 




Diffuse reflectance UV-Vis spectrometry 
 
 
Spectrometer.  UV-Vis spectra were recorded on a Shimadzu 3901 
spectrophotometer attached with a differential sphere.  The spectra were acquired 
in the range of 0.5-6.5 eV (190-2400 nm) using the diffuse reflectance 
measurement on ground polycrystalline samples, which were applied on the 
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surface of the BaSO4 sample holder.  The absorption data (α/S) were calculated in 
the reflectance mode using the Kubelka-Munk function α/S = (1-R)2/2R, where R 
is the reflectance at a given energy, α is the absorption coefficient, and S is the 
scattering coefficient.12  The band gaps of semiconductors were determined as the 
intersection point between the energy axis at the absorption offset and the 
extrapolation from the linear portion of the absorption edge in the α/S against E 
(eV) plot.  In this thesis work, the UV-Vis spectra of starting materials such as 
CdQ, Bi2Q3 and Sb2Q3 (Q represents chalcogen) were also acquired for 
comparison. 
Kubelka-Munk Theory.  The Kubelka-Munk theory is based on the fact that 
the optical properties of a film which absorbs and scatters light may be described 
by two constant, the absorption coefficient K and the scattering coefficient S.  For 
simplification, the flux of the diffuse incident light is represented by a single 
beam λ+, and the flux of the light scattered in the opposite direction by a beam λ-. 
Each beam is attenuated by absorption and scattering losses, but is reinforced by 
the scattering losses of the opposite beam.  The absorption and scattering losses 
are determined quantitatively by the two coefficients K and S.  A simple system of 
two linked differential equation can be written.  These can be integrated for the 
valid boundary conditions at both the incident side, and at the other.  Solution for 
the transmittance τ and the reflectance R are obtained from these integrals as a 
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function of the absorption coefficient K, the scattering coefficient S, the sample 
layer thickness h, and in special cases, the reflectance R 0 of a given substrate. 
The most important and widely used quantity derived from the Kubelka-
Munk theory is the reflectance of an opaque (infinite thickness) sample layer 
which can be described by the equation, 
α/S = (1-R∞)2 / 2R∞ 
From this expression (Kubelka-Munk function), within the range of validity of 
this theory, R∞ depends only on the ratio of the absorption coefficient to the 
scattering coefficient, instead of their individual values.  The equation has been 
most useful where reflectance measurements are used to obtain information about 




Fourier-Transform Infrared (FTIR) spectrum 
 
 
The FTIR spectra of polycrystalline samples were collected using a Nicolet 
Magan-IR 550 spectrophotometer, in the 4000-400 cm-1 region. Powder samples 
were pressed into pellets using dry KBr (10 mm dia. 0.5 mm thick).  Single 
crystal infrared transmittance was measured using a SPECTRA TECH IN-PLAN 
spectrometer equipped with a microscope attachment.  This enabled the 
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investigations of materials with sampling area as small as 10 µm.  Spectra were 
acquired on small transparent crystals, which were placed on KBr plates.  A 32-
fold magnification head with an aperture size of 26 × 26 mm was used in these 
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CHAPTER 3  
SYNTHESIS, STRUCTURE AND PROPERTIES OF A NEW FAMILY OF 
MIXED-FRAMEWORK CHALCOHALIDE SEMICONDUCTORS: CdSbS2X 





Mixed-framework compounds, despite their convoluted chemistry, 
become attractive in advanced materials research because of their integrated 
structural and physical properties.  Inorganic/organic hybrid compounds, for 
example, are well-known for their unique structural and electronic properties that 
are otherwise unattainable from their individual components.1~3  Besides a large 
volume of organically templated micro and macroporous inorganic solids,1 two 
classes of compounds have recently been reported in the bulk synthesis of 
low-dimensional hybrid solids that employ the concept of mixed-framework 
structures of “controlled” size and geometry.  The first case is shown by a family 
of layered perovskites made of organic-based metal halides.2  These represent an 
interesting class of tunable materials in that organic layers can be used to dictate 
the structure of the inorganic metal halide sheets, in terms of their orientation and 
the thickness, and hence improve the electrical conductivity of the bulk.  The 
second example is given by the formation of crystalline solids containing a 
periodic array of semiconducting II-VI mixed-metal chalcogenide supertetrahedra, 
employing organic molecules as a filler of created voids.3  These supertetrahedra 
are of broad interest for they can be viewed as semiconducting quantum dots that 
 
possess enhanced optical properties due to the uniform size distribution of the 
corresponding semiconducting components. 
Based on the concept of composite (mixed-framework) lattices, we have 
reported a novel class of low-dimensional solids synthesized via salt inclusion.4~7  
These new compounds exhibit hybrid (composite) structures of covalent and ionic 
lattices made of transition metal oxides and alkali metal and alkaline-earth metal 
halides.4  It has been demonstrated that the covalent frameworks can be tailored 
by changing the size and concentration of the incorporated salt.  The interaction 
at the interface of these two chemically dissimilar lattices varies depending upon 
the relative strength of covalent vs. ionic character of the corresponding 
components.  In some cases, the weak interaction facilitates an easy removal of 
the salt by washing at room temperature.5a  These unprecedented salt-inclusion 
solids exhibit so-called salt-templated porous structures,5 noncentrosymmetric 
lattices,6 and frameworks containing magnetic nanostructures.7  Studies show 
that, like the inorganic/organic hybrid materials, the inclusion of salt seemingly 
has significant impact on framework structure, but has little effect, because of its 
insulating (ionic) nature, on the chemical and electronic properties of the resulting 
“host” oxide lattice. 
In general, the formation of these otherwise complicated 
mixed-framework materials can be viewed as a result of structure “segregation” 
of chemically unique species, i.e., inorganic vs. organic for the examples shown 
in references 1~3 and covalent vs. ionic for those in 4~7.  Because of the 
difference in chemical bonding, the electronic interaction at the interface is 
interrupted, thus leading to the observed low-dimensional physical properties.  
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With respect to the low-dimensional components in question, the bulk materials 
show simplified and often superior “molecule-like” characteristics.  The 
crystalline quantum dots, as mentioned above for instance,3 reveal sharper 
emission spectra than do nanoparticles.  This is understandable because the latter 
have the intrinsic problems of broad particle size distributions.  Besides, the 
optical spectra are tunable reportedly depending on the size of semiconducting 
chalcogenide supertetrahedra. 
Recently, we have demonstrated the occurrence of quantum confinement 
effects in mixed-framework compounds that contain a periodic array of 
molecule-like, electronically-confined magnetic nanostructures of transition metal 
oxides.8  These systems, which consist of transition metal oxide nanostructures 
that are interlinked by oxyanions of phosphates, arsenates and silicates, are 
magnetic insulators.  The nanostructured transition metal oxide clusters, chains 
and sheets are structurally seperated and, according to electronic band structure 
analysis, electronically insulated by the close-shell, nonmagnetic oxyanions.9  
We are currently investigating this new family of compounds for fundamental 
studies of their spin-spin interactions and their applications as oxide-based 
quantum magnetic materials. 
Meanwhile, we have begun a systematic investigation of 
chalcogenide-based mixed-anion compounds to further explore new 
nanostructured materials via the concept of mixed-framework solids.  The idea 
has been to exploit anions that have inherent differences in chemical bonding due 
to distinct size and electronegativity.  Prior studies on chalcogenide-based 
mixed-anion compounds include oxychalcogenides10 and chalcohalides.11  These 
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two major families of chalcogenide-based derivatives have initially received 
scattered attention most probably because they were accidental discoveries during 
the exploratory synthesis of mixed-metal chalcogenides.  For example, 
incidental incorporation of oxygen from air10f,h and unintentional inclusion of 
halide from employed molten salt as a high-temperature solvent for crystal 
growth11e are often the cause of serendipitous discoveries.  Nevertheless, the 
chalcohalide in glass form, a mixed-anion system consisting of chalcogenide and 
halide, has received recognition for its superior properties as infrared transmitting 
materials for optical fiber applications in telecommunication (optical amplifiers) 
and medical devices (surgical laser sources and laser power delivery).12
In the present work, we have chosen to incorporate the Cd2+ cation in 
combination with Sb3+ and Bi3+ because the chalcogenides of these cations show 
desired semiconducting properties.13  Our objective is to find a new class of 
low-dimensional semiconductors whose dimensionality and electronic properties 
can be varied in a controlled fashion.  It is well known that the stereochemical 
activity of the lone-pair electrons of Sb3+ and Bi3+ cations has displayed a major 
role during the formation of low-dimensional lattice.  In the present work, we 
report the results of solid state synthesis, crystal structure analysis, spectroscopy 
characterization, and electronic band structure calculations of new quaternary 
chalcohalide compounds CdSbS2X (X = Cl (1), Br (2)), CdSbSe2I (3), CdBiS2X 
(X = Cl (4), Br (5)), CdBiSe2X (X = Br (6), I (7)).  This new series of 
chalcohalide compounds adopts two structural types depending upon the specific 
combinations of chalcogenide and halide anions and is the first systematic study 







General Procedures. All the reactants were loaded in a nitrogen-filled dry 
box.  The reaction mixtures were sealed in a fused quartz tube under vacuum 
(~10-4 torr) using a methane torch.  The materials were examined using powder 
X-ray diffraction patterns recorded on a SCINTAG 2000 diffractometer equipped 
with a graphite monochrometer (Cu Kα radiation).  Single-crystal X-ray 
structure analysis was carried out on a Rigaku AFC-8S four-circle diffractometer 
(Mo Kα = 0.71073 Å) equipped with the Mercury CCD area detector.  
Semi-quantitative elemental analysis of single crystals was performed by energy 
dispersive X-ray (EDX) analysis using a Hitachi S-3500 scanning electron 
microscope equipped with an OXFORD EDX microprobe. 
Initial synthesis. Crystals of CdBiS2Cl were initially obtained from the 
quaternary Bi/K/Ti/S reaction in an attempt to synthesize the Cd-analogue of the 
misfit-layer compounds Bi6-xCaxTi5S16 (x = 3.08) using the eutectic flux 
CdCl2/KCl. 14   The elements of bismuth (Aldrich, 99.99%), potassium 
(Mallinckrodt, 98%), titanium (Aldrich, 99.9%) and sulfur (Aldrich, 99.99%) 
were mixed in the molar ratio of 2:4:3:10.  The potassium metal was purposely 
added to produce highly reactive cadmium in situ via the reduction reaction CdCl2 
+ 2 K → Cd + 2 KCl at elevated temperature.  The reaction mixture was loaded 
in the carbon-coated quartz tube with the CdCl2 (Aldrich, 99+%) and KCl (Baker, 
reagent) eutectic flux (3:1 mole ratio, m.p. 390 oC)15 with a charge to flux ratio of 
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1:4 by weight.  Using slow heating process to avoid the explosion due to the 
volatile sulfur (b.p. = 754oC), the reaction mixture was heated to 990 oC in three 
steps: first to 754 oC (0.5 oC/min), held for one day, and then to 990oC (0.75 
oC/min).  The reaction was isothermed for three days, and followed by slow 
cooling at the rate of 3 oC/hour to room temperature.  Reddish transparent, 
needle-shaped crystals of CdBiS2Cl in ca. 50% yield (based on Bi) was isolated 
from the flux.  The final composition of the compound was determined first by 
the X-ray single crystal structure analysis and EDX, followed by successful 
stoichiometric synthesis.  The byproducts of the reaction were identified as 
BiTiS3 and KCl. 
Attempts to make sizable crystals were made.  Vapor transport method 
with iodine was employed to get large crystals of CdBiS2Cl and CdBiS2Br using 
the polycrystalline products synthesized by the methods described below.  To 
achieve that, the sealed quartz tube (typically 14 cm long) was heated in a 
horizontal two-zone tube furnace with a temperature gradient of, for instance, 
440oC (charge zone) to 350 oC (growth zone).  Efforts of growing crystals of 
CdBiSe2Br were not initially successful by using either the CdBr2/KBr eutectic 
flux methods or the iodine vapor transport, but eventually via quenching from 600 
oC from its own melt.  We later found that the single crystals of CdBiS2Cl can 
also be grown by quenching the reaction melts from 500oC slightly below the 
decomposition temperature, 550oC based on TGA, which implies no glass 
formation up to the decomposition temperatures. 16   Meanwhile, the single 
crystals of all other compounds were directly grown by solid state reactions. 
 68
 
Stoichiometric synthesis.  After the structural identification, the 
stoichiometric syntheses of this chalcohalide family were carried out as follows: 
3 CdQ + 2 M + MX3 + 3 Q → 3 CdMQ2X       (1) 
The reactants used, including their sources and purities, are as follows: Sb 
(Alfa Aesar, 99.5%), Bi (Alfa Aesar, 99.5%), CdS (Strem, 99.9+%-Cd), CdSe 
(Alfa Aesar, 99.995%), SbCl3 (Alfa Aesar, 99.9%), SbBr3 (Alfa Aesar, 99.5%), 
BiCl3 (Alfa Aesar, 99.9%), BiBr3 (Alfa Aesar, 99 %), BiI3 (Aldrich, 99.999%), 
and chalcogens (S and Se, Aldrich, 99.99%).  For the reactions leading to 
sulfur-containing compounds, the reactants were first slowly (0.5 oC/min) heated 
up to 250 oC and isothermed for 10 hours, then heated at 1 oC/min to 400 ~ 430 
oC and isothermed for four days.  The reactions were then slowly cooled down 
(-0.1 oC/min) to room temperature.  For the reactions leading to the 
selenium-containing compounds, the reactants were heated directly to 430 oC (1 
oC/min) and isothermed for 4 days followed by slow cooling to room temperature.  
All phases can be synthesized stoichiometrically in polycrystalline form at the 
given temperature range mentioned above.  Attempts to synthesize other 
members of the chalcohalide family, such as “CdMS2I”, “CdMSe2Cl”, 
“CdSbSe2Br”, and tellurium analogs, all failed.  Instead, new chalcohalides such 
as CdSb2Se3Br2 (see chapter 5) along with the binary phases CdQ, Sb2Q3 and 
Bi2Q3 as well as ternary phases SbQX (Q = S, Se; X = Br, I)17 and CdBi2S4, were 
obtained.  We do not see any thermodynamic or kinetic reason for not forming 
the CdSbSe2Br.  It might be due to the very narrow window of conditions to 
form this phase.  We could probably have missed the right conditions to get the 
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sizable crystals of CdSbSe2Br.  Therefore, to acquire a complete comprehension 
on compound formation, a phase diagram study on the CdBr2-Sb2Se3 system 
should be performed. The preliminary work has been done and the results are 
summarized in chapter 6, Table 6.1. 
A different route has been taken through which we not only get 
polycrystalline products in a stoichiometric yield, but also, by slow cooling from 
900 oC, grow sizable crystals for X-ray structure analysis.  The corresponding 
reaction is given by the equation as follows: 
CdQ + 2 Bi + CdX2 + 3 Q    2 CdBiQ2X       (2) 
The polycrystalline products are obtained at lower temperatures, e.g., 450 
oC.  Larger single crystals (ca. 10~20%) can be grown by first heating the 
reaction mixture to 900 oC followed by slow cooling to room temperature.  The 
by-products are the binary phases Bi2Q3, Sb2Q3 and CdQ. 
X-ray Crystallography. The needle-shaped single crystals were mounted 
on the quartz fiber for structural analysis.  Single-crystal X-ray diffraction 
(SXRD) data were collected at the room temperature (295 K).  The structures 
were solved with the direct methods and refined on F2 with the full-matrix, 
least-squares method by SHELXL-97 of the SHELXTL program suite.18  Each 
final refinement included anisotropic displacement parameters and a secondary 
extinction correction.  Additional experimental details and crystallographic data 
are listed in Table 3.2.  The atomic coordinates and selected bond distances and 
bond angles of representative compounds CdBiS2Cl (type I) and CdBiS2Br (type 
II) are in Tables 3.3 and 3.4, respectively.  Powder X-ray diffraction (PXRD) 
patterns of all the stoichiometrically synthesized products were employed to 
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confirm the purities of the bulk samples, see an example of CdBiS2Cl in Figure 
3.1.  The atomic coordinates used in the initial refinements were from the results 
of SXRD of CdBiS2Cl structure.  
Figure 3.1. Plot of Rietveld refinement on powder pattern of as-prepared
polycrystalline CdBiS2Cl.  The step width is 0.03o in 2θ, and the 
observed intensities (I) are indicated by red open circles.  The 
calculated PXRD is outlined in black, and the Bragg positions are 
labeled by green bars.  The difference in intensities of observed (Iobs) 




  Diffuse reflectance UV-Vis spectrum.  UV-Vis spectra were recorded on 
a Shimadzu 3901 spectrophotometer in the range of 0.5-6.5 eV (190-2400 nm) 
using the diffuse reflectance measurement on ground polycrystalline samples, 
which were applied on the surface of the BaSO4 sample holder.  The absorption 
data (α/S) were calculated from the reflectance mode using the Kubelka-Munk 
function α/S = (1-R)2/2R, where R is the reflectance at a given energy, α is the 
absorption, and S is the scattering coefficient.19  The energy gap was determined 
as the intersection point between the energy axis at the absorption offset and the 
line extrapolated from the linear portion of the absorption edge in the α/S versus 
E(eV) plot.  For comparison, the UV-Vis spectrum of CdQ, Bi2Q3 and Sb2Q3 (Q 
= S and Se) were also recorded.  
Fourier-Transform Infrared (FTIR) spectrum.  The IR spectra on 
polycrystalline samples were collected using a Nicolet Magan-IR 550 
spectrophotometer, in the 4000-400 cm-1 region.  Powder samples were pressed 
into pellets with dry KBr (10 mm dia. 0.5 mm thick).  Single crystal infrared 
transmittance investigations were performed using a SPECTRA TECH IN-PLAN 
spectrometer, which was equipped with a microscope attachment.14  This 
enabled the investigations of materials with sampling area as small as 10 µm.  
Spectra were taken on small transparent crystals of 4 and 5, which were placed on 
a KBr plate.  A 32 times magnification head with an aperture size of 26 × 26 µm 
was used during the studies.  These measurements indicate that these 
mixed-framework chalcohalides are transparent in mid-IR region (1400 ~ 4000 
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cm-1, or 2500 ~ 7000 nm).  Spectra are given in Figure 3.7 in Results and 
Discussion section. 
Electronic Band Structure Calculations.  Extended Hückel tight-binding 
(EHTB) electronic band structure calculations20 were carried out for CdSbS2Cl, 
CdS and Sb2S3 using the CASEAR21 program.  The atomic orbital parameters 
employed in our calculations were listed in Table 3.1 below. 
 
Table 3.1 Exponents ζi and valence shell ionization potentials Hii of 
Slater-type orbitals χi used for extended Hückel tight-binding 
calculation. a
______________________________________________________________ 
atom χi Hii (eV)  ζi     C1 
b     ζi′      C2
b 
______________________________________________________________ 
Cd  5s -9.07  2.8224  1.0 
  5p -6.26  2.8224  1.0 
  4d -17.9  5.213  0.5853  2.706  0.5720 
Sb  5s -18.8  2.959  0.6466  1.771  0.5018 
  5p -11.7  2.559  0.5610  1.474  0.5633 
S  3s -20.0  2.662  0.5990  1.688  0.5246 
  3p -11.3  2.338  0.5377  1.333  0.5615 
Cl  3s -26.3  2.927  0.6262  1.854  0.5051 
  3p -26.3  2.927  0.6262  1.854  0.5051 
_______________________________________________________________ 
 
a  Hii's are the diagonal matrix elements <χi|Heff|χi>, where Heff is the effective Hamiltonian. 
In our calculations of the off-diagonal matrix elements Heff = <χi|Heff|χj>, the weighted 
formula was used (see: Ammeter, J.; Bürgi, H.-B.; Thibeault, J.; Hoffmann, R. J. Am. 
Chem. Soc. 1978, 100, 3686.).   










The new series of chalcohalides containing chalcogenide (Q2-) and halide 
(X-) anions can be represented by the general formula CdMQ2X (M = Sb, Bi; Q = 
S, Se; X = Cl, Br, I), and all the phases with possible combinations of Q/X have 
been synthesized with the exception of CdSbSe2Br.  These solids form two types 
of structures depending upon the combination of chalcogenide and halide anions.  
CdSbS2Cl, CdBiS2Cl, CdBiSe2Br crystallizing in the orthorhombic space group 
Pnma (No. 62) adopt the type I structure, in which both anions belong to the same 
row of the periodic table, i.e., Q2-/X- = S2-/Cl- and Se2-/Br-.  CdSbS2Br, CdSbSe2I 
CdBiS2Br and CdBiSe2I crystallizing in the monoclinic space group C2/m (No. 
12) possess the type-II structure, in which the halide anions lie one row below the 
chalcogenide anions, i.e., Q2-/X- = S2-/Br- and Se2-/I-.  As already mentioned in 
the Experimental Section, attempts to synthesize compounds of other 
combinations of chalcogenide and halide anions, including Te2-/I-, have not yet 
produced any chalcohalide phases of the title series.  It is noted that the β angles 
in the type II structure deviates from 90o only slightly (Table 3.1), which could be 
due to an increased size difference between the Q2- and X- anions.  The two 
examples reported in prior studies, MnSbS2Cl (Pnma)11b and MnSbSe2I (C2/m)11c, 
adopt the type-I and II structures, respectively.  This is consistent with our 
observation concerning the anion combinations. 
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Table 3.2 Crystallographic Data for the Single Crystals of CdMQ2X.  
       
Empirical formula CdSbS2Cl (1)      CdBiS2Cl (4) CdBiSe2Br (6) CdSbS2Br (2) CdBiS2Br (5) CdBiSe2I (7) CdSbSe2I (3) 
Formula weight 
(amu) 
333.72       420.95 559.21 378.18 465.41 606.20 518.99
Crystal color, 
shape 
yellow, needle dark red, 
column 
black, column red, needle red, needle black, needle black, 
column 
Crystal system Orthorhombic Monoclinic 
Space group Pnma (No. 62) C2/m (No. 12) 
a (Å) 9.585(2) 9.541 (2) 10.025(2) 12.938(3)    12.977(3) 13.659(3) 13.531(3)
b (Å) 3.9910(8) 3.9700(8) 4.1190(8) 3.9310(8)    4.0120(8) 4.1920(8) 4.1030(8)
c (Å) 12.443(3) 12.545(3) 13.143(3) 9.6610(19)    9.584(2) 10.193(2) 10.150(2)
β (degree) − − − 91.11(3)    91.07(3) 90.88(3) 90.64(3)
V (Å3)        475.9(2) 475.2 (2) 542.7(2) 491.3(2) 498.9(2) 583.6(2) 563.5(2)
Z        4 4 4 4 4 4 4




GOOF        1.135 1.113 1.012 1.153 1.196 1.125 1.221







Figure 3.2. Perspective views of the representative unit-cell drawings of (a) CdBiS2Cl (4), (b) CdBiS2Br (5), and, for comparison, (c) 








Table 3.3  Atomic coordinates of all seven structures. 
Atom Wyckoff notation/sof x y z Uiso (Å
2 )a
CdSbS2Cl (1) 
Cd 4c/1.00 0.00108(5) 3/4 0.27053(4) 0.01892(17) 
Sb 4c/1.00 0.68609(5) 1/4 0.46636(3) 0.01836(16) 
S(2) 4c/1.00 0.74185(16) 3/4 0.33195(12) 0.0139(3) 
S(1) 4c/1.00 0.44993(16) 1/4 0.38898(12) 0.0142(3) 
Cl 4c/1.00 0.07295(18) 1/4 0.39474(13) 0.0217(3) 
CdSbS2Br (2) 
Cd(1) 2c/1.00 1/2 1/2 0 0.0191(2) 
Cd(2) 2i/1.00 1/2 1/2 1/2 0.0214(2) 
Sb 4i/1.00 0.28673(4) 0 0.68815(4) 0.0183(2) 
S(1) 4i/1.00 0.35424(14) 0 0.45029(16) 0.0129(4) 
S(2) 4i/1.00 0.41539(14) 1/2 0.74123(17) 0.0144(4) 
Br 4i/1.00 0.36487(6) 0 0.07589(7) 0.0209(2) 
CdSbSe2I (3) 
Cd(1) 2c/1.00 1/2 1/2 1/2 0.0492(16) 
Cd(2) 2i/1.00 1/2 1/2 0 0.0532(17) 
Sb 4i/1.00 0.7131(3) 0 0.8197(3) 0.0484(13) 
Se(1) 4i/1.00 0.5821(4) 1/2 0.7638(5) 0.0396(14) 
Se(2) 4i/1.00 0.8551(3) 1/2 0.9432(4) 0.0358(13) 
I 4i/1.00 0.3619(2) 0 0.5794(3) 0.0451(12) 
CdBiS2Cl (4) 
Cd 4c/1.00 0.49516(7) 3/4 0.26490(5) 0.0125(4) 
Bi 4c/1.00 0.30465(3) 1/4 0.02903(2) 0.0168(2) 
S(1) 4c/1.00 0.2517(2) 3/4 0.1698(2) 0.0125(4) 
S(2) 4c/1.00 0.4490(2) 3/4 -0.1128(2) 0.0117(4) 
Cl 4c/1.00 0.4261(3) 1/4 0.3943(2) 0.0186(5) 
CdBiS2Br (5) 
Cd(1) 2c/1.00 0 0 1/2 0.0201(5) 
Cd(2) 2i/1.00 0 0 0 0.0186(5) 
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Bi 4i/1.00 0.78313(5) 1/2 0.69591(8) 0.0182(4) 
S(1) 4i/1.00 0.9196(4) 1/2 0.7441(5) 0.0192(5) 
S(2) 4i/1.00 0.8567(3) 1/2 0.4466(5) 0.0140(9) 
Br 4i/1.00 0.1379(2) 1/2 0.9276(2) 0.0138(9) 
CdBiSe2Br (6) 
Cd 4c/1.00 0.50764(9) 3/4 0.26520(7) 0.0224(3) 
Bi 4c/1.00 0.19114(5) 1/4 0.46858(4) 0.0206(2) 
Se(1) 4c/1.00 0.24998(11) 3/4 0.32850(9) 0.0152(3) 
Se(2) 4c/1.00 0.9453(1) 1/4 0.38523(8) 0.0147(3) 
Br 4c/1.00 0.57585(13) 1/4 0.39591(9) 0.0217(3) 
CdBiSe2I (7) 
Cd(1) 2c/1.00 1/2 1/2 1/2 0.0245(3) 
Cd(2) 2i/1.00 1/2 1/2 0 0.0231(3) 
Bi 4i/1.00 0.28679(3) 0 0.68714(4) 0.02021(16) 
Se(1) 4i/1.00 0.42128(8) 1/2 0.74165(10) 0.0158(2) 
Se(2) 4i/1.00 0.35803(7) 0 0.44202(10) 0.0138(2) 
I 4i/1.00 0.36088(5) 0 0.07660(7) 0.0200(2) 
 









Cd-S(1)i  2.611(2) Cd-S(2) (×2) 2.804(1) 
Cd-S(1)ii  2.581(2) Cd-Cl (×2) 2.648(1) 
S(1)ii-Cd-S(1)i 171.32(4) S(2)ii-Cd-S(2)i 90.13(6) 
S(1)ii-Cd-Cl 92.37(6) S(2)ii-Cd-Cl 86.22(4) 
S(1)ii-Cd-S(2)ii 92.04(5) S(2)ii-Cd-Cl 174.36(6) 
S(1)i-Cd-Cl 93.37(6) S(2)ii-Cd-S(2)i 90.13(6) 
S(1)-Cd-S(2)ii 81.86(5)   
BiS5Cl3 bicapped trigonal prism 
Bi-S(1) (×2) 2.705(1) Bi-S(2)ii (×2) 3.001(1) 
Bi-Cl (×2) 3.412(2)   Bi-S(2)i 2.575(2) 
Bi-Cli 3.737(3)   
S(1)ii-Bi-S(1) 94.44(6) S(2)ii-Bi-S(1)ii 84.49(5) 
S(2)ii-Bi-S(2)i 79.82(5) S(2)ii-Bi-S(1)i 89.28(4) 
S(2)ii-Bi-S(2)i 82.83(5) S(2)ii-Bi-S(1)i 163.45(6) 
Type II 
CdS6 octahedron 
Cd(2)-S(1) (×2) 2.57(2) Cd(2)-S(2) (×4) 2.78(2) 
S(1)v-Cd-S(1) 180.00(0) S(1)v-Cd-S(2)vii 83.90(5) 
S(2)v-Cd-S(2)vii 96.10(4) S(2)v-Cd-S(2)vi 92.60(2) 
S(2)v-Cd-S(2)vi 87.40(7)   
CdS2Br4 octahedron 
Cd(1)-S(1) (×2) 2.673(3) Cd(1)-Br (×4) 2.780(2) 
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S(1)viii-Cd-S(1) 180.00(0) S(1)viii-Cd-S(1) 83.90(3)  
S(1)ii-Cd-Bri 88.75(3) S(1)viii-Cd-Brix 91.25(1) 
Brvii-Cd-Brix 92.41(2) Brviii-Cd-Brix 87.59(2) 
Brix-Cd-Brviii 180.00(0)   
BiS5Br3 bicapped trigonal prism 
Bi-S(1) (×2) 2.708(2) Bi-S(2)ii (×2) 3.041(2) 
Bi-Br (×2) 3.041(2)   Bi-S(1)i 2.573(3) 
Bi-Bri 3.765(4)   
S(1)ii-Bi-S(1) 95.65(6) S(2)ii-Bi-S(1)ii 85.20(5) 
S(2)ii-Bi-S(2)i 78.95(2) S(2)ii-Bi-S(1)i 88.77 (4) 
S(2)ii-Bi-S(2)i 82.63(3) S(2)ii-Bi-S(1)i 163.14(6) 
 
i-ix Symmetry codes: (i) x, y, z; (ii) -1/2 + x, 1/2 - z; (iii) 1/2 - x, -1/2 - y, 1 - z; (iv) 
1/2 - x, 1/2 - y, 1 - z; (v) -x, -y, 1 - zl; (vi) -1/2 + x, -1/2 + y, z; (vii) 1/2 - x, 1/2 
- y, -z; (viii) 1/2 - x, -1/2 - y, -z; (ix) -x, -y, -z. 
 
The type-I and type-II structures can be viewed as a layered type that 
shares common features with respect to the CdQ6-xXx octahedral slabs.  Each 
slab is made up of an extended array of the Cd-centered octahedra adopting the 
(110) plane of a distorted NaCl-type structure in which the fused CdQ6-xXx 
octahedra share trans edges along one direction and corners along the orthogonal 
direction.  As shown in Figure 3.2, the M3+ (M = Sb, Bi) cations form distorted 
square pyramids MQ5 as found for Sb2Se3-type substructure in the region between 
the octahedral slabs.  The asymmetrical environments of the M3+ cations show 
that their lone-pair electrons are stereochemically active and point toward the 
halide anions with the long M-X distances, e.g., 3.508(1)-3.814(2) Å for Sb-Cl (vs. 
2.61 Å, the sum of Shannon crystal radii),22 3.602(4)-3.887(3) Å for Sb-Br (vs. 
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2.76 Å), 3.412(2)-3.737(3) Å for Bi-Cl (vs. 2.77 Å), 3.590(4)-3.768(3) Å for 
Bi-Br (vs. 2.92 Å), and 3.796(4)-4.082(3) Å for Bi-I (vs. 3.16 Å).  As shown in 
Figure 3.3, each MQ5 unit links to additional halide anions (X) to form a distorted 
bicapped trigonal pyramid MQ5X3.  Furthermore, two MQ5X3 units share the 
vertex chalcogenide anions in a M2Q8X6 dimeric unit.  These M2Q8X6 units 
share the remaining chalcogenide anions to further extend the structure along the 
b-axis direction.  The type-I and type-II structures are further described in detail 
by considering CdBiS2Cl and CdBiS2Br. 
Type-I: CdSbS2Cl (1), CdBiS2Cl (4), CdBiSe2Br (6) (Pnma, No. 62) 
1, 4, 6 are isostructural and, for simplicity, only the structure of CdBiS2Cl 
(4) is discussed in detail below.  Figure 3.2(a) shows the connectivity in a unit 
cell where the extra long Bi-Cl bond is omitted for clarity.  The Cd2+ cations, 
which reside on the mirror planes at z = 1/4 and z = 3/4, are six-coordinate each 
with four S2- and two Cl- anions.  The [CdS4Cl2] octahedral units are connected 
by sharing an edge made up of equatorial S(2) and Cl in the [010] direction and a 
vertex through S(1) in the [100] direction.  As already mentioned, the trivalent 
Bi3+ cations are located between the octahedral slabs and adopt a bicapped 










Figure 3.3. Distorted bi-capped trigonal prismatic (a) BiS5Cl3 and (b) BiS5Br3 units 
observed in the structures of 4 and 5, respectively. Two units are fused via sharing 










Figure 3.4. Projected views of (a) CdBiS2Cl and (b) CdBiS2Br, each represents 
structure type-I and II, respectively.  Circled units are commonly seen 




Compounds of this structure type consist of anions that differ in their 
atomic numbers by one and hence have almost undistinguishable X-ray scattering 
factors.  We rely on the combination of EDX analysis, stoichiometric synthesis, 
bond valence sum (BVS) analysis23 to establish the charge-balanced chemical 
composition and atomic site assignments.  During the single crystal structure 
refinement, the three crystallographically unique sites S(1), S(2) and Cl were 
finalized based on the calculated BVS values of the cations and anions (Table 
3.5).  In particular, the BVS value for the Cl site is calculated to be only 0.98 if it 
were refined as S (see the number in parenthesis).  We have, therefore, 
concluded that the sulfur and chlorine each resides in a distinct crystallographic 
site, which is consistent with that of the reported MnSbS2Cl structure.11b  The 
calculated oxidation states of Cd2+, Bi3+, S2- and Cl- ions are 1.95, 3.19, 2.16 
(averaged), and 0.82, respectively. 
 
Table 3.5  BVS values for the CdBiS2Cl (4) phase. 
 Cd Bi BVS 
S(1) 0.44 + 0.41 0.69 × 2 2.23 
S(2) 0.24 × 2 0.31 × 2 + 0.99 2.09 
Cl 
(as a S) 
0.31 × 2 
(0.37 × 2) 
0.08 × 2 + 0.04 
(0.10 × 2 + 0.04) 
0.82 
(0.98) 
BVS 1.95 (2.07) 3.19 (3.23)  
 
The extended structure can be viewed as made up of the parallel 
octahedral [CdS2Cl]∞3- slabs interlinked by the Bi3+ cations (Figure 3.4(a)).  The 
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structural formula for the octahedral slab can thus be written as 
[CdS(1)2/2S(2)2/2Cl2/2]∞ (≡ [CdS2Cl]∞).  The Bi3+ cations interconnect the 
close-shell, semiconducting [CdS2Cl]∞3- slabs (see below) to keep the charge 
balanced.  As stated above (Fig. 3.3(a)), the local coordination environment 
around the Bi3+ cations can be described as the [BiS5Cl3] bi-capped trigonal prism 
(btp).  However, the Bi-Cl bond distances are rather long, so that the 
semiconducting slabs is held together primarily by the Bi-S bonds [2.705(1) Å for 
Bi-S(1) and 3.001(1) Å for Bi-S(2) (Table 3.4)].  The Bi-S(2) bond shared by the 
btp dimers adopts the shortest distance, 2.575(2) Å. 
Type-II: CdSbS2Br (2), CdSbSe2I (3), CdBiS2Br (5) and, CdBiSe2I (7) 
(C2/m, No.12) 
2, 3, 5, 7 are isostructural and, for simplicity, only the structure of 
CdBiS2Br (5) is discussed in detail below.  The type-II structure also possesses 
the Cd-centered octahedral slabs adopting the (110) plane of a distorted 
NaCl-type structure that are interlinked by the Sb3+ and Bi3+ cations, but has a 
couple of distinct differences from the type-I structure.  First of all, the 
Cd-centered octahedral slab in the type-II structure consists of two types of 
coordination, CdS6 and CdS2Br4, possibly because of the increased difference in 
the anion sizes, i.e., S2-/Cl- = 1.70/1.67 Å in 4 vs. S2-/Br- = 1.70/2.06 Å in 5.  As 
shown in Figure 3.2(b), the two kinds of octahedra each share the trans S or Br 
atoms, respectively, to form pseudo-one-dimensional chains parallel to [010].  
The alternating CdS6 and CdS2Br6 chains are interlinked by sharing the vertex 
atoms S(1) to extend the corrugated octahedral slab along the bc plane.  The 
structural formula concerning the unique chains can thus be written as 
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{[CdS(1)2/2S(2)4/2][CdS(1)2/2Br4/2]}∞ (≡ [Cd2S4Br2]6-∞).  The second distinct 
feature of the type-II structure is the connectivity between the octahedral slabs 
through the M3+ cations.  The Bi3+ cations of 5 have stronger covalent 
interactions with S2- than with Br-, and the extended structure shown in Figure 
3.2(b) can be viewed as the [CdS2/2Br4/2] (≡ CdSBr2) slabs along the (002) plane 
alternately packed with the all-sulfur slabs made up of the [CdBi1/1Bi2/2S2/2S4/2] (≡ 
CdBi2S3) units along (001). 
The local environment of the Bi-centered btp (Figure 3.3(b)) in 5 is 
distorted.  As found for 4 (type-I structure), the Bi-S(2) distance, 2.573(3) Å, 
between the btp’s is considerably shorter than the intra-btp Bi-S distances, e.g., 
2.708(2) Å and 3.041(2) Å.  This once again is due to the stereochemically 
active lone-pair electrons of the trivalent Bi3+ cation. 
As shown by the projected view in Figure 3.4, both the type-I and the 
type-II structures adopt structural units commonly seen in post-transition metal 
chalcogenides, e.g., Sb2Se3.  In forming the extended network structure, the 
CdQ6-xXx and MQ5X3 units share solely the chalcogenide anions.  The type-II 
structure is isostructural with FeUS3, where the corresponding polyhedral units, 
the FeS6 octahedron and US8 bicapped trigonal prism, are less distorted than 
CdS6/CdS2Br4 and BiS5Br3 observed in 5 due to the missing of lone-pair electrons 
(Fig. 3.2(c)). 
It is worth mentioning that 1 and 4 form a solid solution series 
CdSb1-xBixS2Cl, which, as expected, adopts the type-I structure.  Diffuse 
reflectance UV-Vis spectra of the solid solution series showing the blue shift of 
the band edge as the concentration of the Bi3+ caion (x) increases (see Fig. 3.6).  
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The attempt to synthesize mixed-halide series has failed to produce the solid 
solution of CdBiS2Cl1-xBrx, for instance, but mixed phases CdBiS2Cl and 
CdBiS2Br, according to XRD. 
Optical properties.  The reflectance spectra of the title series and CdQ 
are compared in Figure 3.5.  The reported band gaps Eg of CdS and CdSe are 
2.41~2.50 and 1.70~1.75 eV, respectively.24  These values are significantly 
greater than the band gaps of Sb2S3 and Sb2Se3 (1.95~2.20 and 1.11 eV, 
respectively25) and those of Bi2S3 and Bi2Se3 (1.30 and 0.30 eV, respectively26).  
Figure 3.5 shows that the absorption edge of CdMQ2X has noticeable red shift 
with respect to that of CdQ (Q = S, Se).  The optical band gaps of CdMQ2X 
become smaller when Cl- is replaced with Br- and also when Br- is replaced with 
I-, regardless of the structure types.  This suggests that the orbitals of halide ions 
contribute to the top of the valence bands.  This view is consistent with the 
reported electronic band structures of the sulfobromides LnSbS2Br2 (Ln = La, Ce) 
in that the valence band is primarily composed of the s and p orbitals of the Br- 












Figure 3.5  UV-Vis diffuse reflectance spectra showing a red shift in (a) 
CdSbS2X (X = Cl, Br), (b) CdBiS2X (X = Cl Br), and (c) 











Figure 3.6.  Diffuse reflectance UV-Vis spectra of the CdSb1-xBixS2Cl solid 
solution series showing the blue shift of the band edge as the 







































Figure 3.7  (a) FTIR spectrum on transparent pellets (2% samples mixed with 
KBr)  The bands at 2370 and 1390 cm-1 are attributed to CO2
stretching and CO2 bending, respectively. (b) Microscopic IR 
spectrum of single crystals. (From Ref. 14a)  Other than the 
vibrational spectra at 2370 and 1390 cm-1 due to the presence of 
CO2 from atmosphere, the absorption bands around 3436 cm-1
and 1612 cm-1 can be assigned to the symmetric/ antisymmetric 




Electronic Band Structure. The total and partial density of states 
calculated for CdSbS2Cl are presented in Figure 3.8, while the corresponding 
plots calculated for CdS and Sb2S3 are shown in Figures 3.9.  In agreement with 
the experiment, both CdS and Sb2S3 are calculated to be semiconductors.  In 
CdS the valence bands (VB’s) are given by the Cd-S bonding levels, and the 
conduction bands (CB’s) by the Cd-S antibonding levels (Figure 3.9 top).  Sb2S3 
consists of two kinds of Sb atoms in Sb2S3, i.e., three-coordinate Sb(1) and 
five-coordinate Sb(2).  The local coordination environment of the Sb in 
CdSbS2Cl is close to that of the five-coordinate Sb(2) of Sb2S3.  The VB’s of 
Sb2S3 are given by the lone-pair levels of the Sb3+ ions, which make antibonding 
interactions with the orbitals of the surrounding S2- ions, and the CB’s by the Sb-S 
antibonding levels (Figure 3.9 bottom).  Thus, the band gap is smaller for Sb2S3 
than for CdS.  It should be noted that the CB’s of CdS lie lower in energy than 
those of Sb2S3.  In CdSbS2Cl, the highest-lying VB’s are largely given by the 
lone pair levels of the Sb3+ ions, which make antibonding interactions with the 
orbitals of the surrounding five S2- and three Cl- ions, and the lowest-lying CB’s 
by the Cd-S antibonding levels (Figure 3.8).  Consequently, the band gap of 








Figure 3.8  Plots of the total and partial density of states calculated for CdSbS2Cl.  







Figure 3.9  Top, plots of the total and partial density of states calculated 
for CdS. Bottom, plots of the total and partial density of states 









A new family of layered chalcohalides was synthesized by conventional 
solid state reactions at the intermediate temperature range.  These compounds 
adopt one of the two related structure types, i.e., the type-I (orthorhombic) in 
which the chalcogenide and halide anions belong to a same row of the periodic 
table and the type-II (monoclinic) in which the halide anions lie one row below 
the chalcogenide anions in the periodic table.  This new series of chalcohalide 
compounds represents the first systematic study, as far as we know, among 
mixed-anion compounds reported thus far showing the role of anions. 
The UV-vis spectra indicate that these solids are mid-range 
semiconductors with the band gap of 1.3 ~ 2.2 eV.  The UV-vis diffuse 
reflectance spectra of CdMQ2X exhibit a red shift with respect to those of CdQ.  
This is due to the electronic transition from the VB made up of the p orbitals of 
largely the distorted MQ5 square pyramids to the CB bottom made up of the Cd-Q 
antibonding levels.  By means of the chemical substitution of Sb3+ for Bi3+, the 
band gap can be fine tuned.  Meanwhile, the preliminary optical property studies 
revealed that these materials are transparent in an extended IR range, which offers 
potential applications as window materials for the laser delivery media, for 
instance.  Further studies on optical properties such as the reflective index and 
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SYNTHESIS AND CHARACTERIZATION OF NEW MAGNETICALLY 
DOPED SEMICONDUCTORS: Cd1-xMnxBiS2Cl (0.0 ≤ x ≤ 1.0) and  





Considerable attention has been drawn to semiconductors doped with 
ferromagnetic metals (Co, Fe, and Ni).  In these types of systems, the fundamental 
issue of technological concern is the lack of control of the homogeneity of 
magnetic aggregates that are reportedly responsible for the observed 
ferromagnetic ordering.  For instance, Co in Co-doped TiO2 shows various sized 
Co clusters, and the same is true for the Mn-, V-, Co-doped ZnO1, Cr-doped 
ZnTe2, and Mn-doped GaAs semiconductors.3  The performance of ferromagnetic 
coupling suffers because of inconsistent size distributions of magnetic aggregates. 
Of all the transition metals (TM), doping Mn into semiconductors is most 
favorable because Mn2+ has the highest possible magnetic moment2 and when t2g-
band is at high spin state, creating a fully polarized ground state.5a  The Mn 
element, therefore, has been employed in our study for the synthesis of new 
magnetically doped semiconductors. 
The exciting prospect of semiconductor-based information processing 
(logic) and magnetic-based data storage (memory) operating together on the same 
device has created the novel interdisciplinary field of spintronics (spin-
electronics).  Compared with existing charge-based microelectronics technology, 
 
the ability to control and manipulate the dynamics of both carrier charge and spin 
by external electric and magnetic fields,4 as well as light energy, is expected to 
lead to novel spintronics applications.  For the next generation spintronics 
materials, we have searched for new host semiconduting materials that offer more 
controlled magnetic doping, and this chapter will report the results of our initial 
studies. 
Current information technology is based on a fundamental dichotomy: 
logic operations and information processing are carried out in semiconductor 
microprocessors, whereas bulk data storage resides in magnetic media.  The main 
goal of semiconductor spintronics is electrical manipulation of magnetic states 
and magnetic modification of electrical signals, thus allowing in principle the 
possibility of combining logic and storage operations on the same chip.  
An important step towards this technology would be to find 
semiconducting materials that display electrically tunable ferromagnetism (FM) at 
room temperature and can be incorporated into the complex integrated circuits of 
modern devices. Currently efforts have been made in systems using binary II-VI 
and III-V semiconductors and ternary compounds such as chalcopyrite as host 
materials.2,5  Usually, the magnetic cations are randomly distributed over the 
cation sites of II-VI semiconductors.  Due to the lack of preferred cation 
substitution, cluster formation, dopant segregation, or inhomogeneous dopant 
speciation of magnetic ions have caused a major problem that hampers the 
functionality of DMSs.  Meanwhile, a definite picture regarding the actual 
mechanism of ferromagnetic ordering in these systems has not been established. 
 100
 
Also, understanding the high-TC ferromagnetism of DMSs has been cited as 
among the most important new challenges in the field of magnetism.3-5
Reportedly, the ferromagnetic properties of solids seem to be enhanced 
due to reduced dimensionality.6,12  For example, chains of ferromagnetic atoms 
exhibit greater magnetization values than planes, and the magnetization behavior 
reduces in the bulk as the dimensionality of the corresponding magnetic structures 
increase.  In terms of synthesizing low-dimensional DMSs with homogeneously 
doped magnetic cations, our strategy is to employ low-dimensional hosts that 
have specific cation sites suitable for the magnetic ion substitution. More 
specifically, our approach is to synthesize host semiconducting solids that possess 
confined mixed-framework structures with cations having unique coordination 
geometry commonly adopted by magnetic ions. 
In this section, the results of proof-in-concept studies and the observation 
of ferromagnetism in the Mn-doped CdBiS2Cl and Mn-doped (< 30 at.%) 
CdBiSe2I semiconductors will be discussed.  The latter one has been 
systematically studied in the structure and property correlation.  Ferromagnetic 
ordering at relatively not-so-low temperatures (ca. 45K) has been observed in the 
polycrystalline samples, and we are convinced that the concept of this approach 
supports future endeavors in exploring new materials for potential applications in 











All reactions were loaded in a nitrogen-filled dry box, and sealed under 
vacuum in fused quartz tubes.  Structures were examined by diffraction methods. 
Powder x-ray diffraction patterns were recorded with a SCINTAG 2000 
diffractometer using Cu Kα radiation with graphite monochrometer.  Single 
crystal x-ray structural analysis was carried out on a Rigaku AFC-8S three-circle 
diffractometer (Mo Kα, λ = 0.71073 Å) with a Mercury CCD area detector. 
Semiquantitative elemental analysis of single crystals was performed by energy 
dispersive x-ray (EDX) analysis using Hitachi S-3500 scanning electron 
microscope equipped with an OXFORD EDX microprobe.  Magnetic properties 




Synthesis of Solid Solutions 
 
 
The stoichiometric syntheses of the Mn-doped chalcohalide compounds 
under investigation were carried out according to the general equation: 
3(1-x) CdQ + 3x MnQ + 2 Bi + BiX3 + 3 Q → 3 Cd1-xMnxBiQ2X, 
whereas Q/X = S/Cl; Se/I 
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The reactants used, including their sources and purities, are as follows: Bi 
(Alfa Aesar, 99.5%), CdS (Strem, 99.9+%-Cd), CdSe (Alfa Aesar, 99.995%), 
BiCl3 (Alfa Aesar, 99.9%), BiBr3 (Alfa Aesar, 99 %), BiI3 (Aldrich, 99.999%), 
and chalcogens (S and Se, Aldrich, 99.99%).  For the synthesis of sulfur-
containing compounds, the reactants were first slowly (0.5 oC/min) heated to 250 
oC and isothermed for 10 hours, then heated at 1 oC/min to 400 ~ 430 oC and 
isothermed for four days.  The reactions were then slowly cooled down (-0.1 
oC/min) to room temperature.  For the preparation of the selenium-containing 
compounds, the reactants were heated directly to 450 oC (1 oC/min) and 
isothermed for just 30 minutes followed by slow cooling to room temperature.  A 
“regrind-and-reheat” process was performed to get more homogenous solid 
solutions.  The reheating took place at 450 oC for 12 hours.  The comparison of 
PXRD patterns does suggest a slight change of the unit cell volumes for the 
samples before and after the reheat, which is discussed in Figures 4.4 and 4.5 
later.  There is otherwise no obvious variation of the pattern, and the change in 
cell volume could indicate the formation of a more homogenous solid solution in 
terms of even doping of manganese ions.  
Polycrystalline phases with different doping concentrations have been 
synthesized for a systematic magnetochemistry study.  Two compound families 
have been prepared and characterized, which include Cd1-xMnxBiS2Cl (x = 0.20, 
0.40, 0.50, 0.70) and Cd1-zMnzBiSe2I (z = 0.025, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 
0.40, 0.50, 0.60, 0.70).  When the level of Mn2+ dopant went higher than 30% (z = 
0.30), the homogeneity in the Cd1-zMnzBiSe2I series cannot be achieved; instead, 
the solid solution Cd1-zMnzBiSe2I (z < 0.3), CdBiSe2I, MnBiSe2I and a small 
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portion of ternary phases containing BiSeI7  were obtained.  This (30%) may 
represent the phase boundary with respect to the solid solution region of the phase 
diagram.  The reaction may be written as: 
“Cd0.7Mn0.3BiSe2I”  Cd1-zMnzBiSe2I + (0.7-y) CdBiSe2I + (0.3-z) MnBiSe2I + y 
BiSeI + y CdSe  (y < 0.7, z < 0.3) 
It should be noted that the product mixture contains several different 
phases, which gives rise to a messy PXRD pattern.  But the single crystals of 
CdBiSe2I, MnBiSe2I and BiSeI were isolated based on EDX.  The Rietveld 
refinement for the possible existence of Cd1-zMnzBiSe2I was not definitive 
because the lack of enough resolution. 
 
 
X-ray Crystal Structure Characterization 
 
The as-synthesized polycrystalline samples were grounded in an agate 
mortar for the PXRD analysis.  The program FullProf has performed the full-
profile refinements on PXRD patterns of all the products. 8   The unit cell 
dimensions were obtained from the refinements. 
Sizable single crystals were also observed in the products, and selected 
crystals were isolated from the products for the SXRD analysis.  The 4-image 
initial scan was first employed to confirm the presence of Cd1-xMnxBiSe2I, then a 
full data set was collected using the longer exposure time for each images (usually 
20 seconds, which is 4 times longer, due to the small crystal sizes).  The structures 
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were solved using the direct methods and refined on F2 with the full-matrix, least-
squares method by SHELXL-97 of the SHELXTL program suite.9  The isotropic 
thermal parameters of the Cd(2) sites were compared to those in the non-doped 
crystal structure of CdBiSe2I showing an obviously enlarged value (such as 0.35 
vs 0.20 Å2).  Thus, they were refined as mixed Cd2+/Mn2+ sites.  The R values 
were improved typically by 0.02 (2%) upon adding Mn2+ to the Cd2+ sites.  Semi-




Magnetic Property Studies 
 
Magnetic susceptibility of powder samples, of 5 to 20mg, was measured 
using a SQUID magnetometer over 1.9-300K in an applied magnetic field (H) of 
100 Oe to 5000 Oe.  Samples were mounted as described in Chapter 2.  For the 
ZFC/FC study, the powder sample was introduced into the magnetometer at a 
temperature that corresponds to the paramagnetic regime.  It was then cooled in 
the zero field (for ZFC measurements) down to 1.9K where the magnetic field 
was applied and the magnetization was measured as temperature increased.  For 
the FC measurements, the sample was then cooled and heated in the same field 
and magnetic measurements were taken in increasing temperature.  All the 
magnetic data were corrected for core diamagnetism of the elements and gelatin 
container (polypropylene) . 
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Results and Discussion 
 
 
Crystal Structure Analysis 
 
As described above, two chemical systems were chosen as the host 
materials for the DMS study, CdBiS2Cl and CdBiSe2I.  Their structures and 
syntheses were discussed in Chapter 3.  According to the earlier description, these 
two compounds adopt distinct structures with different framework arrangements, 
namely type I and type II, respectively.  The compounds crystallize in the type I 
structure when the chalcogen and halogen are from the same row of the periodic 
chart, such as in CdMS2Cl, CdMSe2Br (M = Sb and Bi), and in type II if the 
chalcogen is from one row immediately above the halogen, such as in CdMS2Br, 
CdMSe2I (M = Sb and Bi).  
Figure 4.1  Perspective view of the CdBiSe2I (type I) structure. 
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It is important to note that, not like the type-I structure which consists of 
single octahedral slab (CdS4Cl2 in the case of CdBiS2Cl), type-II exhibits two 
alternating Cd-centered octahedral slabs that are made of CdSe6 and CdSe2I4 
octahedra.  This is possibly because of the increased difference in the anion sizes 
in the mixed-anion framework (see Fig. 3.3).  As shown by the prospective views 
in Fig 3.3, both the type-I and the type-II structures adopt structural units 
commonly seen in simple binary chalcogenides of post-transition metal elements, 
e.g., Bi2Se3.  In forming the extended network structure, the CdQ6-xXx and MQ5X3 
units (see Chapter 3, page 81 for the details) share solely the chalcogenide anions. 
The structure of CdBiSe2I in this study adopts the type II framework, 
consisting of slabs made of alternating CdSe6 and CdSe2I4 octahedra parallel to 
the bc plane in a distorted NaCl-type structure.  Intuitively, the isoelectronic 
cation substitution of Mn2+ takes place exclusively at the Cd2+ sites, and there are 
two distinct Cd2+ sites for the Mn2+ doping.  As shown in the Fig 4.1, the Cd(1) 
and Cd(2) are both six-coordination in the CdSe6 and CdSe2I4 octahedra.  They 
are connected to each other via the edge-sharing of selenium and iodine atoms, 
respectively, to form the [CdSe6]∞ and [CdSe2I4]∞ chains propagating along the b-
axis.  The two types of chain structures are fused by corner-sharing Se forming a 
sheet perpendicular to the a-axis.  This preferred bonding geometry of the 
structural units does imply its applicability for the desired cation substitution in 
host lattices. 
The SXRD analysis suggests that the Cd(2) site is the preferred site for 
Mn2+ substitution.  The results of crystal structure examinations of 20 single 
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crystals gave a minimum Mn2+-doping level of 2 at% and a maximum of 12 at.% 
at the Cd(2) site while the Cd(1) site is limited to a maximum of 4 at.%.  
Therefore, the doped magnetic cations are largely confined in the [Cd(2)Se2I4]∞ 
chain instead of in [Cd(1)Se6]∞.  This preferred substitution along one-dimension 
presumably can reduce the possible occurrence of aggregation (or clustering) of 
the magnetic cations.  The SXRD results are summarized in Table 1, which shows 
the predominate substitutions took place in the Cd(2) site.  There is no evidence 
showing long-range ordering of the substituted Mn2+ cations.  It should be noted 
that these crystals with different dopant concentrations are, in some cases, from 
the same reaction.  We have yet produced homogeneously substituted bulk single 
crystals in a controlled stoichiometry. 
PXRD pattern refinements (Figs. 4.4 and 4.5) also show the doping effect 
on the unit cell volumes.  Looking at the position of the (202) peaks, one can 
immediately see a slight shift to the high angle region as the concentration of Mn 
increases (see the insect).  The unit cell volume, following Vegard’s law, 
decreases with the increase of the Mn2+ concentration.  For the Cd1-xMnxBiSe2I 
solid solution series, a positive departure from linearity in Vegard’s law has been 
observed.  In the non-metallic solid solutions, the positive departures have been 
attributed to the occurrence of immiscibility domes inside the temperature-
composition diagram of the solid solutions.  Inside the immiscibility dome, two 
crystalline phases are present.  This means that the Cd2+ and Mn2+ ions are not 
arranged at random but cluster together to form small Cd- and Mn- domains, even 
though on a macroscopic scale the solid solutions appear to be homogenous, 
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which is evident in the enlarged thermal parameters mentioned previously.  The 
phase segregation due to ‘like with like’ in the solid solution causes a small 
increase of the unit cell parameters compared to the values expected for a random 
arrangement of non-interacting Cd2+ and Mn2+ cations. 
In order to avoid this phase segregation, a ‘regrind-and-reheat’ process has 
been employed for the Cd1-xMnxBiSe2I solid solutions.  As shown in the Fig. 
4.2(b), the positive departures from linearity disappeared after the regrind-and-




Table 4.1 The SXRD analysis results of dopant distribution in Mn2+-doped single 
crystals of Cd1-zMnzBiSe2I. 
 
 
Namely doping level Cd(1):Mn(1) Cd(2):Mn(2) 
10% 0.99(2): 0.01(2) 0.89(2):0.11(2) 
10% 0.98(2): 0.02(2) 0.92(2):0.08(2) 
10% 0.96(2): 0.04(2) 0.94(1):0.06(1) 
10% 0.96(2): 0.04(2) 0.90(2):0.10(2) 
10% 0.97(2): 0.03(2) 0.93(2):0.07(2) 
10% 0.98(3): 0.02(3) 0.95(1):0.05(1) 
15% 0.96(2): 0.04(2) 0.89(2):0.11(3) 
15% 0.96(2): 0.04(2) 0.88(3):0.12(2) 
15% 0.97(2): 0.03(2) 0.92(2):0.08(2) 
20% 0.97(2): 0.03(2) 0.89(2):0.11(2) 
25% 0.99(2): 0.01(2) 0.95(3):0.05(3) 
25% 0.97(2): 0.04(2) 0.90(3):0.10(3) 
25% 0.98(2): 0.04(2) 0.88(1):0.12(1) 
25% 0.99(2): 0.04(2) 0.89(3):0.11(3) 
25% 0.98(2): 0.02(2) 0.89(1):0.11(1) 
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Figure 4.2  Unit cell volumes from the PXRD refinements. (a) Cd1-xMnxBiS2Cl; (b) 




Figure 4.3  (a) Layer formed by fused [CdSe2I4]∞ and [CdSe6]∞ chains in the 
CdBiSe2I structure. (b) Distorted CdS4I2 octahedral slab adopted by 
the type-II CdBiSe2I structure showing the alternating CdSe6 
(centered by purple circles) and CdSe2I4 (cyan circles) arrangement 





As suggested earlier by the SXRD results, the magnetic cations largely 
reside in the one-dimensional chains due to preferred Mn2+ substitution in the 
Cd(2) site.  Since the magnetic ions reside in a periodic array of the low-
dimensional crystalline lattice, we thus expect enhanced magnetic properties, as 
well as opportunities for studies of the origin of magnetic couplings that are 
critical for the DMS applications.  The formation of ferromagnetism in the bulk 
solid can benefit from this synthetic strategy because of the following: 
1) avoided “phase” segregation: When the magnetic cations segregate to 
form magnetic “islands” in the bulk, the magnetic properties will behave like a 
group of “spins”.  The spin number of islands of n Mn2+ will be n×5/2 (n is an 
integer, high spin state).  Generally, it is difficult to control islands into the 
uniform sizes (with the same n number) by chemical synthesis.  Therefore, the 
desired ferromagnetic coupling can not be manipulated  
2) controlling magneto transition from the antiferromagnetic (AFM) to 
ferromagnetic (FM) at the relatively higher temperatures: Because of the 
clustering of magnetic cations, the antiferromagnetic coupling within magnetic 
“islands” will be predominant.  Therefore, the whole material behaviors 
antiferromagnetically.  Also in the DMS, the clusters are residing far from each 
other, the FM coupling between clusters will be relatively weak.  As the result, 





























































































































































































































































































































































































































































The temperature-dependent susceptibility of the Cd1-xMnxBiS2Cl solid 
solution series (x = 0.025, 0.05, 0.075, 0.10, 0.20, 0.50, 0.70; type I structure) is 
shown in Fig.4.6. The data in the high temperature region exhibits a paramagnetic 
behavior and can be rationalized by the Currie-Weiss law as stated in the 




-1 1 T - 
C C
θχ = ⋅  and  = 2.84eff Cµ  
1/C is the slope of the linear part of the χ-1 vs temperature curve.  The 
effective magnetic moment µ eff can be extrapolated from the linear curve fitting 
of the high-temperature data.  In the condensed system, the temperature 
independent component χ0 usually cannot be ignored.  The derivative equation 
can be written as: 
0 total sampleχ χ χ= + , therefore 0-1 -11[ ( T - )total C C ]
θχ χ= + ⋅  
By using the linear curve fitting, the χ0 can be extrapolated from the 
experimental results, the C and θ can be utilized to evaluate the magnetic 

























































































Cd1-xMnxBiS2Cl @ 0.5 T
Temperature (K)
 X = 0.7
 X = 0.5
 X = 0.2
 X = 0.1
 X = 0.075
 X = 0.05
 X = 0.025
 
 












Table 4.2  The result of Curie-Wiess fit of the magnetization against temperature 








0.025 -131.88 N/A 0.0005532 10.95(3) 
0.05 -122.09 N/A 0.000648 10.59(2) 
0.075 -100.76 N/A 0.003676 8.77(4) 
0.1 -93.93 N/A 0.00048 8.38(3) 
0.2 -73.77 12 0.00074 6.88(4) 
0.5 -54.50 17 0.001176 5.94(1) 
0.7 -38.63 23 0.000609 4.83(3) 
Fig. 4.6 gives the thermal dependence of the inverse susceptibility of the 
solid solution series (with ground powder samples) for temperature between 2 and 
300 K.  For temperatures above 50 K the susceptibilities obey the Currie-Weiss 
law.  The linear curve fitting results in the effective magnetic moments and the 
Currie temperatures, which are listed in Table 4.2.  As we can see, for the phases 
with x = 0.025 - 0.10, the materials are basically paramagnetic.  There are no 
obvious magnetic transitions found.  For the phases with x = 0.20, 0.50 and 0.70, 
the large negative θ value indicates predominant antiferromagnetic coupling at 
high temperature.  Between 30 - 40 K there is an AFM-to-FM transition seen 
(please see inserted plots of χT vs. T to for the transitions).  The origin of the 
transition and the variation of the magnetic moments will be discussed below. 
The results in Table 4.2 show that the lower the dopant concentration, the 
higher the effective magnetic moment obtained.  The effective magnetic moment 
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µeff calculated from the Curie constant varies from 10.95(3) µB per atom to the 
lowest 4.83(3) µB.  Only for the 50% Mn-doped Cd0.5Mn0.5BiS2Cl, the µeff = 
5.94(1), which is in a good agreement with the spin-only value of 5.97 µB for a 
high-spin Mn2+ (d5) ion.  
The enhanced magnetic moments of the magnetic ions in clusters have 
been observed in both experiments and theoretical computations.5  Generally 
speaking, the enhanced effective magnetic moments can be seen in smaller 
clusters.  For example, the clusters of 2-8 manganese atoms show large magnetic 
moments of 4-5 µB/atom compared to 1 µB/atom in the bulk Mn.  But, recent 
experiments on Mn clusters with 11-99 atoms shown the magnetically ordered 
clusters with significantly reduced magnetic moments and a maximum value of 
1.5 µB/atom, which becomes closer to that of the bulk.  The complex magnetic 
ordering in the clusters was suggested to be the reason behind those observations.  
Another example is giant magnetic moments of the transition metal (Fe, Co and V) 
impurities in the ultrathin films of sodium, potassium and NiFe2O4 spinel.10,11  
The authors concluded that the strongly enhanced magnetic moments are related 










Figure 4.7  Cartoon of magnetic cation clustering. 
In the reported work, the individual clusters were investigated, but the 
interaction between clusters is less studied.  In this work, we conclude that the 
enhanced magnetic moments may originate from the clustering of the Mn2+.  In 
the microscopic view, the MnBiS2Cl magnetic domain will be formed in the 
Mn2+-doped CdBiS2Cl sample due to the clustering.  For the low-doped phases, 
the Mn2+ cations have less chance to form large clusters.  Inside the clusters, 
because of the weak bonding between the adjacent Mn2+, the spins favor to align 
in parallel, therefore the enhanced magnetic moments are expected.  With the 
increase of the doping concentration, the clusters size will enlarge accordingly, 
subsequently, the distance between clusters will be shorter.  In addition to the 
intra-cluster magnetic coupling, the inter-cluster coupling should be taken into 
account.  The coupling constant can be written as J = Jinter + Jintra.  The Jinter gives 
the antiferromagnetic contribution, on the contrary, the Jintra is responsible to the 
ferromagnetic contribution.  
Therefore, the macroscopic magnetism should be a result of the composite 
intra/inter-cluster coupling.  For the low-doping phases, the small cluster size 
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results in an enhanced µeff (Jintra).  With the very low doping concentration, a 
group of spins in the cluster just behaves like an “enhanced” single spin, but are 
distributed in the parent lattice.  When the doping level is increased, larger 
clusters may form.  The µeff (Jintra) is thus reduced due to the enlarged cluster size.  
The interaction (Jinter) between clusters will get stronger due to the closer distance 
between clusters.  Therefore, when the temperature is decreased, ferromagnetic 
ordering occurred.  In the 20%, 50% and 70% doped phases, the AFM-FM 
transition temperatures increased from 12, 17, 23K, were shown in both Table 4.2 
and Fig. 4.6).  
For a comparison, the reported temperature-dependent magnetic 
susceptibility of MnBiS2Cl is shown in Fig. 4.8 (a).  The Curie temperatures θ 
were reportedly at around -128K for MnSbS2Cl and -120K for MnBiS2Cl. 
Negative values for θ are characteristic of anti-ferromagnetic exchange 
interactions.  The calculated effective magnetic moments of manganese atoms are 
µeff = 6.00 µB for MnSbS2Cl and µeff = 5.97 µB for MnBiS2Cl.  This is within the 






































Figure 4.8  (a) Reported temperature dependence of the molar magnetic 
susceptibilities χmol of MnSbS2Cl (filled circles) and MnBiS2Cl (empty 
circles): the insert shows the temperature dependence of the inverse of 
molar susceptibility 1/χmol. (b) Temperature dependence of the molar 
magnetic susceptibilities of MnBiSe2I prepared in this study. 
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 MnBiSe2I has also been synthesized, and for a comparison, the 
temperature-dependent magnetic properties were measured, as showed in Fig 4.8 
(b).  In general, the magnetic behavior is similar to those of reported MnSbS2Cl 
and MnBiS2Cl.  Although the sulfochloride and selenoiodide compounds adopt 
different crystal structures (type I vs. type II, respectively), the magnetic structure 
could be similar.  The Currie-Weiss fitting results of MnBiSe2I is listed in Table 
4.3 along with those of Cd1-zMnzBiSe2I  
According to reference [13], manganese magnetic moments are oriented in 
the ab plane, perpendicularly to the b-axis corresponding reportedly to the 
propagation wave-vector direction.  Along the a-axis, where the Mn-centered 
octahedra are interconnected through sharing corner selenium atoms in MnBiSe2I, 
manganese atoms can strongly interact via super-exchange because of ∠Mn-Se-
Mn being 180o, and magnetic moments of Mn are anti-ferromagnetically ordered.  
Along the b-axis, the edge sharing Mn-centered octahedra have a much weaker 
superexchange interaction due to a smaller ∠Mn-Se-Mn angle that is close to 90o.  
In this direction, manganese magnetic moments follow a sinusoidal or a helicoidal 
modulation.14  The resulting magnetic moment is thus anti-ferromagnetic. 
In conclusion, the PXRD patterns (Fig. 4.2 (a)) and magnetic 
susceptibility study show that the homogenous Cd1-xMnxBiS2Cl solid solutions 
have been synthesized without the phase separation and impurities.  The magnetic 
susceptibility studies show that an antiferromagnetic behavior was found in the 
temperature region from 50 K to 300 K.  The AFM to FM transitions have been 
observed when the temperature is below 50 K.  For the different Mn2+-doped 
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phases, the higher the doping concentration, the higher the observed transition 
temperature.  When the doping level is as low as 10%, the AFM-FM transition 
was missed, which implies that the concentration will significantly affect the FM 
coupling.  It is thought that the distance between two neighboring Mn2+ is the 
critical factor for the FM coupling occurring.  For the latter, a weak hysteresis was 
evident below Tc where a small coercive field of 5 Oe was observed. 
 
 




Above the temperature of 50 K, the susceptibilities follow the Curie-Weiss 
law.  The linear curve fitting gave the Currie temperatures θ and the Currie 
constants C, which are listed in Table 4.2.  
 
Table 4.3 Curie-Weiss linear fitting results of Cd1-zMnzBiSe2I. 





2.5 % -108(2) 0.02727 69.2 3.28 µB
5 % -57(5) 0.01914 69.2 5.23 µB
7.5 % -25(3) 0.007343 69.2 5.11 µB
10 % -32(3) 0.002189 60 5.10 µB
20 % -28 (4) -5.7E-5 60 5.11 µB
30 % -86(6) -8.5E-5 60 5.46 µB











































Figure 4.9  Typical χ and χ−1 vs temperature plots for Cd0.90Mn0.10BiSe2I at 0.5 
T. 
 


















 2.5 % dopant
   5  % dopant
 7.5 % dopant
 10  % dopant
 20  % dopant
 30  % dopant
























(a)                                                          (b) 
Figure 4.10  χ   vs temperature plots for the Cd1-zMnzBiSe2I solid solutions (x 
≤ 0.30). (a) χ in the unit of emu/mol Mn2+; (b) χ in the unit of emu/mol 
sample. 
 




























Figure 4.11  χΤ vs temperatrue plots of Cd1-zMnzBiSe2I, the AFM-FM and 
FM-AFM transitions are observed.
 
 For the temperatures below 15K, samples with a nominal Mn2+ 
composition (x = 0.05, 0.075 and 0.10) show an anti-to-ferromagnetic transition.  
This transition is absent, however, in the x = 0.025 sample prepared under the 
same experimental conditions.  There is a total of three transitions.  At ~60 K, 
AFM FM; at ~40K, FM AFM; below 15K, AFM FM.  For the z = 0.025 
sample, the last AFM FM is absent.  More detailed magnetic investigations, 
including zero-field-cooling (ZFC) and field cooling (FC), show consistent results.  
 
 
ZFC/FC study on the 10% doped CdBiSe2I: Mn 
 
 
The DC susceptibilities (χdc = M / H) have been obtained from 
magnetization measurements in the zero-filed-cooled and field-cooled modes. 
Fig.4.12 gives the thermal dependence of the susceptibilities of the 10% doped 
sample and shows a strong magnetic hysteresis between the ZFC and FC curves. 
There are maxima at around 42 K for the ZFC curves. The hysteresis disappeared 
above 55 K where the two curves are merged.  The difference between the ZFC 
and FC curves could be explained by the blocking of the magnetic moments 
(frozen) in a paramagnetic stage during the ZFC mode.  On the contrary, the 
magnetic moments were aligned parallel to the applied field during the FC mode, 
which leads to a larger magnetization. 
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Fig 4.12 also shows the variation of the magnetic susceptibility of 10 % 
doped sample under various applied fields (50 Oe, 100 Oe, 500 Oe, and 1 kOe). 
The hysteresis is suppressed with increasing applied magnetic fields.  This is 
possibly because the magnetic energy becomes sufficient (in high field) to 
overcome the energy barrier (or blocking temperature) between the possible 
equilibrium positions of the magnetic moments.  Moreover, the temperature of the 


















 ZFC @ 50 Oe
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 ZFC @ 100 Oe
 ZFC @ 500 Oe
 ZFC @ 1000 Oe
 
(b) 
Figure 4.12. (a) ZFC/FC on the 10% doped sample. The higher fields 
give the weaker magnetization, see text. (b) ZFC plots of 
10%-doped sample at different fields. 
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maximum of the ZFC curve decreases for increasing fields, which suggests 






















Hysteresis loop at 5K
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Figure 4.13 Field dependent magnetization of 10% doped sample at the 
temperature 5, 35, 45, and 55 K.  The bottom right is the composite-




Magnetization hysteresis of 10% doped CdBiSe2I: Mn 
 
As shown in Fig. 4.13, the magnetic hysteresis study on the x = 0.10 
sample reveals a coercive field of 1900 Oe, 1000 Oe and 163 Oe at 5, 35 and 45 K, 
respectively.  There is almost no hysteresis at 55 K, when the material transitions 
to the antiferromagnetic region.  
The 10% doped sample has also been measured for the magnetization at 
various temperatures (5 K, 35 K, 45 K, and 50 K).  As Fig 4.12 shows, with the 
decrease of the temperature, there is one AFM-to-FM transition at around 60 K 
and FM-to-AFM transition at around 40 K.  Therefore the FM dominates from 40 
– 60 K.   
 
 
Magnetic properties of possible impurities 
 
 
















Temperature (K)   
                                   (a)                                       (b) 
Figure 4.14 The magnetic properties of α-MnSe studied in 










Magnetic impurities possibly exist in the solid solutions.  They may be 
unreacted starting materials or other magnetic by-products, such as MnBiSe2I, 
which results from the phase separation.  Although the impurities may be in a 
very small amount, undetected by the X-ray diffraction analysis, the magnetic 
components will still give significant contributions to the magnetic susceptibilities. 
However, the transition temperature, Tc, of the DMS materials is close to 
the Tc reported for MnSe 16 (Fig. 4.14).  If the Cd1-zMnzBiSe2I solid solution is 
actually the physical mixture of MnSe, MnBiSe2I with CdBiSe2I, the obvious 
transition and the Currie-Weiss behavior at the high-temperature region also 
should be seen.  For a comparison, the magnetic susceptibilities of MnSe, 
MnBiSe2I have been studied under the same measurement conditions, and their 
results are included in the plots in Fig. 4.14 and Fig. 4.8(b).  The results 





In conclusion, a new family of chalcohalide-based diluted magnetic 
semiconductors --- Mn2+ doped CdBiSe2I semiconductor --- has been synthesized 
and characterized.  PXRD and EDX investigations show the formation of the 
target compounds with good crystallinity and homogeneity up to 30% doping 
level under the employed conditions.  An antiferro-to-ferromagnetic transition has 
been observed with the Tc = 60 K.  At temperatures around 45, a magnetic 
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transitions from ferro- to antiferromagnetic was also found.  At temperatures 
around 15 K, the samples with a nominal Mn2+ composition (x = 0.05, 0.075 and 
0.10) show another possible antiferro-to-ferromagnetic transition.  This transition 
is absent, however, in the x = 0.025 sample prepared using the same conditions.  
Single crystal x-ray analysis reveals the selective substitution of Cd2+ by Mn2+ 
generating the crystallographically isolated magnetic components, which is the 
possible origin of the ferromagnetism at low temperature.  It is plausible to think 
that this and related materials can replace the Mn doped III-V systems and open 





















1  Liu C., Yun F., Morkoç H. J. Mater. Sci.: Materials in Electronics 2005, 16, 
555-597. 
  
2  (a) Stampe, P. A.; Kennedy, R. J.; Yan, X.; Parker, J. S. J. Appl. Phys., 2002, 
92, 7114. (b) Chambers, S. A. Appl.Phys. Lett., 2003, 82, 1257. (c) Kim, J. H.; 
Kim H.; Ihm Y. E. and Choo, W. K. J. Appl. Phys., 2002, 92, 6066. (d) 
Norberg, N. S.; Kittilstved, K. R.; Amonette, J. E.; Kukkadapu, R. K.; 
Schwartz, D. A.; Gamelin, D. R. J. Am. Chem. Soc. 2004, 126, 9387-9398. (e) 
Sharma, P.; Gupta, A.; Rao, K. V.; Owens, F. J.; Sharma, R.; Ahuja, R.; 
Guillen, J. M. O.; Johansson, B.; Gehring, G. A. Nat. Mater. 2003, 2, 673-677. 
(f Saeki, H.; Tabata, H.; Kawai, T. Solid State Commun. 2001, 120, 439- 443. 
(g) Ueda, K.; Tabata, H.; Kawai, T. Appl. Phys. Lett. 2001, 79 (7), 988- 990. (h) 
Saito, H.; Zayets, S.; Yamagata, S.; Ando, K. J. Appl. Phys. 2003, 93 (10), 
6796-6798. 
 
3  (a) Dietl, T.; Ohno, H.; Matsukura, F.; Cibert J., and Ferrand, J. Science 2000,  
287, 1019. (b) Sanvito, S.; and Hill, N.A. Phys. Rev. B 2001, 63,165206. (c) 
Mahadevan, P. and Zunger, A. Physical Review B 2003, 68, 075202 ~!  
 
4  (a) Das Sarma, S. American Scientist, 2001, 89, 516. (b) Ohno, H. Science, 
1998, 281, 951-956. (c) Averous, M.; Balkanski, M. In Semimagnetic 
Semiconductors and Diluted Magnetic Semiconductors; Zichichi, A., Ed.; 
Plenum Press: New York, 1991. (d) Dietl, T.; Matsukara, F.; Ohno, H. Phys. 
ReV. B 2002, 66, 033203/1-4. (e) Dietl, T.; Ohno, H.; Matsukura, F.; Ciber, J.; 
Ferrand, D. Science 2000, 287, 1019-1022. 
 
5  (a) Mahadevan, P.; Zunger, A. Phys Rev Lett. 2002, 88(4):047205/1-4. (b) 
Cho, S.; Choi, S.; Cha, G.-B.; Hong, S. C.; Kim, Y.; Zhao, Y.-J.; Freeman, A. 
J.; Ketterson J. B.; Kim, B. J.; Kim, Y. C.; Choi, B.-C. Phys. Rev. Lett. 2002, 
88, 257203/1-4. 
 
6  (a) Briere, T. M.; Sluiter, M. H. F.; Kumar, V. and Kawazoe, Y. Mater. Trans. 
2002, 43, 424-427. (b) Liu, F.; Press, M. R.; Khanna, S. N. and Jena P. Phys. 
Rev. B, 1989, 39, 6914.  
 
7  (a) Inushima, T. J. Phys. Chem. Solids 1999, 60, 587-598. (b) Lukaszewicz, 
K.; Pietraszko, A.; Stepen-Damm, Y.; Kajokas, A. Pol. J. Chem. 1997, 71, 
1852-1857. (c) Ibanez, A.; Jumas, J. C.; Olivier-Fourcade, J.; Philippot, E.; 
Maurin, M. J. Solid State Chem. 1983, 48, 272-283. 
8  FULLPROF: A Program for Rietveld Refinement and Pattern Matching 
Analysis", by J. Rodríguez-Carvajal, at the Satellite Meeting on Powder 




9  Sheldrick, G. M. SHELXTL DOS/Windows/NT Version 6.12; Bruker 
Analytical X-ray Instruments, Inc.: Madison, WI, 2000.  
10  Lüders U.; Bibes M.; Bobo J.; Cantoni M.; Bertacco R. and Fontcuberta J. 
arXiv:cond-mat/0502558 v1. 
 
11  Khanna, S. N.; Rao, B.K.; Jena, P.; Knickelbein, M. Chemical Phys. Letts. 
2003, 378, 374. 
 
12  Khanna, S. N.; Linderoth S. Phys. Rev. Lett, 1991, 67, 742-745. 
 
13  Doussier, C.; Léone, P.; Moëlo, Y. Solid State Sciences 2004, 6, 1387–1391. 
14  Doussier, C.; Andréb, G.; Léone, P.; Janoda, E.; Moëlo, Y. J. Solid State 
Chem. 2006, 179, 486–491. 
 
15  Lafond, A.; Meerschaut, A.; Rouxel, J.; Tholence, J. L.; Sulpice, A. Phys. Rev. 
B, 1995, 52, 1112-1119. 
 
16  Efremdsa J.; P. Bhobe; Priolkar K.; Das A.; Krishna P.; Sarode P. and 






















A NEW FAMILY OF MIXED-FRAMEWORK SEMICONDUCTORS 
COMPOSED OF CdBr2/Sb2Se3 SUBLATTICES: SYNTHESIS AND 
CHARACTERIZATION OF CdSb2Se3Br2, AND INDIUM DERIVATIVES 





There is extensive interest in exploring new low-dimensional materials for 
they often possess novel and enhanced physical properties.  Inorganic/organic 
hybrid compounds, for example, are well-known for their unique structural and 
electronic properties.1~3  These include, as mentioned in the previous chapter, 
micro and macroporous metal organic framework (MOF) solids, 1  organic 
molecules spaced inorganic nanodots,2 and a family of layered perovskites made 
of organic-based metal halides.  The latter has recently been reported in the bulk 
synthesis using the concept of mixed-framework structures of “controlled” size 
and geometry.  This family of interesting hybrid solids exhibits tunable structures 
in that organic layers can be used to dictate the formation of the inorganic metal 
halide sheets with respect to their orientation and thickness, and hence improving 
the electrical conductivity of the bulk.  Employing the concept of lattice matching, 
hybrid solids of pure inorganic systems have recently been reported in a couple of 
homologous series: RE4M(Si2O7)2(MO2)4m(RE = La, Nd; M = Ti, V), where m 
represents the thickness of the MO2 rutile layer,3 and AE2F2M1+ nQ3+ n (AE = Sr, 
Ba; M = Sb, Sn; Q = S, Se; n = integer greater than 0), where the structure is built 
up from the stacking of 2D building blocks of rock salt and fluorite types.4 
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To further the concept of hybrid solids with regard to methods for 
synthesizing compounds with low-dimensional structures, Tulsky and Long have 
pointed out in their review article that “solid-state reactions incorporating an ionic 
component into a covalent structure have long been recognized as experimental 
means for accomplishing just such feats.”5  The authors tabulated nearly 3000 
simple ternary compounds demonstrating the dimensional reduction of parent 
solids upon incorporating ionic components.5c  They further commented that the 
success of dimensional reduction depends significantly on the choice of the 
countercation A (with smaller cations typically giving more reliable results), 
suggesting that this should be considered a variable parameter when targeting a 
specific derivative framework.  Recently, we have reported some intriguing 
examples of salt-inclusion (and coordination intercalation) compounds that draw 
reasonable attention regarding the utility of ionic salts as templating agents.6  We 
have shown that the introduction of halide anions conceptually serves to interrupt 
or terminate extended M-O-M framework formation; the resulting solids often 
adopt a lower dimensional framework that retains the metal coordination 
geometry and polyhedron connectivity of the parent structure of covalent 
compounds.  In addition, the subsequent properties show quantum confinement 
effect (QCE) similarly found in the inorganic/organic hybrid semiconductor as 
well as nanodots.7   
Compared with such compounds based on mixed-metal oxides, little is 
known in chalcogenide-based systems that contain so-called dimensionally 
reduced M-Q-M structures.8  In our systematic study, we isolated a new series of 
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CdMQ2X (M = Sb, Bi; Q = S, Se; X = Cl, Br, I)9 hybrid solids.  While the 
extended frameworks contain “structure building blocks” commonly seen in post-
transition-metal chalcogenides, this family of compounds adopts two types 
depending on the matching of Q/X anions.  It is apparent that the lone-pair 
electrons of the stereoactive Sb3+ and Bi3+ cations play an effective role in lattice 
matching between Cd2+ and M3+-centered polyhedral units.  Prior to this study, 
some ternary bismuth chalcohalide systems have been reported showing building 
blocks of parent structures: BiQX (Q = S, Se, Te; X = halogen); Bi4Se5Cl2; 
Bi19Se27Cl2; Bi11Se12Cl9. Bi3Se4Br.10  Base on these previous findings, we have 
continued to employ the “ionic+covalent” approaches that led to another 
discovery of a new mixed-anion compound and its In-derivatives. 
Due to the different bonding nature of different anions, the incorporation 
of halogen atoms into the antimony and bismuth chalcogenide frameworks has 
provided means to construct special frameworks.  In the structure of CdSbS2Cl, 
the [Sb2S3]∞ quasi-one-dimensional chains are formed conceptually by the 
introduction of chloride anions that act as the structure “terminators” to cease the 
propagation of the chalcogenides covalent networks.  Our preliminary 
investigations have shown evidences of coordination specific cation substitution 
with respect to these two cations, Cd2+ and Sb3+ in this case, for magnetic doping 
(see Chapter 4). 
In the current chapter, the results are discussed, including solid state 
synthesis, crystal structure analysis, spectroscopy characterization, and electronic 
band structure calculations of new quaternary chalcohalide compounds 
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CdSb2Se3Br2 1, and its derivatives InSb2S4Cl 2, InSb2S4Br 3, InSb2Se4Br 4, 
InBi2Se4Br 5.  This collection of new chalcohalide compounds is the first example 
among inorganic mixed-anion compounds reported thus far showing the quantum 





General Procedures. All the reactants were loaded in a nitrogen-filled dry 
box.  The reaction mixtures were sealed in a fused quartz tube under vacuum 
(~10-4 torr) using a methane torch.  The materials were examined using powder 
X-ray diffraction patterns recorded on a SCINTAG 2000 diffractometer equipped 
with a graphite monochrometer (Cu Kα radiation).  Single-crystal X-ray structure 
analysis was carried out on a Rigaku AFC-8S four-circle diffractometer (Mo Kα 
= 0.71073 Å) equipped with the Mercury CCD area detector.  Semi-quantitative 
chemical analysis of single crystals was performed by energy dispersive X-ray 
(EDX) analysis using a Hitachi S-3500 scanning electron microscope equipped 
with an OXFORD EDX microprobe. 
Synthesis. 1 was initially obtained as a byproduct from the reaction in 
attempt to isolate single crystals of the “CdSbSe2Br” phase in a slight excess low-
melting Se (m.p. = 217oC).10,11  As-purchased CdSe (Mallinckrodt, 98%), CdBr3 
(Aldrich, 99.9%), antimony (Aldrich, 99.99%), and selenium (Aldrich, 99.99%) 
were mixed in the molar ratio of 1:1:2:4.  The reaction mixture was sealed under 
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vacuum in a carbon-coated quartz ampoule and heated to 500 oC at the rate of 1 
oC/min.  It was then isothermed for three days, followed by slow cooling at the 
rate of 3 oC/hr to room temperature.  Black, needle-shaped crystals of 
CdSb2Se3Br2 were isolated in a low-yield (<< 5%) from the reaction products, 
which were primarily CdSbSe2Br, Sb2Se3 and SbSeBr.  The final composition of 
the compound was determined first by the X-ray single crystal structure analysis 
and EDX, followed by successful stoichiometric synthesis.   
Stoichiometric synthesis. After the structural identification, the 
stoichiometric syntheses of polycrystalline selenobromide compound was carried 
out using reaction mixtures as shown in Eqs (1) and (2): 
CdBr2 + 2 Sb + 3 Se  →  CdSb2Se3Br2       (1) 
CdBr2 + Sb2Se3  →  (CdBr2)(Sb2Se3)         (2) 
The reactants used, including their sources and purities, are as follows: Sb 
(Alfa Aesar, 99.5%), CdBr2 (Strem, 99.9+%-Cd), and selenium (Aldrich, 
99.99%).  The reactions were heated directly to 450 oC (1 oC/min) and isothermed 
for 4 days followed by slow cooling to room temperature.  Attempts were all 
surprisingly unsuccessful to isolate other members of the CdM2Q3X2 chalcohalide 
family (X = Cl, Br, I; M = Sb, Bi) and selected transition-metal-containing 
analogs, such as “HgBi2Se3Br2” and “MnBi2Se3Br2”.  Instead, binary phases 
Sb2Q3 and Bi2Q3 along with ternary phases SbSeI and SbSX (X = Br, I)9e as well 
as previously reported CdMQ2X were obtained.  This suggests that the 
(CdBr2)(Sb2Se3) is possibly formed from a narrow region existing in the CdBr2-
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Sb2Se3 phase diagram, which means this phase is thermodynamically stable, but 
the window of conditions to formulate this phase is very tight. 
Four indium-substituted phases, 2~5, were isolated and single crystals 
were obtained from direct interaction of stoichiometric mixtures as outlined in eq 
(3) at 450oC: 
3In + MX3 + 5M + 12Q    3 InM2Q4X       (3) 
where M/Q/X = Sb/S/Cl, Sb/S/Br, Sb/Se/Br, Bi/Se/Br, respectively.  Crystals of 
2~5 are bearing dark, brownish and amberish colors, which indicate that the 
compounds are likely semiconductors at best.  During search of the In/Bi/Se/I 
phase, the sizable single crystals were not available.  Instead, PXRD shows the 
formation of a well-crystallized unknown phase(s), which was initially accepted 
as the InBi2Se4I analog.  More efforts to make the InBi2Se4I single crystals, were 
not successful.  Instead, a new phase has been determined by SXRD with the 
formula In2Bi3Se7I (see discussions in chapter 6).  Out of twelve possible 
combinations, two indium bismuth sulfohalides InBi2S4X (X = Cl and Br) were 
reported prior to this study.  They were synthesized via vapor transport reactions 
employing S2Cl2 or S2Br2 as transporting agents.9b  We have also made these 
phases by the solid state reactions employed for the title series.  It should be 
noted, however, the 2~5 phases form a different structure than InBi2S4X.  Please 
see the structure comparison in Figure 5.1 in the later discussion. 
X-ray Structure Analysis. The needle-shaped single crystals were mounted 
on the quartz fiber for structural analysis.  Single-crystal X-ray diffraction 
(SXRD) data were collected at room temperature (295 ± 2 K).  The structures 
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were solved with the direct methods and refined on F2 with the full-matrix, least-
squares method by SHELXL-97 of the SHELXTL program suite.12  Each final 
refinement included anisotropic displacement parameters and a secondary 
extinction correction.  Additional experimental details and crystallographic data 
are listed in Table 5.2.  The atomic coordinates and selected bond distances and 
bond angles of CdSb2Se3Br2 and a representative compound InSb2Se4Br are in 
Tables 5.3 and 5.4, respectively.  Powder X-ray diffraction (PXRD) patterns of all 
the stoichiometrically synthesized products were employed to confirm the 
formation of the bulk samples. 
Diffuse reflectance UV-Vis spectrum. Diffuse reflectance UV-Vis spectra 
were recorded on a Shimadzu 3901 spectrophotometer accessorized with an 
integration sphere.  The polycrystalline samples were grounded and applied on the 
surface of the BaSO4 sample holder for the measurement.  The absorption data 
(α/S) in the range of ~ 0.5-6.5 eV (190-2400 nm) were calculated from the 
reflectance mode using the Kubelka-Munk function α/S = (1-R)2/2R, where R is 
the reflectance at a given energy, α is the absorption, and S is the scattering 
coefficient.13  The energy gap was determined as the intersection point between 
the energy axis at the absorption offset and the line extrapolated from the linear 
portion of the absorption edge in the α/S versus E(eV) plot. 
Electronic Band Structure Calculations. The extended Hückel tight-
binding (EHTB) electronic band structure calculations14 were carried out for the 
overall lattice of 1, the bromide-containing sublattice [Cd2SeBr4]2-∞, and the 
antimony selenide sublattice [Sb4Se5]2+∞ using the CASEAR program.15  For a 
 
 140
comparison, we also did the EHTB calculations on the binary Sb2Se3.  The atomic 




Table 5.1. Exponents ζi and valence shell ionization potentials Hii of Slater-type 
orbitals χi used for extended Hückel tight-binding calculationsa 
__________________________________________________________________
_ 
atom χi Hii (eV) a  ζi  C1 




Cd 5s -7.07  2.352  0.5805   1.292  0.5820 
 5p -4.26  1.670  1.0000      
 4d -17.97  5.213  0.5853  2.706  0.5720 
Sb 5s -15.80  2.959  0.6466  1.771  0.5018 
 5p -9.05  2.559  0.5610  1.474  0.5633 
Se 4s -22.60  3.139  0.6163  1.890  0.5129 
 4p -10.80  2.715  0.5509  1.511  0.5722 
Br 4s -12.30  2.920  0.5822  1.624  0.5472 
 4p -13.1  2.131  0.6262  1.854  0.5051 
__________________________________________________________________
_ 
a  Hii's are the diagonal matrix elements <χi|Heff|χi>, where Heff is the effective 
Hamiltonian. In our calculations of the off-diagonal matrix elements Heff = 
<χi|Heff|χj>, the weighted formula was used (see: Ammeter, J.; Bürgi, H.-B.; 
Thibeault, J.; Hoffmann, R. J. Am. Chem. Soc. 1978, 100, 3686.). 
b  Coefficients used in the double-ζ Slater-type orbital expansion.  
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To our surprise, the title compound CdSb2Se3Br2 is the only phase that has 
been isolated thus far among the twelve possible combinations in the CdM2Q3X2 
(1232) chemical system (where M = Sb, Bi; Q = S, Se; X = Cl, Br, I).  Attempted 
via stoichiometric synthesis to isolate eight of these phases in the CdM2S3X2 (X = 
Cl, Br) and CdM2Se3X2 (X = Br, I) systems, we, with the exception of 
CdSb2Se3Br2, observed the reported CdMQ2X (1121) phases instead, along with 
approximately equal amounts of MQX, according to PXRD10,12  In addition, very 
few crystals of M2Q3 were also found in these reactions.  This suggests that the 
1121 phases are a thermodynamic sink under the employed reaction conditions, 
and the window of conditions under which the 1232 compounds would form 
could be extremely narrow.  Incidentally, the 1121 phase has not been observed in 
the Cd-Sb-Se-Br system but the 1232 does exist.  Nevertheless, crystals of 1 were 
isolated (in a very low yield as stated above) from the reaction where an extra 
mole of Se was employed (CdSe/CdBr2/Sb/Se = 1/1/2/4). 
Our analysis further suggests that the formation of CdM2Q3X2 (1232) 
phases could be limited to the size matching rules previously dissimilated in the 
formation of 1121.  For the latter, matching of chalcogen and halogen ions 
essentially dictates the formation of different structure types.  Type I structure 
forms with Q and X being from the same row on the periodic table, and type II 
with X from a row below Q.  There are no exceptions after the completion of 
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1121 studies, including the systems where Q is heavier than X, as well as Q and X 
are different by more than one period.  If this were the case, we would not see the 
formation of 1232 in the remaining four mixed chalcohalide systems, where M = 
Sb, Q/X = S/I, Se/Cl; M = Bi, Q/X = S/I, Se/Cl. 
The DTA results show CdSb2Se3Br2, InSb2Se4Br melt congruently at 509 
oC and 466 oC respectively.  The 1241 type-I phases (see later discussion), 






CdSb2Se3Br2 1 exhibits a new type of structure closely related to that of 
Bi3Se4Br.  The latter is one of the two observed selenohalide phases (see the list 
below) in the pseudo-binary Bi2Se3-BiX3 systems made of mixed selenide (Se2-) 
and halide (X-) frameworks.9a  The six isoelectronic indium analogs are 
isostructural with 1, and can be represented by the general formula of InM2Q4X 
(1241).  Crystallographic data of the title compounds are listed in Table 5.2.  The 
atomic positions and anisotropic thermal displacement parameters of CdSb2Se3Br2 
and InSb2Se4Br are in Table 5.3, 5.4.  Selected bond distances and angles of these 
two compounds are listed in Table 5.5. 
CdSb2Se3Br2. The crystal structure of 1 is literally made of intimately 
mixed CdBr2 and Sb2Se3 building units, and it can be viewed as the 
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“intercalation” of one lattice into the other, see Figure 5.1(a).  These units are 
linked in an alternating fashion to build the [CdBr2][Sb2Se3] slabs propagating 
along the (-101) plane.  The parallel slabs are stacked along the [-101] direction, 
and the neighboring slabs are displaced by a building block.  The only interactions 
between the CdBr2 and Sb2Se3 subunits are through the intraslab Sb-Se-Cd bonds, 
and the closest interslab contact is 3.681(5) Å through the Se(2)-Br(1) interaction.  
The lone-pair electrons of the Sb2Se3 slab are pointing toward the Br- anions (Se-
Br distance 3.681(5) Å) through the interslab space (Fig. 5.1(a)).  This suggests 
that the parallel slabs are held together through primarily van der Waals forces.  
This is consistent with the morphology of the needle crystals that are made of 





























































Figure 5.1 Perspective views of the structures of (a) CdSb2Se3Br2, (b) 
InSb2Se4Br, and, for comparison, (c) InBi2S4Cl (with long Bi-S 
bond being omitted for clarity). 
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Table 5.2 Crystallographic data for CdSb2Se3Br2 and InM2Q4X. 
 1 2 3 4 5 
Empirical formula CdSb2Se3Br2 In Sb2S4Cl InSb2S4Br InSb2Se4Br InBi2Se4Br 
Formula weight (amu) 501.73 522.04 566.47 754.04 928.52 
Crystal color, shape balck, needle amber, needle red, needle black, needle black, needle 
Crystal dimensions 
(mm) 
0.02 × 0.02 × 0.36 0.02 × 0.02 × 
0.31 
0.01 × 0.01 × 
0.29 
0.02 × 0.02 × 
0.22 





C2/m (No. 12) 
a (Å) 20.998(4) 19.877(3) 20.177(4) 20.772(5) 20.832(3) Å 
b (Å) 4.0260(8) 3.8520(7) 3.8670(3) 4.0020(8) 4.1140(5) 
c (Å) 12.149(2) 11.484(2) 11.660(2) 11.939(2) 11.958(3) 
β (degree) 119.00(3) 117.75(2) 119.13(4) 118.14(3) 118.15(3) ° 
V (Å3) 898.28(30) 778.16(40) 794.7(30) 875.17(30) 903.61(40) 
Z 4 4 4 4 4 
R1/wR2 (all data) 0.0623/0.0631 0.0287/ 0.0551 0.0480/0.0989 0.0291/0.0588 0.0263/0.0604 
GOF 1.135 1.153 1.196 1.012 1.113 




Table 5.3  Fractional atomic coordinates and equivalent isotropic displacement 
parameters (Å2) of CdSb2Se3Br2 (1) and InSb2Se4Br (4). 
Atom x y z Ueq (Å2) a 
CdSb2Se3Br2 
Cd 0.84040(7) 1/2 0.5468(1) 0.0284(4) 
Sb(1) 0.04515(6) 0 0.7827(1) 0.0209(3) 
Sb(2) 0.20357(6) 1/2 0.0901(1) 0.0229(3) 
Se(1) 0.32098(8) 0 0.1384(2) 0.0189(4) 
Se(2) 0.09883(8) 0 0.0253(2) 0.0183(4) 
Se(3) 0.95991(8) 1/2 0.7843(2) 0.0203(4) 
Br(1) 0.71249(9) 1/2 0.3508(2) 0.0230(4) 
Br(2) 0.8959(1) 0 0.4536(2) 0.0317(5) 
InSb2Se4Br 
In 0.83726(8) 1/2 0.5600(2) 0.0215(4) 
Sb(1) 0.04708(8) 0 0.7774(2) 0.0208(4) 
Sb(2) 0.29768(8) 0 0.9080(2) 0.0213(4) 
Se(1) 0.7120(1) 1/2 0.3446(2) 0.0181(5) 
Se(2) 0.1798(1) 1/2 0.8590(2) 0.0176(5) 
Se(3) 0.9616(1) 1/2 0.7853(2) 0.0185(5) 
Se(4) 0.0972(1) 0 0.0229(2) 0.0162(5) 
Br 0.8957(2) 0 0.4654(2) 0.0354(6) 
 






Table 5.4  Anisotropic displacement parameters (Å2) of CdSb2Se3Br2 (1) and 
InSb2Se4Br (4). 
 
 U11 U22 U33 U12 U13 U23 
Cd 0.0193(6) 0.0292(8) 0.0257(7) 0 0.0022(5) 0 
Sb(1) 0.0194(6) 0.0211(7) 0.0181(6) 0 0.0060(4) 0 
Sb(2) 0.0247(6) 0.0230(7) 0.0194(6) 0 0.0094(5) 0 
Se(1) 0.0179(8) 0.0197(9) 0.0162(7) 0 0.0060(6) 0 
Se(2) 0.0160(7) 0.0199(9) 0.0162(8) 0 0.0056(6) 0 
Se(3) 0.0149(7) 0.0212(9) 0.0214(8) 0 0.0060(6) 0 
Br(1) 0.0180(8) 0.0270(10) 0.0188(8) 0 0.0048(6) 0 
Br(2) 0.0345(10) 0.0332(11) 0.0333(10) 0 0.0212(8) 0 
       
       
 U11 U22 U33 U12 U13 U23 
In 0.0143(7) 0.0211(8) 0.0226(8) 0 0.0034(6) 0 
Sb(1) 0.0217(7) 0.0195(8) 0.0206(8) 0 0.0094(6) 0 
Sb(2) 0.0220(8) 0.0218(8) 0.0201(7) 0 0.0098(6) 0 
Se(1) 0.0170(10) 0.0170(11) 0.0173(10) 0 0.0057(9) 0 
Se(2) 0.0167(10) 0.0181(11) 0.0191(11) 0 0.0091(9) 0 
Se(3) 0.0158(10) 0.0171(11) 0.0214(11) 0 0.0077(9) 0 
Se(4) 0.0140(10) 0.0186(11) 0.0159(10) 0 0.0071(8) 0 








Table 5.5 (a). Selected bond distances (Å) and angles (deg.) of CdSb2Se3Br2 (1). 
 
Bond Distance (Å) Bond Distance (Å) 
Cd-Se(3) 2.687(2) Sb(2)-Se(2) 2.7982(14) 
Cd-Br(1) 2.703(2) Sb(2)-Se(1)i 3.0120(15) 
Cd-Br(2) 2.7132(16) Sb(2)-Se(1) 3.0120(15) 
Cd-Br(2)i 2.7132(16) Se(1)-Se(2)iv 2.567(2) 
Cd-Br(1)ii 2.9745(17) Se(1)-Se(2)v 3.0120(15) 
Cd-Br(1)iii 2.9745(17) Sb(2)-Se(2)i 2.7982(14) 
Sb(1)-Se(2) 2.596(2) Sb(3)-Se(1)v 2.7002(13) 
Sb(1)-Se(3)i 2.7002(13) Br(1)-Cdii 2.9745(17) 
Sb(1)-Se(3) 2.7002(13) Br(1)-Cdiii 2.9745(17) 
Sb(2)-Se(1)iv 2.567(2) Br(2)-Cdv 2.7132(16) 
Sb(2)-Se(2)v 2.7982(14)   
Bond Angle (o) Bond Angle (o) 
Se(3)-Cd-Br(1) 160.44(8) Se(1)iv-Sb(2)-Se(1)i 85.80(5) 
Se(3)-Cd-Br(2) 98.61(6) Se(2)v-Sb(2)-Se(1)i 173.24(6) 
Br(1)-Cd-Br(2) 94.45(6) Se(2)-Sb(2)-Se(1)i 91.80(4) 
Se(3)-Cd-Br(2)i 98.61(6) Se(1)iv-Sb(2)-Se(1) 85.80(5) 
Br(1)-Cd-Br(2)i 94.45(6) Se(2)v-Sb(2)-Se(1) 91.80(4) 
Br(2)-Cd-Br(2)i 95.79(7) Se(2)-Sb(2)-Se(1) 173.24(6) 
Se(3)-Cd-Br(1)ii 82.85(5) Se(1)i-Sb(2)-Se(1) 83.88(5) 
Br(1)-Cd-Br(1)ii 82.79(5) Sb(2)iv-Se(1)-Sb(2)v 94.20(5) 
Br(2)-Cd-Br(1)ii 89.47(4) Sb(2)iv-Se(1)-Sb(2) 94.20(5) 
Br(2)i-Cd-Br(1)ii 174.25(6) Sb(2)v-Se(1)-Sb(2) 83.88(5) 
Se(3)-Cd-Br(1)iii 82.85(5) Sb(1)-Se(2)-Sb(2)i 99.72(6) 
Br(1)-Cd-Br(1)iii 82.79(5) Sb(1)-Se(2)-Sb(2) 99.72(6) 
Br(2)-Cd-Br(1)iii 174.25(6) Sb(2)i-Se(2)-Sb(2) 92.01(6) 
Br(2)i-Cd-Br(1)iii 89.47(4) Cd-Se(3)-Sb(1) 102.85(6) 
Br(1)ii-Cd-Br(1)iii 85.18(6) Cd-Se(3)-Sb(1)v 102.85(6) 
Se(2)-Sb(1)-Se(3)I 85.18(5) Sb(1)-Se(3)-Sb(1)v 96.40(6) 
Se(2)-Sb(1)-Se(3) 85.18(5) Cd-Br(1)-Cdii 97.21(5) 
Se(3)i-Sb(1)-Se(3) 96.40(6) Cd-Br(1)-Cdiii 97.21(5) 
Se(1)iv-Sb(2)-Se(2)v 88.71(5) Cdii-Br(1)-Cdiii 85.18(6) 
Se(1)iv-Sb(2)-Se(2) 88.71(5) Cdv-Br(2)-Cd 95.79(7) 
Se(2)v-Sb(2)-Se(2) 92.01(6)   
 
Symmetry codes: (i)x, 1+y, z; (ii)-½-x, ½-y, 1-z; (iii) -½-x, ³/2-y, 1-z; (iv) ½-x, ½-









Table 5.5 (b) Selected bond distances (Å) and angles (deg.) of InSb2Se4Br (4). 
 
 
Bond Distance (Å) Bond Distance (Å) 
Sb(1)-Se(4) 2.606(3) Sb(2)-Se(4)vi 2.7845(18) 
Sb(1)-Se(3)i 2.7071(18) Sb(2)-Se(2)vii 2.9988(19) 
Sb(1)-Se(3) 2.7071(18) Sb(2)-Se(2) 2.9988(19) 
In-Se(1) 2.658(3) Se(1)-Inii 2.7298(19) 
In-Se(3) 2.711(3) Se(1)-Iniii 2.7298(19) 
In-Se(1)ii 2.7298(19) Se(2)-Sb(2)iv 2. 594(3) 
In-Se(1) iii 2.7298(19) Se(2)-Sb(2)i 2.9988(19) 
In-Bri 2.836(2) Se(3)-Sbvii 2.7071(18) 
In-Br 2.836(2) Se(4)-Sb(2)v 2.7845(18) 
Sb(2)-Se(2)iv 2.594(3) Se(4)-Sb(2)vi 2.7845(18) 
Sb(2)-Se(4)v 2.7845(18) Br-Invii 2.836(2) 
Bond Angle (o) Bond Angle (o) 
Se(4)-Sb(1)-Se(3)i 83.19(7) Se(2)iv-Sb(2)-Se(2)vii 85.82(7) 
Se(4)-Sb(1)-Se(3) 83.19(7) Se(4)iv-Sb(2)-Se(2)vii 172.51(7) 
Se(3)i-Sb(1)-Se(3) 95.32(8) Se(4)vi-Sb(2)-Se(2)vii 91.86(4) 
Se(1)-In-Se(3) 177.50(10) Se(2)iv-Sb(2)-Se(2) 85.82(7) 
Se(1)-In-Se(1)ii 90.87(7) Se(4)v-Sb(2)-Se(2) 91.86(4) 
Se(3)-In-Se(1)ii 87.44(7) Se(4)vi-Sb(2)-Se(2) 172.51(8) 
Se(1)-In-Se(1)iii 90.87(7) Se(2)vii-Sb(2)-Se(2) 83.71(7) 
Se(3)-In-Se(1)iii 87.44(7) In-Se(1)-Inii 89.13(7) 
Se(1)ii-In-Se(1)iii 94.28(8) In-Se(1)-Iniii 89.13(7) 
Se(1)-In-Bri 91.24(7) Inii-Se(1)-Iniii 94.28(8) 
Se(3)-In-Bri 90.53(7) Sb(2)iv-Se(2)-Sb(2)i 94.18(7) 
Se(1)ii-In-Bri 87.95(5) Sb(2)iv-Se(2)-Sb(2) 94.18(7) 
Se(1)iii-In-Bri 176.91(8) Sb(2)i-Se(2)-Sb(2) 83.71(7) 
Se(1)-In-Br 91.24(7) Sb(1)-Se(3)-Sb(1)vii 95.32(8) 
Se(3)-In-Br 90.53(7) Sb(1)-Se(3)-In 107.39(7) 
Se(1)ii-In-Br 176.91(8) Sb(1)vii-Se(3)-In 107.39(7) 
Se(1)iii-In-Br 87.95(5) Sb(1)-Se(4)-Sb(2)v 100.07(7)) 
Bri-In-Br 89.75(9) Sb(1)-Se(4)-Sb(2)vi 100.07(7)) 
Se(2)iv-Sb(2)-Se(4)v 87.84(7) Sb(2)v-Se(4)-Sb(2)vi 91.88(7) 
Se(2)iv-Sb(2)-Se(4)vi 87.84(7) Invii-Br-In 89.75(9) 
Se(4)v-Sb(2)-Se(4)vi 91.88(7)   
 
Symmetry codes: (i) x, 1+y, z; (ii) ³/2-x, ³/2-y, 1-z; (iii) ³/2-x, ½-y, 1-z; (iv) ½-x, ½-

















Figure 5.2. Connectivity of the structural units in 1.  Thermal ellipsoids are drawn at 




 Figure 5.2 shows that the structural units adopt two cation layers of the 
NaCl structure with respect to the (110) plane for the CdBr2 sublattice and (100) 
for Sb2Se3.  The structure formulae of each extended sublattices can be expressed 
as [Cd1/1Cd2/2Br4/2Br2/1Sea-i1/2Sea-i1/2]2-∞ (≡ [Cd2Br4Se]2-∞) and 
[Sb2/1Sb4/2Se2/1Se4/2Sei-a2/4Sei-a1/2]2+∞ (≡ [Sb4Se5]2+∞), respectively (i: inner; a: 
ausser).  The former is made of infinite [Cd2Br4Se]2-∞ octahedral chains sharing 
trans Br-edges along the b-axis and cis edges along the a-axis.  The latter adopts a 
common structural unit seen in antimony-containing selenides.  It is formed via 
sharing edges of SbSe5 square-pyramid with lone-pair electrons pointing into the 
van der Waals gap.  These two sublattices share the bridging selenium atoms, 
Se(3), intergrown into hybrid slabs along the (-101) plane. 
InM2Q4X. Phases 2 ~ 5 are isostructural with 1, and, for the simplicity, 
only the structure of InSb2Se4Br 4 is discussed in detail below (Fig. 5.1(b)).  For a 
comparison, the structure of isomorphous phases InBi2S4Cl9b is shown in Figure 
1c. 
The structure of 4 is related by the isoelectronic substitution of the CdBr2 
subunit in 1 with InSeBr, and, the structure formula can thus be written as 
(InSeBr)(Sb2Se3).  In the structure refinement, the additional Se that substitutes 
for one of the Br sites could be assigned arbitrarily because of the 
indistinguishable electron count in their anion forms.  Consecutive structure 
refinements of InSb2S4Br 3 helped decide the final anion assignments.  The 
resulting structure has all the metal cations interconnected through chalcogenide 
anions with the halide anions pointing into the interslab space (Fig. 5.1(b)).  Like 
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those found in the CdSb2Se3Br2, the [In2Q3X2]2-∞ and [Sb4Se5]2+∞ sublattices 
which are interlinked by Se(3) to form hybrid slabs in this new 1241 structure. 
As shown in Fig. 5.1(c), the isomorphous InBi2S4X (X =Cl, Br) structure 
is made of parallel [InBi2S4]+∞ slabs interlinked by halide anions.  We designate 
1241-I (type-I) to the structure of earlier reported InBi2S4X (X = Cl, Br) and 
1241-II (type-II) to phases 2~5.  There is no evidence showing the co-existence of 
1241-I and 1241-II in the chemical systems reported here.  Meanwhile, the 
crystals of InBi2S4Cl (1241-I) can be grown by employing chemical vapor 
transport in the prior study and solid state methods in this research.9b  It is not 
clearly understood why the 1241-I and 1241-II do not co-exist.  It should also be 
noted that the 1241 series does not seem to follow the Q/X anion size-matching 
rule stated earlier in the 1121 systems.10  
Structural Comparison with Bi3Se4Br. At the first glance of the projected 
views, one would have thought that 1 and Bi3Se4Br (Fig. 5.3(a)) adopt the same 
structure.  The latter can in fact be written as [BiSeBr][Bi2Se3], and it can also be 
written just like the general formula of the 1241 structure – BiBi2Se4Br (Bi were 
labeled with different colors in Fig. 5.3(a)).  While the [Bi2Se3] sublattice matches 
exactly with those of the corresponding M2Q3 sublattice in 1232, 1241-I, and 
1241-II, the [BiSeBr] structure is different due to varied coordination geometry 
around Bi.  Figure 5.3(b) shows the local geometry of metal cations with respect 
to halide (Br-) anions, e.g., BiSe3Br4 (left) in the reported structure of Bi3Se4Br, 
CdSeBr5 (center) in CdSb2Se3Br2, and InSe4Br2 (right) in 1241 structure.  It is 
clear that the trivalent Bi3+ cation adopts an additional coordination compared to 
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In3+ while the overall charge of the [BiSe3Br4]7- polyhedral unit remains the same 
as [InSe4Br2]7-.  Figure 5.3(c) shows the connectivity of the bromide containing 
[Bi2Se4Br2]4-∞ sublattice propagating along [010], in which the neighboring rows 
of Bi3+ cations are head-to-head, as opposed to side-by-side like Cd2+ in Fig. 
5.3(d), to accommodate the variation in coordination geometry.  The BVS 





















   
(c)                                                 (d)    
 
Figure 5.3. (a) Perspective view of Bi3Se4Br, (b) local coordination of cations 
with respect to halide anions in Bi3Se4Br (left), CdSb2Se3Br2
(center), InSb2Se4Br (right), and (c), (d) partial structure of the fused 
[BiSe3Br4]7- polyhedral and [CdBr2] octahedral chains.  Selected 
bond distances are included in (b) for comparison, see text.  For 
identification, the Bi atoms residing in different sublattices are 
labeled in different colors accordingly (Thermal ellipsoid are drawn 
at a 90% probability). 





Table 5.6  BVS values for the ionic units of Cd-containing, In-containing and the 
Bi-containing compounds. 
 
 Bi BVS 
Se(3) 0.841 2.23 
Se(4) 0.837×2 2.09 
Br 0.180×2 + 0.084×2 0.90 
BVS 3.04   
 Cd BVS 
Se(3) 0.480 1.97 
Br(1) 0.191×2 + 0.399 2.09 
Br(2) 0.387×2 0.87 
BVS 2.04  
 In BVS 
Se(1) 0.506×2 + 0.615 1.93 
Se(3) 0.532 2.02 
Br 0.329×2 0.92 




The [BiSe3Br4] and [CdSeBr5] polyhedral units are much more distorted 
than [InSe4Br2] in the edge-shared configuration (Fig. 5.3(b)).  One would expect 
to see an elongation of bromide bonds to accommodate the Coulomb repulsion 
between two highly charged trivalent cation centers through the shared edge.  
This distortion, however, could be predominately due to the lone-paired electrons 
in the valence shell of Bi3+ cations.  In the absence of lone-paired electrons in 
In3+, the In-centered polyhedra are thus only slightly distorted. 
It is worth mentioning that, in the quasi-binary phase diagrams of nM2Q3-
mMX3, there are five phases existing with relative n/m ratios quoted in 
parenthesis: Bi19Se27Br3 (9:1), Bi3Se4Br (4:1), Bi4Se5Cl2 (5:2), Bi11Se12Cl9 (4:3), 
and BiSeCl (1:2).  The first two M2Q3-rich phases form mixed frameworks that 
contain [M2Q3] building blocks.  We then tried to explore the pseudo-binary 
phase diagram of CdBr2-Sb2Se3 in hopes to isolate new phases along the 
(CdBr2)n(Sb2Se3)m (n, m are positive integers) line.  However, we have yet been 
able to produce additional phases other than CdSb2Se3Br2 (1:1) and CdSbSe2Br. 
All those exploratory trails and results are summarized in chapter 6. 
 
 
UV-vis Spectra and Electronic Band Structure Calculations 
 
The reflectance spectra of 1~5 along with those of binary compounds 
M2Q3 (M = Sb, Bi; Q = S, Se) are shown in Figure 5.4.  The UV-vis reflectance 
spectroscopy and band structure calculations prove that these compounds are 
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semiconductors with steep bandgap absorption edges around 1.1~1.8 eV.  
According to the crystal structures of the title compounds, the sublattices are 
likely electronically isolated, in turn, the optical bandgaps are expected to be 
related to the size of nanostructures.  The bandgaps of the title series together with 
those of Sb2S3, Sb2Se316, Bi2S3, and Bi2Se317 are summarized in Table 5.7. In 
general, there is evidence showing expected blue shift in absorption edge 
intuitively due to reduced dimensions, thus widened bandgap.  The increments 
have been around 0.2-0.3 eV for all the observed phases except for InBi2Se4X, 
0.9-1.0 eV.  We, therefore, account for the nature of optical properties in terms of 
the band structures in the following discussions. 
As shown in Fig. 5.4, the absorption edges of all the phases are sharp, and 
show noticeable blue shifts compared to those of the corresponding binary M2Q3 
chalcogenide phases.  The optical bandgap energies of these phases are seemingly 
independent of the halogen-incorporated sublattices, but dictated by the M2Q3 
component.  The theoretical band structure calculations presented below offer 




















































Figure 5.4. UV-vis spectra of title compounds along with the binary Sb2S3 
and Sb2Se3 for comparison.  The spectrum of narrow bandgap 
Bi2Se3 (Eg = 0.3 eV) is not available due to instrument limitation. 
A blue shift is evident for the title compounds containing 
nanostructured M2Q3 sublattices, see text. 
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Table 5.7 Observed bandgap energies a for the title compounds along with binary 
phases for comparison. 
Compounds Eg (eV) Compounds Eg(eV) 
Sb2S3 1.6   
InSb2S4Cl (2) 1.8 InSb2S4Br (3) 1.8 
Sb2Se3 1.11   
CdSb2Se3Br2 (1) 1.4 InSb2Se4Br (4) 1.35 
Bi2S3 1.3   
InBi2S4Cl b 1.5 InBi2S4Br b 1.5 
Bi2Se3 0.3   
InBi2Se4Br (5) 1.21 In2Bi3Se7I c 1.38 
 
a The reported bandgap energies for Sb2S3 and Sb2Se3 are 
1.95~2.20 eV and 1.11 eV, and for Bi2S3 and Bi2Se3 are 1.30 and 
0.30 eV, respectively.  The UV-vis spectra have also been 
recorded for the comparison. 
b Compounds adopt 1241-I structure (reported in ref. 9(b)) were 
synthesized by conventional solid state reactions, see text. 
c   New compound In2Bi3Se7I is discussed in chapter 6. 
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Electronic Band Structure 
 
The total density-of-states (DOS) derived from the extended Hückel tight 
binding (EHTB) electronic band structure calculations of 1 is presented in Figure 
5.5(a), and the partial DOS of [Cd2Br4Se]2-∞ and [Sb4Se5]2+∞ units are shown in 
Figures 5.5(b) and (c), respectively.  The calculations have also been done for the 
other members of the title series.  The results are fairly compatible with each 
other; we, therefore, are making our discussions based on the calculations for 
CdSb2Se3Br2 hereafter.  The calculated band structures for Sb2Se3 are included in 
Fig. 5.6(a) for a comparison. 
The calculated band structures are in a good agreement with the 
experimental results listed in Table 5.4, suggesting that both CdSb2Se3Br2 and 
Sb2Se3 are semiconductors.  For each [CdSb2Se3Br2] slab, the valence band top 
(VBT) is formed by the Sb-Se bonding orbitals (5s of Sb and 4p of Se) and the 
conduction band bottom (CBB) by the Sb-Se antibonding levels (Figure 5(a)).  
For the [Sb4Se5]2+∞ sublattice, it can physically be considered as nanostructured 
Sb2Se3 that are spaced apart by the [Cd2Br4Se]2-∞ subunits.  Although the Br is 
introduced, the calculation shows that it does not contribute to the VBT band.  
This may be due to the elongated Sb-Br bonds and thus weak interaction between 
the [Sb4Se5]2+∞ and other elements around it.  The VB’s of Sb2Se3 include the 
lone-pair electrons of the Sb3+ ions, which result in antibonding interactions with 
those of the surrounding Se2- ions, and, in turn, the CB’s by the Sb-Se antibonding 
levels (Figure 5.6).  
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To understand why the band-gap changes from Bi2Se3 to InBi2Se4Br (∆Eg 
= 0.89 eV) are much bigger than that from Sb2Se3 to CdSb2Se3Br2 (∆Eg = 0.29 
eV), we have made the band gap comparison of the binary compounds Sb2Se3 and 
Bi2Se3.  From the EHTB band structure calculations, the electronic structures of 
two compounds are similar.  Based on the molecular orbital theory, the energy 
level of 6s orbital (Bi3+) is higher than 5s orbital (Sb3+), the resulting band gaps 
(originates from 6s-4p interaction) of Bi2Se3 is supposed to be smaller than Sb2Se3 
(originates from 5s-4p interaction), which is consistent with the observed band 
gaps 1.11 eV for Sb2Se3 and 0.3 eV for Bi2Se3.   
Based on tight-binding calculation model, the orbital interaction is 
effected not only by the energy levels of orbitals, but also size of the electron 
cloud around the atoms, which could be described by the Slater-type orbital 
expansion.  In both compounds, the building blocks, [M2Q3] slabs, are similar, but 
the inter-slab interaction in Bi2Se3, seemingly is greater than those in Sb2Se3.  
Therefore, the resulting CB and VB are much more dispersed in Bi2Se3 than in 
Sb2Se3 (see the schematic plot in Figure 5.7(a)).  This may also explain why the 
band gap of Bi2Se3 is narrow. 
For the band structure comparison between CdSb2Se3Br and InBi2Se4Br, 
the insertion of the ionic “spacer” behaves like a spacer between the [M4Se5]2+∞ 
sublattices, as suggested by the EHTB calculations, which effectively has broken 
the interaction between [M2Se3] slabs, which subsequently gives the much less 
dispersive CB and VB.  Instead, both of the Cd-Br, and Cd-Se bonding and levels 
lie much lower in energy than the Sb-Se bonding band.  As the result, the band 
 
 163
gap of InBi2Se4Br significantly increased compared to the band gap of Bi2Se3. See 
Figure 5.7(b). 
In summary, the origin of the bandgaps is attributed to the absorption of 
energy for electrons populated in the bands almost exclusively made of the Sb-Se 
interactions.  This is apparently true for the indium derivatives, since their 
structures are composed of the same [M4Q5]2+∞ sublattices.  Therefore, they have 
comparable bandgap energies with binary chalcogenides excluding the Bi-
containing phases.  The observed bandgaps of the title series are wider than those 
of the corresponding M2Q3 binary phases.  The blue shift can be explained by the 
quantum confinement effect (QCE), a well-documented phenomenon.  The 
change of kinetic energy due to the QCE will increase the bandgap and the energy 
separation of allowed electron transitions near the absorption edge, which is also 













Figure 5.5. Plots of the total and partial density of states calculated for (a) 
CdSb2Se2Br, and two sublattices (b) [Cd2Br4Se]2-∞ and (c) [Sb4Se5]2+∞.  The 






Figure 5.6 The plot of DOS of binary compound --- Sb2Se3.  The dashed line 
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Figure 5.7 (a) Schematic plot of formation of the band gaps in Sb2Se3 and 
Bi2Se3.  The more dispersive CB and VB in Bi2Se3 result the 
narrow band gap. (b) Schematic graph showing the broadening of 
the band gap due to the QCE in InBi2Se4Br.  Because of the 
insertion of the “ionic spacer”, the orbital interaction are broken 







With the concept of mixed ionic-covalent frameworks in synthesis, a new 
family of layered chalcohalides was synthesized by conventional solid state 
reactions at the intermediate temperature range.  The investigation of this new 
series of chalcohalide compounds represents the first systematic study, as far as 
we know, among inorganic mixed-anion compounds reported thus far showing 
the QCE on the band structures.  The UV-vis spectra indicate that these solids are 
mid-range semiconductors with the band gap of 1.3 ~ 1.8 eV, which exhibit a blue 
shift with respect to those of M2Q3.  Because of reduced dimensionality, the less 
diversed orbital overlap results in narrower distribution of LUMO (CB) and 
HOMO (VB).  Therefore, it gives rise to a further separation of CB and VB, 
consequently broadened band gaps.  This study may give some insights for new 
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CHAPTER 6 
SYNTHESIS, STRUCTURE AND OPTICAL PROPERTIES OF A NEW 





Thus far, we have shown results of the systematic investigation of the 
synthesis and characterization of several new mixed-framework chalcohalides: 
CdMQ2X (M = Sb, Bi; Q = S, Se; X = Cl, Br and I; except M/Q/X = Sb/Se/Br),1 
CdSb2Se3Br2 and its indium analogs, InSb2S4X (X = Cl, Br) and InM2Se4Br (M = 
Sb, Bi).2  During the follow-up studies, new compounds were isolated that 
exhibit new features in mixed-framework lattices with respect to the formation of 
building units and their connectivity.  Optical properties, such as optical band 
gaps, of materials in question have been found.  They are directly related to the 
nanostructured units with which these structures are formed.  In our exploratory 
synthesis, we are trying to use the conceptual “building blocks (BBs)” of mixed 
ionic/covalent lattices to guide our exploratory synthesis in hopes to formulate the 
new compounds with desired new structures.  To achieve that, we carefully 
selected, in some cases, simple binaries with the desired BBs as the starting 
materials.  By optimizing the reaction conditions, such as temperatures and 
heating process, the “building blocks” might be retained for the propagation of 
extended structures.  As demonstrated, the synthesis efforts could be more 
focused in order to produce new phases with a good chance of success.  
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Instead of using simple BBs as the structural units, we have also tried to 
formulate the new compound formation based on the so-called secondary building 
units (SBU), which are made of combinations of smaller building units and are 
larger in sizes and varied in geometries.  Conceptually these reaction products 
are formed via the assembly of structural units commonly shared by binary 
chalcogenides and halides of involved cations.  Experimentally, we also pay 
attention to the choices of reactants with different reactivity, adjust the 
stoichiometry, optimize the reaction conditions, including temperature and heating 
process, to isolate new compounds.  
Nevertheless, the phase compatibility takes the toll and the resulting 
compound may not adopt the proposed structure, but does exhibit building units 
of originally envisioned.  In the current example, a simple anion substitution for 
bromide to search the selenoiodide analogue of the previously discovered mixed 
selenobromide compound InBi2Se4Br led us to the discovery of a new compound.  
In this chapter, we report this new chalcohalide, In2Bi3Se7I, that exhibits mixed 
[In2Se3I2], [Bi3Se8]2, and [In2Se3] units.  The synthesis, structure analysis and 
optical properties of In2Bi3Se7I, as well as electronic band structure calculation 










General Procedures.  All the reactants were loaded in a nitrogen-filled 
dry box.  The reaction mixtures were sealed in a fused quartz tube under vacuum 
(~10-4 torr) using a methane torch.  The materials were examined using powder 
X-ray diffraction patterns recorded on a SCINTAG 2000 diffractometer equipped 
with a graphite monochrometer (Cu Kα radiation).  Single-crystal X-ray 
structure analysis was carried out on a Rigaku AFC-8S four-circle diffractometer 
(Mo Kα = 0.71073 Å) equipped with the Mercury CCD area detector.  
Semi-quantitative chemical analysis of single crystals was performed by energy 
dispersive X-ray (EDX) analysis using a Hitachi S-3500 scanning electron 
microscope equipped with an OXFORD EDX microprobe.  
Initial synthesis.  In2Bi3Se7I was initially obtained from the reaction in an 
attempt to crystallize “InBi2Se4I”, a member of the 1241-I family (see chapter 5 
for the details) in a slight excess Se, which is low-melting (m.p. = 217oC).2  The 
as-purchased indium (Alfa Aesar, 99.99%), bismuth (Aldrich, 99.99%), BiI3 (Alfa 
Aesar, 99.9%) and selenium (Aldrich, 99.99%) mixture was acquired in the molar 
ratio of 3:5:1:12 (Eq. 1).  The reaction mixture was ground and then sealed under 
vacuum and heated to 500 oC at the rate of 1 oC/min.  It was then isothermed for 
three days, followed by slow cooling at the rate of 3 oC/hr to room temperature.  
Several black, needle-shaped crystals of In2Bi3Se7I were isolated in a low-yield (< 
20%) from the reaction products, which were primarily InBiSe2 and Bi2Se3.  The 
final composition of the compound was determined first by the X-ray single 
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crystal structure analysis and EDX, followed by successful stoichiometric 
synthesis In/Bi/BiI3/Se = 6/8/1/21 (Eq. 2). 
Stoichiometric synthesis.  After the determination of the structure, the 
stoichiometric synthesis of polycrystalline selenoiodide compound was carried 
out using reaction mixtures as shown in equations (2).  The reactions were 
heated directly to an intermediate temperature 450 oC (1 oC/min) and isothermed 
for 4 days followed by slow cooling to room temperature. 
3In + 5Bi + BiI3 + 12 Se  3 “InBi2Se4I”      (1) 
6In + 8Bi + BiI3 + 21 Se  →  3 In2Bi3Se7I    (2) 
As one can see the difference between two reaction routes is just one 
molecule “InBiSe3”.  Although the InBiSe3 reportedly exists in the Bi2Se3-In2Se3 
system,3 we did not isolate the single crystal from reaction (1).  This is just 
opposite to the antimony system.  Attempts were unsuccessful to isolate other 
analogues of the 2371 phases, such as In2Sb3Se7I, instead, ternary phases InSbSe3 
(composition from EDX analysis) and SbSeI (confirmed by SXRD analysis). 
X-ray structure analysis.  The column-shaped single crystals were 
mounted on the quartz fiber for structural analysis.  Single-crystal X-ray 
diffraction (SXRD) data were collected at the room temperature (295 K).  The 
structures were solved with the direct methods and refined on F2 with the 
full-matrix, least-squares method by SHELXL-97 of the SHELXTL program 
suite.4  Each final refinement included anisotropic displacement parameters.  
Additional experimental details and crystallographic data are listed in Table 6.2.  
The atomic coordinates and anisotropic displacement, as well as selected bond 
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distances and bond angles of In2Bi2Se7I are listed in Tables 6.3 - 6.5, respectively.  
Powder X-ray diffraction (PXRD) pattern of the polycrystalline products from 
stoichiometric syntheses was employed to confirm the single crystal structure and 
also the formation of the bulk samples (small amount of Bi2Se3 was also found in 
the PXRD. See Figure 6.2(b)). 
Diffuse reflectance UV-Vis spectrum.  Diffuse reflectance UV-Vis spectra 
were recorded on a Shimadzu 3901 spectrophotometer accessorized with an 
integration sphere.  The ground polycrystalline samples, which were grounded 
and applied on the surface of the BaSO4 sample holder for the measurement.  
The absorption data (α/S) in the range of ~ 0.5-6.5 eV (190-2400 nm) were 
calculated from the reflectance mode using the Kubelka-Munk function α/S = 
(1-R)2/2R, where R is the reflectance at a given energy, α is the absorption, and S 
is the scattering coefficient.5  The optical energy gap was determined as the 
intersection point between the energy axis at the absorption offset and the line 
extrapolated from the linear portion of the absorption edge in the α/S versus E(eV) 
plot. 
Electronic Band Structure Calculations. The extended Hückel 
tight-binding (EHTB) electronic band structure calculations6 were carried out for 
the overall 2D layer of the title compound, the indium-containing sublattice 
[In2Se3I2]2-∞, [In2Se6] ∞ and the bismuth selenide sublattice [Bi2Se8]22+∞ using the 
CASEAR program.7  For a comparison, we also did the EHTB calculations on 
the InBi2Se3Br.  The atomic orbital parameters employed in our calculations 
were listed in Table 6.6. 
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This new phase has been found in the reaction in looking for the phase 
“InBi2Se4I”, in which the structure consists of the alternating [Bi4Se5]2+∞ and 
[In2SeI4]2-∞ slabs.  Therefore, the elements Bi and Se were chosen in hopes to 
form a new structure based on the Bi-Se building block.  The iodine source is 
BiI3.  The designed reaction stoichiometry is derived from that of solved crystal 
structure InBi2Se4Br in Eq(1). 
The PXRD pattern shows that the resulting compound(s) adopts a new 
structure, and it does not match with any patterns of reported structures.  At first, 
the powder XRD pattern of this new phase was incorrectly recognized as that of 
the targeted “InBi2Se4I” compound due to its resemblance with InBi2Se4Br and 
the existence of impurity phases.  A close comparison of the PXRDs of these 
two phases, however, suggested a possible existence of a new phase that gives 
obvious differences in Bragg peaks (to be discussed in Figure 6.3).  To confirm 
this, further investigations on the single crystal structure and the chemical 
composition (EDAX) were carried out.  The EDX analysis (Fig. 6.5) on a couple 
of isolated single crystals shows the compositions as In2.08Bi3.03Se7.07I, which is 
very close to a charge-balanced formula --- “In2Bi3Se7I” but different than the 
targeted composition of InBi2Se4I.  Those crystals were then studied by SXRD. 
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Table 6.1 Summary of the exploratory synthesis of “(CdBr2)m(Sb2Se3)n” (n, m are 
positive integers) using the conceptual SBUs. 
 
Reaction Desired Compound Reaction conditions Results 
Reactions that have been investigated and the results were random 
including binary, ternary chalcogenides and chalcohalides. All examples are 
reported structures. 
m Bi2Q3 + n BiX3   Bi2m+nQ3mX3n 
m = 1, n = 0:          
m = 1, n = 1:          
m = 1⅓, n = 1:        
m = 2.5, n = 1 :        
m = 4, n = 1 :         
m = 9, n = 1 :         
Bi2Q3  
BiSBr  
Bi11Se12Cl9  (m/n = 4/3)  
Bi4S5Cl2   (m/n = 5/2) 
Bi3Se4Br 
Bi19S17Br3 
Starting from the successful example CdSb2Se3Br2, the exploratory 
synthesis using the conceptual SBUs consist of fused Sb2Se3 slabs.  
n Sb2Se3 + m CdBr2  m  “(CdBr2)m(Sb2Se3)n”   (n > m) 
m = 1, n = 1 CdSb2Se3Br2 500 oC/ 72 h CdSb2Se3Br2 
m = 1, n = 2 CdSb4Se6Br2 500 oC/ 72 h CdSb2Se3Br2 + 
extra Sb2Se3 
m = 1, n = 6 CdSb12Se18Br2 500 oC/ 72 h CdSb2Se3Br2 + 
extra Sb2Se3 
m = 1, n = 9 CdSb18Se27Br2 500 oC/ 72 h CdSb2Se3Br2 + 
extra Sb2Se3 
m = 3, n = 8 Cd3Sb16Se24Br6 500 oC/ 72 h CdSb2Se3Br2 + 
extra Sb2Se3 
The exploratory synthesis using the conceptual SBUs consist of fused 
CdBr2 slabs. 
n Sb2Se3 + m CdBr2  m  “(CdBr2)m(Sb2Se3)n”   (n < m) 
m = 1, n = 1 CdSb2Se3Br2 600 oC/ 72 h CdSb2Se3Br2 
m = 4, n = 1 Cd4Sb2Se3Br8 
600 oC/ 72 h CdSb2Se3Br2 + 
SbSeBr + extra 
CdBr2 + “CdSe” 
m = 9, n = 1 Cd9Sb2Se3Br18 
600 oC/ 72 h CdSb2Se3Br2 + 
SbSeBr + extra 
CdBr2 + “CdSe” 





600 oC/ 72 h 
Unreacted 
2 InCl3 + 5 
Bi2Se3 
3“ In2/3Bi10/3S5Cl2” --- 
isostructure of 
Bi4S5Cl2 






The crystal structure of the title compound has been solved by SHELX ™ 
program with direct method.  The structure of In2Bi3Se7I is made of layers 
containing mixed In-centered and Bi-centered slabs (see Figure 6.1(a)).  Three 
types of slabs including [In2Se3I2]2-∞, [In2Se3]∞ and [Bi3Se4]22+∞ are fused by 
sharing the Se atoms in a series to build the [In2Se3I2][Bi3Se4]2[In2Se3] slabs.  
The slabs propagate along the ac plane, as shown in Fig. 6.6(a).  The interactions 
between the Bi-centered units and In-centered units are through the intra-slab 
Bi-Se-In bonds.  The lone-pair electrons of the [Bi3Se4]+ ∞ unit are pointing 
toward the I- anions through the inter-layer space (Fig. 6.1(a)).  This suggests 
that the parallel slabs are held together through primarily van der Waals forces. 
For the Bi-centered slab, while it resembles the subunits in the Bi2Se3 and 
CdBi2Se3Br (see chapter 5) structures, the two Bi sites on the edge of the slabs are 
replaced by In, as shown in Figure 6.2 (a).  For the building unit [In2Se3] ∞, the 
local bonding environment of In3+ is shown in Fig. 6.2 (b).  The In(1) is 
6-coordinated with Se atoms, formed slightly distorted octahedron.  The 
neighboring octahedra are linked by sharing the Se atoms on the trans-edge.  
This structural unit is known to us, it has been seen in some structures like α- and 
γ -InSbS3 8.  But, for the building unit [In2Se3I2]2-∞ in Fig. 6.2 (c), 5-coordinated 
indium is rather unusual.  In most of the condensed solids, the In3+ was found as 
6-coordinated (such as in the InF3, InBr3) or 4-cordinated (such as in InI3, In2S3 
and CuInS2).  The 5-coordinate In3+ has only been observed in some molecular 
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solids.9  During the structure refinement, we tried to assign the In sites as the Bi 
or the mixed Bi/In, but the refinement became significantly worse by doing so.  
Because the Bi3+ with lone pair electrons is rarely to adopt a symmetric 
5-coordination geometry like the In(1) here, the 5 and 6 coordination numbers and 
symmetric coordination geometry at the In(1) and In(2) sites also support the 
crystal structure solution. 
Comparing the structures of InBi2Se4Br and In2Bi3Se7I, the major 
difference is that the former contains only one [In2Se4Br2]4-∞ unit, but the latter 
has two different [In2Se3]∞ and [In2Se3I2]2-∞ units, as shown in Fig. 6.1 (a), (b) and 
Fig. 6.7 (a), (b).  Interestingly, the similar observation has been found in the 
CdMQ2X series (chapter 3).  For instance, there is only one Cd-centered 
structural unit [CdSe4Br] in CdBiSe2Br (type I), but two different Cd-centered 
units --- [CdSe6] and [CdSe4I2] in CdBiSe2I (type II).  We conclude that the size 
matching of anions Se/Br and Se/I is the reason causing the structural variation 
(see chapter 3). 
In the present case, besides the mismatching of anion sizes, the stability of 
the building units might be another reason that needs to be addressed.  
According to the crystal field theory, I- is a weak field ligand and much less 
“ionic” with respect to F- and Br-.  Therefore, in the ionic solids InF3 and InBr3, 
we are able to see the 6-coordinated In3+ in the octahedral crystal field forming 
the InX6 octahedron.  But in InI3, In coordinates with four I- forming InI4 
tetrahedron, just like InS4 tetrahedron in the covalent compound --- In2S3.  Also, 
the size of I- (ionic radii 2.20 Å) is larger than F- and Br- (ionic radii 1.31 Å and 
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1.96 Å), there is less enough space around In3+ for six I-.  We may conclude that 
the tetrahedral geometry is favorable to In-I polyhedron and octahedral geometry 
to the In-F, In-Br polyhedra. 
As a result, for the InBi2Se4Br, the In-Se-Br polyhedron is always 
octahedral.  Because the more “covalent” I- joins the structure, along with the 
[In2Se3]∞ unit, the [In2Se3I2]2-∞ is also stably formed, in which the 5-coordinated 
InSe4I could be viewed as a distorted tetrahedron with an elongated In-I bond, 
fashions as a bi-linked-tetrahedron.  This might explain why the selenoiodide 
forms the new structure, instead of the isostrucuture of InBi2Se4Br and vice versa.  
Figure 6.2 (b) shows the layered structural unit viewed along the b-axis. 
Generally, the structural units adopt the cation layer of the NaCl structure with 
respect to the (110) plane for the [In2Se3] sublattice and (100) for Bi2Se3.  The 
structure formula of each extended sublattices can be expressed as 
[In1/1In2/2Sea-i2/2Sea-i4/2 I2/1]2-∞ (≡ [In2Se3I2]2-∞) and [Bi2/1Bi2/2Se1/2Sei-a4/2Sei-a1/2] +∞ 
(≡ [Bi3Se4]+∞), respectively (i: inner; a: ausser).  The former is made of infinite 
[In2Se3I2]2-∞ slabs sharing trans Br-edges along b-axis and cis edges along a-axis.  
The third layer [In1/1In2/2Sea-i2/2Sea-i4/2 ] ∞ (≡ [In2Se3]∞) is just like the structural 
unit of [In2S3] in the In2S3.  Because this layer does not contain any ionic 
halogen atoms, we think it might behave differently with the [In2Se3I2]2-∞ in terms 
of the band structure and orbital interactions.  Therefore, the band structure 














Figure 6.1(a) Perspective view of In2Bi3Se7I structure. For clarity, two 
Indium sites are labeled with different colors. (b) 

























Figure 6.2  Local coordination of building units (a) [Bi3Se4]22+∞ ; (b) 
[In2Se3]∞; (c) [In2Se3I2]2-∞, and (d) partial structure of the layered 
unit fused by (a), (b) and (c) slabs.  Selected bond distances are 
included in all units for comparison, see text. In (d), thermal 





















Fig 6.3  PXRD comparison of InBi2Se4Br and the new In2Bi3Se7I. 
 

















2 Theta/degree   
Fig 6.4  PXRD comparison of polycrystalline sample and calculated pattern 
from the single crystal structure of In2Bi3Se7I.  Several extra peaks 
marked with asterisk (*) are identified as Bi2Se3. 
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Table 6.2. Crystallographic data of In2Bi3Se7I. 
Empirical formula In2Bi3Se7I 
Formula mass (amu) 1536.20 
Crystal color and habit Black, needle 
Crystal size (mm) 0.02×0.02×0.20 
Crystal system Orthrhonbic  
Space group, Z P nma (no. 62), 4 
Unit cell dimensions  
a (Å) 26.623(5) 
b (Å) 4.1380 (8) 
c (Å) 13.542 (3) 
V (Å3) 1491.8 (5) 
Dcalc (g/cm3) 5.130 
Temperature (K) 293 ± 2  
Radiation (graphite monochromated) Mo Kα (0.71073 Å) 
Linear abs. coeff. (mm-1) 43.067 
F(000) 1914 
Scan type ω  
2θ range 2.1437– 25.6806 
Indices 
-31 ≤ h ≤ 32, -4 ≤ k ≤ 5, 
-16 ≤ l ≤ 16 
Reflection total 1622 
Reflection unique 1548 
Parameters refined 79 
R1a / wRb [F> 2σ(F)] 0.0781 / 0.2032 
R1a / wR2b (all data) 0.0824 / 0.2067 
Goodness-of-fit 0.973 
Largest difference peak and hole (e- / Å3 ) 2.255 / -3.183 
 
a R1 = Σ ||Fo| - |Fc|| / Σ|Fo|; b.wR2 = {[Σ[w(Fo2-Fc2)2]/ [Σw(Fo2)2]}1/2; w = 1 
/ [σ2(Fo2) + (0.1068 P)2 + 858.85 P], where P = (Fo2 + 2Fc2)/3. 
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Table 6.3  Fractional atomic coordinates and equivalent isotropic displacement 
parameters (Å2) of In2Bi3Se7I. 
 
Atom x y z Ueq (Å2 )a 
In(1) 0.749(1) 0.0849(3) 0.034(2) 0.026(1) 
In(2) 0.749(1) 0.0432(4) 0.4478(2) 0.030(1) 
Bi(1) 0.2502(5) 0.2052(2) 0.15613(8) 0.0245(6) 
Bi(2) 0.2495(6) 0.0503(2) 0.30930 (9) 0.0262(6) 
Bi(3) 0.7506(6) 0.92551(2) 0.18622(9) 0.0259(6) 
Se(1) 0.253(2) 0.2482(4) 0.0873(2) 0.0235(2) 
Se(2) 0.2492(2) 0.8735(4) 0.2591(2) 0.0219(2) 
Se(3) 0.7512(2) 0.9501(4) 0.4903(2) 0.0244(2) 
Se(4) 0.2468(2) 0.1212(4) 0.4903(2) 0.0244(2) 
Se(5) 0.2479(2) 0.0197(4) 0.1195(2) 0.0209(2) 
Se(6) 0.7505(2) 0.1077(4) 0.2315(2) 0.0176(1) 
Se(7) 0.7527(2) 0.8891 (4) 0.0275(2) 0.0220(2) 
I 0.7519(1) 0.2650(3) 0.86653(2) 0.0258(8) 
 








Table 6.4 Anisotropic displacement parameters (Å2) of In2Bi3Se7I.  
 U11 U22 U33 U12 U13 U23 
In(1) 0.019(2) 0.028(2) 0.032(2) 0.0029(18) 0.0018(17) -0.0087(18) 
In(2) 0.014(2) 0.060(3) 0.017(2) 0.0005(19) -0.0024(15) -0.0080(18) 
Bi(1) 0.0207(11) 0.0291(12) 0.0235(10) -0.0003(9) 0.0000(8) -0.0040(9) 
Bi(2) 0.0256(12) 0.0302(12) 0.0228(11) 0.0017(10) -0.0010(8) -0.0013(9) 
Bi(3) 0.0252(12) 0.0254(12) 0.0272(12) 0.0004(10) 0.0020(9) -0.0014(9) 
Se(1) 0.019(3) 0.035(3) 0.016(3) -0.001(2) 0.004(2) -0.003(2) 
Se(2) 0.020(3) 0.021(3) 0.025(3) -0.003(2) 0.002(2) 0.002(2) 
Se(3) 0.019(3) 0.026(3) 0.018(3) 0.005(2) 0.004(2) -0.005(2) 
Se(4) 0.025(3) 0.027(3) 0.021(3) 0.002(2) -0.006(2) 0.001(2) 
Se(5) 0.020(3) 0.021(3) 0.021(3) -0.001(2) -0.002(2) -0.004(2) 
Se(6) 0.020(3) 0.019(3) 0.014(2) -0.003(2) -0.002(2) 0.0001(19) 
Se(7) 0.021(3) 0.025(3) 0.020(3) -0.001(2) -0.001(2) -0.003(2) 
I 0.0242(19) 0.0245(19) 0.0288(19) -0.0007(15) 0.0024(15) -0.0004(15) 
 
 
Table 6.5 Selected bond distances (Å) and angles (deg.) of In2Bi3Se7I. 
 
Bond Distance (Å) Bond Distance (Å) 
In(1)-Se(1) 2.627(7) Bi(2)-Se(6) 3.031(6) 
In(1)-Se(7)i 2.658(7) Bi(3)-Se(6)v 2.747(6) 
In(1)-Se(7) 2.656(7) Bi(3)-Se(2) 2.918(6) 
In(1)-Se(7)ii 2.667(7) Bi(3)-Se(2)v 2.928(6) 
In(2)-Se(3) 2.559(7) Bi(3)-Se(5) 3.003(6) 
In(2)-Se(4)iii 2.574(7) Bi(3)-Se(5)v 3.017(6) 
In(2)-Se(4) 2.592(7) Se(1)-Bi(1)v 2.817(6) 
In(2)-Se(4)iv 2.771(8) Se(2)-Bi(3)iii 2.928(6) 
Bi(1)-Se(5) 2.694(6) Se(3)-Bi(2)iii 2.87(6) 
Bi(1)-Se(1)iii 2.817(6) Se(4)-In(2)v 2.574(7) 
Bi(1)-Se(1) 2.834(6) Se(4)-In(2)iv 2.771(8) 
Bi(1)-Se(6)v 3.172(6) Se(5)-Bi(3)iii 3.017(6) 
Bi(1)-Se(6) 3.172(6) Se(6)-Bi(3)iii 2.747(6) 
Bi(2)-Se(2) 2.742(6) Se(6)-Bi(2)iii 3.024(6) 
Bi(2)-Se(3)v 2.87(6) Se(6)-Bi(1)iii 3.172(6) 
Bi(2)-Se(3) 2.878(6) Se7-In(1)i 2.658(7) 
Bi(2)-Se(6)v 3.024(6) Se7-In(1)ii 2.667(7) 
Bond Angle (o) Bond Angle (o) 
Se(1)-In(1)-Se(7)i 102.9(2) Se(6)v-Bi(3)-Se(5) 83.07(2) 
Se(1)-In(1)-Se(7) 151.2(3) Se(2)-Bi(3)-Se(5) 90.71(2) 
Se(7)i-In(1)-Se(7) 95.(2) Se(2)v-Bi(3)-Se(5) 168.58(2) 
Se(1)-In(1)-Se(7)ii 102.6(2) Se(6)v-Bi(3)-Se(5)v 83.06(2) 
Se(7)i-In(1)-Se(7)ii 101.9(2) Se(2)-Bi(3)-Se(5)v 168.65(2) 
 
 187
Se(7)-In(1)-Se(7)ii 95.5(2) Se(2)v-Bi(3)-Se(5)v 90.25(2) 
Se(3)-In(2)-Se(4)iii 125.6(2) Se(5)-Bi(3)-Se(5)v 86.78(2) 
Se(3)-In(2)-Se(4) 125.7(2) In(1)-Se(1)-Bi(1)v 100.4(2) 
Se(4)iii-In(2)-Se(4) 106.4(3) In(1)-Se(1)-Bi(1) 100(2) 
Se(3)-In(2)-Se(4)iv 97.(2) Bi(1)v-Se(1)-Bi(1) 94.09(2) 
Se(4)iii-In(2)-Se(4)iv 93.6(2) Bi(2)-Se(2)-Bi(3) 96.54(2) 
Se(4)-In(2)-Se(4)iv 94.1(2) Bi(2)-Se(2)-Bi(3)iii 96.51(2) 
Se(5)-Bi(1)-Se(1)iii 87.65(2) Bi(3)-Se(2)-Bi(3)iii 90.05(2) 
Se(5)-Bi(1)-Se(1) 87.41(2) In(2)-Se(3)-Bi(2)iii 102.3(2) 
Se(1)iii-Bi(1)-Se(1) 94.09(2) In(2)-Se(3)-Bi(2) 102(2) 
Se(5)-Bi(1)-Se(6)v 80.75(2) Bi(2)iii-Se(3)-Bi(2) 92.01(2) 
Se(1)iii-Bi(1)-Se(6)v 167.11(2) In(2)v-Se(4)-In(2) 106.4(3) 
Se(1)-Bi(1)-Se(6)v 91.01(2) In(2)v-Se(4)-In(2)iv 86.4(2) 
Se(5)-Bi(1)-Se(6) 80.99(2) In(2)-Se(4)-In(2)iv 85.9(2) 
Se(1)iii-Bi(1)-Se(6) 91.33(2) Bi(1)-Se(5)-Bi(3) 100.6(2) 
Se(1)-Bi(1)-Se(6) 166.98(2) Bi(1)-Se(5)-Bi(3)iii 100.3(2) 
Se(6)v-Bi(1)-Se(6) 81.36(2) Bi(3)-Se(5)-Bi(3)iii 86.78(2) 
Se(2)-Bi(2)-Se(3)v 80.55(2) Bi(3)iii-Se(6)-Bi(2)iii94.04(2) 
Se(2)-Bi(2)-Se(3) 80.59(2) Bi(3)iii-Se(6)-Bi(2) 94.07(2) 
Se(3)v-Bi(2)-Se(3) 92.01(2) Bi(2)iii-Se(6)-Bi(2) 86.15(2) 
Se(2)-Bi(2)-Se(6)v 83.69(2) Bi(3)iii-Se(6)-Bi(1)iii95.43(2) 
Se(3)v-Bi(2)-Se(6)v 88.9(2) Bi(2)iii-Se(6)-Bi(1)iii95.53(2) 
Se(3)-Bi(2)-Se(6)v 163.88(2) Bi(2)-Se(6)-Bi(1)iii 170.2(2) 
Se(2)-Bi(2)-Se(6) 83.72(2) Bi(3)iii-Se(6)-Bi(1) 95.47(2) 
Se(3)v-Bi(2)-Se(6) 163.94(2) Bi(2)iii-Se(6)-Bi(1) 170.2(2) 
Se(3)-Bi(2)-Se(6) 88.6(2) Bi(2)-Se(6)-Bi(1) 95.39(2) 
Se(6)v-Bi(2)-Se(6) 86.15(2) Bi(1)iii-Se(6)-Bi(1) 81.36(2) 
Se(6)v-Bi(3)-Se(2) 85.65(2) In(1)i-Se7-In(1) 85.(2) 
Se(6)v-Bi(3)-Se(2)v 85.62(2) In(1)i-Se7-In(1)ii 101.9(2) 
Se(2)-Bi(3)-Se(2)v 90.05(2) In(1)-Se7-In(1)ii 84.5(2) 
 































                  
 
             
               Figure 6.5  Energy Dispersive Analysis X-ray (EDAX) spectrum obtained from a In2Bi3Se7I single crystal.
Element 











Se  34.45 0.6199 35.80 0.50 53.59 
In  19.11 0.8026 15.33 0.41 15.78 
I  9.81 0.7767 8.13 0.35 7.58 
Bi  49.74 0.7862 40.74 0.62 23.05 
Totals   100.00   






Optical properties and band structure 
 
The In2Bi3Se7I crystal is black in color, which indicates that the compound 
could be a semiconductor.  Because the compounds InBi2Se4Br and In2Bi3Se7I 
have very similar composition and closely-related crystal structures, a comparison 
study has been made.  Figure 6.6 shows the UV-vis reflectance spectra on 
grounded crystals of both compounds. We can see both of them have steep band 
gap absorptions (1.21 eV for InBi2Se4Br and 1.38 eV for In2Bi3Se7I).  To acquire 
some insight about the correlation between electronic structures and the optical 
properties, the band structure of the title compound was calculated by the EHTB 
calculations.  The structural model for the calculations is the 2D layer shown in 
Fig. 6.6.  The results were compared with the band structure of InBi2Se4Br 
described in chapter 5.  
According to the comparison of EHTB calculations that used a unique set 
of parameters listed in Chapter 5, band structures of both compounds around the 
Fermi surface are closely comparable.  The VBT is contributed from the bonding 
interaction of 6p orbital of Bi and 5s of Se and the CBB is formed by the 
antibonding interaction of 6p orbital of Bi and 5s of Se.  In another words, the 
sublattice --- [Bi3Se4] and [Bi4Se5] slabs are the only “semiconductive” 
components in two structures.  Due to this similar band gap origination, the Eg of 
two compounds are comparable.  The In-containing building blocks do not 
contribute to the band structure. 
There are two In sites with different bonding environment.  In order to 
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find out the difference between these two In-units, their contributions to the band 
structure were shown individually.  The conclusion is that they are very similar 
and both do not participate in the bonding at the Fermi level.  
Although both band structures are alike, the optical band gap of 
InBi2Se4Br (Eg = 1.21 eV) is slightly narrower than that of In2Bi3Se7I (Eg = 1.38 
eV).  As we already discussed in Chapter 5, those band gaps are wider than the 
binary compound Bi2Se3, although the band gaps originate from the same orbital 
interaction.  The interesting enlarged band gaps could be also addressed based on 
the quantum confinement effect (QCE) in the crystal structure.  
Because In-containing building units do not contribute to the band 
structure, they behave like electronic interaction “blockers”.  According to the 
tight-binding theory, the orbital interactions are directly related to two major 
factors: the energy level of ground state of atoms and the distance between the 
atoms (Slater equation is used to describe how “fat” the electron cloud around the 
atoms is).  Due to the existence of those blocks, for two crystal structures, the 
distance between every [Bi3Se4]∞ slabs in the In2Bi3Se7I is a little bit longer that 
the distance between [Bi4Se5]∞ slabs in InBi2Se4Br.  Therefore, the orbital 
interaction between [Bi4Se5] slabs in InBi2Se4Br is more efficient than those of 
[Bi3Se4]∞ slabs in the In2Bi3Se7I; the CB and VB in InBi2Se4Br are more 
dispersed than those in In2Bi3Se7I.  As the results, for InBi2Se4Br, the band gap 
between VBT and CBB is narrower. 
According to our band structure calculations, the title compound is a direct 
band gap semiconductor (Fig. 6.6(b)).  The plot of (αhν)2 versus the photon 
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energy hν is reported in Fig. 6.6(b).  The band gap absorption is due to the 
charge transition cross the band gap at Γ, Y and Z points in k-space.  For allowed 
direct band gap transition, the absorption coefficient α can be related to the 
photon energy by  
(αhν)2 = A (hν –Eg) 
where A is a constant and Eg (= 1.38 eV) is the optical band gap.  The 
extrapolation at (αhν)2 = 0 gives a more precise determination of Eg. 
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Figure 6.6 (a) UV-vis spectrum of InBi2Se4Br and In2Bi3Se7I. The 
noise around 1.5 eV ( ~ 827 nm) is due to the switch of the 
light source of spectrometer. (b) Plot of (αhν)2 with 










Figure 6.7 (a) the layered unit with fused [In2Se3I2][Bi3Se4]2[In2Se3] in 
In2Bi3Se7I; (b) the layered unit with fused [In2Se3Br2][Bi4Se5] in 
InBi2Se4Br.  Layers were used as the structural model for the 







Figure 6.8 (a) DOS plot showing the band structure of title compound. (b) 
Dispersion of energy levels in the reciprocal space. The blue 
arrows show the direct charge transition cross the band gap. 
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Table 6.6 Exponents ζi and valence shell ionization potentials Hii of Slater-type 
orbitals χi used for extended Hückel tight-binding calculations. a 
 
___________________________________________________________________ 
atom χi Hii (eV) a  ζi   C1 
b   ζi′   C2 
b 
___________________________________________________________________ 
In  5s  -7.07  2.352  0.5805      1.292   0.5820 
  5p -4.26  1.670  1.0000      
  4d -17.97  5.213  0.5853  2.706  0.5720 
Bi  5s -15.80  2.959  0.6466  1.771  0.5018 
  5p -9.05  2.559  0.5610  1.474  0.5633 
Se  4s -22.60  3.139  0.6163  1.890  0.5129 
  4p -10.80  2.715  0.5509  1.511  0.5722 
I   4s -12.30  2.920  0.5822  1.624  0.5472 
  4p -13.1  2.131  0.6262  1.854  0.5051 
___________________________________________________________________ 
a  Hii's are the diagonal matrix elements <χi|Heff|χi>, where Heff is the 
effective Hamiltonian. In our calculations of the off-diagonal matrix 
elements Heff = <χi|Heff|χj>, the weighted formula was used (see: 
Ammeter, J.; Bürgi, H.-B.; Thibeault, J.; Hoffmann, R. J. Am. Chem. Soc. 
1978, 100, 3686.). 






With the idea of ionic-covalent mixed-framework in synthesis, another 
novel layered chalcohalides In2Bi3Se7I was synthesized at intermediate 
temperatures (500oC).  This new selenoiodide compound represents an 
additional member of the ionic/covalent mixed-framework structure series 
discovered.  The band structure analysis shows a possible QCE on the band gap 
and optical properties.  The UV-vis spectra indicate that these solids are 
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SYNTHESIS AND CRYSTAL STRUCTURE OF A NEW 





It is evident that the outcomes of employing the concept of ionic/covalent 
mixed framework have been fruitful in the chalcohalide systems.  The idea of 
using the difference in chemical bonding of anionic sublattices in an attempt to 
synthesize new compounds with low-dimensional structures is known.  This 
concept has been realized in the metal-organic-framework (MOF) materials, 
synthetic zeolites, and salt-inclusion transition metal oxides, for example.1  The 
latter was recently discovered in our research group, and the hybrid materials of 
mixed covalent and ionic lattices are made of transition metal oxides and alkali 
and alkaline-earth metal halides, respectively.  This new class of solids exhibits 
special features, including salt-templated porous structures, noncentrosymmetric 
lattices, and magnetic nanostructures.  
Studies show that, like the inorganic/organic hybrid materials, the 
inclusion of halide salt seemingly has significant impact on framework structure, 
but has little effect, because of its insulating (ionic) nature, directly on the 
chemical and electronic properties of the resulting “host” oxide lattice.  Further, 
 
the mixed frameworks of structural units with different chemical properties and 
bonding natures could provide flexible multiple-functional materials.1  
The design, synthesis, and characterization of new noncentrosymmetric 
solids that exhibit frequency doubling, second-harmonic generating (SHG) 
properties remain a challenge for materials chemists.  One feature that is 
required of all SHG materials is crystallographic noncentrosymmetry (NCS).  In 
inorganic solids, it can be achieved by incorporating asymmetric coordination 
environments of the metal cations with nonbonded electron pairs, e.g., Sb3+, Se4+, 
and Te4+.  For instance, the stereochemically active lone-pair electrons 
associated with four-coordinate Sb3+ often result in the necessary asymmetric 
coordination environment.  
Sb3+ adopts two types of coordination: trigonal pyramidal [SbO3] and 
see-saw coordination [SbO4].  The flexibility to adopt both types of 
coordinations lead to several interesting antimony oxide structure units, e.g. small 
Sb4O6 cage in the cubic-Sb2O3 or Sb-O channels in Sb8O11Cl2, as shown in Fig. 
7.1.2,10  
In this chapter we present a new compound LiSb2O3Cl showing 
pseudo-two-dimensional layered structure.  Besides all the new chalcohalides 
described in the previous chapters, this phase represents the first oxohalogenide 
example discovered in my research, in which the crystallographic low 
dimensionality originates from the lone pair of Sb3+ and the halogen atom.  The 
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title compound is to our best knowledge the only oxohalogenide compound with 
Li+ being part of the covalent framework.  The synthesis, crystal structure and 







Several transparent, colorless chunk single crystals were first isolated 
from a reaction that was designed to synthesize the targeted compound 
“CdSbTe2Cl”.  We employed the eutectic LiCl/RbCl molten salt as a flux for 
crystal growth at 500 oC.  The title compound was isolated in a small yield, < 
5%.  SEM picture in Figure 7.2 shows the morphology of one data crystal used 
for SXRD analysis.  
EDX analysis on single crystals gives the general formula as 
Sb21.13O46.87Cl10.59, in which the lithium cannot be detected due to the limit of the 
instrument.  The oxygen was not in our starting materials, it may come from 
the wet starting materials or oxygen contaminated reactants.  After the crystal 
structure of LiSb2O3Cl was determined, the stoichiometric reactions were 
carried out according to the following equations: 
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LiCl + Sb2O3  LiSb2O3Cl        Eq. (1) 
5 LiCl + 3 Sb2O5 + 4 Sb 5 LiSb2O3Cl     Eq. (2) 
Both reactions produce a 90% yield (based on Sb composition).  The 
cubic-Sb2O53 was found as a minor impurity (see Figure 7.3) in the reaction 
based on Eq. (2).  By using the LiCl/RbCl salt flux (eutectic melting 
temperature 312 C) sizable single crystals can be grown as long as 15 mm in 
length and 0.5 x 0.3 mm in the cross section.  The crystals are inert to the air, 
water and the common organic solvents, such as ethanol, acetone, DMSO, DMF, 










Fig. 7.1. (a) Sb4O6 cage in cubic-Sb2O3. (b) Large blocks of antimony oxide 
constitute infinite channels, with the halide ions residing in between 
arrays of channels. The lone-pairs on the Sb3+ cations are located in 
non-bonding regions in the crystal structure so that they point both 
inwards and outwards from the channels. Sb (grey), O (red and orange), 
halide ions (green), Sb lone-pairs (black). (c) Top, the Sb-O channels in 
(b) are formed by two types of ladder chains, the ladders are marked by 
red bonds. Bottom, ladders chain of type A connected by two SbO3 
groups. (b) Ladder chain of type B connected by one SbO4 and one 
SbO3 group.  Four coordinated Sb (grey), three coordinated Sb (lilac), 







Figure 7.2  SEM picture of the LiSb2O3Cl single crystal for the 
SXRD analysis.  The EDX results also prove the 
composition of Sb and Cl is roughly 2:1; however, the 
Li and O composition cannot be accurately determined 



























































Figure 7. 3  (a) PXRD of LiSb2O3Cl. The peaks marked with asterisk (*) are 
due to the cubic-Sb2O5. (b) PXRD pattern of the product(s) from a 
Li-Sb-O-F reaction together with the calculated pattern for 
cubic-Sb2O3. Unknown phase(s) is evidently embedded. 





















X-ray Crystal Structure Analysis. A single crystal (0.2×0.2×0.4 mm) was 
mounted on glass fiber for single crystal X-ray diffraction (SXRD) analysis.  It 
was analyzed by the Rigaku AFC-8 diffractometer equipped with Mercury CCD 
area detector.  SXRD data were collected at the room temperature (295 K) with 
-11 < h < 12, -7 < k < 7, -4 < l < 5.  The structures were solved by the direct 
methods and refined on F2 with the full-matrix, least-squares method using 
program SHELXL-97 of the SHELXTL suite of programs. 4   Each final 
refinement included anisotropic displacement parameters.  Additional 
experimental details and crystallographic data are listed in Table 7.2, and the 
atomic coordinates as well as the selected bond distances are in Tables 7.3 and 
7.4, respectively.  
Diffuse reflectance UV-Vis spectrum. Diffuse reflectance UV-Vis spectra 
were recorded on a Shimadzu 3901 spectrophotometer accessorized with an 
integration sphere.  Several single crystals were smashed and smeared onto a 
strip of filter paper for the measurement.  The absorption data (α/S) in the 
range of ~ 0.5-6.5 eV (190-2400 nm) were calculated from the reflectance mode 
using the Kubelka-Munk function α/S = (1-R)2/2R, where R is the reflectance at 
a given energy, α is the absorption, and S is the scattering coefficient.5  The 
optical energy gap was determined as the intersection point between the energy 
axis at the absorption offset and the line extrapolated from the linear portion of 
the absorption edge in the α/S versus E(eV) plot. 
 206
 




In the initial reaction that produced 2~3 small crystals of the title 
compound, there was no oxygen or oxide added as reactants.  As mentioned 
earlier, the oxygen may accidentally come from the wet chemicals, oxygen 
contaminated reactants or the wall of quartz ampoule.  This new discovery has 
led to the investigation of possible homologous family of LiSb2O3Cl. 
The homologous structures are generally constructed by two lattices of 
different structure types, such as those in the series of Am[M1+lSe2+l]2m- 
[M2l+nSe2+3l+n] (A = alkali metal; M = main group IV and V element, l, m, n are 
integer) discovered by Mrotzek and Kanatzidis.6  The structures can be described 
according to two types of columnar rock salt modules cut out along different 
directions.  As always, homologies were first observed between a few 
compounds obtained by exploratory synthesis.  Subsequently, systematic 
exploration of compounds based on the general formulation (by varying the three 
integers, n, l, and m, in this case) has helped in the isolation of a large number of 
new members.  By the same token, new compounds were discovered within the 
homologous series AE2F2M1+nX3+n (AE = Sr, Ba; M = main group metal; n = 
positive integer) that was built up from the stacking of 2D building blocks of rock 
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salt and fluorite types.7  Figure 7.4 shows three homologies formed by the 
stacking of rock salt [M1+nX3+n] and fluorite [AE2F2] 2D building blocks.  
Integer n also represents the number of rock salt layers in the structure. 
In order to predict and formulate the inorganic crystal structure, two 
general approaches to understand the crystal building principles has been 
reviewed as: deriving crystallographic rules from known structures and 
quantum-chemical stability calculation.8  In terms of deriving crystallographic 
rules from known structures, dimensionality reduction of 3D extended structure is 
always concerned by solid state chemists.  Prof. J. Long reviewed over 3000 
dimensional reduction examples, and concluded that the success of dimensional 
reduction of inorganic solids is observed to depend significantly on the choice of 
the counter cation A (with smaller cations typically giving more reliable results), 
suggesting that this should be considered a variable parameter when targeting a 
specific child framework.9   
For the present exploratory synthesis, of the possible formation of 
(AX)(M2O3) (A = alkaline metals; X = halogen; M = Sb, Bi) has been studied 
(Table 7.1).  No success has yet been achieved except the title compound.  Bi 
was used in hopes to build thicker layers.  Different (pertinent) halide salt 
fluxes were employed to grow crystals.  The halides with different ion radii 
have been carefully selected to 1) provide a suitable mobility for mass transfer 
and crystal growth; 2) match the size of metal oxide motif (This is because that 
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the halide will be incorporated in the crystal structure, the bonding geometry and 
structural unit size should be compatible with each other.); 3) avoid the 























Figure 7.4. Representation of the structures of the three members of the 
homologous series Ae2M1+nX3+nF2 (Ae = Sr, Ba; M = main 
group metal; X = S, Se; n= integer) built from the stacking of 




Table 7.1 Summary of exploratory synthesis of (AX)(M2O3) (A = alkaline 
metals; X = halogen; M = Sb, Bi) in the eutectic halides flux.  The charge/flux 








mol. %), 312 oC 









mol. %), 312 oC 
500 oC / 96 h 
Black shining 





mol. %), 312 oC 
500 oC / 96 h 
White powder 
(LiSb2O3Cl). 
Sb2O5+ Sb +LiCl 
LiCl/RbCl (45/55 
mol. %), 312 oC 
500 oC / 96 h 
White powder 
(LiSb2O3Cl with 
minor Sb2O5) and 




mol. %), 312 oC 
500 oC / 96 h 
Several LiSb2O3Cl 
crystals; unreacted 




mol. %), 312 oC 
500 oC / 96 h 
Several LiSb2O3Cl 
crystals; unreacted 
chemicals in white 
powder. 





in white powder. 
Sb2O3+LiF 
LiF/KF (1:1 mol. %), 
492 oC 
500 oC/ 10 h, 
quenched to 
room temp. 






650 oC/ 72 h 
White powder with 
some Sb2O3 crystals 
on the ampoule. 
Sb2O3+LiBr 
LiBr/KBr (45/55 mol. 
%), 412 oC 
500 oC/ 96 h 
Unreacted chemicals 
in white powder. 
Sb2O5+ Sb +LiF 
LiF/RbF (45/55 mol. 
%), 312 oC 
500 oC/ 96 h 
White powder and 
chunk-shaped 
crystals bundles.  
Sb2O5+ Sb +LiBr 
LiBr/RbBr (45/55 
mol. %), 312 oC 
500 oC/ 96 h 
White powder, 
unreacted Sb melts. 
900 oC/ 48 h 
Reaction ampoule 
cracked. 
Sb2O3+NaCl NaCl (801 oC) 
900oC/quech
-ing 
White melts, no 
crystals. 
Sb2O3+KCl KCl (776 oC) 900 oC/ 48 h 
Cubic- Sb2O3 
crystals 
Sb2O3+RbCl RbCl (715 oC) 900 oC/ 48 h 
Cubic- Sb2O3 
crystals 
Sb2O3 + CsCl CsCl (646 oC) 900 oC/ 48 h 
Cubic- Sb2O3 
crystals 
Sb2O3 + NaCl 
NaCl/KCl (1:1 mol. 
%), 670 oC 
800 oC/ 48 h 
Cubic- Sb2O3 
crystals 
Sb2O3 + RbCl 
RbCl/KCl (1:1 mol.), 
740 oC 
900 oC/ 48 h 
Reaction ampoule 
cracked 
Sb2O3 + CsCl 
CsCl/KCl (2:3 mol.), 
620 oC 
800 oC/ 48 h 
Cubic- Sb2O3 
crystals 
Sb2O3 + CuCl * No flux 650 oC/ 72 h 
Light yellow melts of 
Sb2O3 and CuCl 
(checked by PXRD)  
Bi2O3 + NaCl 
NaCl/KCl (1:1 mol.), 
670 oC 
800 oC/48 h 
White melts, no 
crystals. 
Bi2O3 + LiCl 
LiCl/RbCl (45/55 
mol. %), 312 oC 
600 oC/ 72 h 
White melts, no 
crystals. 
Bi2O3+LiF 
LiF/KF (1:1 mol.), 
492 oC 
600 oC/ 72 h 
White melts, no 
crystals. 
Note: m.p. of some reactants: Sb2O3, 655 oC ; CuCl, 430 oC; Bi2O3, 822-828°C. 






The crystal structure was determined in a noncentrosymmetric space 
group Pmn21 (No. 31, point group mm2), with a decent R-value, 1.9% and a 
Flack parameter, 0.43(2).  The Flack parameter close to 0.5 indicates the 
crystal may be racemic or twin.  The structure solution was checked for 
missing symmetry by program package PLATON. 11   It suggested a 
centrosymmetric space group Pmmn (No. 59).  The final structure has been 
refined as suggested.  The crystallographic data, atomic coordinates, 
anisotropic displacement parameters as well as the selected bond length and 
angles are listed in Table 7.2-7.5. 
The asymmetry of coordination environments of the metal cations is a 
necessary but not sufficient condition to produce crystallographic NCS.  The 
material may crystallize with the asymmetric units aligned in an antiparallel 
manner, leading to overall crystallographic centrosymmetry.  In the present 
structure, although the Sb3+ with the long pair electrons forms the asymmetric 
coordination polyhedron, in one structural layer, the lone pairs are evenly 
pointing to the both sides of the layer, forming a centrosymmetric structure. 
As the prospective view shown in Fig. 7.4, the structure adopts the two 
dimensional wavy layered structure consist of [Sb2O2]2+∞ and [LiOCl] 2-∞ slabs 
(parallel to the b-axis) fused by sharing oxygen atoms.  The Cl atoms reside 
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between the layers and bond with Li atoms in the layer with a relatively 
elongated bond length of 2.353 Ǻ (the radii sum of Li+ and O2- is 1.94 Ǻ)12. 
The SbO4□ coordination (□ represents the lone pair, which occupies 
one coordinate site) is also observed in cubic-Sb2O3, Sb3O4Cl and Sb4O5Cl2 (see 
Figure 7.5 (b), (c)).  By sharing edges, the SbO4□ polyhedra form the slab 
(Figure 7.6 (b)), then those slabs are linked by LiO3Cl polyhedral slab. Slab-slab 
conjunction propagating in the (a, b) plane build up the layers.  Bearing the 
charge from Li+, these cationic layers are spaced and charge-balanced by Cl 
anion (see Figure 7.6 (a)).  Lone pairs are pointing to the space and responsible 
for the weak interaction between layers.  This explains the easy splitting of 
some large crystals.  Lone pairs and halogen atoms that serve as the “spacer” or 
“terminator” of covalent frameworks have also been found in Sb3O4Cl, 
Sb4O5Cl2 with layered structures (see Figure 7.5 (b) and (c)).  Similarly seen in 
our discovered chalcohalides, CdBi2Se3Br2, InM2Q4X (M = Sb, Sb; Q =S, Se; X 
= Cl, Br) and In2Bi3Se7I, ionic halides together with the lone pairs play an 
important role in the formulation of the low-dimensional structures and the 
unique properties. 
The coordination environments of Li+ and Sb3+ are shown in Figure 7.6 
(c) and (d), respectively.  LiO4Cl adopts a square pyramid.  By sharing one 
oxygen atom, the pyramids propagate as a chain [LiO2/2O2/1Cl]6-∞ (≡ [LiO3Cl]6-∞) 
along b-axis.  Two SbO4 units share two oxygen atoms on the edge, forming 
 214
 
the [Sb2O6]6+∞ chain. 
Because the Li+ cations are incorporated within the layer, it makes them 
bear positive charges.  As a result, it is hard to stack those layers to grow 
thicker slabs like the [M1+nX3+n] shown in Figure 7.4.  Also, due to the rigidity 
of the slab, other alkaline atoms with larger radii hardly fit in the layer.  That is 
likely why other cations substitution synthesis is not successful.  
LiSb2O3F possibly crystallized in the LiF/KF and LiF/RbF eutectic flux.  
Some crystal bundles were isolated after washing out the salts. PXRD (Fig. 
7.3(b)) shows the existence of an unknown phase(s) embedded in the Sb2O3.  
Single crystal analysis is not available due to the poor quality of the easily-split 







      
(c) 
 
Figure 7.5 (a) Prospective view of the LiSb2O3Cl crystal structure. 
The elongated Li-Cl bond (2.353 Ǻ) is drew in dash line. 
(b) Prospective view of the Sb3O4Cl structure. (c) 
Prospective view of the Sb4O5Cl2 structure.  










    
(c)                            (d) 
 
Figure 7.6  (a) Project view of the layered structural unit along c-axis. 
The Cl atoms were omitted for clarity.  (b) The fused [Sb2O2]2+∞ 
and [LiOCl] 2-∞ slabs.  (c) and (d) Coordinate polyhedra of Li+ 
and Sb3+.  
 
Table 7.2. Crystallographic Data of LiSb2O3Cl. 
Empirical formula LiSb2O3Cl 
Formula mass (amu) 333.896 
Crystal color and habbit Colorless, column 
Crystal size (mm) 0.04×0.02×0.40 
Crystal system Orthrhonbic  
Space group, Z P mmn (no. 59), 1 
Unit cell dimensions  
a (Å) 9.836(2) 
b (Å) 4.0830(8) 
c (Å) 5.677(1) 
V (Å3) 227.99(8) 
Dcalc (g/cm3) 4.864 
Temperature (K) 293 
Radiation (graphite monochromated) Mo Kα (0.71073 Å) 
Linear abs. coeff. (mm-1) 12.84 
F(000) 292 
Scan type ω  
2θ range 2.8 - 26.8 
Indices -11 ≤ h ≤ 12, -7 ≤ k ≤ 7, -4 ≤ l ≤ 
5 
Reflection total 287 
Reflection unique 277 
Parameters refined 26 
R1a / wR2b [F> 2σ(F)] 0.0213 / 0.0733 
R1a / wR2b (all data) 0.0217 / 0.0748 
Goodness-of-fit 1.154 
Largest difference peak and hole (e- / Å3 ) 0.624 / -2.512 
 
a R1 = Σ ||Fo| - |Fc|| / Σ|Fo|; b wR2 = {[Σ[w(Fo2-Fc2)2]/ [Σw(Fo2)2]}1/2; w = 1 / 






Table 7.3  Fractional atomic coordinates and equivalent isotropic displacement 
parameters (Å2) Ueq = (1/3) ΣiΣjU ijαiαjai.aj.
 
Atom x y z Ueq
Li 0.75 0.025 0.045(2) 0.014(2) 
Sb 0.06766(3) 0.25 0.21420(7) 0.0091(4) 
O(1) 0.25 0.25 0.053(1) 0.0092(1) 
O(2) 0.9432(3) 0.25 0.924(1) 0.0108(1) 
Cl 0.75 0.25 0.4595(4) 0.0197(5) 
 
 
Table 7.4 Anisotropic displacement parameters (Å2) of LiSb2O3Cl. 
 
 U11 U22 U33 U12 U13 U23
Li 0.007(6) 0.027(7) 0.007(5) 0.00000 0.00000 0.00000 
Sb 0.0084(





0.008(2) 0.008(2) 0.011(2) 0.00000 0.00000 0.00000 
O(2
) 


















Table 7.5 Selected bond length and angles (Ǻ, o) in LiSb2O3Cl structure, 
 
Bond Distance (Å) Bond Angle (o) 
Li-O(2)i 2.03(7) Cl-Li-Sbii 121.1(17) 
Li-O(2) 2.03(7) O(2)i-Li-Sbiv 46.1(11) 
Li-O(1)ii 2.02(7) O(2)-Li-Sbiv 114.1(18) 
Li-O(1)iii 2.23(7) O(1)ii-Li-Sbiv 40.8(7) 
Li-Cl 2.332(13) O(2)i-Li-O(2) 138.7(8) 
Li-Sbii 3.04(5) O(2)i-Li-O(1)ii 86.6(18) 
Li-Sbiv 3.04(5) O(2)-Li-O(1)ii 86.6(18) 
Li-Sbv 3.16(5) O(2)i-Li-O(1)iii 82.2(18) 
Li-Sbiii 3.16(5) O(2)-Li-O(1)iii 82.2(18) 
Li-Sb 3.263(4) O(1)ii-Li-O(1)iii 147.6(7) 
Li-Sbi 3.263(4) O(2)i-Li-Cl 110.4(4) 
O(1)-Sbvi 2.009(2) O(2)-Li-Cl 110.4(4) 
O(1)-Sb 2.009(2) O(1)ii-Li-Cl 109(2) 
O(1)-Liiii 2.02(7) O(1)iii-Li-Cl 103(2) 
O(1)-Liii 2.23(7) O(2)i-Li-Sbii 114.1(18) 
O(2)-Sb 2.053(3) O(2)-Li-Sbii 46.1(11) 
O(2)-Sbiii 2.186(17) O(1)ii-Li-Sbii 40.8(7) 
O(2)-Sbii 2.194(18) O(1)iii-Li-Sbii 119.2(7) 
Sb-O(2)ii 2.186(17) Cl-Li-Sbiii 116.5(18) 
Sb-O(2)iii 2.194(18) Sbii-Li-Sbiii 82.3(2) 
Sb-Liiii 3.04(5) Sbiv-Li-Sbiii 122.3(4) 
Bond Angle (o) Bond Angle (o) 
Sb-Liii 3.16(5) Sbv-Li-Sbiii 69.1(12) 
O(1)iii-Li-Sbiv 119.2(7) O(2)i-Li-Sb 174(2) 
Cl-Li-Sbiv 121.1(17) O(2)-Li-Sb 37.17(16) 
Sbii-Li-Sbiv 72.2(13) O(1)ii-Li-Sb 96.3(14) 
O(2)i-Li-Sbv 43.3(11) O(1)iii-Li-Sb 92.9(13) 
O(2)-Li-Sbv 109.6(19) Cl-Li-Sb 73.3(2) 
O(1)ii-Li-Sbv 120.4(6) Sbii-Li-Sb 66.1(5) 
O(1)iii-Li-Sbv 39.2(7) Sbiv-Li-Sb 136(2) 
Cl-Li-Sbv 116.5(18) Sbv-Li-Sb 131(2) 
Sbii-Li-Sbv 122.3(4) Sbiii-Li-Sb 64.8(5) 
Sbiv-Li-Sbv 82.3(2) O(2)i-Li-Sbi 37.17(16) 
O(2)i-Li-Sbiii 109.6(19) O(2)-Li-Sbi 174(2) 
O(2)-Li-Sbiii 43.3(11) O(1)ii-Li-Sbi 96.3(14) 
O(1)ii-Li-Sbiii 120.4(6) O(1)iii-Li-Sbi 92.9(13) 
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O(1)iii-Li-Sbiii 39.2(7) Cl-Li-Sbi 73.3(2) 
Sbii-Li-Sbi 136(2) O(1)-Sb-O(2) 99.94(14) 
Sbiv-Li-Sbi 66.1(5) O(1)-Sb-O(2)ii 83.7(8) 
Sbv-Li-Sbi 64.8(5) O(2)-Sb-O(2)ii 71.6(4) 
Sbiii-Li-Sbi 131(2) O(1)-Sb-O(2)iii 82.6(8) 
Sb-Li-Sbi 146.5(5) O(2)-Sb-O(2)iii 71.5(4) 
Sbvi-O(1)-Sb 126.4(2) O(2)ii-Sb-O(2)iii 137.54(19) 
Sbvi-O(1)-Liiii 98.2(9) O(1)-Sb-Liiii 41.0(13) 
Sb-O(1)-Liiii 98.2(9) O(2)-Sb-Liiii 87.5(3) 
Sbvi-O(1)-Liii 96.2(9) O(2)ii-Sb-Liiii 116.7(10) 
Sb-O(1)-Liii 96.2(9) O(2)iii-Sb-Liiii 41.7(9) 
Liiii-O(1)-Liii 147.6(7) O(1)-Sb-Liii 44.6(12) 
Li-O(2)-Sb 106.2(4) O(2)-Sb-Liii 87.8(4) 
Li-O(2)-Sbiii 97.1(19) O(2)ii-Sb-Liii 39.5(8) 
Sb-O(2)-Sbiii 108.6(7) O(2)iii-Sb-Liii 119.0(9) 
Li-O(2)-Sbii 92.2(19) Liiii-Sb-Liii 82.3(2) 
Sb-O(2)-Sbii 108.3(7) O(1)-Sb-Li 136.5(2) 
Sbiii-O(2)-Sbii 137.54(19) O(2)-Sb-Li 36.6(2) 
Liiii-Sb-Li 116.1(13) O(2)ii-Sb-Li 80.0(12) 
Liii-Sb-Li 112.9(13) O(2)iii-Sb-Li 82.9(12) 
 
Symmetry codes: (i) −x, y, z; (ii) ½ − x,−y, ½+ z; (iii) ½ − x,−y, z − ½; 






























The title compound forms transparent and colorless crystals; we do not 
expect to see a narrow/middle bad gap like other chalcohalides discovered in my 
work.  As shown in Figure 7.7, the diffuse reflectance spectrum of LiSb2O3Cl 
exhibits a steep optical band gap absorption edge at 4.2 eV (~295 nm, in the UV 
region).  However, the wide band gap antimony,16 bismuth, indium oxides and 
titanium oxide13  have been intensively studied as photocatalyst for water 
dissociation and organic molecule degrading.  Similarly, this Sb3+-containing 
compound is potentially useful for the photocatalysis. 
It is commonly accepted that structure-induced dipole moments in 
distorted metal–oxygen polyhedra in the tunnel structure compounds and/or 
static electric fields between the layers in the layered compounds are helpful for 
the separation of hole–electron pairs, which enhance photocatalytic activities.14  
Generally, such tunnel structures with distorted metal–oxygen octahedra as 
BaTi4O9 and A2Ti6O13 (A = Na, K) are more catalytically active than the layered 
structured oxides of K2Ti2O5, Na2Ti3O7, Na2Ti4O9 and K4Nb6O17.15  The tunnel 
structure or/and layered structure materials both possess a spatially open 
construction, in which the tunnel structure compounds are generally more 
capacious in crystal local structure.16
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For the title compound, the layered structure and relatively “naked” Sb3+ 







Employing the idea of mixed ionic-covalent framework, a novel 
oxyhalides LiSb2O3Cl was crystallized in the LiCl/RbCl flux at the intermediate 
temperature.  The compound crystallizes in the orthorhombic crystal system 
with a layered structure.  The lone pair from Sb3+ and the halogen atom Cl 
behave as the “spacer” for the low-dimensional structure features.  This new 
oxyhalide compound represents a oxyhalogenide example of the ionic/covalent 
mixed-framework structure study.  The UV-vis spectrum indicates that this 
solid has a steep absorption band starting at 4.2 eV, which might be originate 
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 Our research has once again demonstrated that the fields of chalcogenide-
based chemistry represent a fertile ground for the new knowledge of structure and 
bonding.  The chalcohalide chemistry in compounds reported in this dissertation 
represent one of the mixed-anion, chalcogenide-based chemical systems that, to 
our knowledge, were systematically investigated for the first time. 
The idea of using mixed structural units of halide and chalcogenide to 
build up low-dimensional solids has successfully been carried out in our 
exploratory synthesis.  A new series of mixed-chalcogen-halides that have been 
systematically synthesized and characterized include CdMQ2X (M = Sb, Bi; Q/X 
= S/Cl, S/Br, Se/Br, and Se/I; with an exception of CdSbSe2Br); CdSb2Se3Br2 and 
its indium analogs, InSb2S4X (X = Cl, Br) and InM2Se4Br (M = Sb, Bi); 
In2Bi3Se7I and another oxyhalogenide LiSb2O3Cl etc.  Initial efforts on 
investigation and search of new DMS materials have been made by doping 
magnetic cations into the new host compounds that we discovered, such as Cd1-
xMnxBiS2Cl and Cd1-zMnzBiSe2I.  While these were intentional discoveries, 
serendipitous discoveries due to incidental incorporation of oxygen continue 
providing new insights for mixed-anion framework solids.  The discovery of a 
 
new mixed LiSb2O3Cl compound offers new research directions for oxyhalide 
chemical systems based on post-transition elements. 
In the efforts of exploring chalcogenide-based mixed-anion-frameworks, I 
was very lucky to have the necessary support not only from the onsite facilities to 
acquire the chemistry and properties of the newly discovered compounds, but also 
via the discussion with my advisor, committee members, collaborators and co-
workers who helped me rationalize the structure-properties correlation.  Although 
the chemistry of mixed-metal chalcogenides has been extensively studied, the 
chacogenides incorporated with halide anions have not been well investigated.  
Given the current discoveries, I have contributed to the new knowledge of the 
mixed-framework solids, chalcohalides in this case.  Those contributions for 
future research development include: 1) the experimental conditions upon which 
synthesis and crystal growth of low-dimensional chalcohalides can be carried out; 
2) the feasibilities of synthesizing desired low-dimensional structures via 
cation/anion substitution (e.g. Cd by In; Cl by Br); 3) the chemical method 
through which the quantum confinement effect (QCE) can be achieved for the 
band gap engineering; 4) the formation of new Diluted Magnetic Semiconductors 
by selected cation doping with magnetic ions into newly discovered complex 
solids exhibiting confined low dimensional structures. 
 A new family of quaternary mixed-framework chalcohalide 
semiconductor series, CdMQ2X (M = Sb, Bi; Q = S, Se; X = Cl, Br and I; except 
M/Q/X = Sb/Se/Br) adopts two different structures, namely type I and type II.  
These new phases were synthesized in an intermediate temperature region 400 ~ 
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430 °C (see Chapter 3).  We discovered that, due to the size-matching effect, two 
types of crystal structures form contingent upon the size comparison of 
chalcogenide and halide anions in question.  Both structure types have slabs made 
of corner and edge shared Cd-centered CdQ6-xXx octahedra that resemble the 
(110) plane of a distorted NaCl-type structure.  In the type-I structure, where the 
mixed anions (Q2- and X-) are from the same row, this slab contains one mixed 
CdQ4X2 octahedra; while type-II with anions from different rows shows 
alternating CdQ6 and CdQ2X4 octahedra.  In forming the extended network 
structure, nonetheless, the CdQ6-xXx and second structural unit, MQ5X3, are linked 
solely through chalcogenide anions.  The FTIR spectroscopy studies suggest that 
these chalcohalides are transparent in the mid-IR region (1400 ~ 4000 cm-1).  The 
UV-Vis spectroscopy results in a band gap ranging from 1.3 - 2.2 eV, showing a 
red shift with respect to the corresponding binary chalcogenides CdQ.  The results 
of tight binding electronic band structure calculations suggest that the origin of 
this red shift is due to the lone pair effects from Sb and Bi.  
This is the first successful example in our approach by taking the 
combination of size matching of halogen atoms and lone pair electrons of main 
group elements to build frameworks featuring low-dimensional structures.  With 
the concept of mixed-anion frameworks, a new series of semiconducting 
chalcohalides adopting novel crystal structures have thus been discovered.   
 Another series of chalcohalides with novel structure type has been made 
and characterized.  The crystal structure of CdSb2Se3Br2 is composed of the 
CdBr2 and Sb2Se3 sublattices, and the structure formula can be written as the 
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combination of [Cd1/1Cd2/2Br4/2Br2/1Sea-i1/2Sea-i1/2]2-∞ (≡ [Cd2Br4Se]2-∞) and 
[Sb2/1Sb4/2Se2/1Se4/2Sei-a2/4Sei-a1/2]2+∞ (≡ [Sb4Se5]2+∞) sublattices.  While the 
overall structure looks complex, both structural units, once again, resemble the 
local coordinations of the NaCl structure.  The former adopts (110) NaCl structure 
made of dual Cd-centered [CdBr5Se] octahedral chains that share trans Br-edges 
along the chain (parallel to b-axis) and cis edges between parallel chains along a.  
The latter forms a (100) NaCl-type, ribbon-like structure made of edge-shared 
[SbSe5] square-pyramids commonly seen in antimony-containing selenides.  The 
alternating sublattices are interlinked through sharing the bridging selenium atoms, 
Se(3), to form a hybrid slab propagating along the (-101) plane.  The parallel slabs 
are stacked along [-101] with lone-pair electrons of Sb3+ cations pointing into the 
van der Waals interslab space.  To our best knowledge, this new chalcogenide 
family is the first example of inorganic compounds with otherwise extended 
lattices showing the QCE in optical properties.  Halide sublattice embedded 
within the structures plays a key role in not only the low-dimensional structure 
building-up, but also the modified band structures as well as the tunable optical 
band gaps. 
 By substituting the divalent Cd2+ with trivalent In3+ cations, along with 
charge-compensating anions, we have synthesized and structurally characterized 
five isostructural derivatives with their structure formulae being written as 
(InSX)(Sb2S3) (X = Cl, Br), (InSeX)(Sb2Se3), and (InSeBr)(Bi2Se3).  The UV-vis 
reflectance spectroscopy and band structure calculations prove that these 
compounds are semiconductors with steep bandgap absorption edges around 
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1.1~1.8 eV.  The reduced dimensionality leads to a blue shift in the optical 
bandgaps by as much as 1.0 eV in the case of Bi-Se-based compound.  This large 
shift is significant in achieving quantum confinement effect materials with 
extended structure with respect to the nanostructured post-transition-metal 
chalcogenide M2Q3 sublattices. 
 One more novel layered selenoiodide In2Bi3Se7I was discovered at 
intermediate temperatures (500oC).  The structure forms a derivative of 
InBi2Se4Br, which represents another example of the mixed-anion-framework 
structures studied, also showing the QCE on the band structures and optical 
properties among inorganic mixed-anion compounds.  The crystal structure made 
of layers containing three types of slabs including [In2Se3I2]2-∞, [In2Se3]∞ and 
[Bi3Se4]22+∞ slabs, which are fused through the Se atoms in a series.  This is the 
third example we formulated by successfully employing the mixed-framework 
structure building strategy.  The halogen atoms play a similar role as lone-pairs, 
which we may call them either extended-structure terminators or low-dimensional 
structure holders to prevent the building blocks all fusing in an isotropic fashion 
(lose the low dimensionality).  
 A new family of chalcohalide-based diluted magnetic semiconductors --- 
Mn2+ doped CdBiS2Cl and CdBiSe2I semiconductors --- have been synthesized 
and characterized. PXRD and EDX investigations show the formation of the 
target compounds with good crystallinity and homogeneity up to 30% doping 
level under the employed conditions.  An antiferro-to-ferromagnetic transition has 
been observed with the Tc = 60 K.  At temperatures around 45 K, a magnetic 
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transitions from ferro- to antiferromagnetic was also found.  At temperatures 
around 15 K, for the samples with a nominal Mn2+ composition (x = 0.05, 0.075 
and 0.10), there seem to be another antiferro-to-ferromagnetic transition.  This 
transition is absent, however, in the x = 0.025 sample prepared at the same 
conditions.  Single crystal X-ray analysis reveals the selective substitution of Cd2+ 
by Mn2+ generating the crystallographically isolated magnetic components, which 
is the possible origin of the ferromagnetism at low temperature.  It is plausible to 
think that this and related materials can replace the Mn doped III-V systems and 
open the door to the synthesis of new low-dimensional DMS materials for the 
future applications in Spintronic devices. 
 Employing the same idea of mixed framework with halide and 
chalcogenide sublattices, a novel oxyhalides LiSb2O3Cl was crystallized at the 
intermediate temperature of 500 oC.  The compound crystallizes in the 
orthorhombic crystal system with a pseudo-layered structure.  The lone pair from 
Sb3+ and the halogen atom Cl behave as the “spacer” for the low-dimensional 
structure features.  This new oxyhalide compound represents an oxyhalide 
example of the halogen/chalcogen mixed-framework structure study.  
 During my exploratory synthesis, some new compounds with interesting 
structures and properties have been produced and investigated.  The preliminary 
characterizations have been done showing how fruitful the area of chalcogenide, 
chalcohalides is.  Further studies are ongoing, and their results will be reported 
latter.  Those examples that were not included in this dissertation are as follows:  
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• MnBi4S7 was found in the search of transition metal bismuth 
chalcogenides, and the single crystals of MnBi4S7 were grown in 
the LiCl/RbCl eutectic flux.  The compound is semiconductor with 
an optical band gap of 1.1 eV.  The temperature-dependent 
magnetic properties were described as 1-D Heseinberg chain (S = 
5/2). 
• Cd4(RE)2In4S13 (RE = La, Nd, Sm, Eu, Gd) series, are extensions 
of our previously reported Ca4(RE)2In4Q13 (RE = La, Nd, Sm, Gd; 
Q = S, Se).1  Instead of “hard core” Ca2+ cation, the Cd2+ was 
introduced in order to modify the band structures and the band 
gaps. 
• Mn2REInS5 (RE = La, Nb, Sm, Eu, Gd) are found in the search of 
“Mn4(RE)2In4S13”.  This series adopts a new structure similar to 
the reported KCaEr2CuS5.2  The optical and magnetic studies have 
been performed. 
• γ-InSbS3 and α-InBiS3 were found as byproducts of the indium 
transition metal sulfides reaction.  
• Co(en)3·SbS4 , Co(en)3·SbSe4·(en) and Na3SbSe4·(H2O)3 (en = 
ethylenediamine) were formulated via hydro/solvo-thermal 
reactions in search of the porous semiconductors and low-
dimensional crystalline semiconductor clusters (see chapter 1).   
• CsAg6.72Se4 and RbAg6.96Te7 , the analogs of our reported KCu7-xS4  
(x = 0.0, 0.12, 0.34), were found via electrochemically 
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Continued investigation into the chemistry of chalcohalides phases offers 
immense opportunities to the solid state chemists, condense matter physicists and 
material scientists.  It is apparent that the chemistry of chalcohalides has relatively 
less been studied in the form of crystalline solids.  The low-dimensionality in 
otherwise extended lattices resulted from mixing ionic bonding units gives not 
only the novel flexible structures, but also the chemically tunable physical 
properties of those materials.  It makes materials good candidates for further 
investigation for potential device applications.  
In terms of exploring new magnetic phases through chemical substitution, 
one could pay an immediate attention to the cation/anion substitution of CdMQ2X 
and InM2Q4X (M = Sb, Bi; Q = S, Se; X = Cl, Br and I) series.  For example, Cd 
and In sites may be substituted by transition metal cations; the late transition 
metal M may be replaced by other cations with similar size and bonding geometry, 
such as Sn2+, Pb2+ and rare-earth cations.  Successful examples include 
Cd4(RE)2In4S13 (RE = La, Nd, Sm, Eu, Gd) and Mn2REInS5 (RE = La, Nb, Sm, 
Eu, Gd).  For new chemistry based on chalcogenide anions, the exploratory 
synthesis could be expanded to Te.  The low-dimensionality and non-
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centrosymmetry of those tellurium-containing structural building blocks may 
produce novel structures with interesting properties.  
 Given the possible existence of homologous system, additional 
investigations on the two chemical series derived from the layered compounds of 
(CdBr2)(Sb2Se3) and (LiCl)(Sb2O3) should be carried out, namely 
(CdBr2)n(Sb2Se3)m and (LiCl)x(Sb2O3)y.  As one can imagine, the thickness of the 
sub-lattice layers will be modified by adjusting the stoichiometry of the reactants 
subsequently their QCE properties. 
 In terms of investigation of physical properties for potential device 
applications, DMSs materials research will be investigated in two areas.  The first 
one is the further study on homogenous doping, crystal growth and physical 
properties of Mn-doped CdBiSe2I.  The initial studies have already shown that the 
materials exhibit promising ferromagnetism at low temperature.  Other magnetic 
cations doping, such as rare earth Gd3+ and Eu3+, is also worthy of investigating.  
The second one includes using new host lattices for the DMS study.  One 
promising example is InM2Q4X (M =Sb, Bi; Q =S, Se; X = Cl, Br and I).  Doping 
Mn2+ into the In3+ sites will create holes in the lattice, which is a widely accepted 
reason for the room-temperature ferromagnetism in III-V DMSs.3
 As reviewed in chapter 1, the chalcogenide materials have been widely 
used for different solid state devices and applications.  Such as chalcogenide 
waveguide,4  chalcogenide glasses and thin films as prospective materials for 
optical memories and optical data storage5  Doubtlessly, a better understanding in 
the synthetic, structural chemistry and structure-property correlation of 
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chalcogenides and its sub-branch chalcohalides is an important aspect of solid 
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