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Neural oscillations in the low-gamma range (30–
50 Hz) have been implicated in neuronal synchrony,
computation, behavior, and cognition. Abnormal
low-gamma activity, hypothesized to reflect impaired
synchronization, has been evidenced in several brain
disorders. Thus, understanding the relationsbetween
gamma oscillations, neuronal synchrony and be-
havior is a major research challenge. We used a
brain-machine interface (BMI) to train monkeys to
specifically increase low-gamma power in selected
sites of motor cortex to move a cursor and obtain
a reward. The monkeys learned to robustly generate
oscillatory gamma waves, which were accompanied
by a dramatic increase of spiking synchrony of highly
precise spatiotemporal patterns. The findings link
volitional control of LFP oscillations, neuronal syn-
chrony, and the behavioral outcome. Subjects’ ability
to directly modulate specific patterns of neuronal
synchrony provides a powerful approach for under-
standing neuronal processing in relation to behavior
and for the use of BMIs in a clinical setting.
INTRODUCTION
Neural oscillations are an important computational mechanism
that reflect coordinated activity in the brain (Buzsa´ki and
Draguhn, 2004; Fries, 2009). In particular, oscillations in the
low-gamma frequency (around 30–50 Hz) have been observed
in a variety of tasks, conditions, and brain areas (Herrmann
et al., 2010). In several studies, spike activity has been found
to be phase locked with oscillations in the local field potential
(LFP) (Gray and Singer, 1989;Murthy and Fetz, 1996), supporting
the view that low-gamma oscillations are involved in synchroni-
zation of neuronal groups in a functionally relevant manner (Gray
et al., 1989), potentially functioning as a mechanism for integra-
tive binding (Singer, 1999). Additionally, precise synchrony has
been suggested to mediate neural coding and in several studieshas been linked to behavior (Shmiel et al., 2005; Riehle et al.,
1997; Kayser et al., 2009). However, the relationship between
neuronal oscillations as detected by LFP or EEG, single-unit
spike synchrony, and behavior is still the subject of intensive
research and debate (Palanca and DeAngelis, 2005; Shadlen
and Movshon, 1999; Nunez and Srinivasan, 2010).
One particular line of research has linked measures of
synchrony as detected by network oscillations with pathological
brain states. Abnormal measures of low-gamma EEG have been
detected in autism, ADHD, Alzheimer’s disease, schizophrenia,
and other medical conditions (Uhlhaas and Singer, 2006). It
has been hypothesized that such abnormalities may reflect
impairment in neural synchrony that can cause cognitive
deficits. For example, patients with schizophrenia show reduced
evoked oscillations in the gamma range following auditory
and visual stimulation and also present reduced nonstimulus-
locked oscillations during the processing of visual stimuli
(Uhlhaas and Singer, 2010; Herrmann and Demiralp, 2005).
Children and adolescents with autism have been reported
to exhibit significantly reduced left-hemispheric 40 Hz EEG
oscillations following the presentation of monaural click trains
(Wilson et al., 2007). Patients with Alzheimer’s disease present
decreased low-gamma EEG synchronization in the resting state
(Koenig et al., 2005). These results suggest that modulation
of neural synchrony in a controlled manner by way of gamma
oscillations could ameliorate some of the deficits caused by
various pathological conditions and advance our understanding
of the relationship between these neurophysiological parame-
ters and behavior.
Fetz pioneered the use of the brain-machine interface (BMI)
to modulate the firing rates of single neurons in an operant-
conditioning paradigm (Fetz, 1969). Here, we used a similar
paradigm to specifically increase the power of a 30–43 Hz
band of LFP (termed ‘‘low-g’’ in this article) in selected sites of
the motor cortex using a 96-electrode array. Monkeys learned
to generate gamma oscillations and use the BMI to move a
cursor on the screen and obtain a reward. As the low-g power
increased, we observed phase locking of spikes to the low-g
oscillations and increasingly precise spike synchrony. Finally,
direct neural control of LFP oscillations in a specific locality in
cortex led to a corresponding spatial pattern of spike synchrony.Neuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc. 361
0 500 1000 1500 2000
 
 
-300
-200
200
0
100
-100
Time (ms)
D
is
ta
nc
e 
fro
m
 O
rig
in
0
0.25
0.5
0.75
1
0 500 1000 1500 2000
vo
lta
ge
 (µ
v)
Power (a.u.)
10 20 30 40 50 60 70
Post-Conditioning
Movement Block
Pre-Conditioning
Movement Block
Pseudo-Conditioning
Block
Conditioning Block
Hands restrained, 
rewards awarded for
successful LFP 
conditioning
Hands restrained, 
rewards awarded
randomly
The monkey 
performs a grip-
and-reach task
The monkey 
performs a grip-
and-reach task
A B
Figure 1. Task Design
(A) Experimental block design of a single session.
(B) Single-trial example of the relationship between cursor position and LFP power of the 30–43 Hz band during the conditioning block. Top view shows cursor
distance from origin as a function of time (0 is origin, 1 is target location). The 30–43 Hz power is color coded. Bottom view shows the LFP trace from a single
conditioned site during this trial. a.u., arbitrary units.
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Conditioning the Power of the Low-g Band
We recorded LFPs and single-unit activity using a 96-microelec-
trode array implanted in the arm region of the primary motor
cortex. To teach the monkeys to generate low-g oscillations in
a controlled manner, the daily recording session was divided
into four blocks (Figure 1A). The main part of the session was
the conditioning block (the third block) where the monkeys’
arms were comfortably restrained, and a cursor on the screen
moved from the center (origin) toward one of eight targets,
chosen randomly once for the entire block. The position of the
cursor at time twas correlated with the mean power of the low-g
band of LFP recorded from a chosen group of four electrodes
in a window of 500 ms preceding t. When the cursor moved
from the origin and reached the target, a liquid reward was deliv-
ered. LFP power was evaluated every 100 ms, and an interpola-
tion method was used to provide the appearance of smooth
cursormovement (Figure 1B, top; see Experimental Procedures).
The other three blocks were used as controls. The second
block was termed the pseudoconditioning block and presented
the same conditions as the conditioning block except that the
cursor position was chosen randomly every 100 ms, and hence,
rewards were delivered randomly as well; in this block as well,
the interpolation method provided the appearance of smooth
cursor movement. The first and last blocks (movement blocks)
consisted of a center-out grip-and-reach task on which the
monkeys had previously been trained. These two blocks were362 Neuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc.used to allow comparison of neuronal activity during condi-
tioning to activity in natural behavior. The last block served as
a control for the recording stability of single units in the session.
Behavioral Performance
In the first sessions, the monkeys did not manage to significantly
increase the low-g power; their performance improved gradually
until a clear ability to increase power was evidenced. Figures 2A
and 2B show the low-g power of LFP recorded from a single
electrode used for conditioning (hereafter referred to as a ‘‘condi-
tioned site’’) during the entire 1st and 23rd sessions of monkey M.
The monkey learned in the latter sessions to reliably increase the
power in the conditioning block. Note that the power also
increased somewhat in the pseudoconditioning block but re-
mained distinctly lower. The generation of some low-gamma
oscillations in this block could reflect imperfect extinction of
the conditioning acquired in previous sessions because the
random reward schedule in the block did not explicitly prohibit
gamma generation. To quantify the learning procedure, we
calculated themean low-g power recorded from the conditioned
sites during the whole conditioning block for each day and
normalized it by the mean power recorded during the first move-
ment block. The normalization removed some of the noise
caused by day-to-day fluctuations in the total amount of power
but did not affect the overall result (see Figure S1 available
online). Plotting the normalized overall low-g power for all
sessions of monkey M (Figure 2C) showed consistent improve-
ment in the control capacity (linear fit: r = 0.86).
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Figure 2. Improvement of Performance across Conditioning Sessions
(A) Power of the 30–43 Hz band during the complete first session of monkey M.
(B) Power of the 30–43 Hz band during the 23rd session of monkey M.
(C) Ratio of average power in the conditioning and preconditioning movement blocks across sessions for monkey M.
See also Figure S1.
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As a first step in the analysis of the induced LFP during condi-
tioning, we tested whether the increase in power was specific
to the selected band. In particular, we examined the signal to
avoid general broadband effects that could reflect various arti-
facts (Yuval-Greenberg et al., 2008). Figure 3 shows the induced
low-g oscillations in monkeys M and Q. Figure 3A shows the LFP
during a control trial in the pseudoconditioning block (monkey
M), with no signs of low-g activity, whereas Figures 3B and 3C
(monkeys M and Q, respectively) are single trials in the con-
ditioning block showing strong low-g activity preceding the
reward.
The power spectra of the 500 ms preceding reward are
shown in the bottom panels in Figures 3A–3C. As expected,
during the control trial, the LFP power decline was approximately
proportional to 1/f (Figure 3A, bottom). In contrast, during the
conditioning block, we observed a very narrow peak around
34 Hz (Figures 3B and 3C, bottom). The peak widths at half-
height were 2.9 and 3.2 Hz. The effective increase was thus in
an even narrower band than the one required by the algorithm.
Once the monkeys learned the task, the capacity to evoke
high-amplitude narrow-band LFP activity was robust. Figure 4A
depicts ten consecutive traces of LFP preceding reward in the
conditioning block of one of the latter sessions. The single traces
all present clearly observable oscillations in the low-g range. To
examine the mean LFP activity preceding reward, we averaged
time windows locked to the first peak of the gamma cycle
(phase = 0) around 500 ms before reward onset (see Experi-
mental Procedures). Themean LFP activity is plotted in Figure 4B
for the first movement block (magenta), the pseudoconditioning
block (yellow), and the conditioning block (green). We observed
a clear increase in amplitude in the conditioning block alone.
Additionally, we plotted the mean spectra for these blocks (Fig-
ure 4C), which validated this result; a robust peak at 35 Hz (with
a width at half-height of 7.2 Hz) was only observed in the condi-
tioning block. Similar results were obtained for all successful
conditioning sessions (Figure S2). Thus, although there werefluctuations between spectra of single trials, the evoked activity
was within a narrow band of the specified frequency.
Phase Locking of Spikes to the LFP
Single neurons can become synchronized if their responses are
phase locked to commonly oscillating signals (Apostol and
Creutzfeldt, 1974; Eckhorn et al., 1988; Gray and Singer, 1989;
Tiesinga et al., 2008); this synchronization may have computa-
tional and behavioral consequences (Singer and Gray, 1995;
Salinas and Sejnowski, 2001; Averbeck et al., 2006). We exam-
ined whether such spiking synchronization was elicited in our
task. To do so, we first computed phase locking of single units
to the LFP oscillations. Figure 5A shows the peri-event time
histograms (PETHs) of two cells (magenta and green) and the
mean LFP (black) in the conditioning block for a single recording
session. The PETHs and LFPswere averaged using the first peak
of the gamma cycle (phase = 0) around 500 ms before reward
onset (see Experimental Procedures). The PETHs were com-
puted using 1 ms bins and smoothed using a zero-phase
Gaussian filter with SD of 2 ms. The PETHs of the two cells in
Figure 5A exhibit clear amplitude locking and phase locking to
the mean LFP in the 500 ms window preceding the mean reward
delivery time. Both cells tended to fire in the falling flank of the
LFP, as has been shown previously (Gray and Singer, 1989;
Murthy and Fetz, 1996; Denker et al., 2011; see also Figure 6A).
The average interval between the PETH peaks (Figure 5A,
bottom) was 2.9 ms, well within the accurate timing required
for a facilitatory effect on putative common target neurons
(Abeles, 1991). To assess this phenomenon across the popula-
tion, we computed the mean PETH for all units in all successful
conditioning sessions (see Experimental Procedures). This
analysis revealed phase locking in the population response for
monkey M (Figure 5B) and monkey Q (Figure 5C). Oscillations
in the LFP and phase-locked firing both disappeared rapidly after
reward delivery.
Next, we quantified phase locking of spiking activity to the LFP
and the relation between phase-locking strength and the low-gNeuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc. 363
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Figure 3. Single-Trial Examples Aligned to Reward Delivery
(A) Top view shows a raw LFP trace in the pseudoconditioning block. The 500 ms period before reward is highlighted in red. Middle panel is an expanded view of
the 500 ms period before reward. Bottom view is a power spectrum of the 500 ms period before reward. Data for monkey M (session #20), similar traces were
obtained for monkey Q (not shown).
(B) The same as in (A), but for a trial in the conditioning block, monkey M.
(C) The same as in (A), but for a trial in the conditioning block, monkey Q (session #17).
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throughout the conditioning block. The 500 segments with high-
est power comprised the ‘‘High-Power period,’’ and the 500
segments with lowest power comprised the ‘‘Low-Power
period.’’ Using the Hilbert transform (see Experimental Proce-
dures), we constructed phase histograms of spike firing for all
single units in the two periods.
Figures 5D and 5E depict these histograms for the two cells of
Figure 5A. In the Low-Power period, both cells had uniform
phase histograms (Raleigh test, p > 0.28). In the High-Power
period, however, both cells exhibited highly significant phase
locking (Figures 5D and 5E, right; Raleigh test, p < 1032). The
time difference between their preferred firing times assuming
a 35 Hz cycle was 2.82 ms, corresponding well with the PETH
calculations.
For the population analysis, we calculated the significance of
phase locking (Raleigh test with p < 0.0001, Bonferroni cor-
rected) and the preferred phase for all single units (n = 218) in
both the Low- and High-Power periods (Figure 5F). The results
are striking and show that none of the units had significant phase
locking in the Low-Power period, compared to 63.6% in the
High-Power period.
Most units had their preferred phase in the falling flank of the
LFP (0 to p). This constrains the differences between times of
preferred firingwithin thegammacycle andallowedus toquantify
the proportion of units with preferred firing in a given time interval
(Figure 5G); 50% of units with a significant preferred phase pref-
erentially fired within 4 ms of each other, and for increasing
proportions of units, the window of firing was still relatively short
(e.g., 80% of units preferentially fired in an 8 ms window).
Thus, the gamma power as elicited in our task was accompa-
nied by robust phase locking that can account for synchroniza-364 Neuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc.tion in short enough time windows to have a physiologically
relevant integrative effect on target neuronal populations.
Visualizing and Quantifying Single-Unit Synchrony
To examine synchrony at the single-trial level, we present eight
LFP traces from successful trials in a single recording session
with spikes from all single units superimposed on the LFP (Fig-
ure 6A). Even at the single-trial level, the tendency of cells to
fire in the falling flank of the LFP is clearly evident, resulting
in multineuron temporal clustering. The temporal pattern of
synchrony is demonstrated in a raster plot of the first 80
successful conditioning trials from the same day (Figure 6B).
We quantified the synchrony between several single units by
computing the probability of coordinated firing of the units in
a time window of 5 ms, normalized by the total number of
spikes. In order to assess the relationship between low-g power
and synchrony, we divided the conditioning block into five
periods of increasing low-g power (see Experimental Proce-
dures). We calculated the probability that a given number (n)
of units fired in synchrony within a 5 ms window. For n = 1,
this is the probability that only 1 unit fires in a 5 ms window.
When the low-g power was lower, the probability of nonsyn-
chronous firing (n = 1) was higher (Figure 6C, n = 1). For 2 units
(n = 2), this relationship was reversed; namely, units fired in pairs
with a higher probability as the low-g power increased (Fig-
ure 6C, n = 2). The same relationship held for groups of up to
6 units (we rarely saw more than 6 units firing together, which
may well be a consequence of the limited number of simulta-
neously recorded units in our experiment). We thus found a clear
relationship between low-g power and spike synchrony: the
higher the power, the higher the probability of coordinated firing
of different units.
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Figure 4. Single Trials and Trial Averages Showing Low-g Oscillations in the LFP during Conditioning
The traces are shown for one conditioned site in one session.
(A) LFP traces aligned to reward delivery (time 0) in ten consecutive trials during the conditioning period. The 500 ms period before reward is highlighted in red.
(B) Average LFP traces preceding reward in the preconditioning movement (magenta), pseudoconditioning (yellow), and conditioning (green) blocks. SEM is in
light shading (see Experimental Procedures for the averaging procedure). Time 0 is the first peak of the gamma cycle (phase = 0) around 500 ms before reward
onset. The red horizontal bar indicates range of times of reward delivery.
(C) Average and SEM of power spectra of LFP traces preceding reward for the three blocks.
See also Figure S2.
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Correlations
The next step in the quantification of neuronal synchrony and its
relation to phase locking involved a detailed study of the
dynamics of pairwise neuronal correlations.
An example of temporal cross-correlation between 2 units
during periods of Low Power and High Power is shown by the
cross-correlation histograms (CCHs) in Figure 7A. Both units
had strong phase locking during the High-Power period, as
shown in Figures 5D and 5E. A highly significant central peak
(shuffling test, p < 106) appeared in the CCH for the High-Power
period (Figure 7A, red). Additionally, the CCH was characterized
by an oscillatory pattern at the low-g frequency (the mean
frequency of peaks in the 150 ms to +150 ms interval was
33.2 Hz). Note that the CCH reflects precise temporal synchroni-
zation in the range of a few milliseconds. In contrast, the blue
trace in Figure 7A shows the CCH during the Low-Power period,
with practically no temporal correlations between these 2 units
(Figure 7G shows eight other pairs with similar CCH characteris-
tics). The dynamics of pairwise correlations in relation to the
temporal evolvement of low-g oscillations were studied usingjoint peri-event time histograms (JPETHs) that were calculated
for the High-Power period; with time zero (0) denoting the start
of an aligned 500 ms segment in this period (see ‘‘Alignment of
Neural Data’’ in the Experimental Procedures). An example is pre-
sented in Figure 7B, showing the JPETH for the same pair of cells
whoseCCH is shown inFigure7A.Note thefinestructureof peaks
and troughs that reflect phase-locked firing of the 2 units. The
temporal correlationbetween theunits increasedwhen thewaves
of phase-locked firing converged at the High-Power segment.
To visualize the similarity between the temporal structures of
the spike synchrony of these 2 units and the instantaneous
low-g power recorded from their corresponding electrodes,
we also computed the joint peri-event time average (JPETA) of
the low-g power of these electrodes (Figure 7D). The similar
dynamics further illustrates the tight association between
low-g oscillations and temporal synchrony.
A more fine-grained view of the dynamics of the probability of
joint firing along the trial is afforded by the main diagonal of the
JPETH of Figure 7B shown in Figure 7C (black). This probability
is modulated together with the low-g power (Figure 7C, blue),
illustrating the dynamic engendering of neural synchrony. NoteNeuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc. 365
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Figure 5. Phase Locking of Single Units to the Low-g Oscillations
(A) PETH of 2 units (magenta and green) recorded simultaneously, and average LFP (black) inmicrovolts (y axis units on the right side of the plot). Time 0 is the first
peak of the gamma cycle (phase = 0) around 500 ms before reward onset. The red horizontal bar indicates range of times of reward delivery. Bottom panel is an
expanded view of the 500 ms period before reward.
(B) Population PETH and average LFP for successful sessions aligned to reward, monkey M, with expanded view in the bottom plot.
(C) Same as (B), for monkey Q.
(D) Histograms of low-g phase at spike firing times for Unit #1 in (A) in the Low-Power (left) and High-Power (right) periods.
(E) Same as (D), for Unit #2 in (A).
(F) Histograms of preferred phases for all units for the Low-Power (left) and High-Power (right) periods. Counts of significant preferred phases aremarked in black.
bonf, Bonferroni corrected; rad, radians.
(G) Proportion of units (x axis) with a given preferred firing time interval (y axis). Note that 80% of the cells preferentially fired within 8 ms of each other. Proportion
was computed for units with a significant preferred phase (see Experimental Procedures).
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Figure 6. Temporal Synchronization of Single Units
(A) LFP traces (black) preceding reward (time = 500 ms) from one conditioned
site over eight trials in the conditioning period with spikes from simultaneously
recorded single units superimposed (colored). Spikes tended to cluster and
occurred mostly in the falling flank of LFP.
(B) Raster plot and population PETH (top) for 5 units recorded simultaneously
for the first 80 successful trials in the conditioning block. The trials in the raster
are locked to the first peak of the gamma cycle (phase = 0) around 500 ms
before reward onset. The red lines show times of reward delivery. Notice the
temporal clustering during the 500 ms preceding reward, resulting in a phase-
locked PETH (top).
(C) Probability of n recorded units to fire together in a 5 ms bin with n shown in
each frame, for n = 1 to n = 6. This probability was calculated separately for five
groups of periods of increasing power of low g, shown on the x axis. Error bars
are SEM.
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(a few milliseconds) throughout the epoch of 500 ms before the
reward, with a precise relation to the low-g frequency (mean
frequency of peaks 33.6 Hz).
Figures 7A–7C show the correlation dynamics for one pair of
units. To quantify the prevalence of these phenomena at the
population level, we compared the CCH peaks calculated for
the High-Power and Low-Power periods for all unit pairs
(n = 1,031). We found that 18.8% (194) of all unit pairs had
a significantly higher peak in the High-Power period. Calculating
an averaged JPETH for all these 194 pairs (in the High-Power
period) produced Figure 7E, which is quite similar to Figure 7B.
Thus, a significant subset of neuronal pairs (18.8%) showed
similar dynamic emergence of specific correlation patterns
concurrently with the low-g oscillations, which were generated
behaviorally by the BMI conditioning task.
To further examine the relation of the low-g power and the
strength of pairwise synchrony, we plotted the depth of modula-
tion of the CCHs of these pairs in five periods of increasing low-g
power (see Experimental Procedures). The plot (Figure 7H)
shows that the pairwise synchrony strength increases gradually
with increased low-g power, demonstrating a proportional quan-
titative relation between low-g power and spike synchrony.
Finally, in order to directly assess the relationship between
phase-locked firing and the strength of pairwise neuronal corre-
lations in the High-Power period, we calculated the phase-
locking index (PLI) for each of the units to the low-g oscillations
on the same electrode and computed the average of the PLIs of
the 2 units (Lachaux et al., 1999; see Supplemental Experimental
Procedures). The PLI is a number from zero (0) to one (1) where 1
indicates perfect phase locking. Figure 7I depicts the depth of
modulation of the CCH as a function of the averaged PLI for
each pair. As expected, we found a strong positive correlation
between these two variables (r = 0.81). This finding shows that
when low-g oscillations are sufficiently strong (as in our condi-
tioning task), the phase locking of single-unit activity is a deter-
mining factor on the strength of neuronal correlations, and this
relationship can be observed at the single-pair level.
Spatiotemporal Behavior of Low-g Power across Cortex
This last section of the Results examines the spatiotemporal
patterns of oscillations, phase-locked firing, and spike syn-
chrony across the recording array.Neuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc. 367
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Figure 7. Pairwise Interactions of Phase-Locked Units
(A) CCH of 2 units in the High-Power (red) and Low-Power (blue) periods. Both units were phase locked to low-g oscillations in the High-Power period (Figures 5B
and 5E). Mean firing rates in hertz (Hz) are indicated in the plot.
(B) JPETH of the 2 units in (A), aligned to the first peak of the gamma cycle (phase = 0) around the beginning of the High-Power segment (time 0).
(C) Diagonal of the JPETH in (B) (black) and the mean ± SEM of the 30–43 Hz power of a single conditioned site (blue, arbitrary units, scaled to view).
(D) Joint amplitude of 30–43 Hz power of LFP for the 2 units’ electrodes (a.u.).
(E) Mean JPETH of all pairs that showed significantly higher depth of modulation in their CCHs during the High-Power periods.
(F) Diagonal of the mean JPETH in (E) (black) and mean ± SEM of the 30–43 Hz power of a single conditioned site (blue, scaled to view).
(G) Examples of CCH for eight pairs, which showed significantly higher depth of modulation during the High-Power periods (red) as compared to the Low-Power
period (blue). Mean firing rates in hertz (Hz) are indicated in the plots.
(H) Mean ± SEM of the depth of modulation of the CCHs for five groups of periods of increasing power of low g, shown on the x axis. Data are from pairs that
exhibited significantly increased depth of modulation in the High-Power period compared to the Low-Power period (see Experimental Procedures).
(I) Scatterplot of the depth of modulation of CCHs in the High-Power period as a function of the PLI average of the pair. The CC between these variables was 0.81.
See also Figure S3.
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a subset of four adjacent electrodes. These selected electrodes
were found to contain the highest low-g power in preliminary
recordings and served as the conditioned sites throughout all
experiments.
First, to examine the spatial extent of the increase in low-g
power, we computed the instantaneous low-g power for each
electrode during the conditioning period using the Hilbert trans-
form (see Experimental Procedures) and computed a peri-event
time average (PETA) of instantaneous power aligned by reward
delivery by averaging the power separately for each electrode.
The results from one recording day are shown in Figures 8A
and 8B. Sorting the electrodes by the mean power (Figure 8A)
demonstrates the differences in temporal evolvement and
maximum power across electrodes. To illustrate the spatiotem-
poral evolution of low-g power across the array, we present nine
still pictures of the instantaneous power on all electrodes, taken
at different times along the trial (Figure 8B). The conditioned sites
(Figure 8B, circled in white) showed an increase in low-g power
early in the trial with high power throughout. The power in the
remainder of the array increased more gradually; on most elec-
trodes, the maximal power was smaller, and some barely
showed any increase. Similar structures were detected on all
recording days for this monkey. In the other monkey, we also
found a temporal and spatial structure that depended on the
conditioned sites but with different orientations across the array
(Figures 8G and S4).
These results demonstrate a spatiotemporal pattern that
focuses around the location of the conditioned sites and
decreases with the distance from it. To quantify this effect, we
defined the ‘‘conditioning focus’’ as the geometric center of the
conditioned sites. The correlation between the distance from
the conditioning focus and the mean low-g power in each elec-
trode was 0.88 and 0.69 in monkeys Q and M, respectively.
Second, we examined the relation of the spatial structure of
low-g power to the phase-locked spike firing. Plotting the
mean PLI for all units on each electrode as a function of its
distance from the conditioning focus revealed a clear negative
correlation between the two (Figure 8C, r = 0.63). This result
indicates a spatial structure of phase-locked firing similar to
the low-g power structure: units fire with stronger phase locking
the closer they are to the conditioning focus. To verify the
similarity between the two spatial structures, we calculated the
correlation between the average PLI and the mean low-g power
for all electrodes directly; the correlations were strongly positive
for both monkeys (r = 0.71 and 0.7 for monkeys Q and M,
respectively; Figure S4).
To gauge the spatial structure of neuronal synchrony, we
estimated the ‘‘location’’ of each pair by themidpoint of the units’
electrodes and used this estimate to calculate their distance
from the conditioning focus. A smoothed surface plot (Figure 8D)
shows, for all pairs, the relationship between this distance, the
PLI average and the depth of modulation of the CCHs. The
strength of neuronal correlations increased with proximity to
the conditioning focus and strength of phase locking. These
results further indicate that the conditioning scheme induced
a topological structure of neuronal synchrony adhering closely
to that of the low-g oscillations.Finally, we assessed whether focal generation of low-g oscil-
lations was accompanied by a topologically congruent increase
in synchronization between LFPs in different sites. To do so, we
computed the correlation coefficients (CCs) between LFPs of
each site with the LFPs of the conditioned sites. These correla-
tions were evaluated separately for the High-Power and the
Low-Power periods (see Supplemental Experimental Proce-
dures). The average CC differences between the two periods
(Figure 8E,monkeyM) exhibited a topological structure, similar to
the spread of low-gamma power shown in Figure 8F (r = 0.76).
The results for monkey Q were very similar (Figures 8G and
8H; r = 0.81 between the topological structures of oscillations
and LFP synchronization). This result demonstrates that (1)
LFP synchronization between the conditioned sites increased
during the generation of low-g oscillations, and (2) LFP synchro-
nization between the nonconditioned and conditioned sites
changed congruently with the increase in low-g power across
the array.
DISCUSSION
Oscillations in the low-gamma range have been found in many
different brain areas and are associated with different functions
such as attention, perception, and cognition (Herrmann et al.,
2010). These oscillations are thought to play a pivotal role in brain
computation (Fries, 2009) and neural synchrony both within
(Salinas and Sejnowski, 2001) and between brain localities
(Siegel et al., 2012). Previous reports have highlighted the
relationship between low-gamma rhythms and precise synchro-
nization of distributed neuronal responses, in particular in the
visual cortex (Gray et al., 1989; Eckhorn et al., 1988; Ko¨nig
et al., 1995).
Here, we showed (1) a tight linkage between the spatial
patterns of low-gamma oscillations, spike synchronization and
LFP correlations across cortical sites (Figure 8); (2) a quantitative
relationship between the overall low-gamma power and the level
of synchrony of neuronal ensembles (Figure 6); and (3) a strong
relationship between the temporal dynamics of low-gamma
power and those of precise time spike synchrony, which can
wax and wane at the timescale of a few tens of milliseconds (Fig-
ure 7). These findings suggest a commonmode of modulation of
LFP low-gamma oscillations and spike synchrony.Moreover, the
use of LFP low-gamma oscillations as the conditioned signal for
the BMI effectively enabled volitional control of spatiotemporal
patterns of precise time spike synchrony.
Significance of the Modulation of Low-Gamma
Oscillations and Neuronal Synchrony
Different frequency bands of neural oscillations have been
described in cortex, including theta (4–8 Hz), alpha or mu
(8–12 Hz), beta (12–30 Hz), low-gamma (30–50 Hz), and higher
frequencies (MacKay, 2005; Buzsa´ki and Draguhn, 2004).
Previous studies have suggested a functional significance for
each of these bands. Thus, any of these could in principle be
used as a conditioning signal for BMI experiments. However,
we chose to focus on the low-gamma band for two main
reasons. First, as described above, low-gamma oscillations
have been implicated in the synchronization of neural activityNeuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc. 369
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Figure 8. Spatiotemporal Dynamics of Low-g Power during Conditioning
(A) Mean power of 30–43 Hz band for all electrodes aligned to reward delivery (time 0). Data are from a single session of monkey M. Electrodes were sorted
according to their mean power.
(B) Snapshots of the mean power across the array at different times in the trial (750 to +100 ms around the reward delivery). Each square is a single electrode of
the array. The conditioned sites are circled in white. The four black squares (top corners andmiddle bottom) are nonrecording electrodes. Data are from the same
session as (A). Post., posterior; Med., medial; Ant., anterior; Lat., lateral.
(C) Scatterplot of the average PLI of the units in each electrode as a function of the electrode’s distance from the conditioning focus. CC is 0.63. Data are from
the two monkeys.
(D) Smoothed surface plot showing the depth of modulation of the CCH of each pair as a function of the average PLI of the pair and the pair’s estimated distance
(see text) from the conditioning focus. Norm. rate, normalized rate. See also Figure S4.
(E) Changes in LFP synchronization of all siteswith the conditioned sites are shown: color coded across the array is the average change in the CCof LFPs between
each electrode and the four electrodes used for conditioning (circled in white; see Supplemental Experimental Procedures). The increase in LFP synchronization
between the nonconditioned sites and the conditioned sites is tightly linked to the spread of 30–43 Hz power across the array during the generation of oscillations
shown in (F). For the conditioned sites, the average was computed across the change of correlations of each electrode with the three other conditioned sites.
Nonrecording electrodes are colored black. Data are an average over all successful conditioning sessions for monkey M.
(F) Average 30–43 Hz power in the Higher-Power period for all successful conditioning sessions of monkey M.
(G and H) Same as (E) and (F), for monkey Q.
Related to Figure S4.
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1995; Salinas and Sejnowski, 2001). Second, abnormal activity
in the low-gamma band has been reported in a wide range of
pathological brain states, including ADHD, epilepsy, schizo-
phrenia, autism, Alzheimer’s disease, and dyslexia (Basxar and
Gu¨ntekin, 2008; Herrmann and Demiralp, 2005; Lehongre
et al., 2011). It has been hypothesized that dysfunctions in the
mechanisms underlying gamma oscillations may account for
some of the symptoms that accompany these conditions, largely
by causing a breakdown in normal patterns of neural synchrony
(Uhlhaas and Singer, 2012). Thus, our findings, which link the
modulation of oscillations and precise time neuronal synchroni-
zation, suggest that accurate monitoring and modulation of
low-gamma activity may become a beneficial clinical tool for
a wide range of medical conditions.
Relationship to Previous Studies
The results of this study corroborate and extend previous inves-
tigations of spatiotemporal patterns of neuronal activity moni-
tored at different resolutions.
Control of the low-gamma range in EEG was demonstrated
long ago by biofeedback experiments in humans (Bird et al.,
1978) and more recently by Keizer et al. (2010), indicating
that conditioning can be used to alter brain activity in this
frequency range. Additionally, EEG and fMRI studies have re-
ported that biofeedback can alter cortical excitation (Sitaram
et al., 2012; Ros et al., 2010). Naturally, these noninvasive
studies could neither address the relations of EEG patterns to
spike synchrony nor the detailed picture of the local cortical
circuitry.
EEG biofeedback has been used to treat several disorders,
particularly epilepsy (Angelakis et al., 2007) and ADD/ADHD
(Loo and Barkley, 2005), by concentrating on subbands of beta
(12–15 and 15–18 Hz) or lower frequencies. However, there is still
debate concerning the efficacy of current clinical applications of
EEGbiofeedback protocols (Moriyama et al., 2012). Thus, further
studies are still needed to translate the basic science knowledge
into effective clinical applications.
In the motor cortex, oscillations in the high-beta and low-
gamma ranges have been related to exploratory movements
(Murthy and Fetz, 1992), movement preparation (Sanes and
Donoghue, 1993; Donoghue et al., 1998), and attention (Saleh
et al., 2010). In concert with these studies, our results sug-
gest that oscillatory patterns of neuronal activity in motor
cortex are present when this area is engaged in the control of
behavior.
Alternative Interpretations
One alternative explanation of our results is that the increase in
low-gamma power was a consequence of a specific type of
movement by the monkeys. To investigate this possibility,
several controls were implemented: video recordings of the
monkeys’ upper body, head, and upper portion of the legs
were made in the conditioning period and did not show move-
ments by the monkeys during the successful increase in low-
gamma power, coinciding with earlier reports that showed a
decrease of power at movement initiation in motor cortex (Sanes
and Donoghue, 1993). Additionally, in several sessions, EMGwas recorded from arm muscles. These EMG recordings did
not show activity during successful task performance in the
conditioning period (Figure S3).
Next, we tested whether the relations between low-gamma
power increase and spike synchrony could arise from a general
increase in firing rates of single units. This hypothesis was
rejected in two ways:
(1) A comparison of the average firing rates during the Low-
and High-Power periods showed that although many
units either decreased or increased their firing rates, there
was no significant overall trend. Overall firing rates
decreased nonsignificantly (from the Low- to High-
power periods) for the whole population and also for the
subpopulation consisting only of units that were part of
pairs sharing a significant increase in CCH peaks
(Figure S3).
(2) All calculations of synchrony were adjusted to account for
fluctuations of firing rates of the correlated units. It is
therefore highly unlikely that the observed increase in
synchrony was a result of changes in the firing rates of
the single units.
Mechanisms Underlying Oscillatory Synchrony
The patterns of spike synchronization as revealed by the CCHs,
JPETHs, and raster plots (Figures 6 and 7) are all clearly oscilla-
tory and tightly linked to the spatiotemporal patterns of LFP low-
gamma oscillations. We examined potential mechanisms that
could explain these linked phenomena. One possibility is that
the observed oscillations depend exclusively on intrinsic oscilla-
tory properties of the sampled units. However, a previous study
examining intracellular recordings of monkey M1 neurons found
that a minority of their recorded neurons (termed ‘‘type III’’ in
the study) exhibited such properties (Chen and Fetz, 2005).
As suggested by the authors, this subpopulation could have
a supporting role enhancing entrained oscillatory activity of the
network.
It has been shown computationally that a strong oscillatory
drive can evoke oscillations of synaptic currents and phase-
locked firing of neurons (Brody and Hopfield, 2003). Oscillatory
signals to motor cortex from sensory and posterior parietal
cortices (Brovelli et al., 2004), as well as from subcortical struc-
tures (Steriade, 1995), have been previously identified. However,
in cortex, there is converging evidence that network activity
mediated by inhibitory interneurons is involved in generating
low-gamma oscillations (Bartos et al., 2007; Buzsa´ki and
Wang, 2012; Cardin et al., 2009). A study by Cardin et al. demon-
strated that oscillatory stimulation of inhibitory neurons induced
LFP oscillations in the low-gamma range, whereas the same
stimulation to the pyramidal cells failed to do so (Cardin et al.,
2009). Note that most of the phase-locked cells we recorded
are putatively pyramidal cells because our recordings are biased
toward the sampling of large neurons in the deep layers of motor
cortex. Accordingly, external excitatory drive to the recorded
cells is less likely to be sufficient to evoke the observed LFP
oscillations and oscillatory spike synchrony. Furthermore, there
is support for the hypothesis that inhibitory feedback mediates
oscillations in primary motor cortex (Jackson et al., 2002).Neuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc. 371
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these inhibitory populations could be related to cognitive deficits
(Lewis et al., 2012).
The data and theory presented above suggest that inhibitory
neurons play a role in the generation of gamma oscillations
and the concurrent spike synchrony observed in our study. How-
ever, this is a hypothesis that remains to be tested directly. A
related open issue is the mechanism underlying the spatial
spread of the synchrony, which could depend on the spatial
structure of inhibitory connectivity across the network. These
fundamental questions can be addressed in future studies;
in particular, using novel methods that allow for selective activa-
tion or suppression of inhibitory and excitatory neurons (Atallah
et al., 2012). Such localized manipulations could elucidate the
impact of inhibitory neurons on the generation and spatial spread
of gamma oscillations and spike synchronization.
Conclusions
We presented a method that allows focal modulation of low-
gamma oscillations, effectively enabling focal, volitional control
of precise temporal synchrony. Our findings indicate that the
brain has the capacity to rapidly modulate the level of synchroni-
zation of neuronal groups in specific temporal and spatial
domains and in a specific behavioral context. These results are
especially significant because dynamic modulations of neuronal
interactions are thought to underlie behavioral processes and to
be an important feature of cortical computation (Abeles, 1991;
Vaadia et al., 1995; Riehle et al., 1997; Kayser et al., 2009). The
ability to use operant conditioning in a BMI setting to control
synchrony at the level of single units paves the way for use
of high-resolution BMIs for future clinical applications and
as a powerful tool for understanding processes of neural
computation.
EXPERIMENTAL PROCEDURES
Animals and Surgical Procedure
Two monkeys (Macaca fascicularis) were chronically implanted with a
microelectrode array (Blackrock Microsystems) in the arm region of M1
contralateral to the performing arm, under anesthesia and aseptic conditions.
Animal care and surgical procedures complied with the National Institutes of
Health Guide for the Care and Use of Laboratory Animals and with guidelines
defined by the Institutional Committee for Animal Care and Use at the Hebrew
University.
Behavioral Task
A single recording session was composed of four blocks. The first and last
blocks (movement blocks) consisted of a center-out task, with grip-and-reach
movements to eight targets located at the corners of a three-dimensional
cube. The monkeys used a robotic arm (Phantom Premium 1.5 High Force;
SensAble Devices) and a custom-made gripping handle to control the move-
ments. The monkeys could not see their arms. Instead, images of targets and
cursor were projected to the armworkspace. The cursor represented the hand
location and grip force. Targets were defined as spheres of 8 mm radii, and the
distance between the center of the origin and the center of each target was
4.85 cm. In the conditioning block (third block of the session), the cursor
and target were displayed in similar sizes and distances as in the movement
blocks, but the monkeys’ arms were restrained, and the cursor position was
determined by the mean power of the 30–43 Hz band (low g) of LFP recorded
from a selected group of electrodes. The details of the conditioning algorithm
are described below.372 Neuron 77, 361–375, January 23, 2013 ª2013 Elsevier Inc.Prior to the conditioning block, we employed a control block termed
‘‘pseudoconditioning’’ (Figure 1A, second block of the session). In this block,
conditions were the same as in the conditioning block except that the cursor
position was determined randomly each 100 ms, hence resulting in random
delivery of reward. Additionally, four small red spheres located in the corners
of the workspace were lit throughout the duration of this block to indicate
the ‘‘pseudoconditioning’’ state.
Electrophysiology
The recording array was composed of 100 electrodes (Blackrock Microsys-
tems), of which 96 were functional, arranged in a 10310 matrix with 400 mm
interelectrode distance. LFP signals were collected at a 1 KHz sampling rate
and filtered using a 0.3–250 Hz band-pass filter. Spikes were extracted from
the raw signal, sampled at 30 KHz, and manually sorted using the histogram
peak count algorithm. LFP and spikes were collected using the Cerebus
data acquisition system (Blackrock Microsystems). In monkey Q, six of the
electrodes were damaged during surgery and were not analyzed further. A
total of 44 recording sessions were analyzed (26 from monkey M, 18 from
monkey Q). Of these, 16 sessions were considered successful conditioning
sessions (see below) and were analyzed in further detail. In several sessions,
EMG signals were obtained using double-differential surface electrodes
(Motion Lab Systems). EMG signals were filtered (0.01–3 KHz), sampled at
10 KHz, and stored. EMG signals were then rectified and smoothed with
a Gaussian kernel (SD = 25 ms).
Conditioning Algorithm
For each monkey, four adjacent electrodes were chosen for conditioning.
During the conditioning block, we computed the LFP power in a window of
the last 500 ms. The window was recalculated every 100 ms. The mean
30–43 Hz power was calculated for each channel using the average discrete
Fourier transform (DFT) coefficients (in absolute power) in the specified
frequency range. The cutoff at 43 Hzwas chosen for technical reasons to avoid
artifacts due to the power supply frequency (50 Hz). The mean power obtained
from the four selected electrodes was further averaged to obtain the overall
mean. The cursor was positioned on the line between the origin and the target,
with a linear correspondence (gain) to the overall mean power, truncated by
a minimum value (below which the cursor was placed in the origin) and
a maximum value above which the cursor was placed in the target, a reward
was delivered, and the trial ended. The linear gain between the overall mean
power and cursor position was adjusted manually during the block to provide
a relatively constant rate of reward, thus encouraging the monkeys to contin-
uously improve their performance.
To avoid effects of artifactual broadband increases in the power spectrum,
we also applied a rejection criterion for windows where the mean high-
frequency power (120–180 Hz) increased significantly. In these windows, the
cursor was placed in the origin.
Data Analysis
All postprocessing was performed in MATLAB (MathWorks). The power spec-
trumwas calculated using the DFT coefficients in segments of 0.5 s. The mean
30–43 Hz power for a given block in a single session was the average power of
all 0.5 s segments in the block. A successful conditioning session was such
that the ratio between the mean power in the conditioning and the first move-
ment block was at least 1.25.
To compute the instantaneous power, the 30–43 Hz band was first
extracted using a zero-phase shift, bidirectional Kaiser filter with a stop-
band attenuation of 80 dB and pass-band ripple of 0.005 dB. The instanta-
neous power was then calculated via the magnitude of the analytic signal
obtained using the Hilbert transform (Le Van Quyen et al., 2001). The phase
of the Hilbert transform was used to calculate the instantaneous phase at
spike times.
High- and Low-Power Periods
We first divided the conditioning block into nonoverlapping segments of 0.5 s.
We calculated the mean 30–43 Hz power for each segment using the DFT. All
segments were then sorted according to the power. The 500 segments with
the lowest power were labeled the Low-Power period, and the 500 segments
Neuron
Inducing g-LFP Oscillations and Spike Synchronywith the highest power were labeled the High-Power period. Segments from
the two periods constantly alternated with the monkey’s instantaneous
performance.
To obtain five periods with increasing power (Figures 6C and 7H), we
followed the same procedure (the highest- and lowest-power periods were
the same) and divided the sorted conditioning block into five equal parts.
The central 500 segments from the middle three parts made up the middle
three power periods.
Alignment of Neural Data
To temporally align trials with respect to the low-g oscillation cycle, we first
chose an alignment point in the trial, either 500 ms before reward delivery
(Figures 4, 5, and 6) or the beginning of a 500 ms segment of the High-Power
period (Figure 7). We then calculated the mean phase of the 30–43 Hz LFP
band in the 500 ms following the alignment point using the DFT. Finally, we
shifted all neural data (spikes and LFP together) in that trial, so that this phase
would be zero (0) (peak of the low-g oscillations). The resulting shift was
bounded by ±16 ms and allowed proper averaging of the low-g cycle.
Preferred Phases and Time Interval of Preferred Phase Firing
The preferred phase for each unit was computed as the (angular) average
spike time phase. The significance of the preferred phase was assessed by
a Raleigh test with a significance p value threshold of 0.0001 with a Bonferroni
correction.
We next examined which fractions of units preferentially fired within a given
time interval. To do so, we chose units with a significant preferred phase in the
High-Power period (Figure 5F, right, black histogram). Centering on themedian
of this distribution, we chose symmetric sections, which included increasing
fractions of units (from 50% to 95% of the units; x axis of Figure 5G). For
each fraction of units (section size), we computed the maximal interval within
which all units fired preferentially. This was done by computing the time
interval corresponding to the section size assuming a cycle frequency of 35 Hz.
Probability of Coordinated Firing
After obtaining five periods of increasing power (see above) in a conditioning
block of a successful session, the probability of coordinated firing was
estimated as follows: each of the five periods was divided into 500 segments
of 0.5 s, and for each segment we counted, in all 5 ms bins, the number of units
that fired at least one spike in the bin. This count was normalized by the total
number of bins and total number of spikes of all units in the segment. From the
sample of normalized counts, we obtained the mean and SEM values across
segments and days. To account for the differing number of recorded units
across days, we randomly chose 11 units on which to perform this procedure
each day (the minimum number of units recorded in a successful session),
repeated the procedure 100 times for each day with a different random selec-
tion of units, and averaged the results.
Cross-Correlogram Histogram and JPETH
For the CCH calculation, the two neuronal spike trains were binned in 1 ms
bins, and one of them was chosen randomly as the trigger unit. For each
spike in the trigger unit, a count vector was updated in place t when there
was a spike in the second unit t time bins away, t˛f500;.; 500g. The
count vector was then normalized by the total number of triggered spikes
to allow comparison of CCHs in different conditions and different firing
rates. The CCH was smoothed with a zero-phase Gaussian filter with
2 ms SD. The depth of modulation of the CCH was estimated as the
maximum difference between CCH values in the ±20 ms range, for pairs
of units that had at least 100 triggered spikes. For the depth of modulation
calculations, the CCH was computed with a maximum lag of 150 ms. The
significance of the difference between CCH depths of modulation in the
High- and Low-Power periods was estimated by recalculating the CCHs
using bootstrap techniques with 10,000 iterations and a p value of 0.001
with a Bonferroni correction.
The JPETH (Aertsen et al., 1989) was calculated by binning the two spike
trains in 10 ms bins and choosing one of them randomly as the trigger unit.
For each bin in time t1 where the trigger unit fired at least one spike, the JPETH
matrix was updated at ðt1; t2Þ if the second unit fired at least one spike in bint2 in the same trial. To calculate the mean frequency of peaks in the main
diagonal, the procedure was repeated with a 5 ms bin.
Comparison of Firing Rates in the High- and Low-Power Periods
To compare firing rates in the two periods, for each unit, we computed the
average firing rates in each of the 500 segments of 0.5 s composing each
period. Significance was estimated using a two-tailed t test with a significance
p value threshold of 0.0001 with a Bonferroni correction. Firing rate differences
of all units in the two periods were also compared using a two-tailed t test. The
same procedure was also applied separately for the units that were part of
a pair exhibiting a significant increase in depth ofmodulation in theHigh-Power
period.
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