A medical database with 257 patients thought to have acute appendicitis has been analyzed. Binary classifiers composed of very simple univariate if-then classification rules (1R rules) were synthesized, and are shown to perform well for determining the true disease status. Discriminatory performance was measured by the area under the receiver operating characteristic (ROC) curve. Although an 1R classifier seemingly performs slightly better than a team of experienced physicians when only readily available clinical variables are employed, an analysis of cross-validated simulations shows that this perceived improvement is not statistically significant (p < 0:613). However, further addition of biochemical test results to the model yields an 1R classifier that is significantly better than both the physicians (p < 0:03) and an 1R classifier based on clinical variables only (p < 0:0003).
Introduction
Acute appendicitis is one of the most common problems in clinical surgery in the western world, and its diagnosis is sometimes difficult to make, even for experienced physicians. The costs of the two types of diagnostic errors in the binary decision-making process are also very different. Clearly, unnecessary operations are desirable to avoid. But failing to operate at an early enough stage may lead to perforation of the appendix. Perforation of the appendix is a serious condition, and leads to morbidity and occasionally death. Therefore, a high rate of unnecessary surgical interventions is usually accepted. Analysis of collected data with the objective of improving various aspects of diagnosis is therefore potentially valuable. This paper analyzes a database of patients thought to have acute appendicitis. The main objective of this study is to address the following two questions:
1. Based only upon readily available clinical attributes, does a computer model perform better than a team of physicians at diagnosing acute appendicitis?
2. Does a computer model based upon both clinical attributes and biochemical attributes perform better than a model based only upon the clinical attributes?
These two issues have previously been addressed in the medical literature by Hallan et al. using the same database of patients [5, 4] . Multivariate logistic regression, the de facto standard method for analysis of binary data in the health sciences, was used in those studies. This paper addresses the same issues, but rather using one of the simplest approaches to rule-based classification imaginable, namely a collection of univariate if-then rules. Univariate if-then rules are also referred to as 1R rules.
Section 2 of this paper provides an overview of the data material, while Section 3 reviews the applied methodology. The results are given in Section 4 and are analyzed statistically in Section 5. A discussion and conclusions can be found in Section 6 and Section 7. Some technical details can be found in Appendix A and Appendix B.
Data Material
The contents of a medical database with 257 patients thought to have acute appendicitis are summarized in Table 1 . The 257 patients were referred by general practitioners to the department of surgery at a district general hospital in Norway, and were all suspected to have acute appendicitis after an initial examination in the emergency room. Attributes fa 1 ; : : : ; a 14 g are readily available clinical attributes, while attributes fa 15 ; : : : ; a 18 g are the results of biochemical tests. The outcome attribute d is the final diagnosis of acute appendicitis, and was based on histological examination of the excised appendix.
After the clinical variables were recorded the physician also gave an estimate of the probability that the patient had acute appendicitis, based on these. The estimated probabilities were given in increments of 10% from 0% to 100%. Nine residents with two to six years of surgical training participated in the study.
For a detailed description of the patient group and the attribute semantics, see [5, 4] . The same set of 257 patients was analyzed in [4] , while a superset containing 305 patients was analyzed in [5] . Logistic regression was used in both studies. 
Methodology
Let U denote the universe of patients, let A denote the set of classifier input attributes, and let d denote the outcome attribute. Attributes can be viewed as functions, so a(x) means the observed value of attribute a for patient x. The set of 1R rules is then defined as follows:
If numerical attributes are to be properly incorporated into classification rules, they need to be discretized. Discretization amounts to searching for intervals or bins, where all cases that fall within the same interval are grouped together. This enables numerical attributes to be treated as categorical ones, and several algorithms for this purpose are available. In this study, for simplicity, all numerical attributes were discretized using a simple "equal frequency binning" technique. This fully automatic approach simply divides the attribute domain into a predetermined number of intervals such that each interval contains approximately the same number of cases. 
A receiver operating characteristic (ROC) curve is a graphical method for assessing the discriminatory performance of a binary classifier [6] , independent of both error costs and the prevalence of disease. By varying the threshold across the full spectrum of possible values, one obtains several pairs of estimates for sensitivity (true positive rate) and specificity (true negative rate).
The ROC curve is a plot of the complement of the specificity (the false positive rate) on the x-axis against the sensitivity on the y-axis. The area under the ROC curve (AUC) computed using the trapezoidal method of integration can be shown to equal the Wilcoxon-Mann-Whitney statistic, or the probability that will assign a higher value to a diseased individual than to a non-diseased one, if the pair is randomly drawn from the population the ROC curve is derived from. An AUC of 0.5 signifies that the classifier performs no better than tossing a coin, while an area of 1.0 signifies perfect discrimination.
In order to make the most out of scarce data, cross-validation (CV) was employed. In k-fold CV the set of cases is randomly divided into k disjoint "blocks" of cases, usually of equal size. We then apply a classifier trained using k ? 1 blocks to the remaining block to assess its performance. Repeating this for each of the k blocks enables us to average the estimates from each iteration to obtain an unbiased performance estimate.
In the training stage of the CV pipeline, the union of the k ? 1 blocks were first discretized using an equal frequency binning technique with three bins. Intuitively, this corresponds to labeling the values "low", "medium" or "high". 1R rules were subsequently computed from the discretized union of blocks. In the testing stage, the hold-out block was first discretized using the same bins that were computed in the training stage, and the cases in the discretized holdout block were then classified using standard voting among the previously computed 1R rules. The performance on the hold-out block was logged.
In the case of the probability estimates given by the physicians, these directly define the physicians' realization of the function .
Results
The results from a 10-fold CV run are given in Table 2 . The physicians and the simple 1R classifier both made use of the clinical variables only, while the extended 1R classifier had additional access to the results of the biochemical tests. On average, the extended 1R classifier performed somewhat better than both the simple 1R classifier and the team of physicians. The simple 1R classifier and the physicians perform approximately the same, with the former achieving a slightly better average score. The mean AUC scores give a measure of how well one might expect the 1R classifiers to perform on a set of unseen cases, if the classifiers are trained using all the data. As such, CV does not as much evaluate a particular model, but rather the method that produces the models. Table 3 lists the results from 5 replications of 2-fold CV. With 2-fold CV the testing sets are larger, and the Hanley-McNeil standard deviations of the AUC estimates subsequently smaller. Also, the two folds for each replication are completely independent since neither the training sets nor the test sets overlap. Again, the extended 1R classifier seems to do better than both the simple 1R classifier and the physicians. The simple 1R classifier and the physicians again display a similar degree of performance.
It is not difficult to produce a classifier that classifies the training data perfectly. Although this would be a very optimistically biased estimate, 1R rules are so simple they do not possess enough degrees of freedom to overfit the data much. Reference ROC curves obtained when applying the classifiers to the full set of 217 patients from which they were constructed are displayed in Figure 1 .
All simulations were carried out using the ROSETTA software system [10] .
The same set of 257 patients has been previously analyzed by Hallan et al. [4] using multivariate logistic regression (LR). In that study the set of cases was randomly split in two halves, and an LR-model derived from one half was applied to the other half. This was done for 20 random splits, and the mean AUC and the standard deviation of the 20 samples was calculated. An LRmodel based upon only the clinical attributes had a mean AUC of 0.854 (0.028), while an LR-model based on both the clinical attributes and the biochemical attributes had a mean AUC of 0.920 (0.024). Carlin et al. [2] have also analyzed the same set of patients, but used rough set (RS) methods. This was also done with 20 random splits, and the mean AUC and the standard deviation of the 20 samples was 0. 
Analysis
In order to draw any trustworthy conclusions from the results in Section 4, a statistical analysis has been performed. The standard tool for comparing correlated AUC values is Hanley-McNeil's method [7] . However, this method is usually employed for a single two-way split only and not in a CV setting. In a CV setting one might very well ask what the models to assess really are. One could of course perform the Hanley-McNeil test for each fold, but it is unclear how to combine the collection of obtained p-values. Furthermore, one might question the usefulness of this approach altogether, since if many folds are used the resulting test sets might be rather small. Computing the AUC based on only a few cases means that the resulting estimates will have a very high degree of variability, something which in turn means that the Hanley-McNeil test will almost certainly not detect any significant differences that might be present. As an extreme example consider leave-one-out CV, where the test set would consist of a single case. Then the standard deviation of the AUC estimate would not even be defined.
The results in Table 3 have been analyzed using the method of Hanley and McNeil on a per-fold basis. For 2-fold CV, the test sets may be large enough for such an analysis to be viable. Table 4 contains the p-values per fold per replication. Considering the median p-value rather than the mean in order to be more robust for outliers, there is no significant difference between the physicians and the simple 1R classifier (p < 0:585). However, the extended 1R classifier is significantly better than both the physicians (p < 0:026) and the simple 1R classifier (p < 0:018).
There are statistical analysis methods that have been specifically designed for combining CV together with detection of differences in performance. One such method is the 5x2CV test, originally proposed by Dietterich [3] for comparing error rates. An improved version of the 5x2CV test due to Alpaydin [1] is described in Appendix B. Applying the improved 5x2CV test to the results in Table 3 again yields the same conclusions. There is no significant difference between the physicians and the simple 1R classifier (p < 0:613), but the extended 1R classifier is significantly better than both the physicians (p < 0:03) and the simple 1R classifier (p < 0:0003).
Discussion
This study has focused on discrimination only, and has not touched upon the issue of calibration. A binary classifier is said to well calibrated if the intermediate value (x) closely mimics the probability Pr((d = 1) j x). Calibration is one of the issues discussed in [5] , and is a very important feature if the classifier is to be used in an interactive decision-support setting. Preliminary investigations Table 4 : Pairwise statistical analysis of the results in Table 3 . All p-values are 2-sided and computed using the Hanley-McNeil method for comparing correlated AUC values [7] .
suggest that 1R classifiers with standard voting do not exhibit good calibration. However, this might not matter much since in principle most models can be transformed to obtain acceptable calibration while retaining their discriminatory abilities.
In Section 1, it was argued that performing a large number of unnecessary operations was preferable to missing any cases of acute appendicitis. This corresponds to prioritizing test sensitivity before test specificity, and means selecting a threshold that determines a point on the ROC curve that is close to (1, 1). Selection of classifiers and thresholds under various cost scenarios is discussed in [11] .
A point that is often made in favor of inducing rule-based classifiers is the potential for knowledge discovery, since classification rules is a representation that can be inspected and interpreted by non-experts. Although this is true to a certain degree, it is, however, extremely rare to see any scientific papers where the rules are used for anything else than as a black-box classifier. 1R rules may not be very interesting for knowledge discovery since they do not relate any attributes together in their if-part, but the computational effort to induce them is negligible and the resulting set of rules is often quite small and manageable. Moreover, simulations by Holte [8] showed that the best individual 1R rules were usually able to come within a few percentage points of the error rate that more complex models can achieve, on a spread of common benchmark domains. The present study suggests that this might be true for other performance measures, too.
The already small 1R models can probably be reduced even more without sac-rificing the discriminatory performance, by filtering away those rules that deal with less important attributes. The results from [2] and the attribute selection done in [4] seem to support this conjecture.
The equal frequency binning technique used for discretizing the numerical attributes was chosen for the sake of simplicity. Other more advanced discretization techniques could potentially yield slightly better results. For example, preliminary experiments suggest that the AUC score for the extended 1R model can be increased by about one percentage point using the automatic algorithm outlined in [9] . However, achieving optimal results using 1R models was not the main objective of this study.
At first glance it may seem a bit odd that it is easier to detect a significant difference between the two 1R classifiers than between the extended 1R classifier and the physicians, since the average extended 1R performance is closer to the average simple 1R performance than to the average performance by the physicians. This can be attributed to the fact that the estimates made by the physicians display greater variance than the 1R estimates, which are thus more easily separable.
On a technical note, it should be stated that the 5x2CV test outlined in Appendix B makes a simplifying assumption when it comes to applying the test to AUC performance measures. 
Conclusions
Based on the results in Section 4 and the analysis in Section 5, the answers to the two main questions raised in Section 1 are: Although not directly comparable, it hardly seems likely that the results reported in the literature and repeated in Section 4 based on logistic regression [5, 4] or rough set models [2] are significantly different from the 1R results reported in this study. Hence, based on the principle of parsimony, a collection of very simple 1R classification rules seems like a good rule-based candidate for diagnosing acute appendicitis as measured by the area under the ROC curve, all other things being equal.
reads (a = a(x)). We then have the following relationship, where all probabilities are as estimated from the set U of training cases: 
B The 5x2CV F -test
The 5x2CV F -test, proposed by Alpaydin [1] as a robust improvement to a test proposed by Dietterich [3] , can be used to quantitatively compare the performance of two classifiers. As its name implies, the test is based on performing five replications of 2-fold CV.
Let pij denote the difference between the performance measures of the two classifiers on fold j 2 f1; 2g of replication i 2 f1; : : : ; 5g. 
We then reject the null hypothesis that the two classifiers perform equally well if the statistic f is sufficiently large. For 95% confidence, f = 4:74.
