The potential of Global Navigation Satellite Systems-Reflectometry (GNSS-R) techniques to estimate land surface parameters such as soil moisture (SM) is experimentally studied using 2014-2017 global data from the UK TechDemoSat-1 (TDS-1) mission. The approach is based on the analysis of the sensitivity to SM of different observables extracted from the Delay Doppler Maps (DDM) computed by the Space GNSS Receiver-Remote Sensing Instrument (SGR-ReSI) instrument using the L1 (1575.42 MHz) left-hand circularly-polarized (LHCP) reflected signals emitted by the Global Positioning System (GPS) navigation satellites. The sensitivity of different GNSS-R observables to SM and its dependence on the incidence angle is analyzed. It is found that the sensitivity of the calibrated GNSS-R reflectivity to surface soil moisture is~0.09 dB/% up to 30 • incidence angle, and it decreases with increasing incidence angles, although differences are found depending on the spatial scale used for the ground-truth, and the region. The sensitivity to subsurface soil moisture has been also analyzed using a network of subsurface probes and hydrological models, apparently showing some dependence, but so far results are not conclusive.
Introduction
Global Navigation Satellite Systems-Reflectometry (GNSS-R) is an emerging remote sensing technique that makes use of navigation signals as signals of opportunity in a multi-static radar configuration, with as many transmitters as navigation satellites are in view. On 8 July 2014, the UK TechDemoSat-1 satellite (in short TDS-1) was launched at~825 km height orbit, with an inclination of 98.8 • , carrying onboard as its primary payload the SGR-ReSI (Space GNSS Receiver-Remote Sensing Instrument) for GNSS-R experiments. On 15 December 2016, NASA CYGNSS (Cyclone Global Navigation Satellite System) constellation was launched at~500 km height, with an inclination of 35 • inclination orbit, and it is providing a new GNSS-R data over tropical regions. GNSS-R sensitivity to SM has already been proven from ground-based and airborne experiments, but studies using space-borne data are still preliminary [1] [2] [3] [4] due to the limited amount of data used (TDS-1 and CYGNSS only), collocation, footprint heterogeneity, etc. Despite the large sensitivity originally observed in the GNSS-R Signal-to-Noise (SNR), nearly 0.4 dB/% on bare soil [2] , vegetation effects decrease it significantly.
A sensitivity study of TechDemoSat-1 data to SM over the whole globe is presented over the period September 2014 to July 2017. This study is organized as follows. In Section 2 the data used are described: the TDS-1 observables, the ESA SMOS (Soil Moisture and Ocean Salinity) mission L3 and L4 products, the in-situ data from the CEMADEM (Centro Nacional de Monitoramento e Alertas de Desastres Naturais) network in Brazil, and two hydrological models to estimate the subsurface soil moisture (LISFLOOD and MUSA) are presented. Section 3 presents the results and discussion of the TDS-1 data analysis on a global scale using SMOS L3 soil moisture gridded at 25 km, and over the three regional networks at two different spatial resolutions using SMOS L3 products at 25 km, and a downscaled SMOS L4 product at 1 km. Due to the limited number of collocations, results using in situ probes are also presented over the Brazilian "semi-arid" region. Finally, an attempt is made to estimate the sensitivity to subsurface soil moisture using the data from the two hydrological models (LISFLOOD and MUSA) run over the CEMADEM network, although results are not conclusive. Sections 4 and 5 present the overall discussion of the results and the conclusions of this study.
Materials and Methods
In this section, the potential of GNSS-R techniques to estimate land surface parameters such as surface Soil Moisture (SM) is experimentally studied using 2014-2017 global data from the UK TechDemoSat-1 (TDS-1) mission. The sensitivity to SM of different GNSS-R observables computed at L1 (1575.42 MHz) and at left-hand circular-polarization (LHCP) is computed, after quality-filtering the data (spacecraft not 'in eclipse' and the direct signal not present in the Delay Doppler Maps (DDM)), filtering the data for topography effects, correcting for background noise, antenna pattern gain, different distance propagation factors, vegetation attenuation, and taking into account the dependence with the incidence angle. The analysis is first conducted on a global scale using SMOS L3 products (SMOS nominal resolution, re-gridded at 25 km), then at regional scale using SMOS L4 products (1 km resolution), and finally using in situ sensors. The potential dependence with subsurface SM is also analyzed in the Brazilian "semi-arid" region using the LISFLOOD and MUSA models.
TDS-1 Data Set

TDS-1 Observables at a Glance
The TDS-1 data used in this study spans over a period from September 2014 to July 2017. Figure 1 shows different TDS-1 GNSS-R observables. The interested reader is referred to [5] for a detailed introduction to GNSS-R techniques and a description of the different observables. Figure 1a shows the SNR computed from the peak of the DDM to the average noise floor computed for delay lags before the reflected signal, which basically follows the behavior of the peak of the DDM. As it can be appreciated, there is an increased noise around the Equator in the East Pacific, Atlantic, and Indian Oceans due to Satellite Based Augmentation System (SBAS) reflected signals which will have to be compensated for ( [6] , Figure 12 ). Figure 1b shows the values of the peak of the DDM. It is higher over iced sea and land, where there is a coherent reflection component, but also around the Plata river mouth in Argentina, the Eastern part of the Sahara desert, and South East Asia. Figure 1c shows the standard deviation of the peak of the DDM computed from ten 1 s consecutive samples. It is reasonably constant, except in a few tracks, where it is surprisingly low, i.e., the peak of the DDM is nearly constant, and in very specific events when it is anomalous large (see [7] for more detailed study). Finally, Figure 1d shows a parameter to measure the spread of the DDM in the Delay and frequency Doppler domains. This parameter is smaller over ice (specular reflection) and over dense vegetation than over most other areas, but it is surprisingly low also over mountains and the ocean. A more detailed analysis is presented below.
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As it can be observed, the histograms present a multimodal behavior, i.e., the probability density function (pdf) can be decomposed as the sum of several pdf's ("bell"-like curves, separated by vertical dotted lines). In the case of the PDF delay spread some "modes" can be somehow arbitrarily separated at 0.9, 1.2, and 1.7, and in the PDF Doppler frequency spread at 0.82 and 1.92 (local minima of the PDF). 
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Methodology: TDS-1 Data Pre-Processing
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In Equation (2), Γ(θ i , SM) is the Fresnel reflectivity, that depends on the soil moisture (SM) and on the incidence angle (θ i ). As a difference from the tau-omega model used in microwave radiometry at L-band, the "2" term in the exponential accounts for the two-way propagation through the vegetation layer. However, since the polarization-dependence of the VOD information is not available, it is neglected. It is worth to mention that the above model holds for most vegetation types, except for very dense vegetation and at large incidence angles, when multiple scattering cannot be neglected. In that case, the τ-ω model fails, and refined models are needed [8] .
Small scale surface roughness (as opposed to the large scale surface topography effects) is accounted for using the HR parameter used in SMAP [9] .
Last, it is important to emphasize that mixed pixel effects are not accounted for, and are believed to be the second largest contributor to the scatter of the data. This effect is studied in more detail in Sections 3.2 and 3.3, where SMOS L3 SM, and L4 SM data downscaled at 1 km [10] , and point measurements are used for inter-comparison purposes. However, while mixed pixel effects are already accounted for in the SMOS SM processor, and SMOS SM values may not be available in case of strong heterogeneity, it is also important to emphasize that the resolution of SMOS products (native resolution from 35 to 50 km, re-gridded at 25 km) is significantly different from that of GNSS-R products, as it can be as small as a few hundred meters from a Low Earth Orbit (LEO), in case of coherent scattering, as it is determined by the size of the first Fresnel zone [5] .
The approach described should provide a robust description of the dependencies with SM, as compared to other methods that rely on relative changes of the received reflected power (or reflectivity), as in [3] .
Regional L3 and L4 SMOS Soil Moisture Data
ESA SMOS mission was launched on 2 November 2009. SMOS is capable to produce global surface SM maps with a native spatial resolution of 35-50 km and a temporal resolution of 3 days (revisit time at the equator). Its payload is the Microwave Imaging Radiometer with Aperture Synthesis (MIRAS), an L-band interferometric radiometer composed of a Y-shaped array of 69 physically small antennas [11, 12] . SMOS data are classified in different levels with respect to the processing chain. In this study, Level 3 (L3) and Level 4 (L4) data are used.
Daily L3 SM maps are obtained at the SMOS Barcelona Expert Center -BEC- [10] from Level 2 user data products, applying different quality filters and discarding grid points with negative SM, with a value of Data Quality Index (DQX) above a threshold, affected by Radio Frequency Interference (RFI), or with a retrieved SM data out of range. SMOS L3 data used over the three test sites in Brazil, Spain and Australia span from June 2016 to June 2017.
L4 SM maps are obtained from the L3 SM maps by applying a downscaling algorithm to disaggregate the original SM pixels to 1 km resolution, using an improved version of the well-known empirical approach firstly developed by Piles et al. [13] . This algorithm is based on the fusion of L-band brightness temperatures or low-resolution SM maps, with high resolution multi-spectral optical data (notably the NDVI), and land surface temperature. A detailed description of the methodology followed to obtain the L4 SM maps and its validation over different areas is given in [14] , but the main conclusions are that the mean is preserved, with differences smaller than 0.05% and rms errors smaller than 1% with respect to the SMOS L3 product. Figure 5a ,b show the sampled 1 km downscaled maps over Europe and Australia. The production of these maps is very computationally intensive and requires large amounts of memory, so in the frame of this study the downscaling has only been Remote Sens. 2018, 10, 1856 6 of 19 generated of the three specific target areas: Brazil (CEMADEM), Spain (REMEDHUS), and Australia (OzNet, in Yanco, NSW). For the first two, the data from January to December 2016 has been processed, while for Yanco it is from January to December 2015.
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In Situ Data
Currently the improved downscaling algorithm [14] has been tested for validation purposes over three areas: Brazil (CEMADEN), Spain (REMEDHUS) and Australia (OzNet), where there are in situ SM networks. Due to the reduced number of collocations over REMEDHUS and OzNET, only CEMADEM data is used. These area is described below.
CEMADEN is located in the Brazilian semiarid region covering an area of 969,589. [15] . Figure 6 shows the CEMADEN stations, which are accessible in real time. At every single Data Collection Platform (DCP) location, the rain volumes for the last 4, 24 h, and the accumulated precipitation for the last seven days can be found. Approximately 500 automatic stations called DCP-Acqua are operating at the Brazilian semiarid region. These stations are composed of one cabinet for the data logger, GPS and other functional units, one rain gauge, sensors to monitoring soil moisture at two distinct depths (10 and 20 cm), plus a GSM/GPRS communication link, one solar power module. Besides these, other 95 automatic stations called DCP-Agro, composed of one cabinet for the data logger, GPS and other functional units [16] have been installed.
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CEMADEN is located in the Brazilian semiarid region covering an area of 969,589. [15] . Figure 6 shows the CEMADEN stations, which are accessible in real time. At every single Data Collection Platform (DCP) location, the rain volumes for the last 4, 24 h, and the accumulated precipitation for the last seven days can be found. Approximately 500 automatic stations called DCPAcqua are operating at the Brazilian semiarid region. These stations are composed of one cabinet for the data logger, GPS and other functional units, one rain gauge, sensors to monitoring soil moisture at two distinct depths (10 and 20 cm), plus a GSM/GPRS communication link, one solar power module. Besides these, other 95 automatic stations called DCP-Agro, composed of one cabinet for the data logger, GPS and other functional units [16] have been installed. 
Hydrological Models
This part of the study is motivated by an unexpected result discussed in Figure 11 of [2] , where selected TDS-1 data on target areas in the Lybia desert, belonging to ground tracks correctly classified as barren or sparsely vegetated, with nearly zero SM, and very small NDVI (<0.12, even though a smaller value would be expected), and under apparently the same surface conditions, without evident topography effects, and being nearly simultaneous, they exhibit very different SNRs (0.89 dB vs. 8.4 dB), and similar noise levels. No plausible reason was found, except for a weak volume scattering and a soil dielectric profile inhomogeneity (i.e., the GNSS signals are reflected from an underground layer of higher dielectric constant), as suggested -for example-in [17, 18] .
This study also aims at investigating if at least in the Brazilian semiarid region, there is a relationship with the underground SM.
To study these effects several models, known as water balance models, have been used. They relate the physical-water soil properties with the input and output components of water in the soil. 
To study these effects several models, known as water balance models, have been used. They relate the physical-water soil properties with the input and output components of water in the soil. They predict the soil water availability from the surface (skin layer) down to the depth explored by the roots, systematically calculating all the inflows and outflows of water in the soil.
Despite the great variety of models available for determining the water balance, the methodology most widely used for agro-climatic purposes was developed by Thornthwaite and Mather [19, 20] , which compares the amount of water acquired by rainfall and evapotranspiration. It also takes into account the storage capacity of water for each type of soil. For this reason, soil moisture is generally estimated from the amount of water entering or draining from the soil profile by the water balance method.
LISFLOOD Model
Brazil is vulnerable to extreme weather events, particularly floods and landslides caused by heavy rains and droughts, which can impact agricultural productivity. For this reason, a root zone model is important and applicable to different studies. LISFLOOD is a hydrological rainfall-runoff model capable to simulate the hydrological processes that occur in a catchment. LISFLOOD has been developed by the floods group of the Natural Hazards Project of the Joint Research Centre (JRC) of the European Commission [21] .
The model is made up of the following components: a 2-layer soil water balance sub-model, sub-models for the simulation of groundwater and subsurface flow (using 2 parallel interconnected linear reservoirs), a sub-model for the routing of surface runoff to the nearest river channel, and a sub-model for the routing of channel flow.
The processes that are simulated by the model include snow melt, infiltration, interception of rainfall, leaf drainage, evaporation and water uptake by vegetation, surface runoff, preferential flow, exchange of soil moisture between the two soil layers and drainage to the groundwater, sub-surface and groundwater flow, and flow through river channels.
Sample The 50 cm soil moisture data obtained was compared to CEMADEN stations (10 and 20 cm depth) [15] , and SMOS L4 product (ascending and descending pass) for 2015-2016 (Figure 7 ) in the Brazilian semiarid region. It should be noted that the North East region of Brazil (NEB) is vulnerable to droughts with a long history of famine, migration and associated social problems. Currently this region presents a drought situation that began in 2012 and still persists in some areas with rainfall below the climatological average in the region. This drought can be considered the worst of the last 30 years. From 2012 to 2015, the drought hit the NEB, especially the state of Bahia [22, 23] . It is worth mentioning that SMOS L4 and LISFLOOD show good correlation with measurement data (Table 1) . See [24] for a detailed study on the validation of SMOS products in different networks. For SMOS, 8 out of the 25 stations exhibit correlations smaller than 0.5, while for LISFLOOD the number grows up to 14, which is somehow expected as SMOS data are observations (despite at a different spatial resolution), and LISFLOOD models the results at the root zone, and the main difference is in the soil depth being modelled/sensed (CEMADEM stations = 10 cm, SMOS = 0-5 cm and LISFLOOD = 50 cm). The MUSA model represents an effort towards a more accurate representation of the SM and its impact on the modeling of weather systems [25] . Sensitivity tests of precipitation to soil type and soil moisture changes are carried out using the atmospheric Eta model for the numerical simulation of the development of a mesoscale convective system over Northern Argentina. Modified initial soil moisture conditions were obtained from a hydrological balance model developed and running operationally at INPE (National Institute for Space Research, Brazil). A new soil map was elaborated using the available soil profile information from Brazil, Paraguay, Uruguay, and Argentina, and it depicts 18 different soil types. Results indicate that the use of more accurate initial soil moisture conditions and incorporating a new soil map with hydraulic parameters, more representative of South American soils, improve the daily total precipitation forecasts both in quantitative and spatial representations [26] . The spatial resolution of the MUSA is 25 km, with daily information. Figures 8 and 9 shows the spatial distribution of the soil moisture obtained from MUSA model for representative years of the droughts in the Brazilian Semiarid region, and for a specific year (2015) within a dry period, respectively. Figure 10 shows the distribution of space-time estimated water storage in soil (mm) for the entire Brazilian territory during the period of 2015 and the TDS-1 passes. Results show that the amount of moisture stored in the soil was lower than the one observed in other years for the NEB, as highlighted in [23] .
January
February March April May June July August September October November Figure 10 shows the distribution of space-time estimated water storage in soil (mm) for the entire Brazilian territory during the period of 2015 and the TDS-1 passes. Results show that the amount of moisture stored in the soil was lower than the one observed in other years for the NEB, as highlighted in [22] . Figure 10 shows the distribution of space-time estimated water storage in soil (mm) for the entire Brazilian territory during the period of 2015 and the TDS-1 passes. Results show that the amount of moisture stored in the soil was lower than the one observed in other years for the NEB, as highlighted in [23] .
February March April May June July August September October November Figure 10 . Monthly average spatial-temporal distribution of soil moisture (mm) derived from MUSA model during 2015 year (January to November) and TDS-1 GNSS-R reflectivity (all incidence angles). 
Results and Discussion
TDS-1 Data Analysis on a Global Scale
After the TDS-1 data has been quality screened and compensated for all the above effects, different GNSS-R observables are first analyzed. Figure 11 shows the scatter plots of the: (a) SNR; (b) DDM peak; and (c) reflectivity compensated by the distance factor corresponding to incidence angles up to 30 • only, vs. the collocated SMOS SM (low-resolution, L3 product, descending pass (no differences have been found if using the ascending or the descending SMOS passes). Note that units are arbitrary (in dB), as it aims only to see which parameters exhibit the largest sensitivity and the lowest error. The color scale shows the VOD in Nepers (Nep). In these scatter plots, the largest values (1.6 Nep) correspond to one-way attenuations of up to~7 dB. Note that the pixels with the highest VOD are well above the robust fit [27] , which suggests that the vegetation scattering effects must be properly taken into account, and that the VOD compensation of Equation (2) may be overcompensating these effects [8] . This effect is more noticeable in the SNR and DDM peak plots, than in the reflectivity ones.
Remote Sens. 2018, 10, x FOR PEER REVIEW 12 of 21
Results and Discussion
TDS-1 Data Analysis on a Global Scale
After the TDS-1 data has been quality screened and compensated for all the above effects, different GNSS-R observables are first analyzed. Figure 11 shows the scatter plots of the: (a) SNR; (b) DDM peak; and (c) reflectivity compensated by the distance factor corresponding to incidence angles up to 30° only, vs. the collocated SMOS SM (low-resolution, L3 product, descending pass (no differences have been found if using the ascending or the descending SMOS passes). Note that units are arbitrary (in dB), as it aims only to see which parameters exhibit the largest sensitivity and the lowest error. The color scale shows the VOD in Nepers (Nep). In these scatter plots, the largest values (1.6 Nep) correspond to one-way attenuations of up to ~7 dB. Note that the pixels with the highest VOD are well above the robust fit [24] , which suggests that the vegetation scattering effects must be properly taken into account, and that the VOD compensation of Equation (2) may be overcompensating these effects [8] . This effect is more noticeable in the SNR and DDM peak plots, than in the reflectivity ones. As it can be appreciated, the SNR exhibits the largest uncertainty (σ = 7.1 dB) even after the linear robust fit, but also the largest sensitivity to soil moisture 22.75 dB/100%. The peaks of the DDM (not compensated for the background noise) exhibit a very weak sensitivity to SM, as the signal is masked by the speckle noise (dominant when coherent scattering is present). Reflectivity scatter plot ( Figure  11c ) exhibits a sensitivity to SM of 9.11 dB/100% and an uncertainty of σ = 3.17 dB/100%.
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From now on, only the reflectivity will be analyzed (i.e., neither the SNR, nor the DDM peak ). Figure 12 shows the scatter plots of the (calibrated) reflectivity for incidence angles by the speckle noise (dominant when coherent scattering is present). Reflectivity scatter plot ( Figure  11c ) exhibits a sensitivity to SM of 9.11 dB/100% and an uncertainty of σ = 3.17 dB/100%.
From now on, only the reflectivity will be analyzed (i.e., neither the SNR, nor the DDMpeak). Figure 12 shows the scatter plots of the (calibrated) reflectivity for incidence angles (a) from 0° to 30°, (b) from 30° to 60°, and (c) from 60° to 90° vs. the collocated SMOS SM. As it can be appreciated in Figure 12 , as the incidence angles increases, the sensitivity to SM decreases: 8.7 dB/100% from 0° to 30°, 5.7 dB/100% from 30° to 60°, and 2.8 dB/100% from 60° to 90°, while the pixels more affected by dense vegetation (large VOD) depart more from the linear robust As it can be appreciated in Figure 12 , as the incidence angles increases, the sensitivity to SM decreases: 8.7 dB/100% from 0 • to 30 • , 5.7 dB/100% from 30 • to 60 • , and 2.8 dB/100% from 60 • to 90 • , while the pixels more affected by dense vegetation (large VOD) depart more from the linear robust fit as vegetation effects (multiple scattering and increased attenuation) become more important. Table 2 shows the sensitivities and associated uncertainties estimated using different corrections. Table 2 . Reflectivity fit with respect to range of incidence angles for different corrections: NO: no vegetation correction, no surface roughness correction; R: no vegetation (VOD, ω) correction, surface roughness correction applied; and V + R: vegetation (VOD, ω = 0) and surface roughness corrections applied. While the obtained values are lower than the ones obtained in previous studies [1, 2] , they are still significant~8.75 dB/100% (~0.0875 dB/%). However, the large scattering that remains in the data prevents (so far) from performing an accurate SM retrieval. Part of this scattering is due to the lack of an accurate characterization of the platform attitude an antenna pattern variations in the estimated P dir , part to the different spatial resolution of the different variables used, part to the pixel inhomogeneity, and part to speckle and thermal noises.
Trying to partially address these issues in the next section a study is conducted to assess the sensitivity to SM using downscaled SMOS products [13, 14] and in situ data from CEMADEM (Brazil) [15] .
TDS-1 Data Analysis at Regional Scale
In this section, an analysis similar to the one conducted in the previous section is performed, but over three different regions where 1 km resolution L4 downscaled SMOS surface soil moisture data has been computed. These regions belong to soil moisture networks, and for one of them the LISFLOOD and MUSA hydrological models have been run to estimate the 50 cm and 100 cm SM values, respectively. In practice, TDS-1 GNSS-R ground tracks are so far away from the network stations that few matchups are available, and only when the maximum distance is increased up to 30 km results become statistically significant. Unfortunately, this distance is similar to the SMOS L3 resolution, so no conclusive results can be derived. A description of the different data sets is given below.
CEMADEM-Brazil SMOS L3 SM Sensitivity
The area of Brazil analyzed spans from 5 • to 25 • South, 55 • to 25 • West. Following the same approach as in Section 3.1, the sensitivity of TDS-1 derived reflection coefficients with respect to SMOS L3 SM data have been derived. Figure 13a shows the main results, when all corrections are applied, and for different ranges of incidence angles. See figure caption for details. Results are discussed at the end.
The Figure 15a shows the main results, when different types of corrections are applied, and for different ranges of incidence angles for SMOS L3 SM (25 km gridded resolution).
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SMOS L4 SM Sensitivity:
Similarly, Figure 15b shows the main results, when all corrections are applied, and for different ranges of incidence angles for SMOS L4 SM (1 km resolution). See figure caption for details. Results will be discussed at the end. 
SMOS L4 SM Sensitivity
Similarly, Figure 13b shows the main results, when all corrections are applied, and for different ranges of incidence angles for SMOS L4 SM (1 km resolution). See figure caption for details. The results will be discussed at the end.
Iberian Peninsula
In order to increase the number of matchups, the whole Iberian Peninsula has been analyzed, i.e., a box from 34 • to 45 • North, and from 11 • West to 5 • East. As in Brazil, the sensitivity of the TDS-1 derived GNSS-R reflectivity with respect to the L3 and L4 SMOS SM has been analyzed. Results have been processed separately and are shown below. Note that in these scatter plots, the number of points is relatively much smaller than over Brazil or over Yanco. no corrections applied, "R" for surface roughness correction applied only, "V" for vegetation corrections applied, and "V and surface roughness corrections applied. NO, R, and V cases not presented in Figures 13-15 . The graphical results obtained in the previous Sections are now summarized and discussed. Table 3 shows the sensitivities of the TDS-1 GNSS-R reflectivity to the descending-pass SMOS Soil Moisture both for low (25 km) and high resolution (1 km), and for different levels of corrections. Table  4 shows the corresponding number of points used in the regressions.
SMOS L3 SM Sensitivity
This suggests that sensitivity is higher over large, relatively flat areas, with low vegetation (e.g., Australia), but as the topography effects and/or vegetation effects increase, this sensitivity decreases, although pixels affected by topography are flagged and discarded, and vegetation effects have been -in principle-compensated for. In any case, all these sensitivities are much smaller than the ones obtained in [1, 2] , ~38 dB/100%, but it has to be noted that these sensitivities where derived using the SNR as variable, and not the calibrated reflection coefficient, and also, the standard deviation when using the SNR, was almost twice larger than when using the reflections coefficient. 
SMOS L4 SM Sensitivity
Similarly, Figure 14b shows the main results, when different types of corrections are applied, and for different ranges of incidence angles for SMOS L4 SM (1 km resolution). See figure caption for details. Results will be discussed at the end.
Yanco/NSW/Australia
The New South Wales region in Australia, from −39.45 • to −28.39 • South, and from 155 • to 140 • West, has also been studied. As in the previous cases, it has been analyzed the SMOS L3/L4 SM sensitivity with respect to the TDS-1 derived GNSS-R reflectivity. Although for this area the VOD values are lower than in the Iberian Peninsula, the scattering is still significant. In general, the higher slope values are obtained for the incidence angles between 0 • and 30 • when the vegetation correction is applied. Figure 15a shows the main results, when different types of corrections are applied, and for different ranges of incidence angles for SMOS L3 SM (25 km gridded resolution).
SMOS L3 SM Sensitivity
SMOS L4 SM Sensitivity
Similarly, Figure 15b shows the main results, when all corrections are applied, and for different ranges of incidence angles for SMOS L4 SM (1 km resolution). See figure caption for details. Results will be discussed at the end.
The graphical results obtained in the previous Sections are now summarized and discussed. Table 3 shows the sensitivities of the TDS-1 GNSS-R reflectivity to the descending-pass SMOS Soil Moisture both for low (25 km) and high resolution (1 km), and for different levels of corrections. Table 4 shows the corresponding number of points used in the regressions. This suggests that sensitivity is higher over large, relatively flat areas, with low vegetation (e.g., Australia), but as the topography effects and/or vegetation effects increase, this sensitivity decreases, although pixels affected by topography are flagged and discarded, and vegetation effects have been -in principle-compensated for. In any case, all these sensitivities are much smaller than the ones obtained in [1, 2] ,~38 dB/100%, but it has to be noted that these sensitivities where derived using the SNR as variable, and not the calibrated reflection coefficient, and also, the standard deviation when using the SNR, was almost twice larger than when using the reflections coefficient.
TDS-1 Data Analysis Using In-situ Soil Moisture Data
When trying to correlate the TDS-1 GNSS-R reflectivity measurements with in situ soil moisture values, very few matchups exist, to the point that it is difficult to perform a robust fit over the Remedhus (Spain) and Yanco (NSW, Australia) sites. Only over Brazil, and taking a 30 km radius, enough matchups have been found to obtain representative results. Results are shown in Figure 16 . Sensitivities are 7.39 dB/100%, 1.36 dB/100%, and −9.10 dB/100% for incidence angles from 0 • to 30 • , from 30 • to 60 • , and from 60 • to 90 • , respectively. For incidence angles from 0 • to 30 • , the value obtained is nicely between 6.62 dB/100% and 9.37 dB/100% encountered in Section 3.2 with respect to L4 and L3 SMOS SM data, respectively. For incidence angles from 60 • to 90 • , the derived sensitivity to SM is negative, which can be probably attributed to the small number of samples used and the reduced SM range.
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TDS-1 Data Analysis Using Hydrological Models
Considering these results, the sensitivity of the TDS-1 reflectivity and the modelled root zone soil moisture has been analyzed in the Brazilian semiarid region, hoping to encounter a relation such as the one in Lybia desert ( Figure 11, [2] ). Figure 17 shows a sample scatter plot of the 50 cm LISFLOOD soil moisture and the TDS-1 GNSS-R reflectivity (including surface roughness and vegetation corrections). As it can be appreciated, there is a lot of scatter, but the robust fit derived 
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Considering these results, the sensitivity of the TDS-1 reflectivity and the modelled root zone soil moisture has been analyzed in the Brazilian semiarid region, hoping to encounter a relation such as the one in Lybia desert ( Figure 11, [2] ). Figure 17 shows a sample scatter plot of the 50 cm LISFLOOD soil moisture and the TDS-1 GNSS-R reflectivity (including surface roughness and vegetation corrections). As it can be appreciated, there is a lot of scatter, but the robust fit derived sensitivity shows a significant sensitivity to the 50 cm depth soil moisture, as large as 12.21 dB/100%, which suggests that in very dry conditions, GNSS-R observables exhibit some sensitivity to the soil moisture at deeper levels. At first glance, it can be observed that the 1 m depth MUSA soil moisture is not directly correlated with TDS-1 reflectivity. Figure 17 shows the scatter plot between these two variables, showing less significant sensitivity to the soil moisture derived from LISFLOOD. Probably this result is the consequence of the different spatial resolution between models. MUSA model has 25 km, which leaves the soil moisture data more constant when compared to the LISFLOOD model (10 km), and to the fact that MUSA SM is a 100 cm depth, instead of 50 cm.
Discussion
On a global scale, the derived GNSS-R reflectivity sensitivity is 8.75 dB/100% using SMOS L3 SM data after applying all corrections (vegetation, surface roughness, topography flag etc.). In the three regions analyzed by using the same SMOS L3 SM values, the sensitivities are significantly higher: 18.64 dB/100% in Yanco/NSW/Australia; 9.37 dB/100% in Cemadem/Brazil; and 12.15 dB/100% over the Iberian Peninsula. They decrease when using SMOS L4 SM data: 11.18 dB/100% in Yanco/NSW/Australia; 6.62 dB/100% in Cemadem/Brazil; and −1.1 dB/100% in the Iberian Peninsula, although this last result is probably not significant because of the limited amount of data, and limited range of SM values. The sensitivities derived in the Brazilian semi-arid region from point measurements are~7.39 dB/100%, halfway between the values obtained using SMOS L4 and L3 SM values. This variability suggests that the average sensitivity of GNSS-R reflectivity to SM is likely to be close to~9 dB/100%, but that large uncertainties can be expected regionally, which precludes the need to develop regional soil moisture retrieval algorithms from GNSS-R data.
The sensitivity of GNSS-R reflectivity to subsurface soil moisture has also been analyzed using the LISFLOOD and MUSA models, but the values obtained (12.2 and 49.2 dB/100%) exhibit too low a correlation and are not reliable.
Conclusions
A detailed study of the sensitivity of TDS-1 GNSS-R observables vs. SM has been conducted. First, different observables have been examined to understand their potential to infer geophysical data and their problems (e.g., non-geophysical noise, inconsistencies, etc.). Then, the data has been screened for quality and topography effects, compensated for antenna pattern, distance factor, vegetation opacity, and incidence angle. Finally, the sensitivity to SM has been evaluated by a linear robust fit of the scatter plots of the TDS-1 GNSS-R reflectivity with the collocated SMOS SM. While the obtained values are lower than the ones obtained in previous studies [1, 2] , they are still significant~9 dB/100% for incidence angles smaller than 30 • . However, the large scattering that remains in the data prevents from performing an accurate SM retrieval. Part of this scattering is due to the variations in the estimated direct power, part to the different spatial resolution of the different variables used, part to the pixel inhomogeneity, and part to speckle and thermal noises. In this sense, further studies will be conducted to assess the sensitivity to SM using downscaled SMOS products [13, 14] and in situ data from CEMADEM (Brazil) [15] .
