In the present study we have proposed an improved family of estimators for estimation of population mean using the auxiliary information of median, quartile deviation, Gini's mean difference, Downton's Method, Probability Weighted Moments and their linear combinations with correlation coefficient and coefficient of variation. The performance of the proposed family of estimators is analysed by mean square error and bias and compared with the existing estimators in the literature. By this comparison we conclude that our proposed family of estimators is more efficient than the existing estimators. To support the theoretical results, we also provide the empirical study.
Introduction
Since last few decades statisticians have proposed estimators for the population parameters. The concept of efficiency is a vital key word for an estimator and it depends on the Mean Square Error (MSE), thus we should know the fundamental of MSE in statistics. Therefore, according to the estimation theory the estimators with the mean square error or variance than lower that of other estimators are said to be efficient estimators and the estimators with the bias lower than that of other estimators are said to be good estimators. Hence, this efficiency in estimation theory is achieved by using the auxiliary information at the design or estimation stage or at both stages. The use of such auxiliary information is made through different methods of estimation such Ratio, Regression and Product methods. So, Cochran (1977) initiated the use of auxiliary information at estimation stage and proposed ratio estimator for population mean. It is a well-established fact that ratio type estimators provide better efficiency in comparison to simple mean estimator if the study variable and auxiliary variable are positively correlated and the regression line pass through origin, and if on the other side the correlation between the study variable and auxiliary variable is positive and does not pass through origin but makes an intercept, in that case the regression method provides better efficiency than ratio, simple mean and product type estimator, and if the correlation between the study variable and auxiliary variable is negative, product estimator given by Robson (1957) is more efficient than simple mean estimator.
Further improvements are also achieved on the classical ratio estimator by introducing a large number of modified ratio estimators with the use of known parameters as coefficient of variation, coefficient of kurtosis, coefficient of skewness and population correlation coefficient. For more detailed discussion, one may refer to Cochran (1977) , Cingi (2004, 2006) , Koyuncu and Kadilar (2009) , Murthy (1967) , Sharma and Singh (2013) , Prasad (1989) , Rao (1991) , Tailor (2003, 2005) , Singh et al. (2004) , Sisodia and Dwivedi (1981) , Upadhyaya and Singh (1999) and Yan and Tian (2010) .
Further, Subramani and Kumarapandiyan (2012) have taken initiative by proposing modified ratio estimator for estimating the population mean of the study variable by using the population deciles of the auxiliary variable.
Recently, Subzar et al. (2016) have proposed some estimators using population deciles and correlation coefficient of the auxiliary variable, also have proposed some modified ratio type estimators using the quartile deviation and population deciles of auxiliary variable, and have also proposed an efficient class of estimators by using the auxiliary information of population deciles, median and their linear combination with correlation coefficient and coefficient of variation.
In this paper we have envisaged a new class of improved ratio type estimators for estimation of population mean of the study variable using the information of quartile deviation, median, non-conventional measures of dispersion and their linear combination with correlation coefficient and coefficient 
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Subscript
For existing estimators
For proposed estimators Kadilar and Cingi (2004) have suggested ratio type estimators for the population mean in the simple random sampling using some known auxiliary information on coefficient of kurtosis and coefficient of variation. They showed that their suggested estimators are more efficient than traditional ratio estimator in the estimation of the population mean. Kadilar & Cingi (2004) estimators are given by
Estimators in the literature
The biases, related constants and the MSE for Kadilar and Cingi (2004) estimators are respectively as follows: Kadilar and Cingi (2006) developed some modified ratio estimators using known value of coefficient of correlation, kurtosis and coefficient of variation as follows:
The biases, related constants and the MSE for Kadilar and Cingi [6] estimators are respectively given by Subzar M., et al., Efficient estimators… Abid et al. (2016) suggested the following ratio estimators for the population mean Y in simple random sampling using non-conventional location parameters as auxiliary information. Estimators suggested by are given as:
The biases, related constants and the mean square error (MSE) for estimators are respectively given by: (   2  2  2  2  15  15  15   2  15   2 (   2  2  2  2  16  16  16   2  16   2 et al. (2016) suggested the following ratio estimators for the population mean Y in simple random sampling using Decile mean, with linear combination of population correlation coefficient and population coefficient of variation as auxiliary information. Estimators suggested by are given as:
The biases, related constants and the mean square error (MSE) for estimators are respectively given by: 
Improved ratio estimators
Motivated by the estimators mentioned in Section 1.2, in this section we suggest some improved class of estimators by using the auxiliary information median, quartile deviation, Gini's mean difference, Downton's Method, Probability Weighted Moments and their linear combinations with correlation coefficient and coefficient of variation in survey sampling, and the suggested estimators are given below as:
The bias, related constant and the MSE for the first proposed estimator can be obtained as follows:
MSE of this estimator can be found using Taylor series method defined as
As shown in Wolter (1985) , (2.1) can be applied to the proposed estimator in order to obtain MSE equation as follows: 2  2   2  2  1  3  4  2  2  ,  ,  2  2 , , Similarly we can obtain the bias, constant and mean square error for the other proposed estimators as follows: 
Efficiency comparisons
From the expressions of the MSE of the proposed estimators and the existing estimators, we have derived the conditions for which the proposed estimators are more efficient than the usual and existing modified ratio estimators. They are given as follows.
Comparison with the classical ratio estimator
Modified proposed ratio estimators are more efficient than that of the classical ratio estimator if
After solving the condition I, we get Subzar M., et al., Efficient estimators… (   2  2  2  2   2  2  2  2  2  2  2  2 i pj 
Comparisons with existing ratio estimators
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Empirical study
The performances of the proposed ratio estimators are evaluated and compared with the mentioned ratio estimators in Section 1.2 by using the data of the three natural populations. For the population I and II we use the data of Singh and Chaudhary (1986) page 177 and for the population III we use the data of Murthy (1967) page 228, in which fixed capital is denoted by X (auxiliary variable) and output of 80 factories is denoted by Y (study variable). We apply the proposed and existing estimators to these data sets and the statistics of these populations are given in Table 1 .
From Table 2a and Table 2b , we observe that the proposed estimators are more efficient than all of the estimators in the literature as their Bias, Constant and Mean Square error are much lower than the existing estimators. The percentage relative efficiency (PRE) of the proposed estimators (p), with respect to the existing estimators (e), is computed by
These PRE values are given in Table 3 , for the population I. From this table, it is clearly evident that the proposed estimators are quiet efficient with respect to the estimators in the literature. Similarly, we can calculate the PRE values for population II and population III respectively by using the same formula mentioned above. 
