Degradation of domains with sequential field application by Caballero, Nirvana
Degradation of domains with sequential field application
N. Caballero
Department of Quantum Matter Physics, University of Geneva,
24 Quai Ernest-Ansermet, CH-1211 Geneva, Switzerland
(Dated: September 2,2020)
Recent experiments show striking unexpected features when sequences of alternating magnetic
square field pulses are applied to ferromagnetic samples: domains show area reduction and domain
walls change their geometrical properties. In this work, we use a very simple scalar-field model, in
which no physical quantities need to be specified a priori, and which only considers two preferential
values for an order parameter, short-range exchange, disorder, and temperature. By proposing a
numerical protocol that mimics the experimental one used to observe domains with polar magneto-
optic Kerr effect microscopy, we show that domains described by the model are also subject to
area reduction under sequential field application. We study two domain geometries common in
ferromagnetic films: a bubble and a stripe domain. In both cases, the area reduction as a function
of the number of alternating field cycles follows a linear combination of an exponentially decreasing
function and a linearly decreasing function, as reported for the experiments. We characterize the
domain walls geometry by computing its roughness exponents. The obtained roughness exponents
are indistinguishable from the ones observed experimentally, not only under alternating fields, but
also when the standard protocol to measure velocities is numerically emulated.
I. INTRODUCTION
Ferromagnetic domains are extensively used as mem-
ory units to store information [1], from the initial emer-
gence of magnetic-bubble-based devices [2], to more re-
cent breakthroughs in racetrack memories based on do-
main wall and magnetic skyrmions [3]. Controlling such
domains and understanding their behaviour is thus of
great applied as well as fundamental interest. A synergis-
tic interplay between basic research and technological de-
velopment has led to advanced knowledge of how to effi-
ciently create and manipulate magnetic domains [4–6], in
particular with fixed and alternating magnetic fields [7].
However, several key aspects of domain behaviour remain
less well understood, and from a basic physics view point,
these objects still present striking features which appear
difficult to elucidate.
In particular, the reaction of ferromagnetic domains
to sequential application of different magnetic fields has
not been extensively explored [8]. Recent experiments in
ultra-thin ferromagnetic films with perpendicular mag-
netic anisotropy revealed an unexpected domain dynamic
response under the application of alternating magnetic
fields: Polar magneto-optical Kerr effect microscopy im-
ages showed that initially circular domains evolved to-
wards distorted domains with irregular shape and con-
comitant domain area reduction [8].
Motivated by these experimental results, in this work
we use a scalar-field model [9–11] to numerically emu-
late the experimental protocol. The advantage of us-
ing this model is that no material specific parameters
need to be a priori defined, and it allows us to study
in detail how domains and domain walls behave under
field application. It was already shown that the numeri-
cal emulation of the typically used experimental protocol
to measure domain walls velocities by polar magneto-
optic Kerr effect microscopy produces velocity-field re-
FIG. 1. Protocol to study domain walls statics and dynam-
ics numerically : We emulate typical protocols used in polar
magneto-optic Kerr effect microscopy. First, we imitate the
nucleation process by creating a domain of radius Ri. We ap-
ply a field to let the domain grow until it reaches an effective
radius R0. After letting the system evolve at zero field for
a time t0 (relaxation process), we apply NDC cycles followed
by NAC cycles. The applied field is shown on the top figure,
while in the central figure we show the effective radius of a
domain as a function of time. The green dots indicate the
times at which the images of the bottom where taken. Each
image on the bottom is of size L × L. In the shown case,
T = 0.01,  = 1, t0 = 10
3, τ = 104, L = 4096 (see text for
units description).
sponses with characteristics of experimentally measured
curves [11]. These curves are typically characterized by
three dynamical regimes as a function of the field: a flow
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2regime where the velocity grows linearly, a depinning
regime with signatures of the zero-temperature behav-
ior, and a creep regime where the velocity grows expo-
nentially [12]. In the low-field creep regime, which only
emerges in presence of disorder, the ultra-slow motion
of domain walls occurs trough thermal activation. Acti-
vated events that involve collective reorganizations, trig-
ger the domain wall and as a result the interface shows
a non-zero average velocity. This velocity is highly non-
linear and displays a stretched exponential behavior as
a function of the applied field H: ∼ e−H−µ , where µ is
a universal exponent [13]. In the case of ferromagnetic
ultrathin films, µ ' 1/4 [14–17]. In the framework of the
disordered elastic systems theory, this universal exponent
is directly related to the roughness exponent ζ that char-
acterizes the domain wall geometry, through the relation
µ = (D + 2ζ − 2)/(2ζ), where D is the interface dimen-
sion [18, 19].
Theoretical and numerical studies of effects in the
creep regime are difficult to tackle due to the glassy na-
ture of the problem [20]. The universality of these phe-
nomena allows statistical-physics minimal models to suc-
cessfully capture the main features of interfaces in this
regime trough “elastic line” type models [13]. These
kinds of model are only able to describe interface prop-
erties and fail to characterize important bulk features.
In particular, some theoretical works based on this ap-
proach, predict that the application of alternating pe-
riodic magnetic fields would produce a periodic domain
wall oscillation around the initial condition. Although
the response is expected to be nonlinear and hysteretic,
the magnetic domain is expected to remain unchanged
after the application of an integer number of alternating
magnetic field cycles [21–24].
In a different description level, Ginzburg–Landau mod-
els have been proven useful to understand many fea-
tures of domain walls, especially for non-disordered
systems [25–30]. A connection between a minimal
Ginzburg–Landau model and the Edwards–Wilkinson
equation, belonging to the category of elastic line models,
was recently established for disordered systems [31]. This
could explain why several features of domain walls, as for
example the creep regime, are successfully described by
the more complex Ginzburg–Landau type models too.
More complicated approaches, as the ones based on the
Landau–Lifshitz–Gilbert equation [2] are also useful to
describe domain wall dynamics, especially if one is in-
terested in microscopic details and internal structure of
domain walls. However, it seems that to some extent
it is not really necessary to consider the full micromag-
netic description, since even for this model the quenched
Edwards–Wilkinson universality class arises [32], at least
for the cases analyzed until now.
The great advantage of Ginzburg-Landau type models
is that bulk properties may be studied in combination
with interface characteristics in a very simple way. Typ-
ical protocols used in experiments to observe ferromag-
netic domains in ultrathin films may be emulated, and
effects in the different dynamical regimes may be stud-
ied [11].
In this work, we propose a numerical treatment based
on a Ginzburg–Landau type model to study domains un-
der alternating fields that imitates the protocol used in
experiments. Under the application of a sequence of
alternating fields, we observe a domain area reduction
which follows a linear combination of a decreasing ex-
ponential and a linearly decreasing function. This is
compatible with what was reported for domain area loss
in samples of Pt/Co/Pt and Pt/[Co/Ni]/Al [8]. More-
over, we obtain roughness exponents characterizing the
domain walls geometry which are indistinguishable from
the ones reported in the same experiments.
The importance of our result resides in the fact that
the area loss may be explained in very simple terms, and
is material independent. It applies to all ferromagnetic
samples with an easy axis of anisotropy, where dipolar
interactions are not important.
The article is organized as follows. We first describe
the model used to study the effect of alternating fields in
domains (Sec. II). Details of the experimental and numer-
ical protocol are presented in Appendix A. In Sec. III we
numerically study the evolution of bubble and stripe do-
mains under DC and AC fields (Sec. III B). In Sec. IV we
analyze the domain walls geometries for both bubble and
stripe domains. In Sec. V we discuss important implica-
tions of our results. We finally present our concluding
remarks and perspectives in Sec. VI.
II. EMULATING REAL EXPERIMENTS TO
STUDY DOMAIN WALL DYNAMICS
NUMERICALLY
To study the effect of alternating magnetic fields on
domain dynamics, we use a modified Ginzburg–Landau
model with disorder [9–11]. In this model, a non-
conserved order parameter ϕ(~r, t), describing the local
state of a two-dimensional system (~r ∈ R2), is governed
by the Langevin equation
η
∂ϕ
∂t
= γ∇2ϕ+ (Dαϕ+H)(1− ϕ2) + ξ. (1)
ξ = ξ(~r, t) is a Gaussian white noise with zero mean
and two-point correlator
〈ξ(~r2, t2)ξ(~r1, t1)〉 = 2ηTδ2(~r2 − ~r1)δ(t2 − t1). (2)
Structural quenched disorder, compatible with the so-
called random bond disorder [19, 31], is introduced by
considering a perturbation of the double-well potential
as D = D(ε, ~r) = (1 + ζ(~r)). In the following, time is
given in units of ηα , space is in units of
√
γ
α , field is given
in units of αη , and temperature is in units of
√
γη
α .
Numerically solving equation (1), with a protocol em-
ulating the experimental ones typically used in polar
3magneto-optic Kerr effect microscopy, allows us to obtain
velocity-field domain walls responses. We find that under
the application of square constant field pulses, the walls
of a bubble domain acquire a velocity with particular fea-
tures as a function of the field. The domain wall velocity
has the same characteristics as experimentally observed
velocity-field curves in ultra-thin ferromagnetic systems
with strong perpendicular magnetic anisotropy [11].
In this work, we solve numerically equation (1) [11],
and explore domain dynamics in the creep regime. We
follow a numerical protocol which is equivalent to an ex-
perimental one recently used in polar magneto-optic Kerr
effect microscopy experiments to study the effect of alter-
nating magnetic fields on driven domains [8], as detailed
in Appendix A 1. The numerical protocol is summarized
in Fig 1 and described fully in Appendix A 2.
III. DOMAIN DYNAMICS
For the proposed field-pulse protocol summarized in
Fig. 1, we measure the domain area A, defined as the
number of simulation cells for which the order parameter
has a positive value. The evolution of the effective radius
Reff =
√
A/pi, of a bubble domain is shown in Fig. 1.
Images taken after all relaxation processes, imitating the
way in which images are typically obtained experimen-
tally, are also shown. The advantage of performing this
kind of simulations is that we now have evolution details
that are not easily accessible experimentally. In partic-
ular, we can precisely track the domain area evolution
even in presence of an external field. By tracking the
evolution of Reff as a function of time, many interesting
features of the domain area evolution arise. First, as was
already observed before [11], immediately after removing
the field, the domain area is slightly increased, highlight-
ing the importance of taking into account a relaxation
time t0 in the simulations. Second and more important,
the velocity at which the domain area is reduced when
applying a negative field is larger than the velocity at
which the domain grows when a positive field is applied.
This point raises intriguing questions about field driven
domain dynamics which we address in the following sec-
tions.
A. DC dynamics
The observation of larger velocities when a circular do-
main contracts, compared to the ones observed for do-
main expansions, raises one important question: What
is the role of the circular shape of the domain in the dy-
namics? To answer this question we first focus on the
more traditional DC approach, by comparing how a cir-
cular and a stripe domains grows.
As described in Appendix A 2, our numerical
nucleation-like process consists of starting with an ini-
tial configuration where the order parameter takes the
value -1, except for a region Ω where it takes the value 1.
To analyze the evolution of a circular domain, we start
with Ω defined as a region of radius Ri = 100 centered in
the middle of the system. As a first test, we let the sys-
tem evolve at zero field, and no significant changes in the
domain area are observed, i.e., even for this “small” cir-
cular domain the force due to the curvature is not enough
to contract it in presence of disorder.
Another possibility is to consider a stripe domain. In
this case Ω is given by a rectangular region of size L×Li.
We repeat the same protocol for this case, by choosing
Li and L0 so that the initial and final domains in the
nucleation-like numerical step have the same area com-
pared to the circular case. We then apply NDC = 10
cycles to both systems and we compute the domain area
in both cases as a function of time, as shown in Fig. 2.
To emulate the way in which velocities are obtained in
the experiments, we select one area point per DC cycle
(the last one of each cycle, after the relaxation time). We
fit these points with a linear function, and the slope of
this fit gives the domain wall velocity. For both domain
geometries, the computed velocities during DC cycles are
the same within numerical errors, and give vDC = 0.01.
In Fig. 2 (central figures), it can be seen that the fitting
curve of these points has a barely distinguishable slope,
compared to the slope of the function describing the ef-
fective radius or length of the domains as a function of
time.
B. AC dynamics
As expected, no surprising features arise on the analy-
sis of domains under the application of the DC numerical
protocol. However, striking features are present under
the application of AC dynamics. In this section, we an-
alyze in detail the evolution of domain area under the
numerical protocol (discussed in A 2) selected to emulate
the experimental one.
Starting with a circular and a stripe domain which
were subjected to the previously descibed DC cycles, we
analyze their area under the application of multiple AC
cycles [33]. Both systems are subject to the same condi-
tions (i.e. both simulations are performed with exactly
the same parameters, and the only difference is given by
the initial condition for the order parameter).
As shown in Fig. 3, both systems show area loss during
this process. In particular, the bubble domain completely
collapses after 143 AC cycles, while the stripe domain
also shows area loss, although to a less drastic degree.
In the experiments shown in Ref. [8], the area loss is
described by a linear combination of an exponential decay
and a linearly decreasing function. In the case of our
simulations, the curves are also very well fitted by such a
combination for the bubble (over a wide range) and the
stripe domains, as indicated with dashed lines in Fig. 3.
A detailed inspection of the area evolution during the
four first cycles reveals that in both cases the expansion
4FIG. 2. Domain expansion under the application of square field pulses (DC cycles): Under the application of DC cycles a
domain grows, and its velocity and domain wall geometry (characterized by the roughness exponent) are independent of the
global domain geometry. We compute the area A of domains as a function of time, from which we extract the effective radius
(Reff =
√
A/pi) in the case of the bubble, or the effective width in the case of the stripe (Leff = A/L) (gray line in the central
figures, shown in detail in the insets). After each relaxation time in one DC cycle (diamonds in the central figures), imitating
the experiments, we extract the domain wall position when no external field is applied (left figures). A fitting of this evolving
domain wall position (shown in dashed gray line in the central figures) gives a velocity for the domain walls which is independent
from the domain geometry. We compute the roughness function B(r) of each of the obtained relaxed interfaces (right figures,
averaged over both domain walls in the case of the stripe). These curves display a power-law behavior B(r) ∼ r2ζ in the range
r = [10, 150]. To obtain the roughness exponent ζ we fit each curve in this range (the curves obtained with the fitting procedure
are shown in solid gray lines). From each fit we obtain a roughness exponent shown in the inset of the figures on the right. The
average of these values (dashed gray line in the inset) is ζDC = 0.77 for the bubble domains and 0.79 for the stripe domains.
velocity of the domains is slightly larger than the velocity
acquired by a contracting domain. Surprisingly, and to
the best of our knowledge, this is something which is not
usually tested in experiments. However, the observations
presented in [8] are compatible with this claim.
IV. DOMAIN WALL GEOMETRY
The roughness function, defined as
B(r) = 〈[u(z + r)]− u(z)]2〉 (3)
measures the quadratic correlations of u(z), the position
of the interface of a domain for a given coordinate z. This
observable is widely used to study diverse systems with
domain walls [34–37].
Usually, the roughness function presents power-law be-
haviors with signatures of the underlying physics of the
system. In particular, at short length-scales, B(r) is ex-
pected to show a thermal regime. In this regime B(r)
follows a power law ∼ r2ζth , with ζth = 1/2. At larger
scales, disorder plays a key role inducing a different power
law-scaling r2ζ [38, 39]. The roughness exponent ζ is
used to characterize domain wall geometries, which are
usually determined by the competition between the few
key ingredients that govern the system.
When no fields are applied, domain walls described by
the model given by Eq. (1) display, at low-temperatures,
the features of an interface described by the Edwards–
Wilkinson [40] (EW) universality class [31]. However,
the geometry of domains walls when non-zero fields are
considered, to the best of our knowledge, has not yet
been studied for this model. Moreover, in the same ex-
periments with ferromagnetic samples where the imple-
mentation of the DC-AC dynamic protocols was estab-
lished, the roughness exponents of domain walls were
reported [8]. In this work, we compute the roughness
exponents observed for the simulated domain walls and
we compare our results with the experiments. To do so,
we define the domain wall as the contour in which the
order parameter ϕ is equal to zero. As an example, a
detected domain wall is shown in Fig. 4 for the bubble
5FIG. 3. Area loss under the application of alternating fields:
An AC cycle consists of the application of two square field
pulses of the same intensity and duration, but with opposite
sign, followed by a relaxation time. A bubble and a stripe
domain under the same simulation conditions show area loss
during this process. In the top figures, the domain boundaries
after NAC cycles are shown. The domain area loss, measured
at the end of each cycle with respect to the initial value, is also
shown as a function of the number of AC cycles. The dashed
lines are fittings of the curves with a linear combination of
an exponential decay and a linearly decreasing function. The
bubble domain collapses after 143 cycles. The stripe domain
also shows a marked area loss, but to a less drastic degree than
the bubble domain. Details of the domain area evolution for
the bubble and the stripe domains are shown for the first 4
cycles in the inset.
domain case. To study the domain wall geometry, and as
was proposed to analyze the experimental domain walls
in Ref. [8], we define a circle of radius Reff =
√
A/pi,
where A is the domain area, centered in the centroid of
the domain. We define the function u(z) as the difference
between the domain wall boundary and this circle. An
obtained interface u(z) is shown in Fig. 4, after the nu-
merical nucleation-like process for the same system stud-
ied in the previous sections. The roughness function, de-
fined in Eq. (3), was computed for this interface and fitted
in a region where it shows a power-law behavior. In this
work we focus on the large-scale power-law scaling of the
roughness, since we are interested in a comparison with
FIG. 4. Domain wall geometry analysis: The boundary of
the domain is established (cyan curve, top right image) and
its difference, u(z), with respect to a perfect circle (dashed
pink line) which has the area of the domain, and is centered
in the centroid of the domain, is computed. z is a standard
linear coordinate defined in terms of polar coordinates. The
roughness B(r), defined as the average of the quadratic corre-
lations of u(z), is fitted in a restricted range (shown in orange
in the bottom right figure) with a power-law ∼ r2ζ , which
gives the roughness exponent ζ. The images correspond to
time 14.2 × 103, after the nucleation-like numerical process
(top left figure).
the experimental observations. How to choose the fitting
region for a given roughness function B(r) is not a trivial
task (the reader might refer to [37] for a detailed discus-
sion of this issue in the analysis of experimental interfaces
in ferromagnetic systems). A crossover regime between
the thermal low-scale regime and the large-scale regime
may be present (as discussed, for example, in Ref. [39]).
In this case, we chose the fitting region in order to maxi-
mize the number of roughness functions that can be fitted
in the same region, as will be shown later. In Fig. 4, the
fitting region is r = [10, 150]. From this fitting, we ob-
tain a roughness exponent ζ = 0.68, which is remarkably
close to the value 2/3, corresponding to the ‘random-
bond’ regime for the EW universality class.
In Fig. 2, we show the roughness functions obtained af-
ter each DC cycle for the bubble and stripe domains. In
the case of the stripe domain, the function u(z) is defined
as all the points where the order parameter ϕ is equal to
zero. After each DC cycle, B(r) is independently com-
puted for the left and right domain walls, and an average
over these two functions is taken to compute the rough-
ness function after each cycle. By fitting these functions
6FIG. 5. Geometry of interfaces of a bubble domain during AC cycles. We separate the interface evolution under AC cycles in
three cases: cycles 1-35 (first row), cycles 36-85 (second row), cycles 86-142 (third row). The first column shows a snapshot
of the system configuration along with the detected interface and a circle of equivalent area to the domain centered on the
domain centroid (pink dashed line). The second column shows the domain area evolution, and highlighted with crosses are the
points analyzed on the row. The third column shows u(z), defined as the fluctuations of the domain wall with respect to a
perfect circle with the same area. The fourth column shows the roughness function obtained for each u(z), represented with
the same color. A fit of these curves in the region indicated by dotted lines is shown in gray for each curve. The fitting function
is a power-law ∼ r2ζ . The obtained ζ values are shown in the insets. The dashed gray line in the insets corresponds to ζAC ,
the average value of ζ over the 142 analyzed AC cycles. The dashed gray lines on the main plots of the fourth column are
proportional to r2ζAC . In the central row, the interface is highly pinned (see the protuberance indicated by the orange arrow).
This protuberance induces an increase of B(r) at short distances (also indicated by an orange arrow), and a shift of the fitting
region. This motivated the division of the analysis in three parts. After 143 NAC total cycles, the system is in the saturated
state and no domain is observed. The roughness exponent, defined as the mean value of the roughness exponent obtained for
each individual B(r), is ζAC = 0.84± 0.04.
in the interval [10, 150], we obtain an average roughness
exponent for the bubble and the stripe domains which
are indistinguishable with each other. These roughness
exponents are in excellent agreement with the exponents
observed experimentally, as summarized in Table I.
In Fig. 5 we show the interfaces obtained for the bub-
ble domain at the end of each AC cycle, and its cor-
responding roughness function given by Eq. (3). These
functions show very interesting features. First, during
the first 35 AC cycles, besides the domain area reduc-
tion already discussed in Sec. III B, which is translated
in this context to interfaces u(z) which become shorter
at the end of each AC cycle, the roughness functions dis-
play similar power-laws in the region [10, 300]. Only a
global increase of the value of B(r) is observed after each
AC cycle. The subsequent roughness functions (corre-
7System ζDC ζAC
Simulations
Bubble 0.77± 0.04 0.84± 0.04
Stripe 0.79± 0.09 0.88± 0.04
Experiments
Pt/Co/Pt 0.73± 0.04 0.79± 0.03
Pt/[Co/Ni]4/Al 0.64± 0.05
TABLE I. Roughness exponents obtained in simulations of
bubble and stripe domains under DC and AC dynamics in this
work, compared with the values reported for experiments in
ferromagnetic samples under equivalent conditions in Ref. [8].
sponding to cycles 36 to 85) show a high increase at very
short distances exactly when the interface seems to be
highly pinned. This strong pinning center seems to shift
the region where B(r) can be reasonably fitted with a
power-law to larger values of r, [30, 1000]. When the in-
terface is depinned from this strong pinning center, B(r)
again recovers the behavior observed during the first 35
cycles. The power-law behavior is obtained in the re-
gion [10, 300], but this time, the global value of B(r)
decreases after each AC cycle. During the whole process,
the roughness exponents obtained do not deviate signif-
icantly from their mean value, as shown in the inset in
Fig. 5.
In the stripe domain case, the roughness functions ob-
tained after each cycle are similar between each other,
and only a global increase on B(r) with the number of
AC cycles is observed. In this case we fit each function in
the range [10, 150], and the mean roughness exponent is
similar to the one obtained for the bubble domain case,
as shown in Table I.
V. DISCUSSION
Based on our analysis, we find that a simple numer-
ical model captures quite effectively the experimentally
observed behavior of ferromagnetic domains under the
effect of alternating magnetic fields. In the experiments
and in our simulations domains under repeated AC cy-
cling exhibit pronounced area reduction. In the experi-
ments, many AC cycles can be applied to a ferromagnetic
sample before the domain collapses. It is natural that in
our work this effect happens at a shorter number of cy-
cles, since the systems we are simulating are smaller than
the experimental ones. We can estimate the orders of
magnitude of our simulated systems by using some micro-
magnetic concepts. In a micromagnetic model, where the
magnetization is ruled by the stochastic Landau-Lifshitz-
Gilbert equation, the domain wall width when dipolar in-
teractions are negligible is given by ∆˜ =
√
A˜n
K˜
[2], where
A˜n is the material anisotropy constant and K˜ its stiff-
ness. For the model considered in this work (Eq. (1)),
the equilibrium domain wall width is ∆ =
√
2γ
α [31].
By choosing our model parameters in order to recover
the domain wall width predicted by the micromagnetic
model, we can write the model parameters in terms of ex-
perimental quantities, and thus compare our numerical
results with a specific material.
In particular, for Pt/Co/Pt where A˜n = 14pJ/m
and K˜ = 364kJ/m3 [41], the analogy shows that our
simulated system has a lateral size of ' 18µm, which
is smaller than the domains studied experimentally in
Ref. [8], where the initial domain area after nucleation
is ∼ 4700µm2 (giving an effective radius of ∼ 39µm).
This difference could explain why our circular simulated
domain collapses completely after a hundred NAC cycles,
while in the experiments thousands of cycles can be stud-
ied before the domain collapses. However, the domain
area reduction in the experiments and in our simulations
follows the same functional behavior as a function of the
number of applied AC cycles. A linear combination of an
exponentially decreasing and a linearly decreasing func-
tions fits the area reduction very well but a justification
of the microscopic origin of behavior is still lacking. In
this direction, our work provides valuable information to
develop a theory describing these phenomena.
The roughness exponents characterizing the geometry
of domain walls are in excellent agreement with the ones
reported in the experiments. However, we note that the
mean values of the exponents we obtain are systemat-
ically slightly higher than those observed in the experi-
ments, even if the discrepancy lies within the error bars of
both data-sets. This discrepancy could potentially lead
to the question if this is a sign of new physics which need
to be understood, or if the model requires additional im-
provement. This question should be addressed in further
experimental and theoretical investigations. It would be
interesting to check if the model could be improved: One
possible approach is to consider a similar model, but with
other disorder types (as discussed for example in [11]).
The relation between exponents describing dynamic and
static features of domain walls could give insight into how
the geometry and dynamics of domains are related.
VI. CONCLUSIONS AND PERSPECTIVES
Motivated by recent experimental observations of pro-
nounced domain area reduction under the application of
alternating magnetic fields in ferromagnetic thin films [8],
hitherto not predicted theoretically, we propose a numer-
ical protocol to study the same effect in a very simple
two-dimensional scalar-field model. The model only con-
siders the main and basic ingredients of ferromagnetic
systems [11], and has the advantage of being material-
independent (no physical units need to be specified a
priori). Its simplicity allows us to do extremely long sim-
ulations to study domain area loss under several combi-
nations of magnetic pulses.
Our approach allows us to observe the same effect re-
ported experimentally: under the application of alter-
nating magnetic fields of equal duration and intensity
but opposite direction (AC cycles), a domain area loss
8occurs. We study the effect of AC cycles over different
domain geometries: a bubble and a stripe domains. Sev-
eral repetitions of AC cycles lead to a collapse of the
bubble domain. The stripe domain does not collapse in
the same interval, but a significant area loss is nonethe-
less observed. As had been proposed for the analysis of
the experimental results, the domain area evolution for
both domain geometries is very well fitted by a linear
combination of an exponentially and linear decreasing
functions. Moreover, we find that extrapolating this fit
predicts also an eventual collapse of the stripe domain
but at longer time scales. The slower decrease of the
stripe domain area could indicate that this domains are
better preserved compared to the bubble domains, de-
pending on the fields treatments that could be applied
to a ferromagnetic sample. The difference in the area
reduction for the two domain types could be important
to determine the domain wall surface tension, a quantity
that is difficult to asses experimentally, but which has
several important technological applications [42].
We also analyze the evolution of domain wall geometry
under the application of sequential field pulses with the
same direction (DC dynamics) and under AC dynamics.
We characterize the bubble and stripe domain walls with
the roughness exponent ζ. Both geometries give similar
results: a lower exponent value in the DC scenario, and
a higher one under the application of AC fields. Remark-
ably, the exponent values in both cases are indistinguish-
able, within error bars, from the ones reported experi-
mentally for Pt/Co/Pt and Pt/[Co/Ni]/Al. This result
has important consequences. The relation between do-
main walls dynamics and geometry clearly needs further
exploration. In this sense, our work can mark a course
of how this problem can be approached theoretically.
From the experimental point of view, our work con-
tributes to the systematization of experiments. With the
same experimental set-up usually used to study domain
walls dynamics with polar magneto-optic Kerr effect mi-
croscopy, more information can be extracted from the
same sample: besides of the usual velocity determination
from domains expansion, our work shows that it is also
important to determine the contraction velocity.
In addition, the result presented in this work could
have important technological implications. Although we
did not discuss any particular device implementation, ac-
cording to our simulations the effect of area loss under
the application of alternating magnetic fields should be
observed in any disordered ferromagnetic material with
strong easy axis of magnetization. Of course, this claim
should be verified experimentally and numerically for
specific devices.
It would be of extreme interest to understand which
interactions could compensate the observed effect in or-
der to prevent domain area loss. In this direction, the
effects of long-range dipolar interactions (which can be
easily included in the model used in this work, as for ex-
ample proposed in Ref. [9]) could be explored. In this
case, the area loss effect, if present, may be modified in
the presence of more than one domain. The effects of
currents will also be interesting to assess. In this case,
more deep modifications need to be done to the model
used in this work.
Our work triggers new directions to explore and at the
same time, gives insight in how to theoretically under-
stand the observed phenomena.
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Appendix A: Protocol to study domain walls statics
and dynamics under alternating magnetic fields
1. Experimental protocol
To study domain wall response under alternating mag-
netic fields by means of polar magneto-optic Kerr effect
microscopy (PMOKE), the following sequence of steps
was recently proposed [8].
DC experimental protocol: In the experiment, the
sample is i) saturated by the application of a high mag-
netic field perpendicular to the sample plane. ii) A mag-
netic field in the opposite direction is applied to nucleate
a domain. iii) After nucleation, a square pulse of mag-
netic field H0 during a time τ results in the expansion
of the domain(s). iv) After this step, an image of (usu-
ally one) domain is optically captured (with no external
magnetic field applied). The application of field pulses
of equal magnitude and of the same duration τ is re-
peated NDC times. From the average displacement of
the domain wall, the mean domain wall velocity for that
particular field H0 is extracted.
AC experimental protocol: After the DC protocol,
NAC cycles are applied to study the domain response.
An AC cycle consists of the application of a square pulse
of field H0 during a time τ , followed by a second square
pulse of field −H0 of the same duration. After each such
9cycle, an optical image is captured with no applied ex-
ternal field. The sequence of applied magnetic fields is
shown in Fig. 1.
2. Numerical emulation of the experimental
protocol
To reveal the causes of domain area reduction observed
in the experiments, we imitate the experimental protocol
in our simulations. The method consists of a series of cy-
cles of two types which are called “DC” and “AC”. The
DC experimental protocol is the standard one used to
measure domain walls velocities [16, 17, 41, 43], while the
AC one is applied afterwards to probe domain wall dy-
namics and geometry under alternating magnetic fields.
We start with a system where ϕ(~r, t = 0) takes the
value −1, except inside a circular region of radius Ri,
where it is 1. At fixed temperature T , and disorder in-
tensity ε, as shown in Fig. 1, we apply a square pulse of
field Hi (above the depinning field), favouring the phase
corresponding to the value 1 (in a real PMOKE exper-
iment, this step would be equivalent to the nucleation
process with a high field), until the domain reaches an
effective area piR20. We then let the system evolve at
zero field for a simulation time t0, to ensure a station-
ary value of the domain area. After time t0, we apply a
square pulse of field H0 during a time τ , which results in
an expansion of the initial domain. This cycle is repeated
NDC times. Afterwards, we apply alternating fields cy-
cles NAC times. Each of these cycles consists of a square
field pulse H0 during a time τ , followed by a square pulse
of the same duration and intensity, but in the opposite
direction. Subsequently, the domain is relaxed at zero
field during a time t0, as shown in Fig. 1.
We consider a system of size L × L simulation cells,
with L = 4096 and periodic boundary conditions in both
directions. To obtain the system evolution as a function
of time, we integrate Eq. (1) by following a semi-implicit
Euler method with integration time-step ∆t = 0.1 in
Fourier space [9, 11].
For ε = 1, the velocity-field response of a domain with
these characteristics was shown to display a depinning
field Hd ' 0.0598 [11]. For the nucleation-equivalent
step, we define an initial circular domain of radius Ri =
100, and we let it grow until it reaches a radius R0 =
500 under the application of a field Hi = 0.06 at T =
0.01. The velocity in this case is v(Hi = 0.06, ε = 1, T =
0.01) = 0.033. Since we are interested in the study of
the effect of alternating fields in the creep regime, we
consider, at T = 0.01, the response of domains under
field H0 = 0.05. The velocity of a domain under constant
square field pulses at this field is v = 0.010. To ensure a
growth of the domains areas of at least ∼ 10% with the
application of one square field pulse, we chose τ = 104.
[1] D. A. Allwood, G. Xiong, C. Faulkner, D. Atkinson,
D. Petit, and R. Cowburn, Science 309, 1688 (2005).
[2] A. P. Malozemoff and J. C. Slonczewski,
Magnetic Domain Walls in Bubble Materials (Aca-
demic Press, 1979).
[3] Q. Shao, Nature Electronics 3, 16 (2020).
[4] M. Hayashi, L. Thomas, R. Moriya, C. Rettner, and
S. S. Parkin, Science 320, 209 (2008).
[5] S. S. Parkin, M. Hayashi, and L. Thomas, Science 320,
190 (2008).
[6] Z. Luo, A. Hrabec, T. P. Dao, G. Sala, S. Finizio, J. Feng,
S. Mayr, J. Raabe, P. Gambardella, and L. J. Heyder-
man, Nature 579, 214 (2020).
[7] A. H. Bobeck, P. I. Bonyhard, and J. E. Geusic, Pro-
ceedings of the IEEE 63, 1176 (1975).
[8] P. Domenichini, C. P. Quinteros, M. Granada, S. Collin,
J.-M. George, J. Curiale, S. Bustingorry, M. G. Capeluto,
and G. Pasquini, Physical Review B 99, 214401 (2019).
[9] E. A. Jagla, Physical Review E 70, 046204 (2004).
[10] E. A. Jagla, Physical Review B 72, 094406 (2005).
[11] N. B. Caballero, E. E. Ferrero, A. B. Kolton, J. Curiale,
V. Jeudy, and S. Bustingorry, Physical Review E 97,
062122 (2018).
[12] E. E. Ferrero, S. Bustingorry, and A. B. Kolton, Physical
Review E 87, 032122 (2013).
[13] E. E. Ferrero, L. Foini, T. Giamarchi, A. B. Kolton, and
A. Rosso, arXiv preprint arXiv:2001.11464 (2020).
[14] S. Lemerle, J. Ferre´, C. Chappert, V. Mathet, T. Gia-
marchi, and P. Le Doussal, Physical Review Letters. 80,
849 (1998).
[15] K.-J. Kim, J.-C. Lee, S.-M. Ahn, K.-S. Lee, C.-W. Lee,
Y. J. Cho, S. Seo, K.-H. Shin, S.-B. Choe, and H.-W.
Lee, Nature 458, 740 (2009).
[16] V. Jeudy, A. Mougin, S. Bustingorry, W. Savero Torres,
J. Gorchon, A. B. Kolton, A. Lemaˆıtre, and J.-P. Jamet,
Physical Review Letters. 117, 057201 (2016).
[17] N. B. Caballero, I. Ferna´ndez Aguirre, L. J. Albornoz,
A. B. Kolton, J. C. Rojas-Sa´nchez, S. Collin, J. M.
George, R. Diaz Pardo, V. Jeudy, S. Bustingorry, and
J. Curiale, Physical Review B 96, 224422 (2017).
[18] T. Nattermann, Y. Shapir, and I. Vilfan, Physical Re-
view B 42, 8577 (1990).
[19] P. Chauve, T. Giamarchi, and P. Le Doussal, Physical
Review B 62, 6241 (2000).
[20] E. E. Ferrero, L. Foini, T. Giamarchi, A. B. Kolton, and
A. Rosso, Physical Review Letters 118, 147208 (2017).
[21] I. F. Lyuksyutov, T. Nattermann, and V. Pokrovsky,
Physical Review B 59, 4260 (1999).
[22] T. Nattermann, V. Pokrovsky, and V. Vinokur, Physical
Review Letters 87, 197005 (2001).
[23] A. Glatz, T. Nattermann, and V. Pokrovsky, Physical
Review Letters 90, 047201 (2003).
[24] T. Nattermann and V. Pokrovsky, Physica A: Statistical
Mechanics and its Applications 340, 625 (2004).
[25] P. C. Hohenberg and B. I. Halperin, Reviews of Modern
Physics 49, 435 (1977).
[26] K. Kawasaki, Progress of Theoretical Physics 57, 410
(1977).
10
[27] P. M. Chaikin and T. C. Lubensky,
Principles of Condensed Matter Physics (Cambridge
University Press, 2000).
[28] L. Nicolao and D. A. Stariolo, Physical Review B 76,
054453 (2007).
[29] A. Pe´rez-Junquera, V. I. Marconi, A. B. Kolton, L. M.
A´lvarez-Prado, Y. Souche, A. Alija, M. Ve´lez, J. V. An-
guita, J. M. Alameda, J. I. Mart´ın, and J. M. R. Par-
rondo, Physical Review Letters. 100, 037203 (2008).
[30] V. I. Marconi, A. B. Kolton, J. A. Capita´n, J. A. Cuesta,
A. Pe´rez-Junquera, M. Ve´lez, J. I. Mart´ın, and J. M. R.
Parrondo, Physical Review B 83, 214403 (2011).
[31] N. Caballero, E. Agoritsas, V. Lecomte, and T. Gia-
marchi, Phys. Rev. B 102, 104204 (2020).
[32] T. Herranen and L. Laurson, Physical Review Letters.
122, 117205 (2019).
[33] One more pulse of field +H0 was applied to the stripe
domain. The duration of the pulse was defined in order
to allow the stripe domain to reach the same value of the
initial area in the bubble case. This process was followed
by a relaxation time t0.
[34] A.-L. Baraba´si and H. E. Stanley,
Fractal concepts in surface growth (Cambridge uni-
versity press, 1995).
[35] S. Santucci, K. J. Ma˚løy, A. Delaplace, J. Mathiesen,
A. Hansen, J. O. Haavig Bakke, J. Schmittbuhl, L. Vanel,
and P. Ray, Physical Review E 75, 016104 (2007).
[36] P. Paruch and J. Guyonnet, Comptes Rendus Physique
14, 667 (2013).
[37] D. Jorda´n, L. J. Albornoz, J. Gorchon, C.-H. Lambert,
S. Salahuddin, J. Bokor, J. Curiale, and S. Bustingorry,
Physical Review B 101 (2020).
[38] E. Agoritsas, V. Lecomte, and T. Giamarchi, Physica B
407, 1725 (2012).
[39] E. Agoritsas, V. Lecomte, and T. Giamarchi, Physical
Review E 87, 042406 (2013).
[40] S. F. Edwards and D. R. Wilkinson, Proceedings of the
Royal Society A 381, 17 (1982).
[41] P. J. Metaxas, J. P. Jamet, A. Mougin, M. Cormier,
J. Ferre´, V. Baltz, B. Rodmacq, B. Dieny, and R. L.
Stamps, Physical Review Letters. 99, 217208 (2007).
[42] X. Zhang, N. Vernier, W. Zhao, H. Yu, L. Vila, Y. Zhang,
and D. Ravelosona, Physical Review Applied 9, 024032
(2018).
[43] L. Herrera Diez, V. Jeudy, G. Durin, A. Casiraghi, Y. T.
Liu, M. Voto, G. Agnus, D. Bouville, L. Vila, J. Langer,
B. Ocker, L. Lopez-Diaz, and D. Ravelosona, Physical
Review B 98, 054417 (2018).
