ABSTRACT. Automorphic integrals, being generalizations of automorphic forms on discrete subgroups of SL(2, R), share properties similar to those of forms. In this article I obtain a natural boundary result for integrals which is similar to that which holds for forms. If an automorphic integral on a given group behaves like a form on a subgroup of finite index (i.e., the period functions are identically zero), then in fact the integral must be a form on the whole group. Specializing to modular integrals with integer dimension I obtain a lower bound on the number of poles of the period functions which, of necessity, lie in quadratic extensions of the rationals.
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the poles of the period functions must lie in quadratic extensions of the rational numbers. For these types of period functions we find, in §V, necessary conditions on 0 in terms of the period functions and obtain a lower bound on the number of poles of rational period functions in terms of the quadratic extension in which they lie.
II. Preliminaries.
1. We shall confine our attention to certain discrete subgroups r of 8£(2, R). We assume -I E r. An element V = (~~) of r induces a linear fractional transformation of H, the upper half-plane, by z ----t (az + b)/(cz + d). Hence, r can be thought of as a group of linear, fractional transformations provided we identify ± (~ ~) with the same transformation. Specifically, we shall be interested in H-groups. A subgroup r of 8£(2, R) is an H-group if:
1. r is finitely generated. 2. r is discrete but discontinuous at no point of R. 3. r contains translations.
As a consequence, an H-group has a fundamental region in H with finitely many sides (see [6] for details). The vertices of the fundamental region which lie on the extended real axis are called cusps of the fundamental region or cusps of r. They are necessarily parabolic fixed points and conversely any parabolic fixed point of r is a cusp of some fundamental region for r.
2. Cusp width. It will be necessary to obtain expansions of certain functions at cusps of the fundamental region. These expansions involve the notion of "cusp width" for r which we now define. DEFINITION . Let q be a cusp of some fundamental region R for an H-group r. If q = 00, then r(Xl = (Q) where Q = (~;), A > 0, and r(Xl = {V E r I V (Xl = 00 }-the stabilizer of 00. The width of the cusp 00 is defined to be A. For a finite cusp q with stabilizer r q = (Q = (~~)) we write Q in its normal form Q: 1/(7' -q) = 1/(7 -q) ± ,. Here 7' = Q7 and the sign before, is that of a + O.
Since -IE r we may, without loss of generality, assume that, > 0 and a + 0 > O.
With Q chosen in this way, we define the width of q to be ,.
REMARK. Our definition of cusp width is not the "usual" one. However, it is equivalent (see [5, p. 269 
]).
We now show how the widths of distinct cusps, equivalent under r, are related. 
c(ad-(3c) +d(,d-co). We will show that c(ad -(3c) +d(,d -co) = ,(cq+d)2 > O.
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II. Preliminaries.
]).
We now show how the widths of distinct cusps, equivalent under r, are related. PROOF. Assume q and ij are finite. rq = (Q = (~~)),' > 0, a+o > 0, and A = ,. Since rq = (VQV-I ), we need the matrix form of VQV-I to compute i
and Trace(VQV-
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Since Qq = q and Q is parabolic, we find q = (a -8) /2, with the result that
It remains to show that c(a -8)2/4, = -/3c. Since (a + 8)2 = 4 it follows that (a -8)2 = -4/3, and the first statement of the proposition is proved. The second statement is proved by calculating a generator of the stabilizer r II'
Multiplier systems.
DEFINITION. We call a function v a multiplier system of dimension 8 E R for r provided: In particular arg( -1) = -7r.
(ii) When 8 E Z, then part 2 of the definition shows that v is a character on the matrix group r.
(iii) v is a function on the matrix group since v(1) = 1 and v( -I)2 = e 27ri15 I-1 unless 8 E Z. Thus in general, v( -M) I-v(M) even though these matrices correspond to the same transformation of z.
(iv) When 8 E Z, the existence of multipliers is easily demonstrated. (See [5, p. 268].) Petersson [7] has shown that multipliers exist for arbitrary groups and all dimensions.
(v) For a given multiplier system v and dimension 8 we define the stroke operator
for any V E r and function f. When no confusion can occur we will suppress the multiplier and the dimension, writing fl~V = fiV.
We observe that flVW = (fIV)IW and (f + g)JV = fJV + giV. 
For ran H-group, fix a fundamental region R containing 00. Denote the inequivalent cusps of R by qo = 00, ql, ... ,ql and let the stabilizer r qi of qi be generated by Qi for 0 ::; i ::; l. The cocycle {¢v} is called a parabolic cocycle if for each i, 0::; i ::; l,
REMARK. In [2] it is shown that every co cycle in P is parabolic. Since Qq = q and Q is parabolic, we find q = (a -8) /2, with the result that
(ii) When 8 E Z, then part 2 of the definition shows that v is a character on the matrix group r. [5, p. 268].) Petersson [7] has shown that multipliers exist for arbitrary groups and all dimensions.
REMARK. In [2] it is shown that every co cycle in P is parabolic. (1) (ii) 2 and 3 insure that the expansions of an automorphic integral at the cusps are left finite.
(iii) An automorphic integral can have only a finite number of poles in R. As a result, an automorphic integral I has the following expansions near the cusps of R:
at the cusp qJ where 0 < KJ < 1 is defined by v( QJ) = exp(27riKJ) and AJ width of qJ. 
III.
A natural boundary result. In order to establish the real axis as a natural boundary for certain types of automorphic integrals we require the expansions of these integrals at a dense subset of the real line. The cusps of the group provide such a set. Specifically, if I is an automorphic integral on an H-group f, then I has an expansion of a certain type "near" the cusps of a fundamental region. By "near" we mean in a sufficiently small parabolic sector at the cusp. The expansions of I at equivalent cusps are intimately related. This relationship is explained in the following theorem, whose proof can be found in [1] . THEOREM 2. II I E {f, 8, v} I has expansions (2) and (3) , then at the .cusp (1) (ii) 2 and 3 insure that the expansions of an automorphic integral at the cusps are left finite.
A natural boundary result. In order to establish the real axis as a natural boundary for certain types of automorphic integrals we require the expansions of these integrals at a dense subset of the real line. The cusps of the group provide such a set. Specifically, if I is an automorphic integral on an H-group f, then I has an expansion of a certain type "near" the cusps of a fundamental region. By "near" we mean in a sufficiently small parabolic sector at the cusp. The expansions of I at equivalent cusps are intimately related. This relationship is explained in the following theorem, whose proof can be found in [1] . THEOREM 2. II I E {f, 8, v} I has expansions (2) 
At the cusp 00 we have
In the expansions of an automorphic integral (2) and (3) (-27ri(n+/'Cj)) !(7) = 'I/Ij(7) + (7-qj) ~ an(J)exp A (7-) and Ilj <0.
We have 1!(7)1 + l'I/Ij(7)1 ;::: 1!(7) -'I/Ij (7) 
We have 1!(7)1 + l'I/Ij(7)1 ;::: 1!(7) -'I/Ij(7)1 _ ( _ .)8
Within a Stolz angle Here we have used (4). We now have
Since ' l /J j E P, the second term of the right side of (5) It follows that f has the real axis as a natural boundary. The proof is complete.
REMARK. The hypothesis that f is not holomorphic at some cusp is a necessary one, as the function f(z) = exp(27riz/AO) shows.
IV. A subgroup of finite index result. It may be possible for some of the period functions of an automorphic integral to be identically zero. However, we show below that for integrals with nonzero integer dimension and rational period functions, if the period functions corresponding to a subgroup of finite index vanish, then all period functions vanish. DEFINITION 
Here we have used (4). We now have
IV. A subgroup of finite index result. It may be possible for some of the period functions of an automorphic integral to be identically zero. However, we show below that for integrals with nonzero integer dimension and rational period functions, if the period functions corresponding to a subgroup of finite index vanish, then all period functions vanish. DEFINITION If 4> ~P (z) is nonconstant, then as in the proof above, a contradiction is obtained. 4. Th~ following example shows that 8 must be nonzero in Theorem 6 if v =I-1. We take for our group the modular group r (1) generated by S = (~ i) and T = (~ -0 1 ) .
The commutator subgroup 1" has index 6 and 1"\r (1) is the cyclic group of order 6 generated by r's. The multiplier system, a character on r(1) in this case, is specified by v(8) = exp(7ri/3) and v(T) = -1.
We choose f(z) == k~a nonzero constant, 8 = 0, and find
We also have 
where V E r(1) and ¢v is rational for all V E r(1). The cocycle {¢v} is determined by ¢s and ¢T where Sand T are the generators of r(1). We make the further assumption that ¢s = 0. Hence f(z + 1) = f(z) and {¢v} is determined by ¢T = ¢ and the cocycle condition ¢vw = ¢v IW + ¢w. We have the relations T2 = (ST)3 = I, and using (1), we find
( -1 )
Equations (7) and (8) yield
Equations (7) and (8) are necessary for the existence of a modular integral f E {r(1), -2k, 1} J with period function ¢ = ¢T and ¢s = 0. A generalized Poincare series construction shows them to be sufficient (see [2] for details). Since any two modular integrals with the same period function ¢ differ by a form, we conclude that the collection of "distinct" modular integrals with rational period functions is in one-to-one correspondence with the collection of rational period functions ¢. This observation motivates the study of the rational period functions ¢. We begin with some examples.
If f E {r(1), -2k, 1} and
and zb = 1/zo. ¢2k satisfies (7) and (8), hence there is a modular integral with period function ¢2k.
Examination of the set of zeros and poles of a rational period function has proven useful and is the point view we adopt here. In this context Knopp has proven the following theorem:
The commutator subgroup 1" has index 6 and 1"\r (1) is the cyclic group of order 6 generated by r's. The multiplier system, a character on r(1) in this case, is specified by v(8) = exp(7ri/3) and v(T) = -1. We choose f(z) == k~a nonzero constant, 8 = 0, and find
We also have
V. Modular integrals. We now confine our attention to modular integrals with rational period functions of even dimension with multiplier system identically 1. Specifically, we consider functions f satisfying (cz
Examination of the set of zeros and poles of a rational period function has proven useful and is the point view we adopt here. In this context Knopp Moreover, the orders of Zo and -1/ Zo are the same. The following theorem gives necessary conditions, which are easily checked, for a rational function to be a period function of some modular integral of dimension -2k. REMARK. We assume r(z) and s(z) are relatively prime. In particular no·mo = o.
PROOF OF THEOREM 9. Equation (7) yields (10) 
Hi=o( -Z))Qj
The proof is complete.
REMARK. If we replace z by z -1 in (9) and differentiate, then upon evaluation at z = 1 we find 2k = ¢'(1)/¢(0) provided ¢(O) r:J-{O, oo}.
According to Theorem 7, the irrational poles of a rational period function lie in Q( fo) for some squarefree n. Given a rational period function ¢ with poles Moreover, the orders of Zo and -1/ Zo are the same. The following theorem gives necessary conditions, which are easily checked, for a rational function to be a period function of some modular integral of dimension -2k. REMARK. We assume r(z) and s(z) are relatively prime. In particular no·mo = o.
According to Theorem 7, the irrational poles of a rational period function lie in Q( fo) for some squarefree n. Given a rational period function ¢ with poles in Q( y'n) we will obtain a lower bound on the number of such poles. The exact statement appears in Theorem 13.
If P is a pole of ¢ and P E Q( y'n) -Q, then by (9) VIP is also a pole where
Similarly V2VIP is a pole where V2 E {8, V}.
Since ¢ has only a finite number of poles, there exist integers m > 1 ~ 0 such that
We may assume m and 1 are the smallest integers with the stated property. Hence ¢ has at least m poles.
and we must have (a + d)2 -4 = j2n for some j E Z. As n grows so must a + d and, because of the special form of the Vi, 1 + 1 ~ i ~ m, so must the length of the factorization V m V m-I ... Vi+!. However, the length of this factorization has a direct bearing on the number of poles and a lower bound will result. In order to implement this scheme, the relationship between V m V m-I ... Vi+! and n must be determined. We begin with two lemmas. The proof is by induction on r (see [1] 
The proof is by induction on r and uses Lemmas 10 and 11. We are indebted to Peter Waterman and Robert Styer for the proof of Theorem 12 (see [1] ). We can state our final result. in Q( y'n) we will obtain a lower bound on the number of such poles. The exact statement appears in Theorem 13.
The proof is by induction on r and uses Lemmas 10 and 11. We are indebted to Peter Waterman and Robert Styer for the proof of Theorem 12 (see [1] ). We can state our final result. By equation (7) we may assume without loss of generality that Zo > 0 and thus we have at least p positive poles. Equation (7) implies that we have at least this many negative poles and the proof is complete.
REMARK. When n = p, a prime, we obtain a greater lower bound. By equation (7) we may assume without loss of generality that Zo > 0 and thus we have at least p positive poles. Equation (7) implies that we have at least this many negative poles and the proof is complete.
REMARK. When n = p, a prime, we obtain a greater lower bound. 
