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Resumen
El café es un producto de exportación muy importante para la economía colom-
biana. Sin embargo, el mercado de alta calidad hacia el que está dirigido, exige una recolec-
ción selectiva que aumenta su costo de producción. Por lo tanto, para mantener la compet-
itividad el costo de producción debe ser reducido. Una alternativa para esto, es la mecan-
ización de la cosecha. En países como Brasil, Australia y Hawaii utilizan dispositivos
mecánicos para la recolección. Estos dispositivos aplican vibraciones al tallo o al follaje
de los árboles de café, desprendiendo los frutos de una manera no selectiva. Su utilización
en nuestro país, generaría mayor cantidad de frutos verdes en el proceso, que disminuiría la
calidad del café. Una alternativa que permitiría utilizar estos dispositivos, sería implemen-
tar un sistema de clasificación al inicio de la etapa de beneficio del café. Este sistema de
clasificación puede ser desarrollado utilizando técnicas de procesamiento de imágenes.
Este trabajo presenta un algoritmo para la segmentación de imágenes de frutos de café.
El objetivo de este sistema de segmentación, es permitir la posterior clasificación de los
frutos en sus diferentes etapas de maduración, para controlar la calidad del café produci-
do. El sistema completo de clasificación será ubicado al inicio de la etapa de beneficio del
café, lo que permite el control de las condiciones de iluminación durante la adquisición de
las imágenes. El algoritmo de segmentación utiliza una combinación de análisis de color,
análisis de conectividad, detección de bordes y crecimiento de regiones. Las imágenes son
preprocesadas usando el filtro de mediana. Los bordes son detectados aplicando los filtros
de Sobel y Laplaciano de Gausiano. La transformada a coordenadas esféricas (Spherical
Coordinate Transform SCT) es utilizada para realizar el análisis de color. El análisis de
conectividad etiqueta los diferentes objetos en la imagen. Por último, el crecimiento de re-
giones termina el proceso de segmentación, utilizando medidas de color y de contraste. El
porcentaje de segmentación fue superior al 60% en el 93,75% de los frutos segmentados,
lo cual es un buen desempeño para la aplicación. El tiempo promedio de segmentación fue
de un minuto y medio por imagen.
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Introducción
En años recientes, el aumento en el costo de la mano de obra calificada para la
recolección de productos agrícolas ha incrementado el interés de los investigadores en el
desarrollo de sistemas que permitan la mecanización de la cosecha. Como resultado, actual-
mente existen recolectores mecánicos comerciales para algunos productos. Estos recolec-
tores no permiten una recolección selectiva. Por esta razón, ciertas investigaciones han fi-
jado su atención en el uso de la visión artificial como herramienta para solucionar este
inconveniente e imitar de una mejor manera la recolección manual.
Colombia como país productor de café no puede ser ajeno a esta tendencia, si pretende
mantener su competitividad a nivel mundial. El costo de producción del café colombiano
está altamente influenciado por el costo de la mano de obra, que participa con alrededor de
un 30-40 % del costo total de producción. Este alto costo se debe a la recolección selectiva
que debe llevarse a cabo para obtener la calidad exigida por el mercado. Por lo tanto, es de
vital importancia lograr una reducción significativa en estos costos.
La Universidad Nacional de Colombia en colaboración con el Centro de Investigaciones
del Café (CENICAFE), está desarrollando un proyecto con el cual se busca la automa-
tización del proceso de producción de café utilizando visión artificial. Ya que en visión
artificial las condiciones de adquisición de las imágenes son críticas para el buen desem-
peño del sistema, el proyecto se ha delimitado para obtener resultados a mediano plazo.
Dicha delimitación consiste en realizar la selección de los frutos al inicio de la etapa de
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beneficio. La ventaja de hacerlo en esta etapa es que las condiciones de iluminación para
la adquisición de las imágenes pueden ser controladas. Además se abre la posibilidad de
producir café de diferentes calidades regulando el porcentaje de frutos verdes que pasan al
proceso de beneficio. Un porcentaje inferior al 2.5 % produce el café suave de exportación
colombiano, aumentando este porcentaje se puede producir café agrio, amargo, etc. Esto
permitiría abrir el mercado y reduciría las pérdidas de material.
Otros países productores de café como Brasil, Australia y Hawaii han automatizado su
proceso de producción mediante técnicas de vibración de follaje y tallo las cuales no son
selectivas. Por esta razón no pueden ser aplicadas directamente en Colombia. Sin embargo
teniendo el sistema de selección descrito anteriormente estas técnicas podrían ser utilizadas
para lograr la reducción del costo de recolección.
Este trabajo busca hacer un aporte a la solución de este problema, mediante el desarrollo de
un algoritmo que permita la segmentación de las imágenes de los frutos de café en la etapa
de beneficio, para su posterior clasificación en grados de maduración. Para alcanzar esta
meta, se realiza una combinación de algoritmos de detección de bordes, análisis de color,
análisis de conectividad y crecimiento de regiones. En teoría, tanto la detección de bordes
como el crecimiento de regiones deberían llevar individualmente a un mismo resultado en
la segmentación de una imagen. Sin embargo, en la práctica generalmente no ocurre. Por
lo tanto, se realiza un híbrido entre estas dos aproximaciones con el fin de obtener mejores
resultados. Por lo tanto, este trabajo se centra en encontrar la combinación de estos algorit-
mos que permita obtener los mejores resultados posibles.
El capítulo 1 presenta una breve revisión bibliográfica de las investigaciones realizadas
en el área de la mecanización de la cosecha, en una segunda parte describe el proceso de
producción del café y por último, explica las etapas de un sistema de visión artificial. En
el capítulo 2 se describe el algoritmo de segmentación desarrollado. Los resultados y las
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conclusiones se presentan en los capítulos 3 y 4 respectivamente.

Capítulo 1
Cosecha Mecanizada
En cualquier sistema de producción existe la necesidad de obtener productos de alta
calidad a un bajo costo, con el fin de ser competitivos. Este objetivo ha llevado al desarrollo
de sistemas automáticos que reemplacen la mano de obra en tareas que requieren precisión,
repetitividad y largos ciclos de trabajo. En el sector agrícola, uno de los principales fac-
tores que afectan el costo final de producción es la mano de obra, especialmente cuando la
recolección debe ser selectiva. En los últimos años, las investigaciones se han enfocado en
el desarrollo de sistemas que permitan la recolección y selección automática de los diferen-
tes productos agrícolas.
Estas investigaciones han propuesto dos tipos de soluciones, los recolectores mecánicos y
los robots recolectores. Actualmente existen recolectores mecánicos comerciales. Sin em-
bargo estos recolectores comerciales no son adecuados para la recolección de algunos pro-
ductos agrícolas. En este capítulo se presenta una breve revisión bibliográfica de algunas de
las investigaciones que se han llevado a cabo en el área de la mecanización de la cosecha,
prestando especial atención a las investigaciones que utilizan visión artificial. En la segunda
parte se describirá brevemente el proceso de producción de café. Por último, se explican las
etapas de un sistema de visión artificial.
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1.1. Recolectores Mecánicos
El modo de operación de la mayoría de los recolectores mecánicos consiste en
generar vibraciones al tallo o ramas del árbol para lograr la caída de los frutos. Este tipo
de sistema tiene varios inconvenientes como el posible daño al árbol al aplicar las vibra-
ciones, o a los frutos durante su caída [1]. Por esta razón, son utilizados principalmente con
productos que no son sensibles a estos daños como olivas, almendras o nueces. Aunque
estos inconvenientes han sido mejorados con los años, este tipo de recolectores aún no son
los más adecuados para ser usados con frutas delicadas como naranjas, manzanas, limones,
entre otras, cuyo destino sea el mercado fresco. Estos métodos pueden causar daño a las
frutas haciéndolas no aptas para la comercialización. Además no permiten una recolección
selectiva, que en muchos casos, es el principal objetivo. Sin embargo, estos recolectores son
utilizados con estas frutas cuando el objetivo final es la producción de jugos o vinos.
Los vibradores de tallo y ramas han sido utilizados exitósamente en la recolección automáti-
ca de diferentes productos agrícolas, entre estos se encuentran el tomate, bayas (mora, fresa,
frambuesa), uva, café, etc. Al utilizar estos recolectores, gran cantidad de material extraño
es recolectado también, además de frutos no aptos para la comercialización. Por esta razón,
siguen siendo necesarios operarios que se encarguen de la eliminación de este material. Sin
embargo, de manera general los frutos de bayas recolectados de esta manera han probado
ser de mejor calidad que los recolectados a mano [2].
El factor más importante que influencia la calidad de las bayas recolectadas mecánicamente
es la temperatura en el momento de la recolección. Cuando la recolección se realiza a tem-
peraturas altas como 36oC, los frutos recolectados mecánicamente se deterioran más rápido
que los recolectados a mano. Pero cuando las temperaturas son bajas ocurre lo contrario,
por lo tanto, la recolección mecánica en la noche resulta en una mejor calidad. En el caso
de las uvas la calidad también puede ser mejor para la recolección mecánica, si son llevadas
rápidamente a la unidad de proceso [2].
7La frecuencia, la duración y la fuerza de las vibraciones depende de la aplicación especí-
fica. Estos valores son ajustados de tal manera que la mayoría de los frutos maduros sean
recolectados. Estas variables son diferentes para cada producto.
Existe otro tipo de recolectores mecánicos que utilizan elementos cortantes como cuchillas
para recolectar los frutos. Estos han sido utilizados para la recolección de maíz y tomates
[2].
1.2. Robots Recolectores
Con el fin de solucionar las desventajas que poseen los recolectores mecánicos se
están tratando de desarrollar robots recolectores. El objetivo es lograr que estos robots rea-
licen una recolección individual y selectiva, simulando la recolección manual. Para lograr
esto, el robot necesita de un dispositivo de desplazamiento a través del cultivo, un sistema
de visión que permita la detección y localización del fruto y, un manipulador con un ter-
minal actuador que permitan el desprendimiento del fruto. Las investigaciones han fijado
su atención principalmente en los sistemas de visión y desprendimiento del fruto, ya que el
primero puede ser solucionado con un operador. La recolección robotizada ha sido estudia-
da y probada con manzanas [3], tomates [4], naranjas [5, 6], tomates-cereza [7] y otros
productos agrícolas, pero aún no existe un robot recolector comercial. Los estudios han
mostrado que a pesar del éxito obtenido, el sistema de visión y el de desprendimiento del
fruto deben ser mejorados [1].
Sistema de Visión: Ya que este trabajo está dirigido al desarrollo de un sistema
de visión que permita la ubicación de frutos de café en una imagen, a continuación se
mostrarán algunos trabajos realizados en el área de detección de frutos utilizando proce-
samiento digital de imágenes.
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Jiménez et al [1] presentaron una revisión de las investigaciones que utilizan métodos de
visión artificial para lograr la localización de los frutos en el árbol. Estos trabajos se basan
en un análisis local o de forma. El análisis local utiliza características como intensidad
o color para la clasificación, lo cual les permite detectar frutos en determinado estado de
maduración. Sin embargo, los sistemas basados en el análisis de forma son más indepen-
dientes de los cambios de iluminación pero también más lentos y en principio no permiten
la clasificación en estados de maduración.
Los primeros trabajos realizados se basaron en el análisis del color para lograr la detección,
usando cámaras a blanco y negro o a color. Para extraer información de color utilizando
cámaras blanco y negro, es necesario usar filtros ópticos para enfatizar alguna banda es-
pecífica del espectro electromagnético. Sin embargo, algunos trabajos con cámaras a color
también los utilizaron para aprovechar su característica de énfasis del color. Estos filtros
permitían aumentar el contraste entre los objetos cuyo color coincidía con el filtro y los
demás.
Esta revisión, en la que se incluyen trabajos realizados para la recolección de melones,
manzanas y cítricos entre otros, es bastante detallada. A continuación se describirán algunos
trabajos que no están incluidos en el artículo de Jiménez et al. Kondo et al [7] describen
un sistema para la recolección automática de tomate-cereza. Ellos utilizan un manipulador
robótico de 7 grados de libertad, un actuador neumático que succiona los frutos, una cámara
de T.V. a color la cual adquiere las dos imágenes necesarias para la visión estéreo y un carro
de baterías con cuatro ruedas para transportar el robot. La detección de los frutos se realiza
mediante el análisis de las diferencias entre los canales de color RGB.
Un sistema para la recolección de naranjas fue descrito en [5]. Este sistema posee dos bra-
zos telescópicos independientes de 3 grados de libertad. Cada brazo cuenta con una cámara
y un actuador y son sostenidos por un brazo hidráulico. Todo esto está ubicado sobre un
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vehículo para transportarse a través del cultivo. Las naranjas son detectadas mapeando el
espacio de color RGB a un espacio de color HSI modificado [6, 8]. La ubicación tridimen-
sional se logra utilizando un algoritmo adaptivo que calcula los centros de los frutos y una
red neuronal que se encarga de realizar la correlación estéreo.
Bulanon et al [3] describen un sistema de visión para un robot recolector de manzanas
de la variedad Fuji. Los modelos de color LCD (Luminance and Color Difference of red) y
cromaticidad fueron usados para el análisis. La segmentación se realizó mediante el uso de
la umbralización de las imágenes en los espacios de color mencionados.
Es importante tener en cuenta que los métodos de cosecha mecanizada expuestos en las
secciones 1.1 y 1.2, requieren del control de ciertas condiciones en el manejo de los cul-
tivos como son, espacio entre los árboles, método de poda, altura máxima y mínima, sistema
de riego, condiciones de iluminación, entre otros [2, 9, 8].
1.3. Recolección de Café
En países como Brasil, Australia y Hawaii utilizan vibradores de tallo y ramas para
recolectar el café. Sin embargo, debido a que el café colombiano va dirigido a un mercado
de alta calidad, es necesario que la recolección sea selectiva, ya que la presencia de más de
2.5 % de frutos verdes en el café procesado, disminuye su calidad. La necesidad de mano
de obra para realizar la cosecha selectiva, aumenta el costo de producción haciendo que se
pierda competitividad con países como Vietnam, donde la mano de obra es más barata.
La disminución de los costos de producción puede lograrse automatizando el proceso com-
pleto o alguna de sus etapas. Para una mejor comprensión, se presentarán las etapas que se
llevan a cabo durante el cultivo, la cosecha y la producción del café y se analizará cuáles de
éstas pueden ser automatizadas.
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1.3.1. Proceso de Cultivo, Cosecha y Producción del Café
En Colombia se cultiva café de la especie Arabica. Este café es considerado el más
gustoso de las diferentes especies. Además puede crecer a mayores altitudes lo que hace más
lenta la maduración de las semillas permitiéndoles desarrollar más sabor. A continuación
se hace una breve descripción de las etapas del proceso de producción.
Floración
El proceso de maduración empieza en el momento de la floración. En este momento
aparecen flores blancas en el árbol, las cuales después de al rededor de 3 días evolucionan
en los frutos. La maduración culmina de 6-8 meses después de la floración. Este proceso
ocurre permanentemente a lo largo del año, haciendo que siempre existan frutos en diferente
estado de maduración, lo cual dificulta el proceso de recolección automática.
Recolección
La recolección es realizada de forma manual para lograr la selectividad exigida
por los estándares internacionales de calidad. Aunque esta etapa ha sido automatizada en
otros países, estos recolectores no pueden ser utilizados en Colombia debido a que no son
selectivos.
Beneficio
El proceso de beneficio es un conjunto de operaciones realizadas para transformar
el café cereza en café pergamino seco. El beneficio puede ser húmedo, seco o mecánico. En
Colombia se hace beneficio húmedo el cual comprende el despulpado, la fermentación, el
lavado y el secado del café. Esta etapa es favorable para la implementación de un sistema de
visión, ya que permite el control de las condiciones de iluminación que es un aspecto crítico
en la etapa de adquisición de las imágenes. Este sistema de visión ubicado al inicio del
proceso de beneficio, puede realizar la clasificación de los frutos en sus diferentes grados de
maduración. Esta clasificación abre la posibilidad de producir café de diferentes calidades
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y ampliar el mercado. Además permitiría el uso de los recolectores mecánicos existentes
actualmente, lo cual ayudaría a la reducción del costo de producción.
Trilla
La trilla consiste en quitarle al café pergamino seco la cobertura gruesa (pergamino)
de color amarillo oro que protege la almendra. El resultado de este proceso es café verde, el
cual es exportado. En esta etapa del proceso de producción, los defectos del café son visi-
bles. Existen diferentes defectos, los cuales se clasifican en tres grupos: defectos de color,
defectos físicos y defectos causados por insectos. Estos defectos disminuyen la calidad del
café y por lo tanto deben ser evitados. Un sistema de procesamiento de imágenes podría
detectar estos defectos realizando análisis de color (defectos de color), de forma (defectos
físicos) y de estadísticas (defectos causados por insectos).
1.4. Etapas de un Sistema de Visión Artificial
Un sistema de visión artificial puede ser utilizado para desarrollar diferentes tipos
de tareas entre las que se encuentran Inspección de procesos, Control de Calidad, entre otras
[10]. La meta es lograr que el sistema emule la visión humana y pueda analizar imágenes
automáticamente. Para alcanzar su objetivo, es necesario que el sistema siga una serie de
etapas: Adquisición de imágenes, preprocesamiento, segmentación, representación y des-
cripción, y reconocimiento e interpretación. A continuación se explica brevemente en qué
consiste cada una de ellas.
1.4.1. Adquisición de Imágenes
Para realizar la adquisición de imágenes, es necesario contar con un dispositivo físi-
co sensible a una determinada banda del espectro electromagnético. Actualmente existen en
el mercado diferentes tipos de dispositivos que pueden ser utilizados para este fin, desde los
más básicos como por ejemplo los que responden únicamente a la presencia o no presen-
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cia de luz, hasta las cámaras CCD que son utilizadas más frecuentemente en los sistemas
de procesamiento de imágenes. Además, mientras la aplicación lo permita, es importante
controlar las condiciones de iluminación.
1.4.2. Preprocesamiento
El objetivo de esta etapa es mejorar la imagen de forma que se aumenten las posibili-
dades de éxito en los procesos posteriores. Las técnicas utilizadas lo que buscan es realzar
características de la imagen, importantes para el posterior procesamiento. Entre estas carac-
terísticas se encuentran los bordes.
1.4.3. Segmentación
En un sistema de visión artificial, la segmentación es una etapa determinante en el
procesamiento de imágenes. El objetivo de esta etapa es aislar los objetos de interés, para
luego realizar el análisis de sus características. Existen una gran cantidad de algoritmos
para realizar la segmentación de objetos en una imagen, pero su utilización depende de la
aplicación específica.
1.4.4. Representación y Descripción
El resultado de la segmentación en general es una imagen. El objetivo de la etapa
de representación y descripción es convertir los datos a una forma adecuada para el proce-
samiento por computador. Esta conversión consiste en calcular características como color o
forma entre otras, para que el computador las analice y pueda tomar una decisión.
1.4.5. Reconocimiento e Interpretación
En esta última etapa se analizan las características calculadas y se le asigna un sig-
nificado a cada objeto encontrado en la imagen. En general, para asignar el significado a los
objetos se recurre a una base de datos adquirida previamente.
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Figura 1.1: Etapas de un Sistema de Visión Artificial
En la Figura 1.1 se muestra la forma en que estas etapas interactúan. Este trabajo se rela-
ciona con las etapas de adquisición, preprocesamiento y principalemente segmentación de
imágenes.
Ya que el objetivo del presente trabajo es lograr la segmentación de frutos de café para su
posterior clasificación, la etapa más adecuada para su implementación es la de Beneficio,
por lo que el sistema de visión se ubicará al inicio de esta etapa. En esta etapa las condi-
ciones de iluminación para la adquisición de las imágenes pueden ser controladas, lo cual
simplifica el problema para el sistema de visión. Por otro lado genera otras ventajas co-
mo permitir la utilización de los recolectores mecánicos de café utilizados en países como
Hawaii y Brasil que permitiría la reducción de los costos de producción. Además la posi-
bilidad de producir café de diferentes calidades como se explicó anteriormente permitiría
generar más ingresos y desperdiciar menos material.

Capítulo 2
Algoritmo de Segmentación
En este capítulo se describe el proceso llevado a cabo para la adquisición, preproce-
samiento y segmentación de las imágenes de café.
2.1. Adquisición
Las condiciones de adquisición de las imágenes son de gran importancia en todo
sistema de visión artificial. Estas deben ser controladas, con el fin de reducir de manera no-
toria la carga para las siguientes etapas de procesamiento y obtener los mejores resultados.
Para nuestra aplicación es importante evitar los brillos y sombras generados en y por los
frutos. Estas perturbaciones afectan la información de color y por lo tanto la segmentación
que depende de ésta. En la Figura 2.1 se muestra un ejemplo de una imagen adquirida sin
controlar las condiciones de iluminación.
El montaje utilizado para adquirir las imágenes con condiciones de iluminación contro-
ladas, consiste de una cámara análoga CCD marca JVC y una tarjeta digitalizadora marca
National Instruments. Para evitar brillos y sombras se utilizaron dos lámparas y papel bond
alrededor de la cámara. El objetivo del papel bond es difuminar la iluminación proveniente
de las lámparas. Además se utilizaron dos colores de fondo: azul y blanco. Las imágenes
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Figura 2.1: Imagen sin Condiciones de Iluminación Controladas
fueron adquiridas a una resolución de 640x480. Los frutos fueron ubicados 10 cm por de-
bajo de la cámara. La Figura 2.2 muestra el montaje realizado.
Figura 2.2: Montaje realizado para la Adquisición
En la Figura 2.2 se observa que las lámparas están ubicadas de tal manera que la dirección
de la iluminación es opuesta a la posición de los frutos. Esto se hace para evitar la inciden-
cia directa de la luz, la cual es redirigida hacia el difuminador por medio de sombrillas. En
el momento de la adquisición la cámara es ubicada dentro del difuminador. La Figura 2.3
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muestra ejemplos de las imágenes adquiridas, en las cuales se observa una gran diferencia
con la imagen de la Figura 2.1. Entre estas diferencias se encuentra la disminución parcial o
total de los brillos en los frutos. Además, la imagen no es oscura, lo que permite una mejor
distinción de los colores. También se aprecia que los contornos de los frutos se encuentran
mejor definidos.
(a) Imagen con fondo blanco (b) Imagen con fondo azul
Figura 2.3: Imágenes Adquiridas en Condiciones Controladas
2.2. Preprocesamiento
Las imágenes fueron preprocesadas utilizando filtros suavizantes y de detección de
bordes. La forma general de un filtro se puede expresar como:
g(x, y) = T [f(x, y)] (2.1)
donde f(x, y) es la imagen de entrada, g(x, y) es la imagen filtrada y T es una operación
lineal o no lineal aplicada sobre f definida en algún entorno de (x, y). Este entorno normal-
mente es una subimagen rectangular o cuadrada centrada en (x, y) y es llamada máscara.
La Figura 2.4 muestra un ejemplo.
Para aplicar el operador T se realiza una convolución entre la imagen y la máscara. Esta
convolución consiste en mover el centro de la máscara a cada píxel (x, y) de la imagen. La
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(a) Entorno 3x3 de un Píxel (b) Máscara
Figura 2.4: Entorno 3x3 de un Píxel
respuesta de una máscara de convolución lineal en un píxel (x, y) se calcula por:
R =
8∑
i=0
wizi (2.2)
donde wi y zi son el peso y el nivel de gris del i-ésimo píxel del entorno.
2.2.1. Suavizado
El objetivo de los filtros suavizantes es la reducción de ruido. Estos filtros atenúan
las componentes de alta frecuencia presentes en la imagen, ya que éstas son las compo-
nentes características del ruido. Sin embargo, estas componentes también son responsables
de los bordes y los detalles finos de la imagen, por lo cual estos filtros generan una imagen
borrosa.
En este trabajo el filtro suavizante utilizado fue el de mediana. Este es un filtro no lineal que
posee la característica de difuminar en menor medida los bordes. En un entorno de píxeles
su respuesta se calcula, encontrando la mediana de los niveles de gris, en lugar de aplicar
la ecuación 2.2. El resultado de aplicar este filtro sobre las imágenes de la Figura 2.3 en el
espacio RGB, se muestra en la Figura 2.5.
En [11] se evaluaron dos filtros suavizantes: el de Mediana y el Gaussiano, los mejores
resultados se presentaron cuando se usó el filtro de mediana, por lo cual en este trabajo se
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(a) Imagen con fondo blanco (b) Imagen con fondo azul
Figura 2.5: Resultado del Filtro de Mediana sobre las Imágenes Adquiridas
decidió no probar otros filtros.
2.2.2. Detección de Bordes
Los filtros detectores de bordes, al contrario de los suavizantes, buscan enfatizar
las componentes de alta frecuencia de la imagen, ya que éstas caracterizan los bordes. En
general estos filtros se basan en el cálculo del gradiente o la segunda derivada, los cuales
pueden ser aproximados por diferentes máscaras de convolución.
En este trabajo se analizaron cuatro detectores de borde. Dos diseñados específicamente
para imágenes a color y dos para imágenes en niveles de grises. El primer algoritmo utiliza
agrupamiento en el espacio de color RGB [12]. El segundo se basa en el espacio de color
YUV y en el detector de sobel [13]. Los dos últimos son el filtro de Sobel y el Laplaciano
de Gaussiano (LoG) [10].
El algoritmo propuesto en [12] realiza un análisis de los agrupamientos de píxeles de acuer-
do a su color, para obtener una transformación que maximice la magnitud del gradiente
entre diferentes clusters, asumiendo que dos regiones distintas se encuentran en distintos
clusters. En la Figura 2.6 se puede apreciar este concepto. Este algoritmo detecta el borde
utilizando la expresión en la ecuación 2.3.
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I ′ = (I ′r, I
′
g, I
′
b) · ut (2.3)
donde u indica el vector que une las medias de los dos agrupamientos como se muestra en
la Figura 2.6 e I ′r, I ′g, I ′b indican los valores del gradiente de cada una de las componentes
RGB calculadas con el filtro de Sobel.
Figura 2.6: Detección de Bordes usando Análisis de Agrupamientos
Para encontrar las medias de las clases se utiliza el algoritmo de agrupamiento k-medias.
Este es un algoritmo sencillo y muy eficiente cuando se conoce a priori y con exactitud el
número de clases [14]. Su nombre hace referencia a que existen k clases. Su funcionamiento
es como sigue: Establecido el número de clases, se escogen aleatoriamente entre los datos k
vectores como sus centroides. Posteriormente se distribuyen todos los datos en cada una de
las clases de acuerdo a la mínima distancia euclídea. Con esta distribución se recalculan los
centroides y se comprueba si el algoritmo ha alcanzado una posición estable, si no es así se
procede a distribuir de nuevo los datos en las clases y repetir el proceso de actualización.
Las pruebas realizadas con este algoritmo indicaron que no es útil para los objetivos pro-
puestos en este trabajo. En la Figura 2.7 se muestra el resultado de aplicar este filtro sobre
las imágenes de la Figura 2.3 con un valor de k = 3. En las Figuras 2.7(a) y 2.7(b) cada
clase está representada por un color (rojo, verde o azul) y se puede observar que los píxeles
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de fondo del centro de la imagen quedan incluidos en las clases de los frutos, por lo cual
estos bordes se pierden.
(a) Clases Fondo Blanco (b) Clases Fondo Azul
(c) Imagen de Bordes (d) Imagen de Bordes
Figura 2.7: Resultado de la Detección de Bordes por Agrupamiento
En las Figuras 2.7(c) y 2.7(d) se observa que la información de bordes es bastante incom-
pleta. Por lo tanto, se decidió no utilizarlo.
La aproximación planteada en [13], calcula el gradiente de cada una de las componentes
YUV de la imagen y umbraliza de acuerdo a un umbral óptimo, por último se combinan los
resultados mediante la suma de los resultados en cada una de las componentes. Los pasos
que se siguen en este algoritmo se muestran en la Figura 2.8. Los autores escogieron el
espacio de color YUV por dos razones. La primera es que la información de intensidad (Y)
y color (UV) están separadas. La segunda es que este espacio es utilizado en estándares de
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codificación de video, lo que lo hace atractivo para implementaciones en tiempo real. Las
componentes de color indican la diferencia entre un color con un blanco de referencia.
Figura 2.8: Detección de Bordes en el Espacio de Color YUV
En [13] el gradiente es calculado usando el operador de Sobel. Para obtener el umbral óp-
timo los autores utilizan la técnica de umbralización entrópica (entropic thresholding) que
se explica en la sección 2.2.3.
En esta aplicación se utilizaron dos combinaciones: umbralización en el espacio YUV -
LoG y Sobel - LoG, para realizar la detección de bordes. El filtro de Sobel es una aproxi-
mación al cálculo del gradiente. El filtro LoG se basa en el cálculo de la segunda derivada.
Ambos proporcionan un efecto de suavizado.
El resultado generado por estos filtros es combinado mediante el uso de la operación lógica
OR, ya que algunos bordes son detectados únicamente por uno de los dos. Las máscaras de
Sobel y el resultado de los filtros se muestran en la Figura 2.9. La ecuación para calcular la
máscara para el LoG con σx = σy = σ es:
LoG(x, y) = − 1
piσ4
[
1− x
2 + y2
2σ2
]
e−
x2+y2
2σ2 (2.4)
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(a) LoG (b) Sobel
(c) LoG-Sobel (d) Detección en el Espacio YUV
(e) Detección en el Espacio YUV-LoG (f) Máscaras de Sobel
Figura 2.9: Resultado de los Filtros de Detección de Bordes
En la Figura 2.9(a) se observa que el resultado del filtro LoG es bastante ruidoso, por lo
que se utilizó el algoritmo de análisis de conectividad explicado en la sección 2.3.2 para
eliminar los objetos cuyo tamaño sea inferior a 100 píxeles. Para obtener la detección de
bordes mostrada en la Figura 2.9(c) se realiza la operación lógica OR entre el filtro Sobel y
el LoG y se eliminan los objetos con tamaño menor a 20 píxeles. El mismo procedimiento
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Figura 2.10: Bordes Adelgazados
se sigue cuando se cambia el filtro de Sobel por la detección en el espacio YUV. En las Fi-
guras 2.9(b), 2.9(c), 2.9(d) y 2.9(e), se resaltan algunos de los bordes con los que contribuye
el filtro LoG.
El umbral utilizado para binarizar cada una de las imágenes de bordes, es calculado me-
diante la técnica de umbralización entrópica [13], la cual se explica en la sección 2.2.3.
Después de combinar los resultados de los dos filtros detectores de borde, se adelgaza la
imagen de bordes utilizando el algoritmo de esqueletización descrito en [10]. El resultado
se muestra en la Figura 2.10. Es importante notar que la mayoría de los contornos son ce-
rrados. Esta imagen es utilizada en el proceso de crecimiento que se explicará más adelante.
2.2.3. Umbralización Entrópica
Esta técnica es utilizada en problemas de clasificación de dos clases. En este caso
las clases son, la clase borde y la clase no borde. El algoritmo se basa en el análisis de
las distribuciones de probabilidad de las dos clases. La probabilidad para la clase no borde
Pn(i) puede definirse como:
Pn(i) =
fi∑T
h=0 fh
, 0 ≤ i ≤ T (2.5)
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donde
∑T
h=0 fh indica el número total de píxeles cuyo valor de fuerza del borde está en el
rango 0 ≤ i ≤ T . La probabilidad para la clase borde Pe(i) puede ser definida como:
Pe(i) =
fi∑M
h=T+1 fh
, T + 1 ≤ i ≤M (2.6)
donde
∑M
h=T+1 fh indica el número total de píxeles cuyo valor de fuerza del borde está en
el rango T + 1 ≤ i ≤ M y M es el máximo nivel de gris en la imagen. Las entropías para
estas dos clases están dadas por:
Hn(T ) = −
T∑
i=0
Pn(i)logPn(i) (2.7)
He(T ) = −
M∑
i=T+1
Pe(i)logPe(i) (2.8)
El umbral óptimo seleccionado debe satisfacer la siguiente función criterio:
H(T ) = ma´x
T=0,1,...,M
{Hn(T ) +He(T )} (2.9)
2.3. Segmentación
En esta etapa se utiliza una combinación de algoritmos de análisis de color, análi-
sis de conectividad y crecimiento de regiones. El análisis de color se realiza mediante
la aplicación de un algoritmo de agrupamiento llamado Spherical Coordinate Transform,
SCT [15]. El análisis de conectividad permite etiquetar las componentes conexas de la ima-
gen. Por último el algoritmo de crecimiento de regiones utiliza medidas de contraste como
criterio de segmentación.
El SCT es un algoritmo de clustering que en si mismo es un algoritmo de segmentación,
sin embargo en nuestro caso, cada imagen cuenta con varios frutos los cuales deben ser in-
dividualizados, cosa que no es posible con este algoritmo como se verá en la sección 2.3.1.
Esto es lo que hace necesaria la combinación de este algoritmo con la detección de bordes
y el crecimiento de regiones.
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Por otro lado, iniciar el crecimiento de regiones a partir del resultado del SCT, tiene co-
mo ventaja un crecimiento más rápido, ya que esta semilla es de un tamaño considerable
con respecto al tamaño del fruto.
2.3.1. Spherical Coordinate Transform (SCT)
Este es un algoritmo de agrupamiento que trata de desacoplar la información de ilu-
minación de la información de color, mediante la transformación del espacio de color RGB
a coordenadas esféricas como se muestra en la Figura 2.11. La forma de división en bloques
del triángulo RGB se basa en una propiedad del ojo humano, la cual le permite discriminar
más los colores azulosos. Esta es la razón por la cual las divisiones parten del vértice Azul
(B).
Figura 2.11: Tranformada de Coordenadas Esféricas
El agrupamiento se lleva a cabo en el espacio bidimensional definido por los ángulos A y B.
Este subespacio se divide en bloques de igual tamaño y los píxeles se agrupan de acuerdo
a los valores de los ángulos. La transformada permite distinguir entre los píxeles verdes,
rojos y el fondo cuando éste es azul. Cuando el fondo es blanco presenta algunos proble-
mas para agrupar sus píxeles, por lo que se utilizó una umbralización en el canal azul del
espacio RGB para aislar este fondo de los frutos. Se utiliza el canal azul debido a que en
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los canales rojo y verde algunos píxeles de los frutos quedan clasificados como fondo. La
Figura 2.12 muestra el resultado de aplicar el SCT y aislar el fondo en las imágenes de la
Figura 2.3. Los píxeles rojos y verdes de la Figura 2.12 corresponden con los píxeles que
quedaron agrupados en los bloques marcados con el mismo color en la Figura 2.11.
(a) Imagen de Fondo Blanco (b) Imagen de Fondo Azul
Figura 2.12: Resultado del SCT
Sin embargo, se puede notar que todos los frutos se encuentran unidos. La información de
bordes encontrada en la sección 2.2 es utilizada para separar los frutos, aplicando una ope-
ración lógica OR entre la imagen resultado del SCT y la imagen de bordes sin adelgazar.
Luego, la imagen es binarizada enmascarando los píxeles rojos y verdes. Para obtener una
mejor separación, se aplican las operaciones morfológicas cierre y dilatación [10] a la ima-
gen binaria una vez cada una. La Figura 2.13 muestra este proceso.
(a) SCT con la Información de
Bordes
(b) Imagen Binaria (c) Cierre y Dilatación
Figura 2.13: Proceso de Separación de los Frutos
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2.3.2. Análisis de Conectividad
El análisis de conectividad tiene como objetivo etiquetar las componentes conexas
presentes en la imagen. Esto permite la caracterización de cada región para su posterior
reconocimiento. El algoritmo descrito en [16] fue implementado. La imagen de entrada
(IE) al algoritmo puede ser binaria, de niveles de gris o de color, la única restricción es
que los valores de las regiones deben ser diferentes de cero, ya que este valor se usa para
identificar el fondo. La imagen de salida (IS) contiene las regiones etiquetadas. El análisis
puede realizarse usando 4-conectividad u 8-conetividad como se muestra en la Figura 2.14.
La Figura 2.16 muestra el diagrama de bloques general para el algoritmo de 4-conectividad.
(a) 4-conectividad (b) 8-conectividad
Figura 2.14: Conectividad
La imagen se recorre desde la esquina superior izquierda hasta la esquina inferior derecha.
El valor de cada píxel C de la imagen de entrada se compara con el del fondo. Si el píxel
no pertenece al fondo se debe analizar cuál de los siguientes cuatro casos ocurre, el análisis
toma en cuenta únicamente los vecinos 4-conectados sombreados en la Figura 2.14, ya que
son los únicos que pueden haber sido etiquetados con anterioridad.
Caso 1 C = U & C 6= L: El valor del píxel central es igual al píxel superior. Por lo tanto el
valor de U∗ es asignado a C∗. El asterisco indica los píxeles correspondientes a U y
C respectivamente en la imagen de salida, es decir las etiquetas.
Caso 2 C = L & C 6= U : El valor del píxel central es igual al píxel izquierdo. Por lo tanto
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Figura 2.15: Ilustración del Problema de Múltiples Equivalencias
el valor de L∗ es asignado a C∗.
Caso 3 C = U & C = L: Si los tres valores son iguales cualquiera de las etiquetas U∗ o
L∗ puede ser asignada al píxel C∗. En este caso se usa L∗, es importante aclarar que
aunque los valores en la imagen de entrada son los mismos, esto no necesariamente
ocurre con los valores de las etiquetas en la imagen de salida. Esto implica el uso de
una lista de equivalencias donde se almacena la información de que las dos etiquetas
U∗ y L∗ son iguales. Un ejemplo de este conflicto se muestra en la Figura 2.15, donde
se aprecia que un objeto posee 4 etiquetas diferentes.
Caso 4 C 6= U & C 6= L: Esto indica que se ha encontrado una nueva región. Por lo tanto
el píxel C∗ recibe una nueva etiqueta, lo cual se logra incrementando el valor de la
variable etiqueta.
En este trabajo se realizaron los cambios necesarios al código en lenguaje C presenta-
do en [16], para trabajar únicamente con una imagen de entrada binaria y usando la 8-
conectividad. Posteriormente se deben corregir las etiquetas con la ayuda de la lista de
equivalencias.
2.3.3. Crecimiento de Regiones
El crecimiento de regiones es un procedimiento que agrupa píxeles o subregiones
dentro de regiones más grandes [10] de acuerdo con algún criterio de homogeneidad. El
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Figura 2.16: Diagrama de Bloques del Algoritmo de Conectividad
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crecimiento parte de un píxel o un conjunto de píxeles para cada región llamados semilla.
El criterio de homogeneidad mide la similaridad de las propiedades entre los píxeles adya-
centes, como son nivel de gris y color entre otros.
Por lo tanto, los primeros problemas que se presentan al momento de desarrollar un al-
goritmo de crecimiento de regiones, son la selección de los píxeles semilla y del criterio
de homogeneidad. Los píxeles semilla deben representar correctamente a las regiones de
interés, por lo tanto, dependen de la aplicación específica. En este caso se utilizan como
semilla las regiones obtenidas a partir del análisis de conectividad de la imagen generada
por las operaciones morfológicas.
El criterio de homogeneidad además de estar influenciado por la aplicación específica, tam-
bién depende del tipo de datos que brinden las imágenes. Es decir, si las imágenes son de
intensidad, no se puede contar con información de color. Este criterio fue escogido como la
distancia euclídea entre los píxeles en el espacio de color RGB y se explica en la siguiente
subsección.
Otro aspecto importante en estos algoritmos es la definición del criterio de parada. En gene-
ral el crecimiento de una región se detiene cuando no existen más píxeles que satisfagan el
criterio de homogeneidad o cuando la región alcanza un tamaño determinado.
En [17] se propone un algoritmo de crecimiento de regiones que además del criterio de
homogeneidad, utiliza dos medidas de discontinuidad para realizar la segmentación. Otra
característica es que en cada iteración se une un único píxel a la región, lo cual según los
autores, le da una dirección al crecimiento, aunque esto lo hace más lento.
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Criterio de Homogeneidad y de Parada
En [17] el píxel que se une a la región en cada iteración es el que tiene el mayor
nivel de gris entre los vecinos. La elección de este criterio se basó en la aplicación hacia la
que iba dirigido, análisis de imágenes médicas, las cuales son en niveles de gris y con un
alto grado de contraste. Sin embargo, en nuestro trabajo se cuenta con imágenes a color y
este criterio no se ajusta a las necesidades específicas, por lo cual fue cambiado. En nuestra
aplicación el píxel que se adhiere, es el que posee la menor distancia euclídea a la media de
la región en el espacio de color RGB, como se muestra en la ecuación 2.10. Este cambio
permite que el crecimiento de la región sea más homogéneo. Es decir el píxel que se adhiere
a la región es el más parecido a las características de la región que está en crecimiento. Si
se utilizara el criterio propuesto en [17] se correría con el riesgo de añadir mayor cantidad
de píxeles del fondo especialmente cuando éste es blanco.
mı´n
j=0,1,...,L
{dej}
dej =
√
(R¯−Rj)2 + (G¯−Gj)2 + (B¯ −Bj)2 (2.10)
En la ecuación 2.10 dej significa la distancia euclídea del píxel j-ésimo del contorno a la
media de la región y L es el número de píxeles del contorno.
El crecimiento de la región se detiene cuando su tamaño alcanza un valor máximo per-
mitido, denotado como N . Para este caso se tomó el promedio del tamaño de un fruto en
las imágenes adquiridas para definir el valor de N .
Medidas de Discontinuidad
Se utilizan dos medidas de discontinuidad llamadas contraste promedio (ac) y con-
traste periférico (pc). Estas medidas están definidas como:
ac(i) =
1
i
i∑
t=1
yt − 1
k − i
k∑
t=i+1
yt (2.11)
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donde y1, y2, ..., yi y yi+1, yi+2, ..., yk son los niveles de gris de los píxeles que forman la
región y su contorno actual (CB ver Figura 2.17) respectivamente.
pc(i) =
1
m
i∑
t=i−m
yt − 1
k − i
k∑
t=i+1
yt (2.12)
donde m es la cantidad de píxeles que forman el contorno interno (IB ver Figura 2.17) de
la región y yi−m, yi−m+1, ..., yi son los niveles de gris de los píxeles del IB.
Es decir el contraste promedio es la diferencia entre el nivel de gris promedio de la región y
el nivel de gris promedio del contorno actual. El contraste periférico es la diferencia entre el
nivel de gris promedio del contorno interno y el nivel de gris promedio del contorno actual.
En la Figura 2.17 se muestra la definición de contorno actual e interno de una región.
Figura 2.17: Contornos Actual (CB) e Interno (IB) de una Región
Durante el proceso de crecimiento el valor del contraste promedio se incrementa inicial-
mente a medida que se absorben los píxeles de la región (asumiendo que la región es más
brillante que el fondo). Una vez que se empieza a crecer dentro del fondo, el valor del con-
traste promedio empieza a decrementarse. Por lo tanto, el máximo de esta medida corres-
ponde al punto donde el proceso comenzó a crecer dentro del fondo. El contorno encontrado
de esta manera se identifica como contorno de contraste promedio (ACB) de la región.
El contraste periférico mide la magnitud del gradiente de los píxeles del CB de la región.
Esta medida es menos sensible al ruido que la magnitud del gradiente de un píxel debido a
que es la diferencia entre dos contornos y no dos píxeles. Por otro lado, dependiendo de si la
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región es homogénea o no, presentará uno o varios máximos. Ya que en general, se tendrán
varios máximos locales, la segmentación se realiza con respecto al último máximo local del
contraste periférico que ocurre antes del máximo del contraste promedio. Este contorno se
identifica como contorno de contraste periférico (PCB) y la región contenida dentro de éste
es la segmentación final.
Este concepto de segmentación se ilustrará con una burbuja gausiana con una varianza
σ = 25, la cual se muestra en la Figura 2.18(a). La semilla está indicada por el punto
encerrado por el rectángulo azul en la imagen. Las medidas de contraste para esta burbuja
con N = 25000 se muestran en la Figura 2.19. Para este ejemplo el máximo del contraste
promedio ocurre cuando la región posee 6685 píxeles, punto en el cual se obtiene la región
de la Figura 2.18(b). Sin embargo el máximo del contraste periférico anterior al máximo
del contraste promedio ocurre en el píxel 2000, produciendo la región de la Figura 2.18(c)
que es el resultado final de la segmentación.
(a) Burbuja Gaussiana σ = 25 (b) ACB (c) PCB
Figura 2.18: Segmentación obtenida con el Algoritmo de Crecimiento de Regiones
Una característica importante de estos contornos, es que no están muy separados uno del
otro cuando el borde entre la región y el fondo es fuerte. Sin embargo, si este borde es di-
fuso la diferencia se hace mayor como ocurre con el ejemplo de la burbuja gaussiana de la
Figura 2.18.
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Figura 2.19: Medidas de Contraste Promedio y Periférico para una Burbuja Gaussiana
En nuestra aplicación se utiliza además del criterio de homogeneidad, la información de
los píxeles de fondo producida por el SCT y la de bordes para decidir si un píxel puede ser
adherido a la región. Si el píxel que se está anlizando pertenece al fondo o a un borde no se
adhiere a la región. Para maximizar el área del crecimiento se utiliza la imagen de bordes
adelgazada mostrada en la Figura 2.10. La Figura 2.20 muestra el resultado del algoritmo
de segmentación sobre una imagen adquirida sin controlar las condiciones de iluminación y
una adquirida con condiciones de iluminación controladas. En la Figura 2.20(a) se observa
que en general, el algoritmo segmenta las partes más brillantes de los frutos (cuadro blanco)
y debido a la falta de definición de los contornos de los frutos, varios quedan unidos con
otros frutos (cuadro amarillo) o con el fondo (cuadro verde). Por otro lado, en la Figura
2.20(b) es notoria la mejoría de la segmentación, gracias al control de las condiciones de
iluminación. Sin embargo, también se observa que algunos frutos tienen reflejo del fondo
azul, lo que limita la segmentación, uno de estos casos se encuentra resaltado.
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(a) Imagen Adquirida sin Controlar las Condiciones de
Iluminación
(b) Imagen Adquirida Controlando las Condiciones de Iluminación
Figura 2.20: Resultado del Algoritmo de Segmentación
Capítulo 3
Resultados
Para evaluar el desempeño del algoritmo de segmentación se utilizó la técnica de
evaluación propuesta en [18] que se explica en la sección 3.1. Esta metodología fue pro-
puesta para imágenes de rango, sin embargo, ya que los datos de entrada son las regiones
segmentadas, es indiferente si las imágenes a segmentar son imágenes de rango o imágenes
2D a color. Se realizaron pruebas variando algunas de las etapas del proceso al igual que los
parámetros de éstas. La descripción y los resultados de cada una de las pruebas se presentan
en la sección 3.2.
3.1. Metodología de Evaluación
3.1.1. Definición de Segmentación
Esta metodología de evaluación se basa en la definición de segmentación presenta-
da en [10]:
Sea R la representación de la imagen completa. La segmentación es el proceso que divide
R en n subregiones R1, R2,...,Rn tal que:
1. ∪ni=1Ri = R,
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2. Ri es una región conectada, i=1,2,...,n,
3. Ri∩Rj = ∅ para todo i y j, i 6= j,
4. P(Ri)=VERDADERO para i=1,2,...,n y
5. P(Ri∪Rj)=FALSO para i=1,2,...,n.
donde P(Ri) es un predicado lógico sobre los puntos en el conjunto Ri y ∅ es el conjunto
vacío.
3.1.2. Datos de Prueba
Esta metodología propone que el conjunto de datos de prueba debe cubrir un amplio
rango de características en el dominio del problema. Además se deben tener en cuenta los
dispositivos que se utilizan más frecuentemente para adquirir las imágenes.
3.1.3. Segmentación Manual (Ground Truth (GT))
Para medir el desempeño del algoritmo la segmentación automática es comparada
con la segmentación manual, ya que el objetivo es encontrar un algoritmo que reproduzca
la interpretación humana.
3.1.4. Medidas de Desempeño
Esta técnica considera cinco medidas de desempeño. Detección correcta, sobreseg-
mentación, subsegementación, perdidas y ruido. Estas medidas se basan en un valor de
tolerancia T que se encuentra en el rango 0,5 < T ≤ 1 y se definen como sigue:
Detección Correcta: Un par de regiones Rn en la imagen GT y Rm la imagen segmen-
tada automáticamente (MS) son clasificadas como una instancia de Detección Correcta si:
• Al menos un porcentaje T de los píxeles en Rm son marcados como píxeles de Rn. y
• Al menos un porcentaje T de los píxeles en Rn son marcados como píxeles de Rm.
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Sobresegmentación: Una región Rn en la imagen GT y un conjunto de regiones Rm1...Rmx
en la imagen MS son clasificadas como una instancia de sobresegmentación si:
• Al menos un porcentaje T de los píxeles en cada Rmi son marcados como píxeles de
Rn. y
• Al menos un porcentaje T de los píxeles en Rn son marcados como píxeles de la
unión Rm1...Rmx.
Subsegmentación: Un conjunto de regiones Rn1...Rnx en la imagen GT y una región Rm
en la imagen MS son clasificadas como una instancia de subsegmentación si:
• Al menos un porcentaje T de los píxeles en Rm son marcados como píxeles de la
unión Rn1...Rnx. y
• Al menos un porcentaje T de los píxeles en cada Rni son marcados como píxeles de
Rm.
Perdidas: Una región en la imagen GT que no es clasificada como una instancia de Detec-
ción Correcta, Sobresegmentación o Subsegmentación es clasificada como perdida.
Ruido: Una región en la imagen MS que no es clasificada como una instancia de Detec-
ción Correcta, Sobresegmentación o Subsegmentación es clasificada como ruido.
Para obtener las medidas de desempeño se utilizó el software desarrollado por Jaesik Min
[19].
3.2. Pruebas Realizadas y Resultados
En el capítulo 2 se mostró cada una de las etapas del algoritmo de segmentación.
Algunas de estas etapas poseen parámetros que pueden ser variados como por ejemplo el
valor de sigma del filtro LoG, el número de divisiones en el SCT, el elemento estructurante
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en las operaciones morfológicas y el tamaño máximo de la región en el crecimiento de
regiones. Sin embargo, no se realizaron pruebas variando el número de divisiones en el al-
goritmo SCT, ya que en [11] se mostró que el mejor valor era 25 divisiones, por lo cual este
valor se dejó constante para todas las pruebas. El elemento estructurante en las operaciones
morfológicas fue una cruz en un entorno 3x3. Los demás parámetros fueron variados en
las pruebas. A continuación se presentan la descripción y los resultados de cada una de las
pruebas.
Todas las pruebas fueron realizadas sobre un conjunto de 13 imágenes con fondo azul.
Estas imágenes son las únicas que se tienen segmentadas a mano y se muestran en el anexo
A. Para la realización de estas figuras, se corrió el programa y se almacenaron los valores de
las medidas de desempeño para cada una de las fotos. Posteriormente se calculó el promedio
de cada una de las medidas y se graficaron estos valores.
3.2.1. Sintonía del Valor de Sigma del LoG
La primera prueba que se realizó, tuvo como objetivo tratar de encontrar una aproxi-
mación al valor de σ del LoG que produjera la mejor segmentación. Se parte de la premisa
que el σ que dé mejores resultados para un valor de N fijo, puede ser o estar cerca al óp-
timo. También, se asume que si se encuentra el valor de σ óptimo, que genere contornos
cerrados, la operación morfológica utilizada no influye demasiado, por lo que se escogió
aplicar 1 cierre y 1 dilatación. El valor de σ se varió en el rango 1.85-2.2 con incrementos
de 0.05. Las medidas de desempeño con N = 700 píxeles se muestran en la Figura 3.1.
La Figura 3.1(a) muestra el porcentaje de detecciones correctas del algoritmo. El eje lla-
mado Tolerancia, como se explicó en la sección 3.1, indica porcentaje del tamaño real de
la región. Este tamaño real es el tamaño que la región tiene en la imagen GT. Esta medida
es monótonamente decreciente, ya que a medida que se aumenta el valor de tolerancia son
menos las regiones que cumplen con esta restricción. Esta tendencia decreciente continúa y
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.1: Medidas de Desempeño variando el Valor de σ del LoG en el Rango 1,85− 2,2
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se acentúa con tolerancias superiores a 80 %.
Las Figuras 3.1(b) y 3.1(c) muestran los porcentajes de sobresegmentación y subsegmen-
tación respectivamente. Ambas medidas decrecen llegando incluso a cero. Sin embargo esto
no significa que no existan sobresegmentaciones o subsegmentaciones en la imagen, solo
que estas regiones no tienen un tamaño superior al porcentaje indicado por el valor de tole-
rancia y por lo tanto quedan clasificadas como ruido.
Por otro lado, las Figuras 3.1(d) y 3.1(e) muestran el porcentaje de regiones perdidas y
ruido. El comportamiento y los valores de estas medidas es muy similar, ya que en general
el algoritmo logra detectar todas las regiones de la imagen.
En la Figura 3.1 se observa que un valor de σ = 1,9 produce un alto porcentaje de seg-
mentación y baja sobresegmentación, subsegmentación, reigones perdidas y ruido. El pro-
gresivo deterioro del desempeño del algoritmo de segmentación a partir de σ = 1,95 se
debe a que a medida que el valor de σ aumenta, el LoG detecta una menor cantidad de
bordes, lo cual es importante para el buen desempeño del algoritmo.
El tiempo utilizado por el algoritmo para realizar la segmentación sobre el conjunto de
imágenes para cada valor de σ es monótonamente decreciente como se muestra en la Figu-
ra 3.2. Esto se debe a que a medida que se aumenta el valor de σ disminuye la cantidad de
bordes encontrados y por lo tanto la cantidad de regiones para crecer, porque varias de ellas
quedan unidas.
3.2.2. Sintonía del valor N en el crecimiento de Regiones y Ajuste fino de
Sigma
Para confirmar que el valor de σ encontrado en la sección anterior realmente es
cercano al óptimo y no está influenciado por el valor de N , se realizó una prueba variando
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Figura 3.2: Tiempos Sintonía del Valor de σ
ambos valores. El rango para N fue entre 800 - 1000 píxeles con aumentos de 100 y para
σ entre 1.9-1.94 con aumentos de 0.02. El valor de N fue aumentado debido a que en los
resultados se observó que los frutos todavía tenían más espacio para crecer. El valor de σ se
escogió de acuerdo a los resultados obtenidos en la sección anterior. Las Figuras 3.3, 3.4 y
3.5 muestran las medidas de desempeño obtenidas en esta prueba.
En las Figuras 3.3, 3.4 y 3.5 se observa que el valor de σ = 1,92 genera los mejores resul-
tados de detección correcta, sobresegmentación y subsegmentación, para todos los valores
de N . Aunque la diferencia en las medidas de desempeño es pequeña, se escoge σ = 1,92
para realizar la comparación entre los valores de N . La Figura 3.6 muestra las medidas de
desempeño para los diferentes valores de N con σ = 1,92.
En la Figura 3.6 se observa que con N = 900 o N = 1000 el porcentaje de detecciones
correctas se estabiliza, es decir, no aumenta más. Esto indica que las regiones ya alcanzaron
los bordes y un N más grande sólo va a contribuir con una mayor subsegmentación como
ocurre con N = 1000.
La Figura 3.7 muestra el tiempo utilizado por el algoritmo para realizar cada prueba. En
esta figura se observa que el valor de N es el que más influye en el aumento del tiempo
44
(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.3: Medidas de Desempeño con N = 800 y σ en el Rango 1,9− 1,94
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.4: Medidas de Desempeño con N = 900 y σ en el Rango 1,9− 1,94
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.5: Medidas de Desempeño con N = 1000 y σ en el Rango 1,9− 1,94
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.6: Medidas de Desempeño con σ = 1,92 y el valor de N en el Rango 800− 1000
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de proceso, ya que se requiere de alrededor de 5 a 6 segundos adicionales para crecer 100
píxeles más.
(a) N = 800 (b) N = 900
(c) N = 1000 (d) σ = 1,92
Figura 3.7: Tiempos Sintonía de N y Ajuste Fino de σ
49
3.2.3. Efecto de las operaciones morfológicas
Se realizó la misma prueba anterior, variando N y σ pero aplicando solo 1 cierre.
Los resultados se observan en las Figuras 3.8, 3.9 y 3.10.
Las Figuras 3.8, 3.9 y 3.10 muestran que de nuevo con σ = 1,92 se obtiene el mejor de-
sempeño del algoritmo, tanto en términos de porcentaje de detecciones correctas, como en
sobresegmentación y subsegmentación. En la Figura 3.11 se compara el desempeño en fun-
ción del valor de N , con σ = 1,92.
En la Figura 3.11(a) se observa que la combinación 1000 − 1,92 produce los mejores por-
centajes de detecciones correctas. Sin embargo, se escoge la combinación 900− 1,92, para
realizar la comparación con los resultados cuando se utiliza cierre-dilatación. La razón de
esta elección es que para nuestra aplicación el tiempo también es importante y la mejoría
en detección, no compensa el tiempo que se necesita para crecer 100 píxeles más como se
observa en la Figura 3.12.
La Figura 3.13 muestra la comparación de los resultados utilizando únicamente cierre con-
tra los resultados cuando se utiliza cierre y dilatación.
En la Figura 3.13(a) se observa que inicialmente el desempeño del algoritmo cuando no
utiliza dilatación es ligeramente superior a cuando se utiliza la dilatación. Sin embargo, a
partir de un valor de tolerancia de 75% el desempeño cuando se utiliza dilatación es similar
o superior. En nuestra aplicación es muy importante tener un porcentaje alto de detecciones
correctas incluso cuando el valor de tolerancia es superior a 80%, por lo cual se escoge
utilizar dilatación. Además, el tiempo de proceso disminuye en casi 5 segundos cuando se
utiliza dilatación, ya que es más rápido aplicar otra operación morfológica que crecer más
píxeles.
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.8: Medidas de Desempeño con N = 800 y σ en el Rango 1,9 − 1,94 aplicando 1
Cierre
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.9: Medidas de Desempeño con N = 900 y σ en el Rango 1,9 − 1,94 aplicando 1
Cierre
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.10: Medidas de Desempeño con N = 1000 y σ en el Rango 1,9− 1,94 aplicando
1 Cierre
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.11: Medidas de Desempeño para N en el Rango 800 − 1000 con σ = 1,92 apli-
cando 1 Cierre
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(a) N = 800 (b) N = 900
(c) N = 1000 (d) σ = 1,92
Figura 3.12: Tiempos Efecto de las Operaciones Morfológicas
También se comparó el desempeño del algoritmo sin utilizar ninguna operación morfoló-
gica y utilizando cierre y dilatación, con N = 900 y σ = 1,92. La Figura 3.14 muestra los
resultados.
En la Figura 3.14 se observa que el porcentaje de detecciones correctas es inferior cuando
no se utiliza ninguna operación morfológica. Esto se debe a que existe un alto porcentaje de
subsegmentación, causada por las regiones que los bordes no alcanzan a separar. Cuando se
aplica 1 cierre y 1 dilatación, las subsegmentaciones disminuyen, aunque se genera un poco
de sobresegmentación debido a que algunas pequeñas colas de las regiones son separadas
de éstas. Sin embargo, el porcentaje de detecciones correctas aumenta aproximadamente en
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.13: Comparación del Desempeño aplicando Cierre o Cierre-Dilatación
56
(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.14: Comparación del Desempeño sin aplicar Operaciones Morfológicas o aplican-
do Cierre-Dilatación
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un 6 %, produciendo una mejor segmentación.
Por otro lado el tiempo de proceso aumenta cuando se aplican las operaciones morfológi-
cas. Este aumento se debe, principalmente, a la disminución en el porcentaje de subseg-
mentaciones, lo cual genera mayor cantidad de regiones para crecer. La diferencia entre los
tiempos de proceso es de 5 segundos.
3.2.4. Cambiando Sobel por Detección en el espacio YUV
Por último, se probó cuál filtro, Sobel o detección en el espacio YUV, producía los
mejores resultados. De nuevo los valores de N y σ se variaron. Las Figuras 3.15, 3.16 y
3.17 muestran los resultados para N = 800, N = 900 y N = 1000 respectivamente.
Las Figuras 3.15, 3.16 y 3.17 muestran que el valor de σ que produce los mejores resulta-
dos es 1,9. Con este valor de σ se compara el desempeño en función del valor de N . Los
resultados se muestran en la Figura 3.19. Los tiempos de proceso se muestran en la Figura
3.18.
La Figura 3.19 muestra que la mejor combinación es 900− 1,9. Esta combinación se com-
para contra los resultados cuando se utiliza el filtro de Sobel. Esta comparación se muestra
en la Figura 3.20, en la cual se observa que el desempeño del algoritmo es mejor cuando se
utiliza el filtro de Sobel, aunque presenta un poco más de subsegmentación.
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.15: Medidas de Desempeño con N = 800 y σ en el Rango 1,9− 1,94 con Detec-
ción en el Espacio YUV
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.16: Medidas de Desempeño con N = 900 y σ en el Rango 1,9− 1,94 con Detec-
ción en el Espacio YUV
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.17: Medidas de Desempeño con N = 1000 y σ en el Rango 1,9 − 1,94 con
Detección en el Espacio YUV
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(a) N = 800 (b) N = 900
(c) N = 1000 (d) σ = 1,92
Figura 3.18: Tiempos Detección de Bordes en el espacio YUV
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.19: Medidas de Desempeño con N = 1000 y σ en el Rango 1,9 − 1,94 con
Detección en el Espacio YUV
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.20: Comparación del Desempeño utilizando Sobel o Detección en el Espacio YUV
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3.2.5. Fotos con Fondo Blanco
Se pensó en realizar las mismas pruebas sobre un conjunto de 8 imágenes en fondo
blanco. Las medidas de desempeño para N = 800 y N = 900 con valores de σ = 1,9 y
σ = 1,92 se muestran en las Figuras 3.21 y 3.22.
En las Figuras 3.21 y 3.22 se observa que el porcentaje de detecciones correctas no supera
el 80%. Además, el valor de sobresegmentación es muy alto, lo que indica que se están
detectando demasiados bordes, lo cual llevó a proponer otra prueba. Realizar el proceso
utilizando únicamente el LoG como detector de bordes, ya que la sobresegmentación es
generada por el filtro de Sobel. Los resultados se muestran en la Figura 3.23 para N = 900
píxeles y σ con valores de 1,9 y 1,92.
En la Figura 3.23 se observa que el porcentaje de detecciones correctas disminuyó al igual
que el porcentaje de sobresegmentación, pero la subsegmentación aumentó hasta un 9 %.
Debido a la mala calidad de estos resultados, se decidió no realizar más pruebas sobre estas
imágenes. La Figura 3.24 compara los resultados obtenidos con la mejor combinación en
las imágenes en fondo azul, con las imágenes en fondo blanco con y sin el filtro de Sobel.
En esta figura se observa claramente la gran diferencia de desempeño.
Resumiendo, el proceso propuesto para lograr la segmentación de los frutos de café sigue
los siguientes pasos.
• Paso 1: Adquirir las imágenes en condiciones de iluminación controladas con fondo
azul, evitando brillos y sombras.
• Paso 2: Aplicar un filtro de mediana de tamaño 3x3, para eliminar ruido.
• Paso 3: Detectar los bordes utilizando la combinación, mediante la operación lógica
OR, de los filtros LoG con un σ = 1,92 y Sobel. El LoG se aplica sobre los tres
canales RGB y se eliminan objetos inferiores a 100 píxeles. El Sobel se aplica solo
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sobre el canal R. Después de realizar la OR se eliminan objetos inferiores a 20 píxeles.
Las imágenes se umbralizan con el algoritmo de umbralización entrópica.
• Paso 4: Aplicar el SCT con 25 divisiones. Seleccionando los bloques marcados en la
Figura 2.11 para los píxeles rojos y verdes.
• Paso 5: Separar las regiones obtenidas con el SCT, haciendo una operación lógica
OR entre la imagen de bordes y el resultado del SCT. Luego, binarizar esta imagen.
• Paso 6: Aplicar un cierre y una dilatación a la imagen obtenida en el paso 5, siendo
el elemento estructurante una cruz en un entorno 3x3.
• Paso 7: Realizar un análisis de conectividad para etiquetar las regiones encontradas
en el paso 6, eliminando objetos inferiores a 200 píxeles.
• Paso 8: Adelgazar la imagen de bordes.
• Paso 9: Crecer estas regiones con un valor de N = 900 píxeles. En este crecimiento
se debe tener en cuenta la información brindada por el SCT en cuanto al fondo y los
bordes adelgazados para limitar el crecimiento, es decir, los píxeles de borde y de
fondo no pueden ser adheridos a la región.
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.21: Medidas de Desempeño con N = 800 y σ en el Rango 1,9 − 1,92 para
Imágenes con Fondo Blanco
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.22: Medidas de Desempeño con N = 900 y σ en el Rango 1,9 − 1,92 para
Imágenes con Fondo Blanco
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.23: Medidas de Desempeño sin utilizar el filtro de Sobel para Imágenes con Fondo
Blanco
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(a) Detección Correcta (b) Sobresegmentación
(c) Subsegmentación (d) Perdidas
(e) Ruido
Figura 3.24: Comparación Desempeño Fondo Azul y Blanco

Capítulo 4
Conclusiones
Las condiciones de iluminación tienen un efecto importante en el resultado de la
segmentación. Aunque las imágenes adquiridas son de buena calidad, no están totalmente
libres de brillos y sombras. Algunos frutos tienen reflejo del fondo azul, por lo que el
SCT clasifica esos píxeles como pertenecientes al fondo. Esto afecta el resultado de la
segmentación, ya que a las regiones no se les permite crecer en el fondo. Además, de una
buena adquisición depende la calidad de los bordes disponibles en las imágenes.
El algoritmo de segmentación desarrollado es fuertemente dependiente de la información de
contornos disponible. La calidad de los contornos, no solo influye en el porcentaje de detec-
ciones correctas, sino también en los porcentajes de sobresegmentación y subsegmentación.
La sobresegmentación es causada por exceso de contornos, es decir, se detectan bordes den-
tro de los frutos que potencialmente pueden llegar a separarlo. La subsegmentación, por
otro lado, es causada por la falta de contornos, haciendo que varios frutos queden unidos.
Al colaborar al aumento de estas medidas, automáticamente se están disminuyendo las de-
tecciones correctas.
Por lo que se dijo en el párrafo anterior, la elección del valor del parámetro σ del filtro
LoG debe hacerse cuidadosamente para el tipo de imágenes con el que se cuente. Un valor
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de σ inferior al valor óptimo produciría mayor sobresegmentación, mientras que uno supe-
rior generaría mayor subsegmentación.
Los resultados mostraron que el valor de N no es crítico, siempre y cuando sea lo sufi-
cientemente grande como para permitir que todas las regiones lleguen hasta sus contornos
y estos contornos sean cerrados. Esto muestra una vez más la importancia de obtener una
buena calidad de contornos. Estos resultados también indican que en general, los bordes en-
contrados son cerrados. Si los contornos son abiertos, a medida que se aumente N se corre
el riesgo de incluir píxeles del fondo o de otros frutos en cada región. Este aspecto quedó
demostrado con las imágenes de fondo blanco, cuando se utilizó únicamente el LoG para
detectar bordes. En este caso el porcentaje de subsegmentación alcanzó aproximadamente
un 9%.
Las subsegmentaciones son causadas por falta de borde entre los frutos. Este problema
puede ser enfrentado por dos caminos. El primero es intentar mejorar la calidad de la ima-
gen de bordes. Sin embargo, siempre se tendrán algunos frutos entre los que no se detecte
borde, por lo cual otra alternativa sería tratar de identificar las regiones subsegmentadas
y aplicar una mayor cantidad de operaciones morfológicas para separarlas. Luego, habría
que ajustar el valor de N en el algoritmo de crecimiento para evitar que estos frutos se
vuelvan a unir. Este ajuste podría ser haciéndolo más pequeño del utilizado para las demás
regiones. Sin embargo, este aumento de operaciones incrementa el tiempo de proceso del
algoritmo, entonces también se debe realizar un compromiso entre tiempo y resultados de
la segmentación para decidir qué hacer con las sobresegmentaciones.
Los resultados mostraron que a pesar de la buena calidad de los contornos encontrados,
es importante aplicar alguna operación morfológica para separar mejor los frutos. La dife-
rencia en detecciones correctas (5 %) y sobre todo en subsegmentación (2.25 %) fueron
considerables cuando se aplicó cierre y dilatación. Por otro lado, la elección entre aplicar la
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dilatación o no, fue influenciada por el factor tiempo, ya que las diferencias en las medidas
de desempeño no son grandes.
Para nuestra aplicación tanto el porcentaje de detecciones correctas como el tiempo de
proceso del algoritmo son de gran importancia. Sin embargo, en general una mejor seg-
mentación implica más tiempo. A pesar de esto, la elección de los parámetros para el algo-
ritmo de segmentación se basó principalmente en el criterio de mejor segmentación. Cuando
varios valores generaron resultados similares, el criterio para escoger uno de los dos fue el
tiempo.
De acuerdo a los resultados, el proceso de crecimiento es el más influyente en el tiempo
que el algoritmo tarda en lograr la segemntación. Esto es causado por dos razones. Primero,
el algoritmo de crecimiento añade solo un píxel a la región en cada iteración. Por otro lado,
el crecimiento debe ser realizado dos veces. La primera para encontrar el punto en el cual
se debe segmentar y la segunda para entregar el resultado. Estos dos aspectos claramente
hacen el proceso lento.
Las pruebas realizadas sobre las imágenes con fondo blanco, mostraron que este color de
fondo no es adecuado para lograr una buena segmentación. Esto se debe a que este fondo
refleja mayor cantidad de luz causando mayores brillos. Estos brillos generan falsos bordes
que producen una alta sobresegmentación.
El algoritmo logró un porcentaje de segmentación superior al 60% en el 93,75% de los
frutos y un porcentaje superior al 85% en el 84,6% de los frutos. Estos porcentajes fueron
obtenidos gracias a la buena calidad de los contornos y a que éstos en general son cerrados.
Estos resultados se lograron con la siguiente configuración: Filtro de mediana, combinación
de LoG (σ = 1,92) con Sobel, aplicando 1 cierre y 1 dilatación, y con N = 900 píxeles en
el crecimiento.
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El trabajo realizado mostró la gran influencia que ejerce la calidad de las imágenes adquiri-
das, en el desempeño de los algoritmos de procesamiento de imágenes. Se observó, que a
pesar de que las condiciones de iluminación fueron controladas, aún existen inconvenientes
causados por algunos reflejos. Además, el sistema montado (filtro difuminador de la ilu-
minación) no se puede utilizar en el beneficiadero. Por estas razones se debe realizar un
análisis de las características del proceso de beneficio, con el fin de adaptar el sistema de
adquisición a dichas condiciones y lograr la mejor calidad posible en las imágenes.
Por otro lado, ya que el objetivo final es un prototipo para la clasificación de los frutos de
café, es necesario disminuir los tiempos de proceso del algoritmo de segmentación. Existen
varias formas para lograr la reducción de estos tiempos. Una de ellas es la utilización de
sistemas digitales para la implementación de los algoritmos. También se puede optimizar el
software desarrollado mediante la utilización de subrutinas en lenguaje ensamblador.
Por último, las ventajas de asegurar una homogeneidad en la calidad de los frutos comer-
cializados, no está limitada a la producción de café. Por lo tanto, es interesante analizar el
desempeño del algoritmo de segmentación sobre frutos como naranjas, manzanas, etc., con
el fin de observar si el algoritmo puede ser generalizado.
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Anexo A
Conjunto de Imágenes para la
Evaluación del Algoritmo
Figura A.1: Imagen 1 Figura A.2: Imagen 2
Figura A.3: Imagen 3 Figura A.4: Imagen 4
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Figura A.5: Imagen 5 Figura A.6: Imagen 6
Figura A.7: Imagen 7 Figura A.8: Imagen 8
Figura A.9: Imagen 9 Figura A.10: Imagen 10
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Figura A.11: Imagen 11 Figura A.12: Imagen 12
Figura A.13: Imagen 13 Figura A.14: Imagen 14
Figura A.15: Imagen 15 Figura A.16: Imagen 16
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Figura A.17: Imagen 17 Figura A.18: Imagen 18
Figura A.19: Imagen 19 Figura A.20: Imagen 20
Figura A.21: Imagen 21
