For each finite simple group G there is a conjugacy class C such that each G nontrivial element of G generates G together with any of more than 1r10 of the members of C . Precise asymptotic results are obtained for the probability implicit 
INTRODUCTION
It is well known that any finite simple group G can be generated by two elements. In fact, the probability that two elements generate G ap-< < w x w x proaches 1 as G ª ϱ Di,KaLu,LiSh2 . In KaLu it was asked whether one could obtain an analogous result by using any given nontrivial element of G together with a random element and still generate G with probability < < w x Ž ª 1 as G ª ϱ; however, this is not the case GKS for example, a 3-cycle in A does not generate A together with each element in a large n n . proportion of the group . This paper has the same theme, but we restrict our random elements to a fixed conjugacy class C , chosen so that each element in C is contained G G in very few maximal subgroups. Using estimates for numbers of fixed Ž points of elements on the cosets of these maximal subgroups which have . turned out to be of independent interest , we deduce estimates, whenever 1 / g g G, for the probability that a random element of C together with G g generate G. We obtain an absolute lower bound for this probability, as well as asymptotic bounds as the simple group gets large. In particular, if G is a group of Lie type over a field of q elements and q ª ϱ, then this Ž probability usually tends to 1 a similar but slightly different result for w x. classical groups is given in GKS . We also prove an analogous result for almost simple groups.
In order to state our results more precisely, we introduce some notation. Ž . For any finite group G, let O G denote the last term in the derived series 
Ž .
We will obtain more than just the stated lim infs. If G is any sequence w x the end of the section , where it is also shown that 1r2, 1 is the set of Ž Ž .. limit points of PC S . One surprising fact is that, for infinitely many n, n Ž . PC S is not attained when C consists of n-cycles; instead it is attained n G by elements s having two cycles of length approximately nr2. Somewhat similarly, for many of the classical groups we use elements s having two irreducible constituents on the underlying vector space, of approximately the same degrees. In some of these cases there is in general no single ² : optimal choice for the set of conjugates of s . ² : Ž . It is natural to ask whether the requirement g, sЈ G O G in the ϱ Ž . definition of PC G is too weak: perhaps we should have required that ² : Ž g, sЈ s G provided that G is cyclic modulo its socle S if GrS is not cyclic, then taking g g S shows that not every element has a mate such . that the pair generate . However, this stronger notion would not give the Ž desired type of lim inf even when G is a symmetric group cf. Remark 1 at . the end of Section 7 . w x The above theorems do not imply the results in Di,KaLu,LiSh2 . On the other hand, Theorem I implies, in particular, the following property of 
COROLLARY. Any nontri¨ial element of a finite almost simple group G belongs to a pair of elements generating at least the socle of G.
This can be proved using less effort than we employ here for Theorem I. In particular, if x is an element contained in at most 2 maximal subgroups ² yŽ g . : of a simple group G, then G s g, x for any nontrivial element g and Ž .
Ž w x . some y g g G see G2, 2.2 . In most cases one can produce such an element x.
The proofs of the theorems rest on the classification of finite simple groups. However, when G is alternating or classical, a more elementary Ž . proof of Theorem I is possible but with a poorer bound ; the case Ž . w x PSL d, q is contained in Ka3 , using very elementary methods, while the Ž . alternating groups are dealt with in 7.1 below. All proofs of this type of result follow similar patterns: bounding the number of ways not to generate G by using information concerning maximal subgroups of G. carefully chosen s as indicated above and for all g / 1. This is discussed from a general viewpoint in Section 2, relating our task to estimating fixed point ratios of elements of permutation groups. Section 3 provides some such estimates for the classical groups, leading to a proof of the theorems for these groups in Sections 4 and 5. Exceptional and sporadic groups are dealt with in Section 6, while the alternating and symmetric groups are considered in Section 7. We have already mentioned that the latter cases lead to many of the situations we encounter in which a subsequence of a sequence in Theorem II converges to a limit other than 1; hence they require more effort than might be expected.
Our results on simple groups were presented at the Groups and Geometries Conference in Siena in September 1996 shortly before the present w x paper was submitted. Later some of the results were stated in GH and a w x proof of the corollary for simple groups was given in St . We are grateful to T. Breuer and G. Malle for providing us with GAP computations, and to J. Buhler, Z. Reichstein, and A. Shalev for helpful comments. Finally, we thank the referee for his helpful comments, including the suggestion that we should extend our earlier results to almost simple groups.
FIXED POINT RATIOS; NOTATION
All groups will be finite, as will the sets on which they act. For any action of a group G on a set X, and for any g g G, consider the set Ž . Fix g of fixed points of g, and the fixed point ratios X < < < < g , X s Fix g r X and
Ž . Ž . These are related to P g and hence to PC G as follows. Let s g G be s such that the conjugacy class s O ϱ ŽG . generates a subgroup containing Ž .
Ž . Ž . 
Ž . M M
Ž .
Ž . In order to use this for Theorem II we merely need to choose s so that < Ž .< M M s stays bounded as q ª ϱ. This theorem also shows that Theorem I < Ž .< holds for groups of Lie type provided that M M s s 1.
Ž . The next section provides some more precise bounds for G, X in the case of classical groups in natural permutation actions. Exceptional groups of Lie type will be dealt with in Section 6.
Ž . We will use 2.2 in conjunction with another simple observation:
conjugates of B.
Another well-known and elementary result about fixed points is the following: LEMMA 2.5. If G acts transiti¨ely on a set X and g g G, then
where H is the stabilizer of a point in X and the g are a set of representati¨es i for the H-conjugacy classes that intersect the G-conjugacy class of g.
SOME FIXED POINT RATIOS FOR CLASSICAL GROUPS
Recall that a group is called quasisimple if it is perfect and simple Ž . modulo its center. Let S be a quasisimple classical linear group defined Ž . Ž . this section we will consider groups G such that S F G F N S : for
each type of group we need to consider the number of fixed points of an r-element g g G whose order modulo scalars is the prime r. More Ž G . precisely, we will provide bounds on g, M for various subgroups M of Ž . G. On occasion we will replace G by GrZ S , which will not effect any of 
Ž .
c Suppose that q s 2 and k F 2. If g has no fixed points on V, then the argument of the previous lemma yields the result. Thus, we may assume that g is trivial on V or V and has no invariant 1-spaces on the 1 2
If k s 1, the number of invariant k-spaces is 2 d 1 y 1 F 2 dy 2 y 1 and so Ž . c holds.
If k s 2, then the number of 2-dimensional g-invariant subspaces of V Ž . is the number of 2-dimensional g-invariant subspaces of C g plus the V w x number of 2-dimensional g-invariant subspaces of g, V . It is easily seen that an upper bound for the latter is 4 d 2 r2 r3 where d is the dimension of 2 ² : the subspace generated by the 2-dimensional g -irreducible subspaces.
Thus, the total number of invariant 2-spaces is at most 2 y 1 2 y . 
V
Given a j-space J of W with j F k, we will count the number of
Thus, J produces at most k y j choices for U. It follows that the number of g-invariant k-spaces of V that
Ž . above by the quantity S e [ d y e ; k in 3.4 , and a follows from 3.7 below.
Ž . If H is any g-invariant hyperplane containing C g , then every g-in-
There is a unique conjugacy class of elements of order r in the Ž w x . coset gD cf. GL, 7.2 , so we may take g to be the standard field automorphism. Indeed the same argument shows that there is also a unique such class in gK where K is the stabilizer of a point in S . From k Ž . 2.5 it follows that the number of fixed points of g is precisely < Ž .
Ž .< C g : C g , i.e., the number of k-subspaces over the fixed field of g. A
G K
straightforward computation now yields the result.
We now turn to a combinatorial observation that is crucial for the above Ž Ž . . Ž . arguments. Recall that S e [ d y e ; k was defined in 3.4 for 1 F k F dr2 and 1 F e F dr2. subspaces X of V such that each X : V and dim X q dim X s k.
We begin by disposing of two special cases of the lemma. If k s 1, then
Ž . Ž . so that a and b are clear. If e s 2 and d s 2 k, then
Ž .
Consequently, for the remainder of the proof, assume that
Let denote the projection onto V compatible with the decomposition
Let S 1 and S 2 be disjoint copies of S and define :
Ž . Namely, if ␣ g Hom X , V rX and elements of V rX are viewed as
X , X ; and this 2 2 2 2 1 1 2 construction easily reverses.
, and we will prove the following,
Ž . which implies 3.9 :
Ž . e G k, respectively, and 3.10 holds. We now assume that 0 -j -k, and Ž . divide the remainder of the proof of 3.10 into various cases:
This leaves the possibilities e s j Ž . Ž . Ž . F 3 or e, j s 3, 2 , 2, 1 . 
Case 4. e G k and j ) kr2. Since d G 2 e, and j ) kr2 G 1 by 3.8 ,
The next lemma deals with graph and field-graph automorphisms of order 2. This is needed for Theorem 8.2 as well for the general almost simple case. 
spaces is S Q s S q , whence the result follows.
vector space V of Witt index m G 2 over the field ‫ކ‬ s ‫ކ‬ or ‫ކ‬ in the. unitary case . We will need to consider the action of S on totally singular Ž subspaces and on nonsingular spaces. We use the term ''totally singular'' instead of separating into ''totally isotropic or totally singular'' subspaces according to the type of space V. We use ''nonsingular'' to mean having 0
totally singular or nonsingular k-spaces, respectively. These are S-orbits except in some orthogonal settings where they can be unions of two q Ž . " Ž . S-orbits: when S s ⍀ V and the action is on TS , or when S s ⍀ V d r2 with both q and k odd and the action is on NS . In all of the latter cases k any element either preserves the two orbits or else interchanges them and hence has no fixed points.
q Ž . In our results on orthogonal groups, we also include the case S s ⍀ q 4 Žbecause inductively we need results about all such groups with Witt index . at least 2 . The fact that S is not quasisimple will make no difference in the computations.
In the next section we will prove Theorem I except in the case of very small-dimensional spaces. In order to minimize the number of special arguments needed in small dimensions, in this section we will be somewhat careful about boundsᎏleading to relatively ugly-looking estimates. In this direction, we introduce additional parameters m ࠻ , m* for S, as follows: . m* will appear within the proof of 3.13 . Both of these quantities will be carried along during various fixed point estimates.
We will require an important and useful subgroup. Let Q denote the centralizer of a given totally singular m-space W. Then Q has the follow-Ž . ing structure, with each indicated module a natural one for GL W , where Ž . we also use a GL W -invariant subgroup Z of Q: 
Proof. Let h denote the linear transformation of W induced by g, so w xŽ h / 1. We will obtain a lower bound for dim h, Z and so an upper bound 
This shows that the dimension of the centralizer of h in Z has codimenq Ž . sion at least m y 2, which is m* when S s ⍀ 2 m, q . In the symplectic 2 Ž . case, h is also nontrivial on S W and so the codimension of the 1 centralizer is at least m y 1 s m*.
y Ž . This proves the desired estimate except when S is ⍀ 2 m q 2, q or
Q w x dim h, QrZ G 1, which yields the desired result.
‫ކ‬ q
Subcase: h is semisimple. We will abuse notation and consider the modules W and Z over the algebraic closure: the dimensions and codimensions of centralizers will be the same whether we consider Z over ‫ކ‬ q Ž . its field of definition or over the algebraic closure.
First suppose that h induces a scalar on W. If the scalar is not y1, then w x Z s h, Z and the result follows easily. If h acts as yI on W, then Q / Z Ž . w x since h is not a scalar on V . Then h, QrZ s QrZ and the result follows in this case.
So we assume that h has at least 2 distinct eigenvalues on W. We will w x show that h, Z has dimension at least m y 1 unless m s 3 and h has exactly 2 eigenvalues whose product is 1. Ž . Let the eigenvalues of h over the algebraic closure on W be a , . . . , a . W such that dim W s e with 1 F e -m and if a is any eigenvalue on W ,
1 2 w x and h has no fixed points on this submodule, it follows that dim h, Z G Ž . e m y e G m y 1.
So assume that h has exactly 2 eigenvalues a and a y1 with multiplicities 2 Ž . e and m y e. Let W and W denote the eigenspaces of h.
. or S W in the symplectic case are subspaces of Z, having 0 interseci tion, such that h has no fixed points on either. If G is orthogonal then
. e e q 1 r2 q m y e m y e q 1 r2 G m y 1. Ž Now complete the argument as in the unipotent case considering w x . h, QrZ .
Case B: S is unitary
We again abuse notation and consider the modules W and Z over the algebraic closure: the dimensions and codimensions of centralizers will be Ž . the same whether we consider Z over ‫ކ‬ its field of definition or over the q algebraic closure. Since the result is stated over ‫ކ‬ s ‫ކ‬ 2 rather than over q w x ‫ކ‬ , we must divide our estimate of dim h, W m W by 2. 
. This yields the result when d s 2 m recall that we must divide by 2 . with ab s 1, and let e be the multiplicity of a.
This yields the result when d s 2 m, while for d s 2 m q 1 we proceed exactly as in the unipotent case.
Proof. It suffices to assume that g has prime order e and is not a Ž .
various cases which may overlap but contain all possibilities. In Cases A and B, we assume that g acts linearly on V.
Case A. g is semisimple and has a 1-dimensional in¨ariant subspace on V. Suppose first that V s V H V is a nontrivial orthogonal decomposi- Then V must be a unitary space. Any g-invariant maximal totally singular
Thus, the number of such X is the total 1 2
Case B. g is unipotent, or g is semisimple and has no 1-dimensional in¨ariant subspace. We may assume that g does stabilize some W g TS .
g is at most the number of maximal totally singular
subspaces of x H rx for a singular 1-space x of rad C, and hence is at most
Hence, we may assume that g acts nontrivially on our
the number of such U for a given I is the number of g-invariant totally singular complements to WrI in I H rI. Conversely, if we start with a g-invariant i-space I ; W, we wish to count the number of
First consider those I for which g is nontrivial on WrI. Then m y i s Ä 4 dim WrI G 2 since we have assumed that g has no eigenvalue in ‫ކ‬ y 1 . In particular, the Witt index of I H rI is m y i G 2, as required to apply
Ž . Next consider those I g S i for which g is trivial on WrI, i.e., such m w x that g, W : I. The number of totally singular m-spaces of V containing w x g, W is just the number of maximal totally singular subspaces of 
The description of the conjugacy classes mentioned above shows that the restriction of the Hermitian form on V to W is an nondegenerate Ž bilinear form over ‫ކ‬ . For example, if d is even and q is odd, the three q conjugacy classes correspond to the cases where this restriction is alternat-. ing or either of the two classes of symmetric bilinear forms. Thus, the number of fixed points of g is the number of totally singular m-spaces of U. A straightforward computation now yields a much better estimate than claimed.
Proof. Let g g G act nontrivially on TS . By the preceding lemma we k may assume that k F m y 1. The proof here, and in the remaining estimates in the section, can be viewed as elementary conditional probability estimates. Take any totally singular m-space U / U g , and then choose
Ä 4
We now consider actions on nonsingular k-spaces N, where 1 F k F d y 1. We do not restrict k to be at most dr2. In fact, we will apply the following estimate either to N or to N H , depending in part on the Witt index requirement in the proposition. 
Ž .
We only need to consider those distinct L, LЈ g TS that lie in some Table I lists S 0 , as well as the size of the set 3.15 and 3.17 . Note that the previous result also handles cases of Witt index 0. For example, when G is orthogonal and NS consists of anisotropic 2-spaces 2 we can apply the proposition with k s d y 2. A similar remark holds for nonsingular 1-spaces, but here it is convenient to prove slightly more precise estimates than in the preceding result:
m i If q is e¨en and g is a trans¨ection, then
1rq y 1rq F Ž " . m Ž q . m g, NS F 1r1rq , g, NS -1rq, and 1rq y 1rq F 2 m 2 m Ž . g, TS . 1 Ž . Ž " .
ii If q is e¨en and g is not a trans¨ection then g, NS
y 1 r q y 1 .
Ž .
ii We may assume that g has prime order e and fixes some member of NS " . we see that V, g has a nonzero radical. Also, w x w x dim V, g G 2 since g is not a transvection. Thus, V, g contains a totally ² :
w x Suppose that g does not act linearly on V. As usual, by GL , we may assume that g is the standard field automorphism and hence has a fixed point; let J denote the stabilizer of this point. If e is odd, then again by w x G J < Ž . Ž .< GL , g l J s g and so g has exactly G q : J q fixed points where 0 0 e w x q s q . The result follows easily. If e s 2, then using GL again we see 0 that every g-invariant hyperplane has a basis over ‫ކ‬ . Thus, the total
. Ž . number of g-invariant hyperplanes is at most q y 1 r q y 1 . The 0 0 Ž . m Ž m . total number of points is 1r21 , so the fixed point ratio is at
y 1 r q y 11 and the result follows. 
PROOF OF THEOREMS I AND II FOR CLASSICAL GROUPS WHOSE DIMENSION IS NOT SMALL
Before starting the proof of Theorems I and II for classical groups, we indicate our general approach using primitive prime divisors. Let G be a Ž . group such that S s F* G is classical group with natural module V of dimension d. We will assume that S is quasisimple and linear rather than simple, since this makes no difference for our estimates. We choose an Ž . element s of S and determine the set M M s of overgroups of s maximal with respect to not containing S. The reducible maximal subgroups containing s are obvious: they are just the stabilizers of the nonsingular or totally singular subspaces left invariant by s. Thus, we need only classify Ž the maximal irreducible subgroups of S containing s or in the case of Ž . ⍀ 2 m q 1, q with q even, those that act irreducibly modulo the radical H . V . In most cases, the normalizers of these maximal subgroups will be the maximal subgroups of G containing s but not S. In a few cases, an Ž . outer automorphism will fuse 2 elements of M M s ; this only makes the arguments easier.
In all cases s acts irreducibly on a subspace of dimension e with w x e ) dr2. Moreover, by Zsigmondy's Theorem Zs , some prime order ² : subgroup of s will act irreducibly on this space as well unless either Ž . Ž . q, e s 2, 6 or e s 2 and q is a Mersenne prime. If e s 2, then d F 3 Ž . Ž . and all maximal subgroups are known. Whenever the case q, e s 2, 6 comes up in our proof it is handled individually.
² : So we consider the case when some prime order element of s acts w x irreducibly on a subspace of dimension e ) dr2 and apply GPPS , which Ž . classifies all subgroups H of GL d, q containing such an element of prime order. The examples fall into several families. The most natural are Ž other classical groups of the same dimension over subfields not necessar-. Ž ily proper and smaller classical groups over extension fields this includes Ž . the important case of SU dr2, q in orthogonal and symplectic groups of . even dimension d . The remaining subgroups H are usually in small dimension or have some other special properties which allow us easily to see that they do not contain our element s. Indeed, in most cases the element of H of prime order which acts irreducibly on the subspace of Ž dimension e has small order usually comparable in magnitude to d or at . Ž worst 2 d and its centralizer in H is quite small in particular, smaller < <. 
This proves Theorem II for these classical groups. Slightly more care Ž . with these same estimates shows that 1 y PC G -9r10 in every case within Table II , as required in Theorem I. We will give an example of this verification in Case 2 below. In many of the situations excluded in Table II only the cases q s 2 and possibly q s 3 still need to be considered, but in the next section we will not bother to make this restriction. above we see that 1 y PC G -1r13rq ª 0 as q ª ϱ, pro-Ž vided that d G 13. We have used very different s for q odd and even so as to avoid dealing in the latter case with symplectic groups over extension . fields.
On the other hand, for any choice of s g G, there is some s-invariant Ž hyperplane since d s 2 m q 1 is odd and eigenvalues other than "1 must . On the other hand, if we ignore asymptotic results and wish for a precise Ž . optimal PC G , presumably an irreducible s will produce the ''best'' possible bound. However, there are groups where no irreducible element s q Ž . exists, such as ⍀ 2 m, q ; and in that case we could not use s of order q m y 1, since a list of all maximal overgroups of such an element is not presently known.
CLASSICAL GROUPS: ADDITIONAL CASES

Ž
. We exclude those groups that are already central extensions of alternating groups. There are a number of cases omitted in the preceding section, all in dimension at most 20. Here we will settle most of those, Ž . Ž . Ž . Ž . postponing until 6.3 the following groups: ⍀ 5, 3 , PSU 4, 2 , PSU 5, 2 , Ž . Ž . Ž . q Ž . q Ž . Ž . Ž . PSU 6, 2 , PSU 3, 3 , PSU 4, 3 , ⍀ 8, 2 , P⍀ 8, 3 , Sp 6, 2 , Sp 8, 2 , " Ž . Ž . Ž . P⍀ 10, 2 , Sp 10, 2 , and PSL 11, 2 . In each case we will see that 1 y Ž . Ž . PC G -9r10, and that 1 y PC G ª 0 as q ª ϱ. The latter fact follows < Ž .< again by noting that M M s is bounded independently of q. We will list Ž . groups, bound the order of a torus in which s lies, and list M M s . The arguments used to show that Theorem I holds are essentially identical for Ž . the almost simple case. By the remark after 2.3 , no further justification is < Ž .< needed for the cases for which M M s s 1. 
EXCEPTIONAL GROUPS AND SPORADIC GROUPS
We next consider the exceptional and the sporadic simple groups, as well as the few classical groups not dealt with in the preceding section. Table  w x < Ž .< III. The result in We is only for the case G simple. If M M s s 1 in the Ž simple case, then clearly this is true as well for G recall that we are Ž .. excluding maximal subgroups which contain F* G . In the remaining < Ž .< cases, it is easy to compute that the bound for M M s is still valid for G.
Ž . F 2 Ј; and also, for q F 3, F q , E q , and E q , because these groups 4 4 6 7 w x are excluded in We . We now consider these excluded groups as well as the sporadic groups. 
Ž . Ey q y q y1 1 4r3q 8 Ž . Table IV G N we have listed the maximal subgroups in the simple case. In the almost < Ž .< simple case, M M s either decreases or is unchanged. We can almost Ž .
w x There are two special cases. If G s HS, then we note from CCNPW < Ž . Ž .< that x r 1 F 1r4 for every nontrivial x g G and any character ² : Ž . Ž / 1 of G with , 1 F 1. In particular, G F 1r4 this is slightly w x better than the estimate in Ma : the element appearing there and requiring a larger estimate is an outer involution and hence does not concern us . w x w x in the simple case . If G : HS s 2, then it follows from CCNPW that < Ž .< Ž . M M s s 1, whence the result follows. The second special case is Ž . ² : 29 и 2 of N E generated by these involutions. Then H s T, U is G Ž . uniquely determined and contains N T . In particular, there is a unique G maximal subgroup containing T, as we have claimed in Table IV .
We now consider the exceptional groups in the proposition. We will first Ž . determine the maximal subgroups of G s F* G which contain T.
2 Ž . Ž . Ž . Ž . Ž All maximal subgroups of F 2 Ј, G 3 , G 4 , and F 2 are known cf. 
w x ing T. Proceed precisely as in We to conclude that if H is any other maximal overgroup of T, then H is an almost simple group of type Ž . PSU 3, 9 . We will show by way of contradiction that such an H does not exist.
Ž . Ž . Ž . Let V be the 25-dimensional module for F 3 , where F 3 F SO V . 4 4 Ž Then T fixes a unique 1-space W of V which is also fixed by M because as an M-module, V splits as a direct sum of a 24-dimensional module and . a 1-dimensional module; the latter is obviously the fixed space of T . Let U be an irreducible H-submodule of V. Here H has no irreducible Ž w x. representation over ‫ކ‬ of dimension 25 cf. JLPW . Moreover, any 3 Ž nontrivial simple T-module has dimension 12 over ‫ކ‬ because 3 has order 3 . 12 modulo 73 . Thus, any simple H-submodule U of V has dimension 1, 12, or 24. Moreover, if it has dimension 12, then it is isomorphic to the Ž w x.. natural 3-dimensional module over ‫ކ‬ cf. JLPW . If U has dimension 1 81 or 24, then U or U H is H-invariant. Thus, H is contained in the stabilizer Ž of W and so H is contained in M. This is a contradiction either to . maximality or by order . The remaining possibility is that U is 12-dimensional. If W is not H-invariant, then V must be a uniserial H-module Ž . 1 Ž . with composition factors of dimension 12, 1, and 12 . However, H H, U Ž w x. s 0 cf. JP and so V cannot be uniserial with composition factors of those dimensions. This completes the proof. 
Ž .
w x Next consider E q , q F 3. By CLSS, LSS , the only local maximal 6 w x subgroup containing T is its normalizer. It follows by LiSe that the only Ž w x. maximal subgroups containing T are almost simple see also M, 6.1 . The w x proof of M, 6.1 shows that the only possible maximal overgroups are Ž 3 . Ž . Ž isomorphic to PSU 3, q .3, or to PSL 2, 19 for q s 2 also see the main w x. Ž . theorem in As . In fact, there is no subgroup isomorphic to PSL 2, 19 Ž w x w x see JLPW ; one can also use GAP Sc and character restriction argu-. ments to show this, as was pointed out to us by Malle . In the case Ž 3 . w x PSU 3, q .3 the overgroup is shown to be unique exactly as in We .
Ž . w x Last, consider E q , q F 3. If q s 3, then, by LM, Sect. 6 , T is 7 < < contained in a unique maximal subgroup as listed. If q s 2 then T s 129.
Ž . Ž . Let x be the element of order 3 in T. Then C s C x s 3 = SU 3, 7 . It G w x follows as in LM, Sect. 7 that the only maximal overgroups of T are Ž . Ž . N T , C, and the normalizer of a simple subgroup isomorphic to PSU 8, 2 .
G
Ž .
Since in the algebraic group E there is a subgroup SL .2, in E 2 there is 7 8 7
Ž . a subgroup M isomorphic to PSU 8, 2 . We may assume that T is con-Ž tained in M since M contains an element of order 129 and a Sylow . 43-subgroup of G is cyclic . It follows that C F M as well. We claim that Ž . Ž . there is a unique subgroup of E 2 isomorphic to PSU 8, 2 and containing
Finally, consider the case of one of these exceptional groups F* G -G. < Ž .< We claim that M M s is bounded by the corresponding value in the simple case. If this number is 1 for the simple group, this is clear. The remaining w x cases are all in CCNPW .
We now consider some small dimensional classical groups o¨er¨ery small fields that were not dealt with in Section 5:
, PSU 4, 3 , PSU 5, 2 , PSU 6, 2 , Sp 6, 2 , PSp 6, 3 , ⍀ 7, 3 , Sp 8, 2 , q Ž .
, P⍀ 8, 3 , P⍀ 10, 2 , Sp 10, 2 , or PSL 11, 2 , then 1 y PC G -9r10.
Proof. Most of our estimates below are made using the character and w x maximal subgroup information in CCNPW . Often, the permutation char-Ž . w x acter of the members of M M s is given explicitly in CCNPW and so one < G < < G < w x can compute x l M r x exactly. If not, we can use the bounds in Ma < G < < G < Ž< Ž .< or use the simple observation that x l M r x F max x q . Ž Ž .
. 1 r 1 q 1 for any nontrivial character which is a constituent of the permutation character 1 G . We then obtain an upper bound for the ratio of M the conjugates of x in the overgroups of s by summing the estimates for Ž the various overgroups but not trying to improve the estimates by keeping . track of intersections of maximal subgroups . 
<
w x M M s and all of their permutation characters are given in CCNPW . One Ž . computes directly that P x -9r10 for all nontrivial x. The computation s is similar but easier in the almost simple but not simple case.
If S s PSU 5, 2 and s s 11, then M M s s PSL 2, 11 , so 2.3 applies.
Ž . If S s PSU 6, 2 , let s be of order 11. Then s is contained in precisely 7
Ž w x . maximal subgroups cf. CCNPW : 3 isomorphic to M , 3 isomorphic to 22 Ž . PSU 4, 3 .2, and the stabilizer of a nonsingular 1-space. If x is not an element in the class 2 A, then using the character table we find that x fixes at most 29nr253 points in any transitive permutation representation of S Ž Ž .Ž . of degree n this follows by bounding x r 1 for any nontrivial w x . Ž . character , using CCNPW . Then P x F 203r253. If x is in the class s 2 A, then we compute from the character table that x fixes 256 of the 1408 Ž . points on the cosets of PSU 4, 3 .2, and 160 of the 672 nonsingular 1-spaces. Moreover, x is not contained in any subgroup isomorphic to M 22 Žsince M has a unique class of involutions, and this has size greater than 22 < S <.
Ž . x . This shows that P s -9r10. A similar but easier computation gives
Ž . w x If G s Sp 6, 2 , let s be of order 9. By CCNPW , s is contained in Ž . exactly four maximal subgroups of G: one isomorphic to PSU 4, 2 :2 and Ž . three isomorphic to PSL 2, 8 :3. If x is a transvection, then x is not Ž . contained in any of the latter subgroups, whence P x s 4r7. Otherwise, s w x by CCNPW the fixed point ratio in the first case is at worst 1r2 and in Ž . the second actions at worst 51r960. Thus, P x -9r10. 
If S s PSp 6, 3 , let s be of order 14. The two maximal subgroups Ž . Ž Ž .. containing s are isomorphic to PSL 2, 27 :3 and 2 = PSU 3, 3 .2. It w x Ž . follows by character estimates using CCNPW that P s -9r10 for any x nontrivial x. Similarly, we see the same result holds if G ) S.
Ž . If S s ⍀ 7, 3 , let s be of order 13. The maximal subgroups containing s Ž . are 2 copies of G 3 , 2 stabilizers of 3-dimensional totally singular 2 subspaces, and the stabilizer of a nonsingular 6-space of q type. Using the character ϱ s q Ž . Case S s P⍀ 8, 3 . This also takes a bit longer to handle. Suppose that G is a group with socle S, and let s g S be in the conjugacy class 20 A Ž w x . cf. CCNPW . Then s is contained in precisely 9 maximal subgroups: the stabilizers of 1, 2, or 3 dimensional nondegenerate subspaces of q or y type, two totally singular 1-spaces, and a 4-dimensional nondegenerate subspace of y type. If C is a nontrivial conjugacy class of S, a straightforw x ward computation using CCNPW shows that the probability that g g C fixes one of those spaces is less than 9r10. Since the classes 20 A, 20B, and 20C are fused by the triality automorphism, the same computation is valid for those classes. If g is a diagonal outer automorphism of order 2, then w x the character values are not given in CCNPW , but the same estimate Ž holds via a computation done in GAP by T. Breuer we may assume that Ž . . g g PSO 8, 3 by applying a triality automorphism .
Let G be an almost simple group with socle S -G. By the previous paragraph, we may assume that G contains a graph automorphism of order 2 or 3. Note that the diagonal automorphisms preserve each of the classes 20 A, 20B, and 20C, while the graph automorphisms act as S on 3 this set. Thus in G, there is a single conjugacy class of elements of order 20 contained in S or there are 2 such classes with one of cardinality twice the other.
We will take s to be an element of order 20 in the largest G-conjugacy class of elements of order 20 contained in S.
Note that no proper subgroup of S intersects more than one of the classes of elements of order 20. Thus, if x g G does not stabilize each of the three conjugacy classes, the probability that a random element of order Ž 20 in G together with x generate a group containing S is either 1 if x . transitively permutes the three classes or is at least 2r3. Thus, for the Ž . largest conjugacy class of elements of S of order 20 in G and for any nontrivial x g G, the probability of generating a group containing S is greater than 1r10. Ž . We note that a GAP computation performed by T. Breuer 
. 9 while g fixes 2 q 2 2 y 1 2 r3 и 2 of the 2 q 2 2 y 1 2 r3 и 2 non-Ž G . singular 2-spaces. Thus, g, M -1r4 q 1r256, whence the result. 
ALTERNATING AND SYMMETRIC GROUPS
In this section we will conclude the proof of the theorems by studying the alternating group A and the symmetric group S . For any integer n n q G 2 let c denote a q-cycle. Let S denote the set of all k-sets of the q k n-set. Throughout this section, g will denote an element of prime order p. We begin with Theorem I, which only requires 19th century group theory for A and S : 
and adding the required 3 terms using the specific pairs n, m we calculate Ž . that 1 y PC G -3r4.
If g Ј is a 3-cycle, we will proceed more directly in order to determine Ž . Ä² : G 4 1 y P s s Pr h, s is transitive N h g g Ј precisely. Since each point g Ј moved by g Ј must be in a different cycle of s, there are exactly 2 k k k 2, 3 , 2, 3, 1 , 3, 1, 2 . This is more than 1r10 in view of the specific lengths k .
␣
Case 3. n is odd and G s S . Let n s 2 m q 1, let s be the product of n disjoint cycles of lengths m and m q 1, and proceed as in Case 1. respectively.
In order to go further with asymptotic results, it remains to consider the Ž . Ž . case of an n-cycle s s c . This requires some preliminaries 7.4 , 7.5 , n Ž . leading to the desired results Propositions 7.6 and 7.8 .
X S be its set-stabilizer in S , and write ⌸ l s l . We n r l l n will need to estimate
whenever 1 / g g G s A or S , using the different points of view exn n Ž . Ž . we define ⌰ g Fix c y Fix g by giving its precise members. For
this purpose we need some shorthand notation. We will write a partition by listing some of the elements of our n-set X, using as a divider / / / / / between different blocks of ; all other elements of X are assumed to be in the same blocks of both and ⌰ and are represented by ). We emphasize that, since we are comparing fixed points of g and c, we always have both of these permutations available during our discussions. We also note that there are many other similar choices for ⌰.
Ž .
Ž . i Use c s 1, 2 and define ª ⌰ as follows:
/ / / / /
If q / 2, there is only one block of ⌰ that does not contain 1 but meets a cycle of g twice. This determines i and hence also . If q s 2, there are two such blocks, whence i and i q 1 are determined and so there are just two choices for . < Ž .< Ž .< ŽŽ ..< Thus, for any q we see that Fix g F 2, q Fix 1, 2 . Then
members of their block whose images are not in the block containing 4, thereby determining u. As before, once i, j, u are known then we can reconstruct all blocks of from those of ⌰. Finally, if q s 2 we introduce some terminology: the ''basic'' blocks of Ä 4 or ⌰ are those containing members of I s 1, . . . , 8 . We abbreviate Ž . iЈ s i q 1 so that iЉ s i using the convention already introduced above . Since there are various ways g can fix such that c does not fix , we introduce an ordering of the blocks in in order to decrease the number of cases to be considered. We begin by listing the members of , starting with the basic blocks in decreasing order of size r of intersection with I. For each such r we list the corresponding blocks in increasing order in terms of the smallest member of I in the block. This produces a permuta-Ž Ž. tion of I, which we denote by 1, . . . , 8 except in case I below, where this . is just the identity permutation ; this notion was implicit in the previous discussion of the case q s 3, where the two relevant permutations of Ä 4 1, . . . , 6 were 1, 2, 3, 4, 5, 6 and 4, 5, 6, 1, 2, 3. Finally, we use the abbreviation 1 . . . 4 for 1, 2, 3, 4, with a similar meaning for 1 . . .
6.
Now let ª ⌰ be as follows, depending upon how g fixes : Ž . VI, VII All other members of the basic block of ⌰ containing i, j are sent by g into the same block. All other members of the block containing x, y are sent into the same block.
Throughout the remainder of this section primes will be denoted by the Ž . symbol p. Let n denote the smallest prime divisor of n.
Ž .
Ä iv If x g G has order 3 and mo¨es at least 6 points, then Pr g is in
Ä v If x g G has order 2 and mo¨es at least 8 points, then Pr g is in
Proof. Let 1 -l be a divisor of n such that k s nrl ) 1. The contribu-Ž . tions to the various stated probabilities of the cases k -8 are O 1rn , by Ž .Ž . 7.4 i . Hence, we may restrict our attention to the case k G 8.
Ž . Hence, we need to consider M p with p prime, together with intersec-Ž . Ž . tions of these subgroups M p , which requires that we also consider M l for squarefree l.
Ž . Ž . Ž Since nrl G 3, the probability that g lies in M l is l r s n l y
where ÝЈ ranges over all t G 1 and all subsets of t distinct prime factors If q is odd, or if x moves at least 8 points, the result follows fromŽ . b If g has k fixed points and t cycles of length p, then n s k q pt and 2.4 , it follows that the contribution in b is 
ii The above product can be made arbitrarily small, so that the 1r2 term again dominates for infinitely many n.
iii This is now clear. 
FURTHER RESULTS AND REMARKS
Ž .
1 As we noted in Remark 1 at the end of the previous section, it is not possible to extend these results to almost simple groups by trying to ² : require that g, sЈ s G provided that G is generated by two elements. Nevertheless, if G is almost simple with socle S such that GrS is cyclic one may ask whether, for each nontrivial g g G, there exists an x g G ² : with G s g, x . This does hold for G s S by the methods of the n previous section. Our methods yield affirmative answers in many but not all cases.
Ž . 2 L. Pyber asked the following question: Can every finite nonabelian simple group be generated by two subgroups of odd order? A minor variation of our results yields the following result, which is somewhat stronger than Pyber needed: THEOREM 8.1. E¨ery finite nonabelian simple group can be generated by a pair of elements of odd order.
Proof. Our previous argument shows that a sporadic, alternating or Lie type group in characteristic 2 can be generated by a pair of elements of odd order. It remains to consider the case in which our group G is a simple group of Lie type over a field of odd characteristic. In the previous argument, replace the element s by s e with e a power of 2 so that s e has Ž . odd order. Let t be a long root element which has odd order .
We claim that G is generated by s e and a conjugate of t. For, consider the family M M of maximal overgroups of s e that contain long root elements. w x Using GPPS, Co, Ka1 , we see that M M is a subset of the set of maximal overgroups of G containing s. Using fixed point ratios as in the proof of Theorem I, we find that the union of the subgroups in M M does not contain Ž < < w all long root elements or alternatively, when M M F 2 we can apply G2, x. 2.2 .
3 We note some conjectures related to Theorem II. Let G be a finite simple group.
Ž . a Let 1 / s g G. Let P G denote the probability that if x is 1 / g g G Ž .
< < b Let p and q be primes dividing G such that pq ) 6. Show that the probability that two random elements of orders p and q generate G < < Ž tends to 1 as G tends to infinity or at least prove that this probability is . w x bounded away from 0 . See LiSh1, LM when pq s 6.
c Prove that there exists an element s s s such that, for any G Ž .
G nontrivial x g G or Aut G , if y is a random element of x , then the probability that s and s y generate G is bounded away from 0. Presumably, one can choose precisely the same s as in our proof.
4 It is clear from our approach that there is a need for more uniform Ž . and precise estimates concerning G, X when G has Lie type and X is a naturally occurring conjugacy class of subgroups. Such uniform estimates would make the proof of Theorem II easier. On the other hand, it is less clear that suitably precise general estimates can be obtained that imply Ž . Theorem I even with a smaller constant than our 1r10 .
Examples of X are any classical group acting on a conjugacy class of Ž maximal tori in particular, on cyclic groups generated by irreducible . Singer cycles, when they exist ; orthogonal or symplectic groups acting on the naturally embedded irreducible unitary subgroups; and all classical groups acting on a conjugacy class of subgroups of the same type over extension fields. In general, it would be desirable to have bounds for all of w x the standard Aschbacher classes KlL . Most desirable would be bounds that made all of our special considerations in Sections 4, 5, and 6 unnecessary.
Ž . 5 One minor obstacle in our proof was that there is presently no Ž . classification of all overgroups of Singer cycles of a subgroup SL m,Ž . Ž 2 . Ž . inside ⍀ 2 m, q or of a subgroup SL m, q inside SU 2 m, q . Such a classification would be desirable both for group-theoretic and geometric purposes. Ž . 6 What are the ''best'' types of classes C in our theorems? The G flexibility of our choice of s shows that there are many classes producing our bounds. Better estimates should be possible: it would be interesting to have w precise error terms for all of our bounds, along the lines of those in Ba, x Ka2, LiSh2 . Presumably exact error terms arise using irreducible elements when these exist in a classical group G.
Ž . 7 The classification of simple groups was used here rather heavily. We Ž do not know how to avoid this since, for example, there is no known bound on the number of generators required for a simple group without . the classification . Nevertheless, Theorem I for classical groups was origi-Ž . nally proved with a poorer constant using much more elementary group Ž . theory: s g C was the commuting product of a long root element and G w x an irreducible or almost irreducible element, so Ka1 could be used. One w x can prove a similar result for exceptional groups using Co . The asymptotic result for exceptional groups can also be proved without the classification.
Ž . One can give estimates for N, Q, and K. Ž . 9 The spread of a finite group G is the largest non-negative integer t such that, if x , . . . , x are nontrivial elements of G, then there exists 1 t ² : y g G so that G s x , y for each i. The corollary in Section 1 asserts i that the spread of a finite simple group is at least 1. Indeed, our asymptotic results show that, aside from finitely many possibilities and the groups Ž . ⍀ 2 m q 1, 2 , the spread is at least 2. In this last situation, the argument of the paper easily shows that the spread is at least 2 unless possibly we are considering 2 transvections x , x . In this case, we can take y to be an 1 2 m w x element of order 2 q 1ᎏsee GS for details. This combined with the
