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We explore phase separation and kinetic arrest in active hard-core particles, in the limit of infinite
persistence time of their active orientation. The passive limit of the model we consider, namely cross-
shaped particles on a square lattice, exhibits a first order transition from a fluid phase to a solid phase
with increasing density. Quenches into the two-phase coexistence region exhibit a crossover from a
simple fluid to an extremely slowly coarsening regime in which concentrated immobile clusters with
local crystalline order emerge. These states represent an aging passive glass in this system. Adding
persistent, yet small, active bias to the particle dynamics enhances and speeds up the aggregation of
such clusters of immobile particles, creating states that resemble the passive glass at lower densities.
For large active bias, the dense, immobile clusters proliferate until a spanning network bridges the
system leading to percolation of an arrested phase, reminiscent of gelation in attracting colloids.
Active particles remaining within the voids inside this network collect to form an interface which
“wets” the surface of the arrested solid. We use an asymmetric simple exclusion process to map out
a non-equilibrium phase diagram for this system. The phase diagram exhibits intriguing similarities
to that of attracting colloids, however, we observe novel phases such as solid-liquid-void states that
have no analogue in systems with zero activity.
I. INTRODUCTION
Active matter, constituted of particles that convert
ambient energy to directed motion, has emerged as an
important class of non-equilibrium systems with exam-
ples ranging from bacterial suspensions to synthetic col-
loids. Being driven out of equilibrium at microscopic
scales, the collective dynamics of these systems are far
richer [1–7] than thermal systems, which are bound by
fluctuation-dissipation relations.
A particular collective behavior that has been widely
studied is motility-induced phase separation (MIPS) [8–
13]. MIPS, a kinetic phenomenon, is striking in its sim-
ilarity to equilibrium phase separation such as in pas-
sive colloids with attractive interactions [14]. The non-
equilibrium phases and transitions between them while
having exact analogs in equilibrium systems [8–13] ex-
hibit anomalous fluctuations that can be traced back to
their non-equilibrium nature. The universality of MIPS
has led to the proposition that activity mimics attrac-
tion [10]. Under certain conditions, the non-Brownian
random walks representing active-particle dynamics can
be mapped onto systems with detailed balance [15].
In addition to phase separation, passive colloids ex-
hibit dynamically arrested phases in the form of glasses
and gels. These two types of disordered, amorphous
solids have distinct structural and dynamical signatures.
The glass transition occurs in both repulsive and at-
tractive colloids at packing fractions close to random
close packing and is structurally homogeneous on large
length scales. Gelation in attractive colloids leads to
strongly heterogeneous states with fluid-like regions co-
existing with an arrested, percolated, dense phase [14].
Active analogs of the glass transition [16–22] and jam-
ming [23, 24] have been explored extensively in active
Brownian particles (ABPs) interacting via repulsive po-
tentials. A review of the emergent behavior of active
particles in crowded environments appears in [25]. Re-
cent work on an extreme limit of ABPs with very large
persistence time of their self-propulsion direction has re-
vealed fluctuations in the dense limit that are qualita-
tively different from those at short persistence times [26].
In this limit of long persistence times, clustering and het-
erogeneous dynamics analogous to passive gels has been
observed [27] lending further credence to the idea that
activity can act as an effective attractive interaction.
In this paper, we explore the two well-known
paradigms of dynamical arrest in passive colloids, gela-
tion and glass formation, in a lattice model of ABPs
with purely repulsive interactions. We construct a non-
equilibrium phase diagram using numerical simulations
and analytic calculations based on a mapping to an asym-
metric simple exclusion process (ASEP) [29], which ex-
hibits a novel arrested phase with coexistence of voids
and solids with the interface wetted by an active fluid.
The main result, summarized in Fig. 1, is that activ-
ity triggers arrest into a percolated phase of immobile
particles akin to a gel in attractive colloids. At high den-
sities, the transition is from an aging glass, whereas at
low densities it is from an active fluid.
Our model, described in detail below, is an active lat-
tice gas model [11, 30] of hard-core, cross-shaped parti-
cles on a square lattice. This model is also termed N3
since each cross prevents the occupation of the first, sec-
ond and third neighbors of its central square, as shown in
Fig. 2. In the passive limit, this is the simplest lattice-gas
that exhibits a finite-density first-order transition from
a fluid phase to a sublattice-ordered phase with tenfold
symmetry [31]. The sublattice-ordered states can be fur-
ther grouped into right-handed and left-handed chiral or-
ar
X
iv
:1
90
9.
01
37
5v
1 
 [c
on
d-
ma
t.s
of
t] 
 3 
Se
p 2
01
9
210
-2
10
-1
10
0
rc
p
 =
 0
.1
7
1
7
0
0.2
0.4
0.6
0.8
1
0.1 0.12 0.14 0.16 0.18 0.2
0
v = 0.00
ρ
<latexit sha1_base64="94wfdLRRBjCkyTC3Y5p5yTs2egQ=">AAAB63icbVDLSgNBEOz1GeMr6tHLYBA8hd0o6DHoxWME84BkCbOT2eyQeSwzs0II+QUvHhTx6g9582+cTfagiQUNRVU33V1Rypmxvv/tra1vbG5tl3bKu3v7B4eVo+O2UZkmtEUUV7obYUM5k7RlmeW0m2qKRcRpJxrf5X7niWrDlHy0k5SGAo8kixnBNpf6OlGDStWv+XOgVRIUpAoFmoPKV3+oSCaotIRjY3qBn9pwirVlhNNZuZ8ZmmIyxiPac1RiQU04nd86Q+dOGaJYaVfSorn6e2KKhTETEblOgW1ilr1c/M/rZTa+CadMppmlkiwWxRlHVqH8cTRkmhLLJ45gopm7FZEEa0ysi6fsQgiWX14l7XotuKzVH66qjdsijhKcwhlcQADX0IB7aEILCCTwDK/w5gnvxXv3Phata14xcwJ/4H3+ACD6jks=</latexit>
∆v
<latexit sha1_base64="5S4gGjMFX1utzHB/6HXj2YZlsQo=">AAAB73icbVDLSgNBEJyNrxhfUY9eBoPgKexGQY9BPXiMYB6QLGF20psMmZ1dZ3oDIeQnvHhQxKu/482/cZLsQRMLGoqqbrq7gkQKg6777eTW1jc2t/LbhZ3dvf2D4uFRw8Sp5lDnsYx1K2AGpFBQR4ESWokGFgUSmsHwduY3R6CNiNUjjhPwI9ZXIhScoZVanTuQyOioWyy5ZXcOukq8jJRIhlq3+NXpxTyNQCGXzJi25yboT5hGwSVMC53UQML4kPWhbaliERh/Mr93Ss+s0qNhrG0ppHP198SERcaMo8B2RgwHZtmbif957RTDa38iVJIiKL5YFKaSYkxnz9Oe0MBRji1hXAt7K+UDphlHG1HBhuAtv7xKGpWyd1GuPFyWqjdZHHlyQk7JOfHIFamSe1IjdcKJJM/klbw5T86L8+58LFpzTjZzTP7A+fwBk8uPqg==</latexit>
0
1
2
3
4
5
6
0
1
2
3
4
5
6
0
1
2
3
4
5
6
0
1
2
3
4
5
6
0
1
2
3
4
5
6
0
1
2
3
4
5
6
FIG. 1: (a)-(f) Snapshots of the system obtained at the end of simulations runs, tmax = 2× 106. The color-bar
represents the stationary time for each particle on log scale, log10(τi(tmax)) (see Section III). Unoccupied lattice
sites are colored white. Particles that have not taken a single step through the duration of the simulation are colored
darkest. The phases we find by varying the density ρ and activity ∆v are (a) steady state passive fluid, (b) passive
fluid-solid/aging glass states, (c) finite-activity states resembling the aging regime of the passive system, (d)-(f)
active phase with void-solid coexistence (see Section V). There is a progression from majority non-arrested states
(d), to majority arrested states (e)-(f) with increasing density. Panel (g) displays a color map of the fraction of
arrested states (see Section IV). Locations of the snapshots shown in (a)-(f) are marked on the phase diagram with
pink circles. ρrcp in the figure denotes the random-close-packing density of hard crosses: the maximal density that
can be reached via the RSAD process [28]
der. In continuum, experiments have demonstrated the
emergence of long-range chiral order in crystals of cross-
shaped particles [32]. As the density is quenched into
the two-phase coexistence region [28, 33], one observes
a crossover from a simple fluid to a a slowly coarsening
or aging regime in which concentrated immobile clusters
with local crystalline order emerge. There is evidence
for the existence of a glass transition [34] in this pas-
sive system in the form of diverging timescales and the
appearance of dynamical heterogeneities [35, 36].
This paper is organized as follows. Section II describes
our model and the simulation methodology. In Section
III, we quantify the spatially heterogeneous dynamics
that is visible in the snapshots shown in Fig. 1. Next,
in Section IV, we classify the states into two categories,
arrested and non-arrested, based on measurements of
the mean-squared-displacements (MSDs) of the particles.
The MSD measurements also distinguish between aging,
glassy states, and gel-like arrested states. This classifi-
cation is used to construct the phase diagram shown in
Fig. 1 (g). In Section V, we present a coarse-grained
model of the dynamics that leads to a prediction of the
density profile. We compare these results to the density
profiles obtained in our numerical simulations in Section
VI, and construct a non-equilibrium phase diagram that
delineates states based on the density profiles of the ar-
rested states. This classification connects the dynamical
signatures of arrest shown in Section IV to phase sepa-
ration. In the Appendices, we provide further details of
the passive, glassy dynamics, and discuss effects of finite
size and varying persistence times of the active motion.
II. MODEL AND SIMULATIONS
We study a model of hard-core particles on the square
lattice with exclusion up to third nearest-neighbors [31,
34, 37–39]. Each particle can be represented as a hard,
cross-shaped object occupying five lattice sites, see Fig. 2.
The highest possible density of ρ = 0.2 is achieved for a
perfectly ordered arrangement of crosses. This equilib-
rium model is the simplest hard-core exclusion model on
3FIG. 2: (a) Nearest neighbor labels and hopping rates
for our active hard-cross model on a square lattice. The
particles can perform thermal moves in any of the four
directions with a rate v0 (black arrows), and active
moves with a rate v0 + ∆v along the direction of their
orientation (red arrow). (b) The cross at the central site
(green) is prevented from rotating by the presence of
neighboring crosses occupying the fourth and fifth
nearest-neighbor sites.
a lattice that exhibits a first-order transition from a fluid
to solid phase, with coexistence of fluid at density ρfluid ≈
0.16 with a crystalline solid at ρsolid ≈ 0.19 [31, 34, 37–
39]. There are 10 distinct sublattice orderings possible for
the crystalline packings. The competition between these
phases leads to frustration at high densities, and indeed
this model displays a glass transition at higher densities
[28, 35, 36]. By adding activity we can, therefore, study
active analogs of the glass transition and gelation in pas-
sive colloids [14, 40, 41].
In the active generalization of the model [42], each par-
ticle is assigned an active direction which can point along
any of the four lattice directions
(
0, pi2 , pi,
3pi
2
)
. The par-
ticles perform active Brownian walks on the lattice with
a rate v0 + ∆v along the active direction, where v0 is the
“thermal” hopping rate along each of the four lattice di-
rections. Each particle can change its active direction by
±pi2 with a rotation rate DR. The thermal diffusion co-
efficient, DT = a
2v0, where a is the lattice spacing, is set
to unity in our simulations. Since there is no energy scale
in this model, the only role of temperature is to set the
magnitude of the diffusion coefficient, which simply fixes
the unit of time. The expected self-propulsion velocity
for a single cross in the dilute limit is vp = a∆v [42],
and hence the translational Peclet number is given by
Pet =
vpa
DT
= ∆vv0 . Since we fix v0 = 1, we use ∆v to
represent Pet.
The active dynamics we prescribe for hard crosses are
identical to those implemented in simulations of MIPS
for a simple-exclusion lattice gas model [11]: squares on a
square lattice, which do not exhibit an equilibrium phase
transition or glassy dynamics. Further, we consider rota-
tion of the active direction and require a rigid rotation of
the whole cross. Consequently, rotations are disallowed
for crosses that have neighboring crosses which occupy
either the fourth or fifth nearest-neighbor site, see Fig. 2
(b). We note that unlike simulations of continuum active
dynamics, DT cannot be set to zero because of a kinetic
trap which only exists for random walks on a lattice [11].
This is especially true for non-rotating active particles:
without thermal moves to free them, non-rotating ac-
tive particles become immediately trapped upon colli-
sion [43, 44].
We use a continuous time, rejection-free, kinetic Monte
Carlo algorithm to implement the active dynamics [45–
47]. All allowed events in the system are assigned a rate,
and the relative weight of each rate determines the proba-
bility for the event to occur. Time proceeds by randomly
selecting an event, and then advancing the clock by an in-
terval − log(r)/R, where r is a uniform random variable,
and R is the sum of all non-zero rates for the allowed
events at a give time t. The time increments after each
event are exponentially distributed with mean 〈∆t〉 = 1R .
This algorithm is especially efficient for simulations at
large densities, where most moves are disallowed by the
excluded volume constraint.
The initial states of the system are prepared using a
Random Sequential Adsorption and Diffusion (RSAD)
process [33] which can generate disordered packings up
to a maximum density of ρrcp = 0.1717... [34], corre-
sponding to the random-close-packing density for hard
crosses. We study a range of global densities between
ρ = 0.10 and ρ = 0.17, and a range of activity values ∆v
from 0 to 1. Note that even though ∆v is a dimension-
less activity, it may take values larger than unity [42].The
system domain is a two-dimensional square box of linear
length L, periodic boundary conditions, and a fixed total
number of particles N = ρL2. Unless otherwise stated,
we present results for L = 450. The longest simulation
time is set to t = 2× 106, which is much larger than the
α-relaxation time at ρ = 0.16, τα ≈ 100 (see Appendix
A).
In this work we concentrate on the limit DR → 0,
where the persistence of the active motion becomes in-
finite. In this limit, the self-propulsion directions of the
particles are a “quenched” random variable, and we as-
sign these uniformly with an equal number of the par-
ticles having an active direction along each of the four
lattice directions. Since the cross shape leads to strong
rotational locking [42], small finite DR leads to qualita-
tively similar results as the infinite persistence-time limit,
including overall global arrest due to percolating gel-like
structures, as shown in Appendix D.
III. DYNAMICAL HETEROGENEITY AND
ACTIVITY-INDUCED AGING
Our measure of dynamical heterogeneity is based on
the definition of “stationary times” for each cross. The
stationary time τi(t) at the observation time, t, is defined
to be the time that cross i has spent at its currently occu-
pied site, ~ri, namely τi(t) = t− ti, where ti is the time at
which particle i arrived at ~ri. Distributions of τi(t) pro-
4vide a quantitative measure of the spatial heterogeneity
of the dynamics, and is closely related to the distribution
of persistence times used to analyze the glass transition
in kinetically constrained models [48–50]. In the aging
regime and at large activities, the distributions of τi de-
pend explicitly on time, therefore, spatial configurations
of τi(tmax) are used to construct the color bar in Fig. 1.
The distributions of τi(tmax) are shown in Fig. 3.
We first discuss the nature of dynamical hetero-
geneities in the passive system. The adsorption process
of the RSAD protocol generates, at time t = 0, a uni-
form configuration with density ρ in which crystalline
order is minimized. In the passive system, the diffu-
sion of the crosses at t > 0 leads to equilibrium con-
figurations for ρ ≤ 0.1625. As shown in Fig. 1 (a),
these equilibrium states have very little dynamical het-
erogeneity. The probability distribution of the station-
ary times, P (log10 τi(tmax)) has a single peak with an
increasingly broad tail at large τi as ρ → 0.1625 (Fig.
3 (a)). For ρ > 0.1625, the equilibration process is in-
terrupted by an aging/coarsening process in which clus-
ters of increasingly immobile particles grow at an exceed-
ingly slow rate, which prevents the system from reaching
a time-translational invariant state. The onset of aging
is indicated by the appearance of a bimodal distribu-
tion (Fig. 3 (a)) and distinct clusters of particles with
τi(tmax) ' tmax appearing within a background of parti-
cles with 101 < τi(tmax) < 10
4 (Fig. 1 (b)). Bimodal dis-
tributions of persistence times have been used to identify
dynamical heterogeneities in several glass-forming kinet-
ically constrained models [48, 51]. We show in Appendix
A that standard measures such as the self-intermediate
scattering function also indicate the onset of aging at
ρ ≈ 0.1650.
At non-zero activity, P (log10 τi(tmax)) can develop a
bimodal structure at densities lower than 0.165, as seen
in (Fig. 3 (b)-(d)). As in the passive, aging system, these
bimodal distributions are associated with states that do
not have time-translational invariance. However, in the
active fluids we observe two distinct classes of such states.
At densities ρ ≥ 0.16, the states (Fig. 1 (c)) resemble
the passive aging fluid (Fig. 1 (b)) with growing clus-
ters of immobile, solid-like regions suspended in a fluid.
Increasing the activity in this density regime leads to
states with percolated clusters of immobile particles as
seen in Figs. 1 (f). At densities lower than this regime of
activity-induced aging, the appearance of a bimodal dis-
tribution in P (log10 τi(tmax)) with increasing activity is
accompanied by a clear spatial separation of the particles
into “voids” and dense regions accommodating the most
immobile particles (Fig. 1 (d)-(e)). In this regime, we
observe large variations in the final structures from one
simulation run to another.
The variance of the stationary times, Q(t) = 〈(τi(t)−
〈τi(t)〉)2〉, provides a global measure of the time evolu-
tion of spatial heterogeneity in our dynamics. Fig. 4
shows the ensemble averaged time series, 〈Q(t)〉, of Q(t)
at different densities and activities. In the passive sys-
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FIG. 3: Distributions of stationary times,
P (log10(τi(tmax)). In the passive system (∆v = 0), a
signature of the crossover from the steady state passive
liquid to an aging glass regime is the appearance of a
bimodal distribution, indicating two populations of
particles with mobilities that differ by several orders of
magnitude. This bimodal distribution appears at lower
densities when persistent active motion is introduced.
The different figures represent (a) Passive crosses
∆v = 0. (b) The transition to an“active glass” with
increasing density at a small activity ∆v = 0.025. The
transition at a fixed density (c) ρ = 0.14 and (d)
ρ = 0.16 with increasing activity.
tem, 〈Q(t)〉 rapidly reaches a small steady state value
in the non-aging regime of densities (Fig. 4 (a)). Both
the equilibration time and the magnitude of the steady-
state dynamical heterogeneity grow with density, until
for ρ > 0.1625, the equilibration time surpasses the maxi-
mum simulation time. In this aging regime, 〈Q(t)〉 grows
indefinitely. Activity drives strong growth of 〈Q(t)〉 at
lower densities. However, as shown in Figs. 4 (b)-(d),
there is a delay time, τactive, before which the system dy-
namics match the passive system. To quantify this delay
time, we define τactive to be the time at which the deriva-
tive of the stationary-time variance becomes greater than
a small threshold, d〈Q(t)〉/dt > . We find  = 102 gives
a robust signature for the approximate time when the
growth rate of 〈Q(t)〉 first becomes significantly differ-
ent from zero, see Fig. 4. This delay time increases with
decreasing activity or density. At very weak activities,
therefore, we observe the passive behavior of 〈Q(t)〉 since
τactive increases beyond our maximum simulation time.
For instance, at ρ = 0.1600, Fig. 4 (c) shows that the
growing dynamical heterogeneity only appears for activ-
ities ∆v ≥ 0.025.
In attractive colloids, the long-time behavior of MSD’s
has been used to analyze the gel-glass transition [41].
In the next section, we quantify the dynamical arrest of
the active states using this measure. The phase diagram
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FIG. 4: Time series of the ensemble averaged
stationary time variance, 〈Q(t)〉, for the same data sets
as in Fig. 3. (a) Passive system: 〈Q(t)〉 increases with
time for ρ ≥ 0.1650, indicating the emergence of aging
states. (b) ∆v = 0.025: 〈Q(t)〉 increases with time at
densities ρ ≥ 0.1600. (c) ρ = 0.1400: 〈Q(t)〉 increases
with time for ∆v ≥ 0.050, (d)ρ = 0.1600: 〈Q(t)〉
increases with time for ∆v ≥ 0.025. The onset time of
active dynamics, τactive, is marked by black arrows in
panels (b)-(d).
.
shown in Fig. 1 (g) is constructed from these measure-
ments. The states with percolated regions of immobile
particles, seen in Figs. 1 (e)-(f), are dynamically arrested
gel-like states [40]. The non-arrested states (Fig. 1 (d))
resemble fluids with suspended “beads” of gels [40]. In
the arrested states, the long time behavior of Q(t), which
is the analog of the zero-wavevector, four-point suscepti-
bility, χ4(q = 0, t) [52], resembles that observed at small
wave vectors in a model of chemical gelation [53]. A
striking feature of the arrested and non-arrested states
at high activities is the appearance of “voids”. We show
below that the appearance of these voids is a manifesta-
tion of an extreme form of MIPS for these non-rotating
particles that can be understood from ASEP dynamics.
Physical gels arise from arrested phase separation [14],
the gel-like states in our active lattice gas similarly seem
to arise from arrested MIPS.
IV. COLLECTIVE ARREST, PRESENCE OF
“ABSORBING STATES”
In this section, we explore the appearance of arrested
states through measurements of the MSD of individual
particles. The MSD of all particles (i = 1, ..., N) in the
system is defined as
R2(t) =
1
N
i=N∑
i=1
|~ri(t)− ~ri(0)|2 . (1)
In order to determine if states are arrested, we study the
log derivative of this MSD for each system, defined as
γ(t) =
d logR2(t)
d log t
, (2)
which has been used for studying dynamics in a model of
gelation [41]. This observable is an instantaneous expo-
nent that indicates whether the MSD is diffusive (γ = 1),
ballistic (γ = 2), or arrested (γ = 0). If there is perco-
lation of a dynamically arrested phase, then γ(t)→ 0 at
long times. Since the percolated phase acts as a solid
boundary for the fluid-like particles, this is expected: for
a random walk confined within a box, it is well known
that the MSD crosses over from diffusive growth R2 ∼ t
to a flat plateau R2 ∼ t0 once the walker reaches the
walls.
Fig. 5 shows MSD and γ(t) measurements for indi-
vidual runs at large and intermediate activity values,
∆v = 0.20 and ∆v = 0.07. We can construct a mean-
field model for the behavior of γ(t) in the non-arrested
states by using known results about the dynamics of a
single non-rotating active tracer moving in a background
of passive particles with density ρ [42]. For a non-rotating
active tracer moving on a lattice at ρ = 0, the MSD is
given by ∆r2i (t) = D0(4 + ∆v)t + D
2
0∆v
2t2 [11]. This
form may be generalized to higher densities by introduc-
ing a density-dependent diffusion coefficient D(ρ), giving
∆r2i (t) = D(ρ)(4 + ∆v)t+D(ρ)
2∆v2t2. (3)
Note that this requires a measurement of D(ρ) for the
passive lattice gas. For a single active tracer, there-
fore, γ(t) displays a smooth crossover from 1 to 2 at
a characteristic timescale, which we can estimate from
γ(t∗) = 3/2, yielding t∗ = (4 + ∆v)/(∆v2D(ρ)). This
crossover time increases as the density or activity is de-
creased. This is the same trend as exhibited by τactive.
Thus, any non-trivial collective behavior arising from the
activity appears once the ballistic motion takes over.
We define arrested runs to be those for which γ(tmax) <
0.5. For strong activities all runs fall into the arrested
class, whereas at lower values of ∆v only a finite fraction
of runs become arrested. When considering the ensemble
of possible dynamical trajectories, we observe two differ-
ent types of activity-driven behavior: arrested states for
which γ(t) → 0 at long times, and active states with
γ(t) fluctuating around a value of 2. It is clear from
Fig. 5 that the differentiation between arrested and non-
arrested runs emerges only at times longer than t∗.
The behavior of γ(t) offers the clearest contrast be-
tween activity-induced arrest, as seen in our model, and
the attraction-induced gelation seen in passive colloids.
In passive colloids, diffusing particles become arrested ei-
ther to indicate a glass or gel transition. In contrast, as
seen from Fig. 5, it is the persistent motion, indicated
by the ballistic behavior, that leads to arrest in the ac-
tive hard crosses. The coarse-grained model for density
6inhomogeneity that we present in the next section is con-
sistent with this picture.
In passive systems, low-density gels can exhibit sub-
diffusive behavior at intermediate times but γ(t) asymp-
totes to unity since there are always particles that have
finite mobility and can diffuse [41]. In fact, the MSD
exhibits only weak signatures of gelation in passive col-
loids [14, 54, 55]. The behavior we observe is akin to
colloids trapped in a porous environment [56]. Since the
arrested states (Fig. 1 (e)-(f)) are characterized by a per-
colating network of immobile particles with no gaps be-
tween them, all the active crosses are effectively trapped
and thus γ(t) → 0 at long times. In the non-arrested
states (Fig. 1 (d)), there are pores through which the
particles can escape and thus they exhibit sub-diffusive
behavior at intermediate times, as seen in Fig. 5, but
γ(t)→ 2 at long times as the particles recover their per-
sistent, ballistic motion.
The color map of arrested and non-arrested states
shown in Fig. 1 (g) was constructed from a measure-
ment of the probability of becoming arrested at different
values of (ρ,∆v) . Between 10 to 35 runs were conducted
at each set of parameter values, and the color bar indi-
cates the fraction of those runs for which γ(tmax) < 0.5.
Fig. 1 (g) shows that larger activity is required to gen-
erate arrested states at lower densities. For states in
the range (ρ > 0.16,∆v < 0.03), none of the states be-
come arrested within our simulation time since the time
t∗ needed for the active particles to exhibit ballistic mo-
tion is dramatically slowed down by both the small value
of the diffusion coefficient D(ρ), as well as the very weak
activity ∆v. Consequently, the states in this range of
densities resemble those found in the passive system.
V. COARSE GRAINED DENSITY PROFILES
AND HYDROSTATIC LENGTHSCALE
Since dynamic differentiation emerges between differ-
ent realizations of the simulations over a range of activity
and density values, a further question arises about how
these different classes of states differ structurally at long
times. For our system of non-rotating, infinitely persis-
tent active crosses, the morphology of the arrested states
(c. f. Figs. 1 and 6) depict voids coexisting with a solid-
like (ρsolid ≈ 0.19), highly immobile system spanning net-
work, and a “wetting” layer of particles with intermediate
mobility and density. The appearance of voids seem to
be a feature of MIPS in the zero-rotation limit [26, 57].
Starting from a random orientation of particles, as the
dynamics of the system progresses, clusters of particles
emerge with opposing active orientations, i.e. oriented
towards each other, forming a solid-like high density re-
gion. At large times, mobile particles have an average
active drift towards fluid-solid interfaces, as the particles
oriented away from an interface have had sufficient time
to travel to the other boundaries in the system. This ac-
tive flux towards the interface causes an increasing den-
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FIG. 5: Mean-squared displacements (MSD) R2(t)
(insets) and their logarithmic derivatives γ(t) (main
panels) at (a) ρ = 0.14,∆v = 0.2, (b)
ρ = 0.13,∆v = 0.07, (c) ρ = 0.15,∆v = 0.07, and (d)
ρ = 0.12,∆v = 0.05. Blue curves show “arrested” states
(γ < 0.5), while red curves show non-arrested states.
The ensemble average 〈γ(t)〉 is shown in black, and the
mean-field prediction for a single active tracer is shown
in green. The single tracer prediction crosses over from
diffusive (γ = 1) to ballistic (γ = 2) at a characteristic
time t∗ (black arrows), which we estimate from
γ(t∗) = 3/2.
sity in the vicinity of the solid, giving rise to a diffusive
current away from the solid. In order to model this pro-
cess, we coarse grain the system to construct a spatially
varying density field ρ(x, y). We consider a 1D section
of the system perpendicular to an interface (oriented in
the y-direction for convenience) between an active fluid
and the solid, giving rise to a linear density profile ρ(x).
The exclusion due to particles in adjacent rows as well as
their lateral diffusion give rise to correlations, which we
ignore for large enough coarse graining blocks. This pref-
erence for biased motion perpendicular to the interface
can also be modeled using the well-known ASEP model
which incorporates both the hard-core exclusion along
with diffusion and biased motion. The steady state den-
sity profile in the arrested states can then be derived from
a hydrodynamic treatment of the ASEP [29], as we show
below.
In steady state, the density ρ(x) is independent of time,
and there is no net particle current between the different
coarse grained blocks. There are two components to this
current determined by the density profile ρ(x): (1) A dif-
fusive (or thermal) current JT arising due to the spatial
variations in density, which to lowest order is
JT = −D∂ρ(x)
∂x
, (4)
(2) An active current JA proportional to the density of
particles. However, if neighboring blocks are at high den-
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FIG. 6: Contour maps of the coarse-grained density profile of arrested states at the longest simulation time
tmax = 2× 106. We used a coarse-graining box size with area L2/900, so that each box encloses 152 lattice sites. The
colorbar represents the local density which varies from 0 ≤ ρ ≤ 0.2. The arrows represent the gradient of the density
field, the lowest density point for each figure has been shifted to the center of the frame (making use of the periodic
boundary conditions). Rows show fixed activity ∆v = 0.20, 0.09, 0.05, and columns show densities increasing left to
right ρ = 0.13, 0.14, 0.15, 0.16. Density fluctuations for a typical non-arrested active liquid state
(ρ = 0.12,∆v = 0.040) are shown in the lower left corner. As the density is increased at a fixed activity, the width of
the solid phase increases, and the active liquid fills the void region until it disappears. We observe that the width of
the interface region is controlled solely by the activity ∆v.
sities, this current decreases due to exclusion. Once again
to lowest order we have
JA = α∆vρ(x) (ρsolid − ρ(x)) , (5)
where α is an as yet undetermined proportionality con-
stant. These are essentially the mean field currents in
ASEP [58]. In steady state, the net currents are zero.
Hence, combining Eqns. 4 and 5, we obtain:
∂ρ(x)
∂x
=
α∆v
D
ρ(x) (ρsolid − ρ(x)) . (6)
The only two homogeneous solutions to this equation are
voids with ρ = 0 and the solid state with ρ = ρsolid.
Eq. (6) is the logistic equation in space, which generates
sigmoidal solutions. The saturation values represent the
solid and void regions, whereas the decaying part rep-
resents the wetting active fluid. At large distances this
solution decays as exp[−(α∆v/D)x], implying a wetting
lengthscale
ξ =
D
α∆v
. (7)
We note that this “hydrostatic lengthscale” diverges in
the limit of zero activity. This divergence as the activity
is decreased is shown in Fig. 7 along with the theoretical
prediction from Eq. (7) showing near perfect agreement
with the ∆v−1 decay. Note that Eq. (7) does not involve
the global density of the system, and the correlations
between rows in our two-dimensional lattice can provide
non-trivial corrections to the derived behavior for larger
densities.
VI. NON-EQUILIBRIUM PHASE DIAGRAM
As seen in Fig. 6, two types of profiles are observed in
the arrested states: coexistence of an “active liquid” with
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FIG. 7: The divergence of the lengthscale of the
“wetting active liquid” as the activity is decreased along
with the theoretical prediction in Eq. (7). The data
displays a good agreement with the ∆v−1 decay. The
dashed black line shows the best fit ξ = 10∆v .
solid regions (bottom row), and a solid network, punctu-
ated by voids that have a characteristic size, and an ac-
tive liquid interface separating the two. In addition, there
are non-arrested, active liquid states with density fluctu-
ations of amplitude much smaller than the solid density.
In the previous section, we showed that our theory cor-
rectly predicts the variation of the width of the inter-
face. In this section, we extend our analysis to construct
a non-equilibrium phase diagram of the arrested states,
and provide a theory for the emergent length scales char-
acterizing the voids and the solid regions.
We can derive phase boundaries between the three
types of states by considering the conditions that must
be satisfied at a given density and activity to create each
of these configurations. For the arrested states at strong
activities, the dense immobile solid (ρsolid ≈ 0.19) is bor-
dered by an active liquid interface that can be fit by a
linear profile (as an approximation to the sigmoidal so-
lutions of Eq. (6)) with slope m = dρdx and width ξ, such
that ξm = (ρsolid − ρvoid) = 0.19. We use these linear
density profiles (as shown in Fig. 8) for all states, includ-
ing the active liquid, in the computation of the phase
diagram. The total length of the system is fixed at L,
and the total number of particles in the system is con-
served as N = ρL.
The first condition needed to create a solid region along
with an active liquid interface is that there must be
enough mass available in the system to populate both
these regions (as in Fig. 8 (a)). The total area under the
trapezoid must conserve the total number of particles in
system at a given global density ρ, yielding
N = ρL = (ρsolid)(ξ + lsolid). (8)
Since the interface width is determined by the activity
ARRESTED SOLIDALVOID VOIDAL
ACTIVE LIQUID ACTIVE LIQUIDARRESTED SOLID
ρsolid
ρ(x)
x0 L
ρ(x)
x0 L
b)
a) ρsolid
lvoid lsolidξ
FIG. 8: 1D linear density profiles illustrating the
non-equilibrium phase classification based on the
observed configurations and local density distributions.
(a) A dense solid region along with an active liquid
interface which fills the remaining space available in the
system (see, for example, bottom row in Fig. 6). (b)
Solid region, bordered by a narrow active liquid (AL)
interface of total width ξ. The remaining area in the
system is left empty of particles, creating a void (see,
for example, top two rows in Fig. 6).
(Eq. (7)), the active liquid region can only contain a fixed
activity-dependent mass, and consequently the width of
the solid region depends on both the density and the
activity as
lsolid =
ρ
ρsolid
L− D
α∆v
. (9)
The solid first appears at the point where lsolid = 0, yield-
ing the equation for the solid-active liquid phase bound-
ary
∆v =
D
αL
ρsolid
ρ
. (10)
Below this activity value, the interface width is larger
than L/2, therefore we expect the active liquid phase to
contain all the mass in the system.
So far we have only imposed conservation of mass on
the system. To determine when voids first appear, we
must also consider whether the shape of the trapezoidal
solid-active liquid profile can fit within the total space
of the system. Since none of the regions overlap, their
lengths sum to the system size L. We therefore have (see
Fig. 8 (b))
L = lsolid + lvoid + 2ξ. (11)
Since the thickness of the solid region is constrained by
conservation of mass, Eq. (9), we can solve for how much
9space remains available for the void region,
lvoid =
(
1− ρ
ρsolid
)
L− D
α∆v
. (12)
To determine when a void region may first appear, we
find the point lvoid = 0. This yields the second phase
boundary between states containing voids and those
without voids
∆v =
D
αL
1
1− ρ/ρsolid . (13)
Below this activity the active liquid is confined within a
space smaller than its preferred width ξ.
Phase boundaries based on the 1D linear profile anal-
ysis, presented above, are shown in Fig. 9 (a). In Fig. 9
(b) we show that a numerical classification of the three
types of non-equilibrium phases agrees qualitatively with
the 1D theory. It is straightforward to extend the treat-
ment developed in this section to a derivation of the phase
boundaries based on 2D density profiles. We find that the
qualitative features of the resulting phase diagram do not
change as compared to the 1D case studied here. The
states in the phase identified as the Solid-Active Liquid,
based on the density profiles, are dynamically the ag-
ing glassy states shown in Fig. 1. The arrested, gel-like
states, shown in Fig. 1 are in the Solid-Active Liquid-
Void region of Fig. 9.
In Appendix C we show that the variation of the phase
boundaries with system size is consistent with the predic-
tions of the theory derived above. In the infinite system
size limit, the ASEP analysis implies that voids can be
accommodated at any density and activity, as the phase
boundaries become lines with infinite slopes at ρ = 0 and
ρ = ρsolid. This feature is a consequence of the simple
exclusion process, which cannot describe the non-trivial
correlations in the passive, hard-cross system (c. f. Fig.
9 (b)). We are currently exploring avenues for incorpo-
rating these effects, possibly through the construction of
a large-deviation function that incorporates the physics
in of void-solid coexistence of persistent hard crosses, en-
capsulated in the ASEP model, and the glass transition
physics of passive hard crosses.
VII. DISCUSSION
In this paper we have studied an active lattice gas in
the limit of infinite persistence of the active direction of
the particles. We showed that unlike the usual MIPS ob-
served in active particles with large rotational diffusion,
highly persistent particles are able to arrest the phase
separation leading to states that are characterized struc-
turally by a void-solid coexistence with a fluid of rela-
tively mobile particles “wetting” the void-solid interface.
The voids have a characteristic size that depends on den-
sity and activity in contrast to coarsening, as they would
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FIG. 9: (a) Schematic phase diagram illustrating the
non-equilibrium phase classifications based on linear
density profiles. The solid lines indicate the
theoretically predicted boundary between the active
liquid and solid+active liquid regions in Eq. (10), and
the activity beyond which void regions open up
(predicted by Eq. (13)). We have used the observed
values Dα = 10, ρsolid = 0.19, and the simulated system
size L = 450. (b) Non-equilibrium phase classification of
the sampled phase space from numerical simulations of
the active lattice gas. Each point is classified as either
pure active liquid, solid + active liquid, or solid +
active liquid along with void regions. These
classifications are based on ensemble-average density
profiles. The black region denotes densities larger than
ρsolid = 0.19. Significant differences between (b) and (a)
are (i) the appearance of a liquid-solid coexistence
regime in the passive limit, and (ii) the absence of any
effect of ρrcp in (a). This is because, as discussed in the
text, the ASEP-based coarse-grained model does not
capture the physics of the passive hard crosses.
if the phase separation was not arrested. Dynamically,
the glassy dynamics characterizing the aging regime of
the passive system transitions to complete arrest in the
10
phase-separated regime. In addition, activity enlarges
the density range of the aging regime. We also show that
adding moderate rates of rotational diffusion does not
change this picture qualitatively.
We have presented a theory of the arrested phase sep-
aration in the absence of rotational diffusion by appeal-
ing to the well-known dynamics of the ASEP. The non-
equilibrium phase diagram obtained from ASEP cap-
tures the numerically determined phase diagram semi-
quantitativley. The ASEP mechanism also provides a
natural explanation for the length scales emerging in the
morphology of the arrested states. By appealing to the
dynamics of a single active tracer in a passive background
of hard crosses [42], we showed that the dynamic differen-
tiation between arrested and non-arrested states appears
at times longer than that needed for the tracer dynamics
to cross over from diffusive to ballistic. Thus, the gel-like
arrest, in contrast to the glassy caging dynamics of the
passive system is driven by activity.
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Appendix A: Dynamics of Passive Hard Crosses
In this appendix, we provide a brief description of our
analysis of slow dynamics and the “glass transition” in
the passive hard cross system (∆v = 0) [28, 35, 36]. This
analysis was performed to establish a baseline for the
dynamics in the absence of activity. The initial states
were created through a quench into the two-phase coex-
istence region using the Random Sequential Adsorption
and Diffusion (RSAD) protocol [33]. The hard-crosses
were then evolved according to the dynamics described
in Section II in the main text, and two standard measures
were used to probe the glassy dynamics [59, 60]: (i) the
self-intermediate scattering function (ISF) and the (ii)
mean-squared-displacement (MSD) of individual crosses.
The slowest relaxation occurs at the wave-vector with
magnitude q at which the static structure factor has a
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FIG. 10: Mean-squared displacements (MSD) of
passive hard crosses starting from: (a) the initial state
produced by the RSAD protocol, tw = 0, and (b)
tw = 200, 000, showing significant dependence on tw, for
densities ρ ≥ 0.1650: note the absence of the plateau
observed in (a) at longer waiting times (b).
peak. For N particles, the ISF is defined as
Fq(tw, tw + ∆t) =
1
N
N∑
j=1
exp(i~q · (~rj(tw + ∆t)−~rj(tw))) ,
(A1)
where the wave vector ~q has magnitude q. The MSD is
defined as:
R2(tw, tw + ∆t) =
1
N
N∑
j=1
|~rj(tw + ∆t)− ~rj(tw)|2 . (A2)
In a supercooled liquid, both the ISF and MSD should
respect time-translational invariance, and should be in-
dependent of the waiting time, tw. From Figs. 10 and
11, this expectation is met for densities ρ < 0.1625. In
this supercooled regime, we can fit the long-time de-
cays of the ISF (Eq. A1), averaged over a range of tw
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FIG. 11: Self-intermediate scattering functions (ISF) of
passive hard crosses starting from: (a) the initial state
produced by the RSAD, tw = 0, and (b) tw = 200, 000,
showing significant dependence on tw, for densities
ρ ≥ 0.1650: note the absence of the plateau observed in
(a) at longer waiting times (b).
from 200,000 to 800,000, to a stretched exponential form
[61, 62], Fq(∆t) ∝ exp(−(∆t/τα)β), as shown in Fig. 12
(a). The τα extracted from this fit increases by two or-
ders of magnitude over the density range 0.12 to 0.16
(Fig. 12 (b)).
Within our simulation time window of tmax = 2× 106,
passive hard crosses do not reach a time-translationally
invariant state for densities ≥ 0.165: both the ISF and
the MSD depend on tw, at these densities. We have es-
tablished that in the aging regime the ISF exhibits a t/tw
scaling, as shown in Fig. 13. Scalings of this form are
characteristic of the aging regime in glassy systems [63–
65].
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FIG. 12: (a) Stretched exponential fits (black lines) to
the ISFs at densities ρ ≤ 0.1625, showing that the fit
fails at ρ = 0.1625. The exponent, β, decreases from 0.8
at ρ = 0.1 to and 0.4 at ρ = 0.16. (b) τα extracted from
the stretched exponential fits.
Appendix B: Ensemble Averaged Density
Distributions
The standard evidence for MIPS is based on measure-
ments of ensemble-averaged density distributions. In this
appendix, we present numerical results for these distri-
butions over the full range of densities and activities.
These ensemble averages include both arrested and non-
arrested states.
As in standard equilibrium phase separation, MIPS
phase boundaries are drawn based on coexisting peaks in
the density distributions, whose positions do not depend
on the global density but which trade intensity as the
global density is varied [66]. In our system, this expecta-
tion is met at low activities (Fig. 14) where we observe a
continuation of the two-phase coexistence characteristic
of the passive hard-crosses.
At higher activities, as seen in Fig. 15, the density dis-
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FIG. 13: (a) Waiting time (tw) dependence of the long
time decay of the ISF at ρ = 0.1650, 0.1675, 0.1715
(bottom to top). The decay becomes slower with
increasing tw, and as shown in (b), depends only on the
ratio ttw .
tribution shows more structure. The ensemble averaged
density distributions for the passive hard crosses exhibit
a fluid-solid coexistence between ρ ≈ 0.16 and 0.19. In
the presence of activity, the fluid peak at ρ ≈ 0.16 be-
comes broader and ultimately develops a peak at very
low densities, characteristic of the voids seen in the ar-
rested states. Before the void peak emerges clearly, in
the Solid-Active Liquid regime of the phase diagram, the
positions of these low-density peaks are observed to de-
pend both on activity and global density (c. f. Fig. 15
(c)-(d)). This observation is consistent with the fact that
the phase separation is “arrested”. As we have shown us-
ing the ASEP-based coarse-grained theory, the arrest of
this phase separation leads to a wetting layer of width ξ
within which the active liquid is confined. The density
of particles in this active layer is a function of both ac-
tivity and global density, as observed from the snapshots
presented in the bottom row of Fig. 6.
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FIG. 14: Ensemble averaged local density distributions
for smaller activity values showing the transition from
the uniform liquid state to coexistence of solid-regions
with liquid regions. The liquid peaks shows large
low-density fluctuations for the largest activity values.
For the passive system ∆v = 0.000, a coexistence
between fluid and solid regions appears for densities
ρ > 0.1625. This coexistence present in the passive
system is expanded to reach to lower densities when
weak values of the activity ∆v > 0 are introduced.
Appendix C: Finite-Size Dependence of Phase
Boundaries
The coarse-grained theory, based on ASEP that we
have used to construct the non-equilibrium phase dia-
gram [40] of arrested states at DR = 0, predicts that the
phase boundaries depend explicitly on the system size L.
In the infinite-system size limit, voids can form at any
density and activity, according to this theory. We have
performed limited studies of the size dependence of the
phenomena we observe with the sole intent of checking
whether the results of numerical simulations agree qual-
itatively with the predictions of the theory.
In Fig 16 we compare ensemble averaged density distri-
butions for system sizes L = 225, 450, and L = 600 at four
different values of ∆v at ρ = 0.1500. The results show
that the activity at which phase separation commences
decreases with increasing L. For example, at ∆v = 0.030,
the system is a homogeneous fluid at L = 225, 450, but
there is fluid-solid coexistence for L = 600. Similarly, at
∆v = 0.05, the active-liquid solid phase is not observed
at L = 225.
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FIG. 15: Ensemble average distributions of the local
density (measured in square boxes with side length 45
lattice sites, for configurations at the simulation time
tmax = 2× 106) compared for different activities ∆v and
different overall global densities ρ. For large enough
activity ∆v ≥ 0.2, there are only two clear peaks, a
peak for the solid phase with density ρsolid ≈ 0.19 and a
peak for the empty void regions ρvoid = 0. As the
activity is reduced, a liquid-like peak near
ρ ≈ 0.14− 0.15 appears. At small enough activity, the
clear void peak disappears, and only large low density
fluctuations of the liquid peak remain, suggesting that
void regions have been filled in by the growing activity
liquid interface. Note these distributions are ensemble
averages over both arrested and non-arrested states.
As mentioned above, the reason for the strong finite
size effects is the ability of the system at DR = 0 to form
voids at any activity and density. This feature is vali-
dated in the simulations, as seen in Fig 16, which shows
regions that appear as low-density fluctuations in small
systems transition to voids at larger L. These effects
are in turn a consequence of the emergence of a single
length scale, ξ, which depends only on ∆v, characteriz-
ing the density variation. When the system size is larger
than ξ, voids open up to ensure mass conservation. Con-
versely, squeezing the system down to sizes smaller than
ξ forces the interfaces to overlap. The ensemble averaged
density distributions reflect this overlap through the de-
velopment of a broad tail on the low density side of the
solid peak in the the regime of Solid-Active liquid coex-
istence in finite systems. Since this phase disappears in
the thermodynamic limit, it cannot be characterized by
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FIG. 16: Finite-size dependence of the local density
distributions for several different activities at ρ = 0.15
and linear system sizes L = 225, 450, 600. The active
liquid state (unimodal peak) present at ∆v = 0.03
becomes a bimodal active liquid+solid coexistence for
L = 600. Similarly, at larger activity, for instance
∆v = 0.07, increasing the system size opens up enough
space for empty void regions to form, so that the active
liquid+solid coexistence at L = 225 transforms into an
active liquid+solid+void state at L = 600. The results
qualitatively support the predicted finite size
dependence of the boundaries between the three
non-equilibrium phase types, Active Liquid,
Solid-Active Liquid, and Solid-Active Liquid-Void.
thermodynamic measures such as binodals derived from
the peaks of the density distributions. As seen in Fig.
15, the shape of the distribution that interpolates be-
tween the void and the solid peaks depends on the global
density and the systems size (Fig. 16).
Appendix D: Effect of Finite Rotation Rate
In this appendix, we discuss the effect of a small but
finite rotation rate on the arrested phase separation ob-
served for non-rotating hard crosses, DR = 0, presented
in the main text. We perform simulations in two regimes
DR = 0.005,∆v = 0.1, and DR = 0.005,∆v = 0.5. It
should be noted that DR is the attempted rotation rate.
The non-convex shape of the hard-crosses leads to strong
rotational locking that leads to a smaller effective rota-
tion rate, which also decreases as the density increases.
We find that at large activities ∆v ≥ 0.5, a percolated,
globally arrested solid network, similar to the ones ob-
served at DR = 0, is able to form in the same regime
of densities as shown in Fig. 1. However, there are
structural differences between the arrested states at zero
and non-zero DR. Specifically, the voids observed at
DR = 0 are replaced by a low-density, gaseous fluid at
DR = 0.005 as seen in Fig. 18. The fluid phase still
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FIG. 17: Snapshots illustrating the finite-size
dependence of the final non-equilibrium state reached,
for ρ = 0.15 and L = 225, 450, 600. For small activity
∆v = 0.03, increasing the system size transforms the
final state from an active liquid in the smaller systems
with L = 225, 450, to an active liquid/solid state in the
largest system L = 600. For larger activity ∆v = 0.07,
increasing the system size allows room for voids to open
up, so that the active liquid/solid state at L = 225
clearly becomes an active liquid/solid/void state at
L = 600. The black scale bars indicate a length of 100
lattice sites.
exhibits an inhomogeneous density profile with the high-
est densities occurring at the interface with the solid. In
addition, a finite rotation rate seems to create a round-
ing of the facets separating the solid from the fluid. At
lower activities, the fluid density becomes homogeneous,
as seen in Fig. 19. The morphology of these states re-
semble those observed in the active-aging regime (Fig. 1
(c)) rather than the percolating arrested solid observed
at DR = 0, seen in Fig. 19 (a).
The ensemble-averaged density distributions shown in
Fig. 20, demonstrate that at DR = 0.005, the “void”
peak disappears. In addition, there is a clear signature
of two-phase coexistence between a fluid and a solid, with
little dependence of the peak positions on the global den-
sity [66]. With increasing activity, the peak marking the
fluid density shifts significantly to lower densities whereas
the solid peak stays roughly pinned ρ ≈ 0.19. Since the
ensemble-averaged density distributions do not depend
on the global density at a fixed activity (Fig. 19), a bin-
odal line can be constructed from the positions of the
peaks, as shown in Fig. 21. Interestingly, this phase di-
agram looks different from that of spherical ABPs [66],
and remarkably similar to the one observed in actively-
driven dumbbell shaped particles, which are also non-
convex [12].
We can analyze the stability of the DR = 0 phase di-
agram to small but non-zero DR. On the lattice, since
the particles can only have discrete orientations, we can
compute the mean free path of the particles in the per-
sistent direction. Since the density of rotation events in
time have a gap distribution DR exp(−DRt), the average
time between rotation events is 1/DR. Therefore the av-
erage length traveled without a rotation move, is given
by ξR ∼ (∆v)(1/DR). In order for the rotational diffu-
sion to affect the motion of the particles, there must be
a sufficient time for the particles to move before reaching
the dense regions and become a part of the wetting fluid.
Therefore, when the average length traveled in the per-
sistence direction is comparable to the size of the voids
lvoid, the phases appearing will no longer correspond to
the zero rotation limit. This provides a crossover value
D∗R = ∆v/lvoid, above which the rotational diffusion
takes on significant effect. Since the size of the voids
can be estimated from Eq. (12), we can estimate the
crossover rotation rate below which voids are expected
to appear in the system
1
D∗R
=
(
1− ρ
ρsolid
)
L
∆v
− D
α∆v2
. (D1)
For the values of ∆v used in the simulations, and using
the values D/α = 10 and L = 450 deduced from the data,
we estimate the crossover value for density ρ = 0.1 to be
DR = 0.005 for ∆v = 0.1, and DR = 0.009 for ∆v = 0.5.
Since the crossover value of DR decreases with ∆v, we
expect that as the activity is decreased, the qualitative
features change from those observed in arrested states at
zero rotation, and begin to resemble a MIPS between a
low and high density fluid, as is observed in Fig. 19.
To summarize, we find that the most significant differ-
ence between hard crosses with DR = 0 and DR = 0.005
is the disappearance of voids, which also leads to changes
in the phase diagram. In earlier studies, the appearance
of voids has been associated with active particles with
infinitely persistent self-propulsion directions [57].
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FIG. 18: Comparison between the final gel-like configurations observed for the infinitely persistent DR = 0 active
crosses (a)-(d) and for finite rotation rate DR = 0.005 (e)-(h). Color bars denote the stationary times of each cross,
log10(τi). For this large activity value ∆v = 0.5, the percolating gel-like solid network can still form for active
crosses with a finite rotation rate, suggesting that the rotational-locking mechanism of crosses greatly facilitates the
global arrest of the system. For finite rotation rates, the rectangular empty void regions found for non-rotating
crosses become filled with a finite density gas, and the boundaries of the low-density region become more rounded.
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FIG. 19: Comparison of long time configurations for non-rotating and finite rotation rate DR = 0.005 active crosses
at a smaller activity value ∆v = 0.100. Here, the non-rotating active crosses (a)-(d) separate into solid, void and
intervening active liquid regions. The probability of forming a percolating solid network and becoming arrested
increase with increasing global density. For the finite rotation rate (e)-(h) a more standard two phase coexistence
between liquid and solid is restored, and the structures resemble a two-phase coexistence between a fluid and a solid
with little density heterogeneity in the fluid phase.
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FIG. 20: Comparison of the local density distributions
for persistent (DR = 0) and finite rotation rate
(DR = 0.005) active hard crosses. At ∆v = 0.5, the zero
density peak corresponding to the empty void regions at
DR = 0 (a) is replaced by a well-defined low density
peak at DR = 0.005 (b). For the smaller activity value,
the non-rotating crosses show phase separation into
solid and void-like regions, with an intervening active
liquid region (c). In contrast, at DR = 0.005, there is a
simpler fluid-solid coexistence indicated by a clearly
bimodal distribution (d).
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FIG. 21: Phase diagram at DR = 0.005 showing the
binodal constructed from the peaks in ensemble density
distributions with triangles marking the high-density
peak and circles the low-density one. Crosses indicate
phase space points (∆v, ρ) at which the system is in a
homogeneous fluid state with a single peak at the global
density in the density distribution. Colors indicate the
global density ρ. Density distributions were averaged
over 5 runs for each sampled phase space point.
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