Abstract The isolated study of electrophoretic transport of nanoparticles (that are innately charged through thermionic emission), with no ionic wind, has been conducted under uniform electric fields. Titania nanoparticles are produced using a burner-supported low-pressure premixed flame in a stagnation-point geometry from corresponding organometallic vapor precursor. The material processing flow field is probed in-situ using laser-induced fluorescence (LIF) to map OH-radical concentrations and gas-phase temperatures. The experimental results of particle growth under different applied electric fields are compared with computations using monodisperse and sectional models. The results show that such electric field application can decrease aggregate particle size (e.g. from 40 to 18 nm), maintain metastable phases and particle crystallinity, and non-monotonically affect primary particle size (e.g. from 6 to 5 nm) and powder surface area. A specific surface area (SSA) for anatase titania nanopowder of 310 m 2 /g, when synthesized under an applied electric field of 125 V/cm, is reported. Results are also given for the synthesis of alumina nanoparticles.
Introduction
Among the many techniques that have been developed for the production of nanoparticles, flame processes offer the advantage of scalability and thus manufacture of commercial quantities of nanopowders (Kammler et al. 2001 ). However, agglomeration (i.e. the adhesion of particles to each other due to Van der Waals forces) presents a limiting problem. The use of non-agglomerated nanoparticles as the starting material is essential due to the difficulties associated with aggregated nanoparticles in dispersing in a liquid medium, mixing uniformly, sintering to full density, forming coatings, and preserving nanoscale quantum properties (Chen et al. 1997) . Moreover, these aggregated masses of nanoparticles can be difficult to cleave into their individual primary particles. Thus, despite having small primary nanoparticles, the formation of large aggregates ([100 nm) due to particle coalescence can obviate the point of creating a highsurface-area powder (Singhal et al. 1999) .
Subjecting an external electric field to nanoparticles during their formation has been found to have a noticeable effect on primary particle size, agglomerate size, and crystallinity. Early on, Hardesty and Weinberg (1973) demonstrated influence over the size of primary particles in silica agglomerates in the presence of an electric field. They injected hexamethyldisiloxane (HMDS) vapor into a Meker-burnersupported, premixed methane/air flame, with an electric field applied coincident to the gas-stream lines. The primary particle size of the resulting SiO 2 powders was reduced by a factor of three for a 6 kV potential. They attributed the results to decreased particle residence time for sintering of the thermionically-positively-charged SiO 2 particles in the oxidizer-rich, high-temperature, product gas. However, Hung (1990, 1992) found an opposite trend in particle size due to an applied electric field (e.g. 1,250 V/cm). They injected precursors such as SiCl 4 , SiH 4 , and GeCl 4 into a H 2 /O 2 counterflow diffusion flame, with an electric field applied parallel to the issued flow velocities. Regardless of the polarity of the bottom electrode, dynamic laser scattering and TEM probing data showed a significant increase in the diameter (3-10 times) of the particles produced (e.g. TiO 2 , SiO 2 , and GeO 2 ) compared with those synthesized without an electric field. The laser scattering data indicated that the particles exited the burner at an earlier location (corresponding to decreased particle residence time) when the electric field was applied.
Much of the recent work in electrically-assisted flame synthesis of particles has been done by Pratsinis et al. (Vemury and Pratsinis 1995a; Vemury et al. 1997; Morrison et al. 1997; Kammler and Pratsinis 2000) . Vemury and Pratsinis (1995a) produced ultrafine titania particles generated from a CH 4 /air/Ar jet diffusion flame using a corona discharge to charge the particles (for repulsion and dispersion) and to reduce residence time through ionic wind effects by flow mixing. Increased electric potential reduced the particle size and the rutile content. Vemury et al. (1997) produced TiO 2 , SiO 2 , and SnO 2 nanopowders generated by burner-stabilized flat flames and non-stabilized laminar (bunsenlike) flames. The fields (applied perpendicular to the direction of flow) were created either by needle electrodes to introduce ions and wind in the flame or by plate electrodes to attract flame-generated ions. The electric fields reduced the primary particle size of TiO 2 , the agglomerate size of SnO 2 , and both the agglomerate and primary sizes of SiO 2 . Kammler and Pratsinis (2000) were able to reduce primary particle diameter (by a factor of two) of fumed silica produced at high rates (up to 87 g/h) using a co-flow double diffusion flame with needle electrodes. Their results have been met with much success in terms of influencing particle size, agglomerate size, and crystallinity; and their investigation of electricallyassisted flame synthesis in various geometries have paved the way for such research. However, an isolated, fundamental study of the electrophoretic effect, without ionic wind influence (Chattock 1899), on nanoparticle synthesis is still needed. At the same time, the contrasting results of Hung (1990, 1992) warrant further study.
The present investigation utilizes a flame synthesis configuration based on the axi-symmetric stagnation point flame (characterized by a simple, well-defined, quasi-one-dimensional flow field), along with a uniform electric field applied between the burner and the (cooled) substrate. This strategic geometry facilitates experimental comparisons with modeling and computations. Since small particles residing in a flame, with or without an electric field, tend to become charged either due to charge transfer from naturally ionized flame species or electron emission, electrostatic manipulation can provide additional time/temperature histories for the particles beyond that capable of flow transport. For a given temperature distribution, electrophoretic effects should aid thermophoretic effects in transporting particles faster to a cooled substrate, reducing the residence time. In this one-dimensional geometry, no ionic wind is generated (maintaining fixed gas-phase residence times), thereby isolating the electrophoretic effect on manipulating particle residence time.
Experimental

Apparatus
The employed setup utilizes operation at low pressures, which increases characteristic gas-flow velocities, for the same mass flow rate, and increases thermophoretic velocities, minimizing residence time and thus aggregate particle size and agglomeration, as found in works by Glumac et al. (1998 Glumac et al. ( , 1999 and Singhal et al. (2001) . The axi-symmetric, stagnationpoint premixed flame (Fig. 1) is formed by flowing premixed reactants, seeded with chemical precursor vapor, through a flat-flame burner impinging onto a cold substrate. Ceramic nanopowders such as TiO 2 (and Al 2 O 3 ) are investigated. Liquid precursors (i.e. titanum tetra-iso-propoxide (TTIP) and aluminum tri sec-butoxide (ATSB), respectively) are vaporized and entrained into a carrier gas via a heated and temperature-controlled bubbling unit and then combined with combustible premixed gases (e.g. hydrogen/oxygen) and delivered to the burner. The flow system is metered with mass flow controllers, and the flow lines are heated and temperature controlled to prevent precursor condensation (see Fig. 2 ). A dual-polarity high-voltage source (0 ± 10 kV, 3-10 mA) establishes the uniform electric field. The chemical precursors pyrolyze and oxidize in the flame and condense into nanoparticles as the gases cool upon reaching the substrate, where they deposit thermophoretically.
The synthesis reactor (Fig. 2) consists of a 47-cm diameter cold-wall vacuum chamber, which is maintained at the desired pressure by a vacuum pump, throttle valve, and closed-loop pressure controller. Inside the chamber, the burner and substrate are fixed rigidly to a mount. Both the burner and substrate are water-cooled, and their temperatures are monitored with type K thermocouples. The chamber is configured with four orthogonal quartz view ports for optical access, and the entire chamber is mounted to a 3-axis positioner to enable spatial probing of the flame structure by laser-based diagnostics.
The flames examined in this study use premixed hydrogen and oxygen with an equivalence ratio of *0.4 and a system of pressure of *20 torr. We will use the term ''negative electric field'' to refer to the cases where a negative voltage is applied to the substrate, and ''positive electric field'' where a positive voltage is applied to the substrate. The burner is grounded. For titania synthesis, a precursor loading rate of 7.185 9 10 -4 mol/min of TTIP is used.
In-situ laser-based diagnostics Non-intrusive laser-based diagnostics (Fig. 3) temperature and OH concentration profiles. An injection-seeded, frequency-doubled, 532 nm Nd:YAG laser (Spectra-Physics Quanta Ray LAB-170) pumps a Sirah dye laser (PrecisionScan D-24) circulating Rhodamine 6G dye. The output of the dye laser is frequency doubled and then attenuated from 0.2 to 0.014 W by the use of beam splitters, which pass part of the laser beam to a photodiode for power monitoring. A 500 mm focal length fused-silica lens focuses the main beam to a small probe volume on the axial centerline between the burner and the substrate. Laserinduced fluorescence (LIF) of the OH radical is collected at right angles to the excitation source with f/6 optics into an f/6.5-imaging spectrometer (Acton SpectrPro-2558), with an ICCD camera (Princeton Instruments PIMAX: 1300HQ) as detector. A 50 lm diameter pinhole allows for a 150 lm spatial resolution of the flow field. A 3,600 g/mm UV grating and slit width of 100 lm, gives a 11.5 nm spectral coverage with a resolution of 0.01 nm. The ICCD camera, with a 100 ns gate width, is externally-triggered by the 10 Hz Q-switch pulse from the Nd:YAG laser. The Q 1 (7) transition is chosen to measure the relative OH concentration profile, since the relative population does not change much over the range of temperatures in the setup (Ben-Yakar et al. 1998 ). This eliminates the need for temperature correction to the fluorescence signal profile. The uncertainty of OH concentration measurements is within ±5%. For the two-line temperature measurements, P 2 (7) and P 2 (9) transitions of the (1-0) band of the A 2 P ? X 2 Q are excited, as used by Glumac et al. (1998) . These transitions have similar values of B(g 1 + g 2 )/g 2 , where B is the Einstein absorption coefficient and g 1 and g 2 are the upper and lower state degeneracies, respectively, so that the saturation effect on the derived temperature is reduced and a linear, steadystate regime can be assumed (Glumac et al. 1998) . The uncertainty in the LIF temperature measurements is ±25 K.
Ex-situ characterization
Dynamic light scattering (DLS) measures the aggregate size of the synthesized nanopowder. Multipoint Brunauer-Emmet-Teller (BET) nitrogen adsorption determines the specific surface area (SSA) and the equivalent BET primary particle size. X-ray diffraction (XRD) obtains the phase composition, crystallinity, and crystallite size of the nanoparticles. Transmission Electron Microscopy (TEM) characterizes the morphologies of the synthesized nanoparticles and ascertains their grain sizes. High resolution TEM (HRTEM) reveals the atomic-level structures of the nanoparticles. Selected area diffraction (SAD) evaluates the crystallinity and phase composition of individual (and groups of) nanoparticles. Thermogravimeteric Analysis (TGA) determines the extent of the precursor decomposition (or conversion).
Computational modelling
Gas-phase flame structure The axial gas-phase flame structure of the premixed flame in the experiment is simulated using the Sandia SPIN code (Coltrin et al. 1991 ) (generally used for CVD processes), by turning off disk rotation and using the appropriate boundary conditions at the substrate. A flow/chemistry model treats the flow and transport between the burner and the substrate, as well as the chemical reactions occurring in the gas-phase and at the substrate. Gas-phase and surface chemical kinetics are handled by CHEMKIN and SURFACE CHEMKIN (Coltrin et al. 1996) subroutines, respectively, while variable transport properties are determined by TRANSPORT (Kee et al. 1986 ). Mueller et al. (1999) for hydrogen chemistry involving nine species and 21 elementary reactions is applied for the gas phase.
The boundary conditions are: (i) experimentally specified inlet mass flux and temperature at the burner; (ii) no-slip condition and constant surface temperature at the substrate; (iii) recombination of H, O, OH, and HO 2 with unit sticking probability at the substrate surface; and (iv) the gas-phase mass flux of each species to the substrate j k balanced by the creation or depletion of that species by surface reactions, i.e.
The gas-phase mass flux of species k at the substrate is a combination of diffusive and convective processes, i.e.
where V k is the diffusion velocity of the kth species. The surface reactions of Aghalayam et al. (1998) are employed at the substrate, where surface recombination reactions are taken to have zero activation energy.
Particle growth
Two models are applied to simulate the nanoparticle growth dynamics: (i) a monodisperse model, assuming a uniform size distribution during the coagulation process; and (ii) a simplified sectional model, which allows for a particle size distribution.
Monodisperse model
The monodisperse model neglects the polydispersity of the aggregates and primary particles. We employ a model developed by Kruis et al. (1993) . The simplified General Dynamic Equations (GDEs) are (Koch and Friedlander 1990) :
where N is the particle number concentration, v a the volume of an aggregate, and a s the surface area of a completely fused spherical particle. The equations describe a process where for each collision, there is a reduction of one in the number of particles in a unit volume. Thus, the rate of collisions is numerically equivalent to the rate of change in the number concentration. These equations can be derived by considering a single particle and how other particles diffuse to its collision surface (Hinds 1982) . A coalescence term is added to the surface area equation due to the surface area decrease during the process. This term depends on the characteristic coalescence time s f and the driving force for coalescence, i.e. the difference between the surface area of aggregates a a and that of the completely fused spherical particle a s .
We assume that (i) the precursor decays instantaneously at a fixed temperature (800 K) that is chosen based upon the location of the emission features in our metalorganic H 2 /O 2 flames (Glumac et al. 1998 ); (ii) the critical size of homogeneously nucleated nanoparticles is 1 nm in diameter; (iii) the particle velocity is the same as that of the gas-phase at the location of instantaneous nucleation; and (iv) there is a negligible difference in time/temperature histories for particles that are formed at different radii near the centerline.
By introducing the collision factor s, the particle shape and the accessible surface area are taken into consideration in the collision frequency function (Xiong et al. 1992) . The characteristic coalescence time for fusion of two primary particles (Kobata et al. 1991 ) and group-wise coalescence for aggregates (Lehtinen et al. 1996; Schwade and Roth 2004; Giesen et al. 2004 ) are applied in the calculation of the aggregate characteristic coalescence time. The initial particle concentration at precursor decomposi-tion is estimated from the precursor-loading rate and the total volume flow rates of the gas mixture. The density of the TiO 2 nanoparticles is taken to be the same as the bulk density of 3.84 9 10 3 kg/m 3 .
Sectional model
In this work, the one dimensional, zero-order sectional model based on Prakash et al.'s (2003) work is utilized and extended. The validation of this sectional model was carried out by the authors for coagulation using an initially monodisperse aerosol. The size sections are defined for volume; and within each volume section, all particles are of the same size though not necessarily fully coalesced. Instead, particles are assumed to have an average surface area within each volume section (Vemury et al. 1994; Muhlenweg et al. 2002) . Another surface area equation, which takes coalescence into consideration, is added to the volume sectional model. Assuming that the density of newly formed particles have the same density as the initial primary particles, coalescence changes neither the particle number nor particle volume; it only changes the surface area. Thus the coalescence term appears only in the surface area equation. As stated previously, group-wise coalescence of aggregates as proposed by Lehtinen et al. (1996) , and as applied by Schwade and Roth (2004) and Giesen et al. (2004) , is assumed. For example, an n-primary-particle aggregate is divided into n/m groups, in each of which the coalescence law holds; and coalescence in larger aggregates occurs in steps. The characteristic coalescence time for aggregates is defined as
where k = ln n/ln m (Schwade and Roth 2004; Giesen et al. 2004) . The value of m is taken as 3 in this work (see Schwade and Roth 2004) . Particle volumes with sizes ranging from 10 -27 to 10 -20 m 3 are considered (which correspond to diameters of range from *1 nm to *0.3 lm) by defining 102 size sections at a geometric spacing factor q of 1.2 on a logarithmic volume scale. Equations for population balance (Prakash et al. 2003) and average surface area (Muhlenweg et al. 2002) are solved considering precursor decomposition (Tsantilis et al. 2002) , homogeneous particle nucleation (Girshick and Chiu 1990) , coagulation (Friedlander 2000) , coalescence (Kobata et al. 1991; Lehtinen et al. 1996; Schwade and Roth 2004; Giesen et al. 2004) , and surface growth (Prakash et al. 2003) . Monomers of TiO 2 are given a diameter of 0.4 nm, corresponding to the volume equivalent diameter of a titania molecule.
Particle transport and external forces In many particle-laden gas flows, the aerosol concentrations are dilute. Hence, the aerosol dynamics do not affect mass and momentum transfer in the carrier gas, and the overall mass and momentum balance equations can be solved independently of the GDE. Employing this assumption, our solution procedure involves two steps. In the first step, the SPIN code solves the mass and momentum balance, as well as the energy equations to obtain the velocity profile, temperature profile, and thermodynamic properties. In the second step, GDE is solved making use of the solutions from the first step, and a Lagrangian approach is used to numerically compute the nanoparticle trajectory.
We solve the equation of motion for a spherical particle in a moving fluid subjected to Stokes viscous drag (including slip coefficient), thermophoretic force, and electrophoretic force. The density of the solid particle is assumed much greater than that of the gas mixture, so that the pressure gradient force on the particle, the fluid resistance to an accelerating sphere, and the drag force associated with unsteady motion can be neglected.
The electrophoretic force (i.e. F ES = qE, where q is the charge on a particle, and E the electric field) affects particles when they acquire positive charges due to thermo-ionization. By taking the ionization energy for TiO 2 to be 3 eV (Campbell et al. 1999) , the electrons emitted per particle per second N e can be calculated from the Richardson-Dushmann equation:
where J is the emitted current density, W the work function (or ionization energy), h the Planck's constant, m and e the mass and charge of an electron, respectively, and A the Richardson's constant, i.e.
A ¼ 4pmk
2 B e h 3 ¼ 1:20173 Â 10 6 (A/m 2 =K):
As seen from Fig. 4 , the number of electrons emitted increases dramatically with increasing temperature at a turning point around 1,400-1,500 K. As a result, we assume that nanoparticles become positively charged once they reach a critical temperature of 1,450 K.
We also assume that aggregate particles carry one unit charge since unit charge is dominant from charging theory (Fuchs 1963 + and e -, are found naturally from chemi-ionization (Fialkov 1997) . Due to the high mobility of the electrons, the outer region of the reaction zone can be negatively charged by electrons, while the inner flame region is likely to be positively charged by positive ions. Therefore, the particles are initially neutral if not positively charged. When the temperature reaches 1,400-1,500 K, particles start to eject an electron due to thermal-impact ionization, resulting in one unit of positive charge. As they travel through the flame structure, inter-particle collisions allow the particles to grow larger, while the charge redistributes on the particle surface. Some electrons return to the growing particle surface, and the particles remain singly charged. Note that we do not consider electrostatic or Van der Waals forces between particles.
Flame structure characterization (isolation of the electrophoretic effect)
In flame synthesis, gas-phase temperature history plays a critical role in particle growth and evolution. Therefore, it is important to know precisely the flame structure and flow field. Particle image velocimetry (PIV) and laser Doppler velocimetry (LDV) are two methods to measure the velocity of flow fields. In both cases, tracer particles (larger than the nanoparticles produced in this study) are seeded into the flow; and the tracer velocity is extracted through Mie scattering either from measuring the movements of those particles, or from the Doppler signals collected. Assuming that the particles follow the flow, the flow velocities are then deduced. However, given the strong thermophoretic and electrophoretic forces in this synthesis system, the trajectories of the tracer particles are not expected to follow the streamlines. As such, the velocity of seed particles may not correctly represent the flow field velocities. In fact, it is the very manipulation of nanoparticle trajectories with respect to the flow field that is being sought.
In this work, simulation of the gas-phase flame structure is performed using the Sandia SPIN code, which is written for a quasi-1-D stagnation flow. The flame structure is then probed in-situ using LIF to map the OH radical concentrations and gas-phase temperature distributions along the axial centerline. By comparing the simulation and measurements, the nature of the material processing flow field can be revealed.
The axial gas-phase temperature and OH concentration profiles in the synthesis flame (mass flux = 2.498 mg/s/cm 2 , H 2 /O 2 = 0.833) with (e.g. -500 V applied to substrate and burner grounded) and without an electric field are shown in Figs. 5 and 6, respectively. As shown in Fig. 5 , the measurements compare very well with the simulation for the temperature profile. Furthermore, the LIF measurements reveal that there are negligible differences between cases with and without uniform electric field application. Therefore, there is virtually no influence on the gas-phase temperature by the electric fields imposed.
The electric field effect is also examined with respect to chemical species. With the OH radical being a key combustion intermediate, the OH concentration profiles from the LIF measurements in the synthesis flames with and without electric field are compared to the ones predicted by the simulation, as shown in Fig. 6 . Similarly, there is good agreement between computations and measurements; and again, the application of electric fields has negligible effect on the OH concentration. Although not shown, there is no noticeable change in flame chemiluminescence when negative/positive voltages are applied to the substrate. These results imply that although chemical effects induced by transposing and redistributing ionic species by the action of the electrical fields may exist, they seem to play a very minor role in terms of our synthesis flow field. As such, we can be sure that, for this geometry, the electrophoretic effect is isolated, and its effect on manipulating particle residence time under fixed gasphase conditions is what is being studied. In addition, the agreement between the quasi one-dimensional model and the experimental measurements for these stagnation point flames suggests that the model predicts accurately the material processing flow field. Thus, the temperature and velocity profiles from the simulations can be used for particle transport and growth modeling.
Experimental results and discussion
Effect on aggregate particle size and extent of agglomeration
The aggregate particle sizes of the as-synthesized TiO 2 powders produced under different electric fields are obtained using DLS, as shown in Fig number-weighted and volume-weighted methods, respectively. For negative/positive voltages applied to the substrate, the hydrodynamic diameters of the aggregates (for both weighting methods) decrease/increase significantly due to the shorter/longer residence times, confirming that the particles are positively charged by the flame. However, under higher applied voltages (e.g. -500 V for TiO 2 in Fig. 7) , the aggregate particle size increases. The simulations verify that this result is not due to small particles bouncing off the substrate due to their high acceleration. Instead, the reason is likely due to charging of the small particles by the highly negatively-biased substrate. As the local particles acquire negative charges, they are repelled, or levitated (Baron and Willeke 2001) , from the substrate, with only larger particles remaining. As such, not only is the electric field itself a parameter but also the magnitude of the voltage applied. For this reason, the x-axis of Fig. 7 is labeled as it is, with the actual voltage applied divided by the gap distance.
Establishing electric fields by applying negative/ positive voltages to the burner with the substrate grounded generated different results than those by applying voltage to the substrate with the burner grounded, even for the same electric field. Larger agglomerated particles are always attained. Again, the magnitude of the voltage itself plays a role. It is likely that the decomposition of the precursor near the burner is affected, resulting in larger particles. Nonetheless, more study is needed. In all experiments reported otherwise, voltages are applied to the substrate with the burner grounded, as shown in Fig. 7 . The morphologies and primary particle sizes of the TiO 2 nanoparticles produced without an electric field and with -300 V applied to the substrate are examined by TEM. Without an electric field, the particles are agglomerated (Fig. 8a) , whereas the agglomeration with negative electric fields has been decreased significantly as shown in Fig. 8b . The primary particle sizes in Fig. 8a and b vary from 4 to 7 nm, with average primary particle sizes of about 5.9 nm for the case without an electric field and about 5.2 nm for the one with -300 V applied to the substrate. These results further confirm that the nanoparticles are positively charged and are transported through the flow field with shorter residence times. HRTEM, Fig. 8c , shows that the nanoparticles possess high crystallinity, as indicated by the circled particle fringes and confirmed by the SAD pattern (inset in Fig. 8c ).
Effect on SSA and primary particle size DLS measurements substantiate that the use of the electric fields can be advantageous for process control in terms of minimizing aggregate particle size (i.e. degree of agglomeration). The SSA of the powders also increases when the electric field application is concurrent with the flow direction (negative electric field), as verified by BET.
As seen from Fig. 9 , higher negative electric fields result in nanopowders of higher surface areas, and thus smaller primary particle sizes. Surprisingly, the SSA of TiO 2 also increases when the electric field application is countercurrent to the flow direction (positive electric field). The reason for this is that primary particle size can also decrease due to a longer characteristic coalescence time (which is highly dependent on the temperature), during which larger aggregate particles are produced through coagulation. This effect is confirmed in the computations and discussed in more detail in Sect. ''Computational results and discussion (TiO 2 )''. The 0 V case, or no electric field, appears to be a local minimum. However, as will be discussed in Sect. ''Computational results and discussion (TiO 2 )'', it is only by coincidence that the minimum occurs at 0 V here. It will be seen that the voltage (or electric field) corresponding to minimum SSA is highly dependent on the specific conditions (e.g. particle residence time) involved under different operating conditions. The SSA of the TiO 2 nanopowder is as large as 310 m 2 /g for the -500 V case. Note that this is one of the largest SSA values for TiO 2 nanopowder to be reported in the literature. The average primary particle sizes calculated from TEM images compare well to the average particle sizes calculated from the SSA, further demonstrating that the particles have limited degrees of agglomeration. Typically, in flame synthesis, the average primary particle size from TEM is smaller than that obtained by BET because necking between the particles increases the corresponding particle diameter.
Effect on crystallinity and phase composition Despite the reduced particle residence times, electric field application does not seem to affect the crystallinity for the TiO 2 system. XRD analysis of all TiO 2 samples collected from the substrate evinces that the nanoparticles are anatase dominant, as illustrated in Fig. 10 . Although rutile is thermodynamically more stable than anatase, anatase is readily formed at low temperatures due to its relatively fast crystallization kinetics (Rulison et al. 1996) . In our flame, peak temperature is around 1,600 K, and electrical fields exert no effect on the temperature profile. Formation of rutile from anatase requires *1 s at 1,200°C to finish the atomic Fig. 9 Specific surface area of titania powder synthesized as a function of applied electric field. d BET represents the equivalent particle diameter based on BET surface area measurement rearrangement (where oxygens are in a distorted face-centered cubic arrangement for anatase, while for rutile, they are in a distorted hexagonal arrangement (Shannon and Pask 1964) ). However, in our setup, particle residence time is on the order of 12-30 ms. Given the low temperature profile, short residence time, and fast crystallization kinetics for anatase, we invariably produce crystalline anatase in our flame. From the relative intensity of its primary peak in the XRD pattern, rutile is determined to be less than 5% weight fraction in the powder. Moreover, the peaks in Fig. 10 agree with the SAD pattern in Fig. 8c . Due to the particle size effect, the diffraction peaks show broadening. It is seen in Fig. 10 that the (103), (004), and (112) peaks are overlapped, as well as the (105) and (211) peaks (PDF#71-1166).
The crystalline particle size is determined to be about 4-8 nm from the Scherrer equation. However, because the primary particle sizes are extremely small, the size difference calculated from the XRD peak widths is not discernable. For flame-generated powders, it has been shown that XRD crystallite sizes are consistently smaller than BET-determined particle sizes (Vemury and Pratsinis 1995b) . The lack of a significant difference in the particle crystallinity suggests that the pre-residence time required for forming the TiO 2 crystalline primary particles is much shorter than that for some other ceramic oxides (e.g. Al 2 O 3 , to be discussed in Sect. ''Alumina synthesis'').
Effect on extent of precursor decomposition (or conversion)
TGA was conducted for samples produced with 0 V and -500 V applied to the substrate to examine the extent of TTIP pyrolysis (or conversion). Prior to TGA measurement, the samples are heat treated at *80°C in an oven overnight to avoid additional moisture absorption onto the powder surface. As shown in Fig. 11 , the initial weight loss, up to a temperature of 200°C, is due to loss of water that is physically adsorbed on the high-area surfaces of the nanoparticles. Although the two samples are heat treated for the same time duration, nanoparticles produced under -500 V contain more water, which from another point of view verifies that the sample has more surface area.
Also seen from the curves in Fig. 11 , for both conditions at 0 and -500 V, there is only about a 3.2-3.5% weight loss due to unpyrolyzed precursor. It can be concluded that the powders are almost fully pyrolyzed, displaying only a small weight loss (gain) during post heat treatment. A small amount of weight gain near the tail end is probably due to the samples having a very small percentage of TiO or Ti 2 O 3 , which when exposed to an O 2 -containing environment under elevated temperature, is converted into TiO 2 . Moreover, even for the case of -500 V, where the residence time is much shorter compared to the 0 V case (as will be seen in the temperature residence time histories of Fig. 14) , the TTIP precursor is still almost fully pyrolyzed, which substantiates that R (110) A (103) A (004) A (112) A (200) A (105) A ( shorter residence time has little effect on the pyrolysis process. This is consistent with the previous statement that the electric field seems to have no obvious effect on crystallinity because the precursor has enough residence time to pyrolyze completely, for the cases studied. Thus, the experiments with the application of electric fields are not in the regime where shorter residence times lead to insufficient pyrolysis, where partially pyrolyzed precursor species would condense to form bigger aggregates. However, since residence times can be readily manipulated, this implies that the crystallinity can also be controlled through electric field application.
Alumina synthesis
Presented briefly, the trends for electric field effect on nanoparticle characteristics for Al 2 O 3 synthesis is also experimentally examined. As seen from Fig. 12 , the aggregate particle size shows a similar trend, decreasing/increasing significantly due to the shorter/ longer residence times, when applying negative/ positive voltages to the substrate. However, the charging effect (from large voltage biases on the substrate) may not be as strong for the Al 2 O 3 system. More investigation is needed. Note that the modeling and computation of Al 2 O 3 particle growth are not presented in this work. Figure 13 divulges the crystalline structure of c phase alumina produced without electric field application. XRD shows that the application of intense electric fields can be detrimental, resulting in more amorphous structures for alumina, with TGA showing incomplete pyrolysis. Both particle agglomeration and particle crystallinity are strongly affected by residence time and temperature. As such flame structure and electrical field conditions must be optimized to realize high nanoparticle crystallinity at significantly reduced agglomeration.
Computational results and discussion (TiO 2 )
The experiment cases in Sect. ''Experimental results and discussion'' for titania synthesis are simulated using both the monodisperse model and the sectional model. Since particles are positively charged due to thermo-ionization in the flame, applying electric fields (concurrently) in the direction of the axial flow velocity (by applying negative voltages to the substrate) will accelerate the particles towards the substrate and thus shorten the residence times, as shown in Fig. 14 . However, applying electric fields countercurrent to the axial flow velocity (by applying positive voltages to the substrate) will decelerate the movement of the particles. Worse yet, particles could be forced back to the burner due to a combination of electrophoretic and thermophoretic effects (note: a large temperature gradient exists between the burner and the flame zone), as shown in Figs. 14 and 15 (e.g. case +700 V), growing into larger particles and then retracing their steps towards the substrate. Therefore, as seen from Figs. 15 and 16, when applying negative (concurrent) electric fields, the synthesized nanoparticles leave the reaction zone earlier, leading to fewer particle-to-particle collisions. The aggregate particle sizes decrease as the negative (concurrent) electric field intensity increases. However, in applying positive (countercurrent) electric fields, the electrophoretic effect keeps the nanoparticles longer in the reaction zone, and the aggregate particle sizes increase as the positive (countercurrent) electric field intensity increases. The trends in the aggregate particle size are in good agreement with the experimental results presented in Sect. ''Experimental results and discussion''.
The evolution of the GSDs, as shown in Fig. 17 , changes only slightly with respect to the applied electric field magnitude, except for the case in which Fig. 16 Assessment of the influence of electric field application on the aggregate particle size as a function of particle residence time using (a) the sectional model and (b) the monodisperse model, for titania J Nanopart Res (2008) 10:907-923 919 the nanoparticles are attracted back to the burner (e.g. +700 V), as discussed previously. When the equivalent solid sphere diameter is much smaller than the mean-free path of the gas, chemical reactions are rapid; and particle growth is dominated by coagulation in the free molecule regime rather than by surface reaction. In this case, particles grow by Brownian coagulation and reach an asymptotic self-preserving size distribution. All of the GSDs converge to a similar value between 1.460 and 1.462 (the limit for the free molecular regime of the polydispersity of particles grown by coagulation) by the time these nanoparticles reach the substrate. As seen from Fig. 17 , the processes of nucleation and TTIP decomposition are not affected by electric-field application because they are accomplished before the nanoparticles become thermally ionized and carry unit charge. In contrast to the trends in aggregate particle size, the trends in primary particle size can be nonmonotonic as a function of applied substrate voltage, as experimentally shown in Fig. 9 . Similarly, Figs. 18 and 19 show that, depending on the precursor-loading rate, there is a local maximum for the primary particle size with respect to electric field strength. In Fig. 19a , with the primary particle size peaking around +300 V, as computed by the sectional model, increasing the negative field strength or the positive field strength larger than this critical value (i.e. +300 V) results in a smaller primary particle size. In the monodisperse model calculations, the local maximum primary particle size occurs at an electric field of +20 V/4 cm, corresponding to Fig. 19b . As the precursor-loading rate increases, the position where the peak value of the primary particle size occurs moves towards larger magnitudes of negative electric field. This non-monotonic trend in the primary particle size with the application of electric fields agrees with the experimental results presented previously in Sect. ''Experimental results and discussion'', where the BET SSA increases with increasing field strength under both concurrent and countercurrent electric fields (since the SSA equivelent particle size, to some extent, can be treated as the primary particle size as shown in Fig. 9 ). In the hot flame, the particles start growing from molecular size by coagulation. They coalesce as they collide, where they gradually partially coalesce after collisions due to the longer characteristic coalescence time for the aggregates. With a group-wise coalescence process occurring, the more primary particles there are within an aggregate, the longer it takes an aggregate to Fig. 18 Assessment of the influence of electric field application on primary particle size as a function of particle position in the flow field using (a) the sectional model and (b) the monodisperse model, for titania coalesce into a single solid spherical particle. At high temperatures, coalescence of particles can cause rapid sintering; while at medium or lower temperatures, the collision time can be shorter than this characteristic group-wise coalescence time, resulting in agglomeration or partial coalescence. It seems that the long characteristic coalescence times associated with our moderate flame temperatures can, under certain conditions, prohibit the growth of primary particles; and the coalescence within aggregates can be negligible. Thereafter, each collision just increases the number of primary particles per aggregate, and the primary particle size is frozen. At the turning point, by applying the electric field concurrent to the axial flow velocity, the residence time decreases, which results in a smaller primary particle. By applying the electric field countercurrent to the axial flow velocity (although the residence time is longer), the primary particle growth ''freezes'' at a smaller value due to its bigger aggregate size having more primary particles within it, resulting in a longer characteristic time needed for coalescence.
Comparison of the simulations of the monodisperse model and the sectional model shows similar trends in particle growth with the application of uniform electric fields. This correspondence confirms again that the main particle growth mechanisms under our flame synthesis conditions are coagulation and coalescence. Matched up to the experimental results, both the monodisperse model and the sectional model predict the trends very well for aggregate and primary particle sizes. The small discrepancy between these two models (e.g. the critical value of the electric field where the maximum primary particle occurs) probably results from the different initial conditions, other assumptions, and inherent model characteristics.
Concluding remarks
The application of uniform electric fields to control particle growth characteristics is investigated. For the electric fields applied, gas-phase temperature and chemical species profiles are unaffected (as verified by LIF), and only transport of the innately-charged nanoparticles (due to thermionic emission) is induced. As such, it can be sure that, for this geometry, the electrophoretic effect is isolated and its influence on manipulating particle residence times is studied. Electric fields in the direction of the axial flow velocity (concurrent) are shown to significantly decrease the aggregate particle size. Interestingly, the SSA of TiO 2 increases with increasing field strength under both concurrent and countercurrent (antiparallel to axial flow velocity) electric fields. The controlling mechanism for this non-monotic result is the competition between particle coalescence and coagulation. Depending on the conditions, primary particle size can decrease due to the longer characteristic coalescence time for the larger aggregate particles. Moreover, the turning point in primary particle size behavior can occur for different electric field magnitudes, since particle temperature history is the key parameter. The crystallinity of TiO 2 is not influenced by the magnitudes of electric field examined. The anatase phase remains dominant in the synthesized powders due to fast crystallization kinetics, moderate flame temperatures, and short residence times. Even with electric field application, TGA reveals that the precursor is still almost fully converted, indicating that the experiments with the application of electric fields are not in the regime where short residence times can lead to insufficient pyrolysis, with partially pyrolyzed precursor species condensing to form bigger aggregates. However, as seen from the nano-alumina results, residence time can greatly affect crystallinity given the overall flame conditions, and electric field application can have a significant effect by shifting particle residence time into another formation regime.
