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In dieser Arbeit wird die Kohlrenz von monoidalen Funktoren Z? P -+ Y 
zwischen Kategorien mit Gruppenstruktur untersucht ([ I ] fur monoidale 
Kategorien, [ 5 ] fur geschlossene Kategorien), die Kohlrenz natiirlicher 
Transformationen x: ,4 + r zwischen solchen Funktoren ([3] fur 
geschlossene Kategorien) und die Koharenz einer G-Modulstruktur auf einer 
Kategorie, G eine Gruppe. 
Unsere Untersuchung wurde motiviert durch das folgende Beispiel: eine 
Gruppe G operiere auf einem kommutativen Ring S durch 
Ringautomorphismen; dann induziert diese Operation eine G-Modulstruktur 
auf der Kategorie Pir(S) der projektiven S-Moduln vom Rang 1. cf. Hattori 
[2. Sect. I]. In Abschnitt 4 beweisen wir insbesondere. dal3 diese G- 
Modulstruktur koharent ist. 
Die Beweise fiir die folgenden Satze sind im wesentlichen Erganzungen der 
Beweise aus [7] und wurden als solche bereits in einer friiheren Version 
dieser Arbeit gegeben. Anregende Gesprlche mit Mitsuhiro Takeuchi und 
eine Schrift von Laplaza [4] veranlal3ten uns jedoch zu einigen technischen 
Anderungen. Die wichtigsten sind: (a) Wir verwenden eine einfachere 
Methode, Kohlrenz zu definieren, indem wir eine Struktur koharent nennen, 
wenn jeweils eine gewisse Kategorie .B atomar ist; die Definition von .iy, 
(Abschnitt 1) gab Mitsuhiro Takeuchi. Diese Methode, Kohlrenz zu 
definieren. benutzte such Solian in [6]. (b) Nach einer Idee von Laplaza [4j 
fi.ihren wir in den Beweisen eine Reduktion von L/yI auf eine Faktorisierung 
.% =X/X’ durch, wobei .X’ die “monoidalen” Morphismen in X enthalt. 
Durch diese Anderungen lassen sich such die Beweise in [7] vereinfachen. 
Wir behalten die Notation von [7] bei, nach der wir eine Komposition 
u 5 L’ 3 111 von Morphismen mit g o h oder gh bezeichnen und den zu g 
inversen Morphismus mit g*; in einer Kategorie mit Gruppenstruktur ist 
jeder Morphismus ein Isomorphismus. Die Symbole ( . ) und [ , ] seien wie 
in [7] definiert. 
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0. EINIGE GRUNDBEGRIFFE UND DEFINITIONEN 
(0.1) Es sei E: -d + Ob Q eine Abbildung einer Menge S’ in die 
Objektklasse einer Kategorie $57. Wir detinieren eine Kategorie ,c/” durch 
Ob(.d”) = .~w’, .dyU, LJ) = q&(u), E(C)), vu, L’ E .M’. 
mit der von V induzierten Komposition. Die Abbildung C: ,d 4 Ob % Ial& 
sich zu einem volltreuen Funktor E: ,d” + q fortsetzen, indem man einen 
=d”-Morphismus g: u + v auf den @-Morphismus g: E(U) + E(U) abbildet. 
(0.2) Eine Kategorie .iy heil3t atomar. wenn zu je zwei Objekten u, L’ aus 
-J’ hochstens ein .J’-Morphismus u + L’ existiert. Es sei .T’ eine atomare 
Unterkategorie einer Kategorie .8 mit Ob .X ’ = Ob 3, und jeder .T ‘- 
Morphismus sei ein Isomorphismus. Dann Ia& sich nach Laplaza [41 
folgendermal3en eine zu X aquivalente Kategorie .X/S bilden. Wir 
detinieren eine Aquivalenzrelation auf Ob .T durch: 
u - u’ genau dann. wenn ein .K ‘-Morphismus u --f u’ existiert, und eine 
Aquivalenzrelation auf Mar.,? durch: g: K + L’ aquivalent zu g’: u’ + ~1’ 
genau dann, wenn .X ‘-Morphismen a: u + u’ und ,8: tl-+ u’ existieren mit 
Ug‘l’i).L,’ gleich u --% u’ 2 2”. 
Es bezeichne ~7, bzw. g die Aquivalenzklasse von u E Ob X, bzw. 
g E Mor .X. Fur .T-Morphismen g: u -+ L’, h: II* + z gelte u - 117, so da13 ein 
.T’-Morphismus a: t’ + u’ existiert; dann sei g 0 6 := g 0 a 0 h. Dies ist die 
Komposition fur die Kategorie Z-/X’, deren Objekte die Aquivalenzklassen 
U; u E Ob..B, sind, und in der ein Morphismus U+ 0 die Aquivalenzklasse g 
eines .i7’-Morphismus g: u --t u ist. Der Funktor 
71: .a +.x/.3 ‘, n(u) = li, n(g) =c3 
u E Ob .X, g E Mor jY, ist volltreu und damit eine Aquivalenz. Es sei 
bemerkt, dab sich jede Aquivalenz .X’ + P’, fur die 0b.Z + Ob P surjektiv 
ist, auf diese Weise beschreiben Ia&. 
Es sei P .,T + 9 ein Funktor, der .Y’ in eine atomare Unterkategorie Y” 
von Y: mit Ob 9 = Ob P’ iiberfiihre, und jeder Y’-Morphismus sei ein 
Isomorphismus. Dann induziert r einen Funktor P .X1 K ’ -+ Y/P’ durch 
T(U) = T(u) und r(g) = r(g) fur u E Ob .JT, g E Mor .X. 
(0.3) Es sei g ein Morphismus in einer Kategorie X mit Grup- 
penstruktur. Wir definieren die Menge E(g) c Mor X der Expansionen von 
g rekursiv durch: (1) g, g-‘, g-l-‘,... E E(g), (2) fur h E E(g) ist id,, . h und 
h . id,, in E(g), Vu E Ob .R. 
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(0.4) Unter einer R-Algebra ,d mit R = { ., S, ’ } verstehen wir eine 
Menge (oder Klasse) -d zusammen mit drei Abbildungen 
von denen die mittlere konstant sei (alle Elemente gehen auf S E &“). 
Insbesondere fassen wir die Objektklasse Ld = Ob 9 einer Kategorie mit 
Gruppenstruktur q kanonisch als eine R-Algebra auf. R-Homomorphismen 
sind Abbildungen, die die Operatoren ., S. -’ respektieren. 
1. KOHARENZ EINES MONOIDALEN FUNKTORS r:V+// 
Es seien q und 5’ Kategorien versehen mit einer Gruppenstruktur. also 
mit einem Produkt ., einem Einsobjekt S, einer Inversenbildung ’ und mit 
natiirlichen Transformationen a, e, f, i, j wie in 171. Es sei r: ‘? + LL’ ein 
Funktor versehen mit einer natiirlichen Transformation t von 
Wir nennen einen solchen Funktor monoidal, und im Fall I = id strikt 
monoidal. Urn einen Koharenzbegriff fur r= (I-, t) zu detinieren, benutzen 
wir die folgenden Kategorien .XV und <iv,. 
Es sei N die Menge der Symbole s, I, 2, 3,... und Ed: N + Ob q eine 
Abbildung mit Q(S) = SV, J/ bezeichne die kleinste Menge von W&tern 
iiber dem Alphabet 
A, ( 1 ). - ‘, s, 1, 2, 3,... (1) 
mit den Eigenschaften: N CS?, mit u, c E ,d ist (u A c) und (L’))’ in Ld. 
&’ ist eine (freie) O-Algebra mit den Operatoren 
u.r=(uALJ), s = s, c-1 = (a)-‘. (2) 
Vu. ZJ E .d. Die Abbildung E,~ ltif3t sich eindeutig fortsetzen zu einem 0 
Homomorphismus E: .N” + Ob 5Y und dieser zu dem volltreuen Funktor 
E: .d”+ V, cf. (0.1). Die R-Operatoren (2) auf .d = Ob s’” erweitern wir 
kanonisch zu Funktoren 
so dal3 wir .v/“~ iiber die in g vorhandenen natiirlichen Transformationen a. 
e, A i, j als eine Kategorie mit Gruppenstruktur auffassen konnen. Die 
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Unterkategorie .Tw =.Y?$((E,~) von &‘” sei nun rekursiv definiert durch: 
Ob.Ty= Ob .d”, die Morphismen id,. und 
a u.l~,,,.l q.,f,), i,,.i, (3 
mit u, ~1. w E Ob zI” sind in .Xy, mit g, h aus .XP sind g . h, g- ‘, g o h (wenn 
definiert), g* in .XP. 
Wir nennen <iv, die HCXe der ME-Morphismen (3). .Rv ist wie ..v’” eine 
Kategorie mit Gruppenstruktur, und die Restriktion von E: dE+ %? auf .Zq 
ergibt einen strikt monoidalen Funktor E:.Y??&+ g, der offenbar treu ist. Man 
sieht leicht, da13 P genau dann koharent ist im Sinn von [7], wenn die 
Kategorien ,Xw = .Z&E~) fur alle t+ atomar sind. 
Es sei nun ferner eine Abbildung Ed: N -+ Ob W mit EJS) = S;. gegeben. 
.$ sei die kleinste Menge von Wortern iiber dem Alphabet 
A. ( , ), ‘, r, s, 1. 2, 3 ,... (4) 
mit den Eigenschaften: N c x?,, , fur L’ E &’ ist T(V) in -9/i, fiir u, L’ E -$ ist 
(u A c) und (c))’ in -&r. Die Abbildungen sg und I-(&‘-, Ob Ir, 
T(c) -+ ~(E(o)), lassen sich eindeutig zu einem JLHomomorphismus 
fortsetzen. Die Kategorie .&‘; ist wie ,ti.E eine Kategorie mit Grup- 
penstruktur, und man hat einen strikt monoidalen Funktor E: J&‘; + Y’, (0.1). 
Ferner haben wir nach Konstruktion einem Funktor fi J”+ J/;, c + r(c). 
den wir fiber die CZ-Morphismen t,,o: r(PQ)+r(P)Z(Q) als einen 
monoidalen Funktor von Kategorien mit Gruppenstruktur auffassen. Wir 
definieren nun fir = .T,.(E~, cy) als die Hiille der .&;-Morphismen 
a U.l’.II.. e,.,f,.- i,J,., Lrv f(g) 
mit u, o? IV E Ob(,d;), x,y E Ob.,&, g E Mor(XP). .X,. ist wie L&F eine 
Kategorie mit Gruppenstruktur, und durch Restriktion erhalt man ein 
kommutatives Diagramm von monoidalen Funktoren, 
in dem E jeweils strikt und treu ist. Wir nennen r: g -+ V koharent, wenn die 
Kategorien ,ir, =.&(E~, Ed) fur alle sg, sy atomar sind. 
Im folgenden nehmen wir an, da13 g und L? bereits kohlrent sind in bezug 
auf a, e, f, i, j. 
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SATZ 1.1. Der monoidale Funktor R Y + ‘i’ ist genau dann kohtirent, 
wenn fi5 alle T-Objekte P, Q. N das Diagramm (D.l) kommutatic ist. 
QV’Q) N) L UPQ) W) 2 V(P) r(Q)) T(N) 
l-(a) 
I I 
<I 
T(P(QN)) f T(P) I-(QN) a WW-(Q) WV)) 
Beweis. Es sei Ed und Ed fest gewahlt, und (D.l) sei kommutativ. .X$ sei 
die Hiille der .A&Morphismen a,,, ,.,,,, e,., f, mit U, L’, IV E Ob.Tw, und .a; 
sei die Hiille der Zr-Morphismen 
a U.I’.H,q e,.Ji, r(g) 
mit U, ~1, )I, E Ob.Tr, g E Mor(T L). Es ist nicht schwer zu zeigen, da13 iii ‘, 
und ~7; atomar sind, so da13 wir 
bilden konnen, (0.2). Die Gruppenstruktur von X7 und -iv, induziert eine 
Gruppenstruktur auf den Kategorien 9, und .2r) wobei das Produkt nach 
Konstruktion assoziativ und unitar wird (a, e, f = id). Nach Konstruktion gilt 
l-(.8’) c.z;. so da13 R .KY+.Tr einen monoidalen Funktor r: .pV-.%,. 
induziert. Es gentigt zu zeigen, darj .y,- atomar ist, da .iv, und .?r aquivalent 
sind. 
Es sei s = S, das Einsobjekt in .,?++ bzw. .Tr.. Wir fiihren nun gewisse .~?r- 
Morphismen A: I(s) + s und K,.: T(c -‘) --t f(tl)-’ ein. mit deren Hilfe sich 
Mor(.%r) in einer einfachen Weise konstruieren lal3t. 
LEMMA 1.2. (a) Es gibt genau einen L?-Morphismus A: T(S,) 4 S y, mit 
dem fCr alle P E Ob V die Diagramme (D.2) und (D.3) kommutativ sind. 
WS) I T(P) T(S) WP) -5 I-(S) z-(P) 
rw 
1 I 
I ..I I‘(/, 
I I 
.I. I 
W) G r(P) s l-(P) L- SW) 
P2), (D.3), 
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(b) FCr PE ObV gibt es genau einen V-Morphismus K~: T(P-‘)- 
r(P)-‘, mit dem die Diagramme (D.4) und (D.5) kommutatia sind. und K,, 
ist natli’rlich in P. 
1-(PP-1) 2 z-(P) f-(P-l) f(P-‘P) I f(P- ‘) r(P) 
rti) 
I I 
1.x r(i) 
I I 
I. I 
l-(S) 5 s c z-(P) r(p)-’ T(S) 5 s c l-(P)y r(P) 
(D.4), (D.5 j,, 
Beweis. Wir zeigen die Behauptung zunlchst fur den monoidalen 
Funktor I?. iv.,+ .&. Da der Funktor ?r. +. yr.. )I’ + T(s) IV, eine Aquivalenz 
ist, existiert genau ein .%r-Morphismus 1: T(S) --t s. mit dem (D.2), 
kommutativ ist. Die Kommutativitlt von (D.l),..,., fur z.3 E Ob(.&) besagt 
1 rce . t.5y.5 = t,,.c ’ 1 ,-,$,. so da13 (D.6) kommutativ ist und dort 
qc) T(s) 2 I-(P) I-(s) f(s) WI Us) 2 T(s) 
P.6) (D.7 j 
(1 . 1) o t = id gilt. Damit ist (D.2),. kommutativ. Da (D.7) kommutativ ist. 
gilt lro) - J = 1 . lrtSj, und demnach ist (D.3), gleich (D.2),. Aus (D.3), 
ergibt sich aber (D.3),. analog wie (D.2),,. 
Man detiniere nun K,. derart. da13 (D.4),, kommutativ ist. Dann ist zu 
zeigen, da13 (DS),, kommutativ ist. Hierfiir benutzen wir die Morphismen 
Pu: u -‘L’ + U, deftniert als die Komposition 
U 
-1-l i‘. I -'u-'-l 
1.i 
- uu - u, 
fcr u aus Ob(,j&) o&r Ob(.&). -Fur c E Ob(&) la& sich nlmlich (Des),. 
zusammensetzen aus (D.4),.+,, f(i,,_,) = r(l,.-, . p,.) W,,), [t,.-I.-. P,.L 
z-(t)-‘) . (D.8), [ i, K[,], (K,., Prcr,), ir(+l = (1r,t.,-l . Prcl,,)jrtl,,* 
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Urn nun die Kommutativitat von (D.8) zu beweisen, setze man zuntichst die 
Definition von p, ein. also r@) = T(i* . 1) r(l . i). (D.8) 1al3t sich dann in 
folgende Teile zerlegen: [t-.,+~,, i,,], (D.3),.-,-,, (D.4)‘. . f(~‘--‘-‘). 
(D.1)p.pI,,.-,-,, [t,..-, iv-,], (D.2),., T(o). (D.4),.-,, T(v). (K~. K,.~,). 
(i rllxl, f&l), r(c) . [i, K[.]. (ir,I.lv KIT ‘:. 
Damit ist die Behauptung fur r: ,iv, + .F,- bewiesen. Urn nun die Y- 
Morphismen 1: QS,) + S, und K~: T(P-') + r(P)-'. P E Ob ‘p, zu 
definieren, benutzen wir die Funktoren 
Ohne Einschrankung gelte P = E(P) fur ein c E Ob.&. Da 71 volltreu ist, hat 
man eindeutige .Xr-Morphismen A:T(s)+ s und K,.:~(L~-')+ r(t))-', 
11 E Ob .XV, als Urbilder der schon in .J$/.Z L definierten ,I und K unter 71. Es 
seien 1: QS,) + Sp und K~: T(P-‘) + T(P)-’ die Bilder der XI.-Morphismen 
A und K,, unter E. Dann sind offenbar (D.2),-(D.5j, kommutativ. Dal3 K 
jeweils naturlich ist. entnimmt man leicht der Definition. Damit ist 
Lemma 1.2 bewiesen. 
Wir setzen den Beweis von Satz 1.1 fort. Die .Tr-Morphismen h-,,., :
(UP- ’ --t 1 - ‘u - ’ seien definiert wie in ]7] als die Komposition 
(uL,)-~ lL!+ L,-lt,(UL,)-~ I.j’.I, L~-~u-~uL~(uL,j-l 2 L’-lu-~. 
Es sei % = F,. die Menge der .2r-Morphismen 
mit u, c E Ob &, x, y E Ob .Tw, wobei jedoch k,,,. und t,,, nur mit u, L’ # s 
und x.y f s gebildet werde; man beachte, da13 k,., = j,* . l,-, und k,.,. = 
l,._, . j,* gilt 17, (43), (44)]. Durch Bildung von Expansionen, (0.3), 
definieren wir nun E = E, und E* = E,* als 
E= u E(g) und E* = u E(g*). (5) 
XEC pEC 
LEMMA 1.3. Jeder Morphismus aus Fr ist eine Komposition von 
Elementen aus E, U EF. 
Beweis. Auf Grund der kommutativen Diagramme (D.4) und (D.5) ist 
klar, dal3 man in Z’r auf die Morphismen T(i) und r(j) verzichten kann. Die 
Behauptung ergibt sich dann wie in [7, Lemma 21. 
Wir definieren nun gewisse Rangfunktionen auf Ob.2, und Ob.gr. Nach 
Konstruktion ist Ob.pV eine freie, assoziative unitlre Q-Algebra iiber der 
Menge {SC’. 1, 2. 3,...}, und wir identifizieren Ob.2’, kanonisch mit der 
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Menge A U (s), wobei A die kleinste Menge von Wortern i.iber dem Alphabet 
(1) ist mit: 
S - ‘, 1, 2, 3 )... E A, fur U, t! EA ist u A c und (u)-’ in A. 
Entsprechend identilizieren wir Ob-%r mit A, U {s}, wobei Ar die kleinste 
Menge von W&-tern iiber dem Alphabet (4) ist mit: s- ‘. 1, 2, 3,... E A,, fur 
XE Ob.Fv ist T(x) in A,, fur U, L’ E A,. ist u A tl und (u))‘in A,.. 
Fur u aus Ob.,?w oder Ob.?r sei n(o) die Lange von c, i.e., die Anzahl 
der Kopien von Elementen aus N enthalten in ~1. Man sieht leicht. da13 
eindeutige Abbildungen y: Ob.&,+ N und y: Ob.?r + 6,J existieren mit: 
y(u)=0 fur u E N. y(u . LY) = y(u) + y(u), y(u-‘) = y(u) + n(u)’ fur 
U, u E Ob.F?,, bzw. Ob.p,, und y(T(x)) = y(x) ftir x E Ob.p,&. Ferner 
existiert eine eindeutige Abbildung $: Ob.Fr + n\J mit: 4(u) = 0 fur u E N. 
Ml-~)) = (n(x) + Y(X))? fiir x E Ob-if/,, 
#(u . P) = 4(u) + $(v) und qi(v -‘) = 4(c) fur U, ~1 E Ob&. Fur u E Ob.2,. 
sei nun rg(o) = rg,(tl) definiert durch 
rg,(u) = n(c) + y(v) + (b(v). 
1st g: v + II’ ein Morphismus aus E,, so gilt rg,(o) > rg,(rv), und Gleichheit 
gilt genau dann, wenn g eine Expansion von id ist. 
Sei nun h: t! + c ein Endomorphismus aus .2r. Nach Lemma 1.3 lal3t sich 
h schreiben als die Komposition von Elementen h,.: 0,. + u,.+ , aus E, U E,*: 
h=h,oh,o a.. oh,, 
also U, = t’,+, = c. Ohne Einschrankung konnen wir annehmen, da13 eines 
der u,. gleich s ist, denn der Funktor .Tr -.2r, M? + M’ . v, ‘, ist eine 
Aquivalenz. Wir detinieren 
rg,(h; h, ,..., A,) = my rg,(u,.), 
und zeigen mit Induktion nach rg,(h; h, ,..., h,), da13 h = id,. gilt. Falls alle u,, 
denselben Rang haben, gilt h,, = id,, Vu, also h = id,. Sei nun etwa rg(v,) > 
rg(v,) und rg(u,) > rg(v,). Wir zeigen, dalj sich h, o h, schreiben Ial3t als 
go 81 u,-+u,-u, ..‘Up+L’, (7) 
mit g,, aus E, U E,* und rg(v,) > rg(u,) fiir v = l,..., m. Wendet man dies auf 
alle maximalen Elements unter den U, an, so folgt die Behauptung aus der 
Induktionsvoraussetzung. Es ist h, die Expansion eines q E 2Yr und h, die 
Expansion eines p* mit p E &?r. Es werde h,: ui -+ u, aus p so erzeugt wie h, 
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aus p*, so da13 h, = h,* gilt, und h, in E, ist. Wenn p und q Expansionen von 
i, j, k, p sind, Ia& sich (7) mit den Gleichungen aus [ 71 konstruieren. Wir 
konnen uns daher auf die Fllle p = ts,)., II, K, beschranken. Fur jede Wahl 
von q tritt dann aber eine der folgenden Situationen ein: 
(i) h, la& die Quelle von q invariant, oder h, Ial3t die Quelle von p 
invariant. 
(ii) q = i,,. oder j ,,.. und die Quelle von p ist enthalten in LI’. 
(iii) p = q. also h, = h,. 
In jedem dieser Ftille ist aber klar, wie man den Rang weiter erniedrigen 
kann. cf. [ 71. womit Satz 1.1 bewiesen ist. 
2. KOHARENZ EINER NAT~RLICHEN TRANSFORMATIONX:~+~ 
Es seien A, P P -+ 5’ monoidale Funktoren zwischen Kategorien mit 
kohlrenter Gruppenstruktur; /i und r seien kohlrent. Solche Funktoren 
nennen wir im folgenden Homomorphismen. Es sei eine natiirliche Transfor- 
mation x: A + f gegeben. Die Menge ..rti; von Wortern iiber dem Alphabet 
A, ( , ), - ‘. A, l-. s, 1. 2, 3 ,... (8) 
sei rekursiv definiert durch: \tiT,, .:zk c .d;, mit u. c E .~dX sind such (u A L!), 
(u))’ in ~c$. Zu gegebenen Abbildungen Ed: N + Ob g und ep: N --t Ob 4;1 
mit E(S) = S lassen sich die R-Homomorphismen E: ~4, + Ob % und 
E: L.&r 4 Ob 2 aus Abschnitt 1 eindeutig zu einem R-Homomorphismus 
E: .?YX,- Ob 2 fortsetzen, und die Kategorie -CC”; ist vermoge der natiirlichen 
Transformationen a. e, f, i. j aus Y eine Kategorie mit Gruppenstruktur. 
Nach Konstruktion hat man Homomorphismen 
und die Y-Morphismen xP: A(P) -+ f(P), P E Ob P, definieren eine 
naturliche Transformation ,y zwischen diesen Funktoren (9). Die 
Unterkategorie 3, von -&i sei definiert als die Hi.ille der &‘,E-Morphismen 
mit u,v,wEObL@‘,“, gEMor.3P, _,_ r 1’ E Ob Xr. Durch Restriktion erhllt 
man aus (9) Homomorphismen 
A:.2$-rX 
X’ 
r:.&d.iv,. (10) 
Wir nennen x koharent, wenn 2, = ,YJe~, Ed) fur alle eB und Ed atomar ist. 
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SAT2 2.1. Die natzi’rliche Transformation x: A + r ist genau dann 
kohdrent, wenn ftir alle P. Q E Ob F das Diagramm (D.9) kommutatic ist. 
APQ)LA(P)A(Q) 
(D-9 )P.Q 
Beweis. 
Morphismen 
Wir bilden .pF wie in Abschnitt 1. .Y? i sei die Hulle der Rx 
a L,.1~.Ir5 e,Ji.A(s). r(g) 
mit u, L’, u’ E Ob.Rx, g E Mor .R ‘,. Dann ist RI, atomar. und wir konnen 
.yx= fli,l.n”; bilden. Dies ist in kanonischer Weise eine Kategorie mit Grup- 
penstruktur, und aus (10) erhalt man Homomorphismen A: FP--yx und 
f~.y~+.y’. Wir zeigen nun zunlchst, dab in .2x (also such in Y) die 
Diagramme (D.lO) und (D.l I) kommutativ sind. (D.lO) setzt sich 
zusammen 
(D. 10) (D.ll) 
aus: [j,x,], x;’ . (D.9),.,, [j, x,] . x5. Damit erhllt man (D. 11) durch 
~~7’ . (D.lO), x,’ . [x, i,.]. x;’ . (D.9)v,,-1, [j,x,.] . xl>-]. 
Es sei nun P = 8X die Menge der .TZ-Morphismen 
i,..j,,, k,,,,,p,., t::.,, tt.,.,l.‘, A’, ~;t, K~.x,.. id,. 
mit u, v E ObSpx, x, y E Ob .jj/‘k, wobei wir verlangen, dab k,,,,, tl\.,, t:.? nur 
mit u, v, x,y # s gebildet werden und 
XL nur mit z’ E N,, N,= N\(s). (11) 
Wir identifizieren Ob.Tx kanonisch mit der Menge A,U (s], wobei A, die 
kleinste Menge von W&tern iiber dem Alphabet (8) ist mit: A,, U A, c A,, 
fur u, LJ E A,ist u A c und (u)-’ in A,. 
Man bilde nun E = _E, und E* = ET wie in (5). Dann gilt analog zu 
Lemma 1.3, da0 jeder ,Z$Morphismus eine Komposition von Elementen aus 
E,U Ez ist. Die Einschrankung (11) ist dabei zulassig auf Grund der 
kommutativen Diagramme (D.9)-(D. 11). 
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Fiir L’ E Ob TX sei rg,(c) wie in Abschnitt 1 defmiert bei Nichtbeachtung 
des Operators /i; analog sei rg,(Ll) detiniert (bei Nichtbeachtung von r). 
Man setze 
rgx(v) = 2 . rg,,(v) + rg,.(rT). 
Dann ist rg,(n(p)) = rg,(r(c)) + 1 fiir L’ E N,, so da13 x(, und jede Expansion 
von ,y(, diesen Rang erniedrigt. 1st nun h = h, 0 .. . o h,, ein 2y 
Endomorphismus mit h,.: II,. + cl,., , aus E,U Ez. so iiih sich h = id wie 
zuvor mit Induktion nach rg,(h; h, . . . . . h,,) = max,. rg.JL’,.) beweisen. Man 
braucht nur den neuen Fall “h, Expansion von x,,. c- E N;’ zu betrachten. 
Bei allen Miiglichkeiten der Wahl von h, tritt stets einer der obigen Fille (i)? 
(ii). (iii) aus dem Beweis von Satz 1.1 ein. 
3. KATEGORIEN MIT ABELSCHER GRUPPENSTRLJKTUR 
Es gelte nun, da13 ‘& und CL mit einer kohlrenten abelschen 
Gruppenstruktur versehen sei: in P und %’ ist also aufierdem eine natiirliche 
Transformation c wie in [ 7, IV 1 gegeben. die wir bei der Definition von .?YP, 
-iv,. und XI einbeziehen. Es gilt dann: 
SATZ 3.1. (a) r ist genau dann kohiirent, wenn auJer (D. 1) ftir alle P. 
Q E Ob ‘@ das Diagramm (D. 12) kommutatir ist. 
r(C) r!PQ) - UQP) 
(D.12) 
(b) x ist genau dann kohtirent. wenn fiir alle P, Q E Ob P’ (D.9) 
kommutatir ist. 
Beweis. Man kann wie beim Beweis von Satz 1.1 und Satz 2.1 verfahren 
mit folgenden .&nderungen. Man erglnze 8,. und ZX urn die Morphismen c,,,,.: 
UP + L’U, wobei man sich darauf beschrgnken kann, u und 11 nur aus 
N,, WA N;‘, W,)-’ 
zu wlhlen mit den zusltzlichen Einschrinkungen u # c, u # L’ -‘, L’ # u ‘. 
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Die ist moglich auf Grund der folgenden fiinf Diagramme und wegen der 
schon in [ 7, IV] aufgefiihrten Gleichungen. 
Nf(PQ) --L f(PQ)N NT(S) --% f(S) N 
1.t 
I I 
I. 1 
I.-‘! P’ 
N(fPfQ) A (IX-Q)N NS A SN 
Nf(P-‘)&I-(P-‘)N 
I.6 
I I 
K.1 
NT(P)-’ &I-(P)-’ N 
N/i(S)-’ 4 A(S)-’ N NA(P)AA(P)N 
1..1-’ 
I I 
.I-‘. I 1.X 
I I 
x. ’ 
NS-’ & S-IN NT(P) --& I-(P) N 
Zu dem oben detinierten Rang addiere man nun noch einen Ordnungsrang 
6, definiert wie in [7] mit der zusltzlichen Vereinbarung: es sei u < L’ fur alle 
U, o E N, wenn u in einem I( ) oder A( ) enthalten ist, u jedoch nicht. Es 
geniigt dann, h, als Expansion von c zu wahlen, wtihrend h, Expansion von 
t, A, K oder ,y ist. Hierbei treten jedoch nur Situationen von der obigen Form 
(i), (ii), (iii) auf. 
4. KOH~~RENZ EINER G-MODULSTRUKTUR 
‘P sei eine Kategorie mit einer kohlrenten, abelschen Gruppenstruktur. 
und G sei eine Gruppe, die auf q operiere; das hei&, zu jedem CJ E G hat 
man einen monoidalen Funktor [T: P + g mit natiirlichen Transformationen 
wobei 1 das Einselement der Gruppe G bezeichne. Die zu dem monoidalen 
Funktor u: %? + $9 gehorende natiirliche Transformation f bezeichnen wir 
such mit t(a). Wir nehmen an, da13 die Funktoren u und die naturlichen 
Transformationen [ und <(a, r) koharent sind im Sinn von Satz 3.1; dabei ist 
u o r ein Homomorphismus vermoge 
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Insbesondere sind also fY.ir alle P, Q, NE Ob F und 0, 7 E G folgende 
Diagramme kommutativ: 
V'Q)" 5 (QPY ((PQ)")' [, (PQY7 V'Q)' 
I1 If fT.fl 1’ y \ 
p”Q” & Qapu (p”)’ (Q”)’ ~PlrTQOr PQ , c.d plQl 
(D. 13) (D. 14) (D. 15) 
Urn Kohgrenz fiir die gesamte G-Modulstruktur zu detinieren, verwenden 
wir wie zuvor gewisse Kategorien ~2; und .&. Die Menge dG von W&-tern 
iiber der disjunkten Vereinigung 
{A,(,), -‘JuNuG (12) 
sei rekursiv definiert durch: N c &, mit u, u E LdG sind such 
(u A v), (v)-’ und (0)” in df , (a E Gj. 
Wir bezeichnen (v)” such mit ~7~. Eine Abbildung E: N + Ob F mit 
E(S) = S, Itifit sich eindeutig zu einem R-Homomorphismus 
fortsetzen mit E(z?~) = (&(t))O, VC E J&., (J E G. Die Kategorie &‘i ist mit 
den in F gegebenen natiirlichen Transformationen eine Kategorie mit G- 
Modulstruktur. Die Unterkategorie .Xti von &‘i sei rekursiv definiert durch: 
Ob .I?~ = Ob L&E = L&G, die Komponenten von 
a, e,f. c, i, j, t(u), ((cr. 7), i 
sind in Mor ,&, mit g, h E Mor .Xi ist such g . h, g ‘, g 0 h (falls definiert). 
g*, g”(a E G) in Mor.&. 
Wir nennen die G-Modulstruktur von F kohgrent, wenn die Kategorien 
iu, =.&L(E) fiir alle Abbildungen E: N + Ob F mit E(S) = S atomar sind. 
SATZ 4.1. Die G-Modulstruktur clan F ist genau dann kohtirent, roenn 
fir alle P, Q E Ob F und u, 7, p E G die Diagramme (D.16), (D.17) und 
(D. 18) kommutativ sind. 
((p”)rY I(T.0) * (PO)rp (P”)’ (P’ Y 
I(U.TP 
i I 
I(o.rP) y \ y \t 
( PUZ)P l(U7.P) ) pow PULP0 PVrdPO 
(D.16) (D.17) (D.18) 
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Benleis. Wir gehen von .& zu ,jv, =.&Yh iiber, wobei die atomare 
Unterkategorie .iv’& von .iv, definiert ist durch: Ob .Xt = Ob.iF;, . die 
Komponenten von a. e, f sind in Mor .X h, mit g, h E Mor .X ;; ist g . h, g - ‘. 
g o h (wenn definiert), g*, g”(o E G) in Mor .Z&. .iy, ist mit der durch .iu, 
induzierten Struktur ebenfalls eine Kategorie mit einer G-Modulstruktur. Wir 
konnen Ob.yG kanonisch identifizieren mit A, u {s), wobei die Mengen ‘4, 
von W&-tern iiber dem Alphabet (12) rekursiv detiniert ist durch: SC’, 
~“,1,2,3,...EA,.mitu,oEA,istuAu,(u)-’und(u)”inA,. 
Es sei 8 = ZG c Mor .iv, die Menge aller Morphismen 
u. z! E Ob.R,, u E G. mit folgenden Ausnahmen: bei c,.,. ist u. ZJ nur aus N,. 
N; ‘. (N,)” oder ((NJ”)) mit a#1 aus G, und es ist U#LC, ufa-‘. 
1’ # 11 - ’ ; bei k,,,, und t(o),.,. ist u, ZJ # s; bei C,, ist L’ aus N,. 
Definiert man E = E,, E* = Ez wie in (5), so ist jeder yG-Morphismus 
eine Komposition von Elementen aus E, U Ez. Da13 die Einschrlnkungen 
fiir c,.~., k,,. und W,.,. erlaubt sind. sieht man analog wie oben. und dal3 die 
Einschrankung fur & erlaubt ist, folgt aus (D. 15 j, (D. 18) (D. 19) und 
(D.20). Letztere sind kommutativ mit (D.10) und (D.1 1). 
(cm’)’ 
c/\ K bL \ 
I’-l ( 6-1 
(c’)-’ 
(D.19) (D.20) 
Man beachte, da13 bei der Konstruktion von Mor.yG aus FC; nicht die 
Operatoren u E G benutzt werden. Die ist moglich auf Grund von (D. 13) 
und (D.14) und wegen der kommutativen Diagramme (D.4), (D.5) (mit 
TE G), (D.16), (D.18). (D.21) und (D.22). Setzt man I-= UT, /1 = u 0 r und 
((u -‘yy 
fc(O,T - ((L!“)-‘)T 
/lW.T) 
!  
h.(T) 
s 
UT A(m) 
*s (11~ I)= 
((tl”)‘j-l KCLn) , (p-l ( l(o.r)-1 
(D.2 1) (D.22) 
x = <(a, t), so ist (D.21) gleich (D.lO) und (D.22) gleich (D.ll). Hierbei 
beachte man die Gleichungen 
n(u 0 5) = n(u)T 0 A(r), K(U 0 t) = K(U)T 0 K(5). 
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die sich aus den Definitionen von 1 und K ergeben (die zweite Gleichung 
folgt mit Hilfe der ersten). 
Im folgenden sei n(v) und y(u) fur ~1 E Ob.& definiert wie in Abschnitt 1 
(fur v E Ob.2;) bei Nichtbeachtung der Operatoren u E G. Man hat ferner 
eine Abbildung 4: Ob.& + 6d mit: 4(u) = 0 fur u E N, $(u . u) = 4(u) + 4(v), 
g(t)-‘) = #(u) und 
(7quU) = (b(u) + (H(P) + y(u))* 
fur alle U, v E Ob.&, u E G. Jede Expansion von f(u), n(a), K(U), [, ((a, T) 
aus E erniedrigt 4, wahrend $ von den anderen Elementen aus E zumindest 
nicht erhoht wird. Wir verwenden aul3erdem einen Ordnungsrang 6(v), bei 
dem such die Symbole aus G zu beriicksichtigen sind. Sei L’ aus Ob2G und 
p eine natiirliche Zahl, 1 <,u < n(v); L@) bezeichne dasjenige N-Element, 
das in u an p-ter Stelle steht. Es seien u,, Us,..., u, diejenigen Elemente aus 
G, fur die v@) als Bestandteil von o enthalten ist in ( )“I,..., ( )Om, wobei ( )“I 
such in ( )“l,+l enthalten sei, v = I,.... m - 1; wir setzen 
u(u, p) = u, u* . . . urn. 
Falls solche u, nicht existieren, sei u(u,,u) = 1. Wir geben uns nun auf G 
irgendeine lineare Ordnung < vor. Fur natiirliche Zahlen p und r, 1 <p < 
v < n(tl), definieren wir 
s,.(u, F) = 1, 
falls keine der folgenden Aussagen zutrifft: (a) u(L~, ,u) < U(L), v), (b) U(U, ,u) = 
u(L’, v) und U(U) < u(v). Trifft eine der Aussagen zu, so sei S&, r) = 0. Wir 
setzen 
1st h: x + 4’ eine Expansion von p E c!?~, p # c,,,,, k,,, so sieht man ohne 
Schwierigkeit, dal3 6(x) > 6( 4’) gilt. Fur jedes tr E Ob & sei 
rgG(U) = n(u) + y(v) + fiqu) + 6(v). 
Jede Expansion eines Elementes p # id,,, c,,,, aus B erniedrigt diesen Rang; 
fiir k,,,, folgt dies aus 6(u) < f(n(,)* - n(u)), cf. [7, IV]. Eine Expansion von 
c,,, E cY~ erniedrigt 6 und damit rg, genau dann, wenn 6(u) > 6(u) gilt (man 
beachte n(u) = n(u) = 1). Die Behauptung h = id fur die Automorphismen h 
aus TG llrjt sich nun wie zuvor mit Induktion nach rg,(h; A,,..., h,) = 
max, rgG(tTU) beweisen, wobei 
4Rl:Bl’Z 2 
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eine Darstellung von h als Komposition von Elementen aus E, U Ez ist. Es 
geniigt, die MGglichkeiten “hO Expansion von t(u), A(a), K(U), C, <(a, 5)” zu 
untersuchen. Wieder treten hier nur die Situationen (i), (ii), (iii) wie im 
Beweis von Satz 1.1 auf. 
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