The solution accuracy of economic dispatch problems is associated with the accuracy of the fuel cost curve parameters. Therefore, updating of these parameters is a very important issue to further improve the final accuracy of economic dispatch problems. Estimating the parameters of the fuel cost curve may be the best solution for this issue. This paper presents an application of the artificial bee colony (ABC) algorithm to estimate the fuel cost curve parameters of thermal power plants. In the estimation problem, 1st-, 2nd-, and 3rd-order fuel cost functions are used, and the estimation problem is formulated as an optimization one. The ABC algorithm is used to solve this optimization problem by minimizing the total error in the estimated parameters. In this study, in order to evaluate the performance of the ABC algorithm, it is tested on 3 different cases that have 3 different fuel cost types, such as coal, oil, and gas. The results obtained from the proposed method are compared with the genetic algorithm, particle swarm optimization, and least square error methods reported previously in the literature. The results show that the ABC algorithm is stronger than the others at solving such a problem.
Introduction
The cost of electrical energy (MW) production is described with 3 main sources, namely facility construction, ownership cost, and operating costs. The operating cost is the most significant of these 3, and so the focus will be on the economics of the operation. The optimal power flow (OPF) and economic dispatch (ED) or economic/environmental dispatch (EED) have become the most important problems and commonly studied subjects for optimal and economic operation and planning processes of modern power systems [1] [2] [3] [4] . These problems are formulated mathematically and aim to optimize a chosen objective function, such as fuel cost, while satisfying the operational constraints [5] . Hence, solution of these problems helps to save generating costs, especially in fossil fuel plants [6] . In the solving of these problems, the fuel cost curve is commonly represented by a linear, quadratic, or cubic function. Since the parameters of these functions are affected by many factors, such as the ambient operating temperature and aging of the generating units, one of the most important issues is to have an accurate estimate of the thermal unit fuel cost curve parameters. Thus, a realistic approximation of the fuel cost function to the actual cost curve by periodically estimating the cost function parameters is crucial in order to improve the final accuracy of the results in solving OPF or ED problems. Therefore, using a powerful and reliable estimation technique in estimation of the parameters of the fuel cost curve is a very important issue [7] .
In recent decades, some researchers have studied the estimation of fuel cost curve parameters using different techniques, such as conventional models or artificial intelligence (AI) and modern heuristic optimization algorithms. The research on the estimation of fuel cost curve parameters has only currently continued, so there are a limited number of studies in the literature on this subject. In early studies on this subject, researchers used static estimation techniques (least square error (LSE), Gauss-Newton, etc.) to solve estimation problems in power systems. Taylor and Huang [8] presented a study based on a recursive mathematical method in order to estimate the cost curves of the generating units in a thermal power system. El-Hawary and Mansour [9] proposed 4 algorithms, which were the LSE, Gauss-Newton method or Bard algorithm, Marquardt algorithm, and Powell regression algorithm, for the estimation of the parameters of the models used in the optimal economic operation of electric power systems. They compared all of these methods and reported that the methods gave almost the same values, but the Gauss-Newton method took the most computational time. Shoults and Mead [10] used the weighted least squares multiple linear regression method to calculate the coefficients of a cubic fuel cost input/output (I/O) curve. Chen and Postel [11] presented a methodology of online I/O curve identification based on the sequential regression technique implemented at the energy control center of the Southern California Edison Company. El-Shibini and Osman [12] developed a practical method to establish mathematical models for the fuel cost of thermal power stations in electrical power systems. Their new technique depended only on the operating records of the power stations, which are stored on a computer, and they used those records to estimate and continuously modify the fuel cost functions of the power stations. Soliman et al. [13] presented a study based on the least absolute value approximations for estimating the coefficients of a fuel cost I/O curve that exhibits nonmonotonically increasing characteristics. Liang and Glover [14] evaluated 2 polynomial curvefitting methods: Gram-Schmidt orthonormalization and least-squares. They reported that the Gram-Schmidt method, which does require matrix inversion, gave more accurate fuel cost curves. These conventional static estimation models have been studied extensively and their numerical stabilities and computational efficiencies have been greatly improved by various techniques. However, in the presence of gross errors, these classical estimators remain weak in the field of state estimations.
Afterwards, researchers interested in dynamic estimation techniques, such as the Kalman filter and AI, due to these algorithms have some advantages such as being more accurate and more stable in predicting the state of the system. Soliman and Al-Kandari [15] presented the application of the well-known Kalman filtering algorithm for the online identification of the I/O curve of thermal power plants. They reported that the advantage of this approach is the capability of keeping track of the state of the thermal unit by making the coefficients of the I/O curve continuously adaptive to the real characteristic of the unit. Ferreira and Maciel Barbosa [16] proposed a square root filter (SRF) for dynamic state estimation instead of the Kalman filter.
However, in [17] , Shivakumar reported that the Kalman filter method has the disadvantage of not being able to handle large changes in the system, and the SRF technique is algebraically equivalent to the Kalman filter technique but is numerically more stable than the Kalman filter.
In recent years, AI techniques, such as artificial neural networks (ANN), and fuzzy logic (FL) and optimization techniques such as particle swarm optimization (PSO) and the genetic algorithm (GA), have been a great development. Thus, researchers have used these techniques in power system state estimation. Sinha and Mandal [18] modeled the dynamics of the power system more realistically using an ANN technique.
Kumar and Srivastava [19] also used this technique for power system state forecasting. In general, the ANN is the superior method for solving the estimation problem, especially when the process model is not well-defined mathematically. However, the disadvantage of the ANN is the huge amount of data required for network training, which may not be available in some cases. FL [20] is one of the popular algorithms proposed by researchers for power system state estimation to decrease the computation time. However, its main disadvantage is that it is hard to create the fuzzy rules; doing so requires much experience. PSO and the GA are well known and widely used optimization algorithms in the field of power systems. El-Kantari and El-Naggar [21] used the GA and El-Naggar et al. [7] used the PSO method for estimating the parameters of thermal power plants' fuel cost function. Alrashidi et al. [22] proposed the PSO method to estimate the fuel cost function parameters of thermal power plants with valve point effects.
In this paper, a new metaheuristic optimization algorithm called the artificial bee colony (ABC) algorithm is proposed to estimate the fuel cost curve parameters of thermal power plants. The ABC algorithm was introduced by Karaboga in 2005 [23] and was developed by Karaboga and Basturk in 2007 [24] . It finds a possible solution for optimization problems with multivariable functions and is motivated by the foraging behavior of honeybees. There are some studies in the literature related to the ABC algorithm [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] . Karaboga and Akay reported in [36] that the ABC algorithm has a simpler and more flexible structure, has fewer control parameters, and produces better solutions than other optimization algorithms, such as PSO and GA. Because of this superiority of the ABC algorithm when compared to other heuristic techniques and the above disadvantages of the classical estimation methods, the ABC algorithm is used to solve the estimation problem defined in this paper.
In this study, the estimation problem of the fuel cost parameters is described as an optimization problem to minimize the total error in the estimated state parameters based on [7] . Smooth fuel cost functions are studied in 3 different cases. The ABC algorithm is used to find the optimal parameter estimation of the formulated optimization problem. The results obtained from the ABC algorithm are compared to the results reported in [7] and [21] . The comparison shows that the ABC algorithm produces better solutions than GA, PSO, and LSE algorithms in the solution of fuel cost curve parameter estimation in thermal power systems.
The rest of the paper is organized as follows: Section 2 defines the mathematical formulation of the fuel cost curve and in Section 3, the proposed approach of the ABC algorithm and its implementation to the problem under consideration are presented. Section 4 presents the experimental study results of the simulation and compares the results obtained from the ABC algorithm and the techniques reported in [7] and [21] for case studies of the estimation problem. Finally, the conclusion is illustrated in Section 5.
Mathematical model of the fuel cost curve
In OPF or ED problems, the cost function can be described as a smooth function. The smooth fuel cost function is defined by polynomial functions. However, if the generating units of the power plant have multivalve steam turbines, the fuel cost curve of the generators is very different when compared with the smooth functions. In this case, when valve point effects are considered, the fuel cost function is described as a nonsmooth cost function by adding sinusoidal functions. Since the valve point effect is not considered, the smooth fuel cost function is used in this study. The smooth fuel cost function is expressed as follows [7] :
where FC j is the fuel cost function of the j th unit, Pg j is the electrical power output of the j th generator in MW, a ij is the cost coefficient, r j is the error related to the j th equation, N is the equation order (for linear it is 1, second-order it is 2, or cubic it is 3), and M is the total number of thermal generators in power system.
Smooth cost functions can be modeled as linear, quadratic, or cubic forms. In this case, the cost function is a 1st-, 2nd-, or 3rd-order equation. These different cost curves are illustrated in Figure 1 [7] and are formulated as follows:
Type 1: Linear form N will be 1 and Eq. (1) will be in the form of:
Type 2: Quadratic form N will be 2 and Eq. (1) will be in the form of:
Type 3: Cubic form N will be 3 and Eq.
(1) will be in the form of:
where a 0 , a 1 , a 2 , and a 3 are the fuel cost coefficients and Pg j is the generated power of the j th unit. In this paper, the ABC algorithm is proposed to find an estimate of the coefficients of the fuel cost function for thermal generating units. The fuel cost energy function (FC estimated ) is calculated again at each cycle using these estimates. Next, the error for each measurement is minimized. Now the problem formulation is defined in a form so as to find an estimate for the fuel cost function coefficients that minimize the error ε i . The error vector associated with each measurement is calculated by subtracting the actual and estimated values of the fuel function at each cycle, shown as follows [28] :
The ABC algorithm is used to find an estimate for the cost coefficients given in Eq. (5), minimizing ε i , subjected to the equality and inequality constraints [28] . These constraints can be described as follows.
Equality constraint (power balance): According to this constraint, the total power generated must supply the total load demand and the transmission losses. It can be formulated as follows:
where Pg i is the total power generated by the power system, P l is the load demand, and P loss is the transmission loses. In this study, P loss is equal to 0.
Inequality constraint (maximum and minimum limits of the fuel cost coefficients): According to this constraint, fuel cost coefficients are constrained between the minimum and maximum limits. It can be formulated as follows:
where C i corresponds to the fuel cost coefficients and C i min and C i max are their minimum and maximum limits.
ABC algorithm

Overview of the ABC algorithm
The ABC algorithm is explained here based on [23] [24] [25] [26] [27] [29] [30] [31] [32] [33] [34] [35] [36] . The ABC algorithm is a metaheuristic optimization algorithm. It has been introduced by simulating the life processes and attitudes of honeybees in a colony.
In the search process of the ABC algorithm, artificial bees modify their food positions with time in order to find the locations of food sources having a high nectar amount. Hence, they find the food source with the highest nectar amount. There are 3 types of bees in the colony of artificial bees, namely employed, onlooker, and scout bees. Employed bees exploit the food sources and give information about the nectar amount of the food source to the onlookers. The onlookers wait at the dancing area and decide which food source should be selected. The duty of a scout is to discover the new food sources. The number of employed bees is half of the colony and the other half of the colony consists of onlooker bees. Since only one employed bee is assigned for every food source, the number of employed bees corresponds to the number of solutions in the search space. In the ABC algorithm, while the employed and onlooker bees control the exploitation process, the scouts perform the exploration process. Performing both processes together makes the algorithm strong.
Implementation of the ABC algorithm for estimation of the fuel cost curve parameters problem
In the ABC algorithm, a possible solution to the optimization problem is represented by the position of a food source and the fitness of the associated solution is described by the nectar amount of this food source. Here, how the ABC algorithm works and its implementation for estimation of the fuel cost curve parameters problem are explained step by step.
Step 1: Input data.
In this step, the actual values of the fuel cost function, generation limits for each unit, and coefficient limits are read.
Step 2: Initialization of the ABC algorithm parameters.
In this step, the parameters of the ABC algorithm, such as the colony dimension, maximum cycle number (MCN), number of variables, and limit parameter, are initialized.
Step 3: Initialization of the population with a random solution.
In this step, a set of food sources (initial population of S solutions x i (i = 1, 2, . . . S) ) is generated randomly by the bees and their nectar amounts are determined, where S corresponds to size of the employed bees. Each solution x i is represented by a D-dimensional vector, where D corresponds to the number of parameters to be optimized.
Step 4: Evaluation of the fitness.
In this step, evaluation of the fitness function of each food source position corresponding to the employed bee in the colony is done using the error given in Eq. (5).
Step 5: Modification of the food source position and local selection by the employed bee.
In this step, an employed bee modifies the food source position, finds a new position (solution) using her visual information belonging to that source in her memory, and tests the nectar amount of the new source. In the ABC algorithm, the new food source found by the employed bee is described as follows:
where k and j are randomly chosen indices and δ is a random number in the interval of [-1,1]. In fact, δ ij gives a comparison between 2 sources found, the new and the old. After v ij is produced and its fitness is evaluated, the comparison is done by the employed bees. According to the comparison, if the fitness value of the new food source is better than that of the old one, the new food source is kept in the memory and the old one is discarded; otherwise, the new one is discarded from the memory and the old one is kept. This selection is called local searching or greedy selection process in the ABC algorithm. In this process, if the new food source is selected instead of the old one, a limit count is set.
Step 6: Employ the onlookers for the selected sources and evaluate the fitness.
After completion of the local search process in Step 5 by the employed bees, they come back into the hive and share the nectar amount information of the sources with the onlooker bees waiting at the dancing area. In fact, these onlooker bees were called employed bees before going to the food source that they visited. In this step, onlooker bees make a new food source choice according to the information they took from the employed bees and the nectar amount is calculated. This process of choosing a food source depends on the probability value P i associated with the fitness of that food source and is formulated as follows:
where fit i is the fitness value of the i th solution and S is the total number of food sources.
Step 7: Modification of the food source position by the onlookers.
In this step, the onlookers modify the food source position to find a new position (solution) using the visual information belonging to that source in their memory and check the nectar amount of the new source, just as in the case of the employed bee in Step 5. The greedy selection process is done again for the onlookers in this step. That is, if the fitness value of the new food source is better than that of the old one, the new food source is kept in the memory and old one is discarded; otherwise, the new one is discarded from the memory and the old one is kept.
Step 8: Abandon the exploited food sources.
This step is done according to the 'limit' parameter, which is a predetermined number of cycles for releasing the food source. In the ABC algorithm, a solution is abandoned when that solution can not improve further for the determined limit value. In this step, when the nectar amount is abandoned in this way, one of the employer bees is determined randomly as a scout bee to find a new food source. This process is described as follows:
where β is a random value in the interval of [0,1], and x j min and x j max are the minimum and maximum limits of the parameter to be optimized.
Step 9: Keep the position achieved so far and increase the counter of the cycle.
Step 10: Stopping of the global searching process.
In the ABC algorithm, steps 5 through 10 are repeated until the criterion is met. Next, this global searching process stops. The criterion is a predetermined cycle number called the MCN. The flow chart of the ABC algorithm is shown in Figure 2 [25] . 
Experimental study and results
In this study, the steps of the algorithm explained above are implemented according to the flowchart given in Figure 2 . The implementation of the algorithm and problem formulation is done using MATLAB. The algorithm is simulated on an Intel Core2 Duo processor with 2.2 GHz frequency and 2046 MB RAM. The parameters of the ABC algorithm for estimating the fuel cost parameter problem in this paper are described as shown in Table 1 . In the experimental study, the ABC algorithm is applied to 5 test cases, which are described in Eqs. (2)- (4), to estimate the fuel cost parameters. The test cases and data were obtained from [7] and [21] in order to compare the results between those obtained from the ABC algorithm and those reported in [7] and [21] . The results obtained from the ABC algorithm are illustrated for each test case in Tables 2-11 , comparing the results obtained from the GA reported in [21] and the PSO and LSE reported in [7] .
Test case 1:
In this case, the linear fuel cost function described in Eq. (2) is used to estimate the parameters for 3 different thermal power plants with fuels such as coal, oil, and gas. Each power plant consists of 5 generating units with 10, 20, 30, 40, and 50 MW. In this test case, the results obtained from the proposed algorithm are compared to the PSO and LSE algorithms given in [7] . The estimated coefficients of the cost function (a 0 and a 1 ) with the ABC algorithm, PSO, and LSE are shown in Table 2 , and the simulation results are shown in Table 3 . In Table 3 , the actual fuel cost data [7] for each unit; estimated fuel cost data obtained from the ABC algorithm, PSO [7] , and LSE [7] ; error values calculated from the difference between actual and estimated values; and total absolute error values for each algorithm are presented. As seen in Table 3 , the ABC algorithm can reduce the total error by about 3.69 when compared with PSO and 6.32 when compared with the LSE for coal, by 4.52 when compared with PSO and 6.5 when compared with the LSE for oil, and by 4.37 when compared with PSO and 6.57 when compared with the LSE for gas, respectively. It is clearly seen according to these results that, for all of the fuel types, the estimated fuel cost values with the coefficients produced by the ABC algorithm are closer to the actual values. In this test case, the power plant consists of 1 unit with 8 generators and the linear fuel cost function described in Eq. (2) is used to estimate the parameters for this power plant. In order to estimate the a 0 and a 1 parameters, the test data given in [21] were used. The estimated parameters produced by the ABC algorithm and GA [21] are given in Table 4 . In Table 5 , the actual fuel cost data [21] for each unit, estimated fuel cost data obtained from the ABC algorithm and GA [21] , and percentage error values in the estimation process are presented. As seen in Table 5 , the percentage errors produced by both algorithms for all of the generating units except for the unit with 165 MW are under 1%. However, the error values produced by the ABC algorithm are less than those of the GA for all generating units, except for the units with 150 and 165 MW. In addition, the percentage error values produced by the ABC algorithm reach 0 for 2 units, those with 75 MW and 120 MW. It is clearly seen according to these results that the resultant error is more acceptable than that of the GA. Thus, the linear fuel cost function approximates closer to the actual curve using the parameters produced by the ABC algorithm. The quadratic fuel cost function described in Eq. (3) is used to estimate its parameters in this case for the same thermal power plants in test case 1. In this test case, the results obtained from the proposed algorithm are compared to those of the GA given in [21] and the PSO and LSE algorithms given in [7] . The estimated coefficients of the cost function (a 0 , a 1 , and a 2 ) with the ABC algorithm, GA, PSO, and LSE are shown in Table 6 and the simulation results are shown in Table 7 . In Table 6 , the actual fuel cost data [7, 21] for each unit; estimated fuel cost data obtained from the ABC algorithm, GA [21] , PSO [7] , and LSE [7] ; error values calculated from the difference between the actual and estimated values; and total absolute error values for each algorithm are presented. As seen in Table 7 , the total error produced by the ABC algorithm is less than that of GA by about 5.84, PSO by about 0.3, and LSE by about 4.4 for coal; GA by about 6.62, PSO by about 1.71, and LSE by about 4.33 for oil; and GA by about 9.96, PSO by about 2.97, and LSE by about 4.45 for gas, respectively. It is clearly seen according to these results that the ABC algorithm produces a better solution for reducing the total error values than the others for all fuel types for this case. Therefore, the quadratic fuel cost function approximates closer to the actual curve using the parameters produced by the ABC algorithm. In this test case, the cubic fuel cost function described in Eq. (4) is used to estimate its parameters for the same thermal power plants in test cases 1 and 3. In this test case, the results obtained from the proposed algorithm are compared to the PSO and LSE algorithms given in [7] . The estimated coefficients of the cost function (a 0 , a 1 , a 2 , and a 3 ) with the ABC algorithm are shown in Table 8 and the simulation results are shown in Table 9 . In Table 9 , the actual fuel cost data [7] for each unit; estimated fuel cost data obtained from the ABC algorithm, PSO [7] , and LSE [7] ; error values calculated from the difference between the actual and estimated values; and total absolute error values for each algorithm are presented. As seen in Table 9 , the total error produced by the ABC algorithm is less than that of PSO by about 3.21 and the LSE by about 4.9 for coal, PSO by about 0.3 and the LSE by about 5.81 for oil, and PSO by about 0.02 and the LSE by about 4.37 for gas, respectively. It is clearly seen according to these results that the ABC algorithm can reduce the total absolute error values more than the others for all fuel types for this test case. In this case, the cubic fuel cost function with the parameter values produced by the ABC algorithm can be computed as closer to the actual cost curve. In Figure 3 , a variation of the total error according to the cycle number for this case is illustrated in order to show a sample of the convergence characteristic of the proposed algorithm. This graphic shows a good convergence; the proposed method arrives at the desired solution within the first 250 iterations. In this test case, the cubic fuel cost function described in Eq. (4) is used to estimate its parameters for the same thermal power plants in test case 2 and the same data are used for the estimation of its a 0 , a 1 , a 2 , and a 3 parameters. The estimated parameters produced by the ABC algorithm and GA [21] are given in Table 10 . In Table 11 , the actual fuel cost data [21] for each unit, estimated fuel cost data obtained from the ABC algorithm and GA [21] , and percentage error values in the estimation process are presented. As seen in Table 11 , for each unit, the maximum percentage error values produced by the ABC algorithm are less than those of the GA. The percentage errors produced by the ABC algorithm for the generating units with 75, 90, 105, 120, 150, and 165 MW are under 1%. Against this, the errors produced by the GA for the generating units with 105, 120, 150, and 165 MW are under the same error level. Moreover, while the error values produced by the ABC algorithm for 90, 105, and 120 MW are very close to 0, there is no error value close to 0 for the GA. These results demonstrate that the error values in the estimation of the cubic fuel cost function using the ABC algorithm are at more acceptable levels when compared with those of the GA. Therefore, the cubic fuel cost function approximates closer to the actual curve using the parameters produced by the ABC algorithm. 
Conclusion
In this paper, the ABC algorithm was applied to search for the optimal I/O curve parameters of thermal power plants. The behavior of the proposed algorithm under 3 different test cases for 3 different power plants with fuels such as coal, oil, and gas was also evaluated. The performance of the ABC algorithm was compared with the GA, PSO, and LSE methods. The results showed that the ABC algorithm is more robust and produces a lower error between the actual end estimated parameters compared to the others for all test cases. It is obvious that the ABC algorithm is a useful and powerful algorithm for solving such a problem.
