This paper investigates original local update schemes for Cellular Automata (CA) in structural design. Local problems based on mathematical programming and optimality criteria are tested, allowing the isolation of an original local update scheme. The scheme consists of repeating analysis and optimality-based design rules locally. Several systematic experiments on various problem sizes are performed to show the efficiency and robustness of the approach. For comparison, the experiments are also run using a more traditional CA implementation.
Introduction
Recently, there has been an increased interest in massively parallel computing and its potential use for solving complex structural analysis and design problems.
For example, integration of computationally expensive analysis program such as nonlinear crash simulations into design optimization environment is an area of application in which parallel computing techniques may provide the only cost effective solution to the problem. However, most solution schemes used are inherently serial and the data flow is typically not suited for parallel computing, hence making the task of parallelization a substantial additional effort.
There are only a few computational processes that are parallel by construction and they are usually based on the imitation of the natural evolution of organic and physical systems. The most widely used algorithms of this kind are Genetic Algorithms because of the ease in distributing the analysis of the individuals in a population over several processors. Another parallel process is Cellular Automata (CA), which is the main topic of this article.
The Cellular Automata paradigm stems from an attempt to model seemingly complex processes observed through a succession of simple local and deterministic rules. It is based on the decomposition of a domain governed by physical laws into a set of cells that form a uniform lattice. Each cell is governed by rules that are functions of the neighboring cells, and the cell itself. That is, the information is local by nature and each cell acts like a single processor, receiving information from its neighborhood only. By applying the rules repetitively to locally updated physical quantities, the CA process converges to a description of the global behavior of the system. Ideas similar to the CA implementation may have appeared first in 1946 [1] , but the introduction of the CA is generally attributed to the works of Von Neuman in early 50's. More recently the idea is revisited in 1991 and 1994 [2, 3] Cellular Automata has been used frequently by physicists to describe systems of particles and has also triggered a strong interest in the mathematical community. The application to engineering problems and mechanics is, however, rare. In the particular case of the application of CA to structural design, two main variations can be found. The first one is based on the definition of optimality criteria for an exact displacement field obtained by a finite element analysis or by the cellular automata process itself [4] [5] [6] [7] . These approaches, which were almost exclusively used for topology problems, are inspired by methods such as ESO (Evolutionary Structural Optimization [8] ) and SIMP [9] . The second type of CA design optimization is generally done by repeating a twostage process [4, 5] . The first step is the update of local state variables (such as displacements) in order to enforce local equilibrium. The second step is to apply a local design rule, usually derived from classical optimality criteria such as a fully stressed design condition. Each of the two stages is applied sequentially to the whole lattice. In this paper, the American Institute of Aeronautics and Astronautics In the present paper, we investigate a local update that would involve both the design and the state variables. This work focuses on the possible use of a local Simultaneous Analysis and Design (SAND) [10] problem as well as optimality criterion based problems.
In the following, a general description of cellular automata for structural design will be given including a review of the analysis and design schemes used in the CA literature. Then, the validity of a local SAND and optimality criterion based problem will be tested. This will allow isolating a local update scheme that will be tested on several truss structures and compared to the sequential CA approach. All the experiments will be performed in a Gauss-Seidel and a Jacobi environment [11] . Despite the known inefficiency of the Jacobi updates compared to Gauss-Seidel, their use will demonstrate the validity of one possible parallel implementation of Cellular Automata where a cell is associated to a processor.
Cellular Automata for Structural Design

General Features
As mentioned in the introduction, Cellular Automata is based on the decomposition of a physical domain into cells forming a lattice. In structural mechanics, the domain can be a ground truss or a continuum domain with essential and natural boundaries. As a basic requirement for the CA paradigm, the cells must receive information from the neighboring cells only. This leads to the definition of several possible neighborhoods characterized by the number and the location of the surrounding cells. The position of the neighboring cells is typically described by the eight cardinal coordinates (N, S, E, W, NE, NW, SE, and SW). The most widely used neighborhoods are the Moore and the von Neuman neighborhoods. A depiction of a lattice and a cell with the Moore and the von Newman neighborhood is given on figure 1.
A cell is defined by its state (displacements, stresses etc ….) and its properties (cross sectional areas, thicknesses, etc …). In the general case, the state of a cell C, noted Φ, is a function of the cell properties, noted P, the properties and states of the neighboring cells, and the forces applied to the cell (f C ). That is: 
Update rules
To model accurately a physical phenomenon, the CA implementation must be consistent with the governing equations of the system. In structural mechanics, the governing differential equations are typically reduced down to the classical equilibrium equations, static problems are considered. Since equilibrium has to hold for the global structure as well as for the cell level, it is a straightforward update rule for Cellular Automata. This type of update, consistent with the governing equations, is referred to as analysis or displacement update rule.
When optimal design is concerned, the cell properties have to be modified in order to meet a design criterion and structural constraints. In the CA literature, several design update rules have been used depending on the type of structure and the problem treated.
Analysis update rule
In order to impose equilibrium at the cell level, the cell displacement vector (u C ) is modified with respect to the displacements of the neighboring cells (u N ) and the external forces applied to the cell (f C ). Based on a Cell American Institute of Aeronautics and Astronautics finite element formulation, the equilibrium equations are derived from the following: 
Design update rule
As an example of a design rule that has been used extensively, the fully stressed design approach applied to trusses is presented. The fully stressed design criterion is typically implemented with a stress ratio approach. In this case, the cross sectional area (A k ) of the k th member is updated such that:
Where t, σ all and σ k are respectively the iteration number, the allowable stress and the actual member stress.
In the cases treated with this approach (truss design with one load condition and similar stress limits in tension and compression) [4] , the stress ratio approach can be shown to be rigorous. Several cases where this optimality criterion fails to find the optimal design can be found in [12, 13] in particular for several load conditions and different limits in tension and compression.
For other types of problems such as plate problems, various other design updates can be found. In particular, Kita and Toyoda [7] define an update rule for plate thicknesses based on a local problem minimizing the weight as well as the deviation between the equivalent stress and the allowable stress. Also, Abdalla and Gürdal [6] , derive an update rule for the cell density based on an optimality criterion specialized to the Simple Isotropic Microstructure with Penalization (SIMP) approach.
Iteration schemes
In order to update the cell state with respect to the neighboring cells, two main schemes, referred to as Gauss-Seidel and Jacobi can be used. These two iteration modes, described below, can be utilized for the analysis and / or the design updates.
Also, the way the sequence analysis / design update is performed is another essential feature of the CA process. Here, we described an approach used in the literature where both the analysis and design are performed with cellular automata. Note that in [6] and [7] , only a CA design update is used over a displacement field obtained by a finite element analysis.
Gauss-Seidel vs. Jacobi
In the CA process, two schemes can be used to pass the information from cell to cell. The first one is referred to as Gauss Seidel (GS), where a cell uses the latest information from the neighboring cells during the same lattice update. If t represents the number of lattice updates, the GS update type can be represented by:
Where I is the set of neighboring cells that have already been modified in the current iteration and J is the set of cells that have not been modified yet.
The second type of update is referred to as the Jacobi update where a cell updates its state based on the states of the surrounding cells obtained in the previous lattice update. This type of iteration mode is represented by:
In the literature, the efficiency of the GS iterations compared to Jacobi has been demonstrated on several test examples [11] . However, the advantage of the Jacobi updates becomes obvious when considering parallelization since no information is passed from one cell to another within the same iteration (i.e., the same lattice update). This way, all the cells can evolve strictly in parallel.
Sequential approach
One of the earliest applications of CA to structural design can be found in [4] . The authors were investigating the minimum weight design of trusses under static loads based on a fully stressed design criterion.
Starting from a structure with zero displacements, N iterations of displacement updates are applied to the whole lattice. Then a design update, based on the stress ratio approach, is applied for a American Institute of Aeronautics and Astronautics fixed displacement field (i.e., a fixed stress field). The N value was used to ensure the convergence of the process. Generally, N increases with the numbers of cells. This procedure, referred to as the sequential approach, is summarized in figure 2.
Figure. 2. Sequential CA approach
In addition, move limits were imposed to the changes of the cross sectional areas. It was observed that, without imposing these limits, the CA process could possibly not converge or diverge.
Local cell optimization
All the methodologies described above apply the design update, while keeping the displacement fields fixed. In this paper, we investigate an alternative implementation of the CA paradigm for structural design. Instead of separating "design" variables X (e.g., cross sectional areas) and "state" variables u (e.g., displacements) and modifying them independently to each other at various CA iterations, a local optimization problem that would modify the design variables as well as the displacements locally is investigated.
In this paper, two categories of problem are investigated. The first is solved using mathematical programming techniques. The second type is based on the optimality criterion resulting from necessary conditions of optimality.
The linear structural optimization problem treated is a minimization of weight with stress and equilibrium constraints. Considering X and u as optimization variables, the problem is:
where K is the global stiffness matrix and g are stress constraints.
Use of mathematical programming
In order to solve problem (P), which is typically solved using gradient-based optimization methods and finite element analysis, cellular automata is used. Here we consider the solution to a "local" version of (P) as a possible candidate for a local update rule. 
Where the subscript c indicates the cell level. The displacements u c includes the cell displacements as well as the boundary displacements from the neighboring cells.
Use of optimality criteria. Repeats scheme
In order to derive a local rule consistent with the global problem, the Lagrangian of the problem is formulated. For instance, if a minimization of weight is considered with stress limits identical in tension and compression, it is equivalent to a minimum compliance problem. In the (X, u) space, this problem is:
And the Lagrangian is:
Where γ, λ, µ 1 and µ 2 are the Lagrange multipliers associated with the volume constraints, the equilibrium equations and the bounds on the design variables respectively. Assuming that the optimization is performed in the (X, u) space and that the bound constraints are not active (i.e., µ 1 = µ 2 = 0), the necessary optimality conditions are:
The solution of this system gives the following optimality condition:
The numerator is the strain energy of the ith element with a property equal to 1 (cross sectional area or thickness). The term i x V ∂ ∂ is the length or the area of a truss or a plate element respectively. That is, inspection of equation (9) shows that γ has the same dimension as a strain energy density.
In the case of a minimum compliance problem with volume constraint, γ needs to be calculated and updated. For a weight minimization problem, γ is a given quantity representing the maximum allowable strain energy density. For trusses, the element strain energy density is , and equation (9) is the stress ratio approach:
In order to use the previously derived optimality criterion and to satisfy the equilibrium equations, an update scheme where the displacement and design updates are repeated consecutively at the local level is investigated. The proposed approach is summarized in the flow chart given in figure 5.
In the following, the sequence displacement / design updates will be referred to as a repeat. The consequences of the number of local repeats N on the CA process will be studied in this paper. 
Solution using problem (PC)
The local problem (PC) was solved for each of the six cells using a Sequential quadratic algorithm.
Despite the convergence of the CA process by solving (PC) locally, it was noticed that the use of (PC) at the cell level did not provide the optimal design expected. The following will provide elements to understand the origins of the difficulties encountered.
Since the solution to the ten-bar truss problem is known, a way of validating the choice of a local optimization problem in a CA context can be made by choosing a cell and imposing the optimal boundary displacements. If the local problem is valid, the known optimal cell design should be obtained. This test was made with problem (PC) which was solved for cell 3 surrounded by the known optimal displacements. In figure 4 , the cell 3 layout is compared to the layout of the cell in the optimal tenbar truss. Although the design of cell 3 is optimal at the local level (that is, it is the lightest possible design of the cell), it is not similar to the design expected for the global optimization problem. Clearly, solving (P) by solving (PC) locally did not lead to the expected solution.
Solution based on the optimality criterion The validity of the repeats was checked on cell 3 with optimal boundary displacements. The repeats were performed until convergence of the cell displacements and hence convergence of the areas. The design is identical to the design obtained when a global optimization is performed.
If the whole ten bar truss is considered, the use of repeats also provides the optimum. However, there is a dependency between the number of iterations required for convergence and the number of repeats.
Conclusion
From the experiments on the ten bar-truss problems, it appears that the mathematical programming approach did not reach the optimum whereas the use of repeats did.
The failure of the local mathematical programming problem has two origins. First, as will be observed in several experiments, the local optimization problem should not be solved until convergence. Second, the local optimization problem has to be consistent with the global problem. That is, the local problem should be derived through necessary optimality conditions of the global problem. This is not the case of the relation between (P) and (PC) that have exactly the same formulation.
In order to validate further the efficiency local repeats, they will now be tested on several test examples.
Results
Test examples
Several truss test examples are used to validate the use of iterative displacement and design updates at the cell level. Models of increasing complexity are used: a 17 x 9, a 31 x 17 and a 65 x 33 cell lattices. For the experiments, the same lattice dimensions are used with a length of 50 m and a height of 25 m. The Young's modulus is 200e3 MPa and the allowable stress in tension and compression is 250 MPa. The two left side corners of the lattice are fixed and a force of 10 5 N is applied to the bottom right corner. An example of lattice is depicted on figure 8.
Figure. 8. Example of rectangular lattice
For the 17 x 9 model, a systematic study will be carried out based on two sets of parameters. The first influence parameter is the number of repeats and the second parameter is the move limit interval of the cross sectional areas. Those two parameters have been shown to dictate the behavior of the cellular automata process.
The move limit intervals are based on an expansion (EC) and contraction (CC) coefficients that form the lower and upper limits of the cross sectional areas when a design update is performed. If A is the current value of an area, the lower and upper move limits are EC × A and CC × A respectively. Also, the sequential CA approach has been used on the same test examples for comparison. Here, the influence parameters are the move limit intervals of the cross sectional areas as well as the number of lattice displacement updates performed before a design update. This number is referred to as frequency.
In order to facilitate the interpretation of the results, they are gathered in graphs representing the number of iterations (lattice updates) to reach the optimum with respect to the move limits and to the frequencies American Institute of Aeronautics and Astronautics or repeats. For the sake of simplicity, the various move limit intervals are represented by a number from one to sixteen (cf. table 1).
Table. 1. Expansion and contraction coefficients used for the experiments
To complete the comparison between the approaches, the experiments also compare the Gauss-Seidel and Jacobi iterations. The Jacobi iterations are not only used here for comparison but to prove the possibility of a certain type of parallel implementation of Cellular Automata. In the experiments, each cell state is modified based on a Jacobi update so that the implementation is actually the limit case where one single processor is assigned to a cell.
For the problems treated in this paper, the GaussSeidel and Jacobi iterations do not use the same cell definition. In the Gauss-Seidel case, one unique member is shared by two adjacent cells, whereas in the Jacobi case, each cell has its own set of areas. The two types of cells are depicted in figure 9 . a) b) Figure. 9. Cells used for the Gauss-Seidel (a) and the Jacobi iterations (b)
For the Gauss-Seidel iterations, the use of repeats can lead to inconsistencies between the members (e.g., a cell west member area being different than the west cell's east member area). This is solved by enforcing equal areas between the cells.
Note also that experiments based on the sequential approach with Jacobi iterations are not reported in this paper. Indeed, the experiments showed, as it was expected, that the sequential approach performs extremely poorly in a Jacobi context. In the general case, it is not convergent although very seldom optimal results can be obtained for very specific values of move limits and frequencies.
The convergence criterion used in all the experiments is based on the variation of displacements of a cell from one lattice iteration to the next. The convergence of the CA process is reached if and only if the local convergence criterion is satisfied for all the cells. The criterion is:
Where u c and u old are the current and previous cell displacement vectors respectively. ε is the userdefined convergence criterion. In the experiments, ε is equal to 1e-12.
The expected optimal topology of this problem is the statically determinate, fully stressed truss depicted on figure 10 with an optimal volume of 8e-2 m 3 . This result should be obtained for any cell density used. 
Comparison of iteration schemes on a 17 x 9 lattice
Use of repeats Based on Gauss-Seidel iterations, figure 11 depicts the number of CA iterations required for a number of repeats which ranges from 2 to 15. The case where the number of repeats is equal to one is not In the Jacobi approach, a maximum number of iterations of 30000 was used. Figure 12 represents the number of iterations required for 1, 2 and 3 repeats. Beyond two repeats, the number of iterations always reached its maximum value. Figures 13 represents the number of iterations required for the sequential approach based on GaussSeidel iterations. The results are function of the move limits and of the frequency of design updates. The numbers of iterations required for convergence increases with the frequency but convergence to the optimal solution is always obtained. Figure. 13 . 17 x 9 Lattice. Sequential approach. Gauss-Seidel.
Use of the sequential approach
Discussion on the 17 x 9 lattice results
The experiments in a Gauss-Seidel context show that the use of repeats provides a robust convergence for all the move limit sets up to 15 repeats. From that point on, the dependency on the move limits is strong. The fastest convergence was obtained for a contraction coefficient of 0.8 and an expansion coefficient of 1.1. The number of lattice iteration is 1443.
The convergence of the CA process based on Jacobi iterations with local repeats appears to be also very robust, with almost no influence of the move limit sets chosen. The fastest convergence is obtained for one repeat, which does not converge in the GaussSeidel context. In this case, the lowest number of iterations found was 11600 with the [0.1, 5] move limit set.
When based on Gauss-Seidel iterations, the sequential approach appears to converge for all problem configurations studied. However, there are cases where the number of iterations required for convergence suddenly increases depending on the frequency and the move limits used. These peaks can be identified for frequency values such as 10, 15 and move limits sets 3 and 14. As mentioned earlier, the sequential approach with Jacobi iterations was shown not to converge in the general case.
The comparison between the repeat and the sequential approach in a Gauss-Seidel environment shows the following points:
-For a small number of local repeats, the number of lattice iterations is less than in the American Institute of Aeronautics and Astronautics sequential approach (with a factor 2 to 3 for the lowest number of iterations).
-The repeat approach is less dependent on the move limits for small number of repeats.
Tests of the repeat approach on larger scale problems: 33 x 17 and 65 x 33 lattices In order to check the dependency of the properties of the repeat approach on the cell density, its use has been tested on larger scale problems.
x 17 lattice
Similar experiments were performed on the larger 33 x 17 cell model. In this case, the trends observed for the 17 x 9 cases are still valid. That is, the robustness of 2 or 3 repeats is still observed in the Gauss-Seidel case. In a Jacobi context, the use of repeats leads to the same behavior as for the 17 x 9 case and one repeat gives again the fastest convergence. A maximum number of 100000 iterations was used for the Jacobi iterations. Results are depicted on figure 14 and 15. Figure. 15 . 33 x 17 Lattice. Jacobi. Use of repeats.
x 33 lattice
To check the validity of the approach on a very large problem, a 65 x 33 cell problem was used.
In a Gauss-Seidel context, the problem was solved using the first set of move limits (0.91, 1.08) and two repeats. The algorithm converged to a volume of 0.0801 m 3 in 26858 iterations.
Based on Jacobi iterations, the first set of move limits was used with one repeat. The final volume is 0.0798 m 3 obtained in 139750 iterations.
These results on a 65 x 33 lattice show that the repeat approach is effective even on large problems.
Discussion
Comments on the Gauss-Seidel iterations
The use of repeats in a Gauss-Seidel context appears to be efficient when their number is small (2 or 3). However, for larger numbers of repeats (e.g., 6 repeats for the 33 x 17 case), the number of CA iterations becomes more dependent on the move limits used. The number of CA iterations generally increases with the number of repeats. Also, in each case, two repeats provide the fastest convergence. This phenomenon is more pronounced for larger problems. This can be shown by comparing the six repeat curves for the 17 x 3 and the 33 x 17 lattices.
In conclusion, in a Gauss-Seidel environment, it appears that for medium or large problems, a small number of repeats (2 or 3) performs well. This has also been proved on a larger 65 x 33 problem.
The results obtained on the 17 x 9 problem show that the repeat approach allows a substantial reduction in the number of lattice iteration compared to the sequential approach. Also, there is less dependency on the move limit set chosen.
Comments on the Jacobi iterations
If Jacobi iterations are used, the convergence of the CA process requires more iterations than with GaussSeidel iterations. However, for the experiments performed, the convergence is robust (nearly independent of the move limits) and the number of iterations required increases substantially with the number of repeats. Note than in this case, a single repeat (displacement-design update) provides the best convergence, which is not the case in a Gauss-Seidel context where no convergence is observed.
Although the Jacobi iterations appear (and are known) to be less efficient than the Gauss-Seidel iterations, they do demonstrate the possibility of parallelizing the CA process. Here, the implementation of the Jacobi iterations is such that it demonstrates the use of one "processor" for each cell. This kind of parallel implementation has the advantage to be straightforward.
As mentioned previously, the use of Jacobi iterations in the sequential approach is inefficient and the corresponding experiments were not of interest in this study.
Reversing the sequence Displacement / Design updates
The sequence chosen in this paper is such that the local updates always starts with a displacement update. However, reversing the sequence can have some consequences on the CA convergence.
In a Gauss-Seidel context, the convergence of two or three update is still robust if the design is performed first. However, the number of iterations required for convergence might be slightly different. The difference between the two schemes vanishes as the number of repeats increases.
The most noticeable difference is observed with the Jacobi iterations, where the robustness observed for one repeat with the displacement update first is weakened if the design is performed first. That is, there might be cases where the CA process does not converge.
Computational efficiencies
After inspection of the graphs, a comparison of the results in terms of the number of CA iterations (i.e., lattice iterations) shows that the use of repeats can greatly improve the convergence rate of the method. However, the definition of a lattice iteration is dependent on the type of approach used and a fair estimate of the computational cost must be based on the number of cell updates performed. For that purpose, the lowest number of cell analysis and designs obtained for each experiment is inspected. A simple calculation, based on the total number of lattice iterations, the number of cells and the number of repeats allows obtaining these numbers. Tables 2-and 3 provide the results for the Gauss-Seidel and the Jacobi cases respectively.
A comparison of the computational efficiencies between the "repeat" and the sequential approaches is not the goal of this article. Indeed, for a given structural problem, they are cases where the sequential approach can be more computationally efficient than the method based on local repeats and vice versa. However, it is more important, as is done in this paper, to compare the robustness of the approaches with respect to some parameters. Such a study is to be prioritized for a novel algorithm such as CA. Table. 3. Lowest numbers of analysis and designs. Repeats. Jacobi iterations.
Extension to plate problems
As an example of extension to other types of structures, the local repeats have been applied to the design of isotropic plates.
A Moore's neighborhood is used, based on four elements surrounding a cell (figure 16). The displacement update is done based on the sixteen boundary displacements and the thicknesses of the four elements. For a minimum compliance problem, the design update used is a straightforward Von Mises stress ratio approach.
Here, a simple application example based on Gauss Seidel iterations is considered. As for trusses, the local repeats can lead to inconsistencies between cells sharing the same elements. In the case of trusses, due to the distribution of the elements within a cell, enforcing consistency was straightforward. If Jacobi iterations are used, each cell must possess its own set of thicknesses and the neighborhood should be modified to the following: Figure. 20. Neighborhood used in Jacobi iterations.
Concluding remarks
An update scheme for Cellular Automata applied to structural design has been proposed. It consists of modifying locally displacements and properties sequentially a given number of times. This update has been introduced after reviewing and testing other possible update schemes. In particular, the use of a local mathematical programming problem including the design variables and the displacements has been tested.
The experiments based on local repeats have been performed in a Gauss-Seidel and Jacobi environment and compared to the sequential CA approach where a certain number of displacement updates of the whole lattice are performed before the lattice design is updated.
The results can be summarized as follows:
• Using Gauss-Seidel iterations, a low number of repeats (e.g., 2 or 3) provide a robust convergence. A larger number of repeats leads to a higher dependence on the move limits. The number of lattice iterations required for convergence is substantially lower than in the sequential approach.
• The use of repeats in a Jacobi context is efficient. The fastest convergences are obtained for one repeat in which case the process is not very sensitive to the move limits used.
• The results have shown the robustness of the local repeats in comparison to the sequential approach, which appears to be dependent on parameters such as the sizing frequency and move limits. This characteristic is even more noticeable for Jacobi iterations which are generally non-convergent with the sequential approach.
Despite the know inefficiency of the Jacobi iterations compared to the Gauss-Seidel ones, the successful use of local repeats in a Jacobi context demonstrates the possibility of at least one efficient parallelization scheme of the CA process.
Although most of the experiments have been carried out on truss structures, an example of application of the approach to plate problems has been presented. Also, the properties of the algorithm for a problem decomposed into parts solved based on Gauss-Seidel iterations and coordinated with a Jacobi scheme for parallelization need to be investigated.
