ABSTRACT Nowadays, the consecutive increase of the volume of text corpora datasets and the countless research directions in general classification have created a great opportunity and an unprecedented demand for a comprehensive evaluation of the current achievement in the research of natural language processing. There are unfortunately few studies that have applied the combination of convolutional neural networks (CNN) and Apache Spark to the task of automating opinion discretization. In this paper, the authors propose a new distributed structure for solving an opinion classification problem in text mining by utilizing CNN models and big data technologies on Vietnamese text sources. The proposed framework consists of implementation concepts that are needed by a researcher to perform experiments on text discretization problems. It covers all the steps and components that are usually part of a completely practical text mining pipeline: acquiring input data, processing, tokenizing it into a vectorial representation, applying machine learning algorithms, performing the trained models to unseen data, and evaluating their accuracy. The development of the framework started with a specific focus on binary text discretization, but soon expanded toward many other text-categorization-based problems, distributed language modeling and quantification. Several intensive assessments have been investigated to prove the robustness and efficiency of the proposed framework. Resulting in high accuracy (72.99% ± 3.64) from the experiments, one can conclude that it is feasible to perform our proposed distributed framework to the task of opinion discretization on Facebook.
I. INTRODUCTION
Nowadays, social networks have undoubtedly become an active and vibrant ecosystem in which billions of individuals post and conduct numerous daily activities and interact with many others around the world. A social network is an Internet-based platform supporting by concept and technology of Web 2.0 that inspires individuals to create profiles, connect with other individual and publicly spread messages across different domains. Social network causes the generation and exchange of individual information. It is undoubted that social networks are an important foundation for subjectivity, opinions, online interactions, contents sharing, human behavior, sentiments expressions and many others.
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The prospect of cheap access and availability to a massive amount of information has encouraged great opportunities in a diverse spectrum of analytical business, academics and contexts exploitation [30] . From the research perspective, it is an interaction that embraces technologies from a wide variety of different disciplines such as data science, artificial intelligence, machine learning, optimization, mathematics, big data analytics, text mining, and the processing of natural language [47] , [55] - [57] .
In our research, we focus on social networks due to the exponential growth of interaction among individuals through social networks. From many existing networks, Facebook has been considered the most well-known around the globe and in Vietnam as well. Information shared on Facebook is varied from person to organizations mentioning issues such as food safety, environmental pollution, traffic accidents, and many others. The communication power of social networks, followed by telephone and word of mouth, has long challenged all control intentions. Social networking's information is spread through the connection between objects participating in these networks. For example on Facebook, a person can receive articles from another person if he or she is a friend or follows that person. This information continues to be shared when a user likes, shares, or tagged in the article. For each article, users can comment to express their views that are sympathetic or disagree, e.g. exposing a negative or positive opinion. The Facebook users might enunciate themselves regarding any subjects they want as the domain of Facebook posts is unlimited. Users might reveal their emotions more naturally throughout spontaneous messages. Hence, we have chosen Facebook as the subject of dataset collection because of all these reasons. The problem is how do we know the comment that the user presents is positive or negative. Therefore, building a model of explaining opinions is extremely useful for research in sentiment analysis and the process of natural language.
In the context of product reviews or opinions of different users, a considerable amount of text data has been generated on social networks. Mining such opinionated text source to reveal opinions about a subject has pervasive applications such as the recommendation of decisions and business intelligence [57] . Opinion mining is a term to describe the analysis of people's attitudes, opinion on topics, appraisals of issues, events and other individuals. The task is practically useful and technically challenging. For instance, businesses want to comprehend consumer appraisals about their services and products, e.g. whether users have a negative and/or a positive point of views. Much previous research on opinion mining has been conducted in the literature [16] , [29] , [33] , [40] ; however, these works margin their experiments on small datasets and limitation of a single computer's memory. To the best of our research, another crucial contribution of our proposed distributed framework is to conduct a discretization task in automating opinion mining over Vietnamese text sources which have not been exploited in the literature.
The organization of the remaining paper as follows. First of all, Section (II) summarizes several key research on the task of opinion mining. In Section (III), we briefly discuss the overview of technical background including big data technologies and machine learning models that summarizes a critical state-of-the-art review existing in the literature that is essential to solving the problems. Then, in Section (IV), we formalize the design concepts and introduced our proposed distributed framework to address and solve the problem in this research. In Section (V), we evaluate and perform the approach to our obtained dataset. Finally, Section (VI) recapitulates the approaches and discuss achievements done in this research.
II. STATE-OF-THE-ART RESEARCH
Supported by a sizable research community during the previous years, automatic opinion discretization has witnessed accelerate and profound improvements. Needless to say, strong industrial requirements such as rapid processing despite the exponential increment of data have guided the research in this domain. Opinion mining techniques, in general, [6] , [12] have gained great attention of researchers in the field of natural language processing (or NLP in short). In a work done by [4] , the authors proposed text summarization from documents by using support vector machines (SVM). Sentences from the collection of texts were labeled by the sentiment detected in the originated blog post. Then, they applied SVM classifier as their training models to classify whether a post is negative or positive. Another research direction on identifying the opinion of users toward products by exploiting positive and negative attitudes on products' characteristics has been proposed in [25] . These sentences must consist of several opinions on product attributes. Hence, this data collection obviously restricts the model's generalization. In order to classify each sentence's opinion orientation, the authors divide their proposed model into three sub-tasks. Firstly, a set of adjective words, called opinion words, is identified using an NLP method. Secondly, they determine its semantic orientation for each opinion word. Then, the WordNet [61] hierarchy is applied as a bootstrapping method. Finally, each sentence is decided its orientation of opinion. However, the use of WordNet has one crucial downside such that the words must be defined in the WordNet hierarchy. If not, these words would be ignored which leads to loss of useful information. For example, the word 'ha ha' is not determined in the WordNet but it is definitely a positive orientation. Bengali SentiWordNet dictionary is proposed to replace the original WordNet has been discussed in [2] that also supports a similar investigation. Unfortunately, in relation to language analysis, there are a few research dealing with non-English textual data. The authors in [32] have proposed a hybrid classification model which is the combination of a lexicon sentiment classifier and a machine learning algorithm. The proposed method works as follows. At the first stage, a lexicon sentiment classifier was constructed. Then, the authors used a sizable collection of labeled messages as the training set for machine learning techniques. The authors applied Naïve Bayes, SVM, and C4.5 decision trees as their investigated machine learning techniques. The approach has been developed to extract sentiment from texts written in Spanish. In a noticeable work done in [28] , the authors deploy models for opinion mining that extract opinions from Twitter by turning to account big data processing technology Apache Spark and machine learning technique k-nearest neighbor. Similar to that approach, the authors in [34] have introduced recursive neural tensor network models together with semantic Treebank dictionary and their experimental results are noteworthy.
From the perspective of machine learning, a vast diversity of NLP models has been applied such as SVM, maximum entropy, and Naïve Bayes. Nevertheless, these NLP techniques do not work well in the sentiment analysis and opinion mining tasks [31] . Similar investigation done by [39] and [13] have come up with alike conclusion. These results strongly encourage us to analyze the problem from the ground up and undertake an effective solution.
III. TECHNICAL BACKGROUND
In this Section, we introduce fundamental knowledge on several big data technologies such as TensorFlow and Apache Spark. Furthermore, the authors present the concept of deep learning and convolutional neural networks that serve as the crucial machine learning techniques applied in their work.
A. APACHE SPARK TECHNOLOGY
Apache Spark is designed as a cluster computing platform. The computation would be fast and can be generally applied in many domains [15] , [38] , [54] . Spark is designed to efficiently support most of the computations' types, including stream processing and queries by the extension of the popular MapReduce model [9] . Batch and streaming data can be effectively run by Apache Spark with high performance because it uses a DAG scheduler a physical execution engine. In Spark, computation is executed directly in memory which significantly increases computing speed. Consequently, batch applications, query interaction, and data streaming that required separate distributed systems [35] can be highly covered in native Spark designation. Spark also offers simple APIs, e.g. in Python, Scala, and Java, integration of other big data tools, and rich built-in libraries. Built upon the philosophy of tight integration, Spark offers the ability to seamlessly deploy applications combining different processing models. Spark is structured around Spark Core which includes components for fault recovery, memory management, optimization, task scheduling, and interacting with storage systems. Its main programming abstraction is resilient distributed datasets or called RDDs in short. Basically, an RDD is a distributed collection of elements defined by Spark Core. Spark automatically distributes the data contained in RDDs across a computing machine or a cluster of machines and parallelizes the operations performing on them. Common machine learning functionalities are defined in Spark's MLlib. Working with structured data is manipulated by using Spark SQL. Spark streaming is a Spark component that enables the processing of live streams of data. Graphs manipulation and graph-parallel computations are performed by Spark's GraphX library. Developers can deploy Spark in a stand-alone system with a Hadoop cluster supporting as the data center, or it can be deployed in association with Mesos [58] . The biggest difference between Spark and Hadoop is that Spark processes data in memory instead of a hard disk as that of Hadoop.
B. TENSORFLOW
DistBelief network project was stated in 2011 at Google as an attempt to create a general system for implementing deep neural networks. TensorFlow was released to the public in November 2015 as the second generation of DistBelief under an Apache 2.0 license. Eventually, it has been taken by the industry as a standard open source framework for deep learning [1] , [45] . Going far beyond an internal Google project with its scalability and flexibility, and combining with continuous dedication and formidable commitment of Google engineers who actively dedicate their efforts to maintain and strengthen it, have made TensorFlow the leading system for developing cutting-edge real-world applications.
Tensors, basically multidimensional arrays, are the standard way of representing data in deep learning. TensorFlow refers to the flow of data and its computation along a dataflow graph. A graph refers to a set of interconnected entities, called nodes, and a set of connections called edges. An operation is done at each node, typically applies to some input, and generates an output that is passed on to other nodes via edges. Data is allowed to flow from one node to another node(s) via edge(s) in a directed manner in a dataflow graph. Nodes are dependencies in the graph. It is one of the fundamental characteristics of the graph-based computation format where developers can always identify dependencies for each node in the graph to fit their problems. Operations in a graph can include all kinds of functions, from simple addition and multiplication to more complex ones. The computations are optimized based on the graph's connectivity. In this graph, nodes represent operations, e.g. multiplication or addition, and edges indicate data, e.g. in tensor format, flowing around the system. TensorFlow has been designed with flexibility and portability, enabling these computation graphs to be executed across a wide range of operating systems and hardware architectures from a single laptop to a cluster of many highend machines.
TensorFlow allows us to implement machine learning algorithms in a Lego-like fashion by creating and executing operations that interact with one another. These interactions assemble a computation graph which we can intuitively represent complicated functional architectures. Graph computation has featured prominently in recent research and represents one of the simplest classes of data-parallel computation that is not trivially parallelized [23] . Roughly speaking, developing TensorFlow-based models and applications involves two principal stages: (1) constructing a computation graph and (2) executing it.
C. DEEP LEARNING
From startups to large enterprises, engineers and developers are collecting huge amounts of data and apply many machine learning algorithms to address complex problems and deploy intelligent systems [3] , [43] . Looking in this landscape, one can observe the category of machine learning algorithms associated with deep learning has recently gained great success across multiple disciplines. By a storm of adoption in industry and academics, deep learning is used to understand the content of images [19] , [53] , speech recognition [11] , and many others in systems ranging from pure research [21] to real-world applications [59] . The deep architecture is inspired by the human brain's extensive network of neurons [27] . Within this architecture, we feed millions of data observations VOLUME 7, 2019 into a network of interconnected neurons, training them to recognize patterns from these data observations. Deep neural networks are all about layers, neurons and their connections which learning a neuron is its own operation. Data enters as input and flows through the connections as it updates itself at training time or predicts outputs in a developed system. The networks take raw inputs and transform them into useful representations by adapting and correcting themselves. One of the notable advantages of deep neural networks over conventional machine learning approaches is its ability to automatically construct data representations.
One exciting research of deep learning is to build artificial intelligence systems focused on NLP and applications [5] , [24] , [41] , [42] . Web content, social media, news, posts, and corporate correspondences have tremendously generated a huge amount of text data every day. One of the most sought-after abilities is to classify opinions into categorical classes [7] , [17] . The problem of data sparsity, especially in text data, can be addressed by the idea of deep representation, and many neural networks models have been proposed for word representation. The word's neural characterization is called word embedding which we describe in more details in next sub-sections. The word embedding is a term to describe a similar measurement between words by calculating the distance of their embedding vectors.
D. CONVOLUTIONAL NEURAL NETWORKS
Convolutional neural networks, called CNNs in short, have gained extraordinary attention for a decade as an effectively promising form of deep learning [14] , [36] , [51] , [52] . The fundamental difference between convolutional and fully connected neural networks is the pattern of connections between sequential layers. In a convolutional layer of a neural network, each node in a current layer connects to a number of nearby nodes in the previous layer. This leads to an operation known as convolution [60] which makes the name of the architecture network. Although CNNs root for classification tasks, they have found their implementation into many sub-domains of machine learning, and have been very successful for the most part. Many remarkable achievements in NLP have been conducted via utilizing convolutional neural networks models [7] , [13] , [20] , [37] . A simple architecture of CNN for opinion discretization is presented in Figure (1 ).
E. BACKPROPAGATION ALGORITHM
We consider a straightforward neural network with Q layers, q = {1, 2, . . . , Q}. While net i is denoted as the input signal of the i th neuron in q, y i is the output signal. The neural network contains m input and n output. Furthermore, we also denote q w ij as the parameter weight of the connection between the i neuron in q layer and the j neuron in q − 1 layer.
In terms of artificial neural networks, an epoch refers to one cycle, both forward and backwards, through the full training dataset. An epoch is a hyperparameter which is defined before training a model. Practically, training a neural network takes a few to thousand epochs. If we feed a neural network the training data for more than one epoch in different patterns, we hope for a better generalization when given a new ''unseen'' data. Given the dimensionality of data in realworld problems, it takes hundreds to thousands of epochs to get some sensible accuracy on test data. An epoch is often mixed up with an iteration. Iterations are the number of batches needed to complete one epoch. However, there is no guarantee a neural network will converge by letting it learn the data for several epochs. The convergence of the network greatly depends on the training dataset and models used. At one epoch, the calculation of the objective function is done by the following equation:
where n and t are the numbers of parameters of the input vector and the training instances respectively. The backpropagation algorithm of our adapted interpretation is summarized in the Algorithm (1).
F. WORD EMBEDDING
With an undeniable improvement of deep learning models and techniques, it has witnessed increasing attention to training complex machine learning approaches on a massive dataset in order to solve a wide range of text mining problems.
Computing distributed word representations in the form of continuous vectors [48] is a fundamental concept of such deep learning techniques. Word embedding, e.g. distributed word representations, has been widely used in various NLP problems. Word embedding seeks for representations that every token is set to a low dimensional continuous representation. Such space is assumed to convey syntactic and semantic words' information [22] . One discipline of learning word embedding representations is to discover the maximization of corpus likelihood by training neural networks. Words are transformed into real-valued feature representations in the first layer of the network. This representation captures those words' syntactic, semantic, and morphological information. We denote an immutable-sized word
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IV. OUR PROPOSED DISTRIBUTED FRAMEWORK FOR AUTOMATING OPINION DISCRETIZATION
Within this Section, the authors eventually introduce the design concepts that drive the development of the proposed framework, the core components and how they combine to solve text discretization task. The key components and implementation of our proposed big data processing system are the core of our contribution. Then, we describe the four-step procedure of constructing a word embedding matrix. We characterize our implementation of TensorFlow-based CNN. Finally, we present the data analysis and the model's training via Apache Spark.
A. DESIGN CONCEPTS
Deep learning has become one of the main research directions of artificial intelligence and machine learning. Specifically, deep learning (i) achieves high result accuracy in most of the very challenging domains, (ii) utilizes a huge velocity of information for supervised feature extraction, and (iii) avoids the expensive design of handcrafted features. Because of the dimensionality curse, training deep models on conventional computing systems, specifically in the context of text mining, is rather slow and needs anywhere from a couple of hours to some weeks to complete. As distributed programming becomes common, the composability of powerful deep learning models and the idea of distributed computing will be one of the most critical concerns for both performance and usability in the age of big data. Much of automating application is exploratory, with users willing to integrate quickly into a working pipeline. In this paper, the authors would like to discuss a scalable distributed framework over Apache Spark. This enables learning distribution using many computing nodes on a cluster where the continuously accessed data is cached to running memory, consequently accelerating up the updating of models' parameters by multiple folds. Time-effectiveness of opinion discretization is enabled by deploying multi-millions-parameters deep learning models to cope with the increased demand for adaptive opinion discretization systems. In another word, we introduce a Spark-based distributed framework and leverage it to build other machine learning tasks over it. The overview of our proposed distributed framework for automating opinion discretization from text corpora is presented in Figure ( 2). 
B. WORD EMBEDDING MATRIX
There are several methods to establish a word embedding matrix [49] , [50] . However, in our work, we establish a word embedding matrix without concerning about sentence syntax and semantics. Figure ( 3) visualizes the formation of such word embedding matrix. The process of building the matrix is described as a four-step approach: (i) Building a set of vocabularies V from sentences, (ii) Replacing words in sentences by their indexes in V , (iii) Embedding words from sentences in step i, and (iv) Establishing a word embedding matrix.
C. TENSORFLOW-BASED CNN IMPLEMENTATION
The architecture can be broken down into several components for more details. The input data input_x is the first part. Embedding layer is the first layer of the architecture which is the projection of input_x into a set of vocabularies V . Regarding the convolution layer and max-pooling layer, the input data is the word embedding matrix. Activation function ReLU [26] is applied by default. This is done to help over-fitting by providing an abstracted form of the representation. Dropout layer is a regularization trick used to guide the network to distribute the learned representation across all the neurons. Basically, dropout randomly turns off a fraction of the nodes in the layer by setting their values to zero during training. The output layer is fully connected containing the number of prediction labels. Softmax is applied to predict the label with the highest probability. The cross-entropy is used for categorical data which is given by
For the training optimization, we use the adaptive learning rate Adam algorithm [18] as the optimization procedure. An example TensorFlow-based CNN implementation of a sentence ''I love this phone!'' is illustrated in Figure (4) .
D. MODEL'S TRAINING VIA APACHE SPARK
The authors present the training procedure via Apache Spark in Figure (5) . From the executive order, the authors systematically characterize that the training procedure contains two phases. Data analysis is the first phase and the second phase is model training. 
1) DATA ANALYSIS PHASE
As already mentioned in the previous Sections, Apache Spark's main programming abstraction is RDDs, which are the collections of data distributed across a computing platform that could be executed in a distributed or parallel fashion. At first, data from Hadoop distributed file system (HDFS) is transferred into resilient distributed datasets (RDD) by the function sc.textFile() and RDD.map(). Then, the returning data contains X:text, e.g. sentences, and Y:label, e.g. the corresponding label of X:text, by applying the function RDD.collect().
2) MODEL TRAINING PHASE
The model training phase consists of several sub-phases. In the first sub-phase, e.g. Map-1, the output of data analysis from the previous data analysis phase is converted into RDD by the function sc.parallelize(X,Y) . Then the function RDD_train.map(batchs) randomly splits data into training, validation test batches. In the second subphase, e.g. Reduce-1, data returned from Map-1 containing batchs, validation set and test set by utilizing the function RDD_train.collect(). Mapa-2 is the third sub-phase where data returned from Map-1 is continuously trained by the function RDD_train.map(train). The return of the function is a trained model and an equivalent test set. Then in Reduce-2 sub-phase, data returned from Map-2 containing the trained model and the equivalent test set. Next, in Map-3 sub-phase, data returned from Map-2 is continuously trained by the function RDD_train.map(test). The return of the function is the model's classification accuracy. Finally, in Reduce-3 subphase, data returning from Map-3 is the model's classification accuracy.
V. EXPERIMENT
In this Section, the authors present the dataset collection and labeling for a supervised machine learning task. Next, several dataset splitting schemes are considered. Finally, the authors present the experimental results and discussion.
A. DATASET
Experiment dataset is scrawled from Facebook comprising 4259 comments mentioning about opinions and thoughts on education subject. In an input dataset suitable for supervised learning tasks, a text corpus can have attached to it a set of labels which best describe the content of that corpus in a custom taxonomy used in that specific problem. The labels are manually assigned by five NLP experts and the majority vote is applied to decide 2192 negative and 2067 positive labels. Readers might find similar data collection and labeling procedure from the work done by [46] .
Machine learning models have the fundamental goal of making accurate predictions on unseen instances beyond those appeared in the training set. To estimate the quality of models' predictions with data it has not seen, we can split a portion of the data for which we already know the answer as a proxy for the unseen data. Then we evaluate how well the model predicts for that data. Typically, training dataset contains observations used to fit a learning model. Validation dataset comprises instances used to provide an unprejudiced evaluation of the learning model by tuning hyperparameters. Test dataset includes samples of data used to provide an unbiased evaluation of the final learning model fit on the training dataset. The authors randomly shuffle the data into training, test, and validation sets without replacement in every experiment. In our experiment, we set up two different dataset splitting schemes by tuning various split ratios.
1) DATASET SPLITTING SCHEME 1
The proportion of pre-training and test portions is 90% and 10% respectively. Within 90% of the pre-training portion, we then split it into training and validation portions 90% and 10% respectively. The dataset splitting scheme 1 is presented in Table (1). 2) DATASET SPLITTING SCHEME 2 the proportion of pre-training and test portions is 70% and 30% respectively. Within 70% of the pre-training portion, we then split it into training and validation portions 70% and 30% respectively. The dataset splitting scheme 2 is presented in Table ( 2).
B. EXPERIMENT RESULTS
We describe the experimental results in the following two scenarios. While scenario 1 presents experimental results on dataset splitting scheme 1, scenario 2 shows experimental results on dataset splitting scheme 2. The computing infrastructure and virtual machines are set up on a normal desktop.
1) SCENARIO 1: EXPERIMENTAL RESULTS ON DATASET SPLITTING SCHEME 1
In this scenario, we evaluate our proposed distributed framework on dataset splitting scheme 1. The results are shown in Table ( 3). We randomly shuffle dataset without replacement 5 times and execute our model. Then we take an average in the end. The percentage of accuracy score is 72.85 ± 2.28 within the running time of 2836.7 ± 7.5 seconds or approximately 47.2 minutes including obtaining data, training model, distributing workload and reporting the result.
One considerable characteristic of Vietnamese is the signs of words, e.g. á à a ã a . â ă. Therefore, we also investigate how our distributed framework handles this characteristic. 2) SCENARIO 2: EXPERIMENTAL RESULTS ON DATASET SPLITTING SCHEME 2 Similar to scenario 1 mentioned above, we also evaluate our proposed distributed framework on dataset splitting scheme 2. The results are shown in Table (5) . We randomly shuffle dataset without replacement 5 times and execute our model. Then we take an average in the end. The percentage of accuracy score is 70.54 ± 1.09 within the running time of 1719.3 ± 10.2 seconds or approximately 28.6 minutes. We also investigate how our distributed framework handles Vietnamese signs on dataset splitting scheme 2. Table (6) presents its experimental results. The percentage of accuracy is 69.52 ± 1.14 within the running time of 1687.0 ± 72.1 seconds or approximately 28.1 minutes.
3) REMARKS
Overall, the experimental results reflect the difference between the two dataset splitting schemes. The prediction accuracy of scheme 2 is lower than that of scheme 1 as well as the running time of scheme 2 is higher than that of scheme 1. The reason is that the training and validation portions are 90% in scheme 1 comparing with only 70% in scheme 2. There is almost no significant difference in term of prediction accuracy and running time of the framework's performance in case of Vietnamese signs and sign-elimination. Another important thing to note is that the standard deviation in the case of Vietnamese sentences with signs is about 7 times lower than that of Vietnamese sentences without signs. This phenomenon exists in two dataset splitting schemes.
VI. CONCLUSION
By conducting this research paper, the authors have investigated a Spark-based distributed convolutional neural networks and applied it on a critical task of natural language processing. We aim our research at proposing analytics for opinion discretization on Facebook that has not been studied in the literature, especially Vietnamese text sources. The potential generalization of deep learning and distributed computing in the context of text mining has been highlighted. An application in Vietnamese natural language processing has been deployed by utilizing cutting-edge machine learning frameworks and big-data technologies that would indicate blossom research in this direction. The development of the framework started with a specific focus on binary text discretization, but soon expanded toward many other textcategorization-based problems, distributed language modeling and quantification. We achieve several vital results on both theory and practice such as design concepts, framework components, convolution, neural network architecture, a configuration of CNN, implementation of CNN on open source software, investigation of an un-studied discretization task. We envision that the proposed distributed framework will become increasingly effective as more data have been generated on the Web.
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