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Abstract
Some mixed-type reverse-order laws of (AB)† have been proposed and studied by Tian. In this paper,
by applying the extremal rank relations of generalized Schur complements and the P-SVD of two matrices
A and B, we study two kind of mixed-type reverse-order laws for (AB)(13), obtain necessary and sufﬁcient
conditions for these reverse-order laws.
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1. Introduction
Throughout, Cm×n is the set of m × n matrices with complex entries, AH , r(A),A(13) and
R(A) stand for the conjugate transpose, the rank, an {1,3}-inverse and the range (column space)
of a complex matrix A, respectively.
For a matrix A ∈ Cm×n, the Moor–Penrose inverse A† of A is the unique n × m matrix X that
satisﬁes the following four Penrose equations:
AXA = A, XAX = X, (AX)H = AX, (XA)H = XA.
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Let A ∈ Cm×n and B ∈ Cn×p. Greville [1] showed that (AB)† = B†A† if and only if
R(AHAB) ⊆ R(B) and R(BBHAH) ⊆ R(AH ). Other well-known mixed-type reverse-order
laws for the product AB like
(AB)† = (A†AB)†A†, (AB)† = B†(ABB†)†, (AB)† = B†(A†ABB†)†A†
have also been studied, see [2,4,7,8].
For the above reverse-order laws, a natural consideration is to see what will be obtained if
we replace the Moor–Penrose inverse by other type generalized inverses. Shinozaki and Sibuya
[9,10] studied reverse-order laws for (AB){1, 2}. Werner [11] gave identifying conditions for
B{1}A{1} ⊆ (AB){1} to hold. Wei [12,13], Wei and Guo [14] studied mono-type reverse-order
laws for {1}-inverse, {1,3}-inverse and {1,4}-inverse of matrix product to hold.
In this paper, by applying the extremal rank relations of generalized Schur complements [5,6]
and the P-SVD of the two matrices [4], we will study some mixed-type reverse-order laws for
{1,3}-inverse, namely
{(AB)(13)} = {(A(13)AB)(13)A(13)},
{(AB)(13)} = {B(13)(ABB(13))(13)}. (1)
We ﬁrst mention the following results, which will be used in this paper.
Lemma 1.1 (P-SVD) [3]. Let A ∈ Cm×n and B ∈ Cn×p. Then there exist unitary matrix U and
nonsingular matrices X,W, such that
A = UDAX−1, B = XDBW, (2)
where
DA =
⎛
⎝
r12 r1 − r12 r22 n − r1 − r22
I 0 0 0
0 I 0 0
0 0 0 0
⎞
⎠ r
1
2
r1 − r12
m − r1
,
DB =
⎛
⎜⎜⎝
r12 r
2
2 p − r2
I 0 0
0 0 0
0 I 0
0 0 0
⎞
⎟⎟⎠
r12
r1 − r12
r22
n − r1 − r22
(3)
r1 = r(A), r12 + r22 = r(B) = r2.
Lemma 1.2 [14]. Suppose A ∈ Cm×n, B ∈ Cn×p and their P-SVD be given in (2) and (3).
Partition X as
X =
( r12 r1 − r12 r22 n − r1 − r22
X1 X2 X3 X4
)
n . (4)
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Then
Z = XHX =
⎛
⎜⎜⎝
r12 r1 − r12 r22 n − r1 − r22
Z11 Z12 Z13 Z14
Z21 Z22 0 0
Z31 0 I 0
Z41 0 0 I
⎞
⎟⎟⎠
r12
r1 − r12
r22
n − r1 − r22
(5)
where Zij = XHi Xj and Z is a positive definite Hermitian matrix.
Lemma 1.3 [14]. Under the notation of Lemma 1.1 and Lemma 1.2, any {1, 3}-inverses of A,B
and AB have the following forms:
A(13) = XD(13)A UH , (AB)(13) = W−1D(13)AB UH , B(13) = W−1D(13)B X−1, (6)
where
D
(13)
A =
⎛
⎜⎜⎝
r12 r1 − r12 m − r1
I 0 0
0 I 0
A31 A32 A33
A41 A42 A43
⎞
⎟⎟⎠
r12
r1 − r12
r22
n − r1 − r22
D
(13)
B =
⎛
⎝
r12 r1 − r12 m − r1
I 0 0
Y21 Y22 Y23
Y31 Y32 Y33
⎞
⎠ r
1
2
r22
p − r2
D
(13)
B =
⎛
⎝
r12 r1 − r12 r22 n − r1 − r22
I B12 0 B14
0 B22 I B24
B31 B32 B33 B34
⎞
⎠ r
1
2
r22
p − r2
in which
B12 = (Z11 − Z13Z31)−1Z12, B22 = −Z31(Z11 − Z13Z31)−1Z12,
B14 = (Z11 − Z13Z31)−1Z14, B24 = −Z31(Z11 − Z13Z31)−1Z14,
other Bij and Aij , Yij are arbitrary.
The following Lemma 1.4 can be easily derived.
Lemma 1.4. Under the notation of Lemmas 1.1–1.3
A(13)AB = X
⎛
⎜⎜⎝
Ir12
0 0
0 0 0
A31 0 0
A41 0 0
⎞
⎟⎟⎠W,
G = (A(13)AB)(13) = W−1
⎛
⎝G11 G12 G13 G14G21 G22 G23 G24
G31 G32 G33 G34
⎞
⎠X−1 (7)
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with the conditions
G11 + G13A31 + G14A41 = Ir12 ,
XHX
⎛
⎜⎜⎝
Ir12
0
A31
A41
⎞
⎟⎟⎠ (G11,G12,G13,G14) =
⎛
⎜⎜⎜⎜⎝
GH11
GH12
GH13
GH14
⎞
⎟⎟⎟⎟⎠
(
Ir12
, 0, AH31, A
H
41
)
XHX. (8)
Lemma 1.5 [5,6]. Suppose that A ∈ Cm1×n1 , B ∈ Cm1×n2 , C ∈ Cm2×n1 and D ∈ Cm2×n2 . Then
min
A(1,3)
r(D − CA(1,3)B) = r
[
AHA AHB
C D
]
+ r
[
B
D
]
− r
⎡
⎣A 00 B
C D
⎤
⎦ , (9)
max
A(1,3)
r(D − CA(1,3)B) = min
{
r
[
AHA AHB
C D
]
− r(A), r
[
B
D
]}
, (10)
r(D − CA†B) = r
[
AHAAH AHB
CAH D
]
− r(A). (11)
2. On {(AB)(13)} = {(A(13)AB)(13)A(13)}
In this section, we will give sufﬁcient and necessary conditions for the reverse-order law
{(A(13)AB)(13)A(13)} = {(AB)(13)}. We ﬁrst discuss the conditions for {(A(13)AB)(13)A(13)} ⊆
{(AB)(13)} by applying the extremal rank relations of generalized Schur complements.
Denote EA = I − AA† and FA = I − A†A. Notice that any A(1,3) can be written as A(1,3) =
A† + FAV , where V is arbitrary.
Theorem 2.1. Let A ∈ Cm×n, B ∈ Cn×p. Then the following statements are equivalent:
(1) {(A(13)AB)(13)A(13)} ⊆ {(AB)(13)};
(2) (a) AB = 0; or
(b) r(AB) = m  n; or
(c) r(A) = n < m and R(AHAB) = R(B).
Proof. Notice that
{(A(1,3)AB)(1,3)A(1,3)} ⊆ {(AB)(1,3)}
⇔ max
(A(1,3)AB)(1,3)A(1,3)
min
(AB)(1,3)
r[(A(1,3)AB)(1,3)A(1,3) − (AB)(1,3)] = 0. (12)
By applying (9) and block Gaussian elimination with substitutions
A :=AB, B :=Im, C :=Ip, D := (A(1,3)AB)(1,3)A(1,3),
min
(AB)(1,3)
r[(A(1,3)AB)(1,3)A(1,3) − (AB)(1,3)]
= r[(AB)H (AB)(A(1,3)AB)(1,3)A(1,3) − (AB)H ]
= r[(AB)H (AB)(A(1,3)AB)†A(1,3) − (AB)H ].
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Further by applying (11) and block Gaussian elimination with substitutions
A :=A(1,3)AB, B := (AB)H (AB), C :=A(1,3), D := (AB)H ,
r[(AB)H (AB)(A(1,3)AB)†A(1,3) − (AB)H ]
= r
[
(A(1,3)AB)H (A(1,3)AB)(A(1,3)AB)H (A(1,3)AB)HA(1,3)
(AB)H (AB)(A(1,3)AB)H (AB)H
]
− r(AB)
= r
[
0 (A(1,3)AB)HA(1,3)
0 (AB)H
]
− r(AB) = r
[
BH(A(1,3)A)HA(1,3)
(AB)H
]
− r(AB)
= r[BH(A(1,3)A)HA(1,3)EAB ].
Because
(A(1,3)A)HA(1,3) = (A†A + FAVA)H (A† + FAV ) = A† + AHVHFAV,
so that
r[BH(A(1,3)A)HA(1,3)EAB ] = r[BHA†EAB + (AB)HV HFAVEAB].
Hence (12) is equivalent to
max
V
r[BHA†EAB + (AB)HV HFAVEAB ] = 0.
By taking V = 0, we have BHA†EAB = 0. Therefore, the above condition is equivalent to
BHA†EAB = 0 and max
V
r[(AB)HV HFAVEAB ] = 0. (13)
The second condition in (13) is equivalent to one of the following three conditions:
(a) AB = 0, (b) EAB = 0, (c) FA = 0. (14)
The ﬁrst condition in (13) is equivalent to
R(AAHAB) = R(AB) (15)
and each of the conditions in (14) is respectively equivalent to
(a) AB = 0, (b) r(AB) = m, (c) r(A) = n. (16)
Notice that the combined conditions in (15) and (16) are equivalent to those of part (2) of the
theorem. 
We now derive the equivalent conditions for {(A(13)AB)(13)A(13)} = {(AB)(13)}.
Theorem 2.2. Let A ∈ Cm×n, B ∈ Cn×p. Then the following statements are equivalent:
(1) {(A(13)AB)(13)A(13)} = {(AB)(13)};
(2) (a) AB = 0 and n  min{m,p}; or
(b) r(AB) = m  n; or
(c) r(A) = n < m, r(B) = p, and R(AHAB) = R(B).
Proof. Because the condition {(A(13)AB)(13)A(13)} = {(AB)(13)} is equivalent to
{(A(13)AB)(13)A(13)} ⊆ {(AB)(13)} and {(AB)(13)} ⊆ {(A(13)AB)(13)A(13)},
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we only need to derive the conditions for {(AB)(13)} ⊆ {(A(13)AB)(13)A(13)} in each case of part
(2) in Theorem 2.1.
(a) When AB = 0, then {(AB)(13)} = Cp×m, {((A(13)AB)(13)} = Cp×n and
max
(AB)(13)
r((AB)(13)) = min{p,m}, max
(A(13)AB)(13),A(13)
r((A(13)AB)(13)A(13))  n.
Obviously, if n < min{m,p}, then {(AB)(13)}  {(A(13)AB)(13)A(13)}.
If n  min{m,p}, then for any choice of (AB)(1,3), it is easy to determine two matrices
(A(13)AB)(13) and A(13), such that (AB)(1,3) = (A(13)AB)(13)A(13). Therefore, in this case
{(AB)(13)} ⊆ {(A(13)AB)(13)A(13)}.
(b) When r(AB) = m, then m = r(A) = r(AB) and so m = r1 = r12 . In this case, from Lem-
mas 1.3 and 1.4, for any choice of (AB)(13) in the form (AB)(13) = W−1(Ir12 , Y
H
21 , Y
H
31 )
HUH ,
we can choose
D
(13)
A =
⎛
⎝Ir120
0
⎞
⎠ , A(13)AB = X
⎛
⎝Ir12 0 00 0 0
0 0 0
⎞
⎠W,
G = (A(13)AB)(13) = W−1
⎛
⎝Ir12 G13 G14Y21 0 0
Y31 0 0
⎞
⎠X−1,
whereG13 andG14 are determinedby the conditions in (8). Then (AB)(1,3) = (A(13)AB)(13)A(13),
and therefore, {(AB)(13)} ⊆ {(A(13)AB)(13)A(13)}.
(c) When r(A) = n < m and R(AHAB) = R(B), then r(A) = n = r1, r22 = 0, r(B) =
r(AB) = r2 = r12 , and the matrices in Lemmas 1.3 and 1.4 have the forms
D
(13)
A =
(
I 0 0
0 I 0
)
, A(13)AB = X
(
I 0
0 0
)
W,
D
(13)
AB =
(
I 0 0
Y31 Y32 Y33
)
, (A(13)AB)(13) = W−1
(
I G12
G31 G32
)
X−1.
(i)When r(B) = r2 < p, becauseY33 is a (p − r2) × (m − r1)matrix, we can chooseY33 /= 0,
then for any choices of A(13) and (A(13)AB)(13)
(A(13)AB)(13)A(13) = W−1
(
I G12 0
G31 G32 0
)
W /= (AB)(13),
therefore, {(AB)(13)}  {(A(13)AB)(13)A(13)}.
(ii) When r(B) = r2 = p, the matrices in Lemmas 1.3 and 1.4 have the forms
D
(13)
A =
(
Ir2 0 0
0 Ir1−r2 0
)
, A(13)AB = X
(
Ir2
0
)
W, Z =
(
Z11 Z12
ZH12 Z22
)
,
D
(13)
AB =
(
Ir2 0 0
)
, (A(13)AB)(13) = W−1 (Ir2 G12)X−1.
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In this case
R(AHAB) = R(B) ⇔ R
(
X−H
(
Ir2
0
))
= R
(
X
(
Ir2
0
))
⇔ R
((
Ir2
0
))
= R
(
Z
(
Ir2
0
))
and so Z12 = 0. According to (8), G12 should satisfy
Z
(
I
0
)
(I,G12) =
(
I
GH12
)
(I, 0)Z, that is,
(
Z11
0
)
(I,G12) =
(
I
GH12
)
(Z11, 0)
with Z11 Hermitian and positive definite. So G12 = 0 and {(AB)(13)} ⊆ {(A(13)AB)(13)A(13)}.
We then complete the proof of the theorem. 
3. On {(AB)(13)} = {B(13)(ABB(13))(13)}
In this section, we will give sufﬁcient and necessary conditions for the reverse-order law
{(AB)(13)} = {B(13)(ABB(13))(13)}. We ﬁrst have
Theorem 3.1. Let A ∈ Cm×n and B ∈ Cn×p. Then
{B(13)(ABB(13))(13)} ⊆ {(AB)(13)}.
Proof. From Lemmas 1.1–1.3
ABB(13) = U
⎛
⎝Ir12 B12 0 B140 0 0 0
0 0 0 0
⎞
⎠X−1, (17)
G ≡ (ABB(13))(13) = X
⎛
⎜⎜⎝
G11 G12 G13
G21 G22 G23
G31 G32 G33
G41 G42 G43
⎞
⎟⎟⎠UH (18)
in which the partitions in block matrices of (17) and (18) are the same as DA, D
(13)
A , respectively,
and Gij should satisfy the conditions⎧⎨
⎩
G11 + B12G21 + B14G41 = Ir12 ,
G12 + B12G22 + B14G42 = 0,
G13 + B12G23 + B14G43 = 0,
(19)
B12 and B14 have the forms in Lemma 1.2, so ABB(13) is unique. Then for any choice of
(ABB(13))(13)
B(13)(ABB(13))(13) = W−1
⎛
⎜⎜⎝
I 0 0
# # #
# # #
# # #
⎞
⎟⎟⎠UH ∈ {(AB)(13)},
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hence {B(13)(ABB(13))(13)} ⊆ {(AB)(13)}, where # denotes some matrix with appropriate
size. 
Theorem 3.2. Let A ∈ Cm×n and B ∈ Cn×p. Then
{B(13)(ABB(13))(13)} = {(AB)(13)},
if and only if
n + r(AB) − r(B)  min{p − r(B),m}. (20)
Proof. From Theorem 3.1
{B(13)(ABB(13))(13)} = {(AB)(13)} ⇔ {(AB)(13)} ⊆ {B(13)(ABB(13))(13)}.
From Lemma 1.3, (17) and (18), for any given (AB)(13), (AB)(13) ∈ {B(13)(ABB(13))(13)}, if
and only if (19) and the following equations are solvable for B3j (j = 1, 2, 3, 4) and Gij s:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
B22G21 + G31 + B24G41 = Y21,
B22G22 + G32 + B24G42 = Y22,
B22G23 + G33 + B24G43 = Y23,
B31G11 + B32G21 + B33G31 + B34G41 = Y31,
B31G12 + B32G22 + B33G32 + B34G42 = Y32,
B31G13 + B32G23 + B33G33 + B34G43 = Y33.
(21)
By successive substitutions from (19) and (21), we obtain
Y31 = B31 + B33Y21 + (B32 − B31B12 − B33B22)G21 + (B34 − B31B14 − B33B24)G41,
Y32 = B33Y22 + (B32 − B31B12 − B33B22)G22 + (B34 − B31B14 − B33B24)G42,
Y33 = B33Y23 + (B32 − B31B12 − B33B22)G23 + (B34 − B31B14 − B33B24)G43.
Notice that the solvability conditions are equivalent to the solvability of the last three equations,
which can be equivalently written as
(B31, B32 − B31B12 − B33B22, B34 − B31B14 − B33B24)
⎛
⎝ Ir12 0 0G21 G22 G23
G41 G42 G43
⎞
⎠
= (Y31 − B33Y21, Y32 − B33Y22, Y33 − B33Y23), (22)
where from left to right, the sizes of three matrices marked with the round parentheses are (p −
r2) × (n − r22 ), (n − r22 ) × m and (p − r2) × m, respectively.
Necessity. If n − r22 < min{p − r2,m}, we can choose Yij such that the matrix on the right-
hand side of (22) has full rank min{p − r2,m}. Then for any choice of Bij and Gij , the rank
of the product of two matrices on the left side of (22) is not bigger than n − r22 , therefore,
{(AB)(13)}  {B(13)(ABB(13))(13)}.
Sufﬁciency. Suppose that the condition in (20) holds, which is equivalent to n − r22  min{p −
r2,m}. For any matrix (AB)(13) with the form in Lemma 1.3, we choose
M. Wang et al. / Linear Algebra and its Applications 430 (2009) 1691–1699 1699
(B31, B32, B33, B34) = (Y31, Y32 + Y31B12, 0, (Y33, 0) + Y31B14),
⎛
⎜⎜⎝
G11 G12 G13
G21 G22 G23
G31 G32 G33
G41 G42 G43
⎞
⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
Ir12
−B12 −B14
(
Im−r1
0
)
0 Ir1−r12 0
Y21 Y22 − B22 Y23 − B24
(
Im−r1
0
)
0 0
(
Im−r1
0
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It canbeveriﬁed that (AB)(13) = B(13)(ABB(13))(13), and so {(AB)(13)} ⊆ {B(13)(ABB(13))(13)}.
We then complete the proof of the theorem. 
4. Conclusion
In this paper, we have studied two mixed-type reverse-order laws of (AB)(13), and obtained
necessary and sufﬁcient conditions for these reverse-order laws. We mention that other kind of
mixed-type reverse-order laws for (AB)(13) and (AB)(14) can also be treated similarly.
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