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Abstract
We consider MCMC methods for learning equivalence classes of sparse Gaussian DAG
models when p = eo(n). The main contribution of this work is a rapid mixing result for
a random walk Metropolis-Hastings algorithm, which we prove using a canonical path
method. It reveals that the complexity of Bayesian learning of sparse equivalence classes
grows only polynomially in n and p, under some common high-dimensional assumptions.
Further, a series of high-dimensional consistency results is obtained by the path method,
including the strong selection consistency of an empirical Bayes model for structure
learning and the consistency of a greedy local search on the restricted search space.
Rapid mixing and slow mixing results for other structure-learning MCMC methods are
also derived. Our path method and mixing time results yield crucial insights into the
computational aspects of high-dimensional structure learning, which may be used to
develop more efficient MCMC algorithms.
1 Introduction
1.1 Gaussian DAG models and equivalence classes
A directed acyclic graph (DAG) encodes a set of conditional independence (CI) relations
among node variables, which can be read off using the “d-separation” criterion [Pearl, 1988].
Structure learning of DAG models from observational data plays a fundamental role in
causal inference and has found many applications in machine learning and statistical data
analysis [Koller and Friedman, 2009]. In genomics, for example, DAG is a convenient device
for conducting pathway analysis and inferring interactions among a huge number of genes
or proteins [Maathuis et al., 2010, Gao and Cui, 2015].
Two DAGs with different edge sets can encode the same set of CI relations, in which
case we say both belong to the same (Markov) equivalence class. Any equivalence class can
be uniquely represented by a completed partially directed acyclic graph (CPDAG), a chain
graph consisting of directed and/or undirected edges; a CPDAG is also called an essential
graph [Andersson et al., 1997]. A Gaussian DAG model represents a set of multivariate
normal distributions that satisfy the CI constraints encoded by the DAG. Due to normality,
Markov equivalence further implies distributional equivalence [Geiger and Heckerman, 2002],
and thus observational data alone cannot distinguish between Markov equivalent DAGs.
We consider the following structure learning problem in this paper: given n i.i.d. observa-
























underlying DAG model. This is essentially a model selection problem where the model space
is a collection of p-vertex equivalence classes. We are most interested in high-dimensional
settings where p grows much faster than n, and thus the true DAG model is assumed to be
sparse so that its equivalence class is identifiable.
The structure learning problem can be greatly simplified if the topological ordering of
the variables is known. By ordering, we mean a permutation σ ∈ Sp, where Sp denotes the
symmetric group on {1, . . . , p}, such that for any i < j, an edge connecting σ(i) and σ(j) is
always directed as σ(i)→ σ(j). Such an ordering always exists (but may not be unique) for
a DAG due to acyclicity. If the ordering is given, each DAG represents a unique equivalence
class. Hereinafter, we refer to structure learning with known ordering as DAG selection and
reserve the term “structure learning” for learning equivalence classes when the ordering is
not specified.
1.2 Search algorithms for structure learning
For Bayesian structure learning methods, the goal is usually to compute a posterior distri-
bution on the model space, which we denote by πn, rather than find a single best model.
Since exact evaluation of πn is impossible in most cases, Markov chain Monte Carlo (MCMC)
methods are often invoked to sample from πn. Random walk Metropolis-Hastings (MH) al-
gorithms are a popular choice. In each iteration, a neighboring state is randomly proposed,
and the acceptance probability is calculated using the Metropolis rule so that samples form
a Markov chain whose stationary distribution is given by πn. Conceptually, it is helpful to
think of such an MH algorithm as a stochastic local search and compare it with non-Bayesian
score-based local search methods [Drton and Maathuis, 2017, Scutari et al., 2019].
A local search algorithm for structure learning (or model selection in general) has three
key components: a search space, a neighborhood relation and a scoring criterion. For struc-
ture learning, the search space can be the set of all p-vertex DAGs or their equivalence classes
(i.e., CPDAGs). To increase search efficiency, one can use methods like CI tests to obtain a
much smaller restricted space. Such an approach is known as a hybrid algorithm. The neigh-
borhood relation defines which state we may move to in the next iteration. The complexity
of a search algorithm largely depends on the size of the search space and how we choose
the neighborhood relation. Regarding the scoring criterion, one can construct it using some
penalized log-likelihood function or let it be the logarithm of the un-normalized posterior
probability. The search can be either deterministic (e.g., a greedy search) or stochastic (e.g.,
a random walk MH algorithm). A greedy search can also be used to find the maximum a
posteriori (MAP) estimate for a Bayesian model. But this is usually less desirable because
πn can characterize the uncertainty of structure learning.
The well-known greedy equivalence search (GES), proposed by Meek [1997] and Chick-
ering [2002b], is a scored-based two-stage greedy algorithm. Though GES is defined on the
space of equivalence classes, the neighborhood relation in GES is constructed by applying
single-edge additions or deletions to all member DAGs in the equivalence class. It was noted
in Nandy et al. [2018] that GES and its hybrid versions tend to have better estimation per-
formance than the PC algorithm, which is the most widely used constraint-based structure
learning method [Kalisch and Bühlmann, 2007]. However, methods like GES have received
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less popularity in practice, and one possible reason is that it is theoretically unclear how
these algorithms scale to huge data sets. Nandy et al. [2018] were the first to prove the
high-dimensional consistency of GES using a condition called strong faithfulness. Though it
is known that strong faithfulness is a restrictive assumption [Uhler et al., 2013], such condi-
tions appear to be necessary to proving high-dimensional consistency results for many search
methods, especially those based on CI tests.
For Bayesian approaches, various random walk MH algorithms have been proposed on
different search spaces. The famous structure MCMC algorithm searches the DAG space us-
ing addition, deletion and reversal of single edges [Madigan et al., 1995, Giudici and Castelo,
2003]. This algorithm is straightforward to implement (one only needs to check acyclic-
ity when proposing moves) but might not be efficient since it does not take into account
Markov equivalence; see Grzegorczyk and Husmeier [2008] and Su and Borsuk [2016] for
improvements and Goudie and Mukherjee [2016] for a Gibbs sampling implementation. MH
algorithms defined on the CPDAG space tend to be more complicated, mostly because of the
difficulty in constructing a “well-behaved” neighborhood relation. In most cases, we want the
neighborhood relation of a search method to be symmetric and the associated neighborhood
graph to be connected (see Section 2), but even these basic properties can be demanding to
establish for algorithms based on CPDAG operations. See Andersson et al. [1997], Perlman
[2001], Munteanu and Bendou [2001], Chickering [2002a], He et al. [2013] for how to choose
a proper set of operators on the CPDAG space, and Madigan et al. [1996], Pena [2007],
Castelletti et al. [2018] for MCMC implementations. Another important class of structure-
learning MH algorithms is defined on the order space Sp [Friedman and Koller, 2003, Ellis
and Wong, 2008, Agrawal et al., 2018]. The posterior probability of an ordering can be
calculated by either a deterministic or a sampling method. See also Niinimaki et al. [2012]
and Kuipers and Moffa [2017] for MCMC methods using partial orders. To the best of our
knowledge, complexity results for high-dimensional structure learning via MCMC sampling
are not available in the literature.
1.3 Contribution of the paper
The primary goal of this paper is to study the complexity of MCMC methods for structure
learning in high-dimensional settings. To impose sparsity, we only consider DAG models
with both the maximum in-degree and maximum out-degree bounded by some constants
which may grow slowly with n. This is a natural setup, which facilitates the interpretability
of the model and does not require much prior knowledge or CI tests. The scoring criterion is
derived using an empirical Bayes approach, which is based on the empirical DAG selection
proposed by Lee et al. [2019]. We prove that our empirical model yields the same marginal
fractional likelihood for Markov equivalent DAGs. The focus of our mixing time analysis
is a new random walk MH algorithm for sampling equivalence classes, which we call RW-
GES. The name reflects that the proposal scheme is inspired by the GES algorithm. But in
addition to single-edge additions and deletions (for all member DAGs), we consider another
type of moves called “swap”, which replaces an edge ` → j with k → j for some proper i, j
and k in a DAG. Mixing rates of some other MH algorithms for structure learning are also
analyzed or discussed (but order-based MCMC methods are not considered in this paper.)
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The main contribution of this work is a high-dimensional rapid mixing result of the RW-
GES sampler, which essentially says that, with high probability, the number of iterations
needed to find the true equivalence class grows only polynomially in both n and p. We are not
aware of any other provable mixing time bounds for structure-learning MCMC algorithms in
high-dimensional settings. Moreover, our proof for the rapid mixing of RW-GES yields three
intermediate results which may be equally important. The first one is the strong selection
consistency of our empirical model for learning equivalence classes. For Bayesian methods,
such high-dimensional consistency results have only been established lately for DAG selection
problems with known ordering [Cao et al., 2019, Lee et al., 2019]. Second, one may convert
RW-GES to a deterministic greedy search using the same neighborhood relation, which can
be seen as a variant of GES and is consistent on the restricted search space under our high-
dimensional setting. Third, we show that for sparse DAG selection with both in-degree and
out-degree constraints (which implies parent sets are not independent a posteriori), one can
use an add-delete-swap MH algorithm for sampling DAGs, which is rapidly mixing under
very mild high-dimensional assumptions.
For comparison with RW-GES, we first consider an idealized MH algorithm for sampling
DAGs, which resembles the classical structure MCMC sampler [Giudici and Castelo, 2003]
but aims to mimic the behavior of RW-GES. We are only able to prove a similar rapid
mixing result by making a highly restrictive assumption on the true model. This is not
surprising, since structure MCMC methods have difficulty in traversing huge equivalence
classes. When there is a sub-optimal equivalence class, it may create exponentially many
local modes in the DAG space. Our theory confirms this intuition. In contrast, RW-GES or
other MCMC methods defined on the space of equivalence classes can take advantage of the
CPDAG representation of an equivalence class and avoid enumerating all member DAGs.
An alternative MH algorithm for sampling equivalence classes is also examined [Castelletti
et al., 2018]. The neighborhood set of this sampler is built using six types of simple CPDAG
operators constructed in He et al. [2013]. For mixing purposes, this proposal scheme fails to
provide enough connectivity in the space of equivalence classes, and we are able to explicitly
construct a slow mixing example with fixed p.
All of our main results are developed using a general canonical path method, which can
be applied to greedy search algorithms and other model selection problems as well. The key
idea is to identify a close-to-optimal search path from any model to the true one by a local
analysis of each state in the space. For the sparse structure learning problem we consider, a
major and unique challenge is to analyze those models on the “boundary” of the restricted
search space, which may easily be local modes if the in-degree and out-degree constraints
are not chosen properly. We expect that the search paths we build in this paper can have
a very general use in the analysis of structure learning algorithms. From the path method
(Theorem 1) we use, it can be seen that, compared with the consistency of a greedy search
or that of a Bayesian model selection procedure, the rapid mixing property of a local MH
algorithm is often stronger and more informative. For a greedy search to be consistent, one
only needs to show that there is no sub-optimal local mode along the search path. But rapid
mixing characterizes the overall complexity of the algorithm and requires that the chain
cannot get trapped in any sub-optimal local mode in the whole space.
One potential limitation of this work is the use of a strong beta-min condition in our
4
high-dimensional analysis, which is commonly used in the literature and may be weaker
than strong faithfulness in some cases [Van de Geer and Bühlmann, 2013, Aragam et al.,
2019] (though the two assumptions are not directly comparable.) An advantage of our path
method is that if the strong beta-min condition fails, we can still show that RW-GES is
mixing quickly among DAGs with the same ordering. However, rapid mixing in the whole
search space can easily fail. To overcome this problem, one needs to devise proposal schemes
that provide more connectivity in the search space than the operators used in GES or RW-
GES. A careful investigation of this issue can shed new light on how to design more efficient
MCMC algorithms for high-dimensional structure learning.
1.4 Organization of the paper
In Section 2, we develop some general results for using the canonical path method to study
model selection consistency and mixing time of MH algorithms, which may be of independent
interest. In Section 3, we introduce the RW-GES sampler and develop related path results.
The space of sparse equivalence classes is defined in Section 3.2. In Sections 3.4 and 3.5, we
construct canonical paths of RW-GES on the restricted search space using locally optimal
add-delete-swap moves. These canonical paths, together with Theorem 1 given in Section 2.2,
will be the main tool we use for studying the complexity of Bayesian structure learning.
We formally introduce our empirical Gaussian DAG model in Section 4.1 and the high-
dimensional assumptions in Section 4.2. Consistency results for sparse DAG selection and
sparse structure learning are proved in Section 4.3. Section 5 provides the mixing time
results of structure-learning MCMC algorithms. We first prove the rapid mixing of RW-GES
in Section 5.1, and then use the same method to establish the rapid mixing of the add-delete-
swap sampler for sparse DAG selection in Section 5.2. In Section 5.3, we prove a rapid mixing
result of a structure MCMC algorithm, which requires a much stronger assumption than that
of RW-GES. A slow mixing example for the equivalence class sampler of Castelletti et al.
[2018] is provided in Section 5.4. In Section 6.1, we discuss the advantages of GES-based
search algorithms and explain how to efficiently implement RW-GES. Section 6.2 concludes
the paper with a discussion on how to conduct mixing time analysis without the strong
beta-min condition and devise MCMC algorithms with better mixing properties. Proofs
for the canonical paths of RW-GES are given in Section 7. All other technical proofs are
relegated to the supplementary material. For readers’ convenience, a notation table is given
in Supplement A.
2 A path method for model selection problems
2.1 A general setup for model selection algorithms
In this section, we use Θ = Θp to denote a finite model space for a general model selection
problem with p variables; for example, each θ ∈ Θ is a unique equivalence class for the
structure learning problem. We need to borrow some terminology from the theory of local
search [Michiels et al., 2007]. A neighborhood relation on Θ can be uniquely defined by a
neighborhood function N : Θ→ 2Θ. We say θ′ is a neighbor of θ if and only if θ′ ∈ N (θ). The
neighborhood graph, denoted by (Θ,N ), is a directed graph with node set Θ and edge set
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{(θ, θ′) : θ ∈ Θ, θ′ ∈ N (θ)}. We say the neighborhood relation or N is symmetric if θ ∈ N (θ′)
always implies θ′ ∈ N (θ). If N is symmetric, the neighborhood graph is undirected, and
we say the neighborhood graph is connected if there exists a path between any two distinct
states. The definition of “path” is given below.
Definition 1. We say a finite sequence (θ0, θ1, . . . , θk−1, θk) is an N -path (or simply path)
from θ to θ′ with length k if (i) θ0 = θ, θk = θ
′, (ii) for each i = 1, . . . , k, θi ∈ N (θi−1), and
(iii) the sequence contains no duplicate states.
Let π denote a posterior distribution on Θ for a Bayesian procedure.1 Suppose N is
symmetric and the graph (Θ,N ) is connected. The triple (Θ,N , π) can be used to define
a greedy local search or a random walk MH algorithm. For the former, given current state
θ, the algorithm always moves to θ̃ = arg maxθ′∈N (θ)∪{θ} π(θ
′). For the random walk MH
sampler, we propose new states from N (·) uniformly at random and compute the acceptance
probability by the Metropolis rule so that the chain is reversible w.r.t. π. In order that
the search is efficient, the neighborhood N (·) should be small and contain states whose (un-
normalized) posterior probabilities are easy to evaluate. But at the same time N should
provide enough connectivity so that the search cannot get trapped in sub-optimal local
modes. For MCMC methods, the convergence rate can be measured by the mixing time,
which we define below.
Definition 2 (Mixing time). Let P be an irreducible and aperiodic transition matrix defined
on a finite state space Θ, with stationary distribution π. Define its mixing time by2
Tmix = max
θ∈Θ
min{t ∈ N : ‖Pt(θ, ·)− π(·)‖TV ≤ 1/4},
where ‖·‖TV denotes the total variation distance which takes value in [0, 1].
Remark 1. For an MCMC algorithm, if the mixing time of the sampling chain grows at most
polynomially in the complexity parameters n (sample size) and p (number of variables), we
say the algorithm or the chain is rapidly mixing.
Consider high-dimensional settings where p = p(n) may grow with n. Let θ∗ ∈ Θ denote
the true model. Note that the size of Θ often grows very quickly, and θ∗ is also allowed to
vary with n. Let P∗ denote the probability measure corresponding to the true model. The
following mode of consistency is particularly useful for high-dimensional analysis of Bayesian
model selection [Johnson and Rossell, 2012, Narisetty and He, 2014, Cao et al., 2019].
Definition 3 (Strong selection consistency). A Bayesian model selection method is said to
have strong selection consistency if πn(θ
∗)→ 1 in probability with respect to P∗.
Remark 2. Observe that strong selection consistency is much stronger than pairwise con-
sistency, which requires πn(θ)/πn(θ
∗) → 0 in probability for every θ 6= θ∗ [Moreno et al.,
2010]. The path method to be introduced in Section 2.2 enables us to derive strong selection
consistency using only polynomial (in p) bounds for posterior probability ratios, when the
size of Θ may grow (super-)exponentially fast.
1In this section, we write π instead of πn, except when defining strong selection consistency, since all
other results are non-asymptotic.
2The constant 1/4 can be replaced by any other number in (0, 1/2) [Levin and Peres, 2017, Chapter 4.5].
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We will see shortly in Remark 4 that the mixing time analysis of an MH algorithm can
be simplified if the strong selection consistency holds.
2.2 A multi-purpose canonical path method
We propose a general path method for bounding the mixing time of a local MH algorithm
and proving the strong selection consistency of a Bayesian model selection procedure. It is
based on the canonical path method of Sinclair [1992] and is a generalization of the technique
used by Yang et al. [2016] to prove the rapid mixing of a random walk MH algorithm for
high-dimensional variable selection.
Definition 4. A canonical path ensemble on (Θ,N ) is a set of N -paths, one (and only one)
for each ordered pair of two distinct states in Θ.
Recall θ∗ ∈ Θ denotes the true model. If (N ,Θ) is a connected undirected graph, we can
always construct a canonical path ensemble by finding a “canonical transition function” g
which generates paths that lead to θ∗. This idea plays a key role throughout the paper.
Definition 5. We say g : Θ → Θ is a canonical transition function on (Θ,N ) with fixed
point θ∗ if (i) g(θ∗) = θ∗; (ii) for any θ 6= θ∗, g(θ) ∈ N (θ) and there exists some finite k
such that gk(θ) = θ∗.
Lemma 1. Suppose N is a symmetric neighborhood function on a finite space Θ and the
graph (Θ,N ) is connected. Fix some θ∗ ∈ Θ. There exists a canonical transition function g
on (Θ,N ) with fixed point θ∗. Further, g induces a canonical path ensemble on (Θ,N ) such
that each canonical path is an Ng-path, where Ng(θ) = {θ′ ∈ Θ: g(θ′) = θ, or g(θ) = θ′}.
Proof. See Supplement B.2.
The main result of this section is provided in Theorem 1, which shows that the canonical
transition function g can be used to prove a few interesting results if we can bound the ratio
π(g(θ))/π(θ) for any θ 6= θ∗. Part (i) can be used to show the consistency of a greedy search;
part (ii) implies the strong selection consistency of the Bayesian model; part (iii) yields a
bound on the mixing time for some MH algorithm.
Theorem 1. Let P be an ergodic transition matrix defined on a finite space Θ such that P is
reversible with respect to some distribution π and all eigenvalues of P are non-negative. Let
N (θ) = {θ′ 6= θ : P(θ, θ′) > 0} for each θ ∈ Θ. Let g be a canonical transition function on
(Θ,N ) with fixed point θ∗ ∈ Θ as described in Definition 5. Define g−1(θ) = {θ′ : g(θ′) = θ}.
Consider the following conditions where p ≥ 2 and t1, t2, t3 ≥ 0 are some constants.
(1) For any θ ∈ Θ, |g−1(θ)| ≤ pt1, where | · | denotes the cardinality of a set.
(2) π(g(θ))/π(θ) ≥ pt2 for every θ 6= θ∗.
(3) P(θ, g(θ)) ≥ p−t3 for every θ 6= θ∗.
Define `max = maxθ 6=θ∗ min{k ≥ 1: gk(θ) = θ∗}. The following statements hold.
(i) If condition (2) holds for some t2 > 0, the greedy local search defined by (Θ,N , π)
always returns θ∗.
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(ii) If conditions (1) and (2) hold for some t2 > t1, then π(θ
∗) ≥ 1− p−(t2−t1).











Proof. See Supplement B.3.
Remark 3. The reversibility of P implies that the neighborhood relation defined by N is
symmetric and g−1(θ) ⊆ N (θ). Thus, condition (1) can often by verified by proving that
maxθ |N (θ)| ≤ pt1 . The assumption that P has positive spectrum is unimportant for the
mixing time analysis of MCMC algorithms, since one can always consider the lazy version
Plazy = (P + I)/2, where I is the identity transition matrix.
Remark 4. Loosely speaking, Tmix gives the worst estimate for how many iterations it takes
for a Markov chain to “enter stationarity”. If π(θ∗) is close to 1 for some θ∗ ∈ Θ, it turns out
that entering stationarity essentially means to hit θ∗. Formally, we can prove that Tmix is
equivalent to the expected hitting time of θ∗, up to constant factors, using the result of Peres
and Sousi [2015]; see Theorem B2 in Supplement B.1. For an intuitive explanation, observe
that if π(θ∗) ≈ 1, then Pt(θ, θ∗) needs to be sufficiently large so that ‖Pt(θ, ·) − π(·)‖TV is
small, which suggests that hitting θ∗ is necessary for the chain to “enter stationarity.” On
the other hand, the chain regenerates each time it hits θ∗, and thus between two successive
visits to θ∗, the chain has completed an independent cycle. So the length of each cycle gives
an estimate for the mixing time.
For high-dimensional problems, the search space is often restricted to some Θ0 ⊂ Θ,
which satisfies certain sparsity constraints. For convenience, we may still use N to refer to
a neighborhood relation on Θ0, which means that the neighborhood of θ ∈ Θ0 is given by
N (θ)∩Θ0. Note that even if π is unimodal on (Θ,N ), we may have sub-optimal local modes
on (Θ0,N ). The identification of an appropriate transition function g on the restricted search
space is critical to the sparse structure learning problem to be considered.
3 The RW-GES sampler and its canonical search paths
3.1 Notation and terminology
Let [p] = {1, . . . , p} and | · | denote the cardinality of a set. A subset of [p] is typically denoted
by S. The Hamming distance between two sets S, S′ is denoted by Hd(S, S′) = |S\S′|+|S′\S|.
A DAG G is a pair (V,E) where V is the vertex set and E ⊂ V ×V is the set of directed
edges. Throughout the paper, we assume V = [p] for DAG models, representing random
variables X1, . . . ,Xp. Note that (i, i) /∈ E for any i ∈ [p]. Let |G| denote the number of edges
in the DAG G; thus, |G| = |E|. We use the notation i → j ∈ G to mean that (i, j) ∈ E
and (j, i) /∈ E. The notation i → j /∈ G means that (i, j) /∈ E. For two DAGs G = (V,E)
and G′ = (V,E′), we write G′ = G ∪ {i → j} if E′ = E ∪ (i, j), and G′ = G \ {i → j} if
E′ = E \ (i, j). We write G = G′ if and only if G and G′ have the same vertex set and edge
set. Given a DAG G, we say node i is a parent of node j (and node j is a child of node
i) if i → j ∈ G. Let Paj(G) = {i ∈ [p] : i → j ∈ G} denote the set of parents of node
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j; the in-degree of node j is |Paj(G)|. The maximum in-degree of G means maxj |Paj(G)|.
Similarly, let Chj(G) = {i ∈ [p] : j → i ∈ G}, and |Chj(G)| is called the out-degree of node
j. The degree of a node is the sum of its in-degree and out-degree, and the maximum degree
of G is maxj |Paj(G)∪Chj(G)|. We may simply write Paj if we are not referring to a specific
DAG or the underlying DAG is clear from context. The Hamming distance between two




An equivalence class of DAGs is typically denoted by E . We always interpret E as a set
of DAGs and denote the CPDAG (essential graph) representing it by EG(E) (the CPDAG
notation is only used occasionally.) The equivalence class of a DAG G is also denoted by
[G]; thus, E = [G] if and only if G ∈ E . The set of CI relations encoded by a DAG G or an
equivalence class E is denoted by CI(G) or CI(E), respectively. Note that we always have
CI(G) = CI([G]).
We say a p-variate distribution µ is Markovian w.r.t. a p-vertex DAG G if all CI relations
encoded by G hold for µ. If the converse is also true, we say µ is perfectly Markovian w.r.t.
G [Studený, 2006, Chapter 3], and G is a perfect map of µ. If there exists some DAG
which is a perfect map of µ, we say µ is DAG-perfect. A DAG G is an independence map
(I-map) of a DAG G′ or its equivalence class [G′] if CI(G) ⊆ CI(G′). An I-map G (of
some G′) is minimal if any sub-DAG of G is not an I-map (of G′). Given the set CI(G), a
minimal I-map of G with ordering σ, which we denote by Gσ, can be uniquely defined as
follows. For any i < j, σ(i)→ σ(j) ∈ Gσ if and only if nodes σ(i), σ(j) are not conditionally
independent given nodes {σ(1), . . . , σ(j − 1)} \ {σ(i)} [Solus et al., 2017]. If µ is a p-variate
positive measure, a unique minimal I-map of CI(µ) with ordering σ can be constructed in
an analogous manner [Koller and Friedman, 2009, Chapter 3.4].
3.2 Search spaces for sparse DAG selection and structure learning
Let Gp denote the space of all p-vertex DAGs, which grows super-exponentially in p. We
consider two sparsity constraints for DAG models, one for the maximum in-degree and the
other for the maximum out-degree. For din, dout ∈ [p], let
Gp(din, dout) = {G ∈ Gp : max
j
|Paj(G)| ≤ din, and max
j
|Chj(G)| ≤ dout}
The use of din is expected as it controls the sparsity of each nodewise variable selection
problem (i.e., the estimation of Paj). The out-degree constraint is introduced so that we are
able to bound the maximum in-degree of any DAG G′ ∈ [G] for some G ∈ Gp(din, dout). One
may also use a single constraint for the maximum degree, but for the theoretical analysis to
be carried out in this paper, it is more convenient to specify din, dout separately. This setup
is appealing to practitioners, since a DAG model with bounded degree is easier to visualize
and interpret. Let Cp(din, dout) denote the space of “sparse equivalence classes”, which is
defined by
Cp(din, dout) = {[G] : G ∈ Gp(din, dout)} .
Hence, Cp(din, dout) is the set of all equivalence classes that contain at least one member in
Gp(din, dout). Each E ∈ Cp(din, dout) can be uniquely represented by a “sparse” CPDAG. The
unrestricted space is denoted by Cp = Cp(p, p). Note that we will always define neighborhood
relations on the unrestricted space Gp or Cp.
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Recall that Sp is the space of all permutations of [p]. For each σ ∈ Sp, let
Gσp = {G ∈ Gp : for any i, j ∈ [p], if σ(i)→ σ(j) ∈ G, then i < j}
denote the space of all p-vertex DAGs that have topological ordering σ (a DAG may have
multiple orderings.) Let Gσp (din, dout) = Gσp ∩ Gp(din, dout) denote the space of sparse DAG
models with ordering σ, which is the space we consider for the sparse DAG selection problem.
3.3 The RW-GES sampler
To define an efficient random walk MH algorithm for sampling equivalence classes, we need
to construct a proper neighborhood relation on Cp. Instead of a direct construction of the
neighborhood of E ∈ Cp using CPDAG operators, we consider operations on all member
DAGs in E . Consider the following neighborhoods of a DAG G ∈ Gp.
Nadd(G) =
{










G′ ∈ Gp : G′ = (G ∪ {k → j}) \ {`→ j} for some k → j /∈ G, `→ j ∈ G
}
,
Nads(G) = Nadd(G) ∪Ndel(G) ∪Nswap(G).
We will refer to Nads(G) as the add-delete-swap neighborhood of G, which is just a straight-
forward extension of the add-delete-swap neighborhood used in variable selection problems.
For each E ∈ Cp, define
Nads(E) =
{
[G′] : G′ ∈ Nads(G) for some G ∈ E
}
, (1)
and define the sets Nadd(E),Ndel(E) and Nswap(E) analogously. For example, E ′ ∈ Nadd(E)
if and only if there exist G ∈ E and G′ ∈ E ′ such that G′ ∈ Nadd(G). Clearly, Nads(E) =
Nadd(E)∪Ndel(E)∪Nswap(E), and the neighborhood relation induced by Nads is symmetric.
As explained in Section 2.1, we can define a random walk MH-algorithm using Nads.
We call the algorithm random walk GES (RW-GES), since this neighborhood relation is
employed by the famous GES algorithm [Chickering, 2002b]. GES is a two-stage greedy
search using the neighborhood Nadd(·) in the first stage and Ndel(·) in the second. Note
that swap moves are not used in GES, but since we will consider structure learning with
sparsity constraints, the swap moves are needed to guarantee that “good” edges can always
be added to large models that lie on the boundary of the restricted search space. We define
the proposal matrix K on the unrestricted space by




, ∀ E , E ′ ∈ Cp.
This definition of K is chosen for ease of presentation. In practice, there is no need to count
the size of Nads(E) or enumerate member DAGs in E . States in Nads(E) can be proposed very
efficiently using the operators of the GES algorithm [Chickering, 2002b]. The implementation
of RW-GES will be explained in detail in Section 6.1.
In the next section, we consider how to construct a canonical path ensemble for RW-GES
on the space Cp(din, dout). This set of canonical paths (or rather the corresponding canonical
transition function) will be the key ingredient for the results to be developed in later sections,
including the high-dimensional strong selection consistency of Bayesian structure learning.
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3.4 Outline of the construction of canonical paths
Let G∗ ∈ Gp(din, dout) denote a true DAG model and E∗ = [G∗]. We assume a decomposable





where for each j, ψj : 2
[p] → R gives the local score at node j.
The main problem we consider in this section is how to find an Nads-path from any
E ∈ Cp(din, dout) to E∗. For the paths to be useful, we will construct them using locally
optimal add-delete-swap moves which aim to maximize the gain in the node score of some
member DAG. Our strategy consists of two main steps. For every σ ∈ Sp, let G∗σ ∈ Gσp be
the unique minimal I-map of G∗ (for the paths we will construct, whether G∗σ is minimal
does not matter.) Assuming G∗σ ∈ Gσp (din, dout), for any G ∈ Gσp (din, dout), we consider
how to first construct an Nads-path from G to G∗σ on the space Gσp (din, dout). This is the
difficult step of our construction due to the sparsity constraints. For the path from G∗σ to
G∗, we can apply the famous Chickering algorithm; that is, Chickering’s constructive proof
for Meek’s conjecture [Chickering, 2002b]. This two-step procedure suggests that we may
measure how “close” an equivalence class is to E∗ using the function h∗ defined below. For
each E ∈ Cp(din, dout), let
h∗(E) = min
{
Hd(G,G∗σ) + |G∗σ| − |G∗| : G ∈ E ∩ Gσp (din, dout), σ ∈ Sp
}
, (2)
where we recall Hd denotes the Hamming distance. Note that for any σ, |G∗σ| ≥ |G∗| since
G∗σ is an I-map of G
∗. Thus, h∗(E) = 0 if and only if E = E∗. We will construct a canonical
transition function g on (Cp(din, dout),Nads) such that h∗(g(E)) < h∗(E) for any E 6= E∗.
To explain the motivation for the add-delete-swap moves to be used for defining g, con-
sider a DAG selection problem on the space Gσp (din, p) for some σ ∈ Sp (note there is no
out-degree constraint.) This is essentially equivalent to p variable selection problems: for
each j, we need to estimate the set Paj which takes value in the spaceMσp (j, din) defined by
Mσp (j, din) =
{
S ⊆ Aσp (j) : |S| ≤ din
}
, Aσp (j) =
{
k ∈ [p] : σ−1(k) < σ−1(j)
}
, (3)
where Aσp (j) represents the set of variables that precede Xj in the ordering σ. The main
building block of our canonical paths for structure learning is the following definition of a
transition function on the space Mσp (j, din) which defines an optimal add-delete-swap move
for each S 6= Paj(G∗σ).
Definition 6. For each j, gσj : Mσp (j, din)→Mσp (j, din) denotes a transition function con-
structed as follows. Let G∗σ ∈ Gσp (din, dout) be a minimal I-map of G∗ and S∗σ,j = Paj(G∗σ).
Fix an arbitrary S ∈Mσp (j, din), and let T = S∗σ,j \ S and R = S \ S∗σ,j.
(i) If S = S∗σ,j, let g
σ
j (S) = S
∗
σ,j.
(ii) If S∗σ,j ⊂ S, let gσj (S) = S \ {˜̀} where ˜̀= arg max`∈R ψj(S \ {`}).
(iii) If S∗σ,j 6⊆ S and |S| < din, let gσj (S) = S ∪ {k̃} where k̃ = arg maxk∈T ψj(S ∪ {k}).
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Figure 1: An example for the operator gσj . We consider four nodes with ordering σ = (1, 2, 3, 4); assume
din = 3. The DAG G
∗
σ has three edges, 1 → 2, 2 → 3 and 3 → 4. Consider another DAG G which has
edges 1 → 3, 1 → 4 and 3 → 4. The DAGs gσ1 (G), gσ2 (G), gσ3 (G), gσ4 (G) are shown above. Observe that the
maximum out-degree of G is 2, while the maximum out-degree of gσ2 (G) is 3.
(iv) If S∗σ,j 6⊆ S and |S| = din, let gσj (S) = (S ∪ {k̃}) \ {˜̀} where (k̃, ˜̀) = arg max(k,`)∈T×R
ψj((S ∪ {k}) \ {`}).
In case (ii), we say S is (strictly) overfitted; in cases (iii) and (iv), we say S is underfit-
ted. We use gσj (G) to denote the DAG obtained by replacing the parent set of j in G with
gσj (Paj(G)); that is, Paj(g
σ
j (G)) = g
σ
j (Paj(G)) and for any i 6= j, Pai(gσj (G)) = Pai(G).
Remark 5. It is clear from definition that Hd(gσj (S), S
∗
σ,j) < Hd(S, S
∗
σ,j) if S 6= S∗σ,j . Hence,
gσj induces a unique path from S to S
∗
σ,j for each S ∈Mσp (j, din). Further, gσj (G) ∈ Nads(G)




σ) if Paj(G) 6= Paj(G∗σ). In words, if node j is overfitted in G,
gσj (G) is obtained by removing an incoming edge of node j from G. If node j is underfitted,
gσj (G) is obtained by adding an incoming edge of node j to G (if the in-degree constraint is
violated, remove another incoming edge of node j.) An example is provided in Figure 1.
Remark 6. Consider the variable selection problem with model space Mσp (j, din) and true
model S∗σ,j . The path from S to S
∗
σ,j induced by g
σ
j can be seen as a search path of the add-
delete-swap sampler such that, with high probability, the posterior probability is increasing
along the path [Yang et al., 2016]. The underlying rationale also resembles the well-known
forward-backward stepwise regression [An et al., 2008]; that is, we always first transform an
underfitted model to overfitted and then remove redundant variables.
3.5 Canonical add-delete-swap paths of RW-GES
As explained previously, for some G ∈ Gσp (din, dout), in order to move to G∗ we may first
move to the minimal I-map G∗σ. We want to construct such a path using the operators
{gσj : j ∈ [p]} on the space Gσp (din, dout). At first glance, this seems trivial since we can use gσj
repeatedly to convert any Paj(G) to Paj(G
∗
σ). However, when dout < p, it is entirely unclear
whether such a path always stays within the space Gσp (din, dout). In extreme cases, none of
the DAGs gσ1 (G), . . . , g
σ
p (G) belongs to Gσp (din, dout). Below is a simple example.
Example 1. Consider p = 4, σ = (1, 2, 3, 4), din = 2 and dout = 1. Let G
∗
σ be the DAG
with two edges 1 → 3 and 2 → 4. Let G be another DAG with ordering σ, which contains
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two edges 1 → 4 and 2 → 3. Both nodes 3 and 4 are underfitted, and thus we want to add
1→ 3 or 2→ 4. But either operation violates the out-degree constraint.
Fortunately, we are able to prove that, as long as dout is chosen sufficiently large, there
always exists some j such that gσj yields a different DAG in Gσp (din, dout). This result is stated
in the following lemma. The key idea of the proof is to use the pigeonhole principle multiple
times to derive the contradiction. We define
d∗σ = max
j∈[p]
|Paj(G∗σ) ∪ Chj(G∗σ)|, d∗ = max
σ∈Sp
d∗σ. (4)
Lemma 2. Assume that d∗σ ≤ din and min{d∗σdin + 1, p} ≤ dout. For any G ∈ Gσp (din, dout)
such that G 6= G∗σ, there exists some j ∈ [p] such that gσj (G) ∈ Gσp (din, dout) and gσj (G) 6= G.
Proof. See Section 7.1.
We can now construct the canonical transition function g using the locally optimal add-
delete-swap operators {gσj : j ∈ [p], σ ∈ Sp}. Consider an arbitrary E ∈ Cp(din, dout). If
E contains a minimal I-map of G∗, we apply the Chickering algorithm to move to E∗ (see
Lemma 5). If not, we can pick some G ∈ E ∩Gσp (din, dout) for some σ ∈ Sp and use Lemma 2
to move towards the equivalence class of G∗σ. There is a caveat, though. For any E ∈
Cp(din, dout), we need to define g(E) uniquely. Suppose that for E0, we define g(E0) = E1 =
[gσj (G0)] using some G0 ∈ E0 ∩ Gσp (din, dout). But g(E1) may be defined using some G1 ∈
E1 ∩ Gτp (din, dout) for some τ 6= σ. Since it is likely that Hd(G0, G∗σ) ≤ Hd(G1, G∗τ ), it is
unclear how to bound the length of such a canonical path to E∗. It turns out that we just
need to pick the DAG representation of an equivalence class in an optimal way using the
function h∗ defined in (2). An explicit construction of our canonical transition function g is
provided in the proof of Theorem 2, the main result for this section.
Theorem 2. Assume that d∗ ≤ din and min{d∗din + 1, p} ≤ dout. Let {gσj : j ∈ [p], σ ∈ Sp}
be as given in Definition 6. There exists a function g : Cp(din, dout) → Cp(din, dout) with
g(E∗) = E∗ such that the following statements hold for any E ∈ Cp(din, dout) \ {E∗}.
(i) g(E) = [gσj (G)] for some j ∈ [p], σ ∈ Sp and G ∈ E ∩Gσp (din, dout) such that gσj (G) 6= G.
(ii) There exist k ≤ (d∗ + din)p and k ≤ ` ≤ (2d∗ + din)p such that (E , g(E), . . . , g`(E)) is
an Nads-path from E to E∗ and G∗σ ∈ gk(E) for some σ ∈ Sp.
Proof. See Section 7.2.
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4 High-dimensional consistency of an empirical Bayes model
for structure learning
4.1 Model, prior and posterior distributions
Let X be an n × p data matrix where each row is an i.i.d. copy of a random vector X =
(X1, . . . ,Xp).
3 Assume that, given a DAG G, the distribution of X can be described by
X | B,Ω ∼ Np(0,Σ(B,Ω)),
(B,Ω) | G ∼ π0(B,Ω | G),
(5)
where we use π0 to denote the prior and, letting I be the identity matrix, define
Σ = Σ(B,Ω) = (I −B>)−1Ω(I −B)−1. (6)
The support of the conditional prior distribution π0(B,Ω | G) is given by
Dp(G) = {(B,Ω): B ∈ Rp×p, Bij = 0 if i→ j /∈ G, for any i, j ∈ [p];
Ω = diag(ω1, . . . , ωp), ωi > 0 for any i ∈ [p]}.
(7)
The matrix B is often called the weighted adjacency matrix. This is a standard setup and
we refer readers to Supplement C.3 for more details. Let Xj be the j-th column of our data
matrix. We can equivalently express the decomposition given in (6) as the following linear




BijXi + εj , εj ∼ Nn(0, ωjI), (8)
for j = 1, . . . , p, where ε1, . . . , εp are independent error vectors. The SEM representation of
the Gaussian DAG model is used frequently in the literature; see, for example, Drton et al.
[2011], Van de Geer and Bühlmann [2013], Aragam et al. [2019].
We consider the empirical prior for (B,Ω) | G used by Lee et al. [2019], which is an
extension of the empirical model for variable selection proposed by Martin et al. [2017]. For
each regression model given in (8), we use an empirical normal-inverse-gamma prior, and
then compute the marginal likelihood of G by integrating out (B,Ω) and using a fractional
exponent α ∈ (0, 1) to offset the overuse of data caused by the empirical prior. More details
are given in Supplement C.3. A highly desirable property of this model is that the marginal
fractional likelihoods of Markov equivalent DAGs are always the same, which will be shown
in Lemma 3. In general, we do not expect that a nodewise normal-inverse-gamma prior for
(B,Ω) | G has this property. For non-empirical prior distributions, see Geiger and Heckerman
[2002] and Peluso and Consonni [2020] for related results.
We use the following standard prior for a DAG model G,
π0(G) ∝ 1Gp(din,dout)(G) (c1p
c2)−|G| , (9)
3The font for the random vector X and that for the data matrix X are different.
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where c1 > 0, c2 ≥ 0 are hyperparameters. Note that Markov equivalent DAGs receive the
same prior probability if both belong to the space Gp(din, dout). The posterior probability of
any DAG G ∈ Gp can be computed by




where we refer to ψ(G) as the posterior score of G and ψj(Paj) as the posterior score of Paj .










Xj(I −XS(X>S XS)−1X>S )Xj
}−(αn+κ)/2
, (11)
where γ, κ are hyperparameters of the nodewise normal-inverse-gamma prior and XS denotes
the submatrix of X containing columns indexed by S.
Lemma 3. The posterior score given in (10) is the same for Markov equivalent DAGs.
Proof. See Supplement E.1.
Since ψ is the same for Markov equivalent DAGs, we can define the posterior probability
and score of an equivalence class E by
πn(E) ∝ 1Cp(din,dout)(E) exp(ψ(E)), ψ(E) = ψ(G) for any G ∈ E . (12)
Formally, πn(E) can be obtained by assigning a joint prior distribution π0(E , G) such that∑
G∈E π0(G | E) = 1 and π0(E) is analogous to (9) (penalizing the number of edges in
the CPDAG representing E). We choose to use this empirical Bayes model mainly for the
convenience of calculation. Other Bayesian structure learning models may be used as well
for the mixing time analysis of MCMC methods.
4.2 High-dimensional setup
Let G∗ denote the true DAG model as in Section 3 and E∗ = [G∗] be the true equivalence class
that we want to recover from the data. We assume that the data is generated from Np(0,Σ
∗),
a distribution perfectly Markovian w.r.t. G∗. For the sparse DAG selection problem with
search space Gσp (din, dout), we treat the minimal I-map G∗σ as the “true model”, which for
Gaussian DAG models can be equivalently defined as follows.
Definition 7. Let Np(0,Σ
∗) be perfectly Markovian w.r.t. some DAG G∗. For any σ ∈ Sp,
define (B∗σ,Ω
∗
σ) to be the unique pair in Dp(σ) =
⋃
G∈Gσp Dp(G) such that
(I − (B∗σ)>)−1Ω∗σ(I −B∗σ)−1 = Σ∗.
Then, the minimal I-map G∗σ is a DAG with weighted adjacency matrix B
∗
σ; that is, i→ j ∈
G∗σ if and only if (B
∗
σ)ij 6= 0.
See Supplement C.2 for the uniqueness and minimality of (B∗σ,Ω
∗





can be used to construct an SEM model analogous to (8), which justifies the use of G∗σ as
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the “true model” for DAG selection. Let d∗σ and d
∗ be as defined in (4). Note that d∗ is the
maximum degree of all minimal I-maps of G∗
Consider a high-dimensional setting with p = p(n) tending to infinity. The true DAG
model G∗, true covariance matrix Σ∗ and prior parameters c1, c2, α, γ, din, dout are all implic-
itly indexed by n. In order to derive high-dimensional consistency results, we need to make
a few assumptions on the true model and prior parameters. The first three assumptions
are standard and commonly used in high-dimensional statistical theory. The first one is
the standard restricted eigenvalue condition [Cao et al., 2019, Lee et al., 2019]. The second
assumption ensures that p does not grow exponentially in n, and the in-degree bound din
(which determines the maximum model size for nodewise variable selection) is sufficiently
small. Assumptions like din log p ≤ cn for some small constant c > 0 are required for vari-
able selection problems so that the data cannot be overfitted [Van de Geer and Bühlmann,
2013, Yang et al., 2016]. The third assumption is a mild condition on the prior parameters
including the fractional exponent α.
Assumption A (Restricted eigenvalues). There exist constants ν = ν(n), ν = ν(n) > 0 and
a universal constant δ0 > 0 such that
ν
(1− δ0)2




where λmin, λmax denote the smallest and largest eigenvalues respectively.
Assumption B. The sparsity parameter din and n, p satisfy that din log p = o(n).
Assumption C. Prior parameters satisfy that κ ≤ n, 1 ≤ c1
√
1 + α/γ ≤ p, and c2 ≥
(α+ 1)(4din + 6) + t for some universal constant t > 0.
For each of the next two assumptions, we provide two versions, one for the sparse DAG
selection problem and the other for the sparse structure learning. Assumption D requires
that the “true model” for DAG selection with ordering σ is sufficiently sparse. It is similar
to Assumption D of Yang et al. [2016] and is technically needed to show that the add-delete-
swap MH sampler cannot get stuck at DAG models with in-degree of each node equal to
din. But unlike the setup considered in Yang et al. [2016], we assume both lower and upper
restricted eigenvalues are available, which enables us to derive an irrepresentability result
in Lemma D7 (in the supplement) and avoid imposing an irrepresentability assumption
as in Yang et al. [2016, Assumption D]. Assumption DP (“P” stands for “permutation”)
restricts the maximum degree of all minimal I-maps of G∗. If ν, ν defined in Assumption A
are universal constants, this assumption allows d∗ to have the same order as din.
Assumption D. Define ν0 = 4ν
2ν−4(ν − ν)2. For some σ ∈ Sp, (ν0 + 1)d∗σ ≤ din.
Assumption DP. Assumption DP holds for every σ ∈ Sp; that is, (ν0 + 1)d∗ ≤ din.
The last assumption is the well-known beta-min condition. For DAG selection with
ordering σ, we only need to require the nonzero entries of B∗σ are sufficiently large. For
structure learning, we assume the same bound holds uniformly over all σ ∈ Sp; this is often
known as the strong beta-min or permutation beta-min condition [Uhler et al., 2013] and
was used by Van de Geer and Bühlmann [2013] and Aragam et al. [2015, 2019].
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Assumption E. There exists a universal constant Cβ > 0 such that for some σ ∈ Sp,
min
{
|(B∗σ)ij |2 : (B∗σ)ij 6= 0,
}




where B∗σ is as defined in Definition 7.
Assumption EP. There exists a universal constant Cβ > 0 such that the beta-min condi-
tion (13) holds for every σ ∈ Sp.
Remark 7. The restricted eigenvalue condition can be used to obtain some useful bounds






σ,1, . . . , ω
∗
σ,p). The decomposition (6) implies that
ω∗σ,k ∈ (ν, ν) for any σ ∈ Sp and k ∈ [p] (since the diagonal elements of Σ∗ and (Σ∗)−1 can
be bounded by the extreme eigenvalues of Σ∗.) Further, we can bound the `2-norm of the






ij ≤ ω∗σ,j/ν − 1, using the fact that the
operator norm is no less than the `2-norm of any column.
To prove high-dimensional consistency for structure learning, we may first establish the
corresponding result that applies uniformly to all p! DAG selection problems. For this
purpose, the strong beta-min condition (or some similar assumption) is necessary, and we
will show that, with high probability, for every σ ∈ Sp, the minimal I-map G∗σ has the highest
posterior score among all DAGs in Gσp (din, dout). For frequentists’ approaches based on CI
tests, a similar assumption, known as “strong faithfulness”, is typically used for proving
consistency results [Nandy et al., 2018]. Uhler et al. [2013] showed that the volume of
normal distributions that are strongly faithful is very small. The two assumptions are not
directly comparable, but both seem to be fairly restrictive [Van de Geer and Bühlmann,
2013]. Unfortunately, without them, search methods like GES can get trapped in local
modes, and an example is provided in Section 5.4. We will discuss in Section 6.2 how to
overcome such limitations and design more efficient and practical algorithms.
4.3 Strong selection consistency results
Given that we have already constructed a canonical path ensemble on Cp(din, dout) in Theo-
rem 2, to use Theorem 1, it remains to bound the corresponding posterior probability ratios.
Theorem 3 below provides a series of high-dimensional consistency results under Assumptions
A–E. Part (i) is the most important, which can be seen as a uniform consistency result for all
p! p nodewise variable selection problems (there are p! orderings and each corresponds to p
variable selection problems.) It shows that for any j ∈ [p], gσj (S) always maps S 6= Paj(G∗σ)
to some model with much larger posterior score, and this consistency result holds uniformly
over all σ ∈ Sp. Once we prove part (i), the strong selection consistency for DAG selection
and structure learning can be obtained using Theorem 1. The complete proof for Theorem 3
is highly technical and thus is deferred to the supplement. The most involved step of the
proof is to establish an analogous consistency result for variable selection using our empirical
prior, which is treated in detail in Supplement D and may be of independent interest.
Theorem 3. Suppose Assumptions A, B, C, DP and EP hold. Let t > 0 be the universal
constant given in Assumption C and assume Cβ ≥ 8t/3. For sufficiently large n, with
probability at least 1− 3p−1, the following statements hold.
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j (S))− ψj(S) : σ ∈ Sp, j ∈ [p], S ∈Mσp (j, din) \ {S∗σ,j}
}
≥ t log p,













S∈Mσp (j, din) exp(ψj(S))
≥ 1− p−(t−2),
where Mσp (j, din) is defined in (3).






where ψ(G) is defined in (10).
Proof. See Supplement E.3 and E.4.
Remark 8. The universal constant t can be chosen arbitrarily large. Given any t > 0, in
order that Theorem 3 holds, we just need to choose c2 = O(din) accordingly and assume that
the universal constant Cβ in Assumption EP is sufficiently large.
As a corollary, the strong selection consistency for a single DAG selection problem with
ordering σ can be obtained using Assumptions D and E. This result was also proved in Lee
et al. [2019] under similar assumptions, but the method we use is different (the primary
goal of Lee et al. [2019] was to derive minimax posterior convergence rates for the weighted
adjacency matrix.)
Corollary 1. Suppose Assumptions A, B, C, D and E hold for some t > 3 and Cβ ≥ 8t/3.





Proof. The proof is wholly analogous to that for Theorem 3.
In order to use Theorem 1 to prove the strong selection consistency of sparse structure
learning, we need to show that the neighborhood Nads(·) defined in (1) only grows polynomi-
ally in p. Note that this is also needed if one wants to prove GES has polynomial complexity.
In the following lemma, we show that it suffices to assume din + dout = O(log p). This is a
mild assumption since, even if din + dout = O(1), the total number of edges in the DAG may
have order p.
Lemma 4. Suppose din + dout ≤ t0 log2 p for some t0 > 0. Then, for any E ∈ Cp(din, dout),
p(p− 1)/2 ≤ |Nads(E)| ≤ 3p(p− 1)(din + dout)pt0.
Proof. See Section E.2.
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Theorem 4. Assume d∗din + 1 ≤ dout and din + dout ≤ t0 log2 p for some universal constant
t0 > 0. Suppose Assumptions A, B, C, DP and EP hold with Cβ ≥ 8t/3 and t > t0 + 3. For




where ψ(E) is given in (12). Further, the greedy search on Cp(din, dout) using neighborhood
function Nads and score ψ returns E∗ regardless of the initial state.
Proof. We will show in Theorem 5 that the transition function g defined in Theorem 2 satisfies
the conditions in Theorem 1. The results then follow from Theorem 1(i) and (ii).
5 Mixing time results for Bayesian structure learning
5.1 Rapid mixing of the RW-GES sampler
For the structure learning problem on the space Cp(din, dout), define the transition matrix of
RW-GES by
P(E , E ′) =
{






, if E 6= E ′,
1−
∑
Ẽ 6=E P(E , Ẽ), if E = E
′,
(14)
where πn(E) ∝ 1Cp(din,dout)(E) exp(ψ(E)). Note that in practice it can be difficult to check
whether E ′ is in Cp(din, dout). We suggest one can simply replace (din, dout) with a maximum
degree constraint. Assuming the true model is sufficiently sparse, the two approaches should
yield similar results. Using the transition function constructed in Theorem 2 and the high-
dimensional consistency results obtained in Theorem 3, we can prove the following main
result of the paper, rapid mixing of RW-GES on the space Cp(din, dout).
Theorem 5. Suppose all assumptions of Theorem 4 hold. For sufficiently large n, with
probability at least 1− 3p−1, the mixing time of the RW-GES sampler with transition matrix
defined in (14) can be bounded by






for some universal constant C, where πmin = minE∈Cp(din,dout) πn(E).
Proof. See Supplement E.5.















Hence, under the setting of Theorem 5, the mixing time of the RW-GES sampler can be
bounded by a polynomial of n and p.
Proof. See Supplement E.6.
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Remark 9. Corollary 2 implies that RW-GES is rapidly mixing with high probability. How-
ever, the term log πmin in the mixing time bound is only used to handle the worst scenario
where the chain starts from the state with minimum posterior probability. If the chain
starts from some “good” estimate, the actual mixing rate of the chain can be much faster;
see [Sinclair, 1992, Proposition 1].
If in the beta-min condition, we only assume that the minimum edge weight of B∗ (the
weighted adjacency matrix of G∗) is sufficiently large, the rapid mixing of RW-GES does
not hold. Actually, it is not difficult to construct an explicit example which shows that
RW-GES is slowly mixing. In the following example, we let p = 3 be fixed and show that
the mixing time grows exponentially in n. One can extend our example to the case p = n by
adding variables X4, . . . ,Xn such that, for any j = 4, . . . , n, the observed vector Xj is exactly
orthogonal to all the other column vectors of the data matrix.
Example 2. Assume p = 3 and the true SEM is given by
X1 = z1, X2 = b1X1 + z2, X3 = b2X2 + z3,
where z1, z2, z3 are orthogonal to each other and ‖zj‖22 = n for each j. Thus, we can let
the true DAG G∗ be 1 → 2 → 3. Suppose the prior parameters satisfy that din = dout = 2,
c2 =
√
n, κ = 0, and c1, α, γ are fixed constants such that c1
√
1 + α/γ = 1. The choice
c2 =
√
n is reasonable since the penalization on the model size should increase with n.







Consider the DAG G̃ given by 1→ 2← 3. Observe that [G̃] = {G̃}. The topological ordering
of G̃ can be chosen to be σ = (1, 3, 2), and the minimal I-map G∗σ is a complete DAG. One
















the true model fails to satisfy the strong beta-min condition. Indeed, we can prove that
RW-GES is slowly mixing. See Supplement E.9.
5.2 Rapid mixing results for sparse DAG selection
When the ordering is given and the search is restricted to Gσp (din, dout), RW-GES becomes






, ∀G,G′ ∈ Gσp .














, if G 6= G′,
1−
∑
G̃ 6=G Pσ(G, G̃), if G = G
′,
(15)
where πσn(G) ∝ 1Gσp (din,dout)(G) exp(ψ(G)) denotes the posterior distribution on the restricted
space Gσp (din, dout). If there is no out-degree constraint, by posterior modularity, one can
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perform sampling for the parent set of each node separately; thus, there is no need to directly
draw DAG samples. However, if dout < p, which implies that the posterior distributions
of Pa1, . . . ,Pap are not independent, this add-delete-swap sampler provides a convenient
solution. The rapid mixing result for this sampler is provided below.
Theorem 6. Suppose Assumptions A, B, C, D and E hold for some t > 3 and Cβ ≥ 8t/3.
Further, assume that min{d∗din + 1, p} ≤ dout. For sufficiently large n, with probability at
least 1− 3p−1, the mixing time of the transition matrix defined in (15) can be bounded by






for some universal constant C, where πσmin = minG∈Gσp (din,dout) π
σ
n(G).
Proof. See Supplement E.7.
Remark 10. The assumptions are much weaker than those used in Theorem 5. In particular,
we can allow a much larger model size for each nodewise variable selection problem. This
is mainly because for any G ∈ Gσp (din, dout), we have |Nads(G)| = O(dinp2). But for an
equivalence class E ∈ Cp(din, dout), the size of Nads(E) may grow exponentially in din + dout.
5.3 Rapid mixing of a structure MCMC sampler
Structure MCMC methods are local MH algorithms defined on the DAG space. According
to the canonical paths constructed in Section 3, we can devise a DAG sampler that mimics
the behavior of RW-GES. This algorithm is usually not practical, but it provides the insights
we need to understand the complexity of other structure MCMC methods.










, ∀G,G′ ∈ Gp, (16)
where q ∈ (0, 1) is a fixed constant. That is, with probability 1 − q, we propose a usual
add-delete-swap move; with probability q, we sample a DAG from NE(G). The problem
of this proposal scheme is that sampling DAGs from an equivalence class can be very time-
consuming. A state-of-the-art algorithm of Ghassami et al. [2019] has polynomial complexity
only when the maximum degree is bounded. The rationale behind the definition of Ks is
clear. We use the add-delete-swap neighborhood to explore DAGs with the same topological
ordering and find a minimal I-map of G∗. But, in order to arrive at some DAG in [G∗], we
have to traverse the equivalence classes of minimal I-maps, and thus the random sampling
from NE(·) is introduced.
Consider the MH algorithm for sampling from the posterior distribution on Gp(din, dout)











, if G 6= G′,
1−
∑




where πn(G) ∝ 1Gp(din,dout)(G) exp(ψ(G)). To show rapid mixing of this sampler, we need to




which is the maximum size of an equivalence class that contains at least one minimal I-map of
G∗. In Theorem 7, we prove that the sampler is rapidly mixing if r∗ only grows polynomially
in p. In general, this condition does not hold even if the maximum degree is bounded. For
example, suppose the true DAG G∗ contains an edge between nodes 2i − 1 and 2i for each
i ∈ [p/2] (assuming p is even). Though G∗ has only p/2 edges, the equivalence class E∗
contains 2p/2 member DAGs, all of which belong to the space Gp(1, 1).
Theorem 7. Suppose Assumptions A, B, C, DP, and EP hold with t > 9 and Cβ ≥ 8t/3.
Further, assume that min{d∗din + 1, p} ≤ dout and r∗ ≤ pt/4, where r∗ is defined in (18).
For sufficiently large n, with probability at least 1 − 3p−1, the mixing time of the structure
MCMC sampler with transition matrix defined in (17) can be bounded by






for some universal constant Cq, where πmin = minG∈Gp(din,dout) πn(G). Further,∑
G∈[G∗]






where |E∗| is the number of member DAGs in the equivalence class of G∗.
Proof. See Supplement E.8.
Remark 11. Though we do not need to require that din + dout = O(log p) (which is needed
for Theorem 6), to implement the proposal scheme defined in (16), one eventually needs to
impose a bounded maximum degree condition so that sampling from an equivalence class is
computationally affordable.
The path method used to prove Theorem 7 (which is a slight generalization of Theorem 1)
may be applied to other structure MCMC samplers as well. For the classical structure MCMC
sampler [Madigan et al., 1995, Giudici and Castelo, 2003], the neighborhood of a DAG is
the set of all DAGs that can be obtained from it by an addition, deletion or reversal of a
single edge. The edge reversal enables the chain to traverse equivalence classes, since any
two Markov equivalent DAGs G,G′ are connected by a sequence of covered edge reversals.
Unfortunately, the number of reversals needed can be as large as |G|. Thus, to derive results
similar to Theorem 7, an assumption like r∗ = O(pt/4) seems unavoidable. The inclusion-
driven MCMC of Castelo and Kocka [2003] can be seen as a practical version of our sampler
defined in (17). It replaces the single-edge reversal with a random number of covered edge
reversals. Consequently, it is possible to jump from a DAG G to any other DAG in [G] in
one iteration. But if the equivalence class is huge, the probability of proposing the “right”
Markov equivalent DAG can be exceedingly small. Therefore, this method (and also our
DAG sampler) essentially has the same limitation as the classical structure MCMC.
4Recall that we always interpret an equivalence class E as a set; thus, |E| is the number of member DAGs
in E , not the number of edges in the CPDAG representing E .
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5.4 Slow mixing examples for a reversible CPDAG sampler
The neighborhood Nads(E) used in RW-GES can be very large for some E , which seems
to be undesirable. However, other choices of the neighborhood relation on Cp (which may
seem very reasonable) can cause the search algorithm to be trapped in sub-optimal local
modes. To show this, we consider an alternative random walk MH algorithm for sampling
equivalence classes used by Castelletti et al. [2018].
Recall that EG(E) denotes the CPDAG representing E . He et al. [2013] considered the
following six types of CPDAG operators: insert/delete an undirected edge, insert/delete a
direct edge, and make/remove a v-structure.5 When we apply one of these operators to
some CPDAG, we may get a PDAG (partially directed acyclic graph) that is not a CPDAG.
But if it has a consistent extension G, we still say EG([G]) (which must be unique) results
from this operator.6 However, there exist CPDAGs EG(E) and EG(E ′) such that we can
get EG(E ′) from EG(E) by one of these operators, but not vice versa. To overcome this
problem, He et al. [2013, Definition 9] constructed a set of rules defining, for each CPDAG,
which of the above six operators are allowed. The resulting set of allowed operators defines
a neighborhood relation that is symmetric and induces a connected neighborhood graph.
(In He et al. [2013], this set of allowed operators is said to be reversible and irreducible.) We
use NC to denote the corresponding neighborhood function. A random walk MH algorithm
can be constructed by proposing a state in NC(·) uniformly at random. This algorithm was
implemented in Castelletti et al. [2018]. Hence, compared with RW-GES, the only differ-
ence is that the neighborhood Nads(·) is replaced by NC(·). Unfortunately, this “reversible”
CPDAG sampler can be slowly mixing even if the strong beta-min condition holds.
Example 3. As in Example 2, we fix p = 3 and let n tend to infinity. The extension to the
case p = n is straightforward. Let the true SEM model be given by
X1 = z1, X2 = z2, X3 = a1X1 + a2X2 + z3,
where z1, z2, z3 are as given in Example 2 but the coefficients a1, a2 > 0 are assumed to be
fixed. Hence, the true DAG model G∗ is given by 1 → 3 ← 2, which is a CPDAG itself.
Choose prior parameters c1, c2, κ, α, γ as in Example 2. Let Ẽ be the equivalence class that
contains all complete 3-vertex DAGs (i.e., no edge is missing.) The CPDAG EG(Ẽ) is a
complete undirected graph. Removing any edge from EG(Ẽ) results in a CPDAG of the
form i − j − k, of which i → j ← k is not a consistent extension. Thus, NC(Ẽ) contains
three equivalence classes but E∗ /∈ NC(Ẽ). Some routine calculations confirm that the chain is
slowly mixing since it can get stuck at Ẽ for exponentially many steps. See Supplement E.10.
A more complicated example with 5 nodes is provided in Supplement E.10. We note
that on the restricted search space Cp(din, dout), the maximum size of NC(·) tends to be
much smaller than that of Nads(·) since the former can only grow polynomially in din + dout.
However, for two different DAGs G,G′ such that G′ = G ∪ {i → j}, we may have [G] /∈
5“Make a v-structure” means to convert a subgraph i − j − k in the CPDAG to i → j ← k; similarly,
“remove a v-structure” means to convert a v-structure i→ j ← k to i− j − k.
6A DAG G is a consistent extension of a PDAG H if G,H have the same skeleton and v-structures, and
each directed edge in H has the same orientation as in G.
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NC([G′]) because removing the edge between i and j from EG(G′) does not result in any
consistent extension. If G happens to be the true DAG model, then G′ is likely to be a
local mode that can trap the algorithm for an enormous number of iterations, since other
modifications of G′ either yield a DAG that is not an independence map of G or a DAG
with more “redundant” edges. Nevertheless, as originally proposed in He et al. [2013], one
can define a random walk on (Θ,NC) for efficiently sampling CPDAGs (without applying
the Metropolis rule).
6 Discussion
6.1 Advantages of GES and the RW-GES sampler
To implement the RW-GES sampler, we need to propose new states from Nads(E) for each
sparse equivalence class E . Though Nads is constructed by applying add-delete-swap moves
to all member DAGs in E , we do not need to enumerate these DAGs to sample from Nads(E).
Instead, we can use the “Insert” and “Delete” operators of the GES algorithm to generate
the sets Nadd(E) and Ndel(E) [Chickering, 2002b, Definitions 12 and 13], which only involve
local modifications of EG(E). For a partially directed graph H, we use Adj(H) to denote
the set of all nodes that are connected to node j by either a directed or undirected edge (in
which case we say the two nodes are adjacent), and Unj(H) = Adj(H) \ (Paj(H)∪Chj(H))
to denote the set of nodes that are connected to j by an undirected edge.
Definition 8 (Insert(i, j, S)). Given a CPDAG H, “Insert(i, j, S)” operator is defined for
non-adjacent nodes i, j and a set S ⊆ Unj(H) \ Adi(H). It modifies H by (i) inserting the
edge i→ j, and (ii) for each k ∈ S, directing the edge between k and j as k → j.
Definition 9 (Delete(i, j, S)). Given a CPDAG H, “Delete(i, j, S)” operator is defined for
adjacent nodes i, j connected as either i − j or i → j and a set S ⊆ Unj(H) ∩ Adi(H). It
modifies H by (i) deleting the edge between i and j, and (ii) for each k ∈ S, directing the
edge between k and j as j → k and any undirected edge between k and i as i→ k.
To test whether an operator results in a CPDAG, one can use local conditions provided
in Chickering [2002b, Theorems 15 and 17], which are easy to evaluate. Let Oges(E) denote
the set of “Insert” and “Delete” operators defined for the CDPAG EG(E). Assuming that
the maximum degree of the CPDAG is O(log p), |Oges(E)| can be bounded by a polynomial
of p. Further, observe that the only operators that may not be distinguishable (i.e., two
operators result in the same CPDAG) are (i) Insert(i, j, ∅) and Insert(j, i, ∅) when i, j have
the same parent set, and (ii) Delete(i, j, S) and Delete(j, i, S) where i, j are connected by an
undirected edge. Therefore, to implement the addition and deletion moves for RW-GES, we
just need to randomly sample an operator from Oges(E) with equal probability. If it results
in a CPDAG E ′, we can compute the proposal probability ratio by |Oges(E)|/|Oges(E ′)|. If it
does not result in a CPDAG, we simply reject the proposal. The swap moves only require
a combination of the “Insert” and “Delete” operators, and thus they can be implemented
similarly. We refer readers to Chickering [2002b] for more details about the implementation
of the two types of operators and the conversion of PDAGs to CPDAGs.
24
As discussed in Section 5.3, the existence of Markov equivalent DAGs makes it difficult
to quickly explore the DAG space. This is a major limitation of structure MCMC methods,
especially in high-dimensional settings where there are equivalence classes with high posterior
scores and exponentially many member DAGs. There are probably no simple remedies, since
enumerating all members of an equivalence class is computationally expensive [He et al.,
2015]. In contrast, GES and RW-GES directly search the space of equivalence classes, which
appears to be a main reason why we can prove the rapid mixing property of RW-GES under
reasonable assumptions. But more importantly, such advantages of GES and RW-GES can
be realized in practice because there exist corresponding local operators for CPDAGs which
can be implemented efficiently.
We end this section with a discussion on the difference between GES and RW-GES. For
RW-GES, we consider a search space with bounded maximum degree (though the bound
may grow with n). This is necessary to proving that there are no sub-optimal local modes in
the restricted search space in high-dimensional settings, which also implies that the greedy
search version of RW-GES is consistent (see Theorem 4). GES is a two-stage algorithm, and
in the first stage it keeps adding edges (to member DAGs). Under certain assumptions, the
output of the first stage, which we denote by G1, is an independence map of G
∗ with high
probability [Nandy et al., 2018]. However, even if d∗ is bounded, it is difficult to bound |G1|
since G1 may not be minimal. This is inconvenient to theoretical analysis since we have
little control over the posterior landscape among non-sparse models (e.g. the errors may be
overfitted.) Note that the swap proposal plays a key role when we consider a search space
with bounded maximum degree. Without swaps, RW-GES can get stuck at DAG models
with nodes that are underfitted and saturated.
6.2 When the strong beta-min condition fails
Both the strong beta-min condition and strong faithfulness are restrictive assumptions,
though their uses in theoretical studies are common. A more flexible setup can be for-
mulated as follows. Let b2 be the lower bounded given in (13) (the constants in the bound
can always be adjusted if necessary.) For each σ ∈ Sp, we define a DAG G̃σ as follows.
i→ j ∈ G̃σ if and only if (B∗σ)2ij ≥ b2.
As long as the other nonzero entries of B∗σ are sufficiently small (so that their summed effects
for each node have the same order as the noise), we may treat G̃σ as the “true” model for the
DAG selection problem with ordering σ and prove the corresponding consistency and rapid
mixing results (for DAG selection) using essentially the same techniques [cf. Yang et al.,
2016]. All we need is just to replace G∗σ with G̃σ in the construction of canonical paths.
But for the structure learning problem across all possible orderings, the current argument
fails. The DAG G̃σ may not be an independence map of G
∗, and as shown in Example 2, G̃σ
can easily be a local mode on (Cp(din, dout),Nads). For other search methods which consider
a smaller neighborhood set than Nads(·), the multimodality of the posterior distribution can
only be more severe. Hence, to devise MCMC algorithms which may achieve rapid mixing
without strong beta-min condition, we need to choose a larger neighborhood and modify
the construction of the canonical path from G̃σ to G
∗ for each σ ∈ Sp. In this regard,
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the works of Grzegorczyk and Husmeier [2008], Su and Borsuk [2016] suggest a potential
solution. Consider the REV-structure MCMC sampler of Grzegorczyk and Husmeier [2008]
for example. The algorithm draws samples from the DAG space, but it replaces the single-
edge reversal in the classical structure MCMC with a so-called REV (new edge reversal)
move. For each REV move, an edge i → j in the current DAG is randomly sampled first.
Next, the current parent set of node i is replaced by a random sample from the conditional
posterior distribution of Pai under the constraint that the resulting graph is a DAG with the
edge j → i. The parent set of node j is then re-sampled similarly. This REV move makes
it possible to jump between DAGs that encode very different CI relations involving nodes i
and j. Similar ideas to the REV move might be used to improve other sampling methods,
including those defined on the space of equivalence classes. A more detailed investigation is
left to future research.
7 Proofs for canonical paths of RW-GES
7.1 Proof of Lemma 2
Proof. We prove the lemma by contradiction. Assume that for any j ∈ [p] such that gσj (G) 6=
G, we have gσj (G) /∈ Gσp (din, dout). It follows that there exists no j such that Paj(G∗σ) ⊂
Paj(G) (two sets are not equal.) Otherwise, g
σ
j (G) can be obtained from G by removing
some incoming edge of node j and thus gσj (G) ∈ Gσp (din, dout).
Since there is no strictly overfitted node, there must exist some underfitted node. Let
U = {u ∈ [p] : Pau(G∗σ) 6⊆ Pau(G)}
be the set of all underfitted nodes. Recall that for any u ∈ U , gσu(G) is constructed by adding
an incoming edge of node u to G. Define
A = {a ∈ [p] : gσu(G) = G ∪ {a→ u} for some u ∈ U}.
Fix an arbitrary a ∈ A and suppose that gσj (G) = G∪{a→ j} for some j. If |Cha(G)| < dout,
one can verify that gσj (G) ∈ Gσp (din, dout) (if Paj(G) < din, we can simply add the edge a→ j;
if Paj(G) = din, we perform a swap.) Thus, |Cha(G)| = dout for every a ∈ A.
For any node u ∈ U , there exists some node a(u) ∈ A such that a(u) → u is in G∗σ but
not in G. But any node a can have at most d∗σ outgoing edges in G
∗
σ, which implies that
|A| ≥ |U |
d∗σ
. (19)
For each a ∈ A, define
ca = |{u ∈ U : gσu(G) = G ∪ {a→ u}}| , Fa = Cha(G) \ Cha(G∗σ).
So ca is the number of nodes in U which we want to connect with the parent node a.
Observe that ca ≤ |Cha(G∗σ) \ Cha(G)| and
∑
a∈A ca = |U |. Using |Cha(G)| = dout and










where the last step follows from (19) and
∑
a∈A ca = |U |.
For any node fa ∈ Fa, the edge a→ fa is in G but not in G∗σ. Define
E = {(a, f) : a ∈ A, f ∈ Fa}.
Clearly, |E| =
∑
a∈A |Fa|. Since the maximum in-degree of G is at most din, for any f ∈ [p],
we have |{a ∈ A : (a, f) ∈ E}| ≤ din. Consider the set F̄ =
⋃
a∈A Fa. By (20) we have that





since we assume dout > dind
∗
σ. For any node f ∈ F̄ , we have Paf (G) 6= Paf (G∗σ). Because
we have already shown that no node in G can be strictly overfitted, all nodes in F̄ must be
underfitted; thus, we must have |F | ≤ |U |, which yields the contradiction.
7.2 Proof of Theorem 2
We first prove an auxiliary lemma using the Chickering algorithm.
Lemma 5. Assume d∗ ≤ din ≤ dout. Consider G∗σ for some σ ∈ Sp such that E = [G∗σ] 6= E∗.
There exist E ′ ∈ Cp(din, dout), G ∈ E and τ ∈ Sp such that (i) E ′ ∈ Ndel(E) and CI(E) ⊂
CI(E ′) ⊆ CI(E∗), and (ii) G ∈ Gτp (din, dout) and E ′ = [gτj (G)] for some j ∈ [p].
Proof. The first conclusion of the lemma is essentially the same as Chickering [2002b, Lemma
10]. To prove it, note that since E = [G∗σ], we have CI(E) = CI(G∗σ) ⊂ CI(E∗). By Chick-
ering [2002b, Theorem 4], there exist some finite m and a sequence of DAGs, (G0 =
G∗, G1, . . . , Gm−1, Gm = G
∗
σ), such that, for each k ∈ [m], CI(Gk) ⊆ CI(Gk−1) and Gk
is obtained from Gk−1 by either a covered edge reversal or an edge addition. Let ` =
max{j ≤ m : |Gj | = |G∗σ| − 1}, which clearly exists. Then, G` ∈ Ndel(G`+1), G`+1 ∈ E by
Lemma C2, and CI(G`+1) ⊂ CI(G`) ⊆ CI(G∗).
Let τ be a topological ordering of G`+1. For each i ∈ [p], we have Pai(G∗τ ) ⊆ Pai(G`+1),
since G`+1 is an I-map of G
∗ but G∗τ is the unique minimal I-map with ordering τ . Meanwhile,
CI(G`) ⊂ CI(G∗) and |G`| < |G`+1| imply that there exists some node j such that Paj(G∗τ ) ⊂
Paj(G`+1) (two sets are unequal.) Consider the DAG G
′ = gτj (G`+1), which by definition
satisfies that G′ = G`+1 \ {i → j} for some i 6= Paj(G∗τ ). Hence, G′ ∈ Ndel(G), E ′ = [G′] ∈
Ndel(E) and CI(E) = CI(G`+1) ⊂ CI(E ′) ⊆ CI(E∗). To conclude the proof, notice that
the maximum degree of G`+1 is bounded by d
∗ since G`+1 and G
∗
σ are Markov equivalent.
It then follows from the assumption d∗ ≤ din ≤ dout that G`+1 ∈ Gτp (din, dout) and thus
E ′ ∈ Cp(din, dout).
Proof of Theorem 2. We give an explicit construction of g that satisfies the required condi-
tions. Recall the definition of h∗(E∗) in (2). Let (Ḡ(E), σ̄(E)) be the pair that attains the
minimum in the definition of h∗(E) (if there are multiple such pairs, fix one of them.) The
pair (Ḡ(E), σ̄(E)) can be seen as a “canonical” representation of the equivalence class E . Fix
an arbitrary E ∈ Cp(din, dout), and we define g(E) as follows.
(1) Let (G, σ) = (Ḡ(E), σ̄(E)) be its canonical representation.
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(2) If G 6= G∗σ, by Lemma 2, there exists some j such that gσj (G) ∈ Gσp (din, dout) and
gσj (G) 6= G. Let G′ = gσj (G) and g(E) = [G′] ∈ Cp(din, dout).
(3) If G = G∗σ but E 6= E∗, by Lemma 5, there exist some G0 ∈ E , τ ∈ Sp, j ∈ [p] such
that G0 ∈ Gτp (din, dout), G′ = gτj (G0) ∈ Ndel(G0), and G′ is still an I-map of G∗. Let
g(E) = [G′] ∈ Cp(din, dout).
(4) If E = E∗, let g(E) = E .
It follows from the definition of Nads that g(E) ∈ Nads(E) for every E 6= E∗. Consider gσj (G)
found in step (2). By Lemma 2 and the definition of gσj , we have
h∗([gσj (G)]) ≤ Hd(gσj (G), G∗σ) + |G∗σ| − |G∗| < Hd(G,G∗σ) + |G∗σ| − |G∗| = h∗(E)
since gσj (G) ∈ Gσp (din, dout) and (G, σ) is chosen to be the canonical representation of E . If
g(E) is defined in step (3) as gτj (G0) for some G0 ∈ E (and G = G∗σ ∈ E), we claim
h∗([gτj (G0)]) ≤ Hd(gτj (G0), G∗τ ) + |G∗τ | − |G∗| < |G∗σ| − |G∗| = h∗(E).
This is because gτj (G0) is an I-map of G
∗ with ordering τ , and thus Hd(gτj (G0), G
∗
τ ) =
|gτj (G0)|−|G∗τ |. The above inequality then follows upon noticing that |G∗σ| = |G0| > |gτj (G0)|.
Hence, for any E 6= E∗, we have h∗(g(E)) < h∗(E). Since h∗(E) = 0 if and only E = E∗,
g induces a canonical path from E to E∗ for every E ∈ Cp(din, dout). To bound the length of








(|G|+ |G∗σ|) + max
σ∈Sp
|G∗σ|
≤ (d∗ + din)p+ d∗p = (2d∗ + din)p,
which concludes the proof.
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A Notation used in the main text
In the table below, we list the notation that is used frequently in Sections 3 to 7.
Notation Description
[p] {1, 2, . . . , p}
Sp set of all permutations of [p]
|S| cardinality of a set S
Np(µ,Σ) p-variate normal distribution with covariance matrix Σ
X a random vector with components X1, . . . ,Xp
X,Xj , XS data matrix, column vector, submatrix with columns index by S
|G| number of edges in the DAG G
Hd(S, S′),Hd(G,G′) Hamming distance between two sets or DAGs
Paj(G),Chj(G) set of parents/children of node j in the DAG G
[G] the equivalence class that contains the DAG G
EG(E) the CPDAG representing the equivalence class E
CI(G), CI(E) set of CI relations encoded by a DAG G or an equivalence class E
Gp,Gσp set of p-vertex DAGs, set of p-vertex DAGs with ordering σ
Gp(din, dout),Gσp (din, dout) sets of DAGs that satisfy the in-degree and out-degree constraints
Cp, Cp(din, dout) sets of equivalence classes
Aσp (j) set of nodes that precede Xj in the ordering σ
Mσp (j, din) set of possible values of Paj(G) for G ∈ Gσp (din, p); see (3)
gσj (S), g
σ
j (G) canonical transition functions on Mσp (j, din) and Gσp (din, dout)
Nads(E) add-delete-swap neighborhood of an equivalence class E ; see (1)
Nadd,Ndel,Nswap addition/deletion/swap neighborhood of G or E
Σ(B,Ω) Σ has a modified Cholesky decomposition given by (B,Ω)
Dp(G),Dp(σ) set of pairs (B,Ω) such that Σ(B,Ω) is Markovian w.r.t. G; see (7)
Dp(σ) set of pairs (B,Ω) compatible with ordering σ; see (24)
π0, πn prior and posterior distributions or density functions
†
din, dout maximum in-degree/out-degree
c1, c2, κ, γ hyperparameters for π0(E) and π0(B,Ω | G)
α exponent for the fractional likelihood function
ψj , ψ posterior score functions; see (10) and (11)
Σ∗, G∗, E∗ true covariance matrix, DAG model and equivalence class
P∗ probability measure corresponding to the true model
G∗σ minimal I-map of G
∗ with ordering σ
(B∗σ,Ω
∗
σ) modified Cholesky decomposition of Σ
∗ in Dp(σ)




∗ maximum degree of the minimal I-map(s); see (4)
r∗ maximum size of [G∗σ] over all σ; see (18)
K,Kσ,Ks proposal distributions of MH algorithms
P,Pσ,Ps transition matrices of MH algorithms
†: when π0 or πn denotes a density function, its dominating measure depends on the context.
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B Path methods and mixing time of Markov chains
B.1 On the equivalence between mixing time and hitting time
Let (Yt)t∈N be a Markov chain defined on a finite state space Θ with transition matrix P.
Assume that P is irreducible and aperiodic so that there always exists a unique stationary and
limiting distribution π. Let Pθ denote the probability measure for (Yt)t∈N with initial value
Y0 = θ, and let Eθ be the corresponding expectation. For t ∈ N, let Pt(θ, ·) = Pθ(Yt ∈ ·)
denote the t-step transition matrix. For any set A ⊆ Θ, define the hitting time of A by
h(A) = min{t ∈ N : Yt ∈ A}.
Theorem B1 (Peres and Sousi [2015]). For some α < 1/2, define
TH(α) = max {Eθ[h(A)] : θ ∈ Θ, A ⊆ Θ, π(A) ≥ α} .
Suppose that P is reversible and let TLmix be the mixing time of the lazy chain with transition
matrix (P + I)/2. Then, TLmix and TH(α) are equivalent up to constant factors.
Remark 12. This result was first proved by Aldous [1982] for continuous-time Markov chains.
Griffiths et al. [2014] showed that the equivalence between TLmix and TH(α) also holds for
α = 1/2. “Up to constant factors” means that there exist constants cα, Cα > 0 such that
cαTH(α) ≤ TLmix ≤ CαTH(α).
Theorem B2. Suppose P is reversible and let TLmix be as defined in Theorem B1. If there
exists some state θ∗ such that π(θ∗) > 1/2, then TLmix is equivalent, up to constant factors,
to T ∗ = maxθ∈Θ Eθ[h({θ∗})].
Proof. Choose any α ∈ (0, 1/2). For any A with π(A) ≥ α, we have θ∗ ∈ A and thus
h(A) ≤ h({θ∗}). Hence, TH(α) = max {Eθ[h(A)] : θ ∈ Θ, A = {θ∗}} where TH(α) is as defined
in Theorem B1, from which the result follows.
Rapid mixing of an MH algorithm is impossible if the chain can get stuck at a sub-optimal
local mode other than θ∗ for exponentially many steps.
Theorem B3. Consider an asymptotic setting where Θ,P, π are implicitly indexed by n.
For each n, assume there exists some θ0 such that π(θ0) ≤ 1/2 and P(θ0, θ0) ≥ 1 − e−cn,
where c > 0 is a universal constant. Then the mixing time of P cannot be bounded by any
polynomial in n.
Proof. Let An = Θ\{θ0}. By the property of total variation distance, ‖Pt(θ0, ·)−π(·)‖TV ≥
|Pt(θ0, An)− π(An)|. It then follows from Definition 2 that
Tmix ≥ min
{




t ∈ N : Pt(θ0, An) ≥ 1/4
}
,
since π(An) ≥ 1/2. Observe that Pt(θ0, θ0) ≥ (1− e−cn)t ≥ 1− te−cn for any t ≥ 1. Hence,
Pt(θ0, An) ≤ te−cn, which yields the result.
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B.2 Proof of Lemma 1
Proof. First, we show that such a function g exists. Since (Θ,N ) is connected, for any θ 6= θ∗,
there exists a shortest N -path from θ to θ∗, which we denote by (θ0 = θ, θ1, . . . , θk = θ∗).
Define g̃(θ) to be the state θ1 on this path. Clearly, g̃ is a canonical transition function.
Next, we explicitly construct a canonical path ensemble T using any canonical transition
function g. The path from θ to θ′ in T will be denoted by eT (θ, θ′), which is unique. Let
N = {0, 1, . . . } and k(θ) = min{i ∈ N : gi(θ) = θ∗} < ∞. For θ 6= θ∗, define eT (θ, θ∗) =
(θ, g(θ), . . . , gk(θ)(θ) = θ∗) (note that it cannot contain any duplicate state since otherwise
k(θ) does not exist.) Since N is symmetric, we have θ ∈ N (g(θ)) for each θ 6= θ∗, and thus
the path eT (θ
∗, θ) can be defined by reversing eT (θ, θ
∗). The construction of eT (θ, θ
′) for
θ′ 6= θ∗ is divided into three cases.
(Case 1) θ = gj(θ′) for some j ∈ N+, where N+ = {1, 2, . . . }.
(Case 2) θ′ = gi(θ) for some i ∈ N+.
(Case 3) Neither of the above two statements holds.
For Case 1, since eT (θ, θ
∗) = (θ, g(θ), . . . , gj−1(θ), θ′, gj+1(θ), . . . , gk(θ) = θ∗), we can simply
define eT (θ, θ
′) = (θ, g(θ), . . . , gj−1(θ), θ′), which is a sub-path of eT (θ, θ
∗). Case 2 can be
handled similarly. Consider Case 3. By concatenating the canonical paths eT (θ, θ
∗) and
eT (θ
∗, θ′), we can define
eT (θ, θ
′) = (θ, g(θ), . . . , gj(θ) = θ∗ = gk(θ), . . . , g(θ′), θ′),
where j is the length of eT (θ, θ
∗) and k is the length of eT (θ
∗, θ′). To prove eT (θ, θ
′) has
no duplicate states, it suffices to show that paths eT (θ, θ
∗) and eT (θ
∗, θ′) do not share any
common states except θ∗. We prove it by contradiction. Suppose τ 6= θ∗ exists in both
paths. Then τ = gs(θ) = gt(θ′) for some s, t ∈ N+. Without loss of generality, assume s > t.
But this implies that θ′ = gs−t(θ), which yields the contradiction.
B.3 Proof of Theorem 1
Part (i) follows upon observing that π must be maximized at θ∗ and there is no local maxima
other than θ∗ on (Θ,N ).
Proof of part (ii). Let g−k(θ∗) = {θ ∈ Θ: gk(θ) = θ∗, gk−1(θ) 6= θ∗}. Note that Θ =⋃
k≥0 g
−k(θ∗). By Condition (2), we have π(θ)/π(θ∗) ≤ p−kt2 for any θ ∈ g−k(θ∗). Condition















from which the result follows.
Proof of part (iii). We use the canonical path method of Sinclair [1992] to compute an upper
bound on the mixing time. Let e(θ, θ′) denote an N -path (which we simply call a path
henceforth) from θ to θ′. A path is also interpreted as a sequence of directed edges; thus,
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the notation (θi, θj) ∈ e(θ, θ′) means that θi, θj are two consecutive states (θi first) along
the path. The length of the path is denoted by |e(θ, θ′)|, which is defined to be the number
of edges in the path. Let T = {eT (θ, θ′) : θ, θ′ ∈ Θ, and θ 6= θ′} denote the canonical path
ensemble induced by g, as constructed in the proof of Lemma 1.
By Sinclair [1992, Proposition 1, Corollary 6] and our definition of the mixing time,
Tmix
− log[minθ∈Θ π(θ)] + log 4
≤ 1
Gap(P)
≤ ρ(T )l(T ), (21)
where Gap(P) is the spectral gap of a transition matrix P, l(T ) is the length of the longest
canonical path in T , and







is known as the path congestion parameter of T . Hence, in order to bound the mixing time,
we only need to calculate l(T ) and ρ(T ).
It is clear from construction that for any θ 6= θ′, we have |eT (θ, θ′)| ≤ |eT (θ, θ∗)| +
|eT (θ′, θ∗)| ≤ 2`max, where `max is as defined in the theorem. Next, we need to bound ρ(T ).
Observe that for T constructed in Lemma 1,{
(θ, θ′) : (τ, τ ′) ∈ eT (θ, θ′)
}
6= ∅, only if τ = g(τ ′) or τ ′ = g(τ).
Assume that τ ′ = g(τ), which implies that τ 6= θ∗ (the other case can be analyzed similarly.)
By condition (3), P(τ, τ ′) ≥ p−t3 . Let N = {0, 1, . . . }. Define Λ(τ) = {θ ∈ Θ: τ = gk(θ), k ∈
N} as the ancestor set of τ w.r.t. the transition function g. Note that τ ∈ Λ(τ). If
(τ, τ ′) ∈ eT (θ, θ′) for some θ and θ′, according to our construction of T , it is straightforward
to verify that θ ∈ Λ(τ). Therefore, {(θ, θ′) : (τ, τ ′) ∈ eT (θ, θ′)} ⊆ Λ(τ)×Θ. It follows that
ρ(T ) ≤ max










































The claim then follows from (21), (22) and (23).
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C Preliminaries for DAG models
C.1 Markov equivalent DAGs
Below are some useful results for checking whether two DAGs are Markov equivalent. The
skeleton of a DAG is the unique undirected graph obtained by replacing all edges in the
DAG with undirected ones. A v-structure is a triple i → j ← k (note that there is no edge
between i and k.) By an edge reversal, we mean to change an existing edge i→ j to j → i.
We say the reversal is covered if and only if Pai = Paj \ {i}. Two nodes i, j are said to be
adjacent in G if i→ j ∈ G or j → i ∈ G.
Lemma C1. Two DAGs are Markov equivalent if and only if they have the same skeleton
and v-structures.
Proof. See Verma and Pearl [1991].
Lemma C2. Two DAGs G1, G2 are Markov equivalent if and only if we can transform G1
to G2 by a sequence of covered edge reversals.
Proof. See Chickering [1995, Theorem 2].
Lemma C3. Let G1 and G2 be two Markov equivalent DAGs such that Paj(G1) = Paj(G2)
and i /∈ Paj(G1). Suppose that G′1 = G1 ∪ {i → j} and G′2 = G2 ∪ {i → j} are both DAGs.
Then G′1, G
′
2 are Markov equivalent.
Proof. By Lemma C1, G′1 and G
′
2 have the same skeleton. It suffices to show that G
′
1 and
G′2 share the same v-structures. One can see that a v-structure remains unchanged unless it
involves both i and j. There are only two cases where adding the edge i → j affects some
v-structure:
(Case 1) For some node k, a new v-structure i→ j ← k is formed.
(Case 2) For some node k, an existing v-structure i→ k ← j is shielded.
We show that if Case 1 or Case 2 happens in G′1, it also happens in G
′
2. If i→ j ← k is a v-
structure inG′1 for k ∈ Paj(G1), i, k are not adjacent inG′1. Then i, k must be non-adjacent in




2 have the same skeleton. By the assumption Paj(G1) = Paj(G2),
we find that k ∈ Paj(G2) and thus G′2 contains the v-structure i → j ← k. If G1 has a
v-structure i→ k ← j for some node k, so does G2 by Lemma C1. Adding i→ j deletes the
v-structure both in G′1 and G
′
2.
Lemma C4. Let G1 and G2 be two Markov equivalent DAGs such that Paj(G1) = Paj(G2)
and i ∈ Paj(G1). Suppose that G′1 = G1 \ {i → j} and G′2 = G2 \ {i → j} are both DAGs.
Then G′1, G
′
2 are Markov equivalent.
Proof. The proof is similar to that of Lemma C3. we show that G′1 and G
′
2 share the same
v-structures. There are only two cases where deleting the edge i→ j affects the v-structure.
(Case 1) For some node k, a new v-structure i→ k ← j is formed.
(Case 2) For some node k, an existing v-structure i→ j ← k is broken up.
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Let i → k ← j be a v-structure in G′1. Observe that the assumptions Paj(G1) = Paj(G2)
and that G1 and G2 are Markov equivalent imply Chj(G1) = Chj(G2). Since k ∈ Chj(G1),
G′2 also has the edge k ← j. Further, we must have i → k ∈ G′2, since G2 is acyclic. This
shows that i → k ← j is also a v-structure in G′2. If G1 has a v-structure i → j ← k for
some node k, so does G2. Adding i→ j deletes the v-structure in both G′1 and G′2.
C.2 Gaussian DAG models
We provide some background on the decomposition of Σ(B,Ω) given in (6). It is actually
the (modified) Cholesky decomposition of Σ (up to permutation of rows and columns), and
B is the modified Cholesky factor (after scaling). Let Dp(σ) =
⋃
G∈Gσp Dp(G) where Dp(G)
is as given in (7). Observe that, equivalently, Dp(σ) can be defined by
Dp(σ) ={(B,Ω): B ∈ Rp×p, Bij = 0 if σ−1(i) ≥ σ−1(j), for any i, j ∈ [p];
Ω = diag(ω1, . . . , ωp), ωi > 0 for any i ∈ [p]}.
(24)
Lemma C5. For any positive definite matrix Σ ∈ Rp×p and σ ∈ Sp, the decomposition
Σ = (I −B>)−1Ω(I −B)−1 for (B,Ω) ∈ Dp(σ) exists and is unique.
Proof. First, permute the rows and columns of Σ using σ so that B becomes upper triangular
after permutation. The result then follows from the existence and uniqueness of Cholesky
decomposition for positive definite matrices. See also Aragam et al. [2015, Lemma 2.1].
Lemma C6. Let Σ = (I − B>)−1Ω(I − B)−1 for some (B,Ω) ∈
⋃
σ∈Sp Dp(σ). Let G be a
DAG such that i → j ∈ G if and only if Bij > 0. Then G is a minimal I-map of Np(0,Σ);
that is, Np(0,Σ) is Markovian w.r.t. G but not Markovian w.r.t. any sub-DAG of G.
Proof. See Peters and Bühlmann [2014, Theorem 1].
Lemma C7. Let Np(0,Σ) be a non-degenerate multivariate normal distribution Markovian
w.r.t. a p-vertex DAG G. Then the decomposition Σ = (I −B>)−1Ω(I −B)−1 for (B,Ω) ∈
Dp(G) exists and is unique.
Proof. The Markovian assumption implies that the density of Np(0,Σ) factorizes according
to G. Let X = (X1, . . . ,Xp) ∼ Np(0,Σ). The existence of (B,Ω) follows from the fact that,
for any S ⊆ [p] \ {j}, Xj | XS follows a normal distribution and the conditional expectation
is linear in XS . Let σ be a topological ordering of G. Since Dp(G) ⊆ Dp(σ), the uniqueness
follows from Lemma C5.
Lemma C8. Let G be a p-vertex DAG and S = {(i, j) : i→ j ∈ G}. Let B be a p×p matrix
such that BS = {Bij : (i, j) ∈ S} is sampled from an absolutely continuous distribution
on R|S| and other entries of B are zeroes. Let Ω = diag(ω1, . . . , ωp) be a diagonal matrix
where (ω1, . . . , ωp) is sampled from an absolutely continuous distribution on (0,∞)p. Let
Σ = (I −B>)−1Ω(I −B)−1. Then Np(0,Σ) is perfectly Markovian w.r.t. G almost surely.
Proof. See Spirtes et al. [2000, Theorem 3.2].
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C.3 Empirical Bayes modeling for structure learning
Consider the model given in (5). This Bayesian model is motivated by two observations.
First, by Lemma C7, if Σ is positive definite and Np(0,Σ) is Markovian w.r.t. G, then the
decomposition (6) exists and is unique. Second, if the edge weights (entries Bij for i→ j ∈ G)
are sampled from an absolutely continuous distribution, the resulting distribution Np(0, Σ) is
almost surely perfectly Markovian w.r.t. G; see Lemma C8. There is little loss of generality
in assuming that X has mean zero, since the normality implies that any CI statement about
X1, . . . ,Xp can be determined using Σ alone.
We specify an empirical prior for (B,Ω) | G with support Dp(G) as follows. Let βj(G) =
BPaj ,j be the subvector of the j-th column of B with entries indexed by Paj(G). By the
SEM representation, βj contains all nonzero regression coefficients for the response vector
Xj . We use an empirical normal-inverse-gamma prior for each (βj , ωj):










π0(ωj) ∝ ω−κ/2−1j ,
where γ, κ are hyperparameters and XPaj denotes the submatrix of X containing columns
indexed by Paj . So the prior mean for βj is simply the ordinary-least-squares estimator. Let
L(B,Ω) denote the likelihood function (the dependency on X is omitted.) Since the empirical
prior relies on the observed data, to counteract its effect we use a fractional likelihood with
exponent α ∈ (0, 1) [Martin et al., 2017]. The formula is given by




Hence, the effective prior distribution for (B,Ω) | G is π0(·)/L1−α(·). By a routine calculation
















The function fα gives the marginal (fractional) likelihood of a DAG model. The posterior









D High-dimensional empirical variable selection
By the SEM representation (8), the DAG selection problem can be seen as a series of variable
selection problems. Here we prove some high-dimensional consistency results for a single
variable selection problem using the empirical prior. We consider a general setting where
we have a response vector denoted by y and an n × m design matrix denoted by Z. In
order to make our result easily applicable to DAG selection problems, we assume that the
total number of variables is p but Z may only contain a subset of them; thus, we always
have m ≤ p. The main result of this section is provided in Theorem D1. If the topological
ordering for a DAG selection problem is given by σ(i) = i for i ∈ [p], one can simply apply
Theorem D1 with y = Xj and Z = X[j−1] for every j ≥ 2. If one is only interested in a fixed
single variable selection problem, one can always apply our result with m = p.
D.1 Model, prior and posterior distributions
Consider the following empirical model for variable selection [Martin et al., 2017],
y | S, βS , ω ∼ Nn(ZSβS , ωI),
π0(S) ∝ (c1pc2)−|S| 1S(d)(S), ∀S ⊆ [m],
π0(ω) ∝ ω−κ/2−1, ∀ω > 0,










where I denotes the identity matrix and c1 > 0, c2 ≥ 0, κ ≥ 0, γ > 0 are hyperparameters.
The space S(d) is the set of all models with size not greater than d; that is,
S(d) = {S ⊆ [m] : |S| ≤ d}.
We allow d ∈ [p] to be greater than m. Using a fractional likelihood with exponent α, we
find that the posterior probability of some S ∈ S(d) is given by















S = I − ΦS . (27)
The exponentiation of the posterior score function ψj defined in (11) has exactly the same
form as (26). Thus, the analysis of the DAG selection and structure learning problem can
be reduced to that of all possible nodewise variable selection problems.
Let the true data generating model be given by
y = y0 + ε, where y0 = ZS∗β
∗
S∗ and ε ∼ Nn(0, ω∗I), (28)
for some S∗ ⊆ [m], β∗S∗ ∈ R|S
∗| and ω∗ > 0. The vector y0 denotes the signal part of y.
We denote a variable selection problem as described above by
V = (y, Z,M∗, η) (29)
where (y, Z) represents the data, M∗ = (S∗, β∗S∗ , ω
∗, ε) represents the true model and η =
(d, α, c1, c2, κ, γ) denotes all parameters.
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D.2 High-dimensional consistency results
We make the following assumptions on the data, true model and prior parameters.
Assumption A′. Let Z̃ = [Z y]. There exist constants ν, ν > 0 such that
nν ≤ λmin(Z̃>S Z̃S) ≤ λmax(Z̃>S Z̃S) ≤ nν,
for any S ⊆ [m+ 1] with |S| ≤ 2d.
Assumption B′. For the true model given in (28), ν ≤ ω∗ ≤ ν and ε satisfies that
min
S : |S|≤d





ε>(ΦS∪{j} − ΦS)ε ≤ ρω∗ log p, (B2′)
for some constant ρ ≥ 2.
Assumption C′. Prior parameters satisfy that κ ≤ n, c1
√
1 + α/γ ∈ [1, p], and c2 ≥
(α+ 1)ρ+ t for some universal constant t > 0.






Assumption E′. There exists a universal constant Cβ such that




As in Definition 6, we define a transition function g : S(d)→ S(d) by
g(S) =

S, if S = S∗,
arg maxS′∈N ∗del(S)
πn(S
′), if S∗ ⊂ S,
arg maxS′∈N ∗add(S)
πn(S
′), if S∗ 6⊆ S, |S| < d
arg maxS′∈N ∗swap(S) πn(S
′), if S∗ 6⊆ S, |S| = d,
where
N ∗add(S) = {S ∪ {k} : k ∈ S∗ \ S}, N ∗del(S) = {S \ {`} : ` ∈ S \ S∗},
N ∗swap(S) = {(S ∪ {k}) \ {`} : k ∈ S∗ \ S, ` ∈ S \ S∗}.
Recall that for two models S1, S2, we use Hd(S1, S2) = |S1 \ S2| + |S2 \ S1| to denote the
“Hamming distance”. Clearly, for any S 6= S∗, we always have Hd(g(S), S∗) < Hd(S, S∗).
The consistency results provided in the following theorem shows that we can further obtain
a lower bound polynomial in p on πn(g(S))/πn(S).
Theorem D1. Suppose Assumptions A′, B′, C′, D′ and E′ hold, and let t > 0 be the universal
constant as defined in Assumption C′. If Cβ ≥ 8t/3, then
πn(g(S))
πn(S)
≥ pt, ∀S ∈ S(d) \ {S∗}.
Proof. It follows from Lemmas D1, D3 and D4 to be proved below.
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D.3 Proof of Theorem D1
We prove three lemmas below, each for one subcase in the definition of g (except the case
S = S∗). Theorem D1 then follows.
First, consider an overfitted model S such that S∗ ⊂ S. Under Assumption B′, as long
as c2 is sufficiently large, we can pick an arbitrary j ∈ S \ S∗ and then S′ = S \ {j} has a
much larger posterior probability.
Lemma D1. Suppose Assumptions B′ and C′ hold. For any S ∈ S(d) such that S∗ ⊂ S and
any j ∈ S \ S∗, we have
πn(S)
πn(S \ {j})
≤ p−c2+(α+1)ρ ≤ p−t.
Proof. Let S′ = S \ {j} for any j ∈ S \ S∗. Then, it follows from (26) and the inequality
1 + x ≤ ex that
πn(S)
πn(S′)









Since S∗ ⊆ S and S∗ ⊆ S′, by (B1′) and (B2′), we have
y>Φ⊥S y = ε
>Φ⊥S ε ≥ nω∗/2,
y>(ΦS − ΦS′)y = ε>(ΦS − ΦS′)ε ≤ ρω∗ log p.
A routine calculation then yields the result.
For an underfitted model S ∈ S(d) (underfitted means S∗ \ S 6= ∅), it is more difficult
to identify a neighboring model with a much larger posterior probability. Consider the
reduction in residual sum of squares (RSS), ‖(ΦS∪{k} − ΦS)y‖22, by adding some covariate
k ∈ S∗ \ S. Even if |β∗k| is large, the change in RSS may not be significant due to the
correlation between Zk and other covariates in S
∗ \ S. Similarly, a covariate in (S∗)c may
happen to explain a significant amount of variation in the signal, due to its correlation with
some missing covariate in S∗ \ S. To identify a much more “likely” neighboring model for
each underfitted S, we first prove an auxiliary result, which bounds the change in RSS (with
y replaced by y0) for the best move.
Lemma D2. Let y0 be as defined in (28) and suppose Assumption A
′ holds. For any
S ∈ S(d) such that S∗ \ S 6= ∅, there exists k ∈ S∗ \ S such that






For any S ∈ S(d) such that S \ S∗ 6= ∅, there exists j ∈ S \ S∗ such that






Proof. The proof is similar to that for Yang et al. [2016, Lemma 8]. The key difference is
that we do not need to impose an irrepresentability assumption. In Yang et al. [2016, Lemma





We directly bound this constant using Lemma D7. For completeness, we provide the full
proof in Section D.4.
We need to consider two subcases for underfitted models according as S is saturated (we
say S is saturated if |S| = d.) Note that an underfitted and saturated model exists only if
d < m. If S is unsaturated, we can add some covariate in S∗ \ S so that the reduction in
RSS would be significant. If S is saturated, we perform a swap move: add some covariate in
S∗ \ S and remove another in S \ S∗.
Lemma D3. Suppose Assumptions A′, B′, C′ and E′ hold. Let S ∈ S(d) be an underfitted




Proof. Let S′ = S ∪ {k} for some k ∈ S∗ \ S. Then,
πn(S)
πn(S′)








By Assumption A′, y>Φ⊥S y ≤ y>y ≤ nν. By Lemma D2 and Assumption E′, there exists
some k ∈ S∗ \ S such that
‖(ΦS′ − ΦS)y0‖22 ≥
nν2
ν
β2min ≥ 5(Cβ + 4c2)
ν log p
α
≥ (C1/2β + 4c
1/2
2 )
2 ν log p
α
. (31)
By Assumptions B′ and C′,




≤ c2ν log p
α
. (32)
The reverse triangle inequality then yields that





}2 ν log p
α













By Assumptions B′ and C′, c2 ≥ 2 and thus 9c2/2 ≥ 4c2 + 1, which yields the result.
Lemma D4. Suppose d < m and Assumptions A′, B′, C′, D′ and E′ hold. Let S ∈ S(d) be
an underfitted model with |S| = d. There exist some k ∈ S∗ \ S and j ∈ S \ S∗ such that
πn(S)
πn((S ∪ {k}) \ {j})
≤ p−3Cβ/8.












By Lemma D2, we can pick k and j such that





















Then, using (31), (32) and triangle inequalities, we find that





}2 ν log p
α
,
















The result then follows by a calculation similar to the proof of Lemma D3.










Using Lemma D5 and Assumption A′, the summation term can be written as
∑
k∈S∗\S


























S y0‖22 = ‖Z>S∗∪SΦ⊥S y0‖22.
Recall that Φ⊥S y0 = ZS∗β
∗
S∗ − ΦSy0. Thus, Φ⊥S y0 is in the column space of ZS∗∪S , which
further implies that
‖Z>S∗∪SΦ⊥S y0‖22 ≥ λmin(Z>S∗∪SZS∗∪S)‖Φ⊥S y0‖22.
Applying Lemma D6, we obtain that ‖Φ⊥S y0‖22 ≥ nν‖β∗S∗\S‖
2
2. Combining the above displayed
inequalities, we obtain the first inequality stated in the lemma.
Consider the second part of the lemma. Without loss of generality, assume that S =
{1, 2, . . . , |S|}. Define










S∗\S‖2 ≤ ‖ZS\{j}b̃−j − ZS∗\Sβ
∗
S∗\S‖2,
since ‖Φ⊥S\{j}y0‖2 is the minimal distance from y0 to the column space of ZS\{j}. By the
definition of b̃, we have
ZS\{j}b̃−j + Zj b̃j = ZS b̃ = ΦSZS∗\Sβ
∗
S∗\S .





2 + ‖Zj b̃j‖22.
It then follows that
‖(ΦS − ΦS\{j})y0‖22 = ‖Φ⊥S\{j}y0‖
2
2 − ‖Φ⊥S y0‖22 ≤ b̃2j‖Zj‖22 ≤ nνb̃2j .
Choosing an optimal j, we obtain that
min
j∈S\S∗









Since operator norm is submultiplicative,
‖b̃‖2 ≤ ‖(Z>S ZS)−1‖op‖Z>S ZS∗\S‖op‖β∗S∗\S‖.
Assumption A′ implies that ‖(Z>S ZS)−1‖op ≤ (nν)−1, and, by Lemma D7, ‖Z>S ZS∗\S‖op ≤
n(ν − ν). Hence, ‖b̃‖2 ≤ ν−1(ν − ν)‖β∗S∗\S‖, which concludes the proof.
D.5 Auxiliary lemmas
Lemma D5. Let ΦS be the projection matrix as defined in (27). Then,










Proof. It follows from the observation that ΦS∪{j} − ΦS is a projection matrix.
Lemma D6. Let A = [A1 A2] be an n × k matrix for some k ≤ n. Then σmin{Φ⊥2 A1} ≥√
λmin(A>A) where σmin denotes the smallest singular value and Φ
⊥
2 = I−A2(A>2 A2)−1A>2 .
Proof. See Arias-Castro and Lounici [2014, Lemma 5].
Lemma D7. Let A = [A1 A2] be an n× k matrix for some k ≤ n, λmax(A>A) = νmax and
λmin(A
>A) = νmin. Then, ‖A>1 A2‖op ≤ νmax − νmin.
Proof. Suppose the dimension of Ai is n×ki for i = 1, 2. By the definition of operator norm,







1 A2b2 : b1 ∈ Rk1 , b2 ∈ Rk2 , ‖b1‖ = ‖b2‖ = 1
}
.
Since ‖A1‖op ≤ ‖A‖op =
√





1 A2b2 = ‖A1b1‖22 + ‖A2b2‖22 − ‖(A1b1 −A2b2)‖22
≤ νmax‖b1‖22 + νmax‖b2‖22 − νmin(‖b1‖22 + ‖b2‖22).
Hence, if ‖b1‖ = ‖b2‖ = 1, b>1 A>1 A2b2 ≤ νmax − νmin. A similar argument yields that
b>1 A
>
1 A2b2 ≥ νmin − νmax, which completes the proof.
46
E Proofs for the main text
For all proofs below, we use ΦS and Φ
⊥






S = I − ΦS , ∀S ⊆ [p]. (33)
E.1 Proof of Lemma 3
Proof. Note that this is equivalent to proving that the marginal fractional likelihood defined
in (25) is the same for Markov equivalent DAGs. By Lemma C2, if two DAGs are Markov
equivalent, then there exists a sequence of covered edge reversals that can transform one
to the other. So it suffices to show that any covered edge reversal does not change the
marginal likelihood. Let G,G′ be two DAGs that differ by a covered edge reversal. Thus,
there exist i 6= j such that i → j ∈ G, j → i ∈ G′, Pai(G) = Paj(G) \ {i}, and all the
other edges are exactly the same in the two DAGs. Let σ be a topological ordering G
such that σ(k) = i, σ(k + 1) = j for some k ∈ [p]; such an ordering always exists since
Pai(G) = Paj(G) \ {i}. Let σ′ = (σ(1), . . . , σ(k − 1), j, i, σ(k + 1), . . . , σ(p)) be a topological






















































By symmetry, we conclude that ψ(G) = ψ(G′).
E.2 Proof of Lemma 4
Proof. Fix an arbitrary E ∈ Cp(din, dout). By the definition of Cp(din, dout), there exists some
G0 ∈ E such that G0 ∈ Gp(din, dout). Since any Markov equivalent DAGs must have the
same skeleton, for any G ∈ E , the degree of any node is bounded by din + dout and the set
of adjacent nodes is fixed. Define Paj(E) = {Paj(G) : G ∈ E}, the collection of all possible
parent sets of node j. It then follows that |Paj(E)| ≤ 2din+dout ≤ pt0 .
Consider Nadd(E). Suppose that E ′ is obtained by adding the edge i → j to some
G ∈ E . By Lemma C3, for G1, G2 ∈ E , G1 ∪ {i → j} and G2 ∪ {i → j} are still Markov
equivalent if the resulting graphs are DAGs and Paj(G) = Paj(G
′). But |Paj(E)| ≤ pt0
implies that adding the edge i→ j can yield at most pt0 different equivalence classes. Hence,
|Nadd(E)| ≤ p(p− 1)pt0 since there are at most p(p− 1) directed edges we can add.
A similar argument can be applied to Ndel(E). For any G ∈ E , we have |G| ≤ pdin,
but these edges may be directed in either way. Using Lemma (C4), we then find that
|Ndel(E)| ≤ 2pdinpt0 . Finally, for any G ∈ E , |Nswap(G)| ≤ p(p − 1)(din + dout). Hence,
|Nswap(E)| ≤ p(p− 1)(din + dout)pt0 . Combing the results for the three cases, we obtain the
asserted upper bound on |Nads(E)|.
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To prove the lower bound on |Nads(E)|, fix an arbitrary G ∈ E . For any i 6= j such that
i precedes j in the topological ordering of G, we can either add i → j to G (or perform a
swap if necessary), or remove it from G. The asserted lower bound then follows.
E.3 Proof of Theorem 3(i)
We will use Theorem D1 to prove Theorem 3. The challenge is that we need to show the
assumptions of Theorem D1 are satisfied for all the p! p variable selection problems.
For every σ ∈ Sp, we have an SEM representation for the distribution Np(0,Σ∗) given by
X = (B∗σ)
>X + eσ, eσ ∼ Np (0, Ω∗σ) .
where (B∗σ,Ω
∗
σ) is the modified Cholesky decomposition of Σ
∗ given in Definition 7. Denote
the diagonal elements of Ω∗σ by ω
∗
σ,1, . . . , ω
∗





(B∗σ)ijXi + εσ,j , εσ,j ∼ Nn(0, ω∗σ,jI).




−1/2εσ,j : σ ∈ Sp, j ∈ [p]
}
. (34)
Let β∗σ,j = (B
∗
σ)Paj ,j be the subvector of the j-th column of (B
∗
σ) with entries indexed by
S∗σ,j = Paj(G
∗
σ). As observed in Van de Geer and Bühlmann [2013, Section 7.4.1], β
∗
σ,j (and
thus εσ,j) only depends on S
∗
σ,j (see also Aragam et al. [2015, Proposition 8.5]). Since the
maximum degree of G∗σ is bounded by d




|Z| ≤ p · pd∗ = pd∗+1. (35)
In (29), we introduced the notation V = (y, Z,M∗, η) for denoting a variable selection prob-
lem with data (y, Z), true model M∗ and parameter vector η. Let V denote the p! p variable







V = (y, Z,M∗, η) : y = Xj , Z = XAσp (j),








where we recall Aσp (j) is the set of variables that precede Xj in the permutation σ. For any
V ∈ V, Assumptions C′, D′ and E′ follow from Assumptions C, DP and EP, respectively.
We prove in the following two lemmas that, with high probability, Assumptions A′ and B′
for all V ∈ V are implied by Assumptions A and B, respectively.











S XS) ≤ nν
}
≥ 1− 2e−nδ20/8,
where Mp(2din) = {S ⊆ [p] : |S| ≤ 2din}.
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Proof. For any S ⊆ [p], let AS = X>S (Σ∗)−1XS . By Rudelson and Vershynin [2010, Theorem














By the submultiplicative property of operator norms,
λmin(AS)λmin(Σ
∗) ≤ λmin(X>S XS), λmax(AS)λmax(Σ∗) ≥ λmax(X>S XS).
Choose a = δ0
√
n/2 and n ≥ 8din/δ20 ; the latter is allowed since din = o(n). Using Assump-
tion A, we find that
P∗
{
nν ≤ λmin(X>S XS) ≤ λmax(X>S XS) ≤ nν
}
≥ 1− 2e−a2/2.
Observe that {S ⊆ [p] : |S| ≤ 2din} contains less than p2din elements. The claim then follows
by the union bound and the assumption that din log p = o(n).
Lemma E2. Suppose Assumption B holds and d∗ ≤ din. Let Z be as defined in (34). Then,












z>(ΦS∪{j} − ΦS)z ≥ (4din + 6) log p
}
≤ 2p−1,
where Mp(din) = {S ⊆ [p] : |S| ≤ din}.
Proof. Let z ∼ Nn(0, I). Given a projection matrix Φ⊥S , we have z>Φ⊥S z ∼ χ2n−|S|. By Lau-








Choosing a = 1/3 and sufficiently large n so that |S| ≤ din ≤ n/4, we obtain that
P
{
z>Φ⊥S z ≤ n/2
}
≤ e−n/48.










The first asserted inequality then follows from the assumptions din log p = o(n) and d
∗ ≤ din.
For any S ⊆ [p] and j /∈ S, ΦS∪{j}−ΦS is another projection matrix with rank 1. Hence,
using a standard tail bound for Gaussian distribution, for any ρ > 0, we find that
P
{
z>(ΦS∪{j} − ΦS)z ≥ ρ log p
}
≤ 2e−ρ log p/2.
Another application of the union bound then yields the second inequality.
Proof of Theorem 3(i). Let V be as defined in (36), which denotes the collection of p! p
variable selection problems. Note that Assumption DP implies that d∗ ≤ din. By Lemmas E1
and E2 and Remark 7, Assumptions A, B, C, DP and EP imply that, for sufficiently large n,
with probability at least 1−3p−1, Assumptions A′, B′, C′, D′ and E′ hold with ρ = (4din +6)
(where ρ is as given in Assumption B′) for every variable selection problem V ∈ V. The
claim then follows from Theorem D1.
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E.4 Proof of Theorem 3(ii) and (iii)
Proof of Theorem 3(ii). For any S ∈Mσp (j, din), define
N σj (S) = {S′ ∈Mσp (j, din) : ∃ k, l ∈ [p] s.t. S′ = (S ∪ {k}) \ {l}}.
Note that we allow k ∈ S and l ∈ [p] \ S so that N σj (S) includes the models that can be
obtained from S by an addition, deletion or swap. Observe that the neighborhood relation
defined by N σj is symmetric, and |N σj (S)| ≤ 1 + p + (p − din)din ≤ p2 (if p ≥ 2) for each
S ∈ Mσp (j, din). Further, gσj is a transition function on Mσp (j, din) with fixed point S∗σ,j .
The result then follows from part (i) and Theorem 1(ii).
Proof of Theorem 3(iii). Without loss of generality, we may assume dout = p. To prove the


























≤ (1− p−(t−2))−p ≤ 1
1− p−(t−3)
,
for every σ ∈ Sp, from which the result follows.
E.5 Proof of Theorem 5
Proof. By Lemma 4 and the definition of K, we have∣∣{E ′ : P(E , E ′) > 0}∣∣ ≤ |Nads(E)| ≤ 3t0pt0+2 log2 p = O(pt0+3) = o(pt), (37)
since t > t0 + 3. Consider the transition function g : Cp(din, dout)→ Cp(din, dout) constructed
in Theorem 2, which satisfies that
`max = max
E 6=E∗
min{k ≥ 1: gk(E) = E∗} ≤ p(2d∗ + din).
Next, we show that g satisfies the two conditions in Theorem 1. For any E 6= E∗, g(E) =
[gσj (G)] for some j ∈ [p], σ ∈ Sp and G ∈ E ∩ Gσp (din, dout). By (10), (12) and Theorem 3(i),
we have
ψ(g(E))− ψ(E) = ψ(gσj (G))− ψ(G) = ψj(gσj (Sj))− ψj(Sj) ≥ t log p, (38)
where Sj = Paj(G) (note that we always have Sj 6= S∗σ,j for E 6= E∗.) Thus, condition (2) in







for sufficiently large n. It then follows from (37) that
P(E , E ′) = K(E , E ′) ≥ 1
3t0pt0+2 log2 p
.
Apply Theorem 1 to conclude the proof (consider the lazy version of P if necessary.)
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E.6 Proof of Corollary 2
Proof. Define c3 = c1
√






















































, ∀σ ∈ Sp.
By Lemma 5, there exists a Chickering sequence (G0 = G
∗
σ, G1, . . . , Gk = G
∗) for some
k ≤ pd∗ such that, for i ∈ [k], Gi is obtained from Gi−1 by covered edge reversals and a single
edge deletion. Since by removing any single edge from a DAG in Gτp , its posterior score can
increase by at most c3p

















from which the asserted bound on πn(E)/πn(E∗) follows. Under the setting of Theorem 5,
we have the strong selection consistency (see also Theorem 4), and thus log πn(E) can be
bounded a polynomial of n and p. This completes the rapid mixing proof for RW-GES.
E.7 Proof of Theorem 6
Proof. By Lemma 2, there is a canonical transition function gσ : Gσp (din, dout)→ Gσp (din, dout)
such that for any G 6= G∗σ, gσ(G) = gσj (G) ∈ Gσp (din, dout) for some j ∈ [p]. It then follows
by Theorem 3 that gσ satisfies condition (2) in Theorem 1; that is,
ψ(gσ(G))− ψ(G) ≥ t log p.
Observe that N σads(·) defines a symmetric neighborhood relation on Gσp (din, dout). Further,
for any G ∈ Gσp (din, dout), we have |N σads(G)| ≤ 2dinp2 = O(p3). The maximum length of
a canonical path from G to G∗σ can be bounded by p(din + d
∗
σ) ≤ 2pdin. The mixing time
bound then follows from Theorem 1.
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E.8 Proof of Theorem 7
Proof. We will still use the canonical path method to prove this result, but due to the
existence of Markov equivalent DAGs, we need to slightly generalize Theorem 1. Recall
that by (21), once we have a canonical path ensemble, we can bound the mixing time
using the maximum length of canonical paths and the congestion parameter. Let N (G) =
Nads(G) ∪ NE(G). We first construct a function gs : Gp(din, dout) → Gp(din, dout) such that
for any G 6= G∗, gs induces a finite N -path (G, gs(G), . . . , gks (G) = G∗).
As in the proof of Theorem 2, we need a proper definition of the “distance” from a DAG
G to the set of all minimal I-maps of G∗. Define
h∗0(G) = min
{
Hd(G,G∗σ) : G ∈ Gσp , σ ∈ Sp
}
.
Let σ̄(G) denote the ordering that attains the minimum in the above definition. Fix an
arbitrary G ∈ Gp(din, dout). We define gs(G) as follows.
(1) Let σ = σ̄(G) be its “canonical” ordering.
(2) If G 6= G∗σ (i.e., h∗0(G) 6= 0), by Lemma 2, there exists some j such that gσj (G) ∈
Gσp (din, dout) and gσj (G) 6= G. Define gs(G) = gσj (G) ∈ Nads(G).
(3) If G = G∗σ but G /∈ [G∗], by Lemma 5, there exists some G0 ∈ [G], τ ∈ Sp, j ∈ [p] such
that G0 ∈ Gτp (din, dout) and gτj (G0) ∈ Ndel(G0). Let gs(G) = G0 ∈ NE(G).
(4) If G ∈ [G∗], let gs(G) = G∗ ∈ NE(G) ∪ {G}.
In words, starting from any G /∈ [G∗], we first move to some minimal I-map G∗σ (which may
not be optimal) and then move to some DAG in [G∗]. Consider gσj (G) defined in step (2).
By the definition of gσj , we have
h∗0(g
σ
j (G)) ≤ Hd(gσj (G), G∗σ) < Hd(G,G∗σ) = h∗0(G) ≤ (din + d∗)p.
Since h∗0(G) = 0 if and only if G is a minimal I-map of G
∗, we conclude that it takes at most
(din + d
∗)p steps to arrive at a minimal I-map. Observe that the DAG G0 picked in step
(3) cannot be a minimal I-map, and thus gs(G0) is defined in step (2). But G0 must be an
I-map of G∗, which implies all nodes of G0 are overfitted and gs(G0) ∈ Ndel(G0). It follows
that moving from a minimal I-map to G∗ takes at most 2pd∗ steps, and thus the maximum
length of the canonical path from any G to G∗ is `max ≤ p(3d∗ + din).
Next, consider the size of the set g−1s (G) for any G ∈ Gp(din, dout). If G = G∗σ for some
σ ∈ Sp and G /∈ [G∗], we have |g−1s (G)| ≤ |Nads(G)| ≤ 2dinp2, since any minimal I-map
cannot be the DAG G0 in step (3). Further, observe that g
−1
s (G) ∩ NE(G) 6= ∅ only if G is
Markov equivalent to some minimal I-map. Thus, if G is not a minimal I-map, we have
|g−1s (G)| ≤ |Nads(G)|+ max
σ∈Sp
|[G∗σ]| ≤ r∗ + 2dinp2.
Consider the ratio πn(G
′)/πn(G) for some G
′ such that gks (G
′) = G. If gs(G) is defined in
step (2), then πn(gs(G))/πn(G) ≤ p−t; if gs(G) is defined in step (3) or (4), then πn(gs(G)) =




≤ p−tbk/2c, if gks (G′) = G, G 6= G∗,
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where bk/2c denotes the largest integer that is not greater than k/2. Define g−ks (G) = {G′ ∈










since by assumption r∗ ≤ pt/4. For k = 2, 3, . . . , we have bk/2c ≥ k/3. Using the assumption









, ∀ k = 2, 3, . . . .
For the case k = 1, we have πn(g
−1






















≤ 2 + r∗,






∗)) = 1, which yields the second claim of the theorem.
By (21) and (22) in the proof of Theorem 1,
Tmix


















If G′ = gs(G) ∈ [G], which only happens when G is a minimal I-map, we have Ps(G,G′) =
Ks(G,G
′) ≥ q/r∗. Otherwise, we have
Ps(G,G














since t > 9. The asserted bound then follows.
E.9 Proof of Example 2
Proof. Consider the space Gp(2, 2) for p = 3, the collection of all 3-vertex DAG models.
By Andersson et al. [1997], there are 11 labeled equivalence classes, which we show in Figure 2
(for each equivalence class we plot one DAG member.) The true DAG is given by G∗ = G4
and the local mode is the equivalence class that contains G̃ = G7. Consider σ = (1, 3, 2),
which is a topological ordering of G̃. The corresponding SEM representation can be written
as
X1 = z1,














We prove the slow mixing by verifying the two conditions in Theorem B3:
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Figure 2: DAG models with three vertices. Each DAG represents a unique equivalence class. Any other
3-vertex DAG model is Markov equivalent to one of these DAGs. For Example 2, the true DAG is G∗ = G4
and the local mode is the equivalence class of G̃ = G7. For Example 3, G
∗ = G9 and G̃ = G10.
(i) P([G7], [G7]) ≥ 1− e−c
√
n for some universal constant c.
(ii) πn([G7]) ≤ 1/2 for all sufficiently large n.
Consider (i) first. Since [G7] = {G7}, the setNads([G7]) is determined by all the neighbors
of G7. Observe that G1, G2 ∈ Ndel(G7) and G10 ∈ Nadd(G7). Some routine calculations using
c2 =
√













































By the Metropolis rule, for any E ′ 6= [G7],
P([G7], E ′) = K([G7], E ′) min
{
1,









It then follows that (i) holds since |Nads([G7])| is bounded. Note that if p goes to infinity,
we can still use |Nads([G7])| ≤ 3p2 to show (i).
















≥ p4α−1 log p,
for large n. Since p = 3, πn([G4])/πn([G7]) ≥ p4α
−1 log p ≥ 124, from which (ii) follows.
E.10 Proof of Example 3
Proof. We still use the numbering in Figure 2. The true DAG is G∗ = G9, and the local mode
we consider is the equivalence class generated by G̃ = G10. By He et al. [2013, Definition
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9], NC([G10]) = {[G4], [G5], [G6]}. Since p, a1, a2, α are fixed constants and c2 =
√
n, for
sufficiently large n, we find that
πn([G10])
πn([G9])







































for some universal constant c > 0. Thus, for the random walk MH algorithm using neighbor-
hood relation NC , we have P([G10], [G10]) ≥ 1 − 3e−cn. Since [G10] has negligible posterior
probability, the chain is slowly mixing by Theorem B3.
Example 4. We give another slow mixing example for the random MH algorithm using
neighborhood relation induced by NC on the space of equivalence classes. Let p = 5 and the
true DAG G∗ be as given in Figure 3. Consider the DAG H = G ∪ {1 → 4}. By (dd2) in
Definition 9 of He et al. [2013], [G∗] /∈ NC([H]). This is not surprising since NC defines a
symmetric relation and clearly, we cannot move from the CPDAG of G∗ to the CPDAG of
H by adding an edge between nodes 1, 4. Actually, according to He et al. [2013, Definition
9], there are only 8 possible operations that we may apply to the CPDAG of H, as listed in
Table 1. Each operation uniquely defines a resulting CPDAG and thus |NC([H])| = 8. In
Figure 4, we plot a member DAG for each equivalence class in NC([H]).
Assume that the error vectors are exactly orthogonal to each other and choose all prior
parameters as in Examples 2 and 3. Consider the 8 DAGs shown in Figure 4. For i = 1, 2, 3,
we have πn([Hi])/πn([H]) = p
−c2 since H is an independence map of G∗ and H1, H2, H3 are
independence maps of H. For j = 4, . . . , 8, we can assume that Hj has the same topological
ordering as H. It follows that, for any SEM representation that is perfectly Markovian w.r.t.
G∗, we have πn([Hj ])/πn([H]) ≤ e−cn for some universal constant c.
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Figure 3: A slow mixing example for the random walk MH algorithm using neighborhood function NC . G∗:
the true DAG; [G∗]: the CPDAG of G∗; H: a DAG representing a local mode; [H]: the CPDAG of H.
Operator Related edge(s)
InsertU 1− 2, 1− 3 , 4− 5
DeleteU 2− 3
InsertD None
DeleteD 3→ 4, 3→ 5, 2→ 4, 2→ 5
MakeV None
RemoveV None
Table 1: Edge operations that may be applied to the CPDAG of H in Figure 3 according to He et al. [2013,
Definition 9]. In the operator names, “U” means an undirected edge, “D” a directed edge, “V” a v-structure.
Figure 4: Characterization of NC([H]) where H is as given in Figure 3. For each E ∈ NC([H]), we plot a
member DAG of E . The 8 DAGs correspond to the 8 operations listed in Table 1. H1: insert 1−2; H2: insert
1 − 3; H3: insert 4-5; H4: delete 2 − 3; H5: delete 3 → 4; H6: delete 3 → 5; H7: delete 2 → 4; H8: delete
2→ 5.
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