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Zusammenfassung 
Für die Lösung großer linearer Gleichungssysteme mit schwach bzw. voll besetz-
ten Koeffi.zientenmatrizen für Distributed Memory Systeme werden das GMRES-
Verfahren und die QMR-Methode vorgestellt. Beide iterativen Verfahren basieren 
auf Krylov-Unterraum-Methoden. Die Weiterentwicklung dieser beiden Verfahren 
für Distributed Memory Systeme erfolgt in zwei Richtungen. Die erste Variante be-
ruht auf einer Parallelisierung der Matrix* Vektor:.Operation. Die zweite Richtung 
beinhaltet die Aufspaltung der Gesamtaufgabe in disjunkte bzw. sich überlappende 
Teilprobleme. 
1 Einführung 
1.1 Problembeschreibung 
Es werden iterative Methoden für die Lösung von linearen Gleichungssystemen 
1 
1 
1 
2 
3 
4 
7 
10 
10 
11 
11 
11 
13 
21 
(1) 
-· -------·-------------------
für Distributed Memory Systeme betrachtet, wobei A E Rnxn nicht symmetrisch und 
schwach bzw. voll besetzt ist. Von besonderem Interesse sind hierbei die Krylov-Unterraum-
Methoden. Ausgehend von einem Startwert x 0 für das lineare Gleichungssystem (1) wird 
mit der Projektionsmethode eine approximative Lösung Xm aus dem affinen Unterraum 
Xo + Km der Dimension m gesucht, wobei die Galerkin-Bedingung 
(2) 
erfüllt sein muß. 
Lm ist hierbei ein anderer Unterraum der Dimension m. Die Krylov-Unterraum-Methode 
ist eine Methode, in der der Unterraum Km der Krylov-Unterraum 
(3) 
ist, wobei 
ro = b- A * x0 (4) 
das Anfangsresiduum darstellt. Die verschiedenen Versionen von Krylov-Unterraum- Me-
thoden hängen von der Wahl der Unterräume Km und Lm und von der Art und Weise 
der Vorkonditionierung ab. Die häufigste Wahl von Km und Lm ist in [5] angegeben. Ein 
wichtiger Faktor für die erfolgreiche Anwendung CG-ähnlicher Methoden ist die Präkondi-
tionierungstechnik. Ein typisches Beispiel ist die Ersetzung des Originalsystems (1) durch 
das äquivalente System 
w-1 A * x = w-1 * b. (5) 
Im klassischen Fall ist die Matrix W ein unvollständiger L U-Vorkonditionierer (IL U -
incomplete LU preconditioning) der Form W = LU, wobei L eine untere Dreiecksma-
trix und U eine obere Dreiecksmatrix ist. Die Dreiecksmatrizen L und U haben dieselbe 
Struktur wie der untere bzw. obere Dreiecksteil der Matrix A. 
1.2 . Parallelisierungsaspekte 
Die Vielfalt der Parallelrechner-Architekturen ist immer noch sehr ausgeprägt [4]. Die ra-
sante Entwicklung auf dem Gebiet der Parallelrechner hat in einem starken Maße auch zu 
einer Neuorientierung bei numerischen Algorithmen geführt [3]. Fragen der Parallelisie-
rung sind in das Zentrum des Interesses gerückt. Um einen parallelen Algorithmus effizient 
auf einer Parallelrechner-Architektur implementieren zu können, benötigt der Entwickler 
sowohl Kenntnisse der zugrundeliegenden Architektur als auch der Software. Die derzei-
tigen praxisrelevanten Parallelrechner-Architekturen kann man in verschiedene Klassen 
einteilen: 
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• SIMD-Parallelrechner 
(SIMD - Single-Instruction, Multiple-Data) 
• MIMD-Parallelrechner mit gemeinsamem Speicher (Shared Memory Systeme) 
(MIMD - Multiple-Instruction, Multiple-Data) 
• MIMD-Parallelrechner mit verteiltem Speicher 
(Distributed Memory Systeme) 
SIMD-Parallelrechner sind dadurch gekennzeichnet, daß alle Prozessoren (in jedem Ma-
schinentakt) dieselbe Operationsart eventuell aber auf unterschi.edlichen Daten ausführen. 
Bei MIMD-Parallelrechnern mit gemeinsamem Speicher ist jeder Prozessor durch das Ver-
bindungsnetzwerk mit jedem Speichermodul verbunden, so daß alle Prozessoren auf jedes 
Datum im Speicher zugreifen können. Bei MIMD-Parallelrechnern mit verteiltem Speicher 
kann jeder Prozessor auf Daten nur in dem ihm zugeordneten Speichermodul zugreifen. 
Werden Daten aus anderen Speichermoduln benötigt, so muß es durch Übertragung der 
entsprechenden Daten erfolgen. Diese Übertragung, auch Kommunikation genannt, erfolgt 
durch Botschaftsaustausch (Message Passing). Typische Vertreter des Message Passing-
Modells sind die Elemente SEND für das Senden von Daten und RECEIVE für das Emp-
fangen von Daten. 
Ein effizienter Algorithmusentwurf für Parallelrechner basiert auf einer Reihe von Prinzi-
pien, wie z.B. 
1. Kontrollschema: 
SIMD oder MIMD 
2. Speicherzuordnung (physikalisch und logisch): 
lokaler oder globaler Speicher 
3. Kommunikationsstruktur: 
Netzwerktopologie, Synchronisationsmechanismen, ... 
4. Granularität und Skalierbarkeit: 
wenige starke oder sehr viele schwache Prozessoren 
5. Lastverteilung 
1.3 Speicherorganisation 
Von besonderem Interesse bei der Parallelisierung von Algorithmen ist die Datenauftei-
lung. Da ein Distributed Memory System nur über lokale Speicher verfügt, müssen die 
Elemente der Matrix A auf die einzelnen Knoten (Prozessoren) verteilt werden. Die Da-
tenverteilung sollte so vorgenommen werden, daß während des Rechenprozesses die Kom-
munikation so gering wie möglich ist. Für Distributed Memory Systeme sind die Prozes-
soren in bestimmter Weise konfiguriert. Es werden zwei unterschiedliche Konfigurationen 
behandelt. 
3 
1.3.1 Das zweidimensionale Prozessorgitter 
Das zweidimensionale Prozessorgitter (dx, dy) sei auf die gedrehte (x, y)-Ebene abgebildet. 
Als Illustrationsbeispiel wird ein ( 4, 3)-Prozessorgitter gewählt. 
y-Achse 
tl 
s 
e 
0 1 
4 8 
Die Matrix A wird blockweise auf das zweidimensionale Prozessorgitter ·(dx, dy) aufge-
teilt. Dazu wird die spaltenweise Speicherung mit Diagonalbehandlung [5] gewählt. Die 
Matrix A sei in einem zweidimensionalen Feld AC vom Typ (n, nz) abgespeichert. Die 
Größe nz gibt für schwach besetzte Matrizen die maximale Anzahl der Nichtnullelemente 
in einer Zeile von A an. Für voll besetzte Matrizen ist nz gleich n. Die Teilblöcke sollten 
wegen der Auslastungsbalance der Prozessoren möglichst gleiche Größe besitzen. Mit den 
folgenden Abschätzungen kann man die Blockgröße (nr, n~) und das notwendige (redu-
zierte) Prozessorgitter(~, d~) berechnen. 
. (n+ dx - l) 
mt dx 
. (nz + dy - 1) 
mt _ d 
y 
. (n + nr - 1) mt----
nr 
. (nz + n~ - 1) int -----
n~ 
Im folgenden wird die Matrix A mit der spaltenweisen Speicherung mit Diagonalbehand-
lung, d.h. mit nz, AC und KA identifiziert. Die unteren Randblöcke von A entlang der 
y-Richtung haben n-nr(d;-l) Zeilen und die rechten Randblöcke entlang der x-Richtung 
nz - n~( ~ -1) Spalten. Die folgenden Darstellungen verdeutlichen den Zusammenhang 
zwischen Prozessorgitter, Prozessornummer und Aufteilung der Matrix A auf die einzelnen 
4 
Prozessoren. Dazu wird die Beispielmatrix 
an 0 0 0 0 0 0 0 0 0 
a21 a22 a23 0 0 0 0 0 0 0 
a31 a32 a33 a34 a3s 0 0 0 0 0 
a41 a42 a43 a44 a4s a46 a41 0 0 0 
A= as1 as2 as3 as4 ass ass as1 ass asg 0 0 as2 as3 a54 ass ass as1 a6s a69 a610 
0 0 0 a14 a1s a16 an a1s a19 ano 
0 0 0 0 0 aa6 as1 ass asg as10 
0 0 0 0 0 0 0 ags agg ag10 
0 0 0 0 0 0 0 0 0 a1010 
mit n = 10 betrachtet. 
Hieraus ergibt sich für die spaltenweise Speicherung mit Diagonalbehandlung nz = 9, 
aü 0 0 0 0 0 0 0 0 
a22 a21 a23 0 0 0 0 0 0 
a33 a31 a32 a34 a3s .o 0 0 0 
a44 a41 a42 a43 a4s a46 a41 0 0 
AC= 
ass as1 as2 as3 as4 as6 as1 ass asg 
a66 a52 a63 a64 a55 a57 a6s a59 a610 
an a14 a1s a16 a1s a19 ano 0 0 
ass aa6 as1 asg as10 0 0 0 0 
agg ags ag10 0 0 0 0 0 0 
a1010 0 0 0 0 0 0 0 0 
und 
1 * * * * * * * * 
2 1 3 * * * * * * 
3 1 2 4 5 * * * * 
4 1 2 3 5 6 7 * * 
KA= 
5 1 2 3 4 6 7 8 9 
6 2 3 4 5 7 8 9 10 
7 4 5 6 8 9 10 * * 
8 6 7 9 10 * * * * 
9 8 10 * * * * * * 
10 * * * * * * * * 
mit 1 ~ * ~ n. 
Für das betrachtete Prozessorgitterbeispiel mit d:r: = 4 und dy = 3 ergeben sich d~nn 
nr = 3, n~ = 3, ~ = 4 und et; = 3. Hiermit erhält man dann die folgende Datenverteilung: 
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• für AC 
(0,0) (0,1) (0,2) 
au 0 0 0 0 0 0 0 0 
a22 a21 a23 0 0 0 0 0 0 
a33 a31 a32 a34 a3s 0 0 0 0 
(1,0) (1, 1) 1,2) 
a44 a41 a42 a43 a4s a46 a41 0 0 
ass as1 as2 as3 as4 ass as1 asa asg 
ass as2 as3 as4 ass as1 asa asg as10 
(2,0) (2,1) (2,2) 
a11 a14 a1s a1s a78 a19 a110 0 0 
aaa aas aa1 aag aa10 0 0 0 0 
agg aga ag10 0 0 0 0 0 0 
(3,0) (3,1) (3,2) 
a1010 0 0 0 0 0 0 0 0 
• für KA 
(0,0) (0,1) (0,2) 
1 * * * * * * * * 
2 1 3 * * * * * * 
3 1 2 4 5 * * * * 
(1,0) (1,1) 1,2) 
4 1 2 3 5 6 7 * * 
5 1 2 3 4 6 7 8 9 
6 2 3 4 5 7 8 9 10 
(2,0) (2,1) (2,2) 
7 4 5 6 8 9 10 * * 
8 6 7 9 10 * * * * 
9 8 10 * * * * * * 
(3,0) (3,1) (3,2) 
10 * * * * * * * *. 
Für einen Prozessor mit den Komponenten ( ix, iy), wobei ix = 0, ... , dx - 1 und iy = 
0, ... , dy - 1, läßt sich die Identifikationsnummer durch dx · iy + ix bestimmen. Für die 
Aufteilung der Matrix A gilt: 
( 
Ao,o 
A = Al,o 
Ad„=-1 o 
:II ' 
t::=: l 'y 
Ad„-1 d'"-1 
z ' y 
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Die Rechteckmatrix Aim,iy> ix = 0, ... , dx - 1, iy = 0, ... dy - 1, ist dem Prozessor mit den 
Komponenten ( ix, iy) eindeutig zugeordnet. 
(0,0) (0,1) ... (0, iy) ... (O,d~ -1) . .. (0, dy - 1) 
Ao,o Ao,1 .. ·Ao . ... Aod'"-1 . .. ,iy 1 'U 
(1,0) (1,1) ... (1, iy) ... (1,~ - 1) .„(l,dy-l) 
A10 A11 .. ·A1 .... Ai d'"-1 . .. 
' ' ,iy 1 'V 
( ix, 0) ( ix, 1) „.(i i )„. X) y (ix, d~ - 1) • 00 (i d -l) X> y 
Aiz,O Ai:z:,1 ···A· . ... Aiz d'"-1 . .. i:z:,iy 
' y 
(d~ -1,0) (d~-1,1) „.(d!__-li)·„ X ) y (~-1,d~-l) „.(d!__-1 d -l) X > y 
Ad„-1 o Ad„-11 · · · Ad'"-1 · · · · Ad„-1 d"-1 ... 
z ' z ' z ,iy z 1 ·v 
(dx - 1, 0) (dx - 1, 1) ···(d -li)··· X ) y (d - 1 rJI. - 1) X ) y 00 •(d -1 d -l) X ) y 
... . .. . . . . .. . .. 
1.3.2 Die Prozessorpipeline 
Die Prozessorpipeline der Länge np genüge der Darstellung 
0 1 
mit np Prozessoren. Die Matrix A wird zeilenweise mit Vorsortierung und Diagonalbe-· 
handlung gespeichert [5]. Dazu werden die Nichtnullelemente von A durch die Felder 
ACP, KAP, IAP und JAP charakterisiert. Als Beispiel wird die Matrix aus 1.3.1 gewählt. 
Ausgehend von den Matrizen AC und KA werden die zweidimensionalen Matrizen AC' 
und KA' gleichen Typs gebildet. Sie entstehen dadurch, daß die Zeilen in den Feldern AC 
bzw. KA aufsteigend nach der Anzahl der Nichtnullelemente sortiert werden. 
an 0 0 0 0 0 0 0 0 
a1010 0 0 0 0 0 0 0 0 
a22 a21 a23 0 0 0 0 0 0 
agg ags ag10 0 0 0 0 0 0 
AC'= 
a33 a31 a32 a34 aJs 0 0 0 0 
ass as6 as1 asg as10 0 0 0 0 
a44 a:41 a42 a43 a4s a46 a41 0 0 
an a14 a1s a16 a1s a19 a110 0 0 
ass as1 as2 as3 as4 ass as1 ass asg 
ass as2 as3 a54 ass as1 ass . a59 a510 
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1 * * * * * * * * 
10 * * * * * * * * 
2 1 3 * * * * * * 
9 8 10 * * * * * * 
KA' == 
3 1 2 4 5 * * * * 
8 6 7 9 ro * * * * 
4 1 2 3 5 6 7 * * 
7 4 5 6 8 9 10 * * 
5 1 2 3 4 6 7 8 9 
6 2 3 4 5 7 8 9 10 
Hieraus werden Blöcke gleicher Spaltenbreite gebildet. Die Elemente eines jeden Blockes 
werden spaltenweise abgespeichert. Damit ergibt sich für die lineare Speicherung nb == 5, 
ACP == [an, aio10, a22, agg, a21, ags, a23, ag10, aJ3, ass, a31, as6, a32, as1, aJ4, asg, aJs, 
as10, a44, a11, a4i, a14, a42, a1s, a43, a16, a4s, a1s, a46, a19, a41, ano, ass, a66, 
as1, a62, as2, as3, as3, as4, as4, a6s, ass, a.s1, as1, ass, ass, asg,_asg, as10] , 
KAP [1,10,2,9,1,8,3,10,3,8,l,6,2, 7,4,9,5,10,4, 7,1,4,2,5,3, 
6,5,8,6,9, 7,10,5,6,1,2,2,3,3,4,4,5,6,7, 7,8,8,9,9,10]' 
IAP [1, 3~ 9, 19, 33, 51] und 
JAP - [1,3,5,7,9]. 
Die Größe nb gibt die Anzahl der Blöcke an. Das INTEGER-Feld IAP enthält die Startpo-
sitionen der einzelnen Blöcke, wobei die letzte Komponente von IAP die um Eins erhöhte 
Anzahl der Nichtnullelemente von A angibt. Schließlich sind in dem INTEGER-Feld JAP 
die Anzahl der Spalten für jeden Block enthalten. 
Die Aufteilung der Matrix A auf die einzelnen Prozessoren bei dieser Speicherungsform 
ist wesentlich komplizierter als die unter Punkt 1.3.1 angegebene Aufteilung. Für jeden 
Prozessor müssen die Felder ACP, KAP, IAP und JAP erzeugt werden. Sie werden mit 
ACPP, KAPP, IAPP und JAPP bezeichnet. Hinzu kommt noch die Berechnung von nbp, 
d.h. die Anzahl der Blöcke für jeden Prozessor. Es muß gesichert sein, daß eine beliebige 
Zeile von Nichtnullelementen der Matrix A vollständig auf einem Prozessor enthalten ist. 
An der Beispielmatrix aus Punkt 1.3.1 soll dies verdeutlicht werden. Es wird eine Pro-
zessorpipeline mit np == 12 (np = d:r: * dy, dx = 4, dy = 3) Prozessoren betrachtet. Die 
notwendige (reduzierte) Prozessorpipeline besteht aus n; == 7 Prozessoren. Hiermit erhält 
man die folgende Datenverteilung: 
• für Prozessor 0 
ACPP 
KAPP 
IAPP 
JAPP 
[an, a1010, a22, agg, a21, ags, a23, ag10] 
== [1,10,2,9,1,8,3,10] 
[1, 3, 9] 
[1, 3] 
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• für Prozessor 1 
• für Prozessor 2 
• für Prozessor 3 
• für Prozessor 4 
• für Prozessor 5 
• . für Prozessor 6 
ACPP [a33, a31, li32, a34, a3s] 
KAPP [3, 1, 2, 4, 5] 
IAPP [1, 6) 
JAPP [5) 
ACPP = [ ass, as6, as1, asg, as10] 
KAPP = [8, 6, 7, 9, 10) 
IAPP [1, 6) 
JAPP [5) 
ACPP [a44, a41, a42, a43, a4s, a46, a41] 
KAPP = [4, 1, 2, 3, 5, 6, 7) 
IAPP [1, 8) 
JAPP [7) 
ACPP [an, a14, a1s, a16, a1s, a19, ano] 
KAPP = [7, 4, 5, 6, 8, 9, 10) 
IAPP [1, 8] 
JAPP [7) 
ACPP 
KAPP 
IAPP 
JAPP 
[ass, as1, as2, as3, as4, as6, as1, ass, asg] 
[5, 1, 2, 3, 4, 6, 7, 8, 9) 
ACPP 
KAPP 
IAPP 
JAPP 
[1, 10] 
[9] 
[a66, a62, a63, a64, a6s, a61, a6s, a69, a610] 
~,2,3,4,5,7,8,9,10) 
[1, 10) 
[9) 
Ein Vergleich beider Speicherungstechniken bzgl. der Matrix* Vektor-Operation ist in den 
Tabellen 1 und 2 enthalten. 
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2 Beschreibung der Verfahren 
Ausgangspunkt ist das lineare Gleichungssystem (1) mit eventueller Vorkonditionierung 
(5). Ausgehend vom Startwert x 0 wird eine approximative Lösung Xm für (1) gesucht. Mit 
x == x 0 + z geht (1) in das äquivalente System 
A * z == ro (6) 
über. Sei Km der Krylov-Unterraum (3,), dann erhält man 
Xm == Xo + Zm mit (7) 
so daß ( b - Axm)..lKm oder äquivalent ( ro - Azm)..lKm gilt. Für beide Methoden muß 
das Minimumproblem 
min 
XE Xo +Km 
llb - Axll2 - mm 
z E Km 
llro - Azll2 (8) 
gelöst werden. Eine ausführliche Beschreibung des GMRES-Algorithmus und der QMR-
Methode ist in [5) enthalten. 
2.1 Der GMRES-Algorithmus 
Gesucht wird eine lrOrthonormalbasis Vm == { vi, ... , vm} von Km. Die lrOrthonormal-
basis kann sowohl durch die Gram-Schmidt-Orthogonalisierung als auch durch die Hou-
seholder-Orthogonalisierung erzeugt werden. Aus der Konstruktion der Basisvektoren 
Vi, i == 1, ... , m, folgt 
(9) 
wobei Hm eine (m + 1) X m-Hessenberg-Matrix mit Hm = (hi;) für 1 :::; i :::; j + 1 und 
1 :::; j :::; m ist. Mit Hm gilt für die Normabschätzung des Residuums 
wobei Ym die Lösung des Minimumproblems 
mm llllroll2e1 - HmYll2 
y E Rm 
(10) 
(11) 
ist. Mit Ym erhält man Zm = VmYm und damit Xm = Xo + Zm. Die Hessenberg-Matrix 
Hm wird durch QR-Faktorisierung zerlegt. Die Zerlegung wird mittels Givens-Rotationen 
durchgeführt. Mit den Nichtdiagonalelementen Si, i == 1, ... , m, in den Drehungsmatrizen 
erhält man für das Residuum die Abschätzung 
m 
llrmll2 = llroll2I IT Sil· (12) 
i=l 
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2.2 Das QMR-Verfahren 
Die Lanczos-Methode im klassischen Sinne bedeutet die Reduktion einer nichtsymmetri-
schen allgemeinen Matrix A E Rnxn auf Tridiagonalform. Der Algorithmus startet mit 
Vektoren v1 E Rn und W1 E Rn, wobei v1 =J 0 und w 1 =/=- 0. Dann werden Basen { vi} und 
{ wi} für die Krylov-Unterräume Kn(A, v1 ) bzw. Kn(AT, wi) mit der Biorthogonalitätsbe-
dingung 
( . ) _ { 1 für k = j W3, Vk - 0 t sons (13) 
konstruiert. Ein möglicher irregulärer Abbruch der Lanczos-Methode ist ( Wm, vm) = 0, 
wobei weder Vm = 0 noch Wm = 0. Die Biorthogonalitätsbedingung (13) kann nicht erfüllt 
werden. Es kann aber sein, daß (13) für ein größeres m wieder erfüllt ist. Ein Algorithmus, 
der irgendwie auf ein solches Paar von Lanczos-Vektoren vorausschaut, wird look-ahead 
Lanczos-Algorithmus genannt. Die Grundidee ist die Abschwächung der Biorthogona-
litätsbedingung (13). 
Die grundlegende Idee des QMR-Verfahrens ist die Erzeugung der Matrix Vm mittels 
kurzer Rekursionen mit Hilfe des look-ahead Lanczos-Prozesses, wobei dann aber die 
Minimierungsbedingung (8) ein wenig abgeschwächt wird. Aus Xm = Xo + VmYm folgt 
Tm= ro -AVmYm und damit 
(14) 
Da Vm+l nicht unitär ist, wird der Koeffizientenvektor y minimiert, d.h. Ym ist die Lösung 
des Minimumproblems 
mm II llroll2e1 - HmYl'2-
y E Rm . (15) 
3 Parallele Varianten der Verfahren 
Die Weiterentwicklung dieser beiden Verfahren für Distributed Memory Systeme erfolgt in 
zwei Richtungen. Die erste Variante beruht auf einer Parallelisierung der Matrix* Vektor-
Operation. Hierzu wird die Matrix A blockweise auf ein zweidimensionales Prozessorgitter 
(da:, dy) aufgeteilt (siehe 1.3.1 mit den Feldern AC und KA) bzw. linear auf eine Prozes-
sorpipeline abgebildet (siehe 1.3.2 mit den Feldern ACP, KAP, IAP und JAP). Die zweite 
Richtung beinhaltet die Aufspaltung der Gesamtaufgabe in disjunkte bzw. sich überlap-
pende niederdimensionale Teilprobleme. Da von der algebraischen Gleichung (1) ausge-
gangen wird, beruht die Darstellung der Gebietszerlegungsmethode auf einer Zerlegung 
des Vektors x. 
3 .1 Matrix* Vektor-Parallelisierung 
Ausgehend von den zwei verschiedenen Speicherungstechniken (siehe 1.3) werden auch 
unterschiedliche Realisierungen der Matrix * Vektor-Parallelisierung vorgenommen. Zu-
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nächst sei die Matrix A auf ein zweidimensionales Prozessorgitter abgebildet (siehe 1.3.1 ). 
Die Bildung des Matrix* Vektor-Produkts A·u = s mit u E Rn und s E Rn erfolgt dadurch, 
daß auf jedem Prozessor mit den Komponenten ( ix, iy) Teilergebnisse Si
111 
= Aiz,iy · Uiy er-
zeugt werden, wobei u = ( uo, ... , Ud~-1 f mit Uiy E Rn~ für iy = 0, ... , ~ - 1 und 
s = (so, ... , sd~-1l mit Si 111 E Rn" für ix = 0, ... , ~ - 1. Die einzelnen Teilergebnisse 
werden mittels Kommunikation (Message Passing) bzgl. des Prozessorgitters ( d;, ~) zei-
lenweise aufsummiert und zusammengefaßt. 
P artialsummenbild ung: 
__c:]_~ 
~ 
Zusammenfassung: 
.!i:e=Siz+ 
Ai:e ,iy Uiy 
Das Gesamtergebnis wird ebenfalls durch Kommunikation auf alle Prozessoren des Pro-
zessorgitters ( d~, d~) verteilt. Hierzu wird das Ergebnis der Matrix * Vektor-Operation 
s zuerst in der letzten Spalte des (reduzierten) Prozessorgitters (~, d~) verschickt und 
dann parallel entlang der y-Richtung. 
'ty 
recv 
store 
send 
Bei der zweiten Speicherungstechnik (siehe 1.3.2) ist die Matrix A linear abgebildet auf 
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eine Prozessorpipeline. Die Bildung des Matrix * Vektor-Produkts A · u = s erfolgt 
dadurch, daß auf jedem Prozessor unterschiedliche Komponenten des Ergebnisvektors s 
berechnet werden. Hierzu sei die Matrix A in der Gestalt 
Ao 
dargestellt. Die Größen Ai, i = 0, ... , n; - 1, seien durch die Felder ACPP, KAPP, IAPP 
und JAPP repräsentiert. Die einzelnen Komponenten werden mittels Kommunikation 
bzgl. der Prozessorpipeline mit n; Prozessoren zusammengefaßt. 
Das Gesamtergebnis wird ebenfalls durch Kommunikation auf alle Prozessoren der Prozes-
sorpipeline verteilt. Hierzu wird das Ergebnis der Matrix* Vektor-Operation s ausgehend 
vom Prozessor mit der Identifikation n;-1 an alle anderen Prozessoren der Pipeline ver-
schickt. 
3.2 Gebietszerlegungsmethode 
Die Aufspaltung der Gesamtaufgabe (1) in disjunkte bzw. sich überlappende Teilprobleme 
beruht auf einer Zerlegung des Vektors x. Die einzelnen Lösungen der Teilprobleme lösen 
noch nicht das Gesamtproblem. Deshalb muß eine geeignete Kopplung der Einzelprobleme 
hergestellt werden. Die additive Schwarz-Iteration mit geeigneter Dämpfung bietet sich 
auf Grund ihrer Parallelität als Kopplung an. Eine ausführliche Beschreibung der additi-
ven Schwarz-Iteration ist in [1] zu finden. Die Berechnung des optimalen Dämpfungspa-
rameters ist eine wichtige Teilaufgabe für die Entwicklung eines effektiven GMRES- bzw. 
QMR-Algorithmus auf Distributed Memory Systemen. 
Sei Rn der lineare Raum, der die Lösung x von (1) enthält. Die Teilaufgaben, die mit 
i = 1, ... , np indiziert seien, entsprechen niederdimensionalen Aufgaben, die durch Vek-
toren xi E Rni, x = ( x1 , •.. , xn„ f, repräsentiert sind. Die Lösung x wird aus den Ein-
zellösungen xi, i = 1, ... , np, zusammengesetzt. Dazu werden lineare und injektive Fort-
setzungen (Prolongationen) 
(16) 
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gewählt. Die Gesamtlösung x = A-1 b wird in der Form 
np 
X= LPiXi (17) 
i=l 
gesucht. Damit dies möglich ist, muß :E~;1 Bild(pi) = Rn gelten. Die Prolongation Pi aus 
(16) wird durch eine Rechteckmatrix repräsentiert. Für pf gilt: 
Zu jedem i, i = 1, ... , np, seien die quadratischen Matrizen Aii durch 
mit 
definiert. Die niederdimensionalen Teilprobleme sind Gleichungen der Form 
mit Ci E Rni und di E Rni. 
Es gilt z.B. 
b 
A 
. np . 
bi - :E AijX1 mit 
j=l 
#i 
= (b1, ... , bnpf, bi ER~ und 
Ainp ) 
A2np 
A~np . 
(18) 
(19) 
(20) 
Es sei angenommen, daß Probleme der Form (20) exakt gelöst werden können. Assoziiert 
mit den Prolongationen Pi sind die Restriktionen 
(21) 
und die Projektionen 
(22) 
Eine erste Klassifizierung (der Prolongationen) ergibt die Fallunterscheidung 
(disjunkte Teilgebiete) (23) 
(überlappende Teilgebiete). (24) 
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Für (23) hat jedes x eine eindeutige Zerlegung (17), während für (24) mehrere Darstel-
lungen (17) möglich sind. Für (23 ) hat die Matrix Pi die Gestalt 
0 
0 
Pi == I }Block zum Index i, pf == (0 ... 0 I 0 ... 0), 
0 
0 
wobei I die Einheitsmatrix vom Typ (ni, ni) ist. 
Zu den Projektionen Pi, i == 1, ... , np, gehört der Iterationsschritt 
<Pi(x, b) == x - Piri(Ax - b). 
Ein Iterationsverfahren fü~ (1) ist eine (lineare oder nichtlineare) Abbildung 
<P : Rn X Rn ~ Rn 
mit 
Xm+l == <P( Xm, b ), 
(25) 
wobei x 0 ein vorgegebener Startwert ist. Falls <P linear ist, gibt es Matrizen Mund N, so 
daß 
<P(x, b) == M · x + N · b 
gilt. Die Matrix M heißt hierbei Iterationsmatrix der Iteration <P. Die zu (25) gehörende 
Iterationsmatrix ist Mi == I - Pi, denn 
<Pi( x, b) X - PiriAX - PiTib 
x - Pix - Pirib 
== (!- Pi)x - Pirib. 
Die Matrix Ni der zweiten Normalform von <Pi ist Ni == Piri. Als additive Schwarz-Iteration 
mit dem Dämpfungsparameter 8 erhält man 
np 
<P e ( x, b) == x - B L Pir i ( Ax - b). (26) 
i=l 
Die Iterationsmatrix von <Pe lautet dann 
np np 
Me == I - B(:E Piri)A == I - B L Pi. (27) 
i=l i=l 
Die Matrix der zweiten Normalform von <Pe ist 
np 
Ne == B L Piri. (28) 
i=l 
Die additive Schwarz-Iteration ist besonders für Parallelrechner interessant, da sie eine 
natürliche Parallelität aufweist. Dazu werden die einzelnen Berechnungsschritte ausführ-
lich erklärt. 
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1. Berechnung der partitionierten Defekte 
für alle i = 1, ... , np. 
Dies bedeutet: 
0 
T 
d} = I 
0 
Hieraus folgt 
An 
Ai1 
Anpt 
d} = pf (Axm - b) 
Aii Ainp 
A„ 
n Ainp 
Anpi Anpnp 
np 
df = L Äiix!n - bi. 
j=l 
(29) 
x1 
m 
bl 
xi 
m 
xnp 
m 
(30) 
Die nächsten Rechenschritte sind völlig unabhängig voneinander und können auf 
verschiedenen Prozessoren ohne Kommunikation untereinander durchgeführt wer-
den. 
(a) Bildung von Aü1di = Aü1pf(Axm - b) = ri(Axm - b). 
Dies bedeutet die Lösung des niederdimensionalen Gleichungssystems (31 ). Aus 
(30) folgt 
np 
A „A- JI - A··'T'' - A· ·'7'1 - b' 
1. . L: . . 
n ii u n""m - iJ""m • 
j=l 
#i 
M't i A-ldi i d 't A-LJi i i c i h"lt d l -xm+l = ii - X771 un m1 ii a = X771 - X771+ 1 = oX771 er a man as 
Gleichungssystem 
np 
A .. cxi - "'""A· ·xj ~ bi uU m - L.J i1 m · 
j=l 
(b) Bildung von PiAü1di = Piri(Axm - b ). 
Die Lösung 5x:n E Rni wird auf den Raum Rn transformiert, d.h. 
0 
0 
2. Durchführung des Korrekturschrittes 
np 
Xm+i = Xm - f) L 5x~. 
i=l 
(31) 
(32) 
Der Schritt (32) kann parallel durchgeführt werden,wenn (23) gilt. In diesem Fall 
vereinfacht sich dann die Korrektur auf jedem Prozessof zu x:n+l = x:n - 85x:n. Im 
überlappenden Fall (24) ist weitere Kommunikation notwendig. 
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3. Verteilung der Größen x~+l für alle i 
Prozessoren. 
1, ... , np über die lokalen Speicher der 
Für positiv definite Matrizen stimmt nach (1] die additive Schwarz-Iteration mit der 
gedämpften Block-Jacobi-Iteration überein und konvergiert für hinreichend kleines () > 0 
(hinreichend ist stets () < 2/np)· D.h., die additive Schwarz-Iteration ~9 kann bei geeig-
neter Dämpfung als konvergente Iteration verwendet werden. Ausgehend vom Korrektur-
schritt (32) für die Iteration (26) erhält man folgende Abschätzungen. Sei Xni die Lösung 
von (1), d.h.llAxni - bll2::; e/2. Damit gilt auch llAxni+l - bll2 ::; e/2 und somit 
llxni+l - xnill2 llxni+l - A-1b + A-1b - xnill2 
< llxni+l - A-1 bll2 + llxni - A-1 bll2 
< e. 
Für den optimalen Dämpfungsparameter 8 ergibt sich für positiv definite Matrizen nach [1] 
mit 
2 
fJ==--<1 '+ r -
np 
wobei W die Matrix der dritten Normalform ist, d.h. W9 == N9-
1 == ~CE Pirit1 • 
i=l 
(33) 
(34) 
Sei K die maximale Anzahl von Teilblöcken der Matrix A, d.h. die maximale Anzahl von 
Proz~ssoren mit K ::; np, die miteinander verbunden sind, dann gilt (34) mit r == K. r 
gibt den Grad der gegenseitigen Verbundenheit der Teilgebiete an. Zur Berechnung einer 
unteren Schranke für 1' bietet der folgende Satz eine Abschätzung (siehe (1 ]). 
SATZ 1: 
A sei positiv definit und symmetrisch. Sei c eine Konstante, so daß zu jedem x E Rn eine 
np . . 
Darstellung x == E Pi X' ( x' E Rni) existiert mit 
i=l 
np 
:l:(Apixi,pixi)::; c(~x, x). (35) 
i=l 
Dann gilt die erste Ungleichung 18W9 ~ A in {34) mit 1' == 1/ c. 
Für disjunkte Teilgebiete (23) erhält man nach dem obigen Satz c == 1 und damit 1' == 1. 
Hiermit erhält man für () eine erste Abschätzung. · 
2 
8==--<1 
1 +r -
Wird für jedes Teilgebiet i, i == 1, ... , np, eine Größe ri berechnet, so geht (36) in 
2 
B· == < 1 
' 1 + ri -
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(36) 
(37) 
über. Die Größe ri gibt den Grad der gegenseitigen Verbundenheit für das Teilgebiet mit 
dem Index i an. Mit()= (81 , ... , Bnp) und (37) wird die Korrekturvorschrift (32) erweitert 
zu 
np 
Xm+i = Xm - L Bi8x:n. 
i=l 
(38) 
Für sich überlappende Teilprobleme, d.h. (24) gilt, ist (37) nicht geeignet. Hierzu ist wei-
tere Kommunikation notwendig. 
Sei l ~ 0 die Anzahl der Zeilen, die in aufsteigender oder abfallender Zeilennumerierung 
bzgl. der Matrix A von einem Teilproblem in das benachbarte bzw. die benachbarten Teil-
probleme hineinragen. Hieraus wird der Grad der gegenseitigen Überlappung berechnet. 
Es gilt dann 
. 2 · l + nr - 1 
k = min(np - 1, ). nr (39) 
Zu jedem x E Rn gibt es eine Darstellung 
0 
0 
1 
0 
0 
0 
0 
np ni 
X= L 2:(1 +Ci; t 1Pi;Xij ( 40) 
i=l j=l 
2j ) 
Block zum Index i 
für j = 1, ... , ni. Die Größe Ci;, 0 ~ Ci; ·~ k rnit k aus (39), charakterisiert die wirkliche 
Überlappung für jedes xi; ER. Betrachtet man nun die Überlappung C1.1 für jede Kompo-
nente X1.1 E R für v = 1, ... , n von x E Rn, so erhält man C1.1 aus Ci; dadurch, indem man 
die Überlappung Ci; der mehrfach auftretenden Komponenten xi; von x wegfallen läßt. 
Hiermit erhält man die Abschätzung 
np ni . . 
- .E ?: ((1 +Ci; t.1Pi;Xi;, (1 +Ci; t 1Pi;Xi;)A 
i=l 3=1 
np n· 
- .E t (1 +Ci; )-2(Pi;Xij, Pi;Xij)A 
i=l 3=1 
n 
L (1 + C1.1 t 2(1 + C1.1 )( evxv, evXv )A 
v=l 
< ((! + G)-1 Ax, x), 
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Der Vektor ev E Rn ist hierbei der Einheitsvektor, der an der Stelle v eine 1 hat und sonst 
nur Nullelemente. Nun läßt sich Satz 1 zu dem folgenden Satz erweitern. 
SATZ 2: 
A sei positiv definit und symmetrisch. Sei C eine Diagonalmatrix, so daß zu jedem x E Rn 
np . npni .. 
eine Darstellung x = ~Pi X' = .L.: ~ (1 +Ci; t 1Pi;x'i ( x' E Rni) existiert mit 
i=l i=l 3=1 
np 
:E(Apixi,pixi) ~ ((I + Ct1Ax,x). 
i=l 
Dann gilt die erste Ungleichung in {34) mit r = I + C. 
Beweis: 
Der Beweis erfolgt analog zum Satz 1. 
Wegen PiPi = Pi und der Cauchy-Scharz-U ngleichung ist 
((I + Ct1 Ax, x) 
Voraussetzung ( 41) liefert 
np np 
L llßixill~ = L(Aßixi,pixi) ~ ((I + Ct1 Ax, x). 
i=l i=l 
Hieraus ergibt sich 
und damit 
np 
((I + Ct1Ax,x) ~ L((I + Ct2 APix,x). 
i=l 
Dies beweist 
np 
(I + c)- 1A ~ l:(J + c)- 2 APi 
i=l 
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( 41) 
und damit 
np np np 
A:::; 2::(1 + Ct1APi:::; (I + Ct1A l:Pi:::; (J + Ct1 A LPi1\A, 
i=l i=l i=l 
woraus 
np 
A-1 :::; (I + cr1 LPiri = (I + Ct 1BN9 
i=l 
und r = 1 + C folgen. 
qed 
Nach Satz 7 gilt mit rii = 1 + Cii für die Berechnung von Bi;, 
2 
()i· = ---
J ri; + ri 
Mit ( 42) geht die Korrektur (38) in die veränderte Berechnungsvorschrift 
np ni 
X·m+l = Xm - L L ()i;S~ 
i=l j=l 
über. Mit (39) und ( 42) gilt die folgende Abschätzung 
()i· = 
J 
-
2 
( k) (l+ci·) 1+ ~+ri 
2 1 
(1 + k + r.l!.ill..) · ( l+c.&;) 
i (l+ci;) l+k 
. 2 1 + k 
< mm( l, 1 k r . ( 1 ) ) :::; 1. + + i + Cij 
Erste praktische Rechnungen haben gezeigt, daß die Wahl von 
. 2 1 + k 
Bi; = mm(l, k r · ( 
1 
)) :::; 1 
1 + + i +Ci; 
für ( 43) effektiver ist als ( 42) für ( 43). 
(42) 
( 43) 
(44) 
Für die rechentechnische Realisierung auf Distributed Memory Systemen wird das Glei-
chungssystem (1) in Teilprobleme (mit bzw. ohne Überlappung) der Gestalt (20) auf eine 
Prozessorpipeline mit np Prozessoren aufgeteilt. Nach der Lösung der niederdimensionalen 
Teilprobleme (20) werden die einzelnen Lösungen xi, i = 1, ... , nP, zum Prozessor mit der 
Identifikationsnummer np - 1 verschickt und zusammengefaßt. Dies bedeutet gleichzeitig 
eine Aufsummierung der sich überlappenden Komponenten. Der so gebildete Defekt in der 
Berechnungsvorschrift ( 43) wird ausgehend vom Prozessor mit der Identifikation np - 1 
an alle anderen Prozessoren der Pipeline verschickt. Die folgenden Darstellungen sollen 
dies verdeutlichen. 
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Prozessorpipeline: 
0 1 
Zusammenfassung mit notwendiger Aufsummierung: 
siehe (20) und ( 43) 
Verteilung des Defekts: 
siehe ( 43) 
Eine notwendige Reduktion der Prozessorpipeline von np Prozessoren auf n; Prozesso-
ren ist auch vorgesehen. 
4 Numerische Ergebnisse 
An zwei Beispielen soll ein Vergleich der beiden Speicherungstechniken ( siehe 1.3.1. bzw. 
1.3.2) bzgl. der Matrix* Vektor-Operation durchgeführt werden. Als erstes Beispiel wird 
die Beispielmatrix der Ordnung (10, 10) aus Punkt 1.3.l betrachtet. Die Matrix wird mit 
A10,10 bezeichnet. Hierfür ist nz = 9. Aus der Matrix Aio,10 wird die Vergleichsmatrix A 
für verschiedene Dimensionen n wie folgt aufgebaut: 
Die Zeitmessungen wurden auf ein MultiCluster-2 System mit 32 Prozessoren vom Typ 
T800 mit rekonfigurierbarer Topologie unter dem Betriebssystem PARIX, Release· 1.1, in 
ACE FORTRAN [2] durchgeführt Und sind in µs angegeben. Das Übersetzen der einzel-
nen Routinen und das Linken zu einem Hauptprogramm erfolgte auf dem Hostrechner 
(SUN SPARCstation). 
Die obere Zeile in Tabelle 1 für verschiedene Dimensionen n gibt die CPU-Zeiten für die 
unter Punkt 1.3.1 beschriebene Speicherungstechnik (A in AC und KA) an, während die 
untere Zeile die CPU-Zeiten für die unter Punkt 1.3.2 beschriebene Speicherungstechnik, 
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Tabelle 1: CPU-Zeiten für die Matrix* Vektor-Operation für unterschiedliche Speiche-
rungstechniken bzgl. Beispiel 1 
Dimension 
Prozessorgitter 
(1,1) (2,1) (2,2) ( 4,1) ( 4,2) (8,1) (4,4) (5,5) 
n= 1000 74960 49580 49484 55412 60189 95906 82771 160473 
40771 42902 76652 65404 136475 125763 286104 442837 
n= 5000 376018 247307 246776 273141 292939 464957 345577 635756 
205115 214475 381374 323532 672263 615180 1411854 2185312 
n=lOOOO 723197 494141 493330 545268 584297 925809 673629 994007 
412342 429023 762821 645841 1343377 1226538 2819864 4361965 
Tabelle 2: CPU-Zeiten für die Matrix* Vektor-Operation für unterschiedliche Speiche-
rungstechniken bzgl. Beispiel 2 
Dimension 
Prozessorgitter 
(1,1) (2,1) (2,2) ( 4,2) (8,1) (4,4) (16,1) (5,5) 
n= 100 75477 39062 22396 16138 24140 31402 56361 85495 
37136 21682 16957 19739 18946 34966 32709 55566 
n= 500 377263 194682 110771 77949 94222 86376 141737 132537 
186309 105462 80833 90891 86011 156570 141966 232777 
n=lOOO 722917 389114 221306 146039 181223 134778 251409 182984 
374191 210554 161104 179561 168157 308226 274851 457409 
d.h. A in ACP, KAP, IAP und JAP angibt. 
Die zweite Beispielmatrix wird ähnlich erzeugt wie die erste. Anstelle der Matrix A10,10 
wird eine Matrix A100,100 verwendet, die analog wie die Matrix A10,10 aufgebaut ist. Hierfür 
ist nz = 99. Tabelle 2 ist dann analog zu Tabelle 1 zu lesen. 
Als Ergebnis ist aus den beiden Tabellen 1 und 2 ersichtlich, daß die zweite Speiche-
rungsart für wenige Prozessoren np sehr effektiv ist. Dies liegt daran, daß bei einer großen 
Prozessoranzahl die Kommunikation zwischen den Prozessoren sehr viel Zeit einnimmt, 
da ständig ein Austausch von n Elementen erfolgt, der nicht parallel durchgeführt werden 
kann. Die erste Speicherungstechnik ist bei einer höheren Prozessoranzahl sehr effektiv, 
wenn die Matrix A in ihrer Speicherungsform AC und KA "gut" auf das Prozessorgitter 
(d:zn dy) abgebildet wird. Eine Prozessorpipeline, d.h. dx = 1 oder dy = 1, ist i. allg. nicht 
sinnvoll. Die Kommunikation in y-Richtung erfolgt "annähernd" parallel. 
Jetzt soll noch an vier Beispielen die Leistungsfähigkeit der verschiedenen parallelen Va-
rianten des GMRES-Algorithmus demonstriert werden. Es werden folgende Varianten 
verglichen: 
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GMRES(mv) 
GMRES(dd) 
GMRES(dd+l) 
GMRES mit Matrix* Vektor-Parallelisierung 
GMRES angewandt auf die additive Schwarz-Iteration 
(ohne Überlappung) 
GMRES angewandt auf die additive Schwarz-Iteration 
(mit Überlappung) 
Es werden folgende Gleichungssysteme betrachtet: 
• Gleichungssystem 1: 
Verwendet wird die Beispielmatrix A 100,100, um das Gleichungssystem Ax = b aufzu-
stellen. Die Rechte Seite bist so gewählt, daß alle Komponenten des Lösungsvektors 
x den Wert Eins haben, d.h. x = (1, ... , l)T. 
• Gleichungssystem 2: 
Das zweite Gleichungssysytem setzt sich aus der Grcar-Matrix zusammen, d.h. 
• Gleichungssystem 3: 
Als Matrix A für das dritte Gleichungssystem wird A = ( aii )i=l, ... ,n;i=l, ... ,n mit aii = 
1 + max(i,j) gewählt. Die Konditionszahl K(A) beträgt 4n(n + 1). 
-
A=u:::::n 
Als Vektor der Rechten Seite wird der Vektor b = (1, 2, 3, ... , n )T gewählt. Damit 
ergibt sich der Lösungsvektor x zu x = (1, 0, ... , 0, - n~1 f. 
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• Gleichungssystem 4: 
Als letztes Beispiel wird die Matrix 
A= 
mit n gerade betrachtet. 
0 1 0 
-1 0 1 
0 -1 0 
0 
0 
0 1 0 
-1 0 1 
0 -1 0 
- Eigenwerte vonA: Ak = i · cos( nk.;1 ) für k = 1, ... , n 
- Minimaler Eigei:iwert: Amin = i · cos(nk.;1 ) für k = ~ oder k = n~2 
- Maximaler Eigenwert: Amax = i · cos(nk.;1 ). für k = 1 oder k = n 
- Konditionszahl ~(A): ~(A) = cos(n~l )/ cos( 2(:~1 )) 
Der Vektor der Rechten Seite ist durch b = (2, 0, ... , 0, 2)T beschrieben. Damit ist 
der Lösungsvektor x durch x = (2, 2, ... , 2, 2)T definiert. 
Die Testrechnungen wurden einheitlich mit dem Startvektor x 0 = (100, ... , lOOf durch-
geführt. Für die maximale Dimension des Krylov-Unterraumes wurde für die Gleichungs-
systeme 1 und 2 m = 20 gewählt .. Das Gleichungssystem 3 wurde mit m = 20 und 
·m = 36 untersucht. Für die maximale Dimension des Krylov-Unterraumes beim Glei-
chungssystem 4 wurde m = 50 gewählt. Für die Anzahl der Zeilen, die in aufsteigender 
oder abfallender Zeilennumerierung bzgl. der Matrix A von einem Teilproblem in das be-
nachbarte hineinragen, wurde für die Gleichungssysteme 1, 2 und 3 l = 10 gewählt. Für 
das Gleichungssystem 4 ist l = 2. Die Iteration wird bendet, falls für die Iterierte Xm die 
Bedingung llAxm - bll 2 :::; e für die Toleranz e = 10-7 erfüllt ist. 
Die Ergebnisse sind in den Tabellen 3 - 6 zu finden. Die obere Zeile für verschiedene Di-
mensionen n gibt die CPU-Zeiten in sec für die beschriebenen Verfahren an, während die 
untere Zeile die Iterationscharakteristika in der Form ( it1, it2 ) für die Matrix * Vektor-
Parallelisierung (GMRES(mv)) widerspiegelt. Die Größe it1 ~ 0 gibt die Anzahl der 
"restarts" an, während it2 , 1 :::; it2 :::; m, die Dimension des Krylov-Unterraumes an-
gibt, bei dem Konvergenz eintrat beim "restart" mit der Nummer it1 . Für die additive 
Schwarz-Iteration ist in der unteren Zeile die Anzahl der Schwarz-Iterationen angegeben. 
Die Tabelle 3 zeigt deutlich, daß die Matrix* Vektor-Parallelisierung für große np (Anzahl 
der Prozessoren) sehr effetiv ist. Wird bei der additiven Schwarz-Iteration die Prozessor-
anzahl nicht richtig gewählt, tritt ein Effektivitätsverlust ein. Werden Blöc_ke vom Typ 
(100, 100) zusammengefaßt, d.h. der Quotient :,, ist ein Vielfaches von 100, so erhält man 
auch hier ein sehr effektives Verfahren. Das folgende Beispiel demonstriert dies. Werden 
für n = 1400 14=(14,1) Prozessoren gewählt, so werden 3 Schwarz-Iterationen benötigt 
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Tabelle 3: CPU-Zeiten in sec und Iterationscharakteristika für das Gleichungssystem 1 
GMRES(mv) GMRES(dd) GMRES( dd+l) 
Dimension Prozessorgitter Prozessoranzahl Prozessoranzahl 
(1,1) (2,2) (5,5) 4=(4,1). 25=(25,l) 4=( 4,1) 25=(25,l) 
n= 400 5.69 2.29 1.76 3.14 27.34 22.25 15.24 
(1,15) (1,15) (1,15) 2 84 16 32 
n= 600 8.53 3.43 2.59 55.25 30.69 24.76 23.90 
(1,15) (1,15) (1,15) 23 61 16 35 
n= 800 11.36 4.55 3.41 6.65 41.70 31.19 23.91 
(1,15) (1,15) (1,15) 2 60 16 29 
n=lOOO 14.20 5.68 4.25 94.85 38.19 38.04 28.65 
(1,15) (1,15) (1,15) 23 43 16 28 
n=1200 17.03 6.81 5.08 10.03 44.41 44.39 31.00 
(1,15) (1,15) (1,15) 2 41 16 28 
n=1400 19.87 7.95 5.91 135.3 54.04 48.97 33.04 
(1,15) (1,15) (1,15) 23 41 16 27 
Tabelle 4: CPU-Zeiten in sec und Iterationscharakteristika für das Gleichungssystem 2 
GMRES(mv) GMRES(dd) GMRES( dd+l) 
Dimension Prozessorgitter Prozessoranzahl Prozessoranzahl 
(1,1) (2,2) (5,5) 4=( 4,1) 25=(25,l) 4=(4,1) 25=(25,l) 
n= 400 38.67 38.21 48.67 283.5 12.82 106.3 26.21 
(22,4) (22,4) (22,4) 57 59 17 20 
n= 800 79.54 78.39 98.63 633.3 68.20 213.7 45.34 
(22,19 ) (22,19) (22,19) 57 59 17 18 
n=1200 119.1 117.3 147.4 994.3 141.5 325.8 63.84 
(22,19 ) (22,19) (22,19) 57 59 17 18 
n=1600 158.4 156.0 195.9 1355 201.0 437.9 81.74 
(22,19) (22,19) (22,19) 57 59 17 18 
n=2000 197.7 194.8 244.1 261.3 99.98 
(22,19) (22,19) (22,19) - 59 - 18 
n=2400 237.8 233.9 293.4 321.8 119.1 
(22,19) (22,19) (22,19) - 59 - 18 
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Tabelle 5: CPU-Zeiten in sec und Iterationscharakteristika für das Gleichungssystem 3 
GMRES(mv), m=20 
Dimension Prozessorgitter 
(1,1) (2,2) (q,5) 
n= 400 325.9 98.39 42.43 
(14,20) (14,14) (14,11) 
n= 800 648.9 . 171.7 
- (26,8) (22,3) 
.1 n=1200 
-1 
1 355.511 
- (24,16) 
n=l600 
-1 
n=l800 
- 1 -1 -11 
n=2000 
- 1 -1 -11 
GMRES(mv), m=36 
Prozessorgitter 
(1,1) 
124.8 
(3,34) 
-
- 1 
- 1 
-1 
-1 
(2,2) (5,5) 
41.27 21.02 
(3,33) (3,34) 
211.6 76.29 
(5,16) (5,17) 
1107.0 1 
- (6,19) 
1 249.91 
- . (6,11) 
1 321.41 - . (6,25) 
- . (6,28) 1 384.21 
bei einem CPU-Aufwand von 4.81 sec. Tabelle 4 verdeutlicht, daß die Matrix * Vektor-
Parallelisierung bei diesem Beispiel nicht sehr effektiv ist. Dies liegt an der geringen Größe 
von nz = 5. Auch bei einem Prozessorgitter von (2, 1) erhält man keine wesentlichen Ver-
besserungen. Es wurden 224.6 sec benötigt. Dagegen erweist sich die additive Schwarz-
Iteration mit Überlappung für eine hohe Prozessoranzahl als effektives Verfahren. Für 
die Ordnungen n = 2000 bzw. n = 2400 liefert die additive Schwarz-Iteration für vier 
Prozessoren zu große CPU-Zeiten. 
Die additive Schwarz-Iteration sowohl mit als auch ohne Überlappung liefert für das 
Gleichungssystem 5 mit voll besetzter Matrix entweder gar keine Konvergenz oder kon-
vergiert nur sehr langsam für kleine Ordnungen n und für eine kleine Prozessoranzahl np. 
Wie aus der Tabelle 5 ersichtlich ist, ist für dieses Beispiel die Wahl des Unterraumes, 
d.h. die Dimensionierung, von entscheidende_r Bedeutung. Die freien Plätze in Tabell 5 
ergeben sich dadurch, daß der Speicherplatz pro Prozessor überschritten wird oder die 
CPU-Zeiten zu stark ansteigen. 
Aus Tabelle 6 ist ersichtlich, daß die additive Schwarz-Iteration für wachsende Prozesso-
ranzahl ein sehr effektives Verfahren ist. Auch bei diesem Beispiel ist die Wahl des Krylov-
Unterraumes sowohl für GMRES(mv) als auch für GMRES(dd) bzw. GMRES(dd+l) von 
entscheidender Bedeutung. Für GMRES(mv) z.B. ergeben sich für n = 100 und m = 20 
die folgenden Ergebnisse. 
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Tabelle 6: CPU-Zeiten in sec und Iterationscharakteristika für das Gleichungssystem 4 
Dimension 
n= 100 
n= 200 
n= 400 
n= 800 
n=lOOO 
n=1200 
GMRES(mv) GMRES(dd) 
Prozessorgitter Prozessoranzahl 
(1,1) 
140.6 
(59,6) 
1116 
(247,48) 
(2,2) (5,5) 4=(4,1) > 25=(25,l) 
143.8 155.2 n/4 
(59,6) (59,6) unger. 
1139 1231 51.55 
(24 7,48) (247,48) 39 
- 1 -11 - 1 
-1 -11 - 1 
-1 -11 - 1 
-1 -11 - 1 
Prozessorgitter 
(1,1) (2,2) (5,5) 
179.8 190.1 224.4 
(399,8) (399,8) (399,8) 
4.45 
106 
9.19 
105 
22.3911 
105 
70.39 
105 
112.1 
104 
166.9 
104 
GMRES(dd+l) 
Prozessoranzahl 
4=(4,1) 25=(25,l) 
n/4 3.91 
unger.~ 72 
216.3 6.06 
19 55 
- 1 
14.~! 1 
- 1 
45.~! 1 
- 1 
71.~! 1 
- 1 
Für die additive Schwarz-Iteration kann man dagegen feststellen, wenn die Ordnung de~ 
niederdimensionalen Teilprobleme die maximale Dimension m des K rylov-Unterraumes 
nicht übersteigt, so bekommt man ein sehr effektives Verfahren. So erhält man z.B. für 
n == 1200, l = 2 und np == 25 niederdimensionale Teilprobleme der Ordnung 50 bzw. 52. 
Wie aus Tabelle 6 zu erkennen ist, wirkt sich diese Konstellation negativ auf die benötigte 
CPU-Zeit aus. Wird für n == 1200, l = 2 und np == 25 die maximale Dimension m = 52 
gewählt, so konvergiert GMRES( dd+l) nach 54 Iterationen, wobei 104.6 sec benötigt 
werden. Die freien Plätze in Tabelle 6 weisen darauf hin, daß die CPU-Zeit viel zu stark 
angestiegen ist. 
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