Abstract: High-speed optical imaging is an indispensable technology for blur-free observation of fast transient dynamics in virtually all areas including science, industry, defense, energy, and medicine. High temporal resolution is particularly important for microscopy as even a slow event appears to occur "fast" in a small field of view. Unfortunately, the shutter speed and frame rate of conventional cameras based on electronic image sensors are significantly constrained by their electrical operation and limited storage. Over the recent years, several unique and unconventional approaches to high-speed optical imaging have been reported to circumvent these technical challenges and achieve a frame rate and shutter speed far beyond what can be reached with the conventional image sensors. In this article, we review the concepts and principles of such ultrafast optical imaging methods, compare their advantages and disadvantages, and discuss an entirely new class of applications that are possible using them.
Introduction
High-speed optical imaging is an indispensable technology for blur-free observation of fast transient dynamics in virtually all areas including science, industry, defense, energy, and medicine [1] [2] [3] . The quest for higher frame rates dates back to 1878 when Eadweard Muybridge performed motion-picture photography with an array of cameras as he captured a galloping horse in a sequence of shots to determine whether the horse's feet were all off the ground at once ( Figure 1 ) [4] . In today's scientific research, the ability to visualize dynamical processes is a critical requirement for uncovering and understanding the unknown or hidden laws of nature that govern the dynamics. Also, highspeed cameras are a common tool for industrial production and manufacturing, car crash testing, robotic vision, biomechanical analysis in sports, and capturing and tracking fast-moving objects in defense and help us see the fast dynamics in slow motion after recording them. By common definition, a high-speed camera is a device that can acquire image frames at a frame rate of 250 frames per second (fps), or higher, and record the frames on a storage medium [3] .
High temporal resolution is particularly important for microscopic imaging. When an object under study is on the micrometer-to-nanometer scale, the required capability of a camera for seeing the object is not only high spatial resolution, but also high temporal resolution. The need for high temporal resolution comes from the principle that even a slow event appears to occur "fast" in a small length scale and can be found in a diverse range of fields such as photochemistry, plasma physics, microfluidic biotechnology, semiconductor physics, shockwave therapy, and neuroscience. For example, in order to observe an object that travels at a constant speed v with spatial resolution d without motion blur, the observer needs a temporal resolution of d/v, which means that for a smaller (finer) ob- Temporal resolution required as a function of spatial resolution. As the spatial resolution becomes higher, the temporal resolution for imaging of a moving object needs to be finer, even at a constant moving speed.
ject, the required temporal resolution is higher. To observe a slowly moving object (v = 1 m/s) on the human time scale by imaging within spatial resolution of 1 µm, we need a high temporal resolution of (1 µm) / (1 m/s) = 1 µs, which corresponds to a high frame rate of 1 Mfps (Figure 2 ). Unfortunately, conventional cameras based on electronic image sensors, such as the charge-coupled device (CCD) and complementary metal-oxide-semiconductor (CMOS), fall short in providing such high frame rates under desirable imaging conditions, as their image acquisition speed is significantly constrained by their electrical operation and limited storage.
Over the recent years, several unique and unconventional approaches to high-speed optical imaging have been reported to circumvent these technical hurdles and achieve a frame rate and shutter speed far beyond what can be reached with the conventional image sensors [5] [6] [7] [8] [9] [10] . Serial time-encoded amplified imaging / microscopy (STEAM) [5, 11] is a continuous imaging method with a built-in optical image amplifier that enables continuous image acquisition at a high frame rate of~100 Mfps without sacrificing sensitivity. Sequentially timed all-optical mapping photography (STAMP) [6, 12] is an ultrafast burst imaging method capable of achieving motion-picture femtophotography at a frame rate of~1 Tfps with its all-optical operation that overcomes the electrical limitations of the conventional image sensors. Single-shot multispectral tomography (SMT) [7] is a high-speed tomographic imaging method based on spectral multiplexing for simultaneous illumination of the imaging target at multiple angles of incidence. Fluorescence imaging by radiofrequency-tagged emission (FIRE) [9] is a high-speed fluorescence imaging method that achieves~100 times higher frame rates than conventional methods by frequency-modulating the excitation light spatially and demodulating the fluorescence signal after detecting it with a sensitive single-pixel photodetector. Compressed ultrafast photography (CUP) [10] is an ultrafast receive-only streak imaging method that incorporates a compressive-sensing architecture into the data acquisition of a streak camera and consequently achieves two-dimensional (2D) receive-only image acquisition at a frame rate of~100 Gfps.
In this article, we review these ultrafast imaging methods that have emerged over the last several years. Specifically, we discuss their key concepts and working principles, in particular how they overcome the limitations of the conventional cameras for higher frame rates and shutter speeds. We also compare their advantages and disadvantages and discuss an entirely new class of applications they have brought us. This review article is organized as follows. In Section 2, we discuss the principles and limitations of conventional high-speed optical imaging. In Section 3, we discuss the principles and applications of the emerging optical imaging methods (i.e., STEAM, STAMP, SMT, FIRE, and CUP). In Section 4, we compare these imaging methods. In Section 5, we conclude the article and discuss a future prospective of high-speed optical imaging.
Principles and limitations of conventional high-speed optical imaging
At the early development of high-speed photography, most film-based cameras rely on mechanical mechanisms, such as rotating a mirror [13] or a prism [14] , to achieve fast imaging. In a typical rotatory-prism-based system ( Figure 3A ), a prism with multiple facets placed between the camera lens and film rotates at a high rate. To avoid motion blur, the film must move at a speed that is synchronized with the rotation of the prism, such that the deflected image remains relatively static with respect to the film when the prism rotates. The accumulation of photons on the film continues until the angle between the incident light and the prism exceeds a critical value, which essentially shutters the view and stops photon integration. This process repeats as the next facet of the prism starts to transmit the subsequent temporal frame of the event onto the film. Due to the physical limitation on the rate at which a film can be transported through a camera, the maximum frame rate of a rotatory prim camera is approximately 40 kfps [3] .
To release the mechanical stress on the film and achieve a higher frame rate, a rotatory-mirror-based system retains a static film and rotates only the mirror. Fig-Fig. 3 . Principles of film-based photography. (A) Rotatory-prismbased system. (B) Rotatory-mirror-based system. ure 3B shows a representative system setup. The object is first imaged onto a mirror that spins at a high speed. The reflected light is then reimaged by an array of lenses onto the film, which is held stationary in an arc centered about the rotating mirror. The imaging speed, which is dependent on the rotating speed of the mirror, is up to 25 Mfps [3] . However, such cameras suffer from mechanical problems such as inertia and friction, which prevent the cameras from operating at a higher frame rate. In addition, due to its limited rotation angular range, a rotatory mirror camera can capture only a small number of consecutive frames (typically < 20 frames).
Since the invention of the CCD by Willard Boyle and George E. Smith at AT&T Bell Labs in 1969 [15] , the advent of digital cameras has revolutionized high-speed photography and propelled rapid developments in the fields. In recent years, the CCD image sensor has gradually been replaced by the CMOS image sensor. The acquisition of a digital image by these sensors is generally based on the following scheme. The incident light is exposed to a 2D detector array within a given integration time. The image data is digitalized and then transferred to the host computer. For high-speed imaging, this process should be repeated as fast as possible. Provided that there are enough photons, the two bottlenecks that limit a digital camera's frame rate are the camera's digitalization bandwidth and data transfer speed.
High frame rates can be achieved by employing a highbandwidth digitizer. Current consumer-grade digital cameras typically have only one digitizer on their chip. To digitalize an image with one million pixels, it typically takes 10 ms. By integrating multiple digitizers on the same chip and employing a parallelization framework for the CMOS image-sensing operation, one can significantly increase the digitalization bandwidth of the camera. For example, the Phantom v2512 camera from Vision Research has achieved a 700 GHz digitalization bandwidth, which is approximately four orders of magnitude broader than that of a consumer-grade camera with a single digitizer. Such high-speed CMOS cameras are commonly used in industrial and military applications.
However, even with unlimited digitalization bandwidth, the frame rate of a digital camera is still limited by the data transfer speed from the camera to the host computer. For example, using high-speed interfaces such as Camera Link, USB 3.0, or PCI express, a high-speed camera with one million pixels can stream digitalized images to a computer at only~100 fps [16] . To circumvent the data transfer bandwidth limitation, a common strategy known as dubbed burst imaging is used to store the images locally on the camera's chip and transfer them to the computer after data acquisition. By leveraging the on-chip memory, off-the-shelf high-speed cameras can record images with one million pixels at 7 kfps (e.g., the Fastcam SA5 camera from Photron). However, this type of high-speed camera normally requires a trigger signal to initialize recording. Additionally, the number of recorded temporal frames is strictly limited by the camera's memory storage, resulting in a short observation window that typically lasts for a few seconds at best. The limited temporal window and the requirement for the trigger signal are serious handicaps in imaging unpredictable events, such as optical rogue waves (rare giant optical pulses as a result of nonlinear interactions in a microstructured fiber) [17] , the onset of neuron firing (impulsive change in neuronal action potential in the brain) [18] , and circulating tumor cells (rare metastatic cancer cells that circulate in the bloodstream and seed secondary tumors) [19] -phenomena in which nothing occurs before the event of interest that can be used to trigger the beginning of recording.
Additionally, one must take into consideration a fundamental limit on the image quality imposed by high frame rates. Because the detector's thermal noise and shot noise are proportional to the root square of signal bandwidth [20] , the broader the bandwidth, the noisier the image. Therefore, a higher frame rate is generally accompanied by a higher noise level and lower signal-to-noise ratio (SNR). For a given application, one must balance the camera's frame rate for a desired SNR.
Ultrafast optical imaging methods

Serial time-encoded amplified imaging / microscopy (STEAM)
STEAM [5, 11] is an ultrafast continuous imaging method that runs at a frame rate of~100 Mfps and schematically shown in Figure 4A . A broadband pulse from the modelocked femtosecond pulse laser first enters the 2D spa- tial disperser that maps the spectrum of the pulse into a 2D rainbow. The rainbow is incident onto the object in such a way that different frequency components of the rainbow (pulse) illuminate different spatial coordinates on the object. The 2D spatial profile of the object is encoded in the spectrum of the reflected rainbow, which returns to the same spatial disperser that recombines the rainbow back into a broadband pulse. The pulse then enters the amplified dispersive Fourier transformer for mapping the spectrum of the image-encoded pulse into a temporal waveform and optically amplifying it before detecting it with a single-pixel photodetector. In other words, the image is serialized and amplified in the optical domain. The amplified dispersive Fourier transformer consists of a low-loss dispersive fiber with a large amount of group-velocity dispersion, which is optically pumped by continuous-wave (CW) lasers for distributed Raman amplification in the fiber via stimulated Raman scattering.
Resembling the time-domain signal in an optical communication link, the optically amplified spatial profile appears as a time-modulated waveform and is captured by a single-pixel photodetector and digitized by an analog-todigital converter. The one-dimensional (1D) digitized signal is mapped back into a 2D profile in the digital domain for image construction. The pulse is repeated for repetitive imaging, such that the pulse repetition rate of the laser is equivalent to the frame rate of STEAM. Consequently, STEAM achieves a shutter speed of~100 ps, a frame rate of~100 Mfps, and an optical image gain of~30 dB. While STEAM is an ultrafast imager that can be used in diverse applications, its notable strength is, as opposed to other ultrafast imaging methods such as STAMP and CUP, its ability to continuously acquire images without a limit. Ultrafast imaging has traditionally been used to observe fast transient dynamics in a fixed object (e.g., explosions and chemical reactions) [2, 21] , but can also be used for monitoring, evaluating, and characterizing a large number of objects in a short period of time for highprecision statistical analysis. For this reason, STEAM has been found the most useful in applications that require fast continuous monitoring, such as surface inspection of parts for manufacturing and quality control [22, 23] , surface vibrometry for diagnosing aerospace components and music instruments [24, 25] , and flow cytometry of biological cells [26, 27] .
First, STEAM has been used to perform high-speed surface inspection for detection of micrometer-sized surface defects that travel at a speed as high as~3 m/s (Figure 4B) [22, 23] . In this inspector, a modified STEAM camera is employed to illuminate fast-moving objects with temporally and spatially dispersed pulses and detect scattered light from defects on their surfaces (e.g., a nonre- flective black film, transparent flexible film, and reflective hard disk) with a sensitive photodetector in both brightfield and dark-field configurations. Consequently, the surface inspector provides nearly 1000 times higher scanning speed than conventional inspectors. This inspector is expected to improve the cost and performance of organic light-emitting diode displays for next-generation smart phones, lithium-ion batteries for green electronics, and high-efficiency solar cells.
Also, STEAM has been set up in an interferometric configuration and used as a surface vibrometer for realtime observation of fast nanomechanical surface vibrations with sub-nanometer axial resolution [24, 25] . In general, high-speed surface vibrometry is important for nondestructive diagnosis of mechanical components, but its real-time operation has been difficult due to the speed limitations of laser scanners. While stroboscopic imaging can be used to evaluate the dynamics of mechanical systems faster than the frame rate of a camera, it requires their motion to be repetitive (i.e., vibrating, rotating, oscillating, or reciprocating), unable to monitor random or nonrepetitive dynamics. Specifically, the STEAM surface vibrometer was used to monitor the surface profile of a fast-vibrating diaphragm with an oscillation frequency of 1 kHz at a frame rate of 105.4 kfps ( Figure 4C ).
Finally, STEAM has been integrated with a flow cytometer and high-speed digital signal processor to perform high-throughput image cytometry at a record high throughput of 100,000 cells/s [26, 27] . The technique was used to identify rare cancer cells in a large heterogeneous population of blood cells with an unprecedented low false-positive rate of one in a million. Figure 4D shows a library of STEAM images. This method is effective for high-throughput screening of an extremely small number (~10 per mL of blood) of circulating tumor cells -precursors to cancer metastasis that cause 90% of cancer deaths. It can analyze 10 mL of lysed blood in less than 15 minutes and holds promise for early, noninvasive, low-cost detection of cancer and evaluation of chemotherapy.
Sequentially timed all-optical mapping photography (STAMP)
STAMP [6, 12] is an ultrafast burst imaging method that achieves a record high frame rate of~1 Tfps. The principle of STAMP is based on the projection of the target's timevarying spatial profile onto the spatial domain. This is enabled by using spatial and temporal dispersion to spatially and temporally separate the time-varying event, respectively. Since the spatial and temporal dispersion is an optical effect, it eliminates the speed bottleneck that exists in the conventional camera's mechanical and electrical operation in its motion-picture acquisition process. STAMP is schematically shown in Figure 5A . The STAMP camera is composed of five components: an ultrashort laser source, temporal mapping device (TMD), spatial mapping device (SMD), image sensor, and computer. First, an ultrashort laser pulse emitted from the laser source is temporally stretched and shaped by the TMD into several daughter pulses of different spectral bands. The laser source is a Ti:Sapphire femtosecond pulse laser with a chirped pulse amplifier that emits a pulse train with a repetition rate of 1 kHz, a center wavelength of 810 nm, [7] and [8] .
and a pulse width of 70 fs. An optical chopper and mechanical shutter are used to pick a single pulse. The single pulse is split into a pulse for STAMP imaging and an excitation pulse for triggering an ultrafast event. The TMD consists of a pulse stretcher (e.g., a grating pair and glass rod) and a pulse shaper (e.g., a 4f lens system with a spatial light modulator) that tailors the temporal shape and intensity of each daughter pulse to be identical such that the successive "flashes" are the same except for the timing of their arrival at the target. The image-encoded daughter pulses are spatially separated by the SMD that consists of a diffraction grating, periscope array, and lenses while satisfying the requirement for image formation on the image sensor without image deformation. The recorded images on the image sensor are digitally processed and recombined, but in the time domain, for producing a motion picture out of the temporally stacked image frames based on the precalibrated relations between time and the optical wavelength and between the optical wavelength and the spatial coordinates on the detector. The frame rate and exposure time of the STAMP camera can be determined by tuning the temporal dispersion in the TMD.
STAMP has been used to monitor the early-stage plasma dynamics of a femtosecond-laser-induced ablation process on the picosecond time scale ( Figure 5B ). Here an excitation pulse with a pulse energy of 100 µJ and pulse duration of 70 fs was focused on the surface of a glass plate for ablating it. As shown in the figure, plasma dynamics was visualized with the STAMP camera in a shadowgraph mode with a frame interval of 15.3 ps (corresponding to 65.4 Gfps) and exposure time of 13.8 ps. As shown in the image sequence or movie, the plasma plume generated by femtosecond laser expands rapidly in the radial direction. From the movie, the speed of the plume front was found to be approximately 10 5 m/s.
Also, STAMP has been used to observe phonon dynamics in a crystal on the femtosecond time scale (Figure 5C ). Here an excitation pulse with a pulse energy of 40 µJ and pulse duration of 70 fs was line-focused into a LiNbO 3 wafer to produce a phonon-polariton pulse via impulsive stimulated Raman scattering. The pulse formation was visualized in a polarization-gating mode and captured with a frame interval of 812 fs (corresponding to 1.23 Tfps) and exposure time of 1020 fs. A STAMP movie of the phonon dynamics is shown in the figure. It indicates that the intense electromagnetic field of the laser pulse excites lattice vibrations in the crystal and then a phononpolariton wave-packet is formed from a seemingly random response of the crystal and propagates away from the excitation region. The figure shows the wave-packet propagation with a finer frame interval of 229 fs (corresponding to 4.37 Tfps). The speed of the phonon-polariton wave-packet was determined from acquired images to be 4.6 × 10 7 m/s (one-sixth of the speed of light).
Single-shot multispectral tomography (SMT)
SMT [7] is a nonscanning tomographic imaging method that enables single-shot cross-sectional image acquisition on a femtosecond time scale. This method is based on spectral multiplexing of a single laser beam to conduct tomographic imaging over a continuous range of illumination angles simultaneously. Specifically, spectral multiplexing for position encoding is performed by focusing a spectrally broadband laser beam with angular dispersion, resulting in a linear array of point light sources, each of which has a different wavelength ( Figure 6A ). The spectrum of the transmitted light on which the imaging target's spatial profile is encoded is measured by a spectrometer, which consists of a spectral disperser such as a diffraction grating and a 2D image sensor (e.g., a CCD or CMOS image sensor) on which its spectral interference with a foregoing reference ultrashort laser pulse is recorded. Different wavelength components of the transmitted light are mapped onto different positions on the image sensor. This process enables a simultaneous measurement of the multiple fan beam transmissions. To show its utility, laserinduced plasma generated by a high-intensity ultrashort laser pulse has been observed with SMT with a temporal resolution of 12 ps ( Figure 6B ). SMT's spatiotemporal resolution is determined by several factors. The temporal resolution is constrained by the time required for the probe beams to traverse the imaging object, the arrival time ambiguity of the probe beams reaching the object, and the coherence time of the beams. In the previous demonstration of SMT [7] , the second factor is dominant, resulting in the temporal resolution of 12 ps. On the other hand, the spatial resolution of SMT is limited by the divergence angle of each fan beam. This situation is analogous to the longitudinal spatial resolution of conventional wide-field microscopy given by ∼λ/NA 2 ,
where λ is the optical wavelength and NA is the numerical aperture of the objective lens used for imaging. In the previous demonstration [7] , the NA was relatively small, resulting in limited spatial resolution, in particular in the longitudinal direction.
Recently, a frequency-domain tomography (FDT) [8, 28] has been used to overcome SMT's limitation that while SMT can acquire a tomographic image in a single shot, it cannot perform ultrafast repetitive tomographic image acquisition due to the limited scan rate of the spectrometer (more specifically, the CCD image sensor in the spectrometer), which is typically 100 to 10 kHz. In this method, a chirped light beam is irradiated onto an object at certain incidence angles and their spatiotemporal profile is obtained by spectral interference ( Figure 6C ) [29] . By virtue of chirping, wavelength components of the laser light are located at different longitudinal positions at a given time, which results in the one-to-one relation between the wavelength components of the laser light and the longitudinal positions of the object. By obtaining a FDT image with multiple beams that illuminate the object at different incidence angles simultaneously, tomographic reconstruction from a single-shot data set is made possible. With this method, a movie of light pulse propagation in a glass medium has been obtained by taking advantage of the nonlinear Kerr effect ( Figure 6D ). This method significantly extends the capability of SMT. However, due to the limited number of illumination angles, the spatial resolution of this method is limited to imaging of simplestructured objects by the use of tomographic illumination at discrete sampling angles.
Fluorescence imaging by radiofrequency-tagged emission (FIRE)
Fluorescence microscopy is an essential tool for biological and medical research. While efforts to achieve higher spatial resolution in fluorescence imaging are important as recognized by the 2014 Nobel Prize in Chemistry, it has also been a major technical challenge to observe fast transient phenomena in biological samples such as calcium and metabolic waves in live cells [30, 31] , action potential sequences in a large network of neurons [32] [33] [34] , and calcium release correlations and signaling in cardiac tissue [35] . High-speed fluorescence imaging is also needed for high-throughput image cytometry of a large number of cells [9, 26] . To address the high demand and the speed-sensitivity trade-off in conventional fluorescence microscopy, a highspeed fluorescence imaging method known as FIRE has recently been developed. The key concept of FIRE is a combination of frequency multiplexing and spectral mapping in the radiofrequency band in analogy with the optical frequency band used in STEAM to encode the spatial profile of fluorescence light into the radiofrequency spectrum. FIRE can also be seen as a high-speed version of fluorescence confocal microscopy with a parallelized readout, enabling sub-millisecond temporal resolution and a frame rate of more than~1 kfps in fluorescence microscopy [9] . By virtue of this high frame rate, FIRE has been applied to A schematic of FIRE is shown in Figure 7A . Excitation light beams are generated in an interferometric setup. An acousto-optic deflector (AOD) driven by an electric frequency comb signal generates deflected beams, each of which has a characteristic deflection angle and optical frequency shift equal to each frequency component in the driving signal ( Figure 7B ). The deflected beams interfere with another beam having the original optical frequency, which results in intensity modulation of the deflected beams due to the optical beating between two interfering light beams. These beams with radiofrequency modulations (10-100 MHz) are focused onto a sample via an objective lens ( Figure 7B ). The focal spots are aligned in a line due to the different deflection angles. Florescence light generated from the spots is detected by a sensitive single-pixel photodetector such as a photomultiplier tube. A fluorescence signal from each of the focal spots is extracted from the detected signal by digital signal processing. A fluorescence image of the sample is reconstructed from the extracted signals ( Figure 7C ). More concretely, the detected signal is expressed as
where n is number of focal spots, p i (t) is fluorescence signal obtained when there is no temporal modulation in excitation light, I 0 , f i , and δ i are the average intensity level, beat frequency, and phase offset of each of the excitation beams, respectively. A Fourier transform of the signal is expressed as
where P i (f ) is the Fourier transform of p i (t)I 0 . Thus, as long as the signal bandwidths are less than half of the frequency spacing of excitation light beams f i+1 − f i , the signal components P i (f − f i ) can be individually extracted as they are clearly separated in the frequency domain. Fluorescence images of cells obtained with FIRE are shown in Figure 7D . Although similar ideas of frequency multiplexing in fluorescence imaging have been reported previously, they have much slower modulation speeds than FIRE because mechanical scanning is used for modulation [36] [37] [38] [39] . FIRE's specifications are characterized as follows. The spatial resolution of FIRE is in between those of fluorescence confocal microscopy and wide-field microscopy. It is known that the spatial resolution of confocal microscopy is improved by placing an aperture in front of a detector and a pinhole aperture (used in a standard confocal microscope) provides higher resolution than a slit aperture (used in FIRE) [40] . Since it has a sectioning capability, its extension to three-dimensional imaging is possible. The temporal resolution of FIRE is given by the reciprocal of its frame rate (demonstrated to be~230 µs). It is important to note that fluorescence microscopy, in general, suffers from a much weaker signal level than that of scatteringor diffraction-based microscopy, which results in a lower frame rate than other ultrafast imaging techniques such as STEAM, STAMP, and CUP.
Compressed ultrafast photography (CUP)
Based on computational imaging, CUP [10] breaks the digitalization bandwidth limitation by incorporating a compressed-sensing architecture into the data acquisition of a streak camera. Conventionally, a streak camera is a 1D ultrafast imaging device [41] in which its narrow entrance slit (typically 10-50 µm wide) limits the imaging field of view to a line. Upon arrival, the incident photons are converted into photoelectrons on a photocathode. Then, the photoelectrons are deflected by a sweeping voltage applied along the vertical axis. The amount of deflection is determined by the arrival time of the incident photons. Finally, the photoelectrons are reconverted back to photons on a phosphor screen and measured by a 2D detector array such as a CCD image sensor. In the final output 2D image, the event's spatial information is contained in the pixels along the horizontal axis while the temporal information is contained in the pixels along the vertical axis. Leveraging the receive-only advantage, streak cameras have been widely used in a variety of applications such as fluorescence lifetime imaging microscopy [42, 43] , ultrafast photography [44, 45] , and time-resolved spectroscopy [46] . However, because the field of view (FOV) is limited to a line, to acquire a 2D image, a streak camera must scan in the direction that is perpendicular to its entrance slit. This requirement imposes the severe restriction on the applicable objects; the event itself must be repetitive at each scanning position. In cases where a physical phenomenon is either difficult or impossible to repeat, such as optical rogue waves [17] and laser-induced breakdown in a material [47] , streak cameras are inapplicable.
An intuitive solution to this problem is to fully open the streak camera's entrance slit and allow a 2D image as the input. However, because the temporal information also occupies the vertical axis, simply opening the streak camera's entrance slit would introduce spatial-temporal crosstalk. By contrast, rather than directly imaging the scene, CUP first spatially encodes the input image with a random binary pattern and then projects the resultant image onto the streak camera. Mathematically, the image formation process in CUP is equivalent to successively applying a spatial encoding operator, C, and a temporal shearing operator, S, to the input dynamic scenes, I (x, y, t):
where Is (︁ x ′′ , y ′′ , t )︁ denotes the resultant encoded, temporally sheared scenes. Next, I (︁ x ′′ , y ′′ , t )︁ is measured by a 2D detector array where the light is spatially integrated over each CCD pixel and temporally integrated over the camera's exposure time. This detection process can be formulated as
where T is the spatiotemporal integration operator. Combining Eq. (3) and Eq. (4) gives
The image reconstruction solves the inverse problem of Eq. (5) . Provided that there is sparsity in the spatiotemporal domain, the event datacube I can be reasonably estimated by using compressed sensing algorithms, such as Two-Step Iterative Shrinkage/Thresholding (TwIST) [48] .
A typical CUP setup is shown in Figure 8A . The scenes are first imaged by a camera lens to an intermediate plane. This intermediate image is then relayed to a spatial encoding element, digital micro-mirror device (DMD), through a 4f system. The DMD consists of tens of thousands of micromirrors, each of which can be individual turned on (titled +12 ∘ with respect to the surface norm) and off (titled -12 ∘ with respect to the surface norm). A static, random binary pattern is displayed at the DMD. The light reflected from the "on" micro-mirrors is collected by a microscope objective and relayed to a streak camera with a fully-opened entrance port [~17 mm (width) × 5 mm (height)]. CUP has been used to perform 2D ultrafast imaging of a laser pulse (7 ps duration) reflected from a mirror and refracted from an air-resin interface ( Figure 8B ). This was the first time that the video recording of photon propagation can be accomplished using a single laser pulse within a single camera exposure. Moreover, the racing of two laser pulses (one propagated in the air and other propagated in the resin) has also been observed with CUP ( Figure 8C ). Due to the refractive index difference, the laser pulse propagated at a faster speed in the air than that in the resin. The calculated light speeds in the air and resin were consistent with theoretical values. Furthermore, a CUP system with a spectral separation unit has been used to measure the time-lapse fluorescence decay after pulsed laser excitation. A fluorescent dye, Rhodamine 6G, was excited by a single 7 ps laser pulse at 532 nm. Representative temporal frames are shown in Figure 8D . In addition, based on the fluorescence decay measurement with CUP ( Figure 8E ), the calculated fluorescence lifetime, which was found to be 3.8 ns, agrees with a previously reported value [49] . Notably, although only two-color imaging was demonstrated, this approach permits upscaling to more spectral channels simply by adding more dichroic filters with evenly spaced cut-on wavelengths into the stack [50] .
Discussion
In this section, we compare STEAM, STAMP, SMT, FDT, FIRE, and CUP discussed in Section 3. Table 1 shows their specifications. For comparison, the table also includes single-shot shadowgraphy (SS) with an ultrashort pulse laser as a conventional ultrafast imaging method, which can be considered as a special case of STAMP [51, 52] . Overall, SS, STEAM, SMT, and FIRE are continuous imaging methods that can continuously acquire image frames without a limit whereas STAMP, FDT, and CUP are burst imaging methods that can acquire image frames at a much higher rate than SS, STEAM, SMT, and FIRE, but with a limited total number of frames. For this reason, SS, STEAM, SMT, and FIRE are useful for evaluating and screening a large number of objects such as parts and biological cells while STAMP, FDT, and CUP are useful for studying fast transient dynamics in depth. As Table 1 shows, since there is no free lunch, all these imaging methods sacrifice one or more parameters of specificity to achieve ultrafast image acquisition.
The temporal resolution of these imaging methods is determined by different factors. The temporal resolution of STEAM, STAMP, and SMT are ultimately limited by the temporal duration of their single-color exposure within their simultaneous multicolor exposure. This implies that a trade-off relation exists between their temporal resolution and other imaging parameters such as the number of pixels in a single frame in the case of STEAM, the number of frames in the case of STAMP, and the field of view in the case of SMT. Therefore, employing pulses with a broader bandwidth can relax this trade-off, allowing for higher temporal resolution. The temporal resolution of FDT is mainly determined by the maximum incidence angle of the probe beam and can hence be improved with a large incidence angle. The temporal resolution of FIRE is in a trade-off relation with the number of focal spots. The trade-off can be relaxed by increasing the signal bandwidth. However, the available bandwidth is limited by the lifetime of a target fluorophore, which is typically a few nanoseconds. The temporal resolution of CUP is in a tradeoff relation with the number of pixels and spatial resolution in the streak direction. The upper limit of the temporal resolution is given by the temporal resolution of the streak camera.
Another important factor, which is not shown in the table, is spatial resolution for microscopy. All of these imaging methods can, in principle, achieve nearly diffraction-limited spatial resolution. Additionally, STEAM and FIRE are compatible with confocal microscopy by using a single-mode fiber and a slit aperture, respectively, which doubles their spatial resolution in the lateral direction and acquires spatial frequency components in the longitudinal direction. On the contrary, the spatial resolution of FDT is much lower than the diffraction limit due to its illumination at discrete angles of incidence, but this can be improved with a better design. Since CUP sacrifices pixel resolution for the sake of compressive imaging, its spatial resolution is relatively low for microscopy. Finally, it is important to note that all these methods require a careful design of their optical systems in terms of chromatic aberration in order to achieve the highest possible spatial resolution. The computational cost of these imaging methods also needs to be taken into account for some applications, in particular applications that require real-time digital processing of the massive number of image frames that are generated by their ultrafast image acquisition. SMT and FDT require inverse Radon transformation to construct tomographic images. FIRE involves Fourier transformation for image processing. CUP requires a relatively high computational cost as it is inherently subject to optimization algorithms associated with compressive imaging. On the other hand, the computational cost of STEAM and STAMP is low since they can directly obtain final images without much computation.
Finally, we emphasize the importance of using pulse lasers as optical sources for ultrafast imaging. In general, as mentioned in Section 2, a trade-off relation exists between shutter speed (hence frame rate) and SNR in ultrafast imaging, meaning that increasing the frame rate inevitably results in a poorer SNR. However, since ultrashort laser pulses have very high peak powers, their energy is packed in a short exposure time, which enables a high signal level and thus a reasonable SNR. This merit applies to all the imaging methods discussed above except for CUP and FIRE which builds on a CW laser as an optical source.
CUP is a receive-only imaging method that does not require active illumination and is compatible with ultrafast laser light exposures [53] .
Summary
In summary, we have reviewed the principles and applications of the emerging ultrafast optical imaging methods such as STEAM, STAMP, SMT, FIRE, and CUP. We have analyzed how they circumvent the limitations of the traditional image sensors for higher frame rates and shutter speeds. While these methods trade one or more parameters of specificity for a higher image acquisition speed, they stand complementary to each other. Since these imaging methods have been developed only recently, we expect them to further evolve in the next decade.
