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Abstract 
The integrate and fire model (Stein, 1967) provides an analytically tractable formal-
ism of neuronal firing rate in terms of a neuron's membrane time constant, threshold 
and refractory period. Integrate and fire (IAF) neurons have mainly been used to model 
physiologically realistic spike trains but little application of the IAF model appears to 
have been made in an explicitly computational context. In this paper we show that the 
transfer function of an IAF neuron provides, over a wide parameter range, a compres-
sive nonlinearity sufficiently close to that of the logarithm so that IAF neurons can be 
used to multiply neural signals by mere addition of their outputs. Thus, although the 
IAF transfer function is not explicitly logarithmic, its compressive parameter regime 
supports a simple, single neuron model for multiplication. A simulation of the IAF 
multiplier shows that under a wide choice of parameters, the IAF neuron can multiply 
its inputs to within a 5% relative error. We also show that an IAF neuron under a dif-
ferent, yet biologically reasonable, parameter regime can have a quasi-linear transfer 
function, acting as an adder or a gain node. We then show an application in which 
the compressive transfer function of the IAF model provides a simple mechanism for 
phase-detection: multiplication of 40Hz phasic inputs followed by low-pass filtering 
yields an output that is a quasi-linear function of the relative phase of the inputs. This is 
a neural version of the heterodyne phase detection principle. Finally, we briefly discuss 
the precision and dynamic range of an lAP multiplier that is restricted to reasonable 
firing rates (in the range of 10-300 Hz) and reasonable computation time (in the range 
of 25-200 milliseconds). 
1 Introduction 
A widely repeated ren1ark of Ratliff, in his book on Mach bands, is that "often the relation 
between external stimulus and neural response is approximately logarithmic" (Ratliff, 
1965, p. 129). As shown in Fig. 1, such a relation is also observed in simulations based 
on the Hodgkin-Huxley equations (Hodgkin & Huxley, 1952) where a step current of 
varying mnplitudes is applied to a single neuron. In psychophysics, logarithn1ic neural 
transduction has been hypothesized to account for Weber's law (Cornsweet, 1970; Land, 
1977). In the neural modeling literature a logarithmic transfer function is also commonly 
hypothesized. For example, Koch and Poggio (1992) describe a mechanism for multi-
plying with neurons whose transfer function is logarithmic, although no justification is 
presented other than the wide-spread belief (indicated by Ratliff) that such a transfer fLmc-
tion is cmntnon. Obviously, the standard "linear" neuron of the neural network literature 
is greatly augtnented, in terms of computational function, by extension to tnultiplica-
tive neurons. Nevertheless, the single neuron literature lacks a broad-based biophysical 
justification for logarithmic transduction, and even in those contexts where the idea has 
been used (e.g. Koch and Poggio(1992), the justification for logarithmic transduction has 
been based on an observational belief in its ubiquitous nature, rather than a biophysical 
analysis. In the present paper~ we show that the integrate and fire (IAF) model provides 
such a justification. Specifically, we show that: 
• The ratio of refractory period duration to n1e1nbrane time-constant controls the 
degree of compressiveness of an IAF neuron's transfer function. 
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• This ratio is the key parameter allowing a change in the transfer function from 
quasi-linear to quasi-logarithmic. 
• Weber's-law, multiplication, addition and phase-detection can be explained and 
supported by simple IAF single or few-neuron models. 
The paper concludes with a discussion of precision and dynamic range of IAF and other 
single-cell cmnputational models, under the "short computation-time constraint": a pre-
attentive time interval of say 150-200 milliseconds limits the statistical precision of single 
neuron 1nodels firing at realistic frequencies. 
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Figure 1. (a) Current-frequency curve resulting from uniform depolarization of a membrane modeled 
by the Hodgkin-Huxley equations, using the giant squid axon parameters (Hodgkin & Huxley, 1952); 
(b) semi-log plot of the curve in (a). 
2 Properties of the IAF transfer function 
Agin (1964) appears to have been the first to relate Hodgkin-Huxley simulations of a 
uniformly polarized membrane to "the logarithmic law of sensory physiology" by fitting 
the curve in Fig. l(a) to the equation f = 27log (I + 1 ), where f is firing frequency and 
I is applied current. Although the Hodgkin-Huxley model is sufficient to produce a 
log-like transfer function, as is evident in Fig. 1, its complex dynamics are not necessary 
for explaining the nature of the cmnpressiveness. The n1uch simpler integrate and fire 
model is all that is required to account for the transfer function shown in Fig. 1. As shown 
below, a neuron's rnen1brane resistance and capacitance and the duration of its absolute 
refractory period are sufficient to account for the log-like transfer-function shown in Fig. 1, 
without a need to 1nodel the detailed dynmnics of action potential generation. 
2.1 The IAF model 
In the IAF n1odel, a steady current source, 1, uniformly depolarizes the men1brane caus-
ing an exponential increase in its potential, V. When the membrane potential reaches 
a threshold, VTh• a spike occurs (at this point we shall assume the spike to take an in-
finitesilnal an1ount of tin1e). At the spike onset, the n1embrane capacitance discharges 
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instantaneously and the membrane potential is reset to the resting potential. This firing 
process repeats for as long as the input current is on (see Fig. 2(b)). 
A resistor and a capacitor in parallel model the membrane's charging process (see 
Fig. 2(a)). The RC integrator of the IAF model relates membrane potential to input current 
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Figure 2. (a) RC circuit used to model charging of a neuron's membrane from its resting potential 
to 1/rh· C corresponds to the membrane capacitance, R corresponds to the membrane resistance 
and I corresponds to an excitatory input such as a current injection or a steady current produced 
by a train of excitatory post-synaptic potentials. to is the duration of the absolute refractory period; 
(b) membrane voltage vs. time in an RC-circuit IAF model, in response to a step current. Only the 
suprathreshold spikes are produced in the output. 
via the usual exponential charging relationship(Horowitz & Hill, 1989): 
V = I R[l- e- 11'] (1) 
where r = 1/ RC is the membrane time-constant. 
We now outline Stein's analysis of the integrate and fire 1nodel. The tiine tisi (the ti1ne 
it takes the membrane to reach Vrh), also called the inter-spike interval, can be calculated 
by setting V = VrJ11 t = t·isi in Eqn. 1, and solving for tisi: 
( Vrh) t;,; = -TIn 1 -- I fi . (2) 
The rheobasic current, li~h' is defined as the stnallest value of current that can drive the 
n1embrane potential to Vrh: 
Vrh hh= 11. 
Substituting Eqn. 3 for 1 in Eqn. 2, t;,; can be rewritten as 
1;5; = -rln (1- I~h). 
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(4) 
The cell's firing frequency f is the reciprocal of the period of each action potential. Since 
an action potential is considered to have infinitesimally small duration, the period of each 
action potential is just the inter-spike interval (Eqn. 4). The firing frequency as a function 
of current is therefore 
f = 1 
-r ln{1 - 1m,/ 1) · {5) 
The simple integrate and fire model described so far does not produce a compressive 
or quasi-logarithmic current-frequency relation. As current is lncreased the current-
frequency relation becomes linear. Stein has shown that Eqn. 5 becomes linear for large 1 
by expansion of its power series: 
f 1 
-r[{IRI,/ 1) + t(!m,f 1)2 + Wm,J 1)3 + · · ] 
~ [{1/hh)- ~- 1~{1/1m,)- 1 - · ·-] (6) 
From Eqn. 6, we see that as 1 grows larger than 1RI, the frequency becomes proportional 
to the line with slope RC intersecting the abscissa at 1/2. The inverse frequency, or rate, 
is thus quasi-linear in the approximation considered here, which ignores the effect of 
refractory period(s). 
The quasi-linear output of the simple IAF model, therefore, does not provide a com-
pressive transduction function. Howeve1~ the analysis of the effects of refractory behavior 
(both relative and absolute refractory period), which was included in the IAF analysis of 
Stein(1967), changes the output function of the IAF model from linear to quasi-logarithmic, 
in suitable paran1eter ranges. 
This can be seen as follows: let the absolute refractory period take lo time t; the 
inter-spike interval in Eqn. 2 is then t.isi +to, and the frequency is 
1 1 f = ---- = -:---;-i--c--;-;;: 
lo + l;,; to-r ln(1-- Im,/1) (7) 
Note that as 1 grows arbitrarily, f in Eqn. 5 grows without bound while in Eqn. 7, 
f remains bounded at 1/lo. This boundedness compresses high 1 values and yields a 
log-like response. The larger lo is in Eqn. 7, the more f is compressed. The current-
frequency relation expressed by Eqn. 7 maintains the same shape when the ratio t. 0Jr 
remains constant. Fig. 3(a) shows plots of Eqn. 7 for different ratios t0 jr. Of the curves 
in Fig. 3(b), we see that the one for lo/r = 0.23 best approximates a log, since it produces 
the best linear curve on a sen1i-log plot. 
One critical issue is the "goodness-of-fit" of the IAF transfer function to the logarith1n. 
We have taken the approach of defining "goodness-of-fit" in terms of the operation of 
n1ultiplication. In other words, if the compressive non-linear transduction function sup-
ports "good quality" tnultiplication, then we deetn it to be a good "quasi-logarithmic" 
--···-----:----
tNole thallhe relative refractory period- the time period after a spike during which it is difficult but not 
impossible to generate another action potential- is not taken into account in this model, but Stein (1967) has 
shown that the effect of including a relative refractory period modeled by rising and falling exponentials is 
qualitatively the same as that of increasing lhe value of parameter t0 in the current model, that is, as either the 
absolute refractory period or the relative refractory period are increased, the current-frequency rclntion becomes 
more compressive. The parameter t0 can therefore be thought of as lumping the effects of both the nbsolute and 
relative refractory periods. 
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function. Later in this pape1~ we demonstrate a quantitative study of the param_eter range 
over which the IAF function works well as a multipliet~ i.e. to within a 5% error l 
In summary we conclude that the log-like response of neurons depends on two prop-
erties of the IAF model: 
1. The neuron's time constant (i.e. the product of membrane resistance and capaci-
tance) yields an integrative behavior. 
2. Rate saturation is caused by the existence of a refractory period. 
We can now see why the Hodgkin-Huxley equations produce a log-like behavim~ as 
per Agin's original observation. The underlying passive circuit in the Hodgkin-Huxley 
model is an RC circuit with an active cmnponent - voltage dependent conductances -
that corresponds to the IAF model's firing mechanism. Although it is difficult to make 
general statements about the detailed behavior of the Hodgkin-Huxley dynamics (due to 
its mathematical complexity), it appears that the logarithmic behavior observed by Agin 
(1964), and replicated in Fig. 1 is accounted for by the passive integrative component 
alone, i.e., it is captured by the IAF model. In any event, the IAF model is sufficient to 
account for Agin's observation of the logarithmic behavior of the Hodgkin-Huxley model. 
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Figme 3. (a) Plots of Eqn. 7 for different values of tofr (key shows lo/r); (b) semi-log plot of the 
curves in panel (a). Parameters: \'1·11 = 15mV; C'm = ltt.F; l.o = l.Smsec. 
3 Computations with IAF neurons 
3,1 Weber's law 
Weber's law states that the difference threshold, Ill- the minimum amount by which 
stin1ulus intensity n1ust be changed to produce a noticeable change in sensation- re1nains 
t Although a S11!.1 relative error would not be considered very good for a computer or calculator(!), as it 
corresponds roughly to four bits of accuracy, this accuracy is about all that can be expected from a singleHneuron, 
given its relatively low spike count. Moreover, the statistical counting error also contributes to the reduced 
accuracy of single neurons. For example, a 100HZ neuron generates 20 spikes over a 200 msec time intervaL 
The expected (Poisson) relative counting error for this situation is v'26/20, which is more than 20%! 
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proportional to the stimulus intensity, I, or 
6.1 
--c I - . (8) 
Ever since Fechner (1860) introduced Weber's law (termed after its discoverer; Ernst 
Weber) numerous psychophysical experiments have demonstrated this law. Cornsweet 
(1970) and later Land (1977) have both proposed that Weber's law can be implemented 
with logarithmic processing. If we start with the assumption that neural transduction is 
logarithn1ic, that is, 
then, differentiating, we get 
or 
f =log (I), 
df 1 
di I 
dl - df I - .. 
(9) 
(10) 
(11) 
Eqn. 11 is equivalent to Weber's law (Eqn. 8), if a just-noticeable difference in sensation 
corresponds to a constant change df in spiking frequency. Therefore, Weber's law is 
inherent in neurons that have a logarithmic transfer function. 
3.2 Cepstral stereo matching 
Yeshurun and Schwartz (1989) show that an estimate of the power spectrum of the log 
power spech·un1, which is called the cepstnm1 in signal processing, provides a si1nple 
1nodel for esthnating stereo disparity when applied to a columnar image data structure 
such as the ocular dominance column system of primate visual cortex. The Iogarithn1ic 
characteristic here is also required by any model dependent on spatial frequency estima-
tion, since the power spectrum tends to be strongly weighted towards low frequencies 
so that it is unusable if not pre-processed with a compressive nonlinearity. In the case 
of the cepstrun1, a logarithmic con1pressive nonlinearity maximizes the performance of 
"echo-detection" (which, in in spatial terms, is the problen1 of disparity esthnation). The 
IAF 1nodel neuron therefore has the correct con1pressive nonlinearity for this n1odel, or 
for any other tnodel requiring power-spectral estimation. 
3.3 Multiplication 
Koch and Poggio (1992) discuss several ways in which multiplication could be performed 
by neurons or synapses. A simple scheme mentioned involves neurons with a logarithtnic 
transfer function that excite or inhibit each other additively or subtractively. Under these 
assutnptions, if x1 is the input to neuron A and x2 is the input to neuron B, and the outputs 
of both neurons A and B add, then the sum is 
(12) 
which is a tnultiplicative relation. Therefore, n1ultiplication and division can be in1ple-
mented by adding and subtracting outputs of neurons with a logarithmic transfer function. 
However; Koch and Poggio(1992) do not provide a biophysical justification or analysis 
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of logarithmic transduction: they merely state, following Ratliff, that " ... exponential ten-
dencies abound in the nervous system .... "(page 337). The principle result of the present 
paper is that, indeed, exponential tendencies will be found under all conditions, in which 
the integrate and fire model is a valid approximation for neuronal transduction, and for 
specific parameter ranges of the ratio of membrane time constant to refractory period. 
3.4 Phase detection 
Recently there has been a resurgence of research on temporal coding in neurons. Whereas 
most models in this literature address phenmnena such as phase-locking and synchroniza-
tion, the problem of detecting or representing the phase-difference between two oscillating 
inputs has largely been ignored. Arguably, the simplest method of relative phase detection 
of two periodic signals is based on the heterodyne principle used in radio transmission 
(Horowitz & Hill, 1989), which requires only a multiplier and a low pass filter. 
Low pass filtering the product of two sinusoids (namely, heterodyning) is a well-known 
technique in electronics, used to extract the phase-difference of two sinusoidal inputs for 
the purpose of transmitting and detecting radio or television phase-modulated signals. 
The heterodyne is based on the fact that a product of two sinusoids is a bimodal function 
in frequency domain with a zero frequency (DC) component and a high frequency peak. 
Letting </' be the unknown phase-difference between the two signals, the product of the 
two sinusoids is 
1 
cos(!.) cos(t + ¢) = Z (cos(2t + ¢) + cos(4>)). (13) 
A Low pass filter ofEqn. 13 excludes the non-DC term, cos(2t + 1,), and therefore estimates 
the relative phase difference by the term cos(4,). We can provide an adequate low pass 
filter simply by tin1e averaging, or integrating, over a time window, T: 
'[' ~ .Lo (cos(2t + 1') + cos(1,)). (14) 
Over a large enough time window, T, we can accurately estin1ate the term cos( t;6 ). 
The Inultiplicative property of IAF neurons discussed above can be used to construct 
a simple model of neural heterodyne phase-detection. The IAF phase-detection model 
is schematized in Fig. 4. Two oscillating inputs each feed into an IAF neuron. The two 
IAF neuron firing rates are computed by sumnting spikes front each neuron over a short 
tinte-window (20 1nsecs). Since these two rates approximate a logarithmic function of 
their inputs, their stun produces a ntultiplicative relation between the inputs. The sun1 
of IAF rates is low pass filtered by integrating over a time-period of 200msecs Fig. 4(b) 
shows that the system's output as a function of phase difference between the two inputs 
is a xnonotonically decreasing function of the phase that is approxilnately linear. This 
system can be said, therefore, to represent the phase difference of its inputs. 
In the IAF heterodyne model, low pass filtering is approximated by simply integrating 
the input over time. If the time-window of integration, 'C covers several cycles of the 
high-frequency term, cos(21. + 1' ), the integral of that term becomes zero (or a constant, kT, 
if the sinusoid has an offset of k from the abscissa). The integral of the term cos(¢) with 
respect tot becomes T cos( 1' ). Thus, Eqn. 14 is a function of the phase-difference between 
the two signals, namely, c1 cos(~)+ c2 for some constants c1 and c2. Since this function, 
for phase-lags between 0 and 1r, is a monotonically decreasing function of the phase lag, 
it provides a representation of the relative phase difference among the inputs. 
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Figure 4. The integrate and fire phase-detection model. (a) A schematic of the model. Two IAF 
neurons receive sinusoidal inputs differing only in phase. The output of the IAF neurons is summed, 
and the sum is integrated of a time window of about ten input cycles; (b) output of the model as a 
function of phase-difference between the two inputs. Parameters of the simulation producing (b) 
are listed in Table 1. 
3.4.1 IAF heterodyne simulation details 
The oscillating inputs to the IAF phase-detector are modeled as cosine waves differing 
only in phase. We set their amplitudes at hh and add 6hh so that the inputs remain 
positive and oscillate at reasonable current values. Modeling the inputs as cosine waves 
approxin1ates the arrival of EPSPs at the IAF neurons. Each EPSP is not a perfect delta-
function and there is some spread around its peak (this spread has been modeled by the 
so-called alpha-function). A cosine wave whose range is entirely above zero can Inodel 
the arrival of EPSPs, since it contains the fundamental frequency cmnponent of the EPSP 
alpha-functions. A cosine input with frequency of 40Hz approximates EPSPs whose 
alpha-function has a tiine constant of 5-10 1nsecs, which is consistent with experimental 
observations. The inputs to the IAF neurons are therefore 1m, cos(21f ft + q>) + 6hh and 
hh cos(21f ft) + 61m,, where f is the input frequency (equal for both inputs), tis time and 
1' is the phase difference between the two inputs. 
Table 1 shows all parameter values used in the IAF heterodyne simulations. Fig. 4(b) 
shows the output of an IAF heterodyne sintulation in which the current-frequency transfer 
function (Eqn. 7) is evaluated at successive thne steps to compute the output, in tenns of 
rate, of the IAF neurons. To integrate these rates over time, we simply add the smn of 
rates of both IAF neurons over a 200msec time interval. Fig. 5 shows the output of an IAF 
heterodyne circuit that is simulated by solving the IAF voltage differential equation (of 
the RC circuit) over time. 
4 Precision and Dynamic range 
The firing rate of neurons typically extends from a few Hertz to a few hundred Hertz. The 
utility of any nun1erical function dependent on firing rate is thus li1nited to this range. 
We have examined the precision of a multiplier that is constructed frmn two smn1ned 
quasi-logarithmic IAF neurons. We used the IAF transfer function (Eqn. 7), for a range 
of different lo/r, (as plotted in Fig. 3) and defined the error by "multiplying" several 
thousand cmnbinations of input currents (chosen to span the range of inputs). This was 
done by summing the corresponding "quasi-log" firing rates using the IAF curve, and 
cmnparing this n1ethod of n1ultiplication with the correct nmnerical answer. We defined 
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parameter value 
to 0.003 Seconds 
r 0.01 Seconds 
Vlh 0.01 Volts 
c l.Op.F 
R 13 KO (= r !C) 
h.h 0.77 ttA (= V,h/R) 
T 0.2 Seconds 
j 40Hz 
k 6.0 hh Amperes 
A 1.0 hh Amperes 
Table 1: Parameter values used in IAF heterodyne phase-detector model simulations. to- absolute 
refractory period; r - time-constant of IAF neurons; \1," - threshold voltage (rest voltage is 0.0 
Volts); C- lumped membrane capacitance; R - (derived value) lumped membrane resistance; h" -
Rheobasic current; T- time window of integration; f- frequency of input signals; k- offset added to 
input signals; A -amplitude of input signals (multiple on the cosine functions). 
error by the average relative error, i.e. we defined the error bin_ this multiplier as 
N 1- I 
8 = 1/N'\' (a;b, -a;b;), 
"--- a·b i=l '1- 1-
(15) 
where ai and bi are two "input" currents that we wish to 1nultiply. The estimate of their 
product ~~:·b: is obtained by sumntation of the "quasi-logarithmic" JAF transfer function 
as follows: Let frAF(!) be the frequency-current relation expressed by Eqn. 7. We first 
generated a nu1nber of random current value pairs {a;) bi). Multiplication of each pair 
was performed by the equation 
(16) 
The products obtained by Eqn. 16 were then fitted using linear interpolation to the nu-
Inerically correct products a;bi, obtaining an equation for a straight-line, L( I) §. We then 
generated a new set of products in the smne manner as above, only now we rescaled each 
IAF product to the scale of the numerically correct products. The rescaling was done by 
substituting the result obtained in Eqn. 16 for I into L( !). 
The interpolated IAF product is a,b, in Eqn. 15. Fig. 6 shows the average relative error 
of the IAF products as a function of to/r. This errm~ expressed as a percentage, is around 
5% for 0.13 < to/ r < 0.23, indicating that in this input range the "quasi-logarithmic" IAF 
transfer function is useful as an approxi1nate four-bit n1ultiplier. 
3 Note that this linear regression is simply to rescale the output in order to compare illo numerical m_ultipli-
calion. In neuronal terms, this implies a gain and offset at the summing neuron that would need to be specified 
if actual numerical multiplication were desired in a particular model. Howeve1~ without this, the simple model 
of summing of the output of two "logarithmic" neurons provides a result which is proportional (\,vith an offset) 
to the desired numerical (log)product over the entire dynamic range of the neuron. 
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Figure 5. Simulation of IAF heterodyne solving RC-circuit differential equations in time and time-
averaging the IAF inputs over a 20 msec time-window to obtain their firing rate. Parameters are as 
in Table 1, except for an additional parameter: the length of the time-window used for determining 
IAFrate, which was set to 0.02 Seconds. 
5 Conclusion 
The two simulations in this pape1~ heterodyne and n1ultiplie1~ compliment each other in 
their support of the computational relevance of the IAF model. The multiplier-accuracy 
simulation (Section 4) uses the IAF transfer function to compute the output of an IAF 
neuron. Since the transfer function is the equilibrium solution of the IAF RC-circuit 
differential equation, this shnulation is subject to tilning questions such as 'what is the 
shortest time in which an IAF neuron could multiply its inputs?'. The (second) heterodyne 
sitnulation shows that the IAF neuron is an accurate multiplier when it has enough 
tin1e for the task: an interval of perhaps 200 Inilliseconds appears adequate for this 
purpose. The phase-detector simulation uses a tin1e-variable, solving the IAF differential-
equations over titne. It therefore answers the tin1ing question raised above: inputs varying 
over 25 1nilliseconds (corresponding to a 40Hz oscillation) and integration tiines of 200 
1nilliscconds arc sufficient for the neural heterodyne method to provide a relative phase 
measurement. Multiplication (and perhaps phase detection) are neuronal computational 
primitives of wide reaching importance. The IAF 1nodel is the si1nplest ncuronalinodcl 
which captures son1e of the te1nporal dynamics of neuronal firing trains, and, as shown 
in this pape1~ the IAF model provides a broad-based and robust mechanism for single 
neuron multiplication and phase detection. And, it finally provides one explanation for 
the original observation of Ratliff, that " ... often the relation between a ... stimulus .. and 
neural response is approximately logarithmic". 
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Figure 6. A plot of the average relative error of the IAF products as a function of to/r (see text for 
details of this simulation}. 
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