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Abstract—In this work we propose a methodology for an
automatic food classification system which recognizes the contents
of the meal from the images of the food. We developed a multi-
layered deep convolutional neural network (CNN) architecture
that takes advantages of the features from other deep networks
and improves the efficiency. Numerous classical handcrafted
features and approaches are explored, among which CNNs are
chosen as the best performing features. Networks are trained and
fine-tuned using preprocessed images and the filter outputs are
fused to achieve higher accuracy. Experimental results on the
largest real-world food recognition database ETH Food-101 and
newly contributed Indian food image database demonstrate the
effectiveness of the proposed methodology as compared to many
other benchmark deep learned CNN frameworks.
Index Terms—Deep CNN, Food Recognition, Ensemble of
Networks, Indian Food Database.
I. INTRODUCTION AND CURRENT APPROACHES
THERE has been a clear cut increase in the health con-sciousness of the global urban community in the previous
few decades. Given the rising number of cases of health
problems attributed to obesity and diabetes reported every
year, people (including elderly, blind or semi-blind or dementia
patients) are forced to record, recognize and estimate calories
in their meals. Also, in the emerging social networking photo
sharing, food constitutes a major portion of these images.
Consequently, there is a rise in the market potential for such
fitness apps products which cater to the demand of logging
and tracking the amount of calories consumed, such as [1],
[2]. Food items generally tend to show intra-class variation
depending upon the method of preparation, which in turn is
highly dependent on the local flavors as well as the ingre-
dients used. This causes large variations in terms of shape,
size, texture, and color. Food items also do not exhibit any
distinctive spatial layout. Variable lighting conditions and the
point of view also lead to intra-class variations, thus making
the classification problem even more difficult [3], [4], [5].
Hence food recognition is a challenging task, one that needs
addressing.
In the existing literature, numerous methodologies assume
that the texture, color and shape of food items are well
defined [6], [7], [8], [9]. This may not be true because of
the local variations in the method of food preparation, as
well as the ingredients used. Feature descriptors like histogram
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of gradient, color correlogram, bag of scale-invariant feature
transform, local binary pattern, spatial pyramidal pooling,
speeded up robust features (SURF), etc, have been applied
with some success on small datasets [9]. Hoashi et al. in
[10], and Joutou et al. in [11] propose multiple kernel learning
methods to combine various feature descriptors. The features
extracted have generally been used to train an SVM [12],
with a combination of these features being used to boost the
accuracy.
A rough estimation of the region in which targeted food
item is present would help to raise the accuracy for cases
with non-uniform background, presence of other objects and
multiple food items [13]. Two such approaches use standard
segmentation and object detection methods [14] or asking the
user to input a bounding box providing this information [15].
Kawano et al. [15], [16] proposed a semi-automated approach
for bounding box formation around the image and developed
a real-time recognition system. It is tedious, unmanageable
and does not cater to the need of full automation. Automatic
recognition of dishes would not only help users effortlessly
organize their extensive photo collections but would also help
online photo repositories make their content more accessible.
Lukas et al. in [17] have used a random forest to find
discriminative region in an image and have shown to under
perform convolutional neural network (CNN) feature based
method [18].
In order to improve the accuracy, Bettadapura et al. in
[19] used geotagging to identify the restaurant and search
for matching food item in its menu. Matsuda et al. in [20]
employed co-occurrence statistics to classify multiple food
items in an image by eliminating improbable combinations.
There has been certain progress in using ingredient level
features [21], [22], [23] to identify the food item. A variant of
this method is the usage of pairwise statistics of local features
[24]. In the recent years CNN based classification has shown
promise producing excellent results even on large and diverse
databases with non-uniform background. Notably, deep CNN
based transferred learning using fine-tuned networks is used
in [25], [26], [27], [28], [29] and cascaded CNN networks
are used in [30]. In this work, we extend the CNN based
approaches towards combining multiple networks and extract
robust food discriminative features that would be resilient
against large variations in food shape, size, color and texture.
We have prepared a new Indian food image database for this
purpose, the largest to our knowledge and experimented on two
large databases, which demonstrates the effectiveness of the
proposed framework. We will make all the developed models
and Indian food database available online to public [31].
2Section II describes our proposed methodology and Section III
provides the experimental results before drawing conclusions
in Section IV.
II. PROPOSED METHOD
Our proposed framework is based on recent emerging very
large deep CNNs. We have selected CNNs because their ability
to learn operations on visual data is extremely good and they
have been employed to obtain higher and higher accuracies
on challenges involving large scale image data [32]. We have
performed extensive experiments using different handcrafted
features (such as bag of words, SURF, etc) and CNN feature
descriptors. Experimental results show that CNNs outperform
all the other methods by a huge margin, similar to those
reported in [9] as shown in Table I. It can be seen that CNN
based methods (SELC & CNN) features performs much better
as compared to others.
TABLE I
ACCURACY (%) OF HANDCRAFTED & CNN FEATURES ON ETH FOOD-101 DATABASE. THE METHODS ARE SURF +
BAG OF WORDS 1024 (BW1024), SURF + INDEPENDENT FISCHER VECTOR 64 (SURF+IFV64), BAG OF WORDS
(BW), INDEPENDENT FISCHER VECTORS (IFV), MID-LEVEL DISCRIMINATIVE SUPERPIXEL (MDS), RANDOM
FOREST DISCRIMINATIVE COMPONENT (RFDC), SUPERVISED EXTREME LEARNING COMMITTEE (SELC) AND
ALEXNET TRAINED FROM SCRATCH (CNN).
Methods BW1024 SURF+IFV64 BW IFV MDS RFDC SELC CNN
Top-1 33.47 44.79 28.51 38.88 42.63 50.76 55.89 56.40
A. Proposed Ensemble Network Architecture
We choose AlexNet architecture by Krizhevsky et al. [18]
as our baseline because it offers the best solution in terms
of significantly lesser computational time as compared to any
other state-of-the-art CNN classifier. GoogLeNet architecture
by Szegedy et al. [33] uses the sparsity of the data to create
dense representations that give information about the image
with finer details. It develops a network that would be deep
enough, as it increases accuracy and yet have significantly
less parameters to train. This network is an approximation
of the sparse structure of a convolution network by dense
components. The building blocks called Inception modules,
is basically a concatenation of filter banks with a mask size
of 1 × 1, 3 × 3 and 5 × 5. If the network is too deep, the
inception modules lead to an unprecedented rise in the cost of
computation. Therefore, 1×1 convolutions are used to embed
the data output from the previous layers.
ResNet architecture by He et al. [34] addresses the problem
of degradation of learning in networks that are very deep. In
essence a ResNet is learning on residual functions of the input
rather than unreferenced functions. The idea is to reformulate
the learning problem into one that is easier for the network to
learn. Here the original problem of learning a function H(x)
gets transformed into learning non-linearly by various layers
fitting the functional form H(x) = Γ(x) + x, which is easier
to learn, where the layers have already learned Γ(x) and the
original input is x. These CNN networks are revolutionary
in the sense that they were at the top of the leader board
of ImageNet classification at one or other time [32], with
ResNet being the network with maximum accuracy at the time
Fig. 1. Our proposed CNN based ensemble network architecture.
of writing this paper. The main idea behind employing these
networks is to compare the increment in accuracies with the
depth of the network and the number of parameters involved in
training. Our idea is to create an ensemble of these classifiers
using another CNN on the lines of a Siamese network [35]
and other deep network combinations [36].
In a Siamese network [35], two or more identical subnet-
works are contained within a larger network. These subnet-
works have the same configuration and weights. It has been
used to find comparisons or relationships between the two
input objects or patches. In our architecture, we use this idea
to develop a three layered structure to combine the feature
outputs of three different subsections (or subnetworks) as
shown in Fig. 1. We hypothesize that these subnetworks with
proper fine-tuning would individually contribute to extract
better discriminative features from the food images. However,
the parameters along with the subnetwork architectures are
different and the task is not that of comparison (as in case
of Siamese network [35]) but pursue classification of food
images. Our proposition is that the features once added with
appropriate weights would give better classification accuracies.
Let I(w, h, c) represents a pre-processed input image of size
w × h pixels to each of the three fine-tuned networks and c
is the number of channels of the image. Color images are
used in our case. We denote C(m,n, q) as the convolutional
layer, where m and n are the sides length of the receptive
field and q is the number of filter banks. Pooling layer is
denoted by P (s, r), where r is the side length of the pooling
receptive field and s is the number of strides used in our
CNN model. In our ensemble net we did not use pooling. But
in our fine-tuned networks pooling is employed with variable
parameters. GoogLeNet for example uses overlapping pooling
in the inception module. All convolution layers are followed
by ReLU layers (see the text in Sec II-B) considered as an in-
built activation. L represents the local response normalization
layer. Fully connected layer is denoted by F (e), where e is
the number of neurons. Hence, the AlexNet CNN model after
fine-tuning is represented as:
ΦA ≡ I(227, 227, 3) −→ C(11, 4, 96) −→ L −→ P (2, 3) −→ C(5, 1, 256)
−→ L −→ P (2, 3) −→ C(3, 1, 384) −→ C(3, 1, 384) −→ C(3, 1, 256)
−→ P (2, 3) −→ F (4096) −→ F (4096) −→ F (e).
(1)
AlexNet is trained in a parallel fashion, referred as a depth
of 2. Details of the architecture can be found in [18]. For
GoogLeNet we need to define the inception module as:
D(c1, cr3, c3, cr5, c5, crM), where c1, c3 and c5 represent
number of filter of size 1×1, 3×3 and 5×5, respectively. cr3
and cr5 represent number of 1×1 filters used in the reduction
layer prior to 3× 3 and 5× 5 filters, and crM represents the
3number of 1×1 filters used as reduction after the built in max
pool layer. Hence GoogLeNet is fine-tuned as:
ΦG ≡ I(224, 224, 3) −→ C(7, 2, 64) −→ P (2, 3) −→ L −→ C(1, 1, 64)
−→ C(3, 1, 192) −→ L −→ P(2, 3) −→ D(64, 96, 128, 16, 32, 32)
−→ D(128, 128, 192, 32, 96, 64) −→ P (2, 3) −→
D(192, 96, 208, 16, 48, 64) −→ D(160, 112, 224, 24, 64, 64) −→
D(128, 128, 256, 24, 64, 64) −→ D(112, 144, 288, 32, 64, 64) −→
D(256, 160, 320, 32, 128, 128) −→ P (2, 3) −→ D(256, 160, 320, 32,
128, 128) −→ D(384, 192, 384, 48, 128, 128) −→ P
∗
(1, 7) −→ F (e),
(2)
P ∗ refers to average pooling rather than max pooling used ev-
erywhere else. For fine-tuned ResNet, each repetitive residual
unit is presented inside as R and it is defined as:
ΦR ≡ I(224, 224, 3) −→ C(7, 2, 64) −→ P(2, 3) −→ 3 × R(C(1, 1, 64)
−→ C(3, 1, 64) −→ C(1, 1, 256)) −→ R(C(1, 2, 128) −→ C(3, 2, 128)
−→ C(1, 2, 512)) −→ 3 × R(C(1, 1, 128) −→ C(3, 1, 128)
−→ C(1, 1, 512)) −→ R(C(1, 2, 256) −→ C(3, 2, 256) −→
C(1, 2, 1024)) −→ 5 × R(C(1, 1, 256) −→ C(3, 1, 256) −→
C(1, 1, 1024)) −→ R(C(1, 2, 512) −→ C(3, 2, 512) −→ C(1, 2, 2048))
−→ 2 × R(C(1, 1, 512) −→ C(3, 1, 512) −→ C(1, 1, 2048))
−→ P
∗
(1, 7) −→ F (e).
(3)
Batch norm is used after every convolution layer in ResNet.
The summations at the end of each residual unit are followed
by a ReLU unit. For all cases, the length of F (e) depends
on the number of categories to classify. In our case, e is the
number of classes. Let Fi denote the features from each of the
fine-tuned deep CNNs given by (1)-(3), where i ∈ {A,G,R}.
Let the concatenated features are represented by Ω(O, c),
where O is the output features from all networks, given by:
O = concatenate(wiFi) | ∀ i, (4)
where wi is the weight given to features from each of the
networks with the constraint, such that Σiwi = 1. We define
the developed ensemble net as the following:
ΦE ≡ Ω(e ∗ η, c) −→ ReLU −→ F (e) −→ SoftMax,
(5)
where η is the number of fine-tuned networks. The SoftMax
function or the normalized exponential function is defined as:
S(F )j =
expFj
∑e
k=1 exp
Fk
, for j = 1, 2, . . . , e, (6)
where exp is the exponential. The final class prediction
D ∈ {1, 2, . . . , e} is obtained by finding the maximum of
the values of S(F )j , given by:
D = argmax
j
(S(F )j), for j = 1, 2, . . . , e. (7)
B. Network Details
The ensemble net we designed consists of three layers as
shown in Fig. 1. Preprocessed food images are used to fine-
tune all the three CNN networks: AlexNet, GoogLeNet and
ResNet. Then the first new layer one concatenates the features
obtained from the previously networks, passing it out with a
rectified linear unit (ReLU) non-linear activation. The outputs
are then passed to a fully connected (fc) layer that convolves
the outputs to the desired length of the number of classes
present. This is followed by a softmax layer which computes
the scores obtained by each class for the input image.
The pre-trained models are used to extract features and train
a linear kernel support vector machine (SVM). The feature
outputs of the fully connected layers and max-pool layers of
AlexNet and GoogLeNet are chosen as features for training
and testing the classifiers. For feature extraction, the images
are resized and normalized as per the requirement of the
networks. For AlexNet we used the last fully connected layer
to extract features (fc7) and for GoogLeNet we used last max
pool layer (cls3 pool). On the ETH Food 101 database, the
top-1 accuracy obtained remained in the range of 39.6% for
AlexNet to 44.06% for GoogLeNet, with a feature size varying
from a minimum of 1000 features per image to 4096 features
per image. Feature length of the features extracted out of the
last layer is 1000. The feature length out of the penultimate
layer of AlexNet gave a feature length of 4096 features, while
the ones out of GoogLeNet had a feature length of 1024. All
the three networks are fine-tuned using the ETH Food-101
database. The last layer of filters is removed from the network
and replaced with an equivalent filter giving an output of the
size 1 × 1× 101, i.e., a single value for 101 channels. These
numbers are interpreted as scores for each of the food class
in the dataset. Consequently, we see a decrease in the feature
size from 1× 1000 for each image to 1× 101 for each image.
AlexNet is trained for a total of 16 epochs.
We choose the MatConvNet [37] implementation of
GoogLeNet with maximum depth and maximum number of
blocks. The implementation consists of 100 layers and 152
blocks, with 9 Inception modules (very deep!). To train
GoogLeNet, the deepest softmax layer is chosen to calculate
objective while the other two are removed. The training ran
for a total of 20 epochs. ResNet’s smallest MatConvNet model
with 50 layers and 175 blocks is used. The capacity to use any
deeper model is limited by the capacity of our hardware. The
batch size is reduced to 32 images for the same reason. ResNet
is trained with the data for 20 epochs. The accuracy obtained
increased with the depth of the network. The ensemble net
is trained with normalized features/outputs of the above three
networks. Parametrically weights are decided for each network
feature by running the experiments multiple times. A total of
30 epochs are performed. A similar approach is followed while
fine-tuning the network for Indian dataset. As the number of
images is not very high, jitters are introduced in the network
to make sure the network remains robust to changes. Same
depth and parameters are used for the networks. The output
feature has a length of 1 × 1 × 50 implying a score for each
of the 50 classes.
III. EXPERIMENTAL SETUP AND RESULTS
The experiments are performed on a high end server with
128GB of RAM equipped with a NVDIA Quadro K4200 with
4GB of memory and 1344 CUDA cores. We performed the
experiments on MATLAB 14a using the MatConvNet library
offered by vlFeat [38]. Caffe’s pre-trained network models
imported in MatConvNet are used. We perform experiments
on two databases: ETH Food-101 Database and and our own
newly contributed Indian Food Database.
A. Results on ETH Food-101 Database
ETH Food-101 [17] is the largest real-world food recog-
nition database consisting of 1000 images per food class
4Fig. 2. Top row: 10 sample Indian food images. Bottom two rows: one of
the food samples (1 class) variations (20 images).
picked randomly from foodspotting.com, comprising of 101
different classes of food. So there are 101,000 food images
in total, sample images can be seen in [17]. The top 101
most popular and consistently named dishes are chosen and
randomly sampled 750 training images per class are extracted.
Additionally, 250 test images are collected for each class, and
are manually cleaned. Purposefully, the training images are not
cleaned, and thus contain some amount of noise. This comes
mostly in the form of intense colors and sometimes wrong
labels to increase the robustness of the data. All images are
rescaled to have a maximum side length of 512 pixels. In
all our experiments we follow the same training and testing
protocols as that in [17], [9].
All the real-world RGB food images are converted to HSV
format and histogram equalization are applied on only the
intensity channel. The result is then converted back to RGB
format. This is done to ensure that the color characteristics
of the image does not change because of the operation and
alleviate any bias that could have been present in the data due
to intensity/illumination variations.
TABLE II
ACCURACY (%) FOR ETH FOOD-101 AND COMPARISON
WITH OTHER METHODS AFTER FINE-TUNING.
Network/Features Top-1 Top-5 Top-10
AlexNet 42.42 69.46 80.26
GoogLeNet 53.96 80.11 88.04
Lukas et al. [17] 50.76 - -
Kawano et al. [15] 53.50 81.60 89.70
Martinel et al. [9] 55.89 80.25 89.10
ResNet 67.59 88.76 93.79
Ensemble Net 72.12 91.61 95.95
TABLE III
ACCURACY (%) FOR INDIAN FOOD DATABASE AND
COMPARISON WITH OTHER METHODS AFTER
FINE-TUNING.
Network/Features Top-1 Top-5 Top-10
AlexNet 60.40 90.50 96.20
GoogLeNet 70.70 93.40 97.60
ResNet 43.90 80.60 91.50
Ensemble Net 73.50 94.40 97.60
Table II shows the Top-1, Top-5 and Top-10 accuracies
using numerous current state-of-the-art methodologies on this
database. We tried to feed outputs from the three networks into
the SVM classifier but the performance was not good. We
have noted only the highest performers, many more results
can be found in [9]. It is evident that with fine-tuning the
network performance has increased to a large extent. Fig. 3
(a) shows accuracies with the ranks plot up to top 10, where
the rank r : r ∈ {1, 2, . . . , 10} shows corresponding accuracy
of retrieving at least 1 correct image among the top r retrieved
images. This kind of graphs show the overall performance of
the system at different number of retrieved images. From Table
II and Fig. 3 (a), it is evident that our proposed ensemble net
has outperformed consistently all the current state-of-the-art
methodologies on this largest real-world food database.
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Fig. 3. Rank vs Accuracy plots using various CNN frameworks, (a) for ETH
Food 101 Database and (b) for Indian Food Database.
B. Results on Indian Food Database
One of the contributions of this paper is the setting up of
an Indian food database, the first of its kind. It consists of 50
food classes having 100 images each. Some sample images
are shown in Fig. 2. The classes are selected keeping in mind
the varied nature of Indian cuisine. They differ in terms of
color, texture, shape and size as the Indian food lacks any
kind of generalized layout. We have ensured a healthy mix
of dishes from all parts of the country giving this database a
true representative nature. Because of the varied nature of the
classes present in the database, it offers the best option to test
a protocol and classifier for its robustness and accuracy. We
collected images from online sources like foodspotting.com,
Google search, as well as our own captured images using hand-
held mobile devices. Extreme care was taken to remove any
kind of watermarking from the images. Images with textual
patterns are cropped, most of the noisy images discarded and
a clean dataset is prepared. We also ensured that all the images
are of a minimum size. No upper bound on image size has
been set. Similar to the ETH Food-101 database protocol, we
have randomly selected 80 food images per class for 50 food
classes in the training and remaining in the test dataset.
Fig. 3 (b) shows accuracies with the ranks plot up to top 10
and Table III shows the Top-1, Top-5 and Top-10 accuracies
using some of the current state-of-the-art methodologies on
this database. Both these depict that our proposed ensemble
of the networks (Ensemble Net) is better at recognizing food
images as compared to that of the individual networks. ResNet
under performs as compared to GoogLeNet and AlexNet
probably because of the lack of sufficient training images
to train the network parameters. For overall summary: as is
evident from these figures (Fig. 3 (a) and (b)) and tables
(Tables II and III) that there is no single second best method
that outperforms all others methods in both the databases,
however, our proposed approach (Ensemble Net) outperforms
all other methods consistently for all different ranks in both
the databases.
IV. CONCLUSIONS
Food recognition is a very crucial step for calorie estimation
in food images. We have proposed a multi-layered ensemble
of networks that take advantages of three deep CNN fine-tined
subnetworks. We have shown that these subnetworks with
proper fine-tuning would individually contribute to extract
5better discriminative features from the food images. However,
in these subnetworks the parameters are different, the sub-
network architectures and tasks are different. Our proposed
ensemble architecture outputs robust discriminative features
as compared to the individual networks. We have contributed
a new Indian Food Database, that would be made available
to public for further evaluation and enrichment. We have
conducted experiments on the largest real-world food images
ETH Food-101 Database and Indian Food Database. The
experimental results show that our proposed ensemble net
approach outperforms consistently all other current state-of-
the-art methodologies for all the ranks in both the databases.
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