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Abstract 
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 Nowadays, scientists are looking for ways to replace old technologies with new, 
“green” and more energy efficient than the previous ones. Underwater acoustic sensor 
networks aim to this direction. It is one very prominent technology which is expected to 
be implemented to much more applications than today. In this thesis we examine the 
optimal sensor deployment taking into account all these constrains which such a system 
have to face. We propose a sensor deployment which leads to maximize the lifetime of 
the network. Simulations are conducted using an ns-3 simulator and the results show 
that our deployment prolongs the lifetime of the network significantly. 
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this dissertation. It would not have been possible to write this thesis without their help 
and support.   
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Dr. Georgios Koutitas for his advices and instructions to write a coherent and compre-
hensive dissertation. He offered plenty of time to me during the research and he had al-
ways solutions to my problems. 
I would also like to thank the PhD student, Kyriakos Ovaliadis, for his interest on 
my research. He was always willing to give his best suggestions and to provide me the 
necessary tools. I consider him a friend and I appreciate what he has done for me. 
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1 Introduction 
Our planеt is covered by almost 70% with water, which the largest part of this underwa-
ter area is still unexplored. There is a growing curiosity in exploring and monitoring this 
mysterious environment. Nowadays, the majority of the work in underwater sensing and 
data collection is still based on cabled networks, which require high cost and significant 
engineering efforts. In past decades, Autonomous Underwater Vehicles (AUV) have 
been used for monitoring and data collection from the bottom of the ocean. Autonom-
ous underwater vehicles can be operated without tethers or cables, but underwater 
communication challenges limit the performance of this technology [34]. Recently, a lot 
of concentration has been given to acoustic networks because of their capability to 
provide low-cost and distributed underwater monitoring [73], [81]. 
Wireless Sensor Networks (WSN) are anticipated to play a vital role in the 
exploration and monitoring of underwater environment which is not easily reachable by 
human beings. Though, in underwater communications via acoustic waves there are 
several performance limitations which are very dissimilar from those used for terrestrial 
networks. Underwater Wireless Sensor Network (UWSN) is a promising research field 
[34]. Underwater acoustic sensor devices are battery-operated and, therefore, untethered 
in terms of both power and communication. This gives the prospect of a new generation 
of large-scale, untethered, unattended sensor networks suitable for an extensive variety 
of applications. However, as a result of the limited energy supply of sensor nodes, due 
to batteries capacity, prolonging the lifetime of underwater wireless sensor networks has 
become essential for them to distribute their full potential and to facilitate this range of 
fundamental applications [8]. Nodes in an immense underwater sensor network that 
covers a sparse area need to be optimally positioned to decrease per node energy con-
sumption. As the distance between the nodes increases, more energy is demanded to 
maintain a rational Signal-to-Noise (SNR) value over longer distances. Consequently, 
node placement is a fundamental research challenge in building such a network [34]. 
 In sensor networks the primary goal is minimizing energy use while in tradition-
al networks the primary goals are minimizing response time and providing inclusive in-
formation [94]. The main ways for doing this, is by reducing the amount of communica-
tion between nodes. Optimizing the operational and functional properties of wireless 
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sensor networks may necessitate a distinctive solution for each application problem 
[13]. Wireless sensor networks are exceedingly dynamic and prone to faults, mainly be-
cause of energy shortages, connectivity interruptions, and environmental obstacles. 
Network failures are common events rather than exceptional ones [25]. 
A sensor network differs from local area networks in the following areas [48], [92]:  
 Each sensor node communicates with one or more sinks. Traffic is primarily be-
tween individual sensor nodes and a base station.  
 The network topology is a multi-hop star-tree that is either flat or hierarchical. 
 The placement of nodes in a wireless sensor network is application dependent 
and may not be pre-determined. 
 Most network applications require dense deployment and physical collocation of 
nodes.  
 Power constraints result in small message sizes. 
 Individual sensor nodes have limited resources in terms of processing capability, 
memory and power. 
 They are used in various applications which may have different necessities for 
Quality of Service (QoS) and reliability. 
A wireless sensor network also differs from other wireless networks, such as cellular 
networks and Mobile Ad Hoc Networks (MANETS) because these networks are linked 
to a wired or renewable energy supply. In cellular networks and mobile ad hoc net-
works, the organizing, routing and mobility management tasks focus on optimizing 
quality of service and ensuring high bandwidth efficiency. There is a huge amount of 
network traffic and the data rate is high to cater for the demand for multimedia rich da-
ta. These networks are planned to offer good throughput/delay characteristics under 
high mobility conditions [72]. Energy consumption is of inferior importance as the bat-
tery packs can be replaced or re-charged as needed. 
Wireless sensor networks enable new applications and entail non-conventional pa-
radigms for protocol design due to quite a few constraints. Owing to the requirement for 
low device complexity together with low energy consumption, a proper balance be-
tween communication and data processing capabilities must be found. This motivates a 
vast effort in research activities, standardization process, and industrial investments on 
this field since the last decade [18]. At present time, most of the research on sensor net-
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works has concentrated on the design of energy and computationally efficient algo-
rithms and protocols, and the application domain has been constrained to uncomplicated 
data-oriented monitoring and reporting applications [52]. 
During the research on implementing more efficient protocols the challenges placed 
by the deployment of sensor networks which are a superset of those found in wireless ad 
hoc networks should be taken under consideration. Sensor nodes communicate over 
wireless, “lossy” lines with no infrastructure. An extra challenge is associated to the li-
mited, usually non-renewable energy supply of the sensor nodes. In order to maximize 
the lifetime of the network, the protocols need to be designed from the beginning with 
the objective of efficient management of the energy resources [5]. 
Energy consumption is the most important factor to determine the life of a sensor 
network because usually sensor nodes are supplied by batteries. Sometimes energy op-
timization is more complicated in sensor networks for the reason that it involved not 
only reduction of energy consumption but also prolonging the life of the network as 
much as possible. The optimization can be done by having energy alertness in every as-
pect of design and operation. This ensures that energy awareness is also incorporated 
into groups of communicating sensor nodes and the entire network and not only in the 
individual nodes [12]. 
To minimize the overall energy consumption of the sensor network, different types 
of protocols and algorithms have been studied so far all over the world. The lifetime of 
a sensor network can be increased notably if the operating system, the application layer 
and the network protocols are designed to be energy aware. These protocols and algo-
rithms have to be aware of the hardware and capable to use unique features of the mi-
cro-processors and transceivers to minimize the sensor node’s energy consumption. 
This may push toward a custom solution for different types of sensor node design. Dif-
ferent types of sensor nodes deployed also lead to different types of sensor networks. 
This may also lead to the different types of collaborative algorithms in wireless sensor 
networks arena [58]. 
Energy consumption is also affected by node density which is a factor that affects 
the network topology. The position of nodes affects the capability of a network to sense 
in the accepted approach an event while it also affects the number of probable disjoint 
paths towards the sink. Therefore, the placement of sensor nodes on a monitored area is 
an aspect that it is possible to affect the whole performance of the network [76]. 
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This thesis examines all the critical aspects of developing an energy efficient un-
derwater sensor network. The appropriate sensor deployment within the water is the ma-
jor issue of our research. A new Underwater Sensor Network Simulation Tool        
(USNeT) [65] is used in this thesis which has been designed and implemented assuming 
the conditions that affect underwater communication. Furthermore, a cluster-based 
routing protocol encapsulating threads mechanisms is used for the simulations, because 
threads improve the performance of the application and they do not incur significant 
overhead to implement [53].     
Our research consists of both a theoretical part and a practical one and it is orga-
nized as follows. In chapter 2 there is a briefly explanation relative to carbon emissions, 
to what extent the ICT sector affects them and why humanity should turn on environ-
mental-friendly technologies. Moreover, we describe what a sensor network is and we 
refer existing applications. 
Chapter 3 presents all these issues that should be taken under consideration for the 
proper development of a sensor network. It focuses on the protocol stack for such a 
network and gives details for the most popular protocols of each layer. There is a de-
scription of the topologies that can be used in a sensor network and a deepest view on 
the clustering technique. 
Chapter 4 emphasizes on the all the aspects of an underwater sensor network. We 
explicate the positives and the negatives of acoustic waves and why they are preferred 
for underwater communication. We mention that an underwater topology should be 
carefully engineered and how the mobility of the nodes changes the clusters. 
Information about the simulation tool and its interface is provided in chapter 5 to-
wards with a detailed description of the used protocol for the simulations. 
In the practical part, chapter 6, we explain all the scenarios that have been devel-
oped and provide the collected data we retrieved from the simulations in order to define 
how an efficient underwater sensor network should be deployed. 
Finally, in chapter 7, we conclude by summarizing the contributions and pointing 
out some related future research directions.          
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2 “Green” Communications 
and Sensor Networks 
2.1 Environmental Impacts 
The famous environmentalist David Brower [23], once said: “We do not inherit the 
environment from our ancestors; we borrow it from our children”. If the definition of 
sustainability is that we leave this planet to the next generations in a better state than we 
found it, then according to the Intergovernmental Panel on Climate Change (IPCC) [80] 
we are not doing our best. The dramatic increase of carbon emissions into the atmos-
phere is the major contributor to global warming and climate change. Energy consump-
tion is strongly connected to carbon emissions. More precisely, when discussing carbon 
emissions one should think the anthropogenic greenhouse gas (GHG) emissions. There 
are six major anthropogenic greenhouse gasses as acknowledged by the Kyoto protocol: 
carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), sulfur hexafluoride (SF6), 
HFCs, and PFCs. These major anthropogenic greenhouse gasses all have a different 
global warming potential (GWP) considered for a hundred years horizon [89], as pre-
sented in Table 1. 
 
Table 1: Global warming potential of main greenhouse gasses 
Greenhouse gas Global Warming Potential (CO2e) 
Carbon dioxide 1 
Methane 25 
Nitrous oxide 298 
Sulfur hexafluoride 22800 
HFCs 124-14800 
PFCs 7390-12200 
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2.2 Green Networking 
The ICT sector accounts for approximately 2% of global CO2 emissions [36], so the 
European Commission taking this under consideration in its communication about ener-
gy efficiency through ICT states [32]: 
“Information and Communication Technologies have an important role to play in re-
ducing the energy intensity and increasing the energy efficiency of the economy, in oth-
er words, in reducing emissions and contributing to sustainable growth. In order to 
achieve the ambitious targets set and meet the challenges ahead, Europe needs to en-
sure that ICT enabled solutions are available and fully deployed”. 
By this statement it is clear that the commission acknowledges the opportunities 
ICT has to offer in reducing the energy intensity of the economy but also points out that 
ICT needs to lead by example in increasing its energy efficiency. 
All aspects of the network are being covered by the green networking (personal 
computers, peripherals, switches, routers, and communication media). By optimizing 
the energy efficiencies of all network components a significant impact will be boosted 
on the overall energy consumption by these components. Consequently, these efficien-
cies gained by having a green network will reduce CO2 emissions and thus will help 
alleviate global warming. 
 New ICT technologies must be developed and the benefits of these technologies 
must be assessed in terms of energy efficiencies and their associated benefits in mini-
mizing the environmental impact of ICT. Some of the goals of green networking in-
clude [20]: 
 Reduction of energy consumption.  
 Improvement of energy efficiency. 
 Consideration of the environmental impact of network components from design 
to end of use. 
 Making the network more intelligent; the intelligent network will be more res-
ponsive, requiring less power to operate. 
 Integration of network infrastructure and network services; this integration con-
solidates traditional different networks into one network. 
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 Compliance with regulatory reporting requirements; for instance, the National 
Greenhouse and Energy Reporting System (NGERS) and the proposed Carbon 
Pollution Reduction Scheme (CRPS). 
 Promotion of a cultural shift in thinking about how we can reduce carbon emis-
sions. 
2.3 Sensor Networks 
Sensor networks try to cover all the goals of green networking. Wireless sensor nodes, 
which are low-power devices, are comprised by a processor, storage, power supply, 
transceiver, one or more sensors and, sometimes, with an actuator. Several types of sen-
sors can be attached to wireless sensor nodes, such as biological, chemical, optical, 
thermal, etc. These wireless sensor devices, as depicted in Figure 1, are smaller and 
cheaper than the regular sensor devices. 
 The wireless sensor devices have the potential to automatically organize themselves 
to form an ad hoc multi hop network. Wireless sensor networks, may consist of hun-
dreds or maybe thousands of ad hoc sensor node devices, working together to achieve a 
common task [64]. A substantial opportunity to monitor more accurately the surround-
ing physical phenomena’s is offered by widespread networks of inexpensive wireless 
sensor devices when compared to conventional sensing methods [16]. 
 
Figure 1: Wireless sensor node 
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2.3.1 Applications 
Sensor networks may be composed of several diverse types of sensors such as seismic, 
low sampling rate magnetic, thermal, visual, infrared, acoustic and radar, which are able 
to monitor a broad range of ambient conditions that include the following [31]: 
 Temperature.  
 Humidity.  
 Pressure.  
 Noise levels. 
 Lightning condition.  
 Soil makeup.  
 Vehicular movement.  
 The presence or absence of certain kinds of objects.  
 Mechanical stress levels on attached objects. 
 The current characteristics such as speed, direction and size of an object. 
 Potential applications for wireless sensor networks exist in a variety of fields, in-
cluding: military operations, environmental monitoring, medical monitoring, home ap-
plications, surveillance and other commercial areas. 
Military Operations 
Since sensor networks are based on the dense deployment of disposable and low-cost 
sensor nodes, destruction of some nodes by hostile actions does not affect a military op-
eration as much as the destruction of a traditional sensor, which makes sensor networks 
concept a better approach for battlefields. Some of the military applications of sensor 
networks are monitoring friendly forces, equipment and ammunition; battlefield surveil-
lance; reconnaissance of opposing forces and terrain; targeting; battle damage assess-
ment; and nuclear, biological and chemical attack detection and reconnaissance. 
Environmental Monitoring 
Some environmental applications of sensor networks include tracking the movements of 
birds, small animals, and insects; monitoring environmental conditions that affect crops 
and livestock; irrigation; planetary exploration; chemical/biological detection; precision 
agriculture; forest fire detection; meteorological or geophysical research; flood detec-
tion; bio-complexity mapping of the environment; and pollution study. 
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Medical Monitoring 
Some of the health applications for sensor networks are providing interfaces for the dis-
abled; integrated patient monitoring; diagnostics; drug administration in hospitals; mon-
itoring the movements and internal processes of insects or other small animals; tele-
monitoring of human physiological data; and tracking and monitoring doctors and pa-
tients inside a hospital. 
Other Commercial Areas 
Some of the commercial applications are monitoring material fatigue; building virtual 
keyboards; managing inventory; monitoring product quality; constructing smart office 
spaces; environmental control in office buildings; robot control and guidance in auto-
matic manufacturing environments; interactive toys; interactive museums; factory 
process control and automation; monitoring disaster area; smart structures with sensor 
nodes embedded inside; machine diagnosis; transportation; factory instrumentation; lo-
cal control of actuators; detecting and monitoring car thefts; vehicle tracking and detec-
tion; and instrumentation of semiconductor processing chambers, rotating machinery, 
wind tunnels, and anechoic chambers. 
2.3.2 Underwater Applications 
Underwater networks applications fall into analogous categories as for terrestrial ones. 
Scientific applications monitor the environment from geological processes on the ocean 
floor, to water characteristics (temperature, salinity, oxygen levels, etc.) to counting or 
imaging animal life (micro-organisms, fish or mammals). Industrial applications ob-
serve and manage commercial behavior, such as underwater equipment related to oil or 
mineral extraction, underwater pipelines or commercial fisheries. Industrial applications 
often involve control and actuation components as well. Military and homeland security 
applications engage securing or monitoring port facilities or ships in foreign harbors, 
de-mining and communication with submarines and divers. 
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3 Issues of Sensor Networks 
3.1 Communication Structure 
The protocol stack used by the sink and the sensor nodes is given in Figure 2. It com-
bines power and routing consciousness, communicates energy efficiently through the 
wireless medium, integrates data with networking protocols and promotes cooperative 
efforts of sensor nodes. The application layer, the transport layer, the network layer, the 
data link layer, the physical layer, the power management plane, the mobility manage-
ment plane, and the task management plane consist the protocol stack [5].  
Depending on their sensing tasks distinct types of applications can be built and used 
on the application layer. This layer makes software and hardware of the lowest layer 
transparent to the end-user. The transport layer aims to maintain the flow of data if the 
sensor network application requires it. The network layer pays attention on routing the 
data supplied by the transport layer. The data link layer is in charge for multiplexing of 
data streams, frame detection, Media Access Control (MAC) and error control. Since 
the sensor nodes can be mobile and the environment is noisy, the MAC protocol must 
be power aware and able to minimize collision with neighbors’ broadcast. The physical 
layer addresses the requirements of a straightforward but robust modulation, frequency 
selection, data encryption, transmission and receiving techniques [58]. 
 
Figure 2: Protocol stack 
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3.2 Protocols 
The existing protocols for other wireless networks cannot be adopted into sensor net-
works. So the need of novel protocols is imperative to effectively tackle the unique re-
source constrains and application requirements of sensor networks.  
3.2.1 Medium Access Control Protocols – Link Layer 
Media Access Control in sensor networks is very different than in the conventional net-
works because of its constraints on computational ability, storage and energy resources 
[12]. The data traffic may be low for lengthy periods with intense traffic in between for 
short periods of time [97]. MAC protocols that have been designed for typical wireless 
local area networks, have primarily focused on maximum throughput and minimum de-
lay, with less emphasis on low energy consumption and energy conservation, but in sen-
sor networks energy efficiency is a critical task. Table 2 presents the percentage of 
power saving of popular protocols designed for sensor networks compared to the com-
mon protocols for wireless networks.  
There have been identified four main energy wasting aspects of MAC protocols 
[100]:  
1. Overhearing transmissions between other sensor nodes.  
2. Collisions. 
3. Overhead. 
4. Wasted energy while listening when there is no transmission (idle listening).  
For that reason many MAC protocols have been designed to eliminate these factors. 
However, the most vital source of energy saving in sensor networks is to avoid idle 
power consumption. It has been shown that it can be of the same order as the transmit 
and receive power consumption, and if so, can greatly affect overall power consump-
tion, chiefly in networks with low traffic rates [30], [83]. Thus, the focus of most MAC 
protocols for sensor networks is to reduce this idle power consumption by setting the 
sensor radios into a sleep state as often as possible [69]. 
Sensor Media Access Control (S-MAC) 
S-MAC was one of the first MAC protocols that were designed for sensor networks 
[93]. The basis behind the S-MAC protocol is that sensor nodes can save energy by 
sleeping for a period of time and then waking themselves up in order to participate in 
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communication. In order to do this, nodes create a sleep schedule for themselves that 
determines at what times to turn on their receivers and when to set themselves into a 
sleep mode, so they must at least share their sleep schedule information with others 
through the transmission of periodic SYNC packets [101].  
The S-MAC protocol consists of two periods. Sleeping: when the sensor node can-
not transmit or receive packets; and waking: when the sensor node can both transmit 
and receive packets. When a source node wishes to send a packet to a destination node, 
it waits until the destination’s wakeup period and sends the packet using CSMA with 
back off. Furthermore, in order to avoid collisions of packets S-MAC incorporates a 
message passing mechanism, in which long packets are broken into fragments, which 
are sent and acknowledged successively following the initial RTS-CTS exchange, as 
shown in Figure 3. 
 
Figure 3: S-MAC synchronization, RTS/CTS exchange 
 
Power Aware Multi-Access with Signaling (PAMAS) 
The principle behind the PAMAS protocol is to reduce the amount of time that a sensor 
node spends wasting energy overhearing packet transmissions. Like S-MAC protocol, 
PAMAS sets the radio to sleep during transmissions of other nodes, in addition it made 
an improvement by trying to avoid the overhearings among neighboring nodes, but it 
does not address the issue of reduce idle listening. PAMAS uses a busy tone and the 
RTS/CTS technique; however it requires two independent radio channels, a control 
channel which carries RTS/CTS and the busy tone and a data channel which carries that 
information generated from the purpose of deploying the sensor network [78]. 
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 When a node in the idle state receives a RTS and replies with a CTS, the node that 
receive the CTS transmits the packet of information and while this node is transmitting 
the other node transmits a busy tone on the control channel, as illustrated in Figure 4. If 
a sensor did not receive the CTS then it backs off for a period of time. If the RTS is 
received by another node, then if this node is not transmitting, it can disregard the RTS 
and to save energy it may go to sleep, but if the node is transmitting or receiving then 
the busy tone should interfere with the RTS/CTS. 
 
Figure 4: PAMAS communication 
 
Self-Organizing Medium Access Control for Sensor Networks (SMACS) 
The main concept behind the SMACS protocol is that medium access control and 
routing are combined in one protocol. As the protocol effectively works across both 
layers, more intelligent decisions about how and when to transmit information can be 
made. SMACS is a protocol which enables nodes to discover their neighbors and 
establish transmission/reception schedules for communicating with them without the 
need for any local or global master nodes. In order to achieve this formation, the 
neighbour discovery phase and channel assignment phase are combined. In SMACS, a 
channel to a link is assigned immediately after the existence of the link is discovered, as 
depicted in Figure 5, so that by the time all nodes hear all their neighbours, forming a 
connected network [79]. 
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 To reduce the likelihood of collisions, each link should operate on a different 
frequency. This frequency band is chosen at random from a large pool of possible 
choices when the links are formed. Such a scheme avoids the requirement for network 
synchronization, though communicating neighbors in a subnet need to be time-
synchonized. Energy preservation is achived by using a random wake-up shedule during 
the connection phase and by turning the radio off during idle time slots. 
 
Figure 5: SMACS four-way handshake 
 
Low-Energy Adaptive Clustering Hierarchy (LEACH) 
The idea behind the LEACH is that it merges both MAC protocol and routing protocol, 
thus making advantages by each layer knowing what is happening. LEACH is consi-
dered as the most popular protocol that use cluster-based routing in order to minimize 
the energy consumption [11]. In LEACH, the nodes organize themselves into local clus-
ters, as given in Figure 6, with one node acting as the cluster-head (CH). Sensors elect 
themselves to be local cluster-heads at any given time with a certain probability. These 
cluster-head nodes broadcast their status to the other sensors in the network. Each sen-
sor node determines to which cluster it wants to belong by choosing the cluster-head 
that requires the minimum communication energy. Once all the nodes are organized into 
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clusters, each cluster-head creates a schedule for the nodes in its cluster. This allows the 
communication parts of each non-cluster-head node to be turned off at all times except 
during its transmit time, thus minimizing the energy dissipated in the individual sensors. 
Once the cluster-head has collected all the data from the other nodes in the cluster, it is 
able to aggregate that information to the sink of the sensor network.  
Obviously in this type of network the cluster-head will consume more power than 
any other sensor of its cluster, which means that this sensor would die quickly. For this 
reason, it is important for the cluster to change the node that acts as cluster-head [40], 
[60]. 
 
Figure 6: LEACH clusters 
  
Table 2: Power saving comparison 
Protocol Power Saving 
S-MAC 20-60% 
PAMAS 10-70% 
SMACS 30-65% 
LEACH 80% 
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3.2.2 Routing Protocols – Network Layer 
Traditional ad hoc routing techniques do not typically fit the requirements of the sensor 
networks because of the reasons explained earlier for MAC protocols. Therefore, excep-
tional wireless routing protocols between the sensor nodes and the sink node are re-
quired. The objective of the routing protocol will depend on whether information from 
any node has to get to any other node or whether information must be collected at a sink 
somewhere in the network. The network layer of the sensor networks is designed ac-
cording to four principles [6]:  
1. Power efficiency is always the vital consideration. 
2. Sensor networks are mainly data-centric. 
3. Data aggregation is helpful only when it does not hold back the collaborative ef-
fort of the sensor nodes. 
4. An ideal sensor network has attribute-based addressing and location awareness. 
Clustering 
Clustering is an efficient routing method that is widely adopted in wireless sensor 
networks. The technique of clustering aims to increase the efficiency and battery life of 
a randomly deployed network. It divides the entire network into multiple clusters and 
each cluster has one cluster-head, as shown in Figure 7, which is responsible for data 
aggregation. Instead of direct communication with the sink, all the member nodes in one 
cluster send data to the cluster-head. In this way, the traffic load can be reduced. It has 
the advantages of low energy consumption, simple routing scheme and good scalability 
[99]. 
 
Figure 7: Clusters and cluster-heads 
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Flooding 
Flooding is an old technique, where each node receiving a piece of data stores it and 
repeats it by sending copies of the data to all of its neighbors, as illustrated in Figure 8, 
unless a maximum number of hops for the packet is reached or the destination of the 
packet is the node itself. 
 
Figure 8: Flooding routing 
 
In flooding there are three deficiencies that render it insufficient as a protocol for 
sensor networks [41]: 
1. Implosion: If a node is a common neighbor to nodes holding the same data item, 
then it will get multiple copies of the same data item, as shown in Figure 9. 
Therefore, the protocol wastes resources sending the data item and receiving it. 
 
     Figure 9: Implosion problem 
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2. Overlap: If two nodes cover the same observing zone, both of them may sense 
the same stimuli at the same time. Consequently, neighbor nodes receive dupli-
cated messages, as depicted in Figure 10. 
 
    Figure 10: Overlap problem 
 
3. Resource blindness: In classic ﬂooding, nodes do not modify their activities 
based on the amount of energy available to them at a given time. A network of 
embedded sensors can be resource-aware and adapt its communication and 
computation to the condition of its energy resources. 
Gossiping 
Gossiping is a slightly better technique than flooding, which send the incoming packets 
to a randomly selected neighbor and nodes do not broadcast. A message is randomly 
sent to a neighbor who will then forward the message periodically and randomly choose 
another neighbor to send it too, as shown in Figure 11. Although this approach avoids 
the implosion problem by just having one copy of a message at any node, it takes a long 
time to propagate the message to all sensor nodes [37]. 
 
Figure 11: Gossiping routing 
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Sensor Protocols for Information via Negotiation (SPIN) 
The SPIN family of protocols is designed to address the deficiencies of classic flooding. 
The aim of these protocols is the energy conservation and more efficient operation of 
sensor nodes. They achieve these by sending data that describe the sensor data instead 
of sending all the data. Furthermore, each sensor node also has its own resource manag-
er that keeps track of the amount of energy that the particular node has. Prior to trans-
mission or processing data, the nodes poll their resource manager if they have enough 
energy or not. This allows the nodes to cut back on activities when their resources are 
low increasing the life of the node in the process. 
 SPIN uses three types of messages for communication [50], as shown in Figure 12: 
1. ADV: When a node has some new data, it broadcasts an ADV message to its 
neighbors containing a descriptor (meta-data). 
2. REQ: When a node is interested to receive some data, it sends a REQ message. 
3. DATA: These are actual data messages with a meta-data header. 
 
 
Figure 12: SPIN types of messages 
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Rumour Routing 
This routing protocol looks at routing queries to the nodes which have observed a par-
ticular event. Instead of flooding a query across the network, this protocol looks at 
creating paths leading to each event so that a query which is generated can be routed 
randomly till it finds the event path, as illustrated in Figure 13. Paths are created, that 
are directed towards the events they encounter by a set of long-lived agents which the 
rumor routing algorithm uses. Whenever an agent crosses path with a path leading to an 
event that it has not encountered, it adapts its behavior thus creating a path state which 
leads to both the events. By updating the routing tables the agents optimize the paths in 
the network to reflect the more efficient path when they come across shorter paths. Each 
node maintains a list of its neighbors and an events table. An agent in a probabilistic 
fashion might be generated when it encounters an event and it adds it to its events table. 
The agent also contains an events table like that of the nodes which it synchronizes with 
every node that it encounters. The agent has a limited lifetime and it dies after a certain 
number of hops. If a query has a route to the event any node generating a query will 
transmit it else it will transmit the query in a random direction. The network will flood 
if the node gets to know that the query did not reach the destination. The lesser the 
number of queries which flood, the lesser the energy consumed [14]. 
 
Figure 13: Rumour routing  
 
3.2.3 Transport Protocols – Transport Layer 
It is generally accepted that in wireless sensor networks the transport protocols used in 
wired networks are not applicable, because they are not optimized for energy consump-
tion and they perform disappointingly in a wireless environment. For this reason, a 
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number of transport protocols have been designed principally for sensor networks [104]. 
These protocols try to meet the three main design criteria of transport layer [15]: 
1. End-to-end reliable transmission: Guarantee the reliable transmission of network 
packets through end-to-end retransmissions.  
2. Congestion control: Detect and reduce or avoid the network congestion due to 
much traffic. 
3. Energy efficiency: The protocol must be designed to ensure as little energy is 
wasted as possible in ensuring that the other constraints are met. 
Pump Slowly, Fetch Quickly (PSFQ) 
PSFQ is a transport protocol for distributing data from the sink to the sensor nodes. It 
has a small amount of requirements on the routing infrastructure and it also uses mini-
mum signaling, which helps to decrease the communication cost for data reliability. 
PSFQ is reactive to high error rates in wireless communications, which allows success-
ful operations even in highly error-prone circumstances. The name of the protocol ori-
ginates from the delivery process it uses. During the transmission, data fragments are 
transferred (pumped) with a relatively small speed, but if an error is detected, the proto-
col tries to rapidly recover (fetch) the missing fragments from immediate neighbors 
[90]. 
 Data chunks are slowly broadcasted from a root node into the network to each 
neighbor in sequence. If a receiver detects a sequence number gap at any time during 
the communication, it will store the information before sending it on and it will ask for a 
retransmission for the missing packet (NACK). The neighbor node has stored frames 
and can then retransmit the frame, as depicted in Figure 14. Each node attempts to ob-
tain all lost fragments in a single fetch operation. To reduce collisions, neighbor nodes 
wait a random time before transmitting missing fragments. Other nodes that have the 
same missing fragment will withdraw their scheduled retransmission if they hear a re-
pair for the same fragment. At any point of communication when a node receives a 
fragment, it checks its local data cache and if it a duplicate it is discarded [15]. 
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Figure 14: PSFQ communication 
 
Garuda 
Garuda is designed to control messages from the sink to each sensor node. In this proto-
col there are two classes of sensor nodes; core and non-core nodes. Every third node 
away from the sink is selected as a core sensor node, as illustrated in Figure 15 and all 
the others are non-core nodes. The identification of lost packets is similar to PSFQ, 
when a sequence gap has been identified a NACK is sent from the node to retrieve the 
missing packet. Core nodes will make a request for a missing frame from other core 
nodes and non-core nodes associate themselves with a nearby core node and make a re-
quest for a missing frame from that core node [42]. Moreover, Garuda uses a special 
Wait-for-First-Packet (WFP) pulse to guarantee success of single/first packet delivery, 
which is a finite series of short duration pulses repeated periodically [67]. 
28 
 
 
Figure 15: Garuda core nodes 
 
Congestion Detection and Avoidance (CODA) 
Coda is a transport protocol from sensor node to sink, that detects congestion and avoids 
it. CODA attempts to detect congestion by monitoring current buffer occupancy and 
wireless channel load. If buffer occupancy or wireless channel load exceeds a particular 
threshold, it means that congestion happens. Then node detecting congestion will report 
its upstream neighbor nodes to decrease rate by setting a field in the packet’s header to 
indicate the congestion that has occurred. When the event packet is received by sink, 
then the sink should send ACK control message to sensors to inform them to decrease 
their rate, as shown in Figure 16. If congestion is cleared, sink will send ACK control 
message to sensors and announce them that they can increase their transmission rate 
[91]. 
 
Figure 16: CODA communication 
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Event-to-Sink Reliable Transport (ESRT) 
ESRT aims to provide both reliability from sensors to sink and congestion control. It is 
not a protocol that offers a very high level of granular control over the network, but it 
can give an indication of performance. It guarantees only the end-to-end reliable deli-
very of individual events, not individual packets from each sensor node. ESRT knows 
the reporting frequency of the nodes and can adjust the reporting frequency based on the 
number of successfully received frames [2], [75], as depicted in Figure 17. 
 
Figure 17: ESRT communication 
 
Reliable Multi-Segment Transport (RMST) 
RMST has similar functionality as PSFQ, except that it is designed to work in the up-
stream direction. Intermediate sensor nodes keep copies of the frames that are being 
sent to ensure that recovery of frames can be made on hop-by-hop basis. A sensor node 
will identify a sequence number gap and is then able to request the missing frame using 
a NACK. If the neighbor does not have the required frame then it can trace back to the 
source to obtain it [82]. 
3.2.4 Common Used Protocols 
These protocols architecture can be described as a stack of different protocol layers. 
Zwave 
Zwave operates at 900 MHz; it uses frequency shift keying and can achieve a through-
put of 40 Kbps. It allows user to specify the identity of each sensor node using the node 
ID rather than an IP address. This node ID is 1 byte in size. Zwave uses a transport pro-
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tocol that acknowledges every packet that is transmitted. Zwave uses a controlling node 
to control the network routing. If a sensor node is not a controlling node then it can be a 
slave or a routing slave. The controller is the only node that can send messages to all 
other nodes in the network. Any slave node that has received communication can reply 
to that communication. Some slave nodes (routing slaves) can initiate communication 
with some other nodes [74]. 
Zigbee 
Zigbee operates at 2.4 GHz ISM band and can achieve a through-rate of 250 Kbps. It 
adds routing functionality/network construction and transport functionality onto the 
lower layers specified by IEEE 802.15.4. IEEE 802.15.4 specifies two modes of opera-
tion, beacon mode (where there is one node that controls the other devices) and non-
beacon mode (where there is no central controller). The devices in a Zigbee network are 
either full-function or reduced-function devices. Full-function devices can act as routers 
whilst reduced-function devices only act as end points. Full-function devices deploy a 
similar algorithm to on-demand distance vector routing (AODV) [74].   
3.3 Topologies 
The topology has to do about which node is able to communicate with which other 
nodes. The target is to keep it less complex. More efficient routing or broadcasting 
schemes can be achieved, with the consciousness of the underlying network topology. 
Moreover, the network topology in sensor networks can be altered by changing the 
nodes’ transmitting range and adjusting the wake/sleep schedule of all nodes. Conse-
quently, if the network topology can be maintained in an optimal manner further energy 
can be saved [55]. 
3.3.1 Peer-to-Peer (or Point-to-Point) 
Peer-to-peer is the simplest topology. These kinds of networks allow each node to 
communicate directly with only one other node without needing to go through a centra-
lized communication node [49], as illustrated in Figure 18. 
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Figure 18: Peer-to-peer network 
3.3.2 Star 
In star networks all nodes are connected to a centralized hub node. Each node cannot 
communicate directly with one another; all communications must be routed through the 
centralized hub [49], as shown in Figure 19. The hub requires better message handling, 
routing, and decision-making capabilities than the other nodes. If a communication link 
is cut, it only affects one node. However, if the hub is incapacitated the network is de-
stroyed [54]. 
 
Figure 19: Star network 
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3.3.3 Tree 
Tree networks use a central hub called a Root node on the top level of the hierarchy, 
which is connected to some nodes by a point-to-point link that are called Central hubs 
and they are one level lower in the hierarchy. This lower level then forms a Star net-
work. The central root node would be the only node having no higher node in the hie-
rarchy. Figure 20 gives an example of a Tree network. This network can be considered a 
hybrid of both the Star and Peer-to-peer networking topologies [49], [95]. 
 
Figure 20: Tree network 
3.3.4 Mesh 
In a mesh sensor network, not only can each end node transmit its own information, but 
also it can transmit information generated from other nodes. Thus, it is probable for the 
messages generated from an end node to arrive at the central node via multiple hops. 
There may be multiple routes, in a mesh network, which can relay a message to the cen-
tral node. The basic distinction from how both point-to-point and point-to-multipoint 
topologies work is that in both of those topologies all of the transmissions are strictly 
limited to one hop. In addition, a mesh network is often designed in such a way that it 
allows a message to automatically use another route when the quality of the current 
route is degraded [49], [96], as depicted in Figure 21. 
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Figure 21: Mesh network 
3.4 Clustering 
In wireless sensor networks the sensor nodes are grouped into individual disjoint sets 
called clusters. Every cluster would have a leader, usually referred to as the cluster-
head. Clustering is used extensively, as it provides network scalability, resource sharing 
and efficient use of constrained resources that gives network topology stability and 
energy saving attributes. Clustering schemes offer reduced communication overheads, 
and efficient resource allocations thus decreasing the overall energy consumption and 
reducing the interferences among sensor nodes [51]. Clustering has proven to be an 
effective approach for organizing the network into a connected hierarchy [103]. 
3.4.1 Organizational Structure 
An elementary advantage of sensor networks is the aptitude to deploy them in an ad hoc 
manner, as it is not feasible to sort them into groups prior to the deployment. For this 
reason, it is imperative to specify ways of creating organizational structures and observe 
how the clustering phenomenon is an essential part of the organizational structure of a 
sensor network [10], [19], [40]. Figure 22 depicts a generic underwater wireless sensor 
network which consists of: 
 Sensor Node: A sensor node is the core component of a sensor network. Sensor 
nodes can take on multiple roles in a network, such as simple sensing, data sto-
rage, routing, and data processing. 
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 Clusters: Clusters are the organizational unit for sensor networks. The dense na-
ture of these networks requires the need for them to be broken down into clus-
ters to simplify tasks such as communication. 
 Cluster-heads: Cluster-heads are the organization leader of a cluster. They are 
required to organize activities in the cluster. These tasks include but are not li-
mited to data-aggregation and organizing the communication schedule of a clus-
ter. 
 Sink: The sink is at the upper level of the hierarchical sensor network. It pro-
vides the communication link between the sensor network and the end-user. 
 End User: The data in a sensor network can be used for a wide-range of applica-
tions [6]. Therefore, a particular application may make use of the network data 
over the internet. In a queried sensor network (where the required data is ga-
thered from a query sent through the network). This query is generated by the 
end user. 
 
Figure 22: General underwater sensor network architecture 
3.4.2 Limitations 
The clustering phenomenon can harshly affect the network’s performance. There are 
various key limitations in sensor networks, that clustering schemes must consider [10], 
[26]: 
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 Limited Energy: Wireless sensor nodes are “off-grid”, unlike wired designs, 
which means that they have limited energy storage and the efficient use of this 
energy will be crucial in determining the range of apposite applications for these 
networks. The limited energy in sensor nodes must be considered as accurate 
clustering can reduce the overall energy usage in a network. 
 Network Lifetime: The energy limitation on nodes has as a result limited net-
work lifetime for nodes in a network. Network lifetime is the key attribute used 
for evaluating the performance of any sensor network [7]. Correct clustering 
should endeavor to reduce the energy usage, and hereby increase network life-
time. 
 Limited Abilities: Due to the tiny physical size and small amount of stored ener-
gy in a sensor node many of the abilities of nodes in terms of processing and 
communication abilities are limited. Use of shared resources within an organiza-
tional structure should be made by a good clustering algorithm, while taking into 
account the limitation on individual node abilities. 
 Application Dependency: Frequently a given application will heavily depend on 
cluster organization. For a successful design of a clustering algorithm the ro-
bustness of the application must be considered, as a good clustering algorithm 
should be able to adapt to a mixture of application requirements. 
3.4.3 Design Goals 
Clustering algorithms play a crucial role in achieving the targeted design goals for a 
given implementation. There are numerous key characteristics that designers must care-
fully consider, which are of particular importance in wireless sensor networks [26]. 
 Cost of Clustering: Clustering plays a vital role in organizing a sensor network 
topology, but there are often many resources such as communication and 
processing tasks required in the creation and maintenance of the clustering to-
pology. Such costs as the needed resources are not being used for data transmis-
sion or sensing tasks. 
 Selection of Cluster-heads and Clusters: The clustering model offers remarkable 
benefits for wireless sensor networks. However when designing for a particular 
application, designers must study with awareness the formation of clusters in the 
network. Depending on the application, certain requirements for the number of 
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nodes in a cluster or its physical size may play a central role in its operation. 
This precondition may have an impact on how cluster-heads are chosen in this 
application. 
 Real-Time Operation: Another fundamental criterion in designing wireless sen-
sor networks is useful lifetime of data. In applications like habitat monitoring 
[56], [63], purely receiving data is sufficient for analysis, meaning delay is not a 
critical issue. While looking at a military tracking [21], the issue of real-time da-
ta acquisition becomes much more essential. Looking at clustering algorithms, 
significant concentration must be paid to the delay created by the clustering 
scheme itself. Additionally, the requisite time for cluster recovery mechanisms 
must also be taken into consideration. 
 Synchronization: Limited energy capacity of nodes is one of the major limita-
tions in wireless sensor networks. Nodes are allowed to regularly schedule sleep 
intervals to minimize energy used in slotted transmission schemes. Such 
schemes involve synchronization mechanisms to setup and maintain the trans-
mission schedule. Bearing in mind a clustering scheme, synchronization and 
scheduling will have a substantial effect on network lifetime and the whole per-
formance of the network. 
 Data Aggregation: The ability for data aggregation to arise in the network is one 
significant advantage of wireless sensor networks. In a dense network there are 
habitually numerous nodes sensing analogous information. Data aggregation al-
lows the differentiation between sensed data and useful data. Processing within 
the network makes this procedure possible. Now it is a key feature in many sen-
sor network schemes, as the mandatory power for processing tasks is substan-
tially less than communication tasks. As such, the amount of data transferred in-
network should be minimized. Many clustering schemes present data aggrega-
tion capabilities [43], and as such, the necessity for data aggregation should be 
watchfully considered when selecting a clustering scheme. 
 Repair Mechanisms: Nodes are often prone to node mobility, node death and in-
terference due to the nature of wireless sensor networks. Consequently, all of 
these issues can cause link failure. When looking at clustering schemes, it is cru-
cial to look at the mechanisms in place for link recovery and reliable data com-
munication. 
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3.4.4 Popular Clustering Algorithms 
In the last decade the need for efficient use of wireless sensor networks on large regions 
has increased radically, more precise clustering protocols were developed to meet the 
additional requirements such as increased network lifetime, reduced and in an even way 
distributed energy consumption and scalability [105]. 
Energy-Efficient Hierarchical Clustering (EEHC) 
EEHC is a distributed randomized clustering algorithm that maximizes the lifetime of a 
network with a large number of sensor nodes [10]. In this algorithm the sensors in a 
network are organized into clusters with a hierarchy of cluster-heads. The cluster-heads 
gather the information from the sensor nodes within their clusters and transmit an ag-
gregated report all the way through the hierarchy of cluster-heads to the base station. 
The EEHC algorithm assumes that communication medium is contention and error free. 
The energy consumed in a network will depend on the probability of each sensor node 
becoming a cluster-head at each level in the hierarchy and the maximum number of 
hops allowed between one cluster node and its cluster-head. The best possible clustering 
parameters are obtained through hierarchical clustering to minimize the total energy 
consumption in the network. However, cluster-heads consume comparatively more 
energy in hierarchical model than other sensor nodes because they have more loads to 
handle. Hence, cluster-heads may deplete their energy faster than other sensor nodes. 
Thus, the EEHC algorithm can be run sporadically for load balancing or triggered as the 
energy levels of the cluster-heads fall below a certain threshold [77]. 
Hybrid Energy-Efficient Distributed Clustering (HEED) 
HEED is a multi-hop clustering algorithm, which focuses on efficient clustering by suit-
able choice of cluster-heads based on the physical distance between nodes. Distribution 
of energy consumption to prolong network lifetime, minimization of energy during the 
cluster-head selection phase and minimization of the control overhead of the network 
are the main goals of HEED. This algorithm at times selects cluster-heads in accordance 
with a combination of two clustering parameters. The primary parameter is the residual 
energy of each sensor node which is used to probabilistically choose the initial set of 
cluster-heads and the secondary parameter is the intra-cluster communication cost as a 
function of cluster density or node degree which is used for breaking ties [102]. 
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4 Underwater Perspective of 
Sensor Networks 
4.1 Challenges of Underwater Sensor Networks 
Underwater wireless sensor networks are notably different from terrestrial sensor net-
works due to peculiar uniqueness of low bandwidth, high latency, limited energy, node 
float mobility and high error probability. 
4.1.1 Differences with Terrestrial Sensor Networks 
There are nine key differences between underwater and terrestrial sensor networks 
which are presented below [4], [24], [66]: 
 Communication method: Underwater networks because of the characteristics of 
network (large delay, long distance of communication) the communication is re-
lied on physical means like acoustic sounds to transmit the signal while terrestri-
al sensor networks utilize electromagnetic waves. Traditional RF networks 
might not work efficiently in underwater networks.  
 Protocols: Existing communication protocols for terrestrial networks are not fit 
in underwater environment, due to discrete network dynamics. Large latency 
and low bandwidth have as a result long end to end delays and these bring in 
challenges in reliable data transfer and traffic congestion control. 
 Deployment: Terrestrial sensor networks are densely deployed, but in underwa-
ter the deployment is deemed to be sparser, due to the cost involved and to the 
challenges related to the deployment itself. 
 Cost: Underwater sensors are expensive devices, whilst terrestrial sensor nodes 
are anticipated to become ever more economical. The complexity of the under-
water transceivers and the hardware protection required in the extreme underwa-
ter environment are the key reasons for their high price. 
 Power: The desirable power for acoustic underwater communications is higher 
than in terrestrial radio communications due to higher distances and to more 
complex signal processing at the receivers to compensate for the impairments of 
the channel. 
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 Limited battery resources: Renewable energy sources cannot be exploited, so 
batteries cannot be recharged. As the life time of any individual sensor in the 
underwater sensor network is limited, the number of sensor nodes that stop op-
erating due to the power loss increases with a lengthened deployment time, con-
sequently the coverage area of the sensor network will shrink.  
 Node Mobility: In case of terrestrial networks mobility of nodes can be pre-
dicted while a prediction of node mobility in the underwater networks is diffi-
cult, because of flow variation of the water and of the density. 
 Memory: Whilst terrestrial sensor nodes have extremely limited storage capaci-
ty, underwater sensors may require being capable of doing some data caching as 
the underwater channel may be intermittent. 
 Spatial correlation: While the readings from terrestrial sensors are regularly cor-
related, this is more improbable to occur in underwater networks due to the 
higher distance among sensors. 
4.1.2 Channel Variation in the Sea 
Due to the high dense of salty water, electromagnetic and optical signals cannot be 
transmitted for long distances in ocean because of scattering, high attenuation and ab-
sorption effect. Actually, radio waves propagate at long distances through conductive 
sea water only at extremely low frequencies (30 – 300 Hz), which necessitate high 
transmission power and large antennae. The absorption of electromagnetic energy in sea 
water is about 45 f  dB per kilometer, where f is frequency in Hz; in contrast, the ab-
sorption of acoustic signal over most frequencies of interest is about three orders of 
magnitude lower [71]. At 12.5 kHz absorption is 1 dB/km or less. At 70 kHz it can ex-
ceed 20 dB/km, as depicted in Figure 23. This places a realistic upper limit at the fre-
quency of the carrier at about 100 kHz [39]. 
Optical signal is strongly scattered and absorbed underwater [68]. It can only pass 
through limited range in very clean water environment [33]. Furthermore, transmission 
of optical signal requires high accuracy in pointing the narrow laser beams. So acoustic 
waves are the leading option for the underwater communications as compared to optical 
and radio waves because they provide a better means of data transfer in such an envi-
ronment. Hence, the available propagation speed is shifted from the speed of light 
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(3×108 m/s) to speed of sound (1.5×103 m/s) which introduces quite a few other impair-
ments, such as low data rate of currently 5 kb/s and maybe up to 20 kb/s [39]. Table 3 
presents the positive and negative characteristics of each transmission media. 
 
Table 3: Comparison between different underwater transmission media 
 EM waves Acoustic waves Optical Waves 
Propagation speed High Very slow Very High 
Line of sight Not required Not required Required 
Impact of environment Minimal High High 
Achievable data rates High Very low Very high 
Network coverage Short range Very long range Very short range 
Impact on marine life Not known Negative Not known 
 
 
Figure 23: Absorption vs frequency 
 
The factors that influence acoustic communications posed by the underwater chan-
nels include [3]: 
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 Communication media: Underwater communication systems involve transmis-
sion of information using any media either acoustic, electromagnetic or optical 
waves. Each method has its own advantages and limitations. Due to low attenua-
tion in water, acoustic communication is the most versatile and broadly used 
technique in underwater.  
 Noise: It can be separated as man-made noise and ambient noise. The man-made 
noise is generally caused by machinery noise (pumps, reduction gears, power 
plants), and shipping activity (hull fouling, animal life on hull), whereas the am-
bient noise is associated to hydrodynamics (movement of water including tides, 
current, storms, wind, and rain) and to seismic and biological phenomena.  
 Transmission loss: It is comprised by attenuation and geometric spreading. The 
attenuation spreading primarily aggravates by absorption due to conversion of 
acoustic energy into heat and increases with distance and frequency. The geome-
tric spreading refers to the spreading of sound energy as a result of the growth of 
the wave fronts. It increases with the propagation distance and is independent of 
frequency.  
 Multipath: Multipath propagation generates Inter Symbol Interference (ISI) and 
may be responsible for relentless degradation of the acoustic communication 
signal. The multipath geometry depends on the link configuration. Vertical 
channels are characterized by little time dispersion, while horizontal channels 
may have long multipath spreads. The amount of the spreading is a strong func-
tion of depth and the distance between the transmitter and the receiver.  
 Doppler spread: The Doppler frequency spread causes degradation in the per-
formance of digital communications. The Doppler spreading generates two ef-
fects: a simple frequency translation and a continuous spreading of frequencies, 
which constitutes a non-shifted signal. While the former is effortlessly compen-
sated at the receiver, the effect of the latter is much more difficult to be compen-
sated for. 
4.1.3 Basics of Acoustic Propagation 
Underwater acoustic communications are mostly influenced by path loss, noise, multi-
path, Doppler spread, and high and variable propagation delay. All these factors deter-
mine the temporal and spatial variability of the acoustic channel and make the available 
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bandwidth of the underwater acoustic channel limited and severely dependent on both 
range and frequency. Long-range systems that operate over several tens of kilometers 
may have a bandwidth of only a few kHz, while a short-range system operating over 
several tens of meters may have more than a hundred kHz of bandwidth. In both cases 
these factors lead to low bit rate [17], in the order of tens of kb/s for existing devices. 
Underwater acoustic communication links can be divided according to their range as 
very long, long, medium, short, and very short links [84]. In Table 4 are given the typi-
cal bandwidths of the underwater channel for different ranges. 
 
Table 4: Available bandwidth for different ranges in underwater acoustic channels 
 Range (Km) Bandwidth (kHz) 
Very long 1000 <1 
Long 10-100 2-5 
Medium 1-10 10 
Short 0.01-1 20-50 
Very short <0.1 >100 
 
4.1.4 Empirical Channel Models 
There are numerous empirical formulas that have been developed for calculating the 
speed of sound and describing the acoustic absorption and the noise of the underwater 
acoustic communication systems.  
Speed of Sound 
The speed of sound in seawater is a fundamental oceanographic variable that determines 
the behavior of sound propagation in the ocean. Variations of the sound velocity in the 
ocean are comparatively small. As a rule, the speed of sound lies between 1450 and 
1540 m/s. But even, small changes of it drastically affect the propagation of sound in 
the ocean. Over the years many empirical formulas have been developed for calculating 
sound speed using values of water temperature, salinity and pressure/depth. One of the 
most simplified expressions for the sound of speed is [59]:  
c = 1449.2 + 4.6T - 0.055T
2
 + 0.00029T
3
 + (1.34 - 0.01T)(S-35) + 0.016D 
43 
 
Where c is the speed of sound in seawater, T is the water temperature, S is the salinity 
and D is the depth. The formula is valid for realistic combinations of T, S and P in the 
ranges:  
0 ≤ T ≤ 35 oC  
0 ≤ S ≤ 45 ppt (parts per thousand)  
0 ≤ D ≤ 1000 m. 
 The impact of temperature and pressure upon the sound velocity can be viewed in 
three domains. In the first domain, temperature is the dominating factor upon the veloci-
ty of sound. In the second domain or transition domain, both the temperature and depths 
are dominating upon the velocity of sound. In the third domain, sound velocity purely 
depends on depths. These three domains can be seen in Figure 24. First domain is till 
depths of 200 m, transition domain is from 200 - 400 m and the third domain is above 
400 m. 
 
Figure 24: Sound velocity vs depth 
 
Dependence of sound velocity on salinity is shown in Figure 25. Here, with the in-
crease of salinity, velocity of sound also increases keeping the shape of the profile unaf-
fected. 
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Figure 25: Sound velocity vs salinity 
Propagation Loss 
Attenuation by absorption takes place due to the conversion of acoustic energy within 
seawater into heat. The procedure of attenuation of absorption is frequency dependent 
since at higher frequencies more energy is absorbed [38]. Moreover, the sound is ab-
sorbed by seawater such that sound intensity decreases exponentially with distance [22], 
as shown in Figure 26. 
 
Figure 26: Path loss vs distance and frequency in band 1-50 kHz 
45 
 
The energy radiated from an omni-directional source is not directed in a single di-
rection but spreads in all directions through a body of water. For that reason, much of 
the energy is lost. This is called spreading loss [9]. Two geometries are of importance in 
underwater acoustics:  
 Spherical spreading. 
 Cylindrical spreading. 
Figure 27 shows the principles of spherical spreading and cylindrical spreading [45]. 
 
Figure 27: Spherical and cylindrical spreading 
 
Spherical spreading: In a homogenous and infinitely extended medium, the power 
generated by a point source is radiated in all directions on the surface of a sphere. This 
is called spherical spreading. The loss due to spherical spreading is [87]: 
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Where r0 is the reference distance (= 1m), I0 is the acoustic intensity of source at dis-
tance r0 and I is the acoustic intensity of source at distance r.  
In the case of spherical spreading, the intensity decreases with r
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Cylindrical spreading: It exists when the medium is confined by two reflecting 
planes. The loss due to cylindrical spreading is [87]: 
gcylinder (r) = 
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Where r0 is the reference distance (= 1m), I0 is the acoustic intensity of source at dis-
tance r0 and I is the acoustic intensity of source at distance r. 
The intensity decreases linearly with distance r. In logarithmic notation, for cylin-
drical spreading, the spreading loss is: 
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Taking n as the exponent, we can express the spreading loss for geometric spreading 
in logarithmic notation: 
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Where exponent n = 1 for cylindrical spreading; n = 2 for spherical spreading. 
Logarithm plot of spreading loss as a function of distance is shown in Figure 28 [88] 
for both cylindrical and spherical spreading. 
 
Figure 28: Acoustic spherical and cylindrical spreading loss 
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Absorption Coefficient 
In the ocean, some parts of the acoustic energy are absorbed by both the seawater and 
seafloor. The attenuation coefficient of sea water is larger than that of freshwater be-
cause of chemical relaxations of boric acid B(OH3) and magnesium sulfate MgSO4. 
There are a number of equations which describe the processes of acoustic absorption in 
seawater which have laid the foundation for current knowledge. 
One of the first empirical formula of the seawater absorption coefficient of sound 
waves, is proposed by Thorp and is valid only at low frequencies (100 Hz - 3 kHz) [86]: 
α = 003.01075.2
4100
40
1
1.0 24
2
2
2
2




 f
f
f
f
f
 
Where f  is frequency in kHz. 
The Thorp equation for attenuation by absorption is the simplest equation since it 
only takes into account the effect of the frequency utilized and ignores the effect of re-
laxation frequencies, salinity and acidity levels of the ocean. 
The Fisher and Simmons model proposed is one of the most usually used and refe-
renced models. It takes into account the effect of temperature and depth as well, while 
also introducing the effects of relaxation frequencies caused by boric acid and magne-
sium sulfate [35]: 
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The first term in above equation represents the sound absorption due to the boric acid, 
the second term gives the sound absorption due to magnesium sulfate and the third term 
indicates the absorption due to pure water. Constants P1, P2 and P3 indicate effect of 
pressure. Frequency dependence is shown by frequencies f1 and f2. These are relaxation 
frequencies of boric acid and magnesium sulfate; f is the frequency of sound in kHz. 
Values of A1, A2 and A3 depend on water properties such as temperature, salinity and pH 
of water. 
The Ainslie and McColm equation proposed in 1998 is based upon the Fisher and 
Simmons model; however, it proposes some extra relaxations and simplifications to de-
rive the following equation [1]: 
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Where T is the temperature in 
o
C, S is the salinity in ppt, D is the depth in Km, f1 and f2 
are the relaxation frequencies of boric acid and magnesium sulfate in kHz and f is the 
frequency of sound in kHz. 
Figure 29 depicts a comparison of the aforementioned equations. It is obvious from 
the graph that the Fisher & Simmons model and the Ainslie and McColm model have 
analogous performance in predicting the attenuation coefficient. The Thorp model stops 
function after about a frequency of 200 kHz. 
 
Figure 29: Attenuation coefficient values as predicted by the different models for fixed values 
of temperature, depth, salinity and acidity levels 
(Blue – Thorp; Green - Fisher & Simmons; Red - Ainslie & McColm) 
 
Ambient Noise 
Ambient noise is defined as [62]:  
“The noise associated with the background din emanating from a myriad of unidentified 
sources. Its distinguishing features are that it is due to multiple sources, individual 
sources are not identified, and no one source dominates the received field”.  
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Underwater sound is generated by a range of natural and man-made sources. The 
four most prominent sources for ambient noise are the turbulence, shipping, wind driven 
waves and thermal noise. Most of the ambient noise sources can be described by Gaus-
sian statistics and a continuous power spectral density (PSD). The power spectral densi-
ty of the four noise components in dB re μ Pa per Hz is given by the following empirical 
formula [27]: 
10 logNt(f) = 17 − 30 log f  
10 logNs(f) = 40 + 20(s − 0.5) + 26 log f − 60 log(f + 0.03) 
10 logNws(f) = 50 + 7.5w 2
1
 + 20 log f − 40 log(f + 0.4) 
10 logNth(f) = −15 + 20 log f 
Where w is the wind speed in m/s and s is the shipping activity factor (which lies be-
tween 0 and 1). The overall noise may be obtained from: 
N(f) = Nt(f) + Ns(f) + Nw(f) + Nth(f) 
4.2 Underwater Topology 
The network topology is in general an important factor in providing reliable connectivi-
ty among nodes in the network, increasing network capacity and minimizing the energy 
consumption. Thus, the network topology should be cautiously engineered and when it 
is possible post-deployment topology optimization should be performed. 
 Two types of network topologies can be used: ad hoc mode, in which there are free 
floating sensors (mobile sensors) and hierarchy mode, in which the sensors are anchored 
(static nodes). In ad hoc mode, nodes are self-organized as a peer-to-peer network and 
they transmit data either via point-to-point connection or via multi-hop one [46]. The 
core characteristic of static architecture is that the sensors would be relatively static af-
ter deployment, meaning negligible movement. The network could be anchored into 
two-dimensional (2D) or three-dimensional (3D) space [70]. 
Two-Dimensional Space 
 A two-dimensional architecture, as shown in Figure 30, consists of a group of sensor 
nodes which are anchored to the bottom of the ocean with deep ocean anchors. Under-
water sensor nodes are interconnected to one or more underwater sinks by means of 
wireless acoustic links. Underwater sinks are network devices responsible for relaying 
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data from the ocean bottom network to a surface station. To achieve this objective, un-
derwater sinks are equipped with two acoustic transceivers, namely a vertical and a ho-
rizontal transceiver. The horizontal transceiver is used by the underwater sink to com-
municate with the sensor nodes in order to send commands and configuration data to the 
sensors (underwater sink to sensors) and collect monitored data (sensors to underwater 
sink). The vertical link is used by the underwater sinks to relay data to a surface station. 
The surface station is equipped with an acoustic transceiver that is able to handle mul-
tiple parallel communications with the deployed underwater sinks. It is also endowed 
with a long range RF and/or a satellite transmitter to communicate with the onshore sink 
[70]. 
 
Figure 30: Two-dimensional (2D) architecture 
 
Three-Dimensional Space 
In a three-dimensional architecture, winch-based sensor devices are anchored to the bot-
tom of the ocean, as depicted in Figure 31. Each sensor is anchored to the ocean bottom 
and is equipped with a floating buoy that can be inflated by a pump. The buoy pulls the 
sensor towards the ocean surface. The depth of the sensor can then be regulated by ad-
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justing the length of the wire that connects the sensor to the anchor, by means of an 
electronically controlled engine that resides on the sensor [4]. 
 Lots of challenges appear with such architecture, which require to be solved so as to 
enable underwater monitoring, including [70]:  
 Sensing coverage: Sensors should collaboratively adjust their depth in an at-
tempt to attain 3D sensing coverage of the ocean column, according to their 
sensing ranges.  
 Communication coverage: As in 3D underwater networks there may be no per-
ception of underwater gateway, sensors should be able to transmit information to 
the surface station via multi-hop paths. Therefore, network devices should coor-
dinate their depths in such a way as to guarantee that the network topology is 
always connected. This means that at least one path from every sensor to the sur-
face station always exists. 
 
Figure 31: Three-dimensional (3D) architecture 
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4.3 Dynamic Clustering 
In a cruel underwater environment, we must expect that some nodes will be lost over 
time. Potential risks comprise fishing trawlers, underwater life, or failure of waterproof-
ing. For this purpose underwater deployments should include some redundancy, so that 
loss of an individual node will not cause wider effects. Additionally, the network should 
be able to recover from multiple failures, either with mobile nodes, or with deployment 
of replacements. 
Dynamic cluster architectures present quite a lot of desirable features. Formation of 
a cluster is triggered by certain events (detection of an approaching target with acoustic 
sounds). Particularly, when a sensor with sufficient battery and computational power, 
detects certain signals of interest, with a high SNR, it volunteers to act as a cluster-head. 
No explicit cluster-head election is compulsory, and that is why no excessive message 
exchanges are incurred. 
4.4 Underwater Protocols 
4.4.1 Medium Access Control Protocols 
It is indispensable to design an efficient MAC protocol to manage the communication 
among sensors, due to the dense deployment of sensors in underwater sensor networks. 
Concisely, a workable MAC solution for underwater sensor networks should take into 
account long propagation delay, low available bandwidth, energy efficiency and node 
mobility. 
Slotted Floor Acquisition Multiple Access (FAMA) 
Slotted-FAMA combines both carrier sensing and a dialogue between the source and 
receiver prior to data transmission. During the initial dialogue, the source node and the 
intended destination node exchange control packets, as illustrated in Figure 32, to stay 
away from multiple transmissions at the same time. Although time slotting eliminates 
the asynchronous nature of the protocol and the need for excessively long control pack-
ets, hence providing savings in energy, in the slot duration guard times should be in-
serted to account for any system clock drift. Additionally, the handshaking mechanism 
may guide to low system throughput due to the high propagation delay of underwater 
acoustic channels and the carrier sensing may sense the channel idle at the same time as 
a transmission is still going on [61]. 
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Figure 32: Slotted-FAMA handshake 
 
Tone-Lohi (T-Lohi) 
T-Lohi provides an energy conserving, throughput efficient, fair and stable medium 
access for acoustic networks. There are two ways of energy conservation: firstly, using 
data reservations to guarantee no collision of data packets. Secondly, employing wake-
up tone hardware that resolves reservation contention with very low energy cost, as 
shown in Figure 33. Stability and throughput efficiency was achieved by employing a 
mechanism that provides collision detection and contender count allowing the use of a 
clever back off mechanism that reduces the overall time for fairly reserving data [85]. 
 
Figure 33: T-Lohi frame 
 
4.4.2 Routing Protocols 
The routing protocols that need higher bandwidth result in large end-to-end delays and 
are not fitting in underwater environments. Principal challenges in underwater commu-
nication are propagation delay, high bit error rate and limited bandwidth. Due to these 
peculiarities of underwater environment, the communication protocols designed for ter-
restrial networks cannot be directly applied to underwater sensor networks. 
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Vector-based Forwarding (VBF) 
In VBF each packet carries the position of the sender, the destination and the forwarder. 
The forwarding path is specified by the routing vector (a vector that connects source 
and destination). Upon receiving a packet, a node computes its position relative to the 
forwarder by measuring its distance to the forwarder and the angle of arrival of the sig-
nal. Recursively, all the nodes receiving the packet do the same procedure to compute 
their positions. A node which determines that it is close enough to the routing vector, it 
includes its own position in the packet and forwards it; otherwise, it discards the packet. 
In this way, all packet forwarders form a “routing pipe”. All the nodes in the pipe are 
possible forwarders for the packet, but these which are not close enough to the routing 
vector, which constitutes the axis of the pipe, do not forward the packet. In conse-
quence, packets are forwarded along redundant and interleaved paths from source to 
destination, which makes the protocol robust against packet loss and node failure [98]. 
Distributed Underwater Clustering Scheme (DUCS) 
In DUCS the nodes organize themselves into local clusters and one node is elected as 
cluster-head for each cluster. All non-cluster-heads send their data to their cluster-head 
via a single hop, whist the cluster-head receives data from all cluster members, performs 
signal processing functions on the data and transmits the data to the sink using multi-
hop routing. Very regularly correlated data are processed by nodes close to each other 
because they monitor identical phenomena and with the assist of data aggregation tech-
niques the effective non-redundant data can be extracted by the cluster-head and trans-
mit to the sink [28], [29]. 
4.4.3 Transport Protocols 
The transport layer of underwater sensor networks is an entirely unknown subject. A 
transport layer protocol is required in underwater sensor networks for two basic reasons:  
to achieve reliable collective transport of event features and to perform flow control and 
congestion control. The most important objective is to save scarce sensor resources and 
increase network efficiency. A reliable transport protocol should assure that the applica-
tions are able to properly recognize event features estimated by the sensor network. 
Congestion control is desired to prevent the network from being congested by unneces-
sary data with regard to the network capacity, while flow control is required to avoid 
that limited memory network devices are overwhelmed with data transmissions. 
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 Numerous solutions have been planned to address the transport layer problems in 
wireless sensor networks. For instance, ESRT protocol is proposed to accomplish relia-
ble event detection with minimum energy spending. In spite of this, the ESRT mechan-
ism relies on spatial correlation among event flows which may not be simply leveraged 
in underwater acoustic sensor networks. Therefore, additional study is required to de-
velop efficient transport layer solutions [3], [4]. 
 For underwater environments a complete transport layer solution should implement 
the following principles [57]: 
 Minimum energy consumption: A transport protocol should be clearly planned 
to minimize the energy consumption.  
 Shadow zones: Although accurate handling of shadow zones requires support 
from the routing layer, a transport protocol should also manage the shadow 
zones. 
 Reliability: A hop-by-hop reliability mechanism surfaces as a prevalent solution 
as it provides energy efficient communication. Though, there should also be me-
chanisms to guarantee the end-to-end reliability.   
 Out of sequence packet forwarding: Packets should be incessantly forwarded to 
speed up the packet delivery procedure. 
 Rate-based transmission of packets: A transport protocol should be based on rate 
based transmission of data units as it allows nodes flexible control over the rates.  
 Timely reaction to local congestion: A transport protocol should adapt to local 
conditions without delay, to reduce the response time in case of congestion. 
Hence, rather than sinks, intermediate nodes should be able of determining and 
reacting to local congestion.  
 Cross-layer-interaction-based protocol operation: Losses of connectivity or par-
tial packet losses should trigger the protocol to take proper actions. Thus, trans-
port protocol operations and serious decisions should be supported by the ob-
tainable information from lower layers.  
 SACK-based loss recovery: A lot of feedbacks with ACK mechanisms would 
throttle down the exploitation of the bandwidth-limited channel without cause.  
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5 Description of Simulator 
5.1 Simulations Necessity  
Although the evolution of sensor networks, there is still the existence of various net-
work details that are not finalized and standardized. Firstly, running real experiments on 
a test bed is significantly costly and difficulty. Besides, repeatability is for the most part 
compromised as several factors have an effect on the experimental results at the same 
time. It is difficult to isolate a single aspect. Furthermore, running real experiments are 
always time consuming. Hence, wireless sensor networks simulation is valuable for 
their development. Protocols,  schemes and even new ideas can be evaluated in either a 
small or an extremely large scale. These simulators let users to isolate different factors 
by changing configurable parameters. Consequently, simulation gives a great aid for 
studying wireless sensor networks, as it is an easy way to test new applications and pro-
tocols in the field. This leads to the recent boom of simulator development.  
Nevertheless, obtaining solid conclusions by examine a simulation is not a trivial 
task. Two key aspects in sensor networks simulators are of great importance:  
1. The correctness of the simulation models. 
2. The suitability of a particular tool to implement the model.  
A correct model based on solid assumption is obligatory to obtain trustful results. The 
fundamental tradeoff is: precision and necessity of details versus performance and sca-
lability [44]. 
5.2 Types of Simulations 
There are two types of simulations that are generally used in wireless sensor networks 
[44]:  
 Trace-Driven Simulations. 
 Discrete-Event Simulations. 
5.2.1 Discrete-Event Simulation 
Discrete-event simulation is extensively used in wireless sensor network, because it can 
simply simulate a large numbers of jobs running on different sensor nodes. Discrete-
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event simulation includes some of components. This simulation can list pending events, 
which can be simulated by routines. The global variables, which describe the system 
state, can denote the simulation time, which allow the scheduler to forecast this time in 
advance. This simulation includes input routines, output routines, initial routines, and 
trace routines. Additionally, dynamic memory management is provided which can insert 
new entities and drop old entities in the model. Discrete-event simulation provides de-
bugger breakpoints; hence users can check the code step by step without disrupting the 
program operation [44]. 
5.2.2 Trace-Driven Simulation 
Trace-Driven Simulation provides different services. This type of simulation is normal-
ly used in real system. The simulation results have more credibility. It provides more 
precise workload; these detail information allow users to totally learn the simulation 
model. Commonly, input values in this simulation constant unchanged. Nonetheless, 
this simulation also contains some drawbacks. For instance, the high-level detail infor-
mation increases the complexity of the simulation; workloads may change and therefore 
the representativeness of the simulation needs to be suspicious [44]. 
5.3 USNeT Simulator Interface 
The simulator has a user-friendly graphical user interface (GUI) consists of two main 
components: a graphical display canvas, which could be expanded in case of viewing a 
large scale underwater wireless sensor network, and three property tabs for displaying 
node and signal properties, as depicted in Figure 34. The researcher can simply use the 
input boxes or the roll bars to fill the necessary variables such as frequency, simulation 
time, etc., according to a research scenario. 
On the bottom there is a column named “Number of Sensors”, where the user can 
put any integer related to the number of sensors that the network will consist of. Be-
cause the simulator runs in real time, if it is set to simulate for 1 hour it will take exactly 
one hour to run. With the option “Time Acceleration” at the bottom of the simulator the 
user has the ability to gather the necessary results very quickly by accelerating the simu-
lation time by a factor that starts from 10 up to 600. However, the acceleration of the 
simulation time forces the system processes to perform more rapidly. When the system's 
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load is heavy, meaning a large amount of calculations, the speed up procedure can cause 
a reduction in the computational accuracy. 
 
Figure 34: Simulator interface 
 
In the first property tab with the name “Signal info” the necessary variables for the 
communication process such as signal frequency, maximum transmission distance and 
transmission rate can be entered, as shown in Figure 35a. Furthermore, the maximum 
and minimum distance of the cluster-head selection area, the packet error and the packet 
loss ratio can also be altered. 
In the middle property tab named as “Simulation Data”, as shown in Figure 35b, the 
researcher can alter the simulation time, the sensor’s battery level, the data gather inter-
val which has to do about the frequency with which data is generated among the sen-
sors, the sleeping (suspension) time of a node and how many times a node has the abili-
ty to seek for a cluster-head. 
Finally, the last property tab with the name “Mobile” can be used when the scenario 
needs sensor mobility. In this tab a sensor’s coordinates can be altered while the simula-
tion process is already in progress. 
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Figure 35a: Signal Info menu      Figure 35b: Simulation Data menu 
 
Having set all these variables with the appropriate values, it only remains to set the 
deployment of the sensors. So, when the user clicks on the “Start Simulation” button the 
application asks from which file to import data about sensors’ position. The sensor’s 
coordinates are imported into the simulator via a spreadsheet (excel file) which gives 
the ability to choose between random and definite deployment, as depicted in Figure 36. 
It also gives the ability to store the deployment scenarios for future reference. Each line 
of the excel file corresponds to one sensor, so there should be filled at least the same 
number of lines as the number of nodes there had been set in the application. 
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Figure 36: Coordinates for ten sensors 
 
After having set the coordinates for each sensor and order the simulator to import 
the file, it executes all the calculations according to the values that had been set before, 
using its protocol and when it finishes this process it shows the graphical display canvas 
which depicts sensors’ deployment, as shown in Figure 37 and the results of the calcula-
tions about the efficiency of the topology. 
 
 
Figure 37: Deployment of sensors 
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5.4 Algorithms Used 
There are two key algorithms that form the protocol of the simulator: the communica-
tion and the cluster algorithm, as illustrated in Figure 38. The communication algorithm 
is in charge for establishing the communication path between the wireless sensors, ga-
thering the essential data from the environment and the other sensors and transmitting 
this data to the upper level. The cluster algorithm is responsible for two very imperative 
tasks, the cluster formation and the selection of the cluster-heads. Clustering is per-
formed by assigning each sensor node to a specific cluster-head and all communication 
to and from each sensor node is carried out through its corresponding cluster-head [65]. 
 
Figure 38: Main procedure 
 
5.4.1 Main Procedure 
The clustering formation and communication procedure can be described in a few sim-
ple steps [65]: 
1. The nodes are randomly deployed inside the space. 
2. When the deployment is over each node transmits a control packet looking for a 
CH. The look up area is the sphere around the node with radii equal to the max-
imum transmission distance R. 
3. First the sink and afterwards each CH according to the clustering algorithm 
sends back an ACK accepting these nodes to become members of the cluster. 
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4. When the clustering process is completed and each node belongs to a cluster 
team, the communication procedure of sending and receiving data begins. This 
time the node does not use the maximum transmission distance R but the exact 
distance. 
5. Every node gathers data from the environment and after a specific time or when 
the buffer is full, transmits this data to the CH of its team. 
6. Every CH communicates only to each other and forwards the aggregated data to 
the sink which is the master CH. 
5.4.2 Clustering Procedure 
This procedure is responsible for forming the cluster scheme by using the cluster algo-
rithm. The fundamental idea behind this algorithm is that each sensor, when the dep-
loyment is completed, sends a control packet seeking for a CH. If the sensor accepts an 
ACK then it connects to the specific CH or else it enters a different state such as the re-
try or the sleeping (suspension) state. A sensor can spend a noteworthy amount of time 
looking for a CH. So to avoid the entire consumption of the sensor’s energy, after the 
retry state, where a sensor retransmits the control packet, it enters in a suspension mode. 
The suspension time is the period where a sensor sleeps without sending or receiving 
any signals and hence without spending any energy. For added research, the suspension 
time can be altered by the user. This algorithm also has the responsibility of choosing 
the CHs for the next clusters at the lower tiers. This action is achieved when the algo-
rithm selects the CHs by taking into consideration the distance between the CH candi-
date and the already in place CH [65]. 
5.4.3 Communication Procedure 
A communication procedure has to deal with the receiving, gathering and sending of 
data. However it must consider the two states that a sensor can be: the client state where 
a sensor is just a node which gathers data from the environment and the cluster-head 
state where a sensor is a CH which gathers data from both the environment and the oth-
er node sensors of the cluster team.  
This procedure also cooperates close enough with the cluster procedure in the case 
of a sensor node that loses the connection with a CH. When a sensor loses a connection 
then it must try to find another CH, meaning it needs to start the cluster procedure [65]. 
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6 Simulation Results 
6.1 Simulation Scenarios 
The major objective of this research is to find the optimal sensor node placement of an 
underwater sensor network using acoustic waves. The placement that increases the life-
time of the network is considered as the most appropriate to deploy for an underwater 
wireless sensor network. For all the scenarios the nodes are randomly deployed in a 
field with dimensions 3000×3000×900 (m3) where 900 meters is the maximum depth of 
a sensor. The basic difference of these scenarios is the number of the nodes that are 
placed in the specific field. Each scenario contains three different cases. For each case 
there is a different number of cluster-heads that can communicate directly with the sink 
starting with 2 up to 4 CHs. There have been investigated different topologies, starting 
with a sparse network with 20 nodes and then other, more dense, topologies with 30, 40 
and 50 nodes respectively, increasing with this way the coverage of the network.  
It is important for each of the cases to keep the same fixed values for the main cha-
racteristics of the network. For precise results the communication range for both the 
sensor nodes and the sink node is 1.500 meters [17], [39], [84]. The bandwidth of the 
data channel is set at a low bit rate of 5 kb/s and the frequency range to 25 KHz. Fur-
thermore, a sensor node may be supplied by three 9 Volt batteries which can produce up 
to 32.4 Watt hours [47]. For simplicity the battery level is set to 30 Wh. The simulation 
time for all of the cases lasts for 1 day (24 hours) and the nodes exchange data every 15 
minutes. The main simulation parameters are shown in the Table 5. 
 
Table 5: Simulation parameters 
Parameters Values 
Frequency range 25 kHz 
Max transmission distance 1.500 meters 
Transmission rate 5 kb/s 
Battery level 30 Wh 
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6.2 Result Analysis  
There have been executed numerous simulations in order to extract some very helpful 
results about an underwater sensor network and its effectiveness in terms of monitored 
field coverage. During the research many different topologies have been examined and 
with the collected data we can evaluate when a network is efficient, how much the node 
density affects its performance, for how long a network operates effectively and how 
the sink reacts while receiving the transmitted packets from the nearby CHs.     
 The density of the network is one reason that affects the battery consumption. A 
sparse network consists of a small number of nodes which means that lacks on cover-
age. However, as lesser the nodes are within a network such lesser the consumption is. 
This happens because the amount of transmitted and received packets from the nodes 
and especially the CHs is smaller. A CH consumes less energy when it has a small 
number of nodes within its cluster. Figure 39 shows the average energy consumption for 
the four different topologies.      
 
 
Figure 39: Energy consumption vs number of nodes 
 
While the energy consumption increases when we add nodes in the monitored field, 
the coverage of the network increases, as well. So, it is crucial to balance those two fac-
tors to get an optimal sensor node deployment. In Figure 40 is indicated the proportion 
between the nodes’ number and the coverage of the network.       
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Figure 40: Coverage vs number of nodes 
 
Another factor that affects significant the performance of the network is the number 
of CHs that communicate directly with the sink. The sink is the only node that it has 
almost unlimited battery capacity. As it lies on the surface of the water, it is easy to re-
place its batteries or to be wired with a power supply or it can be supplied via renewable 
energy sources, like solar panels etc. This is a subject that engineers should really con-
cern about, because it can be seen very useful before starting the deployment phase of a 
network. The fact that the sink has no energy constrains is something that should be ex-
ploited in order to improve the lifetime of the network. As we mentioned before, a CH 
which is involved with many nodes within its cluster, unfortunately, consumes more 
energy due to the biggest number of packets that it serves. The same principle applies to 
the sink, but in a positive manner this time. As many nodes communicate with the sink, 
such many packets it receives, but as it has limitless energy we aim at such a topology. 
Our research proves that a large number of nodes close to the sink prolongs significant 
the lifetime of the network. Figure 41 shows the battery depletion for a network which 
consists of 50 nodes where we only change the number of cluster-heads close to the 
sink. There is a comparison among three different cases for the same network. In this 
comparison evidences are provided for the differences at the performance of the net-
work when it contains two, three or four CHs which communicate directly with the 
sink.      
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Figure 41: Battery depletion vs number of CHs 
 
It is obvious that the number of cluster-heads which communicate directly with the 
sink plays a tremendous role in the lifetime of the network. As Figure 41 displays there 
is noteworthy improvement at the performance of the underwater sensor network for 
every additional CH. Having only two CHs close to the sink, network’s energy con-
sumption is by far bigger than in the other cases. When another one CH is added it re-
duces the consumption of the network and again for every CH which is placed close to 
the sink there is significant energy saving. The results we extract from these simulations 
prove that for an underwater sensor network is a great advantage to contain a lot of 
nodes which send data to the sink. It is clear that the most CHs, which communicate di-
rectly with the sink, the network has, such more the lifetime of it increases. This evi-
dence should be considered as a major priority at the pre-deployment phase of an un-
derwater sensor network, because it proves that it saves batteries’ energy which leads to 
the expansion of the lifetime of the network.   
Moreover, there is not only the reduction of power consumption, but also the 
amount of received and transmitted data from the sink is much bigger which means 
more precise and accurate information about the monitored field. This is also a factor 
which in addition with the previous investigation amplifies our theory to have many 
nodes close to the sink. Figure 42 shows the number of packets the sink received from 
the nearby CHs for a 50-node sensor network. 
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Figure 42: Packets received vs number of CHs 
 
 This is another advantage that arises from this research. While the main aim of a 
sensor network is to find solutions to maximize its lifetime, Figure 42 indicates that the 
sink receives more data if it has more nodes close to it. From one hand, the increase of 
packets the sink receives means fastest battery depletion for the sink, but as we de-
scribed before this is not a matter of concern due to the fact that there are many ways to 
recharge the battery of the sink. On the other hand it offers more data at the end user 
about the monitored underwater environment, so the collected information gives a pre-
cise description of what is happening underwater.        
 Finally, according to our simulations there is another one metric that we are able to 
calculate. This is the maximum lifetime of the network. When there is a need to monitor 
an underwater field, it is of great importance to know, prior the deployment phase, for 
how long period the network would be alive. This is the main criterion for someone 
who wants to invest money for such a technology. Taking into account our simulations 
we can easily calculate the maximum lifetime for an optimal underwater sensor dep-
loyment. We explained that a network of 50 nodes where 4 of them are CHs which 
communicate directly with the sink consumes 3,437 Wh for 24 hours of operation. 
While the battery has capacity of 30 Wh we estimate that the network has a lifetime of 
about 210 hours which are almost 9 days.   
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7 Conclusions 
Step by step the underwater sensor networks will become the major technology for ap-
plications where gathering sensing information within the ocean is required. It is a ra-
pidly growing field, which still needs a lot of research. The energy-constrained under-
water system environment necessitates us to look at more energy efficient design and 
operation in order to improve the life expectancy of the sensors. 
 In this thesis we highlighted how the sensors should be deployed so that both sens-
ing and communication goals can be satisfied. We presented an optimal node placement 
strategy for underwater wireless sensor networks that considers the characteristics of 
underwater acoustic channels. During this research there have been executed a vast 
amount of simulations on different topologies in order to define the most energy effi-
cient solution for an energy limited underwater sensor network. We examined a specific 
small-scale area by randomly placing nodes starting with a sparse network to end with a 
dense one, to conclude with which one fulfills the criteria for as less as possible energy 
consumption in balance with a sufficient coverage of the field.  
Two useful results were retrieved according to the simulations. Firstly, when the 
nodes of a network communicate using a cluster-based algorithm, there should be 
placed many CHs near to the sink to send data to it, because this topology maximizes 
the lifetime of the network. Furthermore, the more the CHs which communicate with 
the sink, the most the information the sink collects about network’s condition. Follow-
ing this topology we calculate that an underwater sensor network can exceed 1 week of 
consecutive operation.      
Future work 
Node placement is verified to be an effective technique, for optimizing the performance 
in underwater sensor networks regarding resource constrains. A future work on this sub-
ject would be the application of these placements on a real environment and examine 
the performance on a real and large-scale network. Moreover, it would be worth study-
ing what number of nodes is considered as the optimal one for a specific area of an un-
derwater environment, in order to keep at low level the energy consumption of the net-
work and not to have any node which will lose communication with the network. 
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