The common classification techniques are designed for a rigid (even if probabilistic) allocation of each unit into one of several groups. Nevertheless the dissimilarity among combined units often leads to consider the opportunity of assigning each of them to more than a single group with different degrees of membership. In previous works we proposed a fuzzy approach to discriminant analysis, structured by linearly regressing the degrees of membership of each unit to every groups on the same variables used in a preliminary clustering.
INTRODUCTION
The statistical literature proposes two main lines of investigation on fuzzy discriminant analysis: one is focused on the estimation of the coefficients associated to Fisher's linear function by maximizing the so called ratio of fuzzy variances (Watada et al., 1986) ; the other, although particularly complex from a computational point of view, is based on the kernel method and captures non-linear structures of clusters (Wu and Zhou, 2006) . There have been several successful applications and developments of such two lines of investigation in their respective fields of application (for example (Zhao et al., 2012) ; (Song et al., 2010) ; (Heo and Gader 2011)) .
Whatever the fuzzy clustering from which the discriminant analysis starts, each unit of the starting collective is in any case attributed to more than one group with different degrees of membership ranging in the interval [0, 1] : in particular, values of the latter closer to 1 indicate a greater similarity of such an unit to the other elements in the group (Campobasso et al., 2008) .
We have recently used the aforesaid values in an attempt to attribute a new observation to previously identified fuzzy groups . Our proposal was to linearly regress the degrees of membership to each group on the same variables used in a preliminary clustering operation of the sampled units.
In this work we show that non-linear regression models may better fit such degrees of membership.
The application case deals with economic and demographic data extracted from the Italian Atlas of the competitiveness of provinces and regions edited by UnionCamere, which capture some aspects of the entrepreneurship provincial economy in Central and Southern Italy in 2009. In particular, after classifying with a fuzzy approach some of the sampled provinces in order to identify homogenous groups for entrepreneurial propensity, the remaining ones are assigned to such groups by means of the estimated discriminant model. In this case the preliminary clustering is carried out by the fuzzy kmeans method, which appears more robust than hierarchical ones, in the sense that it is less affected by the presence of measurement errors or other spurious sources of variance (and, consequently, allows us to identify more cohesive groups).
Since, however, there might be no a priori information about the number k of groups in which the collective ought to be allocated, it is appropriate to implement an iterative procedure of the fuzzy kmeans method, which can suggest such a number as a function of appropriate indices of efficiency in grouping.
The reliability of the proposed discriminant model is verified by comparing the obtained results with the ones of our previous suggestion (based on linear regression models) and also of a classical discriminant analysis.
Note that such a fuzzy algorithm was initially designed for an automotive dealer, where new customers had to be assigned to defined groups for a Customer Relationship Management (CRM) application.
FUZZY DISCRIMINANT MODEL
In a recent work we proposed to evaluate, after a preliminary fuzzy clustering, the weight that each of the used p variables has had in determining the degrees of membership of the sampled units to the k identified groups. For this purpose, we estimated as many linear regression functions as the considered groups, thus explaining the degrees of membership
of the i.th unit to them:
In so doing, we could define a discriminant model that allows to estimate the degree of awarding of any other not sampled unit to the previous k groups. In other word such a model establishes a hierarchy of assignment of a generic new observation, that can be used as a weighting system for further analysis. It is possible to demonstrate that, as well as the sum of the degrees of membership to k groups of the i.th sampled unit equals 1, also the sum of the estimated degrees of membership of each not sampled unit equals 1.
Some of the estimated degrees of membership of the i.th element may be less than zero, expressing a lack of membership to the considered group. In this case the other degrees of the i.th unit greater than zero can be normalized, after setting each of the negative ones equal to zero. In particular, assuming that  
which leaves the total sum equal to one. The same discriminant logic can be defined considering non-linear regression functions, according to which the marginal effect of a single independent variable on the degree of membership ig  of the unit i.th to the g.th group is not constant.
In particular we take into account the r.th order polynomial functions, still linear in parameters but no longer in independent variables, which take the following form: Note that a higher order r makes the regression function more flexible and, therefore, allows us to express more precisely the behavior of the degrees of membership at different levels of the independent variables. On the other hand, a lower value of r allows to have a more parsimonious model, which is also easier to interpret. In summary our proposal, framed in the context of the relationships between clustering variables but not focused on the fuzzy (within and between) variances, is to express the degrees of membership of any unit to each group as non linear functions of the same variables used in a preliminary clustering.
Since the adjusted R 2 coefficient of determination provides a measure of the residual sum of squares of the dependent variable in relative terms (i.e. with respect to the total deviance of such a variable) for each regression function, characterized by its own specification, then an index of reliability of the discriminant model is given by the simple average of the adjusted R 2 coefficients associated to the k estimated regression functions. Note that the simple average is allowed because the number of the observations does not differ from one function to another (whereas the number of independent variables, although variable, is taken into account by means of the adjustment of the R 2 coefficients of determination).
AN APPLICATION CASE: THE LEVEL OF ENTREPRENEURIAL PROVINCIAL PROPENSITY IN CENTRAL AND SOUTHERN ITALY
The entrepreneurial capacity of a territory is recognized more and more widely as an important vehicle for economic development, or as a major stimulus to growth in terms of productivity, innovation and employment. The business density, measured by the ratio between the number of active companies and the resident population (in percentage terms), and the density of the local units, measured by the ratio between the total number of local units and the considered area in square kilometers (in percentage terms), are two indicators that describe the entrepreneurial propensity of a territory.
These indicators do not provide qualitative information on the economy of a territory, but are certainly useful in comparisons between geographical areas, and between the various sectors of an economic activity.
Another demographic indicator that can be used in our analysis is the rate of entrepreneurial evolution, measured by the difference between the corresponding birth and death rates of businesses. The first one, representative of the productive renewal, is defined as the number of new companies (except for farms) registered in the records kept by the Chambers of commerce, industry, agriculture and crafts, with respect to those existing at the beginning of the period (in percentage terms); the second one, instead representative of the productive obsolescence, is defined as the number of companies (except for farms) deleted from such records, with respect to those existing at the beginning of the period (in percentage terms).
The last indicator used to evaluate the territorial dynamism is the export propensity, defined as the ratio between the total amount of exports in one year and the produced added value in the same time frame (in percentage terms).
On the basis of these indicators, which are weakly correlated with one another (Table 1) , we randomly select the 80% of the 61 provinces in Central and Southern Italy, afterwards we identify homogeneous groups with a fuzzy approach, and finally we estimate the proposed discriminant model, in order to assign the remaining 20% of the provinces to such groups. 
Identification of Homogeneous Fuzzy Groups of the Provinces

Fuzzy k-Means Method
In a hierarchical clustering method any improper aggregation of units carried out in early stages of the iterative process can undermine the aggregations in subsequent stages . On the contrary, in the context of a non-hierarchical clustering method, the allocation of every unit into groups is modified until the classification process does not reach convergence. Among the non-hierarchical methods, also defined as optimization techniques, we choose the fuzzy k-means one (Kaufman and Rousseau, 1990) , which is a generalization of the homonymous classic method. The corresponding iterative process minimizes a function of the Cartesian distance between the elements of each group, once weighted by the degree of membership to the group itself, and their centroid.
In particular, let ig  be the degree of The main limitation of this procedure, as well as of any non-hierarchical method, is the need to know the number of groups in which the collective should be shared. For this purpose we propose an iterative process of the fuzzy k-means method for increasing values of k.
An Iterative Process of the Fuzzy k-Means Method
The iterations of the fuzzy k-means method cannot exceed a certain limit, as it would be difficult to analyze a number of groups too high compared to the available observations. Therefore, after the completion of the iterations, it is necessary to determine such a number, depending on the actual effectiveness of the fuzzy clustering.
The latter is more effective when it is able to capture the degree of fuzziness of the observed units in belonging to different groups, without causing difficulties in the interpretation of the final classification.
In particular the partition coefficient (Bezdek, 1981) . The higher the value of ' F k , the more efficient the partition is.
The efficiency of a fuzzy classification in k groups can also be expressed by the index of entropy (Bezdek, 1981) 
which varies from 0 up to log (k). The minimum value is obtained in the case of hard clustering, whereas the maximum one in the case of maximum uncertainty (in which all the degrees of membership equal 1/k).
A normalized version of it, which takes values in
. The less the value of ' H k , the more efficient the partition is. In correspondence of k = 2, ' H k often assumes a relative minimum value, to be compared with any other.
The so far mentioned indices do not involve the observed values, but only the membership of the units, apart from the form taken by the obtained clusters. Therefore they can be only used to compare groupings obtained for different values of k through the same clustering method.
In In order to determine the "goodness" of the clustering results, we use the so called separation
is the radius of the k.th group. Such a radius is defined as the maximum distance between its centroid and the n units of the entire collective, weighted by the respective degrees of membership.
The coefficient g is a functional validation index, deliberately distinct from those used for the choice of k, and it measures the compactness of the clusters of a fuzzy partition, by comparing their radius with the distance between the corresponding centroids. Such a coefficient is obtained as the maximum ratio of the sum of the radii of the two groups on the distance between their centroids.
If it is less than one, then the structure of the groupings is robust, in the sense that the minimum distance between groups is greater than the maximum sum of the radii. If, instead, it is equal to one, then the clusters are tangent, i.e. the minimum distance is equal to the maximum sum of the radii.
Finally, if it is greater than one, then the clusters are intersecting, i.e. the minimum distance is less than the maximum sum of the radii.
Since the separation coefficient of the identified fuzzy partition shows a value of 0.042, then the structure of the latter is robust and plausible.
The Identified Groups
With reference to the application case, the preliminary analysis of the data set suggests the subdivision of the collective into three groups.
Since the fuzzy classification generates groups to which the elements do not belong separately, we suggest to define the profile of each group by calculating the weighted average of the values of the indicators of all the sampled provinces by the corresponding degrees of membership to all the groups (Table 2) . The first group identifies a low level of entrepreneurial propensity, on average characterized by a negative rate of evolution (equal to -0.41), but also by a business density and an export propensity (respectively equal to 8.45 and 9.94) which are both lower than the other two groups.
The second group identifies an intermediate level of entrepreneurial propensity, on average characterized by a positive rate of evolution (equal to 0.39), but also by a business density and an export propensity (respectively equal to 9.81 and 10.28) which are both slightly higher than the first group.
The last group identifies a high level of entrepreneurial propensity, on average characterized by an export propensity and a density of the local units which are both by far the highest (respectively equal to 21.36 and 21.40).
Actually the provinces characterized by a predominant degree of membership (greater than 0.5) to the group with a low level of entrepreneurial propensity are all located in the South and Islands, while those to the group with a high level of entrepreneurial propensity are all located in Central Italy.
Note that a sharper clustering might be obtained by assigning each sampled province to the group with respect to which its degree of membership is the highest among the three ones.
Estimation of the Fuzzy Discriminant Model
Once the three fuzzy groups are identified, it is possible to determine the weight of the clustering variables in the explanation of the corresponding degrees of membership for each sampled province. For this purpose, as extensively discussed above, we first estimate a linear regression model in which the latter ones are function of the former ones (Table 3) . Note that the adjusted R 2 coefficients of determination associated to the three linear regressions are significant and all greater than 0.5, so that their simple average equals 0.56. Therefore the discriminant model reaches an acceptable level of reliability for the collective under examination. Now we show that the quadratic regressions are more suitable than the linear regressions in the estimation of the degrees of membership ( Table 4 ).
Note that the adjusted R 2 coefficients of determination associated to the three quadratic regressions are significant and all greater than 0.6, so that their simple average is higher (0.68) than that obtained using linear regressions. The simple average of the adjusted R 2 coefficients of determination still grows (0.77) in the case of cubic regressions, because the latter ones become even more flexible and allow a better representation of awarding of the sampled provinces to the three identified groups (Table 5 ). Since the discriminant model defined via cubic functions reaches a remarkable goodness of fit, we prefer not to further increase the order of polynomials, so as to maintain a parsimonious number of the involved independent variables and to allow an easier interpretability of the obtained estimates.
The examination of the estimated regression coefficients confirms what emerges from an overview of the average profiles of the groups, since the variables with a greater discriminating power in the definition of degrees of membership seem to correspond to those discussed above. In particular the business density and the rate of evolution are the most significant variables in explaining the assignment to the first two groups, while the export propensity and density of local units to the third group (actually characterized by high average values of the latter ones).
Note that the business density is not significant at all in determining the degree of membership of a province to the third group, likely because the corresponding average value is close to that of the second one. Similar consideration can be done be with reference both to the density of the local units, which is not significant in determining the degree of membership to the first group, and to the rate of evolution, which is not significant in determining the degree of membership to the third group.
In general terms an independent variable, expressed in cubic terms, helps in discriminating one group from another when the gap between the corresponding average values of the same (standardized) independent variable is remarkable.
For clarity we present the average values of all the standardized indicators for each group of provinces in Table 6 . On the basis of such an estimation procedure, it is possible to determine the degrees of membership to the three groups for each of the 20% of the provinces not yet taken into account (Table 7) .
Such degrees are compared with the analogue posterior probabilities of assignment, deriving from a classical discriminant analysis based on Bayes' theorem, in order to evaluate their reliability. Note that the used prior probabilities coincide with the proportions of sampled provinces included in each of the three groups within a classification procedure based on the found maximum degree of membership.
Before conducting such a classical discriminant analysis, we have assessed -by means of the coefficient of kurtosis defined by Mardia -the actual multivariate normality of the indicators observed in the three groups. The achieved comparison confirms the validity of the estimation procedure of the degrees of membership, by means of which we assigned the sampled provinces into homogeneous groups, since the group with the highest degree of membership is also the more likely one (Table 8) .
Some slight discrepancies between the results of the method proposed by us and those of the classical discriminant analysis can happen, in the case of an estimated not predominant membership to one of the three groups.
See, for example, the provinces of Isernia, Oristaglia, and Rieti, which show a degree of membership to the first group slightly lower (respectively equal to 0.31 0.35 and 0.43) than the second group (respectively equal to 0.46 0.51 and 0.46), but a probability of assignment to the first group higher than the second group. See, also, the province of Medio Campidano, which shows a high degree of membership to the first group (0.64), even if the probability of assignment to the second group is higher than the first one.
Note that the measure of probability of a classical discriminant analysis has been used only to assess the actual validity of the proposed model, because such a measure represents in any case a magnitude not directly comparable with a degree of membership (which evokes, by definition, the concept of a not exclusive assignment).
The latter, in particular, does not refer to the occurrence or not of bivalent random events, but represents the measure of a deterministic but "vague" fact that occurs to a certain extent. 
CONCLUSIONS
In this work we advance a proposal for a fuzzy discriminant analysis, not focused on (within and between) variances, but framed in the context of the relationships between clustering variables. In particular, in an attempt to regress the degrees of membership of each unit to more groups on the same variables used in a preliminary fuzzy clustering, we show that polynomial functions are more profitably than linear ones. This is because such degrees of membership could increase as well as decrease at rates which actually vary depending on the values assumed by the clustering variables.
A higher order of polynomials provides more precision in the corresponding estimates; on the other hand, a lower value allows to have a more parsimonious model, which is also easier to interpret.
The reliability of our proposal is measured by the simple average of the adjusted R 2 coefficients of determination associated to the estimated regression functions, since the number of the observations does not differ from one function to another (whereas the number of independent variables, although variable, is taken into account by means of the adjustment of the R 2 coefficients of determination). As an application case we analyse the entrepreneurial propensity in the provinces of Central and Southern Italy on the basis of specific indicators extracted from the Italian atlas of the competitiveness of provinces and regions.
More specifically, we first identify a partition of the sampled provinces in three clusters, through an iterative procedure of the fuzzy k-means method, which is more efficient and robust than hierarchical methods; after we determine the degrees of awarding of the not sampled provinces to each of the three clusters, by means of regression cubic functions. The latter ones show a good level of fit to the data in addition to being sufficiently parsimonious.
The estimated degrees are compared with the analogue posterior probabilities of assignment deriving from a classical discriminant analysis, in order to evaluate their reliability. Such a discriminant analysis moves from a classification of the sampled provinces based on their maximum degree of membership to one of the three clusters.
The comparison confirms the validity of the proposed procedure, since the group characterized by the highest degree of awarding is also the more likely one, albeit in general terms.
Note that the degrees of membership represent measures of deterministic facts which occur to a certain extent, while the posterior probabilities of assignment refer to the occurrence or not of random events; therefore the two aforesaid magnitudes are heterogeneous, even if they are compared with each other in order to demonstrate the actual cogency of our proposal.
The same algorithm can be applied for a Customer Relationship Management (CRM) application, because of the similarity of the problem faced to add new customers into already recognised homogeneous groups. Actually such an algorithm was initially conceived in the case of an Italian automotive dealer.
