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Abstract 
Improving the combustion efficiency of fuels in combustion devices has become imperative in 
the face of the diminishing rate of the discovery of new energy sources and an ever increasing 
demand for energy. While there are other ways of improving combustion efficiency, this study 
investigated the effect of electric field on the combustion of fuel droplets. In order to model the 
physics of the problem, a mass transfer evaporation model, heat transfer evaporation model and a 
simple burning droplet model were considered and their result compared to existing result from 
literature. A burning rate constant of 1.380mm
2
/s, 14.910mm
2
/s and 0.612mm
2
/s was observed 
for these models respectively compared to 0.597mm
2
/s, in literature.  
With the application of an electric field of 4.5kV/cm, it was found theoretically that there was an 
increment in the burning rate constant from 0.612mm
2
/s to 0.724mm
2
/s i.e. an 18.3% increment 
in the burning rate constant. However, the new burning rate constant reported was a deviation 
from published experimental result. Varying ambient conditions, assumption of a constant 
droplet surface temperature are some factors that may have contributed to this disparity. 
The effect of different electrode configuration on the combustion of fuel was also investigated. 
Different electrode configurations were modeled and their electric field simulated. Plane, 
convergent, divergent, cylindrical, elliptical and spherical electrode configurations were studied. 
The resulting ionic wind for the various configurations at a given electric potential was obtained. 
The elliptical configuration showed the strongest electric field for a given electric potential. 
However this did not translate directly into the largest ionic wind velocity magnitude, showing 
that the ionic wind velocity is not only dependent on the electric field strength but also on the 
aerodynamic (geometrical) configuration of the electrodes.  
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Chapter 1 – Introduction 
Energy consumption has always been pivotal to the development of the human race and society. 
Over a million years ago, it was believed that food was the only source of energy available to the 
early human population living on earth. They were mainly hunter-gatherers by occupation [1]. It 
was estimated that they each consumed about 2,000 kilocalories (kcal or Calories) per day [2].  
With the advent of controlled fire around 790,000 B.C., this was believed to have facilitated even 
more consumption of energy [3]. The energy that fire brought was used to better the lives of 
these early humans. For the first time they were able to produce light and heat whenever and 
wherever they wanted [4]. This provided some safety from predators, habitation of colder 
climates and improved hunting methods [2].  
For thousands of years, the early humans relied on the energy obtained from food to fuel their 
occupation – foraging. They employed their muscles supplied with calories from food to produce 
mechanical energy for hunting and gathering food. As time went on, the early humans thought of 
more efficient ways to utilize energy stored up in their muscles, from food, by developing simple 
tools for hunting. Staves, clubs and stones were probably the first tool developed [5]. For 
instance “when a man took a staff in his hand he increased the radius of his muscular energy by 
the length of his staff, and was therefore able to apply it more usefully. By the use of a club he 
could accumulate his muscular energy in the form of kinetic energy and bring it into play with 
sudden force where the club alighted [5]”. By so doing, he’s able to do much more, with the 
stored energy in his muscles, than what he did without the aid of his tool. The discovery of the 
art of throwing even further led to the developments of more tools such as the bows and arrows 
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[3, 5]. About this time, energy consumption was estimated to have increased per person to about 
4,000 kilocalories of energy from food and fuel for fire (wood) [2]. 
 Around 8,000 B.C., food production and domestication of animals began [6]. Humans no longer 
just relied on their muscle to do work, but began employing animal power to accomplish various 
task.  
Before long, the ancient human began exploring other sources of energy other than food, animal 
and wood (as fuel for fire), such as wind, solar energy, running water and hot spring. Around 
3,500 B.C. (about 5,500 years ago) the Egyptians built the first boats that utilized wind to move 
from one place to another, and faster. Simultaneously, the Greeks also developed water wheels to 
grind grain [4]. Before now, this task was performed with human and animal power. By 640 
A.D., the Persians (present day Iran) developed a new way to grind grain [4]. They used large 
wooden blades to capture wind power. These machines were later modified to pump water and 
saw mills. Wind, after wood became the most dominant source of energy around these times. 
However, “Wood remained the most used energy resource [4]”. In the 1300s Germans built the 
earliest blast furnace to produce large quantities of Iron [4]. These furnaces burnt wood as fuel. 
This will lead to a significant encroachment of Europe’s forest lands to quench this now 
increasing demand for wood as fuel for Iron production and as a building material for ships.  
It is reported that people began burning coal for heating in the first century A.D. [4]. Some 
inhabitants of Britain discovered that certain black rocks found along the East coast sea shore 
would burn [7]. But it took over a thousand years for coal to become a major source of energy 
[7]. “By the late 1600s coal had become more popular than wood in England [4]”. Coal burns 
hotter than wood (Charcoal) because it has a higher heating value. It soon became the fuel of 
3 
 
preference for blast furnaces. This led to mining of coal for smelting metals. The British at this 
point found that they had a huge deposit of coal. However they faced problems of continual 
flooding in the coal mines. In 1698, Thomas Savery invented the steam engine [4]. It was 
powered by steam obtained from boiling water heated by burning coal. Simultaneously, this led 
to even further development of steam-powered engines, burning coal as fuel, in other industries 
such as the textile industry, Power and the Transportation industry – ships, trains etc. 
The industrial revolution began in the 1700s. New and improved steam engines were designed. 
This led to a greater demand for coal, taking the coal-mining industry to a new height. It is 
reported that the discovery of improved method for making Iron fueled the industrial revolution 
even more [4, 7]. “Heavy machinery made of iron played a key role in the growth of 
manufacturing, and coal was the energy source that made it possible [4]”. Coal contained sulfur 
which when burnt in a blast furnace during smelting led to the production of brittle iron. In 1709 
when Coke was developed, by extracting the Sulfur from Coal, it allowed the use of Coke in 
heating blast furnaces. 
Towards the end of the eighteenth century and in the early nineteenth century, important 
discoveries were made about electricity. Notably, among them was the experimental 
investigation of electricity by Charles Dufay, a Frenchman, and Stephen Gray, an Englishman, 
and the demonstration and proof that lighting was electricity by Benjamin Franklin [4]. 
Alessandro Volta an Italian, American Joseph Henry, Englishman Michael Faraday, and Danish 
physicist Hans Oersted also made contributions [4]. It became clear that electricity and 
magnetism could be converted from one another [4]. Later in the nineteenth century, Thomas 
Edison perfected the light bulb and Nikolas Tesla also conceived the idea of producing 
4 
 
Alternating current (AC) [4], which will later allow electricity to be transmitted over long 
distances. 
In the mid and late nineteenth century industries grew rapidly in Europe (England, Germany and 
France) and North America (United States) leading to a greater demand for coal and fuel. 
Machines had to be developed to extract Coal more effectively meet this increasing demand.  
In 1857, the production of petroleum began in Romania [7] and in 1859 the first oil well in the 
United States was drilled (in Titusville, Pennsylvania) [4, 7]. In 1860, gasoline (refined 
petroleum) was used as fuel in one of the first developed working internal Combustion engines 
[4]. In 1885, the first motor car was made in Germany by Karl Benz [4]. It was three-wheeled 
and powered by gasoline. Soon afterwards, another German, Gottlieb Daimler, followed suite 
with the unveiling of a four-wheeled motorcar [4]. As the automobile was improved and demand 
for them increased, there was even greater pressure to increase coal and petroleum production.  
In 1882, the United States built its first hydroelectric power plant in Appleton, Wisconsin. Later, 
in 1896 a large-scale hydropower plant was constructed at Niagara Falls, New York [4]. Within a 
short period, there were over 200 electric hydroelectric power plants built all over the United 
States. “The appetite for convenient electric power — often provided by coal-fired, steam-driven 
power plants — continued to grow [4]”. 
The twentieth century ushered in the power and infrastructure for mass production. By 1908, the 
Henry Ford’s car assembly rolled off the very affordable Model T cars [4]. These developments 
– availability and affordability of the automobile, the appetite for convenient power and the 
increasing human population sparked a huge demand for energy (fuel) sources. See Figure 1.1. 
In this century other sources of power such as nuclear power were being developed. However, 
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fossil fuel was still the predominant source of energy. By the later part of this century, three out 
of every four power plant in the United States were fired by fossil fuel and every family had 
access to transportation fuelled fossil fuel.  
 
Figure 1.1 Historical population and daily energy consumption per person[2]. 
This trend has continued to the late twentieth century and the present twenty-first century. Fossil 
fuels (coal, petroleum and natural gas) still represent over 80% of total energy supplies in the 
world today [8]. Of this percentage, Fay [9] reports that petroleum (Oil) represents 39% of the 
world’s energy consumption, with a 1997 data from the U.S. Department of Energy, Energy 
information Agency, 2000 [10]. See Figure 1.2.  
With the reported diminishing discovery of new sources of oil, it is predicted that in the nearest 
future, the demand of oil will outpace its supply [11].  This is further supported by an illustration, 
shown in Figure 1.4, from Fay [9] showing the trend in the energy consumption of the world 
from 1970-1997 and projections to 2020. It is noteworthy, that interestingly, the projection 
shows that in 2020, developing nations will consume a larger percentage of the world’s energy 
than developed (industrialized) countries. 
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Figure 1.2 Proportions (%) of world's energy consumption supplied by primary energy sources 
1997 [10]  
 
Figure 1.3 Primary energy consumption by source, 1775 – 2009 [12] 
While there is currently, and a very appropriate action to search for an alternative to current 
energy sources, it is apparent from the earlier stated statistics and trend that there is absolutely a 
need to ensure that more efficient and clean ways of utilizing our energy resources are 
developed. A simple calculation showed that by improving the combustion efficiency of a direct 
injection engine by 1%, the US economy could be saving over two billion dollars per year (see 
Appendix A). 
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Figure 1.4 Trend of the world's energy consumption from 1970 - 1997 and a projection to 2020 
[10]  
There are several ways of improving the efficiency of combustion devices. The focus of this 
work will be on the use of electric field to achieve clean and better fuel conversion efficiency. 
Observation of combustion under the influence of an electric field was first made as early as 
1600 A.D. when W. Gilbert, physician to Queen Elizabeth I, demonstrated that flame gases 
would discharge an electroscope [13]. But it has attained recent prominence due largely to its 
various practical consequences and potential applications [13]. Examples [13] of these include: 
• ‘Direct’ generation of electricity from rapidly glowing ionized flame gases 
• The control of some combustion processes by means of applied fields 
• Modifying flame and carbon formation and deposition 
• The interaction of radio waves with rocket exhausts 
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• The use of ionization probes in timing detonations, in flame detection, and in gas 
chromatography  
• Controlling flames in zero gravity condition 
Experimental studies have been carried out over the last century to show the effect of an electric 
field in the combustion of various fuels. However, not much work has been done in the analytical 
and numerical aspect of this investigation. This study is an attempt to gain better understanding 
of the combustion of a single liquid droplet under the influence of a direct current electric field. 
It is important to point out in the words of Stephen Turns [14] that “in most practical combustion 
devices, spray combustion, rather than individual droplet burning, is the dominant feature; 
however understanding isolated burning is a prerequisite to dealing with more complex 
flames…”  
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Chapter 2 – Literature Review 
In 1814, Brande [15] reported that an electric field influences the heat and mass transfer between 
a candle flame and the electrodes; such that the flame itself and soot are drawn toward the 
negatively charged surface [15, 16]. There have also been recent investigations. 
Ueda et al. [16] investigated experimentally the effect of a DC field on the combustion of a 
single droplet for sooting and non-sooting fuels. They observed that the reaction zone for the 
non-sooting fuel deformed towards the negative electrode. The luminous flames for the sooting 
fuels were mainly deformed towards the negative screen. Soot lumps emitted from flame 
gravitated to both positive and negative screens. The burning rate constant of fuels investigated 
increased with electric field strength. A maximum increase of 50% of its initial burning rate 
constant was recorded for the most sooting fuel investigated, Toluene. Increases in the burning 
rate constant under electric field was similar to that predicted using empirical equations from 
burning rate constant under forced convection conditions. For the most sooting fuel the 
additional increase in the burning rate constant was attributed to the reduction of radiative heat 
loss from reduction of emitted soot under an electric field condition [16]. 
Mikami and co-workers [17, 18], studied experimentally the interaction of  two burning n-
heptane fuel droplets under micro-gravity condition and showed that the droplet burning lifetime 
reaches a minimum value at a critical normalized droplet spacing,         .  Here   denotes the 
distance between the centers of the support fibers of the two droplets and    the initial droplet 
diameter. They attributed this minimum to the effects of radiative heating of the droplets. 
For                 , a single flame surrounded both droplets for most of the droplet 
lifetime, a situation referred to as the merged flame regime. While                  , 
individual flames surrounded each droplet, a situation called the separated-flame regime [17].  
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Okai et al. [19] extended Ueda’s study to consider droplet interaction effects in an electric field. 
A pair of n-octane droplet of droplet diameter                  with non-dimensional 
spacing      ranging between 2.67 and 15.4 was placed in an electric field of voltage drop 3.3 
   and an estimated maximum field of 55     . They studied the effects of electric fields on 
droplet-pair burning in the merged-flame regime                  , with 
                 the transitional regime                  , with                  
and the separated flame regime                  , with                   In the merged-
flame regime, the field effects for droplet pairs resembled those for single droplets [19]; the 
effect of the field on the burning-rate constant was comparable, and the flame shapes were 
similar, although elongated more symmetrically for the droplet pairs. In the transition flame 
regime, at a given time after ignition, increasing the field intensity promotes flame separation. In 
this regime, near the critical spacing, a merged flame exists until the middle of the burn, after 
which individual flames surround each droplet. As the electric field gradient,  , increases from 
zero, the flame gradually becomes more deformed, and for          , individual flames 
surround each droplet throughout the entire burn. It was reported that the flame surrounding the 
droplet close to the negative electrode was visually similar to the flame surrounding a single 
droplet in a convective flow. The flame surrounding the droplet close to the positive electrode, 
however, was similar to that of a single quiescent droplet under microgravity in the same electric 
field [19]. In the separated regime, the droplet close to the negative electrode behaved similarly 
as observed in the transition regime. The flame around the droplet nearest the positive electrode, 
however, seemed more elongated towards the positive electrode, which suggested a 
predominance of negatively charged soot there.  The burning rate constant in this regime was 
observed to be almost independent for droplet nearest to the positive electrode. The droplet 
11 
 
closest to the negative electrode, however, exhibited obvious variation in the burning rate 
constant with the electric field strength. Okai et al. [19] attempted to explain their observations 
based on the assumption that the droplet closest to the negative electrode experienced electric 
wind, while the other droplet did not. Thus, the droplet close to the negative electrode was 
exposed to a convective velocity analogous to that experienced by a droplet in a forced flow or a 
single droplet in a large electric field. This convective flow reduced the residence time for soot 
formation thereby also reducing the degree of sooting. This was observed to be even more 
significant at the higher range of field intensities. The droplet nearest to the positive electrode not 
under the influence of an electric wind behaved more like a single droplet burning under a lower 
electric field. It sooted more strongly than the other droplet since its soots had larger residence 
times and exhibited a flame elongated in both directions. Okai et al. [19] concluded that the 
positive ions swept away from the flame of the droplet closest to the positive electrode formed 
the electric wind experienced by the droplet closest to the negative electrode.  
Kim et al. [20] investigated experimentally the stabilization characteristics of a stoichiometric 
methane-air laminar premixed Bunsen flame by applying an AC voltage to the nozzle with the 
single electrode configuration. Their result showed that the detachment velocity increased with 
the applied AC electric fields. They recorded blowoff velocity five times the value without any 
electric field. They observed that there existed four (4) regimes depending on the applied AC 
voltage and frequency. In the low voltage regime,             , there existed a threshold 
condition below which the electric field effect on the detachment velocity is minimal. In the 
moderate regime,               , the detachment velocity increased linearly with the applied 
voltage and with the square root of the frequency. It was also observed in this regime that the 
flame base oscillated in sync with the AC frequency. In the high voltage regime,          
12 
 
     , two different sub-regimes were observed depending on the AC frequency. In the low 
frequency sub-regime,           , the velocity becomes insensitive  to the voltage while it 
increases with frequency. For the high frequency sub-regime,           , the detachment 
velocity decreases with voltage. In this sub-regime, the stabilization of the flame was 
significantly affected by the generation of streamers. Kim et al. [20] studied the effect of the 
ionic wind on the flame stabilization. They reported that a delay time is required for the ions, 
accelerated by the electric field, to transfer momentum to neutral particles, that is, the collision 
response time. The collision response time was reported to be about     , which corresponds 
to a frequency of      considering polarity change during one cycle of AC. At higher AC 
frequencies, the available time for momentum transfer decreases. Thus at frequencies well above 
35 Hz, the ionic wind effect is very minimal.  
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Chapter 3 – Background Information 
This chapter seeks to provide the reader with the basic understanding of some of the terms used 
in this work. 
Combustion: Is the sequence of exothermic chemical reactions between a fuel and an oxidant 
accompanied by the production of heat and conversion of chemical species. Combustion can 
occur in a flame or in a non-flame mode [14]. These two modes can be observed in a knocking 
spark ignition engine. During ignition in a spark engine, a thin zone of intense chemical reaction 
is seen propagating through the unburned fuel-air mixture. This zone is what is known as a 
flame. Behind the reaction zone are hot products of the combustion reaction. Under certain 
conditions, there can be spontaneous ignition of fresh charge in the cylinder at various pin-point 
locations (rapid oxidation occurs throughout the unburned gas, causing very rapid combustion 
within combustion chamber). Combustion reactions can be complete or incomplete. A 
combustion reaction is said to be complete when there is sufficient amount of oxidizer to 
completely react with the fuel, producing a limited number of products. An incomplete 
combustion is said to occur when there is insufficient oxygen available to react with the fuel. It 
also occurs when there is a heat sink or flame trap. 
Stoichiometry: The quantity of oxidizer needed to completely burn an amount of fuel is referred 
to as the stoichiometric quantity. The mixture of the reactants (fuel and oxidizer) is said to be 
lean if more than a stoichiometric quantity of oxidizer is supplied and the mixture is said to be 
rich if less than the stoichiometric quantity of oxidizer is available in the mixture [14].  
A hydrocarbon fuel given by     , the stoichiometric relation can be expressed as  
                                                                                            (3.1) 
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where  
         
Equivalence ratio, , is used to describe quantitatively the nature of a fuel-oxidizer mixture – 
rich, lean or stoichiometric. It is defined as shown in equation 
   
          
           
   
           
          
                                                    (3.2a) 
            (
    
     
)
     
  
     
 
     
      
                                        (3.2b) 
where      and       are the mass of air and fuel respectively;       and        are the 
molecular weights of air and fuel respectively. For a fuel-rich mixture,    , for fuel-lean 
mixtures,   , and    for a stoichiometric mixture [14, 21]. 
A flame as earlier described, is the chemical-reaction zone where intense and rapid reaction 
takes place and light is usually (but not always) emitted from the flame. Flames can be either 
premixed or non-premixed (diffusion flame). Flames can also be either turbulent or laminar. 
Premixed flames: As the name implies, reactants are perfectly mixed before chemical reaction 
takes place. Some applications of premixed flames include gas ranges and ovens, heating 
appliances and Bunsen burners. 
Diffusion (Non-premixed flame): the oxidizer and the fuel are initially separated (non-
premixed) then diffuse into each other during the chemical reaction. Example of diffusion flames 
include a lighted candle, pan of oil burning in air and a fuel droplet burning in oxygen. Laminar 
diffusion flame can be classified into two, based on their observed shape – overventilated flame 
and underventilated flame. If the ratio of air to fuel is more than stoichiometric requirement, an 
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overventilated flame structure is formed (1. of figure 3.1a.) On the other hand, if the air supply is 
insufficient for complete combustion, then an underventilated flame is produced as shown in 2 in 
figure 3.1b [22, 23] . 
 
 
a.                                                 b. 
Figure 3.1 Schematic of laminar diffusion flame. Shaded area represents reaction zone: (a.) Jet-
like diffusion flame (b.) Diffusion flame in overventilated (1) and underventilated conditions (2) 
[22]. 
Ionization: is the process of converting an atom or molecule into an ion by adding or removing 
charged particles such as electrons or ions. Ionization of most atoms and molecules require a 
considerable amount of energy ranging from 4 – 20 eV. Several processes result in Ionization. A 
few pertinent ones related to the study presented in this work are reviewed below [13, 23] : 
i. Ionization by collision 
               
                   
If a particle of mass    collides head-on with a particle of mass   , the initial relative velocity 
being    , the amount of kinetic energy converted into internal energy is given as : 
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                                            (3.3) 
and the maximum amount of kinetic energy convertible to internal energy is given as: 
      
 
 
 
    
       
  
                                                   (3.4) 
where     and    are the respective velocities of the masses after collision.  
From the equation 3.4, the fraction of kinetic energy converted to internal energy when two 
particles of masses of collide can be determined. If       , for instance when an electron 
collides with a molecule, just a minute fraction of the kinetic energy is not converted to internal 
energy. Also, when molecules or atoms of about equal masses collide with themselves, about 
half the relative kinetic energy can be converted to internal energy. Therefore, Ionization by 
electron collision occurs once the electron energy meets or exceeds the energy required to 
remove an electron from a molecule. Higher ionization energies are required for molecule to 
molecule collision. It is reported that in combustion systems where ionization potential ranges 
from 0.1 – 1.0 eV, electron collision are much more efficient than molecular collision in 
inducing ionization. 
ii. Electron transfer 
             
This process involves the transfer of an electron from one atom or molecule to another. This 
reaction most likely requires addition of heat (endothermic) since ionization energies are usually 
larger than the energy required for electron attachment. The extra energy required to complete 
this process is supplied by the conversion of kinetic energy to internal energy.  
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iii. Ionization by transfer of excitation energy 
                 
This occurs when a species is ionized by receiving excitation energy from another species. The 
extra energy not utilized for this process is carried away by the electron resulting from the 
process. If an extra energy is required for this process, this energy can be supplied from the 
conversion of kinetic energy into internal energy. 
iv. Chemi-ionization 
This process involves a chemical rearrangement releasing energy which results in the ionization 
of the product species. The energy needed for the ionization of the product species can be from 
the excitation energy from one of the reactants or it can be entirely from the energy released 
from the chemical rearrangement, an exothermic process. The reaction shown below has been 
reported as important in ion formation in hydrocarbon flames [13, 24, 25] : 
                                                                                             
Breakdown: when a voltage is applied to a gas, sandwiched in between two electrodes, currents 
flow between the electrodes. As the voltage applied becomes large, the current flowing between 
the electrodes increase sharply leading to an electrical breakdown. During breakdown, a strongly 
conducting spark is produced thereby short circuiting the electrodes. The voltage at which 
breakdown occurs is called break down voltage. Ionization by collision and secondary ionization 
are primarily responsible for breakdown of gases. When atoms or molecules collide, new 
electrons are released. These new electrons themselves lead to further ionization by collision. 
The positive ions migrate to the cathode and the electrons to the anode leading to a flow of 
current between the electrodes, and thus breakdown of the gas occurs [26]. 
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Paschen’s law gives the breakdown voltage for a gas. The law states that breakdown 
characteristics of a gap is a function of the product of the gas pressure and the gap length, written 
as         where   is the pressure of the gas in atmosphere and   is the gap distance in cm.  
For small gaps in millimeter order with air, the breakdown voltage is given as: 
                                                             (3.5) 
where   is in centimeter and   is in atmospheres. 
The breakdown voltage,   , for gases is given generally as: 
    
   
         
                                                   (3.6) 
and the electric field breakdown,   , value as: 
   
  
 
  
  
         
                                               (3.7) 
where A and B are experimentally determined gas constants,   is the secondary electron emission 
coefficient, which represents the probability of electron emission when an ion strikes the cathode 
and       [
 
  (   
 
 
)
] 
Electric field intensity (strength): is the vector force on a unit positive test charge. It is 
measured in the practical unit of volts per meter (V/m) [27]. 
   
 
 
                                                                    (3.8) 
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Chapter 4 – Model and Method 
We begin our analysis of the combustion of a fuel droplet under an electric field by first 
understanding the combustion of a single droplet without any electric field influence. Our 
approach will be to use very simple theoretical method, already developed, to predict the 
behavior of the droplet. We will compare our result with the result from a similar experimental 
work. Furthermore, the effect of an electric field will be included in our analyses and results 
compared with similar published experimental results. 
Godsave [28] recognizes two mechanism as responsible for the reduction of size of a single 
droplet, low temperature evaporation and high temperature evaporation. The first mechanism 
occurs when the ambient temperature is about the same as that of the fuel droplet. In this 
mechanism, evaporation rate is controlled by diffusion processes. The diffusion process is 
dependent on the vapor pressure of the liquid. The second mechanism occurs when there is a 
significant difference between the temperature of the droplet and the ambient temperature. Here, 
the rate of evaporation is determined by the heat transfer from the ambient to the droplet.  
If we assume that the evaporation rate of the fuel droplet under combustion is due to diffusion 
processes only, the evaporation rate of the fuel droplet can be analyzed using mass transfer 
principle. The single liquid droplet evaporation is a similar problem to the Stefan problem, in 
spherical coordinate. The Stefan problem refers generally to physical problems with moving 
interface. Stefan was the first to give a mathematical model for such problems, hence free or 
moving boundary problems are called Stefan problems. 
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Figure 4.1 Burning droplet (Source: NASA-Glenn Research Center) 
 
4.1 Droplet Evaporation – Mass transfer Model 
 
Figure 4.2 Schematic diagram for droplet evaporation model 
 
Just after ignition, the heat provided by combustion reaction/process supplies energy to the liquid 
droplet to vaporize it. The vaporization process starts with the liquid at the surface of the droplet. 
The vaporized liquid then diffuses from the surface of the droplet to the surrounding gases – 
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usually product of the combustion reaction and liquid vapor. This continual vaporization leads to 
reduction in the size of the liquid droplet. We desire to know the rate of mass flow from the 
liquid surface at a given time. To model this problem Turns [14] employs the following 
conservation laws: mass conservation and energy equation for the droplet, an overall mass 
conservation, droplet vapor conservation, and energy conservation for the droplet 
vapor/surrounding gas mixture. 
In order to simplify the problem, Turns [14] made the following assumptions: 
1. Evaporation process is quasi-steady i.e. process is assumed to be in steady state. 
2. The droplet has uniform temperature with a value just about the boiling point of the 
liquid. 
3. The mass fraction of the droplet surface is determined by liquid-vapor equilibrium at the 
droplet temperature. 
4. Thermophysical properties are constant. 
Considering Figure 4.2, an overall mass conservation yields: 
                                                               ̇          ̇          ,                                    (4.1) 
and a species conservation for droplet vapor leads to: 
 ̇ 
      ̇ 
       
   
  
                                          (4.2) 
where  ̇ is the mass flow rate;   is the radius of the droplet;  ̇  is the mass flux; ̇  
  is the mass 
flux of species  ;    is the mass fraction of species  ;   is the density and     the mass 
diffusivity of   in  . 
Substituting and rearranging, 
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 ̇          
    
     
   
  
                                          (4.3) 
At the droplet surface,                  
        
(       )   [ ̇           ]
   [ ̇            ]
                                   (4.4) 
letting         as    , 
 ̇              [
(     )
(      )
]                                       (4.5) 
Defining a dimensionless number,    : 
    
        
      
                                                     (4.6) 
Thus, the mass flow rate can be written in terms of the transfer number as 
 ̇                                                           (4.7) 
Droplet mass conservation, 
   
  
    ̇                                                          (4.8) 
where the mass of the droplet,       
   . Substituting into the mass flow rate equation, 
equation 4.7 and expressing in terms of    rather than , the diameter of the droplet, the mass 
conservation can be expressed as  
   
  
  
     
  
                                                   (4.9) 
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The derivative of the square of the droplet diameter is constant, hence a linear variation of time 
and the square of the diameter of the droplet. The slope of this variation is defined as the 
evaporation constant : 
  
     
  
                                                      (4.10) 
Integrating equation (4.10), the droplet lifetime,   , the time it takes the droplet to evaporate 
completely, can found to be: 
     
                                                           (4.11) 
A general equation relating the variation of   with time  , known as the    law for droplet 
evaporation is given as  
         
                                                     (4.12) 
The mass transfer model from Turns [14] was used to compute the droplet life time for a 0.73mm 
ethanol droplet. The result was shown in a plot and compared with the experimental result by 
Yamashita et al. [29] . Discussion is given in a later chapter. 
In the next section, the burning rate constant of a fuel droplet is computed using the heat transfer 
model. The results are compared with the experimental result from Yamashita et al. [29]. 
 
4.2 Droplet Evaporation – Heat transfer model  
This model is very similar to the mass transfer model. The difference is that the evaporation 
process is completely dominated by heat transfer from the hot surrounding gas to the liquid 
droplet, rather than mass transfer of the droplet liquid vapor to the surrounding gas. This is a 
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reasonable approximation to make, putting into consideration the fact that in a combustion 
environment/ chamber, the temperature of the surrounding gases is very high, and the 
evaporation can be easily modeled mathematically.  
As stated earlier, knowledge of the mass flowrate of the droplet vapor is needed. Turns [14] 
made the following assumptions for simplification purpose: 
1. The droplet evaporates in a quiescent environment.  
2. Evaporation process is quasi-steady i.e. process is assumed to be in steady state. 
3. Fuel droplet is a single-component liquid with no solubility for gases. 
4. The droplet has uniform temperature with a value equal to the boiling point of the liquid. 
5. Binary diffusion is assumed. Two species are assumed to exist just beyond the droplet 
surface – fuel vapor and hot surrounding gases. Binary diffusion is said to occur when 
one species diffuses through the other without necessarily reacting with it.  
6. Rate of energy transport is equal to rate of mass transport i.e. Lewis number, Le =1. 
7. Thermophysical properties are constant. 
 
 
                        
Figure 4.3 (a) Schematic showing heat transfer (conduction) at the droplet surface 
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Figure 4.3 (b) Schematic showing heat transfer (conduction) in the droplet-gas-phase 
 
Mass conservation 
 ̇    ̇        
                                                        (4.13) 
 
Energy conservation 
 (  
  
  
)
  
 
 ̇   
   
  
  
                                                             (4.14) 
where  ̇ is the mass flowrate;  is the density droplet vapor;    is the flow velocity;   is the 
radius;     is the specific heat of the fuel vapor;   is the thermal conductivity of the droplet 
vapor and the reaction rate is assumed to be zero. Defining            for convenience, 
equation 4.14 may be written as  
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 (  
  
  
)
  
   ̇
  
  
                                                      (4.15)   
Equation 4.15 is solved with boundary conditions  
                                                         (4.16a) 
                                                            (4.16b) 
And thus T is given as      
     
                 ̇              ̇           
         ̇     
                             (4.17)       
From figure 4.3(b), considering droplet-gas-phase interface energy balance, heat is transferred 
from the hot surrounding gas to the droplet which is assumed to have uniform temperature. This 
heat energy subsequently vaporizes the fuel droplet surface. Neglecting convective and radiative 
effects, energy balance at this surface is given as: 
Rate of heat conducted   Rate of fuel evaporation i.e. 
 ̇      ̇(         )   ̇                                    (4.18) 
where  ̇     is the heat conduction rate;      is the enthalpy of the fuel vapor;      is the 
enthalpy of the fuel droplet and     is the enthalpy of vaporization of the fuel droplet. 
From Fourier’s law,  
          
   
  
|
  
  ̇                                                      (4.19) 
Differentiating equation 4.17, substituting the result into equation 4.19 and solving for ̇  ,  
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 ̇  
      
   
  [
             
   
  ]                                             (4.20) 
Defining    as, 
   
             
   
                                                      (4.21) 
Therefore equation 4.20 can be written as,  
 ̇  
      
   
  (    )                                                 (4.22) 
Similarly to equation 4.8, the droplet mass conservation is given as  
   
  
   ̇                                                             (4.23) 
Where       
   , substituting into the mass flow rate equation, equation 4.7 and 
expressing in terms of    rather than , the mass conservation can be expressed as  
   
  
  
   
     
  (    )                                                  (4.24) 
The derivative of the square of the droplet diameter is constant, hence a linear variation of time 
and the square of the diameter of the droplet. The slope of this variation is defined as the 
evaporation constant  : 
  
   
     
  (    )                                                   (4.25) 
Integrating equation 4.25, we can find the time it takes the droplet to evaporate completely. We 
find the droplet lifetime,    , to be 
     
                                                               (4.26) 
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And again, the general equation relating the variation of   with time  , the    law for droplet 
evaporation, is given as  
         
                                                    (4.27) 
 
The evaporation constant, , droplet lifetime ,   , and the  
  law equations – equation 4.25, 4.26 
and 4.27 – for the heat transfer model appears to be similar to that of the mass transfer 
evaporation model – equation 4.10, 4.11 and 4.12. Nonetheless they are different equations with 
different variables. Comparing the evaporation constant for the mass transfer evaporation model 
(equation 4.10) and the heat transfer evaporation model (equation 4.25), the transfer number for 
the mass transfer model,   , is entirely dependent on the mass fraction of the fuel vapor at the 
surface of the droplet and the ambient as seen in equation 4.6, while the heat transfer model 
transfer number,   , is a function of the heat transfer between the surface of the droplet and the 
ambient, as a result of their temperature difference, as seen in equation 4.21. Furthermore, the 
evaporation constant of the mass transfer evaporation model is proportional to the ratio of the 
diffusivity of the fuel droplet in the ambient and the density of the fuel droplet, while the 
evaporation constant of the heat transfer model is proportional to the ratio of the thermal 
conductivity of the fuel vapor and the product of the density of the fuel and the specific heat 
capacity of the fuel vapor. This difference in the evaporation constant computed, as a result of 
the different mechanism for these models, translates into the disparity between the droplet 
lifetime, the    square law of the mass transfer evaporation model and the droplet lifetime, the 
   law of the heat transfer evaporation model. Afterward, it will be seen in the result section, 
that the equations for the mass burning rate, evaporation constant, droplet lifetime and    law 
for both models do not accurately predict the physics of a burning fuel droplet. However, 
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understanding these models provides a foundation on which other more complex models can be 
built on. 
In the next section, a simple model is developed that takes into account the mechanism of both 
the mass transfer evaporation model and the heat transfer evaporation model.  
 
4.3 Simple Model of Burning droplet 
In this section, a single burning droplet in a non-convective atmosphere is analyzed. This model, 
unlike the mass diffusion and the heat transfer model, accounts for both heat and mass transfer 
effect, thus capturing the physics of the burning droplet problem better. Like the previous 
models, a steady-state, spherical symmetry of the droplet is assumed. A spherical flame zone is 
assumed to surround the droplet with a finite thickness. The thickness of the flame is assumed to 
be very small in comparison with the thickness of the droplet. A schematic of this model is 
shown in Figure 4.4. The radius of the droplet is   , with temperature   .    is the flame radius 
measured from the center of the droplet, with temperature   .    is the temperature of the 
ambient gases (oxygen and inert gases) at a large distance from the flame zone.  
When a single fuel droplet burns in air, the fuel at the surface of the droplet evaporates and 
diffuses to the flame zone. Similarly, surrounding oxygen diffuses towards the flame zone. The 
droplet evaporation rate/ burning rate is determined by the rate of heat transfer from the flame 
front to the fuel surface and the mass transfer rate of the fuel vapor to the flame zone.  Kuo [23] 
adopts the double-film model. Film I (inner region) separates the droplet surface from the flame 
front and film II (outer region) separates the flame front from the surrounding gas. It is assumed 
that there is uniform distribution of temperature within the droplet and the surface temperature is 
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Figure 4.4 Schematic diagram for burning droplet model 
 
slightly less than the temperature of the fuel droplet. In film I, heat is transferred from the flame 
front to the droplet surface where it vaporizes the fuel. It is assumed that the heat from the flame 
front raises the temperature of the fuel vapor to the flame temperature. In this region, fuel vapor 
and combustion products co-exist [14]. In film II, oxygen and combustion products exist, and 
diffuse to ambient air. Assumptions will be made in order to simplify our problem without 
changing the physics of the problem. 
Assumptions made for this model are listed as follows: 
1. Symmetric burning droplet, surrounded by symmetric diffusion flame, in a quiescent, 
infinite medium. 
2. Quasi-static burning process i.e. in any instant in time, process is in a steady state. 
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3. Fuel is single component with zero gas solubility. 
4. Uniform and constant pressure. Pressure is equal to ambient pressure. 
5. Gas phase consists of three species; fuel vapor, oxidizer and combustion products. 
6. Stoichiometric combustion reaction. 
7. Lewis number, Le=1. 
8. Thermal conductivity, Specific heat, density and mass diffusivity are all constants. 
9. Liquid fuel droplet is the only condensed phase: no soot or liquid water present. 
10. Reaction effects is negligible e.g. no fuel decomposition. 
The droplet mass burning rate is determined given the initial droplet size, ambient temperature 
and the oxidizer mass fraction. Expressions for the temperature and species profile are developed 
in order to calculate the flame radius, flame temperature and droplet surface temperature. These 
expressions needed were obtained from: 
a. Energy balance at droplet surface 
b. Energy balance at flame sheet 
c. Oxidizer distribution in outer region 
d. Fuel-vapor distribution in inner region 
e. Phase equilibrium at the liquid-vapor interface expressed (e.g. using Classius – 
Clapeyron  relationship) 
See Appendix C for full derivations of expressions. 
Mass conservation 
 ̇      ̇                                                          (4.13) 
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Species conservation 
Inner region: 
 ̇       
   
     
   
  
                                                (4.28)                             
Applying boundary conditions: 
                                                                  (4.29a) 
        (  )                                                          (4.29b) 
Equation (4.30) was obtained 
       
        ̇     
   (    ̇    )
                                             (4.30) 
Where           
                                                                                     (4.31) 
Outer region: 
 ̇       
   
     
    
  
                                          (4.32)    
With boundary conditions  
   (  )                                                            (4.33a) 
                                                            (4.33b) 
Applying the boundary conditions, equation (4.33a), to equation (4.33b), equation (4.34) is 
obtained                      
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   (    ̇    )                                                   (4.34) 
                                                                                       (4.35) 
Energy conservation 
Chemical reactions occur only at the boundary i.e. flame sheet, which implies the reaction rate 
term is zero inside and outside the flame. The Shvab-Zeldovich form of the energy equation is 
used. However, this time around radiation effect,  ̇  , is included.  
                                                                
 ̇   
   
  
  
  
 
  
(  
  
  
  
 ̇ 
 
)                                     (4.36a)                                                                                                                                                                  
Where  ̇      ̇  
   ,  ̇     ̇   
Defining      
   
    
 
                                                                
 
  
(  
  
  
  
 ̇ 
 
)      ̇ 
  
  
                                   (4.36b)                                                                                                                                                           
Boundary conditions: 
Inner region,         , 
                                                              (4.37a) 
 (  )                                                         (4.37b) 
Outer region,         , 
 (  )                                                         (4.37c)                                                 
                                                         (4.37d)                
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At the droplet surface: 
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At the flame sheet: 
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Therefore the solution to equation (4.36) applying the respective boundary conditions are: 
Inner region: 
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  (4.40)                               
 
Outer region:  
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                         (4.41)                                   
Energy balance at droplet surface: 
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                     (4.42)                
Energy balance at flame sheet: 
                    
   
   
[
(      )   (    ̇   )
   (    ̇    )    (    ̇    )
  
(      )   (    ̇   )
     (    ̇    )
]   
  ̇ 
 ̇    
        (4.43) 
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Liquid-Vapor Equilibrium: 
                                                            
               
                [              ]    
                    (4.44) 
The system of nonlinear equations is reduced by simultaneously solving equations 4.34, 4.42 and 
4.43. Before doing so, a computation of the radiation effect,   ̇   for the range of droplet size, less 
than 1mm, we are dealing with, proves to be very negligible. The magnitude ranges from      J 
(radiation effect from droplet surface, ethanol droplet in this case) to      J (radiation effect 
from flame). In view of this, the radiation effect terms will be dropped and our equations 
modified to reflect this. With this modification, our equations become very much the same with 
those derived by Turns [14]. 
Energy conservation: 
The Shvab-Zeldovich form of the energy equation is used as earlier in the evaporation model. 
 (  
  
  
)
  
    ̇ 
  
  
                                                 (4.15) 
Energy balance at the droplet surface: 
                                                   [      
   
  
]
  
   ̇ (        )                                   (4.45) 
and at the flame sheet: 
                                                 ̇             
   
  
|
  
 
       
   
  
|
  
 
                              (4.46) 
Solving the Shvab-Zeldovich equation (equation 4.15) using the respective boundary conditions 
(equations 4.37, 4.38),  
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Inner region: 
     
(     )        ̇               ̇                ̇     
        ̇              ̇     
                 (4.47)     
 
Outer region: 
     
(     )        ̇             ̇          
   (    ̇    )  
                        (4.48)     
Energy balance at droplet surface: 
   (     )
(        )
        ̇     
[        ̇         (    ̇    )]
                            (4.49) 
Energy balance at flame sheet: 
   
   
[
(     )   (    ̇    )
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(     )   (    ̇    )
[     (    ̇    )]
]                       (4.50) 
 
 
Liquid-Vapor Equilibrium: 
     
               
                [              ]    
                               (4.51) 
Solving these system of non-linear equations, 
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Mass burning rate 
                                                              ̇   
    
   
  (      )                                             (4.52) 
Where the transfer number,     , 
     
                
        
                                            (4.53) 
The flame temperature, 
   
        
        
[       ]                                       (4.54) 
Flame radius, 
     
  [     ]
  [       ]
                                               (4.55) 
 
4.4 Simple model of droplet burning in an electric field 
We will go further in our analysis to include the influence of an electric field on the combustion 
of a fuel droplet. When an electric field is applied to a droplet burning in a diffusion flame mode, 
the process is influenced by the field. The field induces movement of the ions generated in the 
flame. Consequently, the movement of the generated ions in the flame results in the movement 
of the neutral gas molecules surrounding the flame. This is due to the drag force induced on the 
molecules by the moving ions [30]. In our study, we are more concerned with the later effect i.e. 
the movement of the neutral gas molecules surrounding the flame. 
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                                                                        (a) 
 
 
                                                       (b) 
 
Figure 4.5 (a) Burning fuel droplet just after ignition, before the application of an electric field. 
(b) Movement of the flame ions influenced by the presence of an applied electric field 
 
The fundamental effect the electric field induces is the change of the velocities and normal 
‘thermal’ trajectories of the ions. This modification increases the velocity of the gases in the 
direction of the field [31]. The additional energy obtained by the ions from the field is lost to 
collision with neutral gas molecules. The collision could be either elastic or inelastic [31].  
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An inelastic collision occurs when the induced energy from the field is sufficiently high to cause 
secondary ionization or excite target molecules within any one of the other degrees of freedom 
available to them. This extra energy ends up being radiated out or converted to thermal energy. 
This type of collision does not contribute to a body force acting on the gas; however, secondary 
ionization may contribute indirectly by increasing ion concentration [31] . 
When the collision is elastic, the extra momentum obtained by the ions is conserved. It is this 
momentum that results to a body force acting on the gas [31]. It is reported that the effect of the 
force on the gas molecules is equally the same for both positively and negatively charged ions 
[32].  
The body force acting per unit volume of gas must be equal to the body force acting on the ions 
within it, assuming that the ions have attained equilibrium i.e. no acceleration of the ions [32].  
                                                                                ,                                              (4.56)                                                         
Where    force/unit volume of gas,           are the numbers of positive and negative charge 
carriers respectively, e is the charge of an electron and   is the local electric field strength. The 
above given body force only applies within the flame itself, in the thin chemi-ionization zone 
where charges of opposite polarity are generated and exist. The thin chemi-ionization region 
were charges of opposite polarity exist cannot contribute much to the body force on the gas. 
Much of the effect of the field is determined by occurrences between the flame and the electrode 
[31, 33]. 
For demonstration purpose, a simple one-dimensional system is considered with a thin ion source 
of thickness l, in between two parallel infinite planes as shown in Figure 4.6.  
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“In the absence of secondary ionization, 
      in region   
      in region   
since ion velocities are negligible in comparison with induced ion velocities even for small field” 
[31].    ,    , implies the body force acting on the flame is most probably a consequence of 
the events in the spaces between the flame and the electrodes.  
 
Figure 4.6 [31] 
Thus,  
                                                                     in region                                                (4.57a)                            
                                                                     in region                                                (4.57b)                                                    
The value of   and   varies along the distance from the flame to the electrode. Gauss’s law gives 
this variation and its relationship with the applied voltage [31], 
                                                   
  
  
                
   
   
                                           (4.58)                                           
where   is the perpendicular distance to the electrode and   is the applied voltage. 
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An important parameter in measuring the practical effect of the electric field on the flame is the 
number of ions flowing across a unit area parallel to the electrode, i.e. the current density. In the 
region between the flame and the electrode where no ion is generated, the current density must 
be constant at steady state [33], 
                                                                             in region a                                     (4.59a)                            
                                                                              in region b                                    (4.59b)                            
Where   is the ionic mobility and the field is not greater than 3 x 104 V/cm times the pressure in 
atmospheres [32]. Substituting into equation 4.57 implies that, 
                                                                                                                                    (4.60) 
It is noted that the model for a simple burning droplet is applicable in a non-convective 
environment and stagnant environment. Stagnant implies no relative velocity between the droplet 
and the free stream, and no buoyancy [33]. With the application of an electric field, the resulting 
‘ionic wind’ provides the needed convection for combustion of the fuel droplet. In incorporating 
convective effect, due to the ionic wind, into the simple burning droplet burning model, the 
chemical engineering film theory as recommended by Turns [14] is adopted. The film radii are 
given by  
                                                                       
  
  
  
  
    
                                                      (4.61a) 
                                                                        
  
  
  
  
    
                                                       (4.61b) 
where    and    are the film thickness based on heat and mass transfer respectively. They are 
defined in terms of the Nusselt number,  , and the Sherwood number,   . In physical terms, 
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the Nusselt number is the dimensionless temperature gradient at the droplet surface and the 
Sherwood number is the dimensionless concentration (mass fraction) gradient at the surface. 
Faeth [34] synthesized a correlation which computes the Nusselt number at low and high 
Reynolds’s numbers            
                                                             
                
[        (       ) ]
                                           (4.62) 
The effect of the ionic wind is observed more in the outer region, so we chose to begin from 
there. Equation 4.34 is modified mathematically with the film-theory boundary condition for 
species conservation, equation 4.63 
                                                                                                                                      (4.63)     
                                                    
   [    ̇ [           ] ]
   (    ̇    )
  
   
 
                                      (4.64) 
The film-theory boundary condition for energy conservation 
                                                                                                                                      (4.65) 
is applied to equation 4.15 to obtain the temperature profile in the outer region: 
                 
[(     )        ̇           (    ̇    )            ̇             ]
[   (    ̇    )         ̇             ]
                 (4.66) 
In the Inner region,        , we apply the boundary conditions: 
                                                              (4.67a) 
  (  )                                                          (4.67b) 
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to obtain a temperature profile given as 
                 
[(     )        ̇                ̇                    (    ̇    )]
[   (    ̇           ⁄ )    (    ̇    )]
                    (4.68) 
Substituting equation 4.66 into equation 4.39 and evaluating, we obtain  
                    
   
   
[
(     )   (    ̇    )
   (    ̇    )         ̇     
                                                                         (4.69) 
                                                             
(     )   (    ̇    )
   (    ̇    )         ̇             
]       
Solving equations (71) and (84) with an assumed value of         , we can obtain 
                                                 ̇    
        
   
   [  
                
        
]                               (4.70) 
                                                        
    ̇ 
  {
 
   
   [    ̇ 〈           〉 ]}
                                    (4.71) 
Comparing these expressions (equation 4.66, 4.68, 4.70 and 4.71) and their equivalent from the 
simple burning droplet model without an electric field (equations 4.47, 4.48, 4.52 and 4.55), their 
differences are due to the appearance of the Nusselt number and the Sherwood number in these 
expressions. These numbers capture the effect of the externally applied electric field on the 
combustion of the fuel droplet, modifying the temperature profile of the inner and outer region of 
the fuel droplet, the mass burning rate of the fuel droplet and the flame radius. Equation 4.70 
computes the new mass burning rate as a result of the electric field. This is then used to calculate 
the evaporation constant and substituted into the    law to obtain the squared diameter droplet 
time plot to be shown in a later chapter of this work.  
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Chapter 5 – Modification of Electrode Configuration 
In the previous section, we established the fact that the influence of an electric field on a droplet 
burning in a diffusion flame can be measured via the burning rate of the droplet.  The field 
creates a convective effect around the burning droplet as a result of the ionic wind being induced 
by the electric field, which then increases the burning rate of the droplet. From equation 4.60, the 
force, due to the electric field, producing this ionic wind, can be calculated with knowledge of 
the current density. The magnitude of the velocity of the ionic wind generated by this force can 
also be calculated. Weinberg [32] reported that the magnitude of the velocity depends on the 
current density (since it is a result of the force induced by the electric field) and also the 
aerodynamics of the system.  
In the past, most investigation on the effect of electric field on flame and combustion have been 
based on a plane parallel electrode geometry with the flame sandwiched in between them, as 
shown in figure 4.6. Accurate physical measurement of the electric field has been reported by 
Cecelja et al. [35] to be problematic, as the measuring probe modifies the electric field. Hence no 
clear justification for this configuration has been found. In this section, different electrode 
configuration is examined. The electric field produced by these configurations and their possible 
effect on the magnitude of the ionic wind velocity is compared and assessed.  
Furthermore, the magnitude of the ionic wind generated for some electrode configurations has 
been reported, which is discussed later in this section. When the magnitude of the wind velocity 
is known, the Reynolds number of the flow can be determined. Thus the effect on combustion 
can be predicted by the appropriate modification of the relevant equation with the convective 
effect due to the ionic wind.  
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By examining the reported and derived wind velocity equations (stated later in this section), it is 
observed that the magnitude of the velocity is dependent on the value of the current density,  , 
with the other factors usually constant. The value of the current density is dependent on [32]: 
a. The finite rate of generation of ion in the flame zone 
b. Space charge in the electrode region, and is largely independent of the ion source 
Not much can be done to modify the former, the finite rate of ion generation in the flame, since it 
is a flame parameter. The second determining factor occurs when the field becomes so large 
(values vary with flames) that ion energies are sufficient to cause secondary collision with other 
species. This consequently reduces the wind velocity in two ways: 
I. The secondary ions tend to neutralize those from the reaction zone 
II. Loss of energy of ions in other forms other than momentum 
To maximize current density, within safe limits i.e. avoiding secondary ionization and electric 
field breakdown, divergence of the electric field lines is explored. This can be achieved by 
geometric modification of the electrodes.  Figure 5.1, shows some of the electrode configurations 
to be studied. Figure 5.1a is the prevalent plane parallel electrode configuration. Figure 5.1b and 
figure 5.1c are a divergent electrode and a convergent electrode. Others to be considered include 
cylindrical electrode, elliptical electrode, spherical electrode and an ellipsoidal electrode. 
Not so much advancement has been made in modeling the electric field in the presence a flame 
due to the complexities involved in the analysis. This is because it has been observed 
experimentally, that the electric field is modified by the presence of the flame. Lawton et al. [13] 
reports the flame as being conductive of electricity. The coupling of the flame and the electric 
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field requires a combination of computational fluid dynamics, a chemical kinetics mechanism 
which includes ions and an electric field modeling program.  Yamashita et al. [29], Pederson et 
al. [36] and  Papac et al. [37] have done some work in developing one. However, they still fall 
short of predicting the exact amount of ions generated in the flame and their location. Due to this 
complexity in the modeling of electric field in the presence of flame, the field in the absence of 
flame is modeled for this study. However, later in this chapter, analytical solutions developed to 
predict the electric field in the presence of flame is looked at.  
Gauss’s law in S.I. unit gives the electric field between electrodes, arising from a potential 
difference between them and the space charge distribution between them. 
     
 
 
                                                           (5.1a) 
                                                                 (5.1b) 
Where    is the del operator used to express the divergence of a vector;   is the electric field 
strength;    is the charge density;   is the permittivity which is a product of the permittivity of 
free space,              
         , and the relative permittivity,   .  
                                                                    (5.2) 
where   is the electric potential, this is substituted into the equation to give the Poisson’s 
equation, 
     
 
 
                                                             (5.3) 
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Electric field was modeled using COMSOL[38] and FEMM[39] and their results compared. 
Since the electric field is to be modeled in the absence of flame, the charge density,  , is 
assumed to be zero thus reducing the Poisson equation, equation to a Laplace equation, equation. 
                                                                 (5.4) 
 COMSOL[38] and FEMM[39] solve the Laplacian equation for the electric potential using finite 
element method. The electric field and flux is then computed. The models are created in 2-D 
with the electrodes kept 6cm apart, comparable to what has been observed in literature. The 
electrodes are kept at 10kV and -10kV. 10kV is just an arbitrary voltage choice, expected to 
produce a field below breakdown voltage, 30kV/m. Space between electrode is assumed to be 
filled with air, hence the relative permittivity,        
Figure 5.2 and figure 5.4 show the electric field around some of the electrode configuration 
investigated in this study. The line of the field direction was shown using arrows and the 
streamline plots. As expected the field is directed from the electrode at positive potential (10kV) 
to the electrode at negative potential (-10kV). 
For the configurations shown in Figure 5.1, Weinberg and Payne [32, 33] gave the ionic wind 
velocity at the electrode as  
                                                                         [
  
   
]
  
                                                      (5.5)         
where   is the wind velocity;   is the distance between the electrode and the flame;   is the 
current density;   is the ionic mobility and   is the density of the gas.                 
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(a) 
 
 
 
(b) 
 
 
(c) 
Figure 5.1 Schematic of electrode configurations (a) Plane electrodes (b) Divergent electrodes 
(c) Convergent electrodes 
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For a cylindrical configuration, where a cylindrical flame of radius    is burning between two 
cylindrical electrodes as shown in figure 5.3a, the magnitude of the ionic wind velocity is given 
as [32]: 
                                                             [
  
    
        ]
   
                                             (5.6) 
Where    is the current per unit length;   is the radius, measured outward from the flame to the 
electrode;    is the radius of the flame. 
A new configuration is again looked at, an elliptical configuration. This has a similar set up as 
the cylindrical system, but with the outer electrode being elliptical. See Figure 5.3b 
 
 
  
(a) 
 
Figure 5.2 Electric field (V/m) plots around electrode plates at 10kV and -10kV potential (a) 
Plane electrode (b) Divergent electrode (c) Convergent electrode 
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(b) 
 
 
     
(c) 
 
Figure 5.2 Continued 
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(a) 
 
 
 
           
 
(b) 
 
Figure 5.3 Schematic of axial electrode (a) Cylindrical electrode configuration (b) Elliptical 
electrode configuration 
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(a) 
 
                        
(b) 
Figure 5.4 Electric field (V/m) plots around co-axial electrode plates at 10kV and -10kv potential 
respectively (a) Cylindrical electrode configuration (b) Elliptical electrode configuration 
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The magnitude of the ionic wind velocity for this configuration has been shown to be: 
                                                              [
  
     
        ]
   
                                        (5.7) 
Where  
                                                  (√                   ) (   
 
√     
)      
A spherically symmetrical system is based on an assumption that gas entrained by an ionic wind, 
as well as the reactants can be supplied through tubes crossing the outer electrode, without 
destroying the symmetry of the system. The magnitude of the ionic wind velocity is given as 
[32]: 
                                                                     [
   
    
(
    
  
)]
   
                                                (5.8) 
where the other symbols remain as before and     is the total current. 
The computed field strength for the various models is then used to predict the current density, 
which is the principal unknown [32], using equation 4.59 and the respective expected ionic wind 
velocity magnitudes calculated for these models. The results are discussed in the next chapter. 
Once the magnitude of the ionic wind velocities are known, its effect on the combustion on fuel 
droplets an then be predicted.  
Furthermore, analytical electric field strength, with the effect of the electric field from the 
diffusion flame around the droplet included, for various configurations was derived (see 
Appendix G) using Gauss’s law for one dimension in Gaussian unit 
                                                                     (5.9) 
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where   is the electric field strength in statvolt/cm and   is the space charge in 
statcoulombs/cm
3
. The statvolt is an electrostatic unit of electromotive force or potential 
difference, approximately equal to the potential difference that will cause a current of one 
statampere to flow through a conductor with a resistance of one statohm. The statcoulombs, also 
an electrostatic unit is a quantity of electricity, equivalent to                coulomb and 
equal to the quantity of charge transferred in one second across a conductor in which there is a 
constant current of one statampere. The statampere is a unit of current equivalent to         
       ampere and equal to the current produced by an electromotive force of one statvolt acting 
through a resistance of one statohm[40]. 
For a parallel plane plate (one-dimensional system): 
      
                                                        (5.10) 
where    is the electric field at the flame zone and all other symbols remain the same as earlier – 
however,   is in statamp/cm2,   in cm and   in cm2/ statvolts-seconds. 
Cylindrical Configuration: 
    
  
   
[  (
  
 
)
 
]                                               (5.11) 
where    and   are in cm;    is in statamp/cm
2
. 
Elliptical configuration: 
       [  (
  
 
)
 
]    (√                   ) (   
 
√     
)⁄        (5.12) 
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Spherical system: 
    
   
    
[  (
  
 
)
 
]                                                  (5.13) 
where     is in statamp. 
Again as earlier noted for the ionic wind velocity equations, the primary unknown here is the 
current.  Hence the accuracy of the analytical solution is reliant on the right measurement or 
choice of value of the current density. Reported values from literature are used to compute the 
electric field from these equations (equation 5.10 – 5.13) and the results discussed in the next 
chapter.  
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Chapter 6 – Results and Discussion 
In this section, results from analyses carried out in the previous sections are shown and 
discussed. The models (Mass transfer evaporation model, heat transfer evaporation model and 
the simple burning droplet model) studied for predicting the droplet lifetime of a burning droplet 
in a diffusion flame are compared. As earlier discussed, the physics of a burning fuel droplet is 
best captured by a model that embraces both the mass transfer and heat transfer effect. The 
simple burning droplet model incorporates both mechanism of droplet evaporation, thus it is 
expected to predict more accurately the droplet evaporation lifetime. Results from these models 
are also compared with experimental result reported in literature.  
Having established the validity of the simple droplet model, appropriate modification was made 
to the model, as discussed previously, to include the effect of the electric field. The primary 
effect of the electric field as stated earlier, is the convective effect on the burning droplet 
resulting from the ionic wind created by the interaction of electric field and the ions generated in 
the flame.  Results from this analysis are compared with published results from experimental and 
simulation studies. Parameters used in this analysis are presented in Table 6.1. 
The equation for the magnitude of the ionic wind velocities of different electrode configuration 
was given earlier. It can be seen that the ionic wind velocity is a function of the current density 
and the geometry (aerodynamic property) of the electrode investigated. The current densities, the 
primary unknowns, for different electrode configuration were calculated using the computed 
values of field strengths from COMSOL[38] and FEMM[39]. Since similar values were obtained 
from both programs and analytical calculation, the rest of the analysis reported here were done 
using values, where needed, from COMSOL[38] (See Appendix D). The current densities were 
57 
 
predicted for plane, divergent, convergent, elliptical and cylindrical electrode. The resulting ionic 
wind velocities were also calculated. Results were shown in plots to be presented in this section. 
Analytical solution for burning droplet sandwiched between different electrode configuration – 
plane, cylindrical, elliptical and spherical – is also presented in this section. As discussed 
formerly, the results reported here are good to the extent of the choice of current density used in 
the analysis. 
Table 6.1 Table shows parameters used in analysis of the electric field effect on a fuel droplet 
 
Parameters 
 
Source 
Droplet diameter:                  0.73mm 
Fuel:                                      Ethanol 
Electrode distance:                5cm 
Electric field:                         4.5kV/cm 
Ambient pressure:                  1atm 
Positive ion:                             O
  
Number of ions:                              io s c   
Ionic mobility:                                    V s  
Reaction:                                   O         O      N   
           O      O       N  
[29] 
[29] 
[29] 
[29] 
[29, 37] 
[25, 29, 37] 
[29, 37] 
[37] 
[14, 29] 
 
Figure 6.1 shows the variation of the squared droplet diameter with time without the presence of 
an electric field. As seen, the squared droplet shows a linear decrement with time for all the 
models and in agreement with the experimental report of Yamashita. However, there is a large 
variation in the burning rate constant for these models with the experimental result reported. 
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Yamashita[29] reported a burning rate constant of 0.597mm
2
/s. 14.910mm
2
/s, 1.380mm
2
/s and 
0.612mm
2
/s were observed for the heat model, mass transfer model and simple burning droplet 
model respectively. There was a very good agreement of the simple burning model with 
Yamashita’s experiment. The disparity observed with the other models can be explained as a 
result of some of the questionable assumptions made. The mass transfer model assumes that the 
burning rate constant was entirely dependent on mass transfer. While this assumption may hold 
true for droplet at room temperature undergoing purely evaporation, it does not appear to hold 
for a burning droplet. The heat transfer model assumes the burning rate is entirely dependent on 
heat transfer. Yes, it is true that burning rate depends on heat transfer, but it does not depend 
solely on it.  
           
Figure 6.1 Time history of squared droplet diameter (Equation 4.12). Heat transfer evaporation 
model, Mass transfer evaporation model and simple burning droplet model compared with 
experimental result from Yamashita et al.[29] 
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Figure 6.2 Temperature profile of the inner region of the simple burning droplet model (Equation 
4.47). 
 
      
Figure 6.3 Temperature profile of the outer region of the simple burning droplet model (Equation 
4.48). 
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Figure 6.2 shows a variation of the temperature with the distance from the burning droplet 
surface to the flame front. This distance has been referred to as the inner region.  The 
temperature increases gradually from the temperature of the surface of the droplet, about 351k, 
the boiling point of ethanol droplet to about 2100K, the ethanol flame temperature. Figure 6.3 
shows the variation of the temperature with distance from the flame zone to the immediate 
ambient, i.e. the outer region. The temperature decreases monotonically from the temperature of 
the flame, 2100K, to the surrounding temperature. This steady decrease is due to the loss of heat 
to the surroundings by convection.  
 
 
Figure 6.4 Time history of squared droplet diameter under an electric field of 4.5KV/cm 
(Equation 4.12). Simple droplet burning model compared with experimental and simulation 
result from Yamashita et al.[29] 
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The variation of the squared droplet diameter with time under an electric field of 4.5KV/cm is 
shown in Figure 6.4. Experimental and simulation result from Yamashita are compared with the 
simple droplet burning model. As expected the droplet diameter decreases with time. 
0.602mm
2
/s, 0.532mm
2
/s and 0.724mm
2/s are the burning rate of Yamashita’s experimental, 
Yamashita’s simulation and the simple burning droplet model respectively. The variation in the 
burning rate constants can be due to some of the assumptions adopted. It was assumed that the 
temperature of the surface of the burning droplet was equal to the boiling temperature of ethanol. 
However Figure 6.7, as reported by Yamashita et al. [29], shows that there is an initial heat-up 
period of the droplet surface after ignition before it attains the boiling temperature of ethanol. 
Furthermore, the initial heat-up of the droplet causes an initial expansion of the droplet, 
volumetric expansion, which is not accounted for in the simple burning droplet model. The 
variation in the state and properties of our droplet also explains the variation in the burning 
droplet constants. 
Figure 6.5 and Figure 6.6, compares the variation of the temperature in the inner and outer region 
respectively of the burning droplet with and without the presence of an electric field. In the inner 
region, the presence of the electric field shrinks the radius of the region while the maximum 
temperature, flame temperature, was approximately the same. This reduction in the radius of the 
inner region is due to the diffusion away of neutral gas molecules from this region as a result of 
the ionic wind induced around the flame by the presence of the electric field. The temperature 
variation in the outer region follows the same trend as with and without an electric field. 
However, due to ionic wind induced by the electric field, the convective heat loss to the ambient 
occurs more rapidly compared to that detected when an electric field is absent. Consequently, the 
lower temperature observed when an electric field is applied. 
62 
 
 
Figure 6.5 Temperature profile of the inner region of the simple burning droplet model with 
(Equation 4.68) and without (Equation 4.47) an electric field compared.  
 
Figure 6.6 Temperature profile of the outer region of the simple burning droplet model with 
(Equation 4.66) and without (Equation 4.48) an electric field compared. 
0 0.5 1 1.5 2 2.5 3 3.5
0
500
1000
1500
2000
2500
Inner region
Radius (mm)
T
em
p
er
at
u
re
 (
K
)
 
 
Without electric field
With electric field
2115K
351.5K
2130K
2 4 6 8 10
600
800
1000
1200
1400
1600
1800
2000
2200
Outer region
Radius (mm)
T
em
p
er
at
u
re
 (
K
)
 
 
Without electric field
With electric field
2115K2130
659.2K
936.3K
63 
 
Yamashita[29] reports that after ignition, the droplet experiences a heat-up period for about 0.3s. 
During this period, the droplet temperature increases until it attains the boiling point of the 
droplet. Figure 6.7 shows the increment of the droplet with time during the heat-up time. 
 
Figure 6.7 Time history of droplet temperature[29] 
 
Figure 6.8 illustrates the variation of the electric field strength with cross-sectional length at the 
middle distance between the electrodes, placed at 10kV and -10kV potential respectively. The 
electric field strength is strongest at the midpoint of the cross-sectional distance where there 
appears to be the maximum number of field lines running through. The plane electrode 
configuration showed the highest field strength at this location (where the droplet for 
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– 3.10kV/cm compared to 1.19kV/cm – 2.34kV/cm (divergent electrode) and 1.64kV/cm – 
3.05kV/cm (convergent electrode), thus providing a more uniform electric field.   
Figure 6.9 shows the variation of the electric field with distance from one electrode to the other. 
From theory, the electric field strength is inversely proportional to distance. Hence the field 
strength tends to decrease away from the location of the charged electrodes. The plane electrode 
showed maximum field strength (3.59kV/cm) at the plates and then decreases gradually to a 
minimum (3.10kV/cm) midway between the electrodes. The divergent electrode follows a 
similar trend to that of the plane electrode but with a much steeper gradient – strongest field 
strength of 5.27kV/cm at the electrodes and the weakest field (2.34kV/cm) at mid distance 
between both electrodes. The strong field reported at the divergent electrode is due to the 
concentration of electric field lines as a result of the geometry of the electrode. At midway 
between the divergent electrodes, the field decreases to a minimum as expected from theory and 
further decreases due to lower electric field line concentration. This is because the electric field 
lines are diverged away as a result of the geometry of the electrode. The convergent electrode 
shows a somewhat different profile. It increases from the electrode to a maximum (3.60kV/cm) 
about a centimeter away from the electrode and then decreases gradually to a minimum 
(3.04kV/cm) at the mid-distance between the electrodes. The maximum field strength 
experienced about a centimeter away from the electrode is due to concentration of electric field 
lines as a result of the curvature of the electrode – the curvature of the electrodes focuses the 
electric field lines. Comparing these – electrodes, the plane electrode provides a more uniform 
electric field, which is desired, and the strongest magnitude of electric field at the likely location 
of the fuel droplet. This confirms its widespread use compared to the others – divergent and 
convergent electrodes. 
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Figure 6.8 Variation of the electric field (Equation 5.2) across the cross-section of the parallel 
area mid-distance between the electrodes for different configurations – plane, convergent and 
divergent. 
 
Figure 6.9 Variation of the electric field (Equation 5.2) with distance between the electrodes for 
different configurations – plane, convergent and divergent. 
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Figure 6.10 Electric field (Equation 5.2) as a function of radii distance between electrodes – 
cylindrical and elliptical co-axial electrodes. 
        
Figure 6.11 Comparison of the electric field distance between electrodes for various 
configurations. 
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Figure 6.10 shows the variation electric field with radii distances from the inner cylindrical 
electrode to the outer electrode – cylindrical or elliptical. The configuration with an outer 
elliptical electrode produced higher field strength, 25.64kV/cm, at the inner electrode with a 
gradual decrease to a much lower field strength, 1.01kV/cm, at the surface of the elliptical 
electrode. On the other hand, the co-axial cylindrical electrode had field strength of 20.16kV/cm 
at the inner electrode, then decreases steadily to about 2.94kV/cm at the outer cylindrical 
electrode. This electric field distribution was taken on the major axis of the elliptical electrode to 
maintain equal distances between electrodes for both configurations. The differences in the field 
strength recorded at the inner and outer electrode for these configurations can be explained by 
the fact that the curvature of the elliptical electrode focuses the field lines away from its surface 
onto the surface of the inner (cylindrical) electrode, thus producing a much higher strength at the 
inner electrode than its counterpart (cylindrical outer electrode configuration). This also explains 
the lower field values observed at the surface of the elliptical electrode compared to the outer 
cylindrical electrode.  
Figures 6.11 compares the electric field variation for different electrode configuration. The 
elliptical and the cylindrical electrode configurations clearly produced the largest electric field 
strength for a fixed electric potential (in this case 10kV). The co-axial electrode configuration – 
elliptical and cylindrical – clearly had the advantage of producing a stronger electric field for a 
given voltage. However, a larger variation was observed in the electric field strength moving 
from the inner electrode to the outer electrode. Interestingly, the lowest field strength at the 
electrode was recorded for the elliptical configuration. The other configurations, plane, 
convergent and divergent electrode, produced a more uniform electric field across them, which is 
desired.  
68 
 
          
Figure 6.12 Current density (Equation 4.59) profiles with distances from the electrode for 
different configurations – plane, convergent and divergent. 
    
Figure 6.13 Variation of the current density (Equation 4.59) with distance from the inner 
electrode to the outer electrode for different configuration – cylindrical and elliptical. 
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From equation 4.59, the current density is a function of the charge density, electric field and the 
ionic mobility. A source of ions was assumed and values from literature as shown in Table 6.1 
and the already computed electric field strength used to calculate the current densities. The 
variation of the current density with distance from electrodes is shown in Figure 6.12 and Figure 
6.13. As expected, the current density follows a similar trend as the electric field strength. Higher 
current densities were observed at sites were the electric field strength was stronger and lower 
current densities at the corresponding weaker field locations.  
Figure 6.14 and Figure 6.15 illustrates the variation of the magnitude of the ionic wind velocities 
with distance from the electrodes for the different electrode configurations. It is known that the 
magnitude of the ionic wind is dependent on both the magnitude of the current densities and the 
aerodynamic property (i.e. the geometry) of the electrode configuration. The ionic wind 
velocities increase with electric field from the location of the assumed ion source, at mid-
distance between electrodes, to the electrode surface, for the plane, convergent and divergent 
electrode configurations. This is so because as the electric field strength increases, the drift 
velocities of the ions increases, consequently leading to more elastic collisions with neutral gas 
molecules in the path of the ions. On the other hand, a different profile was observed for the 
cylindrical and elliptical configurations. The ionic wind velocity of the elliptical configuration 
increases from the assumed flame location to a maximum value, 36 cm/s, about 1.1cm away 
from the inner electrode and then decreases. The magnitude of the ionic wind increases from the 
assume flame location to a possible maximum at the external electrode. As shown in Figure 6.11, 
the strongest electric field was observed at the inner electrode for the co-axial configuration. 
However, the inner electrodes in these configurations were embedded in the flame/ droplet. 
Hence, an ionic wind is not considered at this location.  The deviation in the trend of the co-axial 
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configuration from the other configurations already discussed can be explained by the effect of 
aerodynamic property (geometry) of these configurations. As stated earlier, the magnitude of the 
ionic wind velocity is also a function of the aerodynamic property of the electrode configuration. 
The co-axial configuration, as can be observed from their schematics, provide more restricted 
space for neutral gas molecules compared to the other electrode configuration discussed, thus 
reducing their motion and therefore their computed ionic wind velocities. The effect of the 
geometry of the electrode influencing the magnitude of the wind is further seen in the lower ionic 
wind velocity recorded at the outer elliptical electrode as compared with the calculated value at 
the outer electrode of the cylindrical configuration.  
 
      
Figure 6.14 Magnitude of Ionic wind velocities (Equation 5.5) compared for different electrode 
configuration – Plane, convergent and divergent. 
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Figure 6.15 Magnitude of Ionic wind velocities compared for different electrode configuration at 
distances – cylindrical (Equation 5.6) and elliptical (Equation 5.7). 
 
        
Figure 6.16 Ionic wind velocities compared for different electrode configuration 
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Figure 6.16 compares the magnitude of the velocities of the various electrode configurations 
discussed so far. It shows Figure 6.14 and Figure 6.15 on a single plot.  As already discussed, 
from Figure 6.14 and Figure 6.15, the maximum ionic wind velocity, 64.3cm/s was found at the 
divergent electrode and the minimum ionic wind velocity, 21.3cm/s, at 0.1cm away from the 
inner electrode in the cylindrical electrode configuration. 
 
Figure 6.17 Shows the variation of the ionic wind velocity with current density and distances 
from electrodes 
Figure 6.17 is an illustration of the variation of the ionic wind velocities with the current 
densities at different locations from the electrodes. As earlier seen, the divergent configuration 
had the maximum ionic wind velocity. This was due to the higher current density for this 
configuration as was anticipated from the one-dimensional ionic velocity formulation (Equation 
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5.5). Hence, with a high current density and less resistance to movement of neutral gas molecules 
from the geometry of the electrode configuration, higher ionic wind velocity can be achieved.  
 
The electric field for the various configurations was plotted (using the earlier derived analytical 
formulations – Equations 5.10 – 5.13) as shown in Figure 6.18 and Figure 6.19. It can be seen 
clearly that the electric field increases from the flame to the maximum at the electrode were 
breakdown can occur. The electric field in the plane electrode configuration increases faster with 
flame/electrode distance compared to the other configuration. 
The values obtained for the elliptical system coincides exactly with values from the cylindrical 
system differing only slightly as we move from the major axis of the ellipse to its minor axis. On 
the axes shown on this plot the maximum electric field strength reported were 15.6KV/cm and 
16.3KV/cm for the elliptical and cylindrical system respectively. The elliptical system shows the 
same behavior as exhibited by the cylindrical system. Again, this is so because a constant current 
density value was used in this calculation. The same current density value is not to be expected 
in reality as already shown in Figure 6.13.  
As earlier pointed out, the analytical equations derived for the electric field strength for various 
electrode configurations, with a burning droplet present, require the use of experimentally 
measured parameters for accurate determination or prediction of the behavior of the field around 
the droplet. For the field strength to be determined using these formulation (equation 5.10 – 
5.13), the current density has to be known. Similarly, if the electric field strength is known, the 
current densities can be determined through these equations. It was already pointed out earlier 
from literature, that accurate measurement of the electric field experimentally can be a daunting 
task to take on, as the probes used for such measurement has been reported to distort the field 
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pattern [35]. Furthermore, the significant difference in the trend observed in Figure 6.18 from the 
analytical equations derived to that shown in Figure 6.9 and Figure 6.10 for the simulated field 
stems from the assumption made in the derivations. In the analytical equations derived, it was 
assumed that there was zero potential at the flame and hence the electric field was also zero at 
this point. Thus the field was predicted to rise steadily from zero at the flame front to a 
maximum at the surface of the electrode were the electric potential was at the highest.  
 
Figure 6.18 Variation of electric field with distance between flame and electrode 
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Figure 6.19 Variation of electric field with distance between flame and electrode – cylindrical 
and elliptical system (field computed with radius of ellipse located at 18
o
 from its major axis). 
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Chapter 7 – Summary, Conclusion and Recommendation 
7.1 Conclusion and Recommendation 
In this study, the influence of an electric field on the on the combustion of fuel droplets was 
investigated. The objective was to gain better understanding of the combustion of fuel droplets, 
understand the physics behind the effect of an applied electric field on the combustion of fuel 
droplets and to improve the combustion efficiency of fuel droplets by the application of such a 
field. Furthermore, the effect of various electrode configurations on the electric field was also 
investigated. The findings of this study are as follows: 
1. Heat transfer evaporation model, mass transfer evaporation and a simple burning droplet 
evaporation model was studied. These models were used to analyze a stationary ethanol 
droplet of 0.73mm diameter. The time droplet lifetime profile was plotted and compared 
with result from a similar experimental work. Yamashita reported a burning rate constant 
of 0.597mm
2
/s. 14.910mm
2
/s, 1.380mm
2
/s and 0.612mm
2
/s were observed for the heat 
transfer evaporation model, mass transfer evaporation model and simple burning droplet 
model respectively. The results clearly show that the mass transfer evaporation model 
and the heat transfer evaporation model do not entirely capture the physics of the burning 
droplet. On the other hand, the simple burning droplet model was in good agreement with 
the experimental result. 
 
2. Having established the validity of the simple burning droplet model, an electric field of 
4.5kV/cm was applied around the stationary ethanol fuel droplet. The double film theory 
adopted in developing the simple burning droplet model was modified using the Nusselt 
number and the Sherwood number to define a new radii for the inner and the outer 
77 
 
region. This was done to capture the convective effect from the developing ionic wind. 
The result showed an increment in the burning rate constant of the ethanol droplet from 
0.612mm
2
/s in the absence of an electric field to 0.724mm
2
/s i.e. an 18.3% increment in 
the burning rate constant of the ethanol droplet. However, the result compared to 
experimental and simulation work done by Yamashita shows some disparity – the 
disparity maybe due to changing ambient conditions. Also, the assumption of constant 
surface temperature of the burning droplet could be a factor. 
 
3. The parallel plane electrode configuration has been widely used in similar works in the 
past without any clear validation for their preference. Modified configurations- divergent 
and convergent electrode configuration was looked at. It was found that although the 
plane electrode does not produce the strongest field strength value, it produced a more 
consistent and uniform electric field around the space where the droplet is located, which 
is desired. This may explain its use in experiments reported in literature. Nevertheless, it 
is not evident that a uniform electric field around the droplet leads to more improved 
combustion, and hence higher fuel efficiency. 
 
4. In an attempt to increase the magnitude of the velocity of the ionic wind using less 
voltage, different electrode configurations were explored – plane, convergent, divergent, 
cylindrical and elliptical. Co-axial configurations – cylindrical and elliptical electrode 
configurations, produced the stronger fields for a given electrode potential. However this 
did not necessarily translate to larger ionic wind velocities. This is because the magnitude 
of the ionic wind velocity is not just a function of the current density, which is a function 
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of the electric field strength. But it is also dependent on the aerodynamics of the electrode 
configurations. The plane electrode provided a more uniform ionic velocity variation with 
distance from the electrode. The highest velocity though was obtained from the divergent 
electrode configuration.  
 
5. An analytical formulation for the burning droplet in an electric field for different 
electrode configurations – plane, cylindrical, elliptical and spherical – was derived. This 
was consistent with published formulation from Weinberg. However, it is observed that 
results from these formulations are accurate to the extent of the values used for the 
current density, which is the primary unknown.  
 
7.2 Recommendations for Future work 
In the light of limited experimental work done in this area, more experimental studies are 
required to gain even more in depth knowledge about the physics of this problem. Furthermore, 
most of the studies (experimental and theoretical) available in literature so far has been focused 
on electric field from DC current. It would be useful to investigate the effect of the field from an 
AC current on the combustion of fuel droplets.  
It is known that NOx formation thrives at high temperature. As reported in this work, a lower 
temperature profile (Figure 6.6) was observed at the outer region of the burning droplet when an 
electric field was applied. An in depth study needs to be carried to explore the possibility of 
reducing NOx formation via the application of an electric field. 
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To our knowledge, no experimental work has been done on the effect of modifying the electrode 
configurations. Experimental work is suggested to validate some of the results obtained from the 
electrode modification analyses performed in this study. 
Furthermore, the effects of higher ionic winds velocities attained with divergent configuration 
(Figure 6.16) merit further scrutiny. 
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Appendix A 
Amount (dollars) saved by improving the combustion efficiency of diesel in a DI engine by 
1%. 
The measure of an engine’s efficiency, called the fuel efficiency,   , is given as [41]: 
   
 
       
      
Where   is the indicated work per cycle,    is the volume of the fuel and     is the heating 
value of the fuel per volume  
At combustion efficiency of 37% by the DI engine, and        35MJ/L 
the average gross indicated work per cycle,  , for a 1mm diesel droplet = 6.49J 
With a 1% improvement in combustion efficiency i.e. a new combustion efficiency of 38%, 
the average gross indicated work per cycle,  , for a 1mm diesel droplet = 6.67J 
Energy gained for 1% improvement of DI combustion efficiency =      
                                                                                                                   =0.175J 
A similar calculation is done as shown below for 1 US gallon of fuel. 
At combustion efficiency of 37% by the DI engine, 
Average gross indicated work per cycle,   = 46920179.01J  
                                                                               = 46.92MJ 
Cost of energy i.e. dollar per joule (
 
  
)                per Joule 
At combustion efficiency of 38%, 
Average gross indicated work per cycle,   = 48188291.96J 
                                                                               = 48.19MJ 
Energy gained for 1% improvement of DI combustion efficiency =      
                                                                                                                   = 1268112.946J 
                                                                                                                   = 1.27MJ 
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Amount saved per gallon i.e. per joule, (
 
     
)     = $ 0.078947368  
                                                                                                   ≈ $ 0.0789 
                                                                                                    = 7.89¢  
It is estimated that the US consumes over 30 billion gallons of diesel per year [8] in 
transportation, therefore amount saved if the combustion efficiency is improved by a percent, 
=                                                                          
= $ 2,368,421,053.00 
Thus over two billion dollars can be saved in the US transportation economy if the fuel 
combustion efficiency is improved by a percent. 
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Appendix B 
Thermodynamics Properties [42] 
Gas Properties 
Heat Capacity 
          
          
Where     heat capacity of ideal gas, joule/(mol K) 
                        Regression coefficients for chemical compound 
                temperature, K 
Enthalpy of formation 
           
  
Where      enthalpy of formation of ideal gas, kjoule/mol 
                        Regression coefficients for chemical compound 
                Temperature, K 
Thermal Conductivity 
            
  
Where       thermal conductivity of gas, W/(m K) 
                        Regression coefficients for chemical compound 
                Temperature, K 
Liquid Properties 
Heat Capacity 
          
      
Where     heat capacity of liquid, joule/(mol K) 
                         Regression coefficients for chemical compound 
                Temperature, K 
86 
 
Enthalpy of Vaporization 
               
  
Where        enthalpy of vaporization, Kjoule/mol 
                         Regression coefficients for chemical compound 
                Temperature, K 
Thermal Conductivity  
 o           [     ]
    
Where       thermal conductivity of liquid, W/(m K) 
                        Regression coefficients for chemical compound 
                Temperature, K 
Density 
                   
 
 
Where          saturated liquid density, g/ml 
                        Regression coefficients for chemical compound 
                Temperature, K 
                 Critical temperature, K 
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Appendix C 
Relevant Equations 
Mass Conservation 
  
  
    (  ⃗ )    
Steady state assumption   
  
  
   
  (  ⃗ )    
Expressing   (  ⃗ ) in spherical coordinate, 
 
  
 
  
         
 
     
 
  
           
 
     
 (   )
  
   
1-D approximation, 
         
 
  
      
 
  
        
  
 
  
 
  
           
               
 ̇   mass burning rate of fuel droplet 
   Density of fuel droplet 
    Radial velocity 
   Radius of fuel droplet 
Species Mass Conservation 
      
  
    
 
  
[   ̇
        
   
  
]    ̇ 
    
Steady state assumption  
 
  
       
Thus  
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 ̇ 
     
 
  
[   ̇
        
   
  
]    
Let  ̇  
       ̇
        
   
  
    Fick’s Law 
Where ̇      ̇ 
     ̇ 
   
Thus ̇  
     
  ̇  
  
    
Assuming no net production of species A by chemical reaction, 
 ̇ 
      
Thus, (in spherical coordinate, 1-D) 
 ̇ 
          ̇ 
      ̇ 
         
   
  
 
                                                       I                       II                           III                
I – mass flow of species A per unit area 
II – mass flow of species A associated with bulk flow per unit area 
III – mass flow of species A associated with molecular diffusion per unit area 
Where 
 ̇ 
    mass flow of species A per unit area  
 ̇ 
    mass flow of species B per unit area 
   Density of species A 
     Mass diffusivity of A in B 
    mass fraction of A 
Inner region, 
A   Fuel,  B  Product 
 ̇ 
     ̇ 
    
 ̇ 
    
 
 
 ̇ 
     ̇  
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Boundary Condition 
                 
  (  )    
Thus  ̇        
   
     
 
   
  
 
Outer region 
 ̇ 
     ̇  
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 ̇ 
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         ̇ 
   
Boundary condition 
   (  )    
                  
 ̇     
 
  
      
 
    
  
 
                 
Energy Conservation 
From 1
st
 law of thermodynamics 
( ̇ 
     ̇    
  )    ̇     ̇
   [(   
     
 
 
   )|
    
  (   
  
 
 
   )|
 
] 
Assume  
- Steady State 
- No work done by control volume 
- No change in potential energy 
Then taking limit       
 
  ̇ 
  
  
   ̇  (
  
  
    
   
  
) 
* With no diffusing species, 
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 ̇ 
        , Fourier’s law for conduction 
 
* With diffusing species and no radiation 
 
 ̇ 
                                                                                                ̇      
     
Heat flux vector                  Conduction contribution               Species diffusion contribution 
 
* With Radiation 
 
 ̇ 
                                                          ̇     
                            ̇  
                                                                                                                            Net radiative                          
                                                                                                                       heat flux contribution 
Energy equation with 
- No radiation  
- No viscous dissipation 
- No potential energy changes 
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(  
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  ̇ 
    
Neglecting Kinetic energy term, 
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 ∫     
  
  
 
  
(  
 ∫     
  
)         
  ̇ 
    
In cylindrical coordinate, 
 
  
 
  
[  (   ∫        
 ∫     
  
)]         
  ̇ 
     
Assuming constant properties  
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Further simplification, leads to the Shvab-Zeldovich equation 
The Shvab-Zeldovich equation, 
 ̇   
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) 
Including radiation effect, the Shvab-Zeldovich equation, 
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Boundary Condition 
Inner region {
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Outer region {
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Integrating the Shvab-Zeldovich equation, 
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Inner region: 
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Energy balance at flame sheet 
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Appendix D 
Electric field plot for different electrode configurations (FEMM) 
         
a. Plane electrode configuration 
                       
b. Convergent electrode configuration 
                      
c. Divergent electrode configuration 
Figure D.1 
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Figure D.2 Plane electrode electric field plot compared for both programs 
 
Figure D.3 Convergent electrode electric field plot compared for both programs 
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Figure D.1 shows the electric field (V/m) plot for a plane (a), convergent (b) and divergent (c) 
electrodes with dimensions given in Figure 5.1. All electrode models shown in this study were in 
2-D. As discussed in chapter 6, the field distribution obtained from the FEMM models are in 
good agreement with those from the COMSOL models of the same electrode dimensions shown 
in Figure 5.2. Figure D.2 and Figure D.3 compares the electric field along horizontal distance at 
the middle of the electrode between the FEMM model and the COMSOL model for the plane 
and convergent electrode respectively. Again a good agreement between results from both 
models is seen. Thus, because there was good agreement between the results from both models, 
by choice, results from the COMSOL models were used for most analyses in this study. 
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Appendix E 
Overview of COMSOL Multiphysics[38] 
COMSOL Multiphysics is a software package that provides a simulation environment for solving 
partial differential equations in various applications such as fluid flow, heat transfer, structural 
mechanics and electrostatics. It has built-in physics modes which make it possible to build 
models by defining their physical properties (material properties, loads, electric potential, and 
fluxes) without necessarily defining the governing equations for these models. Specifying the 
physics of the problem, COMSOL multiphysics then compiles partial differential equations to 
represent the model. COMSOL multiphysics provide options of either using a graphical user 
interface, or by script programming in COMSOL script language or in MALAB language. 
COMSOL multiphysics uses finite element method (FEM) in solving the partial differential 
equations. COMSOL multiphysics has the capability of solving stationary and time-dependent 
analysis; Linear and non-linear analysis; and eigenfrequency and nodal analysis. For some key 
application areas, COMSOL multiphysics provides optional modules. These applications use 
terms and solution method peculiar to the problem, thus simplifying creation and analysis of 
models. The modules available in COMSOL 3.4, which was used in this study includes: 
COMSOL multiphysics module; Acoustics module; Chemical engineering module; Heat transfer 
module; Earth science Module; MEMS module and RF module. The electromagnetics 
application, under the COMSOL multiphysics module was used in this study.  
 
 
 
 
 
101 
 
Appendix F 
Overview of Finite Element Method Magnetics (FEMM)[39, 43] 
FEMM is a software package comprising of several programs for solving low frequency 
electromagnetic problems using finite element method (FEM). The program currently has the 
capability of solving 2D planar and 3D axisymmetric linear/nonlinear magnetostatic problems, 
linear/nonlinear time harmonic magnetic problems, linear electrostatic problems, and steady-
state heat flow problems. This program was used extensively throughout this study. FEMM 
comprises of three parts: 
Interactive Shell (femm.exe). This is a multiple document interface pre-processor and post-
processor program used for the problems solved with FEMM. It has a user-interface similar to 
most conventional CAD programs, for creating models of problems to be solved, defining 
boundary conditions and material properties.  
triangle.exe: this program breaks down the area of the solution into a large number of 
triangular elements in the process of implementing finite element method.  
Solvers: this program solves the partial differential equations relevant to a given problem using 
inputted data that define the problem. fkern.exe solves magnetics problem; belasolv 
solves electrostatics problem; hsolv solves heat flow problems and csolv solves current flow 
problems. 
FEMM also has an integrated scripting language, Lua. Lua combines simple procedural syntax 
with powerful data description constructs based on associative arrays and extensible semantics. 
Further information about Lua can be obtained from the Lua homepage: http://www.lua.org. 
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Appendix G 
Derivation of the electric field for the cylindrical, spherical and elliptical configuration 
The Gauss law (In Gaussian units) 
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Elliptical Configuration 
 
 
Figure G.1 
Perimeter of an ellipse: 
Kepler’s Approximation, 
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107 
 
   
√      
 
 
 This implies, 
   √      
Also  
   
 
√     
 
The perimeter of the ellipse in terms of the minor axis ,  , only becomes 
     (   
 
√     
) 
Similarly the radius of the perimeter in terms of the minor axis,  ,  
   
  
√     
√          (
 
√     
    )
 
⁄  
Simplifying 
   
 
√                   
 
Thus  
   √                    
The perimeter of the ellipse will then be written as  
     (√                   ) (   
 
√     
) 
Let  
   (√                   ) (   
 
√     
) 
So  
        
Where F is some correction factor  
108 
 
Again from Gauss law, 
    
   
  
 
1-D cylindrical coordinates 
     
 
 
 
  
     
 
 
 
  
      
   
  
 
 
 
 
  
      
   
 
 
         
 
 
 
  
      
  
 
  
    
 
 
 
  
      
   
   
 
 (   
  
  
)   
   
   
 
     
  
  
   
   
   
 
(
   
   
     )          
Let  
   
   
   
     
       
  
  
               
  
  
     
Implies equation is not exact, 
To find integrating factor,      
109 
 
  
     
  
  
 
  
     
   
  
 
 
 
       ∫
 
      
Multiplying through by r,  
(
   
   
     )             
  
  
                
  
  
       
Let  
   ∫         
          
    
 
      
  
  
        
  
  
        
    
   
 
Implies, 
  
  
  
    
   
 
    
     
    
   
         
    
 
  
     
   
      
                   
     
     
 
   
  
    
 
  
     
   
  
     
 
   
 
     
   
   
  
     
 
     
 
110 
 
 
    
   
   
[  (
  
 
)
 
]  
 
       [  (
  
 
)
 
]   (√                   ) (   
 
√     
)⁄  
 
Analysis for an ellipsoidal electrode 
 
Figure G.2 
From Gauss law, 
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The surface area of an ellipsoid is given as  
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Appendix H 
Codes used for various computation, plots and model creation 
%Thermodynamic Properties calculated at various temperatures (MATLAB) 
clc 
T=[298.15 351.44 1000 1250.65]; % Temperatures 
  
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
%Enthalpy of formation (KJ/mol) 
A=-2.1703e2;  
B=-7.0417e-2; 
C=3.4007e-5; 
  
Hf=A+B.*T+C*T.^2; 
Hf 
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
%  Heat of combustion of ethanol 
HfCO2=-395.186; %in KJ/mol @ 1250.65K 
HfH20=-249.244; %in KJ/mol @ 1250.65K 
Hc=(Hf(4)-(2*HfCO2+3*HfH20))*1000*1000/46.069 % 
  
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
% %Enthalpy of Vaporization 
TC=516.25; 
T=351.44; 
n=0.079; 
A=43.122; 
  
Hv=A*(1-(T./TC)).^n%Hv in KJ/mol 
Hv*1000/46.069 %in J/KgK  
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
%Heat Capacity of Gas  
T=1250.65; 
A=2.7091e1; 
B=1.1055e-1; 
C=1.0957e-4; 
D=-1.505e-7; 
E=4.6601e-11; 
  
Cp=A+(B*T)+(C*T^2)+(D*T^3)+(E*T^4);%@T=1250.65 in KJ/mol  
Cp*1000 %in J/KgK  
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
%Heat Capacity of liquid 
T=351.44; 
A=59.342; 
B=3.6358e-1; 
C=-1.2164e-3; 
D=1.8030e-6; 
  
Cp=A+(B*T)+(C*T^2)+(D*T^3) 
Cp*1000/46.069 
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
% % Thermal Conductivity of Gas 
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T=1250.65; 
A=-6.6754e-3; 
B=6.1669e-5; 
C=5.0866e-8; 
  
kF=A+B*T+C*T^2;%kF in W/mK 
%&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&&& 
%__________________________________________________________________________ 
 
% Matlab code to calculate temperature profile of region(s) around droplet 
clc 
%Parameters  
D=0.73e-3;%diameter of droplet in meters 
r_s=D/2;%radius of surface of droplet 
T_inf=298.15;%ambient temperature of droplet in K 
T_s=351.5;%Temperature of droplet surface in K 
T_o=298.15;%initial temperature of droplet in K 
n=3.5;%number of moles of oxidant 
hc=2.7919e+007;%heat of combustion in J/Kg 
hfg=855.2949e3;% heat of vaporization in J/Kg 
cpg=3.3935e+003;% specific heat capacity of gas in J/molK 
cpl= 2.4994e+003;% specific heat capacity of liquid in J/molK 
kF= 0.1500;% Thermal conductivity of fuel vapor 
k_inf=0.0777535;%Thermal conductivity of air, from Stephens 
kg=0.4*kF+0.6*k_inf;%thermal conductivity of gas  
rho_l=734.665;% density of fuel liquid in Kg/m3 
q_il=cpl*(T_s-T_o); 
ZT=cpg/(4*pi*kg);% defined variable 
Nu=2.05;% Nusselt number 
Sh=Nu;% Sherwood number 
  
Boq=((hc/n)+(cpg*(T_inf-T_o)))/(q_il+hfg);% Spalding Transfer number 
mf=((4*pi*kg*r_s)/cpg)*log(1+Boq);%Mass burning rate of droplet 
K=(8*kg/(rho_l*cpg))*log(1+Boq);% Burning rate constant 
Tf=((q_il+hfg)/(cpg*(1+n)))*(n*Boq-1)+T_s;% Flame temperature 
rf=r_s*((log(1+Boq))/(log((n+1)/n)));% Flame radius 
r1=r_s:1e-6:rf;  % Inner Region 
r2=rf:1e-4:1e-2; % outer region 
  
A1=exp(-ZT*mf./r1); 
A2=exp(-ZT*mf./r2); 
As=exp(-ZT*mf/r_s); 
Af=exp(-ZT*mf/rf); 
DT1=T_s-Tf; 
DT2=Tf-T_inf; 
T1=(DT1*A1+Tf*As-T_s*Af)/(As-Af);% inner temperature profile 
T2=(DT2*A2+Af*T_inf-Tf)/(Af-1);% outer temperature profile 
  
% Convective Influence 
Pr=0.8; 
Re=0.25;%0.01:0.01:0.1; 
Nu=2+((0.555.*(Re.^(1/2))*(Pr^(1/3)))/(1+1.232./(Re.*Pr^(4/3)))); 
K_K=1+0.276.*(Re.^(1/2))*(Pr^(1/3));% Burning rate constant 
K_n=(K)*K_K; % New burning rate constant 
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mfc=((2*pi*kg*r_s*Nu)/cpg)*log(1+Boq);% mass burning rate under electric 
field 
rfc=(-ZT*mfc)/log((n/(n+1))*exp(-ZT*mfc/(r_s*Nu/(Nu-2))));% new flame radius 
N_K=(K_n-2.7e-7)./(K-2.7e-7);%Sioui's burning rate constant 
  
% Regions 
r11=r_s:1e-6:rfc;  % Inner Region 
r22=rfc:1e-4:1e-2; % outer region 
  
% Variables in equation for temperature profile 
A11=exp(-ZT*mfc./r11); 
A22=exp(-ZT*mfc./r22); 
Ass=exp(-ZT*mfc/(r_s)); 
Aff=exp(-ZT*mfc/rfc); 
Ainf=exp(-ZT*mfc*(Nu-2)/(Nu*r_s)); 
DT1=T_s-Tf; 
DT2=Tf-T_inf; 
T11=(DT1*A11+Tf*Ass-T_s*Af)/(Ass-Aff);% new inner temperature profile 
T22=(DT2*A22+Aff*T_inf-Tf*Ainf)/(Aff-Ainf);% new outer temperature profile 
  
%Plots 
figure(1) 
plot(r1*1000,T1,'linewidth',2.5) 
title ('Inner region') 
xlabel('Radius (mm)') 
ylabel('Temperature (K)') 
grid on 
hold on 
plot(r11*1000,T11,'r','linewidth',2.5) 
  
figure(2) 
plot(r2*1000,T2,'linewidth',2.5) 
title ('Outer region') 
xlabel('Radius (mm)') 
ylabel('Temperature (K)') 
grid on 
hold on 
plot(r22*1000,T22,'r','linewidth',2.5) 
 
end 
  
%__________________________________________________________________________ 
 
 
% Time History of squared droplet diameter (MATLAB) 
clc 
Nu=2.0337;% Computed Nusselt number 
k=1.517978e-5;% burning rate constant Heat transfer model 
k2=0.597e-6;% Yamashita no electric field, experimental 
k3=1.6503e-6;% burning rate constant Mass transfer model 
k4=8.8146e-7;% simple burning droplet model without electric field  
k5=9.9439e-007; 
k6=0.532e-6;%Yamashita simulation with electric field 
k7=0.602e-6;%Yamashita experimental with electric field 
D_o=0.00073; % Diameter of droplet in m 
t1=((D_o).^2)/k;% Time in seconds 
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t=0:0.05:2; 
  
%D-square law 
Y1=(D_o)^2 - (k-2.7e-7).*t; 
Y2=(D_o)^2 - k2.*t; 
Y3=(D_o)^2 - k3.*t; 
Y4=(D_o)^2 - (k4-2.7e-7).*t; 
Y5=(D_o)^2 - (k5-2.7e-7).*t; 
Y6=(D_o)^2 - (k6).*t; 
Y7=(D_o)^2 - (k7).*t; 
  
YY1=(1000000*Y1); 
YY2=(1000000*Y2); 
YY3=(1000000*Y3); 
YY4=(1000000*Y4); 
YY5=(1000000*Y5); 
YY6=(1000000*Y6); 
YY7=(1000000*Y7); 
  
figure(1) 
plot(t,YY1,'color','r','linewidth',2,'LineStyle','-') 
xlabel('Time (seconds)') 
ylabel('Squared mm droplet diameter') 
% title('time history of squared droplet diameter (without electric field)') 
grid on 
hold on 
plot(t,YY2,'color','g','linewidth',2) 
hold on 
plot(t,YY3,'color','b','linewidth',2) 
hold on 
plot(t,YY4,'color','y','linewidth',2) 
  
figure(2) 
plot(t,YY5,'color','r','linewidth',2,'LineStyle','-') 
xlabel('Time (seconds)') 
ylabel('Squared mm droplet diameter') 
% title('time history of squared droplet diameter (with electric field)') 
grid on 
hold on 
plot(t,YY6,'color','g','linewidth',2) 
hold on 
plot(t,YY7,'color','b','linewidth',2) 
 
end 
%__________________________________________________________________________ 
 
% Current density calculation (MATLAB) 
clear all 
clc 
  
e=1.6022e-19;% electronic charge in Coulombs 
n=1e14;% number of charge carriers (ions)/ m3 
k=2.9e-4;% ionic mobility in m2/(V.s) 
rho=1.225; % density of air in Kg/m3 
ro=0.006; %flame radius in m 
% E= electric field strength in V/m 
117 
 
  
E=load ('plane.txt'); 
JF=n*e*k*E(:,2); 
v_f=(JF.*E(:,1)./(k*rho)).^0.5; 
figure(1) 
plot(E(:,1)*1e2-3,JF) 
  
hold on 
  
E=load ('divergent.txt'); 
JH=n*e*k*E(:,2); 
v_h=(JH.*E(:,1)./(k*rho)).^0.5; 
plot(E(:,1)*1e2-3,JH) 
  
hold on 
  
E=load ('convergent.txt'); 
JP=n*e*k*E(:,2); 
v_p=(JP.*E(:,1)./(k*rho)).^0.5; 
plot(E(:,1)*1e2-3,JP) 
xlabel('Distance from electrode,cm') 
ylabel('Current density, A/m2') 
  
grid on 
  
figure(2) 
plot(E(101:200,1)*1e2-3,v_f (101:200)*1e2,'r') 
hold on 
plot(E(101:200,1)*1e2-3,v_h(101:200)*1e2) 
hold on 
plot(E(101:200,1)*1e2-3,v_p(101:200)*1e2,'k') 
xlabel('Distance from electrode,cm') 
ylabel('Ionic wind velocity, cm/s') 
  
grid on 
  
E=load ('cylindrical.txt'); 
JC=n*e*k*E(:,2); 
J1C=2*pi.*JC.*E(:,1); 
% v_c=((J1C./2*pi*k*rho).*(1-(ro./E(:,1)))).^0.5; 
v_c=((JC.*E(:,1)./k*rho).*(1-(ro./E(:,1)))).^0.5; 
figure(3) 
plot(E(30:200,1)*1e2,JC(30:200)) 
  
hold on 
grid on 
  
E=load ('elliptical.txt'); 
JE=n*e*k*E(:,2); 
ecc=0.5; 
thet=0; 
g1=cos(thet*(1-ecc^2)); 
g2=sin(thet); 
g3=(1 + 1/(1-ecc^2)^0.5); 
g=((g1^2+g2^2)^0.5)*g3; 
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% g=(((cos(thet*(1-ecc^2)))^2 + (sin(thet))^2)^0.5)*(1 + (1/(1-ecc^2)^0.5)) 
% PP=pi*E(:,1)*g; 
% J1E=PP.*JE; 
v_e=((JE.*E(:,1)./k*rho).*(1-(ro./E(:,1)))).^0.5; 
plot(E(30:200,1)*1e2,JE(30:200),'r') 
  
hold on 
  
xlabel('Distance from electrode,cm') 
ylabel('Current density, A/m2') 
  
figure(4) 
plot(E(45:200,1)*1e2,v_c(45:200)*1e2,'r') 
hold on 
plot(E(45:200,1)*1e2,v_e(45:200)*1e2,'k') 
xlabel('Distance from electrode,cm') 
ylabel('Ionic wind velocity, cm/s') 
  
grid on 
  
figure(5) 
plot(E(40:200,1)*1e2-0.5,v_c(40:200)*1e2,'r') 
hold on 
plot(E(40:200,1)*1e2-0.5,v_e(40:200)*1e2,'k') 
  
E=load ('flat.txt'); 
  
plot(E(104:200,1)*1e2-3,v_f (104:200)*1e2) 
hold on 
plot(E(104:200,1)*1e2-3,v_h(104:200)*1e2,'r') 
hold on 
plot(E(104:200,1)*1e2-3,v_p(104:200)*1e2,'k') 
xlabel('Distance from electrode,cm') 
ylabel('Ionic wind velocity, cm/s') 
  
grid on 
  
%__________________________________________________________________________ 
 
%Ionic wind calculation 
clc 
clear all 
  
e=1.6022e-19;% electronic charge in Coulombs 
n=1e14;% number of charge carriers (ions)/ m3 
k=2.9e-4;% ionic mobility in m2/(V.s) 
rho=1.225; % density of air in Kg/m3 
ro=0.006; %flame radius in m 
% E= electric field strength in V/m 
  
% Plane  
EF=load ('plane.txt'); 
JF=n*e*k*EF(:,2); 
v_f=(JF.*EF(:,1)./(k*rho)).^0.5; 
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% Divergent-Hyperbolic 
EH=load ('Divergent.txt'); 
JH=n*e*k*EH(:,2); 
v_h=(JH.*EH(:,1)./(k*rho)).^0.5; 
  
% Convergent 
EP=load ('convergent.txt'); 
JP=n*e*k*EP(:,2); 
v_p=(JP.*EP(:,1)./(k*rho)).^0.5; 
  
 figure(1) 
plotyy((EF(101:200,1)-0.03)*100,JF(101:200),(EF(101:200,1)-
0.03)*100,v_f(101:200)*100); 
grid on 
hold on 
plotyy((EP(101:200,1)-0.03)*100,JP(101:200),(EP(101:200,1)-
0.03)*100,v_p(101:200)*100); 
hold on 
plotyy((EH(101:200,1)-0.03)*100,JH(101:200),(EH(101:200,1)-
0.03)*100,v_h(101:200)*100); 
  
figure(2) 
% spheresize = 10; 
scatter3((EF(101:200,1)-0.03)*100, JF(101:200)*10000, v_f(101:200)*100) 
hold on 
scatter3((EH(101:200,1)-0.03)*100, JH(101:200)*10000, v_h(101:200)*100) 
scatter3((EP(101:200,1)-0.03)*100, JP(101:200)*10000, v_p(101:200)*100) 
  
  
% Cylindrical 
  
E=load ('cylindrical.txt'); 
JC=n*e*k*E(:,2); 
J1C=2*pi.*JC.*E(:,1); 
v_c=((JC.*E(:,1)./k*rho).*(1-(ro./E(:,1)))).^0.5; 
  
figure(3) 
scatter3((E(101:200,1))*100, J1C(101:200)*10000, v_c(101:200)*100) 
hold on 
  
% Elliptical 
  
Ee=load ('elliptical.txt'); 
JE=n*e*k*Ee(:,2); 
v_e=((JE.*Ee(:,1)./k*rho).*(1-(ro./Ee(:,1)))).^0.5; 
scatter3((Ee(101:200,1))*100, J1C(101:200)*10000, v_e(101:200)*100) 
%__________________________________________________________________________ 
 
% COMSOL Multiphysics Model M-file 
% Elliptical geometry  
flclear fem 
  
% Geometry of ellipse and circle 
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g1=ellip2(0.01,0.01,'base','center','pos',[0,0]); 
g2=ellip2('0.005','0.005','base','center','pos',{'0','0'},'rot','0'); 
g3=ellip2(0.02,0.01,'base','center','pos',[0,0]); 
g4=ellip2('0.035','0.0175','base','center','pos',{'0','0'},'rot','0'); 
g6=geomcomp({g2,g4},'ns',{'E1','E2'},'sf','E2-E1','edge','none'); 
% Analyzed geometry 
clear s 
s.objs={g6}; 
s.name={'CO1'}; 
s.tags={'g6'}; 
  
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 
  
% Initialize mesh 
fem.mesh=meshinit(fem, ... 
                  'hauto',5); 
  
% Refine mesh 
fem.mesh=meshrefine(fem, ... 
                    'mcase',0, ... 
                    'rmethod','regular'); 
  
% (Default values are not included) 
  
% Application mode 1 
clear appl 
appl.mode.class = 'Electrostatics'; 
appl.assignsuffix = '_es'; 
clear bnd 
bnd.V0 = {10000,-10000};% electric potential of electrodes in Volts 
bnd.type = 'V'; 
bnd.ind = [2,2,1,1,2,1,1,2];% boundary segments 
appl.bnd = bnd; 
fem.appl{1} = appl; 
fem.frame = {'ref'}; 
fem.border = 1; 
clear units; 
units.basesystem = 'SI';% units of variable 
fem.units = units; 
  
% Library materials (Thermodynamic properties) 
clear lib 
lib.mat{1}.name='Air, 1 atm';% Gas in space between electrode 
lib.mat{1}.varname='mat1';% defined material 
lib.mat{1}.variables.nu0='nu0(T[1/K])[m^2/s]'; 
lib.mat{1}.variables.eta='eta(T[1/K])[Pa*s]'; 
lib.mat{1}.variables.sigma='0[S/m]'; 
lib.mat{1}.variables.C='Cp(T[1/K])[J/(kg*K)]';% Heat capacity 
lib.mat{1}.variables.rho='rho(p[1/Pa],T[1/K])[kg/m^3]';% Density 
lib.mat{1}.variables.k='k(T[1/K])[W/(m*K)]';% thermal conductivity 
lib.mat{1}.variables.cs='cs(T[1/K])[m/s]'; 
clear fcns % built functions 
fcns{1}.type='inline'; 
fcns{1}.name='cs(T)'; 
fcns{1}.expr='sqrt(1.4*287*T)'; 
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fcns{1}.dexpr={'diff(sqrt(1.4*287*T),T)'}; 
fcns{2}.type='inline'; 
fcns{2}.name='nu0(T)'; 
fcns{2}.expr='(-7.887E-12*T^2+4.427E-08*T+5.204E-06)/(1.013e5*28.8e-
3/8.314/T)'; 
fcns{2}.dexpr={'diff((-7.887E-12*T^2+4.427E-08*T+5.204E-06)/(1.013e5*28.8e-
3/8.314/T),T)'}; 
fcns{3}.type='inline'; 
fcns{3}.name='Cp(T)'; 
fcns{3}.expr='0.0769*T+1076.9'; 
fcns{3}.dexpr={'diff(0.0769*T+1076.9,T)'}; 
fcns{4}.type='inline'; 
fcns{4}.name='rho(p,T)'; 
fcns{4}.expr='p*28.8e-3/8.314/T'; 
fcns{4}.dexpr={'diff(p*28.8e-3/8.314/T,p)','diff(p*28.8e-3/8.314/T,T)'}; 
fcns{5}.type='inline'; 
fcns{5}.name='eta(T)'; 
fcns{5}.expr='-7.887E-12*T^2+4.427E-08*T+5.204E-06'; 
fcns{5}.dexpr={'diff(-7.887E-12*T^2+4.427E-08*T+5.204E-06,T)'}; 
fcns{6}.type='inline'; 
fcns{6}.name='k(T)'; 
fcns{6}.expr='10^(0.8616*log10(abs(T))-3.7142)'; 
fcns{6}.dexpr={'diff(10^(0.8616*log10(abs(T))-3.7142),T)'}; 
lib.mat{1}.functions = fcns; 
  
fem.lib = lib; 
  
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 
% Multiphysics 
fem=multiphysics(fem); 
  
% Extend mesh 
fem.xmesh=meshextend(fem); 
  
% Solve problem 
fem.sol=femstatic(fem, ... 
                  'solcomp',{'V'}, ... 
                  'outcomp',{'V'}); 
  
% Plot solution 
postplot(fem, ... 
         'tridata',{'V','cont','internal','unit','V'}, ... 
         'trimap','jet(1024)', ... 
         'title','Surface: Electric potential [V]', ... 
         'axis',[-0.045,0.045,-0.022,0.022]); 
  
% Plot solution 
postplot(fem, ... 
         'contdata',{'normE_es','cont','internal','unit','V/m'}, ... 
         'contlevels',50, ... 
         'contlabel','off', ... 
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         'contbar','off', ... 
         'contcolorbar','off', ... 
         'contmap','cool(1024)', ... 
         'arrowdata',{'Ex_es','Ey_es'}, ... 
         'arrowxspacing',7, ... 
         'arrowyspacing',7, ... 
         'arrowtype','arrow', ... 
         'arrowstyle','proportional', ... 
         'arrowcolor',[1.0,0.0,0.0], ... 
         'flowdata',{'Ex_es','Ey_es'}, ... 
         'flowcolordata',{'V','unit','V'}, ... 
         'flowmap','jet(1024)', ... 
         'flowlines',20, ... 
         'title','Contour: Electric field, norm [V/m]   Arrow: Electric field   
Streamline: Electric field   Streamline Color: Electric potential [V]', ... 
         'axis',[-0.045,0.045,-0.022,0.022]); 
  
% Plot in cross-section or along domain 
postcrossplot(fem,1,[0.005 0.035;0 0], ... 
              'lindata','normE_es', ... 
              'solnum',[1], ... 
              'title','Electric field, norm [V/m]', ... 
              'axislabel',{'Arc-length','Electric field',' norm [V/m]'}); 
          
%__________________________________________________________________________ 
 
 
% COMSOL Multiphysics Model M-file  
flclear fem 
  
% Geometry – Cylindrical electrodes 
g1=ellip2(0.01,0.01,'base','center','pos',[0,0]); 
g2=ellip2(0.03,0.03,'base','center','pos',[0,0]); 
g3=ellip2('0.04','0.04','base','center','pos',{'0','0'},'rot','0'); 
g4=rect2(0.1,0.1,'base','corner','pos',[-0.05,-0.05]); 
  
% Analyzed geometry 
clear s 
s.objs={g1,g3,g4}; 
s.name={'E1','E2','R1'}; 
s.tags={'g1','g3','g4'}; 
  
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 
  
% Initialize mesh 
fem.mesh=meshinit(fem, ... 
                  'hauto',5); 
  
% Refine mesh 
fem.mesh=meshrefine(fem, ... 
                    'mcase',0, ... 
                    'rmethod','regular'); 
  
% Application mode 1 
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clear appl 
appl.mode.class = 'Electrostatics'; 
appl.border = 'on'; 
appl.assignsuffix = '_es'; 
clear bnd 
bnd.V0 = {0,0,10000,-10000}; 
bnd.type = {'V0','cont','V','V'}; 
bnd.ind = [1,1,1,1,4,4,3,3,4,2,2,4]; 
appl.bnd = bnd; 
fem.appl{1} = appl; 
fem.frame = {'ref'}; 
fem.border = 1; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 
  
% Library materials (thermodynamic properties) 
clear lib 
lib.mat{1}.name='Air, 1 atm'; 
lib.mat{1}.varname='mat1'; 
lib.mat{1}.variables.nu0='nu0(T[1/K])[m^2/s]'; 
lib.mat{1}.variables.eta='eta(T[1/K])[Pa*s]'; 
lib.mat{1}.variables.sigma='0[S/m]'; 
lib.mat{1}.variables.C='Cp(T[1/K])[J/(kg*K)]'; 
lib.mat{1}.variables.rho='rho(p[1/Pa],T[1/K])[kg/m^3]'; 
lib.mat{1}.variables.k='k(T[1/K])[W/(m*K)]'; 
lib.mat{1}.variables.cs='cs(T[1/K])[m/s]'; 
clear fcns 
fcns{1}.type='inline'; 
fcns{1}.name='cs(T)'; 
fcns{1}.expr='sqrt(1.4*287*T)'; 
fcns{1}.dexpr={'diff(sqrt(1.4*287*T),T)'}; 
fcns{2}.type='inline'; 
fcns{2}.name='nu0(T)'; 
fcns{2}.expr='(-7.887E-12*T^2+4.427E-08*T+5.204E-06)/(1.013e5*28.8e-
3/8.314/T)'; 
fcns{2}.dexpr={'diff((-7.887E-12*T^2+4.427E-08*T+5.204E-06)/(1.013e5*28.8e-
3/8.314/T),T)'}; 
fcns{3}.type='inline'; 
fcns{3}.name='Cp(T)'; 
fcns{3}.expr='0.0769*T+1076.9'; 
fcns{3}.dexpr={'diff(0.0769*T+1076.9,T)'}; 
fcns{4}.type='inline'; 
fcns{4}.name='rho(p,T)'; 
fcns{4}.expr='p*28.8e-3/8.314/T'; 
fcns{4}.dexpr={'diff(p*28.8e-3/8.314/T,p)','diff(p*28.8e-3/8.314/T,T)'}; 
fcns{5}.type='inline'; 
fcns{5}.name='eta(T)'; 
fcns{5}.expr='-7.887E-12*T^2+4.427E-08*T+5.204E-06'; 
fcns{5}.dexpr={'diff(-7.887E-12*T^2+4.427E-08*T+5.204E-06,T)'}; 
fcns{6}.type='inline'; 
fcns{6}.name='k(T)'; 
fcns{6}.expr='10^(0.8616*log10(abs(T))-3.7142)'; 
fcns{6}.dexpr={'diff(10^(0.8616*log10(abs(T))-3.7142),T)'}; 
lib.mat{1}.functions = fcns; 
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fem.lib = lib; 
  
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 
% Multiphysics 
fem=multiphysics(fem); 
  
% Extend mesh 
fem.xmesh=meshextend(fem); 
  
% Solve problem 
fem.sol=femstatic(fem, ... 
                  'solcomp',{'V'}, ... 
                  'outcomp',{'V'}); 
  
% Plot solution 
postplot(fem, ... 
         'tridata',{'V','cont','internal','unit','V'}, ... 
         'trimap','jet(1024)', ... 
         'title','Surface: Electric potential [V]', ... 
         'axis',[-0.115,0.115,-0.055,0.055]); 
%__________________________________________________________________________ 
 
% COMSOL Multiphysics Model M-file  
% Geometry - Convergent plate 
g1=rect2(0.1,0.55,'base','corner','pos',[1.25,0]); 
g2=rect2(2.25,1.5,'base','corner','pos',[-1.35,-0.75]); 
g3=rect2(2.05,1.5,'base','corner','pos',[-1.15,-0.75]); 
  
% Analyzed geometry 
clear s 
s.objs={g10,g8,g3}; 
s.name={'CO1','CO2','R2'}; 
s.tags={'g10','g8','g3'}; 
  
fem.draw=struct('s',s); 
fem.geom=geomcsg(fem); 
  
% Initialize mesh 
fem.mesh=meshinit(fem, ... 
                  'hauto',5); 
               
% Application mode 1 
clear appl 
appl.mode.class = 'Electrostatics'; 
appl.border = 'on'; 
appl.assignsuffix = '_es'; 
clear bnd 
bnd.V0 = {0,0,10000,-10000};% electric potential 
bnd.type = {'V0','cont','V','V'}; 
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bnd.ind = [1,1,1,2,2,2,2,2,2,1,3,3,4,4]; 
appl.bnd = bnd; 
fem.appl{1} = appl; 
fem.frame = {'ref'}; 
fem.border = 1; 
clear units; 
units.basesystem = 'SI'; 
fem.units = units; 
  
% ODE Settings 
clear ode 
clear units; 
units.basesystem = 'SI'; 
ode.units = units; 
fem.ode=ode; 
% Multiphysics 
fem=multiphysics(fem); 
  
% Extend mesh 
fem.xmesh=meshextend(fem); 
  
% Solve problem 
fem.sol=femstatic(fem, ... 
                  'solcomp',{'V'}, ... 
                  'outcomp',{'V'}); 
  
% Save current fem structure for restart purposes 
fem0=fem; 
  
% Plot solution 
postplot(fem, ... 
         'contdata',{'normE_es','cont','internal','unit','V/m'}, ... 
         'contlevels',20, ... 
         'contlabel','off', ... 
         'contbar','off', ... 
         'contcolorbar','off', ... 
         'contmap','cool(1024)', ... 
         'arrowdata',{'Ex_es','Ey_es'}, ... 
         'arrowxspacing',10, ... 
         'arrowyspacing',10, ... 
         'arrowtype','arrow', ... 
         'arrowstyle','proportional', ... 
         'arrowcolor',[1.0,0.0,0.0], ... 
         'flowdata',{'Ex_es','Ey_es'}, ... 
         'flowcolordata',{'V','unit','V'}, ... 
         'flowmap','jet(1024)', ... 
         'flowlines',65, ... 
         'title','Contour: Electric field, norm [V/m]   Arrow: Electric field   
Streamline: Electric field   Streamline Color: Electric potential [V]', ... 
         'axis',[-1.969,1.719,-0.867,0.867]); 
  
     %_____________________________________________________________________ 
 
% Electric field Strenght Normalization 
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clear all 
clc 
  
P=load('flat.txt');% Imports data in .txt file format from COMSOL (Plane) 
C=load('parabolic.txt');%Imports data in .txt file format from COMSOL 
(convergent) 
D=load('hyperbolic_2.txt');%Imports data in .txt file format from 
COMSOL(Divergent) 
E=load('elliptical_n.txt');%Imports data in .txt file format from COMSOL 
(elliptical) 
Cy=load('cylindrical_2.txt');%Imports data in .txt file format from COMSOL 
(cylindrical) 
  
B=max(E(:,2))/1e5; % Maximum electric field strenght 
A=min(E(:,2))/1e5; % Minimum electric field strenght 
  
aa=1; 
bb=20; 
  
P1=aa + ((P(100:5:200,2)./1e5)-A).*(bb-aa)/(B-A); 
P(100:5:200,1)*1e2-3 
  
C1=aa + ((C(100:5:200,2)./1e5)-A).*(bb-aa)/(B-A); 
C(100:5:200,1)*1e2-3 
  
D1=aa + ((D(100:5:200,2)./1e5)-A).*(bb-aa)/(B-A); 
D(100:5:200,1)*1e2-3 
  
E1=aa + ((E(30:9:200,2)./1e5)-A).*(bb-aa)/(B-A); 
E(30:9:200,1)*1e2-0.5 
  
Cy1=aa + ((Cy(30:9:200,2)./1e5)-A).*(bb-aa)/(B-A) 
Cy(30:9:200,1)*1e2-0.5 
 
  %_____________________________________________________________________ 
% Comparison of electric field from COMSOL and FEMM model (MATLAB) 
clc 
clear all 
data1 =load('femm_v.txt'); 
data2 =load('comsol_v.txt'); 
A1=data1(:,1); 
A2=data1(:,2); 
B1=data2(:,1); 
B2=data2(:,2); 
figure(1) 
plot(A1,A2) 
hold on 
plot(B1*100,B2,'r') 
grid on 
  
data1 =load('femm_ef.txt'); 
data2 =load('comsol_ef.txt'); 
A1=data1(:,1); 
A2=data1(:,2); 
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B1=data2(:,1); 
B2=data2(:,2); 
figure(2) 
plot(A1,A2) 
hold on 
plot(B1*100,B2,'r') 
grid on 
   
data1 =load('flat_h_e.txt'); 
data2 =load('flat.txt'); 
A1=data1(:,1); 
A2=data1(:,2); 
B1=data2(:,1); 
B2=data2(:,2); 
figure(3) 
plot(A1-3,A2/1e5) 
hold on 
plot(B1*100-3,B2/1e5,'r') 
grid on 
  
data1 =load('parabolic.txt') 
A1=data1(:,1); 
A2=data1(:,2); 
plot(A1*100-3,A2/1e5) 
  
data2 =load('parabolic_h_e.txt'); 
B1=data2(:,1); 
B2=data2(:,2); 
hold on 
plot(B1-3,B2/1e5,'r') 
grid on 
  
data1 =load('hyperbolic_h_e.txt'); 
data2 =load('hyperbolic_2.txt'); 
A1=data1(:,1); 
A2=data1(:,2); 
B1=data2(:,1); 
B2=data2(:,2); 
figure(4) 
plot(A1,A2/1e5) 
hold on 
plot(B1*100,B2/1e5,'r') 
grid on 
  
%__________________________________________________________________________ 
 
Lua Script (convergent electrode) 
[Format]      =  1 
[Precision]   =  1e-008 
[MinAngle]    =  30 
[Depth]       =  1 
[LengthUnits] =  centimeters 
[ProblemType] =  planar 
[Coordinates] =  cartesian 
[Comment]     =  "Add comments here." 
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[PointProps]   = 0 
 
 
% Boundary conditions 
[BdryProps]   = 4 
  <BeginBdry> 
    <BdryName> = "Zeros" 
    <BdryType> = 0 
    <Vs> = 0 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "10kV" 
    <BdryType> = 0 
    <Vs> = 10000 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "-10kV" 
    <BdryType> = 0 
    <Vs> = -10000 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "New Boundary" 
    <BdryType> = 0 
    <Vs> = 0 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
[BlockProps]  = 1 
  <BeginBlock> 
    <BlockName> = "Air" 
    <ex> = 1 
    <ey> = 1 
    <qv> = 0 
  <EndBlock> 
[ConductorProps]  = 0 
[NumPoints] = 8 
 
% Nodes and their location 
0   0   0   0   0 
0   8   0   0   0 
12  8   0   0   0 
12  0   0   0   0 
2   2   0   0   0 
2   6   0   0   0 
10  6   0   0   0 
10  2   0   0   0 
[NumSegments] = 4 
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1   2   -1  1   0   0   0 
2   3   -1  1   0   0   0 
1   0   -1  1   0   0   0 
0   3   -1  1   0   0   0 
[NumArcSegments] = 2 
4   5   90  1   2   0   0   0 
6   7   90  1   3   0   0   0 
[NumHoles] = 0 
[NumBlockLabels] = 1 
11.32   0.37    1   0.10000000000000001 0   0 
 
Lua Script (Plane electrode) 
[Format]      =  1 
[Precision]   =  1e-008 
[MinAngle]    =  30 
[Depth]       =  1 
[LengthUnits] =  centimeters 
[ProblemType] =  planar 
[Coordinates] =  cartesian 
[Comment]     =  "Add comments here." 
[PointProps]   = 0 
[BdryProps]   = 3 
 
% Boundary conditions 
  <BeginBdry> 
    <BdryName> = "Zeros" 
    <BdryType> = 0 
    <Vs> = 0 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "10kV" 
    <BdryType> = 0 
    <Vs> = 10000 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "-10kV" 
    <BdryType> = 0 
    <Vs> = -10000 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
[BlockProps]  = 1 
  <BeginBlock> 
    <BlockName> = "Air" 
    <ex> = 1 
    <ey> = 1 
    <qv> = 0 
  <EndBlock> 
[ConductorProps]  = 0 
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% Nodes at various locations 
[NumPoints] = 8 
0   0   0   0   0 
0   8   0   0   0 
12  8   0   0   0 
12  0   0   0   0 
3   2   0   0   0 
3   6   0   0   0 
9   2   0   0   0 
9   6   0   0   0 
[NumSegments] = 6 
1   2   -1  1   0   0   0 
3   2   -1  1   0   0   0 
3   0   -1  1   0   0   0 
0   1   -1  1   0   0   0 
5   4   -1  2   0   0   0 
7   6   -1  3   0   0   0 
[NumArcSegments] = 0 
[NumHoles] = 0 
[NumBlockLabels] = 1 
11.4    0.5 1   0.10000000000000001 0   0 
 
Lua Script (Divergent electrode) 
[Format]      =  1 
[Precision]   =  1e-008 
[MinAngle]    =  30 
[Depth]       =  1 
[LengthUnits] =  centimeters 
[ProblemType] =  planar 
[Coordinates] =  cartesian 
[Comment]     =  "Add comments here." 
[PointProps]   = 0 
 
% Boundary conditions 
[BdryProps]   = 4 
  <BeginBdry> 
    <BdryName> = "Zeros" 
    <BdryType> = 0 
    <Vs> = 0 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "10kV" 
    <BdryType> = 0 
    <Vs> = 10000 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
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    <BdryName> = "-10kV" 
    <BdryType> = 0 
    <Vs> = -10000 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
  <BeginBdry> 
    <BdryName> = "New Boundary" 
    <BdryType> = 0 
    <Vs> = 0 
    <qs> = 0 
    <c0> = 0 
    <c1> = 0 
  <EndBdry> 
[BlockProps]  = 1 
  <BeginBlock> 
    <BlockName> = "Air" 
    <ex> = 1 
    <ey> = 1 
    <qv> = 0 
  <EndBlock> 
[ConductorProps]  = 0 
 
% Nodes at various locations 
[NumPoints] = 8 
0   0   0   0   0 
0   8   0   0   0 
12  8   0   0   0 
12  0   0   0   0 
2   2   0   0   0 
2   6   0   0   0 
10  6   0   0   0 
10  2   0   0   0 
[NumSegments] = 4 
1   2   -1  1   0   0   0 
2   3   -1  1   0   0   0 
1   0   -1  1   0   0   0 
0   3   -1  1   0   0   0 
[NumArcSegments] = 2 
4   5   90  1   2   0   0   0 
6   7   90  1   3   0   0   0 
[NumHoles] = 0 
[NumBlockLabels] = 1 
11.32   0.37    1   0.10000000000000001 0   0 
 
 
% Computation of electric field using theoretical formulation 
clear all 
clc 
  
rho=1.3e3; 
k=2.85; % Ionic mobility in cm2/V.s 
j=20e6; % current density in A/m2 
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ro=0.5*0.73e-1; % radius of droplet in cm 
r=ro:1e-4:3; 
y=0:1e-4:3; % distance of flame from electrode in cm 
  
j1=2*pi.*r*j; % Current per length, cylindrical electrode 
j11=4*pi.*(r.^2).*j; % Total current, spherical electrode 
  
% ELECTRIC FIELD 
%----------------------------------------------- 
% Gaussian Unit 
E=((8*pi.*j.*r)./k).^0.5; 
E1=((2*j1/k).*(1-(ro./r).^2)).^0.5; 
E2=((2*j11./(3*k.*r)).*(1-(ro./r).^3)).^0.5; 
 
%Plots 
%----------------------------------------------- 
figure (1) 
% plot(r,E1*300/1000,'g','Linewidth',2) 
plot(r,E1/1000,'g','Linewidth',2) 
hold on 
grid on 
% plot(r,E2*300/1000,'r','Linewidth',2) 
plot(r,E2/1000,'r','Linewidth',2) 
hold on 
% plot(r,E*300/1000,'black','Linewidth',2) 
plot(r,E/1000,'black','Linewidth',2) 
xlabel('Distance between flame and electrode (cm)') 
ylabel('Electric field (KV/cm)') 
  
% IONIC WIND VELOCITY 
%---------------------------------------------------- 
  
WV1= ((j.*y)./(k*rho)).^(0.5); % Plane parallel configuration 
  
WV2 = ((j1/(2*pi*k*rho)).*(1-ro./r)).^0.5; 
  
WV3 = ((j11/4*pi*k*rho).*((r-ro)./r.^2)).^0.5; 
  
figure (3) 
plot (y, WV1,'black','Linewidth',2) 
hold on 
grid on 
xlabel('Distance between flame and electrode (cm)') 
ylabel('Wind velocity (cm/s)') 
  
plot (r, WV2,'g','Linewidth',2) 
hold on 
  
plot (r, WV3,'r','Linewidth',2) 
hold on 
 
 
133 
 
Vita 
Solomon Benghan is from Warri, Nigeria, born to Mr. and Mrs. Benghan. He attended Nana 
Secondary School Warri, Delta State, Nigeria. He went on to obtain his Bachelors of Science 
degree from the Kwame Nkrumah University of Science and Technology, Kumasi, Ghana. After 
which he worked briefly with the Nigerian Airspace Management Agency, at the Murtala 
Muhammed International Airport, Ikeja, Lagos, Nigeria. He currently works under Dr. Tryfon T. 
Charalampopoulos as his advisor at the Mechanical Engineering department of the Louisiana 
State University and Agricultural and Mechanical College and is a candidate for the Masters of 
Science degree in Mechanical Engineering, in the summer commencement of 2013. 
 
