We give a characterization of all matrices A, B, C ∈ F m×m 2 which generate a (0, m, 3)-net in base 2 and a characterization of all matrices B, C ∈ F N×N 2 which generate a (0, 2)-sequence in base 2.
Introduction and main results
The algorithms for constructing digital (t, m, s)-nets and digital (t, s)-sequences, which were introduced by Niederreiter [7] , are well-established methods to obtain low-discrepancy point sets and low-discrepancy sequences. Low-discrepancy point sets and sequences are the main ingredients of quasi-Monte Carlo quadrature rules for numerical integration (see for example [1, 8] for details). The purpose of this paper is to characterize digital nets and sequences in base 2 with best possible quality parameter t. We start the paper with introducing the algorithm for digital (t, m, s)-nets and digital (t, s)-sequences in base 2 and defining the quality parameter t.
Let N be the set of all positive integers, F 2 = {0, 1} be the field of two elements. For a positive integer m, F m×m 2 denotes the set of all m × m matrices over F 2 . For a nonnegative integer n, we write the 2-adic expansion of n as n = ∞ i=1 z i (n)2 i−1 with z i (n) ∈ F 2 , where all but finitely many z i (n) equal zero. For k ∈ N ∪ {∞}, we define the function φ k :
Let s, m ∈ N, and C 1 , . . . , C s ∈ F m×m 2
. The digital net generated by (C 1 , . . . , C s ) is a set of 2 m points in [0, 1) s that is constructed as follows. We define y n,j ∈ F m 2 for 0 ≤ n < 2 m and 1 ≤ j ≤ s as
Then we obtain the n-th point x n by applying φ m componentwise to the y n,j , i.e.,
x n := (φ m (y n,1 ), . . . , φ m (y n,s )). Finally letting n range between 0 and 2 m −1 we obtain the point set {x 0 , . . . ,
s that is called the digital net generated by (C 1 , . . . , C s ). In a similar way, for C 1 , . . . , C s ∈ F N×N 2 the digital sequence generated by (C 1 , . . . , C s ) is the sequence of points in [0, 1] s that is constructed as follows. We define y n,j ∈ F N 2 for n ∈ N ∪ {0} and 1 ≤ j ≤ s as y n,j :=
This matrix-vector multiplication is well-defined since almost all z i (n) equal zero. Then we obtain the n-th point x n by setting
s . The nonnegative integer t in the notions of (t, m, s)-nets and (t, s)-sequences quantifies in a certain sense the uniformity of digital nets and sequences. A set P of 2 m points in [0, 1) s is said to a (t, m, s)-net in base 2 if every subinterval of the form
with integers c i ≥ 0 and 0 ≤ a i < 2 ci and of volume 2 t−m contains exactly 2 t points from P. For the definition of (t, s)-sequences in base 2, we need to introduce the truncation operator. For x ∈ [0, 1] with the prescribed 2-adic expansion
i (where the case x i = 1 for almost all i is allowed), we define the m-digit truncation [x] 
s with prescribed 2-adic expansions is said to be a (t, s)-sequence in base 2 if, for all nonnegative integers k and m, the set By the definitions of (t, m, s)-nets and (t, s)-sequences, a smaller t implies more conditions on the uniformity of the points and of the sequences. Indeed a smaller t corresponds with a smaller discrepancy bound (cf. [7] ). Hence smaller t would be appreciated and t = 0 is the best possible. Having lowest possible value 0 for t has another merit: the randomized quasi-Monte Carlo estimator of a scrambled (0, m, s)-net in base b is asymptotically normal [6] . However, t = 0 cannot be attained when s is large. A characterization of (0, m, 3)-net in base 2 generated by (I, B, B 2 ) with some B ∈ F m×m 2 was given in [5] and a characterization of (0, 2)-sequences in base 2 generated by NUT matrices (C 1 , C 2 ) was given in [4] . Our contribution in this note is to characterize all generating matrices of digital (0, m, 3)-nets and digital (0, 2)-sequences in base 2.
For the statements of our results, we introduce some notation. Let I m be the m × m identity matrix in F , i.e.,
which are considered modulo 2. If there is no confusion, we omit the subscripts and simply write I, J, and P . Let L m (resp. U m ) be the set of non-singular lower-(resp. upper-) triangular m × m matrices over F 2 . Note that L m ∩ U m = {I} holds. Let L ∞ (resp. U ∞ ) be the set of non-singular lower (resp. upper) triangular infinite matrices over F 2 . Let P ∞ be the infinite Pascal matrix, i.e., whose m × m upper-left submatrix is P m for all m ≥ 1. Note that for
and L ∈ L ∞ , U ∈ U ∞ the products LC and CU are well defined and (LC)U = L(CU ). For a finite or infinite matrix C and for k ∈ N we write
for the upper left k × k submatrix of C. We are now ready to state our main results. . Then the following are equivalent.
. Then the following are equivalent.
In the rest of the paper, we give auxiliary results in Section 2 and prove the above theorems in Section 3.
Auxiliary results
We start with t-value-preserving operations.
be non-singular. Then the following are equivalent.
. . , L s ∈ L ∞ and U ∈ U ∞ . Then the following are equivalent. The following results point out relations between digital nets and sequences.
Lemma 2.3 ([8, Lemma 4.22]). Let {x
is a (t, m, s + 1)-net in base 2.
(i) (C 1 , . . . , C s ) generates a digital (t, s)-sequence.
(ii) (C Proof. This lemma can be reduced to Lemma 2.5 by a similar argument to the one in Section 3 that reduces Theorem 1.1 to Proposition 3.1. Having all the auxiliary results of the previous section at hand, the proofs of our theorems are rather short. (ii) There exist L 1 , L 2 ∈ L m and U ∈ U m such that B = L 1 U and C = L 2 P U .
We now prove Proposition 3.1. In this proof, for matrices Q, R, S ∈ F m×m 2 let t(Q, R, S) be the t-value of the digital net generated by (Q, R, S). 2 ) and G = I we have t(J, B, C) = t(J, L 1 U, L 2 P U ) = t(J, U, P U ) = 0.
where the last equality follows from Lemma 2.9. Thus we have (i). We now assume (i). By Lemma 2.5, there exist L 1 , L 2 ∈ L m and U 1 , U 2 ∈ U m such that B = L 1 U 1 and C = L 2 U 2 . Hence, by Lemma 2.1 with (L 1 , L 2 , L 3 ) = (I, L 1 , L 2 ) and G = I we have t(J, U 1 , U 2 ) = t(J, L 1 U 1 , L 2 U 2 ) = t(J, B, C) = 0.
Finally, Lemma 2.9 implies U 2 = P U 1 , which shows (ii).
Proof of Theorem 1.2. (ii) implies (i) by Lemma 2.2 and Proposition 2.10. Let us now assume (i). Then by Lemma 2.7 there exist L 1 , L 2 ∈ L ∞ and U 1 , U 2 ∈ U ∞ such that B = L 1 U 1 and C = L 2 U 2 . We apply Lemma 2.2 and obtain that (U 1 , U 2 ) generates a (0, 2)-sequence in base 2. Finally Proposition 2.10 brings U 2 = P ∞ U 1 and the result follows.
