[1] Nondestructive imaging methods such as X-ray computed tomography (CT) yield high-resolution, three-dimensional representations of pore space and fluid distribution within porous materials. Steadily increasing computational capabilities and easier access to X-ray CT facilities have contributed to a recent surge in microporous media research with objectives ranging from theoretical aspects of fluid and interfacial dynamics at the pore scale to practical applications such as dense nonaqueous phase liquid transport and dissolution. In recent years, significant efforts and resources have been devoted to improve CT technology, microscale analysis, and fluid dynamics simulations. However, the development of adequate image segmentation methods for conversion of gray scale CT volumes into a discrete form that permits quantitative characterization of pore space features and subsequent modeling of liquid distribution and flow processes seems to lag. In this paper we investigated the applicability of various thresholding and locally adaptive segmentation techniques for industrial and synchrotron X-ray CT images of natural and artificial porous media. A comparison between directly measured and image-derived porosities clearly demonstrates that the application of different segmentation methods as well as associated operator biases yield vastly differing results. This illustrates the importance of the segmentation step for quantitative pore space analysis and fluid dynamics modeling. Only a few of the tested methods showed promise for both industrial and synchrotron tomography. Utilization of local image information such as spatial correlation as well as the application of locally adaptive techniques yielded significantly better results.
Introduction
[2] Advanced analysis and modeling frameworks for hydraulic and mechanical behavior of porous materials such as soils, rocks, concrete or asphalt commonly require a discrete representation of grain and pore microstructures and fluid distributions within the material under consideration. X-ray computed tomography (CT) provides excellent means for high-resolution 3-D imaging of such features.
[3] X-ray CT is an advanced imaging technique that allows nondestructive and noninvasive imaging of specimens to depict cross-sectional and three-dimensional internal structures. X-ray CT relies on measurement of the attenuation of X-rays passing through a specimen, thereby generating cross-sectional and three-dimensional highresolution radiographs that map the spatial distribution of the numerical values of the linear attenuation coefficients of the materials under investigation. The magnitude of linear attenuation is dependent on chemical composition (the effective atomic number) and physical density of the material as well as the X-ray energy. X-ray attenuation by homogenous materials is calculated on the basis of Beer's law as I/I 0 = e Àmx , where I/I 0 is the attenuation of X-ray intensity per unit length of a given material, x is the thickness of the material, and m is the attenuation coefficient.
[4] There are a vast number of CT systems ranging from benchtop scanners to synchrotron microtomographs in use today. They primarily differ in X-ray source and energy, detector geometry, and means for sample manipulation. Comprehensive reviews regarding fundamentals of computed tomography are provided in the work of Stock [1999] , Ketcham and Carlson [2001] , and Wildenschild et al. [2002] .
[5] Unfortunately, X-ray CT is not free of artifacts, which complicates quantitative image analysis owing to obscuration of significant features or misinterpretation of attenuation values of a single material in different image sections [Ketcham and Carlson, 2001] . Commonly experienced problems include high-frequency noise, beam hardening, defective detector pixels, scattered x rays or poorly centered samples [Stock, 1999; Duliu, 1999; Ikeda et al., 2000; Van Geet et al., 2000; Ketcham and Carlson, 2001; Wildenschild et al., 2002] . In addition, there might be errors and distortions from CT reconstruction. This is a common problem with industrial scanners that utilize wide cone beam geometry [Ketcham and Carlson, 2001 ]. These problems can be alleviated to a certain extent through application of metal filters, careful detector calibration and sample centering, but not completely avoided. Application of wedge calibration and dual energy scans [Coleman and Sinclair, 1985; Rebuffel and Dinten, 2007] also alleviate beam hardening effects, but these techniques are rarely implemented in standard scanning procedures [Ketcham and Carlson, 2001] .
[6] Although, considerable efforts and resources are devoted to the improvement of CT technology and simulation techniques, a thorough inspection of recent literature reveals that development and refinement of image segmentation methods are lagging behind. However, based on our experience, image segmentation is the most crucial step affecting all subsequent quantitative analysis and modeling efforts. In order to obtain a morphological representation of the porous system from reconstructed X-ray CT data and to quantify pore-scale parameters such as porosity, specific surface area, tortuosity or network structure, a binarization process is commonly implemented to separate images into discrete phases (e.g., solid particles and void space). The binarization process is also crucial for analysis of three-phase systems, where the same sample is scanned at different saturation stages (i.e., dry and liquid saturated) or at different energy levels. Subsequent alignment of binarized images from individual scans and application of subtraction analysis allows separation of fluid phases and geometrical analysis and visualization of phase distributions within the porous structure [e.g., Wildenschild et al., 2002; Brusseau, 2005, 2006] .
Overview of Segmentation Techniques
[7] There are various classification schemes for image segmentation methods proposed in literature [Haralick and Shapiro, 1985; Spirkovska, 1993; Pal and Pal, 1993; Sezgin and Sankur, 2004; Wirjadi, 2007] with a number of methods falling into more than one category. Since information regarding pore shapes and sizes, and the solid matrix structure is usually not available prior to segmentation, texture or shape-based methods are inherently inapplicable for segmentation of pore space and phase distribution in geomaterials, and thus omitted in this study. Similarly, we do not consider the watershed method, because its applicability is generally limited t ct detection in well-defined ''topographic'' data and/or already discretized (binary) images. In the following we present a brief overview of segmentation approaches used for interpretation of CT and MRI data. More detailed reviews are presented in the work of Pal and Pal [1993] , Pham et al. [2000] , Sezgin and Sankur [2004] , and Wirjadi [2007] .
[8] Global thresholding is the most commonly applied approach. A single gray scale value is defined to separate regions of interest on the basis of analysis of the image histogram ( Figure 1 ). Depending on the applied approach for selection of the optimal gray scale threshold, global methods may be divided into a number of subcategories. These include methods based on analysis of the histogram shape, correlation between background and foreground pixel entropies, the similarity of attributes between the gray scale and binarized image or higher-order probability distributions and spatial correlations between image pixels [Pal and Pal, 1993; Sezgin and Sankur, 2004] .
[9] Locally adaptive thresholding encompasses a broad category of methods that still rely on intensity thresholding in some form, but instead of using a single global value they utilize a variable thresholding surface calculated from local image characteristics. Methods within this category can be considered as a refinement of global thresholding based on local spatial information such as a two-point local covariance function of the image [Oh and Lindquist, 1999; Mardia and Hainsworth, 1988] , or edge detection [Yanowitz and Bruckstein, 1989; Hertz and Schafer, 1988; Sheppard et al., 2004] .
[10] Region growing methods are based on the assumption that all voxels belonging to a particular object are connected and sufficiently similar. A generic algorithm iteratively searches for all voxels neighboring an existing region of interest (ROI) and uses specific selection criteria (commonly the similarity of the neighboring voxels gray scale intensities to the mean intensity of the entire region) to add neighboring pixels to the ROI [Gonzalez and Wood, 2002; Ketcham, 2005] . Methods within this category mainly differ in applied selection criteria for adding or removing voxels [Wirjadi, 2007] and considerations for local image properties such as edges [Vlidis and Liow, 1990] . A significant drawback of region growing methods is the need for carefully defining initial seed regions, which is typically done manually or with a conservative use of global thresholding, which limits their applicability to supervised segmentation.
[11] Deformable surfaces have been extensively used for segmentation of objects in both 2-D and 3-D analyses [ Mumford and Shah, 1989; Cohen et al., 1992; McInerney and Terzopoulos, 1996; Caselles et al., 1997; Montagnat and Delingette, 2001] . Explicit parametric deformable surface methods cannot be effectively used for segmentation of complex objects without a priori information, but level set methods [Sethian, 1999] that fall within this category are feasible. Similarly to region growing thresholding, conventional level set methods rely on seed initialization and require iterative solution, but use an implicit variational approach to solve the optimal segmentation problem [Mumford and Shah, 1989; Osher and Paragios, 2003; Weeratunga and Kamath, 2004] . Extremely high computational demand, a large number of control parameters and dependence on good initialization make this approach less suited for segmentation of high-resolution CT images of natural porous media, although new developments in the use of level set methods [e.g., Li et al., 2008] may provide a solution.
[12] Probabilistic fuzzy clustering utilizes not only voxel intensity values but also information on the connectedness of voxels within a cluster [Pedrycz, 1996; Rajapakse et al., 1997; Cheng and Chen, 1999; Pham, 2001; Leski, 2003] . Once the iterative solution converges to a stable cluster configuration, the image segmentation task is reduced to thresholding of the fuzzy connectedness values [Baraldi and Blonda, 1999; Nyúl et al., 2002] . This approach is more robust for structurally complex and potentially noisy CT images of porous media samples than clustering methods that explicitly rely on region-based interpretation of the image such as graph cuts [Huang and Wang, 1995; Nefti and Oussalah, 2004; Wirjadi, 2007] .
[13] Bayesian methods treat all image quantities as random variables and derive a probabilistic model based on Bayesian decision theory [Duda and Hart, 1973] . The most promising methods within this category are based on Markov random fields (MRF), a multidimensional extension of Markov chains [Kindermann and Snell, 1980; Chellappa and Jain, 1993] . These methods are usually insensitive to local image noise and produce reasonable results, but may require a priori knowledge for construction of an appropriate image model, a supervised learning process or manual initialization [e.g., Berthod et al., 1996; Szirányi et al., 2000; Li, 2001] .
[14] Hybrid methods can be assembled as a combination of various approaches. For example, in certain multiphase systems it may be beneficial to use simple thresholding to remove voxels corresponding to materials with high X-ray attenuation prior to performing precise segmentation of the pore space. Alternatively, one could use region growing or level set methods as an efficient means for refinement of segmentation results obtained with less computationally demanding methods, or obtain optimal segmentation by comparing results of several different algorithms [Melgani, 2006] . Other examples include methods that combine level set methods with simple clustering [Li et al., 2008] or Bayesian analysis [Zhou et al., 2008] to account for noise and heterogeneity of image intensity.
[15] Manual segmentation falls into a separate category. Although it is acknowledged that a trained operator can produce quality segmentation results, the large amount of data contained in high-resolution CT images (current industrial and benchtop X-ray CT scanners, equipped with highresolution detectors, yield reconstructed 3-D volumes of $10 10 voxels) makes this a challenging and extremely time consuming task. While steadily increasing computational power, rendering capabilities and advances in 3-D working environments make this procedure more efficient, manual segmentation of a CT image of a typical natural porous material with complex internal structure remains impractical. As opposed to ''painting,'' the application of manual thresholding or simple supervised segmentation is feasible. However, manual segmentation is always operator-biased and may be inconsistent, with bias and probable segmentation errors difficult to predict and correct for. This emphasizes the need for development of segmentation algorithm(s) with minimal requirement for supervision.
[16] Image enhancement should also be considered within the framework of segmentation techniques. Many binarization approaches (e.g., any type of thresholding) produce poor results when applied directly because CT images commonly suffer from high noise levels. To partially alleviate this problem CT images are typically preprocessed with smoothing filters, varying from simple low-pass (blurring) to advanced edge-preserving smoothing algorithms. A review of filtering methods applicable for preprocessing of X-ray CT images can be found in the work of . The segmented image can also go through postprocessing using morphological operations of erosion and dilation [Soille, 2003] to remove artifacts resulting from noise in the original gray scale image. However, extensive preprocessing or postprocessing can reduce segmentation quality by either indiscriminately removing not only noise but also true features (e.g., blurring of gray scale images, morphological opening on binary data) or producing unwanted artifacts (e.g., edge-sharpening filters), and therefore should be applied with care.
Commonly Applied Methods in Porous Media Research
[17] Table 1 provides a cursory overview of thresholding techniques that were recently applied in porous media research. Many studies that rely on X-ray CT images for quantitative pore space analysis and fluid dynamics modeling apply global thresholding techniques, adjust the threshold value based on matching calculated and measured medium porosities, or manually segment CT data. Only a few recent studies apply more advanced segmentation techniques (Table 1) , and despite rapidly increasing computational power, 2-D ''slice-by-slice'' processing is still dominating over full 3-D processing. Within this context it needs to be mentioned that many studies that utilize image segmentation for discretization of pore structures do not specify nor describe the applied method, only present images of the binarized pore space.
Available Segmentation Software
[18] Although there are a number of commercial software packages with some form of image segmentation capability available, most are not suited for automated processing of large CT data sets, and others rely on highly knowledgeable and specially trained human operators. A large portion of full-functioning 3-D image processing software has been specifically developed for medical applications (3DVIEWNIX, see http://www.mipg.upenn. edu/$Vnews/; Amira 1 , see http://www.amiravis.com; 3D-Doctor, see http://www.ablesw.com; Segment, see http://segment.heiberg.se; etc.). Though these packages contain comprehensive visualization and image processing capabilities, implemented segmentation tools are at the bare minimum. They are only suitable for segmentation of single objects, where object properties such as location, shape, or brightness are known a priori. It comes as a surprise that even software that is marketed for more general applications, such as ScanIP (http://www.simpleware.com) or Avizo TM (http://www.tgs.com) lack advanced methods for unsupervised segmentation of extensive CT volumes.
[19] In addition to commercial software, there are a number of free and open-source software packages that are briefly discussed below. The 3DSlicer (http://www.slicer. org) is mainly applied in clinical research. In its current version, segmentation capabilities are in the experimental phase and limited to simple thresholding and one level set method.
[20] Of most interest are software packages developed specifically for the analysis of geomaterials. The 3DMA-Rock (http://www.ams.sunysb.edu/$lindquis/) was originally developed for pore space analysis for three-dimensional (and two-dimensional) X-ray micro-CT images of rock [Lindquist and Venkatarangan, 1999; Lindquist, 1999] and runs on multiple platforms. The 3DMA-Rock provides three options for image segmentation: manual thresholding and two locally adaptive methods [Mardia and Hainsworth, 1988; Oh and Lindquist, 1999] .
[21] Blob3D (http://www.ctlab.geo.utexas.edu/software/) was introduced by Ketcham [2005] for measuring discrete features (e.g., mineral g voids) within geological samples, but was also applied for engineering and medical purposes. The program was written in Interactive Data Language (IDL, Research Systems, Inc.). For image segmentation, Blob3D offers an adaptive region growing algorithm that relies on the operator for specifying input parameters.
[22] Mango (see J. Middleton et al. Mango user guide for applied mathematics, Department of Applied Mathematics, Australian National University, 2007, available at http:// wwwrsphysse.anu.edu.au/$web110/xct/mango/) is a software tool for parallel segmentation and network generation and the preprocessing and postprocessing and analysis of associated data, developed at the Australian National University. The analytical and visualization capabilities of Mango are extensive and include image enhancement, medial axis generation, grain identification and characterization, and pore-throat and grain-contact network generation. Image segmentation is accomplished by a combination of manual thresholding and a manually controlled refinement based on voxel connectivity and local gradient values.
[23] Insight Segmentation and Registration Toolkit (ITK) (http://www.itk.org/) is an open-source software package that provides an extensive framework for development of applications for medical image processing. Among other capabilities, ITK contains algorithms for image segmentation, mainly variations of thresholding, connectedness region growing, and deformable surfaces and level sets. Focused on medical imaging, few of the methods can be used for unsupervised segmentation. In addition, applicable methods need to be implemented within the ITK framework, which requires some expertise in software development and significant time investment. [24] Motivated by the lack of available and well-developed algorithms for our research on initiation and evolution of desiccation crack networks in bentonite liners, we conducted a thorough study to investigate suitability, advantages, and disadvantages of global and local adaptive segmentation methods for pore space discretization of natural and artificial porous materials. In the following section we provide an overview of investigated porous materials, utilized X-ray CT systems, and evaluated segmentation procedures.
Materials and Methods
[25] To examine potential effects of image source and resolution, we scanned different materials (glass beads, bentonite-sand mixtures, and macroporous loam soil) with a high-resolution industrial X-ray CT system and also utilized synchrotron microtomography images of glass beads provided by Dorthe Wildenschild (Oregon State University). After binarizing the X-ray CT gray scale images with various methods considered in this study, we applied a simple voxel counting algorithm to estimate the porosities of discretized 3-D sample volumes (sum of voxels corresponding to void space divided by the total number of voxels constituting the cylindrical 3-D sample volume). Obtained results were compared among each other, and where applicable, image-derived porosities were compared with directly measured values.
Employed X-Ray CT Systems
[26] The industrial scanner used for this study was a HYTEC Flat Panel Amorphous Silicon High-Resolution Computed Tomography (FLASHCT TM ) system located at Washington State University. FLASHCT TM is an advanced high-speed industrial X-ray based 3-D scanning system that was developed as an area detector scanner employing flat panel amorphous silicon arrays. FLASHCT TM is suitable for applications requiring a wide spectrum of X-ray energies and geometric magnifications. The scanner incorporates both a 225 kV microfocus X-ray source for material characterization at high magnification and a 420 kV X-ray source for larger component analysis.
[27] The images provided by Dorthe Wildenschild (OSU) emanated from experiments with the synchrotron X-ray computer microtomography system at section 13 of the GeoSoilEnviro Consortium for Advanced Radiation Sources (GSECARS) bending magnet beamline at Argonne National Laboratory.
Scanned Materials
[28] The first set of samples scanned with the FLASHCT TM system was composed of precision glass beads (BioSpec Products Inc.) of different sizes (2.5-, 3.5-, and 6.5-mm diameter) that were compacted into machined, acrylic cylinders with an inner diameter and height of 12 cm. The porosities were calculated from specific gravity and mass of the glass beads and the container volume that was determined via liquid displacement at controlled temperature. To obtain optimum exposure, samples were scanned at an energy level of 420 keV and 1.7 mA current. To alleviate beam hardening, copper filters were positioned between X-ray source and sample columns. A Fourier cone beam reconstruction algorithm was applied to convert the X-ray CT radiographs into 8-bit, gray scale 3-D volumes composed of 702 Â 702 Â 662 voxels (resolution = 180 microns).
[29] The second set of observed samples contained mixtures of Wyoming bentonite (Wyoming-Bentonite Inc.) and F35 Ottawa silica sand (U.S. Silica Company) that are widely applied buffer materials for waste isolation barriers. The samples were saturated to their maximum water ratio and compacted into machined cylindrical containers (height and diameter of 12 cm) to an equivalent dry bulk density of 1.6 g cm À3 . The samples were then dehydrated under precisely controlled temperature boundary conditions and scanned on subsequent days to study initiation and evolution of dehydration crack networks. Scanner settings, shielding, and resolution were identical with the settings for glass beads described above.
[30] The third set of investigated samples was composed of twelve undisturbed cylindrical soil columns (7.5 cm diameter and 16.3 cm height) with biological macropores. The columns were collected vertically from the A-horizon of a Tyler loam soil to study spatial variability of soil structure. The samples were scanned with the FLASHCT TM system at an energy level of 380 keV and 1.7 mA current with copper filters positioned between the X-ray source and the columns. The resultant 8-bit gray scale volume had a resolution of 110 microns and size of 820 Â 820 Â 1480 voxels.
[31] Finally, to examine potential effects of image source and resolution, we also utilized a series of synchrotron microtomography images of a uniform glass bead sample provided by Dorthe Wildenschild (OSU). The cylindrical sample with 6.35-mm diameter and 5.67-mm height was scanned with a resolution of 5.9 microns at an energy level of 33.3 keV. The corresponding CT volume had a size of 1300 Â 1300 Â 1300 voxels. The porosity was independently determined on the basis of number, specific gravity, and mass of precision glass beads required to fill the cylindrical sample container. The container dimensions for volume calculation were precisely determined from a vertical radiograph cross section, i.e., to determine sample height the container was truncated at the lower and upper edges of the lowest and uppermost glass bead, respectively.
Tested Segmentation Algorithms
[32] While the number of existing segmentation methods described in literature exceeds 100, many of them were developed for purposes other than porous media research (e.g., optical character recognition, pattern analysis, supervised object segmentation, etc.). The segmentation algorithms evaluated in this study represent a selection of established thresholding techniques as well as more recently developed methods, which were chosen, on the basis of their potential for automated characterization of pore space in geomaterials with minimal human control or supervision. This selection provides a good overview of existing techniques and demonstrates both their advantages and limitations.
Global Thresholding
[33] Considered global thresholding techniques were selected on the basis of a comparative review by Sezgin and Sankur [2004] . All methods in this category produce ''hard'' threshold values used to segment entire X-ray CT volumes, and are based on analysis of the image histogram representing the distribution of voxels with a given gray level intensity (Figure 1) .
[34] In the first subcategory are methods that analyze histogram shape. HS-Zack utilizes geometrical analysis of the histogram shape (triangulation) [Zack et al., 1977; Rosin, 2001] . HS-Tsai uses peak, valley and maximum curvature considerations for determining the optimum threshold value [Tsai, 1995] .
[35] The second category of considered global methods uses clustering to separate background and foreground voxels by approximating the histogram with a combination of two or more statistical distributions. CL-Otsu [Otsu, 1979] is one of the most commonly used thresholding techniques; the concept behind this method is to find a threshold value which minimizes the within-class variances of background and foreground voxel classes, which is equivalent to maximizing the variance between the means of the two clustered classes [Sund and Eilertsen, 2003] . CLKittler is a minimum error thresholding method that assumes that the image histogram can be represented by two Gaussian distributions [Kittler and Illingworth, 1986] . CL-Ridler uses an iterative approach to find the threshold as the midpoint between means of background and foreground voxels [Ridler and Calvard, 1978] ; this technique is also known as isodata or k-means clustering.
[36] The third implemented category of methods is based on signal entropy considerations [Shannon and Weaver, 1948; Pal and Pal, 1989; Pal, 1996] to separate background and foreground voxels. EN-Kapur considers the image foreground and background as two different signal sources and finds the optimum threshold value by maximizing the sum of the foreground and background signal entropies [Kapur et al., 1985] . EN-Yen calculates the threshold value by maximizing the entropic correlation between the object and background classes [Yen et al., 1995] .
[37] The fourth category includes techniques that employ higher-order probability distributions and spatial correlation between voxels. SP-Chen also uses maximum entropy considerations, but relies on the two-dimensional histogram that is constructed utilizing not only the local intensity value of each voxel but also the average value in a certain neighborhood centered at that voxel (3 Â 3 Â 3 region was used for this study). This method was originally proposed by Abutaleb [1989] and further improved by Brink [1992] , with an optimized solution scheme provided by Chen et al. [1994] . SP-Pal employs the voxel co-occurrence data to find the threshold that maximizes the sum of Shannon's entropies of the within-class co-occurrences of background and foreground voxel classes [Pal and Pal, 1989; Chang et al., 2006] .
[38] In addition to the aforementioned methods, we also utilized manual global thresholding, where a threshold value was selected on the basis of subjective visual similarity between several corresponding 2-D sections of the original gray scale and binarized images.
Locally Adaptive Segmentation
[39] This section includes methods that make a segmentation decision for each voxel. The utilization of local information can generally provide better segmentation quality and account for some image artifacts (e.g., beam hardening, or high-frequency noise), at the expense of much higher computational demand and memory requirements. In the following we give an overview of implemented locally adaptive methods.
[40] LA-Kriging is 2-stage algorithm developed by Oh and Lindquist [1999] that utilizes both global and local information. In the first stage, two global threshold values (T 0 and T 1 ) are selected either manually or with a global thresholding method. Voxels with gray scale values smaller than T 0 and greater than T 1 are assigned to background and foreground classes, respectively. In the second stage, all unclassified voxels with gray intensity values between T 0 and T 1 are assigned to either the background or foreground class using the maximum likelihood estimate for each voxel independently on the basis of stationary spatial covariance of the image, using a small neighborhood (''kriging window'') centered on the unclassified voxel. A detailed description of this method is provided in the work of Oh and Lindquist [1999] . For this study, we used the CL-Ridler method and estimates for the background and foreground class variance to obtain thresholds T 0 and T 1 , and a spherical ''kriging window'' of 5 voxels in diameter.
[41] PCM-Pham is a modification of the fuzzy c-means method proposed by Pham [2001] that considers not only gray level intensity but also probability of each voxel's class membership based on local spatial information calculated for a small neighborhood (3 Â 3 Â 3 used) for each voxel with indicator kriging. This allows for effective filtration of high-frequency noise, and is somewhat similar to the approach taken in LA-Kriging, except the final result is obtained using an iterative update of the fuzzy cluster membership instead of a single-pass evaluation that relies on a priori thresholding information. PCM-Pham only requires the operator to supply guess values for each cluster center (gray level) or corresponding threshold values. When compared to LA-Kriging, PCM-Pham is more convenient for unsupervised segmentation, because it is less sensitive to initialization. However, because of the iterative nature of the algorithm it is computationally more demanding.
[42] ED-Yanowitz is a technique based on the edge detection and surface fitting procedure proposed by Yanowitz and Bruckstein [1989] . This method calculates the gradient magnitude of the smoothed image, which is then truncated and thinned to yield the image edge map. The values of the smoothed image gray scale intensities at the resulting voxels are taken as optimal values for local thresholds, which are then interpolated to the rest of the image. The interpolation is obtained as the solution of the Laplace equation that satisfies the known good threshold values at the ''edge voxels,'' resulting in a thresholding surface, which is used to segment the original gray scale (smoothed) image. Numerically, the solution is obtained iteratively with successive over-relaxation (SOR) using original image voxel intensities as initial values and ''edge voxels'' as the fixed boundary condition. In our implementation of this method, we used Gaussian smoothing for image filtering, CL-Otsu thresholding and the Canny edge detector [Canny, 1986] for thinning. In addition, a fixed multigrid (pyramid) approach was implemented to improve numerical performance of the interpolation step.
[43] CAC-Sheppard is a hybrid method developed by Sheppard et al. [2004] specifically for 3-D segmentation of gray scale CT images, utilizing a combination of image enhancement, thresholding and converging active contours (CAC). Similar to many other methods, CAC-Sheppard seeks to place interfaces between different segmented classes at the points of maximum intensity gradients, which are most likely to coincide with true object edges. However, the implementation of this method more closely resembles region growing, as the interfaces are evolving from initially seeded regions with positive definite speed function using a fast marching algorithm [Sethian, 1999] . This provides a major performance advantage over variational level set algorithms. By seeding both low-and high-intensity regions and simultaneously evolving two contours, the watershed approach is utilized and the final region boundary is automatically placed at the points where two contours touch. This eliminates the need for a complex stopping condition required for most deformable surface methods. Unfortunately, as with any deformable surface or region growing approach, this method heavily depends on initial seeding (thresholding) and the implementation of the speed function (sensitivity to between-class intensity contrast and local gradient values) is governing contour evolution. [44] MRF-Berthod is an algorithm for supervised Bayesian segmentation developed by Berthod et al. [1996] . We adopted a C ++ code written by Csaba Gradwohl and Zoltan Kato (University of Szeged, Hungary) to implement this algorithm. The results shown in this study were obtained with simulated annealing. We also tested iterated conditional mode relaxation (ICM), which yielded poor segmentation quality. This segmentation method can generally handle any number of voxel classes (e.g., representing different porefilling fluids and/or different solid grain materials) and is not sensitive to high-frequency noise, but must be initialized with reasonable statistics (mean, variance) for each voxel class. The statistics can be obtained with either a global thresholding method or simple manual selection of several regions within the image that are representative for each class. The only apparent limitation associated with MRF classification is the long processing time inherent for the simulated annealing technique. Implementation of a pyramid scheme and optimized relaxation methods may offer improved performance.
Image Processing
[45] As the first step, CT data were manually trimmed to 3-D cylindrical volumes. A corresponding mask was used for filtering and segmentation to exclude voxels associated with the container walls and the outside air.
[46] X-ray CT is typically not free of artifacts, which complicates quantitative image analysis, including segmentation. A commonly experienced problem with polychromatic X-ray beams (industrial and medical X-ray CT) is beam hardening [Ketcham and Carlson, 2001] . Another problem we encountered when using the FLASHCT TM system was the distortion of attenuation intensities during CT reconstruction, resulting in different apparent gray scale intensities in the reconstructed CT image corresponding to the same material at different heights in the scanned sample column. Since such distortions pose an insurmountable problem for all global thresholding techniques, we have developed a correction procedure to account for large-scale smooth intensity variations in 3-D CT images [Iassonov and Tuller, 2009] . Application of this correction is illustrated in Figure 2 .
[47] Noise suppression in gray scale CT volumes, where indicated, was achieved with a simple median filter to provide a uniform basis for consistent comparison of different segmentation algorithms. Although image enhancement can have significant effects on segmentation results, and a detailed investigation of the effect of different filtering methods is of interest [see, e.g., Kaestner et al., 2008] , it was not the objective of this study.
[48] To estimate the magnitude of noise in the resultant binary volumes, we used majority filtering with a 3 Â 3 Â 3 element, and calculated the number of voxels that differ between prefiltration and postfiltration stages. The resulting number was then normalized by the total number of voxels in the image.
Implementation
[49] Unless otherwise specified, all processing was performed in full 3-D mode for the entire sample volume. Although, most of the segmentation methods listed in section 2.3 were originally developed for 2-D images, we coded all methods for full 3-D processing. As evidenced by recent studies listed in Table 1 , 2-D ''slice-by-slice'' segmentation is fairly common. It is clear that 2-D processing has major disadvantages because a large part of local voxel neighborhood information is neglected and directional bias is introduced [Elliot and Heck, 2007] . In many cases, small portions of the CT image (e.g., a single 2-D slice or a small 3-D subsection) do not contain sufficient information representative for all voxel classes to be considered, thus resulting in misclassification and/or requiring additional and possibly biased processing (e.g., manual adjustment or ''outlier'' considerations). An example for the latter is shown in Figure 3 .
[50] For portability and ease of deployment, all algorithms were implemented in MATLAB
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, with a few subroutines coded in C ++ . Sequential (single-thread) processing was used.
Results and Discussion
[51] One of the main challenges for comparison of segmentation algorithms for X-ray CT images of porous materials is the lack of ground truth, i.e., lack of knowledge of the optimal binarization result. We used porosity meas- [Oh and Lindquist, 1999] . urements for glass beads to quantitatively compare segmentation methods. Macroscopic porosity can be accurately determined experimentally in many cases, is easy to derive from binarized images, and was used for calibration of thresholding methods in numerous previous studies (see Table 1 ). The performance of segmentation methods for CT data of bentonite-sand mixtures and macroporous loam soil samples was evaluated based on visual inspection of original gray scale and obtained binary images and compared to the manual thresholding result where applicable.
[52] For comparison, all CT images obtained with the FLASHCT TM system were corrected for intensity distortion artifacts and smoothed with a median filter of 3 Â 3 Â 3 voxels. Resultant image-derived and measured porosities for all investigated samples and binarization methods are listed in Table 2 . Presented results reveal significant deviations between measured porosities and porosities computed from the binarized images for most of applied methods. It should be noted that CT data for the macroporous soil and the synchrotron microtomography data for glass beads show three distinct phases (Figure 4) . Among the tested segmentation methods, only HS-Tsai, CL-Ridler, PCM-Pham, and MRF-Berthod were specifically designed for more than two voxel classes. Though the CAC approach developed by Sheppard et al. [2004] can be modified to allow multiphase segmentation, we only applied it for two-phase binarization.
Global Thresholding Methods
[53] Among the tested global thresholding algorithms, only the CL-Otsu and CL-Ridler methods showed consistent performance for most of the investigated samples, with image-derived porosities close to physically measured values or values estimated by means of manual segmentation (Table 2) . With the exception of the CL-Otsu and CL-Ridler methods, all global binarization methods yielded poor and/ or inconsistent results for most samples, especially for those with low contrast and significant partial volume effects (i.e., low-resolution CT scans of glass beads, macroporous soil). A careful application of advanced image enhancement techniques could have yielded better results in some cases [Sheppard et al., 2004; Kaestner et al., 2008] . Particularly, poor results obtained with binarization methods that rely on signal entropy calculations (EN and SP methods) were investigated in more detail, and found to not be the result of deficiencies in code implementation, but rather the trait of the binarization methods themselves. It is evident that the criterion functions used i e methods are not suitable for histograms with close to unimodal shape owing to existence of more than one competing global extreme.
Locally Adaptive Methods
[54] In addition to comparing measured and imagederived porosities, we used unfiltered FALSHCT TM images of macroporous soils and microtomography images of precision glass beads to estimate the noise tolerance of each adaptive segmentation method (Table 3 ). All tested locally adaptive methods performed reasonably well for all investigated samples. They yielded similar results for both filtered and unfiltered CT data, with minimal noise evident in resulting binary images ( Figure 5 ). However, there are still noticeable differences between methods and limitations associated with each of them.
[55] The best overall result (1.3% average error in calculated porosity) was achieved with the Bayesian approach implemented in MRF-Berthod [Berthod et al., 1996] . This approach showed the best noise tolerance and had the capability to effectively segment more than two voxel classes ( Figure 6 ). One limitation of this method is the computational demand, which was by far the highest among all tested methods. Furthermore, good results were only achieved when representative regions for all phases of interest were selected manually. It should be noted that the MRF-Berthod method was explicitly designed for supervised segmentation. More recent developments provide options to use MRF in unsupervised, data-driven manner [e.g., Zhang et al., 2001; Peng et al., 2005; Xia et al., 2006] , potentially reducing operator bias.
[56] LA-Kriging [Oh and Lindquist, 1999] was second when comparing segmentation quality (2.4% average error). This method is computationally more efficient, but results are highly dependent on the two global thresholds selected during the first stage of this two-stage algorithm. The application of the CL-Ridler method for initial global thresholding yielded reasonable results for all investigated samples. Careful manual adjustment of the initial global thresholds potentially leads to improvement of segmentation quality [Oh and Lindquist, 1999; Prodanović et al., 2006] .
[57] The probabilistic fuzzy c-means method PCM-Pham [Pham, 2001] yielded similar results to LA-Kriging, but is less sensitive to initialization. This makes this method more convenient for semiautomated segmentation when optimal thresholding is not readily available. However, PCM-Pham is computationally more demanding. Another limitation of PCM-Pham is associated with the underlying basic c-means algorithm that does not take into account spatial sizes of each cluster. This results in misclassification when cluster centers are not equidistant. For example, while it is possible to segment pore space and the solid phase in macroporous soil images, PCM-Pham cannot accurately segment the dense aggregates of the solid phase at the same time ( Figure  6 ). This problem can be alleviated with more robust possibilistic fuzzy clustering techniques [De Oliveira and Pedrycz, 2007] .
[58] ED-Yanowitz [Yanowitz and Bruckstein, 1989 ] was the only method not affected by global image intensity variations. This method was successfully applied for segmentation of CT images with pronounced beam hardening artifacts (Figure 7) . However, relying exclusively on edge information not only makes this method inherently sensitive to noise (requiring extensive image smoothing), but also limits its applicability to samples composed of only two materials with distinctly different X-ray attenuations. Nevertheless, it provided reasonable overall segmentation quality, with 3% average error in calculated porosity values.
[59] The converging active contours approach used in CAC-Sheppard [Sheppard et al., 2004] presented several challenges for obtaining reasonable segmentation results (4.4% average error), in particular for low-quality CT images. We found that this method is very sensitive to selection of initial thresholds, often resulting in loss or distortion of small image features such as small pores or grain contacts owing to the lack of seed voxels in these regions. In addition, the speed function for the fast marching algorithm as defined by Sheppard et al. [2004] uses three independent parameters. Optimal combinations of these speed function parameters as well as initial thresholds need to be determined via trial and error. This makes this algorithm computationally demanding and introduces operator bias.
Conclusions
[60] In this study, the performance of 14 segmentation methods was evaluated for potential application to industrial and synchrotron computed tomography images of macroporous soils, sand-bentonite mixtures, and precision glass beads. Only a few of the tested methods performed equally well for all considered samples. Among the tested global thresholding methods, only the clustering algorithms CLOtsu [Otsu, 1979] and CL-Ridler [Ridler and Calvard, 1978] provided adequate binarization results. Most of the locally adaptive methods showed stable and more accurate performance, yet had significant limitations.
[61] On the basis of comparison of measured and computed porosities, as well as visual inspection of original gray scale and binarized images, it is clear that the use of local spatial image information is crucial for obtaining good segmentation quality (Tables 2 and 3 ; see also Figure 5 ). Best overall segmentation quality was obtained with the indicator kriging method by Oh and Lindquist [1999] and the MRF-based technique by Berthod et al. [1996] , yet both require significant supervision by a skilled operator.
[62] In summary, the presented results illustrate the significant role of image segmentation for subsequent quantitative geometrical analysis of X-ray CT images and modeling of fluid distributions and flow processes in discretized porous media. Despite ongoing developments and recent introduction of new algorithms for gray scale image segmentation (primarily in medical research), the need for reliable, consistent, computationally efficient and automated algorithms (no operator bias) applicable to a wide range of porous materials is evident from the presented study. 
