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SUMMARY 
The high contact principle in optimal stopping states that at the bound-
ary aD of the continuation region D the reward function g has a smooth fit 
with the optimal expected reward function g*, in the sense that 
g = g*on aD 
'iJg = 'iJg*on aD 
Thus this principle gives the crucial link between optimal stopping and free 
boundary problems. 
If the system is described by Brownian- or geometric Brownian- motion 
. then it is easy to prove the high contact principle. However, in the general 
case when the system is described by a diffusion in !Rn all the proofs in the 
literature known to the author are long and complicated. 
The purpose of this work is to show how a result by Dynkin and Van-
derbei about stochastic waves can be used to give a short proof of the high 
contact principle. Moreover, this proof works under weaker conditions than 
known before. 
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§1. Introduction 
The (diffusion) optimal stopping problem can be formulated as follows: 
Let (Xt, Mt, Qx, Ot) be an Ito diffusion, i.e. the (strong) solution of an 
Ito stochastic differential equation in IRn: 
(1.1) dXt = b(Xt)dt + u(Xt)dBt 
where b: !Rn -+- !Rn and u : !Rn -+- !Rnxm (where !Rnxm denotes then x m-
matrices with real entries) are given Lipschitz functions with at most linear 
growth and (Bt, Ft, px, Ot) denotes m-dimensional Brownian motion. Let g 
be a given non-negative (or lower bounded) continuous function on !Rn. The 
optimal stopping problem is to find g* and an Ft-stopping time :r* such that 
(1.2) g*(x) :=sup Ex[g(Xt)] = Ex[g(X,..,.)], 
T 
. 
where Ex denotes expectation w.r.t. the law Qx of Xt starting at x, the 
sup being taken over all Ft-stopping times T. (If r(w) = oo then g(X,.(w)) 
is interpreted as 0). (The similar problem involving "inf" instead of "sup" 
in (1.2) can be transformed to (1.2) by changing sign on g, at least if g is 
bounded.) 
The function g is often called the reward function. Thus we interpret 
g(X,.) as the reward obtained by stopping Xt at timet= T. The problem is 
therefore to find a stopping time r* which maximizes the expected reward 
and to find this maximal reward g*. 
A fundamental result in optimal stopping is that r* can be realized as 
the first exit time TD for Xt from a certain region D (see for example [10, 
Theorem 10.9] for details): 
THEOREM A (Optimal stopping theorem) 
Let g denote the least superharmonic majorant of g. Then 
* A g =g. 
-J..-
Define 
D = { x; g( x) < g( x)} (the continuation region). 
Assume that TD 
family 
inf {t > 0; Xt fl. D} is finite a.s. Q:c and that the 
{g(Xr )}r~ro is uniformly Q:c- integrable. 
(For example, it suffices that g is bounded). Then 
(1.3) 
so T"' = TD is optimal. 
Thus g"' = g coincides with g outside D. The high contact principle 
states that- under certain conditions- the contact between g and g"' on aD 
is smooth, in the sense that 
(1.4) lim '\]g"'(x) = '\]g(y) for y E aD 
x-+y 
:cED 
This result is crucial for the connection between optimal stopping prob-
lems and free boundary problems. 
The first time this principle was formulated seems to be in a paper by 
Samuelson [11], who studied the optimal time for selling an asset, if the 
utility (reward) obtained by selling at the timet and when the price is z was 
given by 
the time-price process being 
Xt = (t, Zt), 
where Zt is a one-dimensional geometric Brownian motion, i.e. 
Zt = zexp(at + f3Bt), 
for some constants a, {3 and a Brownian motion Bt. 
-~-
A rigorous proof of the high contact principle in this case was given by 
McKean (7], in the Appendix to the same article. 
Subsequently the high contact principle for time-space Brownian/ 
geometric Brownian motion has been studied by several authors. See e.g. 
Bather (1], Merton [8], Van Moerbeke (13]. A proof for more general one-
dimensional diffusions has been given by Shiryaev (12]. 
For general diffusions in !Rn less is known. The most general results seem 
to be due to A Friedman (6], and A. Bensoussan and J. L. Lions (2]. They 
prove regularity results for solutions of variational inequalities. The high 
contact principle then follows from the equivalence between optimal stopping 
problems and certain variational inequalities. For example, we mention the 
following result: 
THEOREM B ([6], Theorem 8.1): 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
Suppose the generator A of Xt, which is given by 
where a= [ai,j] = ~uuT (uT being the transposed of u) satisfies: 
A is uniformly elliptic, i.e. there exists {3 > 0 such that 
oa·· 
aij and !) ' 1 are bounded functions on mn 
UXt 
Let Wk,p,JJ denote the set of functions u on !Rn whose first k weak 
derivatives exists and belong to Lfoc and whose norm 
(1.9) II u llk,p,IJ= { L j le-~tlxlnau(x)!Pdx} 1/p 
lal:Sk 
-Lf-
is finite. Then if/, g 2: 0 satisfy 
(1.10) 
(1.11) f E Wo,p,J.& n W0'2 '~-' for some p > n, 
then the solution V(x) of the optimal stopping problem 
(1.12) V(x) := inf Ex [ rT f(Xt)dt + g(Xr )] 
r lo 
is continuous, 'Q'V is continuous and 
(1.13) av ag ~=~onS, 
VXi VXi 
where 
S := {x: V(x) = g(x)}, 
(It is also assumed that 
T := inf{t > 0; Xt E S} < oo a.s. Qx 
for all x). 
Note that although the statement of the problem (1.12) appears to be 
more general than our original problem (1.2), it can be reduced to our case 
by considering the diffusion Yt given by 
(1.14) [dXt] [b(Xt)] [u(Xt) 0] -dyt = dZt = f(Xt) dt + 0 1 dBt, Yo= (z, x) 
where Bt = (B1 (t), ... , Bm(t), Bm+l(t)) is (m +!)-dimensional Brownian 
motion, and the optimal stopping problem 
(1.15) h"'(y) = h"'(x, z) =sup Ex,z[h(Yr )], 
T 
with h(x, z) = z + g(x). We will return to this in the end of§ 3. 
It is natural to ask if there is a more direct approach to the high contact 
principle than via the formidable machinery of variational inequalities. The 
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purpose of this paper is to point out that such a direct approach exists. 
Moreover, it gives the high contact conclusion with weaker assumptions than 
what appears to be known earlier. 
In § 2 we show how a simple argument can be used to give a weak but 
general version of the high contact principle. Then in § 3 we apply results 
about stochastic waves due to Dynkin and Vanderbei [5] to obtain a strong 
versiOn. 
§2. A weak but general version 
In this section we show that the high contact principle is basically a 
consequence of the strong Markov property, modulo some (non-tractable) 
differentiability conditions. First we introduce some notation: (As usual 
ck denotes the family of functions whose derivatives of order up to k are 
continuous). Suppose Xt, g, Dare as in Theorem A. Assume that aD locally 
(in a relatively open subset l¥ of aD) is the graph of a function 
where V is open, and that D near W is situated "below" W viewed aiong 
the Xj-axis. We introduce the following perturbations of D at W: Let Vo be 
an open set with V0 C V, and for each() E ( -1, 1) let a 8 : V -t IR satisfy 
of 
(i) as = 0 outside Vo 
(ii) ao = 0 
(iii) (O,y) -t Cl!fJ(Y) is C1 on (-1, 1) x V and 
a6(Y) = foafJ(Y) > 0 on (-1,1) x Va. 
Let DfJ denote the domain obtained by replacing aD in W by the graph 
Xj = TJ(Y) + Cl!fJ(Y) ; y E v, 
Xj = TJ(Y) + Cl!fJ(Y) 
~="w () 
- -~"-- Xj = 7J y~ 
4 
I 
I 
v 
-G-
Let w9 denote the corresponding part of oDe and let Tf1 = TDII be the 
first exit time from De (writing r0 = r). 
Finally, if h is a function on IR" we let Dj h( x) denote the left-sided 
partial derivative of h with respect to Xj, i.e. 
D-. h(x)= lim g(x)-g(x-E:ej) 
] e:--+0+ . -f: 
(if the limit exists), where ej is the jth unit vector in mn; 1 ~ j ~ n. 
THEOREM 1 (Weak version I of the high contact principle). 
Let Xt, g, D be as in Theorem A. Suppose that, locally at W C oD, 
fJD has the form (2.1) and D is situated below this graph there. Moreover, 
assume the following: 
(2.2) 
The functions x.......,. Djg(x), x.......,. Djg*(x) are bounded and uniformly 
continuous in GnD, for some IR" -neighborhood G of W 
(2.3) All the points x E W are X -regular boundary points of D 
i.e. Px[r = 0] = 1 for all x E W 
(2.4) The function F( 0) = Ex [g( X r8 )] is differentiable at 
() = 0, for all x E D 
Then 
(2.5) 
Ex[Djg(Xr) · a~(Xr) · Ko] 
= Ex[Djg*(Xr) · a~(Xr) · Ko], xED, 
where 
X being the indicator function (characteristic function). 
Proof. 
If() < 0 then re < r so by the strong Markov property we have 
(2.6) 
Ex[g(Xr) · Ke] = Ex[Ex[g(Xr) · Ke 1Fr8 ] 
=Ex[I<9 ·~Xrs[g(Xr)]] = Ex[K9 ·g*(Xr8 )] 
-7--
F(O)- F(O) = E21 [g(Xr) · 1<8]- E21 [g(Xr8 ) • K9] 
=Ex ( (g(Xr)- g(Xr11 + f::.a · ej ))K8] +Ex ( (g(Xr11 + f::.a · ej)- g(Xr11 )) • ]{8] 
= -Ex[(g*(Xr8 + f::.a · ej)- g*(Xr11 ))K8] + Ex[(g(Xr11 + f::.a · ej)- g(Xr11 )) • K8] 
=-Ex [Djg*(Xr8 + J-l· ej) · f::.a · K8] + Ex[Djg(Xr11 + J-l1 • ej) · f::.a · K8], 
where 0 ~ J-l, 1-l' ~!:::.a. Since F(O) is maximal fore= 0 and F is differentiable 
at e = 0, we get from this that 
as claimed. 
In the previous result the condition (2.4) can be replaced by a one-sided 
differentiability condition on the X -harmonic extensions: 
Define g8(x) to be the X-harmonic extension of gi&D8 to D8, i.e. 
THEOREM 2 (Weak version II of the high contact principle) 
Let Xt, g, D be as in Theorem A. Suppose that, locally at W c &D, aD 
has the form (2.1) and D is situated below this graph there. Assume that 
there exists an JRn -neighborhood G of W such that 
(2. 7) x -+ Dj g( x) is bounded and continuous in G 
and 
(2.8) (0, x)--;. Djg8(x) is uniformly continuous for X E GnD8, e E (-1, 1). 
Moreover, assume that all the points of W8 are X-regular boundary points 
of D8, i.e. 
{2.9) px[T8 = 0] = 1 for all X E w8, e E (-1, 1). 
Then 
- ~-
Proof. We proceed as in the proof of Theorem 1: 
If el < e2 then (f := TIJl ~ ( := TIJ2 so by the strong Markov property we get 
as in (2.6) 
(2.11) 
Therefore, if !::..o: = 0:1J 2 (Xu)- 0:1J 1 (Xu) the same argument as above gives 
(2.12) 
= _gz:[Djg82 (Xu + eei) · !::.o: · KIJJ + gz:[Djg(XIJ + e' · ei) · f::.o: · K8 1 ], 
where 0 ~ e,{' ~ !::.o:. In particular, F is a continuous function of e. 
Therefore, since F( 0) is maximal for e = 0 we can find sequences 
such that 
e2(k)- el(k) ::p o,e2(k)- el(k) __,. 0 and 
F(02(k))- F(01(k)) = 0 for all k. 
By (2.12) this gives, by dividing by 02(k)- 01(k) and letting k __,. oo, _ 
0 = -Ex[Djg*(Xr) · o:~(Xr) · Ko] + Ex[DJg(Xr) · o:~(X,.) · Ko], 
which is (2.10). 
Letting x __,. {)D we deduce the usual conclusion of the high contact 
principle: 
COROLLARY 1. Suppose the conditions of Theorem 1 or Theorem 2 are 
satisfied and that a point x E W satisfies: 
(2.13) 
There exists a sequence { Xk} C D such that Xk __,. x and 
Q:z:k [IXr - xl < c] __,. 1 as k __,. oo 
for all c > 0. Then 
REMARK Condition (2.13) holds for all x E W if (for example) Xt is a 
strong Feller process. (See Dynkin [4, Th. 13.3]). And for this to be the case 
it is sufficient that the generator A of Xt is uniformly elliptic, i.e. that (1.6) 
holds. 
-c;-
§3. Application of stochastic waves 
One of the major drawbacks of the approach in §2 was the intractable 
condition (2.4) (or (2.8)). We will now find conditions on the generator A 
which will ensure that (2.4) holds. This is achieved by applying a result of 
Dynkin and Vanderbei [5] about stochastic waves. We first summarize this 
theory. For details see [5]. 
Let t.p be a real, measurable function on IR". For t > 0 define 
Assume that 
(3.1) 
Tt = inf{s > 0; cp(Xs) > cp(Xo) + t} 
(i) Tt < oo for all t 
(ii) cp(Xt) is continuous in t 
(iii) To = 0 a.s. Qx for all x. 
Define Xt = XT,Mt = MT, and Ot = ()T,· Then (Xt,Mt·, Qx,Bt) is a 
strong Markov process, called the stochastic wave corresponding to X and 
t.p. The generator A of Xt is defined by 
(3.2) A-1 _ 1. E"[f(Xt)]- I - 1m , 
t-+0 t 
the limit being in the uniform topology on IR". We let iJ denote the set of 
functions f for which the limit (3.2) exists. We say that f E Vx if there exists 
r E jj such that r =fin a neighborhood of X in the topology generated 
by cp. In that case we put Af(x) = Af*(x). 
If V c IR" is open let C 2,>.. (V) denote the set of functions with partial 
derivatives up to order 2 which are Holder continuous with some exponent 
.\ > 0. The main result of [5] then gives 
THEOREM C [5]. Let cp satisfy (3.1) and assume that 
(3.3) 
(3.4) For some X E IRn the set ax= {y; cp(y) ~ t.p(x)} is bounded 
(3.5) The generator A of Xt is uniformly elliptic (i.e. (1.6) holds). 
- 10 -
Then every f E C2•>..(JR") belongs to f>x and 
(3.6) Af(x) = I \7 cp(x )l- 1 (~~ (x) + H f(x)), 
where 
H f( x) is the interior normal derivative at' x of the harmonic extension 
to Gx of JlaGx and * denotes the derivative off in the direction of the 
outer normal. 
Localization 
Before we apply this to the optimal stopping problem let us observe that 
we may localize the problem of high contact as follows: 
Let G be a bounded open set and define D = G n n. Modify g to a 
function g1 satisfying the following conditions: 
(a) U1 = g* outside D 
(b) U1 = g in a neighborhood of ann G 
(c) g ~ U1 < g* on D 
(d) Ul is continuous. 
Then note that g* is an X -superharmonic majorant of U1 so if g1 denotes 
the least superharmonic majorant of g1 ([10], Ch. X) we have 
and we conclude that g* = ui. Consequently b is the continuation region 
for U1· So if we want to investigate njg and Djg* near a point in aD we 
may reduce/modify n outside a neighborhood of this point as desired. 
In particular, assume that, locally at W c an, an has the form (2.1), 
I.e. 
Xj = 1J(i:) ;x = (X1, ... , Xj-1, Xj+l, ... , xn) E V C IR"- 1 
- ( l -
(with D situated "below" W) where we now assume that 
(3.7) TJ E C2,>.(V) for some>. > 0 
Then by modifying D outside an JR"-neighorhood of W we may assume 
that D has the form 
(3.8) D = {x;·cp(x) < 0}, 
where cp is a function in C2,>.(JR") such that 
·cp(x) = Xj = TJ(x) for xED near W 
and 
{y; cp(y) ~ M} is bounded for all M, x 
This enables us to combine Theorem A with Theorem C and we obtain 
the following: 
THEOREM 3 (Strong version I of the high contact principle) 
Let Xt, g, D be as in Theorem A. Assume that there exists ,\ > 0 such 
that, locally at W C oD, [)D has the form 
(3.9) Xj = TJ(x); x = (x1, ... , Xj-1, Xj+l, ... , xn) E V C JR"- 1 
where TJ E C 2,>.(V) and let cp E C 2,>.JR") be the corresponding level function 
as in (3.8). Moreover, assume that 
(3.10) The generatorA of Xt is uniformly elliptic (i.e. (1.6) holds) 
and 
(3.11) 
Then 
Djg(x) = Djg*(x) for x E W 
Proof. By localization we may assume that D has the form 
D = {x; cp(x) < 0} 
-l;L-
(By uniform ellipticity g* E C 2 •>..(D) so the modified g1 can be chosen in 
C2•>.(1Rn) too). By uniform ellipticity we obtain that (3.1) holds so we 
can apply Theorem C: We now consider the following analogue H(t) of the 
function F(O) of Theorem 1: 
Define, for a fixed x E D, 
By Dynkin's formula ([3, p. 133]) we have 
In particular, His a differentiable function oft. Moreover, H(t) is maximal 
for the value to oft which gives 1p(x) +to= 0. Therefore H'(to) = 0. 
Proceeding as in the proof of Theorem 1 we get for t < t 0 . 
-
(for some 8, 8' E [0, 1]) where It = (to - t) · ei near W, and elsewhere It is 
the vector parallel to V'IP(XTJ such that 
Dividing by to - t and letting t j to we obtain 
0 = E 37 [( 009* (Xr) + 0°9 (Xr )) · (1- Ko)] 
ni no 
+ e:~[( -Djg*(Xr) + Dig(Xr )) · Ko], 
where o~; denotes the derivative in the direction of the inner normal to 
D" (It follows from Theorem 36.V in [9] that ~~·; and Djg* exist and are 
bounded at {)D). 
Letting x in (3.12) approach a given point in W we obtain the conclusion 
of Theorem 3. 
Finally we show how the more general optimal stopping problem 
(3.13) 
-{3-
can be reduced to the case considered above. Let Yt be as in (1.14), so that 
(3.14) 
Define 
h(y) = h(x, z) = z + g(x). 
Then (since E[B!+ 1 (T)] = 0 for all T) 
h*(y) =sup EY[h(Yr )] =sup Ex,z [Zr + g(Xr )] 
T · T 
=supEx,z[z+ fr f(Xs)ds+B!+l(T)+g(Xr)] 
r Jo 
= z +sup Ex[ fr f(Xs)ds + g(Xr )] = z + 'Y*(x) 
r lo 
If the generator A of Xt is uniformly elliptic, then so is the generator of 
Yt. Therefore, iff is "reasonable" we can apply Theorem 3 to. yt. We get 
the following conclusion: 
THEOREM 4 (Strong version II of the high contact principle) 
Let Xt and g be as in Theorem 3. Let f be a Lipschitz continuous 
function with at most linear growth. Define 
'Y*(x) =sup Ex[ {r f(Xs)ds + g(Xr )], 
r Jo 
D = {x; g(x) < 'Y*(x)}. 
Then at any point x of {)D where aD locally has the form (3.9) of Theorem 
3 we have 
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