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Abstract
T he coupling of light to ensembles of strongly interacting Rydberg atoms via electro-magnetically induced transparency (EIT) has emerged as a particularly promising
approach towards quantum nonlinear optics, allowing freely propagating photons to ac-
quire long-ranged effective interactions of unprecedented strength. This thesis explores
different photon interaction mechanisms enabled by this general approach, and examines
how these can be utilized for various different practical applications.
Considering dissipative photon interactions, we first examine the effect of blockade-
induced photon scattering on the spatial coherence of collective Rydberg excitations stored
in an atomic medium, and how this influences the efficiency of photon storage and re-
trieval. Based on this developed understanding, we examine the performance of single-
photon switching capabilities enabled by dissipative scattering and establish optimized
switching protocols over a range of parameters. We then generalize this to consider the
many-body decoherence of multiple stored excitations. Here we identify a correlated
coherence protection mechanism in which photon scattering from one excitation can pre-
serve the spatial coherence of all others in the medium, and consider the utility of this
effect for implementing robust single-photon subtraction.
We then outline a new approach towards coherent quantum nonlinear optics via Rydberg-
EIT, in which the emergent photon interaction features intrinsically suppressed photon
losses. The underlying idea exploits Rydberg blockade to modify rather than break EIT
conditions for multiple photons in close proximity, the effect of which alters the under-
lying dispersion relation of light propagation in a coherent fashion. We devise a specific
implementation of this general mechanism fostering a reflective optical nonlinearity and
discuss how this can enable efficient single-photon routing with a multitude of unique
practical applications.
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in Sächsische Schweiz, and most recently I have become an uncle. However, throughout
all of these experiences, it is the lasting friendships I have forged along the way that I
treasure above all else, and are ultimately what have shaped my entire PhD into the won-
derful journey that it has been. While there are too many people to mention individually,
and you all know who you are, there are a few people that deserve a special mention.
First of all, I want to thank mum and dad. Your constant love and enthusiasm have
made me the person I am today. Without your belief and unwavering support for the past
29 years, I certainly wouldn’t be writing this thesis now. I love you both very much.
While I have been away from the island for the past 6 years, there are a number of peo-
ple back home who I want to thank for their continued friendship and moral support. To
Caitlin. You were particularly important to me when I first moved to Germany, providing
a shoulder to lean on whenever I felt overwhelmed or homesick. To my best buddy Sam.
Apparently there is no amount of time or space that can affect our friendship. It won’t
be much longer until we are shredding bikes again, however, if in doubt, stay indoors.
Finally, to my girlfriend Kate. Thank you for everything over the last two years and all
the special moments we have spent together. And thank you for pressuring me to finish
up and come home, I think I’m ready now.
While I have lived with countless people over the years, my dear friend Dylan holds a
particularly special place in my heart. We struck gold when we adopted you into the flat
as that fun-loving Canadian hick. Your constant laughter is infectious and is something
v
I have been missing in my life since you moved back home. I still miss playing golf and
drinking tea in front of Attenborough with you.
Amongst the many friends I have met along the way, without a doubt the most impor-
tant person to me is my dear friend Mehrdad. I knew within five minutes of meeting you
during my initial interview that we were going to be friends for life. Indeed, it didn’t take
long before we had moved into the now infamous Lannerstraße 1, which I look back on
now as perhaps some of the happiest years of my entire life. I think you have been part of
every single memorable moment I can recall over the past 6 years, and you can honestly
take full responsibility for making my entire PhD experience what it was. You’re one in a
billion brother!
Finally, at the end of all this, I need to thank perhaps the most important person of
all, Thomas. Aside from the invaluable scientific supervision you have provided over the
years, that pales in comparison to the fierce friend that you have become. I wanted to
reminisce about some of my favourite memories we have shared together, but there were
simply too many. I think one of the reasons I have taken so long to finish my PhD is that
I shall be enormously sad to leave you behind. I have watched your kids grow up, and
during this time, you, Nadine, Jonas and Ole have become my second family away from
home. However, even though my time with you is coming to an end, whether you like it
or not, you’ve got a friend for life.
Thanks for everything Thomas.
vi
To mum and dad
vii
Contents
Abstract i
List of publications iii
Acknowledgements v
1 Introduction 1
1.1 A second quantum revolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 From interacting matter to interacting photons . . . . . . . . . . . . . . . . . . 2
1.3 Nonlinear optics with single quantum emitters . . . . . . . . . . . . . . . . . . 4
1.4 Nonlinear optics in atomic ensembles . . . . . . . . . . . . . . . . . . . . . . . 6
1.5 Thesis outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
I Fundamentals 13
2 Electromagnetically Induced Transparency 15
2.1 Electromagnetically induced transparency . . . . . . . . . . . . . . . . . . . . . 16
2.2 Quantum theory of light propagation under EIT conditions . . . . . . . . . . . . 17
2.2.1 Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Heisenberg equations of motion . . . . . . . . . . . . . . . . . . . . . . 20
2.3 Optical response and linear susceptibility . . . . . . . . . . . . . . . . . . . . . 24
2.4 Light propagation through an EIT medium . . . . . . . . . . . . . . . . . . . . . 26
2.5 Dark-state polaritons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.6 Slow-light and light storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 Rydberg Nonlinear Optics 33
3.1 Rydberg atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1.1 Single atom properties . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
viii
3.1.2 Rydberg interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Dipole blockade . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Rydberg EIT and quantum nonlinear optics . . . . . . . . . . . . . . . . . . . . 39
3.3 Dissipative and dispersive nonlinearities . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Interactions with a stored spin wave . . . . . . . . . . . . . . . . . . . . . . . 43
3.4.1 Dissipative regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.4.2 Dispersive regime . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.5.1 All-optical switch and transistor . . . . . . . . . . . . . . . . . . . . . . 49
3.5.2 Two-photon phase gate . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
II Dissipation and Decoherence 55
4 Scattering-Induced Spin Wave Decoherence 57
4.1 Scattering-induced decoherence . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 Many-body decoherence dynamics . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.1 Target photon scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2.2 Density matrix of stored gate excitations . . . . . . . . . . . . . . . . . 62
5 Decoherence and optimal operation of a single-photon switch 69
5.1 Decoherence in a single-photon switch . . . . . . . . . . . . . . . . . . . . . . 70
5.2 Single-body density matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2.1 Single-photon scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2.2 n-photon scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.3 Coherent-state scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Optimized photon storage and retrieval . . . . . . . . . . . . . . . . . . . . . . 76
5.3.1 Photon storage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
5.3.2 Photon retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.3.3 Optimized storage and retrieval efficiency . . . . . . . . . . . . . . . . 78
5.4 Optimized single-photon switching . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4.1 Single-photon scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.4.2 Coherent-state scattering . . . . . . . . . . . . . . . . . . . . . . . . . . 81
6 Many-body decoherence and single-photon subtraction 83
6.1 Many-body decoherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
ix
6.2 Many-body density matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.1 Two stored excitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.2.2 Multiple stored excitations . . . . . . . . . . . . . . . . . . . . . . . . . 86
6.3 Retrieval efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.3.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
6.3.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.3.3 Low gate intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.3.4 High gate intensity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 Single-photon subtraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.4.1 Subtraction efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.4.2 Subtraction based on saturable absorption . . . . . . . . . . . . . . . . 98
Conclusion of Part II 103
III Coherent Photon Interactions 105
7 Reflective photon interactions via polariton switching 107
7.1 Nonlinear polariton switching . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.2 Stationary light physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2.1 Stationary-light polaritons . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2.2 Excitation scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2.3 Effective photon dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 114
7.3 Rydberg-mediated polariton switch . . . . . . . . . . . . . . . . . . . . . . . . 116
7.4 Single photon interacting with a stored spin wave . . . . . . . . . . . . . . . . 118
7.5 Polariton analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.5.1 Vanishing interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.5.2 Conditions of full blockade . . . . . . . . . . . . . . . . . . . . . . . . . 121
7.6 Photon propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.6.1 Spin wave absent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.6.2 Spin wave present . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.7 Coherence properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.7.1 Stored spin wave coherence . . . . . . . . . . . . . . . . . . . . . . . . 134
7.7.2 Gate photon retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.8 Single-photon routing and applications . . . . . . . . . . . . . . . . . . . . . . 139
7.8.1 Optical switch and transistor . . . . . . . . . . . . . . . . . . . . . . . . 139
x
7.8.2 Two-photon phase-gate . . . . . . . . . . . . . . . . . . . . . . . . . . 141
Conclusion of Part III 145
8 Summary and Outlook 149
8.1 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
8.1.1 Density-dependent dephasing . . . . . . . . . . . . . . . . . . . . . . . 150
8.1.2 Coherent many-body photon dynamics . . . . . . . . . . . . . . . . . . 152
Appendix 157
A Quantum Theory of Light 159
A.1 Maxwell’s equations and light in vacuum . . . . . . . . . . . . . . . . . . . . . 159
A.2 Quantization of the electromagnetic field . . . . . . . . . . . . . . . . . . . . . 162
A.3 Optical beams in the paraxial regime . . . . . . . . . . . . . . . . . . . . . . . 165
A.3.1 Slowly-varying envelope approximation . . . . . . . . . . . . . . . . . 166
A.3.2 Paraxial wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
B Light-Matter Interactions 171
B.1 Interaction of a single atom with a quantized field . . . . . . . . . . . . . . . . 171
B.1.1 Two-level atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
B.1.2 Electric dipole interaction and dipole approximation . . . . . . . . . . . 172
B.1.3 Rotating-wave approximation . . . . . . . . . . . . . . . . . . . . . . . 173
B.2 Spontaneous emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
B.2.1 Open quantum systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
B.2.2 Wigner-Weisskpf theory . . . . . . . . . . . . . . . . . . . . . . . . . . 175
B.2.3 Heisenberg-Langevin equations . . . . . . . . . . . . . . . . . . . . . . 177
Bibliography 181
Declaration 197
xi
xii
Chapter 1
Introduction
1.1 A second quantum revolution
A t the turn of the last century, the laws of classical mechanics and electromagnetismwere capable of explaining the vast majority of observable phenomena in the uni-
verse, from the structure and motion of large celestial objects to the propagation of light.
However, there was increasing evidence that this prevailing classical framework was in-
complete, for it failed unequivocally in describing a number of effects regarding the na-
ture of radiation and its interaction with matter, such as black-body radiation and the
photo-electric effect. A central belief underpinning classical physics is that radiation takes
the form of a continuous electromagnetic wave. However, in an effort to reconcile the in-
consistencies of classical physics, Max Planck posited a revised interpretation in which ra-
diation is absorbed and emitted in discrete indivisible packets of energy known as quanta
[1]. An inspired Albert Einstein then developed a more rigorous formulation of this idea,
which he employed to successfully explain the observations of the photo-electric effect.
He accredited the underlying quanta of radiation (or light) to particles known as photons,
as encapsulated in the following statement from his seminal paper on the subject [2],
‘’Energy, during the propagation of a ray of light, is not continuously distributed over
steadily increasing spaces, but it consists of a finite number of energy quanta localised
at points in space, moving without dividing and capable of being absorbed or generated
only as entities.”
As it would turn out, this visionary insight marked a paradigm shift in our fundamen-
tal understanding of matter and energy at the microscopic level that would profoundly
shape the course of physics and technology over the following century. This is widely
referred to as the first quantum revolution.
1
1.2. FROM INTERACTING MATTER TO INTERACTING PHOTONS
Following the early phenomenological developments of quantum physics, a sophis-
ticated mathematical foundation was established by a number of eminent physicists at
the time, including the likes of Bohr, Schrödinger, Heisenberg and Dirac. In addition to
this, the fundamental principles and axioms of quantum theory were laid down, analo-
gous to Newton’s laws of motion governing the behaviour of the classical macroscopic
world. These included concepts such as wave-particle duality, the uncertainty princi-
ple and quantum entanglement. The first quantum revolution was hallmarked as era of
discovery, in which these developed insights were predominantly exercised to explain
a wide variety of emergent quantum phenomena, such as atomic emission spectra and
superconductivity. However, quantum physics also lead to revolutionary technological
advancements. For instance, it influenced the development of the transistor that paved
the way for compact computing elements upon which all of today’s modern electronic
devices are built. In addition to this, laser systems were developed that provide coherent
sources of optical radiation which form the back-bone of modern-day optical communi-
cation technology.
Quantum mechanics as a science has now fully matured, and we are currently in the
midst of a second quantum revolution. Rather than using quantum mechanics to explain
what already exists, the primary objective of this new era is to harness and actively ex-
ploit the underlying mechanisms and principles of quantum theory to our own benefit.
Based on our ever-advancing experimental capabilities in controlling and manipulating
individual quantum systems, this involves engineering synthetic quantum systems of our
own design from the ground up with functional emergent properties. These new man-
made systems are intended to have relevance in the areas of quantum computing [3],
simulation [4] and communication [5], and promise to revolutionize the way in which we
process and distribute information, or even the way in which we perform fundamental
scientific research. However, the majority of these envisioned concepts are still in their
infancy with no clear-cut approach in how to implement them. The future of the second
quantum revolution will focus on solving this challenging endeavour.
1.2 From interacting matter to interacting photons
The constituent particles of matter are often governed by strong mutual interactions. For
instance, charged ions and polarizable atoms are subject to long-ranged electrostatic inter-
actions, while fermionic particles experience local spin interactions by virtue of the Pauli
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exclusion principle. With current experimental techniques, it is now possible to the tailor
the exact character and strength of these interactions, but also to manipulate the internal
and external degrees of freedom of the constituent particles to an unprecedented degree
of precision. These features make ultra-cold atoms and ions ideal platforms on which
to engineer strongly-correlated interacting quantum systems with functional predeter-
mined properties, as required for many ideas within the scope of the second quantum
revolution.
For instance, based on optical trapping techniques [6–8], it is now possible to arrange
collections of individual atoms in configurable arrays [9–13], and at the same time control
their state-dependent interactions via magnetic [14] or optical [15] methods. In the con-
text of quantum simulation, this can provide a controlled platform on which to emulate
existing strongly-correlated spin models [16–23]. However, it can also constitute a test-
bed for hitherto unseen phases of quantum matter beyond what is predicted by naturally
occurring condensed-matter systems. On the other hand, Laser-cooled ions rank among
the most advanced approaches towards scalable quantum computing platforms [24]. Al-
ready, fairly sophisticated programmable computing units have been demonstrated [25–
27] via the sequential execution of single- [28] and two-qubit gate operations [29, 30].
In contrast to material particles, photons are intrinsically non-interacting. This notion
is well-rooted in our elementary understanding of light according to classical electrody-
namics, as reflected in the linearity of Maxwell’s equations in vacuum. Consequentially,
light propagation becomes independent of intensity: a single photon in free-space be-
haves in a qualitatively similar fashion to an intense optical field containing a macro-
scopic number of photons. In addition to this, photons also interact very weakly with
their environment and have long coherence times, in stark contrast to material particles.
From a practical perspective, these defining properties conspire to make light an ideal
carrier of information. Indeed, the success of modern-day optical communication tech-
nologies are founded upon these attributes of photons, since they enable low-loss trans-
mission of densely encoded information over large distances. However, there are many
emerging concepts within the scope of the second quantum revolution that would greatly
benefit from the ability to engineer synthetic interactions between photons, whereby one
photon can modify the propagation or state of another. For instance, this capability could
provide a viable route towards all-optical quantum computation and communication [31–
33], in which information can be encoded, transmitted and directly processed in the form
of photons. However, purely from a fundamental perspective, systems of interacting pho-
3
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tons could present a new paradigm for realizing strongly-correlated quantum dynamics
based on optics [34, 35]. The endeavour to capitalize on these exciting prospects has since
catalysed a new era of research into nonlinear optics [36] at ever-decreasing light intensi-
ties [37].
In order to overcome the non-interacting nature of photons in vacuum, it is necessary
to interface light with a suitably chosen material system whose constituents can mediate
an effective interaction between photons. Broadly speaking, this requires the medium to
fulfil two basic criteria:
Large optical nonlinearity - The optical response of the medium must feature a
strong nonlinear dependence on the intensity of the incident light, to the point
where the absorption of a single photon is sufficient to modify its optical proper-
ties and thus alter the propagation of a second photon.
Strong light-matter coupling - The system must feature a strong light-matter cou-
pling in order to efficiently absorb photons into the medium and take full advantage
of it’s intrinsic nonlinearity.
There are a number of emerging optical systems capable of satisfying these necessary
requirements, each with their own unique advantages and limitations.
1.3 Nonlinear optics with single quantum emitters
The most explored approach to quantum nonlinear optics is based on the coupling of
light to single quantum emitters, such as atoms [38], molecules [39] or quantum dots [40].
The paradigmatic setting in this direction is that of a single two-level atom formed from
a pair of optically-coupled electronic states. A large nonlinearity arises in this case due to
the saturable optical response of the atom in response to absorbing just a single quanta
of energy: as soon as it absorbs one photon, it can no longer absorb a second. This basic
mechanism ultimately manifests a spatially local nonlinearity, since it relies on photons
interacting with one and the same quantum system.
However, the major limitation with this general approach is that the coupling between
a photon and a single atom in free-space is typically very weak, which consequentially
diminishes the strength of emerging optical nonlinearity. To understand why this is the
case, consider an optical field with wavelength λ that is focussed with an area A onto
a single isolated atom, Fig.1.1. The scattering cross-section characterising the strength
4
CHAPTER 1. INTRODUCTION
of the light-matter coupling is maximal when the field is resonant the atomic transition
frequency, and is given by [41],
σ =
3λ2
2π
, (1.1)
which essentially characterises the ‘shadow’ cast by the atom. The probability that a
single photon is absorbed by the atom then scales as p ∼ σ/A, which indicates that tight
transverse beam focussing is required to achieve a large light-matter coupling. However,
the extent to which the beam can be focussed is fundamentally limited by diffraction to
a spot size on the order of A ∼ λ2, and even under these optimal conditions, it is only
possible to achieve a moderate single photon absorption probability of p ∼ 0.1 [42–45].
Figure 1.1 | Free-space atom-photon interaction: An optical beam with wavelength λ is focussed with a
spot size A onto a single atom held in free space. The probability that a photon is absorbed by the atom
scales as p ∼ σ/A, where σ ∼ λ2 is the resonant scattering cross-section. However, beam focussing
is limited by free-space diffraction to A ∼ λ2, which makes the single photon absorption probability p
typically much less than unity.
In order to overcome this limitation, it is necessary to enhance the single photon ab-
sorption probability beyond what is possible in free-space. One possible route to achiev-
ing this regime of strong-coupling is via cavity quantum electrodynamics (QED), where
single atoms are made to interact with photons confined to cavity structures formed from
two reflective mirrors [46–56], Fig.1.2(a). In this case, the effective light-matter coupling
is enhanced by the number of round-trips that photons make through the cavity due to
repeated internal reflections from the mirror surfaces, thereby interacting with the encom-
passed atom many thousands of times. A strong optical nonlinearity then arises due to
the anharmonicity of the Jaynes-Cummings ladder of cavity occupation eigenstates that
develops [57], which makes transmission through the cavity highly sensitive to photon
number. A similar effect can also be achieved with whispering-gallery mode resonators,
which confine light to the surface of dielectric structures with circular symmetry [58–62].
More recently, complementary strategies to reach the strong-coupling regime have
been explored with waveguide QED. Here, light is tightly-guided below the free-space
5
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diffraction limit to small mode volumes through the use of nano-structured dielectric
waveguides, such as tapered fibres [63, 64] or photonic crystal cavities [65–67], Fig.1.2(b).
As a result of this transverse mode confinement below the scale of the optical wavelength,
a large light-matter coupling can be achieved by trapping atoms within the significant
evanescent field that forms on the waveguide surface. Such fabricated structures offer
additional geometric flexibility, holding appeal for potential implementations of scalable
photonic quantum networks. Considerable efforts are currently being directed toward
exploring different architectures based on this general philosophy [38].
Figure 1.2 | Strong-coupling to single quantum emitters: (a) Cavity QED: a large light-matter coupling can
be achieved by placing a single atom inside an optical cavity formed from two highly reflective mirrors.
Here, the coupling strength is enhanced by the number of round trips photons make within the cavity. (b)
Waveguide QED: alternatively, a large-light matter coupling can be achieved by trapping atoms within the
evanescent field produced on the surface of nanostructured dielectric waveguides.
However, despite the success of these approaches to achieving large few-photon non-
linearities, they are nonetheless associated with a number challenges. First of all, the sin-
gle atom construction of these approaches results in extreme sensitivity to imperfections
and single atom losses, and thus makes it difficult achieve deterministic photon-photon
interactions. Additionally, the precise construction and alignment of dielectric structures
required to reach the strong-coupling regime at the nanoscale is a technically demanding
endeavour.
1.4 Nonlinear optics in atomic ensembles
An alternative approach to achieving a large light-matter interaction is rather to interface
light with extended ensembles containing large numbers of atoms [68], as illustrated in
Fig.1.3(a). In such systems, photons couple to collective states of the ensemble for which
the associated light-matter interaction is collectively enhanced by the number of partic-
ipating atoms, N. Therefore, at large atomic density, photons can be absorbed into the
6
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medium with near unit probability p ∼ Nσ/A ≈ 1 in free-space. This approach ulti-
mately circumvents the need for any complex additional confinement of the propagating
light mode and is also naturally more robust to single particle losses. Yet, the very nature
of coupling photons to collective states diminishes the intrinsic nonlinearity associated
with a single atom. In this case, relatively large numbers of photons (on the order of N)
are required to saturate the absorption of the system and observe nonlinear phenomena
[69–72], thereby restricting one to the domain of classical nonlinear optics [36].
However, it is possible to re-establish a large optical nonlinearity in such a system
when the constituent atoms feature long-ranged and state-dependent interactions. In this
case, two distant photons can interact via a non-local optical nonlinearity mediated by the
long-ranged particle-particle interactions, as illustrated in Fig.1.3(b). This is a fundamen-
tally distinct mechanism to that of the strictly local optical nonlinearity which is realised
when photons are coupled to a common particle, as discussed previously.
Figure 1.3 | Nonlinear optics in atomic ensembles: (a) General setting in which photons interact with an
extended ensemble of atoms. (b) A large optical nonlinearity at the few-photon level can be established in
such a system when the atoms feature strong and long-ranged interactions. In this case, the direct particle-
particle interactions can mediate a long-ranged effective interaction between the photons to which they
are coupled.
Ultracold ensembles of highly-excited Rydberg atoms have emerged as an ideal sys-
tem for implementing this general concept of non-local synthetic photon interactions.
Amongst their many exaggerated properties [73], Rydberg atoms crucially possess strong
and long-ranged dipole-dipole interactions [15]. A hallmark of these interactions is the
phenomenon of Rydberg blockade [74], in which the simultaneous excitation of more
than one Rydberg atom within a certain ‘blockade volume’ is strongly suppressed. The
range of this effect can extend over many optical wavelengths, and thus give rise to a truly
long-ranged optical nonlinearity when mapped onto photons. The required mapping in
the case can be achieved by means of electromagnetically induced transparency (EIT) [75],
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which establishes a strong yet coherent coupling between photons and atomic Rydberg
states. Under such conditions, single photons are permitted to propagate without loss
in the form of Rydberg polariton states: quasi-particles formed from the superposition
of a photon and a collective Rydberg excitation. However, due to the influence of Ryd-
berg blockade, the strong atom-atom interactions tune the Rydberg state transition out of
resonance for multiple photons separated by less than a blockade radius, which breaks
the induced transparency in the system and thereby results in strong nonlinear photon
scattering. In essence, the interactions carve out a large volume of medium surrounding
a produced Rydberg polariton within which the induced transparency is broken, and the
scattering cross-section of this exposed medium is collectively enhanced by the number
of encompassed atoms. Overall, the combination of EIT and Rydberg blockade meets the
necessary requirements to observe large optical nonlinearities at the few-photon level.
Following the initial proposal of this idea [76], the first experiments demonstrating EIT
in a Rydberg ensemble were performed by Mohapatra et al. [77]. While these experiments
were not optimized to observe nonlinear optical effects, they nonetheless showed suffi-
ciently narrow excitation linewidths to demonstrate the viability of this approach. It was
not until later pioneering efforts from Pritchard et al. [78] where nonlinear light propaga-
tion was demonstrated on a classical level, as characterized by an intensity-dependent
transmission of light through the medium. Finally, by operating under extreme con-
ditions of large atomic density and strong atom-atom interactions, Peyronel et al. [79]
demonstrated the first quantum nonlinearity. In this case, the quantum statistics of light
were modified by the medium and light propagation was shown to be strongly affected
at the level of individual photons.
These seminal works have since ushered in a new wave of activity in the field of Ry-
dberg nonlinear optics [80, 81]. Moreover, experiments are now reaching a level of so-
phistication where the emerging photon interactions can be controlled and harnessed to
realize are range of interesting phenomena with both fundamental significance and po-
tential practical applications. For instance, high-gain all-optical switching [82–84] and
controlled two-photon phase gates [85, 86] have been demonstrated, which have imme-
diate relevance to applications in quantum information processing. Additionally, photon
bound-states have been demonstrated [87] by engineering attractive photon interactions
[88], which presents a potentially new paradigm for strongly correlated quantum dynam-
ics based on light.
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1.5 Thesis outline
In this thesis, we explore various aspects of Rydberg mediated optical nonlinearities and
their practical applications. The structure of this thesis has been divided into three dis-
tinct parts. In part I, we provide a review of the underlying theory and essential concepts
which lie at the core Rydberg nonlinear optics. In part II, we explore the regime of dis-
sipative photon-photon interactions and examine the effect of blockade-induced photon
scattering on the spatial coherence of collective Rydberg excitations stored in atomic me-
dia. Finally, in part III, we discuss new approaches towards coherent quantum nonlinear
optics based on Rydberg-EIT. These respective parts are broken down into the following
chapters:
Part I
Fundamentals
Chapter 2: In this chapter, we discuss the underlying theory and concepts of elec-
tromagnetically induced transparency (EIT). In essence, this is an effect which ren-
ders an otherwise opaque medium transparent within a narrow spectral range. We
start by outlining a general theoretical framework for describing the propagation of
quantized optical fields through dense atomic media under conditions of EIT, and
use this to derive the linear optical response of such a medium. This is then used to
discuss pulse propagation effects, such as slow-light and light-storage.
Chapter 3: In this chapter, we introduce the concept of Rydberg quantum nonlin-
ear optics. To begin with, we review the essential aspects of Rydberg atoms, from
their single-particle properties to interaction effects. We then outline how the strong
atomic Rydberg interactions can be mapped onto a propagating light field via EIT
and discuss the optical nonlinearity that emerges in this case. Finally, we outline
a strategy for engineering controlled sequential photon interactions based on the
interaction of a propagating light field with single stored photon, and discuss the
multitude of practical applications enabled by this functionality.
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Part II
Dissipation and decoherence
Chapter 4: In this chapter, we develop a theoretical framework for treating the
many-body spatial decoherence of stored Rydberg spin wave excitations caused by
blockade-induced photon scattering. Remarkably, it is possible to derive a closed
solution to the reduced many-body density matrix of the stored excitations that ac-
counts for the interplay of coherent photon propagation, strong atom-atom inter-
actions and dissipative processes in an exact fashion. The devloped theory in this
chapter will be used to explore scattering-induced decoherence in a range of differ-
ent settings throughout this thesis.
Chapter 5: In this chapter, we consider the performance of a single-photon switch in
the presence of decoherence caused by blockade-induced photon scattering. Using
the theory outlined in Chapter 4, we first analyse the spatial decoherence of a single
stored gate excitation in response to scattering multiple target photons. By incor-
porating the effects of this into optimal photon storage and retrieval strategies, we
then establish optimized switching protocols for a range of parameters and evaluate
the corresponding limits in the achievable switch performance.
Chapter 6: In this chapter, we use the theory outlined in Sec.4 to analyse the spatial
decoherence of multiple stored Rydberg spin wave excitations caused by blockade-
induced photon scattering. From this, we identify a correlated coherence-protection
mechanism in which the scattering from one excitation can shield all others from
spatial decoherence, and we observe clear signatures of this effect in accompanying
experiments. We then consider the utility of this effect for manipulating light at
the quantum level and discuss how it can be exploited as a mechanism for robust
single-photon subtraction, which we further demonstrate experimentally.
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Part III
Coherent photon interactions
Chapter 7: In this chapter, we propose a fundamentally distinct approach to quan-
tum nonlinear optics based on the mapping of photons onto interacting polaritons.
The basic idea exploits Rydberg blockade to modify rather than break EIT condi-
tions and thereby convert photons between different types of dark-state polaritons
featuring different propagation characteristics. In contrast to conventional methods,
this approach establishes a largely coherent optical nonlinearity featuring intrinsi-
cally suppressed photon losses. We outline a specific implementation of this idea
based on an interaction-induced conversion between slow- and stationary-light po-
laritons, which is shown to yield a reflective photon-photon interaction. We then
discuss potential applications of this nonlinearity mechanism that offer unique ad-
vantages over existing nonlinearity mechanisms in Rydberg-EIT systems.
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Chapter 2
Electromagnetically Induced
Transparency
I n this chapter, we discuss the underlying theory and concepts of electromagneticallyinduced transparency (EIT). In essence, this is an effect which renders an otherwise
opaque medium transparent within a narrow spectral range. We start by outlining a
general theoretical framework for describing the propagation of quantized optical fields
through dense atomic media under conditions of EIT, and use this to derive the linear
optical response of such a medium. This is then used to discuss pulse propagation effects,
such as slow-light and light-storage.
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2.1 Electromagnetically induced transparency
When an optical ‘probe’ field propagates through a resonant two-level medium, it is gen-
erally accompanied by significant absorption and refraction that renders the medium vir-
tually opaque. However, this otherwise dissipative optical response can be dramatically
altered in the presence of a second optical ‘control’ field. Specifically, under conditions of
electromagnetically induced transparency (EIT) [75, 89, 90], see Fig.2.1, the control field
opens up a spectral transparency window centred on the two-level absorption line within
which the probe field can propagate without loss. The principal underlying mechanism
of this induced transparency is based on destructive quantum interference between all
processes contributing to the linear optical response [69, 91]. Accompanying this van-
ishing absorption, there is also a dramatic change in the linear dispersive properties of
the medium [92], the effect of which dramatically reduces the group velocity of light
propagation, resulting in so-called slow-light [93]. Overall, these unique aspects of EIT
ultimately facilitate a strong and coherent light-matter coupling featuring minimal pho-
ton absorption and establish a unique mechanism for manipulating light. This will prove
to be particularly resourceful in the following section, where we discuss how EIT can be
used to enable a coherent mapping of atomic Rydberg interactions onto optical photons
to yield a strong optical nonlinearity. However, in this chapter, we will focus on the linear
properties of EIT.
Figure 2.1 | EIT: (a) Atomic level structure supporting EIT, consisting of a pair of stable ground states |g⟩ and
|s⟩ that are coupled via a short-lived excited state |p⟩ which decays with a rate γ. Starting with all atoms
in the ground state, a quantized probe field (red) drives the |g⟩ − |p⟩ transition, while a second classical
control field (blue) drives the |p⟩ − |s⟩ transition. (b) Schematic of the considered system, in which the
probe field propagates through a dense ensemble of atoms.
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2.2 Quantum theory of light propagation under EIT conditions
In this section, we will outline a general theoretical framework for describing the prop-
agation of light through a dense atomic gas under conditions of EIT. The physical sys-
tem under consideration is outlined in Fig.2.1. Here, a quantized probe field propagates
through an atomic ensemble, and couples the macroscopically occupied ground state |g⟩
to a short-lived excited state |p⟩. An additional classical control field achieves EIT by then
coupling |p⟩ to a second stable state |s⟩ on two-photon resonance.
2.2.1 Hamiltonian
Description of the atomic medium
The medium is modelled as an ultracold ensemble of independent atoms in vacuum, pos-
sessing the internal level structure shown in Fig.2.1(a). In the frozen gas approximation,
we assume that the thermal kinetic energy of atoms is small in comparison to all other
energy scales in the system. In this case the atoms can be approximated as stationary
particles at fixed points in space with only their internal states undergoing dynamics. To
describe the internal atomic dynamics, we introduce the transition operator σ̂ (i)αβ which
couples the electronic states |α⟩ and |β⟩ of atom i at position ri in the medium. In the
absence of any external driving, the total Hamiltonian of the bare ensemble atoms is then
given as a sum of the their internal energies as,
ĤAtom = h̄ωpg ∑
i
σ̂
(i)
pp + h̄ωsg ∑
i
σ̂
(i)
ss , (2.1)
where we have shifted all energies by that of the atomic ground state |g⟩. In this case,ωpg
andωsg are the transition frequencies of the |g⟩ − |p⟩ and |g⟩ − |s⟩ atomic transitions.
Description of the optical fields
The probe field which couples the |g⟩ − |p⟩ transition is modelled as a collimated opti-
cal beam which propagates along the z-axis of the chosen coordinate system and is well
described within the regime of paraxial optics. Assuming the field has a narrow band-
width with a central carrier frequencyωp and wavenumber kp, the electric field operator
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Ê(p)− (r, t) describing its negative frequency components can be expressed as,
Ê(p)− (r, t) = e⃗p
√︄
h̄ωp
2ϵ0
Ê(r, t)e−i(ωpt−kpz) (2.2)
where e⃗p is the polarization of the field. We discuss the quantization of the electromag-
netic field in Appendix.A, along with the specific form of this operator. Here, Ê(r, t)
is the slowly-varying envelope operator describing the quantum dynamics of the probe
field envelope. It is normalized such that Ê †(r, t)Ê(r, t) corresponds to a photon density
and furthermore satisfies the following dimensionless Bosonic commutation relation,[︂
Ê(r, t), Ê †(r′, t)
]︂
= δ(3)(r− r′). (2.3)
Assuming the envelope of the field varies slowly in space and time in comparison to the
period and wavelength of the carrier wave, we can make the slowly-varying envelope
approximation, see Appendix.A. In this case, the dynamics of the photonic operator can
be shown to satisfy the following paraxial wave equation,
∂tÊ(r, t) = −c∂zÊ(r, t)−
c
2ikp
∇2⊥Ê(r, t). (2.4)
The first term in this equation describes the general forward propagation of the probe
field along the optical axis at the vacuum speed of light, while the second term accounts
for transverse effects such as focussing and diffraction. However, in the regime of weak
focussing, where the transverse extent of the field varies slowly on the lengthscale of the
optical wavelength, and considering small propagation distances along the optical axis, it
is well justified to neglect these transverse effects all together. In this case, the probe field
is governed by a simple one-dimensional propagation equation ∂tÊ(r, t) = −c∂zÊ(r, t),
with an associated Hamiltonian,
ĤField = −ih̄c
∫︂
drÊ †(r, t)∂zÊ(r, t). (2.5)
This Hamiltonian corresponds to a purely linear dispersion relation and describes light
propagation along the forward direction only without distortion or diffusion.
The control field is then treated as a continuous wave classical electromagnetic field of
constant amplitude Ec that is co-aligned with the optical axis of the probe field along the
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z-direction. The negative frequency component of this field can be written as,
E(c)− (r, t) = e⃗cEce
−i(ωct−kcz), (2.6)
where e⃗c is the field polarization, ωc is the carrier frequency and kc is the wavenumber
characterizing the spatial variation in the field.
Description of the light-matter interactions
The probe and control fields couple to the ensemble atoms via an electric-dipole inter-
action. In the dipole and rotating wave approximation, discussed in Appendix.B, the
Hamiltonian describing these interactions can be expressed as,
ĤAtom−Field = h̄g ∑
i
σ̂
(i)
pg Ê(ri)ei(ωpt−kpz) + h̄Ω∑
i
σ̂
(i)
ps ei(ωct−kcz) + h.c., (2.7)
where g = (d⃗pg · e⃗p)
√︂
ωp/2ϵ0h̄ defines the coupling strength of the probe photons to
the |g⟩ − |p⟩ transition (with a dipole moment d⃗pg), and Ω = (d⃗sp · e⃗c)Ec/h̄ is the classi-
cal Rabi frequency that defines the coupling strength of the control field to the |p⟩ − |s⟩
transition (with a dipole moment d⃗sp). In order to remove the rapidly oscillating terms in
this Hamiltonian originating from the carrier wave dependency of the involved fields, we
transform to slowly-varying atomic operators via the following unitary transformation,
Û = exp
[︄
−i ∑
i
(ωpt− kpzi)σ̂
(i)
pp − i ∑
i
([ωp +ωc]t− [kp + kc]zi)σ̂
(i)
ss
]︄
, (2.8)
under which the atomic transition operators are transformed as,
σ̂
(i)
gp ↦→ σ̃
(i)
gp = σ̂
(i)
gpe−i(ωpt−kpzi), (2.9)
σ̂
(i)
gs ↦→ σ̃
(i)
gs = σ̂
(i)
gs e−i(ωct−kczi). (2.10)
In this slowly-varying reference frame, the Hamiltonian of the total system Ĥsys =
ĤField + ĤAtom + ĤAtom−Field describing the probe field and the internal atomic dynam-
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ics is transformed as ĤSys ↦→ Û
†ĤSysÛ − iÛ
†
∂tÛ and becomes,
ĤSys =− ih̄c
∫︂
drÊ †(r, t)∂zÊ(r, t) + h̄∆∑
i
σ̃
(i)
pp + h̄δ∑
i
σ̃
(i)
ss
+ h̄g ∑
i
[︂
Ê †(ri)σ̃
(i)
gp + σ̃
(i)
pg Ê(ri)
]︂
+ h̄Ω∑
i
[︂
σ̃
(i)
sp + σ̃
(i)
ps
]︂
,
(2.11)
where ∆ = ωpg −ωp is the single-photon detuning of the probe field from the |g⟩ − |p⟩
resonance, and δ = ωsg − (ωp +ωc) is the two-photon detuning of the combined fields
from the |g⟩ − |s⟩ resonance.
2.2.2 Heisenberg equations of motion
Having derived the underlying Hamiltonian of the system, we will now determine the
Heisenberg equations of motion governing the photon propagation and atomic dynamics.
To begin with, the evolution equation for the slowly-varying photonic operator can be
derived from Eq.2.11 as,
∂tÊ(r, t) = −c∂zÊ(r, t)− ig ∑
i
δ(3)(r− ri)σ̃
(i)
gp(t). (2.12)
The first term on the right-hand side of this equation describes the vacuum propagation
of the probe field along the optical axis at the speed of light c, while the second term
can then be interpreted as a macroscopic polarization of the ensemble atoms, since its
expectation value corresponds to the average dipole moment of the |g⟩ − |p⟩ transition
per unit volume. Ultimately, it is the character of this polarization that determines the
optical response of the medium and the overall propagation dynamics of the probe field.
In describing the atomic dynamics, we also need to include the effect of spontaneous
emission from the short-lived excited state |p⟩. This arises due to the interaction of atoms
with the electromagnetic vacuum, whereby an atom in the excited decays to the ground
state |g⟩, emitting a photon in the process into a random mode b̂k,σ with a stochastic
wavevector k and polarizationσ . As outlined in Appendix.B.2, we can describe the asso-
ciated dissipative dynamics on an operator level using Heisenberg-Langevin equations.
To this end, we start from the full Hamiltonian accounting the coherent system dynamics
and the interaction with the reservoir modes of the environment, where we assume each
atom interacts with its own collection of reservoir modes b̂
(i)
k,σ . By formally integrating out
the dynamics of each mode b̂
(i)
k,σ in the Markovian limit, the resulting equations of motion
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for the atomic transition operators σ̃ (i)gp(t) and σ̃
(i)
gs (t) are given by,
∂tσ̃
(i)
gp(t) = −ig
[︂
σ̃
(i)
gg(t)− σ̃
(i)
pp(t)
]︂
Ê(ri, t)− iΩσ̃
(i)
gs (t)− (γ + i∆) σ̃ gp(t), (2.13)
∂tσ̃
(i)
gs (t) = −iΩσ̃
(i)
gp(t)− iδσ̃
(i)
gs (t). (2.14)
Here, the elimination of the reservoir modes introduces a decay term that causes damp-
ing of the atomic coherence σ̃ (i)gs (t) with a rate γ = ω3pgd2pg/6πϵ0h̄c3. We emphasise that
this loss corresponds to the spontaneous emission of photons into any mode orthogonal
to that of the incident probe field described by Ê(r, t). In this description, we have omit-
ted the Langevin-noise operators accounting for the effects of fluctuations in the system
caused by this spontaneous emission. This is valid provided initial noise is vacuum, and
if we only consider observables corresponding to normally ordered products of operators
[68].
In their current formulation, the Heisenberg equations of motion are highly nonlinear
and thus very challenging to solve. The physical origin of this nonlinearity lies in the
saturable absorption of each constituent atom which prevents them from simultaneously
absorbing two photons at a time. However, in the weak field regime where the number
density of photons in the probe field is substantially lower then the number density of
atoms, the effects of this nonlinearity will become negligibly weak since the probability
for two photons to interact with the same atom in this case is virtually zero. In this case,
it follows that the excitation probability per atom is low and the medium as a whole is far
from saturation. To zeroth order in the probe field intensity, we can therefore assume that
all atoms remain in the ground state at all times and approximate the atomic populations
as σ̃ (i)gg(t) ≈ 1 and σ̃
(i)
pp(t) ≈ σ̃
(i)
ss (t) ≈ 0. In this case, the Heisenberg equations of motion
simplify to,
∂tÊ(r, t) = −c∂zÊ(r, t)− ig ∑
i
δ(3)(r− ri)σ̃
(i)
gp(t), (2.15)
∂tσ̃
(i)
gp(t) = −igÊ(ri, t)− iΩσ̃
(i)
gs (t)− (γ + i∆) σ̃
(i)
gp(t), (2.16)
∂tσ̃
(i)
gs (t) = −iΩσ̃
(i)
gp(t)− iδσ̃
(i)
gs (t). (2.17)
These are relevant in the linear response regime, where the induced polarization in the
medium depends linearly on the applied field intensity, for which the medium is far from
saturation. Currently, the probe field is described by a continuous field operator, while
the atoms are treated microscopically. However, since the field couples to collective exci-
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tations in the medium, it makes more sense to formulate the atomic dynamics in terms of
the following continuous field operators,
P̂(r, t) =
1√
ρ ∑i
δ(3)(r− ri)σ̃
(i)
gp(t), (2.18)
Ŝ(r, t) =
1√
ρ ∑i
δ(3)(r− ri)σ̃
(i)
gs (t), (2.19)
where ρ = ∑i δ(3)(r− ri) defines the atomic density, which is assumed to homogeneous.
Here, P̂(r, t) corresponds to a polarization operator that describes the creation of collec-
tive atomic excitations in the state |p⟩, while Ŝ(r, t) corresponds to a spin wave operator
that describes the creation of collective atomic excitations in the stable state |s⟩. In the
weak-field approximation, these new matter fields can be shown to satisfy Bosonic com-
mutation relations,[︂
P̂(r, t), P̂†(r′, t)
]︂
=
[︂
Ŝ(r, t), Ŝ†(r′, t)
]︂
= δ(3)(r− r′). (2.20)
In terms of these operators, the Heisenberg equations of motion become,
∂tÊ(r, t) = −c∂zÊ(r, t)− iGP̂(r, t), (2.21)
∂tP̂(r, t) = −iGÊ(r, t)− iΩŜ(r, t)− (γ + i∆) P̂(r, t), (2.22)
∂t Ŝ(r, t) = −iΩP̂(r, t)− iδŜ(r, t), (2.23)
where we have introduced G = g
√
ρ as the collectively enhanced atom-photon coupling.
Overall, by making the weak-field approximation, we have gone from a nonlinear theory
of the system dynamics involving microscopic atomic spin degrees of freedom, to a lin-
earised theory purely involving continuous Bosonic fields that is substantially simpler to
solve.
Since we have described the probe field propagation in the paraxial regime with-
out transverse focussing or diffusion, the system dynamics essentially becomes one-
dimensional. To formally derive a one-dimensional description, we first expand the
transverse dependency of the system operators using a complete set of paraxial mode
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functions µn(r⊥, z), introduced in Eq.A.37, in the following manner,
Ê(r, t) = ∑
n
µn(r⊥, z)Ên(z, t), (2.24)
P̂(r, t) = ∑
n
µn(r⊥, z)P̂n(z, t), (2.25)
Ŝ(r, t) = ∑
n
µn(r⊥, z)Ŝn(z, t), (2.26)
where the sum is over paraxial mode functions of different orders n. In these expansions,
Ên(z, t), P̂n(z, t) and Ŝn(z, t) are one dimensional Bosonic operators defined by,
Ên(z, t) =
∫︂
dr⊥µ∗n(r⊥, z)Ê(r, t), (2.27)
P̂n(z, t) =
∫︂
dr⊥µ∗n(r⊥, z)P̂(r, t), (2.28)
Ŝn(z, t) =
∫︂
dr⊥µ∗n(r⊥, z)Ŝ(r, t), (2.29)
where Ên(z, t), for example, describes the one-dimensional propagation dynamics of
probe photons in the transverse mode n. It can be shown that the Heisenberg equa-
tions of motion for these operators form a closed set for any n, i.e. there is no interference
or correlations developing between modes of different order. Most conventional laser
systems operate on a single transverse mode, such as the lowest-order Laguerre-Gauss
mode for cavities with cylindrical symmetry. Restricting our consideration to probe fields
described by a specific transverse mode of order n0, we then introduce the operators
Ê(z, t) ≡ Ên0(z, t), P̂(z, t) ≡ P̂n0(z, t) and Ŝ(z, t) ≡ Ŝn0(z, t) which satisfy the following
one-dimensional Heisenberg equations,
∂tÊ(z, t) = −c∂zÊ(z, t)− iGP̂(z, t), (2.30)
∂tP̂(z, t) = −iGÊ(z, t)− iΩŜ(z, t)− i(∆− iγ)P̂(z, t), (2.31)
∂t Ŝ(z, t) = −iΩP̂(z, t)− iδŜ(z, t). (2.32)
These will form the underlying equations of motion for describing EIT propagation in
dense atomic media throughout this thesis.
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2.3 Optical response and linear susceptibility
The optical response of an atomic medium is ultimately determined by how the atomic
dipoles respond to the electric field of a propagating light field. Essentially, the field exerts
a force on the electronic charge distribution surrounding each constituent atom, setting it
into oscillatory motion. The radiated fields produced by the oscillating dipole moment of
each atom then interfere with the original light field to effectively modify its propagation
through the system [94]. In order to determine the optical response of an EIT medium,
we therefore need to determine how the atomic dipoles respond to the presence of both
the probe and control fields. This can be achieved by solving the Heisenberg equations of
motion derived in Eq.(2.30 - 2.32). It makes more sense to derive the frequency response
of the medium, that is, how the medium responds to electromagnetic waves of different
frequency. To this end, we introduce the following frequency space operators,
Ẽ(z,ω) = 1√
2π
∫︂ ∞
−∞ dtÊ(z, t)e−iωt, (2.33)
P̃(z,ω) =
1√
2π
∫︂ ∞
−∞ dtP̂(z, t)e−iωt, (2.34)
S̃(z,ω) =
1√
2π
∫︂ ∞
−∞ dtŜ(z, t)e−iωt. (2.35)
Here,ω corresponds to an off-resonant frequency component of the probe field envelope,
with ω = 0 corresponding to the central carrier frequency. In terms of these operators,
the Heisenberg equations of motion are transformed into a set of algebraic equations of
the form,
−iωẼ(z,ω) = −c∂zẼ(z,ω)− iGP̃(z,ω), (2.36)
−iωP̃(z,ω) = −iGẼ(z,ω)− iΩS̃(z,ω)−γP̃(z,ω), (2.37)
−iωS̃(z,ω) = −iΩP̃(z,ω). (2.38)
Here, we have assumed that the fields satisfy a two-photon resonant coupling between
the stable atomic ground states, and that the single-photon detuning is vanishing. By
solving the second two equations, we can obtain an expression for the polarization in
terms of the probe field operator as,
P̃(z,ω) =
c
G
χ(ω)Ẽ(z,ω). (2.39)
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This characterizes the linear dielectric response of the medium, and relates how the in-
duced polarization depends on the applied electric field. The dielectric susceptibility
χ(ω) characterising this relation is given explicitly by,
χ(ω) = i
G2
c
ω
ω2 + iωγ −Ω2 , (2.40)
which fully determines the optical response of the medium. The imaginary component of
this quantity characterises the absorptive properties of the medium, while the real com-
ponent characterises the refractive properties of the medium.
Figure 2.2 | Optical response of an EIT medium: (a) Imaginary and (b) real components of the linear sus-
ceptibility characterising the absorptive and refractive properties of the medium respectively. The red
dashed lines show the behaviour for a resonant two-level medium, while the blue solid lines show the
corresponding behaviour for a three-level medium under EIT conditions.
In the absence of the classical control field (Ω = 0), the optical response of the medium
is maximal when the frequency of the probe field matches the atomic transition frequency.
The absorption in this case exhibits a Lorentzian lineshape centred on single photon res-
onance (Fig.2.2(a) dashed line), which is accompanied by a steep negative gradient in
the refractive index (Fig.2.2(b) dashed line), indicative of an anomalous dispersion [95].
However, this optical response is drastically modified in the presence of the classical con-
trol field. Specifically, the absorption resonance splits into two peaks, with a frequency
separation that is determined by the strength of the applied control field (Fig.2.2(a) solid
line). This effect is known as Autler-Townes splitting [96]. Most importantly, the absorp-
tion in this case is vanishing exactly on line-centre where the optical response of the two-
level medium was otherwise maximal. This is the essence of EIT: the application of one
electromagnetic field induces transparency for another. Associated with this vanishing
absorption, there is also a steep linear variation in the refractive index on EIT resonance
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that is ultimately responsible for a drastic modification to the dispersive properties of the
medium [92] (Fig.2.2(b) solid line). While we have considered the situation in which both
fields are resonant with their respective transitions, the induced transparency and linear
dispersive properties of the medium are maintained on two-photon resonance even for a
finite single-photon detuning. The only difference is that the optical response develops a
frequency asymmetry.
The emergence of transparency in the system can be traced back to quantum interfer-
ence effects involving the dressed states of the laser driven control transition. Specif-
ically, the resonant coupling of the states |p⟩ and |s⟩ creates a pair of dressed states
|±⟩ = (|p⟩ ± |s⟩)/
√
2 that are symmetrically shifted in energy by ±Ω. The probe field
then couples to these new eigenstates, however, the amplitudes for these competing ex-
citation processes destructively interfere with one another to result in a complete cancel-
lation of the linear optical response of the medium. We remark that this quantum inter-
ference underlying EIT requires the fields to satisfy a two-photon resonant coupling be-
tween the stable atomic states. As soon as this resonance condition is broken, the induced
transparency is imperfect and the medium becomes partially absorbing. This makes EIT
systems extremely sensitive to external perturbations that frustrate this resonance condi-
tion, such as frequency variations of the involved fields or shifts in the underlying atomic
energy levels [77]. As we shall discuss in the following chapter, this sensitivity to external
perturbations can be actively exploited to generate large optical nonlinearities on the few
photon level.
2.4 Light propagation through an EIT medium
In the absence of the control beam, probe photons interact with the underlying two-level
medium formed from the states |g⟩ and |p⟩. On resonance, the resulting propagation is
dominated by significant absorption due to rapid spontaneous emission from the short-
lived excited state. As a result of this scattering, the transmitted field amplitude suffers
an exponential amplitude attenuation of e−d after propagating the total length L of the
medium, where d defines the so-called resonant optical depth which is given by,
d =
L
labs
=
G2L
cγ
. (2.41)
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Here, the absorption length labs = cγ/G2 is the distance over which the field is absorbed
as it penetrates into the medium. The optical depth forms the central figure of merit
characterising the strength of the collective light-matter coupling, and can be enhanced
simply by increasing the number and/or density of atoms in the system. For typical
atomic densities that can be achieved in optical dipole traps, optical depths of up to d ≈ 25
can be realized [79], but this can become significantly larger at BEC densities [93, 97].
Under EIT conditions where the classical control field facilitates a resonant two-
photon coupling between the two stable atomic ground states, a spectral transparency
window is induced within which optical absorption is nearly vanishing. Considering the
propagation of a photon with a narrow bandwidth frequency spectrum in this case, the
dominant optical response of the medium is well characterised by the form of the linear
susceptibility χ(ω) close to line-centre (ω = 0). Performing a Taylor expansion of this
quantity to second order inω yields,
χ(ω) =
G2
cΩ2
ω+ i
1
labs
(︃
ω
ΓEIT
)︃2
. (2.42)
Expectedly, this susceptibility is vanishing on two-photon resonance where the induced
transparency is perfect. The first order term then characterizes the linear variation in the
refractive index responsible for the modified group velocity of light propagation within
the medium. For typical experiments operating at large optical depth, the collectively
enhanced atom-photon coupling G can exceed that of the classical Rabi frequency Ω by
many orders of magnitude, which results in a very steep linear dispersion on EIT reso-
nance [92, 93]. Finally, the second order term in ω characterises the leading order con-
tribution to the photon losses, where the EIT bandwidth ΓEIT defines the characteristic
width of the induced transparency feature in Fig.2.2(a). When both fields are resonant
with their respective transitions, this quantity is given by,
ΓEIT =
Ω2
γ
, (2.43)
which illustrates that the width of the transparency feature can be enlarged simply by
increasing the strength of the classical control field. This is due to the fact that a larger
Rabi coupling results in a larger splitting of the dressed-states |±⟩, for which the quan-
tum interference underlying the induced transparency becomes more robust to frequency
variations in the probe field. Using the approximate form of the linear susceptibility in
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Eq.2.42, the photon dynamics can eventually be solved to yield,
Ê(L,ω) ≈ exp
[︄
iL
G2 +Ω2
cΩ2
ω−
(︃
ω
ΓTr
)︃2]︄
Ê(0,ω), (2.44)
which relates the frequency spectrum of the incident photon (described by the operator
Ê(0,ω)) to the spectrum of the transmitted light field (described by the operator Ê(L,ω)).
Here, the spectral transparency window ΓTr defines the characteristic range of frequencies
over which the medium is transparent, and is given by,
ΓTr =
ΓEIT√
d
. (2.45)
While ΓEIT determines the absorption caused by a single atom, ΓTr describes the collective
absorbing response of the entire medium. This collectivity is reflected in the scaling of
this quantity with the total optical depth, which specifically indicates that the medium
becomes increasingly opaque for all frequencies other than at line-centre as the number
of atoms in the system increases.
Provided the frequency bandwidth of the of the probe field is sufficiently narrow in
comparison to the transparency window, photons are permitted to propagate with negli-
gible loss according to the linear dispersion on EIT resonance. Neglecting the imaginary
part of the linear susceptibility in this case, the solution to the photon dynamics becomes,
Ê(L, t) = Ê(0, t− L/vg). (2.46)
This describes form-stable pulse propagation through the medium with the modified
group velocity vg, which is given by,
vg = c
Ω2
G2 +Ω2
, (2.47)
and can thus be externally controlled by varying the strength of the applied control field.
In dense atomic media, the large collectively enhanced coupling G ≫ Ω results in group
velocities that can be extremely slow in comparison to the vacuum speed of light. Consid-
ering the propagation of a single photon, the effect of this reduced group velocity results
in a spatial compression of the photon by a factor vg/c upon entry into the medium, while
its peak amplitude is maintained. The missing electromagnetic energy in this case is tem-
porarily converted into atomic excitations within the medium. When the photon exits the
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medium, its spatial extent increases as it is accelerated back to the vacuum speed of light
c, and all atoms are returned to the ground state. Overall, this results in a pulse delay of
the transmitted photon by an amount τ = L/vg, as indicated in Eq.2.46.
2.5 Dark-state polaritons
As already highlighted, when a single photon propagates through the medium, its elec-
tromagnetic energy is partially transferred to the medium as an atomic excitation. This
excitation then effectively travels in unison with the photon as it is continually trans-
ferred from one atom to the next. Overall, the total energy is carried through the system
as a superposition of the photon and an atomic excitation: a hybrid quasi-particle of light
and matter known as a polariton [98, 99]. The emergence of EIT can be accredited to the
formation of a particular so-called dark-state polariton, which corresponds to a specific
superposition state of light and matter that is a zero energy eigenstate of the underlying
system Hamiltonian. The relevant polariton state in this case takes the form,
Ψ̂(z, t) =
ΩÊ(z, t)− GŜ(z, t)√
G2 +Ω2
, (2.48)
which is a quasi-particle formed from the superposition of a probe photon and a stable
spin wave coherence. An important property of this state is that it contains no admixture
of the short-lived polarization coherence P̂, and is thus immune to the effects of sponta-
neous emission and decoherence. An established dark-state polariton then follows the
linear dispersion relation of its constituent photon, and obeys an evolution equation of
the following form,
∂tΨ̂(z, t) = −vg∂zΨ̂(z, t), (2.49)
which describes a shape-preserving propagation of the polariton with the slow-light
group velocity vg. This equation is valid under adiabatic conditions where the bandwidth
of the incident photon is narrow in comparison to the spectral transparency window, for
which absorption and pulse distortion can be neglected.
We note that when EIT conditions are not exactly satisfied, photons can partially popu-
late the short-lived excited state and experience radiative scattering. One can equivalently
associate this with the formation of so-called bright-state polaritons: finite energy eigen-
states of the system that are subject to strong decay. For a three-level EIT system, there are
two such bright-states modes that are orthogonal to the dark-state mode in Eq.2.48. If the
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frequency bandwidth of an optical pulse is too broad to fit inside the EIT transparency
window induced by the control field, it will populate these bright-state modes as it prop-
agates through the medium and thereby experience absorption. We plot the energies of
the polariton eigenstates as a function of the photon momentum in Fig.2.3, clearly show-
ing the emergence of a single linear dispersion dark-state on resonance (blue line) and a
pair of finite energy bright-states (red lines).
Figure 2.3 | Polariton spectrum: Characteristic form of the polariton spectrum obtained via numerical di-
agonalization of the underlying system Hamiltonian, showing the emergence of a single dark state polariton
on EIT resonance with a linear dispersion relation (blue line) and a pair a bright state modes at finite energy
(red lines).
2.6 Slow-light and light storage
The coherent mapping of light onto dark-state polaritons by means of EIT provides a
powerful technique for photon manipulation. In particular, it allows one to drastically
reduce the velocity of light propagation within the medium as a result of the steep lin-
ear dispersion on EIT resonance. The dramatic consequence of this effect was originally
highlighted in experiments by Hau et al. [93], where light was slowed to a remarkably
low speed of vg = 17m/s. An important aspect of this is that the group velocity can be
actively controlled by varying the intensity of the applied control field. Specifically, light
can be made to propagate slower by reducing the classical Rabi frequency of this field, in-
dicated in Eq.2.47. This reduction in the group velocity is accompanied by a diminished
photon component of the underlying polariton state, as more of the electromagnetic en-
ergy of the probe field is expended to create atomic excitations. This correspondence is
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ultimately due to the fact that the polariton acquires kinetics from its photon admixture,
so reducing this component results in a slower overall group velocity.
Figure 2.4 | Light-storage: (a) Light-storage protocol. (1) Under EIT conditions, a single photon propagates
with a slow-light group velocity vg as a dark-state polariton, formed from the superposition of a photon
(blue) and a stable atomic coherence (red). (2) By adiabatically reducing the control field strength to zero,
the group velocity vanishes and the electromagnetic energy of the photon is coherently mapped on a
stationary spinwave state. (3) By re-applying the control field, the stored excitation is converted back into
a propagating polariton. (b) Corresponding time-variation of the control field intensity.
In the extreme limit where the control field strength is reduced to zero, the group
velocity can be made to vanish entirely. This is accompanied by a state rotation of the
underlying polariton onto that of a pure spin wave coherence, i.e. Ψ̂ ↦→ Ŝ, in which all
the electromagnetic energy in the original field is coherently mapped onto a stable col-
lective atomic excitation within the medium. A dynamic tunability in the group velocity,
offered by a time-varying control field, can then be used to temporarily store photons in
the medium and subsequently retrieve them on-demand at a later time [97, 98, 100, 101].
The storage of a single photon can be implemented via the following strategy, as depicted
in Fig.2.4. Initially, a finite control field Rabi frequency opens a spectral transparency
window in the medium, which allows the photon to propagate without loss in the form
of a dark-state polariton. Once the compressed pulse has been fully absorbed into the
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medium, the intensity of the control field is adiabatically reduced to zero to achieve the
desired mapping of the photon on a stationary spin wave coherence. Despite the fact this
reduction in the control field strength results in a narrowing of the EIT resonance, the pho-
ton bandwidth is simultaneously reduced by the same amount since the amplitude of the
decelerating photon decreases, so the storage process does not incur any additional ab-
sorption. After a certain time, the control field is then re-applied and the stored polariton
state regenerates a finite photon component and accelerates once again to the slow-light
group velocity vg. We highlight that due to the linearity of light propagation within the
medium, and the conservation of the spatial mode shape of the field, the quantum state
of the photon is preserved throughout this procedure. In this way, the medium acts a
photonic quantum memory [97, 101–108].
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Rydberg Nonlinear Optics
I n this chapter, we introduce the concept of Rydberg quantum nonlinear optics. To be-gin with, we review the essential aspects of Rydberg atoms, from their single-particle
properties to interaction effects. We then outline how the strong atomic Rydberg interac-
tions can be mapped onto a propagating light field via EIT and discuss the optical nonlin-
earity that emerges in this case. Finally, we outline a strategy for engineering controlled
sequential photon interactions based on the interaction of a propagating light field with
single stored photon, and discuss the multitude of practical applications enabled by this
functionality.
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3.1 Rydberg atoms
3.1.1 Single atom properties
Alkali Rydberg atoms correspond to atomic states in which the outer valence electron is
promoted to some high-lying orbital with a large principal quantum number n [73]. In
such states, the inner shell electrons screen the valence electron from the nuclear charge,
and to a good degree, Rydberg atoms can be modelled as Hydrogenic with binding en-
ergies that approximately scale with the principal number as 1/n2. However, there are
slight corrections to this idealistic model due to the more complex internal atomic struc-
ture, and the binding energy for a Rydberg state with principal quantum number n and
angular momentum l can be parametrized more specifically as [73],
En,l = −
Ry
(n− δn,l)2
, (3.1)
where Ry = 13.6eV is the Rydberg constant. The quantum defect δn,l in this case accounts
for the deviations from an idealistic Coulomb potential due to imperfect screening from
the core electrons. Essentially, the valence electron can penetrate into the electronic core
of the atom and be exposed to more of the nuclear charge, which modifies the effective
binding potential and lowers the binding energy. This effect is more predominant in low-
angular momentum states, where the centrifugal repulsion from the nuclear core is less.
Single atom properties n
Binding energy n−2
Orbital radius n2
Lifetime n3
Polarizibility n7
Figure 3.1 | Rydberg atom properties: Scaling of single-atom Rydberg properties with the principal quan-
tum number n.
Since the orbital radius of a Hydrogen-like atom scales as n2, the physical size of Ry-
dberg atoms can become enormous even for moderate values of n, reaching micrometer
scales for typical excitation levels realized in experiments. This is orders of magnitude
larger than the size of typical low-lying states, and endows Rydberg atoms with a number
of exaggerated properties [73], see Fig.3.1. For instance, the small spatial overlap between
the inflated Rydberg state wavefunction and those of low-lying ground states implies a
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small spontaneous decay rate, thereby resulting in extremely long radiative lifetimes that
scale as n3. In addition to this, the weak Coulomb interaction between the Rydberg elec-
tron and the nuclear core makes Rydberg atoms extremely sensitive to external electric
and magnetic fields. On the one hand, this can be problematic from an experimental per-
spective, since any small stray fields can strongly perturb the underlying energy level
structure of the atom. Significant efforts are therefore required to have precise control
over the electromagnetic environment of the experimental setup. However, this sensitiv-
ity to electric fields also endows Rydberg states with perhaps their most striking property:
extremely strong and long-ranged interactions.
3.1.2 Rydberg interactions
Neutral atoms in the absence of an external electric field can interact with one another via
an induced dipole-dipole interaction, whereby the instantaneous dipole moment in one
atom can couple to the induced dipole moment of a neighbouring atom. The strength
of the emergent interaction in this case is therefore related to the polarizabilities of the
involved atomic states, and the interaction range is determined by the wavelength of
the radiative fields emanating from their associated dipoles. Low-lying ground states
are generally only weakly polarizable with radiative dipole fields in the optical domain,
and therefore possess relatively weak and short-ranged interactions. However, Rydberg
atoms on the other hand are extremely polarizable and have radiative dipole fields in
the microwave regime. These properties therefore conspire to give Rydberg atoms enor-
mously strong and long-ranged interactions that can extend over µm length scales [15].
Current experimental capabilities permit an exquisite control over the both the internal
and external degrees of freedom of atomic Rydberg states, thereby enabling the design
of interacting spin systems with novel or functional emergent physics [21, 109]. This has
since placed ultracold systems of interacting Rydberg atoms at the forefront of applied
quantum physics, particularly in the areas of quantum simulation [12, 13, 19, 22, 23, 110–
114] and computation [115–119].
To examine nature of Rydberg interactions in more detail, consider the simplest sit-
uation of two Rydberg atoms interacting with one another over a distance R. We will
assume that this interatomic separation is large compared to the orbital radius of either
atom, in which case the electronic wavefunctions are non overlapping and effects like
electron transfer and charge overlap interactions can be neglected. In this case, the lead-
ing order electrostatic interaction between the two atomic dipoles is characterised by the
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following Hamiltonian [41],
V̂(R) =
d̂1 · d̂2
R3
− 3(d̂1 · R)(d̂2 · R)
R5
, (3.2)
where R is the relative separation vector of length R, and d̂1 and d̂2 are the dipole opera-
tors of atom 1 and 2 respectively. The total Hamiltonian governing the electronic dynam-
ics of both atoms can then be written as,
Ĥ = Ĥatom,1 + Ĥatom,2 + V̂(R), (3.3)
where Ĥatom,1 and Ĥatom,2 are the free-particle Hamiltonians describing the internal ener-
gies of atom 1 and 2 respectively, which are given by Eq.B.1. Due to the large spatial sepa-
ration between the valence electron and the atomic nucleus, the effects of hyperfine split-
ting in each atom are minimal and each single particle Hamiltonian Ĥatom,i can be asso-
ciated with a basis of fine-structure eigenstates of the usual form |ri⟩ ≡ |ni, li, ji, mi⟩. The
combined state of both atoms can then be expressed in terms of the pair-states |r1r2⟩ ≡
|r1⟩ ⊗ |r2⟩, which are eigenstates of the unperturbed Hamiltonian Ĥatom,1 + Ĥatom,2, but
not of the dipole interaction term. The effect of this dipole-coupling ultimately leads to
state-mixing between the unperturbed pair-states, resulting in a spatially dependant en-
ergy of the new eigenstates that precisely corresponds to the effective interaction potential
they experience.
Realistic atoms consist of an infinite series of electronic bound states, so a complete
determination of the full perturbed eigenspectrum for a pair of dipole-coupled atoms
becomes a demanding numerical endeavour [120, 121]. However, the dipole-coupling
of any given Rydberg state will be dominated by its interaction with a small subset of
energetically close states. To gain some analytic insight into the dominant interaction
effects, we can therefore restrict our consideration to the interaction between only two
such states: a state |r1r2⟩ and a second state |r′1r′2⟩ that that are dipole-coupled to one
another. The effective Hamiltonian for this simplified two-level system is then given by,
Ĥ =
(︄
0 C3/R3
C3/R3 ∆E
)︄
, (3.4)
where ⟨r1r2|V̂(R)|r′1r′2⟩ = C3/R3 is the dipole interaction potential, whose strength is
characterised by the coefficient C3, and ∆E = (Er1 + Er2) − (Er′1 + Er′2) is the energy
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defect which is simply the energy difference between the unperturbed pair states. The
eigenvalues of this Hamiltonian can then be determined analytically as,
V(R) =
∆E
2
± 1
2
√︄
∆E2 + 4
(︃
C3
R3
)︃2
. (3.5)
This interaction energy adopts different functional forms depending on the separation be-
tween the atoms and the specific states involved, and in general characterises a crossover
from resonant dipole-dipole interactions at short distances to van der Waals interactions
at large distances. The strengths of these different interactions obey fairly dramatic scal-
ing laws with the characterisic principal quantum number of the involved states, as pre-
sented in Fig.3.2.
Interaction coefficients n
Resonant dipole-dipole - C3 n4
van der Waals - C6 n11
Figure 3.2 | Rydberg atom interactions: Scaling of resonant dipole-dipole and van der Waals interaction
coefficients with the principal quantum n.
Resonant dipole-dipole interactions
At short distances, or where the interaction potential substantially exceeds the energy de-
fect, the states are nearly degenerate and one enters a regime of resonant dipole-dipole
interactions. In this case, the interaction energies of the perturbed eigenstates are approx-
imately given by,
V(R) ≈ ±C3
R3
. (3.6)
The interaction coefficient C3 in this case scales with the principal quantum number like
C3 ∼ n4, due to the fact that C3 ∼ d1d2 and the the individual dipole moments of each
atom scale like di ∼ n2. The new eigenstates corresponding to these interaction potentials
contain nearly equal admixtures of the unperturbed pair states, thereby endowing these
states with a permanent dipole moment and explaining why they acquire a pure dipole-
dipole interaction.
In the case where the energy defect is vanishing, the interaction potential is charac-
terised exactly by a resonant dipole-dipole behaviour for any interatomic separation. This
situation arises for opposite parity Rydberg states |r1⟩ and |r2⟩ that are directly dipole-
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coupled to one another, for example, involving interactions between Rydberg s-states
and p-states. In this case, the dominant interaction process is the coupling between |r1r2⟩
and the state corresponding to the exchanged particle configuration |r2r1⟩, effectively re-
sulting in an excitation exchange mechanism where atoms 1 and 2 coherently interchange
their Rydberg states [9, 122–131].
van der Waals interactions
At asymptotic distances where the interaction energy is much smaller than the energy
defect, one enters a regime of van der Waals interactions. In this case, the interaction
potential becomes,
V(R) ≈ −C6
R6
, (3.7)
where the van der Waals interaction coefficient is given by C6 = C23/∆E. Due to the
n4 scaling of the dipole-dipole interaction established previously, and the n−3 scaling
of the energy defect, this van der Waals coefficient obeys a dramatic scaling with the
principal quantum number as C6 ∼ n11. The interactions for very high-lying Rydberg
states are therefore dominated by van der Waals interactions in the large n limit, where
C6 ≫ C3. Due to the weak state-mixing in this regime, the pair-states are only weakly
perturbed, and the interaction potential essentially corresponds to a simple level shift
of each two-particle state [132]. van der Waals interactions of this type are generally
present between Rydberg states of the same parity that are not directly dipole-coupled,
such as two Rydberg s-states, where the emergent interaction in this case arises due to the
perturbative admixture of some other dipole coupled state.
3.1.3 Dipole blockade
The hallmark of these strong interactions is the phenomenon of dipole blockade [74, 133,
134], in which the simultaneous excitation of multiple Rydberg excitations within a cer-
tain critical distance of one another is strongly suppressed. To understand the emergence
of this phenomenon, consider the excitation dynamics of two atoms interacting via a van
der Waals interaction. When one atom is excited to the Rydberg state, the Rydberg level of
the second atom experiences a spatially-dependent energy shift V(R) = C6/R6 that tunes
the excitation laser out of resonance with this transition. This establishes a volume of
influence surrounding the produced Rydberg excitation within which the two-body level
shift is so large that a second Rydberg cannot be excited, as depicted in Fig.3.3. The char-
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acteristic radius rb of this volume is known as the blockade radius, and is defined as the
spatial separation between two atoms at which the mutual interaction strength exceeds
to the linewidth Γexc of the excitation process,
V(rb) = Γexc. (3.8)
For typical states and excitation procedures used in experiments this blockade radius
can reach values on the order of 5− 10µm [21]. This blockade effect can then affect the
excitation dynamics of large numbers of atoms in mesoscopic ensembles, provided the
average interparticle separation is less than the blockade radius. As we shall now see,
this feature can give rise to large optical nonlinearities at the single photon level when the
influence of Rydberg blockade is mapped onto an optical transition.
Figure 3.3 | Dipole blockade: (a) The interaction-induced level shift caused by the strong dipolar interac-
tions between Rydberg atoms prevents the simultaneous excitation of two atoms separated by less than a
blockade radius rb. (b) A Rydberg excitation (red) in an atomic ensemble can affect the excitation dynamics
of large numbers of atoms within a blockade radius of its surrounding medium.
3.2 Rydberg EIT and quantum nonlinear optics
As discussed in the introduction, a large non-local optical nonlinearity can be achieved
by mapping photons onto atomic Rydberg states featuring long-ranged interactions [76,
78, 79, 88]. This desired mapping can be facilitated by means of EIT, which establishes a
strong yet coherent light-matter coupling between photons and atoms. As introduced in
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the previous chapter, the emergence of EIT is based on the resonant two-photon coupling
between two stable atomic states |g⟩ and |s⟩ [75]. Specifically, a strong classical control
field, which drives the transition from |s⟩ to a short-lived excited state |p⟩, opens up a
spectral transparency window for a weak probe field, which drives the transition from |g⟩
to |p⟩. While this was previously introduced for atomic ground states, the long radiative
lifetimes of Rydberg atoms mean that a similar situation is realized when |s⟩ is replaced
with a high-lying Rydberg state, as depicted in Fig.3.4(a). For weak probe field intensities,
the emergent physics is virtually identical and the medium behaves as a linear dispersive
medium supporting transparent photon propagation. However, the additional influence
of Rydberg blockade can perturb the underlying EIT in the system when multiple photons
are present, and thereby establish significant nonlinear optical effects at the few-photon
level.
Figure 3.4 | Rydberg-EIT: (a) Rydberg EIT scheme: A quantized probe field (red) drives the transition from
|g⟩ to a short-lived excited state |p⟩, while a second classical control field (blue) achieves EIT by coupling
|p⟩ to a high-lying stable Rydberg state |s⟩. An excitation in this state then shifts the Rydberg transition
of a neighbouring atom at a distance r out of resonance by an amount V(r). (b) Within a blockade radius
of a produced Rydberg polariton, the strong van der Waals interactions expose the optical response of
the underlying two-level medium, while beyond this critical distance the medium behaves like a non-
absorbing three-level EIT-medium.
Within a Rydberg-EIT medium, a single photon is permitted to propagate transpar-
ently as a Rydberg dark state polariton, formed from the coherent superposition of a pho-
ton and a collective atomic Rydberg excitation. While this state acquires kinetics from its
photonic admixture, allowing it to propagate, its atomic Rydberg component endows it
with interactions that can modify the propagation of other photons in the system. Specif-
ically, considering van der Waals interactions, an established polariton will shift the Ry-
dberg level of neighbouring atoms by an amount V(r), the effect of which breaks the
EIT resonance condition and causes finite absorption and refraction of other proximate
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photons. The nonlinearity mechanism in this case can be viewed as a polariton block-
ade, since the interactions prevent multiple photons from simultaneously forming into
polariton states if they are too closely separated. The characteristic range of the emergent
photon-photon interaction is naturally set by the blockade radius rb, defined as the in-
teratomic separation at which the Rydberg atom van der Waals potential exceeds the EIT
line width, for which,
rb =
6
√︄
C6
ΓEIT
, (3.9)
where ΓEIT = Ω2/|∆ − iγ|. If two photons are separated by more than one blockade
radius, they both experience ideal EIT conditions and can independently propagate with-
out loss as Rydberg polaritons. However, at shorter separations the blockade permits
only one photon to establish a polariton, while the interaction-induced level-shift of sur-
rounding Rydberg states exposes the other photon to the underlying two-level medium
formed from |g⟩ and |p⟩, as depicted in Fig.3.4(b). Under typical conditions, the blockade
radius can reach mesoscopic length scales on the order of a few µm, thereby exceeding
characteristic optical wavelengths by many orders of magnitude and establishing a truly
long-ranged effective photon-photon interaction. However, the strength of the emergent
optical nonlinearity is not uniquely determined by the blockade radius, but rather by the
number of two-level scatterers encompassed within the blockade volume of a produced
Rydberg excitation. The optical depth of atoms within such a volume, referred to as the
blockaded optical depth, is given by,
db =
rb
labs
=
g2ρrb
cγ
, (3.10)
where e−db corresponds to the amplitude attenuation experienced by photons after prop-
agating a distance rb through a resonant two-level medium. Essentially, this quantity
characterises the collectively enhanced scattering cross-section of a blockaded ensemble
of atoms. Importantly, it can be actively increased by exciting to Rydberg states with
larger principal quantum numbers n, for which the blockade radius experiences a factor
of rb ∼ n11/6 enhancement, or by operating at higher atomic density ρ.
At low blockaded optical depth db < 1, where the number of two-level scatterers
within a blockade volume is small, the emerging photon correlations in the light transmit-
ted through such a Rydberg-EIT medium are weak. This is characterised by an equal-time
two-photon correlation function with a value g(2) ≈ 1, and corresponds to the regime of
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classical nonlinear optics where relatively large numbers of photons are required to ob-
serve nonlinear optical effects [78, 135–137]. However, at large blockaded optical depth
db > 1, where the number of two-level scatterers within a blockade volume is significant,
one reaches the regime of quantum nonlinear optics where the propagation of light is af-
fected at the level of individual light quanta. This crossover from classical to quantum
nonlinear optics is depicted in Fig.3.5.
Figure 3.5 | Classical to quantum nonlinear optics: The strength of the optical nonlinearity achieved via
Rydberg-EIT is determined by the optical depth per blockade radius db. At low db < 1, where the num-
ber of two-level scatterers within the blockade volume surrounding an established polariton is small, a
classical nonlinearity emerges in which the quantum statistics of light are only weakly affected (g(2) ≈ 1).
However at large db > 1, where the number of two-level scatterers within the blockade volume becomes
significant, a quantum nonlinearity emerges in which the quantum statistics of light are modified (g(2) ̸= 1).
3.3 Dissipative and dispersive nonlinearities
Depending on the specific form of EIT used, the character of the emergent photon inter-
action can become quite different. For instance, by operating on single-photon resonance
∆ = 0, a largely dissipative nonlinear optical response emerges due to the strong scat-
tering of photons within the resonant two-level medium exposed by Rydberg blockade
[79]. Ultimately, this manifests as a photon blockade, whereby one photon causes strong
absorption of all others within a blockade radius of its surrounding medium. Such a
mechanism thereby generates an avoided volume between photons during propagation,
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thus resulting in strong photon antibunching as characterised by a correlation function of
g(2) ≈ 0. The correlated dissipation established in this manner can in principle be used to
generate highly non-classical states of light with interesting or functional properties. For
instance. considering a multi-photon field with a compressed pulse length that fits inside
a single blockade volume, the resulting nonlinear photon scattering can be expected to
filter out all but one photon from the field, thereby providing a deterministic mechanism
of single photon generation [138]. Applying this idea to extended optical pulses, one can
also expect more exotic many-body states of light to emerge. Specifically, since photon
blockade permits only a single photon to propagate transparently every blockade radius,
a classical field should be converted into a regular train of single photons featuring long-
ranged crystalline correlations [139–141].
On the other hand, by detuning the probe field from single-photon resonance with
|∆| ≫ γ, while maintaining two-photon resonance as required to achieve EIT, one can
suppress the effects of dissipation and generate a largely dispersive nonlinear optical re-
sponse [88]. In this modified situation, an established Rydberg polariton will convert its
surrounding medium into an off-resonant two-level medium, within which neighbouring
photons will experience strong refraction and acquire a dispersive phase shift with mini-
mal loss. This general principle can therefore be exploited to realize a two-photon phase
gate [76, 142], as recently demonstrated in Refs.[85, 86]. However, in addition to this non-
linear phase shift, photons can also exhibit strong bunching behaviour in this dispersive
regime as characterized by an equal-time correlation function of g(2) > 1, indicative of
an attractive effective photon interaction. Indeed, two-photon [88] and three-photon [87]
bound states have been demonstrated based on this idea. Interestingly, a more detailed
analysis of the two-photon scattering dynamics [143] reveals that that a more complex
spectrum of bound state solutions can be supported. In particular, under certain condi-
tions it is possible to realize a Coulomb-type photon interaction [144] that can give rise to
a hydrogen-like Rydberg series for the photons.
3.4 Interactions with a stored spin wave
So far, we have considered the quantum nonlinear optical response for simultaneously
propagating photons. In this situation, the photons in the same mode are indistinguish-
able and it is not possible to control or determine which was modified during the interac-
tion process. However, many practical applications in nonlinear optics demand this func-
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tionality, whereby one optical field can deterministically control the propagation or quan-
tum state of another. One effective way of achieving this is via a sequential two-photon
interaction between a stored ‘gate’ photon and a subsequent propagating ‘target’ photon.
In this case, the storage of a gate photon as a stationary Rydberg excitation switches the
optical response of the medium from fully transmissive to partially absorbing/refractive,
depending on the form of EIT used, and can be used to control the propagation of the tar-
get photon. This approach to controlled sequential photon interactions will be explored
extensively throughout this thesis.
The basic protocol can be separated into successive phases of gate photon storage, tar-
get photon propagation and gate photon retrieval. The initial storage is achieved via EIT,
in which the gate photon is coupled to a Rydberg state |c⟩ by means of a time-varying
classical control field Ωg, as discussed in Sec.2.6. Specifically, once the compressed single
photon wavepacket has been fully accommodated into the medium, Ωg is switched off
to map the photon onto a delocalised collective Rydberg spin wave excitation in the state
|c⟩. Following this initial storage phase, the target photon then propagates through the
medium under EIT conditions involving a second Rydberg state |s⟩with a constant classi-
cal control field Ω. In the absence of a stored gate photon, the described coupling scheme
yields near lossless propagation of the target photon provided its frequency bandwidth
is sufficiently narrow in relation to the EIT transparency window. However, in the pres-
ence of a stored excitation, the van der Waals interaction between between the involved
Rydberg states induces a spatially-dependent level shift of V(r) of the state |s⟩. This ulti-
mately breaks EIT conditions for the propagating target photon within a blockade radius
of the stored excitation, and exposes it to the optical response of the underlying two-level
medium featuring finite absorption and refraction. Finally, once the target photon has
traversed the entire medium, the gate photon is retrieved by reapplying the control field
Ωg.
A complete operation of the described photon interaction requires storage and re-
trieval of the gate photon. These processes ultimately contribute to the overall efficiency
of the photon interaction, and in general must be implemented in such a way as to min-
imise photon losses. However, we will neglect the storage and retrieval processes for the
time-being, and focus our attention solely on the target photon transmission and how
this is modified by the presence of a single stored gate excitation. To describe the quan-
tum dynamics of the photon propagation, we adopt the same prescription outlined in
Sec.2.2.2. Working in the Heisenberg picture, we use the slowly-varying operator Ê(z, t)
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to describe the creation of photons in the probe field, assumed to be a paraxial optical
beam, and use the atomic operators P̂(z, t) and Ŝ(z, t) to describe the creation of collec-
tive atomic excitations in the states |p⟩ and |s⟩ relevant to the target field EIT scheme. The
Rydberg spin wave component of the stored gate photon in the state |c⟩ is then described
by the operator Ĉ(z, t). The Heisenberg equations of motion governing the evolution of
these operators are then given by,
∂tÊ(z, t) = −c∂zÊ(z, t)− iGP̂(z, t) (3.11)
∂tP̂(z, t) = −iGÊ(z, t)− iΩŜ(z, t)− iΓ P̂(z, t) (3.12)
∂t Ŝ(z, t) = −iΩP̂(z, t)− i
∫︂
dz′V(z− z′)Ĉ†(z′, t)Ĉ(z′, t)Ŝ(z, t), (3.13)
∂tĈ(z, t) = −i
∫︂
dz′V(z− z′)Ŝ†(z′, t)Ŝ(z′, t)Ĉ(z, t), (3.14)
where we introduced the complex quantity Γ = ∆− iγ, in which γ is the decay rate of the
intermediate state due to spontaneous emission and ∆ is the single photon detuning. This
one-dimensional description outlined here is valid provided the blockade radius exceeds
the transverse extent of the probe field, which is generally well-satisfied.
In the absence of a stored spin wave, the nonlinearity appearing in Eq.3.13 has a van-
ishing contribution and the resulting equations of motion are identical to those of an ideal
EIT medium and describe lossless propagation of the target photon. However, in the pres-
ence of a stored excitation, this nonlinearity term captures the effect of Rydberg blockade
and describes a spatially-dependent shift of the state |s⟩ that breaks EIT conditions for
the target photon within a blockade radius of the stored excitation. Notice that since the
stored spin wave is not laser-coupled during storage, the dynamics of Ĉ(z, t) are deter-
mined solely by its interaction with the spin wave component Ŝ(z, t).
Solving the system dynamics in the Schrödinger picture, the general wavefunction for
a single target photon interacting with a single stored gate excitation can be written as,
|Ψ(t)⟩ =
∫︂
dz
∫︂
dz′E(z, z′, t)Ê †(z, 0)Ĉ†(z′, 0)|0⟩
+
∫︂
dz
∫︂
dz′P(z, z′, t)P̂†(z, 0)Ĉ†(z′, 0)|0⟩
+
∫︂
dz
∫︂
dz′S(z, z′, t)Ŝ†(z, 0)Ĉ†(z′, 0)|0⟩,
(3.15)
where, for example, E(z, z′, t) = ⟨0|Ê(z, 0)Ĉ(z′, 0)|Ψ(t)⟩ is the probability amplitude for
finding a target photon at position z and a stored gate excitation at position z′, with all
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other amplitudes being defined and interpreted in a similar manner. The dynamical equa-
tions governing the evolution of these amplitudes can then be derived from the Heisen-
berg equations of motion in Eq.(3.11 - 3.14) to yield,
∂tE(z, z′, t) = −c∂zE(z, z′, t)− iGP(z, z′, t), (3.16)
∂tP(z, z′, t) = −iGE(z, z′, t)− iΩS(z, z′, t)− iΓP(z, z′, t), (3.17)
∂tS(z, z′, t) = −iΩP(z, z′, t)− iV(z− z′)S(z, z′, t). (3.18)
This system of equations characterises the propagation dynamics of the target photon in
the presence of a Rydberg impurity located at position z′, the effect of which imparts a
static level shift on the surrounding Rydberg atoms by an amount V(z − z′). By trans-
forming to frequency space, these equations can be written as,
−iωẼ(z, z′,ω) = −c∂zẼ(z, z′,ω)− iGP̃(z, z′,ω), (3.19)
−iωP̃(z, z′,ω) = −iGẼ(z, z′,ω)− iΩS̃(z, z′,ω)− iΓ P̃(z, z′,ω), (3.20)
−iωS̃(z, z′,ω) = −iΩP̃(z, z′,ω)− iV(z− z′)S̃(z, z′,ω), (3.21)
where, for instance, Ẽ(z, z′,ω) is the temporal Fourier transform of E(z, z′, t), andω cor-
responds to an off-resonant frequency component of the target field. We can then solve
this resulting system of algebraic equations to obtain the linear response of the medium,
P̃(z, z′,ω) =
c
G
χ(z− z′,ω)Ẽ(z, z′,ω), (3.22)
where χ(z − z′,ω) is the dielectric susceptibility that relates the induced polarization
P̃(z, z′,ω) to the target field amplitude Ẽ(z, z′,ω) as a function of distance z − z′ from
a component of the stored spin wave. The explicit form of this susceptibility is given by,
χ(r,ω) =
G2
c
ω−V(r)
(ω− Γ)(ω−V(r))−Ω2 . (3.23)
At large separations where V(r) → 0, this susceptibility approaches that of a homoge-
neous EIT medium which vanishes on two-photon resonance ω = 0. Alternatively, at
short separations where the interaction-induced level shift diverges, it saturates to that of
the underlying two level medium as expected. The point at which the optical response
transitions from that of a transparent EIT medium to an effective two-level medium can
be estimated as the blockade radius rb at which the associated level shift exceeds the res-
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onant EIT linewidth, i.e. V(rb) = Ω2/γ.
Inserting the linear response relation from Eq.3.22 into Eq.3.19, we can then derive a
closed form propagation equation for the target photon amplitude, the general solution
of which is given by,
Ẽ(L, z′,ω) = exp
[︃
i
ω
c
L + i
∫︂ L
0
dzχ(z− z′,ω)
]︃
Ẽ(0, z′,ω). (3.24)
Here, Ẽ(0, z′,ω) is the frequency spectrum of the incident target photon, while Ẽ(L, z′,ω)
is the spectrum of the transmitted photon at the output of the medium. The transmission
is largely determined by two quantities: the blockaded optical depth which determines
the overall strength of the interaction with the spin wave, and the single photon detun-
ing ∆ which controls dissipative and dispersive contributions to the nonlinear optical
response, as we shall now analyze.
3.4.1 Dissipative regime
In the dissipative regime where the target photon is resonant with the low-lying two-level
transition, the photon dynamics is largely dominated by absorption within the interaction
volume established by the stored excitation. Assuming the target photon has a sufficiently
narrow bandwidth, it is relevant to consider the dynamics in the continuous wave limit
(ω → 0) where dispersive effects are negligible. In this case, the static nonlinear optical
response χ0(r) ≡ χ(r, 0) determining the steady-state solution of the photon amplitude
within the medium is given by,
χ0(r) =
1
labs
[︃
i
1
1 + (r/rb)12
− (r/rb)
6
1 + (r/rb)12
]︃
. (3.25)
This susceptibility corresponds to the effective optical potential which characterises how
the target photon propagates as a function of distance from the stored excitation. As ex-
pected, this is vanishing outside the blockade volume (|r| ≫ rb) where the photon satis-
fies two-photon resonance with the Rydberg transition and thus propagates transparently
under conditions of EIT. However, under conditions of full excitation blockade (|r| ≪ rb),
χ0(r) saturates to that of a resonant two-level medium, and therefore indicates an optical
response that is dominated by absorption. Inserting this approximate form of χ0(r) into
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Eq.3.24, the solution to the transmitted photon amplitude is given by,
Ẽ(L, z′, 0) = eηẼ(0, z′, 0), (3.26)
where η =
∫︁ L
0 dxχ0(x− z′). However, if we assume that the blockade radius of the stored
excitation is non-overlapping with the medium boundaries, we can extend the integration
limits over all space and approximate η as,
η =
∫︂ ∞
−∞ dxχ0(x) = db
Γ
(︁ 1
12
)︁
Γ
(︁ 11
12
)︁
6
− idb
π
√︁
2−
√
3
3
≈ −2db − idb/2, (3.27)
for which the photon solution becomes, Ẽ(L, z′, 0) ≈ e−2db−idb/2Ẽ(0, z′, 0). The first term
in the exponent results in an amplitude attenuation of the transmitted photon of e−2db ,
precisely as expected for the propagation through a resonant two-level medium of width
2rb and effective optical depth 2db. In addition to this, the photon also acquires a phase
shift of φ ≈ db/2, which originates from refraction within the transition regions of the
interaction volume. However, in the limit of large db ≫ 1, strong absorption will over-
shadow this dispersive effect.
3.4.2 Dispersive regime
Let us now examine the photon propagation for large single photon detuning |∆| ≫ γ. In
this case, the effects of two-level absorption within the blockade volume are suppressed
and the emergent nonlinear optical response is largely coherent. The static susceptibil-
ity characterising the absorption and refraction as a function of distance from the stored
excitation in this case is approximately given by,
χ0(r) = −
1
labs
[︃(︂γ
∆
)︂ 1
1 + (r/rb)6
+ i
(︂γ
∆
)︂2 1
(1 + (r/rb)6)2
]︃
, (3.28)
which is valid for large single-photon detunings |∆| ≫ γ. As before, this susceptibil-
ity is vanishing at large distances, consistent with the establishment of EIT. However,
within the interaction region of the stored excitation, this function saturates to that of
an off-resonant two-level medium. Assuming the target photon has a sufficiently nar-
row bandwidth with respect to the spectral width of the EIT feature, we can expand the
linear susceptibility function to first order in ω as χ(r,ω) ≈ χ0(r) +ωχ1(r). With this
approximate form of the susceptibility, the transmitted amplitude in the time-domain can
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eventually be solved as,
E(L, x, t) ≈ eiφ−κE(0, x, t− τ), (3.29)
where φ = Re[
∫︁ L
0 dzχ0(z− x)] is the dispersive phase shift acquired by the transmitted
target photon, κ = Im[
∫︁ L
0 dzχ0(z− x)] defines the amplitude attenuation as e−κ, and τ =
Im[
∫︁ L
0 dzχ1(z − x)] is the group delay of the transmitted photon. There will also be a
frequency dependent loss characterised by Re[χ1(r)], but this contribution is generally
negligible under conditions of interest. If we assume the blockade radius of the stored
excitation does not overlap with the edges of the medium, we can approximate the phase
and loss coefficients as,
φ = Re
[︃∫︂ ∞
−∞ dzχ0(z)
]︃
= db
γ
∆
2π
3
, (3.30)
κ = Im
[︃∫︂ ∞
−∞ dzχ0(z)
]︃
= db
(︂γ
∆
)︂2 5π
9
. (3.31)
This shows that the photon acquires a phase shiftφ ∼ 2dbγ/∆, and experiences an ampli-
tude attenuation of approximately e−2db(γ/∆)
2
, as expected for the propagation through an
off-resonant two-level medium with a total optical depth of ∼ 2db. A large single-photon
detuning can therefore suppress the nonlinear photon losses and achieve an approxi-
mately coherent interaction, while a large blockaded optical depth can simultaneously
achieve a significant dispersive phase shift.
3.5 Applications
The ability to deterministically control the the target photon dynamics via gate photon
storage has a plethora of potential applications which are now being explored [82–86, 142,
145] and represents an exciting programme of research in the field of Rydberg nonlinear
optics. In this section we will discuss some of these applications and current state-of-the-
art experiments attempting to bring these concepts to fruition. However, we will also
highlight various limiting factors affecting these current efforts which we will address
and attempt to solve in the remainder of this thesis.
3.5.1 All-optical switch and transistor
An all-optical switch or transistor is a device through which the transmission of one opti-
cal field can be regulated by a second optical field. Recently, significant efforts have been
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directed to reaching the fundamental limit of such a device, in which only a single incom-
ing gate photon is sufficient to switch the target field transmission [61, 66, 72, 146–148].
Such a capability can be directly implemented with the considered spin wave interaction
when operating on single photon resonance [82–84, 145]. In this case, the strong nonlinear
absorption induced by a single stored gate excitation can be exploited to block the trans-
mission of photons through the otherwise transparent medium, as depicted in Fig.3.6.
Figure 3.6 | Principle of optical switch and transistor: Schematic of optical switch and transistor as realized
via photon storage in a Rydberg EIT medium. (a) Switch off: in the absence of a stored gate photon,
the medium is transparent and supports near lossless transmission of the target field. (b) Switch on: the
presence of a stored gate photon results in strong dissipative scattering of incoming target photons, thus
blocking their transmission through the medium.
An important figure of merit characterising the operational performance of any optical
switch is the so-called gain, which describes how strongly the gate field modifies the
target field transmission. Most practical applications require the ability to regulate the
transmission of many target photons with only a single gate photon, corresponding to the
regime of high gain. From Eq.3.26, one can estimate the average number of transmitted
target photons through the gated medium as,
Nout ≈ Nine−4db , (3.32)
where Nin is the number of incident target photons. Therefore, by operating at moder-
ate to large blockaded optical depths, it is possible limit the transmission of significant
numbers of photons and reach the desired high-gain regime.
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According to the simple estimate in Eq.3.32, the optical gain under perfect EIT condi-
tions increases linearly with the incoming number of target photons. However, a prac-
tical limitation arises from the fact that the target photons additionally experience self-
interactions among themselves, which eventually saturate the transmitted photon num-
ber N(0)out out in the absence of gate photon storage and thereby limit the optical gain
as G ∼ N(0)out − Nout. Indeed, such self-interactions prevented early experiments from
reaching the high-gain limit of optical switching [145]. However, this can be alleviated
somewhat through a judicious choice of atomic Rydberg states |s⟩ and |c⟩ mediating the
effective photon interactions. Specifically, by choosing these states to feature a Förster
resonance [83, 84], it is possible the operate at low principal quantum number where
the range of the |s⟩ − |s⟩ and |c⟩ − |c⟩ self-interactions are short, while maintaining a
strong |s⟩ − |c⟩ interaction between. An additional benefit of using lower principal quan-
tum number states is that that dephasing effects are generally suppressed in this case
[149, 150], which increases the coherence time of the stored spin wave state and thus the
available interaction time.
It is important to emphasize that the dissipative nonlinearity mechanism with this ap-
proach fundamentally prevents the realization of a quantum transistor and restricts ap-
plications to the domain of classical switching. This is because the act of photon scattering
into some random mode via spontaneous emission effectively constitutes a measurement
of the stored gate excitation, and will thus decohere any quantum superposition state of
the system. In order to access the domain of quantum switching, it is necessary to have
control over the specific mode into which photons are diverted. This capability is inher-
ent to cavity or waveguide QED settings, where the photons are coherently back-reflected
from a gated cavity for example [52, 148], or returned to the well-defined fiber modes of
nanophotonic devices [61, 62, 66].
3.5.2 Two-photon phase gate
In addition to dissipative switching capabilities, the ability to imprint a large nonlinear
dispersive phase shift on the target photon by detuning from single-photon resonance
also has direct practical applications in photonic quantum logic, and can be used imple-
ment deterministic two-qubit gate operations [76, 85, 86, 142]. As illustrated in Fig.3.7, the
basic principal of such a gate utilizes refraction within the off-resonant blockade volume
created by the stored gate photon to control the phase of the transmitted target photon.
Most practical applications based on entangling gates demand a significant disper-
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Figure 3.7 | Principle of two-photon phase gate: The storage of a single gate photon (grey sphere) controls
the global phase of a propagating target photon (red wave-packet).
sive phase shift on the order π . To achieve this with the current setting, it is necessary to
operate at large single photon detuning in order to suppress photon losses, and simulta-
neously work at large blockaded optical depth to compensate for the reduced photon cou-
pling and still achieve a large nonlinear phase shift. Since the phase shift is independent
of the medium length, the efficiency of gate photon storage and retrieval can be arbitrarily
high in principle by working with long atomic media [106]. The maximum gate fidelity
is therefore only limited by the residual photon losses caused by gate-induced scattering,
and we can estimate the gate performance as F = e−2κ whereκ is the nonlinear scattering
coefficient.
We plot the optimal performance of a π-phase gate in Fig.3.8 as a function of db. At
large values of db, it follows from Eq.3.30 and Eq.3.31 that the infidelity, 1−F ≈ 5π/2db,
exhibits a rather slow decrease with increasing db. In addition, there is also a thresh-
old value of db ≈ 6 below which the gate performance is vanishing, since the refraction
within the exposed blockade volume is simply not sufficient to achieve a dispersive phase
shift of π . This presents a serious limitation, since most experiments typically operate at
relatively low blockaded optical depths. However, as demonstrated in [85], this can be
resolved by working off two-photon resonance which maximizes the difference between
the refraction in the medium with and without gate photon storage.
For a complete gate operation, one can encode the logical qubit states |0⟩ and |1⟩ into
the left and right circularly polarized components of the gate and target photons. By per-
forming ground and Rydberg state EIT with the left and right circular polarization, one
can then implement a controlled-phase gate in which the two-qubit state |11⟩ acquires a
dispersive phase shift of π , while all other two-qubit states are left unaffected, as demon-
strated in [86]. While these experiments are impressive proof-of-principle demonstrations
of two-photon phase gates, the achievable operational fidelities with these current setups
and approaches remain limited.
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Figure 3.8 | Dispersive phase gate performance: Performance of a dispersive π-phase gate as a function
of the blockaded optical depth. The grey-shaded region indicates the values of db over which a nonlinear
phase shift of π cannot be achieved.
The main obstacle hindering these experiments is the requirement of generating a
large dispersive phase shift with small associated photon loss. In an effort to overcome
this, alternative strategies have since been explored based on the interaction between two
simultaneously stored photons [151, 152], which benefits from decoupling the light prop-
agation from the interaction process. However, such approaches demand storage and
retrieval in small sub-blockade length atomic media, within which the efficiency of stor-
age and retrieval is limited [106]. More recently, robust symmetry protected nonlinear
phase shifts have been demonstrated with Rydberg polaritons interacting via dipolar ex-
change interactions [131] which could enable photonic phase gate operations with high
overall fidelities [153].
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Dissipation and Decoherence
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Chapter 4
Scattering-Induced
Spin Wave Decoherence
I n this chapter, we develop a theoretical framework for treating the many-body spa-tial decoherence of stored Rydberg spin wave excitations caused by blockade-induced
photon scattering. Remarkably, it is possible to derive a closed solution to the reduced
many-body density matrix of the stored excitations that accounts for the interplay of co-
herent photon propagation, strong atom-atom interactions and dissipative processes in
an exact fashion. The devloped theory in this chapter will be used to explore scattering-
induced decoherence in a range of different settings throughout this thesis.
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4.1 Scattering-induced decoherence
When a photon is stored in an atomic medium via EIT, it is mapped onto a delocalized
collective spin wave state in which the excitation is coherently shared amongst many
atoms in the medium. The retrieval process is then based on a collective re-emission
of the stored photon when the control field is re-applied, whereby the emission from
each component of the spin wave constructively interfere with one another to achieve
directed emission into a designated optical mode. Naturally, it is therefore imperative
that the phase coherence of such a spin wave state is fully preserved in order to perform
efficient retrieval. There are a multitude of effects that can spoil this phase coherence, such
as motional dephasing arising from the finite kinetic energy of atoms in the cloud [154,
155] or broadening of the atomic line due to Rydberg-ground state interactions [149, 150].
However, in the context of Rydberg nonlinear optics, the optical nonlinearity itself can
also establish a mechanism of strong decoherence due to blockade-induced dissipative
photon scattering [156–158].
To understand this scattering-induced decoherence in more detail, consider the in-
teraction of a single propagating target photon with a single stored gate excitation via
a dissipative optical nonlinearity. When the target photon undergoes blockade-induced
scattering, the spontaneously emitted photon first of all measures the presence of the
stored gate excitation. However, because the exact scattering location is correlated with
the position of the stored gate excitation, this scattering additionally provides spatial in-
formation regarding the precise location of the stored gate excitation. The effect of this
ultimately amounts to a projective measurement of the gate excitation, decohering the
otherwise coherent spin wave state into a statistical mixture of the stored excitation. The
resulting classical distribution of the gate excitation is then rendered nearly irretrievable,
since such a state has no spatial coherence. This represents a major problem facing all
applications based on controlled two-photon interactions involving light storage and re-
trieval [82–86, 131, 142, 145, 159], so a comprehensive understanding of this physics is
crucial.
4.2 Many-body decoherence dynamics
In this section, we will develop a theoretical framework for treating scattering-induced
spin wave decoherence in the many-body regime, where multiple propagating target
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photons interact with multiple stored gate excitations, as illustrated in Fig.4.1. Remark-
ably, it is possible to derive a closed solution to this general many-body problem that ac-
counts for the interplay of coherent photon propagation, strong atom-atom interactions
and dissipative processes in an exact fashion. This will then form the foundation for the
remainder of this part of the thesis. In Chapter 5 we will use this theory to assess the
impact of decoherence on single-photon switching, and outline a strategy for mitigating
the effects of this to enhance the overall switch performance. In Chapter 6, we will then
analyze the many-body limit and discuss how such decoherence can in fact be actively
exploited as a resource for efficient single-photon subtraction.
Figure 4.1 | Many-body scattering dynamics: Setup under consideration, in which multiple propagating
target photons (red) scatter from multiple stored gate excitations (blue) in a Rydberg medium.
4.2.1 Target photon scattering
Before analysing the spatial decoherence of the stored gate excitations, let us first consider
the dissipative scattering dynamics of the target field. To formulate the system dynamics
in this case, we again use the slowly-varying operator Ê(z, t) to describe the creation of
photons in the target field, along with the operators P̂(z, t) and Ŝ(z, t) and Ĉ(z, t) to de-
scribe the creation of collective atomic excitations in the states |p⟩, |s⟩ and |c⟩ respectively,
discussed in Sec.3.4. Recall that |s⟩ is the Rydberg state attached to the propagating target
polaritons, while |c⟩ is the Rydberg state of the stored gate excitations. The Heisenberg
equations of motion governing the EIT dynamics of target photons are then given by,
∂tÊ(z, t) = −c∂zÊ(z, t)− iGP̂(z, t), (4.1)
∂tP̂(z, t) = −iGÊ(z, t)− iΩŜ(z, t)−γP̂(z, t), (4.2)
∂t Ŝ(z, t) = −iΩP̂(z, t)− i
∫︂ L
0
dz′Vz,z′ρ̂(z′)Ŝ(z, t), (4.3)
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where G is the collectively enhanced atom-photon coupling, Ω is the Rabi frequency of
the classical control field achieving EIT, and γ is the decay rate of the short-lived inter-
mediate state |p⟩ arising from spontaneous emission. In this situation, the target photons
are resonant with the low-lying |g⟩ − |p⟩ transition such that the single-photon detuning
is zero.
A Rydberg |s⟩ excitation at a position z experiences a spatially dependent level shift
Vz,z′ ≡ V(z− z′) due to the van der Waals interaction with a stored Rydberg |c⟩ excitation
at a position z′, the effect of which exposes the propagating photons to a dissipative two-
level medium of extent 2rb surrounding each gate excitation. This is characterized by
the density-density interaction in Eq.4.3, where we have introduced the local spin wave
density operator ρ̂(z) = Ĉ†(z, t)Ĉ(z, t). Importantly, this is a time-independent operator,
since the stored Rydberg population in |c⟩ is unchanged during storage. In this way, the
stored excitations modify the target photon propagation purely through the static level
shift they impart on the surrounding atoms. As an approximation, we have neglected the
effects of self-interactions between target photons that may arise from mutual interactions
between atoms in the same state |s⟩. This is valid provided the intensity of the target field
is sufficiently weak, and further benefits from a judicious choice of Rydberg states for
which the |s⟩ − |c⟩ interactions are enhanced relative to the |s⟩ − |s⟩ interactions. This can
be achieved by operating close to an interstate Förster resonance [82–84].
To solve the operator equations in Eq.4.1-Eq.4.3, it is best to transform to frequency
space, which yields a system of algebraic equations of the the form,
c∂zẼ(z,ω) = iωẼ(z,ω) + iGP̃(z,ω), (4.4)
−ωP̃(z,ω) = GẼ(z,ω) +ΩS̃(z,ω) + iγP̃(z,ω), (4.5)
−ωS̃(z,ω) = ΩP̃(z,ω)−
∫︂ L
0
dz′Vz,z′ρ̂(z′)S̃(z,ω). (4.6)
Here, Ẽ(z,ω) is, for instance, the Fourier transform of Ê(z, t), and ω is an off-resonant
frequency component of the target field relative to the central carrier frequency. The time-
independent property of the local spin wave density means this transformation does not
generate any complicated frequency convolution in the interaction kernel. Upon elimi-
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nating the polarization coherence P̃(z,ω), the above system of equations is reduced to,
c∂zẼ(z,ω) = iωẼ(z,ω)− i
G2
ω+ iγ
Ẽ(z,ω)− i GΩ
ω+ iγ
S̃(z,ω), (4.7)
ωS̃(z,ω) =
GΩ
ω+ iγ
Ẽ(z,ω) + Ω
2
ω+ iγ
S̃(z,ω)−
∫︂
dz′Vz,z′ρ̂(z′)S̃(z,ω). (4.8)
Substituation of Eq.4.8 into Eq.4.7 then yields a closed form equation of motion for the
photon operator, whose general solution can be readily obtained as,
Ẽ(z,ω) = Ẽ(0,ω) exp
[︄
iχ0(ω)z− iχV(ω)
∫︂ z
0
dx
∫︁ L
0 dz
′Vx,z′ρ̂(z′)
Γ(ω) +
∫︁ L
0 dz′Vx,z′ρ̂(z′)
]︄
, (4.9)
where Ẽ(0,ω) describes the target photon spectrum at the medium entrance. Here, we
have introduced Γ(ω) = (Ω2−ω(ω+ iγ))/(ω+ iγ), along with the following frequency-
dependent quantities,
χ0(ω) =
1
c
[︃
ω+
G2ω
Ω2 −ω(ω+ iγ)
]︃
, (4.10)
χV(ω) =
1
c
G2
ω+ iγ
Ω2
Ω2 −ω(ω+ iγ) . (4.11)
χ0(ω) characterises the optical response of an ideal EIT medium, while χ0(ω)− χV(ω)
characterises the optical response of the underlying resonant two-level medium that is
exposed by the interactions. From Eq.4.9, it is clear that photons therefore experience EIT
conditions at large separation |z− z′| > rb from a stored gate excitation, while for short
distances |z − z′| < rb, they experience an effective two-level response with enhanced
absorption, as expected. We can then substitute the result for Ẽ(z,ω) into Eq.4.8 to obtain
the general solution for the Rydberg spin wave coherence as,
S̃(z,ω) = X̃(z,ω)Ẽ(0,ω). (4.12)
Here, X̃(z,ω) can be interpreted as an effective susceptibility which relates the induced
spin wave coherence in the medium to the incident target field, whose explicit form is
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given by,
X̃(z,ω) =− GΩ
Ω2 − iγω−ω2
Γ(ω)
Γ(ω) +
∫︁ L
0 dz′Vx,z′ρ̂(z′)
× exp
[︄
iχ0(ω)z− iχV(ω)
∫︂ z
0
dx
∫︁ L
0 dz
′Vx,z′ρ̂(z′)
Γ(ω) +
∫︁ L
0 dz′Vx,z′ρ̂(z′)
]︄
.
(4.13)
This has an implicit nonlinear dependence on the local density operator ρ̂(z) to all orders,
and therefore encodes the full many-body response of the medium. Finally, by defining
X̂(z, t) as the inverse Fourier transform of X̃(z,ω), we can obtain the solution for the spin
wave operator in the time-domain as,
Ŝ(z, t) =
∫︂ ∞
−∞ dτ X̂(z, t− τ)Ê(0, t). (4.14)
4.2.2 Density matrix of stored gate excitations
Having solved the propagation dynamics of the target field, we will now determine the
back-action of blockade-induced photon scattering on the many-body coherence of the
stored gate excitations, and for this, we require knowledge of the many-body spatial den-
sity matrix. To this end, considering a system of ng gate excitations, we introduce the
following coherence operator,
ρ̂(x⃗ng , y⃗ng , t) =
ng
∏
k=1
Ĉ†(xk, t)
ng
∏
k=1
Ĉ(yk, t), (4.15)
which characterizes the spatial coherence between different configurations x⃗ng =
x1, x2, · · · , xng and yng = y1, y2, · · · , yng of the stored excitations, and will later be used
to define the elements of the reduced many-body density matrix. From the underlying
equation of motion for Ĉ(z, t) in Eq.3.14, the evolution equation for ρ̂(x⃗ng , y⃗ng , t) can be
determined as,
∂tρ̂(x⃗ng , y⃗ng , t) = i
∫︂ L
0
dz ∑
k
[︁
Vz,xk −Vz,yk
]︁
Ŝ†(z, t)ρ̂(x⃗ng , y⃗ng , t)Ŝ(z, t). (4.16)
Here, we have neglected the effects of self-interactions between stored excitations, which
is valid in the limit of low-gate field intensities for which the resulting configuration
of stored excitations is dilute. The storage of high density configurations will anyway
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be suppressed due to self-blockade effects between gate photons during storage. From
Eq.4.16, it is evident that the diagonal elements of the many-body coherence operator
ρ̂(x⃗ng , x⃗ng , t) are time-independent, reflecting the fact that the stored spin wave density is
unaffected during storage. However, the off-diagonal elements characterising the spatial
coherences between different excitation configurations are strongly influenced by target
photon scattering, as encoded in the dynamics of Ŝ(z, t), which we shall now investigate.
To calculate the spin wave decoherence predicted by Eq.4.16, we consider a specific
system of n propagating target photons interacting with a collection of ng stored gate
excitations. Assuming the gate and target fields are initially uncorrelated, the initial state
of the system can be written in the Heisenberg picture as,
|Ψng ,n⟩ =
1√
n!
[︃
1√
c
∫︂ ∞
−∞ dzE0(−z/c)Ê
†
(z, 0)
]︃n
× 1√︁
ng!
[︃∫︂ L
0
dz⃗ngC0(z⃗ng)Ĉ
†
(z1, 0) . . . Ĉ
†
(zng , 0)
]︃
|0⟩,
(4.17)
where E0(t) is the normalized temporal mode of the incident target photons, and C0(z⃗ng)
is the normalized spatial mode of the stored excitations, corresponding to the probability
amplitude for finding the excitations at positions z⃗ng ≡ z1, z2, · · · , zng . We can then use
this state to define the elements of the many-body coherence operator as,
ρn(x⃗ng , y⃗ng , t) ≡ ⟨Ψng ,n|ρ̂(x⃗ng , y⃗ng , t)|Ψng ,n⟩, (4.18)
which characterises the spatial coherence between different configurations x⃗ng and yng
of the stored gate excitations in response to scattering n source photons. By taking the
wavefunction overlap of Eq.4.15, the equation of motion governing the evolution of this
coherence can be derived as,
∂tρn(x⃗ng , y⃗ng , t) = i
∫︂ L
0
dz ∑
k
[︁
Vz,xk −Vz,yk
]︁
⟨Ψng ,n|Ŝ
†
(z, t)ρn(x⃗ng , y⃗ng , t)Ŝ(z, t)|Ψng ,n⟩,
(4.19)
and using the solution for Ŝ(z, t) from Eq.4.14, this becomes,
∂tρn(x⃗ng , y⃗ng , t) = i
n
c
∫︂ ∞
−∞ dτE∗0(τ)
∫︂ ∞
−∞ dτ ′E0(t′′)
∫︂ L
0
dz ∑
k
[︁
Vz,xk −Vz,yk
]︁
× ⟨Ψng,n−1|X̂
†
(z, t− τ)ρ̂(x⃗ng , y⃗ng , t)X̂(z, t− τ
′)|Ψng,n−1⟩.
(4.20)
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To derive this result, we have used the property Ê(0, t)|Ψng,n⟩ = Ê(−ct, 0)|Ψng,n⟩ =
E0(t)
√︁
n/c|Ψng,n−1⟩, which follows from the solution of ∂tÊ(z, t) = −c∂zÊ(z, t) describ-
ing the target photon propagation in vacuum prior to entering the medium. To proceed,
we note that since X̂(z) is constructed purely from the local density operator ρ̂(z′), it
must conserve the total number of gate excitations when applied to any state. It there-
fore follows that the state |C(z⃗ng , t)⟩ = Ĉ
†
(zi, t) · · · Ĉ
†
(zng , t)|0⟩ (corresponding to ng gate
excitations at positions z⃗ng) is an eigenstate of X̂(z) satisfying,
X̂(z, t)|C(z⃗ng , t)⟩ = X(z, zng , t)|C(z⃗ng , t)⟩, (4.21)
where X(z, zng , t) is the the associated eigenvalue of |C(z⃗ng , t)⟩, to be derived later.
We comment that since ρ̂(z′) is Hermitian, it also holds that X̂†(z, t)|C(z⃗ng , t)⟩ =
X∗(z, zng , t)|C(z⃗ng , t)⟩. We can then express the many-body coherence operator in terms
of these eigenstates as ρ̂(x⃗ng , y⃗ng , t) = |C(x⃗ng , t)⟩⟨C(y⃗ng , t)|, from which it immediately
follows that,
X̂†(z, t)ρ̂(x⃗ng , y⃗ng , t)X̂(z, t) = X
∗(z, xng , t)X(z, yng , t)ρ̂(x⃗ng , y⃗ng , t). (4.22)
Using this result, we can then simplify Eq.4.20 as,
∂tρn(x⃗ng , y⃗ng , t) = nφ(x⃗ng , y⃗ng , t)ρn−1(x⃗ng , y⃗ng , t), (4.23)
where the quantityφ(x⃗ng , y⃗ng , t) is given by,
φ(x⃗ng , y⃗ng , t) =
i
c
∫︂ L
0
dz ∑
k
[︁
Vz,yk −Vz,xk
]︁ ∫︂ ∞
−∞ dτE∗0(τ)X∗(z, x⃗ng , t− τ)
×
∫︂ ∞
−∞ dτ ′E0(τ ′)X(z, y⃗ng , t− τ ′).
(4.24)
The equation of motion derived in Eq.4.23 defines a hierarchical system of equations,
in which the n-photon response characterised by ρn(x⃗ng , y⃗ng , t) depends on the (n− 1)-
photon response ρn−1(x⃗ng , y⃗ng , t). The linearity of this equation in n indicates that the
effect of scattering-induced decoherence increases linearly with the target field intensity,
and that the spatial coherence of the stored excitations are fully preserved when there
are no incoming photons, as expected. The full hierarchy of these equations defined by
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Eq.4.23 can be solved recursively in n to eventually yield,
ρn(x⃗ng , y⃗ng , t) =
[︃
1 +
∫︂ t
0
dτφ(x⃗ng , y⃗ng , τ)
]︃n
ρ0(x⃗ng , y⃗ng), (4.25)
where ρ0(x⃗ng , y⃗ng) is the initial pure state density matrix of the stored gate photons im-
mediately after storage. This result shows that all incident target photons decohere the
stored spin wave excitations in an identical fashion, namely to reduce the off-diagonal
elements of the many-body density matrix by the factor
[︂
1 +
∫︁ t
0 dτφ(x⃗ng , y⃗ng , τ)
]︂
. Addi-
tionally, this indicates that the target photons affect the stored excitations independently
of each other, and the overall decoherence is the same whether the photons arrive simul-
taneously or sequentially. Physically this linearity follows from the fact that photons only
interact with the stored spin wave density, which is a static quantity, so there is no effec-
tive interaction mediated between the target photons themselves by decohering different
portions of the many-body spin wave state. This property of the scattering in turn per-
mits a simple parametrization of the general n-photon response ρn(x⃗ng , y⃗ng , t) in terms
single-photon response ρ1(x⃗ng , y⃗ng , t) as,
ρn(x⃗ng , y⃗ng , t) =
[︄
ρ1(x⃗ng , y⃗ng , t)
ρ0(x⃗ng , y⃗ng)
]︄n
ρ0(x⃗ng , y⃗ng). (4.26)
This simple result can ultimately be used to generalize the solution to the case of more
complicated optical fields formed from superpositions of different numbers of photons,
which we will consider later. While the obtained solution encapsulates the full time-
dependency of the dissipative many-body scattering dynamics, we are primarily inter-
ested in the spatial coherence of the stored excitations after the target field has fully tra-
versed the medium. To this end, we define the final state of the many-body density matrix
following the passage of all n target photons as ρn(x⃗ng , y⃗ng) ≡ ρn(x⃗ng , y⃗ng , t→ ∞), which
can be expressed as,
ρn(x⃗ng , y⃗ng) ≡
[︂
Φ(x⃗ng , y⃗ng)
]︂n
ρ0(x⃗ng , y⃗ng), (4.27)
where Φ(x⃗ng , y⃗ng) ≡ 1 +
∫︁∞
0 dτφ(x⃗ng , y⃗ng , τ).
To gain further analytic insight into the decoherence dynamics, consider the scattering
of a narrowband target field pulse with a frequency spectrum that is much narrower
than the EIT linewidth ΓEIT = Ω2/γ. In this case, it is justified to consider the photon
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scattering in the continuous wave limit, for which a compact analytic expression for the
many-body density matrix can be derived. To proceed, we start with the static solution
to the spin wave susceptibility operator X̃(z,ω) from Eq.4.13 characterising the target
photon dynamics in the continuous wave limit (ω = 0) as,
X̃(z, 0) = −G
Ω
i
i−
∫︁ L
0 dz′Vx,z′ρ̂(z′)
exp
[︄
−db
rb
∫︂ z
0
dx
∫︁ L
0 dz
′Vx,z′ρ̂(z′)
i−
∫︁ L
0 dz′Vx,z′ρ̂(z′)
]︄
, (4.28)
where we have introduced the rescaled potential Vx,z′ = Vx,z′/ΓEIT and the blockaded
optical depth db = G2rb/cγ. The state |C(z⃗ng , t)⟩, introduced previously, is then an eigen-
vector of this operator with an with an associated eigenvalue X(z, z⃗ng). To determine
these eigenvalues, it is instructive to first expand X̃(z, 0) in powers of
∫︁
dz′Vz,z′ρ̂(z′) as,
X̃(z, 0) =
∞
∑
m=0
fm
[︃∫︂ L
0
dz′Vx,z′ρ̂(z′)
]︃m
, (4.29)
where fm denotes the expansion coefficient of the mth order term. By using the
property [
∫︁
dz′Vz,z′ρ̂(z′)]m|C(z⃗ng , t)⟩ = [∑k Vz,zk ]
m |C(z⃗ng , t)⟩, the analytic expression for
X(z, xng) = ⟨C(z⃗ng , t)|X̃(z, 0)|C(z⃗ng , t)⟩ then immediately follows as,
X(z, xng) = −
G
Ω
1
1 + i ∑k Vz,zk
exp
[︃
db
rb
∫︂ z
0
dx
∑k Vz,zk
i− ∑k Vz,zk
]︃
. (4.30)
The inverse Fourier transform of this result then yields the temporal eigenvalue
X(z, xng , t) = δ(t)X(z, xng). Upon inserting this into the expression for φ(x⃗ng , y⃗ng , t) in
Eq.4.24 and performing the time integration, the solution to Φng(x⃗ng , y⃗ng) characterizing
the overall spin wave decoherence in Eq.4.27 can be obtained as,
Φng(x⃗ng , y⃗ng) =1 +
db
rb
∫︂ L
0
dz
∑k Vz,xk − ∑k Vz,yk
(i + ∑k Vz,xk)
(︁
i− ∑k Vz,yk
)︁
× exp
(︄
db
rb
∫︂ z
0
dz′
[︄
∑k Vz′ ,yk
i− ∑k Vz′ ,yk
− ∑k
Vz′ ,xk
i + ∑k Vz′ ,xk
]︄)︄
.
(4.31)
The final solution to the many-body density matrix of the stored excitations following the
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dissipative interaction with the target photons is then given by,
ρn(x⃗ng , y⃗ng) =ρ0(x⃗ng , y⃗ng)
[︄
1 +
db
rb
∫︂ L
0
dz
∑k Vz,xk − ∑k Vz,yk
(i + ∑k Vz,xk)
(︁
i− ∑k Vz,yk
)︁
× exp
(︄
db
rb
∫︂ z
0
dz′
[︄
∑k Vz′ ,yk
i− ∑k Vz′ ,yk
− ∑k
Vz′ ,xk
i + ∑k Vz′ ,xk
]︄)︄]︄n
.
(4.32)
Whilst the diagonal elements of the above density matrix are unity, the off-diagonal ele-
ments exhibit an exponential suppression that depends on the number and configuration
of stored excitations in a complex manner. In the following chapters, we will now analyse
this decoherence in more detail, both in the single-body limit (one stored excitation) and
many-body limit (multiple stored excitations).
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Chapter 5
Decoherence and optimal operation
of a single-photon switch
I n this chapter, we consider the performance of a single-photon switch in the pres-ence of decoherence caused by blockade-induced photon scattering. Using the theory
outlined in Chapter 4, we first analyse the spatial decoherence of a single stored gate ex-
citation in response to scattering multiple target photons. By incorporating the effects
of this into optimal photon storage and retrieval strategies, we then establish optimized
switching protocols for a range of parameters and evaluate the corresponding limits in
the achievable switch performance.
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5.1 Decoherence in a single-photon switch
In Sec.3.4, we outlined the operation of a single-photon switch. Here, the storage of a
single gate photon as a collective Rydberg spin wave excitation is used to conditionally
scatter a secondary target field. In the limit of large blockaded optical depth where the
blockade-induced scattering probability is large, the produced gate excitation can regu-
late the transmission of large numbers of target photons, as required for high-gain optical
switching. However, a full switching sequence requires efficient gate photon storage and
retrieval, the latter of which is necessary for performing further switching operations
to enable complex logic operations. Yet, as already established in the previous section,
the act of blockade-induced target photon scattering has a dramatic back-action on the
spatial coherence of the stored gate excitation. Specifically, the associated projective mea-
surements of its spin wave state converts it into a near classical distribution of the stored
excitation. Naturally, this has a detrimental impact on the ability to retrieve the stored
gate excitation, which thereby lowers the overall switch efficiency. In this chapter, we
will use the theory outlined in the previous chapter to analyse the decoherence caused
by target photon scattering in a single-photon switch, and present a general strategy for
mitigating the effects of this to maintain a high overall switch performance.
5.2 Single-body density matrix
5.2.1 Single-photon scattering
Let us first consider the operation of a single-photon switch when there is only a single
incident target photon. The resulting spatial decoherence of the stored gate excitation
in this case can be obtained directly from the full many-body solution Eq.4.32 by setting
n = ng = 1 as,
ρ1(x, y) = ρ0(x, y)
[︄
1 + idb
∫︂ L
0
dzr5b
(z− y)6 − (z− x)6
[r6b + i(z− x)6][r
6
b − i(z− y)6]
× exp
(︄
−db
∫︂ z
0
dz′
[︄
r5b
r6b + i(z
′ − x)6
+
r5b
r6b − i(z′ − y)6
]︄)︄]︄
,
(5.1)
where we have used the definition Vz,z′ = r6b/(z − z
′)6. We plot the rescaled density
matrix ρ̄1(x, y) = ρ1(x, y)/ρ0(x, y) in Fig.5.1 for various values of the blockaded opti-
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cal depth. A universal feature in the strong scattering limit db > 1 is a pronounced loss
of coherence beyond a blockade radius from the medium entrance, as characterised by
the nearly diagonal nature of the density matrix. This originates from projective mea-
surements of the stored excitation due to the spatially dependent nature of the photon
scattering. For a scattering event occurring at a position z, the stored excitation is pro-
jected to a region around z + rb, since absorption most likely occurs at a distance of one
blockade radius in front of the excitation’s position. Overall, the effect of this is to deco-
here the initially pure spin wave state into a statistical mixture of localized excitations,
with a reduced density matrix operator given approximately by,
ρ̂ ≈
∫︂ L
0
dz|C0(z)|2Ĉ
†
(z)|0⟩⟨0|Ĉ†(z). (5.2)
Figure 5.1 | Decoherence from single-photon scattering: The rescaled density matrix ρ̄1(x, y) of the spin
wave subsequent to single-photon scattering is shown for a blockaded optical depth of db = 1, 5, 10 in
(a-c) respectively. In (d) the full width at half maximum of the density matrix diagonal (as indicated in (b))
is plotted as a function of db, where the symbols are obtained from the numerically determined density
matrix, and the dashed line shows the approximate scaling ∼ d−5/11b .
The width of the diagonal feature in the final density matrix is observed to decrease
with increasing blockaded optical depth, that is, decoherence is more pronounced in this
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case. This can be traced back to the increased ‘resolution’ of the scattering-based mea-
surement of the stored excitation in this case. Essentially, the shortened absorption length
in this case reduces the variance in the scattering location of the photon and therefore
provides a more accurate measurement of the excitation’s position. Indeed, an expansion
of ρ̄1(x, y) for small w = |x− y| reveals that the full width at half maximum of the density
matrix diagonal scales approximately with the blockaded optical depth as ∼ d−5/11b , as
shown in Fig.5.1(d).
The finite range of the photon-spin wave interaction, however, offers a certain level of
protection from spatial decoherence for the portion of the spin wave stored within a block-
ade radius of the medium entrance. This is because an excitation positioned within this
region will place the entrance of the medium under conditions of full excitation blockade,
irrespective of its exact location, and an incoming photon will therefore scatter immedi-
ately at the medium entrance. Since the photon cannot probe this initial portion of the
medium, it provides virtually no spatial information regarding the spin wave state and
thus causes minimal decoherence. We illustrate this effect in Fig.5.2. This decoherence
protection is characterized by the ‘box-like’ feature in the density matrices in Fig.5.1(a-c)
over the region 0 < x, y,< rb, within which ρ̄1(x, y) ≈ 1. A more representative approxi-
mation to the full decohered density matrix operator compared to Eq.5.2 can therefore be
written as,
ρ̂ ≈
∫︂ rb
0
dx
∫︂ rb
0
dxC∗0(x)Ĉ
†
(x)|0⟩⟨0|Ĉ†(y)C0(y) +
∫︂ L
rb
dz|C0(z)|2Ĉ
†
(z)|0⟩⟨0|Ĉ†(z). (5.3)
which captures the preserved coherence close to the medium entrance (i.e. 0 < z <
rb) and a near complete suppression of off-diagonal density matrix elements at larger
distances (i.e. rb < z < L).
5.2.2 n-photon scattering
Having determined and analysed the spin wave decoherence in response to scattering a
single target photon, the multi-photon response for a target field containing n photons
can be straightforwardly obtained from the single-photon response according to Eq.4.27
as ρ̄n(x, y) = ρ̄n1(x, y). In Fig.5.3 we plot ρ̄n(x, y) for different numbers of scattered target
photons and blockaded optical depths. We observe that the aforementioned decoherence
protection in response to many repeated scattering events is sensitively dependent on the
optical depth of the medium. At low blockaded optical depth db ≲ 1, the initial portion
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Figure 5.2 | Spin wave decoherence protection: Target photons scatter as soon as they enter the blockade
volume (grey shaded region) surrounding a stored excitation (blue). Therefore, if an excitation is posi-
tioned anywhere within a blockade radius of the incident boundary, photons will scatter directly at the
medium entrance and thus result in minimal spin wave decoherence (a-b). (c) Scattering from Rydberg
atoms located deeper within the medium, however, indicates the precise the location of the excitation and
therefore results in strong spin wave decoherence.
of the spin wave decoheres fairly quickly with an increasing number, n, of incident target
photons. This is due to the fact that in this limit, the longer absorption length means that
there is an appreciable chance for a given photon to survive the dissipative interaction
with the stored excitation. The extent of the amplitude attenuation suffered by a transmit-
ted photon can therefore be significantly less than the expected amount of≈ exp[−2db] if
the stored excitation is located near the medium boundary, since the length of the exposed
effective two-level medium can be less than 2rb. This provides spatial information about
the stored spin wave over z ∈ [0, rb], thus accounting for the eventual decoherence ob-
served near the medium boundary with increasing n. On the other hand though, at large
blockaded optical depth, 2db ≫ 1, where the absorption length is much shorter than rb,
photons scatter over a much shorter length scale upon entry into the medium, so cannot
probe the excitation position over a propagation depth ∼ rb. As such, the initial portion
of the spin wave then remains more robust to decoherence with increasing n.
We can gain a deeper analytic insight of decoherence in the limit of large db from an
approximate analytic solution to the spin wave dynamics within the region 0 < x, y < rb.
Referring to the solution in Eq.5.1, the exponent is strongly peaked around z = 0 in this
limit. It is therefore justified to set z′ = 0 within the exponent, and z = 0 everywhere else,
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Figure 5.3 | Decoherence from multi-photon scattering: The final state of the rescaled density matrix
ρ̄n(x, y) is shown in figures (a-c) for db = 1 after scattering n = 1, 10, 100 photons respectively. Figures
(d-f) show the corresponding behaviour for db = 10.
which yields the simplified approximate solution,
ρ̄1(x, y) ≈
2rb
2rb + i(x6 − y6)
. (5.4)
Using this result to obtain the n-photon response, and Taylor expanding the resulting
expression for small |x− y| < rb, it follows that,
|ρ̄n(x, y)| ≈
[︄
1− (x
6 − y6)12
8r12b
]︄n
, (5.5)
which agrees well with the exact solution, as shown in Fig.5.4. This result therefore in-
dicates that approximately n ≈ 8(rb/x)12 scattered photons are required to decohere a
component of the spin wave located at a position x from the medium entrance, which
is generally much larger than unity. Remarkably, this result is independent of db and
depends only on the shape of the potential, which implies that there is a fundamental
limit in the protection to decoherence that is available by increasing db. This limit exists
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since the blockade is imperfect (i.e. the medium deviates from a two-level medium) any
non-zero distance away from a stored excitation. As a result, the imaginary part of the
susceptibility at the entrance into the medium, and hence the absorption of the incoming
target photons, depends marginally on the position of the excitation. We remark that the
decoherence protection at the medium entrance would be perfect in the infinite db limit
if the atomic interactions were described by a square potential, and a spin wave stored
within this portion of the medium could then survive any number of scattering events.
Figure 5.4 | Effect of multi-photon scattering on dcoherence protection: The extent of the decoherence
protection at the boundary, as characterised by ρ̄n(x, 0), for a large blockaded optical depth of db = 10
is plotted for various indicated values of n. The solid line show the exact solution defined by Eq.5.1, while
the points show the corresponding result predicted by the approximate analytic solution in Eq.5.5
5.2.3 Coherent-state scattering
Finally, we can derive the decohered density matrix of the stored gate excitation caused
by scattering a multi-photon coherent state. A coherent state |α⟩with an average number
of photons α corresponds to a Poissonian distribution of photon number states |n⟩, and
can be written in the following form,
|α⟩ =
∞
∑
n=0
√︃
αn
n!
|n⟩, (5.6)
assuming the field amplitude to be real-valued. Exploiting the linearity of the scattering
dynamics, the final state of the spin wave density matrix ρα(x, y) after interacting with
a coherent state can then be obtained by performing a coherent state average of the n-
photon density matrix ρn(x, y) = [ρ̄1(x, y)]nρ0(x, y) to eventually yield,
ρα(x, y) = exp [α (ρ̄1(x, y)− 1)]ρ0(x, y). (5.7)
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As expected, the spin wave density characterized by the leading diagonal of ρα(x, y) re-
mains unaffected, while the off-diagonal elements are strongly suppressed as the target
field intensityα increases. Considering the limit of weak intensity, this expression can be
expanded to first order inα as,
ρα(x, y) ≈ [1 +α (ρ̄1(x, y)− 1)]ρ0(x, y). (5.8)
The zeroth order contribution in this case corresponds to the vacuum component of the
target field, for which the density matrix is of course left unchanged. The leading order
term then corresponds to the weak single-photon contribution of the field.
5.3 Optimized photon storage and retrieval
Gate photon retrieval is based on the coherent collective re-emission of the photon back
into a designated optical mode, which demands the spatial coherence of the stored spin
wave state to be fully preserved during storage. However, as we have now established,
target photon scattering results in a near complete loss of spin wave coherence, so one
can expect this to drastically hamper the retrieval efficiency. This of course presents a
major limitation for optical switching capabilities, but also for any applications based on
sequential photon interactions in Rydberg EIT media. In this section, we will introduce
a general theoretical framework for describing photon storage and retrieval in the added
presence of scattering-induced spin wave decoherence relevant to these applications, and
outline an optimization procedure to maximize the overall storage and retrieval efficiency.
5.3.1 Photon storage
In describing the initial light storage, we assume the gate photon is described by a nor-
malized temporal envelope Eg(t). A pulsed control field with a time-dependent Rabi
frequency Ωg(t) completes a two-photon resonant coupling to the Rydberg state |c⟩. By
timing this pulse sequence appropriately, the control field achieves storage of the gate
photon by mapping it onto a stationary spin wave state in the state |c⟩with an associated
spatial mode C0(z). As it turns out, the maximal efficiency of this storage procedure is
independent of the exact pulse shapes of the involved fields, and for any given control
field pulse Ωg(t) there exists a corresponding gate photon pulse Eg(t) that achieves stor-
age into the optimal spin wave mode C0(z) with minimal loss, and visa versa [106, 107].
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Without loss of generality, we can therefore assume a simple square control field pulse
with a duration T and constant Rabi frequency Ωg. We will later optimize this storage by
then varying the incident gate field envelope Eg(t). Alternatively, we could define a spe-
cific envelope of the gate field up front and then optimize with respect to the control field
pulse, but this is computationally more involved. With the simple square control field
considered here, the adiabatic solution to the storage dynamics can be solved analytically
to obtain the stored spin wave mode as [106, 107],
C0(z) = −
√︄
d
γL
∫︂ T
0
dtΩge−zd/L−Ω
2
g(T−t)/γ I0
(︂
2
√︂
zdΩ2g(T− t)/Lγ
)︂
Eg(t), (5.9)
where d is the total optical depth of the medium with length L. The basic assumption
underlying this result is that the bandwidth of the gate field is narrow in comparison to
the EIT bandwidth, for which it is justified to adiabatically eliminate the dynamics of the
short-lived polarization coherence P̂(z, t) to which the gate field is coupled. The initial
pure state density matrix of the stored spin wave is then defined according to this result
as ρ0(x, y) = C∗0 (x)C0(y).
5.3.2 Photon retrieval
The retrieval of the gate photon is achieved by re-applying the classical control field Ωg
at the end of the switching sequence. The probability η for detecting a photon in the
retrieved field in this case can be defined as,
η =
∫︂ ∞
Tr
dt|Eout(t)|2, (5.10)
where |Eout(t)|2 is the intensity profile of the outgoing gate photon pulse, and Tr is the
time at which the classical retrieval field is applied. In general, the most efficient strat-
egy is to retrieve the photon in the backward direction. The argument for this is that the
photon therefore does not propagate through the entire length of the medium, and linear
EIT losses are therefore minimized in this case. For an arbitrary state of the stored excita-
tion with a spatial density matrix ρ(x, y), the efficiency of such backward retrieval can be
calculated analytically as [106, 107],
η =
∫︂ L
0
dx
∫︂ L
0
dy
d
2L
exp
[︃
− d
2L
(x + y)
]︃
I0
(︃
d
L
√
xy
)︃
ρ(x, y), (5.11)
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where I0(x) is the zeroth-order modified Bessel function of the first kind. Interestingly,
this result is independent of the control field envelope, which simply reflects the fact that
there exists a fixed branching ratio between light emission into the desired backward
mode and spontaneous emission into all undesired modes under adiabatic conditions. In
the present situation, the density matrix of the stored spin wave after scattering n photons
is defined by ρ(x, y) = ρ̄n(x, y)C∗0 (x)C0(y), for which the retrieval efficiency becomes,
η =
∫︂ L
0
dx
∫︂ L
0
dy
d
2L
exp
[︃
− d
2L
(x + y)
]︃
I0
(︃
d
L
√
xy
)︃
ρ̄n(x, y)C∗0 (x)C0(y). (5.12)
Finally, substituting the result for C0(z) from Eq.5.9 into this equation, the retrieval effi-
ciency can be written in terms of the original temporal mode of the photon as,
η =
∫︂ T
0
dt
∫︂ T
0
dt′K(t, t′)Eg(t)E∗g(t
′), (5.13)
where the kernel K(t, t′) is given by,
K(t, t′) =
∫︂ L
0
dx
∫︂ L
0
dy
d2Ω2g
2Lγ
ρ̄n(x, y) exp
[︄
− 3d
2L
(x + y) +
Ω2g(t + t′ − 2T)
γ
]︄
× I0
(︃
d
L
√
xy
)︃
I0
⎛⎝2x
√︄
xdΩ2g(T− t)
Lγ
⎞⎠ I0
⎛⎝2y
√︄
xdΩ2g(T− t′)
Lγ
⎞⎠ . (5.14)
Eq.5.13 defines the combined efficiency of storage and retrieval, accounting for the ef-
fects of linear losses arising from imperfect EIT and the effects of spin wave decoherence
originating from photon scattering. While we have considered the specific case of spin
wave decoherence caused by dissipative photon interactions, the procedure outlined here
is independent of the exact decoherence mechanism. One can therefore apply this gen-
eral theoretical framework to the examine photon storage and retrieval in any system,
provided the decoherence dynamics can be solved to obtain the reduced density matrix
ρ(x, y).
5.3.3 Optimized storage and retrieval efficiency
In order to optimize the overall efficiency of storage and retrieval, it therefore remains to
determine the temporal mode Eg(t) of the incident gate photon for which η is maximal.
This in turn will specify the optimal spin wave profile according to Eq.5.9. To proceed,
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we use the orthonormality of Eg(t) to equivalently recast Eq.5.13 as a matrix equation of
the form, ∫︂ T
0
dtK(t, t′)Eg(t) = ηEg(t′). (5.15)
Specifically, this represents an eigenvalue equation, in which Eg(t′) is an eigenvector of
K(t, t′) with an eigenvalue η. This equation can be straightforwardly solved via power
iteration, which generates the eigenvector with the largest eigenvalue η corresponding
to the optimal storage and retrieval efficiency, as desired. Physically, this algorithm cor-
responds to a time-reversal iteration procedure, in which forward storage and backward
retrieval are successively implemented to determine the physical pulse sequence at each
iteration until the retrieval efficiency is maximised [108, 160], the specific theoretical de-
tails of which are presented in [106, 107].
5.4 Optimized single-photon switching
The primary function a single photon switch is to block the transmission of a target field
conditioned on the storage of a single gate excitation. In the present situation employing
a dissipative switching mechanism, the efficiency of this process is determined by the
probability p ∼ 1− e−2db for a given target photon to be scattered by the stored excitation.
Therefore, by operating at large blockaded optical depth db > 1 where this scattering
probability approaches unity, the present system can achieve high-gain optical switching
with relative ease. Instead, the main bottleneck of the overall switch performance is rather
the efficiency of gate photon storage and retrieval, which again is strongly hampered by
the effects of scattering-induced spin wave decoherence. With this in mind, we can use
the optimized efficiency of photon storage and retrieval η obtained from Eq.5.15 as the
main figure of merit to characterize the overall switch performance.
5.4.1 Single-photon scattering
To gain some basic insight into the optimal switch operation, let us first consider the
case of a single target photon. We plot the switch efficiency η in Fig.5.5(a) in this case,
along with the corresponding spatial profiles of the optimal spin wave modes for dif-
ferent medium lengths in Fig.5.5(b) and Fig.5.5(c). Based on the decoherence protection
mechanism outlined in the previous section, intuition would suggest that photon storage
in short media of length L ∼ rb is the universally optimal strategy, since the spatial de-
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coherence is minimal in this case [156]. However, as evident from Fig.5.5(b), this is not
the case. In particular, at low blockaded optical depth, the optimal spin wave mode is
in general considerably longer than rb. This is because the total optical depth for a short
medium with small db is not sufficient to achieve efficient storage, even in the absence
of spin wave decoherence. The optimal strategy is thus to find a compromise between
minimising decoherence, by storing into a short medium, whilst maximising storage and
retrieval efficiency by making the gate spin wave longer, despite then suffering from
increased decoherence. Only at larger db, where the blockaded boundary region pro-
vides for sufficient optical depth, does the straightforward strategy of storing into a short
medium apply. Here, the optimal spin wave mode is localised to the ‘decoherence-free’
portion of medium within a blockade radius of the incident boundary, as clearly evident
in Fig.5.5(c). Indeed, the switch efficiency no longer benefits from increasing the medium
length beyond L ≈ 2rb at large db.
Figure 5.5 | Optimized switch efficiency and spin wave modes: (a) The combined efficiency of gate storage
and retrieval after scattering a single target photon is plotted as a function of the blockaded optical depth
db for various indicated medium lengths L. The corresponding (unnormalized) optimal spin wave modes
are plotted for db = 1, 10 in (b) and (c) respectively.
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5.4.2 Coherent-state scattering
While we have considered the conceptually simplest case of decoherence caused by a
single-photon Fock state, most experiments typically operate with coherent optical fields
containing an average number of photons α. To determine the optical switch efficiency
ηα in this case, we can simply substitute the density matrix ρα(x, y) obtained in Eq.5.7 for
a coherent scattered field into Eq.5.14. We plot ηα as a function of the target field intensity
for different values of the blockaded optical depth in Fig.5.6. Common to all cases, there
is an rapid initial decrease in ηα with increasing α, which can can be accredited to the
vanishing vacuum component |⟨0|α⟩|2 = e−α of the field (indicated by the grey shaded
region in Fig.5.6), and the onset of the first scattering event causing spin wave decoher-
ence. At low blockaded optical depth, further scattering events continue to diminish the
switch performance, resulting in a vanishing efficiency at moderate target field intensi-
ties. This emerges due to the near complete decoherence of the spin wave in this low-db
limit in response to multiple scattering events, as evident in Fig.5.3(a-c), which strongly
inhibits the retrieval efficiency.
Figure 5.6 | Single-photon switch performance for coherent state scattering: Combined efficiency of stor-
age and retrieval of a single gate photon as a function of the average number of photons α in a coherent
target field, for various indicated values of the blockaded optical depth. The grey shaded region indicates
the vacuum component of the target photon, |⟨0|α⟩|2 = e−α . In all cases, the total optical depth is fixed
at d = dbL = 50 by varying the length of the medium, such that the combined efficiency η is the same for
all values of db whenα = 0 and there is no target photon scattering.
x
However, at large blockaded optical depth, the switch efficiency demonstrates a rel-
atively weak decay with increasing target photon intensities beyond α ∼ 1. This can
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be traced back to the enhanced decoherence protection within the boundary region of
the medium, and the correspondingly weak dependence of the spin wave decoherence
with photon number as given by Eq.5.5, which allows efficient photon retrieval even af-
ter many repeated scattering events. This ultimately enables efficient high-gain optical
switching, in which the stored gate excitation can control the transmission statistics of
large numbers of target photons, a necessary property for many prospective applications.
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Chapter 6
Many-body decoherence and
single-photon subtraction
I n this chapter, we use the theory outlined in Sec.4 to analyse the spatial decoherenceof multiple stored Rydberg spin wave excitations caused by blockade-induced photon
scattering. From this, we identify a correlated coherence-protection mechanism in which
the scattering from one excitation can shield all others from spatial decoherence, and we
observe clear signatures of this effect in accompanying experiments. We then consider
the utility of this effect for manipulating light at the quantum level and discuss how it
can be exploited as a mechanism for robust single-photon subtraction, which we further
demonstrate experimentally.
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6.1 Many-body decoherence
Having considered the scattering-induced decoherence of a single stored gate excitation
and how this impacts the performance of single-photon switching capabilities, let us now
analyse the many-body regime in which multiple stored excitations are present. This
represents a largely unexplored domain of optical switching experiments and ultimately
presents unique opportunities for novel applications. Perhaps the most interesting fea-
ture of this many-body regime is now the fact that target photon scattering can indi-
rectly induce correlations between the stored gate excitations. The emergence of such
correlations becomes most apparent in the limit of large blockaded optical depth db > 1
where the scattering probability per gate excitation is near unity. In this case, all incom-
ing target photons will interact with and scatter from the first excitation closest to the
medium boundary. As described in detail in the preceding chapter, the associated pro-
jective measurements of its position will result in strong spatial decoherence, turning its
otherwise coherent spin wave state into a near classical distribution of the stored exci-
tation. However, this scattering will also strongly suppress the transmitted target field
intensity reaching all subsequent excitations within the medium. As a result of this, these
later excitations will then effectively be shielded from photon scattering and their spatial
coherence will be largely preserved. When considering the retrieval dynamics, it is then
clearly not possible to treat the stored gate excitations as independent particles, and the
specific quantum correlations that develop between atoms in this case can have a dra-
matic effect on the overall retrieval efficiency. Whilst the blockade-induced decoherence
present in a single-photon switch was understood to be a clear detriment to the overall
switching performance, in this chapter we will rather see how the described correlated
decoherence protection mechanism can be used as a resource with which to manipulate
state of the stored gate field. In this way, the role of the target and gate fields are reversed.
6.2 Many-body density matrix
6.2.1 Two stored excitations
To reveal such correlated decoherence from the the full solution in Eq.4.32, consider the
simplest non-trivial case of two stored gate excitations. In this situation, the density ma-
trix characterising the spatial coherence between the two particles after scattering n target
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photons is given in general by ρn(x1, x2, y1, y2), where (x1, y1) are the coherence coordi-
nates of particle 1, and (x2, y2) are the coherence coordinates of particle 2. However, a
more instructive quantity to consider is ρn(x, r, y, r), which characterises how the local
density component of one excitation at position r affects the spatial coherence between
positions x and y of the second excitation. We plot the rescaled two-body density-matrix
ρ̄n(x, r, y, r) ≡ ρn(x, r, y, r)/ρn(x, r, y, r) for different locations r in Fig.6.1. As expected,
when x, y < r, the first excitation is exposed to the full intensity of the incoming target
field, and the associated projective measurements of its position result in strong deco-
herence of the two-body density matrix. This is characterised by a strong suppression
of the off-diagonal elements of ρ̄n(x, r, y, r). However, when r < x, y, photon scattering
from the first particle at position r protects the spatial coherence of the second particle, as
characterised by ρ̄n(x, r, y, r) ≈ 1.
Figure 6.1 |Correlated two-excitation density matrix: The final (rescaled) spatial density matrix for a system
of two stored gate excitations ρ̃n(x1, x2, y1, y2) is plotted after scattering a target field containing n = 5
photons. Specifically, we show the spatial coherence between different positions x, y of one excitation
for different positions r of the second excitation within the medium, of length L = 5rb, where the optical
depth per blockade radius defining the scattering strength is db = 5.
We remark that the idealistic scenario outlined here, in which scattering from the first
particle offers full protection of the second excitation from decoherence, is only relevant in
the limit of large blockaded optical depth where the scattering probability p ≈ 1− e−4db
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per gate excitation is large. For low to moderate values of db, there is a residual proba-
bility 1− p for a given photon to survive the dissipative interaction with first excitation
and thereby cause decoherence of the second. Moreover, the likelihood of this eventual
decoherence increases with the incident target field intensity, since the overall probability
to scatter at least one photon from the second excitation is enhanced, as reflected in the
power-law scaling ρ̄n(x, r, y, r) = [ρ̄1(x, r, y, r)]n of the n-photon response.
6.2.2 Multiple stored excitations
Having analysed the exact solution for two stored gate excitations, we shall now examine
the characteristic form of the many-body density matrix for multiple gate excitations. In
order to gain a basic intuitive understanding of spin wave decoherence in this case, let
us assume that the decoherence protection mechanism outlined in the previous section is
perfect, whereby the photon scattering from one excitation leaves the spatial coherence
of all other excitations completely unaffected. Formally, this is equivalent to assuming
that all excitations are stored in non-overlapping spatial modes, as would be achieved
by storing a train of single photon pulses. To this end, we introduce ρ(k)0 (x, y) as the ini-
tial single-body density matrix of the kth sequential excitation in the medium. Assuming
the particles do not develop any correlations during storage, the initial many-body den-
sity matrix of all stored excitations can then be expressed as a product state of the form
ρ0(x⃗ng , y⃗ng) = ∏k ρ
(k)
0 (xk, yk). In this case, (x1, y1) are the coherence coordinates of the
first excitations, (x2, y2) > (x1, y1) are the coordinates of the second excitation, and so
on. The final density matrix of the stored excitations after scattering a target field con-
taining n photons is then defined as ρn(x⃗ng , y⃗ng) = [1 +φ(x⃗ng , y⃗ng)]
nρ0(x⃗ng , y⃗ng), where
φng(x⃗ng , y⃗ng) is given by,
φng(x⃗ng , y⃗ng) =
db
rb
∫︂ L
0
dz
∑k Vz,xk − ∑k Vz,yk
(i + ∑k Vz,xk)
(︁
i− ∑k Vz,yk
)︁
× exp
(︄
db
rb
∫︂ z
0
dz′
[︄
∑k Vz′ ,yk
i− ∑k Vz′ ,yk
− ∑k
Vz′ ,xk
i + ∑k Vz′ ,xk
]︄)︄
.
(6.1)
However, by considering a dilute system of stored gate excitations with non-overlapping
blockade volumes, which is anyways the most relevant situation, the contributions from
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each excitation disentangle, and this quantity reduces to the following simplified form,
φng(x⃗ng , y⃗ng) ≈
db
rb
∑
k
∫︂ L
0
dz
Vz,xk −Vz,yk
(i + Vz,xk)
(︁
i−Vz,yk
)︁
×∏
k
exp
(︄
db
rb
∫︂ z
0
dz′
[︄
Vz′ ,yk
i−Vz′ ,yk
−
Vz′ ,xk
i + Vz′ ,xk
]︄)︄
.
(6.2)
Having separated the excitations into distinguishable spatial modes, we can then then de-
termine the reduced single-body density matrix ρ(k)n (x, y) describing the coherence of the
kth sequential excitation by performing a partial trace of ρn(x⃗ng , y⃗ng) over the coordinates
of all other particles,
ρ
(k)
n (x, y) = ng
∫︂
dr1 · · · drk−1drk+1 · · · drngρn(r⃗
(k)
ng [x], r⃗
(k)
ng [y]), (6.3)
where we have used the shorthand notation r⃗(k)ng [x] = r1, · · · , rk−1, x, rk+1, · · · , rng . Using
the approximate form of φng(x⃗ng , y⃗ng) in Eq.6.2, the reduced single-body density matrix
of the first excitation can be straightforwardly calculated as,
ρ
(1)
n (x, y) = [1 +φ(x, y)]
n
ρ
(1)
0 (x, y), (6.4)
Expectedly, this density matrix is identical to that of a single isolated spin wave (shown
in Fig.5.3) since the first excitation is not shielded from photon scattering and evolves in-
dependently of all other other excitations. The spatial coherence of the second excitation,
described by the reduced density matrix ρ(2)n (x, y), can then be calculated by tracing over
all particles apart from the k = 2 excitation. In this case, to evaluate the shielding influ-
ence of the first excitation, we set x1 = y1 = r1 and perform the spatial integration of the
k = 1 contribution in the exponent of Eq.6.2. By assuming that the length of the medium
is much longer than the stored spin wave mode and neglecting any boundary effects, it
is justified to approximate this contribution by performing the integration over all space,
which yields
exp
(︃∫︂ z
0
dz′
[︃ Vz′ ,r1
i−Vz′ ,r1
−
Vz′ ,r1
i + Vz′ ,r1
]︃)︃
≈ exp (−4db) . (6.5)
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By inserting this result into Eq.6.2, it immediately follows that reduced density matrix of
the second excitation becomes,
ρ
(2)
n (x, y) ≈
[︂
1 + e−4dbφ(x, y)
]︂n
ρ
(1)
0 (x, y), (6.6)
As expected, the spatial decoherence of this density matrix is exponentially suppressed
by an amount e−4db , due to the corresponding target field attenuation caused by photon
scattering from the first excitation. Following the same philosophy outlined to derive
ρ
(2)
n (x, y), we can generalize this result to obtain the reduced density matrix of the kth
excitation in the system as
ρ
(k)
n (x, y) ≈
[︂
1 + e−4(k−1)dbφ(x, y)
]︂n
ρ
(1)
0 (x, y). (6.7)
This result captures all the essential features many-body decoherence in systems of mul-
tiple stored gate excitations. Firstly, the largely diagonal form of ρ(1)n (x, y) for k = 1
demonstrates that the first excitation is left strongly decohered, due to the projective mea-
surements of this state caused by photon scattering. Additionally, this form of ρ(k)n (x, y)
also shows that the spatial decoherence of the kth excitation is exponentially suppressed
by an amount e−4(k−1)db due the the dissipative scattering from all preceding k− 1 exci-
tations. In Fig.6.2, we plot the characteristic form of ρ(k)n (x, y) at large blockaded optical
depth for different excitations in the medium, clearly showing the effects of the described
mutual decoherence protection.
6.3 Retrieval efficiency
As already discussed, the efficiency of gate photon retrieval is directly affected by
scattering-induced spin wave decoherence. While this was shown to inhibit the retrieval
of single gate excitation states, the correlated nature of spin wave decoherence in sys-
tems of multiple stored excitations can in fact result in enhanced retrieval efficiencies for
multi-photon states. To gain a basic understanding of this, consider the many-body deco-
herence and subsequent retrieval of a multi-excitation state in the strong scattering limit.
In this case, nearly all photons scatter from the first excitation in the medium, and the
resulting decoherence of its spin wave state prevents it from being retrieved. However,
all remaining excitations that have been shielded from photon scattering remain retriev-
able since their spatial coherence is left virtually unaffected. Overall, given an initial
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Figure 6.2 | Reduced one-body density matrices: Photons in the target field (red arrow) propagate through
a medium containing three stored gate excitations (blue spheres). The characteristic form of the reduced
one-body density matrix ρ(k)n (x, y) given by Eq.6.7 is indicated for each gate excitation after interacting
with the target photons. The blockaded optical depth is db = 5, and the initial (unnormalized) density
matrix of each excitation prior to photon scattering is given by ρ(k)0 (x, y) = sin(πx/L) sin(πy/L).
system of ng gate excitations, such correlated decoherence results in a system of approx-
imately ng − 1 retrievable excitations and an associated retrieval efficiency that scales as
η ∼ (ng − 1)/ng. This basic estimate can therefore significantly exceed the achievable
retrieval efficiency of a single gate excitation, the latter of which which will be practi-
cally zero in the strong scattering limit. We stress that this enhanced retrieval efficiency
for multi-excitation states is enabled solely by the effects of correlated decoherence pro-
tection, and as such, the retrieval efficiency provides a well-suited and accessible probe
of many-body spatial decoherence in the system. In this section, we will derive a more
accurate and generalized description of multi-photon retrieval, and identify various char-
acteristic signatures of spin wave decoherence in the retrieval signal.
6.3.1 Theory
In principal, the retrieval efficiency can be solved exactly from the full many-body density
matrix using the theory outlined in Sec.5.3. However, even for relatively low numbers of
stored excitations, this is generally quite a challenging problem to solve when account-
ing for arbitrarily complex spatial correlations in the density matrix. In order to derive
an approximate theory of multi-photon retrieval, let us consider the simplified situation
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outlined in Sec.6.2.2, in which the gate excitations are stored in non-overlapping spatial
modes and it can be assumed that photon scattering from one excitation leaves the mode
shape, and thus retrieval, of all others unaffected. In this case, the resulting correlations
between the excitations adopt a particularly simple form, and it is possible to treat the re-
trieval of each excitation sequentially. While this situation is generally not representative
of most experimental settings, it nonetheless provides a remarkably accurate description
of observations, as we shall see later.
To proceed, consider a system of ng stored gate excitations and n photons in the inci-
dent target field. Subsequent to photon scattering, the resulting efficiency of retrieving the
kth sequential excitation can be determined from its reduced single-body density matrix
ρ
(k)
n (x, y) according to Eq.5.11 as,
η
(k)
n =
∫︂ L
0
dx
∫︂ L
0
dyR(x, y)ρ(k)n (x, y), (6.8)
where R(x, y) = d exp[−d(x + y)/2L]I0(d
√
xy/L)/2L. To simplify the calculation of η(k)n ,
we shall assume that the blockade radius is much smaller than the spatial extent of each
spin wave mode. In this situation, photon scattering will cause virtually complete lo-
calisation of a given stored gate excitation, and the quantity φ(x, y) characterising this
decoherence in Eq.6.7 can then be approximated as a fully diagonal function of the form,
φ(x, y) =
{︄
0 if x = y
e−4db − 1 otherwise
(6.9)
However, since the retrieval efficiency is predominately determined by the spin wave
coherences, it suffices to neglect the narrow diagonal feature in φ(x, y) when calculating
η
(k)
n , and we can make the approximationφ(x, y) ≈ e−4db − 1. As a further simplification,
let us also assume that the retrieval efficiency in the absence of photon scattering is the
same for each excitation, and correspondingly define η0 ≡ η
(k)
0 . In this case, the retrieval
efficiency of the kth excitation becomes
η
(k)
n =
[︂
1− p(1− p)k−1
]︂n
η0, (6.10)
where we have used the fact that the scattering probability per gate excitation is given by
p = 1− e−4db . This expression offers a very intuitive interpretation of the effect of photon
scattering on the retrieval dynamics. The term 1 − p(1 − p)k−1 in the square brackets
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corresponds to the probability that a given target photon does not scatter from the kth
excitation, thereby leaving its spatial coherence unaffected. It then immediately follows
that the probability for the kth excitation to remain coherent after the passage of all n target
photons is given by
[︁
1− p(1− p)k−1
]︁n
. The form of Eq.6.10 then indicates that a given
gate excitation is only retrievable if it has not participated in the scattering dynamics, i.e.
photon scattering from any gate excitation will completely inhibit its retrieval. This is
further confirmed in Fig.5.6, where initial drop in the retrieval efficiency with increasing
target field intensity coincides with the decreasing vacuum component e−α of the field,
and the growing influence from scattering the single-photon component.
Assuming the initial spin wave modes are correctly normalized, η(k)n is equivalent to
the average number of photons (< 1) retrieved from the kth spin wave mode, in which
case the total number of retrieved gate photons can be straightforwardly determined as,
n̄g(ng, n) =
ng
∑
k=1
η
(k)
n = η0
ng
∑
k=1
[︂
1− p(1− p)k−1
]︂n
, (6.11)
Considering coherent gate and target fields containing an average number of photonsαg
and α respectively, the average number of retrieved gate photons ᾱg can then be calcu-
lated by performing a coherent state average of n̄g(ng, ns) over the number distributions
of the gate and target fields as,
ᾱg = e−αg e−α
∞
∑
ng=1
∞
∑
ns=0
(αg)
ng
ng!
(α)ns
n!
n̄g(ng, n), (6.12)
= η0e−αg
∞
∑
ng=1
(αg)
ng
ng!
ng
∑
k=1
exp
[︂
−αs p(1− p)k−1
]︂
. (6.13)
Finally, we can determine the overall retrieval efficiency as the ratio of the number of
retrieved and initially stored gate photons as,
η ≡
ᾱg
αg
= η0
e−αg
αg
∞
∑
ng=1
(αg)
ng
ng!
ng
∑
k=1
exp
[︂
−αp(1− p)k−1
]︂
, (6.14)
The second summand in this expression corresponds to the probability of retrieving the
kth excitation in a given Fock state component of the stored gate field. From this, it is
clear that the strong scattering limit (p ∼ 1), the retrieval of the first excitation (k = 1)
is strongly suppressed, while the retrieval of all later excitations (k > 1) remains largely
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unaffected. The reason why Eq.6.14 depends only on the scattering probability per gate
excitation and the intensities of the involved fields is due to the fact that efficiency of
photon retrieval is predominantly determined by the spatial coherence of the stored exci-
tations which depend on the blockaded optical depth (which defines p) and the numbers
of stored and scattered photons (which defineαg andα).
6.3.2 Experiment
To verify the developed theory and understanding of many-body photon retrieval, ac-
companying experiments have been performed by the group of Sebastian Hofferberth
at the Stuttgart University (now at the University of Southern Denmark), which we will
provide a brief summary of in this section. The experimental procedure starts by prepar-
ing an ultracold ensemble of ∼ 9 × 104 87Rb atoms in an optical dipole trap, which
yields a cigar shaped cloud at 4µK with 1/e radial and axial radii of 13µm and 42µm,
respectively. All atoms are first optically pumped into the |g⟩ = |5S1/2, F = 2, mF = 2⟩
state. The medium is then illuminated by a focussed 780nm gate field with a beam waist
of 5µm, whose frequency is resonant with the transition to the short-lived excited state
|p⟩ = |5P3/2, F = 3, mF = 3⟩. A strong counter propagating 480nm control field drives
the transition from |p⟩ to the Rydberg state |c⟩ = |68S1/2, mJ = 1/2⟩ with a Rabi fre-
quency Ωg on two-photon resonance to establish EIT. Gate photons are then stored as
Rydberg spin wave excitations in the medium by turning off the control field Ωg while
the field propagates through the cloud. The generated number of Rydberg excitations can
be measured by standard field ionisation detection from which we determine the average
number of stored excitationsαg for a given input intensity.
Once the gate field has been stored, a secondary target field containing an average
number of photons α propagates through the medium, resonantly driving the |g⟩ − |p⟩
transition, while a classical control field facilitates a resonant two-photon coupling to a
second Rydberg state |s⟩ = |66S1/2, mJ = 1/2⟩. The described level structure of the atoms
and the optical coupling schemes of the gate and target fields are shown in Fig.6.3(a). The
the stored gate excitations impart a static level shift of V(r) on the Rydberg |s⟩ state of the
surrounding atoms which breaks the underling EIT in the system and leads to absorp-
tion of the propagating target photons. By monitoring the target-field transmission, the
average number of scattered photons αsc is then determined as the difference between
the number of transmitted photons with and without gate photon storage. Following this
scattering, the stored gate field is finally retrieved by re-applying the classical field Ωg.
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Figure 6.3 | Many-body decoherence experiment: (a) Level structure and coupling scheme of ensemble
atoms, where the blue and red arrows indicate the gate and target fields respectively. (b) Experimental
pulse sequence for a complete cycle of storage, interaction and retrieval. The blue and red curves show
the gate and target field envelopes respectively, where the light and dark traces indicate the incident and
transmitted intensities. The gray curves show the control field envelopes (not to scale).
From this, we measure the average number of retrieved gate photons ᾱg and determine
the retrieval efficiency as η = ᾱg/αg. A typical complete pulse sequence of gate photon
storage, target photon scattering and gate photon retrieval is shown in Fig.6.3(b).
6.3.3 Low gate intensity
Let us first examine the general behaviour of photon retrieval for low intensity gate fields,
where the average number of stored excitations is less than unity and the effects of many-
body decoherence are negligible. This corresponds to the conditions that are typically
implemented in experiments for single-photon switching. Considering the limit of low
blockaded optical depth (where the classical scattering probability per gate excitation sat-
isfies p ≪ 1) then the average number of scattered photons αsc = α(1− e−pαg) from the
target field will be small. To linear order in p, we can use this relation to re-express the in-
cident target field intensity asα = αsc/pαg. Substituting this into Eq.6.14, and linearising
the resulting expression in p, the retrieval efficiency is found to obey a simple universal
scaling law,
η = η0e−αsc/αg , (6.15)
that is independent of the precise system parameters. We plot the measured retrieval
efficiency in Fig.6.4 for different experimental setups and indeed find that all data points
collapse onto a single line characterized by Eq.6.15 over the considered parameter regime.
The observed universality is due to the fact that in this limit, there is on average less than
one stored gate photon (so the effects of correlated decoherence protection do not affect
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the retrieval), and the fact that the first scattering event is assumed to completely inhibits
retrieval (which is independent of all other system parameters).
Figure 6.4 | Universal scaling of retrieval efficiency at low gate intensity: Here, we plot the normalized
retrieval efficiency as a function of the rescaled scattered intensityαsc/αg for different average numbers
of stored gate excitations αg < 1. For all data sets, the retrieval efficiency follows a universal scaling law
η = η0e−αsc/αg (derived in Eq.6.15), which is indicated by the grey dashed line.
6.3.4 High gate intensity
We shall now examine the retrieval efficiency at large gate intensity, where the average
number of stored gate excitations is greater than unity. If target photon scattering were
to cause complete decoherence of all stored gate excitations irrespective of their posi-
tion in the medium, then the retrieval efficiency would obey the universal scaling rela-
tion in Eq.6.15 for all scattered intensities and numbers of stored gate excitations. How-
ever, both the theoretical predictions and experimental measurements of the retrieval ef-
ficiency, plotted in Fig.6.5, indicate a clear deviation from this simple scaling law as the
number of scattered photons increases. Specifically, the observed efficiency is shown to
exceed to the prediction of Eq.6.15, and the extent of this deviation becomes more pro-
nounced as the number of stored gate excitations is increased. This observation provides
a clear signature of the many-body decoherence protection mechanism outlined previ-
ously, where the scattering-induced decoherence of one excitation preserves the spatial
coherence and retrieval efficiency of all others, and explains why the retrieval losses for
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multi-photon states are less than those observed for single-photon states.
Figure 6.5 | Retrieval efficiency of multi-excitation states: The normalized retrieval efficiency is plotted as
a function of the scattered target field intensity for different average numbers of stored gate excitations.
In each case, the theoretical prediction of Eq.6.14 (solid line) is fitted to experimental observations (points)
with a common scattering probability of p = 0.5. The dashed lines indicate the expected scaling without
decoherence protection according to Eq.6.15. Retrieval efficiencies in the absence of photon scattering are
generally on the order of η0 ∼ 0.5 for all measured data.
The retrieval efficiencies shown in Eq.6.15 are for relatively moderate values of the
blockaded optical depth, for which the many-body decoherence protection is imperfect.
In this case, the finite probability for photon scattering means that repeated scattering
events will eventually probe and decohere all excitations in the system, and the retrieval
efficiency will ultimately vanish in the limit of large target field intensity. By operating at
larger optical depth, such effects can be mitigated, and the retrieval efficiency will follow
a much weaker scaling with the target field intensity. In the extreme limit of infinite db,
for which p = 1 and only the first excitation participates in the scattering dynamics, the
retrieval efficiency in Eq.6.14 approaches an upper bound of η = η0αg/(αg − 1) at large
target field intensity, consistent with the decoherence of exactly one stored excitation.
6.4 Single-photon subtraction
In general, the influence of scattering-induced spin wave decoherence can be used as a
resource to actively distort and manipulate the stored spin wave mode, and thus con-
trol the state of the retrieved optical field. Specifically, by simply varying the intensity
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of the target field, it is possible to control both the number of retrieved photons, and
their outgoing temporal mode shape. As already discussed, an interesting limit is that of
large blockaded optical depth, for which the scattering probability per gate excitation is
large and only the first excitation participates in the scattering dynamics. This ultimately
enables a robust mechanism for single-photon subtraction, since the inability to retrieve
the decohered excitation effectively removes a single photon from the gate field upon re-
trieval. Such a functionality has a both fundamental significance [161, 162] and practical
applications in photonic quantum information [163].
To examine this capability further, we plot the number of retrieved versus the number
of stored gate excitations in Fig.6.6, and show how this depends on the intensity of the
target field controlling the spin wave decoherence. Here we compare the theoretical pre-
diction of Eq.6.13 to the experimental observations. At low intensities, where the stored
excitations are minimally affected, the number of photons that are effectively removed
from the retrieved field is correspondingly low. However, as the target field intensity in-
creases and more gate excitations are decohered, the average number of retrieved photons
decreases. We note that because the scattering conditions are imperfect (with p < 1), the
number of subtracted photons can exceed unity. This is because the first excitation does
not completely extinguish the target field in this case, which can therefore penetrate fur-
ther into the medium and thus decohere additional gate excitations. As a comparison, we
also plot the predicted number of retrieved gate photons in Fig.6.6 for ideal subtraction
conditions, where the scattering probability is unity and target field intensity is infinite
(which ensures that the first excitation is left decohered). For sufficiently large values
of αg where the vacuum component of the stored gate field becomes negligible, the re-
trieved photon number indeed approaches the expected limit of ᾱg ∼ αg − 1. Achieving
this idealistic limit requires a combination of larger blockaded optical depth and more
extended media, within which longer spin wave modes can be stored and retrieved more
efficiently.
6.4.1 Subtraction efficiency
Under conditions of imperfect scattering (p < 1), there will be an optimal number target
photons for performing single photon subtraction: send in too few photons and the less
than one gate excitation will be decohered, yet send in too many an more than one will
be decohered. A perfectly functioning photon subtractor will then take a Fock state con-
taining ng photons and map it onto a state containing ng− 1 photons. In order to obtain a
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Figure 6.6 | Photon subtraction: The number of retrieved gate photons is plotted against the number
of initially stored excitations for different target field intensities. Here, the retrieved photon number is
rescaled by the retrieval efficiency η0 in the absence of photon scattering. The measurements (dots) agree
well with the experimental prediction of Eq.6.13 when fitted with a classical scattering probability p = 0.5.
The dashed line shows the prediction of Eq.6.13 for p = 1 andα → ∞, corresponding to ideal conditions
for single-photon subtraction.
basic estimate for the overall success probability of such an operation, we shall consider
a simplified model of the system dynamics based on a classical treatment of scattering-
induced decoherence and subsequent retrieval. As shown in the previous section, this
provides a remarkably accurate model of experimental observations. On top of this, we
shall also assume unit efficiencies of storage and retrieval in the absence of decoherence.
While imperfect storage and retrieval will result in unavoidable sources of linear photon
losses, by neglecting such contributions we can isolate the efficiency of the underlying
subtraction mechanism.
To proceed, let us consider the operation with photonic number states in which the
gate field contains ng photons and the target field contains n photons. We then need
to determine the probability that exactly one stored gate excitation is left decohered, and
thus removed from the gate field during retrieval. For this, we first require the probability
that n target photons decohere the kthg excitation. This can be considered as a sum of
various distinct contributions: either all photons scatter from the kthg excitation, or n− 1
photons scatter from this excitation while one is transmitted, or n − 2 photons scatter
while two are transmitted, and so on. It therefore follows that the probability for k of the
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incoming n target photons scatter from the kthg excitation is given by,
P (kg ,k)n̄g ,n =
(︃
n
k
)︃ [︁
p1(kg)
]︁k [︁p0(ng)]︁n−k , (6.16)
where p1(kg) = p(1− p)kg−1 is the probability for any one of the target photons to scatter
from the kthg excitation, and the binomial coefficient accounts for all relevant scattering
possibilities. The total probability that exactly one gate excitation is left decohered after
the passage of the target photons is then given by,
P1(ng, n) =
ng
∑
kg=1
n
∑
k=1
P (kg ,k)ng ,n =
ng
∑
kg=1
(︂[︁
p1(kg) + p0(ng)
]︁n − [︁p0(ng)]︁n)︂ . (6.17)
The single photon subtraction efficiency F for coherent gate and target fields can then
be calculated by performing a coherent state average of P1(n̄g, n) over the Poissonian
number distributions of the fields. Assuming the gate and target fields contain average
numbers of photonsαg andα respectively, this average yields a final expression for F as,
F = e−αg
⎡⎣1 + e−α ∞∑
ng=1
∞
∑
n=0
αng
ng!
αn
n!
P1(ng, n)
⎤⎦ . (6.18)
Upon maximizing this expression with respect to αs, we can obtain the optimal subtrac-
tion efficiency Fopt for a given number of stored gate excitations, which we plot as a func-
tion of db in Fig.6.7 (blue line). Clearly, the subtraction is perfect in the limit of large block-
aded optical depth where the single-photon scattering probability p approaches unity
(depicted by the blue shaded region in Fig. 6.7). Interestingly though, the optimal sub-
traction efficiency can be appreciable even in the the low db limit, since the suppressed
scattering probability can be compensated for simply by increasing the gate field inten-
sity to ensure that at least one scattering event takes place, and thus one gate photon is
removed from the field during retrieval.
6.4.2 Subtraction based on saturable absorption
Typically, single photon subtraction is achieved by interfacing light with quantum emit-
ters whose absorption can be saturated by a single photon [164–166]. This general ap-
proach utilizes single photon absorption to toggle the optical response of the emitter from
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Figure 6.7 | Optimal subtraction efficiency: Optimal efficiency of single-photon subtraction,Fopt, for a co-
herent gate field with an average number of photonsαg = 2. The blue line shows the optimal efficiency for
a subtraction mechanism based on single-photon decoherence (assuming perfect storage and retrieval),
where the blue shaded region indicates the single-photon absorption probability p. The red line shows
the corresponding performance of photon subtraction based on saturable absorption using a free-space
Rydberg superatom [164], where p0 indicates the probability to absorb one photon into the medium via
engineered dephasing on the Rydberg state and p1 indicates the residual scattering probability associated
with the resulting blockade medium.
partially absorbing to fully transparent, so as to remove one photon from the propagating
light field. One way to achieve this is to couple photons to a free-space Rydberg super-
atom using a dispersive form of EIT with a large single photon detuning ∆ [164, 166]. In
this case, engineered dephasing on the Rydberg state with a rate Γ can achieve incoherent
storage of a single photon into the medium by mapping it into a collective many-body
dark-state that is decoupled from the light field. By working with a small atomic ensem-
ble, the produced excitation then blocks the absorption of any subsequent photons, and
converts the entire ensemble into an off-resonant two-level medium with a small residual
scattering probability that supports ideally lossless photon transmission.
To analyse the subtraction efficiency of this alternative scheme, let us consider the
interaction of each photon in the light field sequentially. Before the medium has been
blocked via incoherent photon storage, photons propagate through the medium under
EIT conditions involving the ground state |g⟩, the short-lived intermediate state |p⟩, and
the Rydberg state |s⟩. the Heisenberg equations of motion describing the photon dynam-
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ics in this case can be written as,
∂tÊ(z, t) = −c∂zÊ(z, t) + iGP̂(z, t), (6.19)
∂tP̂(z, t) = iGÊ(z, t) + iΩŜ(z, t)− [i∆+γ]P̂(z, t), (6.20)
∂t Ŝ(z, t) = iΩP̂(z, t)− Γ Ŝ(z, t), (6.21)
where Ê(z, t) is the slowly-varying photonic operator, while P̂(z, t) and Ŝ(z, t) describe
the creation of collective atomic excitations in the states |p⟩ and |s⟩ respectively. Assum-
ing the length of the medium is rb, the transmitted photon operator can be solved in the
steady state as Ê(rb) =
√︁
1− p0eiθÊ(0), where θ is the phase of the transmitted field, and
p0 is the absorption probability which is given by,
p0 = 1− exp
⎡⎢⎣−2db 1 + ΓEITΓ(︂
1 + ΓEITΓ
)︂2
+
(︂
∆
γ
)︂2
⎤⎥⎦ . (6.22)
Ideal subtraction conditions require ΓEIT/Γ ≫ 1 to ensure that incoherent photon absorp-
tion dominates over the effects of dissipative scattering that would result in the subtrac-
tion of more than one photon. Following the absorption of a single photon in the medium,
the residual scattering probability p1 of the resulting blockaded ensemble can be obtained
from Eq.6.22 by setting Ω = 0 as,
p1 = 1− exp
⎡⎢⎣−2db 1
1 +
(︂
∆
γ
)︂2
⎤⎥⎦ . (6.23)
To analyse the subtraction efficiency, first consider a Fock state of the incoming light field
containing ng photons. Treating the photons sequentially, the probability that exactly one
is absorbed into the medium, whilst all others are transmitted can then be calculated as,
P1(ng) =
ng
∑
k=1
p0(1− p0)k−1(1− p1)ng−k. (6.24)
Finally, the subtraction efficiency for a coherent state with an average number ofαg pho-
tons can be obtained by performing a coherent state average of P1(ng) over the Poissonian
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number distribution of the field as,
F = e−αg
⎡⎣1 + ∞∑
ng=1
(αg)
ng
ng!
P1(ng)
⎤⎦ . (6.25)
For a given blockaded optical depth db and input power αg, the optimal subtraction
efficiency can be determined from Eq.6.25 by maximising F with respect to ∆/γ and
ΓEIT/Γ . We plot this optimized efficiency Fig.6.7 (red line), showing the corresponding
optimal values of the absorption probability p0 and the residual scattering probability
p1. While this subtraction mechanism benefits from the growing single-photon absorp-
tion efficiency with increasing input power, it is ultimately limited by the challenging
requirement of maximizing the absorption probability p0 at low residual photon scatter-
ing p1 ≪ 1. This can only be satisfied by operating at significant values of the blockaded
optical depth where a strong light-matter coupling can be achieved at large single-photon
detuning.
In contrast, the subtraction efficiency based on induced many-body decoherence ex-
ploits the full resonant blockaded optical depth to achieve a large single-photon scattering
probability already at moderate values of db. In this case, it is possible to deterministically
decohere and subtract exactly one photon from the stored gate field, which explains the
clear performance advantage of this mechanism over the method of saturable absorption.
Instead, the main limitation of this scheme will be the finite efficiency of gate photon stor-
age and retrieval. However, this can be straightforwardly increased by operating with
longer media of higher optical depth, and could further benefit from optimizing the stor-
age and retrieval procedure, as outlined in the previous section.
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Conclusion of Part II
In this section of the thesis, we have studied the dissipative many-body dynamics of
photon scattering from stored Rydberg excitations in a cold atomic gas. A general theory
for describing the scattering-induced spatial decoherence of the stored excitations was
first developed in Chapter 4, accounting for the interplay of coherent photon propagation,
strong atom-atom interactions and dissipative processes in an exact fashion. Using this
theory, we then studied the spatial decoherence of a single stored excitation in Chapter
5, and discussed how this impacts the performance of all-optical switching capabilities.
Specifically, we incorporated the effects of this decoherence into optimal storage and re-
trieval strategies to determine the maximum achievable switch performance over a range
of experimentally relevant parameters. We then extended this analysis to consider the
decoherence of multiple stored excitations in Chapter 6. Here, a correlated decoherence
protection mechanism was identified in which the scattering from one excitation can pre-
serve the coherence of all excitations located behind it, and clear signatures of this effect
were observed in accompanying experiments. We then discussed how this correlated co-
herence protection can be actively used as resource to manipulate the state of the stored
excitations, and provide a robust mechanism of single photon subtraction. The theory
developed in this section, along with the complimentary measurements, offer valuable
insights into a number of ongoing and future experiments based on photon storage and
interactions in Rydberg-EIT media.
However, despite the utility of blockade-induced photon scattering for both optical
switching and photon subtraction discussed in this section, the inherently dissipative na-
ture of the underlying nonlinearity mechanism prevents the realization of any further
applications requiring quantum coherence. Extensions into the quantum regime require
control over the mode into which target photons are scattered, essentially amounting to a
coherent nonlinearity mechanism. This idea will form the basis of the following sections,
where we shall outline a fundamentally new approach to free space Rydberg nonlinear
optics with enhanced coherence properties.
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Part III
Coherent Photon Interactions
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Chapter 7
Reflective photon interactions via
polariton switching
I n this chapter, we propose a fundamentally distinct approach to quantum nonlinearoptics based on the mapping of photons onto interacting polaritons. The basic idea ex-
ploits Rydberg blockade to modify rather than break EIT conditions and thereby convert
photons between different types of dark-state polaritons featuring different propagation
characteristics. In contrast to conventional methods, this approach establishes a largely
coherent optical nonlinearity featuring intrinsically suppressed photon losses. We outline
a specific implementation of this idea based on an interaction-induced conversion be-
tween slow- and stationary-light polaritons, which is shown to yield a reflective photon-
photon interaction. We then discuss potential applications of this nonlinearity mechanism
that offer unique advantages over existing nonlinearity mechanisms in Rydberg-EIT sys-
tems.
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7.1 Nonlinear polariton switching
Within a Rydberg-EIT setting, single photons are permitted to propagate without loss
in the form of Rydberg dark state polaritons, which are coherent superposition states of
light and matter that are immune to decoherence [98]. However, the atomic Rydberg
component of an established polariton tunes the Rydberg transition out of resonance for
all atoms within its surrounding medium, thereby modifying the optical response expe-
rienced for other photons in the system. Within the conventional approach to Rydberg
nonlinear optics so far considered, this interaction-induced level shift is specifically uti-
lized to break EIT conditions, thereby establishing a nonlinear optical response featuring
significant absorption and refraction [78, 79, 88]. The quantum nonlinearity in this case
can be viewed as an effective polariton blockade mechanism, in which the interactions
prevent multiple photons from simultaneously forming polariton states in close proxim-
ity, as outlined in Fig.7.1(a).
Figure 7.1 | Polariton blockade vs. polariton switch: (a) Polariton blockade: the interaction-induced level
shift V(r) tunes the Rydberg state transition out of resonance for multiple photons in close proximity,
thereby permitting only one photon to form a dark state polariton (red sphere). While an established po-
lariton propagates without loss according to a steep linear dispersion relation (left inset) all other photons
are exposed to the finite optical response of the underlying medium (right inset). (b) Polariton switch: the
interaction-induced level shift is used to modify EIT conditions, thereby serving as a switching mechanism
to convert photons from one polariton state (red sphere) to another (blue sphere). This induces a change
in the dispersion relation governing the photon propagation from linear (left inset) to quadratic (right inset)
when switching between slow-light and stationary-light polaritons.
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As an immediate consequence of this blockade mechanism, the emerging photon in-
teraction inevitably features a finite dissipative component, even in the dispersive regime.
On the one had, this can be used as a resource with which to enable a wide variety of in-
teresting nonlinear optical phenomena with unique practical applications. For instance,
the dissipative photon blockade realized with resonant EIT [79] can be exploited to gen-
erate strongly correlated states of light featuring sub-Poissonian statistics, such as single
photon states [138, 167] or non-classical trains of photons [139–141, 168]. Alternatively,
as discussed in the previous sections, this can enable classical switching capabilities [82–
84, 145], in which one optical field can control the propagation of another via dissipative
scattering. However, this dissipation establishes a system-environment coupling and the
accompanying effects of decoherence present major limitations for these and many other
applications. We have already analysed a specific example if this in the previous sections,
where scattering-induced decoherence of a stored spin wave excitation was shown drasti-
cally lower the efficiency of photon storage and retrieval [157] and thereby limit the oper-
ational performance of both switch and gate operations. Related decoherence effects can
also distort the temporal modes of interacting photons ‘in-flight’, which puts limitations
on strategies for preparing non-classical states [138, 141]. However, a more fundamental
obstacle is the fact that dissipation strictly rules out many applications reliant on quan-
tum coherence [169–173], since this generally tends to wash out out any subtle quantum
effects such as a entanglement and interference which are the underlying resources for
these applications. In order to extend the current capabilities of Rydberg nonlinear op-
tics, it is necessary to engineer a coherent photon-photon interaction in which the system
remains decoupled from its environment.
As a solution to this outstanding issue, we shall present a fundamentally new ap-
proach to nonlinear quantum optics with interacting Rydberg polaritons in this chapter
for which the underlying nonlinearity mechanism is inherently coherent. The general
philosophy is to use the atomic Rydberg interactions to simply modify EIT conditions
from one form to another, rather than breaking them entirely as is the conventional ap-
proach. The quantum nonlinearity is this case can generally be regarded as a dark-state
polariton switching mechanism, in which the interactions serve to convert photons from
one polariton state to another. Because EIT conditions are always satisfied in this case,
photons can always establish a dark-state polariton and thereby remain decoupled from
the environment such that the emerging nonlinear optical response in inherently devoid
of absorption and refraction. Instead, the predominant effect of the Rydberg interactions
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in this case is to modify the dispersion relation governing the underlying photon propa-
gation.
We shall consider a specific approach to this general idea in which the interactions
are used to cancel the linear dispersion relation of light entirely and establish a locally
quadratic dispersion relation. This corresponds to a switching between slow and so-
called stationary-light polaritons [174–176], as outlined in Fig.7.1(b). In this situation, as
one photon enters the blockade volume surrounding a second photon and is converted
into a stationary-light polariton, its linear propagation is completely inhibited and it in-
stead behaves akin to a massive free particle [176]. As we shall demonstrate, this mech-
anism can be used to establish a reflective nonlinearity, in which a single photon stored
in a Rydberg spin-wave excitation acts as an effective mirror, capable of coherently back-
scattering photons with an arbitrary and continuously tunable reflection phase [177]. The
described realization of interaction-induced polariton switching can thus function as a
single-photon router [62, 146, 178, 179], and is applicable to the realization of a broad
range of novel functionalities from quantum transistors to photonic gate operations.
7.2 Stationary light physics
7.2.1 Stationary-light polaritons
Stationary-light is an effect which emerges when a pair of counter-propagating control
fields is used to achieve EIT for a pair of counter-propagating probe fields in a four-wave
mixing configuration [174, 175, 180–185]. The emergent dark state in this case is generally
formed from a superposition of both counter-propagating probe modes, and becomes
stationary when it contains an equal admixture of these two components. An intuitive
way to understand this is that the competing linear dispersions of each photonic mode
exactly cancel one another in this case to yield a quadratic dispersion relation to lowest
order in the photon bandwidth. Such a polariton effectively mimics the behaviour of a
massive particle [176, 186–189] and evolves according to a Schrödinger-like equation of
the following general form,
∂tΦ̂(z, t) = −
1
2m
∂
2
zΦ̂(z, t), (7.1)
where Φ̂(z, t) denotes the field operator of the stationary-light polariton and m is the ef-
fective mass. Importantly, the lack of any residual linear dispersion in this case means
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that the average velocity of the polariton state is vanishing. Instead, Eq.7.1 predicts a
diffusive-like motion of the polariton with a diffusion constant that scales inversely with
the effective mass, as depicted in Fig.7.2, which can be externally controlled via the rela-
tive strengths of the involved fields. While light storage using conventional EIT achieves
a similar effect in that the group velocity is reduced to zero, this is achieved via a state
rotation of the underlying polariton state onto a pure spin wave excitation [98], in which
the electromagnetic energy of the photon is completely transferred to the atoms. An im-
portant distinction of stationary-light is that is that even though the group velocity is
vanishing, there is still a finite electromagnetic component of the polariton state: the elec-
tromagnetic energy of the photon is essentially bound to a stationary atomic coherence.
This ability to generate stationary photonic states has a multitude of potential applica-
tions in nonlinear optics [186, 190–192], but we shall focus on exploiting the unique linear
properties of stationary light [185].
Figure 7.2 | Dynamics of slow and stationary light polaritons: (a) Slow light polaritons (formed from a
single photonic mode), undergo form-stable linear propagation with a group velocity that can be many
orders of magnitude slower than the vacuum speed of light. (b) Stationary light polaritons (formed from
the equal superposition of two counter-propagating photonic modes) behave like massive particles and
evolve according to a diffusive-like motion with a net average velocity of zero.
7.2.2 Excitation scheme
There are numerous possible excitation schemes capable of supporting stationary-light,
and the first demonstration of this effect was achieved using a so-called dual-Λ scheme
[175]. The basic atomic level structure in this case is identical to that of a standard EIT
scheme, consisting of a pair of metastable states |g⟩ and |s⟩ and an excited state |p⟩ ar-
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ranged in a Λ-configuration. A pair of counter-propagating classical control fields with
the same polarization and frequency then simultaneously address the |s⟩ − |p⟩ transition,
and this achieves transparency for a pair of counter-propagating probe fields addressing
the |g⟩ − |p⟩ transition. However, the interference between the control fields creates a
standing wave pattern that establishes EIT for the probe fields everywhere except at the
intensity nodes of the standing wave, resulting in a sharply peaked periodic modulation
of the probe field absorption. This mimics the effect of a Bragg-grating, trapping the probe
fields within the absorption peaks and inhibiting the otherwise linear light propagation.
In this chapter, we will consider an alternative approach to achieving stationary-light
based on a so-called dual-V scheme [176, 180], which has a number of unique advantages.
The relevant excitation scheme in this case, depicted in Fig.7.3, is formed from a pair of
non-degenerate ground states |g⟩ and |d⟩ that are coupled to one another via separate
excitation pathways involving a pair of short-lived excited states |p→⟩ and |p←⟩. Specifi-
cally, a pair of counter-propagating quantum probe fields Ê⇄ drive the |g⟩ − |p⇄⟩ transi-
tions, while a pair of counter-propagating classical control fields Ω⇄ drive the |p⇄⟩ − |d⟩
transitions. The specific mechanism facilitating EIT in this case is quite different to that
of the dual-Λ scheme and does not rely on Bragg reflections from periodic absorption
maxima to achieve stationary light. In fact, the refractive index is uniformly zero over the
entire medium with this setup.
To understand the emergence of stationary-light within this setting, first consider the
propagation of a single photon in the forward propagating mode Ê→ when only the clas-
sical field Ω→ is applied. The excitation scheme in this case reduces to that of a standard
three-level Λ-scheme, which supports lossless photon propagation in the form of a slow-
light polariton. However, in the additional presence of the Ω← coupling, the combined
influence of all three fields in this case establishes a coherence on the |g⟩− |p←⟩ transition,
even though this is not directly dipole-coupled. Through an effect known as four-wave
mixing [193], this induced coherence leads to the stimulated emission of a photon in the
counter-propagating photonic mode Ê←. Ultimately, the overall effect of this generates a
coherent coupling between Ê→ and Ê← and places the original photon into a superposi-
tion state of these two photonic modes. Stationary-light emerges when this superposition
state contains an equal admixture of Ê→ and Ê← and the opposing linear dispersions
associated with these modes exactly cancel. As already mentioned, this is accompanied
by the formation of a dark state polariton whose propagation is governed by a quadratic
dispersion relation, as characterised by Eq.7.1.
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Figure 7.3 | Stationary-light: (a) Light-matter coupling scheme for achieve stationary-light as described
in the main text and (b) the physical setting in which this is realized. Energy and momentum conserva-
tion require the frequencies and wavevectors of the involved fields satisfy the conditions depicted in the
grey box. (c) Amounts to a four-photon resonance condition, for which the combined frequencies of all
four fields are resonant with the excitation loop of the level structure in (a). (d) Corresponds to a phase-
matching condition, for which the vector sum of all wavevectors is vanishing.
Outlining the physical system in more detail, we assume that the probe fields have
carrier frequenciesω(p)⇄ and wave-vectors k
(p)
⇄ = ±k
(p)
⇄ z directed along the z-axis, while
the classical control fields have carrier frequencies ω(c)⇄ and wave-vectors k
(c)
⇄ = ±k
(c)
⇄ z.
In order for both energy and momentum to be conserved during four-wave mixing, the
following conditions must be satisfied,
ω(p)→ −ω(c)→ = ω(p)← −ω(c)← , (7.2)
k(p)→ + k
(c)
→ = k
(p)
← + k
(c)
← , (7.3)
as illustrated in Fig.7.3 (grey box). The first constraint amounts to a four-photon reso-
nance condition, in which the involved fields are resonant with the excitation loop estab-
lished by the atomic level structure. The second constraint then corresponds to a phase-
matching condition in which the wavevectors of all involved fields add to zero. This is
particularly important as it ultimately ensures an efficient coupling between the counter-
propagating photonic modes, and is responsible for the the highly directional nature of
the fields produced via four-wave mixing. An equivalent way of interpreting this is by
realizing that since the energy transfer established via four-wave mixing is a coherent
process, all four fields must maintain a constant phase relative to one another in order
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to achieve constructive interference of photon emission into the various involved field
modes.
7.2.3 Effective photon dynamics
Let us now examine the photon dynamics supported by the considered level struc-
ture in more detail. To formulate the system dynamics, we first introduce the slowly-
varying photonic operators Ê→(z, t) and Ê←(z, t) to describe the creation of photons in
the forward and backward propagating probe modes. In the paraxial approximation,
the Heisenberg equations of motion describing the evolution of these operators in vac-
uum are then given by ∂tÊ⇄(z, t) = ∓c∂zÊ⇄(z, t). Formulating the atomic system in
a one-dimensional continuum approximation, we then introduce the operators P̂→(z, t)
and P̂←(z, t) to describe the creation of collective polarization coherences in the states
|p→⟩ and |p←⟩, and introduce the operator D̂(z, t) to describe the creation of collective
spin wave excitations in the stable state |d⟩. In a rotating frame, the dynamics of these
operators are then characterised by the following equations of motion,
∂tÊ→(z, t) = −c∂zÊ→(z, t)− iGP̂→(z, t), (7.4)
∂tÊ←(z, t) = c∂zÊ←(z, t)− iGP̂←(z, t), (7.5)
∂tP̂→(z, t) = −iGÊ→(z, t)− iΩD̂(z, t)−γP̂→(z, t), (7.6)
∂tP̂←(z, t) = −iGÊ←(z, t)− iΩD̂(z, t)−γP̂←(z, t), (7.7)
∂tD̂(z, t) = −iΩ
[︁
P̂→(z, t) + P̂←(z, t)
]︁
. (7.8)
Here, we have assumed that all fields are resonant with their respective transitions and
that the short-lived atomic polarizations decay with the same rate γ. Furthermore, we
have assumed conditions of symmetric driving, for which the atom-photon coupling G is
the same for each probe transition and the classical control fields Ω→ = Ω← = Ω have
the same Rabi frequency. This latter assumption will prove to be necessary in order to
achieve conditions of stationary light, for which the linear photonic dispersion is exactly
vanishing.
In order to approximately solve this system of equations and determine the effective
propagation dynamics of the photonic fields, we will consider adiabatic conditions were
the evolution of the field envelopes are assumed to be slow in comparison to the relatively
short decay time ∼ γ−1 of the short-lived states. In this situation, it is justified to adiabat-
ically eliminate the polarization coherences, and we can insert the steady-state solutions
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of the these operators into the remaining equations of motion to yield,
∂tÊ→(z, t) = −c∂zÊ→(z, t)−
G2
γ
Ê→(z, t)−
GΩ
γ
D̂(z, t), (7.9)
∂tÊ←(z, t) = c∂zÊ←(z, t)−
G2
γ
Ê←(z, t)−
GΩ
γ
D̂(z, t), (7.10)
∂tD̂(z, t) = −
GΩ
γ
[︁
Ê→(z, t) + Ê←(z, t)
]︁
− 2Ω
2
γ
D̂(z, t). (7.11)
In order to obtain a reduced closed-form description of the photonic dynamics, we then
need to eliminate the spin wave coherence D̂(z, t). However, in order to correctly account
for finite bandwidth effects and propagation phenomena, it is necessary to eliminate the
spin wave coherence to first order in its time derivative, which yields,
D̂(z, t) ≈ − G
2Ω
[︁
Ê→(z, t) + Ê←(z, t)
]︁
+
Gγ
4Ω3
∂t
[︁
Ê→(z, t) + Ê←(z, t)
]︁
. (7.12)
Inserting this adiabatic solution into Eq.(7.9-7.10), the equations of motion for the pho-
tonic amplitudes become,
∂tÊ→ = −
2cΩ2
G2 + 2Ω2
∂zÊ→ −
G2
γ
Ω2
G2 + 2Ω2
[︁
Ê→ − Ê←
]︁
− G
2
G2 + 2Ω2
∂tÊ←, (7.13)
∂tÊ← =
2cΩ2
G2 + 2Ω2
∂zÊ← +
G2
γ
Ω2
G2 + 2Ω2
[︁
Ê→ − Ê←
]︁
− G
2
G2 + 2Ω2
∂tÊ→. (7.14)
To proceed, we note that the spin wave coherence only couples to the symmetric superpo-
sition of the of the probe field modes in Eq.7.11. This motivates an alternative description
of the system dynamics in terms of the normal modes Ê± = [Ê→ ± Ê←]/
√
2, for which
the Heisenberg equations of motion become,
∂tÊ+(z, t) = −
cΩ2
G2 +Ω2
∂zÊ−(z, t), (7.15)
∂tÊ−(z, t) = −c∂zÊ+(z, t)−
G2
γ
Ê−(z, t). (7.16)
These equations indicate that the antisymmetric mode Ê− is subject to strong dissipation
with a large associated decay rate ∼ G2/γ. The decay of this state gives rise to a pulse-
matching phenomenon: whenever there is a field component in one photonic mode,
an equal component of the counter-propagating mode is generated in such a way that
Ê− ∼ Ê→− Ê← → 0. At large optical depth, it emerges that the antisymmetric mode adi-
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abatically follows the evolution of the symmetric mode according to Ê− = −labs∂zÊ+. In
this limit, we are then left with a single closed form equation of motion for the symmetric-
mode of the form,
∂tÊ+(z, t) = −
1
2m
∂
2
z Ê+(z, t), (7.17)
where m = −(2Ω2 + G2)/4clabsΩ2. This demonstrates that the photonic modes combine
into the symmetric superposition state Ê+, which then evolves according to a quadratic
dispersion relation with an associated effective mass m as expected. The formation of this
state can again be traced back to four-wave mixing effects enabled by the underlying level
structure and the coherent coupling established between Ê→(z, t) and Ê←(z, t). We com-
ment that a purely quadratic dispersion relation only emerges on EIT resonance under
conditions of symmetric driving for which Ω→ = Ω← = Ω. Any asymmetry in the in-
tensities of these fields will result in a residual linear dispersion and a velocity bias in one
direction. This aspect provides a novel control-knob with which to coherently manipulate
the spatial mode of the stationary photonic pulse, as discussed in Refs.[194, 195].
7.3 Rydberg-mediated polariton switch
Having outlined the general properties and physical implementation of stationary-light,
we now wish to engineer a Rydberg-mediated switching mechanism between slow and
stationary-light polaritons. To achieve this, we propose to use the alternative light-matter
coupling scheme shown in Fig.7.4. The basic setting consists of the same dual-V excitation
scheme introduced previously, but which now features an additional classical field ΩS
that drives the transition from the state |p←⟩ to a high-lying Rydberg state |s⟩. In this
modified scheme, the interaction-induced level shift of |s⟩ is used to control the precise
nature of EIT experienced by the photonic modes Ê→ and Ê←. As we shall see, this
scheme is shown to support slow-light EIT conditions for these modes separately for
weak interactions, and stationary-light EIT conditions in the limit of complete excitation
blockade.
A physical implementation of the described coupling scheme can be straightforwardly
realized using ultracold 87Rb atoms, which are routinely used in most typical experi-
ments involving Rydberg-EIT [78, 79, 82, 145, 196]. By initializing the atoms in the ground
state |g⟩ ≡ |5S1/2, F = 1, mF = 0⟩ via optical pumping techniques, one can then choose
the low-lying excited states |p→⟩ and |p←⟩ from the |5P3/2, F = 2⟩ hyperfine manifold.
Specifically by choosing the photonic modes Ê→ and Ê← to haveσ− andσ+ polarizations
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Figure 7.4 | Excitation scheme supporting nonlinear polariton switching: Classical coupling fields Ω→, Ω←
and ΩS achieve EIT conditions for the counter-propagating quantum fields Ê→ and Ê← driving separate
probe transitions. The Rydberg state |s⟩ experiences a spatially-dependent van der Waals level-shift due
to its interaction with a second Rydberg excitation in its vicinity which serves to modify the underlying EIT
conditions for Ê→ and Ê←.
respectively, Ê→ will drive the transition from |g⟩ to |p→⟩ ≡ |5P3/2, F = 2, mF = −1⟩,
while Ê← will drive the transition from |g⟩ to |p←⟩ ≡ |5P3/2, F = 2, mF = 1⟩. Stationary-
light EIT conditions are then established by coupling |p→⟩ and |p←⟩ to a second stable
ground state |d⟩ ≡ |5S1/2, F = 2, mF = 0⟩ via a pair of counter-propagating classical
control fields Ω→ and Ω←. We note that using mF = 0 ground states for |g⟩ and |d⟩
ensures that the dipole matrix elements of the probe transitions are equivalent, as well
as the matrix elements of the control transitions. This situation is therefore well suited
to establishing conditions of symmetric driving as required to support stationary light.
Finally, a classical field of σ+-polarized light can be used to drive the transition from
|p←⟩ to a fine structure Rydberg state |s⟩ ≡ |nS1/2, J = 1/2, mJ = 1/2⟩ with principal
quantum number n. Because of the degeneracy of the involved hyperfine states, the op-
tical fields will drive a multitude of additional unwanted transitions. However, these
additional undesired couplings can be suppressed by applying a magnetic field along the
light propagation axis. The resulting Zeeman shifts can be made sufficiently strong to iso-
late the desired transitions upon adjusting the field frequencies accordingly to maintain a
resonant coupling.
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7.4 Single photon interacting with a stored spin wave
The proposed polariton switching mechanism is best analysed by considering the con-
ceptually simplest form of two-photon interaction, involving the interaction of a propa-
gating target photon with a single stored gate photon. This can be implemented using the
same general strategy as discussed in the previous chapters. Standard light-storage using
three-level EIT is first performed to prepare a single delocalised excitation in the atomic
Rydberg state |c⟩. The medium is then illuminated by the classical fields Ω→, Ω← and
ΩS to achieve the desired coupling scheme indicated in Fig.7.4, after which a single target
photon is subsequently sent through the medium.
To formulate the system dynamics, we again use the slowly-varying photonic opera-
tors Ê→(z, t) and Ê←(z, t) to describe the creation of photons in the forward and back-
ward propagating probe modes respectively. The relevant atomic excitations are then
described by the continuous operators P̂⇄(z, t), D̂(z, t) and Ŝ(z, t) which describe the
creation of collective excitations in the states |p⇄⟩, |d⟩ and |s⟩ respectively. In addition
to this, we also introduce the operator Ĉ(z, t) to describe the creation of excitations in
the stored Rydberg state. In a rotating frame, the system is described by the following
non-Hermitian Hamiltonian (h̄ = 1),
Ĥ = −ic
∫︂ ∞
−∞ dz
(︂
Ê †→(z)∂zÊ→(z)− Ê
†
←(z)∂zÊ←(z)
)︂
− iγ
∫︂ L
0
dz
(︂
P̂†→(z)P̂→(z) + P̂
†
←(z)P̂←(z)
)︂
+ G
∫︂ L
0
dz
(︂
Ê †→(z)P̂→(z) + Ê
†
←(z)P̂←(z) + h.c.
)︂
+Ω
∫︂ L
0
dz
(︂
D̂†(z)P̂→(z) + eiφD̂
†
(z)P̂←(z) + h.c.
)︂
+ΩS
∫︂ L
0
dz
(︂
Ŝ†(z)P̂←(z) + h.c.
)︂
+
∫︂ L
0
∫︂ L
0
dzdxV(z− x)Ĉ†(x)Ĉ(x)Ŝ†(z)Ŝ(z).
(7.18)
Once again, the short-lived polarization coherences are assumed to decay with the same
rate γ, and we have assumed conditions of symmetric driving whereby the atom-photon
coupling G is the same for each probe transition and the magnitudes of the classical Rabi
frequencies satisfy |Ω→| = |Ω←| = Ω. However, there is a relative phase difference of
φ between these classical fields, the purpose of which shall be made clear later. The last
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term in Eq.7.18 accounts for the spatially dependant level shift of the Rydberg state |s⟩
due to its van der Waals interaction with the stored gate excitation. The typical range
over which this shift affects the probe photon propagation can be characterised by the
blockade radius rb according to V(rb) = Ω2S/γ.
7.5 Polariton analysis
Having established the basic idea and the specifics of the considered setup, let us now dis-
cuss the characteristics of the dark-state polaritons involved in the underlying switching
protocol. The relevant dark-state polaritons in this case can be identified as the zero-
energy eigenstate solutions of the system Hamiltonian in the two limiting cases of van-
ishing interactions (V → 0) and complete Rydberg-state blockade (V → ∞).
7.5.1 Vanishing interactions
Let us first consider the limit of weak interactions, where the target photon is outside
the blockade radius of the stored excitation. In this case, the general composition of
the emergent dark state polaritons can be determined by first diagonalizing the system
Hamiltonian in the absence of photon dispersion. Ultimately, this yields two zero-energy
eigenstates of the following form,
Ψ̂→(z, t) =
1
N→
[︁
ΩΩSÊ→(z, t)− G
{︁
ΩSD̂(z, t)−ΩŜ(z, t)
}︁]︁
, (7.19)
Ψ̂←(z, t) =
1
N←
[︁
ΩSÊ←(z, t)− GŜ(z, t)
]︁
, (7.20)
where N→ =
√︂
Ω2Ω2S + G
2(Ω2 +Ω2S) and N← =
√︂
G2 +Ω2S are the normalization fac-
tors required to obtain standard Bosonic commutation relations for Ψ̂→(z, t) and Ψ̂←(z, t).
These polariton states can be accredited with two separate slow-light EIT schemes: the
five level system formed from |g⟩ − |p→⟩ − |d⟩ − |p←⟩ − |s⟩ which achieves EIT for the
forward propagating mode Ê→, and the three-level system formed from |g⟩ − |p←⟩ − |s⟩
which achieves EIT for the backward propagating mode Ê←. We emphasize that the dark-
state nature of Ψ̂→ and Ψ̂← ensures that there is no coupling between the two underlying
photonic modes comprising these states. Hence, a right-moving input photon will un-
dergo low-loss and form-stable propagation through the medium, as will a left-moving
photon in the opposing direction.
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The underlying mechanism that decouples the photonic modes can be traced back
to quantum interference effects involving the dressed states of the laser driven Rydberg
transition. Specifically, the resonant coupling of |p←⟩ and |s⟩ by means of the classical
field ΩS establishes a pair of light-shifted states |±⟩ = (|p←⟩ ± |s⟩)/
√
2 that are shifted
in energy by ±ΩS with respect to the bare state energy of |p←⟩. Destructive interference
between competing excitation pathways involving these states then prevents the excita-
tion from |g⟩ to |d⟩ by absorbing a photon in the mode Ê←, and the overall effect of this
essentially decouples the right and left hand sides of the excitation scheme and cancels
the coherent coupling between the counter-propagating photonic modes. We illustrate
this mechanism in Fig.7.5. In essence, resonant driving of the Rydberg transition cancels
any four-wave mixing phenomena.
Figure 7.5 | Mechanism of four-wave mixing suppression: The resonant driving of the Rydberg transition
creates a pair of dressed states |±⟩ that are symmetrically split by an amount ΩS. Destructive interfer-
ence between excitation pathways involving these states (depicted by the red and blue lines) effectively
decouples |g⟩ and |d⟩ and cancels the effects of four-wave mixing.
The dispersion relations ω→(k) and ω←(k) governing the propagation dynamics of
the polariton modes Ψ̂→ and Ψ̂← can be obtained by diagonalizing the system Hamilto-
nian in momentum space. To leading order in the photon momentum, and in the ratio
Ω/ΩS, one finds,
ω→(k) ≈ c
[︃
Ω2
G2 +Ω2
]︃
k +O
[︂
k2
]︂
, (7.21)
ω←(k) ≈ c
[︄
Ω2S
G2 +Ω2S
]︄
k +O
[︂
k2
]︂
. (7.22)
As expected, these correspond to linear dispersion relations that predict the form-stable
120
CHAPTER 7. REFLECTIVE PHOTON INTERACTIONS VIA POLARITON SWITCHING
propagation of Ψ̂→ and Ψ̂← with slow-light group velocities v→ = dω→/dk and v← =
dω←/dk respectively. These indicate that the polaritons propagate in opposing direc-
tions with group-velocities satisfying v→ = −(Ω2/Ω2S)v← under typical conditions of
G ≫ Ω, ΩS. This is further illustrated in Fig.7.6, where we plot the complete polariton
spectrum admitted in this non-interacting situation, indeed revealing the emergence of
two dark-state polariton branches k = 0 corresponding to Ψ̂→ and Ψ̂←.
Figure 7.6 | Non-interacting polariton spectrum: Real part of the polariton spectrum in the absence of
interactions, indicating the emergence of two slow-light dark-state polariton branches on EIT resonance
with linear dispersion relations ω→(k) and ω←(k) given by Eq.7.21 and Eq.7.22. The relevant numerical
parameters are ΩS/G = 1, Ω/G = 0.5 and γ/Ω = 1. The blue-red color-coding indicates the relative
admixture of Ê→ and Ê← comprising each polariton, while the grey scale indicates the overall atomic
fraction.
7.5.2 Conditions of full blockade
We shall now consider the polariton spectrum admitted by the excitation scheme under
conditions of full Rydberg blockade, for which V(r) → ∞. In this situation, the shifted
Rydberg state exposes a modified effective level structure corresponding to that of the
dual-V excitation scheme introduced previously, which supports stationary-light phe-
nomena. As already established, the combined effect of all fields in this case stimulates
the formation of a single dark state polariton. Diagonalizing the system Hamiltonian,
again in the absence of photon kinetics, the composition of this polariton state is found to
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be,
Φ̂(z, t) =
1
N
[︂
Ω
{︂
Ê→(z, t) + eiφÊ←(z, t)
}︂
− GD̂(z, t)
]︂
, (7.23)
where N =
√
G2 + 2Ω2 is the normalization factor. In contrast to the non-interacting
limit, a coherent coupling is now established between the two photonic modes via four-
wave mixing which places probe photons into the symmetric superposition state Ê+ =
(Ê→ + eiφÊ←)/
√
2, as reflected in the photonic composition of the polariton state Φ̂. The
corresponding dispersion relation ω↔(k) that governs the propagation of this polariton
can be determined in a similar fashion to before, and reads,
ω↔(k) ≈ −iclabs
[︃
2Ω2
G2 + 2Ω2
]︃
k2 +O
[︂
k3
]︂
, (7.24)
to lowest order in the photon momentum. As expected, the obtained dispersion is
quadratic in k, such that Φ̂ behaves as a stationary-light polariton with the same type
of evolution equation shown in Eq.7.1. We plot the complete polariton spectrum under
conditions of full blockade in Fig.7.7, which indeed demonstrates the emergence of a sin-
gle dark state polariton with a quadratic dispersion relation at k = 0.
Figure 7.7 | Blockaded polariton spectrum: Imaginary part of the polariton spectrum under conditions of
a complete Rydberg blockade. In this case, one finds a single stationary-light dark-state polariton on
EIT resonance with a quadratic dispersion relation ω↔(k) given by Eq.7.24. We note that each bright-
state branch corresponds to a pair of solutions with the same value of Im[ω(k)]. The relevant numerical
parameters G/Ω = 1 and γ/Ω = 1, and the color-coding is the same as in Fig.7.6.
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7.6 Photon propagation
Having identified the dark-state polaritons involved in the underlying polariton switch-
ing mechanism, we are now in a position to examine the character of the emergent optical
nonlinearity, that is, how the propagation of the target photon is affected by its interaction
with the stored excitation. Describing the system dynamics in the Schrödinger picture, the
wave-function characterising the general two-particle state of the target photon and spin
wave can be written as,
|Ψ(t)⟩ =
∫︂ ∞
−∞ dz
∫︂ L
0
dzE→(z, z′, t)Ê
†
→(z, 0)Ĉ
†
(z′, 0)|0⟩
+
∫︂ ∞
−∞ dz
∫︂ L
0
dzE←(z, z′, t)Ê
†
←(z, 0)Ĉ
†
(z′, 0)|0⟩
+
∫︂ L
0
dz
∫︂ L
0
dzP→(z, z′, t)P̂
†
→(z, 0)Ĉ
†
(z′, 0)|0⟩
+
∫︂ L
0
dz
∫︂ L
0
dzP←(z, z′, t)P̂
†
←(z, 0)Ĉ
†
(z′, 0)|0⟩
+
∫︂ L
0
dz
∫︂ L
0
dzD(z, z′, t)D̂†(z, 0)Ĉ†(z′, 0)|0⟩
+
∫︂ L
0
dz
∫︂ L
0
dzS(z, z′, t)Ŝ†(z, 0)Ĉ†(z′, 0)|0⟩.
(7.25)
Here, E→(z, z′, t) = ⟨0|Ê→(z, 0)Ĉ(z′, 0)|Ψ(t)⟩ is, for example, the probability amplitude
for detecting a photon in the mode Ê→ at position z, and a component of the stored
spin wave in the mode Ĉ at position z′. The coupled equations of motion governing the
evolution of these amplitudes can be derived from the Hamiltonian in Eq.7.18 as,
∂tE→(z, z′, t) = −c∂zE→(z, z′, t)− iGP→(z, z′, t), (7.26)
∂tE←(z, z′, t) = c∂zE←(z, z′, t)− iGP←(z, z′, t), (7.27)
∂tP→(z, z′, t) = −iGE→(z, z′, t)− iΩD(z, z′, t)−γP→(z, z′, t), (7.28)
∂tP←(z, z′, t) = −iGE←(z, z′, t)− iΩe−iφD(z, z′, t)− iΩSS(z, z′, t)−γP←(z, z′, t) (7.29)
∂tD(z, z′, t) = −iΩ
[︂
P→(z, z′, t) + eiφP←(z, z′, t)
]︂
, (7.30)
∂tS(z, z′, t) = −ΩSP←(z, z′, t)− iV(z− z′)S(z, z′, t). (7.31)
Working towards a closed system of equations governing the photon propagation,
we first need to obtain solutions for the polarizations P→(z, z′, t) and P←(z, z′, t) in
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terms of the photonic amplitudes E→(z, z′, t) and E←(z, z′, t). To achieve this, we first
transform to frequency space by introducing the Fourier components Ẽ⇄(z, z′,ω) =
(2π)−1/2
∫︁∞
−∞ dte−iωtE⇄(z, z′, t) and P̃⇄(z, z′,ω) = (2π)−1/2 ∫︁∞−∞ dte−iωtP⇄(z, z′, t) etc.,
where ω corresponds to an off-resonant frequency component of the target photon rel-
ative to the central carrier frequency. The general solutions for P̃→ and P̃← can then be
written as,
P̃→(z, z′,ω) = χ→(z− z′,ω)Ẽ→(z, z′,ω) + χ(z− z′,ω)Ẽ←(z, z′,ω), (7.32)
P̃←(z, z′,ω) = χ(z− z′,ω)Ẽ→(z, z′,ω) + χ←(z− z′,ω)Ẽ←(z, z′,ω). (7.33)
These expressions characterise the linear dielectric response of the medium as a function
of distance z − z′ from a component of the stored spin wave. Here, the susceptibility
χ→(z,ω) relates Ê→ to the induced polarization in P̂→, while χ←(z,ω) relates Ê← to the
induced polarization in P̂←. However, due to the effects of four-wave mixing, Ê→ can also
indirectly induce a P̂← polarization, and Ê← can indirectly induce a P̂→ polarization, even
though they are not directly dipole-coupled. This is accounted for in the above relations
by the susceptibility function χ(z,ω). The explicit forms of these various susceptibility
functions can be straightforwardly determined as,
χ→(z,ω) =
G2
c
µ − Ω
2
S
ω−V(z)
µ
(︃
µ − Ω
2
S
ω−V(z)
)︃
− Ω4
ω4
, (7.34)
χ←(z,ω) = −
G2
c
µ
µ
(︃
µ − Ω
2
S
ω−V(z)
)︃
− Ω4
ω4
, (7.35)
χ(z,ω) =
G2
c
Ω2
ω2
1
µ
(︃
µ − Ω
2
S
ω−V(z)
)︃
− Ω4
ω4
, (7.36)
where µ = ω + iγ − Ω2/ω. By then inserting the solutions for P̃→(z, z′,ω) and
P̃←(z, z′,ω) into Eq.7.26 and Eq.7.27, the photonic dynamics can be formulated in fre-
quency space in terms of a matrix equation of the following form,
i∂zE(z, z′,ω) = M(z− z′,ω)E(z, z′,ω), (7.37)
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where E(z, z′,ω) = {E→(z, z′,ω), E←(z, z′,ω)}, and the propagation matrix is given by,
M(z,ω) =
(︄
−ω/c + χ→(z,ω) eiφχ(z,ω)
e−iφχ(z,ω) ω/c + χ←(z,ω)
)︄
. (7.38)
In this formulation, χ→(z,ω) and χ←(z,ω) characterise the linear propagation Ê→ and
Ê← respectively, while χ(z,ω) characterises the spatially-dependent coupling between
these modes due to the effects of four-wave mixing.
In general, the frequency bandwidth of the incoming target photon will be narrow
compared to the spectral width associated with any EIT feature supported by the consid-
ered coupling scheme. It is therefore pertinent to consider the photon propagation in the
continuous wave limit, corresponding to ω = 0. In this situation, the propagation ma-
trix can be parametrized in terms of a single susceptibility function χ0(z) ≡ χ→(z, 0) =
−χ←(z, 0) = χ(z, 0), which is given by,
χ0(z) = db
rb
z6 + 2irb
, (7.39)
where db is the blockaded optical depth. This function (plotted in Fig.7.8) essentially
characterises the effective potential through which the stored excitation and target pho-
ton interact with one another, and already provides some basic insight into the nature of
photon propagation predicted by Eq.7.37. First of all, one recognizes that χ0(z) is vanish-
ing outside the blockade radius of the stored excitation (|z| > rb). This is consistent with
the establishment of slow-light EIT conditions at these distances for which the medium
becomes transparent and the counter-propagating photonic modes are decoupled. On
the other, χ0(z) saturates to a value of −idb/2 within the blockade volume of the stored
excitation (|z| < rb), which simply reflects the conditions of stationary-light that emerge
in this regime and the fact that a finite coupling between the photonic modes is now
generated.
The general solution to the photon dynamics in Eq.7.37 can be written as E(z, z′,ω) =
T(z, z′,ω)E(0, z′,ω), where T(z, z′,ω) = exp[
∫︁ z
0 dxM(x − z′,ω)] denotes the so-called
transfer matrix. This quantity relates the photon amplitudes at any location z within the
medium to the values of the fields at the medium entrance (z = 0). However, to obtain
an explicit solution, it remains to impose specific boundary conditions. For this, we will
assume that the target photon is initially in the forward propagating mode Ê→, and that
the amplitude of the counter-propagating mode is vanishing at the opposite end of the
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Figure 7.8 | Effective optical potential: Real and imaginary parts of the static susceptibility χ0(z) in Eq.7.39,
which characterises the nonlinear optical response as a function of distance from the stored gate excitation
(grey sphere).
medium. Respectively, these conditions are characterised by the following relations,
Ẽ→(0, z′,ω) = Ẽ0(ω), (7.40)
Ẽ←(L, z′,ω) = 0, (7.41)
where Ẽ0(ω) is the spectrum of the incident target photon. With these boundary condi-
tions, the transmitted and reflected photon amplitudes can finally be determined from
the transfer matrix as,
Ẽ→(L, z′,ω) = Tn(ω, z′)Ẽ0(ω), (7.42)
Ẽ←(0, z′,ω) = Rn(ω, z′)Ẽ0(ω), (7.43)
where Tn(ω, z′) and Rn(ω, z′) denote the transmission and reflection coefficients of the
medium containing n ∈ [0, 1] stored gate excitations at position z′. Overall, one can
interpret the medium as a partially reflective mirror, whose reflectance and transmittance
can be controlled via gate photon storage, which we shall now examine in more detail in
the following sections.
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7.6.1 Spin wave absent
Let us first consider the propagation dynamics in the absence of a stored excitation.
In this situation, as the incident photon enters the medium, it will adiabatically popu-
late the dark-state polariton mode Ψ̂→ and subsequently propagate according to a lin-
ear dispersion relation relation with a slow-light group velocity v→, given by Eq.7.21.
The formed polariton will then traverse the medium with a vanishing coupling to the
counter-propagating photonic mode and experience loss-less transmission under perfect
EIT conditions. As already established, this decoupling is enabled by quantum interfer-
ence phenomena involving the dressed states |±⟩ of the laser driven Rydberg transition
which effectively cancels the effects of four-wave mixing, see Fig.7.5.
We note that while this decoupling is exact on EIT resonance for any finite value of
the classical Rabi frequency ΩS, resulting in perfect transmission, this does not persist
when the incoming photon has a finite bandwidth. In this case, a non-vanishing coupling
will be established between the off-resonant frequency components of Ê→ and Ê←. Such
bandwidth limitations exist for any realistic EIT setting, but can be minimized through
an appropriate choice of parameters. To establish these parameters, we first expand the
solution for |T0(ω)|2 from Eq.7.42 to leading order in ω as |T0(ω)|2 ≈ 1 − (ω/∆ω)2.
Here, ∆ω corresponds to the characteristic width of the transmission resonance which
defines the range of frequencies over which the medium is transparent, and is given by,
∆ω0 = ΓTr
[︄(︄
1 + 2
Ω2
Ω2S
+ 2
Ω4
Ω4S
)︄
+
d
2
Ω4
Ω4S
]︄− 12
, (7.44)
where d = G2L/cγ is the total optical depth of the medium, and ΓTr = Ω2/γ
√
d. Ac-
cording to this expression, this transparency width approaches a maximum value of
∆ω0 → ΓTr when the conditions 2Ω2/Ω2S ≪ 1 and dΩ4/2Ω4S ≪ 1 are simultaneously sat-
isfied. The condition dΩ4/2Ω4S ≪ 1 accounts for a weak oscillatory behaviour in |T0(ω)|.
However, the effects of this only become observable at significant values of d, and can be
safely neglected for our purposes. To understand the second condition, 2Ω2/Ω2S ≪ 1,
we first recognize that in the limit ΩS/Ω→ ∞, the Rydberg state admixture of the slow-
light polariton state Ψ̂→ is vanishing, and the effective coupling scheme achieving EIT
for the forward propagating photonic mode Ê→ reduces to that of a standard Λ-scheme
formed from |g⟩, |p→⟩ and |d⟩. In this ideal limit, the optical response of the medium is
then set solely by this effective EIT scheme with a transparency width of ΓTr, consistent
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with the limiting value of ∆ω0. Physically, though, ΩS is required to be large since the
cancellation of four-wave mixing effects, which serves to decouple the photonic modes,
ultimately demands a large level splitting of the dressed states |±⟩ of the laser-drive Ry-
dberg transition, and this is given by ∼ 2ΩS.
To verify this basic intuitive picture, we plot |T0(ω)| in Fig.7.9 for various ratios of
ΩS/Ω, and indeed observe that the transmission spectrum converges to that of the Λ-
scheme formed from |g⟩, |p→⟩ and |d⟩ in the idealistic limit of ΩS → ∞. The values of the
control field intensities that can be achieved in experiments are typically limited by both
the dipole-matrix elements of the atomic transitions and the laser power of the involved
fields, so one cannot make the driving asymmetry ΩS/Ω arbitrarily large. Importantly
though, Fig.7.9 indicates that near optimal transmission is reached even for relatively
moderate ratios of ΩS/Ω that are well within current experimental capabilities.
Figure 7.9 | Transmission spectrum in the absence of a stored excitation: The target photon transmission
spectrum is shown for various indicated values of the ratioΩS/Ω in the absence of a stored gate excitation.
The total optical depth is d = 25, while the coupling parameters are given by γ/Ω = 0.5 and G/Ω = 0.1.
7.6.2 Spin wave present
Let us now consider the propagation dynamics in the presence of a stored gate excitation.
Similar to before, the target photon initially populates the slow-light polariton branch
Ψ̂→ and proceeds to propagate according to the linear dispersion relation ω→(k). How-
ever, upon entering the blockade volume established by the stored excitation, the large
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interaction-induced level shift experienced by the state |s⟩ exposes the optical response
of the underlying stationary-light medium. In this case, the photon now populates the
stationary-light polariton mode Φ̂ and propagates according to the quadratic dispersion
relation ω↔(k). Specifically, the combined effect of all fields stimulates the formation of
the symmetric photonic state Ê+ = [Ê→+ Ê←]/
√
2, for which the opposing linear disper-
sions of each mode cancel one another. The quadratic dispersion relation in this regime
translates to a diffusive motion of the target photon wave-packet with an associated diffu-
sion coefficient that scales inversely with the effect mass m of the polariton state Φ̂. Upon
diffusing the full length of the interaction volume, the photon will repopulate the forward
propagating polariton Ψ̂→ as a resonant coupling to the Rydberg state is re-established,
and eventually be transmitted through the medium. However, there is generally a larger
amplitude for the photon to diffuse into the backward direction upon entering the in-
teraction volume and eventually populate the counter-propagating polariton branch Ψ̂←,
corresponding to a reflection from the stored excitation. This reflection bias is essentially
the result of a boundary effect: the photon is more likely to diffuse the much shorter dis-
tance in the backward direction rather than leak though the entire ∼ 2rb length in the
forward direction.
To examine this competition between reflection and transmission in more detail, let us
consider the photon dynamics in the continuous wave limit. For simplicity, we shall treat
the stored excitation as a localized Rydberg impurity at position x, and generalize this to
the case of a collective spin wave state later. Under these conditions, the propagation ma-
trix in Eq.7.38 is parametrized solely by the static susceptibility χ0(z) (plotted in Fig.7.8),
and the equations of motion describing the steady-state photonic solutions reduce to,
∂zE→(z, x) = χ0(z− x)
[︂
E→(z, x)− e−iφE←(z, x)
]︂
, (7.45)
∂zE←(z, x) = χ0(z− x)eiφ
[︂
E→(z, x)− e−iφE←(z, x)
]︂
. (7.46)
By inserting Eq.7.45 into Eq.7.46, and visa versa, these amplitudes decouple into a pair of
identical second-order partial differential equations of the form,
∂
2
zE⇄(z, x) +
6irb(z− x)5
2r6b + (z− x)6
∂zE⇄(z, x) = 0. (7.47)
The reason why both photonic modes obey the same propagation equation can be traced
back to pulse-matching phenomena within the blockade volume. Essentially, whenever
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one field component is generated, the other will adjust itself accordingly to match its
amplitude such that E→ = E←, and so they aim to follow the same evolution equation.
Upon solving these evolution equations with the boundary conditions E→(0, x) = E0
and E←(L, x) = 0 (and specifying the field gradients according to Eq.7.45 and Eq.7.46),
the solutions to the photon amplitudes can be determined as,
E→(z, x) =
[︃
1− ν(z, x)
1 + ν(L, x)
]︃
E0, (7.48)
E←(z, x) = e−iφ
[︃
ν(L, x)− ν(z, x)
1 + ν(L, x)
]︃
E0, (7.49)
where we have introduced the quantity ν(z, x) =
∫︁ z
0 dz
′χ0(z′ − x). We plot the charac-
teristic form of these solutions in Fig.7.10 as a function of distance from the stored excita-
tion. Expectedly, these are consistent with the static solutions to the underlying polariton
equations of motion with appropriately matched boundary conditions. In particular, the
fact that E→(z, x) and E←(z, x) are constant functions outside the blockade region (i.e.
|z− x| > rb) is consistent with the steady-state equations ∂zΨ̂→(z) = 0 and ∂zΨ̂←(z) = 0.
On the other hand, the linear spatial-dependency of the photon amplitudes within the the
blockade region (i.e. |z− x| < rb) is consistent with the steady-state equation ∂2zΦ̂(z) = 0.
We note that the solutions of the forward and backward propagating modes are identi-
cal everywhere in the limit db → ∞, where the pulse-matching of the fields originating
within the blockade volume is perfect.
From the solutions to the photon amplitudes, we can then obtain analytic expressions
for the resonant values of the reflection and transmission coefficients. As a simplification,
we assume that the blockade volume of the stored gate excitation does not overlap with
the medium boundaries, such that the problem effectively becomes independent of the
exact spin wave position x. In this case, we can make the approximation ν(L, x) ≈ dbν,
where ν = i
∫︁∞
−∞ dz′/(z6 + 2i) = (π 3√1 + i/3) ≈ 1.1 + 0.3i, from which it follows that the
transmission and reflection coefficients are given by,
T1(0) =
1
1 + νdb
, (7.50)
R1(0) =
νdb
1 + νdb
eiφ, (7.51)
which we plot in Fig.7.11(a). From these expressions, we find that the reflection amplitude
increases with db, and eventually dominates the transmission beyond db ≈ 1. Physically,
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Figure 7.10 | Photon reflection from a stored spin wave: (a) Schematics of the considered setup. An incident
target photon in the mode Ê→ (blue wave-packet) interacts with a single stored gate excitation (grey
sphere) and is eventually transmitted with a coefficient T1(ω), or reflected into the counter-propagating
mode Ê← (red wave-packet) with a coefficient R1(ω). (b) Static solutions of photonic amplitudes within
the medium as a function of distance from the stored excitation (located at z = 0), where the grey-
shaded region indicates the extent of the established blockade volume. Here, the blockaded optical depth
is db = 5.
this can be understood from the effective mass m ∼ 1/labs of the stationary-light polari-
ton and the ∼ 2rb length of the interaction volume. Since both increase with db = rb/labs,
reflection dominates in the limit of large db where traversing the entire blockade region
is strongly suppressed such that photons predominantly exit in the opposite direction
right at the incident boundary. In addition to this, Eq.7.51 shows that one can imprint an
arbitrary phase onto the reflected photon. This phase, φ, is the relative phase difference
between the classical control fields that establish stationary-light conditions within the in-
teraction volume, and can therefore be well controlled and tuned in a continuous manner.
Moreover, at large values of db the reflection phase is exactly φ with a vanishing disper-
sive contribution, and does not depend on any other system parameter. Such a robust
conditional phase stands in marked contrast to previous Rydberg-EIT-based mechanisms
exploiting polariton blockade to achieve sizeable nonlinear refraction [85, 86, 142, 197].
To examine how the described reflection physics depends on finite bandwidth effects,
we plot the numerically obtained transmission and reflection spectra T1(ω) and R1(ω)
in Fig.7.11(b-d) for various values of of the blockaded optical depth. In each case, these
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Figure 7.11 | Transmission and reflection in a gated medium: (a) Resonant values of the reflection and trans-
mission coefficients R1(0) and T1(0) as a function of the blockaded optical depth. (b - d) The transmission
and reflection spectra R1(ω) and T1(ω) are shown in blue and red respectively for various values of db,
indicating the frequency dependency of the photon dynamics. In each case, the total optical depth is fixed
a d = 25 and the stored excitation is located at the centre of the medium. The remaining relevant param-
eters are γ/Ω = 0.5, Ω/G = 0.1 and ΩS/G = 0.5. In each plot, the transmission coefficient T0(ω) in the
absence of interactions is indicated by the grey shaded region for reference.
are compared to the transmission spectrum T0(ω) in the absence of the stored spin wave.
A general observation from these figures is that as db increases, the reflection spectrum
develops a frequency asymmetry. Ultimately, this is due to the fact that the Rydberg
level-shift induces a non-symmetric optical response, in which the red- and blue-detuned
frequency components of the field are affected differently. Overall, this will distort the
temporal mode of the reflected photon. However, the effects of this can be mitigated by
operating with a sufficiently narrowband target photon pulse.
Accounting for the finite spatial extent of the stored spin wave state, the reflected field
will be a superposition of single photon reflected from each component of the stored spin
wave. Due to the relative delay between these round-trip times, the temporal mode of
the outgoing photon state will essentially be stretched by length of the stored excitation,
thereby entangling the spatial modes of the two photons. We will analyse this in more
detail later.
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7.7 Coherence properties
A distinguishing property of the described polariton switching mechanism is that pho-
ton losses are inherently suppressed, resulting in a largely coherent optical nonlinearity.
This is crucially enabled by the fact that the interactions do not break EIT conditions,
so photons can always establish a low-loss dark-state polariton, even under conditions
of complete excitation blockade. To analyse the optical absorption associated with this
nonlinearity mechanism, we define the resonant nonlinear loss coefficient,
A = 1− |T1(0)|2 − |R1(0)|2, (7.52)
which we plot in Fig.7.12(a) (solid line) as a function of the blockaded optical depth. Es-
sentially, this quantity corresponds to the probability for the target photon to be incoher-
ently scattered via spontaneous emission into a random mode that is orthogonal to either
Ê→ or Ê←. Since the underlying process by which photons in the modes Ê→ or Ê← are
generated is based on stimulated emission (which is a coherent process), photons in these
modes do not carry any information into the environment, and thus do not result in any
decoherence.
Remarkably, the loss-coefficient A actually decreases with increasing blockaded op-
tical depth, even though the probe photons are resonantly coupled to their respective
transitions. This is a somewhat counter-intuitive effect, since a resonant photon coupling
is generally accompanied by significant absorption at large optical depth. This is certainly
the case for conventional three-level EIT, where the nonlinear absorption is maximal on
single-photon resonance and scales exponentially with the blockaded optical depth as
A ≈ 1− exp(−4db) (Fig.7.12(a) dashed line). An approximately coherent optical nonlin-
earity in this case can only be achieved by operating with a large single-photon detuning
to minimise photon losses, and large optical depth to account for the suppressed atom-
photon coupling.
In the present situation, absorption originates from imperfect switching between the
slow and stationary light polaritons (in addition to the small dissipative component of
the nonlinear optical response at the transition regions of the blockade volume, as shown
by the red line in Fig.7.8). Specifically, photons partially populate the multitude of bright-
state polariton branches as they enter the blockade volume, and these states are subject
to significant decay. The dominant bright-state through which photons are scattered is
associated with the antisymmetric photonic mode Ê− introduced in Eq.7.16. However,
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since the energy-gap to this state is proportional to G2/γ ∼ cl−1abs ∼ db, photons are
increasingly decoupled from this and all other bright-state branches by operating at larger
db, which accounts for the observed decrease of the loss coefficient. Overall, these various
effects conspire to yield an incredibly strong yet coherent photon interaction featuring
minimal absorption on resonance.
7.7.1 Stored spin wave coherence
Thus far, we have focussed only on the propagation dynamics of the target photon. How-
ever, as we have seen in the previous chapters, the nonlinear optical response can also
have a significant back-action on the stored gate excitation. Specifically, it was shown
that nonlinear photon scattering effectively constitutes a projective measurement of the
position of the stored excitation, thereby resulting in strong spatial decoherence of its spin
wave state. This has severe consequences for the efficiency of photon retrieval, which de-
mands that spatial coherence of the stored excitation is preserved in order to achieve a
collective re-emission of the photon into a well-defined mode. In the present situation,
however, the polariton switching based nonlinearity is associated with inherently sup-
pressed photon losses, so the effects of spin wave decoherence should be minimized. In
this section, we shall follow the general strategy outlined in Chapter 5 to analyse this
decoherence caused by coherent photon reflection, and its impact of photon retrieval.
In treating the interaction between a single target photon and a single stored gate
excitation, it is most convenient to work in the Schrödinger picture. In this case, the
general state of the system can be characterised by the two-body wavefunction |Ψ(t)⟩
in Eq.7.25. Using the coherence operator ρ̂(x, y, t) = Ĉ†(x, t)Ĉ(y, t), we can then de-
fine the elements of the reduced one-body density matrix of the stored excitation as
ρ(x, y, t) = ⟨Ψ(t)|ρ̂(x, y, 0)|Ψ(t)⟩, which characterises the spatial coherence between dif-
ferent components of the stored excitation at positions x and y. By taking the expectation
value of Eq.4.16 with ng = 1, the evolution equation for this spin wave coherence follows
as,
∂tρ(x, y, t) = i
∫︂ L
0
dz [V(z− x)−V(z− y)] S∗(z, x, t)S(z, y, t), (7.53)
where S(z, x, t) is the probability amplitude to detect a propagating Rydberg excitation
in the mode Ŝ at position z, and a stored Rydberg excitation in the mode Ĉ at position
x. Assuming the initial state of the density matrix is ρ(x, y, 0) ≡ ρ0(x, y), the general
134
CHAPTER 7. REFLECTIVE PHOTON INTERACTIONS VIA POLARITON SWITCHING
solution to Eq.7.53 is given by,
ρ(x, y, t) =
[︃
1 + i
∫︂ t
0
dτ
∫︂ L
0
dz [V(z− x)−V(z− y)] S∗(z, x, τ)S(z, y, τ)
]︃
ρ0(x, y).
(7.54)
Solving the target photon dynamics governed by Eq.7.26-7.31 in the continuous wave
limit, as appropriate for a narrowband field, we can obtain the steady-state solution for
the Rydberg spin wave amplitude S(z, x) ≡ S(z, x, t → ∞) in terms of the photonic
amplitudes as,
S(z, x) = −GΩS
γ
E→(z, x)− E←(z, x)
Ω2S/γ + 2iV(z− x)
. (7.55)
Using the solutions for E→(z, x) and E←(z, x) obtained previously in Eq.7.48 and Eq.7.49,
this spin wave amplitude can then be expressed as,
S(z, x) = −GΩS
γ
1
Ω2S/γ + 2iV(z− x)
1
1 + ν(L, x)
E0, (7.56)
where E0 denotes the amplitude of the incident target photon at z = 0. To ensure correct
normalization of the wave function, this amplitude satisfies
∫︁∞
0 dτ |E0|2 = 1/c. Upon
inserting this result for S(z, x) into Eq.7.54 and performing the time integration, the final
state of the spin wave coherence ρ(x, y) ≡ ρ(x, y, t→ ∞) after interacting with the target
photon can be obtained as,
ρ(x, y) =
(︃
1 +
db
[1 + ν(L, x)][1 + ν∗(L, y)]
×
∫︂ L
0
dz
(z− x)6 − (z− y)6
[(z− x)6 + 2irb][(z− y)6 − 2irb]
)︃
ρ0(x, y),
(7.57)
where we have used the definition of the blockade radius V(rb) = Ω2S/γ.
We plot this solution for ρ(x, y) in Fig.7.12(c-f) for various various values of the block-
aded optical depth. As expected, the spatial decoherence is suppressed by operating at
larger values of the blockaded optical depth, where the nonlinear photon losses described
by A are diminished (Fig.7.12(a) solid line). This is characterised by a marginal deforma-
tion of the final density matrix ρ(x, y) relative to its initial state ρ0(x, y) in Fig.7.12(b).
For reference, we plot the corresponding final state of the spin wave density matrix in
Fig.7.12(g-j) for the case of a purely dissipative photon interaction, as realized with a po-
lariton blockade-based nonlinearity. In this case, the virtually complete scattering of the
target photon (Fig.7.12(a) dashed line) causes strong spatial decoherence that turns the
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initial spin wave state into a near-classical distribution of the stored excitation.
Figure 7.12 | Photon losses and spin wave coherence: (a) Loss coefficient as a function of the blockaded
optical depth db for a nonlinearity mechanism based on coherent polariton switching (solid) and dissipative
polariton blockade (dashed). (b) Initial density matrix ρ0(x, y) = sin(xπ/L) sin(yπ/L) of the stored spin
wave for a medium length L = 5zb. (c-f) Final state of the stored spin wave density matrix for an interaction
mechanism based on coherent polariton switching for various indicated values of db. (g-j) Corresponding
final spin wave state for a dissipative polariton blockade mechanism.
To gain additional insight into how the spin wave coherence is affected by photon
scattering in the present situation, let us consider the form of Eq.7.57 in the limit |x −
y| ≫ rb. In this case, the spatial integral has two dominant contributions around z ≈ x
and z ≈ y, so summing these contributions separately, the solution for ρ(x, y) can be
approximated as,
ρ(x, y) ≈
(︃
1− ν(L, x) + ν
∗(L, y)
[1 + ν(L, x)][1 + ν∗(L, y)]
)︃
ρ0(x, y). (7.58)
If we then assume that the blockade volumes of each component of the stored spin
wave are non-overlapping with the medium boundaries, we can make the approxima-
tion ν(L, x) ≈ ν(L, x) ≈ dbν as before, for which this expression reduces to,
ρ(x, y) ≈
(︃
1− 2dbRe[ν]|1 + dbν|2
)︃
ρ0(x, y) = (1− A)ρ0(x, y). (7.59)
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This result indeed shows that the spin wave decoherence is intrinsically related to the
nonlinear photon losses, and directly indicates that the spatial coherence remains largely
unaffected by operating at larger blockaded optical depth where the nonlinear loss coef-
ficient A is small.
So far, we have treated the target photon in the continuous wave limit, and in this case
dissipative photon scattering presents the only source of spin wave decoherence. How-
ever, accounting for a finite temporal extent of the target photon wave-packet, there is
an additional mechanism of spin wave decoherence. This is because the round-trip time
of the reflected photon is correlated with the position of the stored excitation, and so it
carries a certain degree of spatial information regarding the spin wave state. Naturally,
the effect of this reflection-based decoherence will be more pronounced for shorter tar-
get photon pulses, since the ‘resolution’ of the spin wave measurement will be greater
in this case. However, under typical experimental conditions, the length of the target
photon pulse is significantly longer than the compressed spatial mode of the stored gate
excitation, and in this case the extent of this decoherence will be lessened.
7.7.2 Gate photon retrieval
As already established, the ability to retrieve the gate photon is critically determined
by the spatial coherence of its stored spin wave state. To examine how the decoher-
ence associated target photon reflection affects the retrieval process, we will follow the
same strategy outlined in Sec.5.3 and optimize the combined efficiency η of gate pho-
ton storage and retrieval. This is achieved by inserting the rescaled density matrix
ρ̃(x, y) ≡ ρ(x, y)/ρ0(x, y) into Eq.5.13 (with ρ(x, y) now defined by Eq.7.57), and then
optimizing the resulting function of η with respect to the temporal mode shape Eg(t)
of the incident gate photon. The corresponding optimal spin wave mode C0(z) is then
defined from the temporal mode shape according to Eq.5.9.
Following this procedure, we plot the combined efficiency of storage and retrieval η as
a function of the blockaded optical depth in Fig.7.13(a). The blue line shows the optimal
efficiency in the presence of spin wave decoherence associated with the considered po-
lariton switching nonlinearity, for which the final density matrix of the gate excitation is
defined by Eq.7.57. Importantly, this indicates that the efficiency of storage and retrieval
is comparable to the ideal situation in which the spin wave coherence is perfectly pre-
served, as shown by the grey dashed line. This can again be traced back to the fact that
coherent target photon reflection from the stored excitation has virtually no effect on its
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spin wave state. For reference, we also plot the optimized efficiency in the presence of
spin wave decoherence caused by dissipative photon scattering, for which the final den-
sity matrix of the gate excitation is defined by Eq.5.1. In this case, the resulting spin wave
decoherence is significant and the overall retrieval efficiency suffers a reduction.
Figure 7.13 | Combined storage and retrieval efficiency: (a) The combined efficiency of gate storage and re-
trieval after coherent target photon reflection (blue) and dissipative scattering (red), respectively achieved
with polariton switching and blockade based nonlineairty mechanisms. For reference, the dashed line
shows the storage and retrieval efficiency without the target photon. The corresponding (unormalized)
optimal spin wave modes are plotted for db = 1, 10 in (b) and (c) respectively.
In Fig.7.13(b)-(c) we plot the corresponding optimal spin wave modes C0(z) for dif-
ferent blockaded optical depths, comparing the nonlinearity mechanisms based on co-
herent polariton switching and dissipative polariton blockade. At low db = 1, it is opti-
mal to store the photon as an extended spin wave state that is delocalized over the en-
tire medium. This is true for both nonlinearity mechanisms, since the weak light-matter
coupling results in minimal photon scattering and spin wave decoherence in either case.
However, at large blockaded optical depth of db = 10, the optimal spin wave mode for
the polariton blockade nonlinearity is localized within ∼ rb of the incident boundary.
This is again due to the enhanced protection from decoherence within this portion of the
medium, as identified in Sec.5.2. In contrast, the optimal spin wave mode for the consid-
ered polariton switching nonlinearity remains spatially delocalized, since the spin wave
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coherence is largely preserved. In this case, the storage and retrieval benefits from the full
optical depth of the entire medium, and explains the enhanced retrieval efficiency and
observed behaviour in Fig.7.13(a).
7.8 Single-photon routing and applications
As already established, the target photon experiences near lossless transmission through
an empty medium, and strong reflection from a medium containing a single stored Ry-
dberg excitation. This setting can therefore function as a photonic quantum router, in
which gate photon storage can be implemented to distribute the target field between
the two optical modes Ê→ and Ê←, as shown in Fig.7.14. All-optical routing has so far
been demonstrated with cavity QED approaches [60, 62, 198, 199], which generally utilize
fibre-coupled single atoms to conditionally redirect photons between the input and out-
put modes of the fibre. The underlying mechanism in this case relies on the absorption
of a single photon to toggle the internal state of the atom and modify its optical response
from transmissive to reflective. The routing scheme presented in this chapter amounts to
a free-space analogue of this cavity QED approach [200, 201], and has a number of unique
advantages. Here, the storage of a photon as a collective Rydberg excitation toggles the
optical response of large numbers of atoms in a free-space ensemble via Rydberg block-
ade, and benefits from a collectively enhanced light-matter coupling without the need for
any additional mode confinement of the optical fields. Moreover, this approach exploits
the unique properties of dark state polaritons to suppress the radiative coupling to the
environment. The ability to perform efficient all-optical routing of single photons in this
way has a wide variety of potential applications, which we shall now examine in more
detail.
7.8.1 Optical switch and transistor
First of all, the ability to modify the transmissive properties of the medium via gate pho-
ton storage has immediate practical applications in both classical and quantum optical
switching. Classical switching capabilities only require that the target field transmission
is blocked via the storage of a gate photon. Here, the exact mode into which target pho-
tons are distributed is unimportant, and can be achieved either via dissipative scattering
(into a random mode) or via coherent scattering (into an orthogonal yet well-defined
mode). In this way, we can estimate the figure of merit characterising the classical switch
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Figure 7.14 | Single photon router: Schematic of a single-photon router. (a) In the absence of a stored
gate photon, the medium is transparent and permits lossless transmission of the target photon. (b) In the
absence of a stored gate photon, the target photon is reflected into the backward propagating mode.
efficiency of the current routing scheme as,
F (classical)switch = η
[︂
1− |T1(0)|2
]︂
, (7.60)
where T1(0) is the resonant transmission coefficient from Eq.7.50. This definition there-
fore characterises the reduction in transmission arising from either dissipative scattering
or coherent back-reflection of the target photon. Additionally, the above figure of merit
also accounts for the finite storage and retrieval efficiency η of the gate photon, an es-
sential performance aspect for any functional switch. Considering optimal storage and
retrieval (Fig.7.13(a) blue line), we plot the overall classical switch efficiency in Fig.7.15 as
a function of the blockaded optical depth. For reference, we also plot the corresponding
efficiency of a classical switch relying on dissipative polariton blockade, which scales as
F (classical)switch = η[1 − e
−4db ]. While this approach benefits from enhanced absorption that
blocks the target photon transmission more efficiently, this is counteracted by a reduction
in photon retrieval efficiency caused by spatial decoherence of the stored spin wave state,
so both approaches have a similar overall performance.
Importantly though, the proposed routing scheme can also function as a quantum
switch. In this case, efficient back-reflection from the stored gate excitation provides a
mechanism to distribute the incident target photon in a coherent fashion. This is because
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Figure 7.15 | Classical and quantum switching: Total efficiency of optical switching, taking into account
target photon switching as well as gate photon storage and retrieval. The grey lines indicate the perfor-
mance of classical switching as realized with a dissipative polariton blockade nonlinearity (dashed) and a
coherent polariton switching nonlinearity (solid). The yellow lines show the corresponding performance
of quantum switching. Note that in this situation, the efficiency is strictly zero for the dissipative switching
mechanism.
such back-reflection is based on the stimulated emission of the target photon into the
counter-propagating mode (which is a coherent process), rather than spontaneous emis-
sion into a random mode (which is an incoherent process). We can define the efficiency
of quantum switching in this case as,
F (quantum)switch = η|R1(0)|
2, (7.61)
where R1(0) is the resonant reflection coefficient from Eq.7.51, which we plot in Fig.7.15.
As already mentioned, quantum switching is fundamentally impossible with a dissipa-
tive switching mechanism, since decoherence will act to erase any quantum effects in this
case such as interference or entanglement.
7.8.2 Two-photon phase-gate
The considered photon router is also capable of performing robust two-photon phase gate
operations. This is because the target photon is imprinted with a tunable phase shift of
φ during the reflection process, corresponding to the relative phase between the classical
control fields Ω→ and Ω← facilitating stationary-light. The figure of merit characterising
the gate performance in this case is identical to the quantum switch efficiency up to a fac-
tor of η (we will not incorporate the storage and retrieval efficiency into this discussion),
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and is given by,
Fgate = |R1(0)|2, (7.62)
A distinct advantage of this approach is that the induced phase shift is largely indepen-
dent of the blockaded optical depth, which stands in marked contrast to conventional
schemes based on polariton blockade. With these alternative approaches, one requires a
large single-photon detuning to suppress the absorptive contribution to the nonlinear re-
sponse, along with a large value of db in order to account for the reduced single atom cou-
pling and achieve a significant dispersive phase shift with minimal loss [85, 86, 142, 197].
In Fig.7.16 we compare the resulting fidelity of a dispersive π-phase gate to the perfor-
mance of the present proposed routing mechanism. In either case, the main source of infi-
delity is nonlinear photon loss. For the dispersive phase gate based on polariton blockade,
this loss is significant and results in a drastically lower gate performance, particularly in
the limit of low blockaded optical depth where most experiments operate. In contrast,
the considered photon router demonstrates a significant performance gain, which can
be traced back to the suppressed photon losses attributed to the underlying polariton
switching nonlinearity.
Figure 7.16 | Two-photon phase gate: The fidelity of a two-photon phase gate is shown as function of the
blockaded optical depth, comparing the performace of the proposed photon routing scheme (solid) to that
of a dispersive π-phase gate as realized with conventional polariton blockade (dashed).
We remark that Eq.7.62 corresponds to the ideal gate performance where the length
of the target photon is infinite. However, as already mentioned, the temporal mode of
the reflected photon will be modified during the reflection process. This will lower the
fidelity overlap between the incident and outgoing photon states and thus diminish the
overall gate performance. However, this source of infidelity is greatly suppressed pro-
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vided the length of the incident photon pulse exceeds that of the stored excitation. In
this case, the time-delay between photon reflection events from different components of
the stored excitation will be minimal, thereby leaving the photon’s temporal mode shape
largely unaffected. One can estimate the maximum time-delay as τ ≈ L/v→+ L/v←, cor-
responding the delay between photons reflected from maximally separated components
of the stored excitation at positions z = 0 and z = L in the medium. This is on the order of
0.5µm for typical experimental conditions, which is roughly an order of magnitude larger
than typical pulse lengths used, and is thus expected to have little impact on the overall
performance of the gate.
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Conclusion of Part III
In this section of the thesis, we have devised a fundamentally new approach towards
coherent nonlinear optics via Rydberg blockade. The basic principal exploits Rydberg
blockade to simply modify rather than break EIT conditions, resulting in a polariton
switching nonlinearity in which the dispersion relation of light is altered during a photon
collision. We present a specific implementation of this idea that realizes a coherent re-
flective photon interaction, which is based on the switching between slow and stationary
light polaritons. Exploiting this mechanism, we demonstrate that a single stored photon
can act as a partially reflective mirror capable of reflecting photons between two dis-
tinct optical modes, and thereby functions as a quantum nonlinear photon router. We
have discussed the utility of this functionality for implementing various practical appli-
cations, such as photonic switches and phase gates, and find that the enhanced coherence
properties of the underlying nonlinearity mechanism offer clear advantages over com-
plementary approaches based on polariton blockade. The devised photon router could
also function as a rudimentary node of a quantum network [202, 203]. Specifically, one
could envisage a distributed array of atomic ensembles, with the level structure shown in
Fig.7.4, that are interconnected via photonic quantum channels represented by the modes
Ê→ and Ê←. Such a network architecture may provide a scalable approach to universal
quantum information processing.
While we have focussed on the interaction of a single propagating photon with a single
stored gate excitation, the interaction of multiple freely propagating photons also holds
interesting perspectives. The nonlinearity mechanism could be used to coherently filter
highly non-classical photonic states from classical light, such as ordered photon trains
[139], via conditional two-photon reflection processes at the medium entrance. As com-
pared to the dissipative nonlinearity based on polariton blockade, the present coherent
nonlinear reflection mechanism is expected to demand significantly lower optical depths
for generating such exotic states of light [141].
In addition to this, the broken left-right symmetry of the underlying atomic level
structure in Fig.7.4 implies that the optical response of the medium acquires a strong
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dependence on the propagation direction of the light. This effect can be investigated in
multi-photon transmission measurements, where, for example, a head-on collision of two
photons would generate a pair of co-propagating photons with a strong bias in one direc-
tion. We emphasize that this symmetry breaking is a nonlinear effect, which is in contrast
to the chiral linear response currently being explored in nanoscale waveguides [204–207].
The availability of such unusual types of photon interactions suggests intriguing perspec-
tives for the collective engineering of non-classical multi-photon states or the exploration
of exotic many-body physics with photons.
While we have considered the use of alternative light-matter coupling schemes to
overcome the polariton blockade and generate a coherent photon interaction, it is also
possible employ different Rydberg interactions altogether. For instance, by mapping pho-
tons onto Rydberg polariton states with dipolar exchange interactions [127, 208], photons
can effectively acquire a long-ranged exchange interaction in which they coherently swap
their polariton state during a collision [131]. The range of this hopping-interaction has
been shown to exceed the blockade radius under certain conditions, thereby permitting
photons to interact over sufficiently large distances where the effects of nonlinear ab-
sorption are negligible. Accompanying this two-particle exchange, photons also acquire
a robust phase shift of π/2 that emerges due to certain symmetries of the underlying
effective photon interaction, which naturally holds interacting perspectives for robust
two-photon phase gate operations. In related work, we have theoretically examined the
dynamics of photon exchange in multi-channel optical networks, where photons can hop
between distinct optical modes [153]. Remarkably, the efficiency of photon exchange in
this case was shown increase and become optimal at a finite channel separation. These
emerging capabilities in coherent nonlinear optics drastically expand the current scope of
Rydberg-EIT towards multidimensional geometries [159] for nonlinear optical networks
and explorations of exotic many-body physics with interacting photons.
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Chapter 8
Summary and Outlook
T he combination of Rydberg blockade with EIT presents a unique approach to nonlin-ear optics, allowing freely propagating photons to acquire long-ranged synthetic in-
teractions of unprecedented strength. Importantly though, the character of these emerg-
ing interactions can be actively designed to realize a wide variety of different nonlinear
optical effects at the few photon level. In this thesis, we have explored various pho-
ton interaction mechanisms along with their utility for different practical applications.
In Part II, we discussed the use of dissipative photon interactions for optical switching
capabilities. Here, we focussed on the adverse consequences of decoherence accompany-
ing this dissipation and outlined strategies to mitigate such effects. However, exploring
an orthogonal direction, we then considered how this decoherence can be exploited as
a general resource for manipulating light at the quantum level, providing a mechanism
for single-photon subtraction. In Part III, we explored the regime of coherent quantum
nonlinear optics, and devised a fundamentally new nonlinearity mechanism supporting
a novel form of reflective photon interaction. This was shown to enable efficient single-
photon routing, in which photons are distributed between two well-defined modes via
the conditional reflection from a single stored excitation, with a plethora of potential ap-
plications.
8.1 Outlook
The insights and new concepts developed in this thesis indicate the budding potential of
strongly interacting photons in Rydberg-EIT systems for achieving many of the exciting
endeavours within the scope of the second quantum revolution. However, there are sev-
eral outstanding challenges and obstacles yet to be solved before many of these future
perspectives can be brought to full fruition. Building on the ideas presented in this thesis,
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we have made preliminary steps towards addressing some of these issues, which we shall
now outline.
8.1.1 Density-dependent dephasing
As repeatedly stipulated throughout this thesis, achieving a large optical depth per block-
ade volume is the single most important requirement for accessing the regime of quantum
nonlinear optics and efficiently implementing many of the described applications. The
most direct method of enhancing this quantity is to simply operate at higher atomic den-
sity and increase the number atoms encompassed within the blockade volume. However,
beyond a certain density, atoms begin to occupy the Rydberg electron orbit and a new
interaction emerges that brings with it additional unwanted effects. Specifically, the col-
lisional interaction between the low-energy Rydberg electron and ground state atoms in
its vicinity results in an attractive interaction that can support the formation of ultralong-
ranged molecular states [209–213], formed from the association of a Rydberg atom and
several surrounding ground state atoms, as outlined in Fig.8.1. At large atomic density,
the spectral overlap of all molecular lines associated with these bound atoms eventu-
ally causes inhomogeneous broadening of the otherwise narrow Rydberg spectral line
[149, 150, 214–216]. Such electron-atom collisions therefore put a fundamental limitation
on the achievable blockaded optical depth and present a serious problem for Rydberg
quantum optics experiments operating in the regime of high atomic density.
This density-dependent dephasing ultimately diminishes the coherence of propagat-
ing polariton states under conditions of EIT if the broadened Rydberg line exceeds the
EIT linewidth. In addition to this though, such broadening also introduces a mechanism
of spatial spin wave dephasing that limits the coherence time of photonic quantum mem-
ories [145, 217], as required for many of the applications discussed in this thesis. Such
spin wave dephasing arises since the Rydberg state of each spin wave component experi-
ences a random level shift due to its interaction with the disordered collection of perturber
atoms in its locality, and therefore each spin wave component acquires a stochastic rela-
tive phase. As already discussed, this spoils the phase-coherent collective re-emission of
the stored photon.
In order to fully capitalize on many prospective applications based on Rydberg nonlin-
ear optics, it is therefore imperative to gain a complete understanding of the decoherence
and dephasing caused by such electron-atom collisions. In this direction, we have made
preliminary steps towards developing a theoretical framework for describing spatial de-
150
CHAPTER 8. SUMMARY AND OUTLOOK
Figure 8.1 | Rydberg- ground state interactions: As the blockaded optical increases, an appreciable number
of atoms begin to fall within the Rydberg electron radius rmol. In this case, the scattering of this low-energy
electron from ground state atoms in its vicinity establishes an effective interaction V(r) that can support
long-ranged molecular states formed from the association of a Rydberg atom and several surrounding
ground state atoms. Here, the single-particle wavefunctionψ(r) of a given ground state atom is localized
to the outermost lobe of the Rydberg electron wavefunction Ψ(r). The binding of many atoms at large
atomic density ultimately leads to inhomogeneous line broadening of the Rydberg absorption spectrum.
phasing of Rydberg spin wave states stored in a photonic quantum memory. The relevant
quantity characterizing the spin wave coherence in this case is given by,
ρ(r1, r2, t) = ⟨Ψ|eiĤtĈ
†
(r1)Ĉ(r2)e−iĤt|Ψ⟩, (8.1)
where |Ψ⟩ is the initial state of the system, Ĉ is the spin wave operator, and Ĥ is the Hamil-
tonian describing the Rydberg-ground state interactions and the kinetic energy of atoms
in the medium. Based on the acquired insights from this analysis, one can then hope to
develop strategies to counteract the effects of all associated decoherence and dephasing
processes. One potential approach to limit the effects of spin wave dephasing is to use
stroboscopic retrieval methods, in which the stored excitation is retrieved via a square
wave retrieval field with an oscillating intensity. This will result in a motional averaging
of the stochastic phase acquired by each spin wave component as the stored excitation
is successively shifted and temporarily stored at different positions in the medium. This
ability to overcome the effects of spin wave decoherence could drastically enhance the
coherence time of Rydberg-based photon memories and improve the operational perfor-
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mance of many applications relying on this functionality.
8.1.2 Coherent many-body photon dynamics
The non-local character of optical nonlinearities available with Rydberg-EIT present in-
teresting prospects for realizing many-body systems of freely propagating and strongly
interacting photons with unique properties compared to strongly-correlated condensed-
matter systems. In particular, the inherently driven-dissipative nature of such optical
settings, in which photons continuously flow in and out of the system, leaves exciting
open questions concerning their non-equilibrium physics. Indeed, the combination of
EIT and Rydberg blockade has long been expected to facilitate the generation of strongly
correlated states of light featuring crystalline correlations [139–141].
However, as repeatedly mentioned throughout this thesis, the effects of decoherence
originating from the inherently dissipative nonlinearity mechanism present a major prob-
lem for observing such many-body phenomena. Specifically, the creation of photonic
states featuring sharp temporal correlations via blockade-induced absorption will expe-
rience dissipative-filtering due to the finite spectral width of the underlying EIT in the
system [141]. In order to circumvent this issue, it is necessary to engineer a coherent pho-
ton interaction, and we have explored one method of achieving this in Part III. Here, the
general approach was to use Rydberg blockade to modify rather than break EIT condi-
tions, thereby resulting in a coherent polariton switching nonlinearity.
Figure 8.2 | Coherent many-body polariton dynamics: (a) Proposed excitation scheme for achieving a
coherent photon interaction, in which a single quantized photonic mode Ê is simultaneously coupled to a
high-lying Rydberg state |s⟩ and a low-lying ground state |d⟩. (b) Anticipated many-body dynamics. The
influence of blockade permits photons to propagate as Rydberg polaritons every blockade radius, while
all excess photons establish ground state polaritons.
While we explored one approach to this general idea in which the interactions modify
the underlying dispersion relation from linear to quadratic, another approach could be to
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use the interactions to simply modify the gradient of the linear dispersion. This would
correspond to a switching between dark-state polaritons featuring different group veloc-
ities. One possible implementation of this idea is outlined in Fig.8.2(a), in which photons
are simultaneously coupled to a ground state and Rydberg state via a pair of classical
control fields, and thus placed into a superposition of interacting and non-interacting po-
lariton states. By virtue of the blockade, photons are permitted to propagate as Rydberg
polaritons every blockade radius, while all remaining photons propagate as ground state
polaritons within the avoided volumes separating these anti-bunched photons. As a re-
sult, one could envisage the coherent generation of strongly-correlated polariton states
without blockade-induced photon absorption, as outlined in Fig.8.2(b).
Figure 8.3 | Correlated two-photon dynamics: Characteristic form of steady-state amplitudes corre-
sponding to the excitation scheme presented in Fig.8.2(a), where SS(x, y), DD(x, y) and EE(x, y) are,
respectively, the correlated amplitudes to find two Rydberg atoms in |s⟩, two ground state atoms in |d⟩ or
two photons in the medium at positions x and y. The top panels plot the various two-body amplitudes as
a function of the relative separation r = x− y between particles.
Preliminary simulations reveal this expected behaviour, as shown in Fig.8.3. Here
we show the steady-state values of various two-body amplitudes, obtained from solv-
ing the propagation dynamics of two interacting photons. The doubly-excited Rydberg
amplitude in Fig.8.3(a) indeed develops an avoided volume within which the simultane-
ous excitation of two Rydberg atoms is strongly suppressed. The doubly-excited ground
state amplitude in Fig.8.3(b) on the other hand exhibits inverse correlations, whereby the
excitation of two ground state atoms is enhanced within the avoided volume between Ry-
dberg excitations. Interestingly, the correlation length attributed to these features exceeds
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the expected amount of rb, which can be accredited to the interplay of blockade and finite
bandwidth effects. Remarkably though, in spite of the strong atomic correlations present
in the system, the photons remain virtually uncorrelated with one another and experi-
ence little absorption, as evidenced by the flat two-photon amplitude in Fig.8.3(c). This
is again due to the fact that EIT conditions are never broken, so photons can always es-
tablish low-loss polariton states. However, it may then be possible to map the developed
spin correlations onto photon correlations via light storage and state-dependent retrieval.
These results and insights therefore demonstrate the viability of this modified approach
for achieving long-ranged correlations between multiple propagating photons that could
address a number of outstanding issues affecting existing proposals [141].
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Chapter A
Quantum Theory of Light
A.1 Maxwell’s equations and light in vacuum
The electromagnetic theory of light begins with Maxwell’s classical field equations [218].
These equations form the foundation of all classical electrodynamics, and describe how
electric and magnetic fields propagate and interact with matter. However, to first under-
stand the basic properties of light within this framework, we will start by considering a
free electromagnetic field in the absence of matter, or more specifically, in the absence of
external charges or currents. In this case, Maxwell’s equations reduce to the following
[219],
∇ · E(r, t) = 0, (A.1)
∇ · B(r, t) = 0, (A.2)
∇× E(r, t) = −∂tB(r, t), (A.3)
∇× B(r, t) = 1
c2
∂tE(r, t), (A.4)
where E(r, t) and B(r, t) are vector quantities denoting the electric and magnetic field
components as a function of position r and time t, and c is the speed of light in vacuum.
The structure of Maxwell’s equations implies the existence of certain potential functions
from which the physical electric and magnetic fields can be derived. In particular, intro-
ducing a vector potential A(r, t) and scalar potentialφ(r, t), we can automatically satisfy
Maxwell’s equations by defining the electric and magnetic fields as follows [219, 220],
E(r, t) = −∂tA(r, t)−∇φ(r, t), (A.5)
B(r, t) = ∇×A(r, t). (A.6)
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From a computational standpoint, this new prescription is advantageous since there are
fewer degrees of freedom. However, it also helps to reveal another important property
of Maxwell’s equations, namely, gauge invariance [219, 220]. In particular, while the elec-
tromagnetic field is uniquely defined from the potentials A(r, t) and φ(r, t) according to
Eq.A.5 and Eq.A.6, the reverse is not true and there are in fact infinitely many pairs of so-
lutions for A(r, t) andφ(r, t) that give rise to the same values of E(r, t) and B(r, t). These
distinct solutions are related to one another via a continuous gauge transformation of the
form,
A(r, t) ↦→ A(r, t) +∇χ(r, t), (A.7)
φ(r, t) ↦→ φ(r, t)− ∂tχ(r, t), (A.8)
where χ(r, t) is an arbitrary scalar gauge function. This freedom to choose χ(r, t) arbitrar-
ily, and thus the specific values of A(r, t) and φ(r, t), is the essence of gauge invariance,
and depending on the physical system or problem under consideration, different choices
of gauge will be more appropriate. A ‘choice of gauge’ in this instance corresponds to
imposing specific properties on the potential functions A(r, t) and φ(r, t). For problems
in quantum optics, it is convenient to use the Coulomb gauge, which is characterised by,
∇ ·A(r, t) = 0, (A.9)
φ(r, t) = 0. (A.10)
While this choice of gauge is arbitrary, it reflects the physical nature of the electric and
magnetic fields in vacuum, namely, that they are transverse vector functions, as dictated
by Eq.A.1 and Eq.A.2. However, it also results in a useful simplification of Maxwell’s
equations down to a single wave equation for the vector potential of the following form,[︃
∇2 − 1
c2
∂
2
t
]︃
A(r, t) = 0, (A.11)
and from this, one can derive wave equations for the electric and magnetic fields with the
same general form. Overall, this reveals that from a classical perspective, light behaves
as an electromagnetic wave.
Like with any oscillating system, the electromagnetic field can be associated with a
collection of normal modes [219]. These correspond to frequency eigenstates of the un-
derlying wave equation in Eq.A.11, and characterise states of the field that oscillate with
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a fixed frequency at all points in space. Identifying these fundamental eigenmodes is
extremely useful, since we can use them as a complete basis from which to expand any
general solution to Maxwell’s equation. In general, the normal mode solutions to the
wave equation can be characterised by a separation of variables, where the temporal and
spatial dependencies of the field factorize in the following way,
Ak(r, t) = uk(r)e−iωkt. (A.12)
Here, the wave vector k defines the direction of propagation of each mode, while the
angular frequency ωk defines the temporal evolution of each mode. In order to satisfy
the wave equation, these quantities are related via the linear dispersion relationωk = ck,
where k = |k|. The spatial mode function uk(r) then characterises the spatial depen-
dency of the field. Inserting this ansatz into the wave equation, these mode functions are
required to satisfy the following Helmholtz equation,[︂
∇2 + k2
]︂
uk(r) = 0. (A.13)
In principle, there is freedom to choose any set of orthonormal mode functions uk(r) with
which to expand the spatial dependency of the field, provided they satisfy the above
equation and any additional boundary conditions that might be imposed. Ultimately,
it will be the specifics of the problem under consideration that will motivate a certain
choice of normal mode expansion, but we shall work with an unspecified set of mode
functions for the time being to keep things general. The Coulomb gauge condition ∇ ·
A(r, t) = 0, however, does impose certain properties on these mode functions, namely
that they are transverse vector functions. As such, they can each be decomposed into a
two-dimensional space spanned by any two mutually orthogonal unit vectors e⃗k,σ (σ =
1, 2), that physically correspond to the polarization degrees of freedom of light. We can
therefore introduce polarized normal mode functions with which to expand the total field,
Ak,σ(r, t) = e⃗k,σuk(r)e−iωkt, (A.14)
where the scalar mode functions uk(r) now describe the spatial dependency of the field
in each direction defined by the polarization vectors e⃗k,σ .
To formulate the normal mode expansion of the field in terms of these polarised nor-
mal mode components, it is convenient to consider the field contained in a fictitious quan-
tization volume V. While this is not strictly necessary, such a bounded system supports a
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discrete set of modes that will be conceptually simpler to deal with. In this case, the field
within the enclosing volume can be expressed as a linear superposition of normal modes
in the following manner,
A(r, t) = ∑
k,σ
Ãk,σ e⃗k,σuk(r)e−iωkt. (A.15)
where each coefficient Ãk,σ corresponds to the amplitude of the mode (k,σ) in the ex-
pansion, and the spatial mode functions form an orthonormal basis in this volume that
satisfy, ∫︂
V
dru∗k(r)uk′(r) = δk,k′ . (A.16)
While we can assume that the polarization unit vectors are real without loss of generality,
the expansion coefficients Ãk,σ are in general complex. However, since the total electro-
magnetic field is a physical observable and must be real-valued, and it helps to express
the vector potential in the following form,
A(r, t) = ∑
k,σ
e⃗k,σ
[︂
Ãk,σ(t)uk(r) + Ã
∗
k,σ(t)u
∗
k(r)
]︂
. (A.17)
Here, we have absorbed the normal mode time dependence into the expansion coeffi-
cients, defining Ãk,σ(t) = Ãk,σ e−iωkt and Ã
∗
k,σ(t) = Ã
∗
k,σ eiωkt. Using the relations in
Eq.A.5 and Eq.A.6, we can derive similar normal mode expansions for the electric and
magnetic fields as,
E(r, t) = i ∑
k,σ
ωk e⃗k,σ
[︂
Ãk,σ(t)uk(r)− Ã
∗
k,σ(t)u
∗
k(r)
]︂
, (A.18)
B(r, t) = i ∑
k,σ
ωk
c
e⃗k,σ
[︂
Ãk,σ(t)uk(r)− Ã
∗
k,σ(t)u
∗
k(r)
]︂
. (A.19)
A.2 Quantization of the electromagnetic field
When considering electromagnetic fields of extremely low intensity, their quantum prop-
erties become important and it is no longer possible to treat them as continuous classical
fields. In this regime, a quantum mechanical description is required that takes into ac-
count the particle-like nature of such fields, and this ultimately calls for a quantisation
of the electromagnetic field. The formal transition from Maxwell’s classical description
of electromagnetism to a quantum mechanical one can be achieved via canonical quanti-
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sation [220–222], originally proposed by Dirac in 1925 [223]. Here, the general idea is to
start from a Hamiltonian formalism of the classical dynamics in terms of pairs of canon-
ically conjugate variables (Q, P), and then promote these variables to operator objects,
(Q, P) ↦→ (Q̂, P̂), satisfying suitably chosen commutation relations. To identify the con-
jugate variables of the electromagnetic field, one can exploit the fact that the underlying
wave equation governing the evolution of each eigenmode of the radiation field is identi-
cal to that of a classical harmonic oscillator. As we shall demonstrate, this correspondence
ultimately allows one to formulate the total classical Hamiltonian as an assembly inde-
pendent harmonic oscillators corresponding to each mode, and associate pairs of canoni-
cally conjugate variables to each mode separately. To proceed, we start with the classical
Hamiltonian describing the total energy stored in an electromagnetic field [219],
HField =
ϵ0
2
∫︂
V
dr
[︂
|E(r, t)|2 + c2|B(r, t)|2
]︂
, (A.20)
where ϵ0 is the permittivity of free space. Using the normal mode expansions of E(r, t)
and B(r, t) given in Eq.A.18 and Eq.A.19, this Hamiltonian can be written in terms of the
classical variables Ãk,σ(t),
HField = 2ϵ0 ∑
k,σ
ω2k Ã
∗
k,σ(t)Ãk,σ(t). (A.21)
The structure of this Hamiltonian reveals that the total energy contained in the field can
be interpreted as a sum of energies associated with each mode separately. As already
mentioned, we can in fact associate each of these contributions with a separate harmonic
oscillator-type Hamiltonian, and thus attribute pairs of canonically conjugate variables to
each mode separately. In order to make this connection, it helps to separate the complex
coefficients Ãk,σ into their real and imaginary parts in the following specific way,
Ãk,σ =
1
2
[︃
iQk,σ(t)−
Pk,σ(t)
ωkϵ0
]︃
, (A.22)
where Qk,σ(t) and Pk,σ(t) are real-valued variables. In terms of these new variables, the
total classical Hamiltonian becomes,
HField = ∑
k,σ
Hk,σ = ∑
k,σ
[︄
P2k,σ(t)
2ϵ0
+
1
2
ϵ0ω
2
k Q
2
k,σ(t)
]︄
, (A.23)
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at which point the resemblance to a linear sum uncoupled mechanical harmonic oscilla-
tors becomes clear. Each mode of the electromagnetic field is now described by a separate
harmonic oscillator Hamiltonian Hk,σ , that is associated with an effective mass ϵ0, angu-
lar frequency ωk, and canonically conjugate position and momentum variables Qk,σ(t)
and Pk,σ(t) = ϵ0Q̇k,σ(t) satisfying Hamilton’s equations.
Having identified canonically conjugate variables Qk,σ(t) and Pk,σ(t) for each mode
of the electromagnetic field, we can quantize the total field by promoting these variables
to Hermitian operators,
Qk,σ(t) ↦→ Q̂k,σ(t), (A.24)
Pk,σ(t) ↦→ P̂k,σ(t). (A.25)
We emphasize that the implicit time-dependence of the classical variables has been inher-
ited by their quantum operator counterparts, and as such we are working in the Heisen-
berg picture. Keeping this in mind, the quantization procedure is then completed by
imposing equal-time canonical commutation relations onto these operators,
[︁
Q̂k,σ(t), P̂k′ ,σ ′(t)
]︁
= ih̄δk,k′δσ ,σ ′ , (A.26)
[︁
Q̂k,σ(t), Q̂k′ ,σ ′(t)
]︁
=
[︁
P̂k,σ(t), P̂k′ ,σ ′(t)
]︁
= 0, (A.27)
where h̄ is the reduced Planck constant. The classical variables Ãk,σ(t) are now asso-
ciated with non-hermitian quantum operators Âk,σ(t) = (iQ̂k,σ(t) − P̂k,σ(t)/ωkϵ0)/2.
However, it is more convenient to deal with dimensionless operators, and this motivates
the introduction of new operators âk(t) = i
√︁
2ϵ0ωk/h̄Âk,σ(t) which then satisfy the fol-
lowing dimensionless commutation relations,[︂
âk,σ(t), â
†
k′ ,σ ′(t)
]︂
= δk,k′δσ ,σ ′ , (A.28)
[âk,σ(t), âk′ ,σ ′(t)] = 0. (A.29)
We can then obtain the quantum mechanical Hamiltonian operator ĤField for the electro-
magnetic field by replacing the classical variables Ãk,σ(t) and Ã
∗
k,σ(t) in Eq.(A.21) with
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their corresponding operator counterparts âk,σ(t) and â
†
k,σ(t), to arrive at,
ĤField = ∑
k,σ
h̄ωk â
†
k,σ(t)âk,σ(t). (A.30)
By analysing the eigenstates of this Hamiltonian, one can interpret â†k,σ(t) and âk,σ(t) as
creation and annihilation operators, that respectively create and destroy photons in the
mode (k,σ). Finally, by replacing the classical variables Ãk,σ(t) and Ã
∗
k,σ(t) in Eq.(A.17-
A.19) with their corresponding operators, we can immediately obtain the quantum me-
chanical field operators for the vector potential, electric field and magnetic field as,
Â(r, t) = −i ∑
k,σ
√︄
h̄
2ϵ0ωk
e⃗k,σ
[︂
âk,σ(t)uk(r)− â†k,σ(t)u
∗
k(r)
]︂
, (A.31)
Ê(r, t) = ∑
k,σ
√︄
h̄ωk
2ϵ0
e⃗k,σ
[︂
âk,σ(t)uk(r) + â
†
k,σ(t)u
∗
k(r)
]︂
, (A.32)
B̂(r, t) = ∑
k,σ
√︄
h̄ωk
2ϵ0c2
e⃗k,σ
[︂
âk,σ(t)uk(r) + â
†
k,σ(t)u
∗
k(r)
]︂
. (A.33)
A.3 Optical beams in the paraxial regime
In this section we will outline the quantum theory of optical beams and their propagation
dynamics. Such fields can in general be characterized in terms of a small collection of
electromagnetic modes with k-vectors that are nearly aligned with the propagation direc-
tion, and are thus well described within the regime of paraxial optics. In this case, it is
possible to describe the beam propagation by an approximate version of the wave equa-
tion known as the paraxial wave equation, which is significantly simpler to deal with, yet
provides an excellent description of light emitted by most conventional laser systems. In
this section, we will formulate the quantum theory of light in this paraxial regime.
We begin by separating the electric field operator Ê(r, t) from Eq.A.32 into its complex
components as Ê(r, t) = Ê−(r, t) + Ê
†
−(r, t), where,
Ê−(r, t) = ∑
k,σ
√︄
h̄ωk
2ϵ0
e⃗k,σ âk,σ(t)uk(r). (A.34)
A general property of any paraxial field is that it will be nearly monochromatic, and will
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thus have a narrowband frequency spectrum strongly peaked around some characteristic
carrier frequency. Denoting this particular frequency as ωp, which will will be in the
optical domain, we can assume that all frequencies in the above mode expansion satisfy
ωk ≈ ωp. If we further consider the field to have a specific polarization e⃗p, we can then
factorize the electric field operator in the following way,
Ê−(r, t) ≈ e⃗p
√︄
h̄ωp
2ϵ0
Ê−(r, t), (A.35)
Ê−(r, t) = ∑
k
âk(t)uk(r), (A.36)
where âk(t) corresponds to the annihilation operator for a photon in the mode k
with polarization e⃗p. The operator Ê−(r, t) introduced here is normalized such that
Ê†−(r, t)Ê−(r, t) defines the photon density operator.
A.3.1 Slowly-varying envelope approximation
At this point, we can choose to expand the field in terms of a more specific set of spatial
mode functions uk(r) that reflect the paraxial geometry of the field. Assuming that the
field propagates along the z-direction of the chosen coordinate system, we can use a basis
of paraxial mode functions of the following general form,
uk(r) =
1√
L
µn(r⊥, z)eikz, (A.37)
where L is the length of the quantization volume in the z-direction. Here, the phase
factor eikz characterises the dominant spatial variations in the field along the propagation
direction, where the wavenumber k defines the optical wavelength as λ = 2π/k and
is related to the normal mode frequency via the linear dispersion relation ωk = c|k|.
The mode functions µn(r⊥, z) then describe the transverse profile of the field, and are
assumed to vary slowly in space along the propagation direction. The two-dimensional
vector quantity n determines the order of each mode. In any transverse plane at position
z along the propagation direction, these functions are chosen to form a complete basis set
satisfying, ∫︂
dr⊥µn(r⊥, z)µ∗n′(r⊥, z) = δn,n′ , (A.38)
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∑
n
µn(r⊥, z)µ∗n(r
′
⊥, z) = δ
(2)(r⊥ − r′⊥). (A.39)
Inserting the paraxial mode functions into the scalar Helmholtz equation, we find that
the transverse mode functions obey,[︂
∇2⊥ + ∂2z − 2ik∂z
]︂
µn(r⊥, z) = 0, (A.40)
where ∇2⊥ = ∂2x + ∂2y. Assuming the envelope of the total field varies slowly along the
propagation direction compared to the optical wavelength, and that it is only weakly
focussed in the transverse direction, it can be expanded in terms of a small subset of
transverse mode functions satisfying the following properties,⃓⃓⃓
∂
2
zµn(r⊥, z)
⃓⃓⃓
≪
⃓⃓⃓
2k∂zµn(r⊥, z)
⃓⃓⃓
,
⃓⃓⃓
∇2⊥µn(r⊥, z)
⃓⃓⃓
. (A.41)
We can therefore make the so-called slowly-varying envelope approximation [95], which
amounts to neglecting the second order spatial derivative of the mode functions along the
optical axis in Eq.(A.40). In this case, these functions are then governed by the following
approximate equation known as the paraxial Helmholtz equation,[︂
∇2⊥ − 2ik∂z
]︂
µn(r⊥, z) ≈ 0. (A.42)
This possesses various Gaussian beam-like solutions, and thus plays an important role
in optics. A particularly relevant class of such solutions are the Laguerre-Gauss modes,
which are well suited to the description of beams with circular symmetry, such as those
produced by laser systems with cylindrical cavity systems [224, 225]. We plot the few
lowest order Laguerre-Gauss modes in Fig.A.1 for reference. However, for our purposes,
it is not necessary to specify a particular set of transverse mode functions.
The functional form of the total electric field will in general consist of a slowly-varying
pulse envelope that is modulated by a high-frequency carrier wave of the form eikpz−iωpt,
as illustrated in Fig.A.2(a). Here, the carrier frequency ωp accounts for the dominant
temporal variations in the field, while the associated wavenumber kp characterises the
dominant spatial variations in the field along the propagation direction. For most physi-
cal observables that we will be interested in, however, the effects of this rapidly oscillating
contribution will average out, and it is therefore more suitable to describe the quantum
dynamics of the slowly-varying envelope of the field alone. Formally, this can be achieved
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Figure A.1 | Paraxial modes: (a) Longitudinal intensity profile of the lowest order Laguerre-Gauss mode,
where the solid red lines indicates the beam waist. (b) Transverse intensity profiles of the few lowest order
Laguerre-Gauss modes at the beam focus, specified in terms of the radial index p and azimuthal index l.
by transforming the photonic operators to an oscillating reference frame in which the car-
rier wave dependency is exactly cancelled, as characterised by a unitary transformation
of the following form,
Û = exp
[︄
i(ωpt− kpz)∑
k,n
â†k,n(t)âk,n(t)
]︄
, (A.43)
where the operators âk,n(t) describe the creation of photons in the paraxial modes intro-
duced previously. These operators are then transformed under the action of this unitary
transformation as âk,n(t) ↦→ ãk,n(t) = âk,ne−ikpz+iωpt. This essentially corresponds to a
translation in frequency space, since each operator âk,n(t) that destroys a photon in the
mode (ωk, k) in the lab frame is transformed to a new operator ãk,n(t) that destroys a pho-
ton in the shifted mode (ωk −ωp, k − kp), as illustrated in Fig.A.2(b). The electric field
operator is then transformed under this transformation according to,
Ê−(z, t) ↦→ Ê(r, t) = Ê−(r, t)e−ikpz+iωpt, (A.44)
where the operator Ê(r, t) describes the quantum state of the slowly-varying probe field
envelope, and can be expressed in terms of a paraxial mode expansion as,
Ê(r, t) = 1√
L
∑
k,n
âk,n(t)µn(r⊥, z)ei(k−kp)z+iωpt. (A.45)
Here, we assume that the sum is performed over positive values of k only, such that this
field operator strictly describes forward propagating light fields. In the continuum limit,
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Figure A.2 | Slowly varying envelopes: (a) The total electric field (described by Ê) consists of a rapidly
oscillating carrier wave that is modulated by a slowly varying envelope (described by Ê ). (b) While the
frequency spectrum of the total field is strongly peaked around the carrier wave frequency components
(ωp, kp), the translated spectrum of the slowly varying envelope is peaked around zero frequency.
where the quantization volume tends to infinity, these operators correspond to Bosonic
fields with the following commutation relations,[︂
Ê(r, t), Ê †(r′, t)
]︂
= δ(3)(r− r′), (A.46)
[︁
Ê(r, t), Ê(r′, t)
]︁
=
[︂
Ê †(r, t), Ê †(r′, t)
]︂
= 0. (A.47)
A.3.2 Paraxial wave equation
From the Hamiltonian for the free electromagnetic field in Eq.A.30, the Heisenberg equa-
tion of motion governing the vacuum propagation of the slowly-varying photonic opera-
tor can be derived as,
∂tÊ(r, t) = −c
1√
L
∑
k,n
i(k− k0)âk(t)µn(r⊥, z)ei(k−kp)z+iωpt, (A.48)
= −c∂zÊ(r, t)− c
1√
L
∑
k,n
âk(t) [∂zµn(r⊥, z)] ei(k−kp)z+iωpt. (A.49)
However, since the relevant mode functions in this expansion are well described within
the paraxial approximation, it follows from Eq.A.42 that ∂zµn(r⊥, z) ≈ ∇2⊥µn(r⊥, z)/2ik.
In this case, and using the the fact that the physical field consists of modes with wavenum-
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bers strongly peaked around k ≈ kp, Eq.A.49 can be approximated by,
∂tÊ(r, t) = −c∂zÊ(r, t)−
c
2ikp
∇2⊥Ê(r, t). (A.50)
This is the paraxial wave equation: the first term describes the general forward propa-
gation of the probe field along the optical axis, while the second term accounts for trans-
verse effects such as focussing and diffraction. However, in the regime of weak focussing,
where the transverse extent of the field varies negligible on the lengthscale of the optical
wavelength, and considering small propagation distances along the optical axis, it is well
justified to neglect these transverse effects all together. In this case, the probe field is
governed by a simple one-dimensional propagation equation of the following form,
∂tÊ(r, t) = −c∂zÊ(r, t). (A.51)
Overall, this equation describes the form stable propagation of the probe field along the
optical axis at the vacuum speed of light. Despite the fact that this equation represents a
drastic simplification of the full wave equation, it nonetheless characterises optical prop-
agation extremely well for most physically relevant situations.
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Chapter B
Light-Matter Interactions
B.1 Interaction of a single atom with a quantized field
B.1.1 Two-level atoms
A single atom can be modelled as a valence electron of mass m and charge e that is bound
to an atomic nucleus by an electrostatic potential V(r), where r corresponds to the posi-
tion vector of the electron relative to the nucleus. In the absence of an external field, the
Hamiltonian describing the electronic dynamics of the atom can be expressed as a sum of
the kinetic and potential energy of the electron [219],
ĤAtom =
p̂2
2m
+ V(r), (B.1)
where the operator p̂ describes the electron momentum. The atomic nucleus is assumed
to be stationary since it is significantly more massive than the electron. This Hamiltonian
possess a discrete spectrum eigenstates |ei⟩ corresponding to the electronic bound states
of the atom with associated energies Ei. It is generally more convenient to express ĤAtom
in terms of these energy eigenstates as,
ĤAtom = h̄ ∑
i
Eiσ̂ ii, (B.2)
where we have introduced σ̂ ii = |ei⟩⟨ei| as the atomic projection operator of the state
|ei⟩, while σ̂ ji = |e j⟩⟨ei| corresponds to the atomic transition operator that couples |ei⟩
to a different state |e j⟩. Such transitions can be induced by an external electromagnetic
field when the field frequency is close to that of the atomic transition frequency ω ji =
(E j − Ei)/h̄. Considering a field that is resonant with a specific transition between a low-
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lying state |g⟩ and an energetically excited state |p⟩, it is justified to neglect the influence
of all other states and approximate the entire atom as a single two-level quantum system.
The corresponding atomic Hamiltonian in this case reduces to the following simple form,
ĤAtom = h̄ωpgσ̂ pp, (B.3)
where we have shifted all energies by that of the atomic ground state |g⟩ and defined
ωpg = (Ep − Eg)/h̄ as the atomic transition frequency.
B.1.2 Electric dipole interaction and dipole approximation
The coupling between the atom and an external field can be understood as an electric
dipole interaction. Essentially, the field exerts a force on the atomic valence electron that
redistributes its charge density, and the effect of this produces an instantaneous dipole in
the atom that can align and oscillate with the field. In the Coulomb gauge, the Hamilto-
nian describing this electric-dipole interaction can be written in the Schrödinger picture
as,
ĤAtom−Field = d · Ê(r), (B.4)
where Ê(r) is the electric field operator of the driving field, and d̂ = −er̂ is the electric
dipole operator characterising the dipole moment of the atom (where r̂ is the position
operator of the valence electron). Concerning the interaction of the field with a two-level
system, it is best to express the dipole operator in terms of the energy eigenstates of the
atom. Since an atom in an energy eigenstate does not possess a permanent dipole moment
due to inversion symmetry, the dipole operator is off-diagonal in a basis of such states.
For an atom formed from the states |g⟩ and |p⟩, the dipole operator then becomes,
d̂ = d⃗gp
[︁
σ̂ gp + σ̂ pg
]︁
, (B.5)
where the matrix elements d⃗gp = ⟨g|d̂|p⟩ = ⟨p|d̂|g⟩ are assumed to be real. The fact that
this operator is purely off-diagonal reflects the fact that the applied field serves to induce
transitions between the involved states only, without modifying their bare energies.
In general, the wavelength of the field is considerably larger than the physical size of
the atom. For example, the wavelengths of light associated with optical transitions are
on the order of 500nm, while the typical atomic dimensions are on the order of a Bohr
radius a0 = 0.05nm (at least for low-lying atomic states). Under these conditions, the
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field is approximately constant over the spatial extent of the atom, and it is well justified to
approximate the field over the entire atom by its value at the atomic nucleus, located at r0.
This is the so-called dipole approximation [219], which results in a simplified interaction
Hamiltonian of the form,
ĤAtom−Field ≈ d⃗gp · Ê(r0)
[︁
σ̂ gp + σ̂ pg
]︁
. (B.6)
The simplification here is due to the fact that this Hamiltonian no longer depends on the
electron position operator, but only on the position of the atomic nucleus, which is taken
to be a classical variable.
B.1.3 Rotating-wave approximation
Using the form of the electric field operator in Eq.A.32, the electric dipole Hamiltonian de-
scribing the interaction between a single two-level atom and a quantized electromagnetic
field in the dipole approximation becomes,
ĤAtom−Field = h̄ ∑
k,σ
gk,σuk(r0)âk,σ
[︁
σ̂ gp + σ̂ pg
]︁
+ h.c., (B.7)
where the quantity gk,σ = (d⃗pg · e⃗k,σ)
√︁
ωk/2ϵ0h̄ defines atom-photon coupling strength
for a photon in the mode âk,σ . This Hamiltonian consists of four distinct contributions.
The term proportional to σ̂ pg âk,σ describes the process of photon absorption in which the
atom transitions from the ground to the excited state by absorbing a photon from the
field. The conjugate term proportional to â†k,σσ̂ gp then describes the reverse process of
stimulated emission, in which the atom returns to the ground state by emitting a photon
back into the field. Both of these contributions conserve the total energy in the system.
However the remaining terms, proportional to âk,σσ̂ gp and â
†
k,σσ̂ pg, do not conserve the
total number of excitations in the system and therefore violate energy conservation. Ne-
glecting these contributions amounts to the so-called rotating wave approximation [220],
which is a commonly adopted approximation for problems in quantum optics. A more
formal justification of this approximation can be made by first transforming to the interac-
tion picture, characterised by a unitary transformation Û = exp[−i(ĤAtom + ĤField)t/h̄].
In this case the total Hamiltonian becomes,
ĤInt = h̄ ∑
k,σ
gk,σuk(ra)
(︂
âk,σσ̂ gpe−i(ωk+ωgp)t + âk,σσ̂ pgei(ωk−ωgp)t
)︂
+ h.c. (B.8)
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Assuming that the dominant field frequencies are close to that of the atomic transition
frequency, such that ωk ≈ ωgp, its follows that |ωk +ωgp| ≫ |ωk −ωgp|. The energy
non-conserving processes therefore rotate at roughly twice the optical frequency and that
their contributions quickly average to zero over the timescale of the dominant energy-
conserving processes. By dropping these terms and transforming back to the Schrödinger
picture, the interaction Hamiltonian becomes,
ĤAtom−Field = h̄ ∑
k,σ
gk,σ
[︂
uk(ra)σ̂ pg âk,σ + u∗k(ra)â
†
k,σσ̂ gp
]︂
. (B.9)
B.2 Spontaneous emission
An atom in an external field can undergo transitions between two electronic states
through cycles of photon absorption and stimulated emission. However, even in the
absence of an applied field, atoms can still undergo transitions by interacting with the
electromagnetic vacuum field. A characteristic manifestation of this is spontaneous emis-
sion, where an atom in an excited state can spontaneously decay to a lower lying state by
emitting a photon with a random phase and emission direction [220, 226]. For an isolated
atom in vacuum, there are infinitely many electromagnetic modes into which the photon
can be emitted, and the probability for the atom to re-absorb the photon and return to the
original state is negligible, rendering this decay process essentially irreversible.
B.2.1 Open quantum systems
Spontaneous emission is a paradigmatic example of an open quantum system [227], in
which a quantum ‘system’ (described by a few degrees of freedom) is coupled to an ‘en-
vironment’ or ‘reservoir’ (described by infinitely many degrees of freedom). The system
in the current situation consists of the free atom driven by the external field, while the
environment consists of all initially unoccupied vacuum modes. Generally, the treatment
of such open system dynamics is dealt with by eliminating the infinitely many degrees
of freedom of the environment in favour of a reduced description of the system dynam-
ics alone. Before we can attempt to obtain to obtain a reduced description of the system
dynamics, we first need to formulate the entire system including the environment. We
therefore start with a Hamiltonian of the form,
Ĥ = ĤSys + ĤEnv + ĤSys−Env, (B.10)
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where ĤSys = ĤField + ĤAtom + ĤAtom−Field describes the atom and the external driving
field, ĤEnv describes the infinity of vacuum modes characterising the environment, and
ĤSys−Env describes the system-environment interaction arising due to spontaneous emis-
sion. This is the most generic form of the Hamiltonian describing a system coupled to an
environment.
To describe the environment in the present situation, we introduce the photonic op-
erators b̂k,σ that describe the creation of photons in the vacuum modes, where k and σ
denote the wavevector and polarization. These are assumed to describe a continuum
of electromagnetic modes that are orthogonal to those of the external driving field. The
environment Hamiltonian can then be written in terms of these operators as,
ĤEnv = h̄ ∑
k,σ
ωkb̂
†
k,σ b̂k,σ . (B.11)
The coupling between the atom and these modes of the environment is then described by
an electric dipole interaction, with a Hamiltonian of the form in Eq.B.9. It is most con-
venient to expand the field in this case in terms of plane wave modes with spatial mode
functions of the form uk(r) = eik·r/
√
V, which then account for spontaneous emission
into any direction k. Restricting our consideration to the decay of the excited state |p⟩
to the ground state |g⟩ only (other decay processes will ultimately not be relevant), the
Hamiltonian describing the system-environment coupling can be written as,
ĤSys−Env =
h̄√
V
∑
k,σ
gk,σ
[︂
σ̂ pgb̂k,σ eik·r0 + b̂
†
k,σσ̂ gpe
−ik·r0
]︂
. (B.12)
B.2.2 Wigner-Weisskpf theory
As already mentioned, open system dynamics are generally dealt with by eliminating
the infinitely many degrees of freedom of the environment in favour of a simplified
description of the system. In this section, we will introduce this idea through Wigner-
Weisskopf theory, which will be used to derive the characteristic timescale associated
with spontaneous decay. In order to focus on the system-environment coupling alone,
we first transform to the interaction picture defined by a unitary transformation of the
form Û = exp[i(ĤSys + ĤEnv)t/h̄], for which the total Hamiltonian becomes,
ĤSys−Env =
1√
V
∑
k,σ
gk,σ
(︂
σ̂ pgb̂k,σ eik·r0 e−i(ωgp−ωk)t + b̂
†
k,σσ̂ gpe
−ik·r0 ei(ωgp−ωk)t
)︂
. (B.13)
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To solve the system dynamics described by this Hamiltonian, we can then proceed to
write down a wave function for the total combined system of the atom and the vacuum
field. This will generally be a superposition of two possible states: |p, 0k,σ⟩ which corre-
sponds to an atom in the excited state with no photons in the vacuum field, or |g, 1k,σ⟩
which corresponds to the state of the atom after spontaneously emitting a photon into the
vacuum mode (k,σ). Summing over all possible modes of the emitted photon, the total
wave function of the system is thus,
|Ψ(t)⟩ = Cp(t)|p, 0k,σ⟩+ ∑
k,σ
Ck,σ(t)|g, 1k,σ⟩, (B.14)
where Cp(t) and Ck,σ(t) correspond to the time-dependent amplitudes to be in the states
|p, 0k,σ⟩ or |g, 1k,σ⟩ respectively. The equations of motion governing the evolution of these
amplitudes can then be determined as,
∂tCp(t) = −i
1√
V
∑
k,σ
gk,σ eik·ra ei(ωgp−ωk)tCk,σ(t), (B.15)
∂tCk,σ(t) = −i
1√
V
gk,σ e−ik·ra e−i(ωgp−ωk)tCp(t). (B.16)
At this point, we can formally integrate the equation of motion for Ck,σ(t) and substitute
the result into the dynamical equation for Cp(t), which effectively removes any explicit
dependence on the environment degrees of freedom. This yields a closed form equation
of motion for the excited state atomic amplitude as,
∂tCp(t) = −∑
k,σ
g2k,σ
V
∫︂ t
t0
dτei(ωpg−ωk)(t−τ)Cp(τ). (B.17)
Since we are concerned with spontaneous emission in free space, we can take the quan-
tization volume V to infinity, which yields a continuum of modes for the vacuum field,
and make the replacement,
∑
k,σ
↦→ 2 V
(2π)3
∫︂ 2π
0
dφ
∫︂ π
0
dθ sinθ
∫︂ ∞
0
dkk2. (B.18)
Here, k defines the wavenumber of the spontaneously emitted photon, while the polar
and azimuthal angles θ and φ define its emission direction. Assuming the alignment of
the atomic dipole is such that it makes an angle θ with the electric field polarization, we
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can perform the angular integration in Eq.(B.17) to yield,
∂tCp(t) = −
2d2pg
3(2π)2h̄ϵ0c3
∫︂ ∞
0
dωkω3k
∫︂ t
t0
dτei(ωpg−ωk)(t−τ)Cp(τ), (B.19)
where we have used the linear dispersion relationωk = ck. So far, we have performed an
exact elimination of the environment. However, the resulting equation of motion for the
excited state amplitude is time-nonlocal and generally very difficult to solve. To deal with
this, this we can invoke the Markov approximation, which assumes that the emission pro-
cess depends only on the current state of the system and not on any past state. Physically,
this assumption is reasonable since dissipation of energy (photons) into an environment
with a short correlation time will erase any memory of the past state of the system. In the
present situation, such a Markov approximation permits the replacement Cp(τ) → Cp(t)
in Eq.B.19, which relies on a separation of timescales between the short correlation time
of the environment and the significantly longer timescale over which the system evolves.
Based on this separation of timescales argument, we can also extend the temporal integra-
tion limits in Eq.B.19 over all time to ultimately derive the following time-local equation
of motion for Cp(t),
∂tCp(t) ≈ −γCp(t), (B.20)
where the deacy rate γ is given by,
γ =
ω3pgd2pg
6πϵ0h̄c3
. (B.21)
This predicts an irreversible (or dissipative) exponential decay of the excited state am-
plitude with a characteristic decay rate γ. The irreversible nature of the described decay
process originates from the fact that the atom is coupled to a continuum of modes in vac-
uum. Although there is a finite probability for the atom to reabsorb the photon emitted
into any given direction, the amplitudes for these various processes destructively inter-
fere when summing over all possibilities.
B.2.3 Heisenberg-Langevin equations
The stochastic nature of spontaneous emission introduces noise into the system, which is
a manifestation of the fluctuation-dissipation theorem of statistical physics [227]. Essen-
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tially, detailed balance entails that any fluctuations associated with the reservoir degrees
of freedom (originating from the random phase and emission direction of the photon)
will have a corresponding ‘noisy’ back-action on the system degrees of freedom (i.e. the
atomic degrees of freedom). The unified description of such dissipation and fluctuations
can be treated in the Heisenberg picture by the so-called Heisenberg-Langevin equations
[220], aptly named due to their resemblance to the Langevin equations describing classi-
cal brownian motion.
To derive the Heisenberg-Langevin equations for a single atom coupled to a radiative
environment, we start by transforming to the interaction picture defined by a unitary
transformation of the form Û = exp[i(ĤSys + ĤEnv)t/h̄], for which the total Hamiltonian
becomes,
ĤInt =
1√
V
∑
k,σ
gk,σ
(︂
σ̂ pgb̂k,σ eik·r0 e−i(ωgp−ωk)t + b̂
†
k,σσ̂ gpe
−ik·r0 ei(ωgp−ωk)t
)︂
. (B.22)
The Heisenberg equations of motion for the atomic transition operator and the photon
operator describing the vacuum modes can then be derived from this as,
∂tσ̂ gp(t) = −i
[︁
σ̂ gg(t)− σ̂ pp(t)
]︁ 1√
V
∑
k,σ
gk,σ eik·ra e−i(ωgp−ωk)tb̂k,σ(t), (B.23)
∂tbk,σ(t) = −i
1√
V
gk,σ e−ik·r0 ei(ωgp−ωk)tσ̂ gp(t). (B.24)
Similar equations of motion can be derived for the atomic populations, but these will ul-
timately not be important. We then proceed to eliminate the reservoir degrees of freedom
by formally solving the Heisenberg equation of motion for the photon operator as,
b̂k,σ(t) = b̂k,σ(t0)− i
1√
V
gk,σ e−ik·r0
∫︂ t
t0
dτei(ωgp−ωk)(t−τ)σ̂ gp(τ), (B.25)
where b̂k,σ(t0) describes the vacuum modes at some initial time t0. Upon inserting this
solution into Eq.B.23, and invoking the Markov approximation as outlined previously,
the Heisenberg equation of motion for the atomic transition operator can be written as,
∂tσ̂ gp(t) = −γσ̂ gp(t) + F̂gp(r0, t), (B.26)
The first term in this equation accounts for the damping effects of dissipation in the sys-
tem that arise when photons are irreversibly scattered into the environment. The term
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F̂gp(r0, t) is referred to as the noise operator and describes the fluctuating forces in the
system that are linked with this spontaneous emission, which is given explicitly by,
F̂(r0, t) = −i
[︁
σ̂ gg(t)− σ̂ pp(t)
]︁ 1√
V
∑
k,σ
gk,σ eik·r0 âk,σ(t0)ei(ω0−ωk)t. (B.27)
Specifically, this operator describes Markovian or δ-correlated white noise, where the fluc-
tuations vary rapidly in time and average to zero. The interpretation of F̂gp(r0, t) as a
noise operator is due to the fact that it depends on the vacuum operators at the initial
time, which are stochastic variables. Crucially, we note that this operator is required to
preserve the commutation relations σ̂ gp(t), which would otherwise be subject to a rapid
exponential decay on a time scale set by the damping constant γ.
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