Abstract -In peak classification of electroencephalogram (EEG) signals, angle modulated simulated Kalman filter (AMSKF) and binary simulated Kalman filter (BSKF) algorithms have been implemented for feature selection. In this paper, another extension of SKF algorithm, which is called distance evaluated simulated Kalman filter (DESKF) algorithm, is applied for the same feature selection problem. It is found that the DESKF algorithm performed better than the AMSKF and BSKF algorithms in terms of testing accuracy.
I. INTRODUCTION
Electroencephalogram (EEG) is a well-known type of non-invasive recorded brain signals. The EEG signals are acquired using electrodes which are placed using the 10-20 international electrode placement system [1] . The EEG signals contain an electrical activity arising from the brain response to the cerebral activities such as mental task, event-related desynchronization, evoke potential, and slow cortical potential. Other human activities also can be recorded using EEG through brain response from horizontal eye movements, eye blinks, head movements, left and right hand movements, left and right leg movements, and finger movements.
EEG signals have become a growing interest in research that are widely used for various real applications such as brain-computer interface (BCI) [2] , human-machine interface (HMI) [3] , diagnosing and monitoring epilepsy [4] , diagnosing stroke patients [5] , tracking eye gaze [6] , and continuous monitoring critically ill patients in coma [7] . The HMI, BCI, and tracking eye gaze applications are specifically developed to assist physical impaired people on verbal communication and controlling devices. Nowadays, the utilization of an advanced processing method makes the EEG signals has efficiently been used for those particular applications. However, there are still many researches required to be done for the further development process.
The utilization of peak classification algorithm has become the most significant approach in several physiological signals applications such as the detection of epileptic EEG signals [8] [9] , the detection of P300 response in the EEG signals [10] , photo-plethysmo-gram (PPG) monitoring [11] , electrocardiogram (ECG) monitoring [12] [13] [14] , the analysis of gastric electrical activity (ECA) [15] , and the detection of eye gaze direction applications [16] . In those applications, peak classification algorithm is typically located in the first step of a classification process. For example, in epilepsy detection application, epilepsy may occur when recurrent peaks are detected in the EEG recording during a given time interval by any immediately identifiable cause. A similar approach is used for the detection of horizontal eye gaze direction application. Once one true peak is identified, a subject may have shift once to the left or right direction. P300 response also triggers a peak in the EEG signals. P300 is a brain response measured by electrodes covering the parietal lobe in the presence of visual and auditory stimuli. Also, in PPG signals monitoring, peak classification algorithm is employed for the analysis of heart rate variability in evaluating vascular effects.
In general, a peak point in a signal holds the highest value located at a specific time and location. A peak point can exist in the signals as the response of brain on human activities or noise. Some examples of the response of brain on human activities that triggers a peak in the signals are epilepsy, eye blink, and the horizontal and vertical eye movements. Some researchers focused on research to define the characteristics of a peak in the EEG signals. For example, in the epileptic EEG signals point of view, Gloor [17] has defined a peak as follows: (1) a restricted triangular transient clearly distinguishable from background activity, (2) having an amplitude of at least twice that of the preceding five seconds of background activity in any channel of EEG signals, and (3) a peak signals have a duration of lower and equal than 200ms. From the response of eye blink and eye movements in the EEG signals, Iwasaki [18] have pointed out that the amplitude of peak points are different from one subject to another and it can vary from 600µV to 1100µV. Another research work by Sovierzoski [19] has analyzed the electrical behavior of EEG eye blink events. The research work has recorded the minimum, maximum, and the average of the peak The maximum value of amplitude was 533μV. The average of peak amplitude was 170μV. These findings showed that the peak amplitude can vary from 55μV up to 533μV and it depends on subjects. Sometimes, the amplitude is higher than usual due to various noises. From the various definition of a peak in EEG signals, it can be understood that a peak definition is not similar to different events. Also, different subjects often do not produce the same peaks. As such, this kind of knowledge must be considered in the further research works. Neural network with random weight (NNRW) has been employed in peak classification of EEG signals [20] . Due to potential redundancy of peak features, angle modulated simulated Kalman filter (AMSKF) and binary simulated Kalman filter (BSKF) algorithms have been employed as feature selection [21] [22] . The AMSKF and BSKF are the extensions of simulated Kalman filter (SKF) which is a population-based optimization algorithm [23] [24] . In this paper, another extension called distance evaluated SKF (DESKF) algorithm is employed for feature selection in peak classification and the results produced by DESKF algorithm is compared with existing results.
II. FEATURES OF AN EEG SIGNAL
A peak model of the time domain analysis can be defined based on the selection of eight variables shown in Figure 1 . The set of parameter points comprised of the ith candidate peak point, PP i , the two associated valley points, VP1i and VP2i, the half point at first half wave (HP1i), the half point at second half wave (HP2 i ), the turning point at first half wave (TP1 i ), the turning point at second half wave (TP2i), and the moving average curve point (MAC(PPi)).
The ith candidate peak point, PPi, is identified using three-points sliding window method [15] . By considering discrete-time signals, x(I), of L points, those three-points are denoted as x(I-1), x(I), and 
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The half point at first half wave is defined as the point located in the middle between the PPi and VP1i while the half point at second half wave is defined as the point based in the midst between the PP i and VP2 i . The turning point is defined as the point where the slope decreases more than 50 percent as compared to the slope of the preceding point. The MAC(PP i ) point is located at the intersection between the PP i and MAC(PP i ) points. The window length of the moving averaging is 100 sampling points. The time domain-based features of a candidate peak can be categorized into three groups, namely amplitude, width, and slope as shown in Table 1 . Referring to Table 1, there are five different amplitudes, seven different widths, and four different slopes that can be calculated based on the eight defined points, resulting in a total of 16 features.
III. NEURAL NETWORK WITH RANDOM WEIGHT (NNRW)
The NNRW is a fast learning algorithm of a single layer feedforward neural network (SLFN). NNRW was firstly introduced by Schmidt [25] . The network of NNRW consists of three layers that are input, hidden, and output layers. The input weights are located between the input layer and hidden layer. Whereas in between of the hidden layer and output layer, are the output weights. The learning concept of NNRW is that the input weights and the biases at the hidden layer in the network are chosen randomly with a specific interval, whereas the output weights are estimated by the Moore-Penrose generalized inverse method [26] . The input weights are assigned randomly between -1 and 1. Also, the biases in the hidden layer are assigned randomly between 0 and 1. Both parameters follow the setup parameters in [27] . A similar concept of NNRW was further developed by Pao and Takefuji [28] , knowingly as random vector functional-link (RVFL) nets. Variations of extended RVFL were introduced to establish the theoretical results of the RVFL concept [29] .
The output function of NNRW classifier of a given unknown sample, x can be mathematically described as:
The output matrix of the hidden layer, H, is calculated using Equation (2):
where g is an activation function of the hidden neuron, x is the N × L matrix of inputs, a is the d × L matrix of random input weights, b is the 1 × L matrix of random biases in the hidden layer, N is an arbitrary distinct sample, L is the number of hidden neurons, and d is the number of inputs. The ith column of H is the output of the ith hidden neuron with respect to inputs
The NNRW can be represented as a linear system. The linear system of NNRW is mathematically modeled as
where β is the L × m matrix of output weights and T is the N × m matrix of target outputs. m is the number of output neurons. To find the least square solution, β of the linear system, Equation (6) Amplitudes Peak-to-peak amplitude of the first half wave     The slope between peak point and turning point at the second half wave
In the output layer, two neurons are used in the network to classify the output into two classes (output): class 1 and class 0. For two classes (m > 1), the predicted class label is the ith number of the output neurons which the maximum value of output neuron. The predicted class label of a given unknown sample x is defined as follows.
IV. DISTANCE EVALUATED SKF FOR FEATURE SELECTION
The simulated Kalman filter (SKF) algorithm [23] [24] is illustrated in Figure 2 . Consider n number of agents, SKF algorithm begins with initialization of n agents, in which the states of each agent are given randomly. The maximum number of iterations, tmax, is defined. The initial value of Then, every agent is subjected to fitness evaluation to produce initial solutions {X 1 (0), X 2 (0), X 3 (0), …, X n-2 (0), Xn-1(0), Xn(0)}. In this study, Gmean is used as fitness and it is calculated as follows:
Gmean
TPR TNR   (9) where TPR = TP/(TP+FN) and TNR = TN/(TN+FP). The TP is the correctly detected peak point of a peak candidate, TN is any correctly detected non-peak point of a peak candidate. On the other hand, FP is an incorrectly designated non-peak point of a peak candidate and FN is any incorrectly detected true peak point of peak candidate. Note that in this study, the objective is to maximize the Gmean value. The fitness values are compared and the agent having the best fitness value at every iteration, t, is registered as ( ) best X t . The subsequent calculations are similar to the predictmeasure-estimate steps in Kalman filtering. In the prediction step, the following time-update equations are computed.
where ( ) 
Then, the estimation of next state,   Equation (14) and Equation (15), respectively: Finally, the next iteration is executed until the maximum number of iterations, tmax, is reached. Since 16 features are considered in this study, solutions to the feature selection, Figure 3 . Based on this representation, "1" indicates that a feature is selected and "0" indicates that a feature is not selected. Due to massive possible combinations, search for a set of good features is a difficult task. The distance evaluated simulated Kalman filter algorithm (DESKF) [30] is an extension of the SKF algorithm for combinatorial optimization problems such as the feature selection problem. In DESKF, a distance for a dimension d can be calculated as follows:
This distance plays an important role in the DESKF. The distance, 
Then, the probabilistic value is compared to a random number, Table 2 . For the NNRW classifier of each experiment, all parameters setup is shown in Table 3 . The EEG signals used in this study are similar to the previously published work [22] , which includes three different cases of the EEG signals as tabulated in Table 4 . The first case is labeled as single eye blink signals. The second case is labeled as double eye blink signals. The third case is labeled as eye movement signals. In total, the data collection has 40-second length and 102400 sampling points. From 102400 sampling points, 3881 candidate peak locations were recognized where the known actual peak point locations are 40 and the remaining sampling points are the known actual non-peak point location. Table 5 presents the experimental results based on 30 times repeated of four-fold cross validation process using the DESKF feature selection technique. The results of every four-fold cross validation process indicate the maximum testing accuracy and the best combination of features among the four groups of data. The training and validation accuracies of the best testing result are also recorded and tabulated in the table. From Table 5 , it can be shown that the peak model with three associate peak features: f 1 , f 9 , and f 16 , obtains 73.8% of accuracy, in which it the best classification performance using the DESKF technique. From the three associated features, f1 is a peak-to-peak amplitude of the first half wave, f 9 is a turning point width, and f 16 is a turning point slope at the second half wave. For overall of testing accuracy, the average, maximum, minimum, and STDEV over 30 runs are 64.4%, 73.8%, 55.3%, and 5.3%, respectively.
The comparisons of testing results are tabulated in Table  6 . The classification performance of testing for the full feature set, Dumpala, Acir, Liu, and Dingle models are 49.4%, 51.5%, 52.2%, 48.2%, and 40.1%, respectively. The testing performance of the DESKF model achieves 73.8%, with more than 20% of accuracy better than the five existing peak models. When comparison with AMSKF and BSKF is made, in terms of testing accuracy, it is found that the features found by the DESKF contribute to highest performance compared to other models, with 73.8%.
VI. CONCLUSION
In this paper, DESKF, which is another extension of SKF algorithm, is tested. The selected features are used by NNRW in classification process. It is found that as feature selector, the DESKF is superior than AMSKF and BSKF. The set of features selected by the DESKF is also better than another peak models namely Dumpala, Acir, Liu, and Dingle.
