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Abstract
An algebraic loop is a ‘group without associativity’. It holds that a surjective homomorphism
of simplicial loops is a Kan fibration, the Moore complex is a loop-valued chain complex with
homology the homotopy groups of the simplicial loop, and the simplicial loop is minimal iff the
Moore complex is minimal. We show that the minimal simplicial model of a connected H-space X
is a simplicial loop. As an application, we give a short proof of a Theorem of Kock, Kristensen and
Madsen which represents cohomology theories by the homology of loop-valued cochain functors.
Then we show that the Postnikov decomposition of a connected minimal simplicial loop consists
of central loop extensions. Using this, we prove a refinement of a Theorem of Iriye and Kono: For
a connected 2-antilocal H-space X, there exists a strict commutative loop structure on its minimal
model.  2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
An H-space is a pointed topological space X together with a continuous map µ :X ×
X → X such that µi1  IdX  µi2. Here the homotopies have to be in the pointed
category, and i1, i2 :X→X×X denote the natural inclusions. There is no requirement of
associativity up to homotopy. The principal examples of H-spaces are given by topological
groups, or by loop spaces. An example of an H-space which is not homotopy-associative
is given by the unit sphere S7 in the Cayley octaves (see [9,16,12]).
The loop space of a space Y or simplicial set Y• can be formed in various ways, all
equivalent up to homotopy: The usual mapping space ΩY is an H-group, or better, an A∞-
space [12,1]. Using Moore loops, the loop multiplication can be made strictly associative.
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For a simplicial set Y•, there exists the Kan loop group G•(Y•) [11], which is even a free
simplicial group. For a Kan simplicial set Y•, one can form the ‘small loop space’ LY• [11],
which again is Kan.
Now, there is a correspondence between weak homotopy types of spaces and minimal
simplicial Kan sets up to isomorphism [11]. Thus we may speak of the minimal simplicial
model of a space. Then we may ask, which of the above structures and properties are shared
by the minimal simplicial model of an H-space, in particular for a topological group or a
loop space. By definition, the minimal simplicial model of an H-space is a Kan set, and
it is clear that it also is a simplicial H-space. But even if we consider topological groups
or loop spaces, in general they do not carry the structure of a simplicial group. The reason
is the non-functoriality of the construction of a minimal simplicial model, which destroys
strict associativity. (Of course, we still have on it an A∞-structure for topological groups
and loop spaces by the homotopy invariance of this concept [12].)
In Proposition 3.2 we show that the minimal simplicial model of a connected H-space
X is a simplicial loop. An algebraic loop is a set with binary operation, which behaves
like a group with the exception of the law of associativity. Proposition 3.2 can be viewed
as a refinement of a theorem of James [8], which we obtain as a corollary. It states that
the set of pointed homotopy classes [A,X] has the structure of a loop, where X is a
connected H-space and A is a pointed CW-complex. In [8], it was proven by obstruction
theoretical methods. As a further application, we give a short proof of a theorem of Kock,
Kristensen and Madsen which represents cohomology theories by the homology of loop-
valued cochain functors. Then we consider in more detail the Postnikov decomposition of
a minimal simplicial loop, which is a tower of central loop extensions (Theorem 3.10). In
Theorem 3.11, we show that the loop structure on the minimal model can be chosen strictly
Abelian if X is 2-antilocal (that is, multiplication by 2 induces an iso in all homotopy
groups), which can be considered as a refinement of a theorem of Iriye and Kono [7].
During a workshop on operads in Osnabrück, June 1998, Clemens Berger told me that
there exists an electronic preprint of Jie Wu [15], where product structures on the minimal
models of loop spaces are studied. The overlap between [15] and the present work is small
enough that I decided not to change this paper. I would like to thank Clemens Berger,
Michael Brinkmeier, Zig Fiedorowicz, Martin Markl, Roland Schwänzl, Jim Stasheff,
Rainer Vogt and Jie Wu for helpful conversation.
2. Simplicial loops
2.1. We recall the definition of an algebraic loop [3,4]: This is a set G together with a binary
operation µ :G×G→G and a two-sided neutral element 0 ∈G, such that the equations
µ(a, x)= b and µ(y, a)= b have unique solutions x, y ∈G for all a, b ∈G. In particular,
left and right cancellation hold in G. We write the composition additively a+b := µ(a, b),
but have to be careful to distinguish between (a + b)+ c and a + (b + c) and between
a + b and b + a because the lack of the laws of associativity and commutativity. The
elements x and y above are denoted by [−a + b] and [b − a], respectively. Obviously,
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[−a + b] = 0 iff a = b iff [b − a] = 0. The left inverse νL(a) := [0 − a] and the right
inverse νR(a) := [−a + 0] of an element a in general do not coincide in a loop. (We
remark that for a loop, it is not enough to have a binary operation with two-sided zero and
existence of left and right inverses. This incorrectly was stated in [12, p. 10].)
2.2. It is easy to see that the definition of a loop can be given by commutative diagrams:
A loop is a set G together with maps
η : {∗}→G, µ :G×G→G, µL :G×G→G and µR :G×G→G,
which satisfy the six equations
µ ◦ (η× Id)= p2, µ ◦ (Id×η)= p1,
µ ◦ (µL× Id) ◦ (Id×∆)= p1, µ ◦ (Id×µR) ◦ (∆× Id)= p2,
µL ◦ (µ× Id) ◦ (Id×∆)= p1 and µR ◦ (Id×µ) ◦ (∆× Id)= p2.
2.3. Observe that a group is the same as an associative loop. A loop is called Abelian iff
a + b = b+ a for all a, b ∈G. In this case, one has [a − b] = [−a + b] and νL = νR . To
give nontrivial examples of loops, we consider the following construction of enlarging a
given loop (G,+G) which will also appear in the context of Postnikov systems: Let A be
an Abelian group and c :G×G→A be any map which satisfies c(0G,g)= c(g,0G)= 0A
for all g ∈G. Then one gets a loop structure on the Cartesian product E :=A×G by
(a, g)+E (a′, g′) :=
(
a + a′ + c(g, g′), g +G g′
)
.
One can generalize this formula to the case where A is also only a loop, but we will not
need this. It is straightforward to see that for a group G, the loop E is a group iff c is a
cocycle, that is, the map δc :G×G×G→A
δc(g,g′, g′′) := c(g, g′)+ c(g+ g′, g′′)− c(g′, g′′)− c(g, g′ + g′′)
is constant zero. If G is an Abelian loop, then E is an Abelian loop iff c is symmetric.
2.4. The definition of a loop-homomorphism and a subloop is standard [3]. A normal
subloop N of G is a subloop which satisfies the three additional properties
x +N =N + x, x + (y +N)= (x + y)+N, (N + x)+ y =N + (x + y)
for all x, y ∈G. Then it also follows that x + (N + y) = (x + N) + y . Let G/N be the
set of cosets x +N (they form a disjoint decomposition of G by the normality of N ). Like
in the case of groups, it is straightforward to see that (x +N)+ (y +N) := (x + y)+N
gives a well-defined loop structure on G/N which is called the quotient loop of G by N .
For a homomorphism f :G→ H of loops, the image im(f ) := f (G) is a subloop of H ,
the kernel ker(f ) := {x ∈ G | f (x) = 0} is a normal subloop of G, and f induces an
isomorphism of loops G/ ker(f )∼= im(f ). The center Z(G) of a loop G is defined as the
set of elements a ∈G such that
x + a = a + x, x + (y + a)= (x + y)+ a, (a + x)+ y = a + (x + y)
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for all x, y ∈ G. Then it also follows that x + (a + y) = (x + a) + y . It is an Abelian
normal subgroup of the loop G. In the construction above, the normal subloop ker(E→
G)= A× 0G is an Abelian group, and it is straightforward to see that it lies in the center
Z(E). Thus our construction gives a central extension
A ↪→E→G
of the loop G by the Abelian group A. Conversely, any central extension A ↪→ E p→G of
loops is of this form: let s :G→E be a normalized section of the projection p, that is, s is
a map with ps = IdG and s(0G)= 0E . Now define the difference cochain as
c(g, g′) := [s(g +G g′)− (s(g)+E s(g′))
]
E
.
It is easy to see that the map A ×G→ E, (a, g) → a + s(g) gives an isomorphism of
loops, where the loop structure on A×G is constructed as in 2.3.
2.5. Having defined loops and loop homomorphisms, there is the category L of loops
and we may speak of a simplicial object G• in L [11,6]. A simplicial group satisfies the
extension property of Kan [11], but this in general is not true for a simplicial monoid.
However, we have for loops:
Proposition 2.6. A simplicial loop G• satisfies the extension property of Kan.
Proposition 2.7. Let f :G• → H• be a simplicial homomorphism of simplicial loops
which is surjective in each simplicial dimension. Then f is a Kan fibration.
As the proofs in [11,6] also work for loops with only slight notational changes, we do
not reproduce them here. I learned from Clemens Berger and T. Pirashvili the more general
fact, that a simplicial Malcev algebra is Kan. (See [2]. It is clear that a loop is a Malcev
algebra.) There is another basic property of simplicial groups G• which is also due to
Moore [11,6]: Its homotopy groups π∗(G•) can be obtained as the homology of the Moore
complex N∗(G•), which is a certain chain complex of groups (non-Abelian, in general).
Furthermore, G• is a minimal Kan set iff this chain complex has zero differential. Again,
both results remain valid for simplicial loops. Definition and both theorems can be taken
from [11] with some slight modifications for the proofs (use of parenthesis at the correct
place):
Definition 2.8. Let G• be a simplicial loop and define for q  1
Nq(G•) := Gq ∩ ker(d0)∩ · · · ∩ ker(dq−1)
= ker((d0, . . . , dq−1) :Gq →Gq−1 × · · · ×Gq−1
)
,
which is a normal subloop of Gq as (d0, . . . , dq−1) is a loop homomorphism. Given
x ∈ Nq+1(G•), we have didq+1x = dqdix = 0 ∈ Gq for 0  i  q . This shows that
dq+1(Nq+1)⊂Nq and dqdq+1 = 0. We call
(
N∗(G•), ∂
) := ( · · · d3→N2(G•) d2→N1(G•) d1→N0(G•) :=G0
)
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the Moore complex of the simplicial loop G•. It is a chain complex of loops and loop
homomorphisms.
Theorem 2.9. For a simplicial loop G•, the image loop ∂Nq+1(G•) is a normal subloop
of Gq . There is a canonical isomorphism of loops
ker(∂ :Nq(G•)→Nq−1(G•))
im(∂ :Nq+1(G•)→Nq(G•)) = πq(G•).
In particular, the quotient loop on the left side is an Abelian group for q  1.
Recall that a Kan set X• is called minimal if homotopic simplices coincide. This is
equivalent to the property that dix = diy for all i = k (with k arbitrary) always implies that
dkx = dky [11].
Theorem 2.10. A simplicial loop G• is minimal iff its Moore complex N∗(G•) is minimal,
that is ∂ = 0.
3. Minimal simplicial models of H-spaces
3.1. For every Kan simplicial set X•, there exists a simplicial subset M• which is
also Kan, minimal, and a strong deformation retract of X• [11, Chapter 9]. M• is
called a minimal subcomplex of X• and is unique up to isomorphism. Moreover, every
homotopy equivalence between minimal Kan sets is an isomorphism. Thus, the homotopy
types of CW-complexes X (and thus also the weak homotopy types of topological
spaces) correspond bijectively to the isomorphism types of minimal Kan sets M• via the
adjoined functors ‘total singular set’ S•( ) and ‘geometric realization’ | |. We speak of the
minimal simplicial model M• of a space X. Unfortunately, the construction of a minimal
subcomplex involves many choices and cannot be made functorial. Additional structures
on X or X• like a group structure in general do not induce the same kind of structure on
M•. Thus, the following result is somewhat surprising.
Proposition 3.2. Let M• be the minimal simplicial model corresponding to a connected
H-space X. Then M• carries the structure of a simplicial loop which is weak equivalent to
the H-space structure after geometric realization.
Proof. Up to weak equivalence, it is possible to deform the H-space (X,µ) so that
multiplication by the base point 0 acts as a strict two-sided unit, that is µi1 = IdX = µi2
(see [12, p. 2]). In homotopy groups, the H-space structure map µ induces µ∗(x, y) =
x + y (this also holds for π1 as it is Abelian). Now we consider the shearing map
p1 × µ :X × X → X × X, (a, x) → (a,µ(a, x)). It induces an isomorphism on all
homotopy groups πn and so is a weak homotopy equivalence by the Whitehead Theorem
(this is a result of Sugawara [13]). The same holds if we replace X by its total singular set
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S•(X). Now we choose a minimal subcomplex M• of S•(X) which contains the basepoint
and denote the inclusion and retraction by i and r . Then
r ◦ S•(µ) ◦ (i × i)
gives an H-space structure onM• which we denote by+. Since x+0= rµ(ix, i0)= rix =
x and similar 0+ x = x for all x ∈Mn, the basepoint 0 ∈Mn acts as a strict two-sided unit
in each simplicial dimension n. As above, the map p1 × (+) :M• ×M• →M• ×M• is a
weak homotopy equivalence. It follows that it is an isomorphism of simplicial sets, because
M•×M• is a minimal Kan set. This shows that the equation a+x = b always has a unique
solution. Considering the map (+)× p2, the same holds for y + a = b. Thus (M•,+) is
a simplicial loop. The following diagram shows that + is weak equivalent to the H-space
structure µ after geometric realization:
|M• ×M•|
|+|
|S•(X×X)|
|S•µ|
X×X
µ
|M•| |S•X| X
Here, the horizontal maps on the right are the natural weak equivalences |S•Y |→ Y , and on
the left the realizations of the inclusions i× i and i which are homotopy equivalences. ✷
Theorem 3.2 can be viewed as a refinement of a theorem of James [8], which we obtain
as a corollary:
Corollary 3.3 (See [8]). Let X be a connected H-space and A be CW-complex. Then the
H-space structure induces a loop structure on the set of pointed homotopy classes [A,X].
Proof. [A,X] = [S•(A),S•(X)] = [S•(A),M•]. ✷
Remarks 3.4.
(1) In [14], the author states on page 391, Lemma 1, that for any H-space X, the map
+ is a monoid structure on M•. In general, this is not true: Take any discrete H-
space which is not a monoid. Using two-stage Postnikov systems, one also can give
highly-connected counterexamples by the method of central extension 2.3.
(2) In [8], the result was proved by obstruction theory. There it was stated without the
assumption of connectivity of X which is obviously false: take any discrete H-space
X which is not a loop and take A := S0.
(3) The projections give a continuous bijective map |M• ×M•| → |M•| × |M•| which
is a homeomorphism if |M•| × |M•| is a CW-complex [11]. For example, this is
the case if M• is countable, or equivalently, if
∏
n0 πn(X) is countable. Then the
geometric realization of the simplicial loop structure gives a CW-loop |M•|, that
is, |M•| is a CW-complex with a loop structure such that all three structure maps
x, y → x + y, [x − y], [−x + y] are cellular. This CW-loop is H-equivalent to the
H-space X.
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As a further application, we give a short new proof of a theorem of Kock, Kristensen and
Madsen [10], in which the authors prove that the cohomology functor of a spectrum with
only finitely many nonzero coefficients groups can be obtained by taking the homology of
a suitable loop-valued cochain complex. The proof in [10] uses some categorial machinery
and inductive computations in simplicial Postnikov systems. In our proof, we need only
some standard facts from algebraic topology, but no finiteness condition as above (but see
the remark below). We remark that in general, it is not possible to represent a cohomology
theory as the homology of a naturally defined cochain complex of Abelian groups [5].
Theorem 3.5 (See [10]). For any cohomology theory E∗( ), there exists a loop-valued
‘cocycle’ functor Zn(X) and a loop-valued ‘coboundary’ functor Bn(X), such that B∗(X)
is a normal subloop of Z∗(X) and
E∗(X)=Z∗(X)/B∗(X)
for all CW-complexes X.
Proof. Using Brown’s Representability Theorem, there exists an Ω-spectrum (En, εn:
En ΩEn+1) which represents the cohomology theory as En(X) = [X,En]. Let Mn• ⊂
S•(En) be a minimal simplicial model of En, then
En(X)= [S•(X),S•(En)
]= [S•(X),Mn•
]
.
Now, as En is an infinite loop space, we get a loop structure on Mn• which also induces a
loop structure on the set of simplicial maps
Zn(X) :=mor(S•(X),Mn•
)
.
By this loop structure, two maps f,g ∈ Zn(X) are homotopic iff their difference [f − g] ∈
Zn(X) is nullhomotopic, and the set of all nullhomotopic maps in Zn(X) forms a naturally
defined normal subloop which we denote by Bn(X). ✷
Remark 3.6. The cocycles and coboundaries above only are defined in a formal manner,
because there are no cochains. This gap can be closed in the following way: Let PMn• and
LMn• be the ‘small’ simplicial path and loop spaces of Mn• , respectively [11, p. 99]. They
again are simplicial loops and fit into a short exact sequence of loop homomorphisms,
which also is a Kan fibration:
LMn• ↪→ PMn•
pn→Mn• .
Then f ∈Bn(X) iff f has a lift to PMn• . Thus we define the loop-valued cochains by
Cn−1(X) :=mor(S•(X),PMn•
)
and get Bn(X) = pn(Cn−1(X)). In order to define the differential, we have to compare
Mn• and Mn+1• . As En  ΩEn+1, the minimal simplicial sets Mn• and LMn+1• are
isomorphic. Thus we identify both simplicial sets and take that loop structure, which is
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induced from Mn+1• . Now we can define our differential d :Cn(X)→ Cn+1(X) as the
loop homomorphism induced from
PMn•
pn→Mn• ∼= LMn+1• ↪→ PMn+1• .
Continuing in this way, we get a loop-valued cochain complex
· · ·→ Cn−2(X)→ Cn−1(X)→ Cn(X)→ Cn+1(X)
below some fixed dimension n+ 1. If we want to increase the top dimension, we have to
redefine all loop structures occurring in lower dimensions. It would be interesting to know
if it is always possible to construct a loop-valued cochain complex over all dimensions
n ∈ Z.
3.7. Now we recall from [11] some facts on the functorial simplicial Postnikov decompo-
sition of a Kan set X•. This is a sequence of Kan fibrations
X• → · · ·→X(n)• →X(n−1)• → · · ·→X(0)• ,
where X(n)• :=X(n)/≈n, and the equivalence relation ≈n is defined by x ≈n y iff the faces
of dimension n of x coincide with those of y . Thus the n-th stage X(n)• is functorial in X•
and commutes with Cartesian products. We assume in the following that X• is connected,
hence X(0)• = 0. The fibres of the various projections are denoted as follows:
X•〈n〉→X• →X(n)• ,
X(n,m)• →X(n)• →X(m)• ,
and in particular
Kn• :=X(n,n−1)• .
They all are functorially defined Kan sets, and Kn• is an Eilenberg–MacLane complex of
type (πn(X•), n). In the following, we set πn := πn(X•).
3.8. Since a loop may be defined using commutative diagrams and the above functors
preserve products, we obtain for a simplicial loop X• induced simplicial loop structures
on all X(n)• such that the projections are loop homomorphisms. Moreover, the fibres X•〈n〉
and X(n,m)• are normal subloops in their total spaces, and we obtain a filtration of X(n)• by
normal subloops
Kn• ⊂X(n,n−2)• ⊂X(n,n−3)• ⊂ · · · ⊂X(n,1)• ⊂X(n,0)• =X(n)• .
Now we consider the Postnikov decomposition of a connected minimal simplicial loop
X•. For a minimal connected Kan set, the Postnikov decomposition consists of minimal
Kan fibrations, in particular all Kan sets in sight are minimal [11]. Using the Dold–
Kan Theorem, there is a canonically defined minimal simplicial model for an Eilenberg–
MacLane space of type (π,n) (here, π is Abelian also for n = 1) which we denote by
K•(π,n). It is a simplicial Abelian group and satisfies the following ‘rigidity’ property
(see [11, p. 109]):
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Map
(
K•(π,n),K•(π ′, n)
)=Hom(K•(π,n),K•(π ′, n)
)
= [K•(π,n),K•(π ′, n)
]=Hom(π,π ′),
where Map denotes the set of simplicial maps and Hom the set of simplicial homo-
morphisms. Furthermore, there is a canonical isomorphism K•(π × π ′, n) = K•(π,n)×
K•(π ′, n). As a corollary, we obtain:
Lemma 3.9. Let K• be a minimal simplicial loop which is an Eilenberg–MacLane
complex of type (π,n). Then there is a simplicial isomorphism
K• ∼=K•(π,n)
which is a loop isomorphism. Moreover, K• carries exactly one simplicial loop structure,
and it is an Abelian group structure.
Proof. As the minimal simplicial model of a homotopy type is unique up to isomorphism,
it is enough to prove this for K• = K•(π,n). By multiplicativity and rigidity, we have
Map(K• × K•,K•) = Hom(π × π,π), and the loop property fixes the homomorphism
corresponding to the loop structure to be the group addition in π = πn(K•). ✷
Now we prove the following result:
Theorem 3.10. Let X• be a connected minimal simplicial loop. Then the fibrations
Kn• →X(n)• →X(n−1)•
in the Postnikov decomposition of X• are central loop extensions.
Proof. We already have shown that Kn• is a normal Abelian simplicial subgroup of the
simplicial loop X(n)• . In order to prove that it is central, we have to show that x+a = a+x ,
x+ (y+ a)= (x+ y)+ a and (a+ x)+ y = a+ (x+ y) for all a ∈Kn• and all x, y ∈X(n)•
with a, x, y of the same dimension. Thus we consider the simplicial maps
f :Kn• ×X(n)• → Kn• ,
f (a, x) := [(x + a)− x],
gR :K
n• ×X(n)• ×X(n)• → Kn• ,
gR(a, x, y) :=
[−(x + y)+ (x + (y + a))],
gL :K
n• ×X(n)• ×X(n)• → Kn• ,
gL(a, x, y) :=
[(
(a + x)+ y)− (x + y)],
and have to show that f (a, x)= gR(a, x, y)= gL(a, x, y)= a for all a, x, y as above. (By
the normality of Kn• , the three maps again take values in Kn• .) Now we need the following
description of the function complexF• of self-maps of Eilenberg–MacLane complexes [11,
p. 109]:
F• :=K•(π,n)K•(π,n) =Hom(π,π)×K•(π,n).
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Here, the Abelian group Hom(π,π) is considered as a constant simplicial group (that is,
as K•(Hom(π,π),0)). The operation of an element (α, a′) ∈ Hom(π,π) × K•(π,n) on
a ∈ K•(π,n) is given by (α, a′)(a) = α(a) + a′, where a and a′ have to be in the same
dimension. In other words, the function complex of self maps of K•(π,n) is the semidi-
rect product of endomorphisms of the group π and translations using the simplicial group
structure. This is an extension of the rigidity property which we recover in F0. We apply
this result to our simplicial maps f , gR and gL by forming the adjoined maps:
f # :X(n)• → (Kn• )K
n• ,
g#R :X
(n)• ×X(n)• → (Kn• )K
n• ,
g#L :X
(n)• ×X(n)• → (Kn• )K
n• .
Then we get for the first map
f (a, x)= f #(x)(a)= α(x)(a)+ a′(x),
where the parameters α and a′ now may depend on x . That is, they are given by simplicial
maps α :X(n)• →Hom(πn,πn) and a′ :X(n)• →Kn• . By the connectivity assumption on X•,
α has to be constant, and f (a,0)= a gives that α(x) = Id for all x . Furthermore, we have
0= f (0, x)= a′(x) for all x , which yields that f (a, x)= a for all a, x . The same argument
applies to gR(a, x, y)= g#R(x, y)(a)= α(x,y)(a)+ a′(x,y) and gL. ✷
Now we can show the following result:
Theorem 3.11. Let X be a connected H-space such that multiplication by 2 is an
isomorphism in all homotopy groups of X. Then its minimal simplicial model M• admits
an Abelian loop structure.
Proof. Let M• be the minimal simplicial model which has a simplicial loop structure +
by Proposition 3.2. We describe now a procedure which forms a new loop structure out of
a given one. For a given simplicial loop structure µ :M• ×M• →M•, the doubling map
d := µ ◦∆ :M• →M•, d(x)= µ(x, x), is a simplicial map which induces multiplication
by 2 in the homotopy groups πn := πn(X)= πn(M•) and thus is a homotopy equivalence.
By the minimality ofM•, d is a simplicial isomorphism. Hence, we may form the simplicial
map
µ′ :M• ×M• →M•,
µ′(x, y) := d−1µ(µ(x, y),µ(y, x)).
It satisfies µ′(x,0) = d−1µ(x, x) = x and also µ′(0, x) = x , so it is a simplicial loop
structure by the same argument as in the proof of Proposition 3.2. If µ is Abelian, then
µ′(x, y) = d−1µ(µ(x, y),µ(x, y))= µ(x, y). If µ is Abelian only in certain simplicial
dimensions, this also applies in these dimensions. Now we claim that the sequence of
simplicial loop structures
+, +′, +′′, · · · where +n := (+n−1)′
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converges to a well-defined Abelian simplicial loop structure +∞ on M•. This holds true
if we inductively show that +n−1 is Abelian in simplicial dimensions 0,1, . . . , n, because
+n then coincides with +n−1 in these dimensions. We will show something more, namely
(∗n): +n induces an abelian loop structure on M(n+1)• .
This yields the above claim by the fact that Mk =M(n+1)k for 0 k  n+ 1. Now we start
the induction:
(∗0): We have M(1)• ∼=K•(π1,1) and (∗0) is true by Lemma 3.9.
(∗n−1)⇒ (∗n): By Theorem 3.10, we have a central extension Kn+1• → M(n+1)• →
M
(n)• for the induced loop structures of the loop structure +n−1 on M•. As in the end
of 2.4, we may choose a section sk in each simplicial dimension • = k. (In general, these
sections do not form a simplicial map M(n−1)• →M(n)• .) Then the loop structure in M(n+1)k
is equivalent to the loop structure in Kn+1k ×M(n)k given by
(a, x)+ (b, y) := (a + b+ ck(x, y), x +n−1 y
)
,
where ck is the difference cochain of the section sk as in 2.4. Now, the doubling map
d =+n−1 ◦∆ gives us a commutative diagram
Kn+1k
d
M
(n+1)
k
d
M
(n)
k
d
Kn+1k M
(n+1)
k M
(n)
k
by the functoriality of the Postnikov system. As +n−1 coincides with the simplicial
Abelian group structure on Kn+1• , the restriction of d to Kn+1• is just the automorphism
given by multiplication by 2. This yields for the derived loop structure +n = (+n−1)′ on
M
(n+1)
k
∼=Kn+1k ×M(n)k that
(a, x)+′ (b, y)= d−1(((a, x)+ (b, y))+ ((b, y)+ (a, x)))
= d−1(2a + 2b+ ck(x, y)+ ck(y, x),
(
(x +n−1 y)+n−1 (y +n−1 x)))
= (a + b+ c′k(x, y), x +n−1 ′y
)
,
where
c′k(x, y) := 12
(
ck(x, y)+ ck(y, x)
)
.
By (∗n−1), the derived loop structure (+n−1)′ on M(n)k is the same as +n−1, in particular
Abelian. As the difference cochain c′k(x, y) is symmetric in x and y , the loop structure +n
on M
(n+1)
k is Abelian, and hence (∗n) holds. ✷
Remarks 3.12.
(1) If X is a CW-complex, then we get a homotopy commutative H-space structure on X
by [X×X,X] = [M• ×M•,M•]. Thus Theorem 3.11 is a refinement of a theorem
of Iriye and Kono [7], where the authors show that for a connected H-space X, its
p-localization Xp admits a homotopy commutative H-structure for any odd prime
p. The proof in [7] uses equivariant localization methods.
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(2) Under the same condition as in Remark 3.4(3), the geometric realization |M•| carries
a strict commutative cellular H-space structure.
(3) If the original loop structure + on M• already was homotopy commutative, the
strict commutative loop structure +∞ is H-equivalent to +, because µ′  µ for µ
homotopy Abelian. For example, this applies to double loop spaces with X(2)  0,
hence also to generalized cohomology theories with 2 a unit in the coefficients,
which thus can be represented by Abelian loop cochain functors as in Theorem 3.5.
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