Abstract. Given a collection of l general lines ℓ 1 , . . . , ℓ l in P 2 , the star configuration X(l) is the set of points constructed from all pairwise intersections of these lines. For each non-negative integer d, we compute the dimension of the family of curves of degree d that contain a star configuration.
Introduction
Throughout this paper, S = k[x 0 , x 1 , x 2 ] with k an algebraically closed field. Given any linear form L ∈ S, we let ℓ denote the corresponding line in P 2 . Given a collection of l linear forms L 1 , . . . , L l in S such that ℓ i ∩ℓ j ∩ℓ k = ∅ for all triples {i, j, k} ⊆ {1, . . . , l}, the star configuration X(l) is the set of l 2 points formed by taking all possible intersections of lines. The name star configuration arises from the fact that the five lines that contain a X(5) resembles a star. These special configurations, and their generalizations in P n , have risen in prominence due, in part, to the fact that they have nice algebraic properties (e.g., the minimal generators are products of linear forms), but at the same time exhibit some extremal properties (e.g., the work of Bocci and Harbourne [3] which compares symbolic and regular powers of ideals). The papers [1, 2, 7, 8, 9, 13] are some of the papers that have contributed to our understanding of star configurations.
In this paper we compute the dimension of the family of curves in P 2 of degree d that contain a star configuration X(l). More precisely, consider the quasi-projective variety
where (ℓ 1 , . . . , ℓ l ) ∈ D l if and only if no three of the lines meet at a point; hereP 2 denotes the dual projective space. Notice that D l can be seen as a parameter space for star configuration set of points obtained by intersecting l general lines. With a slight abuse of notation, we will often write X(l) ∈ D l , thus identifying a star configuration with the unique set of lines defining it.
We construct the following incidence correspondence
Letting φ d,l : Σ d,l → PS d denote the natural projection map, we define the locus of degree d curves containing a star configuration X(l), denoted S(d, l), to be S(d, l) = φ d,l (Σ d,l ). We then prove the following result about the dimension of the locus.
Theorem 1.1 complements our previous work [4, 5] which showed that the generic degree d plane curve contains a star configuration X(l) if and only if the projection map φ d,l is dominant which happens if and only if dim
− 1 are therefore precisely the tuples described in [5, Theorem 6.3] . Note that S(d, l) = ∅ if no curve of degree d contains a star configuration X(l). Because the defining ideal of X(l) is minimal generated in degree l − 1, it follows that S(d, l) = ∅ for d < l − 1.
It therefore suffices to focus on proving Theorem 1.1 for the pairs (4, 5) and (d, l) with d ≥ l − 1 and l ≥ 6. Our strategy for the pairs (d, l) = (4, 5) is to first translate the problem into computing the dimension of a graded ideal constructed from the linear forms L 1 , . . . , L l in a particular degree. This enables us to reduce the problem to computing the rank of a particular matrix. We use the notion of Lüroth quartics to deal with the pair (d, l) = (4, 5).
Our paper is structured as follows. In Section 2 we recall the relevant facts about star configurations. We also translate our problem into a new algebraic question, and we compute dim S(4, 5). In Section 3 we prove Theorem 1.1 for all tuples (d, 6) with d ≥ 5. The results of this section provide a base case for the arguments of Section 4. We conclude with remarks about the higher dimensional analog of this problem. Acknowledgements The computer algebra system CoCoA [6] played an integral role in this project. The first author thanks the Università di Catania for its hospitality and the Politecnico di Torino for financial support. The third author acknowledges the support of NSERC. We would also like to thank G. Ottaviani for suggesting this problem to us.
Properties of star configurations
We recall the relevant results about star configurations in P 2 and prove an upper bound on dim S(d, l). Although some proofs are omitted, they can be found in [4, 8] .
We continue to use the notation introduced in the introduction. For any l ≥ 2, let L 1 , . . . , L l be a collection of l linear forms of S = k[x 0 , x 1 , x 2 ] that are three-wise linearly independent. We call such a collection a collection of general linear forms. We let X(l) denote the star configuration of l 2 points in P 2 which is formed from all pairwise intersections of the l linear forms. Note that when l = 2, then X(2) is simply a point, and if l = 3, then X(3) is three non-collinear points.
The following lemma allows us to describe the minimal generators of the ideal associated to X(l) and the Hilbert function of this ideal.
, and let I X(l) denote the defining ideal of X(l).
(ii) The set of points X(l) has the Hilbert function of l 2 generic points, that is
Proof. We give an upper bound on dim S(d, l).
Proof. Consider the incidence correspondence Σ d,l as given in (⋆), and let
be the natural projection maps. Note that we are following the standard convention that PS d is identified with the projective space
Here, we are using Lemma 2. Inspired by our previous work [4, 5] , we can reformulate the problem of computing dim S(d, l) in terms of computing the dimension of an ideal in a specific degree. In fact, the proof of [5, Lemma 4.3] already contains the result we need. We first perform the following geometric construction. With d ≥ l − 1 define a map of affine varieties
We then rephrase our problem in terms of the map Φ d,l .
Lemma 2.5. With notation as above, the image of Φ d,l is the affine cone over
Proof. Suppose H is a degree d form that defines a curve C that contains a star configuration X(l). So, there exists linear forms
It suffices to show that Φ
. This is a contradiction as the latter is an irreducible variety being the product of irreducible varieties. This completes the proof.
As a consequence of the above lemma, we only need to compute dim Im(Φ d,l ). As we now show, we can compute dim Im(Φ d,l ) by the size of its tangent space. In fact, this value will equal the vector space dimension of a graded ideal in a specific degree. Lemma 2.6. Let l ≥ 2 and d ≥ l − 1 be integers, and consider l general linear forms
Define the following l forms of degree d − 1:
With this notation, form the ideal
Then I d is the affine tangent space to Im(Φ d,l ) at a generic point. In particular,
Proof. The statement about dim S(d, l) follows from the first statement and the previous lemma. We need to determine the tangent space Im(
We denote with T q this affine tangent space.
The elements of the tangent space T q are obtained as
. By a direct computation we see that the elements of T q have the form
It is known that the generic plane quartic does not contain a X(5). We call a quartic containing a X(5) a Lüroth quartic. These objects were classically studied; see for example [10, 11] , and for a modern treatment [12] . Of interest is the following theorem. We can now prove dim S(4, 5) = 13 using our techniques. 
We construct the ideal I as in Lemma 2.6 where we take
, thus giving the desired result via Remark 2.7.
Some additional remarks about computing dim k I d are given below.
Remark 2.10. Consider the ideal I in Lemma 2.6. We wish to compute dim k I d . Now
. It then follows that to compute dim k I d , it is enough to compute dim k (Q 1 , . . . , Q l ) d where (Q 1 , . . . , Q l ) = I/I X(l) ⊆ S/I X(l) . So we have + 2l − 1. We will employ the following strategy in Sections 3 and 4. After fixing some star configuration X(l), we identify 2l points p i in the star configuration, and determine 2l linear forms H 1 , . . . , H 2l . We then construct a 2l × 2l evaluation matrix
where δ i,j is the point p i evaluated at the degree d form that indexes column j. If M denotes the resulting matrix, then rk
3. The case ℓ = 6 and d ≥ 5
In this section we compute dim S(d, 6) for all d ≥ 6 − 1 = 5. We make use of the following notion: if X(l) is the star configuration constructed from L 1 , . . . , L l , we let p i,j with 1 ≤ i < j ≤ l denote the point formed by intersection of ℓ i and ℓ j . Thus
Proof. We break the proof into three cases: (1) d = 5, (2) d = 6, and (3) d ≥ 7. For all three cases, we will use the strategy outlined in Remark 2.10; thus, it suffices to construct a 12 × 12 evaluation matrix with maximal rank.
(1) For the case d = 5, consider the six linear forms
When constructing the Q i 's, we set M i = 1 for i = 1, . . . , 6. We form the evaluation matrix with columns indexed by We used CoCoA to verify that the resulting matrix has the desired rank of 12 (our code can be found on the third author's website).
(2) For the case d = 6, we use the same L i 's, but when we construct the Q i 's, we first find a linear form G that does not contain any of the points of X(6), and set M i = G for i = 1, . . . , 6. Again, the resulting evaluation matrix (using the same indexing for the rows and columns) has maximal rank.
(3) We now consider the case d ≥ 7. Pick any six general linear forms L 1 , . . . , L 6 that form a X(6), and let p 1,2 , . . . , p 4,5 be the 15 points of X(6). In order to construct the Q i 's as defined in Lemma 2.6, we need to pick six forms M 1 , . . . , M 6 in S d−l+1 . Since d ≥ 7, each M i will have degree at least two. We construct the M i 's as follows. First, we pick six linear forms in S with the following properties:
• G is a linear form such that the line G = 0 does not pass through any point of X(6); • G 1 is a linear form such that line G 1 = 0 only passes through the point p 1,5 of X(6); • G 2 is a linear form such that the line G 2 = 0 only passes through the point p 1,2 of X(6); • G 3 is a linear form such that the line G 3 = 0 only passes through the point p 2,6 of X(6); • G 4 is a linear form such that the line G 4 = 0 only passes through the point p 3,4 of X(6); • G 5 is a linear form such that the line G 5 = 0 only passes through the point p 4,6 of X(6).
We then set
and use these M i 's to construct Q 1 , . . . , Q 6 . We now consider the 12 × 12 evaluation matrix (see below) whose columns and rows are also indexed as above. When determining the entries of the evaluation matrix, note that L r Q t (p i,j ) = 0 if i = r, or j = r, or neither i and j equal t. We will also have
This follows from our choice of M i 's. For example,
For example,
since M 2 does not vanish at p 1,2 , and p 1,2 does not lie on the lines defined by
Our evaluation matrix therefore has the form
where ⋆ denotes a nonzero entry and denotes an entry which may or may not be zero.
Using Gaussian elimination, we get a matrix in row echelon form (where the nonzero leading coefficients are not necessarily equal to 1), with zero entries down the diagonal. Consequently, the original matrix has maximal rank, as desired.
4.
The case ℓ > 6 and d ≥ ℓ − 1
We now evaluate dim S(d, l) for all l ≥ 6 when d ≥ l − 1. The key idea is to pick the l linear forms L 1 , . . . , L l that define X(l) so that the first six forms are as in Theorem 3.1.
Proof. As in Theorem 3.1, it suffices to construct a 2l × 2l evaluation matrix of rank 2l. Let L 1 , . . . , L l be the l general linear forms that define X(l).
. . , L 6 be as in Theorem 3.1. When constructing the Q i 's, we use the following M i 's:
where G is a linear form such that the curve G = 0 does not contain any of the points of X(l).
. . , M 6 as in Theorem 3.1, but with the added condition that each M i also does not vanish at any other point of X(l). We set
, where again G is a linear form such that the curve G = 0 does not contain any points of X(l).
When we form our evaluation matrix, we label the first twelve columns as in Theorem 3.1, and we label the remain 2l−12 columns with
We label the first twelve rows as in Theorem 3.1 and the remaining rows are labelled with p 1,7 , p 2,7 , p 1,8 , p 2,8 , . . . , p 1,l , p 2,l . Our evaluation matrix then has the form:
where ⋆ denotes a nonzero entry and denotes an entry which may or may not be zero. Consider the 12 × 12 sub-matrix formed by the first 12 rows and 12 columns. Let Q ′ i denote the form constructed as in Lemma 2.6 using L 1 , . . . , L 6 and the same M i 's as above. Then, for every nonzero entry in this sub-matrix, we have
For example
We can factor our evaluation matrix as AB where
where 0 denotes an appropriate sized zero matrix, and I 2l−12 is the identity matrix, and where B is the matrix given by
But now the matrix B has the property that the 12 ×12 sub-matrix in the upper left hand corner is exactly the same as the matrix as in Theorem 3.1. As a result, this sub-matrix has rank 12. Furthermore, the lower (2l − 12) × (2l − 12) sub-matrix clearly has maximal rank, and so B has maximal rank. Finally, since none of the points indexing the first 12 rows vanish at L 7 , . . . , L l , the matrix A also has maximal rank, so our original evaluation matrix has the desired rank of 2l.
For completeness, we now put together all the pieces to prove our main theorem. 
Concluding remarks
It is natural to ask whether the work of this paper can be generalized to star configurations set of points X(l) in P n ; see [4] for more on this. Indeed, let Σ n,d,l be the incidence correspondence Σ n,d,l = {(H, X(l)) :
where now S = k[x 0 , . . . , x n ] and D l ⊆P n ×· · · ×P n (l times). Letting φ n,d,l : Σ n,d,l → PS d denote the natural projection map, we wish to compute the dimension of the corresponding locus, that is, S(d, l, n) = φ n,d,l (Σ n,d,l ).
The proofs of Section 2 extend naturally to this case, thus giving us the upper bound
Computer experiments suggest that this inequality is an equality for all d ≥ l − 1 with n ≥ 3. The results of [4] already verifies part of this claim when the minimum is d+n n −1. We expect that the approach used in this paper will verify this question; however, the difficultly is now finding the correct evaluation matrix and determining its rank.
As an interesting aside, if this equality holds, this would imply that the Lüroth case is the only time dim S(d, l, n) is not the expected value.
Also notice that the case of Lüroth quartic is the only one in the plane for which the locus of star configurations is an hypersurface, and it is hence defined by a single equation. Moreover, the locus of a star configurations is never zero dimensional.
