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This work shows that the majorization of photon distributions is related to the runtime of
classically simulating multimode passive linear optics, which explains one aspect of the boson
sampling hardness. A Shur-concave quantity which we name the Boltzmann entropy of elementary
quantum complexity (SqB) is introduced to present some quantitative analysis of the relation
between the majorization and the classical runtime for simulating linear optics. We compare SqB
with two quantities that are important criteria for understanding the computational cost of the
photon scattering process, T (the runtime for the classical simulation of linear optics) and E (the
additive error bound for an approximated amplitude estimator). First, for all the known algorithms
for computing the permanents of matrices with repeated rows and columns, the runtime T becomes
shorter as the input and output distribution vectors are more majorized. Second, the error bound
E decreases as the majorization difference of input and output states increases. We expect that
our current results would help in understanding the feature of linear optical networks from the
perspective of quantum computation.
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I. INTRODUCTION
The linear optical network (LON) is one of the convinc-
ing quantum computing processors [1–3] (for the expla-
nation on the general formalism of LON, see, e.g., Refs.
[4, 5]). Knill, Laflamme and Milburn (KLM) proved that
linear optics with post-selected measurements is suffi-
ciently powerful to perform universal quantum computa-
tions [6]. In addition to the theoretical motivation, LON
also has many practical advantages: the high robustness
of photons against decoherence [7–9], relatively simple
operations consisting of beamsplitters and phase shifters
[10], a routine construction of circuits in photonic chips
[11–13].
Boson sampling (BS) [14] is a recently introduced non-
universal quantum computing model based on the LON
implementation. It has drawn wide attention since it has
a potental to disprove the extended Church-Turing the-
sis with LON [15–18]. Motivated by Sheel’s observation
[19] that the scattering amplitude ot LON is proportional
to matrix permanents (solving which is # P-complete),
Aaronson and Arkhipov [14] demontrated that the uni-
tary operation of a passive interferometer with single-
photon input modes is not likely to be simulated effi-
ciently by classical computers for sufficiently large sys-
tems.
There exist several conditions assumed to be fulfilled
for the computational hardness of BS: low photon den-
sity, the preparation of identical photons, and random
scattering matrix. By varying these conditions indepen-
dently, we can understand their operational mechanism
and what happens when they are disrupted in LON.
∗ joonsukhuh@gmail.com
Among the conditions, the low photon density condition
is needed for photons not to collide at the same mode (un-
bunched single-photon source). One way to comprehend
the physical implication of this condition is to disrupt
this restriction and see how the change affects the clas-
sical simulation processes of LON scattering amplitude.
Therefore, it is an interesting attempt to analyze the be-
havior of some crucial computational quantities under
the change of photon distributions (with U fixed).
The concept of majorization provides a rigorous math-
ematical tool to examine the quantitative relations. Ma-
jorization is a preorder that determines whether a real
number vector is more disordered than another real num-
ber vector (for a review, see, e.g., Ref. [20]). In quantum
information theory, it is a useful property to compare
the amount of quantum resource between two systems.
As a specific example, Nielsen’s theorem [21] in the en-
tanglement resource theory proves that majorization is a
criterion for possible LOCC (local operations and clas-
sical communication) transformations between bipartite
entanglement states. There exists a counterpart theo-
rem in the coherence resource theory [22], in which the
majorization is a criterion for possible incoherent opera-
tions between pure states. In addition, it is conjectured in
[23, 24] that all optimal quantum algorithms experience
a monotonic decrease of majorization during the tasks,
which was recently observed experimentally for some al-
gorithms including quantum Fourier transforms [25].
For our case, the photon distribution vectors of in-
put/output modes are evaluated from the viewpoint of
majorization. Our result shows that one can find classi-
cal algorithms with more time-efficiency when the photon
distribution vectors are more majorized. As a measure
for the majorization of systems, we introduce Boltzmann
entropy of elementary quantum complexity SqB (a Schur-
concave function). From the close relation of SB with the
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2amount of T (the classical runtime for the exact compu-
tation) and E (the additive error bound for an approxi-
mated permanent estimator) for a LON, we expect that
SqB plays an important role to understand the quantum
supremacy of BS [26]. This relation also suggests that
the potential quantum supremacy of BS arises not nec-
essarily from the entanglement. For, while the amount
of entanglement depends on the partition of modes into
different observers (for the generation of entanglement in
LON, see, e.g., Ref. [27]), the T and E we can find seems
to depend purely on the input/output photon distribu-
tion patterns.
This paper is organized as follows: In Section II, we
present some physical and mathematical review. The
passive LON setup (BS) and its implication of compu-
tational complexity are briefly introduced, and then the
concept of majorization and Schur concavity is explained.
In Section III, the Boltzmann entropy SB of elementary
quantum complexity is defined, which measures the in-
herent quantum complexity of a given input photon dis-
tribution. In Section IV, we show that a more majorized
input/output distribution implies a shorter classical run-
time for the exact simulation for a LON process. Our
observation fits all the known generalized algorithms for
computing transition amplitudes of LON. In Section V,
we focus on the approximated simulation, showing that
the runtime and universal additive error bound for the
approximated algorithm is interpreted with the majoriza-
tion and SB . In Section VI, we summarize our results and
discuss the future direction that can extend the current
research.
II. PHYSICAL AND MATHEMATICAL
PRELIMINARIES
In this section, we review fundamental backgrounds for
our discussion, which are the computational complexity
problem of the passive LON scattering process and the
concept of majorization.
The computational complexity of passive LON
scattering
A passive LON scattering apparatus consists of beam-
splitters, phase-shifters, and detectors (Fig. 1). N pho-
tons are prepared for the initial state, which are places
in M modes of the apparatus. The input state is repre-
sented as
|~n〉 = |n1, n2, · · · , nM 〉
=
(aˆ†1)
n1(aˆ†2)
n2 · · · (aˆ†M )nM√∏M
i=1 ni!
|~0〉 (1)
t
|n1〉
|n2〉
|n3〉
|nM 〉
|m1〉
|m2〉
|m3〉
|mM 〉
U
linear optical
network
FIG. 1. Multimode linear optical network with N photons and
M modes, with arbitrary input/output photon distribution
vectors |~n〉 = |n1, n2, · · · , nM 〉 and |~m〉 = |m1,m2, · · · ,mM 〉.
The linear optical operation U is unitary, consisting of phase-
shifters and beamsplitters. When ni ≤ 1 and mi ≤ 1 for all
i = 1, . . .M , this process is hard to simulate with classical
computers [14].
with
∑M
i=1 ni = N (note that 0 ≤ ni ≤ N). We name
the vector ~n as photon distribution vector. The beam-
splitters and phase-shifters, which are reprsented with
the unitary operator Uˆ , scatter the photon distribution
vector by the following map,
Uˆ aˆ†i Uˆ
† =
M∑
j=1
Uij aˆ
†
j , (2)
where Uij are the elements of a unitary matrix. Denoting
the output state as |~m〉 = |m1,m2, · · · ,mM 〉, the scat-
tering amplitude from |~n〉 to |~m〉 is expressed as
〈~m|Uˆ |~n〉 = Per([U ]~n,~m)√∏M
i=1 ni!mi!
, (3)
where Per(·) means the matrix permanent, and [U ]~n,~m is
an N×N submatrix of U (ni of the i-th row of U and mj
of j-th row of U constitute [U ]~n,~m) [19]. Then the goal of
BS is to sample from the transtion probability |〈~m|Uˆ |~n〉|2
for the given input condition with 0 ≤ ni ≤ 1.
The connection between the scattering amplitude
〈~m|Uˆ |~n〉 and matrix permanent (Eq. (3)) reveals cru-
cial implications for the simulation of BS. The computa-
tional complexity of matrix permanents is #P-complete
[28, 29], which is considered a classically hard problem.
One can expect that the computational complexity of
matrix permanents is closely related to that of simulat-
ing BS. The efficient classical simulation of the scattering
amplitude is a sufficient (but not necessary) condition
for that of the transition probability (for a more detailed
explanation on this point, see 2.2 of Ref. [30]). It is
demonstrated in Ref. [14] that the exact BS problem
is not efficiently solvable by classical Turing machines,
unless P#P = BPPNP (the polynomial hierarchy col-
lapses to the third level, which seems unlikely for our
current knowledge). This theorem implies that BS is a
non-universal quantum computer that contains quantum
supremacy with a relatively simple physical implementa-
tion.
3The original BS setup discussed so far has the restric-
tion that the photons are unbunched at the input modes
(0 ≤ ni ≤ 1). On the other hand, when some ni are
larger than 1 (arbitrary photon distribution vector), the
scattering process is equivalent to a submatrix permanent
(Eq. (3)), which would be simpler to simulate with clas-
sical Turin machines than the original case. The quan-
titative analysis about “how simpler the simulation be-
comes according to the photon distribution” is possible
by focusing on the majorization pattern of the photon
distribution vectors.
Majorization and Schur concavity
Now we briefly introduce the definitions and properties
of the majorization theory.
Definition 1. (Majorization [20]) Let ~x =
(x1, x2 · · · , xd) and ~y = (y1, y2 · · · , yd) be nonin-
creasing sequences of positive real numbers. Then ~x
is majorized by ~y (which is expressed as ~x ≺ ~y) if the
following relations are satisfied:
∀k (1 ≤ k < d) :
k∑
i=1
xi ≤
k∑
i=1
yi (4)
and
d∑
i=1
xi =
d∑
i=1
yi. (5)
Definition 2. (Discrete majorization [31, 32]) Discrete
majorization is the majorization relation between vectors
with positive integers. This relation is determined by way
of partitioning a given integer N . Each partition with a
nonincreasing sequance of non-negative integers is repre-
sented by a Young diagram (see appendix A).
A distinctive feature of discrete majorization in con-
trast to continuous majorization is that the number of
partitioning a given integer N is finite. Therefore, we
can construct a complete array of distribution vectors
along the majorization with N (more specific explana-
tion and examples are given in Appendix A). Since this
research deals with the distribution of N photons in M
modes, our discussion is limited to discrete majorization.
Definition 3. (Schur-convex and Schur-concave func-
tions [20]) A real-valued function f of a positive real-
valued n-dimensional vector is said to be Schur-convex
if
~x ≺ ~y ⇒ f(~x) ≤ f(~y). (6)
It is strictly Schur-convex if f(~x) < f(~y) whenever ~x ≺ ~y.
Similarly, f is Schur-concave if
~x ≺ ~y ⇒ f(~x) ≥ f(~y) (7)
holds.
Note that the inverse is not true, i.e., f(~x) ≤ f(~y) for
a Schur convex function does not guarantee ~x ≺ ~y.
We enumerate some Schur-concave functions that
are important for the later discussion:
Xk(~n) =
d∑
i1<i2<···<ik=1
ni1 · · ·nik
(the elementary symmetric function, 1 ≤ k ≤ d)
α~n = (the number of nonzero elements of ~n),
Q~n =
N !∏d
i=1 ni!
, v~n =
d∏
i=1
√
ni!
nnii
,
H(~n) = −
d∑
i=1
ni
N
log2
ni
N
. (8)
Among these, Q~n and H(~n) are strictly Schur-concave.
The functions in Eq. (8) turn out to be components of T
(the runtime of the generalized classical algorithm for cal-
culating the permanent) and E (the additive error bound
for the approximated permanent estimator), which mea-
sure the computing power of boson sampling systems.
III. ELEMENTARY QUANTUM COMPLEXITY
AND MAJORIZATION
It is conjectured that the indistinguishability of pho-
tons is responsible for the computational complexity of
linear optics. Aaronson and Arkhipov argued in Sec-
tion 1.1 of [14] that the exchange symmetry of identi-
cal bosons creates an effective entanglement (a kind of
artificial entanglement), which would be the origin of
the computational complexity in linear optics. On the
other hand, when all the particles are distinguishable, the
Monte Carlo method that counts each particle indepen-
dently in time is efficient enough to simulate the sampling
process [33, 34]. This analysis supports the assumption
that indistinguishability is the quantum computing re-
source of linear optics.
Indistinguishability is an intrinsic quantum property
that imposes a sharp distinction between quantum and
classical particles. Meanwhile, we should consider the
possibility of a collective characteristic that determines
the actual emergence of the indistinguishability effect
in the entire system. For example, Killoran et al. [35]
pointed out that the identical particles in LON can cre-
ate entanglement, and the amount of the entanglement
depends on the distribution pattern of particles in modes.
In other words, the effective entanglement mentioned in
Ref. [14] caused the extracted entanglement in Ref. [35].
From the viewpoint of the computational complexity, one
can expect that the distribution pattern of photons in
modes is one of the decisive factors for the computational
cost of simulating the passive LON scattering processes.
4Distinguishable Indistinguishable
FIG. 2. Two balls evenly distributed in two boxes (the left is
distinguishable and the right is indistinguishable).
In this section, we develop this idea using the majoriza-
tion of particle distributions in multi-modes. Our dis-
cussion here is restricted to the input states, which will
extend to the entire system including unitary operations
of the interferometer in the later sections. The analysis
includes the introduction of physical quantities, elemen-
tary quantum complexity and the Boltzmann entropy of
elementary quantum complexity.
Partition of quantum/classical particles and
elementary quantum complexity Q~n
We first compare the possible distribution number of
N identical particles with that of N distinguishable par-
ticles, and show that majorization determines the ratio
between them. We name the ratio the elementary quan-
tum complexity.
Partitioning two balls into two boxes (Fig. 2) is the
simplest example for our discussion. In the classical case,
the balls and boxes are all distinguishable. For the case
of identical particles (LON for our setup), boxes (modes)
are distinguishable but balls (identical particles) are in-
distinguishable. Putting each ball into a different box,
we have two possible ways of allocation in the distin-
guishable setup, but only one way in the indistinguish-
able setup, i.e.,
(Number of allocations for distinguishable balls)
(Number of allocations for indistinguishable balls)
= 2.
(9)
However, this difference disappears when two balls are
in the same box (Fig. 3). Now both distinguishable and
indistinguishable case have two possibilities, thus we have
(Number of allocations for distinguishable balls)
(Number of allocations for indistinguishable balls)
= 1.
(10)
Therefore, we can say that when two identical particles
are unevenly distributed they have no difference with
distinguishable particles from the viewpoint of number
counting. We define the ratio as Q~n, where ~n represents
Distinguishable Indistinguishable
FIG. 3. Two balls unevenly distributed in two boxes (the left
is distinguishable and the right is indistinguishable).
the distribution vector for a partition, where ni is the
number of particles in the ith box. ~n is given by (1, 1)
in Fig. 2 and (2, 0) in Fig. 3. Using the concept of
majorization, we have
~n ≺ ~m =⇒ Q~n > Q~m, (11)
with ~n = (1, 1) and ~m = (2, 0).
The argument for 2 balls in 2 boxes can be generalized
to the case of N arbitrary balls in M different boxes in a
similar manner. We can quantify Q~n in general for which
Eq. (11) still holds.
Definition 4. The elementary quantum complexity Q~n,
which evaluates the quantum aspect of identical particle
systems from the viewpoint of the partition arrangement,
is defined as
Q~n =
N !∏
i(ni)!
.
Then the following theorem holds:
Theorem 1. For a distribution vector ~n of N indistin-
guishable particles, there corresponds to Q~n ways of ar-
ranging N distinguishable particles. If ~n ≺ ~m, then Q~n
> Q~m.
Proof. Let us consider one vector ~n = (n1, n2, · · · , nN ) of
N identical particles. If the particles are replaced with
distinguishable ones, the possible number of distinctive
arrangements are determined by which particles of num-
ber ni are included in each partition, irrespective of the
order. The number of such arrangements are N !∏
i(ni)!
(a
rigorous proof for this statement is given in Appendix A
using the Young diagram representation of particle dis-
tributions), which corresponds to Q~n. Since
∏
i(ni)! is
strictly Schur convex [20], we see that ~n ≺ ~m results in
Q~n > Q~m.
Theorem 1 provides a standpoint to understand the
classical hardness of simulating boson sampling with the
majorization of input states before unitary operations.
The physical implication of the theorem is that a set
of N identical particles with a distribution vector ~n is
5a package of N !∏
i(ni)!
classical states of the same distri-
bution ~n. This package is delivered to the linear optical
network and unpacked in the detector. And we can pre-
dict that the hardness of the sampling problem lies in the
hardness of unpacking (a simplest example to understand
this viewpoint is given in Appendix B). The decrease of
Q~n along the majorization of ~n means the decrease of
the number of classical states per quantum distribution,
which results in a simpler unpacking. Thus the lesson
of Theorem 1 is that the more evenly N photons are dis-
tributed, the more strongly the indistinguishability of pho-
tons adds complexity to the system. The analysis of later
sections includes the specific evidence of this statement.
Theorem 1 also explains the underlying principle of the
computational complexity according to the photon den-
sity in the modes. First, when the photon density is very
low (N M), the BS process is classically hard to sim-
ulate [14]. In this limit, the photon population of each
mode becomes not larger than one (equivalent to the min-
imal majorization of photons): it results in the maximal
Q~n. Second, when the boson density is high (N & M),
the semiclassical samplings (keeping only O(N−1) terms
of the probability amplitude) are efficient [16, 36]. This
implies that the highly majorized photon distributions
under this condition have small Q~n.
Boltzmann entropy of elementary quantum
complexity
We can find that the former analysis is closely related
to the Gibbs ensemble (see, e.g., 5.3 of [37]). It consists
of N distinguishable systems, each of which is in one of
the quantum states ψi (1 ≤ i ≤M). With ni systems in
each ψi state (
∑
i ni = N), the number of arrangements
is given by N !/
∏M
i=1(ni)!, which is equal to Q~n. Here,
N systems correspond to N classical particles and M
quantum states to M modes in LON. From this analogy,
we define the Boltzmann entropy of elementary quantum
complexity :
Definition 5. The Boltzmann entropy of elementary
quantum complexity SB(~n) for a distribution vector ~n is
defined as
SqB(~n) ≡ log2Q~n = log2(N !)−
M∑
i=1
log2(ni!), (12)
which measures the amount of distinct classical arrange-
ments for the given quantum distribution.
Additionally, for later convenience, we also define the
Shannon entropy of elementary quantum complexity H
here:
Definition 6. The Shannon entropy of elementary quan-
tum complexity H(~n) for a distribution vector ~n is defined
as
H(~n) ≡
(
−
M∑
i=1
ni
N
log2
ni
N
)
. (13)
Regarding the standard interpretation of Shannon en-
tropy as a measure of unpredictability (unknown average
information content) for a given physical system (see,
e.g., Chapter 1 of [38]), we can state that H(~n) in LON
measures the unknown information of the photon distri-
bution per mode. One can see that SqB goes to NH when
all nonzero ni become large, using the Stirling approxi-
mation.
These two entropies are used in Section V to analyze
the additive error for the approximated computation of
transition amplitudes.
Remark.– So far, we have compared completely in-
distinguishable particles with completely distinguishable
ones. On the other hand, in the realistic setup with im-
perfect detectors, one should consider the effect of par-
tial distinguishablity [39, 40] which is the intermediate
transition between quantum and classical particles. The
partial distinguishablity of particles is represented with a
distinguishabilty matrix, the elements of which can vary
continously. Hence, it is possible to analyze the behav-
ior of elementary quantum complexity in boson sampling
along the two variables, distinguishability (continuous)
and majorization (discrete). The role of partial distin-
guishability in BS when one real parameter can deter-
mine the distinguishability is analyzed in Ref. [41], and
we push in this direction further [42] from the viewpoint
of coherence resource theory.
IV. CLASSICAL ALGORITHM AND
MAJORIZATION
From the perspective of Theorem 1, we expect that
the majorization of input and output distribution affects
the simulation process of passive LON. In this section we
show that exact classical algorithms with shorter runtime
can be found when systems have more majorized input
and output photon distributions.
For single photon systems (no more than one photon
per mode both in input/output states) the best algorithm
to simulate the scattering amplitude is given by Ryser’s
formula [43]. It requires an exponential runtime, which
scales as O(2NN2) (N is the photon number for the
LON case). This implies that the classical computation
of permanent demands exponential classical resources as
the problem size grows. On the other hand, when in-
put/output photon distribution vectors are arbitary, the
generalized Ryser formula can be found (Refs. [44–46]).
In this section, we show that the behavior of the
runtimes for the generalized permanent computing
6algorithms introduced in Refs. [44–46] follows our pre-
diction. We discuss their relation with the elementary
quantum complexity defined in Section III. The linear
operation we deal with in this work can be represented
as a nontrivial unitary matrix U .
First we briefly introduce the formulae of Ryser’s [43]
and Glynn’s [47, 48] for N ×N matrix permanent com-
putation and their generalized formulae [44–46] for the
permanents of matrices that have repeated rows and
columns.
The Ryser’s formula [43] for N ×N matrix U is given
by
Per(U) =
∑
~x∈{0,1}N
(−1)
∑N
i=1 xi
N∏
i=j
( N∑
k=1
Ujkxk
)
, (14)
where ~x = (x1, x2, . . . xN ). Glynn’s formula [47, 48] with
the random variable expectation is given by
Per(U) =
1
2N−1
∑
~x∈{−1,1}N
(
N∏
i=1
xi)
N∏
j=1
( N∑
k=1
Ujkxk
)
.
(15)
Now the summation of ~x is over ~x ∈ {−1, 1}N , or ~x ∈
X ≡ R[2]×· · ·×R[2], where R[i] is a set that consists of
the ith root of unity. The runtime of both formulae for
exactly computing the permanent is equal and O(2NN2)
(the improvement to O(2NN) is possible by using Gray
code order).
When U has repeated rows or columns, and the ith
column (or row) is repeated ni-times, which correspond
to the case when the input photon distrition vector is ~n,
Eq. (15) is generalized to [44]
Per(U) =
∑
~z∈X
v2~n(
N∏
i=1
z¯nii )
N∏
j=1
( N∑
k=1
Ujkzk
)
, (16)
where X ≡ R[n1 + 1] × · · · × R[nN + 1] and v~n ≡√∏N
i=1(ni!/n
ni
i ). The classical runtime for the above
algorithm is
O[ N∏
k=1
(nk + 1)α~nN
]
, (17)
where α~n is defined in (8).
For the more general case when U has repeated rows
and columns, and the ith column is repeated ni-times
and jth column is repeated mj-times, which correspond
to the case when the input/output photon distrition vec-
tors are ~n and ~m, there exist two algorithms known so
far. One of them is [46]
Per(U) =
∑
~z∈X
v2~n(
N∏
i=1
z¯nii )
N∏
j=1
( N∑
k=1
Ujkzk
)mj
, (18)
where X and v~n are the same with those in Eq. (16).
Note that the role of ~m reveals from the order of the
second parenthesis. This is the direct generalization of
(15) and (16). The other is [45]
Per (U) =
1
2N
n1∑
v1=0
· · ·
nM∑
vM=0
(−1)Nv
(
n1
v1
)
· · ·
(
nM
vM
)
×
M∏
k=1
[
M∑
j=1
(nj − 2vj)Ujk]mk ,
(19)
which is obtained using a multivariate series expansion
introduced by Kan [49].
The minimal runtime for the algorithms (18) and (19)
are equal, which is counted in Ref. [45]. The minimal
runtime, denoted as Tmin(~n, ~m), is given by
Tmin(~n, ~m) = O
[
min
( M∏
i=1
(ni + 1),
M∏
j=1
(mj + 1)
)
α~nα~m
]
,
(20)
where min(a, b) is the smaller value between a and
b, and (~n, ~m) are distribution vectors defined as in
Section III, which holds by the relation between the
matrix permanent and transition amplitude of LON.
A special case is when ~m = σ(~1N ,~0M−N ), i.e., mi are
not not greater than 1 for all i (here σ(~v) represents
any permutation vector of ~v). For the case, since
min
(∏M
i=1(ni + 1),
∏M
j=1(mj + 1)
)
=
∏N
i=1(ni + 1)
and α~m = N , it is straightforward to see that
Tmin(~n, ~m) is equal to (17). A more special case is
when ~n = ~m = σ(~1N ,~0M−N ), i.e., both ni and mi are
not greater than 1 for all i. Then Tmin(~n, ~m) = 2NN2,
which is computationally as expensive as that of Ryser’s
and Glynn’s formulae.
The relation of majorization with Tmin(~n, ~m) is clear
from the following identity [45]:
M∏
i=1
(ni + 1) =
α~n∑
k=0
Xk(~n) (X0 ≡ 1) (21)
where Xk(~n) are the elementary symmetric polynomials,
defined in Eq. (8). Then Eq. (20) is reexpressed as
Tmin(~n, ~m) = O
[
min
( α~n∑
k=1
Xk(~n),
α~n∑
k=1
Xk(~m)
)
α~nα~m
]
.
(22)
Since α~n is a Schur-concave function (Eq.(8)) and∑α~n
k=0Xk(~n) is a strictly Shur-concave function (this is
clear from the fact that Xk(~n) is strictly Schur-concave
for k ≥ 2 [20]), one can notice that the scale of T (~n, ~m)
varies along the majorization of the input/output dis-
tributions. The runtime of two systems with different
7photon distributions can be compared by examining their
degrees of majorization. In Ref. [45], the summation∑α~n
k=0Xk(~n) is defined as the Fock state concurrence sum,
which is from the functional relation between the elemen-
tary symmetric polynomials and the generalized concur-
rence [50, 51].
We first consider the algorithm by Aaronson and Hance
when ~n or ~m is equal to σ(~1N ,~0M−N ). Let us choose
~m = σ(~1N ,~0M−N ). Then the runtime (17) is reexpressed
as
Tmin(~n, ~m) = O
[
(
α~n∑
k=0
Xk)α~nN
]
. (23)
Hence, for two different input distribution ~n1 and ~n2 for
this case, we have the following inequality:
~n1 ≺ ~n2 =⇒ T (~n1, σ(~n1)) > T (~n2, σ(~n2)) (24)
by the strict Schur concavity of Tmin(~n, ~m).
A slightly more general (but equaly simple) case is
when ~m is a permutation vector of ~n (equally majorized),
i.e., ~m = σ(~n). Then we have
T (~n, σ(~n))min = O
[
(
α~n∑
k=0
Xk(~n))α
2
~n
]
, (25)
and
~n1 ≺ ~n2 =⇒ Tmin(~n1, σ(~n1)) > Tmin(~n2, σ(~n2)). (26)
Next, if ~n ≺ ~m (the input distribution is majorized by
the output distribution), the runtime is given by
Tmin(~n, ~m) = O
[( α~m∑
k=1
Xk(~m)
)
α~nα~m
]
. (27)
On the other hand, as we can see in Eq. (22), if ~n  ~m,
the role of two distribution vectors are reversed. With
this input/output symmetry, which comes from the uni-
tarity of the linear optical network operations, the run-
time is denoted hereafter by
Tmin(~n  ~m) ≡ O
[( α~m∑
k=0
Xk(~m)
)
α~nα~m
]
, (28)
where the expression ~n  ~m means that ~n is always ma-
jorized by ~m or a permutation vector of ~m (~m is not
majorized by ~n in other words), irrespective of the in-
put/output distinction.
With Eq. (28) we can compare two sets of in-
put/output photon distributions, (~n1  ~m1) and (~n2 
~m2). The inequalities given by possible majorization re-
lations between (~n1  ~m1) and (~n2  ~m2) are listed in
the table below.
FIG. 4. exp(SqB) = Q~m and Tmin(~n ≺ ~m)/6 along the hierar-
chical order of ~m with N = 6. The horizontal axis represents
the discrete majorization hierarchy of N = 6 as follows: ~m =
(6,~0M−1) → (5, 1,~0M−1) → (4, 2,~0M−1) → (4, 1, 1,~0M−1) →
(3, 2, 1,~0M−1) → (3, 1, 1, 1,~0M−1) → (2, 2, 1, 1,~0M−1) →
(2, 1, 1, 1, 1,~0M−1) → (1, 1, 1, 1, 1, 1,~0M−1). The vertical axis
represents exp(SqB) = Q~m (red triangles) and Tmin(~n ≺ ~m)/6
(blue squares) for each ~m. Q~m and Tmin(~n ≺ ~m)/6 are cho-
sen so that the two quantities can be compared in the same
graph. Note that ~n is fixed to (1, 1, 1, 1, 1, 1,~0M−1). One can
see that as ~m becomes less majorized from 1 ≡ (6,~0M−1) to
9 ≡ (1, 1, 1, 1, 1, 1,~0M−1), both Boltzmann entropy and run-
time increase monotonically as expected.
Majorization relation Runtime relation
~n1 = σ(~n2), ~m1 = σ(~m2) Tmin(~n1  ~m1) = Tmin(~n2  ~m2)
~n1  ~m1  ~n2  ~m2 Tmin(~n1  ~m1) ≥ Tmin(~n2  ~m2)
~n1  ~n2  ~m1  ~m2 Tmin(~n1  ~m1) ≥ Tmin(~n2  ~m2)
~n1  ~n2  ~m2  ~m1 Not determined
The table shows that if both ~n2 and ~m2 are not
majorized by at least one of (~n1, ~m1), then the inequality
T (~n1  ~m1) ≥ T (~n2  ~m2) holds (the first three cases
in the table support it).
We can intuitively understand the behavior of T (~n ≺
~m) along the majorization of (~n, ~m) by considering the
physical implication of SqB . Dissecting the functional
components of T (~n ≺ ~m), ∏i(mi + 1) arises from the
summations from vi = 0 to vi = ni (1 ≤ i ≤ M) in Eq.
(19); conducting summations for each mode is equiva-
lent to counting the identical photons one at a unit time.
In this procedure, the identical particles become distinct
(or effectively distinguishable) with each other. In other
words, we treat the quantum particles classically in the
classical algorithm of computing matrix permanents; at
the detector, the procedure can be considered as the “un-
packing process” that we mentioned earlier in Theorem 1
in Section III (a simple example that intuitively explains
our current statement is presented in Appendix B).
This standpoint discloses the relation of(
SqB(~n), S
q
B(~m)
)
with Tmin(~n ≺ ~m). As ~n and ~m
8are more majorized, SqB(~n) and S
q
B(~m) become smaller
by Shur-concavity. SqB measures the number of effective
distinguishable states per quantum distribution (Defini-
tion 5), and the states are to be counted classically. In
consequence, the runtime for counting photons decreases
as SqB decreases (an N = 6 example is presented in Fig.
4. The graph shows the relation between Tmin and SqB for
the case when ~n is fixed to (1, 1, 1, 1, 1, 1,~0M−6) (M ≥ 6)
and ~m changes from (6,~0M=1) to (1, 1, 1, 1, 1, 1,~0M−6)
as noted under Fig. 4).
V. ADDITIVE ERROR BOUND AND
MAJORIZATION
Now we focus on the approximated algorithm for the
generalized matrix permanent. We delve into the relation
of majorization with the runtime TA the additive error
bound E for the approximated permanent computation.
While the approximate runtime is again determined with
the majorization of input/output photon distributions,
the error bound is determined by the majorization dif-
ference (the difference of degree of majorization for two
discrete vectors, defined in Appendix) of them. And it is
exactly expressed with the Boltzmann and Shannon en-
tropy of elementary quantum complexity defined in Sec-
tion III.
The approxmated algorithm that computes the ma-
trix permanent in polynomial time was first suggested
by Gurvits [52]. The algorithm has the runtime TA =
O(N2/2) with the nontrivial additive error bound E = .
The case when the computed matrix has repeated rows
or columns was presented in [44]. Supposing the input
~n is distributed arbitrary, the algorithm has the run-
time O(Nα~n/2) with the error bound E = v~n (v~n ≡∏M
i=1
√
ni!
n
ni
i
). The more general case when the computed
matrix has repeated rows and columns was presented in
[46], which has the runtime O(α~nα~m/2) with the error
bound E =  · min
[
v~n
v~m
, v~mv~n
]
. This result includes the
result of [44]. The algorithms we mentioned so far are
compared in the table below.
Input/output runtime TA E
~n = ~m = σˆ(1, · · · , 1, 0, . . . , 0) O(N2/2) 
Input or output is arbitrary O(Nα~m/2) v~m
Input and output are arbitrary O(α~nα~m/2) v~mv~n
A first direct observation is that the approximated
runtime decreases as the degrees of majorization for in-
put/output distribution vectors increase, which is clear
since α~n is Schur-concave. Therefore, we can apply the
same analysis on the exact runtime Tmin to the approxi-
mated runtime TA.
On the other hand, the behavior of the error bound
E along with the majorization change is more interesting
and reveals its close relation with the Boltzmann entropy
of elementary quantum complexity. Since v~n ≡
∏
i
√
ni!
n
ni
i
is another Schur-concave function (Eq. (8)), similar to
Eq. (28), we redefine the error bound as
E~n~m ≡  · v~m
v~n
. (29)
The above equation shows that the error bound depends
on the majorization difference between input/output dis-
tributions, which quantifies how much one discrete vector
is more majorized than the other (the rigorous definition
of majorization difference is presented in Appendix, Def-
inition 8). A greater majorization difference corresponds
to a smaller additive error bound.
For example, when ~m = σ(~n) (no majorization differ-
ence), v~n = v~m and the error bound becomes maximal (=
). As the other extreme example, when ~n = (1, 1, · · · , 1)
and ~m = (N,~0N−1) (the largest majorization difference),
we have (v~n, v~m) = (1, N !/N
N ). Then as N becomes
very large ( 1), the error bound becomes very small
(→ √2piNe−N ).
We can also compare the error bound of two systems
with different input/output states (~n1  ~m1) and (~n2 
~m2) for some cases as follows:
~n1 = σ(~n2)  ~m1  ~m2 =⇒ E~n1~m1 ≥ E~n2~m2 ,
~n1  ~n2  ~m1 = σ(~m2) =⇒ E~n1~m1 ≤ E~n2~m2 .
(30)
Both inequalities are consistent with the statement that
the additive error decreases as the majorization difference
increases.
The additive error bound E~n~m has a close functional
relation with the entropies of elementary quantum com-
plexity defined in Section III. By taking the logarithm, we
find that E~n~m is expressed with the difference between
SqB and H
q:
2 log2
[E~n~m

]
= log2(v~m)
2 − log2(v~n)2
=
(
log2N !− log2[
∏
i
(ni)!] +
∑
i
ni log2 ni
)
− (ni ↔ mi)
=
(
SqB(~n)−NHq(~n))− (SqB(~m)−NHq(~m)
)
,
(31)
which gives
E~n≺~m =  · 2
1
2
(
∆S(~n)−∆S(~m)
)
, (32)
where ∆S(~n) ≡ SqB(~n) − NHq(~n). Note that SqB(~n),
Hq(~n) and ∆S(~n) are all Schur-concave functions.
Eq. (32) indicates an intriguing property of LON:
rather than the Boltzmann (or Shannon) entropy itself,
the difference between the Boltzmann and Shannon en-
tropy, ∆S, determines the additive error. When all
9nonzero elements of ~n becomes large, i.e., ni  1, ∆S
goes to zero by Stirling approximation.
We can explain the implication of Eq. (32) in con-
sideration of the physical process related to the error
bound. The additive error is calculated for fixed bound-
ary conditions, i.e., some specific input and output pho-
ton distributions. By preparing a state before the in-
terferometic operation (pre-selecting a state), we obtain
the information about the input photon distribution. As
mentioned under Eq. (13), the obtained information per
mode is quantified by Shannon entropy H. As a result,
NH should be subtracted when the error for the approx-
imated transition probability is considered. The same in-
terpretation also works for the output state (post-selected
state). Since the information on the photon distribution
is known to us by post-selection, the corresponding quan-
tity NH should be subtracted as well.
We can also see the behavior of E~n~m when the pho-
ton number is very large (approaching the Bose-Einstein
condensation limit) using Stirling’s formula
− log2 n! + n log2 n = log2 e · n−
1
2
log2 2pin+O(
1
n
).
(33)
Then
∆S(~n) ' log2 e ·N −
1
2
M∑
i=1
log2 2pini, (34)
when all ni are large, and
E~n~m =  · 2−
1
4
∑
i log2
ni
mi = 
M∏
i=1
(mi
ni
) 1
4
. (35)
With the strict Schur-concavity of
∑
i log2 ni [20], it is
directly seen that the most right hand side of Eq. (35) is
not larger than .
Before closing this section, it is worth mentioning that
the additive error bound analysis we presented here is
hard to detect when the transition amplitudes them-
selves are very small. For such cases, multiplicative er-
rors should be considered instead of additive errors. It
would be another interesting topic whether some pattern
that depends on the majorization again appears in the
multiplicative error analysis.
Remark.– It is well-known that a LON with non-
classical photon input can generate entanglement (see,
e.g., [27, 53–55]). Considering entanglement is a cru-
cial quantum resource in several quantum computational
processes, one can ask whether T and E simulating LON
scattering amplitudes have some relation with entangle-
ment. A quantitative analysis on the generation of en-
tanglement in LON is recently given in Ref. [27]. We
can compare the results in there with ours. However, the
behavior of the generated entanglement looks different
from the patterns of T and E (see Table I of Ref. [27]).
While T decreases when photons are bunched, the en-
tanglement bound for bunched photons are higher than
the unbunched case. Since the amount of entanglement
depends on the partition of the modes and the choice of
the operator Uˆ , it looks obscure to find some manifest re-
lation of the generated entanglement with T and E . On
the other hand, as we have discussed so far, the role of
majorization (and SqB) determined by the input/output
photon distributions is obvious.
VI. DISCUSSIONS
In this paper, we presented quantitative relations be-
tween majorization and classical simulations of LON
scattering processes. As a measure of the elementary
complexity of a given photon distribution, we introduced
a Schur-concave function SqB (the Boltzmann entropy of
elementary quantum complexity). The generalized clas-
sical runtime for computing the matrix permanent T and
the additive error E for approximated permanent compu-
tation were analyzed with the majorization and SqB . For
systems with more majorized input/output photon dis-
tributions, the known classical algorithms to simulate the
LON scattering process had shorter runtime.
We expect that our current research can develop in sev-
eral directions. For example, the direct relation between
E and the Boltzmann entropy can be compared with the
relation between T and the generalized concurrence ex-
plained in [45], which can provide a clue to understand
the quantum supremacy of LON from the perspective
of resource theories with computable quantum measures
(see, e.g., [56, 57]). Our results also could be applied to
the computational complexity problems of linear optical
systems with continuous variables [58–60].
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Appendix A: Young diagrams and majorization
A Young diagram is a set of arranged boxes in left-
justified rows with non-increasing row lengths from the
top. With N boxes in it, a diagram represents a partition
of an integer N (this can be understood as a partition of
N identical particles into modes for our case). We can
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construct a hierarchy of Young diagrams with the same
N as in the definition below [31]. Then the hierarchy has
a one-to-one correspondence with a majorization relation
of discrete vectors of N .
Definition 7. A diagram γ is greater than a diagram γ′
(or γ ⊃ γ′), if γ can be built from γ′ by moving boxes up-
ward (from shorter rows to longer or equal-length ones).
One example is as follows:
γ = ⊃ γ′ = ,
since we can build γ from γ′ by moving one box in the
second row and another in the third row to the first row.
Suppose that a discrete vector ~γ is defined as a N -
dimensional vector with γi =(number of boxes in the i’th
row). Then we have
~γ  ~γ′ ⇐⇒ γ ⊃ γ′. (A1)
Hence, the non-increasing distribution vectors of N
bosons are exactly mapped to the Young diagrams of N
boxes. A more intuitive proof of Theorem 1 comes from
this relation as follows:
Proof of Q~n = N !/
∏
i(ni)! with Young diagrams. A dis-
tribution of N identical particles corresponds to a Young
diagram with N boxes, and the number of distributions
of N distinguishable particles with the same partition
corresponds to Young tableaux (Young diagrams with a
label on each box). For example, if 7 identical parti-
cles are distributed (partitioned) as the (3, 2, 2) modulo
permutation (just as γ′ of the above example), the corre-
ponding arrangements for 7 distinguishable particles with
the partition (3, 2, 2) is given by
1 2 3
4 5
6 7
,
1 2 4
3 5
6 7
,
2 4 5
1 7
3 6
, · · · .
There are 7!3!2!2! possible ways of labeling boxes. For N
particles with a distribution vector ~n = (n1, n2, · · · , nM )
with
∑M
i=1 ni = N , the number is given by
N !∏
i(ni)!
.
Definition 7 provides a complete array of Young dia-
grams with N boxes, which is equivalent to a complete
array of distribution vectors of N identical particles along
the majorization. As a simple example, the array of
young diagrams with N = 5 is as follows:
⊃ ⊃ ⊃
⊃ ⊃ ⊃
(A2)
In the distribution vector form, it is rewritten as
(5,~0M−1)→ (4, 1,~0M−2)→ (3, 2,~0M−2)
→ (3, 1, 1,~0M−3)→ (2, 2, 1,~0M−3)→ (2, 1, 1, 1,~0M−4)
→ (1, 1, 1, 1, 1,~0M−5). (A3)
One arrow in the array correponds to one step of the
vector redistribution, and the N = 5 array consists of 6
steps. The majorization difference between two distribu-
tion vectors is defined using the array of Young diagrams:
Definition 8. For two distribution vectors ~n ≺ ~m
(
∑
i ni =
∑
imi = N) and their corresponding young
diagrams γn ⊂ γm, the majorization difference of ~n and
~m is equal to the number of steps from γn to γm.
For example, the majorization difference of
~n = (4, 1,~0M−2) and ~m = (2, 1, 1, 1,~0M−4) is 4.
Appendix B: Comparison of distinguishable and
indistinguishable scattering processes with the
simplest example
Here we compare the scattering process of distinguish-
able and indistinguishable particles in passive LON for
the simplest case, i.e., (N,M) = (2, 2). Let’s sup-
pose that two particles are in different modes to each
other. When the particles are distinguishable, they are
represented as different creation operators a†i and b
†
i .
Then the initial state is, e.g., given by aˆ†1bˆ
†
2|0〉 (note
that there exists another possibility, bˆ†1aˆ
†
2|0〉). There-
fore, under the unitary operations Uˆ aˆ†i Uˆ
† =
∑
j Uij aˆ
†
j
and Uˆ bˆ†i Uˆ
† =
∑
j Uij bˆ
†
j , the final state becomes[
U11U21aˆ
†
1bˆ
†
1 + U11U22aˆ
†
1bˆ
†
2 + U12U21aˆ
†
2bˆ
†
1 + U12U22aˆ
†
2bˆ
†
2
]
|~0〉.
(B1)
The amplitudes of each distinctive state is determined
by one term, i.e., U11U21, etc. On the other hand, when
particles are distinguishable, the initial state is given by
11
aˆ†1aˆ
†
2|0〉 and the final state becomes[
U11U21(aˆ
†
1)
2 + (U11U22 + U12U21)aˆ
†
1aˆ
†
2 + U12U22(aˆ
†
2)
2
]
|~0〉
=
[
U11U21(aˆ
†
1)
2 + perm[U ]aˆ†1aˆ
†
2 + U12U22(aˆ
†
2)
2
]
|~0〉.
(B2)
When two particles are in the same mode at the out-
put (~n = (2, 0) or (0, 2)), only one term determines the
scattering amplitude. However, when two particles are in
different modes at the output, two terms to determine the
scattering amplitude. To simulate this amplitude classi-
cally, we need to add these terms one by one. This is
what we meant in Section IV that we treat the quantum
particles classically in the classical algorithm of comput-
ing matrix permanents. Hence, this example intuitively
explains how the (identical) photon number distribution
affects the complexity of passive LON process.
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