An approximate distance oracle is a succinct data structure that provides fast answers to distance queries between any two nodes of a given graph.
INTRODUCTION
Finding shortest paths is perhaps one of the most fundamental and studied computational problems. A great number of papers deal with different variants of this problem. For example, the well known Dijkstra and Bellman-Ford algorithms allow computing the shortest path distance between any pair of nodes. In many applications it is desirable to retrieve shortest path distances extremely fast, ideally in time that is independent of the network size.
A distance oracle is a data structure that allows fast retrieval of a distance estimate for any pair of nodes. A naive solution to accomplish this is to invoke an all pairs shortest paths algorithm and store the distance matrix. Using the pre-computed distance matrix, distance queries can be answered in constant time. The main disadvantages of this solution are that the space may be too large (quadratic in Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. the number of nodes) and that computing all pairs shortest paths may take too long. To overcome these drawbacks, much of the work on distance oracles considers approximated distances.
The distance oracle is said to be of stretch k (or k-approximate distance oracle), if for every two vertices s and t, the distance dist(s, t) returned by the distance oracle satisfies dist(s, t) ≤ dist(s, t) ≤ k · dist(s, t).
The focus on designing distance oracles is often on the tradeoff between several parameters: the construction time (the time it takes to construct the distance oracle), the size of the data structure, the query time and the stretch guarantee. The latter three parameters reflect the quality of the distance oracle once constructed, whereas the first parameter affects only the preprocessing phase. Therefore, much of the focus on distance oracles is on the tradeoff between the latter three parameters -size, stretch and query time.
The girth conjecture of Erdős [6] implies a lower bound on the tradeoff between the size and stretch of distance oracles. This size-stretch tradeoff was essentially obtained by the classical Thorup and Zwick's distance oracle [15] . Thorup and Zwick [15] presented a distance oracle with 2k − 1 stretch, O(kn 1+1/k ) expected size and O(k) query time 1 . Up to the k factor in the size the size-stretch tradeoff is optimal assuming the girth conjecture of Erdős [6] . However, the girth conjecture does not imply a lower bound on the query time. The query time in the Thorup and Zwick's distance oracle is large when k is large. Specifically, when k depends on the size of the network, we get that the query time also depends on the size of the network. A natural question is can we improve the query time while keeping the same bounds on the size and the stretch. Wulff-Nilsen [17] showed that it is actually possible to improve the query time of Thorup and Zwick's distance oracle [15] from O(k) to O(log k). Namely, a distance oracle of size O(kn 1+1/k ), 2k − 1 stretch, and O(log k) query time. This gives an exponential improvement on the query time. However, the query time still depends on the size of the network when k depends on the size of the network. The question of designing distance oracles with the same size-stretch tradeoff and with query time that is independent on the size of the network (for any k) remains open. In this paper we completely resolve this problem, presenting a distance oracle with 2k − 1 stretch, O(kn 1+1/k ) expected size and a universal constant query time.
Related Work:
Awerbuch et al. [2] presented a distance oracle with stretch 64k,Õ(kn 1+1/k ) size,Õ(mn 1/k ) construction time and O(kn 1/k ) query time. Cohen [5] improved the stretch to 2k + and later Matoušek [7] further improved the stretch to 2k − 1 using completely different techniques.
In a seminal paper Thorup and Zwick [15] significantly improved the query time, presenting a distance oracle with 2k − 1 stretch, O(kn 1+1/k ) expected size, O(kmn 1/k ) construction time and O(k) query time. The stretch-size tradeoff is essentially optimal up to the k factor in the size, assuming the girth conjecture of Erdős [6] . Roditty, Thorup, and Zwick [13] later show how to de-randomize the construction while keeping the same bounds. Baswana and Kavitha [4] presented an improved construction time for dense graphs of O(n 2 log n) with query time of O(k) for k > 2 and of Θ(log n) for k = 2.
Wulff-Nilsen [16] presented a distance oracle with subquadratic time when m = o(n 2 ), presenting a distance oracle with 2k − 1 stretch, O(kn 1+1/k ) size, O(k) query time and
k ) construction time for some absolute constant c.
Pǎtraşcu and Roditty [12] presented a distance oracle for unweighted graphs of size O(n 5/3 ) with a multiplicative stretch 2 and additive stretch 1. In addition, they present a 2-approximate distance oracle for weighted graphs of size O(n 2 / 3 √ α) where α = n 2 /m. Later Abraham and Gavoille [1] presented a distance oracle of sizeÕ(n 1+2/(2k−1) ) with O(k) query time and with a multiplicative stretch 2k − 2 and additive stretch 1.
Baswana et al. [3] also considered distance oracles with both additive and multiplicative stretch, presenting a distance oracle of size O(kn 1+1/k ), with a multiplicative stretch 2k −1 and additive stretch 2 with subquadratic construction time of O(min(m + kn 3/2+1/(2k)+1/(2k−2) , kmn 1/k )). Mendel and Naor [8, 9] studied approximate distance oracles with constant query time. They presented an approximate distance oracle with size O(n 1+1/k ), 128k stretch, O(1) query time and O(n 2+1/k log n) construction time. The 128k stretch can be improved to 33k using techniques of Naor and Tao [11] , and according to Naor and Tao the stretch can be further improved to 16k using a more careful analysis. In addition, Mendel and Schwob [10] improved the O(n 2+1/k log n) construction time to O(mn 1/k log 3 n). Wulff-Nilsen [17] improved the 128k stretch of Mendel and Naor's construction to (2k + ) at the cost of additional kfactor in the size, the query time of his construction is O(1/ ) and the construction time is O(kmn
For the case of k = O(log n/ log log n) and a fixed , Wulff-Nilsen showed that it is actually possible to reduce the size back to O(n 1+1/k ). In addition, WulffNilsen [17] showed that it is possible to improve the query time of Thorup and Zwick's distance oracle [15] from O(k) to O(log k). Namely, a distance oracle of size O(kn 1+1/k ), 2k − 1 stretch, O(log k) query time.
For a recent survey on distance oracle we refer the reader to [14] . Our Contribution:
In this paper we present a distance oracle of size O(kn 1+1/k ), 2k−1 stretch, O(1) query time and O(kmn 1/k +kn 1+1/k log n+ mn 1/(ck) log 3 n) construction time. We completely resolve the problem of improving the query time while keeping the same size-stretch bounds as in the Thorup-Zwick distance oracle. Up to the k factor in the size, this matches the widely believed (based on the girth conjecture) best possible bounds.
Thorup-Zwick's approach was to assign each node v a label B(v), where the label consists of a set of carefully chosen nodes and their distances to v. They show that given the label of two nodes s and t it is enough to check O(k) special nodes and check if these nodes belong to both B(s) and B(t). Out of the inspected nodes that belong to both B(s) and B(t), they carefully pick a single node x and the algorithm then returns dist(s, x) + dist(x, t) as the estimation on dist(s, t). Wulff-Nilsen [17] showed that it is actually enough to check only O(log k) special nodes and still maintaining the same bounds for the size and the stretch. In a second result, Wulff-Nilsen [17] also showed how to obtain constant query time at the price of increasing the stretch from (2k − 1) to (2 + )k for any fixed . His approach was to start by invoking the Mendel and Naor [9] distance oracle to obtain an initial distance estimation. He then showed how to refine this approximated distance to get (2 + )k stretch. In the same spirit, our algorithm also starts by invoking the Mendel and Naor [9] distance oracle to obtain an initial distance estimation and then refines the approximated distance. We then show that once the approximated distance is "refined" enough then by inspecting only a constant number of carefully chosen nodes and checking if they belong to the intersection of B(s) ∩ B(t) it is possible to get the desired 2k − 1 stretch.
Preliminaries

The Thorup-Zwick distance oracle
For completeness we first outline the construction of the Thorup-Zwick distance oracle [15] .
Consider given graph G and positive integer k. The sets V = A0 ⊇ A1 ⊇ · · · ⊇ A k−1 are constructed as follows. Set A0 ← V and A k ← ∅. The set Ai for 1 < i ≤ k − 1 is obtained by sampling the vertices of Ai−1 independently at random with probability n −1/k . For pair of nodes u and v, let dist(u, v) be their distance in G. The pivot pi(v) is defined to be the closest node to v in Ai (break ties arbitrarily).
The bunch of v is defined as follows,
where
Algorithm dist k (s, t, i) given in Figure 1 is similar to the query algorithm of Thorup and Zwick with the slight change that i is not necessarily initialized to 0 but rather can be any start value. The reason for presenting the query algorithm with this slight change is that this generalized query algorithm will be useful for us later on.
It was shown in [15] that the expected size of each bunch is O(k · n 1/k ) and that all bunches can be constructed in O(kmn 1/k ) time. The following lemma is a slight generalization of the stretch analysis of the Thorup-Zwick distance oracle when procedure dist k is invoked on any start value i rather than just
3. return dist(w, s) + dist(w, t) Figure 1 : Query Algorithm 0. The proof is almost identical to the proof of Lemma 3.3 [15] .
Proof: Let ∆ = dist(s, t). Before the while loop starts we have w = pi(s), so dist(s, w) = dist(s, pi(s)). We show that each iteration of the while loop increases dist(s, w) by at most ∆. As A k−1 ⊆ B(t), then there are at most k − 1 − i iterations and hence we will end up with dist(s,
We are left to show that dist(s, w) increases in each iteration by at most ∆. Let si, ti and wi be the values s, t and w at the end of iteration i. We show that dist(si, wi) ≤ dist(si−1, wi−1) + dist(s, t) if the the i'th iteration passes the test of the while loop, namely, wi−1 = pi−1(s) / ∈ B(ti−1). Note that si = ti−1 and wi = pi(si). As wi−1 / ∈ B(ti−1), we have
Note that when i = 0 Lemma 1.1 shows that the stretch of the Thorup-Zwick distance oracle is 2k − 1.
Wulff-Nilsen's distance oracle with O(log k) query time
Let us briefly remind the reader of the distance oracle of Wulff-Nilsen [17] with O(log k) query time. We slightly change the algorithm and presentation of the main ideas presented in [17] to adapt them to our needs later on.
Consider the sets A0, ..., A k from the Thorup-Zwick distance oracle [15] . For a node u ∈ V and even index 2 ≤
For nodes s and t, an index 1 ≤ j ≤ k is (s, t)-terminal if 1. j = k − 1 or 2. j < k − 1 and either pj(s) ∈ B(t) or pj+1(t) ∈ B(s).
Note that if j is (s, t)-terminal then procedure dist k (s, t, j) terminates after at most two iterations of the while loop and therefore runs in constant time.
The next lemma shows that for an even index i, either I(s, i) − 2 is (s, t)-terminal or dist(s, t) ≥ ∆i(s)/2. As we will soon see, this lemma is very useful. If I(s, i) − 2 is (s, t)-terminal then the Thorup-Zwick query algorithm will finish before or when reaching I(s, i) − 1, we can therefore "ignore" all indices bigger than I(s, i). In the second case we have dist(s, t) ≥ ∆i(s)/2 as we will see in Corollary 1.3 this means that dist(s, pi(s)) ≤ idist(s, t). Using the stretch analysis of Thorup-Zwick one can show that invoking procedure dist k on (s, t, i) when dist(s, pi(s)) ≤ idist(s, t) still gives a stretch of 2k − 1. It follows that we can "ignore" all indices smaller than i. This allows Wulff-Nilsen [17] to get O(log k) query time by invoking binary search and each iteration eliminating half of the indices.
Proof: Assume j−2 is not (s, t)-terminal, namely, pj−2(s) / ∈ B(t) and pj−1(t) / ∈ B(s). By definition of B(t) and the fact that pj−2(s) / ∈ B(t), we have dist(t, pj−1(t)) ≤ dist(t, pj−2(s)). Similarly, by definition of B(s) and the fact that pj−1(t) / ∈ B(s), we have dist(s, pj(s)) ≤ dist(s, pj−1(t)).
We thus get by applying the triangle inequality twice,
We conclude that
The lemma follows.
A corollary of Lemma 1.2 is as follows.
Proof: The corollary is trivially followed by the fact that dist(s, pi(s)) ≤ i∆i(s)/2 and by Lemma 1.2.
Wulff-Nilsen [17] cleverly showed that returning dist k (s, t, j) for an index j such that j is (s, t)-terminal and j − 2 is not (s, t)-terminal gives the desired 2k − 1 stretch. Showing that the stretch is 2k − 1 is done by Corollary 1.3. Finding this index j can be done using binary search over all values j for 1 ≤ j ≤ k − 1 and hence can be found in O(log k) time. We next outline in very high level the distance oracle of Wulff-Nilsen [17] with O(1/ ) query time, 2k + stretch and O(kn 1+1/k ) size. We will later reuse some of the ideas presented in [17] in order to get our distance oracle with O(1) query time, 2k − 1 stretch and O(kn 1+1/k ) size. The algorithm constructs and stores in the preprocessing phase both the Mendel-Naor distance oracle and the Thorup-Zwick distance oracle. The algorithm also stores some additional auxiliary information to be described soon.
The query algorithm given two nodes s and t starts by invoking the Mendel and Naor's distance oracle to obtain an initial estimation distMN (s, t) within stretch 128k. The algorithm then refines the approximated distance. For simplicity, let's assume that all distances in the graph and all distances that can be output by the Mendel-Naor distance oracle are of some power of (1 + ). This can be done by rounding all the distances to the closest power of (1 + ). This might increase the stretch by a factor of 1 + .
For a distance d and a node v,
If the algorithm manages to find such a distance d then it returns dist k (s, t, I(s, even(s, d))). This is done as follows. If I(s, even(s, distMN (s, t))) is not (s, t)-terminal then the algorithm returns distMN (s, t). Otherwise the algorithm finds the first index i ≤ c for some constant c such that
. If no such index exists then Wulff-Nilsen shows that returning distMN (s, t)/128 gives the desired 2k − 1 stretch.
The only thing we are left to describe is how to find
gives the desired 2k − 1 stretch. Thus in constant time we can either find even(s, distMN (s, t)/(1 + ) i ) or returns a distance estimation within the desired stretch (in case d ∈ {dist(t, u) | u ∈ B(t)} and d / ∈ {dist(t, u) | u ∈ B(t)}, the algorithm just replace s and t).
We refer the reader to [17] for the full details.
ORACLE WITH CONSTANT QUERY TIME
In this section we present our distance oracle construction with O(kn 1+1/k ) size, 2k−1 stretch and constant query time. The following key definition of legitimate pair defines a pair of indices (i1, i2) such that using these indices we can already get a good estimation within 4k stretch. We will later see how to use these indices to improve the stretch to 2k − 1.
Definition 1 (Legitimate Pair). We say that a pair of indices (i1, i2) is (s, t)-legitimate pair if the following holds:
Our algorithm consists of two parts. The first part finds (s, t)-legitimate pair (i1, i2), the second part uses these indices to get 2k − 1 stretch. In Section 2.1 we describe the preprocessing phase and the query phase for finding (s, t)-legitimate pair. In Section 2.2 we describe the preprocessing phase and the query phase for estimating the distance within stretch of 2k − 1 given (s, t)-legitimate pair (i1, i2).
Finding Legitimate Pair
We now turn to describe the preprocessing and query phases of the first part of the algorithm, which finds (s, t)-legitimate pair. In order to find (s, t)-legitimate pair we use some of the techniques introduced in [17] and adapt them to our needs.
For a value x, let x 2 * = 2 log 2 x , namely, the smallest power of two that is at least x. By abuse of notation for a set of values S, let
High level idea on how to find legitimate pair: Loosely speaking finding (s, t)-legitimate pair is done as follows. We start by finding a rough estimation on dist(s, t) with stretch O(k). This can be done by invoking the Mendel and Naor's distance oracle [9] , which returns an estimation distMN (s, t) such that dist(s, t) ≤ distMN (s, t) ≤ 128kdist(s, t). Generally speaking, the algorithm partitions the even indices 2 ≤ i ≤ k − 1 into "buckets" according to dist(s, pi(s)) 2 * , namely, two indices j1, j2 belong to the same bucket if dist(s, pj 1 (s)) 2 * = dist(s, pj 2 (s)) 2 * . The goal of the algorithm is to find a bucket such that the minimal index in the bucket j1 satisfies that I(s, j1) − 2 is not (s, t)-terminal and the maximum index in the bucket j2 satisfies that I(s, j2) − 2 is (s, t)-terminal. If the algorithm manages to find such a bucket and indices j1, j2 then we show that (j1, j2) is an (s, t)-legitimate pair. We show that given the estimation distMN (s, t) it is enough to check a constant number of buckets. The algorithm either manages to find (s, t)-legitimate pair in one of these buckets or it already manages to find a distance estimation within stretch of 2k − 1.
Preprocessing for finding legitimate pair: Let us start with describing the information stored at the preprocessing phase. Construct and store the Thorup and Zwick distance oracle. Namely, for every node v ∈ V store the following. The bunch B(v), and for every node x ∈ B(v) store the distance dist(v, x). In addition store the pivots pi(v) for every
For every node v store also the following additional information. For every even index 2 ≤ j ≤ k − 1, store ∆j(v) and the index I(v, j).
) and even(v, d) are undefined. Note that either both even(v, d) and even(v, d) are defined or both are undefined. In addition, construct and store the Mendel and Naor [9] distance oracle. Let distMN (u, v) be the estimated distance returned by the Mendel-Naor distance oracle for the pair u and v. Let DMN = {distMN (u, v) | u, v ∈ V } be the set of all distances that the Mendel-Naor distance oracle can output. For every distance d ∈ DMN , store d 2 * .
Finding legitimate pair in the query phase:
We now turn to describe how to find (s, t)-legitimate pair in the query phase.
To find an (s, t)-legitimate pair (i1, i2) in the query algorithm do the following. First invoke the Mendel and Naor [9] distance oracle to obtain an initial estimation distMN (s, t) .
Let dmin be the minimal distance between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * such that even(s, dmin) is defined. Let dmax be the maximal distance between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * such that even(s, dmax) is defined. If even(s, dmax)+2 ≤ k−1 then set imax ← even(s, dmax)+ 2, else set imax to be the maximum even index that is at most k − 1 (namely, either k − 2 or k − 1).
If there exists a power of two distance
Let us now turn to the analysis of the algorithm for finding (s, t)-legitimate pair.
The following auxiliary lemma bounds the stretch guarantee when invoking procedure distk on an (s, t)-terminal. The proof is very similar to the stretch analysis of the ThorupZwick distance oracle.
Proof: Note that as i is (s, t)-terminal it follows that distk(s, t, i) = dist(s, w)+dist(t, w) for w ∈ {pi(s), pi+1(t)}. By the triangle inequality we have dist(s, t) ≤ dist(s, w) + dist(t, w) = distk(s, t, i).
We left to show the other direction, namely, that distk(s, t, i) ≤ 2dist(s, pi(s)) + 3dist(s, t). Note that as i is (s, t)-terminal and as i ≤ k − 2 then either pi(s) ∈ B(t) or pi+1(t) ∈ B(s).
Otherwise we have pi(s) / ∈ B(t) and pi+1(t) ∈ B(s). As pi(s) / ∈ B(t) it follows by the definition of B(t) that dist(t, pi+1(t)) ≤ dist(t, pi(s)). Note also that in this case we have distk(s, t, i) = dist(s, pi+1(t)) + dist(t, pi+1(t)).
We therefore have,
The
Proof: Let j be the maximal index such that dist(s, pj(s)) ≤ distMN (s, t) 2 * /512. Note that such an index exists as dist(s, p0(s)) = 0 ≤ distMN (s, t) 2 * /512.
We claim that dist(t, pj(s)) ≤ distMN (s, t) 2 * /512. This will imply the lemma as
Towards proving that dist(t, pj(s)) ≤ distMN (s, t) 2 * /512, we first show that pj(s) ∈ B(t).
To see this, assume towards contradiction, that pj(s) / ∈ B(t). By definition of B(t), we have that dist(t, pj+1(t)) ≤ dist(t, pj(s)).
Hence by applying the triangle inequality twice we get,
We therefore get that dist(s, pj+1(s)) 2 * ≤ 4 distMN (s, t) 2 * . However, even(s, d) is undefined for every distMN (s, t) 2 * /512 ≤ d ≤ 4 distMN (s, t) 2 * . It follows that dist(s, pj+1(s)) 2 * ≤ distMN (s, t) 2 * /512, with a contradiction to the maximality of j. We conclude that pj(s) ∈ B(t).
We next show that dist(t, pj(s)) ≤ distMN (s, t) 2 * /512. Note that,
We get that dist(t, pj(s)) 2 * ≤ 2 distMN (s, t) 2 * . Since pj(s) ∈ B(t) we get that even(t, dist(t, pj(s)) 2 * ) is defined. However, even(t, d) is undefined for every
The next lemma shows that if the algorithm manages to find a power of two distance d such that I(s, even(s, d)) − 2 is not (s, t)-terminal and I(s, even(s, d))−2 is (s, t)-terminal then (even(s, d), even(s, d)) is (s, t)-legitimate pair. Recall that in our case the algorithm searches for such a distance d between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * .
Proof: The first three properties are already satisfied by the conditions of the lemma. We are therefore left with showing the forth property, namely, dist(s,
The following lemmas handle the end cases where the algorithm couldn't find a distance d such that I(s, even(s, d))−2 is not (s, t)-terminal and I(s, even(s, d))−2 is (s, t)-terminal.
The next lemma shows that if I(s, even(s, dmax) + 2) − 2 is not (s, t)-terminal then distMN (s, t) is already a good enough estimation.
Lemma 2.4. If even(s, dmax) < k−2 and I(s, even(s, dmax)+ 2)−2 is not (s, t)-terminal then distMN (s, t) ≤ (2k−1)dist(s, t).
Proof: Let r = even(s, dmax) + 2. By Corollary 1.3 and the assumption that I(s, r) − 2 is not (s, t)-terminal we have dist(s, pr(s)) ≤ rdist(s, t). Recall that dmax is the maximal distance between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * such that even(s, dmax) is defined. Recall also that r − 2 = even(s, dmax) is the maximal index such that dist(s, pr−2(s)) ≤ dmax. It follows that dist(s, pr(s)) > 4 distMN (s, t) 2 * .
as required.
The next auxiliary lemma shows that if I(s, even(s, dmin))− 2 is (s, t)-terminal then distk(s, t, I(s, even(s, dmin)) − 2) gives a good enough estimation.
Proof: Let r = I(s, even(s, dmin)) − 2. By Lemma 2.1 we have dist(s, t) ≤ distk(s, t, r) ≤ 2dist(s, pr(s))+3dist(s, t).
By definition of dmin and even(s, dmin) we have that dist(s, pr(s)) 2 * ≤ distMN (s, t) 2 * /512 < distMN (s, t)/256.
Overall we get dist(s, t) ≤ distk(s, t, r) ≤ 2dist(s, pr(s))+ 3dist(s, t) < 2distMN (s, t)/256+3dist(s, t) = distMN (s, t)/128+ 3dist(s, t) ≤ (k + 3)dist(s, t) ≤ (2k − 1)dist(s, t), for any k ≥ 4
The next auxiliary lemma shows that if I(s, i) − 2 is not (s, t)-terminal and I(s, i + 2) − 2 is (s, t)-terminal then distk(s, t, I(s, i + 2) − 2) is a good enough estimation on dist(s, t).
Proof: Note that the only case where I(s, i) − 2 is not (s, t)-terminal and I(s, i + 2) − 2 is (s, t)-terminal is when I(s, i + 2) = i + 2, namely, ∆(s, i + 2) = δ(s, i + 2). By Lemma
and the fact that I(s, i) − 2 is not (s, t)-terminal we have dist(s, pi(s)) ≤ idist(s, t). In addition, since I(s, i+2)−2 is (s, t)-terminal by Lemma 2.1 we have distk(s, t, I(s
where the last inequality holds for every i ≤ k − 2.
The next lemma proves that if the algorithm returns distk(s, t, i) for the minimal index i ∈ S such that i is (s, t)-terminal then distk(s, t, i) satisfies the desired stretch.
Assume one of the indices in S is (s, t)-terminal. Let i ∈ S be the minimal index such that i is (s, t)-terminal. Then distk(s, t, i) ≤ (2k − 1)dist(s, t).
Proof:
By Lemma 2.5 if i = I(s, even(s, dmin))−2 then dist(s, t) ≤ distk(s, t, i) ≤ (2k − 1)dist(s, t). So assume i > I(s, even(s, dmin)) − 2. Consider first the case where
We claim that in this case I(s, even(s, d) − 2) − 2 is not (s, t)-terminal. This will imply the lemma as we will have I(s, even(s, d)−2)−2 is not (s, t)-terminal and I(s, even(s, d))− 2 is (s, t)-terminal and thus by Lemma 2.6 we have distk(s, t, I(s, even(s, d))−2) = distk(s, t, i) ≤ (2k−1)dist(s, t), as required.
Let r = even(s, d). By definition of even(s, d), we have dist(s, pr−2(s)) 2 * < dist(s, pr(s)) 2 * .
Let d < dist(s, pr(s)) 2 * be the maximal power of two such that even(s, d ) is defined. We claim that even(s, d ) = r − 2 and that d ≥ dmin.
To see the first part, that is even(s, d ) = r − 2, note that d < dist(s, pr(s)) 2 * and hence also d < dist(s, pr(s)). It follows by definition of even(s, d ) that even(s, d ) < r. In addition note that even(s, dist(s, pr−2(s)) 2 * ) is defined and that dist(s, pr−2(s)) 2 * < dist(s, pr(s)) 2 * . Hence by the maximality of
To see the second part, that is d ≥ dmin, note that dmin < dist(s, pr(s)) 2 * ≤ d. Hence, by the maximality of d and the facts that dmin < d and even(s, dmin) is defined we have d ≥ dmin.
Seeking a contradiction, assume that I(s, r − 2) − 2 = I(s, even(s, d )) − 2 is (s, t)-terminal. By the minimality of i we have that I(even(s, d )) − 2 is not (s, t)-terminal. We get that I(even(s, d )) − 2 is not (s, t)-terminal and I(even(s, d )) − 2 is (s, t)-terminal, with contradiction to the assumption of the lemma that no such distance between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * exist.
Consider now the second subcase where i = I(s, imax) − 2. Note that by the same analysis as above we have that I(s, imax − 2) − 2 is not (s, t)-terminal and again the claim follows by Lemma 2.6.
The next lemma summarizes that the algorithm either finds (s, t)-legitimate pair or return a distance within stretch 2k − 1.
Lemma 2.8. The algorithm for finding legitimate pair either finds (s, t)-legitimate pair or returns a distance within stretch 2k − 1. I(s, even(s, d) ) − 2 is not (s, t)-terminal and I(s, even(s, d)) − 2 is (s, t)-terminal. If I(s, imax)−2 is not (s, t)-terminal and imax ≥ k−2 then the algorithm returns distk(s, t, imax), by Lemma 1.1 and Corollary 1.3 it is not hard to verify that distk(s, t, imax) ≤ (2k − 1)dist(s, t). If I(s, imax) − 2 is not (s, t)-terminal and imax < k − 2 the algorithm returns distMN (s, t), by Lemma 2.4 we have dist(s, t) ≤ distMN (s, t) ≤ (2k − 1)dist(s, t) and again we are done.
Proof
So assume I(s, imax) − 2 is (s, t)-terminal. Let i be the minimal index among the set {I (s, even(s, d ) 
The next lemma shows that the algorithm for finding legitimate pair runs in O(1) time.
Lemma 2.9. The algorithm for finding legitimate pair runs in O(1) time.
Proof:
Invoking the Mendel and Naor [9] distance oracle to obtain an initial estimation distMN (s, Finding dmin and dmax can also be done in O(1) time by iterating over all power of two between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * .
It is not hard to see that checking if an index i is (s, t)-terminal can be done in O(1) time.
We therefore get that checking if there exists a power of two distance d between distMN (s, t) 2 * /512 and 4 distMN (s, t) 2 * such that even(s, d) is defined, I(s, even(s, d)) − 2 is not (s, t)-terminal and I(s, even(s, d)) − 2 is (s, t)-terminal can be done in O(1) time.
The algorithm next checks if I(s, imax)−2 is (s, t)-terminal which again can be done in O(1) time. It is not hard to verify that returning distk(s, t, imax) when imax ≥ k − 2 also takes O(1) time.
Finally, finding the minimal index i be the minimal index in the set
Estimating the Distance given Legitimate Pair
We now present procedure Estimate, which given (s, t)-legitimate pair (i1, i2), returns in constant time a distance within stretch of 2k − 1.
We show that given an (s, t)-legitimate pair (i1, i2) it is enough to check only three carefully chosen indices and test if one of these indices is (s, t)-terminal. The main idea is as follows. By the definition of (s, t)-legitimate pair (i1, i2) and Lemma 1.2 we have that dist(s, t) ≥ ∆i 1 (s)/2. Assume the algorithm finds an index x > i1 such that x − 2 is (s, t)-terminal and tries to decide whether dist k (s, t, x − 2) is a good enough estimation. Recall that by Lemma 2.1 we have dist k (s, t, x − 2) ≤ 2dist(s, px−2(s)) + 3dist(s, t). If ∆x(s)/2 ≤ dist(s, t) then we can show that dist k (s, t, x − 2) gives a good enough estimation. However, it could be that ∆x(s)/2 > dist(s, t) and in this case if we just return dist k (s, t, x − 2) we might get a too large stretch.
Note however that if x < k − 1 then we also "save" some stretch as dist k (s, t, x−2) ≤ 2dist(s, px−2(s))+3dist(s, t) ≤ (2x − 1)∆x(s)/2. This means that if k − x is large enough and if ∆x(s)/2 − dist(s, t) is small enough then returning dist k (s, t, x − 2) might still give 2k − 1 stretch. The algorithm of course does not know dist(s, t), however, it has a lower bound of ∆i 1 (s)/2 on dist(s, t) and it can use this lower bound instead. Basically, we have a tradeoff between what we lose in the stretch because of the difference of ∆x 1 (s) − ∆i 1 (s) and what we gain because of the difference of k − x. If these two terms cancel out then dist k (s, t, x − 2) might still give 2k − 1 stretch. The algorithm stores the maximal index x1 that matches this tradeoff. Namely, the algorithm stores the maximal index x1 such that what we lose is at most what we gain and therefore if I(s, x1) − 2 is (s, t)-terminal then it is safe to return dist k (s, t, I(s, x1)−2). So if in the query phase we discover that I(s, x1) − 2 is (s, t)-terminal we can just return dist k (s, t, I(s, x1) − 2). Otherwise we can conclude that dist(s, t) ≥ ∆x 1 (s)/2. Namely, in this case we get a better lower bound on dist(s, t). We therefore can continue this process again and use the next maximal index x2 such that what we lose in stretch because of the difference of ∆x 2 (s) − ∆x 1 (s) is at most what we gain from the difference of k − x2. Again if I(s, x2) − 2 is (s, t)-terminal then we are done. Otherwise we do it one more time and store x3 the maximal index such that what we lose in stretch because of the difference of ∆x 3 (s)−∆x 2 (s) is at most what we gain from the difference of k − x3. We show that it is enough to do it three times and that if I(s, x3) − 2 is not (s, t)-terminal then it must be that ∆x 3 (s) ≥ 2∆i 1 (s). We then show that in this case returning dist k (s, t, I(s, i2) − 2) gives the desired stretch of 2k − 1.
Preprocessing
The algorithm stores in the preprocessing the following information. For every node s and every even index 2 ≤ i ≤ k − 1, store the following.
The minimal even index
. If no such index exists set x1(i, s) to be the maximum even index that is at most k −1 (namely,
. If no such index exists set x2(i, s) to be the maximum even index that is at most k − 1 (namely, either k − 2 or k − 1) 3. The minimal even index x3(i, s) such that x2(i, s)
, if no such index exists set x3(i, s) to be the maximum even index that is at most k − 1 (namely, either k − 2 or k − 1).
This concludes the information stored in the preprocessing phase.
Roughly speaking the left terms in the inequalities that define xj(i, s) for 1 ≤ j ≤ 3 is what we "lose" in the stretch by the difference of ∆ x j (i,s) (s) and our current lower bound on dist(s, t). The right terms in these inequalities is what we "save" in the stretch. Note that x3(i, s) is defined slightly differently than x1(i, s) and x2(i, s). The reason for this change is as follows. Let x1 = x1(i, s), x2 = x2(i, s) and x3 = x3(i, s). Note that the distance dist(s, pi(s)) for an even index 2 ≤ i ≤ k − 1 equals to the sum 2≤j≤i, j is even δj(s).
Recall again that as long as dist(s, pi(s)) ≤ idist(s, t) then invoking dist k (s, t, i) still gives 2k − 1 stretch. In the case where I(s, x2) − 2 is not (s, t)-terminal we actually have a stronger guarantee on dist(s, px 2 (s)). We can show that dist(s, px 2 (s)) ≤ x1∆x 1 (s)/2 + (x2 − x1)∆x 2 (s)/2. Since in this case we have dist(s, t) ≥ ∆x 2 (s)/2 then we actually "save" x1(∆x 2 (s) − ∆x 1 (s)). We use this "saving" to show that if I(s, x3) − 2 is not (s, t)-terminal then ∆x 3 (s) ≥ 2∆i 1 (s). We then show that in this case we can return dist k (s, t, I(s, i2) − 2) and get a stretch of 2k − 1. In fact, we also "save" more, due again to the difference of k − x3, but for our needs we can ignore this part.
Query Phase
Procedure Estimate given i1, i2 operates as follows. Let y1 = I(x1(i1, s), s), y2 = I(s, x2(i1, s)), y3 = I(s, x3(i1, s)) and y4 = I(s, i2).
Analysis
We now turn to the analysis of the algorithm.
The next auxiliary lemma will be used to show that if the algorithm returns either dist k (s, t, y1 − 2) or dist k (s, t, y2 − 2) then the stretch is 2k − 1.
Lemma 2.10. Consider even indices j1 and j2 such that I(s, j1) − 2 is not (s, t)-terminal and I(s, j2) − 2 is (s, t)-
Proof: As I(s, j1) − 2 is not (s, t)-terminal we have by Lemma 1.2 dist(s, t) ≥ ∆j 1 (s)/2. By Lemma 2.1 we have dist k (s, t, I(s, j2) − 2) ≤ 2dist(s, pj 2 −2) + 3dist(s, t). Note that, dist(s, pj 2 −2) = 2≤j≤j 2 −2,j is even
We thus have,
By Lemma 2.10 we have the following.
Proof: Assume y1 − 2 is (s, t)-terminal. Recall that y1 = I(s, x1(i1, s)). Recall also that I(s, i1) − 2 is not (s, t)-terminal. In addition, by the minimality of x1, we have (x1 −2−i)(∆x 1 −2 −∆i 1 ) ≤ (k−2−(x1 −2))∆i 1 . We thus get by Lemma 2.10 that distk(s, t, y1
Similarly, we can show that if y1 − 2 is not (s, t)-terminal and y2 − 2 is (s, t)-terminal then distk(s, t, y2 − 2) ≤ (2k − 1)dist(s, t).
The next lemma shows that if the algorithm returns
Proof: If y2 − 2 is not (s, t)-terminal then by Lemma 1.2 we have dist(s, t) ≥ ∆x 2 /2 = δy 2 (s)/2.
Since y3 − 2 is (s, t)-terminal then by Lemma 2.1 we have distk(s, t, y3−2) ≤ 2dist(s, py 3 −2(s))+3dist(s, t) ≤ x1∆x 1 + (x2 − x1)∆x 2 + (x3 − x2 − 2)∆x 3 −2 + 3dist(s, t).
Recall that x3 is the minimal index such that (x3−x2)(∆x 3 − ∆x 2 ) > x1(∆x 2 −∆x 1 ). Hence, (x3 −2−x2)(∆x 3 −2 −∆x 2 ) ≤ x1(∆x 2 − ∆x 1 ).
The next lemma shows that if y3 − 2 is not (s, t)-terminal then ∆x 3 must be at least twice ∆i 1 . We will use this lemma to show that in this case returning distk(s, t, I(s, i2) − 2) gives the desire stretch of 2k − 1. Lemma 2.13. If y3−2 is not (s, t)-terminal and x3 ≤ k−2 then ∆x 3 ≥ 2∆i 1 .
Proof:
Recall that (x1 −i1)(
In addition recall that (x2 − x1)(
Finally, recall that (x3 −x2)(∆x 3 −∆x 2 ) > x1(∆x 2 −∆x 1 ). Therefore, (∆x 3 − ∆x 2 ) > x1(∆x 2 − ∆x 1 )/(x3 − x2).
Combining these three inequalities we get,
where the last inequality holds as x1 ≥ x1 − i1 and (k − 2 − x2) ≥ x3 − x2 and (k − 2 − x1) ≥ (x2 − x1).
We conclude that ∆x 3 ≥ ∆i 1 + ∆x 2 ≥ 2∆i 1 , as required.
The next lemma shows that if the algorithm returns
By Lemma 2.13 we have ∆x
≤ 2(2i1∆i 1 (s)/2 − ∆i 1 ) + 3dist(s, t) = 2(i1∆i 1 (s) − ∆i 1 ) + 3dist(s, t) = 2∆i 1 (s)(i1 − 1) + 3dist(s, t)
≤ 2(i1 − 1)dist(s, t) + 3dist(s, t) ≤ 2(k − 2)dist(s, t) + 3dist(s, t) = (2k − 1)dist(s, t), where the last inequality holds for any i1 ≤ k − 1.
The next lemma summarizes the correctness of Procedure Estimate.
Lemma 2.15. Procedure Estimate returns a distanced ist(s, t) such that dist(s, t) ≤d ist(s, t) ≤ (2k − 1)dist(s, t).
Proof: By Lemma 2.11 if the algorithm returns distk(s, t, y1− 2) then distk(s, t, y1 − 2) ≤ (2k − 1)dist(s, t). Similarly by Lemma 2.11, if the algorithm returns distk(s, t, y2 − 2) then distk(s, t, y2 − 2) ≤ (2k − 1)dist(s, t).
If y2 − 2 is not (s, t)-terminal and y3 − 2 is (s, t)-terminal then the algorithm returns dist k (s, t, y3 − 2). By Lemma 2.12 we have in this case dist k (s, t, y3−2) ≤ (2k−1)dist(s, t).
If x3 ≥ k − 2 and y3 − 2 is not (s, t)-terminal then the algorithm returns in this case dist k (s, t, x3). Since y3−2 is not (s, t)-terminal we have by Corollary 1.3 that dist(s, px 3 (s)) ≤ x3dist(s, t). By Lemma 1.1 we have dist k (s, t, x3) ≤ 2dist(s, px 3 (s)) + (2(k − x3) − 1)dist(s, t) ≤ 2x3dist(s, t) + (2(k − x3) − 1)dist(s, t) ≤ (2k − 1)dist(s, t), as required.
Finally, if y3 − 2 is not (s, t)-terminal and x3 ≥ k − 2 then the algorithm returns dist k (s, t, I(s, i2) − 2).
By Lemma 2.14 we have in this case, dist k (s, t, I(s, i2) − 2) ≤ (2k − 1)dist(s, t).
It is not hard to verify that Procedure Estimate runs in O(1) time.
Running time and space
The Mendel-Naor distance oracle [9] can be constructed in O(n 2+1/k log n) time and requires O(n 1+1/k ) space. Similar to the construction of Wulff-Nilsen [17] , our construction can use any distance oracle with O(c · k) stretch and O(1) query time that can output at most O(n 1+1/k ) different distances, for any constant c. More precisely, our query algorithm can be slightly modified such that given a distance oracle with O(c·k) stretch and O(1) query time, the query time is O(log c) for some integer c. This can be done by modifying the algorithm for finding (s, t)-legitimate pair and considering O(log c) distances 2
r . Constructing such a distance oracle with O(ck) stretch and O(1) query time can be done using the construction of Mendel and Schwob [10] in O(mn 1/ck log 3 n). Constructing the bunches and the pivots can be done by the Thorup-Zwick [15] analysis in O(kmn 1/k ). Consider a node u. It is not hard to see that finding the values δj(u) for every index 1 ≤ j ≤ k − 1 can be done in O(k) time by simply calculating δj(u) = dist(u, pj(u)) − dist(u, pj−2(u)).
Finding the values ∆j(u) and I(u, j) for every index 1 ≤ j ≤ k − 1 can be done in O(k log k) time by the following. First sort the values δj(u) (this takes O(k log k) time). Next, sequentially traverse the indices i from 1 to k and maintain the largest value δj(u) observed so far.
Finding even(v, d) and even(v, d) can be done by sorting B(u) 2 * and then iterating on the sorted values of B(u) 2 * . This can be done in O(| B(u) 2 * | log n) = O(|B(u)| log n). Thus for all nodes u this can be done in time u∈V O(|B(u)| log n) = O(kn 1+1/k log n).
As shown in [17] , the set DMN contains O(n 1+1/k ) values. We get that the preprocessing time for each node u is O(k 2 ) ≤ O(k log n) and thus for all nodes O(nk log n) time. All in all, the preprocessing time for given integers k and c is O(kmn 1/k + kn 1+1/k log n + mn 1/(ck) log 3 n). In addition, it is not hard to verify that the size of the data structure is O(kn 1+1/k ).
