This work proposes a novel approach to out-of-vocabulary (OOV) keyword search (KWS) task. The proposed approach is based on using high-level features from an automatic speech recognition (ASR) system, so called phoneme posterior based (PPB) features, for decoding. These features are obtained by calculating time-dependent phoneme posterior probabilities from word lattices, followed by their smoothing. For the PPB features we developed a special novel very fast, simple and efficient OOV decoder. Experimental results are presented on the Georgian language from the IARPA Babel Program, which was the test language in the OpenKWS 2016 evaluation campaign. The results show that in terms of maximum term weighted value (MTWV) metric and computational speed, for single ASR systems, the proposed approach significantly outperforms the state-of-the-art approach based on using in-vocabulary proxies for OOV keywords in the indexed database. The comparison of the two OOV KWS approaches on the fusion results of the nine different ASR systems demonstrates that the proposed OOV decoder outperforms the proxy-based approach in terms of MTWV metric given the comparable processing speed. Other important advantages of the OOV decoder include extremely low memory consumption and simplicity of its implementation and parameter optimization.
Introduction
The keyword search (KWS) problem, which consists in finding a spoken or written word or a short word sequence in a collection of audio speech data, has remained an active area of research during the last decade. Finding out-of-vocabulary (OOV) keywords -those words, that are not known to the system in advance at the training stage, is one of the fundamental problem of KWS research. Due to the growth of interest in development of low-resource speech recognition systems, the problem of OOV keyword search has become especially actual.
A variety of methods have been proposed in the literature to solve this problem. Most of the state-of-the art KWS systems are based on the search in the indexed database. The speech indexing can be obtained from an automatic speech recognition (ASR) system output in the form of recognition lattices or confusion networks (CNs) [1] . There are two broad classes of methods for handling OOVs.
The first class of methods is based on representing OOVs with subword units [2, 3, 4, 5, 6, 7, 8, 9] , which can be used either in decoding stage or obtained from the the word lattices. Various types of subword units have been explored in the literature, such as phones, graphones, syllables [5] , morphes [6, 3] , phone sequences of different length [5] and charter n-grams [3] . Different types of subword units have been shown to provide complementary results, so their combination (including wordlevel units) [3, 5] and hybrid approaches [7] usually lead to further performance improvement.
The second class of methods is based on using invocabulary (IV) proxies -those words that acoustically are close to OOVs [10, 11, 12] . For this purpose confusion models are trained to expand the query [10, 13, 12, 14, 15, 16] and perform fuzzy search [4, 5, 14, 17] .
This work proposes a novel approach to the OOV KWS task. The proposed approach is based on using phoneme posterior based (PPB) features and a new decoding strategy for these features. It was successfully used for the OpenKWS 2016 NIST evaluation campaign, as a part of the STC system [18] .
The rest of the paper is organized as follows. In Section 2, PPB features are introduced. The OOV decoder is presented in Section 3. Section 4 describes the experimental results of the OOV KWS for the proposed approach and its comparison and combination with the proxy-based search. Finally, the conclusions are presented in Section 5.
Phoneme posterior based (PPB) features
In this section we present novel features which are used in the proposed KWS system for OOV words. The extraction of the proposed PPB features for audio files consists in the three major steps:
1. Speech recognition; 2. Calculation of phoneme posterior probabilities from word lattices with phoneme alignments; 3. Smoothing of the obtained probabilities.
Calculation of phoneme posterior probabilities
These PPB features are obtained from time dependent phoneme posterior scores [19, 20, 21] by computing arc posteriors from the output lattices of the decoder. We use the phone-level information from the lattices. For each time frame we calculate p n t -the confidence score of phoneme phn at time t in the decoding lattice by calculating arc posterior probabilities. The forward-backward algorithm is used to calculate these arc posterior probabilities from the lattice as follows:
where λ is the scale factor (the optimal value of λ is found empirically by minimizing WER of the consensus hypothesis [1] ); q is a path through the lattice corresponding to the word sequence w; Q l is the set of paths passing through arc l; pacc(O|q) is the acoustic likelihood; P lm (w) is the language model probability; and P (O) is the overall likelihood of all paths through the lattice. Let {ph1, . . . , phN } be a set of phonemes including the silence model. For the given frame ot at time t we calculate its probability P (ot) ∈ phn of belonging to phoneme phn, using lattices obtained from the first decoding pass:
where Sn(ot) is the set of all arcs corresponding to the phoneme phn in the lattice at time t; P (l|O) is the posterior probability of arc l in the lattice. The obtained probability P (ot ∈ phn) of frame ot belonging to phoneme phn is the coordinate p n t on the new feature vector p t . Thus for a given acoustic feature vector ot at time t we obtain a new feature vector p t :
where N is the number of phones in the phoneme set used in the ASR system. Hence for each frame ot we have a N -dimensional vector p t , each coordinate of which represents the probability of this frame to belong to a certain phoneme.
Smoothing
The smoothing process consists of two steps:
1. Calculation of phoneme confusion model M.
Transformation of vectors p t into smoothed vectors st
using the confusion model M.
First, confusion model M is calculated in an unsupervised manner on the development set from the decoding lattices as follows. It can be represented in the form of N × N matrix: M = { µ1, . . . , µN }, where µn is the mean calculated over all vectors p t , which "correspond" to phoneme phn. The correspondence of vector p t to phoneme phn means that:
In other words,
and T is the set of all the frames in the development set; |Tn| is the number of elements in Tn.
In the second step, we perform smoothing of p t vectors using the obtained confusion model as follows:
where vector p t corresponds to phoneme phn. The optimal value for α depends on lattice size and richness: the richer are the lattices the smaller can be the contribution of the confusion model. For the OOV decoder (described in Section 3) we use log(st) features. When some phonemes are not present in the lattice for a certain frame, and when we also obtain "zero" probabilities even after the smoothing, we set coordinates for them equal to some very small value ( ≈ 10 −42 ) in vector st.
OOV decoder
In this section we introduce the decoder developed for OOV search. We will refer to this decoder as OOV decoder.
Graph topology
We use only a phone finite state automation (FSA) for decoding. This FSA is built for each OOV word independently and contains all possible pronunciation variants (according to phonetic transcriptions) of this word. The other important properties of topology of this FSA are as follows: (1) it does not contain any loops; (2) no filler model is used. Any loops in this FSA are not required because the OOV decoder, which works on PPB features, attempts for each frame to generate the hypothesis of the beginning of a keyword in this frame, if its probability exceeds a chosen threshold Θstart.
Also we do not need any filler or background models [22, 23] , which are used, for example in acoustic KWS to absorb non-keyword speech events, because the OOV decoder works directly with probabilities and the decision to accept or to reject a hypothesis is made on the basis of the final probability.
Probability estimation and beam pruning
Let H be a current hypothesis of keyword K, which corresponds to phoneme sequence K =< φ1, . . . , φM >. Scores for this hypothesis are calculated in two steps:
1. Estimate probabilities of phones of the current hypothesis:
where Li = t end(φ i ) − t start(φ i ) + 1 is the length of the current phone φi in the hypothesis H, t start(φ i ) and t end(φ i ) -are the first and the final frames of phone φi in H correspondingly; s φ i t -is the φi-th coordinate of vector st (from Formula (7)).
2. Estimate probability of the whole hypothesis H as the average probability over all phones of the current keyword:
Note that this normalization of scores on the phoneme lengths allows us to compare hypothesis of different lengths regardless of their duration. It is a necessary because in the OOV decoder all hypothesis can have different lengths.
We reject a current hypothesis as soon as its probability becomes less the a given threshold Θ beam . The maximum number of possible hypotheses in this decoder equals to the number of the FSA states.
OOV keyword search
For the OOV decoder described above the KWS becomes very simple: if P (H * ) > Θ hit for a final hypothesis H * , then we accept this keyword and add it to the keyword list with the corresponding score log (P (H * )). Here Θ hit is the constant threshold fixed for all keywords. In the end we apply the sum-to-one (STO) [24, 25] score normalization to all keyword queries.
Experimental results

Training and test data
Experiments were performed on the Georgian language from the IARPA Babel Program, which was the "surprise" language in the OpenKWS 2016 evaluation campaign. For acoustic model training 40 hours of transcribed and 40 hours of untranscribed data were used. Results presented in this paper are reported for the official development set (10 hours). Additional data from 18 other Babel languages with the total amount of 860 hours were used to train a multilingual feature extractor.
ASR system
Acoustic models
We used the Kaldi speech recognition toolkit [26] for AM training (with some additional modifications) and for decoding. Nine different neural network (NN) acoustic models (AMs) were used in these experiments. They differ in type, topology, input features, training data and learning algorithms. The detailed description of the AMs is given in [18] . Here we only listed the main points.
First, two multi-lingual (ML) NN models were trained: 9. DMN9 is similar to DMN8, but with semi-supervised learning on the additional untranscribed part of the dataset.
All the above AMs except the first one were trained with the use of speed perturbed data [28] . The performance results for these models (with the language model (LM) described in Section 4.2.2) on the development set in terms of word error rate (WER) are reported in Table 1 .
Language modeling
The LM used in these experiments was obtained as a linear interpolation of the three LMs: (1) baseline LM; (2) LM-char; [29] . The first (baseline) LM was trained on transcriptions of the 40 hours of the FullLP dataset. The second (LMchar) LM was trained on artificially generated text data by a character based recurrent neural network (Char-RNN) LM using [30] . The third LM (LM-web) was trained on extra data (web texts, about 380 Mb) provided by the organizers (BBN part). The size of the lexicon for LMs trained on artificial and web texts was limited to 150K. More details about the LMs are provided in [18] .
Baseline KWS system: using IV proxies for OOVs
For comparison purpose with the proposed approach we took as a baseline method one of the most efficient algorithms, developed for OOV KWS in the indexed database -OOV search with proxies [11, 12] . In our KWS implementation we used a word-level CN [12] based index for OOV search. The idea is based on the proxy-based approach proposed in [12] , where a special weighted finite-state transducer (WFST) is constructed from a CN, and used to search for IV and OOV words. We applied several modifications (described in [18] ) to the original algorithm [12] in order to speed up the search process and to improve the performance.
Results
Due to the use of Char-RNN model for text generation in LM training, we have a low number of OOVs remained in the development set (only 93 OOVs left from the official keyword list). For this reason we artificially created an additional OOV list, by using a procedure described in [31] , in order to perform more representative experiments. The resulting total number of OOVs is 742. The number of OOV targets in the development set is 796. The performance of the systems is evaluated using the Maximum Term-Weighted Value (MTWV) metric [32] . Experimental results show that the proposed OOV decoder significantly outperforms (in terms of MTWV metric and speed) the approach based on using proxies for all AMs (Table 1) and provides 4-28% of relative MTWV improvement for different AMs. The real time factor (RTF) was calculated per word. The comparison of the two OOV KWS approaches on the lattice-level fusion results of the nine different ASR systems demonstrates (Figure 1 ) that the OOV decoder significantly outperforms the proxy-based search in terms of MTWV metric given the comparable processing speed. For proxies, not only the search speed is important, but also the speed of their WFST generation (denoted as 'build' in Figure 1 ), which becomes es- (1) OOV decoder and (2) proxies and their fusion for results from the fusion of the 9 ASR systems pecially crucial when it is required to search for a large number of keywords in a relatively small database. Figure 1 also demonstrates a very effective strategy for OOV KWS: fusion of the OOV decoder and the proxy-based search (in the point of low RTF) can provide a very fast search method that significantly outperforms the both approaches in MTWV.
In addition to the lattice-level fusion, we performed fusion on the list-level, described in [33] , using Kaldi [26] for all AMs for each approach independently and for the both approaches together ( Table 2) . The list-level combination of all the systems for both approaches provides an additional improvement in overall accuracy (MTWV=0.795), which corresponds to 7.4% of relative MTWV improvement over the best fusion result.
Exploration of the two main parameters of the OOV decoder (smoothing weight α and minimum score threshold Θ hit ) is presented in Figures 2a and 2b . The results are given for the best AM (DNN2), for the worst AM (DMN9) and for the latticebased fusion of all AMs. 
Conclusions
We have presented a novel approach for OOV keywords detection. This approach utilizes the phoneme posterior based features for decoding. Experimental results have demonstrated that in terms of MTWV metric and computational speed, for single ASR systems and for the list-level fusion of the results obtained from multiple ASR systems, the proposed algorithm significantly outperforms the proxy-based approach and provides in average 18.1% of relative MTWV improvement. The combination of the OOV decoder and proxy-based search provides an additional gain of 12.6% relative MTWV improvement over the best result obtained from the fusion results for the proxy-based method. The OOV decoder works 23-43 times faster than the proxy-based search in the point of comparable MTWV values. We have found that the combination of the two KWS methods provides an effective search strategy -a high KWS accuracy can be reached with a low RTF. The analysis of the parameters of the OOV decoder shows that the feature smoothing allows us to significantly improve the accuracy of OOV word search, what is especially important in the case of sparse lattices. Also the minimum score threshold parameter has a strong impact on MTWV and has to be optimized. In comparison with the proxybased search the OOV decoder requires extremely low memory consumption and is very simple in implementation and parameter optimization.
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