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Abstract
Line spectral estimation is the problem of recovering the frequencies and amplitudes of a
mixture of a few sinusoids from equispaced samples. However, in a variety of signal process-
ing problems arising in imaging, radar, and localization we do not have access directly to such
equispaced samples. Rather we only observe a severely undersampled version of these observa-
tions through linear measurements. This paper is about such generalized line spectral estimation
problems. We reformulate these problems as sparse signal recovery problems over a continuously
indexed dictionary which can be solved via a convex program. We prove that the frequencies and
amplitudes of the components of the mixture can be recovered perfectly from a near-minimal
number of observations via this convex program. This result holds provided the frequencies are
sufficiently separated, and the linear measurements obey natural conditions that are satisfied in
a variety of applications.
1 Introduction
Many signals of interest in practical scenarios can be decomposed into short sums of simple objects.
Signals arising in imaging applications, radar, and direction of arrival estimation are a few examples.
Often, these signals can be represented as a sparse linear combination of elements in a continuously
indexed dictionary, with the index corresponding for example to the location of an object. Such
sparse representations typically allow these signals to be recovered from very few observations.
Traditional approaches to recover signals that are sparse in a continuously dictionary are spec-
tral estimation techniques like Prony’s method, MUSIC, and ESPRIT [SM05]. However, these
techniques are only applicable to a few specific continuously indexed dictionaries.
A different line of research in the area of compressive sensing has focused on recovery and
denoising of signals that are sparse in a discretely indexed dictionary via greedy methods [Tro04]
and convex programs [CRT06]. In principle, these approaches can also be applied to the recovery of
signals that are sparse in continuously indexed dictionaries by discretizing the continuous parameter
space. However, this discretization step induces a gridding error. While in practice—provided
the grid is chosen sufficiently fine—the gridding error is negligible, fine discretization leads to
dictionaries with extremely correlated, i.e., coherent, columns. Most of the theory of compressive
sensing relies on the dictionary to be incoherent and therefore does not apply to fine grids.
In recent advances convex programming techniques have been shown to succeed for signals
that have a sparse representation in continuously indexed dictionaries. Specifically, in [CFG14;
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CFG13; FG16] it is shown that the frequencies of a weighted superposition of complex sinusoids
can be recovered perfectly from evenly spaced samples by solving a convex total-variation norm
minimization program. This result holds provided that the frequencies of the sinusoids in the
mixture are sufficiently separated. A similar statement continues to hold when only a random subset
of the uniformly spaced samples are available [Tan+13]. Related convex programs have been studied
for denoising [BTR13], signal recovery from short-time Fourier measurements [ASB15], deducing
time-frequency components of a signal with applications in super-resolution radar [HMS16], and
line spectral estimation from multiple measurements [LC16].
The goal of this paper is to characterize an even larger class of continuously indexed dictionaries,
for which such convex programs provably succeed. This class includes several practically relevant
dictionaries, such as those arising in super-resolution radar and multiple-input multiple-output
(MIMO) radar. While our analytical results are for the noiseless case, we provide simulations
showing that our approach is robust to noise. We want to highlight that a major advantage
of the convex optimization based approach we use in this paper is its wide and straightforward
applicability. Indeed, for a number of applications such as super-resolution MIMO radar, we are
not aware of any other algorithm that provably succeeds under mild conditions.
1.1 The generalized line spectral estimation problem
In this section we formally introduce the problem considered in this paper. To this aim, consider
a discrete vector z ∈ C2N+1 consisting of equispaced sampled of a mixture of complex sinusoids
z =
S∑
k=1
bkf(νk), with f(ν) := [e
−i2πNν , e−i2π(N−1)ν , . . . , ei2πNν ]
T
. (1)
Here, {bk} are complex-valued coefficients, {νk} are frequency parameters that can take any value
in [0, 1], and S is the (unknown) number of components in the mixture. In this paper, the goal
is to deduce these coefficients and frequency parameters from linear observations of this mixture.
More specifically, we consider the problem of recovering {bk} and {νk} from measurements of the
form
y = Az ∈ CM , (2)
where A ∈ CM×L is a sensing matrix and L := 2N + 1. The focus of this paper is on the regime
where M < L; thus A is not invertible. If A were invertible, recovery of the unknowns from y
reduces to recovery from z. The latter is known as a line spectral estimation problem. We thus refer
to the more general problem of recovering the parameters {(bk, νk)} from y = Az as the generalized
line spectral estimation problem.
Line spectral estimation is a classical signal processing problem that can be efficiently solved
with standard techniques such as Prony’s method, MUSIC, and ESPRIT [SM05]. However, these
standard spectral estimation techniques are in general not applicable to the generalized line spectral
estimation problem, in particular not when M < L. Recently, there has been a surge of interest
in using ideas based on convex optimization for solving the classical line spectral estimation prob-
lem and variants thereof. Specifically, [CFG14] show that a convex optimization scheme provably
recovers the mixture coefficients and frequencies from z provided the frequencies are sufficiently
separated. As mentioned before, related convex programs have also been studied for diverse prob-
lems arising in applications from denoising to radar [Tan+13; BTR13; ASB15; HMS16; Cai+16].
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All these problems are special instances of the generalized line spectral estimation problem or the
higher dimensional versions thereoff, each corresponding to a specific matrix A in (2). We wish to
emphasize that in particular many relevant problems in radar and localization correspond to the
high dimensional version (see Equation (7) in Section 1.4) of the one-dimensional relation (2).
Note that the generalized line spectral estimation problem is a sparse signal recovery problem:
due to y =
∑S
k=1 bkAf(νk), recovery of the parameters {(bk, νk)} corresponds to the recovery of
a signal that is sparse in the continuously indexed dictionary {Af(ν), ν ∈ [0, 1]}. As it turns
out, many practically relevant continuously indexed dictionaries that occur in applications such as
localization and radar are of the form {Af(ν), ν ∈ [0, 1]}.
The main goal of this paper is to show that for a large class of measurement matrices A, and
therefore for a large class of continuously indexed dictionaries, a convex program provably recovers
the coefficients {bk} and frequencies {νk} from the measurements y. Our results encompass those
in [Tan+13; ASB15; HMS16], but allow for many new measurement models which are of interest
in diverse applications such as MIMO radar.
1.2 What mixtures?
Throughout we assume that the frequencies of the components of the mixture are sufficiently
separated. Specifically, we require that
|νk − νk′ | ≥ 2
N
, for all k, k′ ∈ {1, . . . , S}, k 6= k′. (3)
Here, and throughout, |νk − νk′ | is the wrap-around distance on the unit circle. For example,
|3/4 − 1/2| = 1/4 but |5/6 − 1/6| = 1/3 6= 2/3. We note that some form of separation between
the frequencies is necessary for stable recovery. This follows from identification of the mixture
components being extremely ill conditioned when the frequencies are clustered closely together,
even when A = I. Specifically, if there are S′ components with frequencies νk in an interval of
length smaller than 2S
′
L , and S
′ is large, then in the presence of even a tiny amount of noise, stable
recovery from z is not possible (e.g. see [Don92, Thm. 1.1] and [CFG14, Sec. 1.7]). Condition (3)
allows us to have 0.5S′ time-frequency shifts in an interval of length 2S
′
L , which is optimal up to
the constant 0.5.
1.3 What measurements?
From (1) we know that the signal z can be written as a sparse linear combination of at most S
atoms f(ν) in the set A := {f(ν), ν ∈ [0, 1]}. Clearly, one can not hope to solve the generalized
line spectral estimation for all measurement matrices even when there are many measurements.
For instance, if all the measurement vectors (rows of A) are orthogonal to the elements of A then
these measurements contain no information about the signal and one can not possibly hope to do
spectral estimation.
We next describe a large class of measurement matrices A that allow to recover the parameters
{(bk, νk)} from y. For r = 0, 1, . . . ,M − 1, let ar ∈ CL denote the rows ofA (a.k.a. the measurement
vectors). We assume that the measurement vectors are drawn i.i.d. according to a distribution F
obeying two natural conditions, specifically the isotropy and incoherence properties discussed below.
We note that we do not actually require the rows of the measurement matrix A to be i.i.d. Indeed,
our results continue to hold if the empirical distribution of the rows ofA obeys the isotropy property
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and incoherence properties stated below. It is therefore sufficient if F corresponds to a distribution
that picks a vector a ∈ CL uniformly at random from the rows of A.
Isotropy property: The distribution F obeys the isotropy property if the measurement vectors
a ∼ F obey
Ea∼F
[
aaH
]
=
1
R
I. (4)
This condition ensures diversity in the measurements. Indeed, if all the measurement vectors are
skewed towards certain directions, i.e., ar ≈ a for some vector a then an increase in the number
of measurements does not reveal additional information about the signal. In this paper we assume
that the isotropy condition holds. We note however that our results hold more generally with the
identity matrix replaced with any invertible covariance matrix.
Incoherence property: The distribution F obeys the incoherence property with parameter µ if
for all a ∼ F we have
sup
f∈CL : ‖f‖∞≤1
|〈f ,a〉|2 = ‖a‖2ℓ1 ≤
L
M
µ. (5)
Small values of µ imply that the sensing vector a is incoherent with all atoms in the set
A = {f(ν), ν ∈ [0, 1]} ⊂ {f ∈ CL : ‖f‖∞ ≤ 1}.
We note that the incoherence condition can be relaxed in the sense that (5) does not need to hold
deterministically and it is sufficient that it holds with high probability. In Section 1.3.3, we discuss
sensing matrices that are incoherent in a probabilistic sense. We note that µ ≥ 1 as by the isotropy
condition we have
E
[
sup
f∈CL : ‖f‖∞≤1
|〈f ,a〉|2
]
= E
[
‖a‖21
]
≥ E
[
‖a‖22
]
= trace
(
E
[
aaH
])
=
trace(I)
M
=
L
M
,
which in turn implies µ ≥ 1.
Our first result (Theorem 1 stated in Section 3) guarantees that with high probability, the vector
z (and in fact the coefficient/frequency pairs {(bk, νk)} of (1)) can be recovered from M linear
measurements of the form y = Az ∈ CM by solving a convex program. This result holds provided
that the minimum separation condition (3) holds, and provided that the empirical distribution F of
the rows of the measurement matrix A obeys the isotropy and incoherence property with number
of measurements satisfying
M ≥ cµS log2(L),
with c a fixed numerical constant.
Our result states that the more incoherent the sensing vectors are to the atoms in A, the fewer
samples we need for signal recovery. This results is optimal up to logarithmic factors, since the
minimum number of measurements required for any method to succeed is at least on the order
of S. Our result parallels well known results pertaining to ℓ1-minimization for signal recovery for
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the case where A is a basis for CL, see [CRT06; CP11], and [FR13, Ch. 12]. Remarkable about
our result is that the intuition developed in [CRT06; CP11] carries over, even though A is not a
basis and contains infinitely many points. The only additional condition that we need compared
to [CRT06; CP11], [FR13, Ch. 12] is the minimum separation condition. We next discuss three
particular classes of measurement modalities which obey the isotropy and incoherence properties.
1.3.1 Subsampled orthogonal matrices
Let U be an orthogonal basis obeying UHU = LM I and let F be the distribution that drawn
the sensing vectors independently and uniformly at random from the rows of U. In this case the
distribution F is isotropic and incoherent with incoherence parameter µ = maxk
M
L ‖uk‖21, where
uk is the k-th row of U. As a more specific example, assume U =
√
L
M I, where I is the identity
matrix. In this case, µ = 1. This corresponds to the “compressive sensing off the grid” [Tan+13]
measurement model, which is the continuous version of the classic compressive sensing problem
studied in the seminal work of Cande`s, Romberg and Tao [CRT06].
1.3.2 Random sampling of sparse trigonometric polynomials
Let us consider another example, not covered by previous results in the literature. Assume we
have a continuous signal z(t) =
∑S
k=1 bke
i2πνkt, and suppose we take M independent measurement
of z by sampling z at locations tr chosen uniformly at random in the interval [0, L − 1]. This is
equivalent to sampling from a distribution F where the r-th sensing vector is equal to
ar =
1√
M
FHf(tr/L),
with tr drawn independently and uniformly from [0, L− 1]. Here, F ∈ CL×L is the Discrete Fourier
Transform (DFT) matrix with entries [F]p,ℓ =
1√
L
e−i2πpℓ/L, and the entries of f(tr/L) are given by
[f(tr/L)]p = e
i2πp tr
L with p = −N, . . . ,N . Note that
E
[
ara
H
r
]
=
1
M
FHE
[
f(tr/L)f
H(tr/L)
]
F =
1
M
FHF =
1
M
I,
so that the distribution F is isotropic. Moreover, the distribution is incoherent with coherence
parameter c log2(L), where c is a numerical constant. To see that latter, first note that
‖ar‖1 =
√
L
M
N∑
ℓ=−N
∣∣∣∣∣∣ 1L
N∑
p=−N
e−i2πp
ℓ−tr
L
∣∣∣∣∣∣ .
The term in the absolute value is the Dirichlet kernel evaluated at ℓ−trL . Since the L1-norm of
the Dirichlet kernel is upper bounded by c˜ log(L), the incoherence parameter can be bounded
by µ = c log2(L). It then follows from our result (i.e. Theorem 1) that, with high probability,
the frequencies νk can be perfectly recovered from the samples yr = z(tr) for r = 0, . . . ,M − 1,
provided that M ≥ Sc′ log4(L), and the minimum separation condition holds. This generalizes the
main result in [Rau07], which assumes the frequencies νk lie on a grid with spacing 1/L.
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1.3.3 Random projection matrices
We next note that our results also hold for a large class of random projection matrices, including
matrices with i.i.d. sub-Gaussian1 entries [FR13, Lem. 9.8]. For instance, matrices with i.i.d. Gaus-
sian entries and i.i.d. entries that are uniformly distributed on {−1/√M, 1/√M}. While those
matrices are not deterministically incoherent in the sense of of definition (14), they are in a prob-
abilistic sense incoherent with respect to any vector and in particular with respect to the vectors
{f ∈ CL : ‖f‖∞ ≤ 1}.
We can also guarantee exact signal recovery when using such matrices (see Theorem 2 in Section
3 for a formal statement). Specifically, our result guarantee that with high probability, the pairs
{(bk, νk)} and in turn the signal z in (1) can be perfectly recovered by a convex program, provided
that the minimum separation condition (3) holds and the number of measurements satisfies
M ≥ cS log (L) ,
where c is a fixed numerical constant.
1.4 Extensions to higher dimensions
The results in Section 1.3 generalize to higher dimensions. This is particularly important, as many
applications are two or three dimensional generalized line spectral estimation problems. Specifically,
consider the signal
z =
S∑
k=1
bkf(rk), (6)
where the complex valued coefficients {bk} and the vectors {rk} in [0, 1]d containing continuous
frequencies are the parameters we wish to estimate. Here, the entries of f(r) are given by [f(r)]p =
ei2π〈p,r〉 where p an integer vector with ℓ-th entry, ℓ = 1, . . . , d, given by [p]ℓ = −N, . . . ,N . We
observe measurements of the form
y = Az ∈ CM , (7)
where A ∈ CM×Ld is the measurement matrix with L = 2N + 1, as before. In the d-dimensional
case, we require the minimum separation condition
max
ℓ=1,...,d
|[rk]ℓ − [rk′ ]ℓ| ≥ c(d)
N
, (8)
with c(d) a constant only depending on the dimension d, to hold. We note that the minimum
separation condition (8) only requires the rk to be separated in one coordinate, but not in all
coordinates simultaneously. Motivated by applications such as MIMO radar in this paper we only
focus on d ≤ 3. In these cases one can assume c(d) = 5. However, our results easily extend to
higher dimensions (d > 3). A variety of signal processing problems arising in imaging, radar, and
localization can be phrased as a generalized line spectral estimation problem in higher dimensions.
We next discuss two particular radar examples.
1A random variable x is sub-Gaussian [FR13, Sec. 7.4] if its tail probability satisfies P [|x| > t] ≤ c1e
−c2t2 for
constants c1, c2 > 0.
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1.4.1 Super-resolution radar
A radar aims to identify the relative velocities and distances of moving targets, often modeled
as point scatterers. To this end, the radar transmits a suitably chosen probing signal, and in
response receives a weighted superposition of delayed and Doppler shifted versions of the probing
signal. Estimating the delays and Doppler shifts corresponding to the different targets from the
response signal at the receiver yields the relative distances and velocities of the targets. As shown
in [HMS16], the response to a band-limited probing signal observed within a certain time interval
is described by the input-output relation
y =
S∑
k=1
bkFνkTτkx, (9)
where x ∈ CL is the probing signal and Fν and Tτ are time and frequency shift operators2. As
shown in [HMS16, Sec. 6]
FνTτx = GxFHf(r), r = [τ, ν]T , (10)
where Gx ∈ CL×L2 is the Gabor matrix defined by
[Gx]p,(k,ℓ) := xp−ℓei2π
kp
L , k, ℓ, p = −N, . . . ,N, (11)
and FH is the inverse 2D discrete Fourier transform matrix with the entry in the (k, ℓ)-th row and
(r, q)-th column given by [FH ](k,ℓ),(r,q) :=
1
L2 e
i2π qk+rℓ
L . Note that the entries xℓ of the vector x in
(11) are assumed to be L-periodic, therefore xℓ = x(ℓ mod L). Thus, (9) is of the form y = Az
with A = GxF
H . It is shown in [HMS16] that for a Gaussian probing signal x, the triplets
(bk, τk, νk) can be recovered perfectly with high probability, provided the [τk, νk] obey the minimum
separation condition (8) and the number of measurements satisfies L ≥ cS log3(L). While the
matrix A = GxF
H does not obey the exact conditions in Section 1.3, the result in [HMS16] can be
derived from the mathematical framework developed in this paper (in particular from Lemma 1 in
Section 6).
We finally remark that previous works have considered the case where the [τk, νk] lie on a coarse
grid [HS09; HB13] (specifically a grid with spacing (1/L, 1/L)). Theorem 1 in [KMR14] guarantees
that in this case, ℓ1-minimization provably succeeds.
1.4.2 Super-resolution MIMO radar
A standard or Single-Input Single-Output (SISO) radar can determine the relative distances and
velocities of the targets by estimating the induced delays and Doppler shifts. A SISO radar is
however incapable of determining the actual positions of the objects with a single transmit/receive
antenna. MIMO radar systems [BF03; LS07] use multiple antennas to transmit multiple probing
signals simultaneously and record the reflections from the targets with multiple receive antennas.
As a result a MIMO radar can resolve the relative angles along with the relative distances and
2The time and frequency shift operators are formally defined as [Fνxp]p = xpe
i2πpν and Tτ = F
HFτF where F is
a one dimensional Discrete Fourier Transform (DFT) matrix, with the entry in the k-th row and r-th column given
by [F]k,r :=
1√
L
e−i2π
kr
L , k, r = 0, . . . , L− 1.
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velocities of targets. Let xj be the samples of the probing signal transmitted by the j-th transmit
antenna, with j = 0, . . . , NT − 1, where NT is the number of transmit antennas. As explained
in more detail in [Hec16], the response to those probing signals, recorded at the r-th antenna,
r = 0, . . . , NR − 1, where NR is the number of receive antennas, is given by
yr =
S∑
k=1
b′ke
i2πrNT βk
NT−1∑
j=0
ei2πjβkFνkTτkxj , (12)
where the parameters τk, νk, βk ∈ [0, 1] correspond to delays, Doppler shifts, and angle. Again,
by setting y := [yT0 , . . . ,y
T
M−1]
T
and defining A ∈ CNRL×NRNTL2 appropriately, the input-output
relation (12) obeys (6) with d = 3, as detailed in Section 6.3 (here, we assume for notational
simplicity that NRNT = L). In this paper, we prove that with high probability the parameters
(βk, τk, νk) can be recovered perfectly, provided the minimum separation condition (8) holds, from
a near-minimal number of measurements.
1.5 Outline
In Section 2 we present an algorithm for the generalized line spectral estimation problem, and
Section 3 contains the corresponding formal recovery guarantees. In Section 4 we prove results
demonstrating that if the frequencies lie on an arbitrarily fine grid, ℓ1-minimization techniques
provably succeed for generalized line spectral estimation. We illustrate the effectiveness of our
methods with various numerical experiments in Section 5. Finally, we prove our results in Sections 6
and 7.
1.6 Notation
We provide a brief summery of some of the notation used throughout the paper. The super-
scripts T and H stand for transposition and Hermitian transposition, respectively. For the vec-
tor x, [x]q denotes its q-th entry, ‖x‖2 and ‖x‖1 its ℓ2- and ℓ1-norm, and ‖x‖∞ = maxq |xq|
its largest entry. For the matrix A, [A]ij designates the entry in its i-th row and j-th col-
umn, ‖A‖ := max‖v‖2=1 ‖Av‖2 its spectral norm, and ‖A‖F := (
∑
i,j |[A]ij |2)1/2 its Frobenius
norm. The identity matrix is denoted by I. For convenience, we will frequently use a two-
or three-dimensional index for vectors and matrices, e.g., we write [g](k,ℓ), k, ℓ = −N, . . . ,N for
g = [g(−N,−N), g(−N,−N+1), . . . , g(−N,N), g(−N+1,−N), . . . , g(N,N)]T . For the set S, |S| designates its
cardinality and Sc is its complement. Finally, c, c˜, c′, c1, c2, . . . are numerical constants that can
take on different values at different occurrences.
2 Generalized line spectral estimation via atomic norm minimiza-
tion
In this section, we present the recovery algorithm considered in this paper. We consider the d-
dimensional case, and state formal results for d ≤ 3. Recall that recovery of the coefficients {bk}
and frequencies {rk} from z in (6) is a d-dimensional line spectral estimation problem that can be
solved with standard spectral estimation techniques such as Prony’s method [SM05], [GS05, Ch. 2].
Therefore, it suffices to recover z ∈ CLd from the linear measurements y = Az ∈ CM . To this aim,
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we use the fact that z is a sparse linear combination of atoms from the set A := {f(r), r ∈ [0, 1]d}.
A regularizer that promotes such a sparse linear combination is the atomic norm induced by these
signals [Cha+12], defined as
‖z‖A := inf
bk∈C,rk∈[0,1]d
{∑
k
|bk| : z =
∑
k
bkf(rk)
}
.
We estimate z by solving the basis pursuit type atomic norm minimization problem
AN(y) : minimize
z˜
‖z˜‖A subject to y = Az˜. (13)
To summarize, we estimate {(bk, rk)} from y by
1. solving AN(y) in order to obtain z,
2. estimating {rk} from z by solving the corresponding line spectral estimation problem, and
3. solving the linear system of equations y =
∑S
k=1 bkAf(rk) for the bk.
We remark that the {rk} may be obtained more directly from a solution to the dual of (13);
see [BTR13, Sec. 3.1], [CFG14, Sec. 4], [Tan+13, Sec. 2.2], and [HMS16, Sec. 6] for details on this
approach applied to related problems. This approach does, however, require identification of the
zeros of a d-dimensional trigonometric polynomial.
Since computation of the atomic norm involves taking the infimum over infinitely many param-
eters, finding a solution to AN(y) may appear to be daunting. For the 1D case (i.e., d = 1), the
atomic norm can be characterized in terms of linear matrix inequalities (LMIs) [Tan+13, Prop. 2.1].
This characterization is based on the Vandermonde decomposition lemma for Toeplitz matrices,
and allows to formulate the atomic norm minimization program as a semidefinite program that
can be solved in polynomial time. While this lemma generalizes to higher dimensions [YXS16,
Thm. 1], there is no polynomial bound on the dimension of the corresponding LMIs. Nevertheless,
using [YXS16, Thm. 1] one can obtain a convex relaxation of AN(y), which is a Semidefinite Pro-
gram (SDP) and can be solved in polynomial time. Similarly, a solution of the dual of AN(y) can
be found with a SDP relaxation.
Since the computational complexity of those SDPs is often prohibitive in practice, in particular
for d > 1, we do not detail these SDPs. Instead, we show in Section 4 that the frequencies {rk} of
the mixtures can be recovered on an arbitrarily fine grid via ℓ1-minimization. While this approach
introduces a gridding error, the grid may be chosen sufficiently fine for the gridding error to be
negligible compared to the error induced by additive noise (in practice, there is typically additive
noise).
3 Main results
In this section we state our main results which show that under mild conditions, the solution to
AN(y) in (13) yields the unknown signal z. As discussed in the previous section, from z we can
then extract the coefficients and frequency parameters {(bk, rk)}. In the introduction, we informally
stated our results for the 1D case. As mentioned in the introduction, those results continue to hold
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for higher dimensions. In an effort to minimize redundancy and for the sake of concreteness, we
state and prove our results for isotropic and incoherent matrices for the 3D case. We choose the 3D
case since the MIMO radar problem is a three dimensional problem, and therefore the corresponding
proof requires deriving technical results for the 3D case. We state results for three different classes
of random matrices.
3.1 Isotropic and incoherent matrices
We start by stating our main result for a matrix A obeying isotropy and incoherence conditions.
Theorem 1. Let A ∈ CM×L3 with L ≥ 1024, be a random matrix with rows ar chosen indepen-
dently from a distribution obeying the isotropy and incoherence properties
E
[
ara
H
r
]
=
1
M
I and sup
f∈CL3 : ‖f‖∞≤1
|〈f ,ar〉|2 ≤ L
3
M
µ, (14)
for some fixed µ ≥ 1. Furthermore, assume we have M measurements y = Az from an unknown
signal of the form z =
∑S
k=1 bkf(rk). Also assume that the signs sign(bk) of the coefficients bk ∈ C
are chosen independently from symmetric distributions on the complex unit circle, and the vectors
rk = (βk, τk, νk) ∈ [0, 1]3 obey the minimum separation condition
max(|βk − βk′ |, |τk − τk′ |, |νk − νk′ |) ≥ 5
N
for all k, k′ with k 6= k′. (15)
Then as long as
M ≥ cµS log2(L/δ), (16)
with c a fixed numerical constant, z is the unique minimizer of AN(y) in (13) with probability at
least 1− δ.
Our main results states that when the measurement matrix obeys the isotropy and incoherence
conditions and the frequencies of the mixture are sufficiently separated then we can recover the
signal z via atomic norm minimization, and in turn recover the parameters {(bk, rk)}. We note
that any algorithm (regardless of tractibility) requires at least M & S log(L/S) measurements for
stable recovery, and M ≥ S measurements for recovery in general, so that our results are optimal
up to the additional logarithmic factor.
3.2 Random projection matrices
Our next class of matrices are random projection matrices that preserve Euclidean norms. These
matrices are not covered directly by Theorem 1 as they are not deterministically incoherent in the
sense of definition (14). However, these matrices are still incoherent in a probabilistic sense with
respect to any vector and in particular with respect to the vectors {f ∈ CL : ‖f‖∞ ≤ 1}.
For simplicity we state our result for a Gaussian random matrix.
Theorem 2. Let A ∈ CM×L be a random projection matrix with i.i.d. N (0, 1/M) entries. Fur-
thermore, assume we have M measurements y = Az from an unknown signal of the form z =
10
∑S
k=1 bkf(νk), L ≥ 512. Also assume that the frequencies νk ∈ [0, 1] obey the minimum separation
condition (3). Then as long as
M ≥ cS log(L), (17)
with c a fixed numerical constant, z is the unique minimizer of AN(y) in (13) with probability at
least e−(M−2)/8.
Note that this statement is superior to our previous statements in that it does not require
the sign of the coefficients sign(bk) to be random. The proof in Section 7 reveals that the result
follows from Gordon’s Lemma [Gor88; Gor85] carefully applied to this problem. Indeed, this result
holds more broadly for all matrices that preserve Euclidean norms of vectors over a general set
(i.e., matrices obeying Gordon’s Lemma), for instance sub-Gaussian random matrices and certain
more structured random projection matrices defined below. The corresponding proof is analogous
to that for a Gaussian matrix presented in Section 7 by using results in [Dir15] and [ORS15a,
Thm. 3.3] ensuring that the corresponding random matrices behave like Gaussian random matrices
in terms of dimensionality reduction.
Isotropic sub-Gaussian matrices: The first is the class of isotropic sub-Gaussian matrices
[ORS15b]. A matrix A ∈ CM×L is ∆-sub-Gaussian if its rows are independent of each other and
for all r = 0, . . . ,M − 1, the r-th row aHr satisfies
E [ar] = 0, E
[
ara
H
r
]
= I, 3 and for any vector v, P [|〈v,ar〉| ≥ t ‖v‖2] ≤ e−
t2
∆2 .
Theorem 2 continues to hold with condition (17) replaced by M ≥ cS log(L)/∆2.
Subsampled Orthogonal with Random Sign (SORS): The second class of matrices to which
Theorem 2 can be extend to is the class of SORS matrices [ORS15a]. Let U ∈ RL×L denote an
orthonormal matrix obeying
UHU = I and max
i,j
|Fij | ≤ ∆√
n
. (18)
Define the random subsampled matrix H ∈ RM×L with i.i.d. rows chosen uniformly at random
from the rows of U. A SORS matrix is defined as A = HD, where D ∈ RL×L is a random diagonal
matrix with the diagonal entries i.i.d. ±1 with equal probability. Theorem 2 extends to SORS
matrices with condition (17) replaced by M ≥ cS log4(L)
∆2
. Note that such random matrices include
the fast random projection matrices in [AL13; KW11]. Specifically, with H the Hadamard matrix,
the random projection A = HD can be applied in time O(L logL) as opposed to time O(ML) for
the realizations of general sub-Gaussian random matrices.
3The assumption that the population covariance matrix is identity is not necessary. In fact our result generalizes
to any covariance matrix. The only change is that the required number of measurements will now scale with the
condition number of the covariance matrix.
11
3.3 Superresolution MIMO radar matrices
We next state our main result for random matrices appearing in MIMO radar problems. A simple
calculation shows (see Section 6.3) that the MIMO radar input-output relation (12) can be viewed
as taking NRL linear measurements
y =


y0
y1
...
yNR−1

 = Az, (19)
from a vector z of the form (6) with d = 3. Here, A ∈ CNRL×NRNTL2 is a function of the transmitted
signals xj and is given by
A :=

B . . .
B

 , B := [Gx0FH . . .GxNT−1FH ] ∈ CL×L2NT , (20)
where GxF
H is the matrix in (10) that appeared in the super-resolution radar problem before.
Theorem 3. Assume that the probing signals x0,x2, . . . ,xNT−1 ∈ RL are i.i.d. N (0, 1NTLI)
random vectors with L = 2N + 1 ≥ 1024 and NTNR ≥ 1024. Let y = Az with A defined
in (20) and z =
∑S
k=1 bkf(rk). Also, assume that the signs sign(bk) of the coefficients bk ∈ C
are chosen independently from symmetric distributions on the complex unit circle, and the vectors
rk = (βk, τk, νk) ∈ [0, 1]3 obey the minimum separation condition
|βk − βk′ | ≥ 10
NTNR − 1 or |τk − τk
′ | ≥ 5
N
or |νk − νk′ | ≥ 5
N
, for all k, k′ : k 6= k′. (21)
Then as long as
min(L,NTNR) ≥ Sc log3 (L/δ) , (22)
with c a fixed numerical constant, z is the unique minimizer of AN(y) in (13) with probability at
least 1− δ.
Even though this result does not allow S to be near linear in the total number of measurements
NRL, it is optimal up to log-factors. Indeed, S ≤ min(L,NTNR) is in general a necessary condition
to uniquely recover the bk even when the frequencies of the mixture components (βk, τk, νk) are
known [Hec16].
We note that Theorems 1 and 3 assume that the coefficients {bk} have random sign. In the
radar model, where the bk describe the attenuation factors, this is a common and well justified
assumption [Bel63]. While this assumption is reasonable for several applications, we believe that it
is not necessary for our results to hold. Indeed, Theorem 2 does not require this assumption. We
hope to remove this assumption in future publications.
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Figure 1: Illustration of the (fine) grid in two dimensions. In this example, the non-zeros, marked
by blue dots, violate the minimum separation condition (24).
4 Recovery on a fine grid
A natural approach for estimating the parameters {rk} from y = Az, with z defined in (6), is to
assume the parameters {rk} lie on a fine grid, and solve the generalized line spectral estimation
problem on that grid. When the frequencies do not lie on a grid this of course leads to a “gridding
error”. However, this error is negligible when the grid is very fine. When the frequencies do lie on
a grid the generalized line spectral estimation problem can be be formulated as a discrete sparse
signal recovery problem, albeit with a very coherent dictionary. In this section we discuss this
approach in detail focusing on the 3D-case.
Suppose the vectors rk = (βk, τk, νk) lie on a grid with spacing (1/K1, 1/K2, 1/K3), where
K1,K2,K3 are integers obeying K1,K2,K3 ≥ L = 2N + 1, see Figure 1 for an illustration. With
this assumption, recovery of the parameters {(bk, rk)} from y reduces to the recovery of the sparse
(discrete) signal s ∈ CK1K2K3 from the measurement
y = AFgrids,
whereFgrid ∈ CL3×K1K2K3 is the matrix with (n1, n2, n3)-th column given by f(n1/K1, n2/K2, n3/K3).
The non-zeros of s and its indices correspond to the {bk} and the {rk} on the grid, respectively.
A standard approach for recovering the sparse signal s from the underdetermined linear system of
equations y = AFgrids is to solve the following convex program:
L1(y) : minimize
s˜
‖s˜‖1 subject to y = AFgrids˜. (23)
The following theorems discuss our main results for recovery on the fine grid. For brevity we only
state the discrete analagoue to Theorems 1 and 3. A similar result holds for Theorem 2. Our first
result is the discrete analogue of Theorem 1.
Theorem 4. Let s be an S-sparse vector with non-zeros indexed by the support set S ⊆ [K1] ×
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[K2]× [K3], [K] := {0, . . . K − 1}, obeying the minimum separation condition
max
ℓ∈{1,2,3}
|nℓ − n′ℓ|
Kℓ
≥ 5
N
, for all triplets [n1, n2, n3], [n
′
1, n
′
2, n
′
3] ∈ S. (24)
Furthermore, assume that the signs of the non-zeros of s are chosen independently from symmetric
distributions on the complex unit circle. Also assume we have M linear measurements A ∈ CM×L3
with L ≥ 1024 of the form y = AFgrids with the matrix A obeying the conditions of Theorem 1, in
particular the isotropy and incoherence conditions. Then as long as
M ≥ cµS log2(L/δ),
with c a fixed numerical constant, s is the unique minimizer of L1(y) with probability at least 1− δ.
Our second result is the discrete analogue of Theorem 3.
Theorem 5. Let s be a S-sparse vector with non-zeros indexed by the support set S ⊆ [K1]× [K2]×
[K3], obeying the minimum separation condition, for all triplets [n1, n2, n3], [n
′
1, n
′
2, n
′
3] ∈ S,
|n1 − n′1|
K1
≥ 10
NTNR − 1 or
|n2 − n′2|
K1
≥ 5
N
or
|n3 − n′3|
K1
≥ 5
N
.
Furthermore, assume that the signs of the non-zeros of s are chosen independently from symmetric
distributions on the complex unit circle. Suppose that A satisfies the conditions of Theorem 3 and
assume (22) holds for some fixed δ > 0. Then, with probability at least 1 − δ, s is the unique
minimizer of L1(y).
Note that Theorems 4 and 5 do not impose any restrictions on K1,K2, and K3, in particular
they can be arbitrarily large. The proof of those results, presented in Appendix B, is closely linked
to that of Theorems 1 and 3. Specifically, the existence of a certain dual certificate guarantees that
s is the unique minimizer of L1(y) in (23). These dual certificates are obtained directly from the
dual polynomials for the continuos case in the proofs of Theorems 1 and 3. See Appendix B for
further details.
5 Numerical results
In this section, we perform some numerical experiments to evaluate the resolution obtained by
our approach, to demonstrate that it is robust to noise, and also to compare it to a competing
algorithm. We focus on the MIMO radar problem, as results for the other matrices covered by our
theory are similar. We set NT = 3, NR = 3, L = 41, and draw S = 5 target locations (βk, τk, νk)
and corresponding attenuation factors bk uniformly at random from [0, 1] × [0, 2/
√
L]2 and from
the complex unit disc, respectively. Moreover, we choose K1 = SRF · NTNR,K2 = SRF · L, and
K3 = SRF · L, where SRF ≥ 1 can be interpreted as a super-resolution factor determining by
how much the (1/K1, 1/K2, 1/K3) grid is finer than the “coarse” grid (1/(NTNR), 1/L, 1/L). To
account for additive noise, we solve the following modification of L1(y) in (23)
L1-ERR: minimize
s˜
‖s˜‖1 subject to ‖y −Rs˜‖22 ≤ η, (25)
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Figure 2: Resolution error for the recovery of S = 5 targets from the samples y with and without
additive Gaussian noise n of a certain signal-to-noise ratio SNR = ‖y‖22/‖n‖22, for varying super-
resolution factors (SRFs). The resolution error is defined as the average over (N2TN
2
R(βˆk − βk)2 +
L2(τˆk−τk)2+L2(νˆk−νk)2)1/2, k = 1, . . . , S, where (βˆk, τˆk, νˆk) are the locations obtained by solving
L1-ERR.
with η chosen on the order of the noise variance. There are two error sources incurred by
this approach: the gridding error obtained by assuming the points lie on a grid with spacing
(1/K1, 1/K2, 1/K3), and the additive noise error. The former decreases when SRF increases, while
the latter only depends on the noise variance. The results, depicted in Figure 2, show that the
target resolution of our approach is significantly better than the compressed sensing based approach
proposed in [DR16; SW15] corresponding to recovery on the coarse grid, i.e., SRF = 1. Moreover,
the results show that our approach is robust to noise.
We now compare our approach to the Iterative Adaptive Approach (IAA) [Yar+10], proposed
for MIMO radar in [Rob+10]. IAA is based on weighted least squares and has been proposed in the
array processing literature, where typically multiple measurements, i.e., multiple observations y are
available. IAA can work well with even one measurement vector y and can therefore be directly
applied to the problems considered in this paper. However, to the best of our knowledge no rigorous
performance guarantees are available for IAA. We compare the IAA algorithm [Yar+10, Table II,
“The IAA-APES Algorithm”] to L1-ERR in (25). We use the same problem parameters as above,
but with SRF = 3 and (βk, τk, νk) = (k/(NRNt), k/L, k/L), k = 0, . . . , S − 1, so that the location
parameters lie on the coarse grid and are therefore separated. As before, we draw the corresponding
attenuation factors bk i.i.d. uniformly at random from the complex unit disc. Our results, depicted
in Figure 3, show that L1-ERR performs better in this experiment than IAA specially for small
signal-to-noise ratios.
6 Proofs of Theorems 1 and 3
Theorems 1 and 3 are proven by constructing an appropriate dual certificate. The existence of
this certificate guarantees that the solution to AN(y) in (13) is z, as formalized by Proposition 1
below. Proposition 1 is a consequence of strong duality, and well known for the discrete setting
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Figure 3: Resolution error achieved by L1-ERR and by IAA applied to y + n, where n ∈ CR is
additive Gaussian noise, such that the signal-to-noise ratio is SNR := ‖y‖22 / ‖n‖22. As before, the
resolution error is defined as (N2TN
2
R(βˆk − βk)2 +L2(τˆk − τk)2+L2(νˆk − νk)2)1/2, where (βˆk, τˆk, νˆk)
are the locations obtained by using L1-ERR or IAA. The resolution error is averaged over 100
trials.
from the compressed sensing literature [CRT06]. The proof of Proposition 1 is standard, see for
example [Tan+13, Proof of Prop. 2.4].
Proposition 1. Let y = Az with z =
∑S
k=1 bkf(rk). If there exists a dual certificate
Q(r) =
〈
AHq, f(r)
〉
(26)
with complex coefficients q ∈ CM such that
Q(rk) = sign(bk), for all k = 1, . . . , S, and |Q(r)| < 1 for all r ∈ [0, 1]3 \ {r1, . . . , rS}, (27)
then z is the unique minimizer of AN(y).
We now need to show that such a dual certificate exists under appropriate conditions. This is the
subject of the next section.
6.1 Sufficient conditions for the existence of dual certificates
In this section we state the main technical result of this paper—Lemma 1 below—which provides
sufficient conditions on A that guarantee the existence of a dual certificate as described in Propo-
sition 1. The proofs of Theorems 1 and 3 are based on verifying these conditions.
To derive this lemma, we construct the dual certificate Q of Proposition 1 explicitly. Our
construction of Q is similar to that in [HMS16], and is inspired by the construction of related
polynomials in [CFG14; Tan+13]. We briefly outline the construction of Q, in order to introduce
the notation required for stating our key lemma. To this aim, first note that the constraint (26)
requires Q to be a 3D-trigonometric polynomial with coefficients AHq. To build Q we therefore
need to construct a 3D-trigonometric polynomial that satisfies the conditions (27), and whose
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coefficients are constraint to be of the form AHq, for some q ∈ CM . Since A is a random matrix,
Q is a random trigonometric polynomial.
It is instructive to first consider the construction of a deterministic 3D trigonometric polynomial
of the form Q¯(r) = 〈q¯, f(r)〉 with deterministic coefficients q¯ that satisfies the conditions (27),
but whose coefficients q¯ ∈ CL3 are not required to be of the form AHq. Such a construction
has been established (provided a minimum separation condition on the rk holds) by [CFG14,
Prop. 2.1, Prop. C.1] for the 1D and 2D case. The 3D result follows in a similar manner, we
therefore omit the details. To construct Q(r), Cande`s and Fernandez-Granda [CFG14] interpolate
the points uk := sign(bk) with a fast-decaying kernel G¯ (defined below) and slightly adopt this
interpolation near the rk with the partial derivatives G¯
(n1,n2,n3)(r) := ∂
n1
∂βn1
∂n2
∂τn2
∂n3
∂νn3 G¯(r) (recall
that r = [β, τ, ν]T ) to ensure that local maxima are achieved at the rk. Specifically, Q¯ takes the
form
Q¯(r) =
S∑
k=1
α¯kG¯(r− rk) + α¯1kG¯(1,0,0)(r− rk) + α¯2kG¯(0,1,0)(r− rk) + α¯3kG¯(0,0,1)(r− rk). (28)
Here, G¯(n1,n2,n3)(r) := ∂
n1
∂βn1
∂n2
∂τn2
∂n3
∂νn3 G¯(r) and G¯(r) := F (τ)F (ν)F (β), where F is the squared Feje´r
kernel defined as
F (t) :=
(
sin (Rπt)
R sin(πt)
)4
, R :=
N
2
+ 1.
The Feje´r kernel is a trigonometric polynomial of degreeN/2 which implies that F is a trigonometric
polynomial of degree N . F can be written in the form
F (t) =
1
R
N∑
k=−N
gke
i2πtk, (29)
with coefficients gk obeying |gk| ≤ 1. Observe that shifted versions of F (i.e., F (t − t0)) and the
derivatives of F are also 1D trigonometric polynomials of degree N . Therefore the kernel G¯, its
partial derivatives, and shifted versions are also 3D trigonometric polynomials of the form 〈q¯, f(r)〉,
as desired.
Q¯ is not a valid dual certificate for the generalized line spectral estimation problem as it is not
of the form (26). However, inspired by the construction of Q¯ we build Q by interpolating the points
uk = sign(bk) at rk with the functions
Gm(r, rk) := 〈Agm(rk),Af(r)〉 . (30)
Here, gm(r),m := [m1,m2,m3]
T is the vector with (v, k, p)-th coefficient given by
1
R3
gvgkgp(i2πv)
m1(i2πk)m2(i2πp)m3e−i2π(βv+τk+νp), (31)
where the gk are the coefficients of the squared Feje´r kernel F in (29). Assuming E
[
AHA
]
= I we
have
E [Gm(r, rk)] =
∂m1
∂βm1
∂m2
∂τm2
∂m3
∂νm3
F (β − βk)F (ν − νk)F (τ − τk) = G¯(m)(r− rk). (32)
17
We construct Q by interpolating the uk at rk with the functions G(0,0,0)(r, rk), k = 1, . . . , S, and
slightly adopt this interpolation near the rk with linear combinations of the functions G(1,0,0)(r, rk),
G(0,1,0)(r, rk), and G(0,0,1)(r, rk), in order to ensure that local maxima of Q are achieved exactly at
the rk:
Q(r) =
S∑
k=1
αkG(0,0,0)(r, rk) + α1kG(1,0,0)(r, rk) + α2kG(0,1,0)(r, rk) + α3kG(0,0,1)(r, rk). (33)
Since Q(r) is a linear combination of the functions Gm(r, rk) =
〈
AHAgm(rk), f(r)
〉
, it is of the
form
〈
AHq, f(r)
〉
as required by (26).
We are now ready to state our key lemma, whose proof is deferred to Appendix A, providing
sufficient conditions on A ensuring that Q is indeed an appropriate dual certificate.
Lemma 1. Let S = {r1, r1, . . . , rS} ⊂ [0, 1]3 be an arbitrary set of points obeying the minimum
separation condition (15). Let u ∈ CS be a random vector, whose entries are chosen independently
from symmetric distributions on the complex unit circle. Pick δ > 0, and let A be a random matrix
that obeys
P
[
1
κ‖m+n‖1
∣∣〈(AHA− I)gm(rk), fn(r)〉∣∣ ≥ c1√
S log(L/δ)
]
≤ c3 δ
L15
, (34a)
for all rk, r ∈ [0, 1]3, all m,n ∈ {0, 1, 2}3 with ‖m‖1 , ‖n‖1 ≤ 2.
Here, [fn(r)](v,k,p) := (−i2πv)n1(−i2πk)n2(−i2πp)n3e−i2π(βv+τk+νp) and κ :=
√
|F (2)(0)|. More-
over, suppose that for rk ∈ [0, 1]3, there is a constant cˆ such that
P
[
max
r∈[0,1]3
|〈Ag0(rk),Af(r)〉| ≥ cˆ
S
L3
]
≤ δ
8
. (34b)
Then, with probability at least 1−δ, there exists a trigonometric polynomial Q(r) = 〈AHq, f(r)〉 , r =
[τ, ν, β]T , with complex coefficients q ∈ CM obeying
Q(rk) = uk, for all rk ∈ S, and |Q(r)| < 1 for all r ∈ [0, 1]3 \ S. (35)
Theorems 1 and 3 are proven in the coming sections by showing that the conditions (34a) and
(34b) are satisfied for the corresponding random matrices A.
6.2 Proof of Theorem 1: Isotropic and incoherent matrices
We prove Theorem 1 by showing that the isotropy and incoherence conditions imply conditions (34a)
and (34b) of Lemma 1, which in turn implies the existence of an appropriate dual certificate
satisfying the conditions of Proposition 1.
We start with verifying (34a). Note that
1
κ‖m+n‖1
〈
(AHA− I)gm(rk), fn(r)
〉
=
M−1∑
r=0
1
κ‖m+n‖1
(fn(r))H
(
ara
H
r −
1
M
I
)
gm(rk)︸ ︷︷ ︸
vr
, (36)
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where aHr are the rows of A. From the isotropy property (E
[
ara
H
r
]
= 1M I), we have E [vr] =
0. Thus, (36) is a sum of independent zero-mean random variables, and we will use Bernstein’s
inequality to provide an upper bound. Define f˜ := 1
κ‖n‖1
√
L3
fn(r) and g˜ :=
√
L3 1
κ‖m‖1
gm(rk), for
notational convenience. In order to apply Bernstein’s inequality we need an upper bound on |vr|.
To derive this bound, first note that a simple application of Ho¨lder’s inequality yields
|vr| ≤
∣∣∣f˜HaraHr g˜∣∣∣ ≤ ∥∥∥f˜∥∥∥∞ ‖g˜‖∞ ‖ar‖21 . (37)
To bound |vr| we proceed by bounding each of the terms in (37). To this aim, first note that by
using the fact that κ =
√
F ′′(0) =
√
π2
3 (N
2 + 4N) ([CFG14, Eq. 2.23]) we can conclude that
(
2πN
κ
)‖m+n‖1
≤ c′, (38)
holds for m,n obeying ‖m‖1 , ‖n‖1 ≤ 2. Using the latter inequality we arrive at
∥∥∥f˜∥∥∥2
∞
=
(‖fn(r)‖∞
κ‖n‖1
)2 1
L3
=
(
(2πN)‖n‖1
κ‖n‖1
)2
1
L3
≤ c˜
L3
. (39)
Similarly, the definition of gm(r) in (31) together with the coefficients gk obeying |gk| ≤ 1, implies
that ‖gm(rk)‖∞ ≤ (2πN)‖m‖1 /R3. Thus, using the latter inequality together with inequality (38)
and the fact that LR =
2N+1
N/2+1 ≤ 4 yields
‖g˜‖2∞ = L3
(‖gm(rk)‖∞
κ‖m‖1
)2
≤ 4
6
L3
(
(2πN)‖m‖1
κ‖m‖1
)2
≤ c˜
L3
. (40)
Now utilizing (39) and (40) together with the incoherence condition (14) in (37) yields
|vr| ≤ c
L3
‖ar‖21 ≤ c
µ
M
=: B. (41)
In order to apply Bernstein’s inequality, we also need an upper bound on
∑M−1
r=0 E
[|vr|2]. To obtain
such a bound, note that
M−1∑
r=0
E
[|vr|2] ≤ M−1∑
r=0
E
[
(f˜Hara
H
r g˜)
2
]
≤
M−1∑
r=0
∥∥∥f˜∥∥∥
∞
‖g˜‖∞ E
[
‖ar‖21 |f˜HaraHr g˜|
]
(42)
≤M
√
c˜
L3
√
c¯
L3
µ
L3
M
E
[
|f˜HaraHr g˜|
]
= c′µE
[
|f˜HaraHr g˜|
]
. (43)
Here, (42) follows from Ho¨lder’s inequality, and for (43) we used the upper bounds (39) and (40)
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together with the incoherence assumption (14). Finally note that
E
[∣∣∣f˜HaraHr g˜∣∣∣] ≤ E [max(f˜HaraHr f˜ , g˜HaraHr g˜)]
≤ E
[
f˜Hara
H
r f˜ + g˜
Hara
H
r g˜
]
≤ f˜HE [araHr ] f˜ + g˜HE [araHr ] g˜
=
1
M
(∥∥∥f˜∥∥∥2
2
+ ‖g˜‖22
)
(44)
≤ c
M
. (45)
Here, (44) follows from the isotropy assumption, and for (45) we used the upper bounds (39) and
(40) on the maximal value of f˜ and g˜ together with ‖·‖2 ≤
√
L3 ‖·‖∞. Plugging (45) in (43) yields
M−1∑
r=0
E
[|vr|2] ≤ c µ
M
=: σ2. (46)
We now have all the elements to apply Bernstein’s inequality. Before applying Bernstein’s inequality
first note that by assumption (16), we have
c1√
S log(L/δ)
≥ t :=
√
c′
µ
M
log(L/δ). (47)
Thus an application of Bernstein’s inequality yields
P
[
1
κ‖m+n‖1
∣∣〈(AHA− I)gm(rk), fn(r)〉∣∣ ≥ c1√
S log(L/δ)
]
≤ P
[∣∣∣∣∣
M−1∑
r=0
vr
∣∣∣∣∣ ≥ t
]
≤ 2exp
(
−
1
2t
2
σ2 + 13Bt
)
≤ 2e−15 log(L/δ)
≤ 2 δ
L15
.
This concludes the proof of condition (34a).
We next show that condition (34b) holds. Note that
|〈Ag0(rk),Af(r)〉| ≤
M−1∑
r=0
∣∣fH(r)araHr g0(rk)∣∣
≤
M−1∑
r=0
∥∥∥f˜∥∥∥
∞
‖ar‖21 ‖g˜‖∞ ≤ cµ ≤
M
S log2(L/δ)
≤ L
3
S
.
Here, we used incoherence (‖ar‖21 ≤ L
3
M µ), the upper bounds (39) and (40), and finally assumption
(16) and M ≤ L3. This concludes the proof of (34b).
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6.3 Proof of Theorem 3: MIMO radar
We first show that the MIMO-radar input-output relation (12) obeys y = Az, withA ∈ CNRL×NRNTL2
defined in (20). Recall that we assume that L = NRNT . First note that equation (12) can be written
as
y =

 y0...
yM−1

 = S∑
k=1
b′k


ei2π0βk
∑NT−1
j=0 e
i2πjβFνkTτkxj
...
ei2πNT (NR−1)βk
∑NT−1
j=0 e
i2πjβkFνkTτkxj


=
S∑
k=1
b′ke
i2πβkN︸ ︷︷ ︸
bk

[FνTτkx0 . . .FνkTτkxNT−1] 0 00 . . . 0
0 0 [FνkTτkx0 . . .FνkTτkxNT−1]

 f(β), (48)
where [f(β)]j = e
i2πβj , j = −N, . . . ,N . With
FνTτx = GxFHf([τ, ν]),
from (10), it is seen that equality (48) becomes
y =
S∑
k=1
bkAf(r), A :=

B . . .
B

 . (49)
This concludes the proof of the MIMO-radar input-output relation (12) obeying relation y = Az
with z defended in (6).
The remainder of the proof of Theorem 3 is again similar to the proof of Theorem 1 in Section
6.2. Specifically, we show that the conditions (34a) and (34b) of Lemma 1 are satisfied, which in
turn implies the existence of an appropriate dual certificate. For notational convenience, we prove
that those conditions are satisfied for the normalized measurement model
y¯ = A¯z, where y¯ :=
√
L2NTy and A¯ :=
√
L2NTA.
In a nutshell, we first show that
〈
A¯gm(rk), A¯f
n(r)
〉
in conditions (34a) and (34b) can be expressed
as the quadratic form (see Section 6.3.1)〈
A¯gm(rk), A¯f
n(r)
〉
= xHV
(n)
m (r, rk)x, (50)
where V
(n)
m (r, rk) ∈ CLNT×LNT is defined in equation (64) in Section 6.3.1 below, and x :=
[xT0 , . . . ,x
T
NT−1]
T
is a Gaussian random vector (recall that the probing signals are Gaussian). Con-
ditions (34a) and (34b) then follow by utilizing the Hanson-Wright inequality stated in the lemma
below, which ensures that this quadratic form does not deviate too much from its expectation
E
[〈
A¯gm(rk), A¯f
n(r)
〉]
= 〈gm(rk), fn(r)〉 . (51)
Equality in (51) holds by E
[
A¯HA¯
]
= I, which in turn follows from E
[
GHxkGxk
]
= 1NT I [HMS16,
Sec. 8.1] by noting that
E
[
(GxkF
H)
H
GxkF
H
]
= FE
[
GHxkGxk
]
FH =
1
L2NT
I
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and
E
[
(GxkF
H)
H
Gxk′F
H
]
= 0, for k 6= k′.
Lemma 2 (Hanson-Wright inequality [RV13, Thm. 1.1]). Let x ∈ RLNT be a random vector with
independent zero-mean K-sub-Gaussian entries (i.e., the entries obey supp≥1 p−1(E [|xℓ|p])1/p ≤ K),
and let V be an LNT × LNT matrix. Then, for all t ≥ 0,
P
[|xTVx− E [xTVx] | > t] ≤ 2 exp
(
−c˜min
(
t2
K4‖V‖2
F
,
t
K2‖V‖
))
,
where c˜ is a numerical constant.
We next detail how conditions (34a) and (34b) follow from the Hanson-Wright inequality. In
order to evaluate the RHS of the Hanson-Wright inequality, we need the following upper bound on
the norm of V
(n)
m (r, rk), proven in Section 6.3.2 below.
Lemma 3. For all r, rk ∈ [0, 1]3, and for all positive integer vectors n,m with ‖n+m‖1 ≤ 4, we
have ∥∥∥V(n)m (r, rk)∥∥∥
F
≤ c4(2πN)‖m+n‖1NT
√
L. (52)
We are now ready to establish (34a) by applying the Hanson-Wright inequality. Setting V :=
V
(n)
m (r, rk) for ease of presentation, it follows that
P
[
1
κ‖m+n‖1
∣∣〈(A¯HA¯− I)gm(rk), fn(r)〉∣∣ > c1√
S log(L/δ)
]
≤ P
[
1
κ‖m+n‖1
∣∣〈(A¯HA¯− I)gm(rk), fn(r)〉∣∣ > c4c′ α√
L
]
(53)
≤ P
[∣∣〈(A¯HA¯− I)gm(rk), fn(r)〉∣∣ > c4(2πN)‖m+n‖1 α√
L
]
(54)
≤ P
[
|xTVx− E [xTVx] | > ‖V‖F αLNT
]
(55)
≤ 2 exp
(
−c˜min
(
‖V‖2Fα2
(LNT )2K4‖V‖2F
,
‖V‖Fα
LNTK2‖V‖
))
(56)
≤ 2 exp
(
−c˜min
(
α2
c45
,
α
c25
))
. (57)
≤ c3 δ
L15
(58)
Here, (53) follows by assumption (22):
c1√
S log(L/δ)
≥ c1√
log(L/δ)
√
c log3(L/δ)
√
L
≥ c4c′ α√
L
, (59)
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where we set α =
c25
c˜ log
(
L15/(2c3δ)
)
. Equation (54) follows from (2πN)‖m+n‖1 ≤ c′κ‖m+n‖1 , by
(38). Moreover, (55) follows from (50), (51), and (52). To obtain (56), we used Lemma 2 with
t = ‖V‖F αLNT . Equation (57) holds because the sub-Gaussian parameter K of the random variable
[x]ℓ ∼ N (0, 1/(LNT )) is given by K = c5/
√
LNT (see e.g., [Ver12, Ex. 5.8]) and ‖V‖F /‖V‖ ≥ 1.
Finally, (58) follows by using the fact that for α ≥ c25, we have min
(
α2
c45
, α
c25
)
= α
c25
.
We next verify (34b). We have
P
[
max
r∈[0,1]3
∣∣〈A¯g0(rk), A¯f(r)〉∣∣ ≥ cˆ
S
L3
]
= P
[
max
r∈[0,1]3
∣∣∣xHV(0)0 (r, rk)x∣∣∣ ≥ cˆSL3
]
≤ P
[∥∥∥V(0)0 (r, rk)∥∥∥ ‖x‖22 ≥ cˆS L3
]
≤ P
[
c4NT
√
L ‖x‖22 ≥
cˆ
S
L3
]
(60)
≤ P
[
c4NT
√
L ‖x‖22 ≥
cˆ c log3(L/δ)
L
L3
]
(61)
≤ P
[
‖x‖22 ≥ c5 log3(L/δ)
√
L
]
≤ δ
8
. (62)
Here (60) follows from (52) and ‖·‖ ≤ ‖·‖F , and (61) follows by the assumption (22). Finally, (62)
follows from a standard concentration bound of a χ2-random variable.
6.3.1 Proof of Equation (50)
In this section we prove that
〈
A¯gm(rk), A¯f
n(r)
〉
can be expressed as the quadratic form in x. To
this end, we note that the vector gm(rk) defined in (31) can be written as
gm(rk) = gm1(βk)⊗ gm3(νk)⊗ gm2(τk) ∈ CL
3
, rk = [τk, νk, βk]
T ,
where ⊗ denotes the Kronecker product, and
[gm(τ)]r :=
1
R
gre
−i2πτr(i2πr)m, r = −N, . . . ,N.
As shown the paper [HMS16, p. 25])
[LGxjF
Hgm3(ν)⊗ gm2(τ)]p
=
1
L
N∑
k,ℓ=−N

 N∑
r,q=−N
grgqe
−i2π(τr+νq)(i2πr)m2(i2πq)m3ei2π
qk+rℓ
L

 [xj ]p−ℓei2π kpL
=
N∑
ℓ=−N
[xj ]ℓ
N∑
r=−N
ei2π
r(p−ℓ)
L grgpe
−i2π(τr−νp)(i2πr)m2(−i2πp)m3
︸ ︷︷ ︸
hp,ℓ:=
, (63)
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where we used that 1L
∑N
k=−N e
i2π k(p+q)
L is equal to 1 if p = −q and equal to 0 otherwise, together
with the fact that [xj ]ℓ is L-periodic in ℓ. We next write (63) in matrix-vector form according to
LGxjF
H(gm3(ν)⊗ gm2(τ)) = Hgxj,
where the (p, ℓ)-th entry of Hg ∈ CL×L is given by hp,ℓ (note that Hg is a function of gm3(ν) ⊗
gm2(τ)). Recall that x = [x
T
0 , . . . ,x
T
NT−1]
T ∈ CLNT . With this notation, we have
LAgm(rj)
= L


[Gx0F
H , . . . ,GxNT−1F
H ]
. . .
[Gx0F
H , . . . ,GxNT−1F
H ]

gm1(βj)⊗ gm3(νj)⊗ gm2(τj)
= L


. . .
[. . .GxkF
H(gm3(νj)⊗ gm2(τj)) . . .]
. . .

gm1(βj)
=


. . .
[Hgx0, . . . ,HgxNT−1]
. . .

gm1(βj)
= Bgx,
where Bg ∈ CNRL×NTL is a block matrix where the (ℓ, k)-th block, ℓ = −NR−12 , . . . , NR−12 , k =
−NT−12 , . . . , NT−12 , is given by ei2πβ(k+ℓNT )Hg.
Analogously, we define the matrix Hf ∈ CL×L such that
LGxjF
Hf (m3)(ν)⊗ f (m2)(τ) = Hfxj ,
and a block matrix Bf ∈ CNRL×NTL with (ℓ, k)-th block given by ei2πβ(k+ℓNT )Hf , such that
LAf (n)(r) = Bfx.
With this notation,〈
A¯gm(rk), A¯f
n(r)
〉
= NT 〈LAgm(rk), LAfn(r)〉 = xHV(n)m (r, rj)x,
with
V
(n)
m (r, rj) := NTB
H
f Bg. (64)
This concludes the proof of equation (50).
6.3.2 Proof of Lemma 3
We are now ready to prove Lemma 3. First note that from the previous section,
V
(n)
m (r, rj) =
NT
R
D⊗ 1
R2
HHf Hg,
24
with D ∈ CNT×NT defined as
D :=
NT
R
(NR − 1)/2∑
ℓ=−(NR − 1)/2


...
(i2π(k + ℓNT ))
n1ei2πβ(k+ℓNT )
...

 [. . . (i2π(k′ + ℓNT ))m1gk′+ℓNT . . .],
where k, k′ = −(NT −1)/2, . . . , (NT −1)/2 are the indices of the vectors above. With k+ℓNT ≤ N ,
and using that gk ≤ 1 we have
‖D‖F ≤
NT
R
NR
√
NT (2πN)
n1
√
NT (2πN)
m1 ≤ 4(2πN)m1+n1NT ,
where we used that NRNT = L = 2N + 1 ≤ 4R. It follows that∥∥∥V(n)m (r, rj)∥∥∥
F
=
∥∥∥∥NTR D
∥∥∥∥
F
∥∥∥∥ 1R2HHf Hg
∥∥∥∥
F
≤ c1(2πN)‖m+n‖1NT
√
L,
which concludes the proof. For the inequality above, we used [HMS16, Lem. 3] which states that∥∥ 1
R2H
H
f Hg
∥∥
F
≤ c2(2πN)m2+m3+n2+n3
√
L.
7 Proof of Theorem 2
To prove Theorem 2 we need a few definitions.
Given a convex function f , the set of descent of f at a point x is defined as
Df (x) :=
{
h : f(x+ h) ≤ f(x)
}
.
The tangent cone Tf (x) is the conic hull of the descent set. That is, the smallest closed cone Tf (x)
obeying Df (x) ⊂ Tf (x). The Gaussian width of a set C ⊂ Rn is defined as:
ω(C) := E
[
sup
z∈C
〈w, z〉
]
,
where the expectation is taken over w ∼ N ((0, I). For the remainder of this section, we set
f(·) = ‖·‖A.
We now state a theorem from [Cha+12] characterizing the sample complexity of structured
signal recovery problems from linear measurements. This theorem is based on Gordon’s escape
through the mesh lemma [Gor88] and a standard Gaussian concentration inequality for Lipschitz
functions.
Theorem 6 ([Cha+12, Cor. 3.3]). Let A ∈ RM×L be a random matrix with i.i.d. N (0, 1/M)
entries. Assume we have M linear measurements of the form y = Az from an unknown signal z.
Let zˆ be a solution to the atomic norm minimization problem AN(y), i.e.,
zˆ = argmin
z¯
‖z‖A subject to y = Az¯.
Fix η > 0. Then, as long as
M ≥ (ω(TA(z) ∩ SL−1) + η)2 + 1, (65)
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with probability at least 1 − e− η
2
2 the optimization problem AN(z) recovers the unknown signal,
i.e., zˆ = z. Here, SL−1 is the unit sphere and TA(z) is the tangent cone associated with the atomic
norm, i.e., TA(z) = Tf (z) with f(·) = ‖·‖A.
As long as
M ≥ 4ω2(TA(z) ∩ SL−1), (66)
setting η =
√
M/2 and applying the inequality (a+ b)2 ≤ 2a2 + 2b2, we have
M =
M
2
+
M − 2
2
+ 1 ≥ 2ω2(TA(z) ∩ SL−1) + M − 2
2
+ 1
≥
(
ω(TA(z) ∩ SL−1) +
√
M − 2
2
)2
+ 1 =
(
ω(TA(z) ∩ SL−1) + η
)2
+ 1.
Thus, by Theorem 6 condition (66) ensures exact recovery via atomic norm minimization with
probability at least 1− e−(M−2)/8.
We next upper bound the Gaussian width using a connection to denoising with ℓ1-regularized
minimization from Oymak and Hassibi [OH13]. To this end, we define the proximity operator
z˜f (y, λ) = argmin
z¯
1
2
‖y − z¯‖22 + λf(z¯).
Oymak and Hassibi [OH13, Thm. 1.1,Prop. 5.2] characterize the mean-square distance (the mean
square distance of a set C is defined as D(C) := Ew∼N (0,I)
[
mins∈C ‖w − s‖22
]
) of the scaled sub-
differential ∂f(z) of f at x as
D(λ′∂f(z)) = max
σ>0
Ew∼N (0,I)
[
‖z˜f (z+ σw, σλ′)− z‖22
]
σ2
.
Due to
D(λ′∂f(z)) ≥ D(cone(∂f(z))) = D(T ◦f (z)) ≥ ω2(Tf (z) ∩ SL−1), (67)
this yields an upper bound on the Gaussian width. Here, the first inequality and equality, respec-
tively, can be found in [OH13, Eq. (3.5)] and [OH13, p. 18] (note that cone(∂f(z)) is a closed,
convex cone, and C◦ denotes the dual cone of C).
Thus, the condition
M ≥ 4 min
λ′
max
σ>0
Ex∼N (0,I)
[
‖z˜f (z+ σw, σλ′)− z‖22
]
σ2
(68)
implies (66), and therefore, (68) is sufficient to guarantee that the estimate zˆ of AN(y) is exact,
i.e., zˆ = z with probability at least 1− e−(M−2)/8.
We now state a lemma that controls the right hand-side of (68) when the frequencies of the
mixture components are sufficiently separated. The proof of this lemma is essentially a consequence
of results established in [TBR15] and is deferred to Section C.
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Lemma 4. Let z be of the form (1) with the frequencies of the mixtures obeying the minimum
separation condition (3). Consider the proximity operator with f(·) = ‖·‖A, defined as
z˜(y, λ) = argmin
z¯
1
2
‖y − z¯‖22 + λ‖z¯‖A. (69)
Let λ = cσ
√
L logL, where c is a fixed numerical constant. Then the proximity operator obeys
Ew∼N (0,I)
[
‖z˜(z+ σw, λ)− z‖22
]
σ2
≤ cS logL. (70)
Combining Lemma 4 above with (68) completes the proof. All that remains is to prove Lemma 4
which is the subject of Appendix C.
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A Proof of Lemma 1
In this section we prove our main technical result. As explained in Section 6.1, we construct Q
explicitly according to (33). We proceed as follows:
29
Step 1: We show that, with probability at least 1− δ2 there exists a choice of coefficients αk, α1k, andα2k
and α3k such that
Q(rk) = uk and ∇Q(rk) = 0 for all rk ∈ S. (71)
This is necessary to ensures that Q reaches local maxima at the rk, which is required for the
interpolation and boundedness condition in (35) to hold simultaneously.
Step 2: We conclude the proof by showing that with the coefficients from Step 1, with probability
at least 1− δ2 , the polynomial Q with the coefficients from step 1 obeys |Q(r)| < 1 uniformly
for all r ∈ [0, 1]3 \ S. This is accomplished using an ǫ-net argument:
Step 2a: Let Ω ⊂ [0, 1]3 be a (finite) set of grid points that is sufficiently dense in the
ℓ∞-norm. Specifically, we choose the points in Ω on a rectangular grid such that
max
r∈[0,1]3
min
rg∈Ω
|r− rg| ≤ ǫ
3c˜L4
, (72)
where ǫ := 0.0005. The cardinality of the set Ω is
|Ω| =
(
3c˜L4
ǫ
)3
= c′L12/ǫ3 = c˜L12. (73)
For every r ∈ Ω, we show that Q(r) is “close” to Q¯(r) with high probability.
Step 2b: We use that Q(r) is close to Q¯(r) for all r ∈ Ω combined with Bernstein’s polyno-
mial inequality to conclude that Q(r) is close to Q¯(r) uniformly for all r ∈ [0, 1]3.
Step 2c: Finally, we combine this result with the properties of Q(r) established in Section
A.1 (in particular
∣∣Q¯(r)∣∣ < 1 for all r ∈ [0, 1]3 \ S) to conclude that |Q(r)| < 1 holds
with high probability uniformly for all r ∈ [0, 1]3 \ S.
For this argument to work, we will use that, by assumption (34a), Gm(r, rk) = 〈Agm(rk),Af(r)〉
concentrates around the deterministic function G¯(n)(r− rk) = 〈gm(rk), f(r)〉.
A.1 Construction of a certificate with unconstraint, deterministic coefficients
The first building block of our construction of Q is a deterministic 3D trigonometric polynomial
Q¯(r) = 〈q¯, f(r)〉 that satisfies the interpolation and boundedness conditions (35), but whose coeffi-
cients q¯ are not constraint to be of the form AHq. As mentioned before, corresponding construc-
tions for 1D and 2D trigonometric polynomials have been derived by Cande`s and Fernandez-Granda
[CFG14, Prop. 2.1, Prop. C.1]. As remarked in [CFG14], those results generalize to higher dimen-
sions, albeit with a change in the numerical constant in the minimum separation condition (i.e.,
the constant 5 in (15)). The corresponding generalization is stated below.
Proposition 2. Let S = {r1, r2, . . . , rS} ⊂ [0, 1]3 be an arbitrary set of points obeying the mini-
mum separation condition (15). Then, for all uk ∈ C, k = 1, . . . , S, there exists a trigonometric
polynomial Q¯(r) = 〈q¯, f(r)〉 obeying the interpolation and boundedness conditions (35).
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We provide a few details of the proof of Proposition 2 in order to collect properties of the
polynomial Q¯ that are needed later for constructing Q; however we omit proofs of the technical
details as they are similar to the proof of [CFG14, Prop. C.1].
As mentioned in Section 6.1, the polynomial Q¯ is constructed by interpolating the points uk
as indicated in (28). To ensure that Q¯(r) reaches local maxima, which is necessary for the in-
terpolation and boundedness condition in (35) to hold simultaneously, we choose the coefficients
α¯k, α¯1k, α¯2k, α¯3k in (28) such that
Q¯(rk) = uk and ∇Q¯(rk) = 0 for all rk ∈ S. (74)
We first establish that there exist coefficients such that (74) holds.
Lemma 5. Under the hypothesis of Proposition 2, there exist coefficient vectors α¯ = [α¯1, . . . , α¯S ]
T
and αℓ = [α¯ℓ1, . . . , α¯ℓS ]
T such that the polynomial Q¯(r) in (28) obeys (74). Moreover, those coeffi-
cients satisfy
‖α¯‖∞ ≤ 1.0021, ‖α¯ℓ‖∞ ≤ 0.0132, ℓ = 1, 2, 3,
and, if uk = 1,Re(αk) ≥ 0.9868, |Im(αk)| ≤ 0.0132. (75)
Proof outline of Lemma 5. Writing (74) in matrix form yields

D¯(0,0,0) 1κD¯
(1,0,0) 1
κD¯
(0,1,0) 1
κD¯
(0,0,1)
− 1κD¯(1,0,0) − 1κ2 D¯(2,0,0) − 1κ2 D¯(1,1,0) − 1κ2 D¯(1,0,1)
− 1κD¯(0,1,0) − 1κ2 D¯(1,1,0) − 1κ2 D¯(0,2,0) − 1κ2 D¯(0,1,1)
− 1κD¯(0,0,1) − 1κ2 D¯(1,0,1) − 1κ2 D¯(0,1,1) − 1κ2 D¯(0,0,2)


︸ ︷︷ ︸
D¯


α¯
κα¯1
κα¯2
κα¯3

 =


u
0
0
0

 ,
where [D¯(n1,n2,n3)]j,k := G¯
(n1,n2,n3)(rj − rk) and κ :=
√
|F (2)(0)|. Here, we have scaled the entries
of D¯ such that its diagonal entries are 1 (F (0) = 1, κ2 = |F (2)(0)|, and F (2)(0) is negative). The
existence of coefficients such that Q¯ obeys (74) follows from D¯ being invertible, which is established
next.
Proposition 3. D¯ is invertible and obeys∥∥I− D¯∥∥ ≤ 0.03254 (76)∥∥D¯−1∥∥ ≤ 1.03363. (77)
The proof of Proposition 3, not detailed here, shows that D¯ is close to the identity matrix I
by using that G(r − rk) and its derivatives decay fast around rk, and that the points rk ∈ S are
sufficiently separated, by the minimum separation condition (15).
Since D¯ is invertible, the coefficients in Lemma 5 are given by:

α¯
κα¯1
κα¯2
κα¯3

 = D¯−1


u
0
0
0

 = L¯u, (78)
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where L¯ is the 4S × S submatrix of D¯−1 corresponding to the first S columns of D¯−1. If follows
from D¯ being close to identity that the ℓ∞-norm of D¯ is small, which establishes (75).
The proof of Proposition 2 is concluded by showing that Q¯(r) satisfies the boundedness condi-
tions in (35) as well. This is formalized by the following lemma.
Lemma 6. Let Q(r) be the polynomial in (28) with coefficients given by (78). Under the hypothesis
of Proposition 2,
i. |Q(r)| < 1 for all r ∈ [0, 1]3 \ S that satisfy minrk∈S |r− rk| ≤ 0.18/N ,
ii. for all r that satisfy minrk∈S |r− rk| ≥ 0.18/N it follows that |Q(r)| < 0.99.
A.2 Step 1: Choice of the coefficients of Q¯
We next show that, with high probability, we can select the coefficients of Q such that it satisfies
(71). To this end, we write (71) in matrix form:

D
(0,0,0)
(0,0,0)
1
κD
(0,0,0)
(1,0,0)
1
κD
(0,0,0)
(0,1,0)
1
κD
(0,0,0)
(0,0,1)
− 1κD
(1,0,0)
(0,0,0) − 1κ2D
(1,0,0)
(1,0,0) − 1κ2D
(1,0,0)
(0,1,0) − 1κ2D
(1,0,0)
(0,0,1)
− 1κD
(0,1,0)
(0,0,0) − 1κ2D
(0,1,0)
(1,0,0) − 1κ2D
(0,1,0)
(0,1,0) − 1κ2D
(0,1,0)
(0,0,1)
− 1κD
(0,0,1)
(0,0,0) − 1κ2D
(0,0,1)
(1,0,0) − 1κ2D
(0,0,1)
(0,1,0) − 1κ2D
(0,0,1)
(0,0,1)


︸ ︷︷ ︸
D:=


α
κα1
κα2
κα3

 =


u
0
0
0

 , (79)
where [D
(n1,n2,n3)
(m1,m2,m3)
]j,k := G
(n1,n2,n3)
(m1,m2,m3)
(rj , rk), [α]k := αk, [αi]k := βik, i = 1, 2, 3. To show that
the system of equations (79) has a solution, and in turn (71) holds, we will show that, with high
probability, D is invertible. To this end, we show that
Eξ := {
∥∥D− D¯∥∥ ≤ ξ}
occurs with high probability, and that D is invertible on Eξ for all ξ ∈ (0, 1/4]. The fact that D is
invertible on Eξ for all ξ ∈ (0, 1/4] follows with (76) by noting that:
‖I−D‖ ≤ ∥∥D− D¯∥∥ + ∥∥D¯− I∥∥ ≤ ξ + 0.03254 ≤ 0.28254.
Since D is invertible, the coefficients of Q can be selected as

α
κα1
κα2
κα3

 = D−1


u
0
0
0

 = Lu, (80)
where L is the 4S×S submatrix of D−1 consisting of the first S columns of D−1. In the remainder
of this proof, we assume that the coefficients are given by (80). We will need the following bounds
on the norm of L and its deviation from L¯ later.
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Lemma 7. On the event Eξ with ξ ∈ (0, 1/4] the following identities hold
‖L‖ ≤2.07, (81)∥∥L− L¯∥∥ ≤2.14ξ. (82)
Lemma 7 follows with (76) from matrix inequalities, see [HMS16, Lem. 4] for details. In the
remainder of this proof, we set
ξ = ǫc6 log
−1/2
(
4|Ω|
δ′
)
, δ′ := δ/176, (83)
with Ω as defined in Appendix A, Step 2.
It remains to establish that the event Eξ occurs with high probability.
Lemma 8. Under the assumptions of Lemma 1,
P [Eξ] ≥ 1− δ′.
Proof. We will upper-bound
∥∥D− D¯∥∥ by upper-bounding the largest entry of D− D¯. To this end,
first note that the entries of D− D¯ are given by
1
κ‖m+n‖1
[D
(n)
m − D¯(m+n)]j,k = 1
κ‖m+n‖1
(G
(n)
m (rj , rk)− G¯(m+n)(rj − rk)),
for ‖m‖∞ , ‖n‖∞ ≤ 1 and ‖m+ n‖1 ≤ 2 and for j, k = 1, . . . , S. We now have
P
[∥∥D− D¯∥∥ ≥ ξ] ≤ P [√4S max
j,k,m,n
1
κ‖m+n‖1
|[D(n)m − D¯(m+n)]j,k| ≥ ξ
]
(84)
≤
∑
j,k,m,n
P
[
1
κ‖m+n‖1
|[D(n)m − D¯(m+n)]j,k| ≥ c6ǫ√
4S log(4|Ω|/δ)
]
(85)
≤ 16(4S)2c3 δ
L15
≤ δ′. (86)
Here, (84) follows from the fact that D and D¯ are 4S × 4S matrices, (85) follows from the union
bound, and (86) follows from assumption (34a). Finally, for the last inequality in (86), we used
S ≤ L3 and that c3 is sufficiently small.
A.3 Step 2a: Q(r) and Q¯(r) are close on a grid
We next show that Q(r) and Q¯(r) and their partial derivative are close on a set of grid points. This
results is used in Step 2b in an ǫ-net argument to prove that Q(r) and Q¯(r) are close for all r.
Lemma 9. Suppose that ‖n‖1 ≤ 2. Under the assumptions of Lemma 1,
P
[
max
r∈Ω
1
κ‖n‖1
∣∣∣Q(n)(r)− Q¯(n)(r)∣∣∣ ≤ ǫ] ≥ 1− δ
44
.
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In order to prove Lemma 9, we first note that the n-th partial derivative of Q(r) (defined by
(33)) after normalization with 1/κ‖n‖1 is given by
1
κ‖n‖1
Q(n)(r) = (v(n)(r))
H
Lu. (87)
Here, we used that the coefficients are given by (80) and we defined
(v(n)(r))
H
:=
1
κ‖n‖1
[
G
(n)
(0,0,0)(r, r1), . . . , G
(n)
(0,0,0)(r, rS),
1
κ
G
(n)
(1,0,0)(r, r1), . . . ,
1
κ
G
(n)
(1,0,0)(r, rS),
1
κ
G
(n)
(0,1,0)(r, r1), . . . ,
1
κ
G
(n)
(0,1,0)(r, rS),
1
κ
G
(n)
(0,0,1)(r, r1), . . . ,
1
κ
G
(n)
(0,0,1)(r, rS)
]
.
Since E
[
G
(n)
m (r, rj)
]
= G¯(n+m)(r− rj) (by (51)), we have
E
[
v(n)(r)
]
= v¯(n)(r),
where
(v¯(n)(r))
H
:=
1
κ‖n‖1
[
G¯(n)(r− r1), . . . , G¯(n)(r− rS), 1
κ
G¯(n1+1,n2,n3)(r− r1), . . . , 1
κ
G¯(n1+1,n2,n3)(r− rS),
1
κ
G¯(n1,n2+1,n3)(r− r1), . . . , 1
κ
G¯(n1,n2+1,n3)(r− rS), 1
κ
G¯(n1,n2,n3+1)(r− r1), . . . , 1
κ
G¯(n1,n2,n3+1)(r− rS)
]
.
Next, we decompose the derivatives of Q(r) according to
1
κ‖n‖1
Q(n)(r) =
〈
u,LHv(n)(r)
〉
=
〈
u, L¯H v¯(n)(r)
〉
+
〈
u,LH(v(n)(r)− v¯(n)(r))
〉
︸ ︷︷ ︸
I
(n)
1 (r)
+
〈
u, (L− L¯)H v¯(n)(r)
〉
︸ ︷︷ ︸
I
(n)
2 (r)
=
1
κ‖n‖1
Q¯(n)(r) + I
(n)
1 (r) + I
(n)
2 (r),
where L¯ was defined in (78). It follows that
P
[
max
r∈Ω
1
κ‖n‖1
∣∣∣Q(n)(r)− Q¯(n)(r)∣∣∣ ≥ ǫ] = P [max
r∈Ω
∣∣∣I(n)1 (r) + I(n)2 (r)∣∣∣ ≥ ǫ
]
≤ P
[
max
r∈Ω
∣∣∣I(n)1 (r)∣∣∣ ≥ ǫ/2
]
+ P
[Ecξ ]+ P
[
max
r∈Ω
∣∣∣I(n)2 (r)∣∣∣ ≥ ǫ/2|Eξ
]
(88)
≤ 4δ′ = δ
44
, (89)
which concludes the proof of Lemma 9. Here, (88) follows from the union bound and the fact that
P [A] = P [A ∩Bc] + P [A ∩B] ≤ P [Bc] + P [A|B] with B = Eξ and A =
{
maxr∈Ω
∣∣∣I(n)2 (r)∣∣∣ ≥ ǫ/2}.
Equation (89) follows from
P
[
max
r∈Ω
|I(n)1 (r)| ≥ ǫ/2
]
≤ δ′ + P
[
Ec1/4
]
, (90)
P
[
max
r∈Ω
|I(n)2 (r)| ≥ ǫ/2
∣∣∣Eξ] ≤ δ′, (91)
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and Lemma 8 (note that ξ ≤ 1/4 since ǫ/2 ≤ 1 and c6 ≤ 1/4, thus, Lemma 8 yields P
[
Ecξ
]
≤ δ′
and P
[
Ec1/4
]
≤ δ′). Inequalities (90) and (91), proven below ensure that the perturbations I(n)1 (r)
and I
(n)
2 (r) are small on a set of (grid) points Ω, with high probability.
Proof of (90)
Set ∆v(n) := v(n)(r)− v¯(n)(r) and ω := ǫ
20
√
log(8|Ω|/δ′) for notational convenience. We have
P
[
max
r∈Ω
|I(n)1 (r)| ≥ ǫ/2
]
= P
[
max
r∈Ω
∣∣∣〈u,LH∆v(n)〉∣∣∣ ≥ 5ω · 2√log(8|Ω|/δ′)]
≤ P
[⋃
r∈Ω
{∣∣∣〈u,LH∆v(n)〉∣∣∣ ≥ ∥∥∥LH∆v(n)∥∥∥
2
2
√
log(8|Ω|/δ′)
}
∪
{∥∥∥LH∆v(n)∥∥∥
2
≥ 5ω
}]
≤ P
[⋃
r∈Ω
{∣∣∣〈u,LH∆v(n)〉∣∣∣ ≥ ∥∥∥LH∆v(n)∥∥∥
2
2
√
log(8|Ω|/δ′)
}
∪
{∥∥∥∆v(n)∥∥∥
2
≥ 2ω
}
∪ {‖L‖ ≥ 2.5}
]
≤ P [‖L‖ ≥ 2.5] +
∑
r∈Ω
(
P
[∣∣∣〈u,LH∆v(n)〉∣∣∣ ≥ ∥∥∥LH∆v(n)∥∥∥
2
2
√
log(8|Ω|/δ′)
]
+ P
[∥∥∥∆v(n)∥∥∥
2
≥ 2ω
])
≤ P
[
Ec1/4
]
+ |Ω|4e− log(8|Ω|/δ′) +
∑
r∈Ω
P
[∥∥∥∆v(n)∥∥∥
2
≥ 2ω
]
(92)
≤ P
[
Ec1/4
]
+
δ′
2
+
δ′
2
, (93)
where (92) follows from application of Hoeffding’s inequality (stated below, cf. Lemma 10) and
from {‖L‖ ≥ 2.5} ⊆ Ec1/4 according to (81). For (93), we used
P
[∥∥∥∆v(n)∥∥∥2
2
≥ 4ω2
]
≤
∑
k
P
[
[∆v(n)]2k ≥ ω2/S
]
=
∑
k
P
[
[∆v(n)]k ≥ ǫ
20
√
S log(8|Ω|/δ′)
]
≤
∑
k
P
[
[∆v(n)]k ≥ c1√
S log(L/δ′)
]
(94)
≤ 4S c3δ
′
L15
≤ δ
′
2c˜L12
=
δ′
2|Ω| , (95)
where (94) follows from ǫ
20
√
log(8|Ω|/δ′) =
ǫ
20
√
log(8c˜L12/δ′)
≥ ǫ
20
√
12 log((8c˜)1/12L/δ′)
≥ c1√
log(L/δ′)
, pro-
vided that 1 ≥ (8c˜)1/12, and ǫ
20
√
12
≥ c1, where c1 is the constant in (34a). Moreover, (95) follows
from the assumption (34a), with c3 ≤ 18c˜ .
Lemma 10 (Hoeffding’s inequality). Suppose the entries of u ∈ RS are sampled independently
from symmetric distributions on the complex unit disc. Then, for all t ≥ 0, and for all v ∈ CS
P [|〈u,v〉| ≥ ‖v‖2 t] ≤ 4e−
t2
4 .
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Proof of (91)
By the union bound
P
[
max
r∈Ω
|I(n)2 (r)| ≥ ǫ/2
∣∣∣Eξ] ≤∑
r∈Ω
P
[∣∣∣〈u, (L− L¯)H v¯(n)(r)〉∣∣∣ ≥ ǫ/2∣∣∣Eξ]
≤
∑
r∈Ω
P
[∣∣∣〈u, (L− L¯)H v¯(n)(r)〉∣∣∣ ≥ ∥∥∥(L− L¯)H v¯(n)(r)∥∥∥
2
ǫc6
ξ
]
(96)
≤ |Ω|4e− (ǫc6/ξ)
2
4 (97)
≤ δ′, (98)
where (96) follows from (99) below, (97) follows by Hoeffding’s inequality (Lemma 10), and (98)
holds by definition of ξ in (83).
To complete the proof, note that by (82) we have
∥∥L− L¯∥∥ ≤ 2.14ξ on Eξ. Thus, conditioned
on Eξ, ∥∥∥(L− L¯)H v¯(n)(r)∥∥∥
2
≤ ∥∥L− L¯∥∥ ∥∥∥v¯(n)(r)∥∥∥
2
≤ 2.14ξ
∥∥∥v¯(n)(r)∥∥∥
1
≤ c5ξ ≤ ξ
2c6
, (99)
where we used ‖·‖2 ≤ ‖·‖1, and the third inequality follows from the fact that, for all r,∥∥∥v¯(n)(r)∥∥∥
1
=
1
κ‖n‖1
S∑
k=1
(∣∣∣G¯(n)(r− rk)∣∣∣+ ∣∣∣∣1κG¯(n1+1,n2,n3)(r− rk)
∣∣∣∣+
∣∣∣∣ 1κG¯(n1,n2+1,n3)(r− rk)
∣∣∣∣
+
∣∣∣∣1κG¯(n1,n2,n3+1)(r− rk)
∣∣∣∣
)
≤ c5
2.14
.
Here, c5 is a numerical constant; the inequality can be shown analogously to corresponding bounds
in [CFG14, Appendix C.2] pertaining to the 2D case. To prove those bounds we use the minimum
separation condition and that the functions G¯(n)(r− rk) decay quickly around rk. Finally, the last
inequality in (99) follows from choosing c6 sufficiently small.
A.4 Step 2b: Q(r) and Q¯(r) are close for all r
We next use an ǫ-net argument together with Lemma 9 to establish that Q(n)(r) is close to Q¯(n)(r)
with high probability uniformly for all r ∈ [0, 1]3.
Lemma 11. With probability at least 1− δ2 ,
max
r∈[0,1]3, n : ‖n‖1≤2
1
κ‖n‖1
∣∣∣Q(n)(r)− Q¯(n)(r)∣∣∣ ≤ ǫ. (100)
Proof. First, we use Lemma 9 to show that
∣∣Q(n)(rg)− Q¯(n)(rg)∣∣ is small for all rg ∈ Ω. Using the
union bound over all 11 vectors n with non-negative integer entries obeying ‖n‖1 ≤ 2, it follows
from Lemma 9, that {
max
rg∈Ω,n : ‖n‖1≤2
1
κ‖n‖1
∣∣∣Q(n)(rg)− Q¯(n)(rg)∣∣∣ ≤ ǫ
3
}
(101)
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holds with probability at least 1− δ4 .
We will show in Section A.4.2 below that (101) together with{
max
r∈[0,1]3, n : ‖n‖1≤2
1
κ‖n‖1
∣∣∣Q(n)(r)∣∣∣ ≤ c˜
3
L3
}
(102)
implies (100). In Section A.4.1 below we show that (102) holds with probability at least 1− δ4 . By
the union bound, the events in (101) and (102) hold simultaneously with probability at least 1− δ2 ,
which concludes the proof.
A.4.1 Proof of the fact that (102) holds with probability at least 1− δ4 :
We start by upper-bounding |Q(n)(r)|. By (87),
1
κ‖n‖1
∣∣∣Q(n)(r)∣∣∣ = ∣∣∣〈Lu,v(n)(r)〉∣∣∣
≤ ‖L‖ ‖u‖2
∥∥∥v(n)(r)∥∥∥
2
≤ ‖L‖
√
S
√
4S
∥∥∥v(n)(r)∥∥∥
∞
= ‖L‖
√
4S max
j,m∈{(0,0,0),(1,0,0),(0,1,0),(0,0,1)}
1
κ‖n+m‖1
∣∣∣G(n)m (r, rj)∣∣∣
≤ ‖L‖
√
4S
c˜
S
L3 (103)
≤ 2.5
√
4 c˜L3 (104)
where we used ‖u‖2 =
√
S, since the entries of u are on the unit disc; (103) holds with probability
at least 1− δ/8 according to (105) below, and (104) holds with probability at least 1− δ/8 due to
P [‖L‖ ≥ 2.5] ≤ P
[
Ec1/4
]
≤ δ8 (by (81) and application of Lemma 8). This concludes the proof of
(102) holding with probability at least 1− δ4 .
It is left to prove that{
max
r,rj∈[0,1]3,n,m : ‖n+m‖1≤3
1
κ‖n+m‖1
∣∣∣G(n)m (r, rj)∣∣∣ ≤ c˜
S
L3
}
(105)
holds with probability at least 1 − δ/8. To this end, note that G(n)m (r, rj) is a trigonometric
polynomial in r, rj . Thus, by Bernstein’s inequality, we have
max
r,rj
1
κ‖n+m‖1
∣∣∣G(n)m (r, rj)∣∣∣ ≤ (2πN)‖n+m‖1
κ‖n+m‖1
max
r,rj
∣∣∣G(0)0 (r, rj)∣∣∣ ≤ c′maxr,rj
∣∣∣G(0)0 (r, rj)∣∣∣ ≤ c˜S L3
where the last inequality holds with probability at least 1− δ/8, by assumption (34b).
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A.4.2 Proof of the fact that (101) and (102) imply (100):
Consider a point r ∈ [0, 1]3 and let rg be the point in Ω closest to r in ℓ∞-distance. By the triangle
inequality,
1
κ‖n‖1
∣∣∣Q(n)(r)− Q¯(n)(r)∣∣∣ ≤
1
κ‖n‖1
[∣∣∣Q(n)(r)−Q(n)(rg)∣∣∣+ ∣∣∣Q(n)(rg)− Q¯(n)(rg)∣∣∣+ ∣∣∣Q¯(n)(rg)− Q¯(n)(r)∣∣∣] . (106)
We next upper-bound the terms in (106) separately. With a slight abuse of notation, we write
Q(n)(β, τ, ν) = Q(n)([β, τ, ν]T ) = Q(n)(r). The first absolute value in (106) can be upper-bounded
according to∣∣∣Q(n)(r)−Q(n)(rg)∣∣∣ ≤ ∣∣∣Q(n)(β, τ, ν) −Q(n)(β, τ, νg)∣∣∣+ ∣∣∣Q(n)(β, τ, νg)−Q(n)(β, τg, νg)∣∣∣
+
∣∣∣Q(n)(β, τg, νg)−Q(n)(βg, τg, νg)∣∣∣
≤ |β − βg| sup
z
∣∣∣Q(n1+1,n2,n3)(z, τ, ν)∣∣∣ + |τ − τg| sup
z
∣∣∣Q(n1,n2+1,n3)(β, z, ν)∣∣∣
+ |ν − νg| sup
z
∣∣∣Q(n1,n2,n3+1)(β, z, ν)∣∣∣
≤ |β − βg|2πN sup
z
∣∣∣Q(n)(z, τ, ν)∣∣∣ + |τ − τg|2πN sup
z
∣∣∣Q(n)(β, z, ν)∣∣∣
+ |ν − νg|2πN sup
z
∣∣∣Q(n)(β, τ, z)∣∣∣ , (107)
where (107) follows from Bernstein’s polynomial inequality, stated below (recall that Q(n)(β, τ, ν)
is a trigonometric polynomial of degree N in β, τ and ν).
Proposition 4 (Bernstein’s polynomial inequality [Har96, Cor. 8]). Let p(θ) be a trigonometric
polynomial of degree N with complex coefficients pk, i.e., p(θ) =
∑N
k=−N pke
i2πθk where pk are
complex coefficients. Then
sup
θ
∣∣∣∣ ddθp(θ)
∣∣∣∣ ≤ 2πN sup
θ
|p(θ)|.
On the event (102) we have, by (107), that
1
κ‖n‖1
∣∣∣Q(n)(r)−Q(n)(rg)∣∣∣ ≤ c˜
3
L4(|β + βg|+ |τ − τg|+ |ν − νg|) ≤ c˜L4 |r− rg| ≤ ǫ
3
, (108)
where the last inequality follows from (72).
We next upper-bound the third absolute value in (106). Using steps analogous to those leading
to (108), we obtain
1
κm+n
∣∣∣Q¯(m,n)(rg)− Q¯(m,n)(r)∣∣∣ ≤ ǫ
3
. (109)
Substituting (101), (108), and (109) into (106) yields that
1
κ‖n‖1
∣∣∣Q(n)(r)− Q¯(n)(r)∣∣∣ ≤ ǫ, for all n : ‖n‖1 ≤ 2 and for all r ∈ [0, 1]2.
This concludes the proof.
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A.5 Step 2c: |Q(r)| < 1 for all r ∈ [0, 1]3 \ S
Lemma 12. With probability at least 1− δ2 the following statements hold simultaneously:
i. For all r, that satisfy minrj∈S |r− rj | ≥ 0.18/N we have that |Q(r)| < 0.9995.
ii. For all r /∈ S that satisfy 0 < |r− rj| ≤ 0.18/N for some rj ∈ S, we have that |Q(r)| < 1.
Proof. By Lemma 11, (recall that ǫ = 0.0005), with probability ≥ 1− δ2 ,
1
κ‖n‖1
∣∣∣Q(n)(r)− Q¯(n)(r)∣∣∣ ≤ 0.0005, (110)
for all nonnegative integer vectors n : ‖n‖1 ≤ 2, and for all r ∈ [0, 1]3. Statement i follows directly
by combining (110) with Lemma 6 via the triangle inequality.
We next show that Statement ii follows from (110) and certain properties of Q¯. We assume
without loss of generality that 0 ∈ S, and that Q(0) = 1, and consider a vector r with |r| ≤ 0.18/N .
Statement ii now follows by showing that the Hessian matrix H˜ of Q˜(r) := |Q(r)| is negative definite.
By Sylvester’s criterion [HJ12, Thm. 7.2.5], H˜ is negative definite if the leading principal minors
denoted by H˜1, H˜2, and H˜3 = H˜, have alternating sign, which is implied by
det(H˜1) = Q˜
(2,0,0)(r) < 0 (111)
det(H˜2) = Q˜
(2,0,0)(r)Q˜(0,2,0)(r)− Q˜(1,1,0)(r)Q˜(1,1,0)(r) > 0 (112)
det(H˜) = Q˜(2,0,0)(r)Q˜(0,2,0)(r)Q˜(0,0,2)(r) + 2Q˜(1,1,0)(r)Q˜(0,1,1)(r)Q˜(1,0,1)(r)
− Q˜(1,0,1)(r)Q˜(0,2,0)(r)Q˜(1,0,1)(r)− Q˜(1,1,0)(r)Q˜(1,1,0)(r)Q˜(0,0,2)(r)
− Q˜(2,0,0)(r)Q˜(0,1,1)(r)Q˜(0,1,1)(r) < 0. (113)
The inequalities (111), (112), and (113), follow directly from
Q˜(2,0,0), Q˜(0,2,0), Q˜(0,0,2) ≤ −0.842κ2, |Q˜(1,1,0)|, |Q˜(1,0,1)|, |Q˜(0,1,1)| ≤ 0.2113κ2. (114)
To prove (114), we define Q
(n)
R :=
1
κ‖n‖1
Re(Q(n)), Q
(n)
I :=
1
κ‖n‖1
Im(Q(n)) and note that
1
κ
Q˜(1,0,0) =
Q
(1,0,0)
R QR +Q
(1,0,0)
I QI
|Q| .
After simplification, we obtain
1
κ2
Q˜(2,0,0) =
(
1− Q
2
R
|Q|2
)
Q
(1,0,0)
R
2
|Q| −
2QRQ
(1,0,0)
R QIQ
(1,0,0)
I +Q
2
IQ
(1,0,0)
I
2
|Q|3
+
Q
(1,0,0)
I
2
+QIQ
(2,0,0)
I
|Q| +
QR
|Q|Q
(2,0,0)
R , (115)
and
1
κ2
Q˜(1,1,0) = Q
(1,1,0)
R
QR
|Q| +
Q
(1,0,0)
R Q
(0,1,0)
R
|Q|
(
1− Q
2
R
|Q|2
)
+
Q
(1,1,0)
I QI +Q
(1,0,0)
I Q
(0,1,0)
I
|Q|
− Q
(0,1,0)
R QRQ
(1,0,0)
I QI +Q
(0,1,0)
I QI(Q
(1,0,0)
R QR +Q
(1,0,0)
I QI)
|Q|3 . (116)
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The upper bounds in (114) now follow by applying the following inequalities with ǫ = 0.0005 to
(115) and (116):
QR(r) ≤
∣∣Q¯(r)∣∣+ ǫ ≤ 1 + ǫ, QR(r) ≥ ∣∣Q¯(r)∣∣− ǫ ≥ 0.9298 − ǫ, |QI(r)| ≤ Q¯I(r) + ǫ ≤ 0.0702
|Q(1,0,0)R (r)| ≤ |Q¯(1,0,0)R (r)|+ ǫ ≤ 0.3756 + ǫ, |Q(1,0,0)I (r)| ≤ |Q¯(1,0,0)I (r)|+ ǫ ≤ 0.0541 + ǫ.
Q
(2,0,0)
R (r) ≤ Q¯(2,0,0)R (r) + ǫ ≤ −0.8572 + ǫ,
∣∣∣Q(2,0,0)I (r)∣∣∣ ≤ ∣∣∣Q¯(2,0,0)(r)∣∣∣+ ǫ ≤ −0.1005 + ǫ
|Q(1,1,0)R | ≤ |Q¯(1,1,0)R (r)|+ ǫ ≤ 0.1967 + ǫ, |Q(1,1,0)I | ≤ |Q¯(1,1,0)I (r)|+ ǫ ≤ 0.0921 + ǫ.
Here, Q¯
(n)
R =
1
κ‖n‖1
Re(Q¯(n)) and Q¯
(n)
I =
1
κ‖n‖1
Im(Q¯(n)). The inequalities above follow from combing
(110) with Proposition 5 below using the triangle inequality (recall that Q¯(n)(r) is real).
Proposition 5. Suppose that 0 ∈ S, and let Q(0) = 1. Then, for |r| ≤ 0.18/N ,∣∣Q¯(r)∣∣ ≤ 1, Q¯R(r) ≥ 0.92982
Q¯
(2,0,0)
R (r) ≤ −0.8572,
∣∣∣Q¯(2,0,0)I (r)∣∣∣ ≤ 0.1005
|Q¯(1,1,0)R | ≤ 0.1967, |Q¯(1,1,0)I | ≤ 0.0921
|Q¯(1,0,0)R (r)| ≤ 0.3756, |Q¯(1,0,0)I (r)| ≤ 0.0541.
The proof of Proposition 5 is analogous to corresponding results established for the 1D and 2D
case in [CFG14, Proofs of Lemmas 2.3 and 2.4, Appendix C.2], and therefore omitted.
B Proof of discrete results (Theorems 4 and 5)
The following proposition—standard in the theory of compressed sensing (see e.g., [CRT06])—
shows that the existence of a certain dual polynomial guarantees that L1(y) in (23) succeeds in
reconstructing s.
Proposition 6. Let y = AFgrids and let S denote the support of s. Assume that the columns of
AFgrid indexed by S are linearly independent. If there exists a vector v in the row space of AFgrid
with
vS = sign(sS) and ‖vSc‖∞ < 1 (117)
then s is the unique minimizer of L1(y) in (23). Here, vS is the sub-vector of v corresponding to
the entries indexed by S.
The proof now follows directly from Lemma 1, and from the conditions of Lemma 1 being
satisfied by the assumptions of Theorems 1 and 3, as shown in Sections 6.2 and 6.3. To see
this, set u = sign(sS) in Lemma 1 and consider the polynomial Q(r) from Lemma 1. Define v as
[v](n1,n2,n3) = Q([n1/K1, n2/K2, n3/K3]) and note that it satisfies (117) since
Q([n1/K1, n2/K2, n3/K3]) = sign(s(n1,n2,n3)) for [n1, n2, n3] ∈ S and |Q([n1/K1, n2/K2, n3/K3])| <
1 for [n1, n2, n3] /∈ S.
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C Proof of Lemma 4
Lemma 4 is essentially a consequence of results established in [TBR15], in particular the following
proposition.
Proposition 7 ([TBR15, Thm. 1]). Let z =
∑S
k=1 bkf(νk), and suppose the ν1, . . . , νS obey the
minimum separation condition (3). Suppose that the dual norm of ‖·‖A, defined as ‖·‖∗A :=
supν∈[0,1] |〈·, f(ν)〉|, obeys
‖w‖∗A ≤
λ
η
. (118)
Then, for η > 1 sufficiently large, the proximity operator in (69) with regularization parameter
λ = ησ
√
4L log(L) applied to y = z+w with w ∼ N (0, σ2I) obeys
‖z˜(z+w, λ)− z‖22 ≤ cσ2S logL.
Since (118) holds with high probability [BTR13, App. C] for our choice of λ, Theorem 7 provides
an error bound that holds with high-probability. However, we need to characterize the expectation
of the estimation error, thus slightly more work is required to establish Lemma 4.
For notational convenience, we set z˜ = z˜(z+w, λ) and let e := z− z˜ be the error vector. Note
that
E
[
‖e‖22
]
= E
[
‖e‖221{‖w‖∗A < λ/η}
]
+ E
[
‖e‖221{‖w‖∗A ≥ λ/η}
]
. (119)
The lemma follows by upper bounding the terms on the RHS. The first term is smaller than
cσ2S logL by Proposition 7. We next upper bound the second term. By the Cauchy-Schwarz
inequality, we have
E
[
‖e‖221{‖w‖∗A ≥ λ/η}
]
≤
√
E
[
‖e‖42
]√
P [‖w‖∗A ≥ λ/η] ≤ cσ2 log(L), (120)
where the last inequality follows from Lemma 13, which provides a crude upper bound on E
[
‖e‖22
]
,
and Lemma 14, which states an upper bound on the probability for the atomic norm of w being
large.
Lemma 13. √
E
[
‖e‖42
]
≤ cσ2L log(L).
Lemma 14.
P [‖w‖∗A ≥ λ/η] ≤
1
L2
.
It remains to prove Lemmas 13 and 14.
Proof of Lemma 13. We show below that
‖e‖22 ≤ 8‖w‖22 + cλ2
S
L
= 8‖w‖22 + cη2σ2 log(L)S. (121)
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It follows that
E
[
‖e‖42
]
≤ 64E
[
‖w‖42
]
+ 16E
[
‖w‖22
]
η2σ24L log(L) + c2η4σ4L2 log2(L) ≤ c′η4σ4L2 log2(L).
Here, we used that ‖w‖22 is χ2 distributed and the second moment of a χ2 random variable with L
degrees of freedom is L(L+ 2). This proves the lemma.
It remains to prove (121). First note that z =
∫ 1
0 f(ν)µ(dν), where µ is the measure defined as
µ(ν) =
∑S
k=1 bkδ(ν − νk), where δ is the Dirac measure. Next, let µ˜ be the representing measure
of the estimate z˜ with minimum total variation norm (for a definition of the total variation norm,
denoted by ‖·‖TV see [CFG14, App. A]), and note that ‖µ˜‖TV = ‖z˜‖A. By optimality of z˜, we have
1
2
‖y − z˜‖22 + λ‖µ˜‖TV ≤
1
2
‖y − z‖22 + λ‖µ‖TV .
Denote by PS(µ˜) the projection of the measure µ˜ on the support set of µ, i.e., S = {ν1, . . . , νS},
likewise PSc(µ˜) is the projection onto the complement of S. With this notation and y = z+w, the
former inequality is equivalent to
1
2
‖e‖22 + λ(‖PS(µ˜)‖TV + ‖PSc(µ˜)‖TV ) ≤ 〈e,w〉+ λ‖µ‖TV . (122)
We next lower bound ‖PS(µ˜)‖TV . To this end, note that Proposition 2.1 in [CFG14] guarantees
that there exists a polynomial Q(ν) = 〈q, f(ν)〉 that interpolates the sign pattern of µ and obeys
|Q(ν)| ≤ 1. Let ξ := µ˜− µ be the difference measure. Since Q interpolates the sign of µ,
‖µ‖TV +
∫ 1
0
Q(ν)PS(ξ)(dν) ≤ ‖PS(µ˜)‖TV .
Using this inequality in (122) and rearranging terms yields
1
2
‖e‖22 + λ‖PSc(µ˜)‖TV ≤ 〈e,w〉 − λ
∫ 1
0
Q(ν)PS(ξ)(dν)
= 〈e,w〉 − λ
∫ 1
0
Q(ν)ξ(dν) + λ
∫ 1
0
Q(ν)PSc(ξ)(dν)
= 〈e,w〉 − λ 〈e,q〉+ λ
∫ 1
0
Q(ν)PSc(ξ)(dν)
≤ 〈e,w〉 − λ 〈e,q〉+ λ‖PSc(ξ)‖TV .
where the penultimate inequality follows from Q(ν) = 〈q, f(ν)〉 and Parseval’s identity, and the last
inequality holds by |Q(ν)| ≤ 1 . We have shown that
1
2
‖e‖22 ≤ 〈e,w〉 − λ 〈e,q〉 . (123)
Next, using the inequality ab ≤ 12(a2 + b2) with a = ‖e‖2/(2
√
λ), b = 2
√
λ‖q‖2 we obtain
−λ 〈e,q〉 ≤ λ‖e‖2‖q‖2 ≤
1
8
‖e‖22 + 2λ2‖q‖22.
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Using this in (123) yields
3
8
‖e‖22 ≤ 〈e,w〉+ 2λ2‖q‖22.
≤ ‖e‖2‖w‖2 + 2λ2‖q‖22.
Application of ab ≤ 12(a2 + b2) once again yields ‖e‖2‖w‖2 ≤ 18‖e‖22 + 2‖w‖22 which in turn yields
1
4
‖e‖22 ≤ 2‖w‖22 + 2λ2‖q‖22.
By Parseval’s theorem, and Ho¨lder’s inequality we have
‖q‖22 = 〈Q(ν), Q(ν)〉 ≤ ‖Q‖1‖Q‖∞ ≤
cS
L
,
where the last inequality follows from ‖Q‖1 ≤ cSL [TBR15, Lem. 4]. This concludes the proof of
inequality (121).
Proof of Lemma 14. As shown in [BTR13, C.4, with N = n], a consequence of Bernstein’s polyno-
mial inequality is that
‖w‖∗A ≤ (1 + 4π) max
m=0,...,L−1
∣∣∣∣∣
L−1∑
ℓ=0
wℓe
i2πℓ(m/L)
∣∣∣∣∣︸ ︷︷ ︸
Zm
.
The random variable Zm is stochastically upper bounded by a Gaussian random variable with
variance σ2L. It follows that, for any β > 1/
√
2π,
P
[
|Zm| ≥ σ
√
Lβ
]
≤ 2e−β2 .
The proof is concluded by noting that, by the union bound
P
[
‖w‖∗A ≥ σ
√
L
√
4 log(L)
]
≤ 2Le−4 log(L) ≤ 1
L2
.
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