A mixture model for determining quantitative trait loci (QTL) affecting growth trajectories has been proposed in the literature. In this article, we extend this model to a more general situation in which longitudinal traits for each subject are measured at unequally spaced time intervals, different subjects have different measurement patterns, and the residual correlation within subjects is nonstationary. We derive an EM-simplex hybrid algorithm to estimate the allele frequencies, Hardy-Weinberg disequilibrium, and linkage disequilibrium between QTL in the original population and parameters contained in the growth equation and in the covariance structure. A worked example of head circumference growth in 145 children is used to validate our extended model. A simulation study is performed to examine the statistical properties of the parameter estimation obtained from this example. Finally, we discuss the implications and extensions of our model for detecting QTL that affect growth trajectories.
INTRODUCTION
Many complex traits of interest to medical clinicians, such as head circumference growth, tumor progression, or drug response, display longitudinal or developmental features, changing their phenotypes with time or other independent variables. The developmental trajectories of these longitudinal traits have a genetic component (Atchley and Zhu, 1997) , but the identification of the underlying genetic determinants or quantitative trait loci (QTL) is a difficult statistical issue. We have developed a statistical method for detecting genetic determinants that affect complex phenotypes undergoing developmental changes (Wu et al., 2002a (Wu et al., , 2003a (Wu et al., ,b, 2004a Ma et al., 2002) . This method integrates mathematical models of growth curves into quantitative and molecular genetics theory within a QTL mapping framework. It does not directly estimate the expected phenotypic means of different QTL genotypes at different time points, but rather fits these means using growth curves as functions of time. Thus, the estimation of QTL effects on growth is equivalent to the estimation of model parameters describing the shape of growth curves.
Although it was originally conceived to map the dynamic effects of QTL on growth trajectories, our statistical method has been extended to study the genetic mechanisms for many other biological or biomedical processes including allometric scaling (Wu et al., 2002b) , thermal norm reaction, HIV-1 dynamics , tumor progression, circadian rhythms, and drug responses (Gong et al., 2004) . Simulation studies suggest that this method can be used to detect the genetic machinery of each of these processes. We anticipate that the application of this method to practical genetic mapping data sets could lead to the discovery of genes that are biologically or clinically important.
Our statistical models for detecting longitudinal QTL were previously constructed as finite mixture models (Wu et al., 2002a; Ma et al., 2002) with stationary first-order autoregressive residual covariance structures (Diggle et al., 2002) . The autoregressive assumption is computationally convenient but the stationarity assumption may be unrealistic. Although variances can often be stabilized by transforming the data (Box and Cox, 1964; Carroll and Ruppert, 1984) , it is more difficult to deal with nonstationary correlation structure.
In Section 2, we incorporate nonstationary correlation structure into our statistical framework for detecting genetic determinants of growth trajectories. In Section 3, the model is further extended to accommodate unequally spaced measurement times and different measurement patterns. Section 4 describes an application to head circumference growth in children for different subjects from birth to age 7 years. Section 5 describes the wider implications and extensions of our approach.
A FRAMEWORK FOR HUNTING LONGITUDINAL QTL
The statistical foundation of QTL mapping is a mixture model in which each observation y is assumed to have arisen from one of a known or unknown number of components. Assuming that there are L QTL genotypes contributing to the variation of a quantitative trait, this mixture model is expressed as
. . , L ) are the mixture proportions (i.e. QTL genotype frequencies) which are constrained to be nonnegative and sum to unity; ϕ = (ϕ 1 , . . . , ϕ L ) are the component (or QTL genotype) specific parameters, with ϕ l being specific to component l; and η are parameters which are common to all components.
To describe a longitudinal trait, for example growth, we need to measure trait values, y, at a series of hallmark time points (say τ ). The likelihood function of longitudinal data measured for a random sample of size n is constructed as
where mixture proportions, 1 , . . . , L , can be viewed as the prior probabilities of QTL genotypes. Traditional QTL-detecting methods (Lander and Botstein, 1989) can be readily extended to accommodate time-dependent traits. The multivariate normal distribution of individual i measured at τ time points is expressed as where
] is a vector of observation measured at τ time points and
] is a vector of expected values for QTL genotype l at different points. At a particular time t, the relationship between the observation and expected mean can be described by a linear regression model,
where x i is the indicator variable denoted as 1 if a QTL genotype l is considered for individual i and 0 otherwise; e i (t) as the residual error sequences assumed i.i.d. normal with mean 0 and variance σ 2 (t); and covariance structure σ (t j 1 , t j 2 )={e i (t 1 ), e i (t 2 )}. The use of a traditional multivariate approach to map QTL for growth processes is limited in two aspects: individual expected means of different QTL genotypes at all points and all elements in the matrix need to be estimated, resulting in substantial computational difficulties when the vector and matrix dimension is large; failure to incorporate the underlying biological principle of growth limits its practical applicability and interpretation.
We have developed a new statistical framework for detecting QTL that affect growth trajectories (Wu et al., 2002a; Ma et al., 2002) . This framework includes two tasks.
Firstly, we need to model the time-dependent expected means of QTL genotype l using a growth equation,
which is specified by a set of curve parameters m l . Several mathematical models, such as logistic or S-shaped curves, have been proposed to describe nondescreasing growth trajectories. The fundamental biological aspects of mathematical modeling of growth curves have been founded by earlier mathematical biologists, e.g. Von Bertalanffy (1957) , and recently revisited by West et al. (2001) . The overall form of the growth curve of QTL genotype l is determined by the set of curve parameters contained in m l .
If different genotypes at a putative QTL have different combinations of these parameters, this implies that this QTL plays a role in governing the differentiation of growth trajectories. Thus, by testing for differences in m l among different genotypes, we can determine whether there exists a specific QTL that confers an effect on growth curves. Secondly, we need to model the structure of the within-subject covariance matrix using the stationary AR(1) model, with covariance structure cov(t 1 , t 2 ) = σ 2 ρ |t 2 −t 1 | . The parameters that determine the covariance structure are denoted by v = (ρ, σ 2 ).
We have implemented the EM algorithm, originally proposed by Dempster et al. (1977) , to estimate three groups of unknown parameters in a QTL-hunting model, that is, the population genetic parameters ( p ) that specify QTL genotype frequencies in the population, curve parameters ( m l ), and covariance parameters ( v ). These unknowns correspond to mixture proportions (denoted by π l ), componentspecific parameters (denoted by ϕ l ), and common parameters (denoted by η), respectively, in the mixture model described by (2.1). A detailed description of the EM algorithm was given in Wu et al. (2002a) and Ma et al. (2002) .
To deal with heteroscedastic residual variance, we embedded the transform-both-sides (TBS) approach (Carroll and Ruppert, 1984) into the growth-incorporated finite mixture model (Wu et al., 2004b) . Both empirical analyses with real examples and computer simulations suggest that this TBS-based model can increase the precision of parameter estimation and computational efficiency. Furthermore, this model preserves original biological interpretation of the curve parameters although statistical analyses are based on transformed data.
MODEL GENERALIZATION

Measurement schedule
We now generalize our QTL-hunting model to consider typical characteristics of actual longitudinal data: irregularly spaced measurement times not common to all subjects and nonstationary correlation structure.
Let y i = [y(t i1 ), . . . , y(t iτ i )] be the vector of τ i measurements on subject i and let t i = (t i1 , . . . , t iτ i ) be the corresponding vector of measurement times. The longitudinal measurements for subject i at different time points can be approximated by a multivariate normal distribution written as
where the observation vector at different time points,
, and the (τ i × τ i ) within-subject covariance matrix, i , are all subject-specific.
Modeling the covariance structure
In our previous work (Wu et al., 2004b) , we implemented the TBS model to meet the variance stationarity assumption used in the AR(1) model (Wu et al., 2002a; Ma et al., 2002) . Nú nez-Antón and Woodworth (1994) and Nú nez-Antón and Zimmerman (2000) proposed a transformation model for a nonstationary correlation structure. In this model, the covariance matrix ( i ) for subject i with τ i observations at times
where 1 j 1 j 2 τ i , 0 < ρ < 1, and σ 2 , ρ, and λ, collectively denoted by v , are unknown parameters to be fitted to the data. The parameter λ determines the behavior of the correlation between different measurements on the same subject (Zimmerman and Nú nez-Antón, 2001 ). The transformation approach for modeling the covariance structure in continuous time described by (3.2) corresponds to the AR(1) structure, when λ = 1. As with the Box-Cox transformation, the log transformation is obtained when λ is near zero.
Nú nez-Antón and Woodworth (1994) used results in Barret (1979) to show that the inverse (
A general form of the determinant can be derived by applying the Cholesky factorization to the covariance matrix (Nú nez-Antón and Woodworth, 1994), which is expressed as
Other options for modeling nonstationarity include the unstructured antedependence model, originally introduced by Gabriel (1962) and analyzed by Macchiavelli and Arnold (1994) , Zimmerman and Nú nezAntón (1997) , and Zimmerman et al. (1998) .
The likelihood and estimation
Analogous to the treatment for (2.2), likelihood analysis based on irregularly spaced longitudinal observations combines the growth curve model (2.4) with the model (3.2) of the correlations among irregularly spaced repeated measurements. Letting = ( p , m l , v ), the likelihood function, based again on the assumption of multivariate normality for residual error sequences, is
Suppose there is a QTL of major effect on growth curves which is segregating with two alternative alleles A and a in a natural population. The population frequencies of these two alleles are denoted by q and 1 − q, respectively, with the coefficient of Hardy-Weinberg disequilibrium (HWD) denoted as d (Lynch and Walsh, 1998) . The population frequencies of the three QTL genotypes can be described in terms of the allele frequencies and HWD as
If two QTL are fitted to the data, we can estimate the allele frequencies and linkage disequilibrium (LD) between the QTL. Let q 1 and 1 − q 1 be the allele frequencies of A and a at QTL A and q 2 and 1 − q 2 be the allele frequencies of B and b at QTL B. Under the assumption of Hardy-Weinberg equilibrium, these two QTL, with the coefficient of LD denoted by D, form four gametes whose frequencies are (Lynch and Walsh, 1998 
Denote a two-QTL genotype by l 1 l 2 , where l 1 , l 2 = 2, 1, 0 are the numbers of the capital allele at QTL A and B, respectively. We express the genotype frequencies by 22 The population genetic parameters are denoted by p = (q, d) or (q 1 , q 2 , D) for the one-and two-QTL model, respectively. We develop an EM-simplex hybrid algorithm to obtain the maximum likelihood estimates (MLEs) of the population genetic parameters p with a closed form of the EM algorithm (see Appendix) and the MLEs of the quantitative genetic parameters m l and v with the Matlab function fminsearch based on the modified simplex algorithm (Lagarius et al., 1998) . The simplex algorithm, originally proposed by Nelder and Mead (1965) , has been shown to be efficient for estimating the curve and matrix-structuring parameters (Zhao et al., 2004) . In practical implementation, we integrate the simplex algorithm for quantitative genetic parameter estimates as an expanded M step to the EM algorithm designed to estimate population genetic parameters in each iterative loop.
The EM-simplex hybrid algorithm provides the point estimates of population genetic parameters, curve parameters, and matrix-structuring parameters. We derive the asymptotic variance-covariance matrix and evaluate the sampling errors of the estimates. The techniques for doing so involve calculation of the incomplete-data information matrix which is the negative second-order derivative of the incompletedata log-likelihood. The incomplete-data information can be calculated by extracting the information for the missing data from the information for the complete data (Louis, 1982) . A different so-called supplemented EM algorithm or SEM algorithm was proposed by Meng and Rubin (1991) to estimate the asymptotic variance-covariance matrices, which can also be used for the calculations of the sampling errors for the MLEs of the parameters ( p , m l , v ).
We implemented an alternative algorithm for fitting the normal mixture model (3.5), the R function optim( ) (Venables and Ripley, 2002 ). This function uses several different algorithms, SANN, L-BFGS, CG, BFG, and Nelder-Mead, as default. The advantage of this function is that it directly provides estimates of standard errors for all parameter estimates. However, the EM-simplex hybrid algorithm is computationally more efficient.
Hypothesis tests
QTL-effect hypotheses. In contrast to traditional mapping approaches, our QTL-hunting model based on growth laws allows for the tests of a number of biologically relevant hypotheses (Wu et al., 2004a) . These tests include a global test for the existence of significant QTL, a local test for the genetic effect on growth at a particular time point, a regional test for the overall effect of QTL on a particular period of growth, and an interaction test for the change of QTL expression across ages (Wu et al., 2004a) . As an example, we formulate the hypothesis about the existence of a QTL affecting an overall growth curve as
i.e. the data can be fitted by a single logistic curve, whereas under the alternative, there are two different logistic curves. Under H 0 , the log-likelihood ratio statistic, LR say, is asymptotically χ 2 -distributed with six degrees of freedom. We use an empirical approach for determining the critical threshold based on permutation tests, as advocated by Churchill and Doerge (1994) . By repeatedly shuffling the relationships between marker genotypes and phenotypes, a series of the maximum LRs are calculated, from the distribution of which the critical threshold is determined. Population structure hypotheses. The occurrence of HWD and/or LD is related to population history and structure under the operation of various evolutionary forces, such as selection, mutation, and admixture (Lynch and Walsh, 1998) . By testing these two parameters, our model can infer population structure and organization. For the one-QTL model, a test of whether the sampled population deviates from a Hardy-Weinberg equilibrium is formulated by H 0 : d = 0 vs. 
A WORKED EXAMPLE
Subjects
As part of our ongoing prospective longitudinal project on child development (Eyler et al., 1998a,b) , we sampled a group of children (n = 145) from a human population in Florida who were born to normal, non-drug-using mothers. The children sampled were followed from birth to age 7 years. Interviewers and clinicians conducted a battery of psychological, neurological, and medical tests at nine age points: birth, 1 month, 6 months, 1 year, 18 months, 2 years, 3 years, 5 years, and 7 years. Growth data obtained at all nine age points included head circumference, weight, and length. However, the number and age points of measurements actually taken varied between subjects. As a case study for validating the model presented in this article, we used head circumference growth to test whether there exist specific QTL that trigger effects on growth trajectories.
In order to adjust for gestations that were less than the typical 40 weeks, age in this study is defined as time since estimated conception, i.e. chronologic age plus actual weeks of gestation. To accurately reflect the time course of measures, we used the age in decimal years when the head circumference was measured. In 14 of the 1126 observations physically impossible changes in recorded head circumference from one time to the next (>5 cm) were considered to be in error and were eliminated. Figure 1 illustrates the plots of head circumference against ages from birth to age 7 years for all subjects. Compared to growth trajectories based on raw data ( Figure 1A) , growth trajectories based on the log transformation display smaller and more uniform variation throughout head development ( Figure 1B) . This difference suggests that the TBS-based model is preferable to a model that uses untransformed data. Statistical tests suggest that head circumference growth trajectories for all subjects, except for those with too few repeated measurements, can be well fitted by the Jenss and Bayley (1937) 
Results
where the growth parameters m = (α, β, γ , δ) describe initial growth (α), velocity of growth (β), and rapid early childhood or acceleration (γ and δ). As evidence, we randomly chose four subjects from the study samples, in each of which the Jenss-Bayley model is a good fit to head circumference data ( Figure  2 ). In this typical example, therefore, (4.1) is used to describe the mean value of QTL genotype l at time t as shown by (2.4). To maximize the likelihood, we used two different algorithms, the Matlab function fminsearch and the R function optim( ). We tested five different methods included in the R function optim( ). The SANN method could not converge. The L-BFGS-B, CG, and BFG methods converged but could not generate positive definite Hessian matrices. The Nelder-Mead method achieved the highest maximum likelihood among the converged methods and generated a positive definite Hessian matrix. Both the Matlab function fminsearch and the R function optim( ) have consistently detected a significant QTL with major effects on differentiation in growth trajectories of head circumference and also provided similar estimates of the parameters and of their standard errors (Table 1) , but the Matlab function fminsearch used 20 min lesser than the R function optim( ) to complete parameter estimates for our example on a PC with 1.7 GHz CPU and 512 MB RAM. The LR test statistics calculated from the Matlab function fminsearch under the full model (there is a QTL) and the reduced model (there is no QTL, i.e. m 2 = m 1 = m 0 = m ) is 62.87, greater than the critical threshold value (27.6) at the 0.01 significance level. The critical value for claiming the existence of this QTL was determined on the basis of simulation studies. In this example, the empirical estimate of the critical value is obtained from 300 simulations.
Let A and a denote the alleles that cause increased or decreased head circumference growth, respectively. The increasing allele is more common than the decreasing allele, withq = 0.58 for allele A and 1 −q = 0.42 for allele a. The coefficient of HWD between the two alleles was estimated aŝ d = 0.036. The hypothesis test indicated that the population from which our samples were drawn is at Hardy-Weinberg equilibrium becaused is not significantly different from zero based on the log-likelihood test. Given considerable differences among the estimates of the three QTL genotype frequencies, this QTL should display a fairly high heterozygosity in the population. We calculated the three genotype frequencies as 0.37 for the homozygote ( A A) comprising of the increased allele, 0.21 for the homozygote (aa) comprising of the decreased allele, and 0.42 for the heterozygote ( Aa).
The parameters describing growth curves of different QTL genotypes were estimated with reasonable precision, with sampling errors of the MLEs less than one tenth of the estimated values (Table 1) . However, the estimation precision varies between parameters. The Jenss-Bayley model contains two parts, one reflected by a linear regression described by α and β and the second part reflected by an exponential function described by γ and δ. In each part, the slopes, β or δ, have always larger sampling errors than the intercepts, α or γ . Of the three covariance parameters, the transformation parameter (λ) has poorer estimation precision than the correlation (ρ) and variance (σ 2 ). The growth curves for the three genotypes at the detected QTL are shown in Figure 3 . The different growth curves of the QTL genotypes show the dynamic change of QTL expression over time. It appears that the QTL displays an increased effect on head growth from birth to 1.5 years old and maintains a consistent large effect on head growth thereafter (Figure 3) . The heterozygote comprising the increasing and decreasing QTL alleles show intermediate growth relative to the two homozygotes, suggesting that this QTL affects growth trajectories in an additive gene action mode (Figure 3 ). Approximate parallelism of the three curves of the QTL genotypes (Figure 3 ) implies that the major gene has little interaction with age.
We performed a Monte Carlo simulation study to investigate the statistical properties of parameter estimates from our model. We mimicked the application described above by simulating three growth curves or QTL genotypes each following a different logistic equation. Our model was then used to estimate the simulated data and calculate the curve and matrix parameters. The same simulation scheme was repeated 400 times to estimate the true sampling errors of the MLEs of the parameters, which are given in Table 1 . All the parameters including genotype frequencies, curve parameters, and matrix parameters are well estimated. The estimation precision based on this simulation study is broadly in agreement with that from the numerical analysis.
DISCUSSION
In our previous publications, a series of statistical models for characterizing specific QTL regulating growth processes have been developed by implementing growth laws derived from physiological principles (West et al., 2001) or built on the fitness of observational data (Von Bertalanffy, 1957) . Although these models have been used successfully for gene detection from practical longitudinal data in forest trees (Wu et al., 2003a) and HIV-1 dynamics (Wu et al., 2004c) , they are still limited unless some underlying assumptions are relaxed. These assumptions, including equally spaced time intervals, identical measurement schedule for all subjects, and within-subject stationary correlation structure, are often not met in practice, especially in human genetic research where subjects under study cannot be experimentally under full control. The goal of this article was to derive a more general model by relaxing each of these assumptions, so as to widen the applicability of QTL-detecting models.
We used an example for child head circumference growth to validate the usefulness of our new model. A QTL that affects growth trajectories of child head circumference from birth to age 7 years has been successfully detected in a sample of normal children (n = 145) drawn from a population, representative of children delivered at our hospital. This QTL was detected to exert a consistent effect on head size growth after age 2 years. Samuelsen et al. (2004) also speculated genetic control over child head size growth in a Norwegian population. The standard errors of parameter estimates in our example were evaluated from the Fisher information matrix derived on the basis of the second derivative of the likelihood function. The results are broadly concordant with those from an alternative approach based on simulation studies that mimics the structure of the example used.
Our new model is robust in that it can handle any pattern of longitudinal data, including missing values provided that these are missing at random. Its additional value lies in its ability to describe nonstationary covariance structures while avoiding the overparameterization of the unstructured multivariate normal model. In this study, our derivation takes advantage of stationary variance on the log-scale through implementing the TBS model. It is possible that nonstationarity in variance still exists after transformation, in which case a more general model is needed which allows for both the within-subject residual variance and correlation to be time dependent (Nú nez-Antón and Zimmerman, 2000; Zimmerman and Nú nez-Antón, 2001 ). In some earlier work, several authors have explored the feasibility of modeling nonstationary variance (Wolfinger, 1996; Nú nez-Antón, 1997; Zimmerman et al., 1998) .
Our model is developed to detect the QTL responsible for growth trajectories. The incorporation of molecular markers into this model can discover the position of a QTL on the genome. An additional task for such genetic mapping is to derive the conditional probabilities of unknown QTL genotypes given known marker genotypes. For experimental crosses or well structured pedigrees, these conditional probabilities that correspond to mixture proportions in the finite mixture model described by (2.1) are expressed as a function of the recombination fraction between the markers and putative QTL. If a mapping population is randomly drawn from a natural population, as used in this study, we can implement a closed-form solution, as derived in Lou et al. (2003) , to estimate the allelic frequencies of QTL alleles and the LD between the markers and QTL. The estimation of the recombination fraction for a cross or pedigree and the LD for a natural population is a first step toward position cloning QTL affecting a complex trait. Given marked evidence for the existence of QTL for growth in child head circumference, it would be worthwhile genotyping molecular markers and, ultimately, identifying the underlying QTL hidden in this population.
We intend to implement the model proposed in this article and its extensions in our web-based software, FunMap, for functional data analysis of genetic factors that determine growth trajectories . 
APPENDIX
In what follows, we give a closed-form solution for the EM algorithm to obtain the MLEs of population genetic parameters p . The QTL genotype frequencies ( l ) in the likelihood function, (3.5), are viewed as the prior probabilities. In the E step, calculate the posterior probability ( li ) of subject i to carry a particular QTL genotype l and the ratio ( li ) of the posterior to prior probability for the same subject, which are respectively expressed as In the M step, obtain the estimates of p by solving the log-likelihood equations. For the one-QTL model, we haveq
where
In each M step, the estimate of d with two possible solutions based on (A.4) should be taken from its space, max[−q 2 , −(1 − q) 2 ] d 2q(1 − q).
For the two-QTL model, we obtain the estimates of the gametic frequencies usinĝ .8) Iterations are repeated between (A.1)-(A.4) for the one-QTL model and between (A.1), (A.2), and (A.5)-(A.8) for the two-QTL model until convergence. According to the invariance property of the maximum likelihood method, the MLEs of the allele frequencies of the two QTL and their LD can be obtained from the MLEs of gamete frequencies by solving (3.6).
