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 Hauptprozessor
CRISPR Clustered Regularly Interspaced Short Palindromic Repeats
 Abschnitte sich wiederholender DNA
CSER Corporate Socio-Environmental Responsibility
 Unternehmerische Gesellschaftsverantwortung
DAC Direct Air Capture
 Herausfiltern von CO2 aus der Umgebungsluft
DART 2020 Deutsche Antibiotika-Resistenzstrategie
DNS Domain Name System





ECOSOC Economic and Social Council (UN)
 Wirtschafts- und Sozialrat der Vereinten Nationen
EEG Elektroenzephalografie
EITI Extractive Industries Transparency Initiative
 Initiative für Transparenz im rohstoffgewinnenden Sektor
EMAS Eco-Management and Audit Scheme
 Gemeinschaftssystem für das freiwillige Umweltmanagement und die Umweltbetriebsprüfung
EOSC European Open Science Cloud (European Commission)
 Datenbasis für offene Wissenschaft
EPOS European Public Open Spaces





FAIR Findable, Accessible, Interoperable and thus Reusable (GO FAIR Initiative)
 Initiative für offene Forschungsdaten 
FAO Food and Agriculture Organization of the United Nations
 Ernährungs- und Landwirtschaftsorganisation der Vereinten Nationen
FIfF Forum InformatikerInnen für Frieden und gesellschaftliche Verantwortung 
FONA Rahmenprogramm Forschung für nachhaltige Entwicklung (BMBF)
FSC Forest Stewardship Council
 Zertifizierungssystem für Waldwirtschaft
F&E Forschung und Entwicklung
GAFAM Google, Amazon, Facebook, Apple und Microsoft
GEO BON Group on Earth Observations Biodiversity Observation Networks
 Übergeordnetes globales Netzwerk von Biodiversitätsobservatorien
GG Grundgesetz
GPU  Grafikprozessor 
GrCH Charta der Grundrechte der Europäischen Union 
HLPF  High-level Political Forum (ECOSOC)
 Hochrangiges Politisches Forum für Nachhaltige Entwicklung
HOCHN Nachhaltigkeit an Hochschulen (BMBF)
HTTP Hypertext Transfer Protocol
 Hypertext-Übertragungsprotokoll
ICANN Internet Corporation for Assigned Names and Numbers
 Gesellschaft zur Vergabe von einmaligen Namen und Adressen im Internet
IDM Information Delivery Manual
 Methodik zur Beschreibung von Informationsanforderungen von Lebenszyklusprozessen
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Akronyme 
IDS Intrusion Detection System 
 Angriffserkennungssystem
IEA Internationale Energieagentur
IEEE Institute of Electrical and Electronics Engineers
 Weltweiter Berufsverband von Ingenieuren
IGF Internet Governance Forum (UN)
IKT Informations- und Kommunikationstechnologien
INDC Intended Nationally Determined Contributions
 Ziele von Staaten zur Treibhausgas-Emissionsminderung
IoT Internet of Things 
 Internet der Dinge
IPBES Intergovernmental Science-Policy Platform on Biodiversity and Ecosystem Services (UNEP, 
UNESCO, FAO und UNDP)
 Weltbiodiversitätsrat; Zwischenstaatliches Gremium zur wissenschaftlichen Politikberatung zu 
den Themen  biologische Vielfalt und Ökosystemleistungen
IPCC Intergovernmental Panel on Climate Change (WMO, UNEP)
 Zwischenstaatlicher Ausschuss für Klimaänderungen
IRENA Internationale Agentur für Erneuerbare Energie
ISO Internationale Organisation für Normung
ISSC International Social Science Council (UNESCO)
 Internationaler Rat für Sozialwissenschaften
IT Informationstechnologie
TU International Telecommunication Union
 Internationale Fernmeldeunion
KI Künstliche Intelligenz 
KIC Digital Sustainability Knowledge and Innovation Community (WBGU Empfehlung)
 Kooperative Wissens- und Innovationsgemeinschaft mit der Industrie
KMU Kleine und mittelgroße Unternehmen
LDCs Least Developed Countries
 Am wenigsten entwickelte Länder
MaaS Mobility as a Service
 Mobilität als Dienstleistung
MINT Mathematik, Informatik, Naturwissenschaft und Technik
NAZCA Non-state Actor Zone for Climate Action (UN)
 Portal für Klimaschutzprojekte nicht staatlicher Akteure
NDB New Development Bank (BRICS)
 Neue Entwicklungsbank
NetzDG Netzwerkdurchsetzungsgesetz
NFC  Near-Field Communication
 Nahfeldkommunikation 
NNMI National Network for Manufacturing Innovation
 Netzwerk von US-Forschungsinstituten zur Entwicklung von Fertigungstechnologien
NRO Nichtregierungsorganisationen
OECD Organisation for Economic Co-operation and Development
 Organisation für Wirtschaftliche Zusammenarbeit und Entwicklung
OER Open Educational Resources
 Freie Lern- und Lehrmaterialien
ÖPNV Öffentlicher Personennahverkehr
OZG Onlinezugangsgesetz
PAN Personal Area Networks
 Persönliches Netzwerk aus Kleingeräten
REDD+ Reducing Emissions from Deforestation and Forest Degradation (UNFCCC)




 Identifizierung mit Hilfe elektromagnetischer Wellen
RGGI Regional Greenhouse Gas Initiative (USA)
RRI Responsible Research and Innovation
 Verantwortungsvolle Forschung und Innovation
SDGs  Sustainable Development Goals (UN)
 Ziele nachhaltiger Entwicklung
SHS Solar-Home-Systeme
TCP/IP Transmission Control Protocol/Internet Protocol
 Gruppe von Netzwerkprotokollen
UAS Unmanned Aerial System 
 Unbemannte Flugsysteme
UAV Unmanned Aerial Vehicles
 Unbemannte Flugfahrzeuge




UNCCD United Nations Convention to Combat Desertification
 Übereinkommen der Vereinten Nationen zur Bekämpfung der Wüstenbildung
UNCED United Nations Conference on Environment and Development
 Konferenz der Vereinten Nationen über Umwelt und Entwicklung, auch: „Rio-Konferenz“
UNCTAD United Nations Conference on Trade and Development
 Konferenz der Vereinten Nationen für Handel und Entwicklung
UNDP United Nations Development Programme
 Entwicklungsprogramm der Vereinten Nationen
UNEP  United Nations Environment Programme
 Umweltprogramm der Vereinten Nationen
UNESCO United Nations Educational, Scientific and Cultural Organization
 Organisation der Vereinten Nationen für Erziehung, Wissenschaft und Kultur
UNFCCC United Nations Framework Convention on Climate Change
 Rahmenübereinkommen der Vereinten Nationen über Klimaänderungen
UNGIS United Nations Group on the Information Society
 Gruppe innerhalb der Vereinten Nationen zur Informationsgesellschaft
UNICEF United Nations Children’s Fund
 Kinderhilfswerk der Vereinten Nationen
VPN Virtual Private Network
 Virtuelles privates Netzwerk 
VR Virtuelle Realität
W-LAN Wireless Local Area Network
 Lokales Funknetz
WAN Wide Area Networks
 Rechnernetz über Länder bzw. Kontinente
WBGU Wissenschaftlicher Beirat der Bundesregierung Globale Umweltveränderungen
WCMC  World Conservation Monitoring Centre (UNEP)
 Weltüberwachungszentrum für Naturschutz
WHO World Health Organization
 Weltgesundheitsorganisation
WTO World Trade Organization
 Welthandelsorganisation
WSIS World Summit on the Information Society 
 Weltgipfel zur Informationsgesellschaft
WWW World Wide Web
1„Die“ Digitalisierung wird oft als gewaltiger Umbruch 
bezeichnet, der auf unsere Gesellschaften zukommt und 
dem es sich anzupassen gilt. Dieser Lesart setzt der 
WBGU entgegen, dass die Digitalisierung so gestaltet 
werden muss, dass sie als Hebel und Unterstützung für 
die Große Transformation zur Nachhaltigkeit dienen und 
mit ihr synchronisiert werden kann. Digitalisierung wird 
vom WBGU umfassend als die Entwicklung und Anwen-
dung digitaler sowie digitalisierter Techniken verstanden, 
die sich mit allen anderen Techniken und Methoden ver-
zahnt und diese erweitert. Sie wirkt in allen wirtschaft-
lichen, sozialen und gesellschaftlichen Systemen tief-
greifend und entfaltet eine immer größere transforma-
tive Wucht, die den Menschen, die Gesellschaften und 
den Planeten zunehmend fundamental beeinflusst und 
daher gestaltet werden muss. So wie der Brundtland-Be-
richt mit dem Titel „Unsere gemeinsame Zukunft“ 1987 
das Konzept der nachhaltigen Entwicklung entworfen 
hat, skizziert der WBGU in diesem Gutachten „Unsere 
gemeinsame digitale Zukunft“ das Konzept der digitali-
sierten Nachhaltigkeitsgesellschaft.
Dieses Gutachten stellt die bisher größte Herausfor-
derung dar, der sich der WBGU seit seiner Gründung im 
Rio-Jahr 1992 gestellt hat: in intellektueller, in politi-
scher und in ethischer Hinsicht. Denn der WBGU dehnt 
den Analyseraum über seinen Kernkompetenzbereich 
hinaus aus, weil das künftige Schicksal der planetari-
schen Umwelt massiv vom Fortgang der digitalen Revo-
lution abhängen wird. Er mischt sich in einen gesell-
schaftlichen Diskurs ein, der immer hektischer geführt 
wird, weil es um die globale Innovationsführerschaft im 
21. Jahrhundert geht. Und er versucht, Antworten auf 
Kernfragen zu finden – Fragen nach der mittelfristigen 
Zukunft, ja sogar nach dem schieren Fortbestand des 
Anthropos auf der Erde. Nur wenn es gelingt, die digi-
talen Umbrüche in Richtung Nachhaltigkeit auszurich-
ten, kann die Nachhaltigkeitstransformation gelingen. 
Digitalisierung droht ansonsten als Brandbeschleuniger 
von Wachstumsmustern zu wirken, die die planetari-
schen Leitplanken durchbrechen. Nachhaltigkeits-
pioniere müssen die Chancen von Digitalisierung nutzen 
und zugleich deren Risiken einhegen. Ignorieren oder 
vernachlässigen diejenigen, die versuchen, Nachhaltig-
keitstransformationen voranzubringen, die Digitalisie-
rungsdynamiken, wird die Große Transformation zur 
Nachhaltigkeit auf der Strecke bleiben. Der WBGU plä-
diert also für die Fortsetzung und Beschleunigung der 
Großen Transformation mit digitalen Mitteln. Zudem 
wird deutlich, dass Digitalisierung unsere Gesellschaften 
so tiefgreifend verändern wird, dass auch unser 
Nachhaltigkeits verständnis radikal weiterentwickelt 
werden muss. Der WBGU zeigt Richtungen für die 
nächste Generation von Nachhaltigkeitsparadigmen auf 
und geht dabei weit über die Perspektiven der Agenda 
2030 hinaus.
Einen solchen Epochenbruch in der Menschheits-
geschichte einzuordnen und zugleich handfeste Politik-
beratung zu betreiben, ist ambitioniert und spannungs-
geladen. Doch selbst wenn man mit manchen Einschät-
zungen dieser grundlegenden Veränderungen daneben 
liegen sollte, kann dies nutzbringend sein, indem man 
ein wenig Licht auf die Wege vorauswirft, welche Kun-
digere nun rasch beschreiten sollten.
Dies ist gewissermaßen eine Warnung: Dieses 
 Gutachten des WBGU versucht, eine Ganzheitsbetrach-
tung der Digitalisierung im Kontext der nachhaltigen Ent-
wicklung unserer vielfach bedrohten Zivilisation zu leisten, 
die bisher kaum vorliegt. Dies ist ein enormer Anspruch, 
der – wenn überhaupt – nur mit Schwächen, Verallge-
meinerungen und Auslassungen erfüllt werden kann. 
Entsprechend ist das Gutachten zu lesen. 
Um aber eine wohlwollende und gewinnbringende 
Rezeption zu erleichtern, weicht auch der Aufbau dieses 
WBGU- Gutachtens vom Üblichen ab: Der eigentlichen 
Zusammenfassung ist diesmal ein erzählerischer Essay 
vorangestellt. Dieser versucht nicht nur den Gedanken-
bogen des Gutachtens vorzuzeichnen, sondern auch die 
immense thematische Landschaft anzudeuten, die neben 
lichten Ebenen und sich abzeichnenden neuen Möglich-
keitsräumen für Nachhaltigkeitsreformen auch tiefe 
Abgründe umfasst. Das Narrativ handelt auf diesem 
Terrain von den digitalen Möglichkeiten und Gefährdun-
gen der Bewahrung dessen, was die Evolution bis zum 
Eintritt der Erde ins Anthropozän hervorgebracht hat, 
und von der denkbaren Schöpfung neuer digitaler 
Wesenheiten bzw. der möglichen  Substitution humaner 
durch maschinelle Intelligenz. Danach folgt eine Zusam-
menfassung der Kernbotschaften des Gutachtens, der 





Bewahrung und Schöpfung im Digitalen Zeitalter
Albert Einstein revolutionierte im frühen 20. Jahrhun-
dert die Physik – das ist allgemein bekannt. Er besaß 
zudem die seltene Gabe, komplexe Sachverhalte inner-
halb und außerhalb der Wissenschaft mit einem einzi-
gen Satz auszudrücken. Ihm wird nicht zuletzt die 
 folgende berühmte Feststellung zugeschrieben:
Probleme können nicht mit derselben Denkweise 
gelöst werden, die sie hervorgebracht hat!
Natürlich handelt es sich hier um eine aphoristische 
Vereinfachung kritischer Aspekte der gesellschaftli-
chen Wirklichkeit. Nichtsdestotrotz stellt sie einen 
idealen Ausgangspunkt dar für ein Zusammendenken 
der beiden wohl wichtigsten Entwicklungen der jünge-
ren Moderne, nämlich der wachsenden Bedrohung der 
natürlichen Lebensgrundlagen der Menschheit einer-
seits und der explosiven Fortschritte im Bereich der 
Informations- und Kommunikationstechnologien 
andererseits.
Erstere Entwicklung liefert gewissermaßen die 
 raison d’être des WBGU seit seiner Gründung durch die 
Bundesregierung im Jahr 1992. Im Zentrum der  Analyse 
der zivilisatorischen Schädigung der natürlichen 
Lebensgrundlagen und der daraus resultierenden 
Selbstbedrohung der Menschheit steht die Klimakrise, 
die sich unablässig verschärft und deren allumfassende 
Dimension die Forschung gerade in den letzten Jahren 
aufgedeckt hat. Auch die rapide Verschmutzung und 
Versauerung der Meere, der fortschreitende Verlust 
biologischer Vielfalt und die Degradation fruchtbarer 
Böden werden wissenschaftlich immer detaillierter 
dokumentiert und zunehmend in Zusammenhängen 
verstanden. 
Der Sonderbericht des Weltklimarates (IPCC) zur 
Sinnhaftigkeit und Machbarkeit der Begrenzung der 
anthropogenen Erderwärmung auf 1,5 °C (IPCC, 2018) 
argumentiert überzeugend, dass durch diese Begren-
zung schwerer Schaden von Natur und Kultur in zahl-
reichen Weltgegenden abgewendet werden könnte. 
Zugleich bestätigt er aber auch, dass dieser Erfolg 
– wenn überhaupt – nur mit einer raschen und tiefgrei-
fenden Transformation der immer noch von fossilen 
Energieträgern dominierten Wirtschaftsweise erzielt 
werden kann. Eine kürzlich erschienene Metastudie 
einer internationalen Forschergruppe (Steffen et al., 
2018) weist sogar darauf hin, dass das Klimasystem 
möglicherweise nicht stabil in der Nähe der 2 °C-Leit-
planke „geparkt“ werden kann. Aufgrund selbstver-
stärkender Prozesse (wie der Freisetzung von Treib-
hausgasen aus tauenden Permafrostböden in Sibirien 
und Alaska) könnte es zum unkontrollierbaren Weg-
gleiten des Systems in eine „Heißzeit“ kommen. Was 
gleichbedeutend mit einer Rückverschiebung der glo-
balen Umwelt um ca. 15 Mio. Jahre in geologischer Zeit 
mit einer Erdtemperaturerhöhung um 5–6 °C und einem 
Meeresspiegelanstieg um bis zu 60 m wäre. Kipp- 
Prozesse ähnlicher Art könnten durch anthropogene 
 Störungen vermutlich auch in der Biosphäre und der 
Pedosphäre ausgelöst werden.
Diese und andere jüngere Veröffentlichungen 
machen deutlich, dass die Umsetzung des Pariser 
 Klimaübereinkommens, der Aichi-Ziele für Biodiversi-
tät und die Regeneration von Böden Mindestmaßnah-
men zur Bewahrung der natürlichen Lebensgrundlagen 
der Menschheit darstellen. 
Dabei ist die akute Umweltkrise nur eine der vielen 
Nachhaltigkeitsherausforderungen, welche die in dus-
trielle Moderne hervorgebracht hat. Strategien zu ihrer 
Bewältigung sind untrennbar mit Fragen nach sozialer 
Gerechtigkeit und gesellschaftlicher Kohäsion 
 verbunden. Ein einigermaßen angemessener Zielkatalog 
für diesen Komplex an Herausforderungen wird von den 
Nachhaltigkeitszielen („Sustainable Development Goals“, 
SDGs) der Vereinten Nationen abgebildet. Sie berück-
sichtigen neben kritischen Umwelt- und Ressourcen-
aspekten auch zahlreiche sozioökonomische Dimensio-
nen, den zukunftsfähigen Umbau unserer Industrien und 
Städte, die Armutsbekämpfung, den Abbau von 
Ungleichheiten und Konflikten und nicht zuletzt die 
Chancengleichheit aller Menschen auf ein gelungenes, 
gutes Leben – unabhängig von Geschlecht, Alter, körper-
licher Verfasstheit oder Herkunft (UN, 2018c). 
Der WBGU hat in diesem Zusammenhang ein deut-
lich einfacheres Orientierungssystem („normativer 
Kompass“) entwickelt (WBGU, 2016a, b), das bisher die 
Begriffe „Teilhabe“, „Eigenart“ und „Erhaltung der 
natürlichen Lebensgrundlagen“ umfasst und in diesem 
Gutachten explizit durch die unabdingbare Kategorie 
„Würde“ ergänzt wird (Abb. 1). Leider ist festzustellen, 
dass die Weltgesellschaft gegenwärtig, trotz der Fort-
schritte bei einigen Unterzielen, im großen Ganzen den 
richtigen Kurs verfehlt, ganz gleich, welches Navi-
gationssystem man zu Rate zieht.
Die zweite oben angesprochene Entwicklung wird 
mit dem eher schwammigen Begriff „Digitalisierung“ 
benannt, obgleich sie nichts weniger als eine zivilisato-
rische Revolution darstellt. Dass mit der Einführung der 
elektronischen Datenverarbeitung in den 1950er-Jah-
ren ein neues Zeitalter begann, ist mittlerweile geläufig, 
aber was in diesem Zeitalter wann und wie noch 
geschehen wird, ist Gegenstand teilweise naiver Fort-
schrittsfantasien, erbitterter Kontroversen und zuneh-
mend angstbeladener Szenarien. Kontroversen entzün-
den sich besonders an der massenhaften Sammlung 
privater Daten, der Manipulation kommunikativer 
Räume und der Diskriminierung durch algorithmisch 
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gesteuerte Systeme. Denn aus dem imaginierten freien, 
gleichen, weltweiten Netz ist in der Realität eine von 
ökonomischen und geopolitischen Interessen getrie-
bene und softwarebasierte Cybersphäre geworden. 
Gängige Dystopien haben insbesondere mit der techni-
schen Erschaffung unterschiedlicher Formen der 
„Künstlichen Intelligenz“ (KI) zu tun, wobei sich aller-
dings bereits über die Begrifflichkeit trefflich streiten 
lässt. Tatsache ist jedoch, dass bei strategischen Spielen 
wie Schach oder Go selbstlernende maschinelle Sys-
teme vom Typ Neuronale Netze inzwischen die welt-
besten menschlichen Gegner*innen mühelos aus dem 
Feld schlagen. Und das ist nur die Spitze des digitalen 
Eisberges, wie dieses Gutachten erläutern wird.
Zunächst erscheint es uns jedoch wichtig, diese 
atemberaubende Dynamik in den größeren planetari-
schen Zusammenhang zu stellen. Die Geschichte der 
menschlichen Zivilisation ist von zwei Steilstufen 
geprägt, die in den Jahrtausenden nach dem Ende der 
letzten Eiszeit (also ab 11.000 vor heute) bzw. in den 
eineinhalb Jahrhunderten vor dem Ersten Weltkrieg 
(also ab 1760 u. Z.) erklommen wurden. Im ersten Falle, 
während der sogenannten Neolithischen Revolution, 
konnten die metabolisch-physiologischen Möglichkei-
ten des Homo sapiens durch Pflanzenmanagement und 
Tierhaltung sprunghaft ausgeweitet werden. Im zwei-
ten Falle, während der Industriellen Revolution, konn-
ten die manuellen Fähigkeiten des Menschen durch 
Mechanisierung und fossile Brennstoffe verhundert-
facht werden. Mit der sich nun vollziehenden digitalen 
Revolution werden schließlich bestimmte kognitive 
Leistungen unserer Spezies, die als einzige von vielen 
Millionen Arten der Erde über technische Intelligenz 
verfügt, ersetzt bzw. weit übertroffen. 
Ist damit die Bühne bereitet für einen Schöpfungs-
akt ohne erdgeschichtliche oder religiöse Vorlage? 
Könnte dieser Akt „übernatürliche“ physiologische, 
manuelle und kognitive Fähigkeiten neu zusammen-
bringen und damit das Humane selbst transzendieren? 
Damit wäre möglicherweise eine ganz neue Epoche der 
Evolution auf unserem Planeten in Gang gebracht. So 
verstiegen sich diese Vorstellung für viele auch anhören 
mag, so ernsthaft wird sie in bestimmten Kreisen 
bereits diskutiert. Der WBGU setzt sich mit ihr in die-
sem Gutachten in den Kapiteln 6 und 7 auseinander, 
wobei erstmals die Bedeutung dieser Utopie bzw. 
 Dystopie für die großen Fragen der Nachhaltigkeit 
explizit erörtert wird.
Zuvor gilt es jedoch sorgfältig auszuloten, welche 
Perspektiven die digitale Revolution für die zeitge-
rechte Bewältigung der akuten globalen Umweltkrise 
eröffnet, welche unserer Zivilisation und damit auch 
allen „Human-Enhancement“-Spekulationen ein baldi-
ges Ende bereiten könnte. Denn im Sinne des Eingangs-
zitats von Einstein kann man sagen, dass mit Kyberne-
tik und Informations- und Kommunikationstechnolo-
gie eine neue Denkweise in die Welt gekommen ist, 
systemisch und vernetzt. Sie könnte helfen die Prob-
leme zu lösen, welche die „alte“, industrielle Denkweise 
hervorgebracht hat – neben all den großartigen Errun-
genschaften der Moderne. Dieses alte Denken ist inzwi-
schen praktisch zum Dogma geronnen und beharrt auf 
Spezialisierung, Separation und Linearisierung. Eine 
ganzheitliche Herangehensweise ist jedoch erforder-
lich, um „den Wald vor lauter Bäumen zu sehen“, 
Nebenwirkungen zu erkennen und Kreisläufe zu schlie-
ßen. Dafür kann gerade das Paradigma, das den fort-
schrittlichen digitalen Konzepten und Applikationen 
zugrunde liegt, die notwendigen Voraussetzungen 
schaffen, zumal es in enger Wechselwirkung mit den 
Komplexitätswissenschaften ent standen ist. 
Abbildung 1
Normativer Kompass für die Große Transformation zur Nach-
haltigkeit in einer digitalisieren Gesellschaft. Die Transforma-
tion kann durch ein Zusammenwirken und eine Balance von 
folgenden drei Dimensionen erreicht werden:
 > „Erhaltung der natürlichen Lebensgrundlagen“: Planetari-
sche Leitplanken einhalten sowie lokale Umweltprobleme 
vermeiden bzw. lösen.
 > „Teilhabe“: Universelle Mindeststandards für substan zielle, 
politische und ökonomische Teilhabe gewährleisten.
 > „Eigenart“: Wert von Vielfalt als Ressource für gelingende 
Transformation sowie Bedingung für Wohlbefinden und 
 Lebensqualität anerkennen.
Die Menschenwürde war bislang implizit der normative Aus-
gangspunkt des WBGU. Ohne die drei Kompassdimensionen 
ist sie nicht zu realisieren, aber im Digitalen Zeitalter wird sie 
durch zahlreiche Herausforderungen zunehmend brisanter. 
Deshalb benennt der WBGU die Unantastbarkeit, die Achtung 
sowie den Schutz der Würde explizit als Orientierungshilfe im 
Sinne der Transformation zur Nachhaltigkeit.







Wenn wir Einsteins Feststellung jetzt aber um einen 
logischen Schritt ergänzen, dann sollte die „neue“ 
Denkweise nicht nur eine bessere Welterklärung lie-
fern, sondern auch bei der Lösung der realen Probleme 
helfen, die das an seine Grenzen stoßende, konventio-
nelle Modell aufgetürmt hat. In der heute vorherr-
schenden Digitalisierungseuphorie, die selbst die peri-
phersten Winkel des Planeten erfasst, wird gerade dem 
Methodenarsenal der KI jede denkbare – und undenk-
bare – Wunderleistung zugetraut. In der Tat handelt es 
sich dabei möglicherweise um die mächtigsten Werk-
zeuge, die jemals von unserer Zivilisation angefertigt 
wurden. 
Was läge deshalb näher, als diese Werkzeuge schleu-
nigst und im großen Stil auf die drängendsten Heraus-
forderungen anzuwenden, mit denen diese Zivilisation 
jemals konfrontiert war? Also insbesondere auf die 
menschengemachte Erderwärmung, die den Rahmen 
für alle anderen aktuellen Umweltkrisen aufspannt? 
Sollte uns nicht dort die Maschinenintelligenz weiter-
helfen, wo der Menschenverstand offensichtlich ver-
sagt?
Der WBGU ist in seinem Gutachten diesen Fragen 
nachgegangen und zu einer doppelten Schlussfolge-
rung gekommen: Auf der einen Seite muss nüchtern 
festgestellt werden, dass die Digitalisierung von Wirt-
schaft und Alltag sich bislang nur marginal an Nach-
haltigkeitsaspekten orientiert. Es mangelt zwar nicht an 
rhetorischen Bezügen, insbesondere durch die Anwen-
dung des Begriffs „smart“ auf jedes klimafreundlich zu 
transformierende Teilsystem der Industriegesellschaft: 
Smart Grids, Smart Cities, Climate-smart Agriculture 
usw. Die digitalen Ressourcen und Projekte werden 
jedoch bisher überwiegend für konventionelles Wachs-
tum auf etablierten Märkten im internationalen Wett-
bewerb eingesetzt. Sinn und Zweck des digitalen Fort-
schritts in diesen Zusammenhängen ist nicht in erster 
Linie die Nachhaltigkeit; Aspekte wie Unterhaltung, 
Bequemlichkeit, Sicherheit und nicht zuletzt kurzfris-
tige finanzielle Gewinne dominieren. Im Großen wirken 
Digitalisierungsprozesse heute eher als Brandbeschleu-
niger bestehender nicht nachhaltiger Trends, also der 
Übernutzung natürlicher Ressourcen und wachsender 
sozialer Ungleichheit in vielen Ländern.
Auf der anderen Seite kann – und muss – werden, 
was noch nicht ist. Denn die Digitalisierung offeriert 
ein ungeheures Spektrum an Möglichkeiten zur Unter-
stützung der Großen Transformation zur Nachhaltigkeit 
(WBGU, 2011), von der Sensorik bis hin zur selbstorga-
nisierten Systemoptimierung. Um die enorme Spann-
breite der Potenziale und Risiken im Kontext von Digi-
talisierung und Nachhaltigkeit zu verdeutlichen hat der 
WBGU drei Dynamiken konzipiert (Abb. 2). In der 
 Ersten Dynamik „Digitalisierung für Nachhaltigkeit“ 
wird der Blick auf die Umsetzung der Agenda 2030 mit 
den SDGs gelenkt. Dabei kann es sich nur um eine 
einstweilige Gesamtbewertung handeln, denn die Fach-
literatur zum Thema ist erstaunlich spärlich und unkon-
kret. Etlichen allgemeinen Vermutungen und Erwar-
tungen stehen wenige spezifische und quantitative 
Analysen gegenüber. Offenkundig ist, dass „die Digita-
lisierung“ zahlreiche nachhaltigkeitsschädliche wie 
auch nachhaltigkeitsförderliche Effekte haben kann. 
Zur ersten Kategorie zählt natürlich der enorme Ener-
giedurst der Informations- und Kommunikationstech-
nologien, insofern dieser Durst nicht aus erneuerbaren 
Quellen gestillt wird. Zur zweiten Kategorie zählt das 
rasche Entstehen einer immersiven virtuellen Realität, 
mit der sich vermutlich ein Großteil aller Dienstreisen 
per Flugzeug einsparen ließen.
Offenkundig ist aber auch, dass eine systematische 
Analyse der einschlägigen Chancen und Risiken nicht 
existiert, weder für Deutschland noch für den Globus. 
Insofern identifiziert der WBGU hier nicht nur große 
Handlungsdefizite, sondern auch eine eklatante 
 Forschungslücke. Der Beirat fordert ein, die beiden 
Kardinal herausforderungen „Erhaltung der natürlichen 
Lebensgrundlagen“ und „digitale Revolution“ endlich 
gemeinsam zu betrachten. Dafür müssen wirksame 
politische Anreize und Prozesse geschaffen werden. 
Wenn wir nun vom Eingangszitat noch einen Schritt 
weitergehen, stellt sich unmittelbar die Frage, welche 
neuen Probleme die Denkweise hervorbringt, mit der 
sich die alten Probleme möglicherweise lösen lassen. 
Diese analytische Wendung ist mehr als berechtigt, wie 
die Chronik der Innovationen und ihrer Folgewirkun-
gen belegt. Niemand wird bestreiten, dass die Erfin-
dung des Buchdrucks mit beweglichen Lettern zu 
Beginn der Neuzeit (also gegen 1450 u. Z.) die Grund-
lage für die spätere Aufklärung und die Demokratisie-
rung des Wissens schuf. Aber neben der Bibel wurden 
auch Flugblätter produziert, mit denen überwiegend 
Hass gesät und die entsetzlichen Religionskriege in 
Deutschland mit vorbereitet wurden. Was sich heute in 
den internetgestützten „sozialen Medien“ abspielt, 
wirkt wie eine Wiederholung der Geschichte, allerdings 
auf einem unvergleichlich höheren technischen Niveau. 
Die mechanische Nutzung fossiler Brennstoffe hat die 
industrielle Massenproduktion hervorgebracht und 
damit viel Wohlstand geschaffen, genauso aber das 
maschinelle Töten in unzähligen regionalen Konflikten 
und zwei Weltkriegen ermöglicht.
Man könnte somit aus der Innovationsgeschichte die 
Vermutung ableiten, dass es so etwas wie ein „retardie-
rendes Moment“ gibt, dass also disruptive technische 
Neuerungen zunächst eher Fluch als Segen für die 
Gesellschaft als Ganzes bringen. Es wäre naiv zu mei-
nen, dass diesmal alles anders wäre, zumal die digitale 
5Revolution alle früheren technischen Fortschritts-
phasen hinsichtlich Durchgriff, Reichweite und 
Geschwindigkeit wohl in den Schatten stellen wird. 
Statt auf die freiwillige Selbstzähmung von Technolo-
gieentwicklern und politökonomischen Interessen zu 
hoffen,  müssen gemeinwohlorientierte und demokrati-
sche Staaten sowohl eine starke antizipative Kapazität 
aufbauen als auch ein strategisches Bündel von Institu-
tionen, Gesetzen und Maßnahmen schaffen. Nur so 
können die digitalen Kräfte nutzbar gemacht und 
zugleich eingehegt werden. Den Blick auf diese Heraus-
forderung, das Digitale Zeitalter selbst im Sinne einer 
humanistischen, nachhaltigen Weltgesellschaft zu 
gestalten, wirft der WBGU mit der Zweiten Dynamik 
„Nachhaltige digitalisierte Gesellschaften“. 
Relevante Felder reichen vom Umgang mit den inzwi-
Abbildung 2
Drei Dynamiken des Digitalen Zeitalters.
Die Grafik zeigt den positiven Fall einer gelungenen Einhegung der Dynamiken durch Zielsetzung und Gestaltung. Alle drei 
 Dynamiken laufen bereits heute parallel an, wenn auch mit unterschiedlicher Intensität; es handelt sich also nicht um eine 
strenge zeitliche Abfolge. Jede Dynamik besteht aus unterschiedlich verlaufenden Teilpfaden. Die Bezeichnung der Dynamiken 
spiegelt die jeweils erforderlichen Handlungsprioritäten wider.
Die Texte unterhalb der Abbildung geben Stichworte zu den Potenzialen (: obere Reihe) und den Risiken (: untere Reihe) der 
drei Dynamiken.
























Die Zukunft des Homo sapiens
 Nachhaltigkeit digital 
  unterstützen
 - Planetarische Leitplanken einhalten 
(Klima, Natur, Böden, Ozeane)
 - Soziale Kohäsion sichern (gegen 
Hunger, Armut, Ungleichheit; 
für Zugang zu Wasser, Gesundheit, 
Bildung, Energie)
 Neuer Humanismus
 - Vernetzte Weltgesellschaft als 
Weiterentwicklung von Aufklärung 
und Humanismus
 - Entwicklung von Welt(umwelt)-
bewusstsein
 - Kooperationskultur, Empathie, 
globale Solidarität
  Selbstbewusstsein des 
Homo sapiens stärken
 - Bewahrung des biologischen 
Menschen in seiner natürlichen 
Umwelt 
 - Ethisch reflektierte Weiter- 
entwicklung des Menschen 
 - Mensch-Maschine-Kollaboration 
gestalten
 Ökologische und gesell- 
 schaftliche Disruption
 - Mehr Emissionen und Ressourcen- 
nutzung
 - Mehr Ungleichheiten
 - Mehr Machtkonzentration
 - Erosion von Bürgerrechten und 
Privatheit
 - Erosion der Steuerungsfähigkeit des 
Staates
  Digital ermächtigter 
Totalitarismus
 - Ausgehöhlte Demokratien und digital 
ermächtigte Autokratien
 - Massive Ungleichheiten, Eliten-
herrschaft, Totalüberwachung und 
Freiheitsverlust
 - Umweltzerstörung und Verlust 
sozialer Kohäsion
  Entgrenzung von Mensch 
und Maschine
 - Missbrauch im Verhältnis 
Mensch-Maschine
 - Superintelligenz




schen breit diskutierten Veränderungen der globalen 
Arbeitsmärkte über notwendige Reformen im 
 Bildungssystem sowie dem Schutz von individueller Pri-
vatheit und digitaler Öffentlichkeit bis hin zur 
 Mammutaufgabe, die Machtverschiebungen im KI-Zeit-
alter zugunsten einer pluralistischen mündigen Gesell-
schaft auszurichten. Zukunftsweisend ist auch die 
Begrenzung des rasant steigenden Verbrauchs von Ener-
gie und Ressourcen durch Hard- und Software. Der Ele-
fant im digitalen Raum für die Lösung alter wie auch neu 
entstehender Probleme bleibt die fehlende transnatio-
nale Politik-Architektur („Global Governance“). Die zen-
trale Herausforderung für die internationale Gemein-
schaft besteht darin, trotz des strauchelnden Multilate-
ralismus eine gemeinsame Vorstellung für eine nach-
haltige, digital gestützte Zukunft zu entwickeln und in 
diesem Sinne kollektive Prinzipien, regulatorische Rah-
menbedingungen und ethisch-begründete Grenzen zu 
bekräftigen und zu etablieren. Orientiert an den norma-
tiven Grundsätzen der Gewährleistung natürlicher 
Lebensgrundlagen, gesellschaftlicher Teilhabe, individu-
eller Eigenart und unverletzbarer menschlicher Würde 
entwickelt der WBGU zu diesen Themenfeldern weit-
reichende Handlungsempfehlungen. 
Als Interimszusammenfassung kann man festhalten, 
dass dem gestaltenden Staat im Digitalen Zeitalter eine 
zumindest doppelte Großaufgabe zukommt: nämlich 
einerseits, die enormen Potenziale der neuartigen 
Informations- und Kommunikationstechnologien zum 
Zwecke der Nachhaltigkeitstransformation zu erschlie-
ßen („alte Probleme“) und andererseits möglichen, ja 
wahrscheinlichen Auswüchsen des Innovationsschubs 
vorzubeugen („neue Probleme“). In beiderlei Hinsicht 
gibt es ganz unterschiedliche Philosophien des öffentli-
chen Handelns bzw. Nichthandelns. Das zeitgenössi-
sche „amerikanische Modell“ sieht von regulativen Ein-
griffen weitgehend ab und setzt darauf, dass die Kräfte 
des Marktes letztlich auch die Maximierung des 
Gemeinwohls garantieren. Das zeitgenössische „chine-
sische Modell“ setzt dagegen auf hierarchische Planung 
und Kommandowirtschaft, zumindest in Bereichen von 
strategischer nationaler Bedeutung. Der WBGU ist der 
festen Überzeugung, dass beide politischen Philoso-
phien der beschriebenen Doppelverantwortung nicht 
gerecht werden können. Es ist ein dritter, zivilgesell-
schaftlicher Weg in der Tradition von Aufklärung und 
Humanismus, der angemessen erscheint. Ein gemein-
schaftlich agierendes Europa könnte diesen in die glo-
balen Aushandlungen einbringen und in Kooperation 
mit ähnlich gesinnten Staaten vorleben. 
Damit kommen wir zum letzten Schritt, den das Ein-
stein-Zitat vorzeichnet. Wenn pauschal von „Proble-
men“ die Rede ist, dann muss man sich klarmachen, 
dass diese durch Passiv-Aktiv-Beziehungen definiert 
sind: Nicht nur ist zu fragen, welchem Subjekt welches 
Problem durch welches Agens erwächst, sondern auch, 
wie dieses Problem wahrgenommen und bewertet wird. 
Daraus folgt unter anderem, dass ein Problem durch 
Änderung des physischen oder psychischen Zustands 
des Subjekts verändert bzw. eliminiert werden kann, 
selbst wenn das Agens gleich bleibt. Das hört sich nach 
einer entbehrlichen Spitzfindigkeit an, ist jedoch alles 
andere als das: 
Denn der Mensch selbst wird sich durch die digitale 
Revolution verändern, eine Entwicklung die der WBGU 
in der Dritten Dynamik „Die Zukunft des Homo  sapiens“ 
andenkt. Evolutionär ist der Homo sapiens ein Geschöpf 
der Eiszeit, also einer erdgeschichtlichen Epoche, in der 
die Umweltbedingungen vom raschen und massiven 
Wandel geprägt waren. Entsprechend mussten sich die 
damaligen Menschen als opportunistische Jäger und 
Sammler in kleinen, hochmobilen Verbänden organisie-
ren. Nicht die Gestaltung der Lebensbedingungen, son-
dern die perfekte Anpassung an die vorgefundenen 
Umstände war der komparative Vorteil jener besonde-
ren Spezies. Dieser Vorteil wurde durch den Übergang 
zur sesshaften Agrikultur teilweise eliminiert; mit der 
Änderung der Lebensweise gingen sogar physiologi-
sche und kognitive Rückschritte einher. Individuell 
dürfte der neolithische Mensch schwächer und krank-
heitsanfälliger gewesen sein als seine frühen Vorfahren. 
Diese Nachteile wurden jedoch auf dem Niveau der 
Gesamtpopulation durch neue Möglichkeiten (wie die 
Vorratshaltung) aufgewogen, so dass die Bevölkerung 
deutlich wachsen konnte. Ähnliches vollzog sich beim 
Durchschreiten der Industriellen Revolution, die 
schließlich im 20. Jahrhundert die „Große Beschleuni-
gung“ (Steffen et al., 2015a) des gesellschaftlichen 
Metabolismus und der Populationsdynamik herbei-
führte. 
Vieles spricht dafür, dass die sich gerade erst ent-
faltenden digitalen Innovationen den Menschen in sei-
nen Qualitäten und das Zusammenleben der Menschen 
in seinen Strukturen noch viel durchgreifender ver-
wandeln dürften – natürlich abhängig davon, wie jene 
Innovationen begleitet, geleitet, beschränkt oder gar 
unterbunden werden. Hier liegt also die tiefstgründige 
Frage des Digitalen Zeitalters. Wie schon oben ange-
deutet, müssen sich alle Beantwortungsversuche an der 
zentralen Kategorie „Würde“ orientieren, die den bis-
herigen Wertekompass des WBGU ergänzt. 
Die aktuellen Debatten um Themen wie „Künstliche 
Intelligenz“ und „Mensch-Maschine-Interaktionen“ 
finden in einem sich immer stärker aufladenden Span-
nungsfeld zwischen Hoffnung, Horror und Hype statt 
und ignorieren die Einbettung der entstehenden 
 Konglomerate in die natürliche Umwelt weitestgehend. 
Die Wissenschaft kann sich aber nicht einfach diesem 
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erweiterten, den Menschen selbst einbeziehenden 
Nachhaltigkeitsbegriffs – mit den dominierenden 
 utopischen bzw. dystopischen Diskursen und ihren 
Treibern auseinandersetzen. Diese Auseinandersetzung 
gehört für den Beirat explizit zur wissenschaftsbasier-
ten Deliberationskultur einer offenen demokratischen 
Gesellschaft, die für die Europäische Union nach wie 
vor  richtungsweisend ist. 
Im vollen Bewusstsein der spekulativen Natur der 
folgenden Überlegungen möchte der WBGU drei hoff-
nungsorientierte Gedankenspiele in den entsprechen-
den Diskursraum einbringen: 
1. Die Menschheit kommt zu sich selbst
Ob und wann die Entwicklung universeller KI gelingt, 
ist ungewiss. Nichtsdestotrotz steht bereits fest, dass KI 
die kognitiven Leistungen unserer Spezies in Teilberei-
chen weit übertrifft. Aber die entsprechenden Fähig-
keiten machen keinesfalls den ganzen Menschen aus. 
Die informationstechnologischen Errungenschaften 
könnten nicht zuletzt unsere Aufmerksamkeit und 
Wertschätzung auf die nicht unmittelbar kognitiven 
Kapazitäten lenken, die oft pauschal als emotionale 
und soziale Intelligenz bezeichnet werden. Diese waren 
vermutlich mindestens so zivilisationsbildend wie die 
Leistungen des Messens, Rechnens und Dokumentie-
rens. KI würde uns möglicherweise eine gewisse Eman-
zipation von den Letzteren erlauben und eine stärkere 
Hinwendung zu Fähigkeiten wie Empathie, Fürsorge 
und Solidarität gestatten. Anders als in den „harten“ 
Klischeevorstellungen vom Supermenschen mit 
Computer gehirn in einer stählernen Welt wäre damit 
eine „weiche“ Vision des gesellschaftlichen Fortschritts 
umrissen.
2. Der Mensch schafft sich Gefährten
Je weiter KI auf immer breiteren Anwendungsgebieten 
fortschreitet, desto vielfältiger und intimer werden sich 
die Berührungspunkte, Schnittstellen bzw. Scharniere 
zwischen Technik und Mensch entwickeln. Dies kann 
zu symbiotischen Verbindungen führen, die aber wohl 
anders ausfallen dürften als in gängigen „Cyborg“-Träu-
men imaginiert. Möglicherweise entstehen auch KI-be-
fähigte Wesenheiten, die zu wohlintegrierten, loyalen 
Begleitern des Menschen in Gesellschaften werden, die 
lebenswerter sind als die heutigen. Beispielsweise 
könnten uns digitale Assistenten in mittlerer Zukunft 
immer mehr von monotonen Tätigkeiten befreien (z. B. 
durch Übernahme logistischer Aufgaben), uns beim 
Lernen und Verstehen unterstützen (z. B. durch 
 Synthese und Interpretation der überbordenden Infor-
mationsfülle) und letztendlich dazu beitragen, dass wir 
uns selbst und unsere Umwelt stärker wertschätzen 
(z. B. durch Diagnostik und Spiegelung). Eine solche 
Perspektive stößt etwa im ostasiatischen Kulturkreis 
auf deutlich geringere Skepsis als in westlichen Gesell-
schaften und befördert ein Weltbild, das den Menschen 
nicht kategorisch von Natur und Technik abgrenzt. 
3. Der Mensch erfindet seine Meister
Die Spekulationen über die künftigen Fortschritte bei 
KI-relevanten Technologien gehen weit auseinander: 
Welche ontologische Qualität diese hervorbringen 
könnten, bleibt höchst umstritten. Insbesondere bei der 
Debatte um „Artificial General Intelligence“ (AGI) oder 
gar „Superintelligenz“ scheiden sich die (menschlichen) 
Geister. Die Emergenz von KI-Systemen mit Bewusst-
sein wird jedoch schon länger diskutiert. Unter der 
Annahme dieser Möglichkeit wäre es nur folgerichtig 
zu fragen, ob dann nicht auch beseelte künstliche Enti-
täten mit selbständiger Willensbildung und Reproduk-
tion in einer späteren Phase der digitalen Revolution 
formiert werden könnten.
Der WBGU hat sich auch mit diesem – aus heutiger 
Sicht für viele Expert*innen jenseits des Silicon Valley 
abwegigen – Gedankenspiel auseinandergesetzt und 
nach möglichen gesellschaftlichen Handlungsoptionen 
gesucht. Die intuitiv „vernünftige“ Option wäre ein 
generelles Moratorium, das F&E-Anstrengungen zur 
Schaffung bewusster und damit leidensfähiger Systeme 
grundsätzlich untersagt. Die aktuellen Kontroversen 
um bestimmte Verfahren der Reproduktionsmedizin 
und der synthetischen Biologie können hier wertvolle 
Fingerzeige liefern.
Aber ist ein solches lückenloses und vor allem globa-
les Moratorium überhaupt realisierbar? Während dieser 
Text geschrieben wird, wird vielleicht gerade in einem 
abgeschirmten Forschungslabor irgendwo auf der Welt 
der Versuch unternommen, ein KI-System mit „Gefüh-
len“ auszustatten. Insofern ist der WBGU zu dem 
Schluss gekommen, zumindest den Diskurs über eine 
alternative Option zu empfehlen:
Wenn die zivilisatorische Entwicklung seit dem Neo-
lithikum offenbar selbstorganisiert auf die Substitution 
und Transzendierung der humanen (physiologischen, 
manuellen und kognitiven) Fähigkeiten gerichtet ist, 
kann dann die Schaffung einer neuen Wesenheit durch 
den Menschen nicht als der geradezu unvermeidliche 
nächste Sprung in der planetarischen Evolution aufge-
fasst werden? Solche Überlegungen stoßen auf Entset-
zen, aber auch auf Begeisterung, je nachdem in welchen 
Kreisen man sie vorträgt.
Doch obgleich der Schutz der Würde des Menschen 
eine quintessenzielle Herausforderung bleibt, ist es 
ebenso wichtig, die Gattung Homo als Produkt des fun-
damental offenen Prozesses „Leben“ zu verstehen. 




sozialen und emotionalen Intelligenz des Menschen mit 
den uns überlegenen kognitiven Fähigkeiten von 
Maschinen eine Ko-Evolution ermöglichen, deren 
Geschöpfe sogar größere Humanität besitzen als wir 
selbst?
Soweit die Gedankenspiele. Explizit empfiehlt der 
WBGU in diesem Hauptgutachten, die aktuellen Her-
ausforderungen der Digitalisierung regulativ einzuhe-
gen und in den Dienst der Großen Transformation zur 
Nachhaltigkeit zu stellen. Gleichzeitig muss jedoch 
schon heute damit begonnen werden, die Zukunft des 
Menschen im post-industriellen Zeitalter demokratisch 
und gemeinwohlorientiert vorzudenken. Dabei sollte 
insbesondere in den Bereichen Forschung und Ent-
wicklung sowie multilateraler Politik dafür Sorge getra-
gen werden, dass keine irreversiblen Weichenstellun-
gen erfolgen und der Raum für zukünftige gesellschaft-
liche Gestaltung so weit wie möglich offen bleibt. 
In Einsteins Sinne stehen wir vor der Herkules-
aufgabe, die ökologischen und sozialen Herausforde-
rungen der Gegenwart generell und auch mit Hilfe digi-
taler Mittel zu meistern und dabei die mit diesen neuen 
Werkzeugen einhergehenden Probleme zu antizipieren 
und weitestgehend zu vermeiden. Dabei ist der Schutz 
der Würde des Menschen die ultimative Herausforde-
rung.
Die Gestaltungsaufgaben: Große Transformation 
zur Nachhaltigkeit im Schatten digitaler 
Umbrüche
Mit den Arbeiten zur Großen Transformation zur Nach-
haltigkeit geht es dem WBGU darum, Entwicklungs-
pfade zu nachhaltigen Gesellschaften zur Diskussion zu 
stellen, die innerhalb der planetarischen Leitplanken 
verlaufen und allen Menschen, auch zukünftigen Gene-
rationen, ein menschenwürdiges, gutes Leben und eine 
langfristige Zukunft bieten sollen (WBGU, 2011). Diese 
Transformation umfasst tiefgreifende Veränderungen 
der Infrastrukturen, Produktionsprozesse, Investitio-
nen, Regulierungssysteme und Lebensstile sowie ein 
neues Zusammenspiel von Politik, Gesellschaft, 
 Wissen schaft, Wirtschaft und Individuen. Mit der Ver-
abschiedung der Agenda 2030 mit den 17 SDGs (2015), 
dem Pariser Klimaübereinkommen (2015) sowie den 
Aichi-Zielen für Biodiversität (2010) existieren mittler-
weile internationale Vereinbarungen, die Transfor-
mationen in Richtung Nachhaltigkeit einfordern. Die 
Umsteuerung zur Nachhaltigkeit verläuft dennoch 
deutlich langsamer als notwendig. Unsere Ökonomien 
und Gesellschaften befinden sich noch immer auf 
 Kollisionskurs mit dem Erdsystem. Zudem unterminie-
ren soziale Fliehkräfte den Zusammenhalt und die 
 Stabilität vieler Gesellschaften. Wie der digitale Wandel 
die Nachhaltigkeitstransformationen erleichtert, 
erschwert oder auch zu ganz neuen Anforderungen an 
nachhaltige Gesellschaften sowie zu veränderten Nach-
haltigkeitsverständnissen führt, ist bisher nur unzu-
reichend erforscht. Insofern benennt der WBGU im 
Gutachten nicht nur massive Handlungsdefizite, 
 sondern ebenso eklatante Forschungslücken und stellt 
Kernbotschaften heraus.
Digitalisierungs- und Nachhaltig-
keitsforschung verbinden  
(S. 25)
Digitalisierung für Umsetzung der Agenda 2030 
nutzen
Die Analysen des WBGU zeigen, dass Digitalisierungs-
dynamiken massive Auswirkungen auf alle 17 SDGs der 
Agenda 2030 haben. Die Debatte um die Umsetzung 
der SDGs kann nicht mehr ohne ein entsprechendes 
Verständnis der Potenziale und Risiken der Digitalisie-
rung für die gesamte Agenda 2030 geführt werden. 
Eine doppelte Kurskorrektur ist notwendig
Die erste Kurskorrektur erfordert eine tiefgreifende 
Veränderung der Diskussion zur Großen Transforma-
tion zur Nachhaltigkeit, da diese bisher die fundamen-
talen Dynamiken der Digitalisierung, der Chancen und 
Risiken etwa von algorithmenbasierten Entscheidungs-
prozessen, oder der Verschränkung unserer physischen 
Welt mit virtuellen Räumen kaum berücksichtigt. Sie 
finden sich weder in der 2015 im Rahmen der UN ver-
abschiedeten Agenda 2030, noch in der deutschen 
Nachhaltigkeitsstrategie von 2017 und ebenso nicht im 
2011 erschienenen WBGU-Gutachten zur Großen 
Transformation.
Natürliche Lebensgrundlagen 
 erhalten (S. 19)
Die zweite Kurskorrektur muss bei den ökonomi-
schen, gesellschaftlichen und politischen Digitalpio-
nier*innen und auf Seiten der Digitalisierungsfor-
schung  stattfinden, denn Digitalisierung wird hier bis-
her kaum mit den großen Nachhaltigkeitsherausforde-
rungen des Anthropozäns verknüpft. Die Digitalisierung 
sollte nachhaltig gestaltet und als mächtiges 
 Instrumentarium zur Erreichung der Nachhaltigkeits-
9ziele genutzt werden! Die Akteure der Nachhaltigkeit 
und der Digitalisierung benötigen einen kraftvollen, 
gemeinsamen Anlauf, um eine Trendwende zur digitali-
sierten Nachhaltigkeitsgesellschaft einzuleiten. 
Es muss schnell gehandelt werden – Digitalisierung, 
planetarische Leitplanken und soziale  Kohäsion 
verbinden
Das Gutachten zeigt, dass Digitalisierung dazu beitra-
gen kann, planetarische Leitplanken einzuhalten. 
Dekarbonisierung, Kreislaufwirtschaft, umweltscho-
nendere Landwirtschaft, Ressourceneffizienz und 
Emissionsreduktionen, Monitoring und Schutz von 
Ökosystemen könnten durch digitale Innovationen 
leichter und schneller erreicht werden als ohne sie. Die 
rasche und umfassende Mobilisierung dieser Möglich-
keiten einer digital getriebenen Nachhaltigkeitstrans-
formation ist daher ein Imperativ. Digitalisierung kann 
zudem gesellschaftliche Modernisierungspotenziale 
erschließen. Weltumspannendes Wissen, weltumspan-
nende Kommunikation, weltgesellschaftliche Vernet-
zung in virtuellen und hybriden Räumen können Nach-
haltigkeitstransformationen beschleunigen, menschli-
che Teilhabe verbessern, Weltumweltbewusstsein stär-
ken und eine transnational vernetzte Gesellschaft 
hervorbringen, in der sich globale Kooperationskultu-
ren entwickeln. 
Der WBGU zeigt jedoch auch, dass es per se keine 
Technologiedeterminierung für die großen Herausfor-
derungen der Menschheit gibt. Die Digitalisierung der 
vergangenen Dekaden – das Internet, die vielfältigen 
Endgeräte, die zunehmende Produktionsautomatisie-
rung und Produktvernetzung – ist einhergegangen mit 
immer weiter steigenden Energie- und Ressourcenver-
bräuchen sowie globalen Produktions- und Konsum-
mustern, die die Ökosysteme noch massiver belasten. 
Die technischen Innovationsschübe übersetzen sich 
nicht automatisch in Nachhaltigkeitstransformationen, 
sondern müssen eng mit Nachhaltigkeitsleitbildern und 
-politiken gekoppelt werden.
Armutsbekämpfung und 
 inklusive Entwicklung 
 vorantreiben (S. 19)
Ebenso sind die gesellschaftlichen Innovations-
potenziale der digitalen Transformation keine Selbst-
läufer. Derzeit scheinen unsere Gesellschaften eher 
durch die Geschwindigkeit und Tiefe technologischer 
Umbrüche und deren Nutzung durch mächtige, insbe-
sondere  private, aber auch staatliche Akteure überfor-
dert zu sein. Fake News; Social Credit Scores; Erosion 
zivilisatorischer Standards im Internet; Vertrauensver-
lust in datengetriebene Angebote; Probleme von Regie-
rungen, Unternehmen, die in digitalen Räumen agieren, 
angemessen zu besteuern; Politik, die durch die Anfor-
derungen beschleunigter Digitalisierung überfordert 
scheint – all dies sind nur einige pathologische Effekte 
 ungehemmter Entwicklungen.
Digitalisierung zur Unterstützung von 
 Nachhaltigkeitstransformationen – eine enorme  
(inter-)nationale Gestaltungsaufgabe
Bisher sind die Digitalkompetenzen in Ministerien, 
 Parlamenten, Stadtverwaltungen, Nichtregierungsor-
ganisationen, Nachhaltigkeitsforschungsinstituten, 
Medien und internationalen Organisationen stark 
unterentwickelt. Um Gestaltungsfähigkeiten überhaupt 
herzustellen, bedarf es eines Modernisierungsschubes 
in all den genannten Bereichen, um digitale Kompeten-
zen zu schaffen und diese mit den Anforderungen der 
Nachhaltigkeitstransformation zu verbinden. Gelingt 
dies nicht, werden sich technologie- und kurzfrist-
orientierte Eigendynamiken durchsetzen; die Verknüp-
fung der digitalen mit der Nachhaltigkeitstransforma-
tion wird dann nicht gelingen. Es sind umfassende 
Modernisierungsanstrengungen für öffentliche Institu-
tionen nötig, wie sie beispielsweise Anfang der 
1970er-Jahre durchgeführt wurden, unterstützt durch 
umfassende wissenschaftliche Begleitforschungspro-
gramme (Scharpf, 1972; Mayntz et al., 1978). Damals 
ging es darum, öffentliche Institutionen darauf vorzu-
bereiten wirtschaftliche, technologische, soziale sowie 
umweltpolitische Entwicklungen zu verzahnen und 
gesellschaftliche Teilhabe auszubauen; heute geht es 
darum, umfassende Digitalisierungskompetenzen zu 
schaffen und diese mit den Nachhaltigkeitstransforma-
tionen zu verbinden.
Das Digitale Zeitalter als neue Gesellschafts-
formation entsteht – Große Transformation zur 
 Nachhaltigkeit über 2030 hinausdenken
Der WBGU identifiziert fünf Kerncharakteristika des 
Digitalen Zeitalters, die es ermöglichen, Entwicklungs-
trends und Richtung des Wandels zu verstehen. Deut-
lich wird, dass es nicht ausreicht, digitale Instrumente 
zur Umsetzung der Nachhaltigkeitsziele einzusetzen. 
Die digitalen Umbrüche verändern das Spielfeld gesell-
schaftlicher Entwicklung grundlegend. Die Große 
Transformation zur Nachhaltigkeit kann nur noch unter 
diesen sich wandelnden Bedingungen des Digitalen 
Zeitalters, die von den Architekten der Agenda 2030 
kaum berücksichtigt wurden, stattfinden.
 > Vernetzung: Technische Systeme sowie Personen, 




unterschiedlichen Handlungsebenen immer omni-
präsenter miteinander vernetzt. Diese Entwicklung 
kann Austauschbeziehungen, Kooperations- und 
Lernmöglichkeiten multiplizieren und schafft quali-
tativ neuartige, auch grenzüberschreitende ökono-
mische, soziale, kulturelle, institutionelle und politi-
sche Vernetzungsstrukturen. Die Vernetzung kann 
die Anfälligkeit interdependenter Infrastrukturen 
und Prozesse erhöhen. 
 > Kognition: Universelle Intelligenz ist das Alleinstel-
lungsmerkmal des Menschen in der uns bekannten 
Welt. Mit dem Internet der Dinge (IoT) sowie Metho-
den von Big Data und KI werden zunehmend techni-
sche Systeme geschaffen, die rechnergestützt wahr-
nehmen, lernen, analysieren, bewerten und so bei-
spielsweise Kunst und Texte schaffen oder Sprache 
und Gesichter erkennen und imitieren können. Im 
Silicon Valley wird u. a. vermutet, dass KI-Systeme in 
5–15 Jahren eigenständige Leistungen erbringen 
können, die Nobelpreise rechtfertigen würden. Sol-
che Systeme könnten vieles verändern – und zwar 
grundlegend: unser Menschenbild, die Wirtschaft, 
Arbeitsmärkte, Lernprozesse, unser Wissen, unseren 
Umgang mit Technik, Gesellschaft und Natur. 
 > Autonomie: Autonome, datenbasiert selbstständig 
Entscheidungen treffende, technische Systeme wer-
den bereits in der Industrie eingesetzt, um Produk-
tionsabläufe zu steuern, in öffentlichen Umgebun-
gen, um die öffentliche Sicherheit zu erhöhen, oder 
(bereits in vielen Kontexten) um menschliches Ver-
halten zu prognostizieren und zu überwachen. Sol-
che autonomen technischen Systeme werden 
zukünftig vielfältig einsetzbar sein: im Verkehr 
(autonomes Fahren), im Bankensystem, im Sozial-
wesen, in der Justiz, in politischen Aushandlungs-
prozessen. Sie können Muster erfassen, die Men-
schen aufgrund der großen Datenmengen oder 
Komplexität verborgen bleiben. Sie können dazu 
beitragen, fundiertere ökonomische, politische und 
soziale Entscheidungen zu treffen, aber auch gesell-
schaftlichen Kontrollverlust, Machtmissbrauch oder 
die Unterminierung von Privatheit und Freiheit zur 
Folge haben. 
 > Virtualität: Mit der virtuellen Welt entstehen neue 
Räume für menschliche Gesellschaften: Menschen 
können sich in virtuellen Räumen unabhängig von 
ihrem physischen Standort treffen und auf entfernte 
Objekte zugreifen und sie verändern. Avatare und 
Social Bots können zu Begleitern der Menschen wer-
den. So können das Erdsystem, Ökosysteme und 
weit entfernte Kulturen unmittelbar erfahrbar 
gemacht werden. Die Gestaltung dieser virtuellen 
wie auch hybriden Räume ist zugleich eine große 
Herausforderung. Dies verdeutlicht schon das dys-
topische Beispiel des Versinkens von Menschen in 
 virtuelle (Spiel-)Welten, die Naturbezug nur noch 
 suggerieren, während die reale Natur zunehmend 
degeneriert. 
 > Wissensexplosion: Digitale Methoden modernisieren 
jede Art der quantitativen und qualitativen 
 Forschung. Bereits jetzt findet sich fast für jede tra-
dierte Wissenschaftsdisziplin eine digitale Ausprä-
gung, die mit eSciences, Digital Humanities usw. 
bezeichnet wird. Datenerfassung und -verarbeitung 
sowie Modellbildung, Simulation und Visualisierung 
bieten neue Zugänge für das Verständnis und die 
Gestaltung unserer natürlichen und gesellschaftli-
chen Realitäten. Zudem bieten digitale Methoden 
neuartige Zugänge zu Wissen, Bildung und einen 
weltumspannenden Austausch. 
Diese fünf Charakteristika werden nicht nur unsere 
Ökonomien und technischen Infrastrukturen verän-
dern, sondern auch den Homo sapiens selbst. Das 
Anthropozän – das Zeitalter des Menschen – bisher ein 
Begriff, der unterstreicht, dass die Menschen zur größ-
ten Veränderungskraft im Erdsystem geworden sind, 
bekommt eine erweiterte Bedeutung: im digitalen 
Anthropozän schafft sich der Mensch Werkzeuge, mit 
denen er nun auch sich selbst fundamental transfor-
mieren kann und zwar durch eine immer engere 
Mensch-Maschine-Kooperation mit digitalisierter 
Technik und das immer engere Zusammenspiel mit KI 
bis hin zu technologischen Dystopien von „Human 
Enhancement“ als einer technologisch gestützten 
 Optimierung des Menschen. 
Zugleich werden Entwicklungen denkbar und mög-
lich, die gerade aus der Sicht von Nachhaltigkeitstrans-
formationen von großer Bedeutung sind: global ver-
netzte Zivilgesellschaften, das Entstehen eines 
Welt(umwelt)bewusstseins, durch Digitalisierung 
unterstützte Kreislaufwirtschaft, der universelle 
Zugang zum explodierenden Wissen oder neue Chan-
cen für Entwicklungs- und Schwellenländer, rasch auf 
neue digitalisierte Infrastrukturen zu setzen. Die Tie-
fenstrukturen unserer Gesellschaften werden sich 
durch Digitalisierung im 21. Jahrhundert also ähnlich 
grundlegend verändern wie die Treiber der Industriellen 
Revolution zur fundamentalen Verwandlung der Welt 
im 19. Jahrhundert führten. Adam Smith, der – was oft 
vergessen wird – nicht nur Ökonom, sondern auch 
Moralphilosoph war, argumentierte in seinem „Wohl-
stand der Nationen“ (1776), dass Märkte und radikale 
Veränderungen nur funktionieren könnten, ohne 
Gesellschaften zu destabilisieren, wenn die Autonomie 
der Marktdynamiken durch die Normen und Werte der 
Gesellschaften gezügelt würden. Dies gilt erst recht für 
die digitalen Umbrüche. Ohne eine Einbettung des digi-
talen Wandels in starke Normen- und Wertesysteme 
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werden sich die dystopischen Potenziale der digitalen 
Gesellschaft durchsetzen. 
Für Nachhaltigkeit der Digitali-
sierung Rahmenbedingungen 
und Grenzen setzen (S. 18)
Von Karl Polanyi, Émile  Durkheim und Max Weber 
kann man zudem lernen, dass Normen und Werte letzt-
lich nur in Gesellschaften verankert und vor den Inter-
essen der mächtigsten Akteure geschützt werden kön-
nen, wenn den Veränderungen angemessene Institutio-
nen geschaffen werden, die individuelles und kollekti-
ves Handeln in gesellschaftlich verabredete Bahnen 
lenken. Vor diesem Hintergrund diskutiert der WBGU 
Digitalisierung nicht nur als Prozess technologischen 
Wandels, sondern insbesondere aus normativer Pers-
pektive und als gesellschaftliche Gestaltungsaufgabe. 
Systemrisiken im Digitalen Zeitalter vermeiden
Um die Potenziale der Digitalisierung heben zu können, 
muss man sich der möglichen Systemrisiken im  Digitalen 
Zeitalter bewusst sein. Digitale Systemrisiken sind 
denkbare großskalige Veränderungen in unseren 
Gesellschaften, die jeweils für sich genommen bereits 
Destabilisierungen unserer Gesellschaften auslösen 
könnten. Domino- und kumulative Verstärkereffekte 
würden sich entsprechend breitenwirksam multipli-
zieren. 
Arbeit der Zukunft gestalten und 
Abbau von Ungleichheit fördern 
(S. 20)
Manche dieser Gefährdungen sind unumstritten 
(z. B. Disruptionen auf den Arbeitsmärkten), die Grö-
ßenordnung der Veränderungen ist jedoch offen. Die 
 Eintrittswahrscheinlichkeiten anderer Systemrisiken 
sind signifikant (z. B. Überschreitung planetarischer 
Leitplanken, digitaler Autoritarismus, weiterer Macht-
zuwachs großer Digitalunternehmen), während andere 
Eintrittswahrscheinlichkeiten aus heutiger Sicht eher 
niedrig sind (z. B. Akzeptanz von Human Enhancement 
zur Schaffung eines optimierten Homo sapiens). Doch 
auch letztere Systemrisiken sind nicht zu vernachlässi-
gen, denn würde der Schadensfall eintreten, hätten sie 
umfassende Auswirkungen auf die Zukunft der Zivili-
sation. Der WBGU identifiziert Systemrisiken im 
 Digitalen Zeitalter wie die folgenden:
 > Überschreitung planetarischer Leitplanken durch 
digital getriebene, ressourcen- und emissionsinten-
sive Wachstumsmuster.
 > Entmachtung des Individuums, Gefährdung der 
 Privatheit und Unterminierung digitalisierter Öffent-
lichkeiten durch digital ermächtigten Autoritarismus 
bzw. Totalitarismus.
 > Unterminierung von Demokratie und Deliberation 
durch normativ und institutionell nicht eingebettete 
automatisierte Entscheidungsunterstützung oder 
-findung.
 > Dominanz von Unternehmen, die sich staatlicher 
Kontrolle entziehen, angetrieben durch weitere 
datenbasierte Machtkonzentration.
 > Disruption der Arbeitsmärkte durch umfassende 
Automatisierung datengetriebener Tätigkeiten und 
Gefahr zunehmender „Irrelevanz der menschlichen 
Arbeitskraft“ für die Wirtschaft.
 > Vertiefte Spaltung der Weltgesellschaft durch ein-
geschränkten Zugang und Nutzung digitaler Poten-
ziale hauptsächlich durch wohlhabende Minderhei-
ten der Weltgesellschaft.
 > Missbrauch der Technisierung des Menschen auf 
Grundlage von Human-Enhancement-Philosophien 
und -Methoden.
Es ist zudem wichtig, sich zu vergegenwärtigen, dass 
die digitalen Umwälzungen auf Gesellschaften treffen, 
die bereits durch Globalisierung, den Aufstieg neuer 
Mächte, Fluchtbewegungen und autoritäre Populismen 
verunsichert sind. Die Bugwellen der Digitalisierung 
treffen zusammen mit der aktuellen Krise Europas und 
des Westens sowie mit Frontalangriffen gegen eine 
kooperations- und regelbasierte multilaterale Weltord-
nung. Die Systemrisiken des Digitalen Zeitalters könn-
ten sich mit den bereits existierenden Fliehkräften in 
vielen Gesellschaften verschränken und diese verstär-
ken.
Weichenstellungen für einen europäischen Weg zur 
digitalisierten Nachhaltigkeitsgesellschaft
Die Europäische Union (EU) sollte eine Vorreiterrolle 
für die Integration von Nachhaltigkeit und Digitalisie-
rung wahrnehmen. 
EU als Vorreiterin für eine 
 digitalisierte Nachhaltigkeits-
gesellschaft etablieren (S. 23)
Gerade durch die Verstärkung technologischer 
 Innovationen und deren systematische Verbindung mit 




institutionellen Innovationen könnte die EU dem glo-
balen Technologiewettlauf eine besondere Prägung 
geben und die Suche nach  Pfaden zur digitalisierten 
Nachhaltigkeitsgesellschaft prägen. In Teilbereichen 
der Regulierung von Digitalisierung ist die EU bereits 
Vorreiterin. Im Bereich des Datenschutzes und des 
 Schutzes der Privatsphäre ist die Datenschutzgrund-
verordnung (EU, 2016) weltweit bislang einzigartig.
Privatsphäre schützen (S. 21)
Sie verkörpert ein Europa, das Grundrechte gegen-
über kommerzieller wie staatlicher Datensammelwut 
verteidigt. Die EU arbeitet zudem an einem europäi-
schen Datenraum, der Bürger*innen und Unternehmen 
ein hoch entwickeltes, gut funktionierendes, transpa-
rentes System öffentlicher Daten, Informationen, 
Dienste und Standards bieten soll. Dieses System soll 
auch dazu beitragen, Wettbewerbsfähigkeit und Daten-
schutz zusammenzuführen, um im besten Falle Wett-
bewerbsvorteile für Unternehmen aus dem EU-Raum 
– z. B. im Wettbewerb mit China und den USA – zu 
schaffen. Die EU hat ebenso eine Vorreiterrolle im 
Bereich der Nachhaltigkeitspolitik (z. B. ist Umwelt-
schutz als EU-Ziel in der Grundrechtecharta verankert, 
und die EU arbeitet derzeit an einem neuen Umwelt-
aktionsprogramm und einer Dekarbonisierungsstrate-
gie als Beitrag zum Pariser Übereinkommen). Die EU ist 
jedoch (noch) keine Pionierin, wenn es um die dringend 
notwendige, umsetzungsorientierte Verzahnung von 
Nachhaltigkeit und Digitalisierung geht. Überlegungen, 
wie ethische Grundsätze für KI ausgestaltet werden 
könnten oder wie digitaler Wandel für die Verwirkli-
chung der SDGs genutzt werden sollte, stehen noch am 
Anfang. 
Für einen europäischen Weg zu digitalisierten Nach-
haltigkeitsgesellschaften schlägt der WBGU Weichen-
stellungen auf fünf unterschiedlichen Bühnen vor, um 
den tiefen Umbruch für Nachhaltigkeit im Digitalen 
Zeitalter zu meistern. Gelingen kann dieser Weg nur 
dann, wenn die Weichenstellungen auf den fünf Büh-
nen miteinander verzahnt werden.
1. Neuer Humanismus für das Digitale Zeitalter – das 
normative Fundament unserer Gesellschaften erneu-
ern: Der WBGU entwickelt einige Grundzüge eines 
neuen Humanismus für das Digitale Zeitalter, um 
die fundamentalen und gefährdeten Errungen-
schaften von Humanismus und Aufklärung der ver-
gangenen zwei Jahrhunderte zu verteidigen und 
zugleich attraktive Zukunftsperspektiven für eine 
digitalisierte Nachhaltigkeitsgesellschaft zu schaf-
fen. Unsere Hoffnung ist, dass Europa zu einer sol-
chen zivilisatorischen Anstrengung in der Lage sein 
könnte.
Gesellschaftlichen Diskurs zu 
neuen normativen Fragen 
 beginnen (S. 23)
2. Charta für den Übergang zur digitalisierten 
 Nachhaltigkeitsgesellschaft: Gesellschaftliche Dis-
kurse für einen neuen Humanismus brauchen einen 
Startpunkt. Der WBGU hat auf der Grundlage sei-
ner Analysen und Diskussionen wesentliche Prin-
zipien und Leitplanken für die digitalisierte Nach-
haltigkeitsgesellschaft in einer Charta verdichtet. 
Zu ihnen gehören der Schutz des Planeten sowie 
die Bewahrung der Integrität des Menschen und 
menschlicher Würde. Sie umfasst zudem die Unter-
stützung lokaler und globaler Fairness, Gerechtig-
keit sowie Solidarität unter den Bedingungen digi-
taler Umwälzungen. Schließlich beinhaltet die 
Charta die Stärkung von Welt(umwelt)bewusstsein 
und von Kulturen und Ordnungen globaler Koope-
ration durch Nutzung digitaler Möglichkeiten sowie 
die Entwicklung von KI, welche menschliche Ent-
faltungsmöglichkeiten, gesellschaftliche Lernfähig-
keit und soziale Kohäsion unterstützt. Die Charta 
kann Ausgangspunkt zur Erneuerung der Nachhal-
tigkeitsparadigmen werden und unsere gemeinsame 
digitale Zukunft national, europäisch und global ins 
 Zentrum der Anstrengungen stellen. Die Charta 
knüpft an die Agenda 2030 an und geht zugleich 
über sie hinaus, um normative Grundlagen unserer 
Gesellschaften im Digitalen Zeitalter zu markieren.
3. Bausteine einer handlungsfähigen Verantwortungs-
gesellschaft: Wissenschaft und Bildung sind Grund-
lagen für Freiheit, für Teilhabe und für Eigenart der 
Einzelnen im Sinne zukunftsorientierter und krea-
tiver Teilhabegesellschaften. Die Anforderungen an 
unsere Gesellschaften können nicht nur durch ein-
zelne Politik instrumente (wie CO2-Steuer, Ressour-
cenbepreisung oder eine neue Weltwettbewerbs-
Zukunftsbildung und digitale 
Mündigkeit vorantreiben  
(S. 20)
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ordnung) „gelöst“ werden. Vielmehr müssen hand-
lungsfähige Verantwortungsgesellschaften entwi-
ckelt und gestärkt werden, damit die skizzierten 
Umbrüche gemeistert und gestaltet werden können. 
Der WBGU sieht hier folgende zentrale Bausteine, 
die – in ihrer Gesamtheit und wenn sie klug ver-
bunden werden – die Architektur von handlungs-
fähigen Verantwortungsgesellschaften ergeben. Zu 
all diesen Grundlagen einer handlungsfähigen Ver-
antwortungsgesellschaft schlägt der WBGU kon-
krete Reformpakete vor:
 > Menschen müssen befähigt werden, die 
an stehen den Umbrüche zu verstehen und mitzu-
gestalten. Umfassende Bildung für nachhaltige 
Entwicklung im Digitalen Zeitalter ist der 
 Schlüssel hierzu.
 > Wissenschaft sollte Zukunftswissen zur Gestal-
tung digitalisierter Nachhaltigkeit und nachhalti-
ger Digitalisierung erarbeiten. So wie vor vier 
Dekaden die Herkulesaufgabe bewerkstelligt 
wurde, Klima- und Erdsystemforschung mit 
 sozialwissenschaftlichen sowie ökonomischen 
Disziplinen zu den heute etablierten Nachhaltig-
keitswissenschaften zusammenzuführen, gilt es 
nun, diese rasch und eng mit der Digitalisierungs-
forschung zu verzahnen. 
 > Staaten müssen selbst fähig sein zu gestalten: 
Staaten und öffentliche Institutionen müssen in 
ihre eigenen Fähigkeiten investieren, um digitale 
Kompetenzen für den Übergang zur Nachhaltig-
keitsgesellschaft auf- bzw. auszubauen.
 > Die Schaffung von Experimentierräumen und 
 Diskursarenen in Deutschland und Europa würde 
es ermöglichen, Innovationen vorzubereiten und 
zu beschleunigen, Zukunft vorzudenken und 
Beispiele für Zukunftsgestaltung zu entwickeln.
Ökonomische und politische 
Machtverschiebungen regulieren 
(S. 22)
 > Die neuen Machtkonstellationen müssen einge-
hegt werden, um demokratische Teilhabe zu 
sichern. Wichtige Beispiele angesichts der hohen 
globalen Mobilität der Digitalwirtschaft sind die 
internationale Harmonisierung des Wett-
bewerbsrechts und der Unternehmensbe-
steuerung sowie grenzüberschreitend klar 
 regulierte, diskriminierungsfreie und im Sinne 
der Interopera bilität standardisierte Austausch-
prozesse in  virtuellen Räumen.
 > Die digitalen Veränderungen haben prinzipiell 
weltumspannende Wirkung, so dass globale, regel- 
und fairnessbasierte Ordnungsmodelle nötig sind, 
die eine Verbindung von digitalen und Nachhaltig-
keitstransformationen, wie sie in der Charta des 
WBGU vorgeschlagen werden, ermöglichen. Nur 
wenn die EU einen gemeinsamen Weg in diese 
Richtung entwickelt, können europäische Gesell-
schaften Einfluss auf die globale Neuordnung der 
Zukunft nehmen. 
 > Digitalisierung wird die Chancen der Gesellschaf-
ten in Entwicklungs- und Schwellenländern 
 fundamental verändern, zum Guten wie zum 
Schlechten. Die internationale Kooperation für 
nachhaltige Entwicklung und die Zusammenarbeit 
Deutschlands und der EU mit den Vereinten Nati-
onen und anderen multilateralen Akteuren muss 
daher in diese Richtung dringend ausgebaut wer-
den.
4. Technologische Game Changer können Nachhaltig-
keits transformationen beschleunigen: Die Digitali-
sierung bietet einen enormen Instrumenten- und 
Methodenkasten, der für die Nachhaltigkeitsziele 
effektiv und effizient zum Einsatz gebracht werden 
muss. Beispiele für technologiegetriebene Game 
Changer, die die EU rasch voranbringen sollte, um 
in Kooperation und Wettbewerb mit anderen Staa-
ten und den Vereinten Nationen Veränderungspro-
zesse in den europäischen Gesellschaften und in der 
Weltwirtschaft auszulösen, sind:
 > Die erweiterten Möglichkeiten einer digitalisier-
ten Erdfern- und -nahbeobachtung und die dafür 
benötigte Sensorik, Geräte und Infrastrukturen 
sollten weltweit ausgebaut und für ein umfassen-
des und echtzeitnahes Monitoring der  natürlichen 
Erdsysteme, ihres Zustände und ihrer  Entwicklung 
ertüchtigt werden. Daraus resultierende interna-
tionale digitale Gemeingüter sollen als Ausgangs-
punkt für die Etablierung und Realisierung von 
Diensten und Anwendungen für ein Welt(um-
welt)bewusstsein genutzt werden. 
 > Darauf aufbauend sollten die Nationalstaaten im 
Kontext der UN ein weltweit abgestimmtes und 
interoperables System einer digitalen SDG- 
Indikatorik aufzubauen, um so die Aktualität, 
Transparenz, Vergleichbarkeit und Überprüfbar-
keit digitalisierter nationaler und internationaler 
SDG-Reports zu verbessern. 
Digitale Gemeingüter etablieren 




 > Parallel dazu sollten die für die SDG-Indikatorik 
und die Erdbeobachtung erfassten nachhaltig-
keits- und umweltorientierten Daten als digitale 
Gemeingüter zugänglich gemacht werden.
Öffentlich-rechtliche IKT 
 bereitstellen (S. 22)
 > Nicht zuletzt sollten IKT-Infrastrukturen als Teil 
der öffentlich-rechtlichen Daseins fürsorge 
 diskrimi nierungsfrei bereitgestellt werden und so 
Teilhabe und die Herausbildung von „Qualitäts-
medien“ auch im digitalen Raum begünstigt 
 werden.
 > Unter Nutzung digitaler Technologien sollten welt-
weit Prozesse und Infrastrukturen etabliert wer-
den, die eine Erfassung von Emissions- und Res-
sourcenfußabdrücken in traditionellen Wirt-
schaftszweigen wie auch der Digitalwirtschaft 
über die gesamte Wertschöpfungskette hinweg 
ermöglichen.
 > Die vielfältigen Potenziale von KI sollten für Nach-
haltigkeitsfragen zum Einsatz kommen. Es geht 
beispielsweise darum, Stoffkreisläufe, Produkti-
onsabläufe, Lieferketten, Nutzungskontexte und 
Konsummuster besser zu verstehen, wesentliche 
Trigger und Muster zu bestimmen sowie Optimie-
rungspotenziale zu identifizieren und umzusetzen. 
 > Die Nutzung der Digitalisierung zur Ermittlung 
ökologischer Kenngrößen und Zusammenhänge 
(z. B. SDG-Erreichung, Footprints, Stoffkreisläufe) 
schafft die Informationsbasis für eine effiziente 
Regulierung des Verbrauchs von Umweltressour-
cen. Insbesondere für das zentrale Ziel der Dekar-
bonisierung kann Digitalisierung den Unterschied 
machen, da sie neben ihrer zentralen Rolle in der 
Realisierung der Energieversorgung mit erneuer-
baren Energien zudem dezidierte erzeugungs- und 
verbrauchsorientierte Regulierungen ermöglicht. 
Diese können im Zusammenspiel mit Wirtschafts-
politiken zur Dekarbonisierung Wirkung entfalten.
Fragilität und Autonomie 
 technischer Systeme beachten  
(S. 21)
 > Keine dieser an die Digitalisierung gebundenen 
Hebel werden jedoch wirkmächtig, wenn nicht 
die Resilienz, Cybersicherheit und Vertrauens-
würdigkeit digitalisierter Infrastrukturen, ihre 
Langlebigkeit und Robustheit sowie auch eine 
dem Menschen vorbehaltene Entscheidungs-
hoheit bei gesellschaftsrelevanten Automatismen 
mit KI umfassend gewährleistet werden.
5. Nachhaltigkeit und Resilienz der Wirtschaft  stärken: 
Digitalisierungsprozesse eröffnen nicht nur  Chancen 
eine grüne Ökonomie voranzubringen, sondern auch 
die Diversität und Resilienz von Wirtschaftsstruk-
turen zu stärken, indem die Privatwirtschaft durch 
weitere Wirtschaftsformen ergänzt wird. Digitalisie-
rung wird auch von genossenschaftlichen, öffent-
lichen oder gemeinwohlorientierten Unternehmen 
genutzt, um neue Geschäftsmodelle hervorzubrin-
gen. Diese entstehende Diversität knüpft erneut an 
die alten Stärken der europäischen Nachkriegsöko-
nomien an: eine starke Privatwirtschaft, die Vielfalt 
von Unternehmensformen sowie in Institutionen und 
Normensysteme eingebettete Märkte. Um die Poten-
ziale der Digitalisierung zu nutzen ist es wichtig, neue 
Gleichgewichte zwischen unternehmerischem Wett-
bewerb, staatlicher Rahmensetzung, gesellschaftli-
cher Verantwortung und Gemeinwohlorientierung zu 
finden. Die durch das Pariser Klimaübereinkommen, 
die Agenda 2030 sowie die vom WBGU  skizzierte 
Charta für die digitalisierte Nachhaltigkeitsgesell-
schaft gesetzten Leitplanken und Werte könnten so 
zur Richtschnur der Erneuerung Europas werden.
Digitalisierung am Gemeinwohl 
orientieren (S. 18)
Immanuel Kant hatte die Aufklärung im Kern als „Ver-
änderung der Denkungsart der Menschen“ analysiert. 
Auf einer neuen Zivilisationsstufe im Digitalen Zeitalter 
stehen wir im Ringen um nachhaltige, global wie virtu-
ell vernetzte, digitalisierte Gesellschaften und um Such-
prozesse in Richtung eines neuen Humanismus vor einer 
ähnlichen Herausforderung: der  Weiterentwicklung unse-
rer Zivilisation, auf einem endlichen  Planeten, im digita-
len Anthropozän.
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Ein Überblick über das Gutachten
Es folgt ein Überblick über die Abfolge der einzelnen 
Kapitel und die inhaltlichen Schwerpunkte des 
 Gutachtens.
Nachhaltigkeit im Zeitalter der Digitalisierung 
Nach der Einleitung (Kap. 1) bettet das Kapitel 2 „Nach-
haltigkeit im Zeitalter der Digitalisierung“ das Thema 
des Gutachtens in die Nachhaltigkeitsperspektive des 
WBGU ein und legt dessen normative Basis in Form 
eines „normativen Kompasses“ dar. Dieser wird explizit 
auf das Fundament der Aufklärung und die Achtung 
der Menschenwürde bezogen, um diesbezüglichen Her-
ausforderungen der Digitalisierung gerecht zu werden. 
Zunächst wird Digitalisierung in Bezug zur Großen 
Transformation zur Nachhaltigkeit gebracht. Anschlie-
ßend werden die drei Dimensionen des normativen 
Kompasses des WBGU, Erhaltung der natürlichen 
Lebensgrundlagen, Teilhabe und Eigenart erläutert. Die 
menschliche Würde ist expliziter Ausgangspunkt und 
Zielbild des normativen Kompasses, da sie im Digitalen 
Zeitalter besondere Brisanz erhält und ihr Schutz eine 
zentrale Gestaltungsaufgabe darstellt. 
Das Digitale Zeitalter verstehen 
Das Kapitel 3 „Das Digitale Zeitalter verstehen“  liefert 
Grundlagenwissen und erarbeitet einen konzeptionellen 
Blick auf die Facetten des Digitalen Zeitalters. Damit der 
digitale Wandel in den Dienst der Großen Transformation 
zur Nachhaltigkeit gestellt werden kann, müssen die 
Potenziale und Risiken der digitalen Technologien und 
Lösungen verstanden werden und weltweit an den SDGs 
ausgerichtet werden. Das Kapitel liefert dazu eine Ana-
lyse der historischen Entwicklung hin zum Digitalen 
Zeitalter, dessen Grundfunktionen, Schlüsseltechnolo-
gien und wesentliche Charakteristika, sowie absehbare 
Veränderungen für zentrale Lebensbereiche der mensch-
lichen Zivilisation, d. h. für Umwelt, Mensch, Gesell-
schaft, Wirtschaft und Technik. Deutlich wird, dass 
Digitalisierungsdynamiken die Bedingungen, unter 
denen die Transformation zur Nachhaltigkeit stattfinden 
muss, tiefgreifend verändern. Eine Auswertung aktuel-
ler Berichte internationaler Organisationen zeigt, dass 
die Gestaltung des Digitalen Zeitalters in Richtung Nach-
haltigkeit mit großen Unsicherheiten verbunden ist, so 
dass eine anpassungsfähige Governance notwendig ist. 
Bisher vorgeschlagene Chartas für das Digitale Zeitalter 
zeigen Ansätze für einen entsprechenden Handlungs-
rahmen, vernachlässigen jedoch den spezifischen Kon-
nex zwischen Digitalisierung und Nachhaltigkeit.
Akteurskonstellationen im digitalen Wandel 
In Kapitel 4 „Akteurskonstellationen im digitalen Wan-
del“ wird die Frage nach den Gestalter*innen des Digi-
talen Zeitalters aufgeworfen. Nach einer Einführung zu 
den theoretischen Grundlagen der Gestaltbarkeit einer 
Transformation zur Nachhaltigkeit folgt eine Analyse: 
Verschieben sich Handlungs- und Gestaltungsspiel-
räume zu Gunsten oder zu Lasten einzelner Akteurs-
gruppen mit Blick auf eine nachhaltige und digitale 
Transformation? Neben Individuen, Wirtschaft, insbe-
sondere Digitalunternehmen, und Zivilgesellschaft 
nimmt der WBGU die Tech-Communities in den Blick, 
die nach Auffassung des WBGU im Digitalen Zeitalter 
eine herausgehobene Rolle spielen. Im Rahmen des 
Mehr ebenensystems von Städten und Gemeinden, 
Staaten und internationalen Organisationen sowie quer 
dazu agierenden transnationalen Akteursgruppen 
identifiziert der WBGU erhebliche Machtverschiebun-
gen. Sie führen teils zu Blockaden und nicht nachhalti-
gen Pfadabhängigkeiten, insbesondere aufgrund der 
fehlenden oder zu geringen Steuerung und Gestaltung 
durch Staaten und die internationale Gemeinschaft. 
Zugleich eröffnen vor allem neue Akteure wie Digital-
unternehmen oder die Tech-Communities Potenziale 
für Nachhaltigkeitstransformationen, die traditionelle 
Unternehmen bislang nicht aufweisen. 
Schauplätze des digitalen Wandels 
Angesichts der großen Breite der beiden Themen Digi-
talisierung und Nachhaltigkeit wendet der WBGU in 
Kapitel 5 „Schauplätze des digitalen Wandels“ einen 
exemplarischen Ansatz an (Kasten 1). Das Kapitel ver-
anschaulicht an konkreten Beispielen Stand, Perspekti-
ven und Herausforderungen der Digitalisierung ange-
sichts der notwendigen, weltweiten Transformation zur 
Nachhaltigkeit. Die Schauplätze spiegeln den wissen-
schaftlichen Sachstand wider, haben direkte Bezüge 
zum Thema Nachhaltigkeit und sind für die Transforma-
tion zur Nachhaltigkeit besonders bedeutsam. Sie lie-
fern somit einen vielfältigen Eindruck der Gestaltbar-
keit der Digitalisierung im Dienst der Nachhaltigkeits-
transformation. Dabei geht es zum einen um Themen an 
der direkten Schnittstelle zwischen Umwelt und Digita-
lisierung, die z. B. mit Energie- und Ressourcenver-
brauch und Landnutzung zu tun haben. Hinzu kommen 
Schauplätze, die das Zusammenspiel von Digitalisie-
rung und zentralen sozialen und ökonomischen Dimen-
sionen der Nachhaltigkeit ausleuchten (z. B. Arbeit der 
Zukunft, internationale Arbeitsteilung, digital unter-
stützte Mobilität). Schließlich werden Themen ange-
sprochen, die derzeit zwar bereits in der Debatte sind, 
aber erst längerfristig gesellschaftliche Auswirkungen 
haben werden (z. B. Entwicklung eines Weltbewusst-





Schauplätze des digitalen Wandels
Die „Schauplätze des digitalen Wandels“ sollen exemplarisch 
einen vielfältigen Eindruck von der Gestaltbarkeit der Digita-
lisierung im Dienst der Großen Transformation zur Nachhal-
tigkeit geben. Im Gutachten werden konkrete Themen knapp 
vorgestellt und analysiert sowie jeweils Handlungs- und 
 Forschungsempfehlungen abgeleitet.
Industrieller Metabolismus
Digitalisierung verändert die energetischen und stofflichen 
Austauschbeziehungen (Metabolismus) in Unternehmen 
und Wertschöpfungsketten. Bei digitalen Geräten überwie-
gen derzeit die Umweltrisiken (z. B. Elektroschrott). In der 
Produktion bieten digitalisierte, im Sinne von Industrie 4.0 
koordinierte Fertigungsprozesse Potenziale für höhere 
 Ressourceneffizienz. Digitale Plattformen könnten eine enge 
Verknüpfung der Stoffströme zwischen Unternehmen ermög-
lichen. Die globalen Nachhaltigkeitsimplikationen und der 
Beitrag zur Kreislaufwirtschaft sind  ambivalent zu bewerten 
und verlangen vertiefte Analysen.
Neue Ansätze des nachhaltigen Wirtschaftens
Digitale Technologien ermöglichen neue, kollektiv organi-
sierte und gemeinwohlorientierte Wirtschaftsformen. Dazu 
zählen neue Geschäftsmodelle (nachhaltiges digitales Unter-
nehmertum bzw. grüne digitale Startups) und Unternehmens-
formen (Plattformkooperativen), alternative Produktionsfor-
men (Prosumer, Commons-based Peer Production) sowie par-
tizipative Wertschöpfung (Sharing-Ökonomie). Verbundene 
Potenziale zu heben, erfordert passende rechtliche Rahmen-
bedingungen, wie auch entsprechende Wirtschaftsförderung 
und den Aufbau von Infrastrukturen.
Nachhaltiges Konsumverhalten
Der Einsatz digitaler Technologien kann Konsument *innen 
dabei unterstützen, auf nachhaltige Weise zu konsumieren 
(z. B. durch suffiziente und ressourcenschonende Nutzung, 
Wiederverwenden, Reparieren und Teilen). Der Fokus liegt 
auf Entscheidungen der Konsument*innen über Art, Menge 
und Nutzung der Produkte. Es werden nachhaltigkeitsrele-
vante Formen „digitalisierten Konsums“ vorgestellt und Her-
ausforderungen und Potenziale des digitalisierten Konsums 
für die Erhaltung natürlicher Lebensgrundlagen aufgezeigt. 
Onlinehandel
Onlinehandel nimmt rasant zu. Negativen Umwelteffekten 
durch Lieferdienste, Verpackungsmüll oder Retouren stehen 
positive Effekte durch reduzierte Privatfahrten oder optimier-
te Logistik gegenüber. Der Großteil des Umsatzes im Online-
handel konzentriert sich derzeit auf wenige Unternehmen, 
die den stationären Handel verdrängen. Die Möglichkeiten 
sinken, die Einhaltung von Umwelt- und Sozialstandards am 
Herkunftsort zu kontrollieren. Kommunen und Städte sollten 
Strategien entwickeln, um auf die Verdrängung des stationä-
ren Einzelhandels zu reagieren. 
Elektroschrott in einer Kreislaufwirtschaft 
Digitalisierung ist ein Treiber für Ressourcenextraktion und 
schnell wachsende Mengen von Elektroschrott und toxischem 
Abfall. Um diesen Trend umzukehren, müssen Ziele der Kreis-
laufwirtschaft wie Ressourcenschonung, Langlebigkeit, Repa-
raturfreundlichkeit und Recycling bereits in Geschäftsmodel-
le und Produktdesigns integriert werden. Klare  Regulierung 
und Anreizsetzung, gesellschaftliche Verankerung sowie eine 
Forschungsoffensive sind Hebel, um Potenziale zu heben, die 
digitale Technik entlang des gesamten Produkt lebenszyklus 
bietet.
Digitalisierung für Klimaschutz und Energiewende
Digitale Lösungen unterstützen die Integration fluktuierender 
erneuerbarer Energien in die Energiesysteme und können den 
Zugang zu moderner Energie in netzfernen Regionen beför-
dern. Problematisch können direkt und indirekt durch die 
Digitalisierung ausgelöste Steigerungen der Energienachfrage 
sein. Langfristige Ziele müssen klar und verlässlich gesetzt 
werden, um Investitionen und Innovationen für den Klima-
schutz zu nutzen. Die Sicherheit der zunehmend komplexen 
Energiesysteme sowie der Datenschutz sollten von Anfang an 
mitbedacht werden. 
Smart City und nachhaltige Stadtentwicklung 
Nachhaltige Stadtentwicklung unter dem Einsatz digitaler 
Technologien setzt voraus, dass Kommunen und Stadtgesell-
schaften ihre Gestaltungshoheit gegenüber der Digitalwirt-
schaft bewahren und eine eigene Technologiesouveränität 
aufbauen. Eine wachsende Zahl von Städten investiert aktiv 
in dezentrale digitale urbane Plattformen, offene Architek-
turen und Gemeinwohlorientierung. Setzt sich dieser Trend 
durch, besteht berechtigte Hoffnung, dass der digitale Wan-
del für eine inklusive, nachhaltige Stadtentwicklung genutzt 
werden kann. 
Urbane Mobilität 
Digital gestützte Innovationen im Verkehrsbereich werden 
derzeit in vielen Städten erprobt und lassen disruptive Verän-
derungen erahnen. Offen sind vielfach der Umgang mit Daten 
sowie Fragen der Haftung. Die Lösung zentraler  Probleme 
urbaner Verkehrssysteme (z. B. hohe CO2- und Luftschad-
stoffemissionen, Flächenverbrauch, Lärmbelastung, steigen-
de Fahrt- und Transportzeiten sowie Unfallrisiken) ist aber 
keine rein technologische Frage, sondern wird sich an der 
passenden Einbettung digitaler Lösungen in übergreifende 
Konzepte nachhaltiger urbaner Mobilität entscheiden. 
Präzisionslandwirtschaft
Landnutzung ist ein zentrales Nachhaltigkeitsthema für 
Ernährungssicherung und Naturschutz. Die Digitalisierung 
darf nicht die Trends in der industriellen Landwirtschaft ver-
stärken. Sie sollte dafür eingesetzt werden, dass Umweltschä-
den durch Düngemittel- und Pestizideinträge sinken sowie 
die Diversität von Anbauformen und Landschaftsgestaltung 
gefördert wird. Vertrauenswürdige Datensysteme, der Fokus 
auf Datenhoheit sowie Open Data und Open Source können 
helfen, zunehmenden Kontrollverlust sowie Abhängigkeit der 
Landwirt*innen von Agrarunternehmen zu verhindern.
Landwirtschaft in Entwicklungsländern 
Kleinbauern und -bäuerinnen bewirtschaften den größten 
Teil der weltweiten Agrarflächen. Präzisionslandwirtschaft 
ist sehr kapitalintensiv und daher für die kleinbäuerliche 
Landwirtschaft in  Entwicklungsländern weniger geeignet. 
Dennoch kann die Digitalisierung über verbesserten Zugang 
zu Informationen, Beratung und Bildung eine Steigerung der 
Effizienz, der  Produktivität und der Nachhaltigkeit von Klein-
betrieben ermöglichen. Der Zugang zu Mobilkommunikation 
und die Organisation der Kleinbetriebe in Genossenschaften 
spielen dabei eine zentrale Rolle. 
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Monitoring biologischer Vielfalt 
Die Digitalisierung verändert den Naturschutz auf fundamen-
tale und transformative Weise. Digital gestütztes Monitoring 
von Ökosystemen kann die Treiber der Biodiversitätskrise nicht 
direkt beeinflussen, aber es ist eine Quelle wertvollen Wis-
sens und eröffnet neue Möglichkeiten bei der Überwachung 
von Managementregeln und Verboten, die eine Übernutzung 
biologischer Ressourcen verhindern sollen. Die Vision eines 
globalen Systems für das Monitoring biologischer Vielfalt mit 
teilautomatisierten Bestandsaufnahmen von Arten und Öko-
systemleistungen wird realistischer. 
Kollektives Weltbewusstsein 
Erdsystembewahrendes Handeln einzelner Menschen kann 
durch entsprechendes Problembewusstsein sowie kon-
kretes Handlungswissen motiviert werden. Neue digita-
le  Möglichkeiten, etwa Interaktivität, Gaming, virtuelles 
Naturerleben oder bürgerwissenschaftliche Projekte ( Citizen 
 Science) bieten neue Chancen zur Umweltbewusstseins-
bildung. Perspektivisch erwächst daraus eine neue Bereit-
schaft zu globaler Kooperation und einem starken Weltbür-
gerbewusstsein.
Öffentlicher Diskurs 
Digitale Technologien verändern wie wir kommunizieren, 
wie wir gesellschaftliche Debatten wahrnehmen und wie 
wir daran teilnehmen können. Neue Partizipationsformen, 
algorithmische Vorstrukturierung von Medieninhalten, die 
Nutzung sozialer Medien und neue Formen der Redaktion 
von Inhalten restrukturieren den öffentlichen Diskurs. Neue 
Kompetenzen sowie adäquate rechtliche und institutionelle 
Rahmenbedingungen sind notwendig, damit auch langfristig 
die Fundamente demokratischer Meinungsbildung und jour-
nalistischer Qualität erhalten werden können.
Scoring 
Scoring-Verfahren bilden menschliches Verhalten durch 
einen Zahlenwert ab. Sie werden in immer mehr gesellschaft-
lichen Kernbereichen (z. B. Gesundheitsversorgung, Straf-
verfolgung) als Entscheidungsgrundlage eingesetzt, oft ohne 
Wissen der Betroffenen. Potenziale für eine objektivere Ent-
scheidungsfindung werden durch mangelnde Transparenz 
über Einsatzgebiete, Methoden und Daten sowie fehlender 
Aufsicht unterwandert. Individuen sollten ein Recht auf 
rationale Entscheidungsbegründung erhalten. Wie Scoring 
gesellschaftliche Normen und moralische Standards beein-
flusst, sollte ein zentrales Forschungsthema sein.
Zukunftsbildung
Die Digitalisierung wird bisher bei Bildungsangeboten nicht 
systematisch einbezogen. Die geplanten Förderungen von 
Digitalkompetenzen und Infrastruktur (z. B. im DigitalPakt 
Schule) erscheinen notwendig, aber nicht hinreichend. Das 
Zusammendenken von Digitalisierung und Nachhaltigkeit 
erfordert vielfältige Initiativen im Kontext Bildung. Der 
WBGU zeigt, wie Bildung im Sinne einer „Zukunftsbildung“ 
gestaltet werden könnte, welche Risiken kompensiert werden 
sollten (etwa sog. „Fake News“) und wo Potenziale für solida-
rische Lebensqualität gehoben werden können.
Öffentlich-rechtliche IKT 
Informations- und Kommunikationstechnologien (IKT) haben 
gesellschaftlich stark an Bedeutung gewonnen und beein-
flussen zunehmend das Leben der Bürger*innen. Der öffent-
lichen Hand kommt eine Verantwortung für den Betrieb und 
die Inhalte einer öffentlich-rechtlichen IKT zu. Diese ist eine 
wichtige Voraussetzung für gleichberechtigte Teilhabe am 
gesellschaftlichen Leben, für die Bereitstellung von und den 
Zugang zu digitalen Gemeingütern und auch Standort faktor 
für Innovation, Wettbewerb, Beschäftigung und  nachhaltiges 
Wirtschaftswachstum. 
Digitale Technik als Gender-Bender? 
Geschlechtergerechtigkeit ist trotz wachsender politischer 
Aufmerksamkeit in keinem Land der Welt erreicht. Bestehen-
de Genderungleichheiten und Stereotypen werden in sozio-
technischen Systemen wie dem Internet reproduziert, was zu 
neuer Benachteiligung führen kann. Gleichstellungsmaßnah-
men, auch jenseits des zweigeschlechtlichen Verständnisses, 
sind weiterhin notwendig. Emanzipatorisches Potenzial bietet 
digitale Technik durch Informationszugang und Vernetzung, 
Aufdeckung von Diskriminierung und  Sensibilisierung in 
digitalen Experimentierräumen.
Selbstvermessung des Körpers
Angebote zur digitalen Selbstvermessung stellen Menschen 
Informationen über ihren eigenen Körper bereit und bieten 
den Vergleich zu anderen. Der WBGU zeigt daran beispielhaft 
die Implikationen der Digitalisierung des Gesundheitswesens 
sowie der allseitigen Datenerhebung und -verfügbarkeit. Der 
potenziell besseren Informationsbasis für Nutzer*innen ste-
hen starke Qualitätsdefizite mit Blick auf Datenschutz, -quali-
tät, -erhebung und -verarbeitung gegenüber. Zudem könnten 
Privatsphäre, persönliche Freiheit und Selbstbestimmung der 
Nutzer*innen eingeschränkt werden.
Internationale Arbeitsteilung
Der fortschreitende digitale Strukturwandel in der interna-
tionalen Arbeitsteilung wird zu einer Neujustierung der Rolle 
von Entwicklungs- und Schwellenländern führen. Eindeutige 
Schlussfolgerungen zur Wirkung der Digitalisierung auf die 
internationale Organisation von Wertschöpfungsketten sind 
derzeit nur eingeschränkt möglich. Hohen potenziellen Ver-
lusten von Arbeitsplätzen durch digital gestützte Automati-
sierung und Prozesse der Rückverlagerung von Produktion 
stehen neue Zugänge zu Märkten vor allem durch digitale 
Plattformen gegenüber.
Arbeitswelten der Zukunft
Arbeitsmärkte werden durch Digitalisierung und Nachhaltig-
keitstransformation tiefgreifend umgestaltet. Beschäftigungen 
werden dem Menschen auch in Zukunft erhalten bleiben. Offen 
ist, wie diese gesellschaftlich eingebettet und organisiert wer-
den können, damit die Funktionen von Erwerbsarbeit heute – 
Sicherung von Lebensunterhalt und gesellschaftlicher Teilhabe 
sowie Grundlage von Selbstwertgefühl – in Zukunft gewähr-
leistet werden. Digitaler Wandel und Nachhaltigkeitstransfor-
mation bieten aber Chancen, neue Leitbilder für nachhaltigere 
Arbeitswelten zu entwickeln und zu etablieren.
Digitale Gemeingüter 
In Anlehnung an Gemeingüter im Allgemeinen sind digitale 
Gemeingüter Daten, Informationen, Bildungs- und Wissens-
artefakte im Gemeinwohlinteresse, die öffentlich und 
barriere frei zur Verfügung stehen. Sie sind vor ausgrenzender 
Inanspruchnahme zur Profitmaximierung und vor  Missbrauch 
zu schützen. Dazu sind sowohl organisatorische, regulatori-
sche als auch finanzielle Weichenstellungen wie Bereitstel-





tiert nicht nur konkretes Material für Handlungs- und 
Forschungsempfehlungen, sondern sie sind auch eine 
der wesentlichen Quellen, aus denen sich die Perspek-
tive auf das Themenfeld insgesamt und die Botschaften 
des WBGU speisen.
Zukunftsentwürfe und Visionen zu Digitalisierung 
und Nachhaltigkeit 
Das Kapitel 6 „Zukunftsentwürfe und Visionen zu Digi-
talisierung und Nachhaltigkeit“ veranschaulicht in 
knapper, narrativer Form verschiedene Diskurs- und 
Möglichkeitsräume. Das Kapitel fügt ausgewählte Ele-
mente aus wissenschaftlichen und populärwissen-
schaftlichen Quellen zu utopischen bzw. dystopischen 
Erzählungen zusammen, die bereits heute angelegte 
Veränderungstrends in die Zukunft fortschreiben und 
illustrativ greifbar machen. Utopische und dystopische 
Aspekte sind jedoch nicht immer trennscharf, und die 
Einordnung unterliegt subjektiver Einschätzung und 
kulturellen Präferenzen. Die dystopischen Visionen 
verdeutlichen aber mögliche Grenzüberschreitungen, 
etwa die autoritäre Totalüberwachung der Menschen 
durch digital aufgerüstete staatliche Institutionen. 
Diese müssen heute schon antizipiert werden, um die 
Gefährdung von Nachhaltigkeitszielen frühzeitig im 
Ansatz erkennen sowie einhegen zu können. 
Synthese 
In Kapitel 7 „Synthese“ wird der Zusammenhang zwi-
schen digitalem Wandel und der Transformation zur 
Nachhaltigkeit mit seinen fundamentalen Fragen in die 
Zukunft entwickelt. Es werden folgende drei „Dynami-
ken des Digitalen Zeitalters“ vorgestellt, die unter-
schiedliche, aber akute Handlungsbedarfe anschaulich 
machen (Abb. 2):
 > Erste Dynamik: „Digitalisierung für Nachhaltigkeit“ 
– Digitalisierung nutzen, um das Erdsystem zu schüt-
zen und soziale Kohäsion zu sichern: Hier steht die 
Agenda 2030 mit den SDGs im Zentrum. Dabei geht 
es darum, dass die Digitalisierung einerseits wert-
volle Beiträge leistet, um globale Umwelt- und Ent-
wicklungsprobleme besser und schneller zu lösen. 
Andererseits kann Digitalisierung aber auch beste-
hende Nachhaltigkeitsprobleme massiv verstärken 
und ohne Gegensteuerung zu schweren gesellschaft-
lichen Verwerfungen führen. 
 > Zweite Dynamik: „Nachhaltige digitalisierte Gesell-
schaften“ – einen neuen Humanismus verwirklichen 
und digitalen Totalitarismus verhindern: Hier geht es 
um den Umgang mit den fundamentalen gesell-
schaftlichen Umbrüchen, die durch den digitalen 
Wandel ausgelöst werden. Auch hier zeigen sich 
positive und negative Entwicklungsmöglichkeiten 
mit entsprechenden Gestaltungsherausforderungen. 
Im positiven Fall gibt dies Hoffnung, dass die Digita-
lisierung uns einer humanistischen Vision für eine 
nachhaltige Weltgesellschaft des Digitalen Zeitalters 
näher bringt. Sie birgt aber im negativen Fall das 
Risiko, dass ausgehöhlte Demokratien und digital 
ermächtigte Autokratien die vorherigen Nachhaltig-
keitserrungenschaften wieder zunichte machen.
 > Dritte Dynamik: „Die Zukunft des Homo sapiens – 
Diskurse zu Grenzziehungen“: In dieser Dynamik 
geht es um die fundamentalste aller Nachhaltigkeits-
fragen: die Zukunftsfähigkeit und Identität des 
Menschen selbst, eingebettet in die Gesellschaft 
sowie in die durch ihn umgestaltete Umwelt. Hier 
stellt der WBGU futuristisch anmutende, aber bereits 
heute sehr aktuelle Fragen. 
Die zentrale Herausforderung für die Weltgemeinschaft 
besteht darin, eine gemeinsame Vorstellung für eine 
nachhaltige digital unterstützte Zukunft zu entwickeln. 
Global Governance
In Kapitel 8 „Global Governance für die globale Trans-
formation zur Nachhaltigkeit im Digitalen Zeitalter“ 
werden erste Vorschläge unterbreitet, wie sich die 
Weltgemeinschaft auf gemeinsame Leitkonzepte, Prin-
zipien, regulatorische und institutionelle Rahmenbe-
dingungen sowie ethisch begründete Grenzen verstän-
digen kann. Der EU kommt dabei eine besondere Rolle 
zu: zum einen bei der Entwicklung eines eigenen nach-
haltigen digital unterstützten Zukunftsmodells, das sich 
von den existierenden Modellen in China und den USA 
unterscheidet, und zum anderen als Akteur auf der 
internationalen Ebene, der auf ein geteiltes Verständnis 
im multilateralen Verbund hinarbeitet. Der WBGU 
nimmt eine erste tentative Einschätzung von Nachhal-
tigkeitswirkungen und -potenzialen digitaler Techno-
logien entlang der SDGs vor, regt eine Weiterentwick-
lung des bestehenden Nachhaltigkeitsverständnisses 
an und legt als Anstoß für globale Prozesse eine Charta 
für „Unsere gemeinsame digitale Zukunft“ vor. 
Das Gutachten schließt mit Kapitel 9 „Handlungs-
empfehlungen“ und Kapitel 10 „Forschungsempfehlun-
gen“ ab, die im Folgenden zusammengefasst werden.
Handlungsempfehlungen
Das Digitale Zeitalter bringt neue Herausforderungen 
für den Schutz der Grund- und Menschenrechte mit 
sich. Im Digitalen verändern sich die Schutzräume und 
Ausübungsmöglichkeiten dieser Rechte, so dass hier 
neue Vergewisserungen erforderlich sind. Die Men-
schenwürde ist dabei der zentrale unveränderliche 
Referenzpunkt. Die Unantastbarkeit der Menschen-
würde dient in diesem Gutachten explizit als Orientie-
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rungshilfe für die nachhaltige Gestaltung der Digitali-
sierung. Eng damit verknüpft ist die Sicherstellung der 
Gemeinwohlorientierung und die Einbettung der 
 digitalen Revolution in eine Strategie nachhaltiger Ent-
wicklung. Dafür sind geeignete Rahmensetzungen und 
Grenzziehungen notwendig. Ohne aktive Gestaltung 
birgt der globale digitale Wandel zudem das Risiko, die 
Gefährdung der natürlichen Lebensgrundlagen der 
Menschheit weiter zu verstärken. In seinem Impuls-
papier „Digitalisierung: Worüber wir jetzt reden müs-
sen“ hat der WBGU (2018a) Fragenkomplexe formu-
liert, die in den folgenden Handlungsempfehlungen 
wieder aufgegriffen werden.
Erhaltung der natürlichen Lebensgrundlagen
Derzeit verstetigt die Digitalisie-
rung bestehende Trends zu stei-
genden Emissionen, steigenden 
Ressourcenverbräuchen, Über-
nutzung von Böden und Zer-
störung von Ökosystemen und 
führt zur Produktion von immer 
mehr Elektroschrott. Die notwendige Trendwende in 
Richtung einer vollständigen Entkopplung der Digitali-
sierung von Emissionen und Belastung von Ökosystemen 
zeichnet sich nicht ab, obwohl zahlreiche internationale 
Abkommen bereits Ziele zur Erhaltung der natürlichen 
Lebensgrundlagen formulieren. Diese müssen konse-
quent mit konkreten Politiken und  Instrumenten auf 
nationaler Ebene und darüber hinaus unterlegt werden. 
Der WBGU empfiehlt: 
 > Digitalisierung zur umfassenden Bepreisung von 
Umweltgütern nutzen: Die vielfältigen Potenziale der 
Digitalisierung zum Monitoring sollten genutzt wer-
den, um Ressourcenverbrauch und Schädigungen 
natürlicher Lebensgrundlagen umfassend durch 
 Steuern und Abgaben zu erfassen, eine Entkopplung 
wirtschaftlicher Entwicklung von Umweltschäden zu 
erreichen sowie zugleich unerwünschte Rebound- 
Effekte von Umweltpolitiken zu vermeiden.
 > Digitalisierung für Dekarbonisierung und Klimaschutz 
im Energiesektor einsetzen: Potenziale  digitaler 
 Technologien sollten für den Umstieg auf erneuerbare 
Energiesysteme genutzt werden.  Energie- und 
 Ressourceneffizienz sollten als explizite Innovations-
ziele für digitale Technologien und Anwendungen 
etabliert werden.
 > Kreislaufwirtschaft, Ressourcennutzung und toxische 
Stoffe: Im Sinne der Kreislaufwirtschaft sollte voraus-
schauendes Produktdesign von Elektrogeräten Lang-
lebigkeit und Reparaturfreundlichkeit  einbeziehen 
sowie umwelt- und gesundheitsschädigende Ressour-
cennutzung vermeiden.  Elektroschrott sollte effektiv 
recycelt und der illegale Export  unterbunden werden. 
 > Nachhaltige Landnutzung und Schutz von Ökosyste-
men sicherstellen: In der Landwirtschaft sollte Digi-
talisierung eingesetzt werden, um u. a. den Einsatz 
von Düngemitteln und Pestiziden zu verringern 
sowie um Anbauformen und Landschaftsgestaltung 
zu diversifizieren. Digital unterstütztes Monitoring 
hilft beim Schutz von Ökosystemen. 
 > Welt(umwelt)bewusstsein und nachhaltigen Konsum 
durch Digitalisierung unterstützen: Digitale Informa-
tionspflichten zu externen Effekten von Produkten 
und Dienstleistungen sollten eingeführt und leicht 
zugänglich gemacht werden (z. B. über Footprints). 
Gemeinwohlorientierte Plattformen mit Nachhaltig-
keitsfokus sollten gefördert und die mit virtuellen 
Räumen und weltweiten Kommunikationsnetzwer-
ken verbundenen Chancen genutzt werden, um 
transnationale Vernetzungen voranzubringen. Uni-
versitäten und Kommunen könnten Experimentier-
räume schaffen, um in virtuellen Räumen Weltum-
weltbewusstsein erfahrbar zu machen.
 > Unternehmen aktiv in die Gestaltung einer digitali-
sierten nachhaltigen Zukunftswirtschaft einbinden: Es 
sollten Anreize zur Transparenz der Wertschöpfungs-
ketten geschaffen werden (wie z. B. Zertifikate und 
Produktlabels). Die öffentliche Beschaffung sollte 
entsprechend an Nachhaltigkeitszielen ausgerichtet 
werden.
Armutsbekämpfung und inklusive Entwicklung
Die Nutzung digitaler 
 Technologien für Armutsbe-
kämpfung und inklusive Ent-
wicklung kann nur gelingen, 
wenn die dafür notwendige 
analoge Grundlage vorhanden 
ist und der Technologieeinsatz 
in eine Strategie für eine digita-
lisierte Nachhaltigkeitsgesellschaft integriert wird. 
Digitalisierung beeinflusst die Umsetzung aller 17 
SDGs. Sie sollte daher zu einer Querschnittsaufgabe der 
Entwicklungspolitik werden, was voraussetzt, dass ent-
sprechende Kompetenzen aufgebaut werden. Insbe-
sondere sollten die digitalen Möglichkeiten für Res-
sourcen- und Klimaschutz umfassend genutzt werden. 
In der Zusammenarbeit mit Schwellenländern sollte es 
stärker um Dialog, Wissenschaftskooperation und Glo-
bal Governance gehen. Vor diesem Hintergrund setzt 
der WBGU beispielhaft Schwerpunkte bei den Themen 
Infrastrukturen und Bildung, Stadtentwicklung und 




in der Entwicklungszusammenarbeit. Der WBGU 
 empfiehlt:
 > Analoge Basis wie Infrastrukturen und Bildung 
 stärken: Die Nutzung digitaler Technologien zur 
Armutsbekämpfung bedarf zunächst der Überwin-
dung der digitalen Kluft durch den Ausbau von 
 In frastrukturen, der Schaffung bezahlbarer Zugänge 
sowie der Förderung digitaler Kompetenzen.
 > Entwicklungszusammenarbeit durch Digitalisierung 
verbessern: Potenziell können mit der Integration 
datenbasierter Anwendungen in die Entwicklungs-
zusammenarbeit neue Lösungsansätze entwickelt 
werden. Beispiele sind die Koordination humanitärer 
Hilfe nach einem Seuchenausbruch, die Kontrolle von 
Fangquoten in der Fischereiwirtschaft oder Monito-
ring-Systeme zur Messung von Entwicklungsfort-
schritten. 
 > Digitalisierung der Städte an Nachhaltigkeitskriterien 
ausrichten und inklusiv gestalten: Damit die Nutzung 
digitaler Technologien in der Stadtentwicklung im 
Interesse des Gemeinwohls gelingt, müssen Kommu-
nen und Stadtgesellschaften Gestaltungshoheit 
bewahren, Technologiesouveränität entwickeln und 
sich zu kooperativen Plattformanbietern entwickeln.
 > Nutzung digitaler Technologien in Strategien nach-
haltiger und inklusiver Mobilität einbetten: Städte 
sollten Leitbilder einer digital unterstützen, nach-
haltigen urbanen Mobilität entwickeln, die Gesund-
heit und Lebensqualität ins Zentrum stellen. Digitale 
Lösungen sollten genutzt werden um individuellen 
motorisierten Verkehr zu vermeiden, den Zugang zu 
perspektivisch emissionsfreier öffentlicher Mobili-
tät zu verbessern und den Rad- und Fußverkehr 
 sicherer zu machen.
Arbeit der Zukunft und Abbau von Ungleichheit
Arbeitsmärkte und Erwerbsar-
beit wie auch die internatio-
nale Arbeitsteilung in ihrer 
heutigen Form verändern sich 
derzeit tiefgreifend. Beschäfti-
gung wird den Menschen 
jedoch auch in Zukunft erhal-
ten bleiben. Die gemeinsame 
Betrachtung des digitalen Wandels und der Transforma-
tion zur Nachhaltigkeit bietet Chancen, Leitbilder für 
eine nachhaltige Arbeit der Zukunft zu etablieren. Der 
WBGU empfiehlt:
 > Steuer- und Abgabensystemen reformieren: Steuer- 
und Abgabensysteme sollten als zentrale Hebel zur 
Gestaltung beider Prozesse gesellschaftlichen Wan-
dels genutzt werden. Steuerliche Belastungen von 
Arbeitseinkommen können im Rahmen einer umfas-
senden sozial-ökologischen Steuerreform unter 
Beibehaltung staatlicher Finanzierungsspielräume 
reduziert werden, wenn Umweltgüter konsequent 
bepreist werden.
 > Sicherung und Förderung sozialer Standards für 
Arbeitsschutz: Anknüpfend an den globalen Dialog-
prozess der internationalen Arbeitsorganisation 
„The Future of Work We Want“ sollte eine interna-
tionale Initiative forciert werden, um Verständigung 
über (Mindest)Standards für Arbeitsschutz und 
soziale Absicherung zu erzielen sowie auch für Men-
schen in digitalen Beschäftigungsverhältnissen eine 
geeignete Interessenvertretung zu verhandeln.
 > Neue Mechanismen der Verteilung entwickeln: Neue 
Verteilungs- und alternative Beteiligungskonzepte 
wie ein (bedingungsloses) Grundeinkommen oder 
eine direktere Beteiligung an Unternehmensge-
winnen sollten umfassend auf ihre individuellen und 
gesellschaftlichen Anreizwirkungen hin überprüft 
werden. Dazu sollte interdisziplinär gearbeitet und 
auch die systemischen Implikationen, wie etwa not-
wendige Reformschritte zur Finanzierung derartiger 
Mechanismen, berücksichtigt werden.
 > Erweiterten Arbeitsbegriff und neue Leitbilder 
 etablieren: Bewusst aufgewertet werden sollten 
Tätigkeiten und Fähigkeiten, die zum Erhalt der 
natürlichen Lebensgrundlagen beitragen (z. B. 
ehrenamtliche Arbeit) oder ein besseres Miteinan-
der ermöglichen, indem sie Eigenart sowie gesell-
schaftliche Teilhabe (Abb. 1) fördern. Dazu können 
zeitliche oder finanzielle Freiräume und Anreize 
geschaffen werden, oder diese Tätigkeiten in formale 
Arbeitsmärkte integriert werden. 
 > Internationale Arbeitsteilung – Technologietransfer 
vorantreiben: Fortschreitender Strukturwandel wird 
zu einer Neujustierung der Rolle von Entwicklungs- 
und Schwellenländern führen. Zum Erhalt von 
Arbeitsplätzen in Entwicklungs- und Schwellenlän-
dern sollte gezielt Technologietransfer betrieben 
werden.
Zukunftsbildung 
Bildung versetzt Menschen in 
die Lage, produktive Tätigkeiten 
auszuführen und gesellschaft-
liche Innovationen und Trans-
formationen denken wie umset-
zen zu können. Dafür müssen 
Bildungsinhalte und -formate 
zu den zentralen gesellschaft-
lichen Herausforderungen passen und  digi tale Mündig-
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keit befördern. Außerdem sind die gerechte Teilhabe an 
hochwertiger formaler Bildung sowie die Eröffnung von 
Bildungsangeboten in  Sektoren und Orten mit intensiven 
Veränderungsprozessen zentral. Die Nutzung digitaler 
Möglichkeiten kann Zugang und Vermittlung signifikant 
verbessern, gleichzeitig bleiben direkte Erfahrungen 
unersetzlich. Der WBGU empfiehlt: 
 > Bildungspakt für Zeiten tiefer Umbrüche und digitaler 
Durchdringung von Gesellschaften aufsetzen: Ein 
neuer Bildungspakt für das 21. Jahrhundert sollte 
die umfassenden inhaltlichen Dimensionen und per-
sönlichen Kompetenzkonzepte aus der Bildung für 
nachhaltige Entwicklung und Global Citizenship mit 
Onlinemedienbildung, digitaler Intelligenz und Tech-
nikverständnis zusammenführen. Dies bedient glei-
chermaßen Kompetenzforderungen wie sie für digi-
taler, agiler und komplexer werdende Arbeitsumfel-
der formuliert werden.
 > Bildung als Zukunftsinvestition ernst nehmen: Durch 
die Nationale Plattform und die Fachforen des Welt-
aktionsprogramms sind Strukturen etabliert worden, 
in denen eine Ausweitung des inhaltlichen Kanons 
sowie strategischer Maßnahmen und Projekte ver-
handelt werden kann. Notwendige Qualifizierungs-
maßnahmen und Investitionen sollten nun in enger 
Zusammenarbeit mit Vorreitern aus der Praxis defi-
niert und in einer Roadmap über z. B. 10 Jahre fest-
geschrieben werden. Dafür müssen deutlich mehr 
Mittel als im „DigitalPakt Schule“ mobilisiert und 
durch entsprechende Evaluationsformate eine 
Ambitionsspirale nach oben gewährleistet werden.
 > Weiterführung Weltaktionsprogramm Bildung für 
nachhaltige Entwicklung prominent unterstützen: 
Nach dem Review des SDG 4 „Inklusive, gleichbe-
rechtigte und hochwertige Bildung gewährleisten 
und Möglichkeiten lebenslangen Lernens für alle 
fördern“ im High Level Political Forum 2019 sollten 
auch in der internationalen Zusammenarbeit nach 
dem Monitoring die Umsetzungsbarrieren in den 
Mittelpunkt gestellt und eine institutionelle wie 
finanzielle Verstärkung für die Erreichung der Ziele 
angestrebt werden. 
 > Zukunftsorientierung in Entscheidungsprozessen 
stärken: Gesellschaftliche Verständigung über plau-
sible, mögliche und wünschenswerte Zukünfte und 
deren politische wie technologische Gestaltung 
braucht einen reflektierten Umgang mit Trends und 
Herausforderungen. Antizipation und „Futures 
 Literacy“ sollten als neues Forschung- und Bildungs-
thema gezielt gefördert und in existierenden Gre-
mien gestärkt oder entsprechende Zukunftsgremien 
geschaffen werden.
Big Data und Privatsphäre
Sowohl die Potenziale für eine 
gemeinwohlorientierte Nutzung 
von Daten als auch die techni-
schen Voraussetzungen für eine 
totalitäre Diktatur sind im Zeit-
alter von Big Data auf historisch 
wohl größtem Niveau. Um die 
Basis freier, demokratischer, 
friedlicher und langfristig souveräner Gesellschaften 
dauerhaft zu verteidigen und zu bewahren ist es unab-
dingbar, Datenschutz, Manipulationsfreiheit und infor-
mationelle Selbstbestimmung sowohl national als auch 
global zu befördern. Der WBGU empfiehlt:
 > Nachhaltigkeit bei der Datennutzung stärker in den 
Fokus rücken: Bei der Formulierung nationaler Stra-
tegien oder Unternehmensstrategien, die den Umgang 
mit Daten betreffen, sollten Nachhaltigkeitsaspekte 
konsequent mitberücksichtigt werden.
 > „United Nations Privacy Convention“ aushandeln: 
Für das weltweite Menschenrecht auf Privatsphäre 
(Art. 12 der Allgemeinen Erklärung der Menschen-
rechte; Art. 17 des Internationalen Pakts über bür-
gerliche und politische Rechte) sollte eine „United 
Nations Privacy Convention“ ausgehandelt werden. 
Wirksamer Privatsphärenschutz sollte als Quer-
schnittsthema in allen Bereichen verankert werden.
 > Individuelle Privatheit und digitale Öffentlichkeit nach-
haltig schützen – digitalen Totalitarismus verhindern: 
Demokratisch nicht kontrollierte (Massen)überwa-
chung sollte abgelehnt werden, da sie die Grundlagen 
der Demokratie bedroht. Datenschutz und Datensi-
cherheit sollten technisch und organisatorisch 
gewährleistet werden, zum Beispiel durch strikte 
Umsetzung von Datensicherheit und Datenschutz by 
design und by default.
 > Digitalen Strukturwandel der Öffentlichkeit gemein-
wohlorientiert und innovativ gestalten: Informatio-
nelle Selbstbestimmung sollte für die gesamte 
Gesellschaft gewährleistet werden. Darüber hinaus 
ist eine breitere europäische bis globale Öffentlich-
keit im Dienste des Gemeinwohls zu stärken. 
Fragilität und Autonomie technischer Systeme
Digitale Technologien überneh-
men zunehmend komplexe 
Kontroll- und Steuerungsauf-
gaben, von deren Verlässlich-
keit Gesellschaften und Indivi-
duen abhängig sind. Es ist daher 




Sicherheit der Systeme gegenüber kriminellen Tätigkei-
ten, Manipulation und  Spionage, aber auch organisato-
rischen und technischen Mängeln und Ausfällen in den 
Fokus zu nehmen. Eine Übertragung von Entscheidun-
gen auf automatisierte Systeme in gesellschaftlichen 
Kernbereichen sollte nur methodisch und demokratisch 
abgesichert erfolgen und den Betroffenen gegenüber 
nachvollziehbar sein. Der WBGU empfiehlt: 
 > Sicherheit der Digitalisierung als Voraussetzung für die 
Transformation zur Nachhaltigkeit: Grundsätzlich soll-
ten bereits bei der Entwicklung von Software- und 
Hardware-Sicherheitsanforderungen mitbedacht 
 werden (Security by Design). Es sollte ein  europäisches 
Register für technische Systeme sowie deren Ausfälle 
und Schäden entwickelt werden.
 > Big Data und algorithmische Entscheidungen – 
 einklagbare Rechte schaffen: Intransparenz und 
methodische Schwächen können zu verzerrten algo-
rithmischen Entscheidungen führen. Daher sind 
Nachvollziehbarkeit der Entscheidungsunterstüt-
zung und -findung auch dann nötig, wenn eine Ent-
scheidung nur in Teilen automatisiert ist. Um die 
Durchsetzbarkeit zu erhöhen, sollten derartige Ent-
scheidungen durch Betroffene gerichtlich überprüf-
bar sein. 
 > Algorithmische Entscheidungsfindung regulieren: Es 
braucht mehr Transparenz über Verfahren, eine zivil-
gesellschaftliche Beteiligung, eine Verbesserung der 
Aufklärung von Betroffenen und staatliche Aufsicht 
im Rahmen algorithmischer Entscheidungsfindung. 
Informations- und Kennzeichnungspflichten für Ent-
scheidungsverantwortliche, eine präventive Kontrolle 
durch Erlaubnisvorbehalt für technische Systeme in 
kritischen Anwendungsbereichen und Haftungs-
regeln sollten diskutiert und etabliert  werden.
Ökonomische und politische 
Machtverschiebungen
Digitale Technologien verschie-
ben Macht und Einfluss zwi-
schen Staaten, Unternehmen 
und Bürger*innen. Dabei wir-
ken starke Netzwerk- und 
 Skaleneffekte, die dazu führen, 
dass die Digitalisierung heute 
maßgeblich durch einige 
wenige, zumeist privatwirtschaftliche Akteure gestaltet 
wird. Auch einzelne Staaten nutzen die digitale Technik 
bereits intensiv zur Steigerung ihrer staatlichen Macht. 
Die Digitalisierung wird nur dann bestehende soziale 
Ungleichheiten nicht verschärfen, wenn alle Menschen 
gleichermaßen die Chance bekommen, an ihren 
 Potenzialen teilzuhaben. Der WBGU empfiehlt:
 > Öffentlich-rechtliche IKT und digitale Gemeingüter 
schaffen: Alle Menschen sollten als Teil der Daseins-
vorsorge diskriminierungs- und barrierefreien 
Zugang zu IKT-Infrastrukturen sowie zu verlässli-
chen und qualitativ hochwertigen Daten, Informati-
onen, Diensten und Wissen sowie digitalen Gemein-
gütern bekommen. Netzneutralität und Reduzierung 
der Diskriminierung sollte gesichert werden. 
 > Wettbewerb auf digitalisierten Märkten stärken: 
Wettbewerbsrechtliche Regelungen und Verfahren 
zur Bestimmung von Marktmacht und deren Miss-
brauch sollten weiterentwickelt und international 
abgestimmt werden. Die Rolle von Daten für wirt-
schaftliche Machtkonzentration sollte adressiert 
werden.
 > Staatliche Machtkonzentration im Hinblick auf die 
Analyse großer Datenmengen einhegen: Das Beispiel 
China zeigt die Gefahren durch Machtkonzentration 
bei Verschränkung von staatlicher und  wirtschaftlicher 
Macht mit digitalen Werkzeugen. Auch Bürger*innen 
westlicher Staaten sind durch datenbasierte Über-
wachung und Machtmissbrauch von privater wie 
staatlicher Seite gefährdet. Zivilgesellschaftliche Ini-
tiativen sollten auf allen Governance-Ebenen gestärkt 
werden, um Menschen- und Bürgerrechte aktiv ein-
zufordern.
Global Governance für die nachhaltige 
 Gestaltung des Digitalen Zeitalters
Es fehlt eine robuste Veranke-
rung des Themas „Digitalisie-
rung und Nachhaltigkeit“ in 
der Global-Governance-Archi-
tektur sowie die Verständigung 
auf einen gemeinsamen Hand-
lungsrahmen durch die inter-
nationale Staatengemeinschaft. Auch hat sich für die 
global operierende und sich sehr dynamisch ent-
wickelnde internationale Digitalwirtschaft noch keine 
geeignete Global Governance entwickelt. Die EU sollte 
eine tragende Rolle spielen, indem sie eine zukunfts-
weisende Vision und Strategie für eine digital unter-
stützte Nachhaltigkeitsgesellschaft entwickelt und 
umsetzt. Der WBGU empfiehlt: 
 > UN-Gipfel „Nachhaltigkeit im Digitalen Zeitalter“ mit 
dem Ziel der Verabschiedung einer Charta anberau-
men: Deutschland und die EU sollten sich 30 Jahre 
nach der UN-Konferenz über Umwelt und Entwick-
lung für einen UN-Gipfel zum Thema „Nachhaltigkeit 
im digitalen Zeitalter“ im Jahr 2022 einsetzen („UN 
Conference for a Sustainable Digital Age“). Ein zen-
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trales Ergebnis des UN-Gipfels könnte die Verabschie-
dung einer Charta der internationalen Staatengemein-
schaft „Unsere gemeinsame digitale Zukunft“ sein. 
Zur Vorbereitung des UN-Gipfels sollte eine „Welt-
kommission für Nachhaltigkeit im digitalen Zeitalter“ 
nach dem Vorbild der „Brundtland-Kommission“ 
berufen werden.
 > Stärkere institutionelle Verankerung des Themas Digi-
talisierung im UN-System sicherstellen: Zur Einbettung 
in Arbeits- und Strategiebildungsprozesse käme ein 
UN-Mechanismus zur systemweiten Koordination 
(„UN Digitalization“) in Betracht. Die verhandlungs-
technisch aufwändigste, aber potenziell durchset-
zungsfähigste Option wäre die Aushandlung einer 
„UN-Rahmenkonvention für digitale Nachhaltigkeit 
und nachhaltige Digitalisierung“. Zudem sollte in 
regelmäßigen Sachstandberichten der wissenschaft-
liche Erkenntnisstand zu allen nachhaltigkeitsrelevan-
ten Aspekten der digitalen Transformation aufgear-
beitet werden. Dafür sollte ein Gremium, ähnlich IPCC 
oder IPBES, eingerichtet werden.
 > Wettbewerbsvorteile durch „EU-Strategie für Nach-
haltigkeit im digitalen Zeitalter“ schaffen: Ein eigenes 
Modell für eine digitalisierte Nachhaltigkeitsgesell-
schaft würde der EU die Chance bieten, sich inter-
national als nachhaltiger Lebens- und Wirtschafts-
raum zu profilieren. Gerade die Gewährleistung von 
Datenschutz sowie die Verknüpfung von Digitalisie-
rung und Nachhaltigkeit zu einem Leitbild der 
 „digitalisierten Nachhaltigkeitsgesellschaft“ können 
dabei von Unternehmen und Bürger*innen als 
Grundlage zukunftsfähiger Standortvorteile wahr-
genommen werden. Wirksame europäische Daten-
schutzinstrumente sollten so gestaltet sein, dass sie 
sich als internationale Standards eignen, um eine 
notwendige Adaption über europäische Grenzen 
hinaus zu erleichtern. Angesichts der vielen nicht 
vorhersehbaren und schnellen technologischen Ent-
wicklungen sollten zudem „Europäische Reallabore 
für eine nachhaltige und digitale Zukunft“ einge-
richtet werden. 
Neue normative Fragen – Die Zukunft des  
Homo sapiens
Vom Menschen geschaffene 
digitale Technologien beein-
flussen und verändern nicht 
nur den Planeten irreversibel, 
sondern auch den Menschen 
und die vorherrschenden Men-
schenbilder. Das Verhältnis von 
Mensch, Maschine und Umwelt 
ist dabei dynamisch, denn alle drei Komponenten sind 
durch Technik als Menschenwerk veränderlich. So ent-
stehen fundamentale ethische Fragen, die gesamtge-
sellschaftlich erörtert werden müssen. Der WBGU 
 empfiehlt: 
 > Forschungsethik, Datenschutz und Abschaltmög-
lichkeit bei Gehirn-Computer-Interfaces und Gehirn 
gesteuerten Neuroprothesen verankern: Hier besteht 
dringender Handlungsbedarf, da unabhängig vom 
Entwicklungsstand bereits heute digital ansteuer-
bare Prothesen und Implantate zu kurativen 
 Zwecken eingesetzt werden. Entgegen der heute 
zumeist üblichen Praxis sollten Verschlüsselung oder 
Abschaltfunktionen zwingend vorgesehen werden. 
 > Zulassungsstandards und „Frühwarnsysteme“ für Pro-
dukte und Dienstleistungen im Bereich der Mensch- 
Maschine-Interaktion: Es sollte eine Kennzeichnungs-
pflicht für Kommunikation mit einem maschinellen 
„Gegenüber“ etabliert werden. Aufgrund der poten-
ziell weitreichenden Folgen für die psychische Inte-
grität sollten zudem generell für soziotechnische 
Innovationen, d. h. Produkte und Dienstleistungen im 
Zusammenhang mit Mensch-Maschine-Interaktion, 
entsprechende Zulassungsstandards festgelegt wer-
den. Weiterhin sind eine neue, stärker antizipierende 
Technikfolgenabschätzung sowie Frühwarnsysteme 
im Hinblick besonders verletzliche Zielgruppen zu 
entwickeln.
 > Verständnis zum Verhältnis „Mensch – Maschine – 
Umwelt“ kontinuierlich anpassen: Als Voraussetzung 
für Transparenz des technischen Entwicklungsstands 
und seiner Potenziale wie Risiken ist ein kontinuier-
liches Monitoring der technischen Entwicklungen, 
insbesondere zu Mensch-Maschine-Interaktionen 
und Schnittstellen nötig. Zudem ist zur kritischen 
und verantwortungsbewussten Antizipation künfti-
ger Potenziale und Risiken technologischer Entwick-
lungen im Vergleich zu einem einseitig technologie-
orientierten ein breiteres Zukunftsverständnis nötig. 
Flankierend zur auszubauenden Bildung für digitale 
Mündigkeit sollten auch in der Wissenschaft selbst 
die Grundlagen im Sinne von Zukunftsforschung, 
Prognose und Technikwandel weiterentwickelt wer-
den. 
 > Effektive und inklusive Diskursarenen schaffen: Zur 
Diskussion digitalethischer Themen im Kontext 
eines breiten Nachhaltigkeitsverständnisses sollten 
„Diskursarenen“ aufgebaut werden. Diese sollten 
Wissenschaft, Politik, Wirtschaft und potenzielle 





Das deutsche Wissenschaftssystem sollte sowohl struk-
turell als auch programmatisch weiterentwickelt wer-
den, um das für digitalisierte Nachhaltigkeitsgesell-
schaften benötigte Wissen zu erarbeiten, bereitzustel-
len und die Rolle der Wissenschaft als Diskurs- und 
Reflexionsraum zu stärken. Wichtig sind dafür sowohl 
eine „Transformationsforschung“, welche versucht, die 
Bedeutung der Digitalisierung für fundamentale gesell-
schaftliche Veränderungsprozesse besser zu verstehen, 
als auch eine „transformative Forschung“, die mit ihren 
Forschungsergebnissen Transformationsprozesse zu 
einer nachhaltigen Entwicklung anstößt und mit kata-
lysiert (WBGU, 2011: 23f.). Der Beitrag der Wissen-
schaft liegt sowohl darin, entsprechende Diskurse 
anzuregen und diese fachlich zu fundieren als auch 
darin, neue Technologien für eine digitalisierte Nach-
haltigkeit zu erarbeiten und sie für die Anwendung vor-
zubereiten. Tabelle 1 gibt einen Überblick über die 
Impulse, die der WBGU zur Weiterentwicklung grund-
lagenorientierter und angewandter Forschung, beste-
hender Forschungsprogramme wie auch für eine nach-
haltige Digitalisierung in der Wirtschaft vorschlägt. 
Diese werden im Folgenden näher erläutert.
Impulse zur Weiterentwicklung 
 grundlagen orientierter Forschung 
Da es sich sowohl bei Digitalisierung als auch bei Nach-
haltigkeit um Querschnittsthemen handelt, sollten beide 
Themen von den zentralen Akteuren im Wissenschafts-
system auf die Agenda gesetzt und weiterverbreitet 
werden (Impulse für eine grundlagenorientierte Trans-
formationsforschung für digitalisierte Nachhaltigkeits-
gesellschaften). Damit zielt der WBGU auf ein wirkmäch-
tiges inter- und transdisziplinäres Mainstreaming dieser 
Themen in allen relevanten Bereichen der Wissenschaft 
selbst sowie im Austausch mit der Wirtschaft und Gesell-
schaft. Ziel ist dabei, sowohl ein breites Nachhaltigkeits-
verständnis im Sinne der SDGs als auch eine nachhaltige 
Gestaltung von mit Digitalisierung verknüpfter For-
schung zu verankern und sukzessive auszubauen.
 > Forschungsinstitute zu den Grundfragen der digitali-
sierten Nachhaltigkeit gründen: Der WBGU unterstützt 
die Initiative für ein neues Max-Planck-Institut zum 
Thema „Geo-Anthropologie“ (Rosol et al., 2018). 
Darüber hinaus regt der WBGU wegen der Komplexi-
tät der Grundfragen zur digitalisierten Nachhaltigkeit 
die Gründung weiterer Forschungsinstitute an, bei-
spielsweise in der Leibniz-Gemeinschaft, Helm-
holtz-Gemeinschaft oder Fraunhofer-Gesellschaft 
oder als Bundes- oder Landesinstitute, um frei von 
wirtschaftlichen und politischen Zwängen an zentra-
len Fragen einer digitalisierten Nachhaltigkeitsgesell-
schaft entlang der verschiedenen Facetten forschen 
zu können. 
 > Ständige DFG-Senatskommission für Nachhaltigkeit in 
der Digitalisierungsforschung einrichten: Der WBGU 
empfiehlt der DFG die Einrichtung einer ständigen 
Senatskommission „Nachhaltigkeit in der Digitalisie-
rungsforschung“. Die Senatskommission soll auf digi-
tale Entwicklungen hinweisen, die wissenschaftliche, 
ethische, rechtliche und soziale Fragen aufwerfen und 
im Konflikt mit der Erhaltung der natürlichen Lebens-
grundlagen stehen. Sie soll außerdem auf Lücken in 
Tabelle 1





Grundlagenorientierte Forschung zu 
 Transformationsprozessen im Digitalen Zeitalter
Stärkung der transformativen Forschung
 
Transdisziplinäre und anwendungsorientierte 
 Forschung für den digitalen Wandel
Forschungsinstitute zu den Grundfragen der 
 digitalisierten Nachhaltigkeit gründen
Impulse zur Weiterentwicklung grundlagenorientierter 
Forschung:
 > Einrichtung DFG-Senatskommission  
„Nachhaltigkeit in der Digitalisierungsforschung“
 > Universitäre und F&E-Leitlinien
Forschungsprogramme für Nachhaltigkeit bzw. 
 Digitalisierung gegenseitig erweitern und  
transdisziplinär weiterentwickeln:
 > Horizon Europe
 > Future Earth
 > Hightech-Strategie 2025
 > BMBF-FONA
 > Energieforschungsprogramm
Impulse für nachhaltige Digitalisierung in der 
 industriellen Forschung:
 > Nachhaltigkeitslinien für F&E
 > Nachhaltigkeitsorientierte Zielindikatorik
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den forschungspolitischen und öffentlichen Diskur-
sen hinweisen.
 > Leitlinien zu Nachhaltigkeit und Digitalisierung in 
Universitäten und Hochschulen formulieren und wei-
terentwickeln: Universitäten und Hochschulen soll-
ten für ihre eigene Praxis Leitlinien für einen nach-
haltigen Umgang mit digitalen Methoden und Werk-
zeugen im Universitäts- und Hochschulbetrieb erar-
beiten bzw. ergänzen und umsetzen. Dazu sollte der 
Austausch mit Fakultäten, die zum Thema Digitali-
sierung forschen, gesucht werden. Das BMBF- 
Projekt „Nachhaltigkeit an Hochschulen“ (HOCHN) 
sollte um das Thema Digitalisierung ergänzt werden.
Forschungsprogramme zu Nachhaltigkeit und 
 Digitalisierung wechselseitig verschränken und 
transdisziplinär weiterentwickeln
Der WBGU plädiert für eine wechselseitige Neuausrich-
tung der derzeitigen Forschungsschwerpunkte: Zum 
einen sollte die Digitalisierungsforschung Nachhaltig-
keitsaspekte konsequent mitdenken, zum anderen 
sollte die Nachhaltigkeitsforschung in Bezug auf Digita-
lisierung weiterentwickelt und durch Einbezug von 
Reallaboren und Experimentierräumen auch transdiszi-
plinär ausgerichtet werden. Damit können bestehende 
Wissenslücken gefüllt und mehr Erkenntnisse zu 
Potenzialen und Risiken der Digitalisierung für die 
Transformation zu einer nachhaltigen Wirtschafts- und 
Gesellschaftsstruktur gewonnen werden. 
 > Horizon Europe – digitalisierte Nachhaltigkeit in 
Europa verankern: Angesichts der hohen gesell-
schaftlichen Relevanz sollte das Paradigma von 
„Responsible Research and Innovation“ für 
 Forschung zu Digitalisierung und Nachhaltigkeit als 
Standard implementiert werden. Weiterhin  empfiehlt 
der WBGU, Forschung zu fundamentalen globalen 
Herausforderungen (Grand Challenges) strukturell 
in das kommende Forschungsrahmenprogramm auf-
zunehmen und dieses stärker auf Themen nachhalti-
ger Entwicklung der Digitalisierung und digitalisier-
ter Nachhaltigkeit zu fokussieren. Der WBGU schlägt 
zusätzlich am geplanten Europäischen Innovations- 
und Technologieinstitut den Aufbau einer „Digital 
Sustainability Knowledge and Innovation Commu-
nity“ (KIC) als kooperative Wissens- und Innovati-
onsgemeinschaft mit der Industrie vor. 
 > Future Earth – Nachhaltigkeitsforschung in Richtung 
Digitalisierung erweitern: Bei Future Earth sollten 
Digitalisierungsfragen als wichtiger Baustein integ-
riert, ein globales Projekt zu „eSustainability“ 
begonnen und ein Knowledge-Action Network 
„Digitalization“ geschaffen werden.
 > Hightech-Strategie 2025 – Digitalisierung und Nach-
haltigkeit stärker zusammendenken: Nachhaltigkeit 
sollte als Querschnittthema in der Hightech-Strate-
gie verankert und konsequent mit Digitalisierung 
zusammengedacht werden. Als neues globales Ent-
wicklungsparadigma sollten der Wohlfahrtsbegriff 
und die SDGs im Vordergrund der Hightech-Strate-
gie stehen und der Fokus nicht vorrangig auf dem 
Wachstumsbegriff und der internationalen Wett-
bewerbsfähigkeit liegen. Soziale, ökologische und 
kulturelle Dimensionen von Innovationen sollen als 
Strategieelemente zum Erreichen von Wohlfahrt 
weiter gestärkt werden. Nachhaltige Digitalisierung, 
im Sinne ihrer sicheren, ressourcenschonenden und 
energieeffizienten Gestaltung, soll als Bedingung für 
jedes digital gestützte Umsetzungsprojekt manifes-
tiert werden. Digitalisierung für Nachhaltigkeit, im 
Sinne der Entwicklung von digital gestützten, an den 
SDGs orientierten Lösungen, sollte als konkrete 
 Mission der Hightech-Strategie ergänzt werden. 
 > FONA4 mit Digitalisierung verknüpfen: Das vierte 
Rahmenprogramm „Forschung für nachhaltige Ent-
wicklung“ des BMBF (FONA4) sollte genutzt wer-
den, um das Thema Digitalisierung in der Program-
matik der Nachhaltigkeitsforschung zu stärken und 
weiterzuentwickeln. Dazu sollte (1) der Zusammen-
hang zwischen Digitalisierung und der Agenda 2030 
zum Forschungsthema gemacht werden, (2) die Digi-
talisierung zur effektiven Umsetzung der Nachhal-
tigkeitsziele berücksichtigt und verstärkt Wertedis-
kussionen geführt werden, (3) die Thematik einbe-
zogen werden, dass durch Digitalisierung fundamen-
tale gesellschaftliche Änderungen angestoßen 
werden, so dass die Transformation zur Nachhaltig-
keit neu durchdacht werden muss.
 > Energieforschungsprogramm der Bundesregierung 
breiter denken: Im Rahmen von F&E-Projekten für 
Energietechnologien und -systeme sollten nicht nur 
Marktpotenziale, sondern auch gesellschaftliche 
und umweltbezogene Nachhaltigkeitswirkungen 
mitgedacht werden. Gesellschaftliche und struktu-
relle Voraussetzungen in Entwicklungs- und Schwel-
lenländern zur Gestaltung nachhaltiger Energiesys-
teme sollten in der Forschungsförderung sowohl bei 
der Entwicklung neuer Energietechnologien als auch 
bei der Untersuchung der notwendigen Rahmenbe-
dingungen stärker berücksichtigt werden. 
Impulse für eine nachhaltige Digitalisierung in der 
industriellen Forschung
Die jährlichen F&E-Ausgaben in Deutschland stammen 
zu zwei Dritteln aus der Privatwirtschaft. Sie konzen-
trieren sich vor allem auf Branchen der hochwertigen 
Technologien (BMBF, 2018a). Unternehmen sind daher 





 > In unternehmensinterne Forschung Ethik- und Nach-
haltigkeitsaspekte integrieren: Für eine verantwor-
tungsvolle Innovationsgestaltung empfiehlt der 
WBGU in der privatwirtschaftlichen Hightech-Ent-
wicklung – im Sinne von Responsible Research and 
Innovation (RRI) – Ethik und Nachhaltigkeitsdimen-
sionen systematisch zu berücksichtigen. Dazu sollten 
Unternehmen zum einen Leitlinien erarbeiten, die 
Ethik und Nachhaltigkeitsaspekte konsequent in die 
unternehmensinterne Forschung integrieren. Zum 
anderen sollten sie über entsprechende Aus- und 
Weiterbildungsangebote Entwickler*innen für eine 
kritische Auseinandersetzung mit bewussten (z. B. 
privacy by design) und unbewussten (z. B. Gender-
stereotypen) Werteinschreibungen in Technologien 
befähigen. Flankierend ist Forschung zur Verknüp-
fung von Design- und Professionsethos (wie bei-
spielsweise die Initiative der IEEE zum „Ethically 
Aligned Design“) zu unterstützen. Die Forschungs-
förderung sollte Unternehmen entsprechende Anreize 
bieten.
 > Nachhaltigkeitsorientierte Zielindikatorik: Mit dem 
Instrumentarium, das die Digitalisierung bietet, sind 
in Unternehmen umfangreiche Beobachtungs- und 
Analyseaufgaben realisierbar. Um Nachhaltigkeits-
vorgaben effizienter in Produktionsprozesse 
 integrieren zu können, sollten Unternehmen eine 
nachhaltigkeitsorientierte Zielindikatorik entwickeln. 
Dazu könnten Unternehmen gezielt Daten zu 
 Ressourcenflüssen und Energieverbrauch nutzen. 
Zudem sollten sie die Entwicklung von Monitoring-, 
Warn- und Prognosesystemen zu Einhaltung beste-
hender Grenzwerte vorantreiben.
Inhaltliche Forschungsempfehlungen für einen 
nachhaltig gestalteten digitalen Wandel 
Gemessen an der Geschwindigkeit und Breite der 
 digitalen Entwicklung existiert noch zu wenig belast-
bares Wissen über die Wirkung digitaler Technologien 
auf das Erdsystem, die Gesellschaften und den  Menschen. 
So sind gesellschaftspolitische Diskurse über die Aus-
wirkungen der Digitalisierung – beispielsweise in Bezug 
auf die Arbeit der Zukunft oder den Energie- und Res-
sourcenverbrauch – durch widersprüchliche Einschät-
zungen und hohe Unsicherheit gekennzeichnet. Glei-
chermaßen sind auch die Potenziale der Digitalisierung 
für die Realisierung der SDGs und die Frage, wie durch 
digital gestützte Bildungsmaßnahmen Wissen und Han-
deln für die Große Transformation zur Nachhaltigkeit 
gefördert werden kann, erst in Ansätzen erforscht. Der 
WBGU schlägt die folgenden übergeordneten For-
schungslinien vor, um mehr Wissen für einen digitalen 
nachhaltigen Wandel zu schaffen:
 > Forschung zur Digitalisierung für Nachhaltigkeit (Erste 
Dynamik): Wie können digitale Technologien, digita-
lisierte Infrastrukturen und digitalisierte Systeme und 
Endgeräte nachhaltig gestaltet werden, insbesondere 
mit Blick auf ihren Energie- und Ressourcenverbrauch 
sowie die Etablierung einer Kreislaufwirtschaft? Wie 
kann die Digitalisierung als Instrument zur Umset-
zung der SDGs und zur Dekarbonisierung des heuti-
gen Wirtschafts- und Gesellschaftssystems eingesetzt 
werden?
 > Forschung für nachhaltige digitalisierte  Gesellschaften 
(Zweite Dynamik): Wie können handlungsfähige 
Gesellschaften erhalten werden, die in der Lage sind, 
die systemverändernde Wirkmacht sowie die damit 
verbundenen Unsicherheiten der Digitalisierung 
einzuordnen und proaktiv nachhaltig zu gestalten 
sowie den nicht intendierten Folgen erfolgreich zu 
begegnen? Wichtige Forschungsaufgaben sind die 
Untersuchung von Systemrisiken und -potenzialen, 
die Entwicklung neuer Teilhabeformen im Kontext 
der Arbeit der Zukunft, die Gestaltung der 
Mensch-Maschine-Interaktionen und die Befähi-
gung des Individuums in digitalisierten Nachhaltig-
keitsgesellschaften. Die Forschungsmittel zu den 
Auswirkungen KI auf die digitalisierte Nachhaltig-
keitsgesellschaft sollten deutlich erhöht werden. 
 > Forschung zur Zukunft des Homo sapiens (Dritte 
Dynamik): Durch den digitalen Wandel wird das 
Menschsein selbst zum Thema nachhaltiger 
 Entwicklung. Inwieweit sind alte und neue Men-
schenbilder angesichts einer möglichen Verschrän-
kung von Mensch und Technik sowie der zunehmen-
den Kooperation von Mensch und Maschine zu hin-
terfragen? Wie kann der Erhalt menschlicher Würde 
sichergestellt werden?
Eine zeitnahe Umsetzung der Handlungs- und 
 Forschungsempfehlungen wird es erlauben, die Poten-
ziale des digitalen Wandels für die Große Transforma-
tion zur Nachhaltigkeit zu nutzen und seine Risiken 
einzu hegen. Dieses WBGU-Gutachten versteht sich 
dahingehend als Anstoß für lang anstehende Diskussio-
nen und  Initiativen auf allen Ebenen und mit allen 
Akteurs gruppen. 
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Der digitale Wandel ist epochal und stößt die Tür zu 
einem neuen Zeitalter menschlicher Entwicklung auf. 
Big Data, Künstliche Intelligenz, das Internet der Dinge, 
Cybersicherheit und andere digitale Anwendungen 
werden gesellschaftliche Normen- und Wertesysteme 
tiefgreifend verändern, aber auch neue Chancen und 
Risiken eröffnen – ähnlich wie zuvor die Entwicklung 
der komplexen menschlichen Sprache (vor etwa 70.000 
Jahren), die Neolithische Revolution (vor etwa 11.000 
Jahren), die Entstehung der Städte (vor etwa 5.000 
Jahren), die Erfindung der Druckerpresse (vor 550 Jah-
ren) und die technologisch-gesellschaftlichen Umwäl-
zungen seit dem Beginn der Industriellen Revolution. 
Die Digitalisierung verändert Lebens- und Arbeits-
bedingungen, Produktionsmuster und internationale 
Arbeitsteilung, Kommunikation und Informationsver-
breitung (und die damit verbundenen Möglichkeiten 
der Manipulation), die internationale Zusammenar-
beit sowie nicht zuletzt auch internationale Machtkon-
stellationen grundlegend durch neue global agierende 
Akteure. Sie ist aber auch ein wesentlicher Beschleu-
niger des Energie- und Ressourcenverbrauchs. Ob es 
gelingen wird, die neuen technologischen Möglichkei-
ten für eine global nachhaltige Entwicklung nutzbar zu 
machen, ist offen und gleichzeitig die Gestaltungsauf-
gabe der kommenden Jahrzehnte: Wie können digitale 
Technologien in den Dienst der globalen Nachhaltigkeit 
gestellt werden? 
Mit dieser Sichtweise und einem langfristigen 
Blick deutlich über das Jahr 2030 (dem Zieljahr der 
 Sustainable Development Goals – SDGs) hinaus unter-
scheidet sich das WBGU-Gutachten von den meisten 
vorliegenden globalen Studien zum Thema „Digitali-
sierung und Nachhaltigkeit“. In diesen Studien werden 
digitale Technologien lediglich als Instrument gesehen, 
während die weitreichendere Bedeutung für die Neu-
organisation von Gesellschaften und Zukunftsgestal-
tung jenseits von 2030 jedoch kaum thematisiert wer-
den. Gleiches gilt für die Frage, welche digitalen Ent-
wicklungstrends vermieden werden sollten, damit die 
natürlichen Lebensgrundlagen erhalten und die soziale 
Kohäsion unserer Gesellschaften gewahrt bleiben. Vor 
diesem Hintergrund werden im vorliegenden Gutachten 
die zentralen Fragen globaler Nachhaltigkeitspolitik im 
Kontext des digitalen Wandels neu gestellt: Wie kann 
gutes Leben für bald 10 Mrd. Menschen in den Grenzen 
des Erdsystems gelingen? Welche ökonomischen, tech-
nologischen, institutionellen, sozialen, kulturellen und 
normativen Innovationen sind lokal und global not-
wendig, um Wohlstand, menschliches Wohlbefinden, 
Demokratie und Sicherheit in den Grenzen des Erd-
systems zu ermöglichen? Wie können die lokalen und 
globalen Ökosysteme stabilisiert werden? Wie können 
Wohlfahrtsgewinne in Industrie-, Schwellen- und Ent-
wicklungsländern systematisch vom Ressourcenver-
brauch und der Belastung von Ökosystemen entkoppelt 
werden, um Kipppunkte im Erdsystem zu vermeiden? 
Wie kann eine umfassende Dekarbonisierung der Welt-
wirtschaft bis Mitte des Jahrhunderts gelingen, um die 
globale Erwärmung deutlich unter 2 °C zu stabilisieren? 
Wie können solch umfassende Transformationen zur 
Nachhaltigkeit überhaupt in einem derart engen Zeit-
fenster gelingen? Wie könnte ein solcher Wandel lokal, 
national, regional und global gestaltet werden? 
Um diese Fragen zu beantworten und Lösungen zu 
entwickeln, bedarf es eines Brückenschlages zwischen 
den Digitalisierungs- und den Nachhaltigkeitsnetzwer-
ken – in Wissenschaft, Wirtschaft und Politik gleicher-
maßen. Beide Netzwerke sind bisher kaum miteinander 
verbunden, werden aber in Zukunft aufeinander ange-
wiesen sein, wenn ein Übergang zur Nachhaltigkeit 
unter den Bedingungen des digitalen Wandels gelin-
gen soll. So ist die stark technologieorientierte Digita-
lisierungsforschung ein wichtiger Treiber fundamenta-
len gesellschaftlichen und ökonomischen Wandels; sie 
beschäftigt sich bisher jedoch, wie die umfassende Lite-
raturauswertung des WBGU zeigt, nur am Rande mit den 
zentralen Fragen der Nachhaltigkeitsforschung. Umge-
kehrt sind die vielfältigen Auswirkungen digitaler Tech-
nologien auf die Transformation zur Nachhaltigkeit ein 
bisher wenig von der Nachhaltigkeitsforschung behan-
deltes Thema. Welche Potenziale haben digitale Tech-
nologien für die Transformation zur Nachhaltigkeit, ins-





Rohstoffbedarf, Klimaschutz, nachhaltige Landnutzung 
oder Armutsbekämpfung? In diese Lücke stößt das vor-
liegende Gutachten.
Da digitale Technologien die Veränderung des Men-
schen in einer bisher ungekannten Qualität ermöglichen 
und der Mensch im Zentrum aller Nachhaltigkeitsüber-
legungen steht, hat der WBGU in diesem Gutachten 
den thematischen Radius seiner Überlegungen deutlich 
über das Thema „Umwelt und Entwicklung“ erweitert. 
Daher werden auch grundlegende normative Fragen 
wie die nach der menschlichen Würde angesprochen. 
Die Gestaltung der Transformation zur nachhalti-
gen Gesellschaft im sich schnell wandelnden Digitalen 
Zeitalter ist zudem mit hohen Unsicherheiten verbun-
den und keine reine Umsetzungsfrage. Daher werden 
in diesem Gutachten auch die Herausforderungen des 
Handelns unter Unsicherheit sowie die Rolle von Wis-
senschaft und Forschung bei dieser globalen Gestal-
tungsaufgabe thematisiert und dafür Empfehlungen 
vorgelegt. Strategische Vorausschau oder Technikfol-
genabschätzung sind für die Politikgestaltung wichtige 
Elemente.
Die Nutzung digitaler Technologien für global nach-
haltige Entwicklung ist schließlich eine neue und bisher 
wenig beleuchtete Herausforderung für Global Gover-
nance und die Politikgestaltung auf nationaler, regio-
naler und lokaler Ebene. Das Gutachten zeigt, dass 
– obwohl global vielfach Initiativen entstanden sind 
– das internationale Institutionengefüge nur unzurei-
chend für die Gestaltung des globalen digitalen Wan-
dels ausgestattet ist. An dieser Stelle reichen die Über-
legungen des WBGU zurück bis zur Entstehung des 
Brundtland-Berichts 1987 und des Erdgipfels von Rio 
de Janeiro 1992 und stellt sich die Frage, wie ein ähn-
licher Aufbruch und paradigmatischer Wandel für das 
Thema „Digitalisierung und Nachhaltigkeit“ initiiert 
und gestaltet werden könnte.
Aufbau des Gutachtens
Nach dieser Einleitung folgt in Kapitel 2 „Nachhaltig-
keit im Zeitalter der Digitalisierung“ die Einbettung 
des Gutachtenthemas in die Nachhaltigkeitsperspek-
tive des WBGU. Dabei spielen die Einhaltung planeta-
rischer Leitplanken und die soziale Kohäsion eine zen-
trale Rolle (Abb. 1-1). Die normative Basis des Gutach-
tens wird in Form eines „normativen Kompasses“ dar-
gelegt und Bezüge zur Aufklärung sowie zur Achtung 
der Menschenwürde hergestellt. 
Das Kapitel 3 „Das Digitale Zeitalter verstehen“ lie-
fert Grundlagenwissen und erarbeitet einen konzeptio-
nellen Blick auf die Facetten des Digitalen Zeitalters. 
Das Kapitel liefert dazu eine Analyse der historischen 
Entwicklung hin zum Digitalen Zeitalter, dessen Grund-
funktionen, Schlüsseltechnologien und wesentliche 
Charakteristika, sowie absehbare Veränderungen für 
zentrale Lebensbereiche der menschlichen Zivilisation, 
d. h. für Erdsystem, Wirtschaft, Gesellschaft, Mensch 
und Technik. Zu den Leitfragen gehören: Wie verän-
dern sich diese Lebensbereiche im Digitalen Zeitalter? 
Welche Technologien sind aus Nachhaltigkeitssicht und 
aus ethischer Sicht besonders zu beachten? Wie thema-
tisieren internationale Organisationen aus dem Bereich 
„Umwelt und Entwicklung“ den digitalen Wandel? 
In Kapitel 4 „Akteurskonstellationen im digitalen 
Wandel“ untersucht der WBGU, wie Digitalisierung die 
Handlungs- und Gestaltungsfähigkeit verschiedener 
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Akteure verändert, wie sie sich auf ihre Steuerungs-
kraft in der Gestaltung globaler Nachhaltigkeit aus-
wirkt und wie die Akteure ihrerseits die Digitalisierung 
beeinflussen. 
Das Kapitel 5 „Schauplätze des digitalen Wandels“ 
wendet sich exemplarisch 21 ausgewählten Hand-
lungsfeldern zu, die für die Transformation zur Nach-
haltigkeit besonders bedeutsam sind. Dabei geht es zum 
einen um Themen an der direkten Schnittstelle zwi-
schen Umwelt und Digitalisierung, die z. B. mit Energie- 
und Ressourcenverbrauch oder mit Landnutzung zu 
tun haben. Hinzu kommen Schauplätze, die das Zusam-
menspiel von Digitalisierung und zentralen sozialen 
und ökonomischen Dimensionen der Nachhaltigkeit 
ausleuchten (z. B. Arbeitswelten der Zukunft, interna-
tionale Arbeitsteilung, digital unterstützte Mobilität). 
Schließlich werden Themen angesprochen, die derzeit 
zwar bereits in der Debatte sind, aber erst längerfris-
tig gesellschaftliche Auswirkungen haben werden (z. B. 
Entwicklung eines kollektiven Weltbewusstseins für 
nachhaltige Entwicklung). 
In Kapitel 6 „Zukunftsentwürfe und Visionen zu 
Digitalisierung und Nachhaltigkeit“ werden mögliche 
Zukunftsszenarien des digitalen Wandels dargestellt. 
Dabei werden denkbare utopische und dystopische 
Entwicklungen beschrieben sowie ihre Chancen und 
Risiken gegenübergestellt. 
In Kapitel 7 „Digitalisierung und Nachhaltigkeit – 
Synthese“ wird der Zusammenhang zwischen Digitali-
sierung und Nachhaltigkeit mit seinen fundamentalen 
Fragen und seiner Dynamik in die Zukunft aufgezeigt. 
Es werden drei „Dynamiken des Digitalen Zeitalters“ 
vorgestellt. Für diese drei Dynamiken werden hand-
lungsleitende Prinzipien vorgestellt. 
Kapitel 8 „Global Governance für die Transformation 
zur Nachhaltigkeit im Digitalen Zeitalter“ befasst sich 
mit den zentralen Herausforderungen für die interna-
tionale Nachhaltigkeitspolitik und legt konkrete Vor-
schläge für politische Entscheidungsträger*innen und 
Gesellschaften vor. Dabei werden Vorschläge unter-
breitet, wie sich die Weltgemeinschaft auf gemeinsame 
Leitkonzepte, Prinzipien, regulatorische und instituti-
onelle Rahmenbedingungen sowie ethisch begründete 
 Grenzen verständigen kann. 
Mit Handlungs- und Forschungsempfehlungen 






















Der WBGU betrachtet das Thema Digitalisierung aus einer Nachhaltigkeits-
perspektive, die sich explizit auf das Fundament einer kritisch reflektierten 
Aufklärung und die Achtung der Menschenwürde bezieht. Er schlägt einen 
„normativen Kompass“ vor, dessen Dimensionen erstens die Erhaltung der 
natürlichen Lebensgrundlagen, zweitens Teilhabe sowie drittens Eigenart um-
fassen. Die menschliche Würde ist expliziter Ausgangspunkt und Zielbild des 
normativen Kompasses, da sie im Digitalen Zeitalter besondere Brisanz erhält 
und ihr Schutz eine zentrale Gestaltungsaufgabe darstellt. 
2.1
Ein umfassendes Transformationsverständnis 
muss den Megatrend Digitalisierung in den Blick 
nehmen
Im Jahr 2015 bereiteten zwei bedeutende Weltkonfe-
renzen den Weg zur Großen Transformation zur Nach-
haltigkeit. In New York wurden in der Agenda 2030 
17 Ziele für nachhaltige Entwicklung (Sustainable 
Development Goals, SDGs; Kasten 2.1-1) vereinbart 
und in Paris das verbindliche Ziel festgelegt, die Erd-
erwärmung auf deutlich unter 2 °C zu begrenzen. Beide 
Abkommen, die Agenda 2030 und das Übereinkom-
men von Paris, definieren ein klares Zielsystem und 
schaffen die Grundlage für einen weltumspannenden 
Transformationsprozess. Ausgehend von dem Erforder-
nis, die natürlichen Lebensgrundlagen zu erhalten, ver-
steht der WBGU die Große Transformation zur Nachhal-
tigkeit als einen beide Zielsysteme integrierenden glo-
balen Modernisierungsprozess hin zu einer klimaver-
träglichen Gesellschaft (WBGU, 2011; WBGU, 2016b). 
Im Verständnis des WBGU sind Ziele einer jeden 
Transformation die Grundlage für weitere tiefgreifende 
gesellschaftliche Debatten. Wandel findet als gesamt-
gesellschaftlicher Lern- und Suchprozess statt, den 
Akteure aus Wirtschaft, Politik und Zivilgesellschaft, 
Bürger*innen und Konsument*innen mitgestalten. Der 
WBGU betrachtet gesellschaftliche Partizipation und 
den breiten Diskurs zwischen allen Akteuren als Vor-
aussetzungen für eine demokratisch legitimierte Trans-
formation. Ohne gemeinsam (weiter)entwickelte Leit-
bilder, die die Zukunft neu beschreiben, und ohne eine 
Verständigung über normative Grundlagen kann es 
keine gestaltete Große Transformation geben (WBGU, 
2011). 
Zur Orientierung in den komplexen Transformati-
onsprozessen hat der WBGU einen normativen Kom-
pass als Leitbild für die Große Transformation zur 
Nachhaltigkeit vorgeschlagen (WBGU, 2016a). Dieser 
berücksichtigt neben der Erhaltung der natürlichen 
Lebensgrundlagen und der Teilhabe auch Diversität 
und Gestaltungsfreiräume als grundlegende Bedingun-
gen für ein Transformationsgeschehen, was unter dem 
Begriff „Eigenart“ gefasst wird (Kap. 2.2). 
Schnelle technologische und soziokulturelle Ver-
änderungen im Zuge der Digitalisierung können diese 
normative Basis stark beeinflussen. Digitale Lösungen 
verändern bereits jetzt grundlegend gesellschaftliche 
Systeme wie Arbeit oder die Informations- und Wis-
sensverbreitung. Dennoch wird die Digitalisierung im 
Zusammenhang mit der Großen Transformation kaum 
berücksichtigt, in den SDGs kommt sie nur am Rande 
vor. Der WBGU betrachtet im vorliegenden Gutachten 
nicht nur die Auswirkungen der Digitalisierung auf die 
„Erhaltung natürlicher Lebensgrundlagen“,  sondern 
Nachhaltigkeit im Zeitalter der 
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Kasten 2.1-1
Transformation unserer Welt: die Agenda 2030 
für nachhaltige Entwicklung
Im September 2015 wurde auf einem UN-Gipfel in New York 
die „Agenda 2030 für nachhaltige Entwicklung“ von allen 
Mitgliedsstaaten verabschiedet (UNGA, 2015). Gemeinsam 
mit dem im selben Jahr verabschiedeten Pariser Klimaüber-
einkommen ist sie multilateraler Meilenstein und zentraler 
Referenzpunkt der globalen Anstrengungen für einen Wan-
del hin zu einer inklusiven, verantwortlichen und emissions-
armen Lebens- und Wirtschaftsweise weltweit. Die Agenda 
2030 ist ein Aktionsplan der internationalen Staatengemein-
schaft für Mensch, Planet, Wohlstand, Frieden und Partner-
schaft, die als fünf handlungsleitende Prinzipien die Agen-
da 2030 rahmen (im  Englischen geläufig als „5Ps“:  People, 
 Planet, Prosperity, Peace, Partnership): 
 > Menschen: Beendigung von Armut und Hunger in all ihren 
Formen und Dimensionen; Entfaltung der Potenziale der 
Menschen in Würde, Gleichheit und in einer gesunden 
Umwelt.
 > Planet: Schutz des Planeten vor Schädigung, etwa durch 
nachhaltigen Konsum, nachhaltige Produktion, nachhaltige 
Bewirtschaftung natürlicher Ressourcen sowie umgehen-
der Maßnahmen gegen den Klimawandel, damit die Erde 
die Bedürfnisse der heutigen und kommenden Generatio-
nen decken kann. 
 > Wohlstand: Ermöglichung eines von Wohlstand geprägten 
und erfüllten Lebens für alle Menschen, sowie wirtschaft-
lichen, sozialen und technischen Fortschritts in Harmonie 
mit der Natur. 
 > Frieden: Förderung friedlicher, gerechter und inklusiver 
Gesellschaften, die frei von Furcht und Gewalt sind. Frie-
den ist Bedingung für nachhaltige Entwicklung und nach-
haltige Entwicklung ist Bedingung für Frieden.
 > Partnerschaft: Mobilisierung einer mit neuem Leben erfüll-
ten Globalen Partnerschaft für nachhaltige Entwicklung, 
begründet auf einem Geist verstärkter globaler Solidarität, 
insbesondere ausgerichtet an den Bedürfnissen der Ärms-
ten und Schwächsten unter Beteiligung aller Länder, aller 
Interessensträger und aller Menschen.
Herz und Kernstück für die Umsetzung dieser konkreten 
Vision ist ein Katalog von 17 Zielen für nachhaltige Ent-
wicklung (Sustainable Development Goals - SDGs) mit 169 
zugehörigen Zielvorgaben, die integriert und unteilbar sind. 
Die SDGs verknüpfen alle drei klassischen Dimensionen von 
Nachhaltigkeit und integrieren ökologische, soziale und öko-
nomische Aspekte nachhaltiger Entwicklung. Die SDGs lauten 
(UNGA, 2015): 
SDG 1 Armut in allen ihren Formen und überall beenden.
SDG 2 Den Hunger beenden, Ernährungssicherheit und 
eine bessere Ernährung erreichen und eine nach-
haltige Landwirtschaft fördern.
SDG 3 Ein gesundes Leben für alle Menschen jeden Alters 
gewährleisten und ihr Wohlergehen fördern.
SDG 4 Inklusive, gleichberechtigte und hochwertige 
 Bildung gewährleisten und Möglichkeiten lebens-
langen Lernens für alle fördern.
SDG 5 Geschlechtergleichstellung erreichen und alle 
Frauen und Mädchen zur Selbstbestimmung 
 befähigen.
SDG 6 Verfügbarkeit und nachhaltige Bewirtschaftung von 
Wasser und Sanitärversorgung für alle gewährleis-
ten.
SDG 7 Zugang zu bezahlbarer, verlässlicher, nachhaltiger 
und moderner Energie für alle sichern.
SDG 8 Dauerhaftes, inklusives und nachhaltiges Wirt-
schaftswachstum, produktive Vollbeschäftigung 
und menschenwürdige Arbeit für alle fördern.
SDG 9 Eine widerstandsfähige Infrastruktur aufbauen, 
inklusive und nach- haltige Industrialisierung för-
dern und Innovationen unterstützen.
SDG 10 Ungleichheit in und zwischen Ländern verringern.
SDG 11 Städte und Siedlungen inklusiv, sicher, widerstands-
fähig und nachhaltig gestalten.
SDG 12 Nachhaltige Konsum- und Produktionsmuster 
sicherstellen.
SDG 13 Umgehend Maßnahmen zur Bekämpfung des Kli-
mawandels und seiner Auswirkungen ergreifen.
SDG 14 Ozeane, Meere und Meeresressourcen im Sinne 
nachhaltiger Entwicklung erhalten und nachhaltig 
nutzen.
SDG 15 Landökosysteme schützen, wiederherstellen und 
ihre nachhaltige Nutzung fördern, Wälder nach-
haltig bewirtschaften, Wüstenbildung bekämp-
fen, Bodendegradation beenden und umkehren 
und dem Verlust der biologischen Vielfalt ein Ende 
 setzen.
SDG 16 Friedliche und inklusive Gesellschaften für eine 
nachhaltige Entwicklung fördern, allen Menschen 
Zugang zur Justiz ermöglichen und leistungsfähige, 
rechenschaftspflichtige und inklusive Institutionen 
auf allen Ebenen aufbauen.
SDG 17 Umsetzungsmittel stärken und die Globale Part-
nerschaft für nachhaltige Entwicklung mit neuem 
Leben erfüllen.
Die Agenda 2030 hat als neue nachhaltige Entwicklungsagen-
da die Millenium-Entwicklungsziele (Millenium Development 
Goals – MDGs) abgelöst. Mit ihrem umfänglichen Zielsystem 
ist es gelungen, klassische Entwicklungsziele wie die Über-
windung von Armut und Hunger mit klassischen Umweltzie-
len wie der Erhaltung von Ökosystemen zu verbinden und 
integriert weiterzuentwickeln. Damit ist die Agenda 2030 
auch eine wichtige Global-Governance-Innovation: Erstmals 
haben sich Staaten in dieser Breite und Konkretion auf einen 
universellen, d. h. für alle gültigen, politischen Aktionsplan 
verpflichtet. Anders als in früheren Entwicklungsagenden 
werden nicht mehr nur Entwicklungs- und Schwellenländer 
adressiert und zum Handeln aufgefordert; die titelgebende 
„Transformation unserer Welt“ geht alle an, auch Industrie-
länder. 
Auch wenn die Universalität der Agenda 2030 ein wichti-
ger Durchbruch ist, so ist ihr Zielsystem völkerrechtlich doch 
unverbindlich. Dessen Umsetzung liegt in der Verantwortung 
der Nationalstaaten sowie einer intensivierten Zusammen-
arbeit in bestehenden und neuen Globalen Partnerschaf-
ten – explizit inklusive der Beiträge eines breitgefächerten 
Akteursspektrums von (sub-)nationalen Regierungen, loka-
len Behörden, Organisationen der Zivilgesellschaft und Phil-
anthropie, von Wissenschaft und Hochschulen, Kleinstunter-
nehmen, Genossenschaften bis zu multinationalen Unterneh-
men. Auch Kinder sowie junge Frauen und Männer werden 
als „entscheidende Träger des Wandels“ direkt adressiert, die 
in den 17 SDGs nun eine Plattform fänden, „um unerschöpf-
liches Potenzial für Aktivismus zur Schaffung einer besseren 
Welt einzusetzen“ (UNGA, 2015: 13). Die Agenda 2030 ist 
deshalb, ähnlich wie das Pariser Klimaübereinkommen, ein 
zentraler Versuch der Staaten- und Weltgemeinschaft, eine 
globale Gemeinwohlperspektive zu definieren und als Flucht-
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auch die Herausforderungen für „Teilhabe“ und „Eigen-
art“ (Kap. 2.2). Als Ausgangspunkt und Zielbild ver-
weist der WBGU außerdem auf die Einhegung tech-
nischer und gesellschaftlicher Entwicklungen zum 
Schutze der Menschenwürde. 
2.1.1 
Digitalisierung stellt die Große Transformation 
zur Nachhaltigkeit vor grundlegende Herausfor-
derungen 
Mit dem Digitalisierungsgutachten nimmt der WBGU 
technologische Entwicklungen als Ausgangspunkt 
seiner Analyse. Digitalisierung wirkt auf die physi-
schen Kopplungsprozesse zwischen Infrastrukturen 
und Erdsystem. Sie bietet damit theoretisch ein enor-
mes Potenzial für die nachhaltige Nutzung von Res-
sourcen und für die Erhaltung natürlicher Lebens-
grundlagen. Dekarbonisierung kann etwa durch intel-
ligente Vernetzung und Einspeiseregelungen für erneu-
erbare Energien vorangetrieben und die Umwelt durch 
 Präzisionslandwirtschaft geschont werden. Jedoch stel-
len digitale Technologien nicht nur die fundamentale 
Infrastruktur zur Steuerung des industriellen Metabo-
lismus bereit, sondern verbrauchen selbst Ressourcen 
(Rosol et al., 2018). Zudem gibt es Wechselwirkungen 
zwischen gesellschaftlichen und ökonomischen Prozes-
sen und digitalen Infrastruktursystemen. Abhängig von 
den ökonomischen Rahmenbedingungen können sich 
gesellschaftliche Bereiche wie Beschäftigungsbedin-
gungen (z. B. Automatisierung von Arbeit) und soziale 
und finanzielle Ressourcen von Individuen verändern. 
Als Beschleuniger existierender und wenig nachhalti-
ger Produktionsformen und Konsummuster birgt Digi-
talisierung also ebenso Gefahren für die Große Trans-
formation und droht das Überschreiten planetarischer 
Leitplanken zu begünstigen.
Ausgehend von den verschiedenen Wechselwirkun-
gen der Nachhaltigkeitsziele mit rasanten Technologie-
entwicklungen und Veränderungen für Gesellschaft, 
Ökonomie, Techniksysteme und Individuen setzt sich 
der WBGU mit „drei Dynamiken des Digitalen Zeital-
ters“ auseinander: 
Die Erste Dynamik (Kap. 7.2) betrifft das kon-
krete Zusammendenken von Digitalisierung und Gro-
ßer Transformation. Digitalisierung hat einerseits das 
Potenzial, globale Umwelt- und Entwicklungsprobleme 
besser und schneller zu lösen. Andererseits kann Digi-
talisierung – ohne Gestaltung und Gegensteuerung – 
bereits bestehende Umweltprobleme und Ungleichhei-
ten verstärken (Kap. 5; Tab. 5.1-1). 
Mit der Zweiten Dynamik (Kap. 7.3) nimmt der 
WBGU sich abzeichnende Veränderungen in gesell-
schaftlichen und ökonomischen Bereichen in den Blick 
(beispielsweise die Zukunft der Arbeit oder digitali-
sierte Bildung). Grundfragen zu Gesellschaftsformen, 
etwa zum Umgang mit Daten, Privatheit, Sicherheit, 
Gesundheit, Ungleichheit, Rechtstaatlichkeit, Wohl-
befinden oder Gemeinwohl, gewinnen durch digitale 
Technik an Relevanz. 
In der aufscheinenden Dritten Dynamik (Kap. 7.4) 
geht es um Ungewissheiten und spannungsgeladene 
Debatten zu fiktiven Zukünften des Menschen, die sich 
um Digitalisierung ranken (z. B. Kehl und Coenen, 2016). 
Hier werden Fragen aufgeworfen, in denen es um das 
Menschenbild und die conditio humana, also den Men-
schen selbst geht (Kasten 2.1.1-1,  Kasten 2.1.1-2). 
2.1.2 
Ein Zusammendenken von Digitalisierung und 
Großer Transformation lenkt den Blick auf den 
Menschen selbst 
Aufgrund der möglichen Konsequenzen der Digitali-
sierung für Individuum und Gesellschaft ist es nötig, 
dass der WBGU seinen normativen Ausgangspunkt 
noch expliziter als bisher als Orientierungspunkt in die 
Debatte einführt und eine gesellschaftliche Gestaltung 
punkt globaler Kooperation zu etablieren (Messner und 
Scholz, 2018). 
Dabei bleibt die Umsetzung bisher enttäuschend: das 
zentrale Governance-Instrument beschränkt sich auf kurze, 
freiwillige nationale Berichterstattung zu Anstrengungen 
und Fortschritten im Rahmen der jährlichen Plenarsitzungen 
des Hochrangigen Politischen Forums für nachhaltige Ent-
wicklung der UN (High-level Political Forum on Sustainable 
Development – HLPF). Zwar sind bis 2019 bereits über 150 
freiwillige nationale Reviews eingegangen (UN, 2019). Hand-
lungsdruck und systematische Rechenschaftspflicht bestehen 
in diesem Rahmen bisher aber nur unzureichend – weshalb 
der Überprüfungsmechanismus genauso wie die Beteiligung 
nicht staatlicher Akteure reformiert und  substanziell verbes-
sert werden sollten (Beisheim, 2018; Kap. 9.3.1, 4.2.8). 
Wenngleich also die aktuell noch schleppende Umset-
zung ein – in der internationalen Politik bekanntes – Problem 
darstellt, sollte man die Bedeutung der Agenda 2030 nicht 
schmälern. Sie ist mit ihrem universellen Zielkatalog nicht nur 
Leitbild globaler Nachhaltigkeitspolitik und zentrales Para-
digma globaler Governance, sondern fordert damit auch nach-
drücklich eine polyzentrische Verantwortungsarchitektur für 
die „Transformation unserer Welt“ ein (Kap. 4). 
Digitaler Wandel kann dabei für die Erreichung der SDGs 
ebenfalls eine wichtige Rolle spielen, dabei bieten sich neue 
Möglichkeiten sowie neue Risiken (Kap. 8.2). 
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der Digitalisierung einfordert. 
Mit der Digitalisierung keimt die Hoffnung auf, dass 
neue technologische und gesellschaftliche Durch brüche 
der vollen Entfaltung zivilisatorischer und menschli-
cher Potenziale dienen könnten. Der WBGU schlägt vor, 
die vielfältigen Herausforderungen der Interaktion von 
Digitalisierung und Großer Transformation als Chance 
zu nutzen, um den Blick auf den Menschen und seine 
Entwicklungsmöglichkeiten zu richten. In der zweiten 
Hälfte des vergangenen Jahrhunderts wurde in der 
sich damals entwickelnden humanistischen Psycholo-
gie gezeigt, dass Menschen Zufriedenheit und Wohl-
befinden daraus schöpfen, sie selbst sein bzw. wer-
den zu können (Rogers, 1963). Es wurde – abgren-
zend zum Ansatz der Psychoanalyse – den Menschen 
ein selbstreflektives Verständnis ihrer Bedürfnisse und 
die Möglichkeit von Entwicklung aus sich heraus zuge-
traut (Maslow, 1974; Rogers, 2002). Die hier verkürzt 
dargestellte Tradition des psychologischen Humanis-
mus knüpft an moderne humanistische Strömungen an 
(Kasten 7.3-2). 
Der WBGU greift diese positive Vorstellung von 
Selbstwerdung durch Selbstreflexion auf, die in der 
humanistischen Psychologie als Voraussetzung sowohl 
von Empathie als auch von Kreativität gesehen wird 
– in dem Sinne, dass Menschen prinzipiell offen für 
Erfahrungen sind, ihre Ideen und Impulse ausdrü-
cken, und sich und ihre Umwelt aktiv gestalten können 
( Maslow, 1974). Mit der Digitalisierung beginnt eine 
erneute Phase, in der menschliche Neugier, Vielfalt und 
Körperlichkeit von materiellen Einschränkungen und 
Zwängen befreit und die Bedingungen für eine weit-
gehende Überwindung von Mangel und Konflikt und 
für Selbstwerdung endlich für alle Menschen geschaf-
fen werden können. Die Vision des WBGU ist hier 
die einer vertieften Vermenschlichung des Menschen 
mit Hilfe technischer Systeme. Digitale Technologien 
ermöglichen und universalisieren schon heute trans-
nationale Kommunikation, Vernetzung und Informati-
ons- wie Wissenszuwachs auf nie dagewesene Weise. 
Die im Humanismus angelegte Überzeugung, dass ver-
nunftbegabte Menschen durch das Reflektieren und 
Ausleben ihrer Bedürfnisse auch zu Kooperation und 
Zivilisation fähig werden (so wie auch in der Allgemei-
nen Erklärung der Menschenrechte von den Vereinten 
Nationen 1948 formuliert; UN, 1948) ist für den WBGU 
Ausgangspunkt für die Hoffnung, dass Digitalisierung 
diese im Menschen angelegten Fähigkeiten stärken und 
sogar zu noch besserer Entfaltung bringen kann.
Diese emanzipatorische Hoffnung eines neuen 
Humanismus mit Digitalisierung kann nur als gesell-
schaftlicher Such- und Gestaltungsprozess legitimiert 
und realisiert werden. Der WBGU sieht daher eine 
große Notwendigkeit in der Schaffung von Diskurs-
Kasten 2.1.1-1
Technikethik und verantwortungsbewusste 
Informatik 
Bei der Lösung von Problemen mit Hilfe von Technik wurden 
und werden oft neue, zum Teil nicht vorhersehbare Probleme 
geschaffen (Grunwald, 2012: 81). Somit ist die Widersprüch-
lichkeit der Aufklärung im Hinblick auf ihre gesellschaftlichen 
und technologischen Resultate kritisch zu hinterfragen. Nur 
der Mensch trägt die Verantwortung für die von ihm geschaf-
fenen Technologien und ihre Folgen, daher gilt auch hier das 
Prinzip Verantwortung des Philosophen Hans Jonas, demzu-
folge menschliche Handlungswirkungen mit der Sicherung 
„des echten menschlichen Lebens auf Erden“ vereinbar sein 
müssen und „die würdige Existenz [...] Verpflichtung aller 
(technisch oder politisch) Handelnden“ ist (Jonas, 1979). Im 
Kontext der Digitalisierung erinnerte schon Joseph Weizen-
baum (1986) Informatiker*innen an ihre Macht, „den welt-
politischen Zustand in eine lebensfördernde Richtung zu 
wenden“. Informationsverarbeitung kann im Extremfall 
sowohl Leben retten (etwa in der Medizin), als auch töten 
(etwa im Drohnenkrieg) – insofern gilt es im Sinne einer Auf-
klärung 2.0, diese Macht größtmöglich zu befördern (Ullrich, 
2014: 698). Es bedarf also einer „Aufklärung über digitale 
Aufklärung“, welche imstande ist, vom „digitalen Zeitgeist 
einen denkerischen Abstand zu nehmen, anstatt sich nur um 
ihre Verbreitung zu bemühen“ (Capurro, 2017: IX). Digitali-
sierung ist Menschenwerk und sollte durch proaktive Tech-
nikgestaltung Zielen folgen, die der Allgemeinheit sowie 
menschlicher Würde und Mündigkeit dienen. Wenn mit 
Methoden der Informatik viele Bereiche der Welt zunehmend 
erfolgreich modelliert werden, ändert dies nichts daran, dass 
es sich um Modelle handelt, welche die Realität immer ver-
einfachend abbilden. Deren numerische und damit berechen-
bare Abbildung in Datensätzen wird problematisch, wenn das 
Modell inadäquat und seine Vereinfachung zu grob ist, 
wodurch es essenzielle Elemente ignoriert oder gar verzerrt 
darstellt (Ito, 2018). Sind Menschen das Objekt der Abbil-
dung, besteht die Gefahr jedoch nicht nur darin, dass sie auf 
Basis einzelner Verhaltensdaten unzureichend kategorisiert 
und damit auf einzelne Aspekte ihrer Existenz reduziert wer-
den. Vielmehr werden die somit als bloßes Objekt wahrge-
nommenen Individuen nicht als ganzes wahrgenommen, son-
dern nur in diejenigen Teilen, die sich im Modell abbilden 
lassen, während der Rest ignoriert wird. Mit einem auf Würde 
und Freiheit ausgerichteten Menschenbild ist dies, wie z. B. in 
defizitärer Software zur „Prognose“ von Rückfälligkeit Straf-
gefangener oder im Hinblick auf exzessive Anwendung von 
Scoring-Verfahren, nicht vereinbar (Ullrich, 2018: 11). Kurz 
gesagt ist daher im aufklärerischen Sinn die Frage zu stellen, 
„ob wir die Technik haben, die wir brauchen“, sowie „ob wir 
die Technik brauchen, die wir haben“ (Kornwachs, 2009: 39). 
Anders ausgedrückt: Die Technik muss um des Menschen wil-
len da sein, nicht der Mensch um der Technik willen.
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räumen für die demokratische Selbstverständigung 
über mögliche Zukünfte (Schöppner, 2016). Er schlägt 
vor, Digitalisierung und die damit verknüpften gesell-
schaftlichen Diskurse über Bildung und Transformation 
als Chance zu begreifen, um die Zukunftsfähigkeit von 
Gesellschaften in den Blick zu nehmen. Es gilt nicht, 
den Menschen für eine veränderte digitale Umwelt vor-
zubereiten, sondern die Rahmenbedingungen für die 
Entfaltung der menschlichen Potenziale in einer digita-
lisierten und ökologischen Umwelt zu schaffen.
Konkret bedeutet dies, Menschen zur Zukunftsge-
staltung zu befähigen und das aktuelle Bildungsver-
ständnis zu reflektieren. Historisch betrachtet ging mit 
jeder großen Transformation von Gesellschaften meist 
auch eine Transformation von Regeln und Normen, des 
Denkens, der Kommunikationsformen und der Kultur 
einher. Oft waren diese immateriellen Veränderungen 
den strukturellen vorgelagert: menschliche Beobach-
tung, Reflexion und Imagination treiben Abweichun-
gen, Experimente und Innovationen an. 
Der Report des International Social Sciences Council 
(ISSC) von 2013 und der UNESCO hat dazu den Begriff 
der Futures Literacy (Zukunftsfähigkeit) eingeführt: 
„die Fähigkeit der Menschen, sich Zukünfte vorstellen 
zu können, die nicht auf versteckten, unhinterfragten 
und manchmal fraglichen Annahmen zu vergangenen 
oder heutigen Systemen basieren“ (ISSC und UNESCO, 
2013: 69). Imaginationsfähigkeit und Bewertung von 
Zukünften wird von individuellen Weltanschauungen 
intentional agierender Akteure und auch von Macht-
streben, Interessen und Gerechtigkeitsempfinden beein-
flusst. Die zentrale Umsetzungsidee von Zukunftsfähig-
keit ist die der Reflexion: „die systematische Heraus-
stellung von blinden Flecken, um in der Imagination 
unbekannter Zukünfte sowie der kritischen Auseinan-
dersetzung mit Aktivitäten in der Gegenwart mit neuen 
Beschreibungen (frames) experimentieren zu können“ 
(ISSC und UNESCO, 2013). Zukunft wird hier nicht 
als ein möglichst genau zu prognostizierender Zustand 
begriffen, der auf uns zukommt und auf den es sich vor-
zubereiten gilt. Zukunft gilt als ein vorstrukturiertes, 
aber langfristig offenes Ergebnis der heutigen Entschei-
dungen und Handlungen. Dadurch ist Zukunft auch nicht 
singulär, sondern es sind viele verschiedene Zukünfte 
denkbar. Die Auseinandersetzung mit Zukunftsgestal-
tung umfasst damit sowohl plausible als auch mögliche 
und wünschenswerte Zukünfte. Um notwendige oder 
strukturell forcierte Transformationsprozesse möglichst 
demokratisch und konfliktarm zu gestalten ist also ein 
Bewusstsein für diese selektive Wirkung von Paradigmen 
und Annahmen über die Welt wichtig. Positiv gewendet 
ließe sich formulieren, dass der Grad der Reflexionsfähig-
keit und Bildung in einer Gesellschaft ihre Transforma-
tionsfähigkeit bzw. Zukunftsfähigkeit direkt beeinflusst.
2.2
Der normative Kompass des WBGU im Digitalen 
Zeitalter 
Der WBGU hat 2016 einen normativen Kompass 
(WBGU, 2016a) als erweiterte normative Grundlage 
der Großen Transformation zur Nachhaltigkeit (WBGU, 
2011; Kap. 2.1) vorgelegt und dort mit Blick auf die 
transformative Kraft der Städte ausbuchstabiert. Dieser 
Kompass wird im vorliegenden Gutachten auf die spe-
zifischen Herausforderungen der Digitalisierung ange-
wandt. Grundorientierungen des Kompasses sind die 
Erfordernisse der Erhaltung der natürlichen Lebens-
grundlagen sowie der Sicherung von Teilhabe und 
Eigenart. 
2.2.1 
Erhaltung der natürlichen Lebensgrundlagen
Die Erhaltung der natürlichen Lebensgrundlagen ist ein 
Kernkonzept der Großen Transformation zur Nachhal-
tigkeit und bildet eine der drei Dimensionen des vom 
WBGU entwickelten normativen Kompasses (WBGU, 
2016a: 145). Diese Dimension umfasst zum einen die 
Einhaltung planetarischer Leitplanken, deren Über-
schreiten heute oder in Zukunft intolerable Folgen mit 
sich brächte. Zum anderen beinhaltet sie die Vermei-
dung lokaler Umweltprobleme, deren Auswirkungen in 
komplexer Wechselwirkung mit globalen Umweltver-
änderungen stehen können (WBGU, 2016a).
Die Digitalisierung beeinflusst aktuelle Lebens- und 
Wirtschaftsweisen grundlegend und verändert damit 
auch unsere Möglichkeiten, die natürlichen Lebens-
grundlagen zu erhalten und langfristig solidarische 
Lebensqualität auf unserem Planeten zu sichern. Die 
unterschiedlichen Effekte der Digitalisierung auf Res-
sourcen- und Energieverbrauch gilt es kritisch in ihrer 
Auswirkung auf die geophysikalischen, biologischen 
und atmosphärischen Prozesse des Planeten und loka-
ler Umwelten zu prüfen (z. B. Kap. 5.2.1, 5.2.6). Eine 
umfängliche, globale Einschätzung dieser Effekte 
ist derzeit nicht möglich, nicht zuletzt aufgrund der 
schwierigen Datenlage (Köhler et al., 2018). Jedoch ist 
ihre steigende Relevanz, vor allem in Anbetracht der 
Dringlichkeit globaler und lokaler ökologischer Prob-
leme, unumstritten. Es ist daher notwendig, die Digita-
lisierung aktiv so zu gestalten, dass planetarische Leit-
planken und lokale Umweltveränderungen berücksich-
tigt werden. Zwei Kernfragen resultieren aus diesem 
Anspruch: Inwiefern können erstens die Chancen der 
Digitalisierung dazu beitragen, die natürlichen Lebens-
grundlagen zu erhalten? Wie kann zweitens verhindert 
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Kasten 2.1.1-2
Überwindung des Menschen? Menschenbilder im 
Trans- und Posthumanismus
Trans- und Posthumanismus sind philosophische Strömun-
gen, die die traditionelle Konzeption des Menschseins neu 
überdenken (Tab. 2.1.2-1). Im Unterschied zum humanisti-
schen Ideal, das den mündigen Menschen durch Kultur und 
Bildung „vom Tier und Barbaren“ zu emanzipieren sucht, ist 
es Ziel des Transhumanismus, die Möglichkeiten des wissen-
schaftlichen und technologischen Fortschritts zu nutzen, 
um die menschlichen Fähigkeiten zu erweitern und dadurch 
eine neue Evolutionsstufe des Menschen einzuleiten. Beim 
technologischen Posthumanismus wiederum steht die Über-
windung des Menschen und seiner Körperlichkeit durch die 
Schaffung einer technikbasierten Spezies im Vordergrund. 
Der kritische Posthumanismus distanziert sich von diesen 
Denkrichtungen. Er konzentriert sich auf die kritische Wei-
terentwicklung des humanistischen Weltbilds, wobei er die 
im Humanismus angenommene besondere Stellung des Men-
schen negiert und den Menschen in einem Kontinuum von 
Natur, Kultur und Technik betrachtet.
Transhumanismus wurde begrifflich bereits Anfang des 
19. Jahrhunderts geprägt und hat sich als Denkrichtung 
seit den 1950er Jahren zu einer Bewegung entwickelt (Loh, 
2018: 34ff.). Diese ist jedoch ebenso heterogen wie die vie-
len Ausrichtungen und Ansätze, die der Begriff einschließt 
(Coeckelbergh, 2018: 81). Unter den Anhängern dieser Bewe-
gung haben insbesondere wirtschaftsliberale und libertäre 
Vertreter des Silicon Valley (z. B. Kurzweil, Thiel) viel Auf-
merksamkeit bekommen (Kehl und Coenen, 2016). 
Transhumanist*innen vertreten die These, dass Fortschrit-
te in Bereichen wie der KI, Nanotechnologie, Biotechnologie 
oder Neurotechnologie die natürlichen Fähigkeiten der Men-
schen zu einer neuen Evolutionsstufe ausdehnen werden. 
Die Transformation in ein posthumanes Wesen werde durch 
aufkommende Technologien wie regenerative Medizin zur 
Verbesserung menschlicher Eigenschaften (wie Gesundheit 
und Intelligenz) erfolgen. Die Logik der Verbesserung, Kör-
perbeherrschung und Entleiblichung hat den Diskurs zum 
Human Enhancement geprägt, dessen Ziel die Überwindung 
bestehender Grenzen von Körper und Geist ist (Kehl und 
Coenen, 2016). Technologischer Posthumanismus orientiert 
sich dagegen an noch spekulativeren Technologien wie einer 
Übertragung des Bewusstseins auf Computersysteme (mind 
uploading) zur Überwindung menschlicher Leiblichkeit und 
der ewigen Existenz des individuellen Geistes (Ferrando, 
2014). Weiterhin thematisieren Vertreter*innen beider Strö-
mungen die Erschließung neuer Lebensräume, beispielsweise 
des Weltalls, durch auf dortige Lebensumgebungen einge-
stellte Menschen oder gar künstliche Superintelligenz. 
Die Ideen dieser beiden nicht immer trennscharfen Strö-
mungen werden kontrovers diskutiert, nicht nur bezüglich 
ihres mängelbezogenen Menschenbilds, sondern auch bezüg-
lich einer „philosophischen Unbedarftheit“ und argumenta-
tiven Widersprüchlichkeit (Loh, 2018: 15). Häufig mangelt 
es an der philosophischen Grundeinsicht in die Grenzen von 
menschlicher Erfahrung und Wissen und der erkenntnis-
theoretischen Tugend einer entsprechenden Bescheidenheit 
(Coeckelbergh, 2018: 92). Kritisiert werden weiterhin das oft 
defizitäre Verständnis menschlichen Glücks und die wahr-
scheinliche Überschätzung technischer Möglichkeiten: „Der 
Transhumanismus basiert zumeist auf einer utilitaristischen 
Ethik, deren zentrale Orientierung an der Nützlichkeit – für 
den Einzelnen oder für eine Gemeinschaft – nicht unter dem 
Vorbehalt einer wie auch immer definierten Menschenwürde 
steht“ (Schöppner, 2016: 47). Die Erfahrung von und das Ver-
halten zu Leiden sei vielmehr „eine wesentliche Dimension 
eines von vielen geteilten menschlichen Selbstverständnis-
ses“ (Schöppner, 2016: 47). Weiterhin würde die vorgebli-
che Überwindung der menschlichen Verletzlichkeit im Pro-
zess zwangsläufig neue Verletzlichkeiten hervorbringen und 
damit weiteres physisches oder psychisches Leiden schaffen 
(Coeckelbergh, 2013a: 19ff.).
Sowohl Transhumanismus als auch der technologische 
Posthumanismus blenden „weitestgehend aus, dass sich der 
Mensch als ‚die Menschen‘ [...] nicht vollständig  kontrollieren, 
Tabelle 2.1.2-1
Typologie Humanismen der Gegenwart.
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werden, dass mit der Digitalisierung einhergehende, 
rapide Veränderungsprozesse zur Verstärkung der öko-
logischen Krisen führen? Zur Beantwortung dieser Fra-
gen bietet die Nachhaltigkeitsdimension des normati-
ven Kompasses eine grundlegende Orientierungshilfe. 
2.2.1.1 
Planetarische Leitplanken für globale 
 Umweltveränderungen
Das seit 1994 vom WBGU entwickelte Konzept der 
planetarischen Leitplanken (Kasten 2.2.1-1) bezeich-
net „quantitativ definierbare Schadensgrenzen, deren 
Überschreitung heute oder in Zukunft intolerable Fol-
gen mit sich brächte, so dass auch großer Nutzen in 
anderen Bereichen diese Schäden nicht ausgleichen 
könnte“ (WBGU, 2011: 34). Das Konzept wurde von 
Rockström et al. (2009) und Steffen et al. (2015b) als 
„planetary boundaries“ aufgegriffen und teils sogar 
als politisches Ziel übernommen (z. B. den Stopp der 
 globalen Erwärmung unterhalb der 2 °C-Klimaschutz-
leitplanke im Pariser Übereinkommen). In seinen Gut-
achten entwickelte der WBGU planetarische Leitplan-
ken für spezifische Bereiche, u. a. Klima (WBGU, 1995, 
1997), Armut (WBGU, 2005) und Meere (WBGU, 
2006). Der WBGU bezieht sich auf folgende sechs Leit-
planken ( Kasten 2.2.1-1; WBGU, 2014b): 
 > Klimawandel auf höchstens 2 °C begrenzen,
 > Ozeanversauerung auf 0,2 pH-Einheiten begrenzen, 
 > Verlust von biologischer Vielfalt und Ökosystemleis-
tungen stoppen, 
 > Land- und Bodendegradation stoppen, 
 > Gefährdung durch langlebige Schadstoffe (z. B. 
Quecksilber, Plastik, spaltbares Material) begrenzen, 
 > Verlust von Phosphor stoppen. 
Die Ressourcen- und Energieeffekte der Digitalisierung 
wirken sich substanziell auf die Möglichkeit aus, die pla-
netaren Leitplanken einzuhalten. Kritisch zu prüfen ist 
beispielsweise die Auswirkung der Digitalisierung auf 
die Möglichkeit, die 2 °C-Klimaleitplanke einzuhalten, 
Land- und Bodendegradation zu stoppen und nachhal-
tigere Konsummuster zu etablieren. Neben den erhoff-
ten Effizienzgewinnen und Möglichkeiten der Ressour-
censchonung durch Kreislaufwirtschaft oder Demateri-
alisierung sind auch Rebound-Effekte zu berücksichti-
gen, sowie mögliche Steigerungen der Energienachfrage 
oder negative Konsequenzen neuartiger Stoffströme, 
denen vorgebeugt werden sollte (Köhler et al., 2018; 
Arvidsson und Sandén, 2017). 
Die technischen Entwicklungen bieten Potenziale 
für unser Verständnis des Erdsystems mit seinen kom-
plexen Wechselwirkungen, Kipppunkten und planeta-
rischen Leitplanken. Beispiele sind Echtzeitmessungen 
kalkulieren und prognostizieren lässt“ (Loh, 2018: 79). Mit 
derartiger Vereinfachung „geht einerseits eine Art Trivial-An-
thropologie einher, andererseits ein sogar häufig explizit zum 
Ausdruck gebrachter Fatalismus“ (Loh, 2018: 80). Metho-
den des Human Enhancement (Themenkasten 5.3-2) stehen 
humanistischer Bildung im Kern konträr entgegen, da Trans-
humanismus im Gegensatz zum Humanismus „den Menschen 
zu einem passiven Objekt der Gestaltung degradiert“ (Loh, 
2018: 84; siehe auch Damberger 2016). Darüber hinaus bege-
hen Visionen des zukünftigen Posthumanen einen erkennt-
nistheoretischen Kategorienfehler, da sich der Zielpunkt 
menschlicher Selbsttransformation außerhalb des mensch-
lichen Erfahrungshorizonts befindet. Die Reduzierung von 
Geist auf Information im technologischen Posthumanismus 
wirft wiederum die Frage danach auf, ob sich die Essenz eines 
Menschen tatsächlich in Information ausdrücken lässt (Dam-
berger, 2016: 32ff.). Auch ist fraglich, ob bei der Vision von 
Mind Uploading die Kopie einer Person noch „das  Original“ 
ist.
Die seit den 1990er Jahren aufkommende Perspektive 
des kritischen Posthumanismus (Braidotti, 2014; Mol, 2002) 
sieht dagegen auf dem geisteswissenschaftlichen Fundament 
digitaler Umweltwissenschaft ein Kontinuum von Natur, Kul-
tur und Technik. Das „post“ bezieht sich deshalb nicht auf 
eine futuristische Welt „nach“ dem Menschen, sondern steht 
jenseits von Anthropozentrismus für einen neuen Humanis-
mus, welcher der Vielfältigkeit der Menschen in ihrer Umwelt 
gerechter wird. Das posthumane Subjekt wird als komplex, 
verkörpert, eingebettet, relational und affektiv verstanden 
und entfaltet Wirkmacht (Agency) und Bewusstsein aus 
kollaborativen, mehr-als-menschlichen Prozessen (Braidotti, 
2014; Haraway, 1991; Bennett, 2010). Im Zeitalter digitaler 
und ökologischer Transformationen sind differenzierte Ana-
lysen dieser Verknüpfungen notwendig, um „kritisch und 
kreativ darüber nachzudenken, wer oder was wir im Prozess 
des Werdens eigentlich sind“ (Braidotti, 2014: 17). 
Diese posthumane Sensibilität ermöglicht es somit, sich 
mit den komplexen ethischen und politischen Fragen der 
Digitalisierung und der ökologischen Krisen auseinanderzu-
setzen, ohne auf die mentalen Schranken der historisch prä-
genden Dualismen von Körper und Geist, Natur und Kultur 
sowie Natur und Technik zurück zu fallen. In diesen ethischen 
Diskussionen stehen durchaus humanistische Werte von 
Gerechtigkeit und individueller sowie kollektiver Freiheit und 
Verantwortung im Mittelpunkt (Braidotti, 2014; Rose, 2017). 
Es geht nicht darum, die Errungenschaften der Aufklärung 
und des Humanismus umzukehren, sondern diese auszuwei-
ten, um der Vielzahl an menschlich-techno-ökologischen 
Realitäten gerechter zu werden. Posthumanismus im kriti-
schen Sinn „bedeutet also nicht, gleichgültig gegenüber den 
Menschen oder entmenschlicht zu sein“, sondern beinhaltet 
im Gegenteil „eine neue Verbindung ethischer Werte mit dem 
Wohl der Gemeinschaft in einem umfassenderen Sinn, der 
auch unsere territorialen und ökologischen Wechselbeziehun-
gen einschließt“ (Braidotti, 2014: 193). Im kritischen Posthu-
manismus geht es auch um die Frage, ob nicht nur der Homo 
sapiens, sondern auch andere Lebewesen oder sogar ganze 
Ökosysteme ein Recht auf Existenz in Würde haben sollten 
(Holland und Linch, 2016; Whatmore, 2002). 
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von Temperatur, Salzgehalt und Strömungen der Welt-
meere, die für die Klima- und Meereswissenschaften 
unabdinglich geworden sind (z. B. Roemmich et al., 
2009). Seit den 1990er Jahren verfolgen Wissenschaft-
ler eine Maximalversion dieses Fortschritts. Unter 
dem Schlagwort „Digital Earth“ hoffen sie, jeder Per-
son digitalen Zugang zu einem wissenschaftlich fun-
dierten Modell der Erde zu geben, welches historische 
und zukünftige Veränderungen des Planeten detailliert 




Neben globalen Leitplanken müssen auch spezifische 
Umweltprobleme im Blick behalten werden – auch und 
gerade, wenn sich ihre Effekte nur im lokalen Kontext 
zeigen oder auf einzelne Staaten, Regionen oder auch 
(z. B. marginalisierte) Bevölkerungsgruppen beschrän-
ken. Häufig stehen lokale Umweltveränderungen in 
Wechselwirkung mit globalen Phänomenen, werden 
durch diese verstärkt oder können sie ihrerseits ver-
stärken (WBGU, 2016a: 145). Zahlreiche zunehmend 
globalisierte Wirtschaftsprozesse haben bereits heute 
konkrete Auswirkungen auf lokale Umweltsysteme, 
wie beispielsweise in der Textilprodxuktion, im Berg-
bau oder bei der Aluminiumproduktion. Vielfach fol-
gen Auswirkungen wie diese dem Schema der Exter-
nalisierungsgesellschaft (Lessenich, 2016), demzufolge 
die Kosten des Lebensstils der wohlhabenderen Län-
der und Bevölkerungsgruppen überwiegend den ärme-
ren Ländern und Bevölkerungsgruppen in Rechnung 
gestellt werden.
Solche lokalen oder regionalen Belastungen von 
Ökosystemen, die in einer global aggregierten Pers-
pektive unsichtbar werden, können auch durch Digi-
talisierung entstehen oder befördert werden. Der 
Abbau kritischer Rohmaterialien für Informations- und 
Kommunikationstechnologien wie seltene Erden-Ele-
mente, Edelmetalle und rare Halbleitermaterialien hat 
beispielsweise sehr differenzierte Auswirkungen auf 
lokale Ökosysteme und Bevölkerungsgruppen (Yang et 
Kasten 2.2.1-1
Planetarische Leitplanken
Das vom WBGU seit 1994 entwickelte Konzept der planeta-
rischen Leitplanken verfolgt den Ansatz, solche Zustände des 
Erdsystems zu identifizieren, die unbedingt vermieden werden 
sollten, um die natürlichen Lebensgrundlagen der Menschheit 
nicht zu gefährden. Der WBGU hat seitdem Leitplanken für 
ganz unterschiedliche Bereiche des globalen Wandels vor-
geschlagen und begründet, beispielsweise für Klimawandel, 
biologische Vielfalt, Ozeanversauerung, Meeresspiegelan-
stieg und Bodenschutz (WBGU, 1997, 2000, 2006, 2009b). 
Das Konzept wurde von Rockström et al. (2009) und Steffen 
et al. (2015b) mit dem Begriff „planetary boundaries“ auf-
gegriffen und weiterentwickelt. Auch in der internationalen 
Politik finden sich Ansätze wieder, die der Idee planetarischer 
Leitplanken entsprechen – so etwa das im Übereinkommen 
von Paris vereinbarte Ziel, den globalen Temperaturanstieg 
auf deutlich unterhalb von 2 °C zu begrenzen.
Der WBGU hat Leitplanken als quantitativ definierbare 
Schadensgrenzen beschrieben, deren Überschreitung heute 
oder in Zukunft intolerable Folgen mit sich brächte, so dass 
auch ein großer Nutzen in anderen Bereichen diese Schäden 
nicht ausgleichen könnte (WBGU, 2011: 34). Dabei ist aller-
dings erstens zu beachten, dass Leitplanken keine scharfen 
Systemgrenzen darstellen, bei denen diesseits der Leitplanke 
alle Schäden abgewendet werden könnten und jenseits der 
Leitplanke unmittelbar schwere Schäden oder Katastrophen 
zu erwarten wären. Zweitens ist die Quantifizierung der Leit-
planken immer eine normative Setzung, da die Abgrenzung 
zwischen tolerablen und nicht tolerablen Folgen notwendi-
gerweise wertgeleitet ist. Die Wissenschaft kann hier begrün-
dete Vorschläge vorlegen, die Entscheidung über die Setzung 
von Leitplanken sollte aber einem demokratischen Prozess 
unterliegen. 
Der WBGU hat, aufbauend auf diesen Arbeiten, 2014 in 
einem Politikpapier ein Set von sechs Leitplanken vorgeschla-
gen und ausführlich begründet (WBGU, 2014b). In diesem 
Papier findet sich auch eine ausführliche Diskussion der 
Hintergründe des Leitplankenkonzepts. Die vorgeschlagenen 
Leitplanken sind:
1. Klimawandel auf höchstens 2 °C begrenzen: Um diese Leit-
planke einzuhalten, sollten Emissionen von CO2 spätes-
tens Mitte des Jahrhunderts weltweit auf Null gebracht 
werden, und auch die Emissionen anderer Treibhausgase 
begrenzt werden. 
2. Ozeanversauerung auf 0,2 pH-Einheiten begrenzen: Auch 
die Einhaltung dieser Leitplanke erfordert eine Absen-
kung der CO2-Emissionen auf Null. Andere Treibhausgase 
hingegen beeinflussen die Ozeanversauerung nicht.
3. Verlust von biologischer Vielfalt und Ökosystemleistun-
gen stoppen: Hierfür sollten die unmittelbaren anthropo-
genen Treiber des Verlusts biologischer Vielfalt, z. B. die 
Konversion natürlicher Ökosysteme, spätestens 2050 auf 
Null gebracht werden. 
4. Land- und Bodendegradation stoppen: Die Netto-Land-
degradation sollte bis 2030 weltweit und in allen Län-
dern gestoppt werden. 
5. Gefährdung durch langlebige Schadstoffe (z. B. Queck-
silber, Plastik, spaltbares Material) begrenzen: Die 
 substituierbare Nutzung sowie die anthropogenen 
Quecksilberemissionen sollten bis 2050 gestoppt wer-
den. Bis dahin sollte auch die Freisetzung von Plastik-
abfall in die Umwelt weltweit gestoppt werden. Die Pro-
duktion von Kernbrennstoffen sowohl für den Einsatz in 
Kernwaffen als auch für den Einsatz in zivil genutzten 
Kernreaktoren sollte bis 2070 eingestellt werden.
6. Verlust von Phosphor stoppen: Die Freisetzung nicht rück-
gewinnbaren Phosphors sollte bis 2050 gestoppt werden, 
weltweit sollte seine Kreislaufführung erreicht werden.
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al., 2013). Auch steigt durch die hohe Innovationsfre-
quenz der digitalen Wirtschaft und durch die geplante 
Obsoleszenz digitaler Endgeräte der globale Elektro- 
und Elektronikschrott kontinuierlich (Kap. 5.2.5). 
Lokale Umweltprobleme werden in Zukunft durch die 
Weiterentwicklung und Verbreitung von Technologien 
wie Wearable Computing, Pervasive Computing und 
das Internet der Dinge wahrscheinlich verstärkt ( Köhler 
et al., 2018). Aufgrund der Wucht und Geschwindig-
keit, mit der digitale Innovationen den globalen Ener-
gie- und Ressourcenverbrauch verändern, sind die pla-
netarischen Leitplanken und das Vermeiden lokaler 
Umweltprobleme wichtige normative Richtungswei-
ser für die Gestaltung der Digitalisierung im Sinne der 
 Großen Transformation zur Nachhaltigkeit.
2.2.2 
Teilhabe – die Basis für gutes Leben
Gesellschaftliche Teilhabe für alle Menschen ist ein 
wesentliches Ziel der Großen Transformation zur Nach-
haltigkeit, denn ohne sie „sind weder gutes Leben 
noch nachhaltige Entwicklung möglich“ (WBGU, 
2016a: 147). Teilhabe zielt darauf, allen Menschen glei-
che Chancen zu eröffnen, sich gesellschaftlich einzu-
bringen und zu verwirklichen. Der WBGU stützt sein 
Konzept auf die Menschenrechte sowie den Capabili-
ties Approach (Kasten 2.2.2-1). 
2.2.2.1 
Substanzielle Teilhabe als Basiskategorie
Substanzielle Teilhabe bildet das Fundament für 
 ökonomische und politische Teilhabe. Sie schließt 
grundlegende Verwirklichungschancen und gesell-
schaftliche Mitgestaltung und damit Mindestvoraus-
setzungen für ein menschenwürdiges Leben ein. Basie-
rend auf den Menschenrechten und im Einklang mit 
den  entsprechenden Zielen der Agenda 2030 für nach-
haltige Entwicklung beinhalten diese aus Sicht des 
WBGU (2016a: 148) den qualitativ und quantitativ 
adäquaten Zugang zu:
 > Nahrung, 
 > sauberem Trinkwasser, 
 > sanitären Anlagen, 
 > Wohnraum, Gesundheitsversorgung, 
 > Bildung,
 > modernen Energie- und Telekommunikationsdienst-
leistungen, 
 > Mobilität, 
 > Abfallentsorgung, 
 > gesunder Umwelt, 
 > Sicherheit. 
Im Hinblick auf die Digitalisierung ist darüber hinaus 
zunächst die Ermöglichung gleichwertiger Teilhabe an 
IKT-Infrastrukturen und der virtuellen Welt mit den dort 
verfügbaren Daten, Informationen und Wissensartefak-
ten zentral. Wird diese nicht ausreichend gewährleis-
tet, leidet letztlich die politische und ökonomische Teil-
habe. Der Zugang zur öffentlichen IKT, der kontinu-
ierliche Ausbau von Breitbandnetzen und öffentlichen 
Informationsangeboten sowie Netzneutralität im Sinne 
gleichberechtigter Datenpakete statt eines Mehrklassen-
internets sind daher wichtige Voraussetzungen substan-
zieller Teilhabe (Kap. 5.3.5). Gleiches gilt für zuverläs-
sige und sichere Infrastrukturen und Informationen. 
Zudem müssen die Bedingungen für Mündigkeit, Infor-
mationsfreiheit und Bildung im Sinne digitaler Kompe-
tenz, Selbstbestimmung und Souveränität gewährleistet 
werden, um Problemen wie etwa der Fragmentierung 
Kasten 2.2.2-1
Menschliche Grundfähigkeiten
Das Teilhabekonzept des WBGU basiert neben den Men-
schenrechten ausdrücklich auf dem Capabilities Approach 
(CA), der auf Amartya Sen (1985) und Martha Nussbaum 
(1999) zurückgeht (WBGU, 2016a: 149, 156). Der CA kon-
zeptualisiert und analysiert individuelles Wohlergehen pri-
mär über Tätigkeiten oder Fähigkeiten des Menschen. Er 
verkörpert damit einen universellen Zugang zu grundlegen-
den menschlichen Verwirklichungschancen, welcher gleich-
zeitig offen genug bleibt, um ihrer Vielfalt gerecht zu wer-
den. Gemeinsame Basis ist der Schutz der Menschenwürde 
– ungeachtet vom Lebenskontext. Individuelles Wohlergehen 
wird im gesellschaftlichen Kontext an möglichen Fähigkeiten 
und Tätigkeiten ausgerichtet, wobei individuelle Freiheit im 
Sinne eines selbstbestimmten Lebens die zentrale normative 
Kategorie darstellt (Graf, 2017: 312). Aufgrund seiner globa-
len Perspektive wurde der CA auch Grundlage des Human 
Development Index der UN.
Über Sens (1985) eher ergebnisoffenes Verfahren hinaus-
gehend betont Nussbaum (1999) die zentralen Fähigkeiten, 
das Leben (1) in seiner eigenen Umgebung und in eigenem 
Kontext, (2) in voller Länge lebenswert und bei guter Gesund-
heit und Ernährung, (3) unter angemessener Bedürfnisbefrie-
digung sowie Nutzung der fünf Sinne (sofern vollständig vor-
handen) zu leben und (4) dabei unnötigen Schmerz zu ver-
meiden, aber auch (5) in Verbundenheit mit der gesamten 
Natur zu leben und pfleglich mit ihr umzugehen. Es gilt daher 
entsprechend, auch Digitalisierung zur Maximierung mensch-
licher Lebensqualität zu gestalten. So wäre z. B. bezüglich 
Transhumanismus, Neuro- oder Body Enhancement (im Ver-
gleich zur Heilung) zu klären, wo im Rahmen der Menschen-
würde jeweils Grenzen zu dystopischen Pfaden zu ziehen sind 
und was demgegenüber individueller Präferenz und der 
jeweiligen Eigenart überlassen bleibt (Kap. 2.2.3).
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digitaler Öffentlichkeit, der Diskursmacht großer Kon-
zerne oder der Manipulation von Nutzer*innen entge-
genzuwirken und ökonomische wie politische Teilhabe 
zu ermöglichen. Letztlich läuft substanzielle Teilhabe auf 
die Möglichkeit hinaus, auch im Digitalen Zeitalter die 
Welt erkennen und mitgestalten zu können, da ansons-
ten eine „strukturelle Marginalisierung“ der Betroffenen 
zu befürchten ist, wenn sie aus der digital durchdrunge-
nen Welt ausgeschlossen werden (Apprich, 2015: 76).
2.2.2.2 
Ökonomische Teilhabe für In- statt Exklusion
Eng verwoben mit substanzieller Teilhabe bedeutet 
ökonomische Teilhabe nicht nur die Integration in ein 
Wirtschaftssystem, sondern vor allem Zugang zu for-
mellen und informellen Märkten (WBGU, 2016a: 150). 
Während im WBGU-Hauptgutachten zur Urbanisie-
rung insbesondere der Arbeits- und Immobilienmarkt 
hervorgehoben wurden, beeinflusst die Digitalisie-
rung die Dynamiken des Wirtschaftssystems an sich. 
Bei der Gestaltung dieses epochalen Wandels geht es 
weiterhin darum, soziale Ungleichheit zu verringern 
und Exklusion zu verhindern. Im globalen Kontext 
(UNIDO, 2017: 19) ebenso wie jeweils national zeich-
nen sich bereits weitere ökonomische Spaltungen der 
Gesellschaft im Zuge der Digitalisierung ab (Couldry 
und Mejias, 2018). Fragen z. B. nach dem Wert von 
Daten, deren Eigentum und Kontrolle sind hier ebenso 
zu stellen wie nach der zukünftigen Rolle von Erwerbs-
arbeit und neuen Systemen zur Vergütung und sozia-
len Sicherung. Ebenso zeichnet sich ab, dass sich das 
Finanz- und das Währungssystem durch neue Tech-
nologien weiter verändern werden. Bei diesen Verän-
derungen sind Sicherheit und Transparenz im Hinblick 
auf durch Algorithmen geprägte Entscheidungspro-
zesse relevant (SVRV, 2018). Da sich das Ungleichge-
wicht zwischen der Macht der wichtigsten IKT-Kon-
zerne und einzelnen Nutzer*innen sowie der Netzge-
meinschaft zukünftig eher zu verschärfen als zu redu-
zieren droht, sind auch hier weitere gesellschaftliche 
Debatten nötig (Kap. 9). 
2.2.2.3 
Politische Teilhabe als demokratische Grundlage
Politische Teilhabe ist nicht nur Voraussetzung für die 
Große Transformation zur Nachhaltigkeit und die Ent-
wicklung eines neuen Gesellschaftsvertrags (WBGU, 
2011; Messner, 2015), sondern erfüllt auch im Sinne 
der Mitgestaltung der digitalisierten Gesellschaft eine 
zentrale Rolle. Die Minimalanforderungen politischer 
Teilhabe (WBGU, 2016a: 152) – Wahl-, Informati-
ons- und Mitwirkungsrecht sowie Kollektivrechte und 
Rechtsschutz – werden bereits gegenwärtig erheb-
lich von der Digitalisierung betroffen. Zentral ist hier-
bei zunächst der neue Strukturwandel der Öffentlich-
keit (Imhof, 2011; Fraser, 2010; Capurro, 2017) durch 
Phänomene wie digitale Filterblasen (Pariser, 2011), 
Echokammern und die Verbreitung von „Fake News“ 
in sozialen Medien oder die kontinuierliche Herausfor-
derung klassischer journalistischer Geschäftsmodelle 
(Kap. 5.3.2). Neben der für die politische Willensbil-
dung und Teilhabe nötigen Informations- sowie Rede-
freiheit sind auf kollektiver Ebene vor allem ein grup-
penbezogenes Recht auf Privatsphäre und Datenschutz 
ebenso relevant wie eine verlässliche juristische Basis 
insbesondere im internationalen und globalen Kontext. 
Weitere Herausforderungen bestehen bei der direk-
teren Anbindung an Entscheidungsfindungsprozesse 
innerhalb und jenseits gefestigter Nationalstaaten (z. B. 
direkte Demokratie, E-Government, Governance des 
Internet, aber auch Transnationalisierung, Glokalisie-
rung, globale Stakeholder-Prozesse). 
2.2.3 
Eigenart als Fundament für selbstwirksame Indi-
viduen und transformationsfähige Gesellschaften
Der WBGU (2016a) hat bereits in seinem letzten Haupt-
gutachten verdeutlicht, dass die Ermöglichung von Viel-
falt und die Anerkennung von Diversität transformati-
onsrelevant sind. Die Kompassdimension der Eigenart 
betont diesen Wert von Vielfalt sowohl als Ressource 
für Transformation als auch als wichtige Bedingung für 
Wohlbefinden und Lebensqualität. 
Drei Bedingungen dafür sind: die Möglichkeit zur 
Selbstwirksamkeit, zur sozialen Kohäsion und zur Iden-
tität. Selbstwirksam erleben sich Menschen bei der 
(Mit-)Gestaltung des eigenen Lebensumfelds, also bei 
der konkreten Erfahrung, wirksam zu sein im eige-
nen Handeln (Bandura, 1977). Soziale Kohäsion, d. h. 
der Zusammenhalt gesellschaftlicher Gruppen, ist eine 
wichtige Ressource für die erfolgreiche Auseinander-
setzung mit Anforderungen und sozialer Unterstüt-
zung. Sozialer Zusammenhalt entsteht im zwischen-
menschlichen Austausch, in der Erfahrung gemein-
sam zu leben, sich auszutauschen und sich verbunden 
zu fühlen (Diener und Seligman, 2004; Kahnemann 
und Krüger, 2006). Für Identität ist die Identifikation 
mit Gruppen ebenso relevant wie die Möglichkeit der 
Abgrenzung von ihnen. Wichtige Voraussetzung hier-
für ist die Möglichkeit der Regulation von Privatheit. 
Privatheit definierte Westin (1970) als Anspruch von 
Individuen, Gruppen oder Institutionen, zu entschei-
den, wann, wie und in welchem Ausmaß Informatio-
nen über sie an andere weitergegeben werden. Diesen 
Privatheitsbegriff aufgreifend wies der Psychologe Alt-
man (1976) der Privatheitsregulation, also der Selbst-
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bestimmung darüber, welche Selbstinteressen und 
Selbstausdrücke wem offenbart werden können, eine 
wesentliche Bedeutung für psychische Integrität und 
Wohlbefinden zu. Die Möglichkeit der Privatheitsre-
gulation ist damit eine wichtige Voraussetzung für die 
Realisierung von Eigenart. 
2.2.3.1 
Eigenart als Leitbild zum Schutz der individuellen 
Entfaltungsfreiheit
Eigenart und die Bedingungen für Lebensqualität kön-
nen im Digitalen Zeitalter sowohl in Frage gestellt als 
auch massiv gestärkt werden. Für Individuen ergeben 
sich teils erhebliche Herausforderungen. 
So ist das Verschwinden von Eigenart Kern vie-
ler dystopischer Zukunftsvorstellungen (Kap. 6), in 
denen Digitalisierung und technischer Fortschritt häu-
fig in uniformen Post-Privacy-Gesellschaften münden, 
wo allgegenwärtige Überwachung und das Bestrafen 
von Abweichung nicht nur direkten Uniformitätsdruck 
erhöhen, sondern auch indirekt die Selbstzensur ver-
stärken und damit Eigenart bedrohen. 
Risiken wie der Verlust von Privatheit und Schutzräu-
men, Intransparenz darüber, wie private Daten genutzt 
und automatisierte Entscheidungen getroffen werden 
oder die Logik des Nicht-Vergessens in der digitalen 
Umwelt können die Identitätsentwicklung erschweren 
und einen Uniformitätsdruck erzeugen. Ist das Spiel 
mit verschiedenen Identitäten, das Sich-Ausprobieren 
in eingehegten Schutzräumen konstitutiv für die eigene 
Identitätsbildung von Kindheit bis ins hohe Alter, so 
droht mit der digitalen Transparenz eine wachsende 
sprichwörtliche Schere im Kopf. In diesem Zusammen-
hang erzeugt auch die Vorstellung, dass Informationen 
im Netz dauerhaft gespeichert werden (Nicht-Verges-
sen) vermutlich eine stärkere Kontrolle der Selbstdar-
stellung, also Einschränkung von  Diversität.
Es sind aber auch Zukünfte vorstellbar, die von einer 
vollendeten Ermöglichung von Eigenart erzählen, also 
von Kreativität und umfassender Identitätsentwick-
lung. Dies betrifft etwa die Vorstellung einer Gesell-
schaft, in der Menschen Raum für sinn- und identitäts-
stiftende Tätigkeiten haben. Im Internet kann wegen 
seiner Möglichkeiten für Anonymität ein zusätzli-
ches Spielfeld des Sich-Ausprobierens und des Erpro-
bens von Identität entstehen. Gerade weil die digitalen 
Technologien vielen Menschen Räume für Kreativität, 
neue Ausdrucksformen und Selbstwirksamkeit bieten, 
sollten im Sinne der Eigenart gangbare Wege gefunden 
werden, diese Potenziale zu stärken und gleichzeitig die 
Gefahren effektiv einzuhegen.
Digitalisierung eröffnet also Wege für viele ver-
schiedene mögliche Welten, und es ist diese Span-
nung, weshalb der Schutz von Privatheit, Autonomie 
und Selbstbestimmung zu Kernforderungen von Eigen-
art werden. Psychische Gesundheit und positiv erlebte 
Beziehungen erfordern die permanente Aushandlung 
von Kontaktaufnahme und Rückzug und damit auch 
die Bestimmung über das Ausmaß der Information über 
die eigene Person, das an andere weitergegeben werden 
darf (Trepte und Reinecke, 2011; Trepte und Masur, 
2017). Privatheitsverletzungen entstehen, wenn Men-
schen hier nicht handlungsfähig sind und etwa Infor-
mationen unwillentlich oder unautorisiert veröffent-
licht und für andere Zwecke verwendet werden. 
Menschen und Gesellschaften sollten daher dort 
aushandlungs- und diskursfähig sein, wo die Anwen-
dung technologischer Entwicklungen von Staaten, 
Unternehmen oder anderen Individuen ihre Privat-
heit, Autonomie und Selbstbestimmung berührt. Die 
spezielle Schutzpflicht der Eigenart übersetzt sich also 
für viele Bereiche einer sich digitalisierenden Welt z. B. 
ganz konkret als Schutz individueller und gruppenbe-
zogener Privatheit, als Recht auf Vergessen sowie als 
wirksamer Datenschutz und wirksame Datensicherheit. 
Menschen sollten ein Recht haben auf Zeiten, Orte, 
Handlungen oder Lebensbereiche, die nicht überwacht 
werden und wo keine Daten erfasst werden. 
Dieser Schutz von Privatheit wird aktuell am ehes-
ten mit dem juristischen Begriff des Schutzes der Pri-
vatsphäre abgedeckt. Privatsphäre im rechtlichen Sinne 
gem. Art. 7 der Charta der Grundrechte der Europäischen 
Union (GrCH) umfasst „die Identität und Entwicklung 
der Person, sowie das Recht, Beziehungen zu anderen 
Personen und der Außenwelt zu knüpfen und zu pfle-
gen“ (Sydow, 2018). Das Bundesverfassungsgericht 
umschreibt das im deutschen Grundgesetz (Art. 2 Abs. 
1, 1 Abs. 1 GG) verankerte allgemeine Persönlichkeits-
recht, aus dem das Recht auf  Privatsphäre  abgeleitet 
wird, wie folgt: Es habe die Aufgabe, die engere persön-
liche Lebenssphäre und die Erhaltung ihrer Grundbedin-
gungen zu gewährleisten, die sich durch die traditionel-
len Freiheitsgarantien nicht abschließend erfassen lassen 
(BVerfG, 1969; BVerfG, 1973). Das umfasst die Integrität 
der Persönlichkeit in geistig-seelischer und räumlichen 
– auch virtuell-räumlichen – Beziehung (Murswiek und 
Rixen, 2018). Der menschen- und grundrechtlich veran-
kerte Schutz der Privatsphäre ist mithin Voraussetzung 
bzw. Bedingung für Privatheit. Wird die Privatsphäre 
verstanden als Rechtsposition verletzt, kann individu-
elle Privatheit bedroht sein.
Im privaten und im öffentlichen Raum sind derzeit 
viele Fragen des Schutzes der Privatheit aus  Perspektive 
der Eigenart noch ungelöst.
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2.2.3.2 
Eigenart als gesellschaftspolitisches Leitbild
Die Dimension der Eigenart erhält bezogen auf systemi-
sche Veränderungsprozesse im Kontext der Digitalisie-
rung eine enorme Bedeutung. In völlig neuer Qualität 
kann jede*r unter Nutzung der digitalen Möglichkei-
ten für das Management von Interessensgruppen (für 
spezielle Hobbies oder für spezielle Bedarfe), für kre-
atives Schaffen (in Text, Audio, Video und neuartigen 
Kombinationen), für digital gestütztes Wirken (mittels 
neuartiger digitalisierter Geschäftsmodelle) oder für die 
Selbstdarstellung (in Mode oder in den eigenen digita-
len Abbildern) seine bzw. ihre Eigenart entfalten. Den 
Potenzialen stehen Risiken gegenüber: Menschen kön-
nen durch die Nutzung von IKT entweder zum trans-
parenten und passiven User degradiert oder als indi-
viduelle Person mit substanzieller Datensouveränität 
und starkem Recht auf Privatsphäre ausgestattet wer-
den (SVRV, 2017). Im besten Sinne können durch Digi-
talisierung Potenziale eröffnet werden, z. B. Produktion 
und Konsum radikal zu dezentralisieren und zu diversi-
fizieren (bis hin zu den Visionen einer vernetzten Com-
mons-Wirtschaft). In dieser Vernetzung von Verschie-
denem, in der Summe der Diversität lokaler, regiona-
ler oder transnationaler Sub- und Gegenöffentlichkei-
ten liegt das Versprechen eines freien globalen Netzes 
(Kap. 5.3.2).
2.3
Würde als Ausgangspunkt und Zielbild des 
 normativen Kompasses 
Menschenwürde – als zentrales Element der aufkläre-
rischen und humanistischen Denkweise – war bislang 
implizit der grundlegende normative Ausgangspunkt 
des WBGU (Abb. 2.3-1). Ohne die Erhaltung natürli-
cher Lebensgrundlagen ist würdevolles Leben auf der 
Erde gegenwärtig und auch für zukünftige Generatio-
nen grundsätzlich nicht möglich (Steffen et al., 2015b). 
Für ein würdevolles Leben benötigen Individuen grund-
legende Verwirklichungschancen und die Möglichkeit 
gesellschaftlicher Mitgestaltung, also ein Mindestmaß 
an Teilhabe. Die Eigenart des Individuums zu schützen 
bedeutet auch, es als mit Menschenwürde ausgestat-
tet wertzuschätzen und dabei grundsätzliche Kategorien 
wie Verletzlichkeit oder Endlichkeit als Teil menschlicher 
Eigenart anzuerkennen. 
Der WBGU benennt die Unantastbarkeit der Men-
schenwürde und die hieraus resultierende Achtung 
und den Schutzanspruch in diesem Gutachten explizit 
 als Orientierungshilfe für die Gestaltung der Digitalisie-
rung im Sinne der Großen Transformation. 
Nach Artikel 1 der Allgemeinen Erklärung der 
 Menschenrechte sind „alle Menschen […] frei und gleich 
an Würde und Rechten […] geboren“ (UN, 1948). Der 
Begriff der Menschenwürde ist bislang weder philo-
sophisch noch rechts- oder geschichtswissenschaftlich 
abschließend geklärt (Debes, 2017). Fest steht aber, 
dass der Schutz der Menschenwürde durch seine Ver-
ankerung in der UN-Menschenrechtserklärung, der 
europäischen Grundrechtecharta, etlichen staatlichen 
Verfassungen (z. B. Deutschland, Kolumbien, Russland) 
und als Bestandteil des Völkergewohnheitsrechts glo-
bal und allgemein gültig ist (Dreier, 2013; zum Begriff 
und Schutz der Menschenwürde in der deutschen Ver-
fassung siehe Kasten 2.3-1). Zudem hat die Menschen-
würde die Geschichte auf vielfältige Weise, auch jenseits 
der europäischen Aufklärung, geprägt (Debes, 2017), 
so bereits bei den Römern (dignitas; Griffin, 2017), im 
Abbildung 2.3-1
Normativer Kompass für die Große Transformation zur Nach-
haltigkeit in einer digitalisieren Gesellschaft. Die Transforma-
tion kann durch ein Zusammenwirken und eine Balance von 
folgenden drei Dimensionen erreicht werden:
 > „Erhaltung der natürlichen Lebensgrundlagen“: Planetari-
sche Leitplanken einhalten sowie lokale Umweltprobleme 
vermeiden bzw. lösen.
 > „Teilhabe“: Universelle Mindeststandards für substan zielle, 
politische und ökonomische Teilhabe gewährleisten.
 > „Eigenart“: Wert von Vielfalt als Ressource für gelingende 
Transformation sowie Bedingung für Wohlbefinden und 
 Lebensqualität anerkennen.
Die Menschenwürde war bislang implizit der normative Aus-
gangspunkt des WBGU. Ohne die drei Kompassdimensionen 
ist sie nicht zu realisieren, aber im Digitalen Zeitalter wird sie 
durch zahlreiche Herausforderungen zunehmend brisanter. 
Deshalb benennt der WBGU die Unantastbarkeit, die Achtung 
sowie den Schutz der Würde explizit als Orientierungshilfe im 
Sinne der Transformation zur Nachhaltigkeit.
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 ostasiatischen Raum (Wong, 2017) und in islamischer 
und christlicher Glaubenslehre (Shah, 2017). 
2.3.1 
Brisanz der Würde im Digitalen Zeitalter
Das anbrechende Digitale Zeitalter bringt neue Heraus-
forderungen für den Schutz der Menschen- und Grund-
rechte mit sich. Im Digitalen verändern sich die Schutz-
räume und Ausübungsmöglichkeiten von Menschen- 
Kasten 2.3-1
Die Würde des Menschen im deutschen 
Grundgesetz 
Art. 1 Abs. 1 des deutschen Grundgesetzes (GG) statuiert: 
„Die Würde des Menschen ist unantastbar. Sie zu achten 
und zu schützen ist Verpflichtung aller staatlicher Gewalt.“ 
Die Würde des Menschen ist oberster Verfassungswert, „tra-
gendes Konstitutionsprinzip“ und damit die wichtigste Wert-
entscheidung des Grundgesetzes (Jarass, 2018).
Die Menschenwürde wird durch das Grundgesetz absolut 
geschützt („unantastbar“): eine Verletzung der Menschen-
würde steht also nicht der Abwägung gegen andere kollidie-
rende Verfassungsgüter offen, wie es bei anderen Grundrech-
ten (z.B. Gesundheitsschutz, Art. 2 Abs. 2 S. 1 GG) der Fall 
ist. Deshalb ist der Begriff der Würde in Art. 1 Abs. 1 S. 1 GG 
sehr eng auszulegen: Nur der Kern dessen, was das Mensch-
sein ausmacht, wird absolut geschützt, die Menschenwürde-
garantie statuiert gewissermaßen Tabugrenzen (Höfling, 
2018). Nicht geschützt werden Tiere oder Gegenstände. Ob 
bereits die befruchtete Eizelle im Mutterleib geschützt ist 
oder erst ihre Nidation in der Gebärmutter (so das Bundesver-
fassungsgericht), ist umstritten. Jeder Mensch besitzt Würde, 
ohne dass es auf ein Bewusstsein oder ein bestimmtes Ver-
halten ankommt. Auch nach dem Tod kommt Menschen ein 
postmortaler Würdeschutz zu. 
Zum Schutz der Menschenwürde verpflichtet ist die 
gesamte staatliche Gewalt, d. h. Gesetzgebung, Regierung, 
Verwaltung und Rechtsprechung. Auch darf „deutsche 
Hoheitsgewalt die Hand nicht zu Verletzungen der Men-
schenwürde durch andere Staaten reichen“ (BVerfG, 2015). 
Eingriffe in den Kernbereich der Menschenwürde
Aufgrund der nationalsozialistischen Verbrechen hat der 
historische Verfassungsgeber die Menschenwürde an den 
Anfang des Grundgesetzes gestellt und damit verdeutlicht, 
dass der Mensch im Fokus des Grundgesetzes steht und 
nicht der Staat (Jarass, 2018). Nach dem Bundesverfassungs-
gericht ist es mit der Menschenwürde nicht vereinbar, den 
Menschen „zum bloßen Objekt der Staatsgewalt zu machen“. 
Jedem Menschen komme ein „sozialer Wert- und Achtungs-
anspruch“ zu (BVerfG, 2004) allein aufgrund seines Mensch-
seins (Jarass, 2018).
Was zum Kernbereich der Menschenwürde gehört, ist 
nicht abschließend festgelegt. Zum Objekt staatlichen Han-
delns wird der Mensch, wenn er erniedrigt, gebrandmarkt 
oder geächtet wird, ihm also der Achtungsanspruch als 
Mensch aberkannt wird. Dementsprechend verletzen Folter, 
Sklaverei und Leibeigenschaft oder Stigmatisierung die Men-
schenwürde. Es ist nicht nur die körperliche, sondern auch 
die psychische, seelische und intellektuelle Integrität vor 
staatlichen Eingriffen geschützt. Geklärt ist auch, dass das 
staatliche Beobachten und Abhören von Kernbereichen pri-
vater Lebensgestaltung gegen die Menschenwürde verstößt 
(BVerfG, 2004). Ungeklärt ist, welche digitalen Anwendun-
gen, die umfangreiche Schlussfolgerungen und Erkenntnisse 
über private Lebensgestaltung zulassen, nun in diesen Kern-
bereich eindringen. 
Die Menschenwürde kann auch durch staatliches Unter-
lassen verletzt werden. So hat das Bundesverfassungsgericht 
in seinem Hartz-IV-Urteil (BVerfG, 2010) klargestellt, dass 
jedem Menschen ein Recht auf ein Existenzminimum für 
seine physische Existenz zusteht. Dazu gehören Nahrung, 
Kleidung, Hausrat, Unterhalt menschlicher Beziehungen 
sowie ein Mindestmaß an Teilhabe am gesellschaftlichen, kul-
turellen und politischen Leben. Ob hierzu auch ein Anspruch 
auf Teilhabe in Form von digitalen Medien zählt, ist ebenfalls 
nicht geklärt. 
Die Menschenwürde wird ferner verletzt, wenn einem 
Menschen die prinzipielle Gleichheit mit anderen Menschen 
aberkannt wird, d. h. vor Recht und Gesetz gibt es keine 
Menschen zweiter Klasse. Die Menschenwürde ist mithin ein 
Antidiskriminierungsgebot (Dreier, 2013). Je mehr gesell-
schaftliche Interaktionen im digitalen Raum stattfinden, 
desto wichtiger ist es, dieses Antidiskriminierungsgebot auch 
dort umzusetzen. 
Die Menschenwürde enthält auch Rechte: so das Recht 
auf Selbstdarstellung (nach außen; durch digitale Technik 
befördert) und Selbstabgrenzung (nach innen; durch digitale 
Technik gefährdet; Höfling, 2018). 
Auf der Ebene des internationalen Rechts werden und 
wurden Abkommen angestrebt, die Bedrohungen der 
menschlichen Würde durch rasche biotechnische Fortschritte, 
die auch von digitaler Technik profitieren, einschränken sol-
len (Dreier, 2013). Es gibt ein bereits in Kraft getretenes Men-
schenrechtsübereinkommen des Europarates zur Biomedizin. 
Ob und inwieweit bei möglicher künftiger Technisierung des 
Menschen (Themenkasten 5.3-2) der aus dem Würdegebot 
resultierende Achtungsanspruch verlustig gehen kann, ist 
bislang nicht diskutiert. 
Zwar sind Private nicht unmittelbar durch Art. 1 Abs. 1 GG 
verpflichtet (Jarass, 2018). Der Staat muss jedoch privat-
rechtliche und öffentlich-rechtliche Vorschriften erlassen, um 
die Beeinträchtigung der Würde des Menschen durch Private 
zu verhindern, er hat diesbezüglich also eine Schutzpflicht 
(Jarass, 2018). D. h. auch die durch Digitalisierung entstehen-
den Gefährdungen der Menschenwürde hat der Staat zu ver-
hindern und entsprechende gesetzgeberische Vorkehrungen 
zu treffen. Da der technische Wandel der letzten Jahrzehnte 
primär von wenigen digitalen Konzernen getrieben wird, wel-
che damit zunehmend wirtschaftliche und gestalterische 
Macht gewonnen haben, ist diese staatliche Verantwortung 
besonders zu betonen und einzufordern. 
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und Grundrechten, so dass hier neue Vergewisserungen 
erforderlich sind. Die Menschenwürde ist als Ursprung 
aller anderen Grund- und Menschenrechte der zentrale 
unveränderliche Referenzpunkt (Kap. 4.3). Die erneute 
Brisanz der Achtung und des Schutzes menschlicher 
Würde im Digitalen Zeitalter wird anhand einiger bei-
spielhafter Potenziale und Risiken erläutert und  später 
in verschiedenen Schauplätzen vertieft (Kap. 5.3).
So argumentieren beispielsweise europäische Bür-
ger*innen in ihrem Vorschlag einer Charta der Digi-
talen Grundrechte, dass keine technische Entwick-
lung die Würde des Menschen beeinträchtigen dürfe 
(Zeit-Stiftung, 2018). Aus der Entstehungsgeschichte 
ergibt sich, dass mit dieser technologieneutralen For-
mulierung heute insbesondere Gefährdungen der Men-
schenwürde durch Big Data, KI, Vorhersage und Steu-
erung menschlichen Verhaltens, Massenüberwachung, 
Einsatz von Algorithmen, Robotik und Mensch-Ma-
schine-Verschmelzung sowie Machtkonzentration bei 
privaten Unternehmen adressiert werden sollen (Zeit- 
Stiftung, 2016). 
Auch die Auswirkungen der Digitalisierung auf 
 soziale und ökologische Rahmenbedingungen (digita-
les Anthropozän) zeigen die Dringlichkeit einer norma-
tiven Rückbesinnung auf die Würde. Wie von Capurro 
(2017) skizziert, kann zum Beispiel digitale Kommu-
nikation Menschen auf der Flucht deutlich unterstüt-
zen, andererseits ermöglichen neue Technologien staat-
liche oder private Überwachung auf nie dagewesene 
Weise. Ebenso profitiert unser Verständnis des globa-
len Klimas ungemein von verbesserten Supercompu-
tern, Modellen, Simulationen sowie KI (Jones, 2017), 
und der digitale Wandel verspricht Effizienzgewinne 
und Ressourcenoptimierung. Angesichts der hohen 
Geschwindigkeit des digitalen Wandels und möglicher 
Pfadabhängigkeiten besteht jedoch auch die Gefahr 
eines gesteigerten Ressourcenverbrauchs, der nicht 
zukunftsfähig mit würdevollem Leben auf der Erde ver-
einbar wäre. 
Würde ist zudem gefährdet, wenn in Kernbereiche 
menschlicher Integrität (körperlich, psychisch, see-
lisch) und Identität eingegriffen und Autonomie unter-
wandert wird (Christl und Spiekermann, 2016). Solche 
Gefährdungen können beispielsweise durch  Scoring 
(Fourcade, 2016; Kap. 5.3.3), den Einsatz automa-
tisierter Entscheidungsfindung und -unterstützung 
( Kasten 4.3.3-1) und andere umfangreiche Datenzu-
sammenführungen (z. B. Kap. 5.3.7) entstehen, wenn 
auf deren Grundlage nicht nachvollziehbare Entschei-
dungen über Individuen getroffen werden. Ebenso fun-
damental bleibt der Schutz des Lebens selbst, etwa im 
Kontext möglicher kriegerischer Auseinandersetzun-
gen mit automatisierten oder autonomen Waffensyste-
men bis hin zu neuen bedrohlichen Möglichkeiten der 
digital unterstützten Massenvernichtung (Delahaye, 
2017).
Die Gewährleistung von Würde für alle Menschen 
und für zukünftige Generationen auf der Erde ist somit 
ein zentraler ethischer Richtungsweiser für die Gestal-
tung der Digitalisierung im Einklang mit der Großen 
Transformation zur Nachhaltigkeit. 
2.3.2 
Zwei zentrale Aspekte der Würde: Schutz vor 
Objektifizierung und substanzielle individuelle 
Rechte
Zwei Aspekte des Begriffs der Menschenwürde sind für 
den WBGU im Hinblick auf Digitalisierung zentral: 
Zum einen bezieht sich die Würde des Menschen 
auf den Schutz jeder Person vor Objektifizierung, also 
vor grundlegenden Angriffen auf ihre Subjektivität 
(Kasten 2.3-1). Diese Definition geht auf Immanuel 
Kants Menschheitsformel des Kategorischen Impera-
tivs zurück. Er argumentierte, dass jeder Mensch, als 
vernunft- und moralfähiges Wesen, nie als reines Mittel 
zum Zweck, also als Objekt zu sehen sei, sondern immer 
als Zweck-an-sich oder Selbstzweck (Kant, 1919). Inso-
weit verbietet das Recht auf Menschenwürde Erniedri-
gung und Ächtung etwa durch Folter oder Sklaverei. 
Durch die Auseinandersetzungen der letzten zwei Jahr-
hunderte konnten im Kant’schen Würdebegriff noch 
bestehende  Diskriminierungen, wie insbesondere Ras-
sismus und Frauenfeindlichkeit, überwunden und das 
Konzept, wie in der UN-Menschenrechtscharta, auf 
alle Menschen ausgeweitet werden. 
Zum anderen schützt die Garantie der menschlichen 
Würde Individuen nicht nur vor staatlichen Eingrif-
fen (Negativdefinition), sondern aus der Menschen-
würde resultieren auch substanzielle individuelle Rechte 
( Positivdefinition). Dieser zweite Aspekt des Würdebe-
griffs wird etwa in Artikel 22 der UN-Menschenrechts-
charta (UN, 1948) benannt, wonach jede Person „wirt-
schaftliche, soziale und kulturelle Rechte“ hat, welche 
für ihre „Würde und die freie Entwicklung [ihrer] Per-
sönlichkeit unentbehrlich sind“. Der WBGU hat diesen 
zweiten positiven Würdeaspekt in den Kompassdimen-
sionen Teilhabe (Kap. 2.2.3) und Eigenart (Kap. 2.2.4) 
bereits vertieft.
Negativ- und Positivdimension des Schutzes der 
Menschenwürde stehen in einem Spannungsverhält-
nis. Die Unantastbarkeit der Menschenwürde bein-
haltet einerseits, dass Individuen voraussetzungslos 
und von Geburt an Träger von Würde sind und somit 
bestimmte Eingriffe abwehren können. Allerdings müs-
sen bestimmte Voraussetzungen erst geschaffen werden 
um ein würdevolles Leben für Individuen zu gewähr-
Folgerungen  2.4
45
leisten (Schulz-Nieswandt, 2017: 29). Sichtbar wird die-
ses Spannungsverhältnis bei der Frage nach der Grenze 
zwischen Privatheit und Öffentlichkeit, die im Digitalen 
Zeitalter zwischen Individuum, Staat und Markt neu aus-
tariert werden muss. Einerseits scheint der gesetzgebe-
rische Schutz der Privatheit vor staatlichen oder ökono-
mischen Eingriffen existenziell notwendig um Eingriffe 
in die Menschenwürde zu verhindern, Menschen also 
beispielsweise nicht als reines Objekt staatlicher Gewalt 
oder wirtschaftlicher Gewinnchancen digitaler Konzerne 
zu sehen. Andererseits ermöglicht dieser Rückzug des 
Staates aus der zunehmend digitalisierten privaten 
Welt von Individuen auch Ungleichheitbehandlungen 
und Gewalttaten durch Dritte, welche die Würde vieler 
Personen wiederum  beschneiden. Vor allem im Kontext 
der Digitalisierung sind diese Spannungen zwischen Pri-
vatheit und Öffentlichkeit und zwischen der Würde als 
Abwehranspruch und Schutzgebot nicht zu eliminieren, 
sondern zu gestalten (Schulz-Nieswandt, 2017: 63). 
Nicht nur in den Rechtswissenschaften sondern auch 
in den Humanwissenschaften wird die Objektifizierung 
des Menschen spätestens seit Foucault thematisiert 
und reflektiert (z. B. Foucault in Dreyfus und Rabinow, 
1982). Aus dieser systematischen Reflexion sowohl 
des aufklärerischen Potenzials der Objektifizierung des 
Menschen als Erkenntnisobjekt als auch der Bedrohung 
der Integrität des Individuums durch Objektifizierung 
(Kasten 2.3.2-1) können Leitlinien für den Umgang mit 
Algorithmen und Big Data abgeleitet werden. 
2.4
Folgerungen
Die Große Transformation muss die Digitalisierung in 
den Blick nehmen, nicht allein um hier liegende Poten-
ziale und Gefährdungen für die Erhaltung natürlicher 
Lebensgrundlagen auszuschöpfen bzw. einzuhegen. 
Der Megatrend Digitalisierung berührt alle transforma-
tionsrelevanten gesellschaftlichen Bereiche und kann 
diese im Positiven wie Negativen verstärken. Dadurch 
gewinnt die Gestaltung der Großen Transformation 
und die Vergewisserung ihrer normativen Grundlagen 
 nochmals an Relevanz. 
Der WGBU legt für diese umfassende Transformation 
einen normativen Kompass für nachhaltige Entwick-
lung zugrunde und zeigt exemplarisch, wie sich Digi-
talisierung im Spannungsfeld der drei Kompassdimen-
sionen Erhaltung natürlicher Lebensgrundlagen, Teil-
habe und Eigenart gestalten lässt. Mit  Digitalisierung 
Kasten 2.3.2-1
Menschen als Subjekt und Objekt in den 
Humanwissenschaften: Spannungen und 
aufklärerisches Potenzial
In den Humanwissenschaften ist der Widerspruch zwischen 
der Betrachtung des Menschen als wissenschaftlichem 
Objekt und der Hinwendung zum Menschen als Subjekt 
grundsätzlich angelegt (Foucault in Dreyfus und Rabinow, 
1982). Sobald etwa in der Philosophie, Soziologie und ins-
besondere Psychologie allgemeine Gesetzmäßigkeiten zur 
Erklärung menschlicher Funktionen angenommen werden 
und Aussagen über „den Menschen“ getroffen werden (etwa 
zu begrenzter Rationalität oder sozialer Determiniertheit), 
macht man ihn zum Objekt. Gleichzeitig erwächst aus dieser 
Perspektive ein Potenzial der Überwindung von Begrenztheit 
und damit ein aufklärerisches Element. Das wird am Rosen-
thal-Effekt deutlich. Erst nachdem Rosenthal und Jacobson 
(1968) gezeigt hatten, wie Stereotype die Wahrnehmung der 
Lehrer*innen von ihren Schüler*innen und somit die Inter-
aktion mit ihnen prägten, konnte ein proaktiver, Stereotype 
überwindender kompensatorischer Interaktionsstil gefordert 
werden. 
In der Psychologie wird schon seit Jahrzehnten diskutiert, 
unter welchen Bedingungen und für welche Problemstellun-
gen es verantwortbar ist, Menschen zum Objekt zu machen 
(z. B. Groeben und Scheele, 1977). Eine Folgerung ist, dass 
Formen des Objektifizierens immer explizit begründet und 
diskutiert werden sollten. Zulässig sind sie dort, wo über 
Menschen Aussagen allgemein auf einer Metaebene getrof-
fen werden (z. B. junge Männer in Deutschland haben ein 
höheres Risiko kriminell zu werden als andere Altersgrup-
pen). Kritisch sind Objektifizierungen, wenn Rückschlüsse 
auf ein spezifisches Individuum gezogen werden, besonders 
wenn unklar ist, ob Begründungen verstanden und freiwillig 
zugestimmt wurde (z. B. bei Kindern, Woodhead und Faulk-
ner, 2000). Aus dieser Betrachtungsweise heraus sind etwa 
Big-Data-Analysen, bei denen Rückschlüsse auf einzelne 
Individuen getroffen werden, in vielen Fällen als unzulässige 
Formen des Objektifizierens zu bezeichnen.
Auch auf individueller Ebene hat die Unterscheidung von 
Subjekt- und Objektperspektive eine Verankerung in den 
Humanwissenschaften. In Therapien werden Theorien über 
Subjekt/Selbst-Objektbeziehungen genutzt, um Patient*in-
nen zu befähigen, Grenzen und Probleme zu überwinden, 
subjektives Erleben und Empfinden gegenüber anderen abzu-
grenzen und zu reflektieren (z. B. Butcher et al., 2009).
Diskussionen über das Verhältnis zwischen Subjekt und 
Objekt haben das Potenzial, dass Menschen mögliche Fehler 
und Begrenztheiten für sich und andere aufdecken und 
reflektieren können, ob in der Forschung oder für das persön-
liche Wohlbefinden. Diese Gleichzeitigkeit der Subjekt- und 
Objektperspektive, ihr Potenzial und Spannungsverhältnis, 
sollte auch in Digitalisierungsprozessen systematisch reflek-
tiert werden: Datenanalysen sind etwa statthafte Hilfsmittel, 
Menschen, Wissenschaftler*innen bedienen sich ihrer als 
Heuristik im Sinne einer Orientierung. Gleichzeitig sollte 
berücksichtigt werden, dass Menschen im Sinne ihrer indivi-
duellen Würde durch die Anwendung solcher Heuristiken 
nicht benachteiligt werden dürfen.
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 verändern sich außerdem Schutzräume und Aus-
übungsmöglichkeiten von Grundrechten, so dass hier 
neue Vergewisserungen erforderlich sind. Der WBGU 
stellt seinen normativen Kompass hierfür explizit auf 
das Fundament der Achtung der Menschenwürde als 
Ursprung aller anderen Grund- und Menschenrechte. 
Schließlich bergen digitale Technologien auch ein 
enormes Potenzial für gesellschaftliche Entwicklungs-
prozesse. Sie ermöglichen in nie dagewesener Weise 
transnationale Kommunikation, Vernetzung und Infor-
mations- wie Wissenszuwachs. Perspektivisch könnte 
dies die menschliche Fähigkeit zu vertiefter Koope-














































Damit der digitale Wandel in den Dienst der Nachhaltigkeit gestellt werden 
kann, müssen die Potenziale und Risiken verstanden werden. Der WBGU lie-
fert eine Analyse der historischen Entwicklung hin zum Digitalen Zeitalter, 
dessen Grundfunktionen, Schlüsseltechnologien und wesentliche Charakte-
ristika sowie resultierende absehbare Veränderungen für zentrale Lebensbe-
reiche der menschlichen Zivilisation. Die Gestaltung des Digitalen Zeitalters 
in Richtung Nachhaltigkeit ist mit großen Unsicherheiten verbunden, so dass 
eine anpassungsfähige Governance notwendig ist.
Mit der Digitalisierung öffnen sich Türen für die nächste 
Epoche der menschlichen Zivilisation. Damit der digi-
tale Wandel weltweit an den UN-Nachhaltigkeitszie-
len (SDGs, Kasten 2.1-1) ausgerichtet werden kann, 
müssen die Potenziale und Risiken der digitalen Tech-
nologien und Lösungen verstanden und sie als Instru-
mente der Großen Transformation zur Nachhaltigkeit 
genutzt und gestaltet werden. Dieses Kapitel fasst die 
Entwicklung zum Digitalen Zeitalter, wichtige Grund-
begriffe und Schlüsseltechnologien, seine wesentlichen 
Charakteristika sowie die absehbaren Veränderungen in 
der menschlichen Zivilisation und den bisherigen Stand 
der Analysen zu Nachhaltigkeit im Digitalen Zeitalter 
zusammen. 
3.1
Entwicklung zum Digitalen Zeitalter
Der WBGU nähert sich zunächst der Frage nach den 
Eigenschaften des Digitalen Zeitalters aus verschiede-
nen Perspektiven: (1) der Entwicklungsgeschichte der 
menschlichen Zivilisation, um Parallelen und Unter-
schiede des aktuellen Wandels herzuleiten, (2) der 
informationsgeschichtlichen Entwicklung, um die 
Quantitäten und Qualitäten des Digitalen Zeitalters 
herauszuarbeiten und (3) der wirtschaftlichen Entwick-
lung, welche die bislang sichtbare Wucht des Digitalen 
Zeitalters verdeutlicht. 
Dabei wird Digitalisierung vom WBGU umfassend als 
die Entwicklung und Anwendung digitaler sowie digita-
lisierter Techniken verstanden, die sich mit allen ande-
ren zivilisatorischen Techniken und Methoden verzahnt 
und diese erweitert. Die Digitalisierung wirkt in allen 
wirtschaftlichen, sozialen und gesellschaftlichen Sys-
temen tiefgreifend und entfaltet eine immer größere 
transformative Wucht, die nicht nur den Planeten, son-
dern auch unsere Gesellschaften und den Menschen 
selbst zunehmend fundamental beeinflusst und die 
daher gestaltet werden muss.
3.1.1 
Der Mensch und seine Entwicklung als 
 Ausgangspunkt
Mit einer vom Menschen selbst und seinen Fähigkei-
ten ausgehenden Sicht wird in diesem Kapitel die Evo-
lution der menschlichen Zivilisation im Hinblick auf 
den digitalen Wandel betrachtet. Für die Entwick-
lung der menschlichen Zivilisation waren zum einen 
die sich ständig weiterentwickelnden menschlichen 
Fähigkeiten wie Sprache und Kultur sowie zum ande-
ren die zunehmende Systematisierung und Technisie-
rung der Arbeits- und Lebensprozesse entscheidend. 
Der Homo sapiens entwickelte komplexe Sprachen, die 
konzeptionelle, abstrakte und zukünftige Inhalte ver-
mitteln können und lässt mittels ausgeprägter Lern- 
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und  Kooperationsfähigkeiten immer komplexere sozi-
ale Systeme entstehen – von den ersten menschlichen 
Gemeinschaften über kleine Siedlungen bis hin zu Städ-
ten, Nationalstaaten, global agierenden Unternehmen 
und Produktionssystemen, den UN sowie weltumspan-
nenden kulturellen, politischen, sozialen und wissen-
schaftlichen Netzwerken. 
Ebenso entscheidend war menschheitsgeschicht-
lich die sukzessive und immer raffiniertere Erweiterung 
und teilweise Substitution eben dieser Fähigkeiten im 
Umgang mit der Welt. So ist die erste große Transforma-
tion der Menschheit, die Neolithische Revolution, cha-
rakterisiert durch Mechanisierung menschlicher physi-
scher Kraft im Übergang von Jäger- und Sammlerge-
sellschaften zur Sesshaftigkeit, zur Tier- und Pflanzen-
zucht, zur Entwicklung geschliffener Steingeräte und 
zum Ackerbau. War diese Transformation zeitlich noch 
über einige Jahrtausende gestreckt, führte die zweite 
große Transformation, die Industrielle Revolution, im 
Zusammenhang mit der Aufklärung in nur einem Jahr-
hundert zu massiven Veränderungen. Ausgehend von 
England in der zweiten Hälfte des 18. Jahrhunderts 
erfassten Industrialisierungsprozesse sukzessive ganz 
Europa und die Welt, mit erheblichen Auswirkungen 
auf individuelle, wirtschaftliche, gesellschaftliche und 
nicht zuletzt erdsystemische Konfigurationen (WBGU, 
2011: 87ff.). 
Entscheidendes Element war wiederum eine neue 
Stufe der Technisierung von Arbeits- und Lebenspro-
zessen durch die Nutzung fossiler Energieträger. Die 
Substitution und Multiplikation menschlicher und tie-
rischer Muskelkraft durch die Verbrennung fossiler 
Energieträger war Grundlage des Übergangs von hand-
werklicher und bäuerlicher zu großskaliger industrieller 
Produktion. Zudem erweiterten technische Innovatio-
nen, insbesondere die Elektrifizierung, die  manuellen 
Fähigkeiten des Menschen, z. B. durch Werkzeugma-
schinen. Folge waren nie gekannte Umwälzungen der 
Produktion, Produktivitätsexplosionen, aber auch fun-
damentale Umgestaltungen der wirtschaftlichen und 
sozialen Verhältnisse, Bevölkerungswachstum und 
eine zunehmende Umweltzerstörung. Erst in langen, 
tiefgreifenden sozialen und politischen Auseinander-
setzungen in den Gesellschaften und infolge von zwei 
Weltkriegen entstanden nachholend einhegende Ord-
nungssysteme: Industrielle Marktdynamiken wurden 
gelenkt durch Demokratie, welche Machtkonzentratio-
nen begrenzte, soziale Sicherungssysteme, die soziale 
Exklusion und die Folgen permanenten ökonomischen 
Strukturwandels abfederten, und Umweltregulierun-
gen, um die Zerstörung natürlicher Lebensgrundlagen 
zu begrenzen. 
Im Jahr 2011 empfahl der WBGU, die Große Trans-
formation zur Nachhaltigkeit aktiv gestaltend voranzu-
treiben, um Erdsystemwandel und die fortschreitende 
Erosion der natürlichen Grundlagen menschlicher 
Zivilisation abzuwenden (WBGU, 2011). Mittlerweile 
zeichnet sich jedoch bereits ein weiterer, immer wirk-
mächtigerer Wandel durch Digitalisierung ab, der die 
Menschheit als Ganzes herausfordert und in dem nun 
vor allem die kognitiven Fähigkeiten des Menschen ver-
mittelt durch Computer enorm erweitert werden. Vom 
Menschen geschaffene Künstliche Intelligenzen (KI), 
algorithmenbasierte Systeme (Kap. 3.2.3) und selbst-
lernende autonome Systeme können bisherige Denk- 
und Entscheidungsprozesse erweitern oder ersetzen 
sowie unsere gegenwärtigen Denk-, Wirtschafts- und 
Gesellschaftsweisen herausfordern und weltweit neu 
konfigurieren. Auch für das Digitale Zeitalter werden 
daher einhegende Ordnungssysteme nötig sein. 
Es ist zu fragen, wie sich die zunehmend digitali-
sierte Automatisierung auf die Arbeitsmärkte und die 
internationale Arbeitsteilung auswirken (Kap. 5.3.8). 
Kommt es zu einer Verstärkung der nationalen und 
internationalen Ungleichheitstrends? Können Wohl-
stand weltweit und Erdsystemstabilität im Digitalen 
Zeitalter besser miteinander vereinbart werden als 
bisher? Wirkt Digitalisierung als Brandbeschleuniger 
oder als mächtiges Instrumentarium für die Zielerrei-
chung der Agenda 2030? In wessen Interessen werden 
„intelligente“ Systeme konzipiert und angewendet, wer 
kontrolliert ihre Anwendung und vor allem: Wer wird 
durch ihre Anwendung kontrolliert oder manipuliert? 
Und vorausgedacht: Wie wird die Interaktion, Koopera-
tion und Kollaboration von soziotechnischen, selbstler-
nenden Systemen mit den Menschen und der Umwelt 
gestaltet werden? Was macht den Menschen und die 
menschliche Zivilisation im Digitalen Zeitalter mit sei-
nen vielfältigen digitalisierten Automatismen, intelli-
genter Robotik und KI aus? Schon heute ist klar, dass 
die Konzepte nachhaltiger und zivilisatorischer Ent-
wicklung im Digitalen Zeitalter überdacht und weiter-
entwickelt, aber auch verteidigt werden müssen. Die 
UN müssen bereits für die Agenda 2030 Digitalisierung 
einhegen und nutzen, aber auch über das Zieljahr 2030 
hinaus ins Blickfeld nehmen. Es ist nötig nach Wegen 
zu suchen, um die Große Transformation zur Nachhal-
tigkeit mit Mitteln der Digitalisierung gelingen zu las-
sen (WBGU, 2018a).
3.1.2 
Der Weg zur digital vernetzten Gesellschaft im 
Anthropozän
Der WBGU analysiert Digitalisierung als einen durch 
technologischen Fortschritt verursachten und mit der 
Gesellschaft verschränkten, gestaltbaren und zu gestal-
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tenden soziotechnischen Umbruch. Die Digitalisie-
rung wirkt nicht vorbestimmend auf die Gesellschaft. 
Allerdings erzeugen rein technikzentrierte Lösungsan-
sätze häufig unerwartet neue Probleme in Gestalt ihrer 
„Nebenwirkungen“ (Mainzer, 2016: 217). Diese trei-
ben neue Problemlösungszyklen und sind gleichzeitig 
auch Triebkraft für weitere Innovationen und ökonomi-
sche Prosperität (Mokyr, 2013: 292). Insofern handelt 
es sich auch bei der digitalen Transformation weder um 
eine vollständig rationale Gestaltung von Technik noch 
um deren unkontrolliert voranschreitende Entwick-
lung, denn Gestaltung und Entwicklung sind von Men-
schen verantwortete und realisierte Prozesse (Grun-
wald, 2012: 31ff.; Grunwald, 2018; Kehl und Coenen, 
2016). Weder ist die Gesellschaft in Bezug auf tech-
nischen Fortschritt einseitig prägend noch umgekehrt. 
Dennoch sind „technologische Neuerungen stark von 
ihrem sozialen Entstehungskontext geprägt“, weshalb 
„wirksame Möglichkeiten ihrer politisch-rechtlichen 
Rahmung“ existieren (Misterek, 2017: 3). Nachfolgend 
werden daher überblicksartig die relevantesten Ent-
wicklungspfade von Gesellschaft, Wirtschaft, Technik 
und Umwelt in Bezug auf die Digitalisierung heraus-
gearbeitet.
Grundsätzlich reicht der Einfluss von Informations- 
und Kommunikationstechnologien auf Gesellschaft und 
Umwelt bis weit vor die Moderne zurück: Angefangen 
von den Keilschrifttafeln im antiken Mesopotamien, 
über die Papyrusrollen im Römischen Reich und mit-
telalterliche Codizes bis hin zu modernen Drucklettern, 
zur Seekabeltelegraphie oder der heutigen IKT-Infras-
truktur werden immer kleinteiliger und schneller ope-
rierende Wege der Nachrichten- und Informationsüber-
mittlung bei gleichzeitiger Mobilisierung immer größe-
rer gesellschaftlicher und materieller Systeme genutzt 
(Rosol et al., 2018). 
Der wirtschaftliche Boom nach dem Zweiten Welt-
krieg im Übergang von der Kriegswirtschaft zur Kon-
sumgesellschaft und von der Kohle zum Erdöl führte 
zur „Großen Beschleunigung“ (Steffen et al., 2004, 
2015a; Mathiesen et al., 2015), die sich als exponenti-
eller Anstieg vieler sozioökonomischer und erdsystemi-
scher Schlüsselindikatoren manifestierte. Fortschritte in 
den Bereichen der Informationstheorie, Computertech-
nik, Halbleiterphysik und der Kybernetik konnten sich 
wechselseitig inspirieren. Bruttosozialprodukt, Dünge-
mittelverbrauch und Bevölkerungswachstum nahmen 
enorm zu. Anthropozän (Crutzen und  Stoermer, 2000), 
„Große Beschleunigung“ und Digitalisierung sind inso-
fern miteinander verknüpft (Rosol et al., 2018). Tech-
nologische Treiber der  Digitalisierung waren ab Mitte 
der 1970er Jahre hauptsächlich die fortlaufende Ent-
wicklung integrierter Schaltkreise („Mikrochips“), 
 leistungsfähige Kommunikations technologien und sind 
in der jüngsten Gegenwart Big Data (Kap. 3.3.2) und KI 
(Kap. 3.3.3). 
3.1.2.1 
Von den ersten Computern zur digitalen 
 Vernetzung
Mit der Einführung integrierter Schaltkreise (Integra-
ted Circuits) wurde in den 1950er Jahren des vergan-
genen Jahrhunderts das Fundament für die sich konti-
nuierlich weiterentwickelnde Mikroelektronik geschaf-
fen. Die mit einem photolithografischen Druckver-
fahren auf Siliziumchips projizierten Schaltungen 
benötigten von Jahr zu Jahr immer weniger Platz und 
erlaubte dadurch komplexere Designs. Dies ermöglichte 
ab den 1970er Jahren programmierbare Mikroprozes-
soren, deren Geschwindigkeit und Speicherkapazitäten 
seitdem um einen Milliardenfaktor zugenommen haben 
(Burckhardt, 2017: 60f.). Dabei wurden die ersten digi-
talen Computer der 1950er Jahre „in enger Koopera-
tion zwischen staatlichen und privatwirtschaftlichen 
Organisationen entwickelt, mussten durch ein Team 
von Spezialisten bedient werden und waren äußerst 
kostspielig“, während sich ab 1960 deutlich günstigere 
schrankgroße „Minicomputer“ vor allem an nordame-
rikanischen Universitäten verbreiteten, die „von Ein-
zelpersonen bedient werden konnten und durch neue 
Ein- und Ausgabeschnittstellen (z. B. Bildschirme) die 
Interaktion mit dem Nutzer vereinfachten“ (Schrape, 
2016: 12). 
Zudem führte die im Kontext der Systemkonkur-
renz zwischen Ost- und Westblock und insbesondere 
in Folge des „Sputnik-Schocks“ durch den starken Vor-
sprung der UdSSR in der Raumfahrt 1958 gegründete 
und dem US-Verteidigungsministerium zugeordnete 
Advanced Research Projects Agency (ARPA) zur Ent-
wicklung des ARPANET ab 1968. Diese vernetzte Kom-
munikationsinfrastruktur von zunächst nur vier Uni-
versitäten basierte auf dem Konzept der Paketvermitt-
lung von Daten, also der Zerlegung längerer Nachrich-
ten in einzelne Datenpakete – einem Grundprinzip des 
heutigen Internets. „Dass sich jedoch ausgerechnet aus 
dem ARPANET einmal ‚das Internet’ ergeben würde“ 
war damals nicht absehbar (Lang, 2017: 10). Dessen 
aus militärischen Motiven heraus festgelegte dezentrale 
Architektur und das auf Ausfälle, Resilienz und Robust-
heit ausgelegte Übertragungsprotokoll TCP/IP (Trans-
mission Control Protocol/Internet Protocol) beinhal-
teten bereits die Grundlagen des heutigen Internets in 
Bezug auf Unabhängigkeit von Subnetzen und Fehler-
toleranz. Dennoch dauerte es noch mehr als 20 Jahre, 
bis in den 1980er Jahren eine Version entwickelt war, 
die auf breite Akzeptanz stieß und als Standardproto-
koll durchgesetzt wurde. Ein weiterer zentraler Schritt 
war die Entwicklung des Hypertext-Übertragungs-
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protokolls (Hypertext Transfer Protocol – HTTP) zur 
Übertragung von Daten auf der Anwendungsschicht 
und zum Verweisen zwischen Daten durch Verknüp-
fungen. Die von Tim Berners-Lee initiierte Entwick-
lung führte letztendlich zum World Wide Web (WWW), 
das gemeinhin heute als das Internet verstanden wird, 
obwohl es letztendlich nur den Zugang zu den Anwen-
dungen, Diensten und Daten für Endnutzer*innen dar-
stellt (Schrape, 2016: 14f.). 
In den Folgejahren eröffneten der neue Technologie-
sektor und das Internet ökonomische Potenziale. Die 
Grundlagen für die Entstehung eines Dienstleistungs-
sektors im Internet und dessen Boom in den 1990er 
Jahren waren nach Lang (2017: 17) „im Wesentlichen 
drei Faktoren“: erstens extrem leichter Zugang für 
IKT-Unternehmen zu Krediten aufgrund der Niedrig-
zinspolitik der USA, zweitens „offene Architektur, freie 
Software und patentfreie Protokolle“ sowie drittens 
„staatliche Investitionen in Infrastruktur“. Die hohen 
Erwartungen in globale Wachstumspotenziale der 
IKT-Branche führten jedoch zur im Jahr 2000 geplatz-
ten Spekulationsblase der New- bzw. Dotcom-Economy 
(Goodnight und Green, 2010; Pierrakis, 2010). Aktien-
verfall, Liquiditätsprobleme und Insolvenzen trugen zu 
steigender Marktkonzentration bei und „Google, Ama-
zon, eBay, Paypal sind als unternehmerische Sieger aus 
dieser Zeit hervorgegangen“ (Lang, 2017: 18).
Mit der Entwicklung des Internets zum Massenme-
dium „konnte sich schließlich das dynamische Netz-
werk als Leitmetapher unserer Zeit durchsetzen. Dieser 
Aufstieg zeigte sich schon bald in der politischen, kul-
turellen und ökonomischen Welt, die sich in den frü-
hen 1990er Jahren als Netzwerk imaginierte“ (Apprich, 
2015: 127). Auch ist auf dieser Basis eine moderne Form 
der datengetriebenen vernetzten „Intelligenz“ heute 
Wirklichkeit geworden (Rosol et al., 2018; Kap. 3.3). 
3.1.2.2 
Entstehung und Expansion sozialer Plattformen
Der Aufstieg der Vernetzung zur neuen sozialen Leit-
metapher ging mit der Herausbildung einer „neuen 
sozialen Struktur“ einher, welche „in allen bedeuten-
den Dimensionen der sozialen Organisation und Pra-
xis aus Netzwerken besteht“ (Castells, 2017: XXII). Vor 
dem Hintergrund einer zunehmend globalisierten Wirt-
schaft, der Forderung der Gesellschaft nach individuel-
ler Freiheit und offener Kommunikation und schließ-
lich den Fortschritten im IKT-Bereich entstanden digi-
tal vernetzte Gesellschaften, welche die Entwicklung 
gänzlich neuer Informations-, Medien- und Automati-
sierungssysteme erlaubten (Apprich, 2015: 67). Dabei 
führte bezüglich letzterer die „zunächst technische und 
später zunehmend auch wirtschaftliche Dynamik des 
Silicon Valley [...] in den 1990er-Jahren“ zur Heraus-
bildung einer „kalifornischen Ideologie“, die die Wir-
kungen der IKT technikdeterministisch gedeutet und 
gesellschaftlichen Wandel auf technische Neuerungen 
zurückgeführt hat (Misterek, 2017: 4f.). Digitalisierung 
wird so von einigen Akteuren wie IKT-Unternehmen 
als zwangsläufiger zivilisatorischer Evolutionsschritt 
gedeutet, wobei Chancen betont und Risiken mög-
lichst ausgeblendet werden (Barbrook und Cameron, 
1996). Diese bis hin zum „Trans-“ oder „Posthumanis-
mus“ (Kasten 2.1.2-1) gesteigerte technikdeterministi-
sche Ideologie ging zunächst mit utopischen, gar eman-
zipatorischen Visionen wie z. B. steigender Transpa-
renz und Demokratisierung einher (Kehl und Coenen, 
2016). Seit den Enthüllungen Edward Snowdens im 
Jahr 2013 zur globalen Dauerüberwachung digitaler 
Informationsflüsse durch die US-amerikanische NSA 
und weitere Geheimdienste ist jedoch das „technik-
deterministische Narrativ einer besseren Zukunft ver-
stärkt in Bedrängnis geraten“ (Misterek, 2017: 1f.). 
Jenseits der Visionen und Absichten der Akteure, 
die positive wie negative Aspekte der Entwicklung zur 
digital vernetzten Gesellschaft verantworten, entstand 
deren eigentliche Dynamik und globale Dimension 
jedoch durch eine zunehmende Kommerzialisierung. 
Entsprechende Angebote wurden zunächst primär für 
die jüngere Generation entwickelt und beworben. Das 
verhalf „E-Commerce“ und Onlinehandel und den dor-
tigen Marktführern zu starkem Wachstum. Zahlreiche 
private (und teils öffentliche) Infrastrukturinvestitio-
nen erfolgten im Hinblick auf die steigende Nachfrage. 
Der Ausbau von Breitbandzugängen und die tech-
nischen Weiterentwicklungen rund um multimediale 
Plattformen führten zur Verlagerung großer Anteile 
klassischer Medien- und Kommunikationsformate aus 
Radio, Fernsehen und Druckmedien ins Internet. Wei-
tere Software-Innovationen ermöglichten interaktive 
Anwendungen und soziale Plattformen, die sich rasch 
unter den Schlagworten „Web 2.0“ oder neue Medien 
verbreiteten (O’Reilly, 2007). Seither nehmen multime-
diale Inhalte und insbesondere Videodaten einen Groß-
teil der über das Internet versendeten Daten ein, bei-
spielsweise wurden nach dem Cisco Visual Networking 
Index (Cisco, 2019) pro Monat 6.821 Petabyte Video 
und 4.691 Petabyte Non-Video in 2017 und in 2018 
bereits pro Monat 12.051 Petabyte Video und 6.959 
Petabyte Non-Video und damit nahezu doppelt so viele 
Video- wie Non-Video-Daten übertragen. 
Bis Mitte der 2000er Jahre wurden somit die Grund-
steine für den Aufstieg global agierender IKT-Unter-
nehmen und deren datengetriebene, plattformbasierte 
Geschäftsmodelle gelegt (Schrape, 2016: 15). Für ihr 
Kerngeschäft erschließen und aggregieren diese Unter-
nehmen Daten und bieten im Gegenzug entsprechende 
Geräte und Dienste an: Google/Alphabet, Apple, Face-
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book, Amazon und Microsoft (auch kurz GAFAM 
genannt oder als „Big Five“ bezeichnet) stellen inzwi-
schen die zentralen infrastrukturellen Grundlagen der 
Web-Welt bereit. Sie prägen damit den Erfahrungs-
raum vieler Webnutzer*innen auf elementare Weise 
mit. Diese Anbieterkonzentration kann dabei zu einer 
„mediengeschichtlich singulären Konzentration privat-
wirtschaftlicher Verfügungsmacht über Interaktions-
daten und Infrastrukturen, mit der letztlich eine Priva-
tisierung des Schutzes persönlicher Daten einhergeht“ 
führen (Schrape, 2016: 17). Während bereits mehr als 
die Hälfte der Weltbevölkerung über soziale Plattfor-
men vernetzt sind, hat eine umfassende Etablierung 
von Plattformen zum Beispiel in Produktion, Mobilität, 
Politik und Verwaltung gerade erst begonnen. 
3.1.3 
Wirtschaftliche Entwicklung zum Digitalen 
 Zeitalter
Der technische Fortschritt bei IKT und deren Verbrei-
tung in Wirtschaft und Gesellschaft werden bereits 
seit den 1980er Jahren von einer Diskussion um ihre 
gesamtwirtschaftliche Bedeutung begleitet. Zwar spie-
gelt sich die allgemeine Wahrnehmung einer brei-
ten technologischen Revolution deutlich in Indikato-
ren einzelwirtschaftlicher Entwicklungen wie z. B. der 
Entwicklung des Marktwertes der größten Internet-
konzerne und der gesellschaftlichen Verbreitung der 
Technologien wie z. B. der Zahl der Internetnutzer*in-
nen wider. Allerdings sind auf gesamtwirtschaftlicher 
Ebene die Bedeutung von IKT und die Wirkung auf 
Produktivität und Wirtschaftswachstum bisher nicht in 
gleichem Maße offensichtlich. 
Einzelwirtschaftliche Bedeutung und 
gesellschaftliche Durchdringung von IKT
Die in Kapitel 3.1.2 beschriebene Bedeutung von IKT 
hinsichtlich der Ausbreitung neuer Medien spiegelt 
sich direkt in der rasanten Entwicklung der Zahl der 
Internetnutzer*innen und Mobilfunkverträge wider 
(Abb. 3.1.3-1, 3.1.3-2). Auch wenn die Statistiken 
nach wie vor zum Teil deutliche Vorsprünge bei der Ver-
breitung von IKT-Angeboten in den Industrieländern 
aufweisen, ist die Entwicklung in den Entwicklungs-
ländern nicht weniger dynamisch. Nicht erkennbar sind 
in den aggregierten Statistiken allerdings Unterschiede 
zwischen Regionen bzw. Staaten aber auch zwischen 
gesellschaftlichen Gruppen. 
Auffallend ist zudem die zunehmende Ent-
kopplung von Internetzugang und Computerbesitz 
(Abb. 3.1.3-3), die insbesondere in Entwicklungslän-
dern zu beobachten und auf die zunehmende Bedeu-
tung mobiler Internetzugänge zurückzuführen ist. Der 
Internetzugang über Mobiltelefone ist in der Regel 
nicht nur günstiger als über an das Festnetz gebundene 
Geräte wie PCs, sondern auch unabhängiger von nicht 
in allen Ländern umfassend ausgebauten Telekommu-
nikations- und Stromnetzen. Aus entwicklungspoli-
tischer Perspektive ist die Mobilkommunikation ein 
typisches Beispiel für eine überspringende Entwicklung 
(Leapfrogging): Sie ermöglicht in Entwicklungsländern 
vielen Menschen erstmalig Teilhabe an Telekommuni-




































Anteil der Internetnutzer*innen an der Gesamtbevölkerung (in %).
Quelle: World Bank, 2018b
3 Das Digitale Zeitalter verstehen
54
kation und über mobile Internetzugänge Teilhabe an 
Bank- oder Versicherungsdiensten, ohne dass dazu, wie 
historisch bedingt in den Industrieländern geschehen, 
eine kapitalintensivere leitungsgebundene Netzinfra-
struktur aufgebaut werden müsste (World Bank, 2016). 
Die zunehmende Durchdringung von Wirtschaft 
und Gesellschaft mit IKT wurde durch teilweise mas-
sive Preisrückgänge bei IKT-Geräten begünstigt, die 
auf erheblichen technischen Entwicklungsfortschritten 
beruhten: Digitalelektronik in Form von Rechen-, Spei-
cher- und Übertragungskapazitäten wurde im Zeitver-
lauf immer leistungsfähiger, immer kompakter in der 
Bauweise und zugleich immer kostengünstiger in der 
Herstellung. Einer der bekanntesten Indikatoren für die 
hohe Innovationsdynamik im Bereich der Digitalelekt-
ronik ist das Moore’sche Gesetz. Es geht auf die Vorher-
sage von Gordon E. Moore, einem Mitgründer von Intel, 
aus dem Jahr 1965 zurück. Ursprünglich besagte es, 
dass sich die flächenbezogene Anzahl der Komponenten 
bzw. Transistoren auf integrierten Schaltkreisen jährlich 
verdoppelt, in seiner zehn Jahre später selbst korrigier-
ten Form alle 18 Monate (Moore, 1965; Flamm, 2018). 
Diese Vorhersage hat seit den 1960er Jahren Bestand 
und drückt sich aufgrund der logarithmischen Skalie-
rung im linearen Verlauf in Abbildung 3.1.3-4a aus. Die 
Erfolge in der Miniaturisierung der Digitalelektronik 
wurden begleitet von erheblich zunehmenden Rechen-
kapazitäten: In standardisierten Testverfahren steiger-
ten (Mikro-)Prozessoren ihre Ergebnisse beispielsweise 
in der zweiten Hälfte der 1990er Jahre jährlich um ca. 
60 % und um immer noch gut 15 % in den Jahren von 
2005 bis 2016 (Flamm, 2018). Die Zunahme der Leis-
tungsfähigkeiten von Computern insgesamt über das 
20. Jahrhundert ist nicht weniger beeindruckend: Je 
nach zugrunde gelegter Messung der Rechenkapazi-
tät ergeben sich gegenüber manuellen Rechenverfah-
ren Steigerungen um Faktoren zwischen 1.700–76.000 
Mrd. (Nordhaus, 2007). Die erhebliche Senkung der 
Produktionskosten von Digitalelektronik im Zeitverlauf 
zeigt sich beispielsweise anhand von Speicherkosten je 
Gigabyte Datenvolumen, wie Abbildung 3.1.3-4b für 
die Jahre von 1982 bis 2018 verdeutlicht. 
All diese Entwicklungen übertrugen sich auf die 
Marktpreise von IKT-Komponenten und -Ausstattun-
gen sowie auf die Preise von Rechenoperationen gene-
rell. So verbilligten sich in den Jahren 2000 bis 2018 
IKT-Ausstattungsgüter, zu denen Computer und zuge-
hörige Hardware zählen, in den Ländern der Eurozone 
und den USA um über 80 % (Abb. 3.1.3-5). Preisrück-
gänge in ähnlicher Größenordnung ergeben sich auch 
für die Vergangenheit aus Schätzungen, nach denen 
der (reale) Preis von IKT-Ausstattungen zwischen 1970 
und 1989 um über 80 % und zwischen 1989 und 2007 
nochmals um über 77 % sank (Crafts, 2018). Standar-
disierte Rechenoperationen verbilligten sich über den 
Zeitraum von 1940 bis 2014 um durchschnittlich 53 % 
jährlich (Nordhaus, 2017). Über die vergangenen Jahre 
wird eine Abschwächung dieser Dynamiken beobach-
tet, so etwa bei den Preisen für Mikroprozessoren, 
deren Preise Ende der 1990er Jahre unter Berücksich-
tigung von Qualitätsverbesserungen in Form von Leis-
tungs- und Effizienzgewinnen noch um über 70 % jähr-
lich fielen, in den Jahren von 2010 bis 2013 dagegen 
nur noch um knapp 3 % (Flamm, 2018: Tab. 6). Die Fort-
schreibung des Moore’schen Gesetzes und der darauf 
aufbauenden Entwicklungen bei Kosten und Leistungs-
Abbildung 3.1.3-2
Entwicklung der Anzahl an Mobilfunkverträgen je 100 Einwohner*innen.
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kapazitäten in die Zukunft erscheint mit den gegenwär-
tigen technischen Ansätzen und Architekturen daher 
nicht mehr gesichert (Flamm, 2018). Der Prozessorher-
steller Intel kündigte bereits 2016 ein absehbares Ende 
in wenigen Jahren an, da die weitere Verkleinerung an 
physikalische Grenzen stößt (Walsh, 2018: 181).
Dieser Preisverfall und die technologischen Fort-
schritte haben dazu beigetragen, dass räumliche Ent-
fernungen ihre Bedeutung für Produktionsstrukturen 
teils deutlich verändert, aber dennoch nicht vollständig 
verloren haben (World Bank, 2016: 57ff.). Insbesondere 
erlaubte die schnellere und kostengünstigere Kommuni-
kation seit den 1980er Jahren die Aufspaltung mehrstu-
figer Produktionsketten und deren internationale Ver-
teilung gemäß länderspezifischer Standortvorteile (z. B. 
Rohstoffvorkommen, Lohnhöhe, Marktnähe). Auch 
Handelsvolumina und (ausländische) Direktinvestitio-
nen stiegen erheblich an, Handelsbeziehungen wurden 
vertieft und Entwicklungsländer stärker in neu entste-
hende, globale Wertschöpfungsketten integriert (Kap. 
5.3.8). Preisverfall und Leistungsexplosion im Bereich 
der Digitalelektronik bedeuteten auch eine erhebliche 
Verbilligung von Rechenoperationen und darauf basie-
renden Anwendungen im Vergleich zu Arbeit (Nordhaus, 
2007). Beispielhaft und zentral mit Blick auf die bishe-
rige, digital gestützte Automatisierung von Arbeitspro-
zessen sind die Entwicklungen bei Industrierobotern. 
Um Qualitäts- bzw. Leistungsverbesserungen bereinigt 
lag deren Preis im Jahr 2005 in den sechs größten Indus-
trieländern bei nur noch einem Fünftel des Preises von 
1990, was nicht zuletzt zur starken Verbreitung von 
Industrierobotern beitrug (Graetz und Michaels, 2018).
Die zunehmende Durchdringung von Wirtschaft und 
Gesellschaft mit digitalen Technologien führte zu einem 
Bedeutungsgewinn des Digital- bzw. Technologiesek-
tors gegenüber anderen Sektoren. Ein Indikator dafür ist 
die Entwicklung von Unternehmenswerten. Betrachtet 
man die weltweit am höchsten bewerteten Unterneh-
men, nahm noch im Jahr 2009 mit Exxon Mobile ein 
Unternehmen aus dem Bereich fossiler Ressourcen den 
Spitzenplatz ein, und auch auf den folgenden Plätzen 
waren Unternehmen unterschiedlicher Sektoren ver-
treten (Tab. 3.1.3-1). Dieses Bild hat sich in der Zwi-
schenzeit grundlegend gewandelt. Die Spitzenplätze 
werden heute von Vertretern des Digital- bzw. Techno-
logiesektors dominiert, zum Teil von Unternehmen, die 
2009 noch überhaupt nicht unter den 100 wertvollsten 
Unternehmen der Welt vertreten waren (Abb. 3.1.3-6; 
OECD, 2019b). 
Einfluss von IKT auf die gesamtwirtschaftliche 
Entwicklung
Obwohl Digitalunternehmen heute einzelwirtschaftlich, 
gemessen an ihrer Marktkapitalisierung, zu den größ-
ten Unternehmen der Welt zählen und digitale Tech-
nologien rasant in vielen Lebensbereichen und Wirt-
schaftsfeldern Einzug finden, spiegelt sich diese Dyna-
mik bisher nur eingeschränkt auf Ebene gesamtwirt-
schaftlicher Indikatoren wider. 
Die rein statistischen Anteile des IKT-Sektors an 
der gesamten Wertschöpfung bewegen sich in den 
meisten Ländern zwischen 4 und 8 % und damit zum 
Teil deutlich unter den Anteilen, die etwa auf Indust-
rie oder verarbeitendes Gewerbe entfallen (z. B. in der 
EU im Jahr 2017 nach OECD-Daten: Industrie inklu-
sive Energie 19,6 %, verarbeitendes Gewerbe 16,4 %; 
Abb. 3.1.3-5a; OECD, 2017c). Ähnlich niedrig liegen 







































Entwicklung der Anteile der Haushalte mit Internetzugang und Computer in Industrieländern (blau) und Entwicklungs ländern 
(grün) in ausgewählten Jahren.
Quelle: ITU, 2018 
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vor allem aufgrund der geringen Arbeitsintensität des 
Sektors. Die Kapitalintensität des IKT-Sektors spiegelt 
sich in den im Vergleich zu ihren Wertschöpfungsan-
teilen hohen Anteilen an der gesamten Investitionstä-
tigkeit wider (Abb. 3.1.3-5b). Allerdings ist weder die 
genaue Ab- bzw. Eingrenzung des IKT-Sektors eindeu-
tig (IMF, 2018), noch erfassen beispielsweise die Wert-
schöpfungsanteile die wirtschaftliche Bedeutung digi-
taler Technologien vollständig. Ähnlich wie etwa im 
Fall des Energiesektors ergibt sich diese z. B. auch durch 
IKT-Anwendungen in anderen Sektoren (z. B. Industrie, 
Einzelhandel,  Landwirtschaft).
Ein Nachweis der wirtschaftlichen Bedeutung digi-
taler Technologien für Wachstum von Wirtschaft und 
Produktivität gelingt bislang nur eingeschränkt. Unter-
suchungen kausaler Zusammenhänge sind mit methodi-
schen Problemen sowie mangelhafter Datenverfügbar-
keit behaftet (World Bank, 2016) und zeigen bislang 
eher schwache Einflüsse (Stanley et al., 2018). Wachs-
tumszerlegungen bzw. „Growth-Accounting“- Studien 
legen nahe, dass im Zeitraum von 1995 bis 2014 etwa 
20 % des globalen Wirtschaftswachstums auf Investitio-
nen in IKT zurückzuführen ist (World Bank, 2016: 56f.), 
wobei der Beitrag zum Wirtschaftswachstum zumindest 
für die USA im Zeitverlauf gestiegen ist. Simulationen 
des US-Wachstumspfades kommen auf einen IKT-Wachs-
tumsbeitrag von 5 % während der 1980er Jahre, von 
10 % während der 1990er und mehr als 30 % seit dem 
Jahr 2000 (Eden und Gaggl, 2018: 27). 






































































Anzahl von Transistoren pro CPU und Technologieknotengeneration (a), Speicherkosten pro Gigabyte (b).
Quelle: OECD, 2019a: 38 






























































Vergleich der (Konsumenten-)Preisentwicklung: Warenkorb aller Güter vs. IKT-Güter und -Dienstleistungen (a); Vergleich der 
Preisentwicklung von Telefoniediensten und IKT-Geräten in den Ländern der Eurozone (b), Zeitraum von 2000 bis 2018. 
Quelle: OECD, 2019a: 38 
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IKT mit einem sich eher verlangsamenden Wachstum 
von Wirtschaft und (Arbeits-)Produktivität zusammen 
(Crafts, 2018; Paqué, 2016). Diese Beobachtung ent-
facht eine Diskussion um die Bedeutung der digitalen 
Technologierevolution im Vergleich zu früheren tech-
nologischen Revolutionen (Gordon, 2014, 2018) und 
um das Solow-Paradox: Robert Solow hatte bereits 
in den 1980er Jahren auf die scheinbare Paradoxie 
zurückgehender Wachstumsraten einerseits und wahr-
genommener Produktivitätsanstiege durch Computer-
technologien andererseits hingewiesen: „You can see 
the computer age everywhere but in the productivity 
statistics” (Solow, 1987). 
Für die schwache Entwicklung von Wirtschaftsleis-
tung und Produktivität gerade in entwickelten Volks-
wirtschaften werden verschiedene Erklärungen ange-
führt (Crafts, 2018; Brynjolfsson et al., 2018). Auch 
in diesem Zusammenhang können beispielsweise Pro-
bleme in der statistischen Erfassung eine Rolle spielen 
(Jorgenson, 2018; Brynjolfsson et al., 2019a, b), vor 
allem da viele digitale Produkte und Dienste unentgelt-
lich angeboten werden und damit in den gesamtwirt-
schaftlichen Statistiken nicht direkt erfasst werden, 
aber zum Wohlstand beitragen. Derartige Probleme 
scheinen allerdings, wenn überhaupt, nur teilweise die 
beobachtete Entwicklung zu erklären und den schein-
baren Widerspruch zwischen technologischer Dynamik 
und schwacher wirtschaftlicher Entwicklung aufzulö-
sen (Syverson, 2017). 
Unklar ist aber auch generell, ob sich in der 
Abschwächung von Wachstum und Produktivität nicht 
ein langfristiger Trend in entwickelten Volkswirtschaf-
ten widerspiegelt, der ohne den digitalen Fortschritt 
noch stärker ausgefallen wäre. Beispielsweise gibt es 
Anzeichen dafür, dass zwischenzeitliche Anstiege im 
Produktivitätswachstum der USA in den 1990er Jahren 
im Wesentlichen auf die hochproduktive Computerin-
dustrie zurückzuführen waren, ohne die der Rückgang 
des Produktivitätswachstums noch stärker ausgefallen 
bzw. sogar negativ geworden wäre (Aum et al., 2018). 
Völlig neu ist ein scheinbarer Widerspruch zwischen 
beobachteter technologischer Entwicklung und zeit-
nahem Aufscheinen in gesamtwirtschaftlichen Indi-
katoren nicht: Auch während der ersten und zweiten 
Industriellen Revolution entfalteten Dampfmaschine 








































































































































(a) Anteil des IKT-Sektors an der Wertschöpfung in verschiedenen OECD-Ländern; (b) Anteil der IKT-Investitionen an den 
gesamten Investitionen in verschiedenen OECD-Ländern.
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ihr volles Potenzial in Form von Wachstums- und Pro-
duktivitätsschüben, als die Technologien nicht nur ein-
gesetzt wurden, sondern sich auch die wirtschaftlichen 
Strukturen und Geschäftsmodelle entsprechend ange-
passt hatten (Crafts, 2018). IKT werden vielfach als 
General-Purpose-Technologien gesehen, für die ähnlich 
der Elektrizität eine erhebliche Breitenwirkung und 
das Potenzial zu langanhaltenden technologischen und 
wirtschaftlichen Impulsen kennzeichnend sind (Bres-
nahan, 2010; Brynjolfsson et al., 2018). Im Vergleich 
zu den früheren Industriellen Revolutionen vollzog sich 
der technologische Wandel im Bereich der IKT bislang 
bereits schneller und hatte stärkeren Einfluss, etwa mit 
Blick auf die Arbeitsproduktivität (Crafts, 2018: 453). 
Ob digitale Technologieentwicklungen auf längere Sicht 
ähnlich weitreichende Impulse bringen wie die vorhe-
rigen Industriellen Revolutionen, ist aus ökonomischer 
Sicht bislang aber (noch) nicht zu beantworten (Aghion 
et al., 2017).
3.1.4 
Fazit: Das Digitale Zeitalter zeichnet sich ab
Bislang ist jedes Zeitalter der menschlichen Zivilisa-
tion mit einem Technologieschub einhergegangen und 
wurde essenziell durch ihn angestoßen und geprägt. Die 
Stimmen mehren sich, dass die Digitalisierung ebenso 
einen solchen grundlegenden Technologieschub darstellt 
und dies aktuell eine erste Ausprägung eines Digitalen 
 Zeitalters ist. Jedoch sind empirische  Analysen in sol-
chen Übergangssituationen noch schwer durchzuführen 
und Befunde daher vorläufig. Dennoch sind die Gene-
ralität digitaler Technologien mit ihren Anwendungen 
in allen Bereichen menschlichen Lebens und Arbeitens 
und die mit ihren Anwendungen einhergehenden Ver-
änderungen unübersehbar. 
Gleichzeitig ist unbestritten, dass die Große Transfor-
mation zur Nachhaltigkeit (WBGU, 2011) bereits begon-
nen hat und im gesellschaftlichen Mainstream angekom-
men ist (WBGU, 2016a: 138). In einigen Teilbereichen 
sind, wenn auch nicht immer schnell genug, durchaus 
Fortschritte sichtbar, in anderen jedoch nicht oder zu 
geringe. In dieser Situation bietet Digitalisierung Chan-
cen und Risiken und kann so nicht nur zum Instrument 
für die Große Transformation werden, sondern muss 
ebenso zu einem im Sinne der Großen Transformation 
zu gestaltenden Objekt werden. Damit rückt auch eine 
an den Klima- und Nachhaltigkeitszielen ausgerichtete 
Gestaltung der digitalen und digitalisierten Technosphäre 
ins Zentrum der Betrachtung. Darüber hinaus zeichnen 
sich mit dem nächsten Schub der Gestaltung der Umwelt 
durch den Menschen (das Anthropozän) mit neuarti-
gen technologischen Mitteln auch neue Möglichkeiten 
der Gestaltung des Menschen durch den Menschen ab 
– sowohl mit Chancen, etwa bei Therapien und Heilung, 
als auch mit Risiken für den Menschen als biologisches 
Wesen, seine Eigenart, gesellschaftliche Teilhabe und 
Menschenwürde. 
3.2
Ausgewählte Grundbegriffe und -funktionen der 
Digitalisierung
In der Digitalisierungsdebatte werden informatische oder 
informationstechnische Begriffe teilweise fehlerhaft und 
auch falsch genutzt (Kasten 3.3-1). Um Verständnislü-
Tabelle 3.1.3-1











1 Apple 851 33 Exxon 337 12
2 Alphabet / Google 719 22 PetroChina 287 26
3 Microsoft 703 6 Walmart 204 16
4 Amazon 701 – ICBC 188 11
5 Tencent 496 – ChinaMobile 175 39
6 Berkshire Hathaway 492 12 Microsoft 163 3
7 Alibaba 470 – AT&T 149 7
8 Facebook 464 – Johnson &  Johnson 145 10
9 JPMorgan Chase 375 28 Royal Dutch Shell 139 15
10 Johnson & Johnson 344 8 Procter & Gamble 138 34
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cken zu schließen, werden in diesem Kapitel ausgewählte 
Grundbegriffe und Grundfunktionen der Digitalisierung 
allgemeinverständlich erläutert und erste Reflexionen 
zur Interaktion von Mensch und Digitalisierung gege-
ben. Sie bilden ein Fundament für die darauffolgende 
Beschreibung von Schlüsseltechnologien, daraus folgen-
den Charakterisierungen des Digitalen Zeitalters und ers-
ten Analysen seiner Wirkungen im ökologischen, öko-
nomischen und gesellschaftlichen Kontext. 
3.2.1 
Merkmale und Grundfunktionen digitaler 
 soziotechnischer Lösungen
Um Digitalisierung besser zu verstehen, wird nachfol-
gend ein kurzer Exkurs zu grundlegenden Merkma-
len und Funktionen einer digitalen Lösung gegeben, 
also zu ihren Aufgaben, Wirkweisen und prinzipiellen 
 Möglichkeiten. 
Jede digitale Lösung nutzt Rechenmaschinen. Eine 
der ersten, noch mechanischen Rechenmaschinen war 
das Sprossenrad, das auf Gottfried Wilhelm Leibniz 
(1646–1716) zurückgeht. Heutige Rechenmaschinen 
sind elektronisch und nutzen auf Halbleitern basierte 
Digitalelektronik. Für die Interaktion mit der Umwelt 
mittels Sensorik und Aktuatorik werden Analog-Digi-
tal- bzw. Digital-Analog-Wandler genutzt, die propor-
tional von einer Messgröße abhängige Spannungen in 
numerische Messwerte umwandeln bzw. umgekehrt 
(Lee und Seshia, 2017: 180). Die Digitalrechner (Com-
puter) sind weit verbreitet, und es gibt zahlreiche unter-
schiedliche Typen: Nano-, Mikro- und Minicomputer, 
Hochleistungs- und Supercomputer, Computerfarmen, 
Desktop-Computer, Laptops, Smart Pads, Smart Pho-
nes sowie eingebettete Steuergeräte, Smart Cards und 
andere Ein-Chip-Systeme. In der Tat sind die meisten 
Computer nicht etwa offensichtlich (heimische) PCs, 
sondern finden sich im Verborgenen in „ eingebetteten 
Systemen“ (ES; Lee und Seshia, 2017: x). Circa 98 % 
der produzierten Mikroprozessoren befinden sich in ES 
(BITKOM, 2010: 7–8). Darunter „versteht man Com-
putersysteme, die in Geräten, Anlagen und Maschinen 
eingebettet sind und spezielle Anwendungen abarbei-
ten.“ (itwissen.info, 2013). ES sind spezialisierte Mini-
computer, die oft nur eine oder wenige Funktionen 
erfüllen und dazu eine hierauf ausgelegte Soft- und 
Hardware enthalten (ESI, 2019).
Obwohl das Moore’sche Gesetz, nach dem sich die 
Komplexität der in der Digitalelektronik genutzten inte-
grierten Schaltkreise bei vergleichbaren Kosten ca. alle 
1,5 Jahre verdoppelt (Moore, 1965), seit den 1960er 
Jahren Bestand hat, erreicht die Halbleitertechnik 
mittlerweile physikalische Grenzen der weiteren Ver-
dichtung und damit der weiteren Leistungssteigerung. 
Auch im Hinblick darauf werden alternative Modelle 
für Rechenmaschinen erforscht, um eine nächste Stufe 
der Leistungsfähigkeit von Computern erreichen zu 
können, z. B. Quantencomputer (Kap. 3.2.6). 
Die Hardware der Computer, also die  Rechen-, 
 Speicher- und Übertragungseinheiten sowie die Ein- 
und Ausgabegeräte eines Computers, werden mittels 
Software programmiert, die die logische Wirkweise 
eines Computers in Form von Algorithmen (Rechen-
vorschriften, Kap. 3.2.3) definiert. Software wird im 
Wesentlichen durch Transformatoren (z. B. Compi-
ler) für Laufzeitumgebungen (z. B. für die Java-Pro-













Systeme: Vernetzte Rechner 
ergeben Rechnerverbünde. 
Rechner mit Sensorik bzw. 
Aktuatorik ergeben Steuer-
geräte (z. B. im Automobil, 
Flugzeug oder Roboter), die 
im Verbund cyber-physische 
Systeme genannt werden. 
Jüngste und aktuelle Ent-
wicklungen untersuchen die 
Autonomie, die Kooperation 
und das Selbstlernen dieser 
Systeme. 
Quelle: WBGU
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 Nutzung von Betriebssystem und Treibern zur Ausfüh-
rung gebracht. 
Solche softwarebasierten Systeme sind nicht an 
einen einzelnen Computer gebunden, sondern können 
ebenso eine Menge vernetzter Computer nutzen, die 
jeweils verschiedene Aufgaben für die Präsentation, 
Steuerung, Geschäftslogik sowie auch den Datenzugriff 
oder die Datenhaltung übernehmen (Abb. 3.2.1-1). Auf 
spezifische Computerarchitekturen, Software-Archi-
tekturen, System-Architekturen und Netzarchitekturen 
wird hier nicht eingegangen, sondern auf weiterfüh-
rende Literatur verwiesen (Bourque und Fairley, 2014; 
Knuth, 2011; Goodfellow et al., 2016). Die Akteure in 
Entwicklung und Betrieb von softwarebasierten Syste-
men sind in Abbildung 3.2.1-2 schematisch und ihre 
Nutzungskontexte in Abbildung 3.2.1-3 dargestellt. 
Die softwarebasierten, teils vernetzten Systeme ver-
arbeiten Daten (Kap. 3.2.2) entsprechend der program-
mierten Berechnungsvorschriften – den Algorithmen 
(Kap. 3.2.3). Die Daten können fest einprogrammiert 
sein, über Software-Parameter genutzt werden oder 
als Trainingsdaten die Berechnungsvorschrift „kalibrie-
ren“. Dabei werden Daten nicht nur gemeinhin erfasst 
und durch Berechnungen syntaktisch weiterbearbeitet, 
sondern ebenso in ihrer Bedeutung semantisch analy-
siert und durch logisches Schließen oder maschinelles 
Lernen verarbeitet, um Entscheidungen vorzubereiten 
oder zu treffen. Dazu werden Daten zudem erhoben, 
aggregiert, transportiert, transformiert, kombiniert 
bzw. visualisiert. Das geschieht sowohl mit einzelnen 
Werten als auch mit einfachen Zahlenreihen oder kom-
plexen Simulationsmodellen oder 3D-360°-Visualisie-
rungen und -Animationen in multimedialen Räumen. 
Wie Abbildung 3.2.1-3 zeigt, umfassen die Grund-
funktionen digitaler Systeme das Rechnen, Spei-

























Die Akteure eines vernetzten softwarebasierten Systems im Entwicklungs- und Nutzungskontext. Ein softwarebasiertes, oftmals 
vernetztes System, auch digitales vernetztes System genannt, ist den Nutzer*innen heutzutage typischerweise über graphische 
Nutzeroberflächen zugänglich. Die involvierten Rechner und darüber angebotene Dienste werden von den Betreiber*innen ent-
sprechend eines Betreibermodells konfiguriert, gewartet und angeboten. Die Optionen des Betreibermodells werden durch die 
Funktionen des softwarebasierten Systems bestimmt, wie sie im konzeptionellen Modell entworfen und den Auftraggeber*in-
nen gegenüber präsentiert und von den Entwickler*innen implementiert werden. 
Quelle: WBGU
Ausgewählte Grundbegriffe und -funktionen der Digitalisierung  3.2
61
Kooperieren. Dies entspricht letztlich dem Entwick-
lungspfad von einfachen Rechnern über das etablierte 
Internet der Rechner zum anlaufenden Internet der 
Dinge und dem bevorstehenden Internet der Koopera-
tion.
Das (1) Rechnen erfolgt auf Prozessoren, die auf ver-
schiedenen Prozessorarchitekturen basieren, beispiels-
weise der wohlbekannten Von-Neumann-Architektur 
mit „single instruction, single data“ oder die weniger 
bekannten Architekturen mit „multiple instruction, 
multiple data“. Prozessoren werden oftmals parallel in 
Verbünden genutzt („multi-core“ bei gleichartigen Pro-
zessoren und „many-core“ bei verschiedenen Prozes-
soren). 
Die für das Rechnen nötigen Daten werden vorü-
bergehend über Sensoren oder Netze beziehungsweise 
persistent über interne und externe (2) Speicher gesi-
chert und so wiederum vorübergehend weitergegeben 
oder persistent bereitgestellt. 
Für die (3) Kommunikation – sowohl für den Aus-
tausch von Informationen als auch die Interaktion – 
zwischen Computern werden Kommunikationsnetze 
genutzt. Sie unterscheiden sich beispielsweise nach 
den prinzipiellen physikalischen Übertragungswegen 
(drahtgebunden oder drahtlos, z. B. Local Area Net-
works – LAN bzw. Wireless Local Area Networks – 
W-LAN) und ihren Reichweiten – von sehr kurzen in 
Personal Area Networks (PAN) bis hin zu sehr großen 
Reichweiten in Wide Area Networks (WAN). Für die 
Übertragung in diesen Kommunikationsnetzen werden 
Kommunikationsprotokolle wie das Transmission Con-
trol Protocol (TCP) oder das User Datagram Protocol 
(UDP) genutzt, die auf verschiedenen logischen Proto-
kollebenen von der Physik über Bits und Bytes bis hin 
zu logischen Verbindungen, Transaktionen und Appli-
kationslogiken den Datenaustausch steuern und absi-
chern. Beispielsweise ist das heutige Internet als Netz 
von Netzen ausgelegt, bei dem sich drei wesentliche 
Arten von Netzen unterscheiden lassen: Backbones sind 
die Kernnetze von Internetdienstanbietern (Internet 
Service Providern – ISP) und zwischen diesen. Intranets 
(lokale Netze) werden von Unternehmen, Organisati-
onen, wissenschaftlichen oder anderen Einrichtungen 
sowie von Kommunen oder Privatpersonen genutzt. 
Diese erhalten über Zugangsnetze (Access Networks) 
Zugang zum Internet. Die Hardware-Struktur des welt-
weiten Internets, in der der prinzipielle Datentrans-
port mit Internetprotokollen und ihren Anwendungen 
möglich ist, besteht aus Leitungen, Sendern bzw. Emp-
fängern, Netzknoten wie Switches, Gateways, Routern 
und Servern. Sie kann durch Overlay-Netze ergänzt 
werden, die es erlauben, logische Netzstrukturen mit 
oftmals eigenen Adressräumen und Protokollstacks für 
dezidierte Kommunikationsanforderungen und Dienst-
güten wie Durchsatz (beispielsweise in Mbit/s), Ver-
zögerung (beispielsweise in ms) oder Bitfehlerraten (in 
fehlerhaften Bits je übertragenen Bits) zu realisieren. 
Mit Hilfe von Konzepten zur Virtualisierung von Netz-
funktionen und zur Definition von Netzen mittels Soft-
ware können solche Overlay-Netze flexibler aufgesetzt 
und betrieben werden. 
Die Fähigkeit zum (4) Wahrnehmen wird durch Sen-
soren realisiert, die unter Nutzung verschiedener Mess-











Grundfunktionen digitaler Systeme in ihrer zeitlichen und zukünftigen Entwicklung. Die Grundfunktionen digitaler Systeme 
umfassen in der Reihenfolge ihrer historischen und zukünftigen Entwicklung (1) das Rechnen mit Daten und (2) das Speichern 
von Daten, (3) Kommunizieren (Weiterleiten von Daten) sowie (4) Wahrnehmen (Erfassen von Daten). In der Umgebung kann 
(5) agiert und mit der Umgebung und ihren Akteuren (6) kooperiert werden. Dies entspricht letztlich dem Entwicklungspfad 
von einfachen Rechnern über das etablierte Internet der Rechner zum anlaufenden Internet der Dinge (Internet of Things – IoT; 
Kap. 3.3.1) und dem bevorstehenden Internet der Kooperation. 
Quelle: WBGU
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piezoelektrisch, kapazitiv, induktiv, optisch, magne-
tisch oder optomagnetisch oder virtuell (zur Datener-
hebung aus dem Internet) die erhobenen Daten analog 
oder digital zur Verfügung stellen. Für analoge Sensoren 
werden zudem Analog-Digital-Wandler benötigt, um 
gemessene physikalische Größen digital weiterzuver-
arbeiten (Lee und Seshia, 2017: 180). Die so erfassten 
Daten aus der realen oder virtuellen Umwelt werden im 
Internet der Dinge (Internet of Things – IoT: Kap. 3.3.1) 
an die vernetzten softwarebasierten Systeme zur Wei-
terverarbeitung unmittelbar an der Stelle der Daten-
erhebung (fog computing), mittelbar (edge computing) 
oder entfernt von der Stelle der Datenerhebung (cloud 
computing) weitergeleitet. Beispiele für Sensoren sind 
Geschwindigkeitsmesser im Auto, Temperaturmesser in 
Gebäuden, Kameras im öffentlichen Raum oder ver-
schiedene Umweltsensoren (z. B. zur Luftqualitätsmes-
sung). Heutzutage enthält bereits ein typisches Smart-
phone vielfältige Sensoren wie Beschleunigungssen-
sor, Rotationssensor, GPS-Sensor, Magnetfeldsensor, 
Kamera, Mikrofon, Helligkeitssensor, Annäherungs-
sensor, Barometer, Hygrometer, Pulsmesser, Thermo-
meter, Eye Tracker oder Fingerabdrucksensor. 
Das (5) Agieren wird über Aktuatoren realisiert, die 
über erzeugte Bewegung, Verformung oder Informa-
tion Wirkungen in der realen bzw. virtuellen Umwelt 
erzeugen. Während also Sensoren physikalische Grö-
ßen messen, beeinflussen Aktuatoren sie (Lee und 
Seshia, 2017: 179; Gunes et al., 2014: 4245f.). Es gibt 
Aktuatoren, die auf mechanischen (beispielsweise 
pneumatischen oder hydraulischen), elektromechani-
schen, biologischen, optischen, thermischen, elektroni-
schen oder wiederum digitalen Prinzipien beruhen. Sie 
werden digital oder analog gesteuert, wobei für letz-
tere Digital-Analog-Wandler für die Informationen aus 
dem Steuergerät benötigt werden. „Die bekanntesten 
Aktuatoren sind die Elektromotoren und Elektromag-
nete“ (Gerke, 2012: 5). Ein Aktuator im Smartphone ist 
beispielsweise die Vibrationsmotorik. 
Ein- und Ausgabegeräte der Computer, die mit Sen-
soren zur Wahrnehmung bzw. Aktuatoren zur Beein-
flussung der Umgebung ausgestattet sind, nutzen 
verschiedenste physikalische, chemische oder biolo-
gische Messverfahren, die mit Analog-Digital- oder 
 Digital-Analog-Wandlern mit dem Computer verbun-
den werden. Auch die wohlbekannten Eingabegeräte 
Tastatur und Maus können als Sensoren und Monitore 
als Aktuatoren verstanden werden. Touch Panels oder 
Smart Glasses, die sowohl zur Ein- als auch zur Ausgabe 
genutzt werden, fungieren gleichzeitig als Sensor und 
als Aktuator. Den Nutzer*innen werden die Ergebnisse 
über Ausgabekomponenten beziehungsweise Ausgabe-
geräte zur Verfügung gestellt (Abb. 3.2.1-4).
Das (6) Kooperieren bezieht sich auf Mensch-Ma-
schine-Interaktionen, Maschine-Maschine-Interakti-
onen und Maschine-Umwelt-Interaktionen. Alle drei 
Interaktionen erfahren rund um autonome Systeme 
wie Roboter in der Industrieautomatisierung oder auto-
matisiertes Fahren neue Entwicklungen in der Gestal-
tung der Kooperationsformen. So wird beispielsweise 
in der Mensch-Roboter-Interaktion zwischen Formen 
der Kooperation und der Kollaboration unterschieden. 
Formen der Kooperation werden in physikalisch dauer-
haft getrennten Arbeitsräumen mit virtuellen Schutz-
zäunen oder auch in gemeinsam nutzbaren Arbeitsräu-
men realisiert, wobei verschiedene Beschränkungen für 
Bahngeschwindigkeit und Impulskräfte definiert sind 
und geeignete Arbeitsraumüberwachung genutzt wird. 
Bei der Mensch-Roboter-Kollaboration findet dagegen 
ein bewusster, gewollter Kontakt zwischen Mensch und 
Roboter statt, wobei beide gleichzeitig an einem Pro-
jekt arbeiten und ihre Bewegungen gemeinsam koordi-
nieren können, z. B. durch Handführen.
3.2.2 
Daten, Metadaten, Datenkataloge und 
 Datenräume
Informationstechnisch sind Daten Repräsentationen 
von Informationen in digitalisierter Form, die (maschi-
nen-)lesbar und bearbeitbar sind und (weiter-)verar-
beitet, gespeichert, übertragen und (re-)interpretiert 
werden können. Gemeinhin werden Daten in Bitfol-
















ne-Schnittstellen erhalten Maschinen von den Nutzer*innen 
textuelle, verbale oder gestikuläre Aufträge, die über Eingabe-
geräte vermittelt und dann berechnet werden. Die Ergebnisse 
werden visuell, haptisch oder auditiv über Ausgabegeräte an 
die Nutzer*innen gegeben. Die Aufträge, die Maschinen von 
anderen Maschinen über Maschine-Maschine-Schnittstellen 
erhalten, sind hier nicht dargestellt. 
Quelle: WBGU (in Erweiterung von Schlick et al., 2018)
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der Beschreibungen korrekter Zeichenfolgen (Syntax), 
Beschreibungen korrekter Wertemengen (Typsystem) 
oder Beschreibungen logischer Zusammenhänge zwi-
schen den Werten und Wertemengen (Ontologie) ver-
standen werden (Krcmar, 2015). Daten können viel-
fältig kategorisiert werden: 
 > Nach ihrer Struktur in unstrukturierte Daten (d. h. sie 
besitzen keine vorgegebene Struktur; z. B. Texte), 
semistrukturierte Daten (d. h. Daten in einer Kombi-
nation von vorgegebenen und nicht vorgegebenen 
Strukturen, z. B. Dokumente mit festen Inhaltsanga-
ben und freien Inhalten) oder strukturierte Daten 
(d. h. Daten, die vollständig einer vorgegebenen 
Struktur folgen, z. B. Daten, die in einer Maschi-
ne-zu-Maschine-Kommunikation genutzt werden);
 > nach ihren Inhalten wie Umweltdaten, Mobilitäts-
daten, Energiedaten usw.;
 > nach ihrem Bezug auf Individuen wie personenbezo-
gene Daten (d. h. Daten, die sich direkt auf eine Per-
son beziehen), personenbeziehbare Daten (d. h. 
Daten, die sich mittelbar einer Person zuordnen las-
sen), nicht personenbezogene oder nicht personen-
beziehbare Daten;
 > nach der Quelle wie sensorgenerierte, verhaltensge-
nerierte, gemessene oder empirisch erfasste Daten;
 > nach ihrer Originalität in Basisdaten (englisch auch 
raw data genannt, z. B. unmittelbare Mess ergebnisse) 
und abgeleitete Daten (d. h. Daten, die aus anderen 
Daten entstehen) oder aggregierte Daten (d. h. 
Daten, die aus der Kombination mehrerer Daten 
erzeugt werden);
 > nach ihrer Beständigkeit in transiente oder persis-
tente Daten; 
 > nach ihrer Aktualität in Echtzeit-, Nahe-Echtzeit- 
oder historische Daten;
 > nach ihrer Beschaffenheit in diskrete Daten (d. h. 
Daten zu abzählbar vielen Zeitpunkten) oder konti-
nuierliche Daten (d. h. Daten zu jedem Zeitpunkt, 
diese werden auch als Datenströme bezeichnet).
Des Weiteren werden Daten, die andere Daten in ihrer 
Struktur und ihren Inhalten beschreiben, als Metadaten 
bezeichnet. So umfassen beispielsweise die (Inhalts-)
Daten eines Telefonats das eigentliche Gespräch. Wer 
wann mit wem und wo das Gespräch geführt hat, ist in 
den Metadaten hinterlegt. 
Über Metadaten werden Daten kategorisierbar und 
auffindbar. In den Metadaten können zudem Urhe-
ber- und Nutzungsrechte, Verantwortlichkeiten oder 
Speicherorte und Versionen der Daten geführt werden 
(Klessmann et al., 2012: 424ff.). So wie Bücher mit-
tels ihrer bibliographischen Angaben in Bibliothekska-
talogen verwaltet werden, werden Daten mittels ihrer 
Metadaten in Datenkatalogen verwaltet. Auch Daten-
kataloge unterliegen wiederum Urheber- und Nut-
zungsrechten und können in ihrer Gesamtheit als Daten 
verstanden werden, die wiederum mittels Metadaten 
beschrieben werden (Krcmar, 2015). 
Mit Datenkatalogen und den zugehörigen Daten kön-
nen Datenräume gebildet werden, so dass für Bereit-
stellende, Bearbeitende oder Anwendende gemeinsame 
Technologien, Werkzeuge und Prozesse zur Datenver-
arbeitung zur Verfügung stehen. Solche Datenräume 
können innerhalb einer Organisation, organisations-
übergreifend oder der allgemeinen Öffentlichkeit zur 
Verfügung gestellt werden (Schieferdecker et al., 2018; 
Kap. 5.2.7.4).
Für kommerzielle Datenräume, in denen Daten und 
darauf aufbauende Dienste verkauft werden, hat sich 
der Begriff des Datenmarktplatzes etabliert. Beispiele 
sind Mobilitätsdatenmarktplätze, Energiedatenmarkt-
plätze oder Marktplätze für Geoinformationen. Für 
allgemein zugängliche Datenräume wird oftmals der 
Begriff der Datenportale verwendet. Aus gesellschaft-
licher Sicht sind regionale Datenräume von besonde-
rem Interesse, da sie Übergänge zwischen den ver-
schiedenen Datenangeboten der öffentlichen Hand, 
von Unternehmen, der Wissenschaft und Politik bieten 
können (Schieferdecker et al., 2018) und vielfach regi-
onale gesellschaftliche und wirtschaftliche Interaktio-
nen widerspiegeln. 
In sozialen Plattformen, bei denen vielfach Mehr-
wert aus den verhaltensgenerierten Daten der Platt-
formnutzer*innen gezogen wird, werden aktuell weder 
die Daten, Metadaten noch die zugrundeliegenden 
kommerziellen Prozesse expliziert. Sie entziehen sich 
so weitestgehend Transparenz- und Kontrollmöglich-
keiten. Qualitativ hochwertige Daten, Metadaten und 
Datenkataloge bergen ein hohes Informations-, Wis-
sens- und Wirtschaftspotenzial. Sie unterliegen daher 
typischerweise besonderen Datensicherheitsanfor-
derungen bezüglich Zugriffsmöglichkeiten bzw. Ver-
schlüsselung. Personenbezogene und personenbezieh-
bare Daten unterliegen zudem Datenschutzanforde-
rungen, z. B. durch die Datenschutz-Grund verordnung 
(DSGVO) der EU. Noch gibt es kein einheitliches welt-
weites Regime für Daten, das Datenqualität, Datensi-
cherheit, Datenschutz und Datenhandel gleicherma-
ßen abdeckt. Auf europäischer Ebene wurden mit der 
DSGVO erste Schritte für mehr Datensouveränität von 
Plattformnutzer*innen und Anwendungsnutzer*innen 
mit den dahinterliegenden kommerziellen Datenmarkt-
plätzen unternommen. Die Diskussionen zum Wert von 
Daten und einer möglichen Bepreisung ist weltweit im 
Gange (Lim et al., 2018; Seibert und Gründinger, 2018; 
van Lieshout, 2015), um die mit den Daten verbunde-
nen Geschäfte nahtloser in bestehende Wirtschafts- 
und Steuerungsstrukturen einzubinden. Die EU arbei-
tet an einem europäischen Datenraum und hat dazu mit 
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der DSGVO oder der PSI-Richtlinie (Richtlinie über die 
Weiterverwendung von Informationen des öffentlichen 
Sektors) erste Regularien entwickelt.
3.2.3 
Ein kurzer Einstieg in Algorithmus, 
 Berechenbarkeit und Heuristiken
Neben Daten (Kap. 3.2.2, 3.3.2) und KI (Kap. 3.3.3) 
ist derzeit der Begriff der Algorithmen in aller Munde. 
Gemeinhin wird mit diesem Begriff die zunehmende 
Automatisierung durch Digitalisierung verbunden, die 
bis in systemrelevante gesellschaftliche Bereiche wie 
Finanzwirtschaft (etwa im Hochfrequenzhandel), die 
Polizeiarbeit (z. B. automatisierte Videoüberwachung 
und Gesichtserkennung) oder Sozialsysteme (beispiels-
weise bei automatisierten Sozialbescheiden) reicht. 
Allgemein ist ein Algorithmus eine Handlungsvor-
schrift zur Lösung eines gegebenen Problems (genauer 
gesagt einer Problemklasse). Algorithmen sind also 
immer explizit und wohl definiert, auch wenn sich ent-
lang konkreter Daten und Berechnungen nicht immer 
die jeweilige Ausprägung dieser Handlungsvorschrift 
in der Anwendung eines Algorithmus nachvollziehen 
lässt.
Algorithmen gab es schon vor der Digitalisierung. 
Sie wurden beispielsweise im alten Ägypten zur Errich-
tung rechter Winkel mit der Zwölfknotenschnur im 
Bauwesen (Cantor, 1894: 64) oder in der Antike zur 
Bestimmung des größten gemeinsamen Teilers mit 
dem Euklidischen Algorithmus (Ziegenbalg et al., 
1996: 60ff.) genutzt. Mit der Entwicklung von Rechen-
maschinen erfolgte jedoch durch Alan Turing (Turing, 
2008), Alonzo Church (Church, 1962), Noam Chomsky 
(Chomsky und Lightfoot, 2002), Andrei Markov (Mar-
kov, 1954) u. a. eine mathematische Formalisierung 
des Begriffs Algorithmus. Mathematisch entspricht ein 
Algorithmus einer berechenbaren Funktion; informa-
tionstechnisch ist ein Algorithmus eine deterministische 
Berechnungsvorschrift. Nach heutigem Stand sind alle 
Definitionen von Algorithmen gleich mächtig, können 
also dieselbe Klasse an Berechnungsaufgaben (Prob-
lemklassen) lösen und mittels der Turing-Maschine rea-
lisiert werden, einem grundlegenden Berechnungsmo-
dell von Alan Turing von 1936 (Eberbach et al., 2004; 
Siegelmann, 1995). Die Church-Turing-These besagt, 
dass die Klasse der Turing-berechenbaren Funktionen 
mit der Klasse der intuitiv berechenbaren Funktionen 
übereinstimmt, also mit einer Turing-Maschine berech-
net werden kann. Mathematisch wird Berechenbarkeit 
durch µ-rekursive Funktionen charakterisiert (Cooper, 
2017). Computertechnisch werden Algorithmen, die 
logischen Berechnungsvorschriften, durch Programme 
in Software oder Hardware inklusive der benötigten 
Daten realisiert. An dieser Stelle ist es wichtig darauf 
hinzuweisen, dass verifizierte und validierte, also als 
korrekt nachgewiesene Algorithmen falsch in Software, 
Hardware bzw. Daten realisiert oder falsch konfiguriert 
und genutzt werden können, so dass der letztendlich 
genutzte Algorithmus falsche Ergebnisse liefern kann. 
Selbst wenn ein Algorithmus korrekt ist, bedeutet das 
noch lange nicht, dass er korrekt realisiert oder betrie-
ben wird.
Die Grenzen der Berechenbarkeit werden aktuell in 
zwei Richtungen ausgelotet: zum einen wird erwar-
tet, dass Quantum Computing (Kap. 3.2.6) mit sei-
nen „Qubits“ ein potenziell neues Berechnungsmodell 
erfordert – obwohl Quantum Computing mit der beste-
henden Rechnerinfrastruktur simuliert werden kann. 
Zum anderen nutzen Machine-Learning-Methoden 
(Kap. 3.3.3) insbesondere statistische Verfahren für 
die Klassifikation von Daten, die sich augenscheinlich 
mit heutigen Rechnerinfrastrukturen realisieren lassen, 
aber dennoch einen anderen Zugang zur Berechenbar-
keit bedeuten könnten. So wird auch nach einem bes-
seren Verständnis der Nichtberechenbarkeit gesucht 
(Soare, 2007; Cooper und Piergiorgio, 2003; Cooper, 
2012; Kasten 3.2.3-1).
3.2.4 
Eine kurze Geschichte von Automatisierung und 
Künstlicher Intelligenz
Während der Begriff „Automat“ im Sinne eines selbst-
ständig (autonom) agierenden Apparats bereits in der 
Antike im literarischen Kontext geprägt war, wurde 
Automatisierung seit Anfang der Neuzeit technisch-na-
turwissenschaftlich praktisch realisiert. Von den Kons-
truktionsplänen Leonardo da Vincis über durch Uhr-
werke angetriebene Spielautomaten im Barock bis 
hin zur Mensch-Maschinen-Metaphorik des französi-
schen Arztes und Philosophen Julien Offray de La Met-
trie wurde im Zeitalter der Mechanik der erste Grund-
stein für ein naturalistisch-deterministisches Welt- 
und Menschenbild gelegt. Letzteres kulminierte nicht 
zuletzt im Leibniz’schen Wahlspruch „Calculemus!“ und 
damit einer das Denken und Wissen auf Rechnen redu-
zierenden Universalmathematik und ersten mecha-
nischen Rechenmaschinen. Der nächste bedeutende 
Schritt hin zur (algorithmenbasierten) sequenziellen 
Programmsteuerung erfolgte in den Stoffmanufaktu-
ren des 18. Jahrhunderts, zunächst durch Walzen und 
später hölzerne Lochkarten, welche zu verschiedenen 
Webmustern führten. Dieses Prinzip wurde wiederum 
durch die (niemals gebaute) „analytical engine“ des 
englischen Mathematikers, Philosophen und Erfinders 




Sowohl theoretische als auch praktische Nichtberechenbarkeit 
spielen im Zusammenhang mit den Möglichkeiten und Gren-
zen der Digitalisierung eine Rolle (Cooper, 2017: 78). Nach 
heutigem Verständnis gibt es einerseits nicht  berechenbare 
Probleme, die auf einen ersten Blick gar nicht so kompliziert 
klingen. Andererseits gibt es Probleme, die zwar berechen-
bar sind, deren Berechnung aber sehr aufwändig ist, sodass 
man mit heutiger IKT schnell zu Größenordnungen von Jah-
ren, Jahrzehnten oder gar Jahrhunderten für die Berechnung 
einer Lösung kommt. Mit anderen Worten: Selbst wenn vie-
les mittels Digitalisierung automatisiert werden kann, gibt 
es auch relevante Problemklassen, die nicht automatisierbar 
sind (und auch nicht sein werden), da es keine oder keine 
effizienten Algorithmen gibt. Derartige Hinweise sind immer 
dann wichtig, wenn über die prinzipiellen Möglichkeiten der 
KI im Vergleich zur menschlichen Intelligenz diskutiert wird: 
(Mathematisch) geht vieles, aber eben nicht alles mit der 
Digitalisierung. 
Zu den nicht berechenbaren Problemen gehört beispiels-
weise das Halteproblem (Cooper, 2017: 78): Es gibt kein Pro-
gramm, das für beliebige Programme und beliebige Eingaben 
entscheidet, ob der Programmaufruf dieses Programms mit 
diesen Eingaben jemals anhält. Zudem gibt es Problemklas-
sen, die sehr aufwändig in ihrer Berechnung sind – die nicht 
polynomialen Probleme (kurz NP). Selbst die polynomial lös-
baren Probleme (kurz P), zu denen auch die linear berechen-
baren Probleme gehören, können in der Berechnung einer 
Lösung sehr aufwändig sein, so ihre Berechnungspolynomiale 
aufwändige Potenzen enthalten. Die Frage, ob die Klasse der 
polynomial-lösbaren Problemklasse gleich der nicht polyno-
mial-lösbaren Problemklasse ist (also ob P = NP ist), ob es 
also auch für alle NP-vollständigen Probleme Algorithmen in 
Polynomialzeit gibt, ist eine offene Frage der Mathematik, 
theoretischen Informatik und der Komplexitätstheorie. Sie 
gehört zu den sieben Millennium-Problemen der Mathema-
tik. Jedoch wird vermutet, dass es nicht effizient lösbare Pro-
blemklassen gibt, also dass P ≠ NP ist: Das sind die NP-voll-
ständigen Problemklassen (Priese und Erk, 2018: 450ff.). Zu 
diesen gehören auch allgemein verständliche Probleme, von 
denen man gemeinhin von einer einfachen Lösbarkeit aus-
geht, wie das Rucksackproblem oder das Problem des Hand-
lungsreisenden. Für den Handlungsreisenden wird eine kür-
zeste Route für eine Menge von Städten gesucht, so dass jede 
Stadt außer der ersten nur einmal besucht wird und die erste 
Stadt auch die letzte ist (Cooper, 2017: 205; Priese und Erk, 
2018: 485).
Wiederum wichtig zu verstehen ist, dass es trotz der 
NP-Vollständigkeit von Problemklassen oft möglich ist, effi-
ziente exakte oder heuristische Verfahren zur Lösung kleine-
rer Problemgrößen zu finden und so für typische Fragestel-
lungen trotz der NP-Vollständigkeit effizient Lösungen zu 
berechnen wie für das Problem des Handlungsreisenden 
(Wendt, 2013: 16ff.).
Charles Babbage auf Rechenmaschinen übertragen. 
Die mit Babbage zusammenarbeitende Mathematike-
rin Lady Ada Lovelace sah bereits voraus, diese würden 
auch andere Dinge außer Zahlen bearbeiten und z. B. 
Musik komponieren, dabei jedoch immer nur Befehle 
befolgen (Mainzer, 2016: 7ff.)
Die elektrotechnischen Fortschritte zum Ende des 
19. Jahrhunderts ermöglichten neuartige Systeme wie 
die Hollerithmaschinen (elektromechanische Maschi-
nen zum Be- und Verarbeiten von Lochkarten) oder 
auch den ersten Schachautomaten 1911, welcher 
jedoch nur ein Endkampfszenario beherrschte. In den 
dreißiger Jahren des 20. Jahrhunderts wurde mit der 
Entwicklung universeller programmgesteuerter Com-
puter eine Grundlage für den Durchbruch der Digita-
lisierung gelegt: Nun konnten Computer für jedwe-
den Algorithmus zur Lösung berechenbarer Probleme 
(Kap. 3.2.3) genutzt werden. 
Mit der universellen Programmierbarkeit wurde 
auch der Einstieg in die Forschung zur KI (Kap. 3.3.3) 
möglich. Während ihre erste Phase in den 1950er und 
1960er Jahren noch von euphorischen Erwartungen 
geprägt war, folgte wenig später angesichts der prak-
tischen Ergebnisse die theoretische Fundierung von 
(Nicht-)Berechenbarkeit im Hinblick auf die Problem-
lösungsfähigkeiten von Computern. 
Da spezialisierte Anwendungen bessere Ergebnisse 
brachten, erfolgte in der zweiten Phase bis Mitte der 
1970er Jahre eine Spezialisierung der Programmierung 
und Anwendung. Typisch für diese Phase „ist die Kons-
truktion von spezialisierten Systemen, Methoden zur 
Wissensrepräsentation und ein Interesse an natürlichen 
Sprachen“ (Mainzer, 2016: 12). Ab Mitte der 1970er bis 
Mitte der 1980er Jahre wurde sich dann in einer dritten 
Phase vermehrt auf wissensbasierte Expertensysteme 
fokussiert. Diese KI-Programme ziehen nach Speiche-
rung von Spezialwissen automatisch diagnostische oder 
problemlösende Schlussfolgerungen, ohne jedoch wie 
der Mensch über kontextübergreifendes Hintergrund-
wissen zu verfügen: „E. A. Feigenbaum, einer der Pio-
niere dieser Entwicklung, verglich Mitte der (19)80er 
Jahre die Entwicklung wissensbasierter Expertensys-
teme mit der Geschichte der Automobilindustrie. In 
der Welt der KI wäre es sozusagen 1890, als die ersten 
Automobile auftraten. Sie waren handbetriebene pfer-
delose Wagen, aber bereits Automobile, d. h. selbstbe-
wegliche Fahrzeuge. So wie seinerzeit Henry Ford die 
ersten Prototypen für die Massenproduktion weiter-
entwickelte, so würden nach Feigenbaum auch wis-
sensbasierte Systeme in die Massenproduktion gehen. 
Wissensbasierte Systeme wurden also als ‚Automobile 
des Wissens’ verstanden“ (Mainzer, 2016: 13).
3 Das Digitale Zeitalter verstehen
66
3.2.5 
Algorithmenbasierte Systeme im 
 gesellschaftlichen Kontext
Jede digitale bzw. digitalisierte Lösung nutzt Hard- und 
Software, deren Logik in Algorithmen definiert und 
durch Daten ausgedrückt wird. Sie sind algorithmen-
basierte Systeme und werden auch algorithmische Sys-
teme genannt. Sie werden zunehmend in die Entschei-
dungsunterstützung bzw. -findung in gesellschaftskri-
tischen (beispielsweise bei Wahlen), in geschäftskriti-
schen sowie für die Eigenart (Kap. 2.2.3; beispielsweise 
im Onlinehandel, Kap. 5.2.4) relevanten oder in selbst-
bestimmungsrelevanten Bereichen (beispielsweise in 
Onlinemedien) einbezogen. Damit wächst die Diskus-
sion um nötige Leitplanken für den Entwurf, die Ent-
wicklung und den Betrieb dieser soziotechnischen Sys-
teme, die im Zusammenspiel von Technik und gesell-
schaftlicher Einbettung verstanden werden müssen. 
Diese adressieren technische Eigenschaften (wie Kor-
rektheit, Verlässlichkeit, Robustheit oder Cybersicher-
heit), betriebliche, organisatorische oder regulatorische 
Rahmenbedingungen für den Einsatz der Systeme (wie 
die Regeln für algorithmenbasierte Systeme, die im Fol-
genden kurz beschrieben werden) sowie ethische Leit-
linien für den Entwurf und die Entwicklung der Sys-
teme (wie dem ACM Code of Ethics; ACM Ethics, 2018). 
Abbildung 3.2.5-1 zeigt die prinzipielle Funkti-
onsweise algorithmenbasierter Systeme. Diese Sys-
teme erhalten bereits im Design, aber insbesondere im 
Betrieb und der Nutzung eine gesellschaftliche Einbet-
tung, einen gesellschaftlichen Konnex. Sie sind sozio-
technische Systeme, die weder rein technisch noch 
rein soziologisch verstanden werden können, son-
dern immer im Zusammenspiel von gesellschaftlichen, 
sozialen, ökonomischen und ökologischen Relationen. 
Aus Nutzungs- und Anwendungssicht stehen derzeit 
insbesondere Nachvollziehbarkeit, Erklärbarkeit und 
Fairness algorithmenbasierter Systeme und letztend-
lich die Entscheidungssouveränität der Menschen im 
Vordergrund gesellschaftlicher Auseinandersetzungen 
(Kasten 4.3.3-1; Kap. 8.3.3). Um diese Eigenschaf-
ten algorithmenbasierter Systeme zuverlässig zu rea-
lisieren, werden derzeit verschiedene Regelwerke wie 
AI4People (Floridi et al., 2018) die Algo.Rules (Ber-
telsmann-Stiftung und iRights.Lab, 2019) oder die 
„Richtlinien für vertrauenswürdige KI“ der EU High- 
Level Expert Group on Artificial Intelligence aufgestellt 
( EU- Kommission, 2019c; Kasten 3.2.5-1). 
Alle drei in Kasten 3.2.5-1 exemplarisch aufgeführ-
ten Regelwerke sind sowohl angesichts fortlaufender 
gesellschaftspolitischer Diskurse und Kontroversen als 
auch rapider technologischer Weiterentwicklungen als 
dynamisch aktualisierbare Dokumente angelegt. Ihre 
Operationalisierung ist national, europäisch und inter-
national ein offenes Feld für die Implementierung und 
Regulierung. Hier besteht dringender Handlungsbe-
darf, denn so wichtig fortlaufende Diskurse sind, blei-
ben sie wirkungslos, wenn sie nicht parallel zu jeweils 
im zeitlichen Kontext bestmöglichen Umsetzungen 

























Elemente eines algorithmenbasierten Systems. Mittels der Sensorik, die über das Internet der Dinge (Kap. 3.3.1) im Allgemeinen 
oder digitale bzw. digitalisierte Infrastrukturen bzw. Endgeräte im Besonderen genutzt werden kann, entstehen private oder 
öffentliche Daten (Kap. 3.2.2), auch in Echtzeit, die gegebenenfalls offen als Open Data bereitgestellt werden. Algorithmen 
(Kap. 3.2.3) nutzen diese Daten in ihren Berechnungen und auch als Trainingsdaten (Kap. 3.3.3). Die Algorithmen sind in ihrer 
Leistungsfähigkeit durch Fragen der Berechenbarkeit begrenzt und u. U. durch die (In-)Korrektheit ihrer Berechnungslogik, 
Daten, Implementierung oder Anwendung. Automatismen für die Entscheidungsunterstützung oder -findung können über die 
Aktuatorik auf die Umgebung zurückwirken. 
Quelle: WBGU
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3.2.6 
Quantum Computing als zukünftige 
 Computergeneration
Trotz der rasanten technologischen Entwicklung funk-
tionieren heutige Computer „letztlich nach den glei-
chen Grundprinzipien wie die frühen Rechenmaschi-
nen“ (Homeister, 2015). Man kann daher „die Etappen 
des Wegs vom Zahnrad über Relais, Röhre und Tran-
sistor zum miniaturisierten Schaltkreis als verschiedene 
technische Umsetzungen der gleichen Idee betrach-
ten“, während die Entwicklung von Quantencompu-
tern (Aharonov, 1999; Feynman, 1986) auf eine „ganz 
neue Art des Rechnens“ zielt: „Während in einem klas-
sischen Computer ein Bit entweder auf 0 oder auf 1 
gesetzt ist, kann ein Quantenbit beide Werte gleich-
zeitig annehmen, anders ausgedrückt, sich in zwei 
Zuständen gleichzeitig befinden“, der Superposition 
( Homeister, 2015: 1f.). 
Das Rechnen mit Qubits (kurz für Quantenbits) ist 
inhärent probabilistisch und wird statistisch ausge-
wertet. Grundlegendes Berechnungsmodell ist dabei 
die probabilistische Turing-Maschine, eine Erweite-
rung der Turing-Maschine um zufällige Ausführun-
gen. Gemäß der erweiterten Church-Turing-These, nach 
der jedwede Berechenbarkeit gegenseitig mit polyno-
mialem Aufwand simulierbar ist, ist die probabilisti-
sche Turing-Maschine ebenso universell (Nielsen und 
 Chuang, 2002). Sie würde also dem jetzigen Verständ-
nis der Berechenbarkeit (Kap. 3.2.3) entsprechen. Wie 
die Church-Turing-These ist auch die erweiterte These 
noch nicht bewiesen. 
Durch das Prinzip der Verschränkung können meh-
rere Qubits miteinander korreliert werden, wodurch 
beim Quantum Computing größere Lösungsräume 
durchsucht werden. Mit solchen n-Qubits kann Quan-
tum Computing einen 2n-großen Lösungsraum effizient 
mit polynomialem Aufwand lösen. Damit wird eine grö-
ßere Problemklasse als P (Kap. 3.2.3) durch Quantum 
Computing effizient lösbar (beispielsweise die Faktori-
sierung großer Zahlen mit dem Shor-Algorithmus; Shor, 
1994). Hier liegt der große Geschwindigkeitsvorteil 
gegenüber klassischen Computern, wodurch beispiels-
weise komplexe Klimamodelle effizienter berechnet 
werden können. Die mit Quantum Computing in Poly-
nomialzeit lösbaren Problemklassen werden als Boun-
ded-Error Quantum Polynomial Time (BQP) bezeichnet. 
Es wird vermutet, ist aber ebenso offen, dass NP ≠ BQP 
≠ P ist (Arora und Barak, 2009). Zudem wurden weitere 
Problemklassen identifiziert, die mit Quantum Compu-
ting effizienter lösbar sind (Deutsch und Jozsa, 1992). 
Lösungen für das Faktorisieren ganzer Zahlen, Routen-
suchen in Netzwerken oder das Rucksackproblem sind 
mit Quantum Computing effizient berechenbar. 
Algorithmen für Quantum Computing werden als 
Quantum Circuits, also Berechnungssequenzen mit 
Quantum Gates, die Boolesche Operationen auf Qubits 
ausführen, formalisiert und realisiert oder eben auf 
konventionellen Rechnerinfrastrukturen simuliert. 
Für die physikalische Realisierung von Quantum Gates 
wurden lange Zeit elektronenbasierte Ansätze verfolgt, 
was bisher nicht über einige Dutzend Qubits skaliert 
werden konnte. Stattdessen hoffen heute viele Wis-
senschaftler*innen auf photonenbasierte Schaltkreise, 
die in der jüngeren Zeit große Fortschritte zu machen 
scheinen (Rudolph, 2017).
Im Hinblick auf die Von-Neumann-Architektur für 
Computer werden Quantum Circuits um Komponenten 
etwa zur Fehlerkorrektur ergänzt. Sie können Ergeb-
nisse aber nicht speichern. So übernehmen Quantum 
Computer letztendlich „nur“ Berechnungsaufgaben, 
wie der zentrale Prozessor (Central Processing Unit 
– CPU) oder eine anwendungsspezifische integrierte 
Schaltung (Application-Specific Integrated Circuit – 
ASIC), so dass klassische Computer in den allermeisten 
Anwendungsfällen vorerst nicht durch Quantum Com-
puter ersetzt werden, sondern nur in den spezifisch 
berechnungsintensiven.
3.2.7 
Fazit: Digitalisierung in a Nutshell
Dieses Kapitel vermittelt die zentralen technischen, 
konzeptionellen und methodischen Grundlagen der 
Digitalisierung. All jenes, was in mehreren Jahren in 
Ausbildungsberufen und Studiengängen zur Informa-
tik, Technischen Informatik, Angewandten Informa-
tik usw. vermittelt und in weiteren Jahren der aktiven 
Aneignung vertieft wird, ist hier auf nur wenigen Sei-
ten mit dem Anspruch möglichst allgemeiner Verständ-
lichkeit kondensiert worden, wobei Auswahl und Tiefe 
der Beschreibung eine Herausforderung an sich dar-
stellt. Wie auch die theoretische Informatik zeigt, gibt 
es grundlegende Konzepte rund um Algorithmen und 
Berechenbarkeit, Daten und Metadaten sowie sozio-
technische und algorithmenbasierte Systeme, die für ein 
Grundverständnis der digitalen Möglichkeiten erläutert 
werden. Diese bilden jeweils die Grundlagen für Schlüs-
seltechnologien der Digitalisierung, die in Kapitel 3.3 
beschrieben werden. Dass sich auch technologisch noch 
nicht die Menge der Grundbegriffe und -funktionen 
abschließend bestimmen lässt, zeigt der kurze Ausblick 
auf Quantum Computing, das nach heutigem Stand eine 
nächste qualitative Stufe digital gestützter Berechnun-
gen ermöglichen wird. 
Allerdings wird trotz der Fortschritte in der Erwei-
terung der menschlichen Intelligenz durch technische 
3 Das Digitale Zeitalter verstehen
68
Kasten 3.2.5-1
Aktuelle Regelwerke für den Einsatz von KI und 
algorithmenbasierten Systemen im Überblick 
AI4People
Bei AI4People handelt es sich um ein im Februar 2018 
begonnenes Multi-Stakeholder-Forum, welches „alle Akteure 
zusammenbringt, die Interesse haben, gesellschaftliche Aus-
wirkungen von KI (Artificial Intelligence – AI) zu gestalten – 
einschließlich der Europäischen Kommission, des Europäischen 
Parlaments, zivilgesellschaftlicher Organisationen, Industrie 
und Medien“ (Floridi et al., 2018: 5; eigene Übersetzung). Das 
Ergebnis ist ein „living document“, dessen Präambel lautet im 
aktuellen Stand ( Floridi et al., 2018) wie folgt: 
„We believe that, in order to create a Good AI Society, the 
ethical principles identified in the previous section should 
be embedded in the default practices of AI. In particular, 
AI should be designed and developed in ways that decrease 
inequality and further social empowerment, with respect for 
human autonomy, and increase benefits that are shared by 
all, equitably. It is especially important that AI be explicable, 
as explicability is a critical tool to build public trust in, and 
understanding of, the technology.
We also believe that creating a Good AI Society requires a 
multistakeholder approach, which is the most effective way 
to ensure that AI will serve the needs of society, by enabling 
developers, users and rule-makers to be on board and collab-
orating from the outset. Different cultural frameworks inform 
attitudes to new technology. This document represents a 
European approach, which is meant to be complementary to 
other approaches. We are committed to the development of 
AI technology in a way that secures people’s trust, serves the 
public interest, and strengthens shared social responsibility.
Finally, this set of recommendations should be seen as 
a ‚living document‘. The Action Points are designed to be 
dynamic, requiring not simply single policies or one-off 
investments, but rather, continuous, ongoing efforts for their 
effects to be sustained.“
Algo.Rules 
„Bei den Algo.Rules handelt es sich um einen Katalog an 
formalen Kriterien, die beachtet werden müssen, um eine 
gesellschaftlich förderliche Gestaltung und Überprüfung von 
algorithmischen Systemen zu ermöglichen und zu erleichtern. 
Sie legen eine Grundlage für ethische Erwägungen und für 
die Um- und Durchsetzung rechtlicher Rahmenbedingungen. 
Diese Kriterien sollen bereits bei der Entwicklung der Syste-
me mitgedacht und „by design“ implementiert werden. Die 
einzelnen Algo.Rules sind interdependent und als Gesamt-
komplex zu betrachten. Interessierte sind dazu eingeladen, 
die Algo.Rules gemeinsam mit uns weiterzugestalten, sie zu 
übernehmen, anzupassen, zu erweitern und vor allem Wege 
zu suchen, sie in der Praxis anzuwenden. Die Algo.Rules sind 
dynamisch angelegt und sollen insbesondere hinsichtlich 
ihrer konkreten Umsetzung weiter verfeinert werden“ (Ber-
telsmann-Stiftung und iRights.Lab, 2019). Bei Redaktions-
schluss dieses Gutachtens war der Wortlaut  folgendermaßen:
1. „Kompetenz aufbauen: Die Funktionsweise und die mög-
lichen Auswirkungen eines algorithmischen Systems 
müssen verstanden werden.
2. Verantwortung definieren: Für die Auswirkungen des 
Einsatzes eines algorithmischen Systems muss stets eine 
natürliche oder juristische Person verantwortlich sein.
3. Ziele und erwartete Wirkung dokumentieren: Die Ziele 
und die erwartete Wirkung des Einsatzes eines algorith-
mischen Systems müssen vor dessen Einsatz dokumen-
tiert und abgewogen werden.
4. Sicherheit gewährleisten: Die Sicherheit eines algorithmi-
schen Systems muss vor dessen Einsatz getestet und fort-
laufend gewährleistet werden.
5. Kennzeichnung durchführen: Der Einsatz eines algorith-
mischen Systems muss gekennzeichnet sein.
6. Nachvollziehbarkeit sicherstellen: Die Entscheidungsfin-
dung eines algorithmischen Systems muss stets nachvoll-
ziehbar sein.
7. Beherrschbarkeit absichern: Ein algorithmisches System 
muss während seines gesamten Einsatzes gestaltbar sein 
und bleiben.
8. Wirkung überprüfen: Die Auswirkungen eines algorith-
mischen Systems müssen regelmäßig überprüft werden.
9. Beschwerden ermöglichen: Fragwürdige oder die Rechte 
einer betroffenen Person beeinträchtigende Entschei-
dungen eines algorithmischen Systems müssen erklärt 
und gemeldet werden können.“
Ethics Guidelines for Trustworthy AI (High-Level 
Expert Group on Artificial Intelligence der EU- 
Kommission
Vertrauenswürdige KI basiert für die High-Level Expert Group 
on Artificial Intelligence der EU-Kommission (EU-HLEG; 
EU-Kommission, 2019c) auf drei notwendigen und im Ideal-
fall trotz möglicher Zielkonflikte im Einklang befindlicher 
Komponenten: erstens Gesetzeskonformität, zweitens Ethik 
sowie drittens Robustheit, um „sogar im Fall guter Absich-
ten keinen nicht intendierten Schaden zuzufügen“ (EU- 
Kommission, 2019c: 35; eigene Übersetzung). Die normativen 
Grundlagen lauten dabei wie folgt:
 > „Develop, deploy and use AI systems in a way that adhe-
res to the ethical principles of: respect for human autonomy, 
prevention of harm, fairness and explicability. Acknowledge 
and address the potential tensions between these princip-
les.
 > Pay particular attention to situations involving more vul-
nerable groups such as children, persons with disabilities 
and others that have historically been disadvantaged or are 
at risk of exclusion, and to situations which are characteri-
sed by asymmetries of power or information, such as bet-
ween employers and workers, or between businesses and 
consumers.
 > Acknowledge that, while bringing substantial benefits to 
individuals and society, AI systems also pose certain risks 
and may have a negative impact, including impacts which 
may be difficult to anticipate, identify or measure (e.g. on 
democracy, the rule of law and distributive justice, or on 
the human mind itself.) Adopt adequate measures to miti-
gate these risks when appropriate, and proportionately to 
the magnitude of the risk“ (EU-Kommission, 2019c: 2).
Darüber hinaus finden sich in der aktuellen Fassung Abschnit-
te zu Anforderungen und technischen sowie nicht techni-
schen Methoden zur Umsetzung sowie zur Evaluation. Der an 
der EU-HLEG beteiligte Philosoph Thomas Metzinger ging 
jedoch in einem hierzu verfassten zweisprachigen Op-Ed beim 
Tagesspiegel mit dem aktuellen Resultat hart ins Gericht. Dort 
beklagte er unter dem Titel „Ethics washing made in Europe“ 
(Metzinger, 2019a) die Zusammensetzung der Gruppe, feh-
lende nicht verhandelbare ethische Prinzipien angesichts der 
Entschärfung roter Linien und bezeichnet die Richtlinien als 
„lauwarm, kurzsichtig und vorsätzlich vage“, da sie schwieri-
ge Probleme durch Rhetorik übertünchten, elementare Ratio-
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Mittel mit großer Wahrscheinlichkeit gelten: „More 
computation does not makes us more ‚intelligent’, 
only more computationally powerful.“ (Ito, 2018). Die 
intelligente Nutzung neuer Technologien erweist sich 
gerade im Zeitalter massiv zunehmender Berechnungs-
kapazitäten als wesentliche Herausforderung für die 
Gestaltung soziotechnischer Systeme. Da nur berech-
net werden kann, was vorher berechenbar modelliert 
wurde, gilt es, implizite Annahmen der Berechnungen 
sichtbar zu machen. Nur dann wird klar, was in einer 
Berechnung jeweils (nicht) enthalten ist und inwieweit 
sich daraus Probleme, etwa im Hinblick auf verzerrte 
Kategorien oder partielle Daten, ergeben: „Wir müssen 
immer fragen, was in diese Systeme schon jeweils ein-
geschrieben ist, bevor wir im Zuge der weiteren Ent-
wicklung noch weitere Modelle einschreiben“ (Guagnin 
und Pohle, 2019: 18).
3.3
Schlüsseltechnologien der Digitalisierung (auch) 
im Nachhaltigkeitskontext
Der Fokus dieses Kapitels liegt auf einer Auswahl digi-
taler Technologien mit erwartetem hohem disrupti-
ven Potenzial für die Große Transformation zur Nach-
haltigkeit. Die aufgrund ihrer Relevanz und im Ein-
klang mit einschlägigen Berichten (Kap. 3.6.1, 3.6.2) 
herausgegriffenen und hier beschriebenen Technolo-
gien können die Große Transformation befördern und 
beschleunigen, aber auch negativ beeinflussen. Insbe-
sondere führen die zunehmende Erfassung und Steu-
erung der natürlichen und technischen Umwelt sowie 
die damit verbundene Vergrößerung der Datenba-
sis durch das Internet der Dinge (Internet of Things – 
IoT) und die so entstehenden umfassenden Datenmen-
gen (Big Data) zu neuen Dynamiken der Digitalisie-
rung, die wiederum zu qualitativ neuartigen Ergebnis-
sen der Künstlichen Intelligenz (KI) führen und erneut 
auf gestiegenen Rechen-, Speicher- und Übertragungs-
kapazitäten basieren (Kühn, 2018). Bei jeder digita-
len Lösung sind dabei Vertrauenswürdigkeit, Zuverläs-
sigkeit und daher insbesondere Cybersicherheit zent-
ral. Die genannten vier Technologien Internet der Dinge 
(Kap. 3.3.1), Big Data (Kap. 3.3.2), KI (Kap. 3.3.3) und 
Cybersicherheit (Kap. 3.3.4) werden als Schlüsseltech-
nologien gesehen, da sie sich gegenseitig bedingen und 
sich verstärken. Auch weitere Technologien wie Moni-
toring, Augmented und Virtual Realities, Robotik, addi-
tive Fertigung bzw. 3D-Druck und Blockchain- bzw. 
Distributed- Ledger-Technologien haben Bedeutung für 
Nachhaltigkeit und werden ebenfalls kurz erläutert und 
bewertet (Abb. 3.3-1). 
Wie Grundbegriffe und -funktionen der Digitalisie-
rung (Kap. 3.2) sind auch aktuelle Debatten zu deren 
Schlüsseltechnologien oft durch begriffliche Unschärfe 
gekennzeichnet. Dies führt häufig zu Missverständnis-
sen, etwa durch unsachgemäße Übertragung alltags-
sprachlicher in wissenschaftliche Begriffe oder unter-
schiedliche Begriffsverständnisse verschiedener Dis-
ziplinen und teilweise zu einem vermenschlichenden 
Sprachgebrauch (Kasten 3.3-1).
Ein klares Verständnis der aktuellen Schlüssel-
technologien der Digitalisierung ist daher unabding-
bar, auch um deren jeweilige Potenziale und Risiken 
angemessen einschätzen zu können. Die nachfolgen-
den Kapitel bieten einen kompakten Überblick dieser 
soziotechnischen Systeme, eingebettet in ein breites 
Verständnis von Nachhaltigkeit (Kap. 2).
nalitätsprinzipien verletzten und vorgäben, „Dinge zu wissen, 
die in Wirklichkeit einfach niemand weiß“ (Metzinger, 
2019b). Demgegenüber zeigte sich beim aus der finalen Fas-
sung verschwundenen Abschnitt zu Langzeitrisiken, dass 
auch ihm selbst letzterer Vorwurf gemacht werden könnte: 
„Dort hatten Metzinger und andere auf die Gefahr verwiesen, 
Systeme könnten irgendwann so intelligent werden, dass sie 
sich verselbständigen, ein eigenes Bewusstsein entwickelten 
oder sogar eine eigene Moral. Diese aus der Science Fiction 
bekannten Szenarien seien zwar sehr unwahrscheinlich, 
räumt Metzinger ein. Trotzdem sollte man auch solche Risiken 
nicht außer Acht lassen. Anderen Mitgliedern der Gruppe 
ging das zu weit. Vor allem die Informatikerin Virginia Dig-
num und der Philosoph Luciano Floridi [...] hatten mit Rück-
tritt gedroht, sollten die Bedenken im Dokument bleiben“ 
(Köver und Fanta, 2019). 
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3.3.1 
Internet der Dinge 
Das Internet der Dinge (Internet 
of Things – IoT) ist ein Konzept, 
das die zunehmende Vernetzung 
und damit Verschmelzung digita-
ler und physischer Infrastruktu-
ren in Interaktion mit der natürli-
chen, analogen und künstlichen, 
digitalisierten Umwelt beschreibt (Horvath, 2012: 1; 
Fraunhofer FOKUS, 2016: 4; Lackes, 2017; Atzori et 
al., 2010: 2787). Die Idee dazu entstand bereits in den 
1990er Jahren. Zunächst beschrieb Mark Weiser (Wei-
ser, 1991) mit dem ubiquitous computing die Zukunft 
der Computer im 21. Jahrhundert in Form allgegen-
wärtiger, kleiner, leichter und vernetzter Geräte. Der 
Begriff „Internet der Dinge“ wurde später zur Jahrtau-
sendwende erstmals von Kevin Ashton verwendet, um 
realen Gegenständen eine digitale Identität zuzuwei-
sen, z. B. über QR-Codes oder Radiofrequenzidentifi-
kation (Radio-Frequency Identification – RFID; Fraun-
hofer FOKUS, 2016: 4; Li et al., 2015: 243f.). Seitdem 
haben zahlreiche weitere technologische Entwicklun-
gen zur zunehmenden Realisierung der IoT-Vision bei-
getragen (Li et al., 2015: 244). Daher ist das IoT keine 
einzelne Technologie, sondern basiert auf der Verknüp-
fung vieler Technologien, die teils in eigenen Kapiteln 
dieses Gutachtens vorgestellt werden. 
Beim IoT handelt es sich technologisch betrachtet 
um Gegenstände bzw. Dinge jeder Art, die mittels phy-
sischer Identitätsträger wie Barcodes, QR-Codes, RFID 
oder Smartcards mit einer eindeutigen Identität verse-
hen werden und sich über Kommunikationstechnolo-
gien wie Bluetooth, Near-Field Communication (NFC) 
oder Mobilfunk mit dem Internet oder auch unterein-
ander vernetzen können (Horvath, 2012: 1; Fraunhofer 
FOKUS, 2016: 4; Lackes, 2017; Li et al., 2015: 243f.). 
Neuere Standards wie die 5. Mobilfunkgeneration (5G) 
und das Internetprotokoll der 6. Generation (IPv6) sind 
daher wichtige Voraussetzungen für den Durchbruch 
des IoT (Atzori et al., 2010: 2787). Die Bandbreite der 
zu vernetzenden Objekte ist dabei vielfältig und reicht 
von Haushalts- und Heimgeräten wie Fernseher, Fens-
ter, Heizungen und Türen über Objekte in der Indust-
rie, im Gesundheitswesen (z. B. medizinische Sensoren 
oder Geräte, assistiertes Wohnen) bis hin zur gesam-
ten öffentlichen Infrastruktur (z. B. vernetzter Auto-
verkehr, intelligente Stromnetze, Gebäude; Horvath, 
2012: 1; Li et al., 2015: 253ff.). Systeme, bei denen der 
Schwerpunkt auf der „Kopplung von physischen, biolo-
gischen bzw. bautechnischen Komponenten“ (Janiesch, 
2017) durch (Netzwerke aus) Sensoren zur digitalen 
Erfassung und Aktuatoren zur physischen Beeinflus-
sung liegt, werden insbesondere in der Wissenschaft 
auch als cyber-physische Systeme bezeichnet (Gunes 
et al., 2014: 4248). Daher kommen nicht nur Techno-
logien zur Lokalisierung, sondern auch zur Positionie-
rung von Dingen zum Einsatz (Fleisch, 2014; Sprenger 
und Engemann, 2015). Für das einwandfreie Zusam-
menspiel der vielfältigen Sensoren, Aktuatoren, Geräte 
und Softwarekomponenten ist nicht zuletzt eine geeig-
nete Architektur erforderlich, welche die IoT-Elemente 
zweckdienlich zusammenführt (Li et al., 2015: 246ff.). 
Dabei spielt auch die Verlagerung von Anwendungen 
in die Cloud eine wichtige Rolle, wie auch die Anwen-
dung von Big Data (Kap. 3.3.2) und maschinellem Ler-
nen (Fraunhofer FOKUS, 2016: 5).
Während im Hinblick auf den Stand der Umset-
zung das IoT um das Jahr 2010 noch überwiegend als 
Monitoring BlockchainVirtual and Augmented
Realities
Robotik 3D-Druck
Big Data CybersicherheitInternet der Dinge Künstliche Intelligenz
Abbildung 3.3-1
Die wesentlichen aktuellen, das Techniksystem verändernden digitalen Technologien. Schlüsseltechnologien sind Internet 
der Dinge, Big Data, Künstliche Intelligenz und Cybersicherheit, weitere für die Nachhaltigkeit wichtige Technologien sind 
 Monitoring, Virtual and Augmented Realities, Robotik, 3D-Druck sowie Blockchain- und Distributed-Ledger-Technologien. 
Quelle: WBGU
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Vision bezeichnet wurde (Horvath, 2012: 2; BCS und 
OII, 2013; Atzori et al., 2010: 2793) und sich auch 
heute die Mehrzahl der Anwendungen noch in einem 
jungen Stadium befinden (Li et al., 2015: 243), wird 
für das nahende Jahr 2020 erwartet, dass weltweit 20 
Mrd. „Dinge“ miteinander vernetzt sein werden (Gart-
ner Inc., 2017). Da die Auswirkungen des IoT denen 
des Internets vergleichbar oder gar noch revolutionärer 
sein sollen (Hoepner et al., 2016: 70), ist ein Blick auf 
die Potenziale und Risiken für Nachhaltigkeit dringend 
geboten.
Potenziale und Risiken 
Das IoT wird als eine zentrale Lösung für gesellschaft-
liche Herausforderungen der heutigen Zeit angesehen 
(z. B. Geisberger und Broy, 2012; Li et al., 2015: 253). 
Anwendungen für das IoT reichen z. B. von der Indus-
trieproduktion über den Verkehrs- und Logistiksek-
tor, das Gesundheitswesen, den Umwelt-, Energie- 
und Agrarsektor bis in den persönlichen Lebensbereich 
der Menschen (Atzori et al., 2010: 7ff.; Fraunhofer 
FOKUS, 2016: 9ff.; Li et al., 2015: 253ff.). So werden 
beispielsweise Sensoren in der Landwirtschaft ein-
gesetzt, um den Feuchtigkeits- und Wärmegehalt des 
Bodens zu messen. Mit Hilfe der erfassten Sensorda-
ten können Landwirt*innen aus der Ferne erkennen, 
ob sie Maßnahmen etwa zur Bodenwässerung oder zum 
Schutz der Pflanzen gegen Pilzbefall ergreifen müssen 
(Gropp, 2016; Kap. 5.2.9). Auf diese Weise ist es mög-
lich, Arbeitsprozesse zu verbessern und zu erleich-
tern sowie Ressourcen zu schonen. Ähnliche Vorteile 
birgt der Einsatz des IoT im Gesundheitswesen, etwa 
zur Überwachung des Gesundheitszustandes von Pati-
ent*innen oder deren Unterstützung im Wohnumfeld 
(Atzori et al., 2010: 9; Li et al., 2015: 253ff.). Im Ener-
giesektor werden bereits Anwendungen des IoT zur 
bedarfsgerechten Steuerung der Energieversorgung in 
„Smart Grids“ eingesetzt (Fraunhofer FOKUS, 2016: 10; 
Kap. 5.2.6). 
In der Industrie sind „Industrie 4.0“ bzw. „Smart 
Manufacturing“ wohl die bekanntesten Anwendungs-
felder, aber nicht mit dem (industriellen) IoT gleichzu-
setzen (Liao et al., 2018: 4523). Bei Industrie 4.0 geht 
es um einen tiefgreifenden unternehmensinternen und 
-externen Veränderungsprozess, der zum Ziel hat, eine 
weitgehend automatisierte, dezentralisierte, flexible 
und vernetzte Produktion sowie Nachverfolgung und 
Steuerung ganzer Wertschöpfungsketten bzw. -Sys-
teme zu ermöglichen (Neugebauer et al., 2016; OECD, 
2016b: 81; Li et al., 2015: 253). Aus Nachhaltigkeits-
sicht könnten sich dadurch u. a. Chancen für die Kreis-
laufwirtschaft ergeben (Kap. 5.2.1, 5.2.2, 5.2.5). 
Im Bereich Mobilität erfolgt auf Basis des IoT eine 
umfassende Neuorganisation von Verkehrsflüssen. Dies 
betrifft sowohl den Personen- als auch den Güterver-
kehr bzw. die Logistik insgesamt, wo durch RFID schon 
der Durchbruch gelungen ist. IoT-Technologien sollen 
hier unter anderem die Vernetzung von Verkehrsmit-
teln untereinander oder mit der Verkehrsinfrastruk-
tur ermöglichen, was bis hin zum autonomen Fahren 
führen soll (Kap. 5.2.8). Viele der genannten Anwen-
dungsfelder konzentrieren sich insbesondere auf das 
städtische Umfeld, aber existieren heute meist noch 
isoliert nebeneinander. In der Vision der Smart City 
werden sie und weitere per IoT miteinander vernetzt 
(Fromhold-Eisebith, 2017; Geisberger und Broy, 2012; 
Kap. 5.2.7). Ein Beispiel ist die Vernetzung von Ener-
gieversorgung und Elektromobilität im Rahmen der 
Sektorkopplung (Kap. 5.2.6).
Neben diesen Potenzialen bestehen auch ebenso 
zahlreiche Herausforderungen und Risiken. Aus techni-
scher Sicht müssen etwa Probleme wie fehlende Inter-
operabilität und unzureichende Cybersicherheit in den 
IoT-Infrastrukturen sowie bei Schnittstellen und Pro-
tokollen und ihren Standards behoben werden (Li et 
al., 2015: 243). Gesellschaftliche Herausforderungen 
betreffen u. a. Fragen von informationeller und persön-
licher Selbstbestimmung bis hin zur Würde des Men-
schen und ethischen Aspekten bei der Interaktion zwi-
schen (teil-)autonomen, intelligenten Systemen und 
Dingen (Bendel, 2016: 109f.). Auch aus Umweltsicht 
bestehen erhebliche Gefahren, etwa in Form steigen-
den Energieverbrauchs und zunehmenden Elektro-
schrotts durch die immer zahlreicher werdenden digita-
len bzw. digitalisierten „Dinge“ (Kap. 5.2.5, 5.2.6), die 
als Rebound-Effekte etwaige Nachhaltigkeitsgewinne 
zunichtemachen könnten.
Im Spannungsfeld von Nachhaltigkeitspotenzialen 
und kommerziellen Interessen ist zu hinterfragen, ob 
letztgenannte nicht die eigentlich treibenden Kräfte 
der IoT-Entwicklung sind (Günthner et al., 2008) und 
welche Konsequenzen dies für die Realisierung erste-
rer hat. Einerseits gehören zu den ökonomischen Vor-
teilen etwa verbesserte Möglichkeiten des Monitorings 
und der Kontrolle von Objekten und Infrastrukturen 
durch das kontinuierliche und automatisierte Sammeln 
von Daten sowie der Prozessautomatisierung und damit 
Prozessoptimierung. So hofft man etwa, durch die 
Vielzahl der gesammelten Daten bessere Entscheidun-
gen fällen zu können, da Zusammenhänge hergestellt 
und treffendere Prognosen erstellt werden könnten 
(Fraunhofer FOKUS, 2016: 12). Andererseits stellt etwa 
Kagermann (2017: 244) für Industrie 4.0 fest: „Der 
Wandel durch Industrie 4.0 muss jedoch aktiv gestaltet 
werden. Dabei handelt es sich nicht nur um ein indus-
triepolitisches Thema. Industrie 4.0 adressiert auch die 
ökologischen und sozialen Herausforderungen: Res-
sourceneffizienz und Umweltschutz, demographischer 
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Kasten 3.3-1
Vermenschlichung und irreführender 
Sprachgebrauch
Bei der Benennung der Leistung digitaler Systeme werden 
häufig Begriffe verwendet, mit denen zuvor primär mensch-
liche Fähigkeiten beschrieben wurden; prominente Beispiele 
sind KI oder maschinelles Lernen (Rehak, 2016; Kap. 3.3.3). 
Begriffe wie „Intelligenz“ oder „Lernen“ sind in vielfältigen 
wissenschaftlichen, insbesondere philosophisch und psycho-
logisch geprägten Diskursen verankert. Sie sind in der Regel 
mit vielen begleitenden Konnotationen „aufgeladen“, die sich 
aus den technischen Leistungen selbst gar nicht ableiten las-
sen. So werden mit „Lernen“ menschliche Leistungen (etwa 
Neugier, Spontanität) assoziiert, die Kompetenz und Selbst-
bestimmung (Deci und Ryan, 2000, 2008) oder der mensch-
lichen Willensfreiheit dienen. Computer besitzen jedoch jen-
seits von Spekulationen etwa durch Gedankenexperimente 
(Bostrom, 2014) keinen freien Willen und entsprechende 
begriffliche Assoziationen sind im Feld maschinellen „Ler-
nens“ inadäquat, denn hier geht es bislang primär um Model-
lierung, Berechnung und Optimierung (Walsh, 2018).
Begriffliche Aufladungen und übersteigerte Assoziationen 
waren und sind oft durchaus beabsichtigt, wie etwa beim 
Begriff der KI für die Bewerbung eines Forschungsprojektes 
(Kap. 3.3.3). Problematisch ist ein solcher Sprachgebrauch, da 
damit übertriebene Erwartungen und Ängste geweckt werden 
können (Burchardt, 2018) und künftige Entwicklungsmög-
lichkeiten angedeutet werden, die sich nicht in technischen 
Begriffen beschreiben lassen. So wird mit dem Begriff der 
„Superintelligenz“ (Bostrom, 2014) eine kommende mög-
liche Überlegenheit technischer Systeme angedeutet, deren 
Bedrohungspotenzial sich technisch nicht genau beschreiben 
und daher auch nicht genau bewerten lässt (Kap. 7.4). Teil 
von Bedrohungsszenarien ist oft auch die Zuschreibung von 
„Zielen“ oder gar „Bewusstsein“ an technische Systeme. Bei 
letzterem handelt es sich jedoch um einen Begriff, der einer 
sehr differenzierten Auseinandersetzung bedarf. In diesem 
Zusammenhang spielt die Erkennbarkeit von technischen 
Systemen als solchen eine wichtige Rolle (Kasten 9.3.1-1). 
Damals wie heute wirkt die Informationsverarbeitungs-
sprache auf die Geisteswissenschaften, speziell die Kogniti-
onspsychologie – und nicht wie vielleicht zu erwarten umge-
kehrt. So wurde von Informationsverarbeitungsmodellen zur 
Erklärung psychischer Phänomene wie Wahrnehmung (als 
Informationsaufnahme), Verarbeitung (mittels des Arbeits-
gedächtnisses) und Erinnern (als Speicherung) gesprochen. 
Begrifflichkeiten und Metaphern von Informationstechnik 
und Kognition sind dann ko-evolviert (Winograd und Flores, 
1986). Es wurde eine Nähe von Informatik und Kognitions-
wissenschaften gesehen: Annahmen über Wahrnehmungs-
prozesse, Repräsentation und weitere Verarbeitungsschritte 
wurden modelliert und programmiert. Die Funktionstüch-
tigkeit der Annahmen wurde getestet, wobei manchmal 
der Unterschied zwischen definiertem Modell und Realität 
vergessen wurde – ein Phänomen, das auch heute in Dis-
kussionen zu Grenzen zwischen Mensch und Maschine zu 
beobachten ist. Um Risiken und Potenziale digitaler Technik 
einschätzen zu können, sollten Entscheider*innen sich des-
halb auch mit dem zu Grunde liegenden Sprachgebrauch aus-
einandersetzen. Beispiele für metaphorisch verwendete und 
disziplinär unterschiedlich aufgeladene Begriffe sind etwa KI, 
maschinelles Lernen und Superintelligenz, aber auch cogniti-
ve computing oder gar neuronale Netze, die eben nicht aus 
Neuronen, sondern aus vereinfachten Modellen von Neuro-
nen bestehen (Kap. 3.3.3). Einige dieser Begriffe greifen wir 
hier exemplarisch auf. 
Beispiel Intelligenz und maschinelles Lernen
In Disziplinen wie der Psychologie und Kognitionswissen-
schaften gibt es eine lange Tradition von Diskursen zur ange-
messenen Definition von menschlicher Intelligenz (Intelli-
genztheorien, z. B. Spearman, 1904; Thurstone, 1924; Wechs-
ler, 1958; Cattell, 1987; Sternberg, 2013). „Emotionale“ 
Aspekte sind in diesen Theorien meist nicht enthalten. In den 
Theorien geht es überwiegend um „Kognition“, also Wahr-
nehmung und Aufmerksamkeit, Aufnahme von Informa-
tion, Merkfähigkeit und Problemlösen. Der Intelligenzbegriff 
erweist sich auch aus philosophischer Sicht als „verwaschen 
[…], weil es keine befriedigende Theorie der Intelligenz gibt“ 
(Kornwachs, 2009: 37). Jenseits der in Kontroversen um die 
in Intelligenztests deutlich werdende Unschärfe im Hinblick 
auf Menschen, führt die Anwendung auf Computer sowohl 
in der Wissenschaft als auch in der Öffentlichkeit oft zu ver-
menschlichenden Fehlinterpretationen oder umgekehrt einer 
technizistischen Reduktion des Menschlichen im Sinne einer 
„Mensch-Maschine“, die menschliche Eigenschaften ausblen-
det oder gar entwertet (Ullrich, 2017: 188). Forschung zur KI 
entstand erst in den späten 1950er Jahren. Lernen ist dabei 
nicht im Sinne des Lernens von Menschen gemeint, sondern 
es geht hier eher um Charakterisieren, Klassifizieren oder 
Optimieren durch Maschinen. Mit dem Begriff „Maschinelles 
Lernen“ wird seit den 1990er Jahren eine Teilmethodik in der 
KI bezeichnet, bei der unter Einsatz neuer mathematischer 
und probabilistischer Methoden mit „ Trainingsdaten“ (Big 
Data) etwa zur Mustererkennung und Bildverarbeitung „trai-
niert“ wird. Forschung zu menschlichem Gedächtnis, Intel-
ligenz, KI und maschinellem Lernen können dabei in einer 
reziproken Beziehung zueinander stehen: „what we learn 
about human intelligence suggests extensions to the theory 
of machine intelligence, and vice versa.“ (Cohen und Feigen-
baum, 2014).
Beispiel Empathie
Der Kern von Empathie ist das „sich in andere Personen ein-
fühlen bzw. mitfühlen“. Empathie ermöglicht es, mit positi-
ven Gefühlen wie Freude, aber auch Leiden anderer mitzu-
schwingen. Der Begriff Empathie erfuhr besondere Aufmerk-
samkeit, als zuerst bei Affen (Rizzolatti et al., 1996) später 
bei Menschen (Botvinick et al., 2005) „Spiegelneuronen“ 
entdeckt wurden. Auch bei technischen Entwicklungen wie 
Avataren und Robotern wird teils von „empathischen Sys-
temen“ gesprochen (z. B. die BMBF-Projekte EmpaT – visu-
elles empathisches Trainingssystem für Bewerbungen oder 
SenseEmotion – Emotionsmanagement für Senior*innen). 
Mit „Empathie“ ist hier die Nachahmung eines emotionalen 
Feedbacks gemeint, etwa dass der Avatar „mitlächelt“ oder 
die eigenen Bewegungen verfolgt. Der Avatar selber ist nicht 
empathisch, löst aber durch (programmierte oder selbster-
lernte) Reaktionen im Menschen Gefühle von empathischem 
Verstandenwerden aus. Studienteilnehmer*innen reagie-
ren auch empathisch, wenn einer Roboterhand Schmerzen 
zugefügt werden (Suzuki et al., 2015). Selbst bei minimaler 
Vermenschlichung, etwa wenn ein Gegenstand mit einem 
menschlichen Namen versehen wird, reagieren Versuchsteil-
nehmende empathisch (neuronale Reaktion bei „schmerzhaf-
ter“ Stimulation des menschlich benannten Gemüses; Vaes et 
al., 2016).
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Wandel und Urbanisierung sowie demokratische Par-
tizipation und bessere Arbeit. Entsprechend breit muss 
das Thema Industrie 4.0 diskutiert und durch die wich-
tigsten Stakeholder aus Wirtschaft, Wissenschaft, Poli-
tik – aber auch die Zivilgesellschaft begleitet werden.“.
Als Risiken des IoT werden insbesondere Fragen 
des Datenschutzes und der Datensicherheit disku-
tiert. So wird das IoT auch als „Datenerhebungs- und 
-korrelations maschine“ (Fraunhofer FOKUS, 2016: 15) 
beschrieben. Die miteinander verknüpften Dinge erhe-
ben – unter Umständen für die Nutzer*innen unwis-
sentlich – auch eine Vielzahl von Daten mit direktem 
oder indirektem Personenbezug, die missbräuchlich 
verwendet werden können, indem etwa Nutzer*in-
nenprofile erstellt oder Personen überwacht wer-
den (Coetzee und Eksteen, 2011: 5; Weber, 2010: 24). 
Wenn Datenerfassung durch Geräte und Anwendungen 
funktionaler Bestandteil des öffentlichen Lebens wird, 
könnte effektiver und nachvollziehbarer Datenschutz 
kaum mehr umsetzbar sein (Leopoldina, 2018: 43). 
Zudem erzeugt die vermeintliche Dezentralisierung 
durch die allseitige Vernetzung paradoxerweise öko-
nomische und politische Konzentrationstendenzen, 
sowohl bei privaten Akteuren wie den großen Techno-
logiekonzernen (GAFAM bzw. „Big Five“) als auch in 
autoritären Staaten wie China oder Russland, da die 
Hintergrundinfrastruktur wie Daten- und Rechenzen-
tren sowie Cloud-Anwendungen hoch zentralisiert auf 
wenige Akteure und Orte konzentriert sind (Sprenger 
und Engemann, 2015).
Im Zusammenhang mit dem IoT wird zudem ein 
erhöhtes Risiko für Cyberangriffe diskutiert, welches 
sich durch die Vernetzung der Dinge und Systeme 
ergibt (Li et al., 2015: 255; Convington und Carskad-
den, 2013: 7; Atzori et al., 2010). Im Mittelpunkt der-
artiger Angriffe stehen dabei, wie Ereignisse in der Ver-
gangenheit zeigten, Konsumgüter (z. B. PKW-Bremsen, 
Heizsysteme, Smart-Home-Lösungen), Industrieanla-
gen sowie kritische Infrastrukturen wie Krankenhäuser, 
Energie- oder Transportsysteme (Hofmann, 2017: 14). 
Ungenügend gesicherte Systeme, Netze und Infrastruk-
turen können folglich weitreichende Schäden nicht nur 
für die Anwender*innen selbst, sondern auch für Dritte 
verursachen (Hofmann, 2017: 14). Neben einer erhöh-
ten Abhörgefahr, die durch die drahtlose Kommunika-
tion von Systemen des IoT besteht, werden auch die 
geringen Energie- und Rechenkapazitäten von Kom-
ponenten des IoT thematisiert, die eine Implementie-
rung komplexer Sicherheitssysteme zum Schutz der 
Systeme erschwert (Atzori et al., 2010: 15). So steigt 
etwa durch die neuen, automatisierten Interaktionsfor-
men die Angriffsfläche und -tiefe auf Infrastrukturen 
(Hoepner et al., 2016: 70). Ferner wird von Herstellern 
an notwendigen Komponenten zur Sicherheit der Sys-
teme gespart, da die auf Basis von Sicherheitslücken 
erzeugten Schäden von den Nutzer*innen (bzw. deren 
Versicherungen) und nicht den Herstellern getragen 
werden (Hofmann, 2017: 14). Darüber hinaus erschwe-
ren die Vielfalt, Komplexität und die hohe Geschwin-
digkeit, mit der sich Produkte des IoT verändern, sowie 
die Internationalität der Märkte die Schaffung verbind-
licher Qualitäts- und Sicherheitsstandards (Hofmann, 
2017: 14). 
Gelingt es, die Risiken des IoT zu meistern, ist es 
jedoch das Fundament für die Lieferung von Daten 
(Kap. 3.3.2), die für eine weitere Automatisierung und 
Entscheidungsunterstützung (Kap. 3.3.3) benötigt 
werden und bietet mittels der Aktuatorik und Steue-




Big Data entwickelt sich gegenwär-
tig vom Hype zur Basistechnologie 
(FZI, 2018). Diese Entwicklung lässt 
sich auch als „Datafication“ (deutsch 
auch „Verdatung“ genannt) im Sinne 
von Prozessen beschreiben, wel-
che die physische Welt zuneh-
mend und zum Teil in Echtzeit in Form großer Men-
gen  maschinenlesbarer und quantifizierbarer Daten 
Beispiel Bewusstsein
Bewusstsein ist ein uraltes Problem, das Forscher*innen in 
der Philosophie und Psychologie und den Neurowissenschaf-
ten weiterhin beschäftigt. Vereinfacht kann Bewusstsein als 
ein Zustand des Erkennens von inneren Ereignissen und der 
äußeren Umwelt verstanden werden. Wachbewusstsein 
umfasst etwa Wahrnehmungen, Gedanken, Gefühle und 
Wünsche. Das Selbstbewusstsein wird als die höchste Stufe 
des Bewusstseins bezeichnet und benennt das Erkennen des 
autobiografischen Charakters, der persönlichen Geschichte 
und Identität (Zimbardo und Gerrig, 2004). Noch unklar sind 
jedoch Spekulationen über ein künstliches Bewusstsein, nicht 
zuletzt weil wir – selbst wenn wir dieses modellieren könnten 
– es immer noch mit einem Modell zu tun hätten. Die diesem 
Modell zu Grunde liegenden Annahmen und Werteinschrei-
bungen und deren potenziell gravierende Konsequenzen 
wären dann zu hinterfragen – ebenso, wie die in heutigen 
Modellierungen der Welt durch soziotechnische Systeme 
(Kap. 3.2). 
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(Kap. 3.2.2)  abbilden (Reimsbach-Kounatze, 2015). 
Das weltweit erzeugte Datenvolumen könnte sich 
laut Schätzungen des US-amerikanischen Beratungs-
unternehmens International Data Corporation alle zwei 
Jahre verdoppeln und sich im Jahr 2025 weltweit auf 
180.000 Mrd. Gigabytes belaufen (IDC, 2014; Press, 
2017). Wurden viele Daten bislang durch aufwändige 
Erhebungsverfahren wie Befragungen oder Experi-
mente gewonnen, kann heute jeder Gegenstand im 
IoT (Kap. 3.3.1) mit einer Netzverbindung und einem 
Sensor in eine Datenquelle umfunktioniert werden. 
Der Einsatz von Sensoren steigt rasant. Sie werden 
u. a. in den Bereichen Sicherheit, Gesundheitsvorsorge 
(in Zukunft eventuell auch im Inneren des Körpers als 
„Smart Pills“), Umwelt sowie Transport eingesetzt und 
erlauben eine detaillierte Darstellung der gemessenen 
Prozesse und Objekte in Echtzeit. 
So ermöglichen Kameras die Beobachtung des 
öffentlichen Raums (in London waren bereits im Jahr 
2004 40 % des öffentlichen Raumes videoüberwacht; 
Kees, 2015) oder auch das Monitoring von Naturräu-
men (Steenweg et al., 2016; Kap. 5.2.11). Sensoren 
im Smartphone generieren Daten, mit denen auf Stim-
mung, Stress-Level, soziodemographische Merkmale, 
Rauchgewohnheiten, Schlafmuster, physische Bewe-
gungen und vieles mehr geschlossen wird (World Bank, 
2016). Zudem steigt die Verfügbarkeit von Daten, die 
nicht für einen bestimmten Zweck erhoben werden, 
sondern quasi als Nebenprodukt digitaler Prozesse ent-
stehen. Die zunehmende Digitalisierung hat zur Folge, 
dass jede soziale Interaktion eine Datenspur hinter-
lässt. Bei der Nutzung des Mobiltelefons, Internets oder 
einer beliebigen Anwendung, die auf das Internet auf-
gesetzt ist, entstehen beispielsweise Kommunikations- 
und Verbindungsdaten, Log-Dateien von Webseiten 
oder auch Gesundheitsdaten. In der öffentlichen Ver-
waltung können Arbeitsmarktdaten aus dem Melde-
verfahren der Sozialversicherung gewonnen oder Ver-
kehrsdaten aus den von Toll Collect gesammelten Maut-
daten abgeleitet werden (Sarreither, 2015). Die so ent-
stehenden Daten erlauben Anwendungen, die über den 
Kontext hinausgehen, in dem sie anfallen. Mobilfunk-
daten, beispielsweise, werden für Verkehrs-Monitoring 
und -planung genutzt (Schmidt und Männel, 2017). 
Da die Mobilfunkdurchdringung in den meisten OECD 
Ländern bei über 100 % liegt, ist dort bereits eine Voll-
erhebung von z. B. Aufenthaltsorten und Bewegungs-
mustern möglich. 
Eher als Leitmotiv oder gar Slogan und weniger als 
klar definierter Begriff wird „Big Data“ aktuell unter-
schiedlich interpretiert (Pietsch und Wernecke, 2017). 
Die frühe Definition nach Laney (2001) auf Basis der 
drei Vs umfasste als kennzeichnende Merkmale gro-
ßes Datenvolumen (Volume), hohe Heterogenität hin-
sichtlich Datentypen und -quellen (Variety) und hohe 
Geschwindigkeit der Datengenerierung bzw. -verarbei-
tung (Velocity). Andere Autor*innen sprechen von 
„fünf Vs“, einschließlich der Datenqualität (Veracity) 
sowie des Mehrwerts, den die Datenanalyse verspricht 
(Value), von sieben oder gar weiteren Vs (Eckert et al., 
2014: 6f. ). Unabhängig davon, wie viele Vs eine solche 
Definition umfasst, ist sie nur wenig geeignet, um die 
fundamentalen erkenntnistheoretischen und methodo-
logischen Herausforderungen abzubilden, die Big Data 
und datenintensive Wissenschaft („Data Science“) im 
Hinblick auf die Erhebung und Verarbeitung großer 
Datenmengen mit sich bringen (Pietsch und Wernecke, 
2017: 39). Mit Big Data werden oft große Potenziale 
für Wirtschaft, Wissenschaft und Gesellschaft etwa 
für optimierte Planung und Steuerung von Prozessen 
verbunden (Eckert et al., 2014: 5; Lohr, 2012). Teils 
wird auch von „evidenzbasierter Entscheidungsfin-
dung“ gesprochen, ohne potenzielle Risiken und Pro-
bleme hinreichend zu berücksichtigen. So sehen „Wis-
senschaftler aus verschiedenen Disziplinen eine Reihe 
gesellschaftlicher, ethischer und rechtlicher Probleme 
[...] von Datenschutz und Sicherheit über Transparenz 
und Rechenschaftspflicht bis hin zu Problemen der 
Verzerrung und Diskriminierung“ (Rieder und Simon, 
2018: 162). Trotz solcher Bedenken wird die historische 
Einbettung von Big Data in eine lange Kultur der Mes-
sung und Quantifizierung vergleichsweise selten the-
matisiert.
Für ein besseres Verständnis „der Normen und Werte, 
die dem derzeitigen Datenhype zugrunde liegen“, 
wurde jüngst ein definitorisches Umdenken jenseits 
der Vs vorgeschlagen (Rieder und Simon, 2018: 163): 
„Statt einer eng gefassten Definition von Big Data in 
rein technischen Begrifflichkeiten […] scheint es pro-
duktiver zu sein, den Begriff als die terminologische 
Manifestation eines komplexen soziotechnischen Phä-
nomens zu betrachten, das auf einem Zusammenspiel 
aus technologischen, wissenschaftlichen und kulturel-
len Faktoren beruht“. 
Potenziale und Risiken 
In eben diesem soziotechnischen Kontext zeigen sich 
auch Potenziale und Risiken von Big Data auf präzi-
sere Art und Weise, insbesondere im Hinblick auf den 
„weit verbreiteten Glauben, dass umfassende Datensätze 
eine höhere Form von Intelligenz und Wissen bieten, die 
zuvor unmögliche Erkenntnisse bringen kann“ (Boyd und 
Crawford, 2012). Zweifelsohne hat Big Data ein großes 
Innovationspotenzial bei der automatisierten Musterer-
kennung – aber nur, wenn mit ethischen und erkennt-
nistheoretischen Grenzen verantwortungsbewusst und 
methodisch kompetent umgegangen wird. Andernfalls 
erzeugt ein Datensatz – unabhängig von seiner Größe – 
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nicht automatisch neue oder bessere Erkenntnisse, son-
dern irrelevante, irreführende oder gar falsche. Insofern 
ist die bislang weit verbreitete Praxis im Umgang mit 
Big Data aus wissenschaftlicher Sicht oft unzureichend, 
denn: „Anstelle der bloßen Sammlung von Massenda-
ten beziehungsweise der Datenmassen muss der Fokus 
auf die tatsächlich wertvollen Inhalte stehen. Anstelle 
explorativer Analysen muss die zielgerichtete Auswer-
tung und Anwendung sowie der Einsatz von Schutzmaß-
nahmen [...] stehen“, welche Konzepte wie Privatheit 
und Sicherheit „by Design“ und „by Default“ umsetzen 
(Federrath, 2018: 18). Nur wenn diese Kernelemente und 
Arbeitsschritte obligatorischer Bestandteil von Big-Da-
ta-Technologien sind, kann daraus Smart Data werden. 
Ein solches Konzept von Smart Data, wie es etwa von 
der Begleitforschung des Smart-Data-Programms des 
BMWi vertreten wird (Begleitforschung Smart Data, 
2018), geht über ein rein technisches Verständnis hin-
aus. Dieses zielt angesichts oft heterogener und schlecht 
annotierter Datensätze auf Big Data, welche entweder 
mit einer klaren semantischen Struktur erzeugt werden 
oder deren Strukturierung im Nachhinein erfolgt, um 
schnellere und besser nachvollziehbare Entscheidungen 
für Datenanalyseanwendungen zu ermöglichen. Durch 
ein darüber hinaus gehendes Verständnis entsteht auch 
„Vertrauen und Akzeptanz in die Smart-Data-Lösun-
gen, von denen wir künftig alle profitieren werden – 
sei es in der Medizin, der Industrie oder der Mobilität“ 
(Federrath, 2018: 18). Letztlich kann das Vertrauen der 
Anwender*innen über Erfolg oder Misserfolg von Big 
Data entscheiden ( Kranich, 2018: 32ff.), insbesondere 
angesichts des Anteils von Big Data an dem historisch 
wohl größten Vorhandensein technischer Möglichkeiten 
für eine totalitäre Diktatur (Grunwald, 2018: 57; Zuboff, 
2018). Insofern besteht „angesichts von Big Data eine 
Verpflichtung, darüber nachzudenken, dass man sowohl 
eine Verantwortung für das Tun hat, aber auch dafür, 
wenn wir gute Dinge unterlassen“ (Dabrock, 2018: 41). 
Dies gilt ebenso für KI, welche sich gegenwärtig kaum 
von Big Data trennen lässt, da letztere als Trainingsda-
ten für maschinelles Lernen dienen. 
3.3.3 
Künstliche Intelligenz
Der Begriff der Künstlichen Intel-
ligenz (KI) wurde 1956 im Rah-
men des Forschungsprojektes 
Dartmouth Summer Research 
Project on Artificial Intelligence 
geprägt, die von John McCar-
thy organisiert wurde. Die grund-
legende These war, „dass jeder Aspekt von Lernen 
oder andere Eigenschaften der Intelligenz so präzise 
beschrieben werden können, dass man sie mit Hilfe von 
Maschinen simulieren kann“ (Burgard, 2018: 2). Damals 
wie heute ist KI angesichts der ungenügenden Defini-
tion menschlicher Intelligenz (Kornwachs, 2009) auch 
für KI-Forscher*innen „kein ganz unproblematischer 
Begriff“ (Walsh, 2018: 23) und weckt in der Öffentlich-
keit häufig überzogene Erwartungen und Ängste (Bur-
chardt, 2018; Kasten 3.3-1). Ebenso wie bei „Intelli-
genz“ gibt es bis heute keine einheitliche Definition 
von KI, sondern plurale Verständnisse. Allgemein geht 
es dabei zunächst um „eine Forschungsfrage, die auf 
die selbstständige Lösung von Problemen durch tech-
nische Systeme abzielt“ (Djeffal, 2018). Grundsätzlich 
zeichnen sich intelligente Systeme also durch die Fähig-
keit aus, selbstständig und effizient Probleme zu lösen 
(Mainzer, 2016: 2). 
KI bezeichnet entsprechend aus ihrer begriffsge-
schichtlichen Genese „eine Disziplin innerhalb der 
Informatik, die sich mit der Entwicklung von Software-
systemen befasst, welche Funktionen bereitstellen, 
deren Ausführung das erfordert, was typischerweise 
mit dem Wort Intelligenz bezeichnet wird“ (Burgard, 
2018). Solche algorithmenbasierten, mit Daten ausge-
prägten bzw. maschinell trainierten Funktionen können 
rein softwareseitig, aber auch gekoppelt mit Hardware 
z. B. in der Robotik realisiert werden. KI erweist sich 
somit als „Sammelbegriff für diejenigen Technologien 
und ihre Anwendungen, die durch digitale Methoden 
auf der Grundlage potenziell sehr großer und hetero-
gener Datensätze in einem komplexen und die mensch-
liche Intelligenz gleichsam nachahmenden maschinel-
len Verarbeitungsprozess ein Ergebnis ermitteln, das 
gegebenenfalls automatisiert zur Anwendung gebracht 
wird“ (Datenethikkommission, 2018: 1). Der von 
Alan Turing 1950 vorgeschlagene „Turing-Test“ (Kas-
ten 3.3.3-1) ist zumindest nach seiner Intention ent-
gegen verbreiteter Missverständnisse „kein Test, den 
ein Computer praktisch bestehen muss“, um als „intel-
ligent“ gelten zu können (Walsh, 2018: 69), sondern 
zeigt vielmehr, wie leicht Menschen ab einem gewissen 
Grad einer Maschine Intelligenz oder andere Fähigkei-
ten zuschreiben. 
Der Turing-Test verdeutlicht aber die damals wie heute 
erkennbare menschliche Neigung, Programme als intel-
ligenter einzuschätzen, als sie sind, wenn sich diese, 
zumindest auf den ersten Blick, unserem Niveau von 
intelligentem Verhalten nähern. Dabei „erliegen wir dem 
Fehlschluss, sie für menschenähnlich zu halten. Je mehr 
Aufgaben Computer von uns übernehmen, desto bereit-
williger glauben wir daran, dass sie intelligenter sind, als 
sie in Wahrheit sind“ (Walsh, 2018: 78). Offenbar wer-
den Maschinen oftmals überschätzt, da Menschen ver-
sucht sind, Bezüge zu ähnlichen menschlichen Leistun-
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gen herzustellen und einer, nicht fundierten Vermensch-
lichung der Maschinen Vorschub leisten. Eine solche 
 Vermenschlichung kann Emotionen wie  Sympathie oder 
Angst  hervorrufen (Kasten 3.3-1).
Potenziale und Risiken 
In den meisten Anwendungsbereichen von KI geht es 
ohnehin nicht darum, menschliche Fähigkeiten mög-
lichst genau nachzuahmen. Auf einzelnen Gebieten ist 
(nicht nur die digitale) Technologie den Menschen weit 
überlegen. Schon allein durch die Geschwindigkeit der 
Datenverarbeitung und die höhere Speicherkapazität 
können KI-Systeme z. B. schneller rechnen, Texte über-
setzen, Muster erkennen und voraussagen sowie grö-
ßere Datenmengen bewältigen als Menschen. Sie blei-
ben dabei aber nur „ein Werkzeug, das die Möglich-
keiten des Menschen erweitert und seine Entschei-
dungen unterstützt“ und haben trotz teils erfolgreicher 
Anwendungen etwa in der Medizin „dabei absolut 
kein Verständnis für medizinische Zusammenhänge 
und können auch keine Erklärungen zu den Diagno-
sen liefern“ (Burchardt, 2018: 13). So lösen KI-Sys-
teme viele Probleme anders als der Mensch, weshalb 
nach dem Moravec’schen Paradoxon viele für Men-
schen  einfache Handlungen für KI schwierig und für 
Menschen schwierige Aufgaben von KI oft  einfach 
umsetzbar sind (Moravec, 1988). Dabei löst ein KI-ba-
siertes System immer nur eine Einzel aufgabe (beispiels-
weise Schach) und ist nicht universell einsetzbar (z. B. 
für Schach, Spracherkennung und Bildklassifikation). 
Dementsprechend zeigen sich bei der Anwendung von 
KI spezifische Probleme und Fehlerquellen, die geson-
derter wissenschaftlicher Aufmerksamkeit bedürfen. 
Da diese häufig gar nicht in den KI-Verfahren selbst, 
sondern in deren unsachgemäßer Anwendung oder den 
zu Grunde liegenden Daten verankert sind, werden hier 
die Grenzen der Informatik zwangsläufig überschritten 
(Mainzer, 2016; Broussard, 2018).
KI ist nicht nur als soziotechnisches System in ihre 
gesellschaftlichen Anwendungen eingebettet, sondern 
auch in die Vorstellungen der Akteure über die gegen-
wärtige und zukünftige Welt. Dies zeigen sowohl die 
Wirkmächtigkeit von Diskursen aus der Science Fiction 
im Silicon Valley (Kehl und Coenen, 2016), aber auch 
oftmals implizite philosophische Annahmen über die 
Berechenbarkeit der Welt (Pietsch et al., 2017) – vom 
„allgemeinen Problemlöser“ bis hin zu Spekulationen 
über verschiedene Stufen einer künftigen „Superintel-
ligenz“ (Bostrom et al., 2016; Kap. 7.4). Ähnlich wie 
heute war die erste Phase der KI-Forschung von Mitte 
der 1950er bis Mitte der 1960er Jahre von Eupho-
rie getrieben, etwa als im Rahmen des General-Pro-
blem-Solver-Programms analog zu Leibniz’ „Mathesis 
Universalis“ allgemeine Problemlösungsverfahren für 
Computer formuliert werden sollten, was jedoch schei-
terte (Mainzer, 2016: 11). Das Leibniz’sche „Calcule-
mus“ im Sinne mathematischer Lösbarkeit von Mei-
nungsverschiedenheiten ließe sich durchaus auch als 
„böse Satire gegenüber seinen Zeitgenossen“ (Ullrich, 
2017: 153) deuten. Dennoch sind auch heute noch der-
artige Vorstellungen einer „KI-Weltformel“ in populär-
wissenschaftlichen Schriften zu beobachten, etwa bei 
Spekulationen über einen „Master-Algorithm“ (Domin-
gos, 2015), eine mit der Menschheit zur „Singularität“ 
(Kurzweil, 2005) verschmelzende KI oder gar einen 
in Folge von „Dataismus“ (Brooks, 2013) entstehen-
den „Homo Deus“ (Harari, 2015; Kap. 7.4). All diesen 
Vorstellungen gemeinsam ist die Idee einer vollstän-
Kasten 3.3.3-1
Turing-Test und ELIZA
Beim Turing-Test handelt es sich um ein Gedankenexperiment 
des britischen Mathematikers und KI-Pioniers Alan Turing 
aus dem Jahr 1950, bei dem ein Mensch über eine Compu-
terschnittstelle entweder mit einer realen Person oder einer 
Software zur Konversationssimulation verbunden ist. Soll-
te es dabei nicht möglich sein, Mensch und Maschine von-
einander zu unterscheiden, hätte der Computer den „Test“ 
bestanden. Dabei ging es Turing entgegen der Rezeption der 
letzten Jahrzehnte jedoch ausdrücklich nicht darum, Compu-
ter praktisch auf „Intelligenz“ zu testen, sondern lediglich im 
Kontext seiner Zeit „Klarheit darüber zu gewinnen, was man 
unter einer denkenden Maschine versteht und was ihre Exis-
tenz bedeuten würde“ (Walsh, 2018: 69). Deutlich wird dabei 
vielmehr, dass subjektive menschliche Intelligenzzuschrei-
bung bei menschlicher Interaktion mit einer Softwaresimu-
lation kein gutes Kriterium für die „Intelligenz“ darstellt. So 
ergibt sich auch die Notwendigkeit, für Menschen kenntlich 
zu machen, wann sie mit Maschinen interagieren.
Dies zeigte auch das von Joseph Weizenbaum 1964 bis 
1966 entwickelte Sprachanalysesystem ELIZA, heute würde 
man Chat-Bot sagen, das in simulierten psychotherapeuti-
schen Gesprächen die Aussagen der Patient*innen syntak-
tisch in Fragen umkehrt, ohne ein semantisches Verständnis 
zu haben (Walsh, 2018: 47ff.). Mittels Offenlegung des Pro-
grammquelltextes hoffte Weizenbaum, dass Nutzer*innen 
dessen relativ einfache Struktur durchschauten (auch wenn 
es damalig ein großer Schritt in der Sprachanalyse darstellte) 
und verstanden, dass Computer keine echte Unterhaltung 
führen können, sondern nur eine syntaktische Simulation, die 
als solche interpretiert werden kann. An dieser Situation hat 
sich bis heute im Prinzip nichts geändert, auch aktuelle digi-
tale Assistenten (Alexa, Cortana, Siri) oder aktuelle (psycho-)
„therapeutische“ Chat-Bots sind nichts weiter als technisch 
verfeinerte Simulationen einer Konversation ohne eigentli-
ches Sprachverstehen.
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dig berechenbaren Welt, einschließlich der Biologie, 
 Biochemie und Physik und des Menschen selbst. Diese 
wird jedoch aus der Philosophie, aber auch Informatik 
bereits fundamental kritisiert (z. B. Królikowski et al., 
2017; Mainzer, 2018; Ullrich, 2019). 
Nach dem Scheitern des General-Problem- Solver-
Programms angesichts enttäuschender praktischer 
Ergebnisse war die zweite Phase von Mitte der 1960er 
bis Mitte der 1970er Jahre durch spezialisierte Sys-
teme für spezifische Anwendungsfelder, etwa bei 
mathematischen Problemen oder im Bereich natürli-
cher Sprachen, sowie Methoden zur Wissensrepräsen-
tation gekennzeichnet. In der dritten Phase ab Mitte 
der 1970er bis Mitte der 1980er Jahre wurden dann 
verstärkt Expertensysteme entwickelt, die Wissen (z. B. 
in Form von Fakten und Regeln) über ein bestimmtes 
Gebiet speichern und automatisiert Schlussfolgerungen 
ziehen konnten (Mainzer, 2016: 12). Allerdings verfüg-
ten diese nur über regelbasiert dargestelltes Spezialwis-
sen, ohne jegliche Verknüpfung zu allgemeinem Welt- 
bzw. Hintergrundwissen und damit ohne den „Sinn für 
das Ganze als Basis richtiger Entscheidungen“ (Mainzer, 
2016: 53f.). 
Dieser Zugang änderte sich in den 1990er Jahren 
mit dem Einsatz neuer mathematischer, insbesondere 
statistischer Methoden, mit denen maschinelles Lernen 
begann. Dieses hat sich, nicht zuletzt durch Big Data 
(Kap. 3.3.2), in den letzten Jahren zum prominentes-
ten Ansatz der KI entwickelt, wobei „Lernen“ bei erste-
rem nicht weniger missverständlich ist als „Intelligenz“ 
bei letzterem. Beispielsweise ist Reinforcement Lear-
ning als Methode des maschinellen Lernens (Kaelbling 
et al., 1996) die Grundlage für die Lösung von Klassi-
fikationsproblemen, ermöglicht Mustererkennung und 
Bildverarbeitung und auf dieser Basis Gesichts- bzw. 
Spracherkennung. Beim Reinforcement Learning erfolgt 
eine schrittweise Bewertung bei der Verwirklichung des 
Zieles, indem „bei jedem Teilschritt eine Rückmeldung 
der Umgebung [erfolgt], wie gut oder schlecht er dabei 
ist, das Ziel zu realisieren. Seine Strategie ist es, diese 
Rückmeldungen zu optimieren“ (Mainzer, 2016: 119) 
und der Algorithmus „lernt“ sozusagen hinzu (Burgard, 
2018). Dafür benötigt das System große Mengen ent-
sprechender Trainingsdaten, d. h. Daten oder Beispiele, 
an denen das Lernen erfolgen kann. 
Als zentral für den jüngsten Durchbruch maschinel-
len Lernens können die beschleunigte Berechnungen 
durch GPU-Computer angesehen werden, welche die 
Rechenleistung von Grafikprozessoren und umfang-
reiche Datenmengen mittels IoT (Kap. 3.3.1) und Big 
Data (Kap. 3.3.2) nutzen. Grundlegende Verfahren 
sind jedoch die Ende der 1950er Jahre zunächst prak-
tisch kaum brauchbaren Modelle künstlicher neurona-
ler Netze, die auf einer bereits über zehn Jahre zuvor 
(McCulloch und Pitts, 1943) erstmalig modellierten 
vereinfachten Struktur einer Nervenzelle (Neuron) 
basieren. Heutiges „Deep Learning“ (Goodfellow et 
al., 2016), welches mehrschichtige neuronale Netze 
bezeichnet, zeigt jedoch nicht zuletzt dank  massiv 
gesteigerter Rechenleistung, Speicherkapazität und 
Datenbasis „eine beeindruckende Leistung, die viel-
fach andere altbewährte Techniken in den Schatten 
stellt“ (Walsh, 2018: 95). Diese statistische Technik zur 
Klassifikation von Datenmustern mittels einer Vielzahl 
von Schichten künstlicher neuronaler Netze (Marcus, 
2018: 3) ist jedoch kaum mit menschlichem „Lernen“ 
vergleichbar. Künstliche neuronale Netze bestehen aus 
Input- und Output-Einheiten, zwischen denen sich eine 
variable Zahl versteckter Ebenen befindet, wobei sich 
deren Tiefe im Sinne von Deep Learning auf die große 
Zahl ihrer möglichen Verknüpfungen bezieht. Ein typi-
scher Anwendungsfall solcher Netze wären beispiels-
weise Bilddaten handschriftlicher Zahlen, die dann auf 
der Inputseite stehen, während der Output die nume-
rischen Kategorien von 1 bis n sind, denen diese zuge-
ordnet sind. 
Neben Bilderkennung wird Deep Learning auch in 
der Spracherkennung und -verarbeitung sowie im Ler-
nen komplexer Spielregeln zunehmend erfolgreich 
angewandt. Allerdings gelten die Erfolge immer nur 
in bestimmten Domänen bzw. Kontexten und sofern 
nicht versucht wird, die KI mittels mehr oder min-
der subtiler, teils für menschliche Sinne nicht erkenn-
barer Manipulation (adversarial examples) zu täu-
schen ( Kasten 3.3.3-2). Zudem ist die Genauigkeit 
von Deep-Learning-Verfahren (Schmidhuber, 2015) 
zwar gegenüber traditionellen Verfahren maschinellen 
Lernens enorm gewachsen, doch übertrifft sie nur in 
speziellen Anwendungen die der menschlichen Klassi-
fikationen. Deep Learning steht vielmehr gegenwärtig 
zahlreichen Herausforderungen gegenüber (Marcus, 
2018: 6ff.; Kasten 3.3.3-2). 
Es wäre also trotz spektakulärer Fortschritte bei 
ausgewählten domänenspezifischen KI-Anwendun-
gen „falsch, nun anzunehmen, das maschinelle Ler-
nen hätte denkende Maschinen in greifbare Nähe 
gerückt und Techniken wie Deep Learning fehlte nur 
noch etwas Feinschliff und das Problem der Intelli-
genz sei geknackt“ (Walsh, 2018: 95). Bei allen heu-
tigen Anwendungen handelt es sich um spezialisierte 
KI, die „schwache“ KI. Das Bestreben, die gleichen 
intellektuellen Fähigkeiten zu erreichen wie Men-
schen oder eine andere „größere“ Intelligenz, verkör-
pert dagegen der Begriff „starke“ KI. Darüber, ob und 
wann eine „starke“ KI als domänenübergreifend der 
menschlichen Intelligenz überlegene Form realisier-
bar wäre und sie dabei gar ein künstliches Bewusstsein 
ausbildet (Searle, 1980, 1990), lässt sich aus heutiger 
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Kasten 3.3.3-2
Anwendungsmöglichkeiten und -grenzen von KI 
bzw. Deep Learning
Spiele
Erfolgsmeldungen, wie etwa KI habe eigenständig gelernt, 
Schach oder Go zu spielen, haben zum verzerrten öffentlichen 
Bild über ihre Leistungsfähigkeit beigetragen. Aus technischer 
Sicht ist dieses Anwendungsfeld wesentlich nüchterner zu 
bewerten. Spiele sind für die KI-Forschung ein beliebtes Test-
feld mit einer relativ einfachen, für KI idealen Welt. Das liegt 
an präzisen Regeln, der trotz für menschliche Spieler*innen 
teils hohen Komplexität immer noch begrenzten Zahl mög-
licher Aktionen und der einfachen Bewertung von Erfolg. 
Demgegenüber ist die reale Welt weitaus weniger geordnet, 
nicht immer präzise geregelt und teils sogar durch eine unbe-
grenzte Zahl möglicher Handlungsoptionen gekennzeichnet. 
Auch deren Bewertung ist meist keineswegs so klar und dua-
listisch. Der Aufwand, große Mengen an qualitativ hinreichen-
den Trainingsdaten zu gewinnen, ist um ein Vielfaches größer 
als in einem Spiel. Wenn neuronale Netze gegen sich selbst 
oder gegeneinander antreten, um am Ende genau dieses (aber 
kein anderes) Spiel besser zu spielen als menschliche Spie-
ler*innen, optimieren sie lediglich den Spielverlauf, verstehen 
jedoch keine einzige Spielregel im menschlichen Sinn (Walsh, 
2018: 118ff.; Marcus, 2018).
Maschinelles Sehen 
Maschinelles Sehen umfasst grundsätzlich mehrere allgemeine 
Teilaufgaben (Erkennung von Objekten, Analyse von Bewe-
gungen, Positionsbestimmung). Darüber hinaus existieren 
spezialisierte Anwendungen wie optische Zeichenerkennung 
(insbesondere Verkehrszeichen), Gesichtserkennung oder 
Erkennung räumlicher Elemente (scene labelling). Im Bereich 
der Bilderkennung werden, weitestgehend mit Deep Learning, 
auch in der realen Welt durchaus gute Fortschritte erzielt. 
Allerdings sind Abbildungen, wie etwa im AI Index (Shoham 
et al., 2018: 47) zum ImageNet-Wettbewerb, bei dem KI bereits 
2014 dem Menschen vermeintlich überlegen war, keineswegs 
verallgemeinerbar. Zwar ist die Fehlerrate der jeweiligen 
Gewinner stark gesunken (von 28,2 % 2010 auf 3,57 % 2015), 
allerdings wird es nach Walsh (2018: 113) „wohl noch eine 
Weile dauern, bis die menschliche Leistungsfähigkeit erreicht 
wird“, angesichts von Fehlerraten von bis zu 20 % bei der 
„Top-1-Genauigkeit, die den Prozentsatz der Bilder misst, bei 
denen das wahrscheinlichste Label falsch zugeordnet wurde“. 
Adversarial examples (Hosseini und Poovendran, 2018: 5; Eyk-
holt et al., 2018: 7) zeigen, dass bereits minimale Änderungen, 
seien es bewusste Manipulationen oder andere Bedingungen 
als im (diesbezüglich unvollständigen) Trainingsdatensatz, die 
Fehlerraten bis hin zum Totalausfall massiv erhöhen können.
Dass die Folgen eines unzureichend trainierten neuronalen 
Netzes gravierend sein können, zeigt nicht nur das obige Bei-
spiel manipulierter Verkehrszeichen, welche in Großstädten oft 
kaum in reiner Form existieren. Diverse, auch tödliche Unfälle 
im Bereich des autonomen Fahrens von einem nicht erkann-
ten weißen LKW bis hin zur Kollision mit der Mittelleitplanke 
in einer Baustelle haben gezeigt, dass eine KI nur Objekte in 
Kontexten erkennen kann, mit denen sie trainiert wurde. Auf 
der anderen Seite warnen mittlerweile auch große Technolo-
giekonzerne vor den gesellschaftlichen Risiken der Gesichts-
erkennung. Ganz unabhängig davon wie gut diese unter rea-
len Bedingungen funktioniert, handelt es sich im Hinblick auf 
eine mögliche Überwachung um eine Risikotechnologie (Kees, 
2015). Dabei ist Deep Learning jedoch nicht nur anfällig für 
Manipulationen, sondern auch ein mögliches Mittel zur Mani-
pulation von Bildern, Video- oder Audiomaterial. Gut gemachte 
Fälschungen, z. B. Videos, in denen Politiker*innen komplett 
andere Inhalte äußern als im Original (deep fakes), sind nicht 
nur ein neues Mittel zur Desinformation oder gar Verleum-
dung (etwa bei der Montage von Gesichtern in pornografischen 
Videos), sondern auch eine Herausforderung sowohl im Bereich 
der Gesichtserkennung als auch für das neue Forschungsfeld, 
das sich der technischen Erkennung von deep fakes zuwendet 
(Korshunov und Marcel, 2018; Li und Lyu, 2018). 
Maschinelle Sprachverarbeitung
Die maschinelle Verarbeitung natürlicher Sprache umfasst die 
Teilbereiche Spracherkennung und maschinelle Übersetzung, 
aber auch Textzusammenfassung und das Beantworten von 
Fragen. In den ersten beiden Teilbereichen sind die Fortschrit-
te zumindest für die international prominentesten Sprachen 
mit einem entsprechend großen Pool an Trainingsdaten dank 
Deep Learning bereits so gut, dass Sprachsteuerung von 
Geräten wie Smartphones oder digitalen Assistenten im All-
tag vieler Menschen der westlichen Welt angekommen sind. 
Auch maschinelle Übersetzung erzielt je nach Sprachkombi-
nation (z. B. Englisch versus Französisch) und Kontext in vie-
len Bereichen durchaus gute Resultate. Bei unterschiedlich 
strukturierten Sprachen, semantischer Komplexität und der 
Übersetzung kompletter Absätze sowie der Verschriftlichung 
längerer gesprochener Texte sind jedoch noch Herausforde-
rungen zu lösen (Walsh, 2018: 115ff.). 
Gegenwärtige Herausforderungen bei Deep Learning
Zu betonen ist zunächst der enorme Datenbedarf: Bislang sind 
Tausende, Millionen oder gar Milliarden von Trainingsbeispie-
len nötig, deren Zuordnung bislang zu großen Teilen von Men-
schen übernommen wird. Weiterhin wird die mangelnde Pro-
zesstransparenz seit Jahren intensiv diskutiert. Angesichts von 
Millionen oder gar Milliarden Parametern zu Relationen inner-
halb neuronaler Netze stimmt die Mehrheit der Forscher*innen 
der Bezeichnung Deep Learning als einer „Black Box“ zu, deren 
Prozesse und Ergebnisse für Menschen nicht nachvollziehbar 
sind. Um diese Intransparenz aufzubrechen, hat sich ein eige-
ner Forschungsbereich „Explainable AI“ entwickelt. Obwohl 
generell der Unterscheidung von Korrelation und Kausalität 
etwa im Hinblick auf algorithmische Entscheidungsfindung 
eine große Bedeutung zukommt, wird sie bislang in der Lite-
ratur zu Deep Learning abgesehen von wenigen Ausnahmen 
erstaunlich wenig beachtet (Marcus, 2018). Dies könnte der 
Tatsache geschuldet sein, dass das, was dort von Maschinen 
gelernt wird, insbesondere hochkomplexe Korrelationen sind. 
Dabei wird Vorwissen bislang minimiert und es wäre unklar, 
wie es adäquat in das System integriert werden könnte. Ant-
worten auf komplexe offene Fragen finden sich nicht in Trai-
ningsdatensätzen. Inferenzprobleme, bei denen die Antwort 
auf eine gegebene Frage nicht explizit im Text vorhanden oder 
auf mehrere Sätze im Text verteilt ist, bereiten daher bislang 
große Schwierigkeiten. Die Verknüpfung von regelbasierter KI 
und auf maschinellem Lernen basierter KI ist daher ebenso ein 
aktuelles Forschungsgebiet. Deep Learning ist darüber hinaus 
blind für dynamische Veränderungen, da es am besten in hoch-
gradig statischen Welten mit stabilen Regeln funktioniert, wie 
z. B. bei Spielen. Soziale Welten wie Politik oder Wirtschaft 
sind jedoch auch im Hinblick auf ihre Regeln einem ständigen 
Wandel unterworfen und entziehen sich so – zumindest bis 
dato – den KI-Systemen (Marcus, 2018). 
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Sicht wissenschaftlich nur spekulieren. Das gleiche gilt 
für die Artificial General Intelligence (AGI). Im Unter-
schied zur „Superintelligenz“ (Bostrom et al., 2016), die 
mit Verstand, Bewusstsein und selbst gesetzten Zielen 
assoziiert wird, könnte die AGI auch ohne diese Eigen-
schaften jedes von Menschen lösbare Problem gleich 
gut oder besser lösen (Walsh, 2018: 130ff.). Die vor-
erst gescheiterte Idee eines allgemeinen Problemlösers 
erweist sich zumindest auf visionärer Ebene als stark 
wirkmächtig (Kap. 6). Demgegenüber geraten jedoch 
die aktuell drängenden Fragen zur Gestaltung von KI 
als soziotechnisches System aus dem Blick: Wer wird 
wann, wie und wo positive oder negative Auswirkun-
gen der Anwendung von KI spüren? Angst, Ignoranz, 
falsche Befürchtungen oder Überreaktionen könn-
ten statt einer „Good AI Society“ (Floridi et al., 2018; 
Abb. 3.3.3-1) zur Unternutzung von KI führen, die ihre 
Potenziale verschenkt, wenn Gefahren durch Übernut-
zung oder Missbrauch der Technologie zugeschrieben 
werden und nicht ihren gesellschaftspolitischen Gestal-
tungsbedingungen, etwa durch falsch gesetzte Anreize.
Demgegenüber bietet eine vertrauensfördernde 
(EU-Kommission, 2019c) und verantwortungsbewusste 
Nutzung von KI zunehmende Potenziale für eine Erwei-
terung menschlicher Intelligenz und Verbesserung der 
Handlungsfähigkeit im Sinne von  „augmented intel-
ligence“ oder „smart agency“ sowie für menschliches 
Wohlbefinden und die Würde des Menschen, aber auch 
die Erhaltung natürlicher Lebensgrundlagen (Floridi et 
al., 2018; Cath et al., 2017). Die Forschung hierzu und 
insbesondere zum letztgenannten Thema steht gegen-
wärtig jedoch erst am Anfang (Kap. 10; Hilty und Aebi-
scher, 2015). Etwas weiter fortgeschritten, aber eben-
falls noch in der Anfangsphase ist das Forschungsge-
biet „Explainable AI“, welches auf Verfahren zur Her-
stellung von Transparenz des bisher oft als „Black Box“ 
angesehenen und angewandten Deep Learnings abzielt 
(Kasten 3.3.3-2). Letztendlich könnte mit Explainable 
AI sowohl eine weitere Entzauberung von KI sowie vor 
allem ein großer erkenntnistheoretischer und metho-
dologischer Fortschritt erreicht werden. Gegenwär-
tig „schummelt“ KI in über 50 % der von einem inter-
disziplinären Team getesteten Fälle (Lapuschkin et al., 
2019), wenn sie auf Basis falscher Prämissen (etwa 
Schienen als Indikator für die Erkennung eines Zuges) 
zu richtigen Kategorisierungen gelangt. Für den Test 
wurden mehrere häufig verwendete Trainingsdaten-
sätze für Bilderkennung sowie einfache Computerspiele 
herangezogen. Im ernüchternden Fazit wird hervorge-
hoben, dass übliche Evaluationsmetriken für derartige 
Umgehungsstrategien blind sind, weshalb „die gegen-
wärtige breite und manchmal ziemlich unreflektierte 
Anwendung maschinellen Lernens in allen industriel-
len und wissenschaftlichen Domänen” zu hinterfragen 
sei (Lapuschkin et al., 2019: 7). Aus Sicht des Autoren-
teams sind solche Analysen aus dem Bereich Explaina-
ble AI ein erster bedeutender Schritt zur künftigen Ent-
wicklung vertrauenswürdiger, fairer und zurechnungs-
fähiger KI-Systeme im Einklang mit regulatorischen 
Anforderungen wie z. B. der EU-DSGVO (Lapuschkin 
et al., 2019: 7). Angesichts dieser methodischen Defi-
zite sowie des hohen Energiebedarfs für Verarbeitung 
und Speicherung von Daten ist der gegenwärtig ent-
scheidende Schritt zur Weiterentwicklung von KI eben 
nicht ein vermeintlicher internationaler „Wettlauf“ um 
maschinelles Lernen, dessen Endpunkt nur schwer vor-
Wie KI genutzt werden
könnte (Chancen)
KI könnte unternutzt werden
(Opportunitätskosten)



















Überblick über die vier Kernchancen von KI, vier korrespondierende Risiken und die Opportunitätskosten für ungenutzte 
Potenziale der KI.
Quelle: Floridi et al., 2018
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stellbar ist, sondern „die verantwortungsvolle Weiter-
entwicklung der KI, gestützt auf ethische Prinzipien 
und Menschenrechte“ (Dignum, 2019; Kap. 9.3.2). 
Erste Entwürfe für Regelwerke auf dieser Basis wurden 
bereits ausgearbeitet (Kasten 3.2.5-1).
3.3.4 
Cybersicherheit
Die Verwirklichung der Nachhal-
tigkeitspotenziale der Digitali-
sierung steht und fällt mit der 
Sicherheit der zugrundeliegen-
den technischen Systeme. Auch 
wenn es wie grundsätzlich in der 
Gesellschaft im IKT-Bereich keine 
hundertprozentige Sicherheit geben kann, ist diese 
doch angesichts der zunehmenden Vernetzung essen-
ziell und lässt sich zumindest größtmöglich anstre-
ben und umsetzen. Ohne Untertreibung handelt es 
sich bei Cybersicherheit (auch IT-Sicherheit genannt) 
um eine notwendige Bedingung für das Funktionieren 
aller anderen in diesem Kapitel 3.3 dargestellten Tech-
nologien. Wie bereits eingangs deutlich wurde, ins-
besondere beim in derzeitiger Umsetzung notorisch 
unsicher realisierten Internet der Dinge (Kap. 3.3.1), 
steht und fällt die fortschreitende Digitalisierung mit 
dem Thema Cybersicherheit. Der Begriff Cybersicher-
heit bezieht sich auf den gesamten Bereich der Sicher-
heit in der Informations- und Kommunikationstech-
nik (BSI, 2019a) und beschreibt das Ziel, die Risiken, 
die sich aus dem IT-Einsatz aufgrund von Bedrohun-
gen und Schwachstellen ergeben, mittels angemessener 
Sicherheitsmaßnahmen auf ein tragbares Maß zu sen-
ken (BSI, 2019a). 
Szenarien, in denen (mangelhafte) Cybersicherheit 
eine Rolle spielt, umfassen kriminelle Tätigkeiten wie 
Datendiebstähle, absichtliche Manipulation von Sys-
temen oder Spionagetätigkeiten. Cybersicherheit wird 
durch organisatorische und technische Mängel beein-
trächtigt, etwa bei Bedien- oder Konfigurationsfehlern, 
Sicherheitslücken durch fehlerhafte Software, tech-
nischem Versagen und fehlerhaften Reaktionen tech-
nischer Systeme durch Konstruktions- und Design-
fehler oder höhere Gewalt, z. B. bei katastrophenbe-
dingten Ausfällen von (Teil-)Systemen (Menz et al., 
2015: 7; Festag et al., 2016: 46f.). Mit anderen Worten 
sind vielzitierte Hacker-Angriffe nur eines von vielen 
 Problemen.
Im Allgemeinen wird in der Sicherheitsdiskussion 
zwischen funktionaler Sicherheit (safety) und Cyber-
sicherheit (auch Informationssicherheit, security) 
unterschieden. Funktionale Sicherheit bezeichnet vor 
allem den physischen Schutz von Mensch und Umwelt 
vor einem System, d. h. dem Schutz nach außen. Cyber-
sicherheit bezeichnet dagegen den Schutz der internen 
Werte eines Systems, d. h. den Schutz nach innen, deren 
Missbrauch auch immaterielle Schäden nach außen 
verursachen kann, beispielsweise bei der Verletzung 
der Privatsphäre einer Person. Aufgrund der zuneh-
menden digitalen Vernetzung und Verschmelzung von 
digitaler und physischer Welt im Internet der Dinge 
lassen sich beide nicht mehr klar voneinander abgren-
zen; sie beeinflussen sich gegenseitig. Cybersicherheit 
ist der Schutz vor Angriffen oder vorsätzlich durch-
geführten Eingriffen auf ein System von außen (z. B. 
Zero-Day Attacks oder Distributed-Denial-of-Service 
Attacks). Dagegen fokussiert funktionale Sicherheit 
(auch Betriebssicherheit oder betriebliche Sicherheit 
genannt) auf den Schutz von Mensch und Umwelt vor 
möglichen negativen Wirkungen eines Systems (z. B. 
durch technische Störungen oder fehlerhafte Systeme; 
Menz et al., 2015: 3, 7f.). Wenn z. B. die Bremswir-
kung eines Fahrzeugs durch einen Hackerangriff über 
die Bluetooth-Schnittstelle im Fahrzeug beeinträchtigt 
wird, reduziert dieser Cybersicherheitsangriff (secu-
rity) unmittelbar die funktionale Sicherheit (safety) des 
Fahrzeugs (Checkoway et al., 2011). 
Im Folgenden liegt der Fokus auf Cybersicherheit, 
wobei im Hinblick auf Daten insbesondere Datensicher-
heit, Datenschutz und allgemeiner Informationssicher-
heit relevante, verwandte Begriffe sind. Auch wenn 
eine exakte Abgrenzung der Begriffe nur schwer mög-
lich ist, da sie je nach Verfasser*in und Kontext unter-
schiedlich interpretiert werden können, sollen folgende 
Definitionen als Orientierung dienen:
 > Zu den klassischen Schutzzielen der Informationssi-
cherheit gehören Vertraulichkeit, Integrität und Ver-
fügbarkeit. Vertraulichkeit meint den Schutz von 
Daten, Informationen und Ressourcen vor dem 
Zugriff Unbefugter. Integrität bezieht sich auf den 
Schutz von Daten, Informationen und Ressourcen 
vor unerlaubten Veränderungen. Der Aspekt der 
Verfügbarkeit bezieht sich dagegen darauf, dass der 
Zugriff auf Daten, Informationen und Ressourcen 
bei Bedarf möglich sein soll (Sackmann, 2014). 
 > Für den Datenschutz, mit dem natürliche Personen 
vor der Verletzung ihrer Persönlichkeitsrechte 
geschützt werden, werden weitere Ziele wie Authen-
tizität (sichere Identifikation der Urheberin bzw. des 
Urhebers), Verbindlichkeit (Unbestreitbarkeit der 
Urheberschaft), Transparenz (Nachvollziehbarkeit, 
Überprüfbarkeit und Bewertung der Datenverarbei-
tung), Nichtverkettbarkeit (keine Datenverknüpfung 
über den ursprünglichen Zweck hinaus) oder Inter-
venierbarkeit (Möglichkeit der Wahrnehmung des 
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Datenschutzes durch Betroffene) genannt (Opiela et 
al., 2016: 10). 
 > Die Datensicherheit, bei der es um den Schutz tech-
nischer Systeme und insbesondere den Schutz der 
Daten vor Verlust oder Zerstörung bzw. Manipulation 
durch Unbefugte – und damit wiederum bei perso-
nenbezogenen Daten ebenso um den Datenschutz 
geht – wird durch Schwachstellen in Software, Schad-
software, Identitätsdiebstähle und gezielte komplexe 
Angriffe herausgefordert (Rescorla, 2005). 
Um den Personenbezug von Daten unwiderruflich auf-
zuheben, bieten sich Verfahren zur Anonymisierung, 
wie Randomisierung und Generalisierung an. Während 
mit Randomisierung Technologien bezeichnet werden, 
die die direkte Verbindung von Daten zu einer bestimm-
ten Person verhindern, werden unter Generalisierung 
Technologien verstanden, die die Reduktion von Infor-
mationen mittels Veränderung von Größenskalen und 
Größenordnungen erlauben (Hoepner, 2017: 19). Tech-
nologien der Pseudonymisierung ermöglichen es, dass 
personenbezogene Daten durch eine Zuordnungsvor-
schrift so verändert werden, dass einzelne Informatio-
nen ohne Kenntnis oder Verwendung der Zuordnungs-
vorschrift nicht mehr einer Person zugeordnet werden 
können (Ernestus et al., 2019). 
Es gibt vielfältige Mechanismen für eine sichere Ver-
netzung, einen sicheren Internetzugang, die  Client- und 
Serversicherheit oder mobile Sicherheit. Ein Beispiel ist 
Perimetersicherheit, die den Schutz durch Abgrenzung 
etwa durch Firewalls bezeichnet. Als Firewall wird ein 
Sicherungssystem aus soft- bzw. hardwaretechnischen 
Komponenten bezeichnet, mit dem Netze vor unbefug-
ten Netzwerkeingriffen geschützt werden (BSI, 2019d). 
Ein Angriffserkennungssystem (Intrusion Detection 
System – IDS) ermöglicht, das Eindringen oder den Ver-
such des Eindringens unbefugter Personen oder Com-
puter in ein Computersystem oder Netzwerk zu erken-
nen (Heasman und Movle, 2009). Ein Angriffspräventi-
onssystem (Intrusion Prevention System – IPS) erkennt 
Angriffe und verhindert diese bzw. wehrt sie ab. Peri-
metersicherheit ist in vielen Systemen und Anwendun-
gen nur teilweise oder gar nicht möglich, weshalb die 
Resilienz von Systemen an Bedeutung gewinnt (Hoe-
pner et al., 2016). Resilienz bezeichnet die Fähigkeit 
von Systemen mit widrigen Ereignissen, d. h. mensch-
lich, technisch oder natürlich verursachten Katastro-
phen (z. B. terroristische Anschläge, industrielle Groß-
unfälle) oder Veränderungsprozessen mit katastropha-
len Folgen (z. B. Extremwetterlagen im Zuge des Kli-
mawandels) umzugehen, ihnen vorzubeugen, sich vor 
ihnen zu schützen, sie zu verkraften und sich ihnen 
anzupassen (Scharte et al., 2014: 121f.) und so auf eine 
„Minimierung von potenziellen oder bereits eingetre-
tenen Schäden für leibliches und materielles Wohl-
ergehen der Bevölkerung [hinzuwirken]“ (Scharte et 
al., 2014: 54). Um Resilienz zu gewährleisten, wird im 
Sinne des resilience engineering der frühzeitige Ein-
bezug technologischer Konzepte für Sicherheitsprob-
leme in Planungs- und Implementationsaktivitäten bei 
gesellschaftlichen Projekten gefordert (Scharte et al., 
2014: 125). Auf diese Weise soll es möglich sein, kri-
tische Teilkomponenten technischer Systeme im Scha-
densfall auch außerhalb der Standardanforderungen 
kontrolliert im Betrieb zu halten. Zu den technologi-
schen Lösungen zur Erhöhung der Resilienz einzelner 
Infrastrukturen gehören etwa selbstheilende, adaptive 
Übertragungsnetze oder durch energieautarke, auto-
matisierte Sensornetzwerke smart gestaltete Bauwerke 
(Scharte et al., 2014: 125). 
Um in ihren Wirkungsklassen passende Sicherheits-
maßnahmen entsprechend der benötigten Sicherheits-
stufen zu konzipieren und so die Angriffsfläche für 
Cyberattacken gering zu halten, wird Security by Design 
angewendet, so dass bereits bei der Entwicklung von 
Soft- und Hardware Sicherheitsanforderungen mit-
gedacht werden, um Sicherheit unabhängig von den 
jeweiligen Nutzer*innen und den konkreten Einsatz-
fällen sicherzustellen (Hoepner et al., 2016: 100).
Beispielsweise sind digitale Identitäten und mögli-
che Identitätsdiebstähle Gegenstand der Betrachtung in 
Security by Design. Identitätsdiebstähle zielen auf digi-
tale Identitäten ab, die „sämtliche Vorgänge, bei denen 
sich Menschen, Objekte und Prozesse über bestimmte 
Attribute online authentisieren, um die eigene Iden-
tität zu belegen“ (Bundesdruckerei, 2019) umfas-
sen. Digitale Identitäten sorgen für den Schutz tech-
nischer Systeme und Infrastrukturen und stellen die 
Vertrauenswürdigkeit und Sicherheit sensibler Daten 
sicher ( Rieger, 2015: 6). Beispielsweise benötigen auch 
Objekte im IoT (Kap. 3.3.1) eine eindeutige Identität, 
um sie zu identifizieren und darzustellen, mit ihnen 
kommunizieren und sie steuern zu können (Hoepner et 
al., 2016: 54). 
Um die Identität einer Person oder von IT-Kompo-
nenten und den berechtigten Zugriff dieser auf Daten, 
Informationen und andere Ressourcen sicherzustellen, 
bieten sich Technologien des Identitätsmanagements 
(IdM) an. Unter IdM wird die Verwaltung der für die 
Identifikation und Authentisierung nötigen Informa-
tionen verstanden (BSI, 2016: 170). „Ein IdM-System 
stellt die Funktionen zur Speicherung, Verwaltung, 
Abfrage und zum Schutz der Identitätsinformationen“ 
zur Verfügung (Fraunhofer FOKUS, 2017: 137f.). Zu 
den Herausforderungen des IdM gehört es, den Schutz 
von Identitäten zu gewährleisten und gleichzeitig eine 
Personalisierung in digitalen Räumen zu ermöglichen 
(Hoepner et al., 2016: 54f.).
Bei der Nutzung von Diensten ist sicherzustellen, 
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dass ausschließlich legitime Zugriffe zugelassen wer-
den. Der Überprüfungsvorgang, ob ein*e Nutzer*in die 
beim Anmeldeversuch behauptete Identität tatsächlich 
besitzt, heißt Authentifizierung. Der Nutzende belegt 
dabei seine Legitimität durch Vorweisen eines oder 
mehrerer Authentifizierungsfaktoren, wie z. B. Nutzer-
namen plus Passwort (Wissen), Smartcard (Besitz) plus 
PIN (Wissen) – auch Zwei-Faktor-Authentifizierung 
genannt – oder biometrische Merkmale wie z. B. Fin-
gerabdruck oder Irisgeometrie (Rieger, 2015: 5).
Neben dem Identitätsmanagement gibt es das Berech-
tigungsmanagement (access management), womit Pro-
zesse bezeichnet werden, die für die Zuweisung, den 
Entzug und die Kontrolle der Rechte einer Benutzerin 
bzw. eines Benutzers hinsichtlich des Zutritts, Zugangs 
oder Zugriffs auf Informationen oder Dienste notwen-
dig sind. Beide Verfahren setzen sich aus organisato-
rischen und technischen Maßnahmen zusammen und 
können mittels IT-Anwendungen in der Durchführung 
unterstützt werden. Um ein möglichst hohes Maß an 
Sicherheit zu gewährleisten, gilt es mit der Erteilung 
von Rechten sparsam und aufgabenbezogen umzu-
gehen. Hintergrundsysteme erlauben die Speicherung 
und Auswertung und damit Nachvollziehbarkeit statt-
gefundener Aktivitäten (BSI, 2016: 170).
Zum Schutz vor unbefugtem Datenzugriff oder 
-missbrauch können kryptographische Methoden, Ver-
fahren und Werkzeuge genutzt werden. Ziel der Kryp-
tographie ist der Schutz vor Manipulation und unbe-
fugtem Lesen von Informationen oder zur Authentifi-
zierung einer Person, z. B. durch unkenntlich machen 
mit Hilfe eines Chiffrierschlüssels (Kasten 3.3.4-1). 
Unter Verwendung eines, möglicherweise anderen, 
Dechiffrierschlüssels kann der verschlüsselte Text wie-
der in Klartext umgewandelt werden (Jahnke, 2014).
Kasten 3.3.4-1
Kryptographie
Bei klassischen kryptographischen Verfahren ohne Einsatz 
elektronischer Rechner wurden die Zeichenreihenfolge ver-
ändert (Transposition) bzw. Zeichen ersetzt (Substitution). 
Diese Verfahren gelten inzwischen als unsicher. Bei modernen 
kryptographischen Verschlüsselungsverfahren wird dagegen 
mit einzelnen Bits gearbeitet, so dass die Anzahl möglicher 
Veränderungen erhöht und auch eine nicht textliche Daten-
verarbeitung möglich ist. Die modernen kryptographischen 
Verfahren lassen sich in symmetrische und asymmetrische 
Verfahren untergliedern. Bei symmetrischen Verfahren wird 
ein einziger geheimer Schlüssel pro Kommunikationsbezie-
hung für die Ver- und Entschlüsselung genutzt. Bei asymme-
trischen Verfahren wird dagegen je Nutzer*in ein privater und 
ein öffentlicher Schlüssel generiert (Jahnke, 2014). 
Mit dem öffentlichen Schlüssel des Empfangenden ver-
schlüsselte Dateien können dann lediglich mit dem entspre-
chenden privaten Schlüssel entschlüsselt werden. Der private 
Schlüssel des Sendenden wiederum erlaubt, Daten digital 
zu signieren. Mit Hilfe des öffentlichen Schlüssels kann die 
Ursprünglichkeit (Authentizität) der Daten überprüft werden. 
Zur sicheren Nachrichtenübermittlung können Kommunika-
tionspartner*innen ihre digitalen Zertifikate austauschen, mit 
dem Ergebnis Nachrichten so zu verschlüsseln, dass lediglich 
die Gegenseite die Nachricht entschlüsseln und die digitale 
Signatur des Sendenden prüfen kann. Ein digitales Zertifikat 
besteht aus dem öffentlichen Schlüssel des Nutzers bzw. der 
Nutzerin sowie weiteren Informationen, etwa zur ausstellen-
den Person des Zertifikats und dem Gültigkeitszeitraum des 
Zertifikats. Zur Vereinfachung und Ermöglichung des Zerti-
fikatsaustauschs bei sich einander unbekannten Kommunika-
tionspartner*innen werden Public-Key- Infrastrukturen (PKI) 
eingesetzt (BSI, 2019c).
Unter einer Public-Key-Infrastruktur wird eine Hierarchie 
digitaler Zertifikate verstanden, die auf asymmetrischer Ver-
schlüsselung basiert. Zunächst wird ein Wurzelzertifikat (root 
certificate) mit einem privaten und öffentlichen Schlüssel bei 
einer für alle Kommunikationspartner*innen vertrauenswür-
digen Zertifizierungsstelle (Certificate  Authority – CA) gene-
riert, das als Vertrauensanker fungiert (BSI, 2019c). 
Zwischen dem bzw. der potenziellen Zertifikatsnut-
zer*in und der CA ist eine Registrierungsstelle (Registration 
 Authority – RA) geschaltet, die die Identität des potenziellen 
Zertifikatnutzers bzw. der -nutzerin erfasst und authentifi-
ziert und die Zertifikatsanfrage an die CA weiterleitet (GBS, 
2016). Die weiteren Zertifikate werden dann mit dem zum 
Wurzelzertifikat gehörenden privaten Schlüssel signiert oder 
aber einem anderen privaten Schlüssel, dessen zugehöriges 
Zertifikat mit dem privaten Schlüssel des Wurzelzertifikats 
signiert wurde. Eine Signatur wird dabei nur dann von der 
Zertifizierungsstelle ausgestellt, wenn spezielle, durch die CA 
definierten Anforderungen (z. B. Nachweise über die Iden-
tität der potenziellen Zertifikatsnutzer*in und die sichere 
Speicherung des Schlüssel durch diese*n) erfüllt sind (BSI, 
2019c). Mittels PKI kann die Integrität und Vertraulichkeit 
von Informationen sowie deren Authentizität (Identifikation 
und Unabstreitbarkeit) hergestellt werden.
Ein Anwendungsfall, in dem eine PKI zum Einsatz kom-
men kann, ist die sichere Kommunikation in virtuellen priva-
ten Netzen (Virtual Private Networks – VPN; itwissen.info, 
2017). VPN sind Netze, die physisch innerhalb eines anderen 
Netzes (z. B. dem Internet) betrieben werden, aber logisch 
von diesem getrennt sind. Sie ermöglichen, dass mittels kryp-
tographischer Verfahren die Integrität und Vertraulichkeit 
von Daten bei der Übertragung in nicht vertrauenswürdigen 
Netzen (z. B. dem Internet) gewährleistet werden. Es wird 
zwischen drei Arten von VPN unterschieden: (1) Site-to-Site-
VPN, bei dem zwei Computernetze über ein VPN verbunden 
werden, (2) End-to-End-VPN, bei dem zwischen zwei End-
geräten ein VPN erstellt wird und (3) End-to-Site-VPN oder 
Remote-Access-VPN, bei dem zwischen einem Endgerät und 
einem Netz ein VPN aufgebaut wird (BSI, 2016: 332).
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Potenziale und Risiken 
Mit Blick auf das Thema Cybersicherheit lässt sich fest-
halten, dass angesichts der IT-Bedrohungen (z. B. durch 
Schadsoftware) und der wachsenden digitalen Ver-
wundbarkeit durch manipulierte Betriebssysteme oder 
Netzknoten die Absicherung der zunehmend digital 
vernetzten kritischen Infrastrukturen wie der Energie- 
oder Wasserversorgung weiter an Bedeutung gewinnt. 
Zudem sind gezielte Sicherheitsmaßnahmen (wie Secu-
rity by Design oder BSI IT-Grundschutz) erforderlich, 
welche wiederum durch Sicherheitszertifikate (bei-
spielsweise ISO Common Criteria) abgesichert wer-
den können. Des Weiteren haben massive Identitäts-
diebstähle, bekanntgewordene und nicht demokratisch 
legitimierte Überwachungsaktivitäten oder digital ver-
ursachte Versorgungsausfälle zu einem Vertrauensver-
lust in den Gesellschaften weltweit geführt. Der Ein-
satz digitaler Technologien zur Erreichung von Nach-
haltigkeitszielen muss daher auf einer wohl fundierten 
Cybersicherheitsstrategie beruhen. Zu ihrer effektiven 
Umsetzung und damit der Wiederherstellung von Ver-
trauenswürdigkeit und zur Risikoreduktion angesichts 
der zunehmenden digitalen Vernetzung müssen die 
nötigen Mittel und Ressourcen zur Verfügung stehen.
3.3.5 
Weitere relevante Technologien
Nach der ausführlichen Beschreibung der Schlüssel-
technologien in den vorangegangenen Kapiteln werden 
nachfolgend weitere, im Zusammenhang mit Nachhal-
tigkeit ebenfalls relevante Technologien kompakt dar-
gestellt. Zu diesen gehören Monitoring und Modellie-
rung (Kap. 3.3.5.1), Augmented und Virtual Realities 
(Kap. 3.3.5.2), Robotik (Kap. 3.3.5.3), 3D-Druck und 




Bei Monitoring handelt es sich um 
die systematische Beobachtung (in 
der Erdbeobachtung Überwachung 
genannt) von Objekten, Prozessen 
oder Umgebungen, beispielsweise 
in Bezug auf ihre Eigenschaften, 
ihr Verhalten oder die Einhaltung 
von Grenzwerten. Es kann der Erfassung von Daten für 
den Erkenntnisgewinn dienen oder auch die Grundlage 
von Steuerungsprozessen sein. Eine besondere Bedeu-
tung für die Nachhaltigkeit hat das Monitoring von 
Erdsystem und Umweltbedingungen, das durch den 
zunehmenden Einsatz von IKT eine rasante Auswei-
tung erfährt. Die Kombination lange etablierter Moni-
toring-Technologien (z. B. Fernerkundung durch Satel-
liten) mit neuen Möglichkeiten der Datenerfassung 
(z. B. durch vernetzte Sensoren des IoT; Kap. 3.3.1) 
und neuen Möglichkeiten der Datenauswertung wird 
bereits unter dem Begriff „Smart Earth“ diskutiert 
(Bakker und Ritts, 2018). Hunderte von Terabyte an 
Erdsystemdaten werden täglich generiert, während die 
Kapazität, diese sinnvoll auszuwerten, bei weitem nicht 
Schritt hält (Reichstein et al., 2019). Monitoring profi-
tiert von automatisierter Datenerfassung und -auswer-
tung, und die zunehmende Digitalisierung und Vernet-
zung erlaubt die Zusammenführung großer Datenmen-
gen, während die Interpretation dieser Daten häufig 
aufwändige Modellierungen erfordert.
Fernerkundung basiert in der Regel auf der Auswer-
tung elektromagnetischer Wellen (z. B. Licht, Infrarot- 
oder UV-Strahlung, Radiowellen) oder auch Schallwel-
len, aus denen dann Rückschlüsse auf die beobachte-
ten Objekte gezogen werden. Fernerkundung kann von 
Satelliten aus erfolgen, von fliegenden oder schwim-
menden Plattformen wie z. B. Drohnen oder auch vom 
Boden aus. Die Systeme können aktiv sein, d. h. sie 
senden Strahlung aus und analysieren die reflektierten 
Anteile (z. B. Radar); überwiegend funktionieren sie 
aber passiv, d. h. reflektiertes Sonnenlicht oder die vom 
beobachteten Objekt selbst ausgehende Strahlung wird 
analysiert. Die Qualität der erzielten Information über 
die beobachteten Objekte hängt zu einem erheblichen 
Teil von der Leistungsfähigkeit der (in der Regel rech-
nergestützten) Auswertung ab sowie von der Verfüg-
barkeit ergänzender Informationen, etwa aus In- situ-
Messungen.
In-situ-Messungen bezeichnen solche Messun-
gen, die unmittelbar vor Ort durchgeführt werden. 
Dabei können verschiedenste Detektoren zum Einsatz 
kommen, die chemische und physikalische Parame-
ter erfassen. Beispiele sind Temperatur, Druck, Hellig-
keit, Beschleunigung, pH-Wert oder Luftfeuchtigkeit. 
Im Zuge der Digitalisierung hat die Verbreitung von 
Sensoren extrem zugenommen, die zunehmend auch 
über das Internet vernetzt sind und Daten in nahezu 
Echtzeit zur Verfügung stellen (Kap. 3.3.1). Sensoren 
sind heute fast überall zu finden: in der Verkehrsinf-
rastruktur, in Ozeanbojen, in Bäumen und im Boden, 
an Fahrzeugen und in Smartphones (Gabrys, 2016: 7). 
Allein Smartphones enthalten bereits eine Vielzahl an 
Sensoren wie Kameras, Mikrophone, Beschleunigungs- 
und Drucksensoren, die sich auch für bürgerwissen-
schaftliche Projekte (Citizen-Science-Projekte) eignen 
( Cartwright, 2016).
Im Klimabereich spielen Messungen und Simulati-
onen schon sehr lange eine wichtige Rolle. Satelliten 
können verschiedene atmosphärische Komponenten 
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wie CO2, Ozon oder Aerosole mit fast globaler Abde-
ckung permanent beobachten, benötigen aber ergän-
zend Messungen vom Boden oder aus der Luft, da sie 
etwa kleinskaligere Prozesse und Stoffflüsse nicht auf-
lösen können (Kulmala, 2018). In der Diskussion ist 
beispielsweise derzeit die Möglichkeit, aus Messdaten 
(Kombinationen von In-situ-Messungen mit boden- 
und satellitenbasierten Fernerkundungsdaten), die 
zunächst nur die Konzentrationen von Treibhausgasen 
messen, mit Hilfe inverser Modellierung (d. h. Rechen-
methoden, die ein beobachtetes Ergebnis auf seine 
Ursachen zurückführen sollen) auch ein vollständiges 
Bild der Emissionen zu erhalten. Die zunehmenden 
Datenmengen in Kombination mit stärkerer Rechen-
leistung lassen erwarten, dass sich dies in einigen Jah-
ren von Forschungsprojekten und Pilotbetrieb hin zu 
stabilen Monitoring-Systemen entwickeln kann.
Auf EU-Ebene ist derzeit das gemeinsam von der 
EU-Kommission und der Europäischen Weltraum-
agentur ESA betriebene Erdbeobachtungsprogramm 
„Copernicus“ zentral, das sich unter anderem auf ein 
eigens geschaffenes Netz europäischer Satelliten stützt, 
aber auch Daten nationaler und kommerzieller Satelli-
ten sowie Messstationen nutzt (ESA, 2019). Teile des 
Systems befinden sich noch im Aufbau. Ziel des Pro-
gramms ist es, eine Vielzahl von Daten aus Ferner-
kundungs- und In-situ-Messungen zusammenzufüh-
ren und über so genannte Dienste Informationen für 
verschiedene Nutzergruppen zeitnah zur Verfügung 
zu stellen. „Kerndienste“ sind die Landüberwachung, 
Überwachung der Meere, Katastrophen- und Krisen-
management, Überwachung der Atmosphäre, Über-
wachung des Klimawandels sowie Sicherheitsdienste 
(Überwachung von Grenzen, Ressourcen und kritischer 
Infrastruktur sowie Kontrolle internationaler Abkom-
men). Auch auf globaler Ebene bestehen bereits viele 
Beobachtungssysteme, etwa das bei der World Meteo-
rological Organization (WMO) angesiedelte Global Cli-
mate Observing System (GCOS) oder das Global Ocean 
Observing System (GOOS), die kontinuierlich weiter-
entwickelt werden, um neue Technologien einzubin-
den, bessere regionale Abdeckungen zu erreichen und 
Zugang zu Daten zu ermöglichen.
Digital unterstützte Technik wird ebenso zunehmend 
für das Monitoring biologischer Vielfalt und den Natur-
schutz eingesetzt (Kap. 5.2.11). Hier reichen die Mög-
lichkeiten von der räumlich und zeitlich hochaufgelös-
ten Beobachtung von Landnutzungsänderungen durch 
Analysen von Satellitendaten (Hansen et al., 2013) bis 
hin zur Verfolgung einzelner Wildtiere. In vielen Fällen 
werden die Tiere selbst als Träger für Sensoren genutzt, 
die dann etwa über Satelliten ausgelesen werden kön-
nen (Curry, 2018). Weitere Bereiche, in denen Monito-
ring bereits heute eine große Rolle spielt, sind neben 
industriellen Prozessen z. B. der Verkehr (Kap. 5.2.8), 
Gebäude (Kap. 5.2.7), Landwirtschaft (Kap. 5.2.9) oder 
auch der menschliche Körper (Kap. 5.3.7).
Echtzeit-Monitoring-Systeme können die Grund-
lage für Frühwarnsysteme bilden, etwa Unterwasser-
sensoren, die Warnungen vor Tsunamis ermöglichen 
können (Witze, 2019). Die zunehmende Verfügbarkeit 
von Datenströmen und Datenanalysen in Echtzeit lässt 
zudem Echtzeitregulierungen im Umweltbereich mög-
lich erscheinen, d. h. Regulierung, die auf unvorher-
gesehene Entwicklungen reagieren kann (Bakker und 
Ritts, 2018). Die Auswertung und Nutzung der Daten 
erfordert allerdings erhebliche (Energie-)Ressourcen 
und hält derzeit mit der immer kostengünstiger wer-
denden Datenerhebung oftmals nicht Schritt. Welchen 
qualitativen Mehrwert KI (Kap. 3.3.3) hierzu liefern 
kann, ist eine offene Forschungsfrage. Zudem entste-
hen Fragen der Zugänglichkeit, Interoperabilität und 
Qualität von Daten und Auswertungsergebnissen.
Vorstellungen in der Forschung gehen bis dahin, die 
menschliche Umwelt möglichst vollständig mit Sen-
soren zu erfassen, umfassend zu modellieren und als 
virtuelles Abbild oder Virtual bzw. Augmented Reality 
(Kap. 3.3.5.2) zur Verfügung zu stellen, und damit die 
reale Welt in eine „browsebare Umgebung“ zu verwan-
deln (Zuboff, 2018: 242; Paradiso, 2017). Diese ver-
meintliche digitale Allwissenheit kann aber ihre Kehr-
seiten haben. So ist nicht immer klar, ob und wie die 
Privatsphäre der Menschen gesichert werden kann, die 
sich in den beobachteten Regionen befinden, oder die 
mit beobachteten Objekten, Pflanzen, Tieren oder Pro-
zessen interagieren. Sensoren sind heutzutage häufig 
so klein, dass sie nicht erkennbar sind. Zudem haben 
Sensortechnologien selbst einen ökologischen Fußab-
druck und generieren nicht zuletzt erhebliche Mengen 
an Elektroschrott (Kap. 5.2.5).
3.3.5.2 
Augmented und Virtual Realities
Unter virtuellen Welten werden 
erweiterte Realität (Augmented 
Reality – AR) und virtuelle Reali-
tät (Virtual Reality – VR) zusam-
mengefasst. AR und VR haben 
angesichts des Preisverfalls elek-
tronischer Hardware wie Dis-
plays, Grafikprozessoren, Trackingsysteme, CPUs und 
Kamerasysteme bei gleichzeitiger Funktionalitätsstei-
gerung in vielen Bereichen außerhalb der Unterhal-
tungsbranche an Bedeutung gewonnen (Dörner et al., 
2016: 31, 37). Hierzu gehören neben dem Militär etwa 
die Automobilindustrie, die Wissenschaft, die Medizin, 
der Bildungssektor und viele andere Bereiche, in denen 
Simulationen notwendig sind (Brill, 2009: 2; Kaminski, 
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2016: 274; van Looy, 2017: 54ff.). 
AR beschreibt eine interaktive Umgebung, in der 
über Endgeräte (z. B. Smartphones, spezielle Brillen, 
PCs oder Fernseher) virtuelle Inhalte in korrekter Per-
spektive in das Umfeld der Nutzerin bzw. des Nut-
zers eingeblendet werden und so die Realität erwei-
tern (Dörner et al., 2016: 33). Die Realitätsnähe wird 
dadurch verstärkt, dass die Darstellung bei Bewegung 
der Nutzer*innen in Echtzeit an die neue Perspektive 
angepasst wird. AR dient dazu, dass Nutzer*innen über 
eine Schnittstelle auf für sie wichtige Daten, Informati-
onen und Bilder zugreifen können (van Looy, 2017: 52). 
Ein Beispiel für eine AR-Anwendung sind Head-up-
Displays, die in Flugzeugen oder Autos eingesetzt und 
mit Hilfe derer wichtige Informationen im Flugzeug 
auf eine zusätzliche Glasscheibe oder im Auto auf die 
Windschutzscheibe projiziert werden. Dies kann etwa 
die zulässige Geschwindigkeit, die effizienteste Stre-
cke zum Ziel oder der Abstand zum vorausfahrenden 
Fahrzeug sein. Bei AR werden großvolumige Daten aus 
unterschiedlichen Quellen mit leistungsfähigen Aus-
gabemöglichkeiten (z. B. Animationen, Text, Sprache) 
intelligent verbunden. Dies geschieht unter Einsatz von 
Technologien wie Big Data, Analytics als einem Teilbe-
reich von Big Data, der zur Verhaltensvorhersage oder 
-auswertung dient, oder etwa mittels cognitive compu-
ting als einem Teilbereich der KI, der eine Simulation 
menschlicher Denkprozesse ermöglicht (Winkelhake, 
2017: 69). AR-Systeme bestehen aus Hardware- und 
Softwarekomponenten. Hierzu gehören Eingabesys-
teme, die zur Erfassung der realen Umgebung einge-
setzt werden, wie z. B. Kameras, Sensoren, Tastatu-
ren, Touchscreens sowie mechanische Geräte. Verar-
beitungssysteme dienen der Verfolgung der Situation 
sowie dem Einbezug virtueller Elemente und weiterer 
Daten zur Darstellung der Gesamtsituation. Ausgabe-
systeme stellen für die bzw. den Betrachtenden die 
Gesamtsituation dar. Hierzu gehören z. B. Datenbrillen, 
Monitore oder Kontaktlinsen mit Display (Winkelhake, 
2017: 70).
Während mit Hilfe von AR-Anwendungen die Wirk-
lichkeit erweitert wird, gehen VR-Anwendungen einen 
Schritt weiter. Hier wird die reale Welt ausgeblendet 
und eine vollkommen andere, virtuelle Welt geschaffen 
(van Looy, 2017: 57). Unter VR versteht der WBGU hier 
„eine von Computern und entsprechenden Programmen 
simulierte Welt, die dem Nutzer durch spezielle Tech-
niken und Schnittstellen vermittelt wird und mit der 
er interagieren kann“ (Brockhaus, 2017). Die Interak-
tion mit der VR, etwa die Möglichkeit, sich in dieser zu 
bewegen oder sie in begrenztem Umfang zu beeinflus-
sen, wird über Ein- und Ausgabegeräte ermöglicht. Dies 
sind z. B. Datenhandschuhe, Ganzkörperanzüge oder 
Head-Mounted-Displays wie VR-Brillen, Ortungssys-
teme, Ohrhörer, Interaktions- und Navigationsgeräte 
oder auch Geräte, die Gesten erfassen oder die Haptik 
der Nutzer*innen ansprechen (Rizzo et al., 2002: 244; 
Schreier, 2002: 43). Technologien wie Sensoren und 
Verfahren des maschinellen Sehens dienen dazu, die 
Position der Nutzerin bzw. des Nutzers im Verhältnis 
zu ihrer bzw. seiner Umgebung zu bestimmen. Darauf 
aufbauend werden Position, Perspektive und Orientie-
rung der virtuellen Inhalte berechnet und präsentiert 
(Dörner et al., 2016: 33). Dies kommt beispielsweise 
in intelligenten Fabriken der Industrie 4.0 zum Ein-
satz und unterstützt die Interaktion von Mensch und 
Maschine (Kap. 5.2.1)
Die Immersion, also „das Gefühl der Benutzer, sich in 
der virtuellen Umgebung zu befinden“ (Brill, 2009: 6), 
wird mit Hilfe der genannten Ein- und Ausgabetech-
nologien ermöglicht. Sie hängt laut Brill (2009: 6) zum 
einen von der Übereinstimmung zwischen realer und 
virtueller Welt ab, zum anderen von dem Maß, in dem 
Nutzer*innen die virtuelle Welt beeinflussen können. 
Im Vordergrund steht, dass Nutzer*innen die Darstel-
lung als real akzeptieren. Weniger relevant ist, ob die 
Darstellung tatsächlich vollkommen realistisch ist (Brill, 
2009: 6f.).
Die Ein- und Ausgabetechnologien lösen Reize aus, 
die verschiedene Sinne der Nutzer*innen ansprechen, 
z. B. die visuelle, auditive, olfaktorische, thermore-
zeptive oder haptische Wahrnehmung (Dörner et al., 
2016: 30). Bei Multi-User-VR können mehrere Nut-
zer*innen mit Hilfe von Avataren Teil virtueller Wel-
ten werden (Lattemann, 2013). Ein Avatar ist eine 
grafische Darstellung, Animation oder etwa Karikatur, 
durch die die Nutzer*in ganz oder teilweise verkörpert 
wird (Duden, 2017). Für Single-User-VR reicht hinge-
gen die perspektivisch korrekte und interaktive Dar-
stellung von in der Hand gehaltenen Interaktionsgerä-
ten und die Nachführung der Sicht aufgrund der Über-
einstimmung mit der körpereigenen Positionswahrneh-
mung aus, um eine Präsenz zu erzeugen. 
Potenziale und Risiken
Nach van Looy (2017: 56) könnte die VR „eine ähnliche 
transformative Wirkung entfalten, wie zuvor das Inter-
net, und vielleicht wird VR sogar das Internet revo-
lutionieren […].“ Generell haben virtuelle Welten das 
Potenzial, die Möglichkeiten der realen Welt zu erwei-
tern oder neue Welten zu kreieren (Welzel, 2017). So 
bietet VR etwa körperlich eingeschränkten Personen 
die Möglichkeit, in der virtuellen Welt als körperlich 
unversehrte Person aufzutreten und auf diese Weise 
physiologische Einschränkungen zu überwinden. Neue 
Möglichkeitsräume entstehen auch im Hinblick auf die 
individuelle Selbstdarstellung. Insgesamt werden mit-
tels VR neue Handlungs- und Gestaltungspotenziale 
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und Potenziale der physischen Entgrenzung möglich 
(Zweck, 2006: 24). 
Im Bildungsbereich können VR- und AR-Anwen-
dungen anschaulich Wissen vermitteln (van Looy, 
2017: 57). Sie können z. B. in der Medizin zu Trainings-
zwecken zur Vorbereitung auf schwierige Operationen 
eingesetzt werden. Auf diese Weise lassen sich Opera-
tionen risikoarm an virtuellen Patient*innen erproben 
(van Looy, 2017: 54, 57). Außerdem können VR-Tech-
nologien zur Behandlung psychologischer Krankhei-
ten eingesetzt werden. Bei einer Angststörung können 
Nutzer*innen in eine virtuelle Welt versetzt werden, 
in der sie mit ihren Ängsten konfrontiert werden (van 
Looy, 2017: 58). Bei Bauprojekten können mit Hilfe von 
VR und AR Entwürfe realitätsnäher visualisiert und 
Planungsfehler vermieden bzw. kostengünstiger besei-
tigt werden (Dörner et al., 2016: 31). Auch virtuelle 
Prototypen können mit Hilfe von AR erstellt werden 
(van Looy, 2017: 54). VR kann zudem zur Visualisie-
rung von Zuständen in Krisengebieten eingesetzt wer-
den. So produzierten die UN und UNICEF unter dem 
Namen „Clouds over Sidra“ eine 360°-VR-Dokumenta-
tion. Diese ermöglicht es Zuschauer*innen, Einblick in 
das Leben in einem Flüchtlingscamp zu erhalten. Nach 
Veröffentlichung des Videos stiegen die Spenden bei 
UNICEF um 100 % (van Looy, 2017: 59). 
VR wird dementsprechend das Potenzial zugeschrie-
ben, Empathie und prosoziale Einstellungen zu fördern, 
indem Nutzer*innen die Möglichkeit gegeben wird, die 
Perspektive von Individuen einer Fremdgruppe einzu-
nehmen und sich in deren Erfahrungswelt besser hin-
einzuversetzen und diese verstehen zu können (Hagen-
dorff, 2016a: 25f.). VR kann soziale Kohäsion jedoch 
ebenso verringern, weil das Eintauchen in eine virtu-
elle Realität eine Isolation der Nutzer*innen notwendig 
macht. VR-Nutzer*innen können ihres sozialen Kon-
textes enthoben werden, mit potenziellen Negativfol-
gen für die soziale Kohäsion (Hagendorff, 2016a: 25). 
In der Literatur wird zudem angenommen, dass VR 
auch kulturelle Wirkungen entfalten werde (Zweck, 
2006: 40f.). So sei davon auszugehen, dass die Art 
und Weise der Gestaltung einer VR Auswirkungen auf 
Strukturen, Hierarchien, Kommunikations- und Inter-
aktionsprozesse sowie das Denken der Nutzer*innen 
haben könne. Weitere Risiken ergeben sich mit Blick 
auf Sicherheitsfragen. Im Zuge der Verbreitung von 
AR-Brillen wird beispielweise der Aspekt des Daten-
schutzes kritisch gesehen, weil die Möglichkeit besteht, 
dass ohne Wissen der Träger*innen über AR-Brillen 
Fotos gemacht oder Videos aufgezeichnet werden oder 
auf andere sensible Daten zugegriffen wird. 
3.3.5.3 
Robotik
Robotik bzw. Robotertechnik 
„ beschäftigt sich mit dem Entwurf, 
der Gestaltung, der Steuerung, der 
Produktion und dem Betrieb von 
Robotern, z. B. von Industrie- oder 
Servicerobotern. Bei menschen-
ähnlichen Robotern geht es auch 
um die Herstellung von Gliedmaßen und Haut, um 
Mimik und Gestik sowie um natürlichsprachliche Fähig-
keiten“ (Bendel, 2016: 191f.). Übergeordneter Sinn und 
Zweck ist dabei, „die Entwicklung von Systemen, wel-
che die Automatisierung menschlicher Tätigkeitsfelder 
vorantreiben“ (Kehl und Coenen, 2016: 120). Bereits 
an dieser Stelle wird deutlich, wie sehr sich etwa in 
Bezug auf mögliche Grade angestrebter Autonomie z. B. 
Industrie- oder gar Teleroboter von menschenähnli-
chen Robotern unterscheiden. Insofern ist die Defini-
tion des Begriffs „Roboter“ keineswegs geklärt, obwohl 
er seit seiner Prägung durch den Künstler Josef Capek 
und seinen Bruder Karel Capek 1920/21 im Sinne von 
humanoiden Apparaturen, die menschliche Arbeit oder 
Serviceleistungen übernehmen (Sombetzki, 2016: 357), 
mit fiktionalen, utopischen und mythischen Assozi-
ationen immer mehr in der Alltagssprache verankert 
wurde (Kasten 3.3.5-1). Insofern markiert die Robotik 
auch anthropologische Grenzfragen zur Reflexion und 
 Klärung des Menschenbildes (Kap. 2).
Potenziale und Risiken 
Da der Preis für Industrieroboter heute in vielen Län-
dern niedriger ist als der Jahreslohn der zu ersetzen-
den Arbeiter*innen, existieren in Folge der Fortschritte 
in der Robotik etwa in Japan „dunkle Fabriken“, in 
denen zum Teil sogar Industrieroboter zur Produktion 
von Industrierobotern eingesetzt werden. In vielen der 
immer noch weitaus zahlreicheren Fabriken mit mensch-
lichen Belegschaften haben Industrieroboter bereits 
seit vielen Jahren aufgrund schnellerer und präziserer 
Ausführung Fließbandtätigkeiten wie etwa Schweißen 
oder Lackieren übernommen. Auch in Lagerhäusern, 
der Landwirtschaft oder im Bergbau nimmt die Präsenz 
von Industrierobotern zu (Walsh, 2018: 108). Jedoch 
sind auch gegenläufige Trends erkennbar: Nach erheb-
lichen Qualitätsproblemen hat Toyota auf ein hybrides 
Konzept der Kollaboration von Mensch und Maschine 
in der Produktion umgestellt (Bork, 2019). 
Ein weiteres, aktuelles Anwendungsgebiet ist das 
automatisierte Fahren, bei dem Autos auf Autobah-
nen oder im Normalfall im Stadtverkehr selbst fahren 
oder gar im vollautomatischen Betrieb ohne jegliches 
menschliche Eingreifen betrieben werden können. 
Neben den sich daraus ergebenden Potenzialen und 
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Risiken für neuartige Mobilitätskonzepte (Kap. 5.2.8) 
geht es um die Vermeidung oder zumindest Verringe-
rung von Unfällen, insbesondere mit Personenschä-
den. Dabei besteht das Risiko, dass ein unreflektierter 
flächendeckender Auf- bzw. Umbau einer vernetzten 
Mobilitätsinfrastruktur dazu führt, dass sich wiederum 
Menschen dieser anpassen müssen, obwohl im Sinne 
des Gemeinwohls die Infrastrukturen an menschliche 
Bedürfnisse anzupassen sind, etwa im Hinblick auf das 
Leben in Städten (Kap. 5.2.7; Daum, 2018). Ebenso 
handelt es sich bei der autonomen Mobilität um eine 
Dual-Use-Technologie, denn automatisierte Fahrzeuge 
und Waffensysteme sind aus technischer Sicht in vie-
len Aspekten nicht weit voneinander entfernt: „Mitt-
lerweile entwickeln und erproben Militärs den Einsatz 
von Robotern auf jedem denkbaren Kriegsschauplatz 
– in der Luft, an Land sowie zur See und unter Was-
ser. Ein Wettrüsten zur Automatisierung des Krieges 
ist im Gange“ (Walsh, 2018: 109). Bereits die „nur“ 
ferngesteuerte und nicht voll automatisierte Droh-
nenkriegsführung ist seit langem tödliche Realität. 
Aus dem Hause Kalashnikov existiert seit jüngstem 
eine auch „für kleine Armeen“ vergleichsweise preis-
günstige „Kamikaze-Drohne“ (Bünte, 2019). Die wei-
tere Miniaturisierung und Automatisierung solcher 
Waffensysteme wird von der Rüstungsindustrie stark 
vorangetrieben und unabhängig davon, in welchem 
Medium sich diese bewegen werden, ist davon auszu-
gehen, dass sie die Welt, ebenso wie heutige Drohnen 
( Kasten 3.3.5-2), nicht sicherer machen werden.
3.3.5.4 
3D-Druck und additive Fertigung
Mit dem Begriff additive Ferti-
gung werden verschiedene Ver-
fahren bezeichnet, bei denen 
„das gewünschte Bauteil auf der 
Grundlage eines digitalen 3D-Mo-
dells durch gezieltes schichtweises 
Auftragen des Ausgangsmaterials 
sukzessive aufgebaut“ wird (Caviezel et al., 2017: 9). 
Da der Fertigungsprozess einige Gemeinsamkeiten mit 
dem 2D-Druck aufweist, wird umgangssprachlich auch 
der Begriff „3D-Druck“ verwendet (Bourell, 2016: 2). 
Additive Fertigung erfolgt computergestützt in drei 
Phasen: Datenaufbereitung (z. B. 3D-Modell), Auf-
tragen der Materialien (Druck) sowie Nachbearbei-
tung (Caviezel et al., 2017: 29; acatech, 2016: 12; ÖFIT, 
2016). Das Schichtbauprinzip ermöglicht es, komplexe 
geometrische Strukturen herzustellen, die mit konven-
tionellen subtraktiven Fertigungsverfahren (hier wird 
das Material abgetragen, z. B. durch Fräsen, Bohren, 
Drehen) nicht oder nur aufwändig realisiert werden 
können (Bauer et al., 2016: 4). Die derzeit kommerzi-
ell wichtigsten Verfahren sind z. B. das Strangablege-
verfahren (fused deposition modelling) und das Laser-
strahlschmelzen (acatech, 2016: 6). Die verschiedenen 
additiven Fertigungsverfahren unterscheiden sich hin-
sichtlich der Ausgangsmaterialien („Filamente“ wie z. B. 
Kunststoffe, Metalle, Keramik, Baustoffe); Größe und 
Geometrie der Werkstücke; Genauigkeit, Geschwindig-
keit und Kosten der Fertigung sowie der Eigenschaf-
ten und Einsatzzwecke der Produkte (Caviezel et al., 
2017: 12, 79). 
Kasten 3.3.5-1
Typologie des Roboterbegriffs
Technische Definitionen, wie etwa „Roboter sind senso-
motorische Maschinen zur Erweiterung der menschlichen 
Handlungsfähigkeit“ (Christaller et al., 2001: 19), sind nach 
Remmers (2018b) häufig entweder zu unspezifisch oder zu 
eng gefasst. So umfasst der Begriff die Realität der Robotik 
von Industrie- über Service-, Haushalts- und Pflegerobotern 
bis hin zu Nanorobotern, sozialen Robotern, den aktuellen 
Stand anthropomorpher Robotik, aber auch ferngesteuerte 
Maschinen (Telerobotik) ebenso wie vor allem aus der Science 
Fiction bekannte Visionen (Kehl und Coenen, 2016). Auch 
unterscheidet sich der Grad an Mensch-Maschine-Interaktion 
zum Teil gravierend. Wie Kehl und Coenen (2016: 100) beto-
nen, lassen sich die drei typischerweise mit Robotern verbun-
dene Kriterien „Autonomie, Verkörperung und (Künstliche) 
Intelligenz […] nicht zuletzt aufgrund ihrer Unbestimmtheit, 
einer Vielzahl von Systemen zuschreiben“. So umfasst zum 
Beispiel Autonomie (Lin et al., 2012) weder die klassische 
Industrie- noch die Telerobotik adäquat, zumal der Auto-
nomiebegriff aus philosophischer Sicht mehrdeutig und 
unscharf ist. Dies betrifft auch die damit verbundene 
Zuschreibung intentionaler Eigenschaften, die zumindest für 
eine handlungstheoretische Interpretation nötig wäre. Robo-
ter handeln nicht im eigentlichen Sinne, weil ihren Bewegun-
gen keine Absicht zugrunde liegt, sie also keine echten (d. h. 
freien) Entscheidungen treffen und nicht über Intentionalität 
verfügen. Nach Remmers (2018b) lassen sich Roboter aber 
durchaus als Maschinen verstehen, deren Funktionen in 
Anlehnung an Handlungen interpretiert werden. Dieses kom-
pakte Verständnis, welches kein vermeintliches Wesen des 
Roboters beschreibt, sondern die Zuschreibung durch den 
Menschen, basiert auf einer zweiteiligen Definition (Rem-
mers, 2018a), der zufolge Roboter erstens „technologische 
Werkzeuge zur Simulation oder räumlichen Übertragung von 
Handlungen“ darstellen sowie zweitens „sich von rein auto-
matisierten Systemen dadurch unterscheiden, dass sie in 
Interaktionen bestimmte Einstellungen seitens des Menschen 
voraussetzen, wie sie normalerweise nur Personen (oder Tie-
ren) gegenüber eingenommen werden“.
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Trotz solcher Unterschiede im Detail haben die Ver-
fahren Gemeinsamkeiten: Auf Abruf können Einzelstü-
cke, Kleinserien, Pilotserien oder Ersatzteile gefertigt 
werden, was die Entwicklungs- und Produktionszeiten 
verkürzt und die Realisierung von Leichtbaukonzep-
ten und komplexen Geometrien oder individualisierten 
Produkten ermöglicht (Bauer et al., 2016: 17). Dies lässt 
sich auch in der Entwicklung der additiven Fertigung 
ablesen, die in vier sich überlappenden und ergän-
zenden Phasen stattfand bzw. stattfindet (Rayna und 
Striukova, 2016: 216f.). Additive Fertigung wird schon 
seit ca. 30 Jahren in der Industrie eingesetzt, erstens 
seit den 1990er Jahren bei der Produktentwicklung 
(rapid prototyping), zweitens dann bei der Herstellung 
von Werkzeugen und Gussformen (rapid tooling) und 
drittens seit der Jahrtausendwende zunehmend auch 
bei der Fertigung von Endprodukten (rapid manufactu-
ring bzw. direct digital manufacturing) wie kleinen Bau-
teilen, Kleinserien, Unikaten in der Schmuckindustrie 
oder in der Medizin- bzw. Dentaltechnik (Caviezel et 
al., 2017: 10, 29; acatech, 2016: 10; Rayna und Striu-
kova, 2016: 216f.). In der vierten Phase hält additive 
Fertigung in Form vergleichsweise günstiger „3D-Dru-
cker“ seit ca. 10 Jahren als personal bzw. home fabri-
cation auch vermehrt Einzug in Privathaushalte sowie 
Orte des Experimentierens und der dezentralen kol-
laborativen Produktion, z. B. Schulen, Universitä-
ten, Makerspaces, FabLabs und offenen Werkstätten 
Kasten 3.3.5-2
Drohnen – Robotik in der Luft
Ein aktuell viel untersuchte Roboterart sind Drohnen (Flug-
roboter). Der Einsatz von Drohnen hat sich im Zuge der 
Miniaturisierung und Preissenkung sensorischer Geräte stark 
erhöht (Sandbrook, 2015). Als Drohnen werden allgemein 
wiederverwendbare unbemannte Flugfahrzeuge (Unmanned 
Aerial Vehicles – UAV) bzw. Flugsysteme (Unmanned Aerial 
System – UAS) bezeichnet. Letztere schließen neben dem 
Fluggerät auch die Steuerungsstation am Boden sowie Kom-
munikationssysteme ein. Die folgenden Ausführungen bezie-
hen sich auf Drohnen in Form unbemannter Luftfahrtgeräte 
bzw. -systeme, die entweder autonom fliegen oder von einem 
Piloten bzw. einer Pilotin (fern-)gesteuert werden (Sand-
brook, 2015; Finn und Wright, 2012: 184) und zu militäri-
schen aber auch zivilen Zwecken eingesetzt werden können. 
Drohnen unterscheiden sich u. a. hinsichtlich ihres Gewichts, 
der maximalen Flughöhe, Reichweite, Ausdauer, Geschwin-
digkeit, den Produktionskosten, der möglichen Tragflächen-
belastung und ihrer Größe – sie können so groß wie ein Insekt 
sein oder aber der Größe eines Flugzeugs entsprechen (Finn 
und Wright, 2012: 184; Sandbrook, 2015; Hassanalian und 
Abdelkefi, 2017: 100). Drohnen können Kameras, Sensoren, 
Aktuatoren (u. a. auch Waffen), Kommunikations-Hardware 
(z. B. Lautsprecher) oder Nutzerschnittstellen zur Bedienung 
der Drohne besitzen (Finn und Wright, 2012: 184; Beard und 
McLain, 2012: xi; Sandbrook, 2015). In der Regel werden 
Drohnen mit bildgebenden Sensoren und mit auf das jeweili-
ge Einsatzgebiet abgestimmten Sonden ausgestattet, etwa zur 
Messung von Temperatur, Luftfeuchtigkeit oder Druck. Mit 
Hilfe eingebauter Aktuatoren können Drohnen elektrische 
Signale in Bewegungen umwandeln und so beispielsweise 
Rettungswege frei räumen. Drohnen, die mit signalgebenden 
Systemen ausgestattet sind, können etwa vor Gefahren war-
nen (Schmoll, 2017). 
Drohnen sind vielseitig einsetzbar. Im militärischen Kon-
text werden sie zur Aufklärung und Zielortung, Zieldarstel-
lung und zur Bekämpfung von Radargeräten und weiteren 
Bodenzielen (bis hin zu einzelnen Menschen) verwendet 
(Brockhaus, 2016). Vielfach werden Drohnen aber auch 
zu zivilen Zwecken eingesetzt, etwa in der Logistik, in der 
Landwirtschaft, im Film- und Unterhaltungssektor, in den 
Bereichen „Sicherheit“ und „Katastrophenschutz“ oder im 
Umweltsektor in der Klimaforschung (Beard und McLain, 
2012: xi, Brockhaus, 2016) und im Ökosystem-Monitoring 
(Kap. 5.2.11). Auch an lebensfeindlichen Orten, wie z. B. 
dem Weltall oder in Wüsten lassen sich Drohnen verwenden. 
Facebook experimentierte mit einer solargetriebenen Drohne, 
die über drei Monate in der Luft bleiben und Menschen in 
abgelegenen Orten mit Zugang zum Internet versorgen sollte 
(Winkelhake, 2017: 76; Herbig, 2019). Neben dem Einsatz 
an Orten, die dem Menschen nicht zugänglich sind, oder in 
Gefahrensituationen, können sie auch zur Entlastung von 
Tätigkeiten eingesetzt werden. So wurde in der Vergangen-
heit etwa die Verwendung von Drohnen in der Landwirtschaft 
oder zum Transport von Paketen erprobt. Der Vorteil von 
Drohnen besteht in ihrer Präzision, Konstanz und Robustheit, 
mit der sie in unterschiedlichen Situationen arbeiten. 
In ethischer Hinsicht kann der Drohneneinsatz problema-
tisch sein, insbesondere die Nutzung von Drohnen in kriege-
rischen Auseinandersetzungen. Große mediale Aufmerksam-
keit erhielt das Thema im Zuge der gezielten Tötungen von 
Terrorverdächtigen mit Hilfe von Drohnen durch die USA 
(Steinke, 2013). Drohnenkritiker*innen führen an, dass 
durch den Drohneneinsatz die Hemmschwelle zum Töten 
gesenkt werde (Hickmann, 2013). Bei der gezielten Tötung 
von Terrorverdächtigen wird zudem angemerkt, dass diese 
ohne vorherigen Gerichtsprozess hingerichtet würden 
( Steinke, 2013). Allerdings werden in der Debatte auch Argu-
mente für den Drohneneinsatz vorgebracht. Mit Hilfe von 
Drohnen ließe sich nach Ansicht von Befürworter*innen die 
Anzahl ziviler Opfer verringern, weil sich Ziele mit höherer 
Präzision treffen ließen (Brockhaus, 2016). Andererseits wei-
sen Kritiker*innen des Drohneneinsatzes darauf hin, dass bei 
Angriffen immer wieder auch Zivilist*innen zu Schaden 
kämen und sich oftmals keine klare Unterscheidung treffen 
lasse, ob es sich um Zivilist*innen oder Kämpfer*innen han-
delt (Steinke, 2013). Risiken bestehen auch mit Blick auf eine 
mögliche illegale Nutzung von Drohnen für terroristische 
Zwecke, wie etwa für Anschläge oder Luftangriffe auf Geg-
ner*innen. Aufgrund der Überwachungsmöglichkeiten durch 
Drohnen kann ihre Nutzung zudem zur Verletzung bürgerli-
cher Freiheiten beitragen, wie dem Recht auf Privatsphäre 
und der Diskriminierung und Marginalisierung von Personen-
gruppen (Finn und Wright, 2012: 189 f.), auch bzw. vor allem, 
wenn vermehrt Laien Drohnen nutzen.
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(Caviezel et al., 2017: 14, 29f.; Kohtala, 2015). Speziali-
sierte Onlineplattformen oder zunehmend auch statio-
näre Geschäfte sind weitere wichtige Angebote (Rayna 
und Striukova, 2016: 217).
Potenziale und Risiken 
Additive Fertigung schafft eine besondere Verbin-
dung zwischen der „digitalen“ und „physischen“ Welt 
und hat daher vielfältige Nachhaltigkeits implikationen. 
Additive Fertigung weist im Vergleich zu konventio-
nellen Produktionsweisen sowohl Vor- als auch Nach-
teile für die Nachhaltigkeit auf. Chancen werden vor 
allem in einer verbesserten Ressourceneffizienz durch 
verbesserte Produkte und Prozesse, verlängerten Pro-
duktlebensdauern (u. a. durch Reparaturfähigkeit) 
sowie Rekonfiguration zu kürzeren, einfacheren und 
lokaleren Wertschöpfungsketten gesehen (Ford und 
Despeisse, 2016: 1573). Additive Fertigung erfordert 
weniger Materialinput und erzeugt weniger Produkti-
onsabfälle (Gebler et al., 2014: 166), wodurch sie Poten-
zial für die Transformation zur (digitalen) Kreislauf-
wirtschaft birgt (EEA, 2017b: 17; Kap. 5.2.1). Die Nut-
zung dieser Chancen ist mit einigen Herausforderungen 
nachhaltiger Fertigung verknüpft, die zusammen mit 
generellen technologischen und ökonomischen Erfor-
dernissen anzugehen sind (Weller et al., 2015: 44ff.). 
Dies betrifft etwa die Umweltwirkungen der verwende-
ten Filamente (Ford und Despeisse, 2016: 1573;  Kellens 
et al., 2017: 5) oder die Auswahl und Gestaltung des 
Verfahrens und zugehöriger Prozesse (Kellens et al., 
2017: 8). Zu berücksichtigen ist insbesondere der spezi-
fische Energieverbrauch, der denjenigen konventionel-
ler Produktionsverfahren um ein bis zwei Größenord-
nungen übertreffen kann und über eine „nachhaltige“ 
Anwendung bzw. den Lebenszyklus kompensiert wer-
den muss (Kellens et al., 2017: 15). Auch der Rechts-
rahmen wird herausgefordert, sowohl in Bezug auf 
Produkthaftung, den Schutz des geistigen Eigentums 
(z. B. gegen Diebstahl von Produktdesigns) als auch die 
Sicherheit und Gesundheit von Personen, die beispiels-
weise durch privat hergestellte Waffen oder Schad-
stoffemissionen bei der Produktion gefährdet werden 
könnten (Kellens et al., 2017: 14; Bourell, 2016: 14; 
Kietzmann et al., 2015: 213). Additive Fertigung eröff-
net als wesentliches Element der dezentralen digita-
len Produktion grundsätzlich auch Teilhabemöglich-
keiten (z. B. in FabLabs; Kap. 5.2.2), doch besteht auch 
die Gefahr einer zunehmenden digitalen Kluft. Letzte-
res berührt vor allem die Zukunft der Arbeit bzw. die 
internationale Arbeitsteilung (Kap. 5.3.8, 5.3.9), weil 
es zur Umverteilung von Arbeit zwischen Beschäftigten 
verschiedener Qualifikationsstufen oder zwischen Län-
dern kommen kann, wenn eine Relokation bzw. Reor-
ganisation der Produktion durch multinationale Unter-
nehmen mit Hilfe additiver Fertigung erfolgt (Gebler 
et al., 2014: 166; Rehnberg und Ponte, 2017: 19). Bei 
der Heimanwendung ist noch unklar, ob eine ähnliche 
Verbreitung wie etwa bei PCs, (Papier-)Druckern oder 
Internet-Routern stattfinden wird (Rayna und Striu-
kova, 2016: 216). Dies gilt ebenso für unerwünschte 
Wirkungen bzw. Rebound-Effekte, wie sie bei den 
genannten Vergleichsbeispielen als steigende Elekt-
roschrottmenge sowie Energie- oder Papierverbrauch 
aufgetreten sind. 
3.3.5.5 
Blockchain und Distributed-Ledger- 
Technologie
Blockchain, oder etwas 
 all gemeiner Distributed- Ledger-
Technologie („verteiltes Regis-
ter“), gilt als Innovation, von der 
anzunehmen ist, dass sie weit-
reichende gesellschaftliche und 
technologische Veränderun-
gen zur Folge haben kann (Schlatt et al., 2016). Neben 
Kryptowährungen gibt es zahlreiche Anwendungsmög-
lichkeiten in anderen gesellschaftlich oder wirtschaft-
lich relevanten Sektoren. Dazu zählen etwa die Katas-
tererstellung, die Sicherung von Gesundheitsdaten oder 
Wahlen (Schlatt et al., 2016: 5, 30; Boucher, 2017: 18f.). 
Einschätzungen, ob diese Technologie tatsächlich in gro-
ßem Umfang dazu genutzt werden wird oder werden 
sollte, variieren jedoch stark (Chapron, 2017; Boucher, 
2017). Distributed-Ledger-Technologie erlaubt es, eine 
bestimmte Eigenschaft digitaler Objekte, nämlich ihre 
nahezu unbegrenzte und kostenlose Kopierbarkeit, zu 
überwinden und digitale Objekte zu schaffen, die es nur 
ein einziges Mal gibt bzw. die eindeutig identifizierbar 
sind (Schwab, 2018: 88). Daher ermöglicht die Technolo-
gie unter anderem die Schaffung von Kryptowährungen 
wie z. B. Bitcoin (Kasten 3.3.5-3), die aber nur eine von 
vielen denkbaren Anwendungen sind. Mit Hilfe krypto-
graphischer Methoden werden dezentral in einem Peer-
to-Peer-Netzwerk Transaktionen der entsprechenden 
digitalen Objekte verifiziert und gespeichert. Es gibt also 
keine einzelne zentrale Vertrauensperson bzw. -institu-
tion, die die Kontrolle über die Prozesse ausübt (Inter-
mediär). Die Rolle des Intermediärs, etwa einer Bank, 
wird gewissermaßen vom Programmcode erfüllt (Zim-
mermann und Hoppe, 2018: 39), während die dezentrale 
Verifikation und Speicherung im Netzwerk Transparenz 
und Nachvollziehbarkeit für alle Beteiligten verspricht. 
Die Distributed-Ledger-Technologie erlaubt darü-
ber hinaus die Einrichtung von Smart Contracts, d. h. 
die Verbindung von programmierbaren Aktionen und 
Transaktionen (Schwab, 2018: 88). Beispielsweise kann 
automatisch erkannt werden, ob die im Vertrag festge-
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legten Voraussetzungen erfüllt sind. Anschließend wird 
die korrespondierende Vertragserfüllung, etwa die Zah-
lung einer Gegenleistung, durch das Programm in Gang 
gesetzt (Welzel et al., 2017: 25). Die Verifizierung von 
Transaktionen durch das Netzwerk erfolgt bei Bitcoin 
sowie den meisten anderen Blockchain-Anwendungen 
über den „proof of work“, bei dem Teilnehmer*innen 
des Netzwerks unter hohem Rechen- und Energie-
aufwand um die Verifizierung konkurrieren, die ihnen 
eine Gegenleistung verspricht (Schwab, 2018: 91; Kas-
ten 3.3.5-3). Derzeit werden weitere Methoden entwi-
ckelt, die auf einen geringeren Energieverbrauch abzie-
len (CLI, 2018: 85), darunter etwa die Proof-of-Stake-
Methode, bei der nur jeweils ein*e Teilnehmer*in des 
Netzwerks eine Rechenleistung erbringen muss (Zim-
mermann und Hoppe, 2018). Derzeit ist aber noch 
unklar, welche Methoden sich zukünftig durchsetzen 
können. 
Potenziale und Risiken 
In der Diskussion um Blockchain bzw. Distributed- 
Ledger-Technologie wird insbesondere die Manipulati-
onssicherheit und Transparenz von Transaktionen her-
vorgehoben. Auch sind Informationen gegenüber einer 
Einflussnahme, z. B. in Form von Zensur und Kontrolle, 
geschützt (Welzel et al., 2017: 19, 26; Purvis, 2017). 
Ausfälle von Servern sind weniger schwerwiegend, da 
die Verifikation der digitalen Signaturen und die Daten-
bankeinträge nicht mehr zentral bei nur einer Instanz 
vorgehalten werden, sondern Kopien dezentral auf 
dem Server jedes Teilnehmers bzw. jeder Teilnehmerin 
gespeichert werden. Insofern garantiert die Blockchain 
eine hohe Ausfallsicherheit und damit verbunden eine 
hohe Datenverfügbarkeit (Schlatt et al., 2016: 35). 
Mögliche Anwendungsbeispiele der Technologie fin-
den sich so z. B. im Bereich der Beurkundung, der Regis-
terführung oder der Verwaltung von Grundbüchern. 
Die Technologie ermöglicht etwa, die Rechtmäßigkeit 
von Eigentumsverhältnissen durch die Protokollie-
rung in der Blockchain transparent und nachvollzieh-
Kasten 3.3.5-3
Bitcoin
Die bekannteste Anwendung der Blockchain-Technologie 
sind Kryptowährungen, wobei vor allem Bitcoin breit in der 
Öffentlichkeit diskutiert wird. Bitcoin ist eine öffentliche 
Blockchain ohne Zugriffsbeschränkungen. Bislang erfolgen 
im Finanzwesen Protokollierung, Durchführung und Absiche-
rung von Finanztransaktionen überwiegend über Vermittler, 
die Banken (Welzel et al., 2017: 7). Als zentrale Instanzen, 
auf die alle involvierten Parteien vertrauen, sind solche Inter-
mediäre dafür verantwortlich, die Transaktionseingänge und 
-ausgänge zu protokollieren, durchzuführen und abzusichern 
(Boucher, 2017: 5). So stellt etwa eine Bank sicher, dass bei 
einer Überweisung das Konto des Absenders bzw. der Absen-
derin gedeckt ist, die Zahlung bei dem oder der Zahlungs-
empfänger*in ankommt und der überwiesene Betrag auf dem 
Absenderkonto abgebucht wird (Welzel et al., 2017: 7). Für 
die Nutzer*innen sind die Funktionsweise des klassischen 
Buchführungssystems und die verwendeten Daten dabei 
intransparent und nicht vollständig nachvollziehbar (Bou-
cher, 2017: 5). 
Durch die Blockchain-Technologie kann für Bitcoins die 
Abwicklung von Transaktionen dagegen dezentral und trans-
parent durch die Nutzer*innen selbst erfolgen, und sie damit 
potenziell vereinfachen und beschleunigen (Welzel et al., 
2017: 7). Die Rechtmäßigkeit einer Transaktion wird dabei 
von den Teilnehmer*innen der Blockchain sichergestellt 
(Boucher, 2017: 5). Durch eine dezentrale Aufzeichnung auf 
dem eigenen PC und dem aller anderen Nutzer*innen kann 
jede*r Teilnehmer*in alle durchgeführten Transaktionen 
nachvollziehen. Die Absicherung von Transaktionen erfolgt 
auf Basis einer Kombination technischer Verfahren, die auto-
matisch und im Namen der Nutzer*innen durchgeführt wird. 
Zu diesen gehören digitale Signaturen (Verschlüsselung), 
Lösung von Kodierungsaufgaben und Peer-to-Peer-Netz-
werke (Computernetzwerke ohne Intermediär; Schlatt et al., 
2016: 8; Welzel et al., 2017: 7). Voraussetzung, um bei der 
Blockchain für Bitcoins teilzunehmen, ist die Installation 
einer bestimmten Software und die Bereitstellung von Rech-
nerleistung (Stratmann, 2017).
Nutzer*innen, die eine Transaktion durchführen möchten, 
müssen diese zunächst digital signieren und sich somit veri-
fizieren (Kryptographie; Kap. 3.3.4). Jede Transaktion wird 
zusammen mit anderen Transaktionen in einem Block aufge-
zeichnet, der an die bereits bestehenden Blöcke angeschlos-
sen wird. Die Blöcke sind chronologisch über eine kryptogra-
fische Signatur miteinander verknüpft, so dass die Kette der 
Blöcke, die Blockchain, alle bisherigen Transaktionen enthält 
(Schlatt et al., 2016: 7). Die Buchführung, also die Prüfung 
und Protokollierung von angestoßenen Transaktionen, wird 
von „Minern“ übernommen. Diese erstellen neue Transakti-
onsblöcke und kontrollieren getätigte Transaktionen (Welzel 
et al., 2017: 8). 
Das Mining, also der Prozess der Erstellung neuer Blöcke 
durch Lösung eines kryptografischen Rätsels (des Hashwer-
tes) ist komplex und rechenintensiv. Der Aufwand der Erstel-
lung neuer Blöcke soll sicherstellen, dass die Blockchain 
manipulationssicher ist, weil nicht ohne weiteres neue, fal-
sche Transaktionen hinzugefügt werden können. Für den 
Aufwand der Erstellung eines neuen Blocks erhält der Miner 
eine Gegenleistung, z. B. in Form einer finanziellen Auf-
wandsentschädigung wie etwa Bitcoins (Boucher, 2017: 5; 
Welzel et al., 2017: 9). Ein neuer Block wird von den anderen 
Nutzer*innen nur dann akzeptiert, wenn zuvor sichergestellt 
wurde, dass alle Transaktionen korrekt sind. Die korrekten 
Transaktionen werden wieder auf der Liste offener Transak-
tionen ergänzt (Welzel et al., 2017: 9). Die bereits erwähnte 
Verknüpfung der Blöcke über den Hashwert gewährleistet die 
Manipulationssicherheit der Blockchain.
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bar nachzuweisen. Auch könnte sie Produktions- und 
Wertschöpfungsketten oder Wartungszyklen nachvoll-
ziehbar machen und ein nachhaltige(re)s Management 
von Lieferketten ermöglichen. So erlaubt Blockchain 
etwa eine Dokumentation der Herkunft von Produk-
ten und Gütern: Indem ein Produkt eine digitale Iden-
tität erhält, lässt sich im Anschluss an eine Transaktion 
nachvollziehen, wie und wozu dieses Produkt verarbei-
tet wurde (Welzel et al., 2017: 20). Kryptowährungen 
könnten Institutionen wie Banken ersetzen und Men-
schen, die kein Bankkonto besitzen, die Durchführung 
von Bankgeschäften und damit der Zugang zum glo-
balen Handels- und Finanzmarkt ermöglichen. Dies ist 
in besonderem Maße für Entwicklungsländer relevant, 
in denen es oftmals an der nötigen Infrastruktur fehlt. 
Das UN World Food Program experimentiert etwa mit 
auf Blockchain basierten Zahlungssystemen in Flücht-
lingslagern (Juskalian, 2018). Als Anwendungsfel-
der für Smart Contracts werden z. B. dezentrale Steu-
erungs-, Verteil- und Abrechnungssysteme für Strom, 
Wasser oder Gas diskutiert. So könnte etwa von einem 
privaten Anbieter dezentral erzeugter Strom aus einer 
Photovoltaikanlage in ein lokales Netz eingespeist wer-
den und anschließend von Menschen in der Nachbar-
schaft gegen Zahlung einer geringen Gebühr in einer 
virtuellen Währung abgenommen werden. Die Transak-
tionskosten wären durch den Wegfall einer zwischen-
geschalteten Instanz in Form eines großen Energiever-
sorgungsunternehmens sehr viel geringer als bei der 
Abnahme von Strom durch ein Großkraftwerk (Dier-
mann, 2016). Auch im Bereich Klimaschutz und -anpas-
sung wird die Nutzung von Smart Contracts diskutiert, 
etwa für erfolgsabhängige Zahlungen für Anpassung 
(CLI, 2018). Sie könnten auch bisherige Barrieren für 
Kreislaufwirtschaft abbauen, indem sie die Bildung von 
Unternehmensnetzwerken erleichtern. Insgesamt wer-
den in die Blockchain-Technologie Hoffnungen gesetzt, 
bisher nicht existierende institutionelle Strukturen zu 
schaffen oder das Vertrauen in bestehende, wenig ver-
trauenswürdige Institutionen zu stärken.
Kritik an der Blockchain-Technologie wird insbeson-
dere im Hinblick auf den notwendigen Ressourcenein-
satz und die Auswirkungen auf die Umwelt geäußert 
(Zimmermann und Hoppe, 2018: 45). Schätzungen für 
Bitcoin reichen bis zu 300 kWh Strom, die für die Durch-
führung einer einzigen Transaktion aufgewendet wer-
den (de Vries, 2018), was bei 200.000 Transaktionen 
täglich einem Stromverbrauch von etwa 60 Mio. kWh 
pro Tag und 22 TWh pro Jahr entspräche. Ein hoher 
Stromverbrauch durch vermehrten Blockchain-Einsatz 
könnte somit die notwendige Transformation der Ener-
giesysteme und den Klimaschutz gefährden (Kap. 5.2.6). 
Außerdem ist umstritten, inwieweit die Blockchain-Tech-
nologie tatsächlich einen Zeitvorteil verspricht. Inzwi-
schen ist beispielsweise die Blockchain, in der Bitco-
in-Transaktionen dokumentiert sind, so lang geworden, 
dass die Abwicklung von Transaktionen vergleichsweise 
langsam vonstattengeht (Schulz, 2016). Es bleibt abzu-
warten, wie neue Ansätze der Verifikation diese Prob-
leme lösen können.
Auch das Thema Sicherheit und Manipulations-
anfälligkeit ist für Blockchain-Anwendungen zentral. 
Erfahrungen mit der Blockchain haben gezeigt, dass 
Programmierfehler bei Blockchain-Implementierun-
gen bereits zu großen Sicherheitslücken geführt und 
erhebliche finanzielle Verluste nach sich gezogen haben 
(Diermann, 2016; Rehak, 2018: 56). Sicherheitslücken 
ergeben sich zudem bei kleinen Blockchain-Netzwer-
ken, wenn es den Nutzer*innen gelingt, mehr als 50 % 
der Rechenleistung unter ihre Kontrolle zu bringen. 
Dann ist es möglich, dass er eigene und damit auch fal-
sche Transaktionen bestätigt (Welzel et al., 2017: 26). 
Problematisch ist in diesem Zusammenhang außerdem, 
dass im verteilten Netzwerk der Blockchain die Nut-
zer*innen selbst für die Sicherheit ihrer IT zuständig 
sind und sicherstellen müssen, dass ihr privater Schlüs-
sel, mit dem sie Transaktionen signieren, nicht durch 
Dritte ausgespäht wird oder sie diesen verlieren (Wel-
zel et al., 2017: 26). Zudem verifiziert eine Blockchain 
immer nur die Korrektheit von Transaktionen virtuel-
ler Werte, nicht aber die Wahrheit der eingetragenen 
Informationen und die reale Existenz ihres Gegenwer-
tes außerhalb der Blockchain (Rehak, 2018: 56). Es 
bleibt also bei Anwendungen, die die physische Welt 
betreffen, das Problem der „letzten Meile“ (Schwab, 
2018: 96), also die Sicherstellung der Kongruenz zwi-
schen digitaler und realer Identität. 
Bei der Verwendung der Technologie bei Wahlen 
ergeben sich Probleme im Hinblick auf die Gewähr-
leistung der Anonymität der Stimmberechtigten sowie 
Möglichkeiten des strategischen Wählens und des 
Stimmverkaufs (Welzel et al., 2017: 22). Offene Fragen 
sind darüber hinaus Haftungsfragen bei technischen 
Problemen, der Umgang mit Risiken und nicht inten-
dierten Auswirkungen, die sich bei Anwendungen im 
Finanzbereich, in der Realökonomie oder im humani-
tären Bereich ergeben. Zudem stellen sich Fragen der 
Standardsetzung und Interoperabilität zwischen ver-
schiedenen Anwendungen (Schwab, 2018: 96). Die 
Hoffnung, dass keine Intermediäre mehr gebraucht 
werden, ist z. T. trügerisch: Letztlich werden die Inter-
mediäre durch Programmcodes ersetzt, und es stellt 
sich die Frage, wer diese Codes kontrolliert und z. B. 
notwendige Anpassungen oder Qualitätskontrollen 
verantwortet.
Kritisiert wird weiterhin, dass die Blockchain-Tech-
nologie aufgrund der finanziellen Anreize, die mit dem 
Erstellen neuer Blöcke verbunden sind, entgegen des 
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Ursprungsgedankens größerer Dezentralität zu einer 
Zentralisierung und Machtkonzentration geführt hat, 
weil große Unternehmen mit ihrer gegenüber Einzel-
akteuren sehr viel höheren Rechenkraft eine dominie-
rende Rolle bei der Blockerstellung übernommen haben 
(Rehak, 2018: 55). Rehak (2018: 57) kritisiert folglich, 
dass „das Fehlen von Machtasymmetrien ausgleichen-
den Institutionen […] hier letztlich im anarcho-libertä-
ren Recht des (Rechen-)Stärkeren [mündet]“. 
Zusammengefasst lässt sich festhalten, dass die 
Blockchain eine ressourcenintensive Technologie ist, 
was bei vermeintlich „nachhaltigen“ Anwendungen 
im Blick behalten und gut abgewogen werden muss. 
Sie sollte dort zum Einsatz kommen, wo die Integri-
tät der Speicherung von Informationen und Transak-
tionen nicht anderweitig gewährleistet werden kann. 
Für verschiedene Anwendungen muss konkretisiert 
werden, wer Einträge verifizieren und sie inhaltlich auf 
ihre Richtigkeit überprüfen kann. Die Legitimation der 
Miner und derer, die verifizieren, spielt hier eine her-
ausragende Rolle. Nachvollziehbarkeit von Transak-
tionen führt auch zur Frage, wie mit sensiblen Daten 
und Informationen umgegangen werden soll. Insgesamt 
befindet sich die Blockchain-Technologie noch in einem 





Das Kapitel 3.3 hat die aus heutiger Sicht fundamen-
talen digitalen Technologien für Nachhaltigkeitsfragen 
beschrieben und mit Blick auf ausgewählte Potenzi-
ale und Risiken bewertet. Niemand kann voraussagen, 
welche Innovationsschübe zukünftig zu erwarten sind. 
Dennoch zeichnen sich bereits heute emergente Eigen-
schaften des Digitalen Zeitalters ab – neue Eigenschaf-
ten, die aus dem Zusammenspiel der technischen und 
gesellschaftlichen Komponenten in ihrem soziotechni-
schen Kontext entstehen und im folgenden Kapitel 3.4 
als Kerncharakteristika erfasst werden. 
Ob sich weitere Kerncharakteristika ergeben wer-
den, bleibt ebenso offen wie zukünftige Technologien 
und deren Relevanz. Nach der Evolutionsökonomie 
entwickeln sich soziotechnische Innovationen ähnlich 
zur biologischen Evolution: Innovationen sind ähnlich 
zu den Mutationen und werden von Märkten selektiert 
(Mainzer, 2016). Die gesellschaftliche, wirtschaftliche 
bzw. politische Rahmung beeinflusst Innovationen, 
so wie Ökosysteme die biologische Evolution. Anders 
jedoch als in der biologischen Evolution sind an sozio-
technischen Innovationen Menschen mit ihren Wert-
vorstellungen beteiligt, die bewusst oder unbewusst 
den Technikwandel als Grundlage der soziotechni-
schen Innovationen steuern beziehungsweise beein-
flussen können. Umgekehrt beeinflussen soziotechni-
sche Innovationen menschliche Wertvorstellungen und 
mit dieser Rückkopplung wiederum die künftige Ent-
wicklung, was auch die normative Kraft des Faktischen 
genannt wird (Mainzer, 2016). Wie in der biologischen 
Evolution vielfältige, mitunter zueinander konträre 
Zukünfte möglich sind, sind die soziotechnischen Inno-
vationen offen für verschiedene Zukunftsbilder. Diese 
Möglichkeit der Zukunftsgestaltung korreliert mit der 
Verantwortung, sie aktiv zu nutzen. Dazu sind die mit 
der Digitalisierung möglichen Veränderungen zentraler 
Lebensbereiche (Kap. 3.5) zu verstehen und proaktiv 
zu gestalten (Kap. 3.6).
3.4
Kerncharakteristika des Digitalen Zeitalters
Die Wechselwirkungen der Digitalisierung mit zent-
ralen zivilisatorischen Lebensbereichen (Erdsystem, 
Wirtschaft, Gesellschaft, Mensch, Technik; Kap. 3.5) 
lassen sich über Kerncharakteristika des Digitalen 
Zeitalters erfassen. Diese werden wesentlich durch 
die Grundfunktionen zugrundeliegender digitalisier-
ter Techniksysteme bestimmt, jedoch nicht durch sie 
determiniert (Schieferdecker und Messner, 2018). Fünf 
Charakteristika (Abb. 3.4-1), die aus den Grundfunk-
tionen der Digitalisierung (Rechnen mit Daten, Spei-
chern, Kommunizieren, Wahrnehmen, Interagieren und 
Kooperieren; Kap. 3.2.1) und den Schlüsseltechnolo-
gien (Kap. 3.3) resultieren, erscheinen so zentral, dass 
sie alle zivilisatorischen Bereiche maßgeblich beeinflus-
sen und rekonfigurieren werden.
Keines dieser fünf Charakteristika ist fundamental 
neu, sondern sie sind alle entlang der Bedürfnisse der 
Menschen angelegt und vielfach historisch verankert, 
aber mit den Mitteln der Digitalisierung weiterentwi-
ckelt und beschleunigt bzw. auf neue Art und Weise 
adressiert. Getrieben durch die hohe Dynamik und das 
erhebliche Ausmaß der digitalen Transformation ent-
steht qualitativ und quantitativ Neues in allen zivili-
satorischen Bereichen und in ihren Wechselwirkungen. 





kum ist die umfassende Vernet-
zung technischer Systeme, die 
auch die Vernetzung von Objek-
ten, Menschen und Organisati-
onen in ihren unterschiedlichen 
Rollen und auf diversen Akteur-
sebenen ermöglicht. Die Vernetzung ist bereits so weit 
fortgeschritten, dass ihre Auswirkungen beinahe über-
sehen werden könnten. Seit Jahrzehnten besteht die 
Möglichkeit, dass Maschinen miteinander kommunizie-
ren und auf diese Weise grundlegende kommunikative 
Fähigkeiten der Menschen erweitern, übernehmen oder 
sogar darüber hinausgehende kommunikative Fähig-
keiten ausbilden (Ellison, 2007; Leiner et al., 2009; Ten-
nenhouse et al., 1997). Im Zuge der Entwicklung und 
Verbreitung des Internets und des zunehmenden Aus-
baus des Internets der Dinge (Kap. 3.3.1) kommt es zu 
einer immer umfassenderen, alle Lebens- und Arbeits-
bereiche durchdringenden Vernetzung (Akyildiz et al., 
2002; Al-Fuqaha et al., 2015; Chen und Kotz, 2000). 
Diese zeigt sich auch auf globaler Ebene: Z. B. besteht 
selbst in abgelegenen Weltregionen Zugang zum Inter-
net. Die ökonomische Globalisierung und die transna-
tionalen Kooperationsmöglichkeiten zwischen Gesell-
schaften sind Resultat und Treiber dieser digitalen 
Vernetzung. Ähnlich der Strukturen im Internet, das 
als Netz von Netzen charakterisiert werden kann, ent-
wickeln sich im Zuge der digitalen Vernetzung immer 
komplexere digital gestützte Verbindungen in der 
Gesellschaft. Es kommt zu einer zunehmenden Verwo-
benheit einzelner Akteure und Akteursgefüge, die sich 
in Größe und Art unterscheiden. Diese intensive Ver-
netzung trägt zum Entstehen vollkommen neuer, auch 
großskaliger Austausch- und Kooperationsbeziehun-
gen bei. Umso wichtiger wird es, die Vielfalt an Abhän-
gigkeitsverhältnissen der Akteure, die häufig quer zu 
bestehenden (nationalen und internationalen) Ord-
nungssystemen bestehen, zu regeln. Dies betrifft z. B. 
die Beziehungen zwischen Digitalkonzernen und Indi-
viduen (z. B. Facebook), zwischen Staaten bzw. Staa-
tengemeinschaften und multinationalen Großkonzer-
nen oder zwischen Individuen untereinander (z. B. in 
sozialen Netzwerken).
Die zunehmende Vernetzung technischer Systeme 
kann die Kritikalität öffentlicher Infrastrukturen ver-
stärken. So sind kritische Infrastrukturen im Bereich 
der Energie-, Wasser-, Wärme-, Lebensmittel-, Mobi-
litäts- oder Gesundheitsversorgung auf eine zuverläs-
sige, sichere und leistungsfähige IKT angewiesen und 
können ohne diese nicht mehr funktionieren (Byres 
und Lowe, 2004; Roman et al., 2011). Daher ist ein 
hohes Maß an Cybersicherheit erforderlich (Kap. 3.3.4). 
Es gilt, die Regeln für die erforderliche Resilienz der 
öffentlichen Infrastrukturen einzufordern und fortzu-
entwickeln (BSI, 2017). Cyberangriffe sollten mit der 
notwendigen Konsequenz verhindert und völkerrecht-
lich verboten werden (Bothe, 2016). 
3.4.2 
Kognition
Das zweite Kerncharakteristikum 
betrifft die Entwicklung kogniti-
ver Fähigkeiten von technischen 
Systemen sowie die Erweiterung 
menschlicher kognitiver Fähigkei-
ten mittels technischer Systeme. Mit 
 Kognition ist dabei im Allgemeinen 
jenseits von Kontroversen innerhalb von und zwischen 
 wissenschaftlichen Disziplinen das Erfassen, Erkennen 
und Erlernen gemeint. Kognition zielt auf das Erfassen, 
AutonomieKognition VirtualitätVernetzung Wissensexplosion
Abbildung 3.4-1
Kerncharakteristika des Digitalen Zeitalters: (1) die allumfassende Vernetzung von Dingen, Systemen, Prozessen, Personen und 
Organisationen, (2) die zunehmenden kognitiven Fähigkeiten digitaler Technik, (3) die wachsende Autonomie digitalisierter Sys-
teme wie z. B. Roboter oder Fahrzeuge, (4) die zunehmende Nutzung virtueller Räume und virtualisierter technischer Angebote, 
sowie als ein Ergebnis von (1)–(4) die ebenso revolutionäre Weiterentwicklung vieler Wissenschaftsdisziplinen, die zu einer bis-
lang ungekannten (5) Wissensexplosion führen.
Quelle: WBGU
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Verarbeiten und Verwenden von Informationen durch 
Menschen oder, im Rahmen entsprechender Modelle 
(Kap. 3.2), auch durch softwarebasierte Systeme und 
damit Maschinen. Aus menschlicher Sicht sind letz-
tere im Sinne eines Spiegels der Realität „im Großen 
und Ganzen zur externalisierten Intelligenz und Ima-
gination geworden“, dessen Bild „sich als das Original 
der Projektion oder als eine weitere mögliche Kons-
truktion dessen heraus[stellt], was es offenkundig 
erzeugte“ (Capurro, 2017: 20). Im Sinne einer Erwei-
terung menschlicher Intelligenz kann mit technischer 
Sensorik, Big Data und KI (Kap. 3.3.1, 3.3.2, 3.3.3) 
zwar oft präziser oder umfassender wahrgenommen 
werden als mit menschlichen Sinnesorganen, was 
jedoch nicht bedeutet, dass sich die bislang wissen-
schaftlich keineswegs geklärte menschliche „Intelli-
genz“ in ihrer Breite und Vielfältigkeit auf maschinelle 
Modelle reduzieren ließe (Ito, 2018: 6; Kasten 3.3-1). 
Im Unterschied zum Menschen zeichnen sich techni-
sche Systeme mit kognitiven Fähigkeiten jedoch auch 
im Sinne der aktuellen „Wissensexplosion“ (Kap. 3.4.5) 
durch ein beliebig skalierbares quantitatives „Gedächt-
nis“ und eine auch bei lang andauernden Berechnun-
gen stabile „Konzentrationsfähigkeit“ aus. Demgegen-
über verfügen sie jedoch bis auf Weiteres weder über 
Emotionen noch körperliche Erfahrungen. Selbst wenn 
Versuche der Modellierung in diese Richtung unter-
nommen werden, bleibt der Glaube, ohne Selektions-
prozesse „künstliches Leben“ reproduzieren zu können 
aus heutiger Sicht ein Mythos, ebenso wie „zu glau-
ben, dass die Verwendung von verschiedenen Materia-
lien bzw. Prozessen bei der Imitation anderer Lebewe-
sen keinen Unterschied zwischen dem Natürlichen und 
dem Künstlichen ausmacht“ (Capurro, 2017: 24; Kehl 
und Coenen, 2016).
Bei zahlreichen heutigen technischen kognitiven 
Anwendungen handelt es sich dementsprechend noch 
um eine sehr einfache Kognition. Auch wenn aktuelle 
Entwicklungen in KI und Deep Learning die Möglichkei-
ten weitergehender kognitiver Fähigkeiten technischer 
Systeme aufzeigen, sind diese noch sehr trainingsinten-
siv und beziehen sich im Wesentlichen auf sehr kon-
krete Aufgabenstellungen (Burgard, 2018; Kap. 3.3.3). 
So kann beispielsweise eine KI-basierte Mustererken-
nung von Sprache oder Bildern umfangreiche Daten-
mengen bewältigen und präziser arbeiten als Men-
schen, solange das zu lösende Mustererkennungspro-
blem angemessen durch die Trainingsdaten erfasst ist. 
Anwendungen sind Handschrifterkennung, Spracher-
kennung, maschinelle Übersetzung oder automatische 
Bildbeschreibung. Sie werden in der Industrierobo-
tik, beim autonomen Fahren oder in der Medizintech-
nik eingesetzt. Eine Klassifikation, Mustererkennung, 
Charakterisierung oder ein logischer Schluss werden 
jedoch immer dann scheitern, wenn es um Situationen 
mit besonderen Daten oder Mustern geht, wenn also 
beispielsweise die Erkennung von Verkehrssituationen 
durch schlechte Sicht, unerwartete Bewegungsabläufe 
oder unerwartete Objekte im Verkehr erschwert wird. 
Eine universelle KI, die beliebige und nicht nur spezi-
elle Probleme lösen kann (Kap. 3.2.2 bis Kap. 3.2.5), 
ist nach derzeitigem Stand nicht absehbar, selbst wenn 
die Suche danach anhält (Schmidhuber, 2009; Hutter, 
2012) und wesentliche Erfolge erzielt werden, die sich 
jedoch jeweils auf ausgewählte Problemklassen wie 
Klassifikationen oder logisches Schließen beziehen.
Auch die Entwicklung technischer Systeme, die Emo-
tionen von Menschen erkennen, reflektieren und in der 
Interaktion mit Menschen beispielsweise in Arbeits-, 
Übungs-, Bildungs- oder Verkehrssituationen nutzen 
können, steht noch am Anfang, aber zeigt bereits jetzt 
interessante Ansätze für die Pflege oder Therapie auf 
(Bernard-Opitz et al., 2001; Minsky, 2007; Mayer et 
al., 2016; Wang et al., 2018). Demgegenüber werden 
Gehirn-Maschine-Schnittstellen (Brain Machine Inter-
faces – BMI; Brain Computer Interfaces – BCI) und 
Gehirn-gesteuerten Neuroprothesen ( Themenkasten 
5.3-2; Kehl und Coenen, 2016;  Birbaumer, 2017) all-
tagstauglicher. Sie kommen für die Unterstützung 
behinderter Menschen (beispielsweise mit Locked-In-
Syndrom) oder die Steuerung von Rollstühlen durch 
Querschnittsgelähmte über EEG-Kappen (Stamps und 
Hamam, 2010) zunehmend zum Einsatz (Lebedev 
und Nicolelis, 2017) und führen potenziell zu einer 




Das dritte Kerncharakteristikum 
des Digitalen Zeitalters betrifft 
die zunehmende Autonomie 
technischer Systeme. Im Wesent-
lichen sind damit eigenständige 
Entscheidungen sowie eigenstän-
dige Bewegungen und (Re-)Akti-
onen technischer Systeme gemeint, wie sie beispiels-
weise in der Industrierobotik, beim automatisierten 
Fahren, für die Flugsicherung oder die Zugsteuerung 
zur Anwendung kommen (Dumitrescu et al., 2018). 
In der öffentlichen Debatte werden derzeit neben 
dem autonomen Fahren (das dem vollautomatisier-
ten Fahren in jeder Fahrsituation entspricht), die Ent-
scheidungsübernahmen im Bankenwesen (beispiels-
weise bei der Kreditvergabe oder im Aktienhandel) 
oder im Sozialwesen (beispielsweise für die Vergabe 
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von Arbeitslosengeld) diskutiert. Durch das Zusam-
menspiel von digitalen Vernetzungstechnologien (z. B. 
Internet der Dinge, Kap. 3.3.1), KI (Kap. 3.3.3) und Big 
Data (Kap. 3.3.2) weiten sich die Anwendungsgebiete 
autonomer Maschinen kontinuierlich aus: Mit Sensorik 
ausgestattete technische Systeme können Muster iden-
tifizieren, die auf Korrelationen basieren und die dem 
Menschen nicht direkt (zum Teil nicht einmal indirekt 
über Technik) vermittelt werden können. Zum Einsatz 
kommen solche autonomen technischen Systeme etwa 
in der Krisenerkennung und -bewältigung. 
Eine hohe Entwicklungsdynamik zeigt sich auch 
im Bereich der Robotik, wo große Fortschritte in der 
Funktionalität, Sensorik und Motorik erzielt wer-
den (Kap. 3.3.5.3). Erfolgte die Übertragung körper-
lich anstrengender Tätigkeiten und für den Menschen 
nicht lösbarer Aufgaben bereits vor Jahrhunderten 
auf Maschinen, sind die derzeitigen Entwicklungen im 
Bereich der intelligenten Robotik als nächster logischer 
Schritt zu begreifen. Der intelligenten Robotik wird das 
Potenzial zugesprochen, soziale und ökologische Prob-
leme lösen zu können, beispielsweise mittels Effizienz-
steigerungen, aber auch durch die höhere Belastbar-
keit, Zuverlässigkeit und Sicherheit, mit der Roboter 
agieren. Während die Übertragung der Verantwortung 
zur Umsetzung körperlicher Aufgaben durch Roboter 
vergleichsweise unumstritten ist, wird die Übertragung 
der Verantwortung zur Lösung gesellschaftlich relevan-
ter Entscheidungen auf Maschinen wie Entscheidungs-
systeme öffentlich stark diskutiert (Kap. 3.2.5). 
Als ein Risiko autonomer technischer Systeme gilt 
insbesondere ihre (funktionale) Sicherheit, d. h. ob von 
ihnen eine Gefahr für Menschen, Gesellschaft oder 
Umwelt ausgeht. Diskutiert wird, ob die Automatis-
men solcher technischen Systeme robust und resilient 
genug sind, um auch in Ausnahmezuständen problem-
los funktionieren zu können. Die Forschung befasst sich 
entsprechend mit Sicherungsmechanismen autono-
mer technischer Systeme auf unterschiedlichen Sicher-
heitsstufen, aber auch mit ethischen und Haftungsfra-
gen algorithmenbasierter Systeme (Kap. 3.2.5). Bei der 
Frage nach der Verantwortung autonomer technischer 
Systeme wird diskutiert, in welchen Fällen eine Über-
tragung der Verantwortung auf technische Systeme 
sinnvoll ist und in welchen Bereichen die Letztentschei-
dung beim Menschen belassen werden sollte. So wird 
in dystopischen Szenarien etwa die Gefahr beschworen, 
dass eine datenbasierte automatisierte Governance das 
Ende der politischen Öffentlichkeit und demokratischer 




Ein weiteres  Kerncharakteristikum 
des Digitalen Zeitalters ist die Vir-
tualisierung physischer Elemente 
und (Teil-)Systeme, d. h. ihre Ver-
lagerung bzw. partielle Substitu-
tion in den virtuellen Raum oder 
ihre digitalen Erweiterungen. Auch wenn hier eine 
gewisse Kontinuität von Schriftstellerei und Theater-, 
Film- und Medienproduktion zur umfassenden multime-
dialen 3D-, 360°- und Echtzeit-Virtualisierung gesehen 
werden kann, sind die technischen Entwicklungen doch 
weitreichender: So ermöglicht Virtualisierung beispiels-
weise, dass sich Individuen an verschiedenen Orten und 
zukünftig auch in verschiedenen Zeiten treffen können. 
Großveranstaltungen können z. B. in virtuellen Räumen 
abgehalten und Diskussionen zwischen Individuen, Ava-
taren und Social Bots geführt werden. Damit kann Virtu-
alisierung etwa die transnationale Vernetzung von Ein-
zelpersonen und Organisationen fördern. 
Zudem können durch den Einsatz digitaler AR- und 
VR-Technologie (Kap. 3.3.5.2) u. a. Planungs-, Design- 
oder Produktionsprozesse ins Virtuelle verlagert wer-
den, um so etwa passende Konzepte zu entwickeln, 
genauere Vorhersagen zu treffen, Optimierungen vor-
zunehmen und damit Kosten zu sparen. Auch können 
Produkte und die Produktion bedarfsgerecht ausge-
staltet und Kreislaufwirtschaften realisiert werden. Um 
diese Potenziale zu heben, müssen genaue, realitätsge-
treue digitale Repräsentationen und Modelle der Aus-
schnitte der physischen Welt generiert werden, die mit-
tels Monitoring, Simulation und Validierung fortentwi-
ckelt und kalibriert werden. 
Virtualisierung birgt zudem das Potenzial bislang 
noch unerreichbare Teile der Welt (z. B. auf der Makro-, 
Meso- sowie auf der Mikro- oder Nanoebene oder in 
anderen Zeitperioden), aus der Welt abgeleitete (z. B. 
zur Vorhersage möglicher Zukünfte) sowie komplett 
neue Umgebungen (z. B. zur Erschaffung alternativer 
Welten) virtuell zu erstellen, die in den Bereichen der 
Unterhaltung, Aus- und Weiterbildung oder zur Ent-
scheidungsfindung eingesetzt werden können. Virtua-
lisierung erlaubt hierfür virtuelle bzw. hybride Erleb-
nisse. So können die Verletzlichkeit von Personen, 
Gruppen, Ökosystemen oder des Planeten unmittelbar 
erfahrbar gemacht und wie reale Erlebnisse vermittelt 
werden. Auf diese Weise kann sich ein Welt(umwelt)
bewusstsein (Kap. 5.3.1) ausbilden.
Allerdings kann Virtualisierung auch negativ wir-
ken, wenn zentrale Aspekte des menschlichen  Lebens 
ins Virtuelle verlagert werden und analoge Erlebnisse 
mit Mensch und Natur vollständig ablösen.





kum des Digitalen Zeitalters ist 
der erhebliche Zugewinn an Wis-
sen der Menschheit in allen Wis-
senschafts- und Forschungsbe-
reichen. So lässt sich im Digita-
len Zeitalter ein massiver Daten- und Informationszu-
wachs konstatieren (Beath et al., 2012), der u. a. durch 
das Internet, das Internet der Dinge (Kap. 3.3.1) und 
Satellitenbeobachtung (Kap. 3.3.5.1) vorangetrieben 
wird. Beispielsweise „[verdoppelt] sich die täglich in 
der Genomik produzierte Datenmenge etwa alle sie-
ben Monate. Die für die Sequenzierung eines einzigen 
Genoms erforderliche Datenmenge ist um das Dreißig-
fache größer als dieses selbst. 2025 sollen die Genome 
von über einer Milliarde Menschen sequenziert sein. 
Der Speicherbedarf hierfür wird mit 2–40 Exabyte jähr-
lich beziffert“ (Schadhauser und Graefen, 2017).
Dieser massive Datenzuwachs ist Treiber und Resul-
tat weitaus umfangreicherer Transformationen: So ent-
wickelt sich der Großteil der Wissenschaftsdisziplinen 
in ganz erheblichem Maße mittels Computing, Vernet-
zung, Virtualisierung und KI weiter. Neue Disziplinen 
entstehen an den Schnittstellen zwischen traditioneller 
Wissenschaft und Digitalisierung. Beispielsweise basie-
ren die gegenwärtige Klimaforschung, Gentechnolo-
gie, moderne Physik oder Materialwissenschaften ganz 
wesentlich auf der Digitalisierung, insbesondere auf der 
digital gestützten Modellbildung und Simulation ver-
schiedener Szenarien. Diese ermöglichen es, bislang 
unbekannte Zusammenhänge aufzudecken, Annahmen 
nachzuweisen oder auch neue Theoreme zu formulieren 
und zu belegen (Hey und Trefethen, 2003). 
Unterstützt durch neue Möglichkeiten zur Wissens-
aufbereitung und -ermittlung sowie den weitreichen-
den digitalen Möglichkeiten für den Zugang zum Wis-
sensstand der Menschheit und neuen wissenschaft-
lichen Erkenntnissen kann sich die Quantität, aber 
auch die Qualität des verfügbaren Wissens erhöhen. 
Denn Wissen und wissenschaftliche Ergebnisse wer-
den unmittelbar nachvollziehbar und neue Ideen oder 
Vermutungen können weltweit reflektiert, diskutiert 
oder kooperativ weiterentwickelt werden (Nosek et al., 
2015; Fecher und Friesike, 2014). 
Allerdings besteht das Risiko verfälschter Daten oder 
Fakten, manipulierter Modelle oder Analysen. Im Ergeb-
nis kann der Wissenszuwachs damit durch die Zunahme 
von Unwahrheiten verhindert werden. Eine wesentliche 
Herausforderung ist darüber hinaus die Bewahrung und 
Absicherung des digitalen Gedächtnisses der Mensch-
heit, das Teil digitaler Gemeingüter (Kap. 5.3.10) ist.
3.4.6 
Folgerungen: Die digitalisierte Technosphäre als 
zentraler gesellschaftlicher Baustein
Die durch die Digitalisierung weiterentwickelte Tech-
nosphäre ist ein zentraler gesellschaftlicher Baustein 
im Digitalen Zeitalter geworden, so wie bereits seit der 
Industriellen Revolution andere Schlüsseltechnologien 
wie Energie- und Automatisierungstechnik zentral auf 
alle zivilisatorischen Bereiche gewirkt haben. Während 
sich gesellschaftliche Analysen in der Vergangenheit 
häufig auf gesellschaftliche Strukturen, Akteure und 
ihre Beziehungen untereinander bezogen haben, greift 
dies im Digitalen Zeitalter zu kurz: Die Sozio-Technizi-
tät aller Lebensbereiche ist zu einem neuen Momen-
tum der menschlichen Zivilisation geworden. Digital 
gestützte Vernetzung, Kognition, Autonomie, Virtu-
alität und die daraus resultierende Wissensexplosion 
wirken im Digitalen Zeitalter auf alle Lebensbereiche, 
wie in Kapitel 3.5 weiter ausgeführt wird, und müssen 
daher systemisch betrachtet werden. 
3.5
Veränderungen zentraler Lebensbereiche im 
Digitalen Zeitalter
Das Verständnis des Digitalen Zeitalters kann nicht bei 
den sich entwickelnden Kerncharakteristika stehenblei-
ben, sondern muss zudem um eine kritische  Analyse der 
Wechselwirkungen der Digitalisierung mit dem Erdsys-
tem, der Wirtschaft, der Gesellschaft, den Individuen 
und mit den vormals analogen Techniksystemen ergänzt 
werden (Abb. 3.5-1). Diese Analyse wird in diesem Kapi-
tel angestoßen und fortfolgend im Gutachten vertieft. 
Für jeden der zentralen Lebensbereiche Erdsys-
tem, Wirtschaft, Gesellschaft, Mensch und Technik 
ergeben sich aus der Digitalisierung Konsequenzen, 
die – ohne in blinden Technikdeterminismus zu ver-
fallen – die Kraft haben können, die jeweils etablier-
ten Merkmale dieser Bereiche erheblich zu verändern. 
Viele dieser absehbaren Veränderungen könnten posi-
tiv genutzt werden, um im Sinne einer Transformation 
zur Nachhaltigkeit etablierte Pfade zu verlassen. Viele 
sind jedoch zunächst einmal radikale Herausforderun-
gen mit ungewissem Ausgang. Perspektivisch sind für 
jeden Bereich große Potenziale ebenso möglich wie 
Risiken. Eine rechtzeitige Gestaltung ist damit wichtig 
für das Einhegen der Risiken wie auch für die Nutzung 
der disruptiven Kraft der Digitalisierung für die globale 
Nachhaltigkeitstransformation und die Überwindung 
von Pfadabhängigkeiten.
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3.5.1 
Digitalisierung und die Erdsystemperspektive
Digitale Innovation trifft im 
Anthropozän auf ein Erdsys-
tem, dessen Leitplanken fun-
damental auf die Probe gestellt 
werden. Die zusätzlichen Ein-
wirkungen digitaler und digi-
talisierter Techniksysteme auf 
die geophysikalischen, biolo-
gischen und atmosphärischen Prozesse des Planeten 
und lokaler Umwelten sind daher kritisch zu hinterfra-
gen. Hierzu zählen nicht nur direkte Auswirkungen der 
mit den neuen Infrastrukturen, Geräten und ihrer Nut-
zung einhergehenden Stoffströme und Energieverbräu-
che, sondern auch indirekte Effekte auf Ökonomie und 
Gesellschaft durch Erkenntnisgewinn oder Verhaltens-
änderungen (Hilty, 2008). Folgende drei  Kernthemen 
scheinen zentral zu sein: 
 > Ressourcen- und Ökosystem(über)nutzungen: Im 
Digitalen Zeitalter müssen die kumulativen Effekte 
der Digitalisierung auf die globale Ressourcennut-
zung und die Belastung der Ökosysteme betrachtet 
werden. Dabei sollten die Potenziale digitaler Tech-
nologien zur Unterstützung der Großen Transforma-
tion zur Nachhaltigkeit mit den Risiken der Digitali-
sierung, etwa durch Pfadabhängigkeiten und 
Rebound-Effekte, abgewogen werden – wobei die 
derzeitige Datenlage in Bezug auf den Energie- und 
Ressourcenverbrauch noch keine abschließende, 
geschweige denn globale Bilanz zulässt (Köhler et 
al., 2018). Potenziale liegen u. a. in Effizienzsteige-
rungen bei Energienutzung und Stoffkreisläufen. 
Durch deren verbesserte Gestaltung, Steuerung und 
Überwachung ergeben sich Chancen für Energie-
wende, Kreislaufwirtschaft und einen nachhaltige-
ren globalen Rohstoffverbrauch (Kap. 5.2.1, 5.2.3). 
Die Nutzung dieser Chancen ist jedoch kein Auto-
matismus, sondern erfordert entsprechende Innova-
tionsanreize und regulatorische Rahmenbedingun-
gen. So kann die Digitalisierung bei entsprechender 
politischer Gestaltung als Wegbereiterin eines klima-
verträglichen Energiesystems dienen (Kap. 5.2.6). 
Risiken werden unter anderem im direkten Ressour-
cenverbrauch der digitalen Technik sowie digitaler 
und digitalisierter Infrastrukturen gesehen 
(Kap. 5.2.5). Neben Emissionen bergen auch Immis-
sionen große Sprengkraft: Der breitflächige Eintrag 
und die mögliche Bioaktivität technologisch genutz-
ter Materialien in die Biosphäre kann zu erheblichen 
Belastungen von Mensch und Umwelt mit toxischen 
Stoffen führen (Kap. 5.2.5). Zudem sollten toxische 
und persistente Stoffe in den digitalen und digitali-
sierten Infrastrukturen und Geräten möglichst durch 
Alternativen ersetzt werden (z. B. Kohlenstoff- 
Nanomaterialien für Seltene Metalle, Arvidsson und 
Sandén, 2017; Kap. 5.2.5.3). 
 > Erkenntnisgewinn und Veränderung von Umweltbil-
dern: Digitale Technologien potenzieren, beschleuni-
gen und erleichtern den Erkenntnisgewinn über das 
Erdsystem und könnten dadurch das Verhältnis zwi-
schen Menschheit und Planeten perspektivisch 
revolutionieren. Die globale Vernetzung ermöglicht 
mit sensibler Sensorik und Petaflop-Rechenkapazi-
tät erstmals in der Menschheitsgeschichte das (Live-)
Monitoring (Kap. 5.2.11), Modellieren und Simulie-
ren planetarischer Kreisläufe und Prozesse (Hu et 
al., 2010; Kramer, 2002; Belward und Skøien, 2015). 
Dieser Wissenszuwachs kann das Verständnis des 
Erdsystems und der planetarischen Leitplanken ver-
bessern. Dies birgt das Potenzial, die Auswirkungen 
der Menschheit auf das Erdsystem nicht nur besser 
nachzuvollziehen, sondern auch zu überdenken und 
zu ändern. Ob der Perspektivwechsel in Richtung 
einer Großen Transformation zur Nachhaltigkeit 
weist, ist dabei umstritten. Grundsätzlich sind indi-
vidueller und kollektiver Erkenntnisgewinn die 
Grundlage für einen bewussteren Umgang mit dem 
Erdsystem. Im Sinne des Anthropozäns könnte diese 
umfassende Sicht auf den Planeten jedoch auch die 
Hybris der menschlichen Gattung beflügeln und zu 
immer riskanteren und intensiveren Eingriffen in das 
Erdsystem führen. Die zunehmende Virtualisierung 
MenschGesellschaftWirtschaft TechnikErdsystem
Abbildung 3.5-1
Die durch die Digitalisierung beeinflussten zentralen Lebensbereiche: Erdsystem, Wirtschaft, Gesellschaft, Mensch und Technik.
Quelle: WBGU
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von Umwelterfahrungen ist zudem eine zentrale 
Veränderung der Beziehung zwischen Mensch und 
Erdsystem, wenn Menschen grundlegende physi-
sche Umwelterfahrungen durch virtuelle Repliken 
ersetzen (Baudrillard, 1981). Digitalisierung birgt 
aber auch die Hoffnung z. B. durch digitale Vernet-
zung und virtuelle Simulation die Vielfalt und Inter-
konnektivität des planetarischen Lebens für Men-
schen verständlich und erlebbar zu machen. Erst-
mals könnte dadurch eine Art globales Welt(umwelt)
bewusstsein entstehen und der respektvolle, empa-
thische Umgang mit den verschiedenen Lebensfor-
men des Planeten begünstigt werden (Kap. 5.3.1). 
 > Verminderung von Umwelteinflüssen durch Virtuali-
sierung: Der beschriebene digital unterstützte 
Erkenntnisgewinn und die Veränderung von (Um-)
Weltbildern sind wichtige Bausteine der Transforma-
tion zur Nachhaltigkeit. Unabdingbar ist darüber 
hinaus, dass umweltschädliche Konsum- und Pro-
duktionspraktiken ersetzt werden (Kap. 5.2.3). 
Digitalisierung könnte durch suffizienzorientierte 
Sharing-Modelle (Kap. 5.2.2) und Virtualisierung 
sozialer und ökonomischer Interaktionen zur Dema-
terialisierung der Befriedigung menschlicher Bedürf-
nisse beitragen. Erstens wird digital unterstützt 
immer mehr als Dienstleistung („as a Service“) ange-
boten (Duan et al., 2015; Xu, 2012): z. B. „Mobilität 
als Dienstleistung“ (Kap. 5.2.8), bei der etwa mit 
multimodalen Routenplaner-Apps eine umweltscho-
nendere Mobilität ermöglicht wird. Zweitens werden 
in der Virtualisierung Chancen gesehen, indem z. B. 
Prozesse so weit wie möglich in die Cloud verlagert 
werden und nur noch die absolut notwendigen phy-
sischen Komponenten vor Ort anzutreffen sind 
(EMF, 2016: 39). Zudem wird in der digital unter-
stützten Heimarbeit ein Instrument zur Vermeidung 
von Verkehr gesehen. Ähnliche Hoffnungen ruhen 
auf Ressourceneinsparungen durch das „papierlose 
Büro“ und die Virtualisierung verschiedenster 
Dienstleistungen. (Duan et al., 2015; Xu, 2012). All 
dies muss die Risiken von Ressourcen- und Ökosys-
tem(über)nutzungen und für Datenschutz und Pri-
vatsphäre angemessen berücksichtigen. 
3.5.2 
Digitalisierung und die Rekonfiguration von 
Markt und Wirtschaft
Es ist wohl unumstritten, dass 
der digitale Wandel Wirt-
schaftssysteme und Märkte 
erheblich beeinflusst und teil-
weise grundlegend umgestaltet. 
Es entsteht eine Vielzahl neuer 
Güter und Dienstleistungen, in 
direkter Verbindung zu physi-
schen Gütern oder im digitalen, virtuellen Raum. Daten 
und Informationen können dank der technischen Fort-
schritte bei Informationserfassung und -verarbeitung 
in bislang nicht gekanntem Maß wirtschaftlich gewon-
nen und verwertet werden. Digitale Vernetzung und 
Kommunikation senken Transaktionskosten und bauen 
Informationsdefizite und -asymmetrien ab. Die durch 
den digitalen technischen Wandel ausgelösten Prozesse 
auf wirtschaftlicher Ebene sind dabei nicht immer neu-
artig, doch treten sie meist mit einer zuvor unbekann-
ten Geschwindigkeit und Breitenwirkung auf. 
Aggregiert betrachtet sind es vor allem drei Berei-
che, in denen Wandel durch Digitalisierung zu zentra-
len Veränderungen führen kann: 
 > Marktstruktur und -konzentration: Der digitale Wan-
del schafft nicht in jedem Fall völlig neue Marktfor-
men: Plattformen bzw. allgemeine „zweiseitige 
Märkte“ (Kasten 4.2.2-1) oder nicht monetäre 
Tauschgeschäfte sind in ihren Grundsätzen bekannt. 
Indem etwa die Grenzen zwischen Gütern und 
Dienstleistungen verschwimmen oder die temporäre 
Nutzung gegenüber dem Eigentum an (langlebigen) 
Gütern im digitalen Raum neu und leichter organi-
sierbar werden (z. B. Sharing-Ökonomie, 
 Produkt-Service-Systeme), gewinnen derartige 
Marktformen jedoch an Verbreitung und Bedeu-
tung. Das Vordringen digitaler Technologien verän-
dert zudem generell Marktstrukturen. Wettbewerbs-
fördernde Wirkungen der Digitalisierung drohen 
dabei gerade längerfristig überlagert zu werden von 
ebenfalls in der Digitalisierung angelegten, starken 
Treibern steigender Marktkonzentration: Niedrige 
bzw. oft vernachlässigbare Grenzkosten digitaler 
Güter und Dienste tragen zu ihrer Skalierbarkeit und 
ihrem hohen disruptiven Potenzial bei, haben aber 
auch zur Folge, dass sich längerfristig nur einzelne 
dominante Anbieter durchsetzen („winner takes all“, 
„Superstar-Unternehmen“, Autor et al., 2017a). 
Netzwerkeffekte, die etwa Plattformen charakteri-
sieren, und die zunehmende Abhängigkeit digitaler 
Güter und Dienste sowie weiterer digitaler techni-
scher Entwicklungen von Daten verschärfen diese 
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Konzentrationstendenzen zusätzlich (Kap. 4.2.2; 
Prüfer und Schottmüller, 2017). Durch das Vordrin-
gen digitaler Schnittstellen und komplementärer 
digitaler Dienste sowie digitaler Alternativen greifen 
diese Konzentrationstendenzen zudem auf ursprüng-
lich nicht digitale Märkte über. 
 > (Um-)Verteilung von Wertschöpfung: Der digitale 
Wandel bringt mit Daten einen neuen und immer 
bedeutenderen wertschaffenden Faktor hervor, der 
in Konkurrenz zu den klassischen Produktionsfakto-
ren Arbeit und Kapital tritt. Zudem kann mit Hilfe 
immer „intelligenterer“ Maschinen in immer weite-
ren Bereichen menschliche Arbeit ersetzt werden. 
Auch wenn bislang noch unklar ist, wie weit diese 
Substitution von Arbeit durch Maschinen reichen 
wird und ob der Wegfall von Beschäftigung nicht 
durch neue Betätigungen und Arbeitsformen kom-
pensiert wird, sind mit dieser Entwicklung, zumin-
dest in einer Übergangsphase, vielfältige Vertei-
lungsimplikationen auf verschiedenen Ebenen ver-
bunden (Kap. 5.3.9; Berg et al., 2018a). Die Grenzen 
zwischen Gewinnern und Verlierern verlaufen dabei 
zwischen den klassischen Produktionsfaktoren 
Arbeit und Kapital, zwischen Arbeitskräften mit 
unterschiedlicher Qualifikation, aber auch zwischen 
Gruppen mit unterschiedlichen Nutzungsmöglich-
keiten von Daten und digitalen Technologien 
(Kap. 5.3.8). Die Finanzierung staatlicher Hand-
lungsspielräume und Sicherungssysteme, deren 
Bedeutung mit Blick auf die Abfederung der Folgen 
des technischen Fortschritts perspektivisch zuneh-
men wird, wird durch diesen Wandel am Arbeits-
markt ebenso betroffen wie die sonstigen, über die 
wirtschaftliche Teilhabe hinausreichenden gesell-
schaftlichen Funktionen von Arbeit (z. B. gesell-
schaftliche Teilhabe und Selbstwertgefühl; 
Kap. 5.3.9). Neben neuen Systemen der sozialen 
Sicherung und Gewährleistung wirtschaftlicher Teil-
habe scheint längerfristig ein Wandel des gesell-
schaftlich verankerten und akzeptierten Arbeitsbe-
griffs notwendig. 
 > Staatliche Rahmensetzungen: Mit der hohen 
Geschwindigkeit des digitalen technischen Fort-
schritts, der schnellen Skalierbarkeit von Geschäfts-
modellen im digitalen Raum und der immer engeren 
globalen Vernetzung von Mensch und Maschinen 
ergeben sich teils extreme Entwicklungs- und 
Marktdynamiken. Markt- und Wettbewerbsregulie-
rung aber auch Steuersysteme können vielfach nicht 
mit dieser Dynamik Schritt halten. Es besteht die 
Gefahr, dass sie der zunehmenden Bedeutung imma-
terieller Wirtschaftsgüter und von Märkten mit star-
ken Netzwerkeffekten nicht gerecht werden. So sind 
Steuer- und Abgabensysteme z. B. mit neuen Her-
ausforderungen konfrontiert, die aus der Erfassung 
des wirtschaftlichen Wertes von Datentransaktio-
nen oder der regionalen Zuordnung von Gewinnen 
aus dem globalen Einsatz von Algorithmen resultie-
ren (Kasten 4.2.2-2). Gleichzeitig drohen traditio-
nelle Besteuerungsgrundlagen durch die Umvertei-
lung von Wertschöpfung weg von Arbeit zu erodie-
ren (Kapitel 5.3.9). Allerdings eröffnen umfassen-
dere Möglichkeiten des Monitorings und der 
zeitnahen Information auch neue Ansätze für 
Besteuerung, insbesondere im Bereich Umweltver-
schmutzung und Ressourcennutzung. 
 > Neue Wirtschaftspraktiken und Formen der Steuerung 
bzw. Koordination wirtschaftlicher Tätigkeiten: Die 
Senkung von Informations-, Such- und Transaktions-
kosten im Zuge der Digitalisierung verbessert einer-
seits die Funktionsfähigkeit von Märkten erheblich 
(Mayer-Schönberger und Ramge, 2017; Goldfarb et 
al., 2019). Andererseits werden Märkte als bislang 
dominante Form der Koordination wirtschaftlicher 
Aktivitäten von Produktion und Konsum durch die 
Digitalisierung und neue, datenbasierte Steuerungs- 
und Kooperationsformen (neu) herausgefordert 
(Kap. 4). Algorithmenbasierte Verfahren, etwa auch 
durch die Ausdehnung von Scoring-Systemen 
(Kap. 5.3.3), bieten grundsätzlich Möglichkeiten, 
gesellschaftliche oder staatliche Ziele direkt bei der 
Verteilung von Gütern und Ressourcen umzusetzen 
(Chalvatzis et al., 2019). So werden grundsätzliche, 
letztlich gesellschaftliche Fragen aufgeworfen, etwa 
dazu, in welchen Bereichen die Verteilung von Güter 
und Faktoren über Märkte erfolgen und in welchen 
Bereichen diese Märkten entzogen werden sollte, um 
sie aus gesellschaftlichen bzw. ethischen Gründen 
nicht an die individuelle (wirtschaftliche) Leistungs-
fähigkeit zu knüpfen. Entsprechende Debatten ent-
zünden sich etwa im Bereich der Sharing-Ökonomie. 
Zu beachten sind dabei aber auch die Nachteile und 
Gefahren der neuen daten- und algorithmenbasierten 
Steuerungsmöglichkeiten, die mit einem Verlust an 
individueller Entscheidungsfreiheit, Anonymität und 
Privatheit verbunden sind sowie Gefahren hoher 
Machtkonzentration und von Manipulation (z. B. von 
Präferenzen) bergen. Auf einzelwirtschaftlicher 
Ebene kann der digitale Wandel zu einer Neu- und 
Umstrukturierung von Koordinations- und Produk-
tionsprozessen innerhalb und zwischen Unternehmen 
führen. Mit der wachsenden Bedeutung von Gütern 
ohne direkte bzw. bewusst vermiedene Nutzungs-
konkurrenzen scheinen auch Formen kollaborativer 
Produktionsprozesse wichtiger zu werden (Kap. 5.2.2, 
5.3.10). Nicht zuletzt könnte Digitalisierung auch die 
Transformation der linearen  Wirtschaft zur Kreislauf-
wirtschaft befördern (Kap. 5.2.1, 5.2.5).
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3.5.3 
Digitalisierung und der Wandel gesellschaftlicher 
Ordnung
Auch aus gesellschaftspoliti-
scher Perspektive haben die in 
Kapitel 3.4 ausgeführten Kern-
charakteristika des Digitalen 
Zeitalters Konsequenzen. Die 
Vernetzung entfaltet sich als 
gestiegene Verflechtung unter-
schiedlicher Akteure – als Trei-
ber einer polyzentrischen Systemstruktur innerhalb 
wie jenseits staatlicher Gebilde (Kap. 4). Die Aspekte 
der Kognition realisieren sich in der immer stärker aus-
geprägten Koexistenz automatisierter (einschließlich 
autonomer) Systeme und Menschen in nahezu allen 
gesellschaftlichen Teilbereichen, bis hin zu den gesell-
schaftlichen Konsequenzen einer umfassenden Kolla-
boration von Mensch und Maschine. Automatisierung, 
autonome Systeme und insbesondere Datenerfassung 
und algorithmenbasierte Entscheidungsfindung (Algo-
rithmic Decision Making – ADM) können zu neuen, oft 
ambivalenten Treibern von Gesellschaft und Ökonomie 
werden (Kap. 5.3.3). Virtualität verändert die räum-
liche Gestalt von Gesellschaft und ihrer staatlichen 
wie lebensweltlichen Handlungsräume (Kap. 5.3.1). 
Schließlich bedarf der Anstieg an verfügbarer Informa-
tion und entstehendem Wissen individueller wie kol-
lektiver Verarbeitungskompetenzen und Mündigkeit 
(Kap. 5.3.4). Für Gesellschaften sind es vor allem vier 
Bereiche, in denen Digitalisierung zu zentralen Verän-
derungen führt: 
 > Privatheit: Eine geschützte Privatsphäre ist gesell-
schaftspolitisch nicht nur notwendig als Ausdruck 
und Schutz individueller Freiheit, sondern auch als 
Bedingung der Möglichkeit kollektiven Handelns im 
demokratischen Gemeinwesen (Jacob und Thiel, 
2017). Herausgefordert und teils in Frage gestellt 
wird der Schutz der Privatsphäre im Digitalen Zeit-
alter u. a. durch algorithmische Mustererkennung, 
Datenökonomie und Praktiken einer digitalisierten 
Öffentlichkeit (Kap. 5.3.2). Die Privatsphäre wird 
durch unterschiedliche Akteure bedroht: durch das 
eigene Selbst, Mitmenschen und Unternehmen bis 
hin zu Behörden und Staaten (z. B. Kap. 5.3.7, 5.3.3). 
Es zeigt sich eine Weggabel zwischen allumfassender 
Transparenz und Vernetzung einer Post- Privacy-
Welt einerseits und der Suche nach funktionieren-
den individuellen wie institutionellen Maßnahmen 
zum nachhaltigen Schutz der Privatsphäre 
(Kap. 8.3.1) andererseits. Die Entscheidung über die 
einzuschlagende Richtung wird zentrale Auswirkun-
gen auf die Würde sowie die Teilhabe und insbeson-
dere Eigenart der Menschen haben.
 > Demokratische Teilhabe, Öffentlichkeit, Partizipation 
und Mündigkeit: Nach einer anfänglichen Euphorie 
über Partizipationsmöglichkeiten, Demokratisierung 
und Transnationalisierung durch digitale Technolo-
gien in den 1990er und 2000er Jahren (Siedschlag et 
al., 2002; Vowe, 2014; Zipfel, 1998) werden ange-
sichts tiefgreifender Veränderungen in der Struktur 
demokratischer Öffentlichkeit auch kritische Debat-
ten geführt – etwa zur Zugänglichkeit der digitalen 
Öffentlichkeit und den Gefahren der zunehmenden 
Fragmentierung, Polarisierung und Verflachung 
digitaler Kommunikation (Jacob und Thiel, 2017; 
Kap. 5.3.2). Zunehmende Vernetzung und IKT – bis 
hin zur Virtualität – könnten demokratische Gemein-
wesen einerseits bereichern, andererseits aber auch 
durch algorithmische Steuerung, Daten- und Auf-
merksamkeitsökonomie in ihrer Verfasstheit 
erschüttern (Kap. 5.3.3). Gesellschaften stehen vor 
der wichtigen Aufgabe, ihre Integrität und „kollek-
tive Mündigkeit“ neu zu stärken (Kap. 5.3.2). Insti-
tutionelle und medienpolitische Reformen sind hier 
ebenso relevant wie Bildungspolitik (Kap. 5.3.4).
 > Staatlichkeit, (staatliche) Souveränität, Ordnungs-
muster: Nachdem in der anfänglichen Phase der Ver-
breitung von Internet und IKT der entstehende 
Cyberspace noch als Raum jenseits staatlicher Sou-
veränitätsansprüche gefeiert und gefürchtet wurde, 
wird mittlerweile der digitale Raum als ein „Ort der 
Hypersouveränität“ (Thiel, 2014b) gesehen, der 
Staaten im Fall des Verlusts demokratischer Rechts-
staatlichkeit eine vollständige Überwachung ermög-
licht. Weitere relevante Themen bezüglich der (Neu)
Ordnung staatlicher Souveränität sind außerdem 
etwa Cybersicherheit und digitale Kriegsführung, 
genauso wie neue Aushandlungs- und Regulierungs-
prozesse im Feld der Internet-Governance (Jacob 
und Thiel, 2017; Kasten 4.2.7-1). Zudem fungiert 
Digitalisierung als Multiplikatorin für praktisch alle 
Elemente der Globalisierung: Vernetzung, digitale 
Kommunikation und Virtualisierung beschleunigen 
die weitere Entgrenzung von Wirtschaftsprozessen 
und unterminieren somit an anderer Stelle staatli-
ches Regieren, das häufig noch eng an territoriale 
Grenzen gebunden ist (Kap. 4.2.6). Im Zuge des digi-
talen Wandels komprimieren sich allerdings nicht 
nur zeitliche und räumliche Prozesse, sondern es 
verbreitert sich darüber hinaus das Spektrum der 
gestaltenden Akteure: Nationale Institutionen und 
Wirtschaftsunternehmen interagieren im polyzent-
rischen Akteursgeflecht genauso wie sub- und zwi-
schenstaatliche Instanzen, zivilgesellschaftliche 
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Gruppen, Individuen oder die Tech-Community 
(Kap. 4). 
 > Ungleichheit und Teilhabe: Ungleichheit ist national 
wie global ein übergreifendes, gesellschaftspolitisch 
brisantes Thema. Mit Bezug zu gesellschaftlichen 
Dimensionen der Digitalisierung sind Ungleichheits-
fragen sowohl zwischen als auch innerhalb von 
Gesellschaften wesentlich. Auf globaler, zwischen-
gesellschaftlicher Ebene steht hier neben einer digi-
talen Kluft (digital divide) zwischen Staaten unter-
schiedlichen Entwicklungstands mit Blick auf 
Zugang zu digitalen Infrastrukturen, Endgeräten 
und der nötigen Bildung auch die allgemeinere Frage 
nach den Gewinnern und Verlierern des digitalen 
Wandels im Raum. Innerhalb von Gesellschaften 
tangiert die Digitalisierung aber auch weitere Dimen-
sionen von Ungleichheit, etwa die Diskriminierung 
nach Vermögen, Alter oder Gender. Bestehende 
Muster gesellschaftlicher Diskriminierung reprodu-
zieren sich dabei einerseits in der Domäne digitaler 
Technik; andererseits bietet sich dort potenziell auch 
Raum zu deren Überwindung (Kap. 5.3.6). Zentral 
für Verteilungs- und Teilhabefragen sind ferner Ver-
änderungen wirtschaftlicher Strukturen, wie sie 
etwa schlagworthaft mit „Datenkapitalismus“ oder 
„digitaler Prekarisierung“ einerseits (Hofmann, 
2017; Ehrlich et al., 2017) und positiv besetzten 
Visionen digitaler Gemeingüter andererseits 
(Kap. 5.3.10) umschrieben werden. Die arbeitswelt-
lichen Umwälzungen und sozialen Auswirkungen 
der Digitalisierung erfordern gerade angesichts der 
oben angerissenen Herausforderungen für staatli-
ches Regieren und sozialstaatliche Mechanismen 
zusätzliche gesellschaftliche Aufmerksamkeit – nicht 
zuletzt um Ungleichheitsdynamiken rechtzeitig ein-
zuhegen. 
3.5.4 
Digitalisierung am und im Menschen
Zentral für den Blick auf den 
digitalen Wandel – auch und 
gerade im Kontext der Trans-
formation zur Nachhaltigkeit 
– ist der in Kapitel 3.1 expli-
zierte Blick vom Menschen aus. 
Auf persönlicher Ebene reichen 
die Wechselwirkungen mit dem 
digitalen Techniksystem von vielen kleinen Annehm-
lichkeiten und positiv empfundenen Befähigungen bis 
zu möglichen datenschutzrelevanten Einschränkun-
gen der Selbstbestimmung oder Eigenart (Kap. 5.3.7; 
 Themenkasten 5.3-2). Es sind hier vor allem drei The-
menfelder, in denen Wandel durch Digitalisierung zu 
zentralen Herausforderungen führen kann:
 > Mensch-Maschine-Interaktion: Die individuelle oder 
kollektive, teils kollaborative Interaktion mit techni-
schen Schnittstellen, Robotern und KI ist ein schon 
jetzt zentrales und sich stetig weiterentwickelndes 
Themenfeld. Dabei sind Erweiterungen menschli-
cher Praktiken in technische und virtuelle Sphären 
sowie eine Ausweitung technischer Elemente in den 
individuellen Alltag zu beobachten. Viele Potenziale 
für einen integrativen und gelingenden Umgang der 
Menschen mit Technik liegen darin, diese Grenzen zu 
verwischen und die Schnittstellen zu verbessern. Es 
drohen jedoch auch problematische Entwicklungen: 
Die immer stärker ausgefeilte Imitation menschlicher 
Kommunikation durch künstliche Systeme erfordert 
die explizite Kennzeichnung von Maschinen in der 
Interaktion.
 > Individuelle Mündigkeit und Selbstbestimmung: Ins-
besondere datengetriebene Angebote fordern die 
Möglichkeiten der Individuen zu individueller Mün-
digkeit und einer selbstbestimmten Lebensführung 
heraus, etwa durch Profiling und Big Nudging 
( Helbing, 2017; Kap. 5.3.3). Zudem ist durch eine 
bereits heute nahezu allumfassend mögliche Daten-
erhebung und -analyse die Privatsphäre gefährdet, 
auch wenn nationale und internationale Gesetze 
dem entgegenstehen. Hier spielen Aspekte von Bil-
dung genauso eine Rolle wie weiterentwickelte Kon-
zepte von Wohlbefinden („Well-Being“) oder solida-
rischer Lebensqualität im Digitalen Zeitalter 
(Kap. 5.3.4, 5.2.3). 
 > Technisierung des Menschen: Digitale Lösungen 
ermöglichen schon heute Kompensationen etwa bei 
Menschen mit Behinderungen, aber auch die „Opti-
mierung“ menschlicher Fähigkeiten, von der Prothe-
tik bis hin zu Implantaten und körpernahen Schnitt-
stellen. Perspektivisch entwickeln sich neue Wege 
zur Weiterentwicklung des Menschen selbst 
( Themenkasten 5.3-2; Kap. 7.4). Kritisch zu sehen 
ist hier vor allem die mögliche Entstehung individu-
ellen und sozialen Drucks durch neue gesellschaftli-
che normative Vorstellungen sowie potenziell stei-
gende Ungleichheit – nicht nur zwischen arm und 
reich, sondern damit eng verbunden nicht optimier-
ten versus optimierten Individuen. Es gilt auch hier, 
die Frage nach grundlegendem Wert, Erhalt und 
potenzieller Dynamik der biologischen Natur des 
Menschen zu stellen (Kasten 7.3-2). 
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3.5.5 
Digitalisierung der Techniksysteme des 
 Menschen 
Bereits vor über vierzig Jah-
ren beschrieb Friedrich Rapp 
(1978) die Technosphäre als 
„zweite Natur“, die sich nicht 
wie in früheren Epochen naht-
los in die Naturabläufe einfüge. 
Als Technosphäre, die die tech-
nische Umgebung des Menschen 
bildet, werden gemeinhin die Gesamtheit der von Men-
schen hervorgebrachten technischen Systeme und die 
damit verbundenen gestaltenden Veränderungen der 
Natur bezeichnet (Rapp, 1978; Zalasiewicz et al., 2017). 
Zu ihr zählen die technischen Systeme in urbanen 
und ländlichen Räumen, Bergwerken, in den Mee-
ren und der Luft. Sie umfassen urbane Infrastruktu-
ren wie Mobilitätstrassen, Ver- und Entsorgungssys-
teme, Häuser und Gebäude, Gesundheitseinrichtungen, 
 Produktionsanlagen, Maschinen und Produkte. Nach 
Jan Zalasiewicz (2017) ist die Technosphäre ein System 
mit eigener Dynamik und eigenen Energieflüssen; der 
Mensch ist längst von diesem System abhängig, um zu 
überleben.
Diese Techniksysteme werden wie jeder andere 
Lebensbereich wesentlich durch die Digitalisierung 
beeinflusst, verändert und weiterentwickelt. Ausge-
wählte Techniksysteme oder Teile davon werden ver-
schwinden oder nur noch in Nischen existieren. Bei-
spielsweise werden Filme vorrangig digital produziert, 
analoge Regelungstechnik weicht der digitalen oder 
analoge Fernmeldestellen und Radio- und Fernsehsen-
der werden durch digitale abgelöst. Neue Techniksys-
teme wie das World Wide Web sind entstanden. Es sind 
vor allem drei Bereiche, die aus Nachhaltigkeitspers-
pektive durch Digitalisierung Veränderungen erfahren: 
 > Kommunikation, Information und Bildung: Die Digi-
talisierung hat die Kommunikations- und Informa-
tionsmöglichkeiten radikal verändert. Heute ist es 
möglich, nahezu sofort an jedem Ort, mit jeder Per-
son und jederzeit (Popescu-Zeletin et al., 2004) 
weltweit textuell, auditiv, audiovisuell, multimedial 
als auch interaktiv bilateral oder multilateral und 
demnächst auch haptisch zu kommunizieren. Viel-
fältige Informationsangebote ermöglichen Zugang 
zu Wissen der Menschheit, bringen Menschen die 
nationalen und internationalen Kultur- und Natur-
güter sowie aktuelle Entwicklungen, politische, 
wirtschaftliche und wissenschaftliche Sachstände 
nahe und unterstützen so auch informierte Entschei-
dungen zur Nachhaltigkeit (Fuchs, 2008). Onlinean-
gebote können bestehende Möglichkeiten des 
Zugangs zu Bildung und Weiterbildung übertreffen 
(Kap. 5.3.4; Moore und Kearsley, 2011). Zuverläs-
sige Zugänge zu Kommunikations- und Informati-
onsangeboten sollten für jede Person zugänglich 
sein und werden an verschiedenen Stellen als Teil 
der digitalen Grundrechte diskutiert (Hoffmann und 
Schulz, 2015). Zudem ist darauf hinzuarbeiten, dass 
Individuen sich auf die Qualität und Korrektheit von 
Informationen verlassen können, und dass Meinun-
gen von Personen sowie Aussagen von Maschinen 
als solche erkennbar bleiben. Dazu ist der souveräne 
Umgang mit den Kommunikations- und Informati-
onsangeboten zu stärken und durch Aus- und Wei-
terbildungsangebote zu unterstützen (Kerres, 2018). 
 > Öffentliche Infrastrukturen: Die Digitalisierung öffent-
licher Infrastrukturen, wie z. B. für die Wasser- oder 
Stromversorgung, wird durch Initiativen wie smarte 
Städte und Kommunen (Chourabi et al., 2012; Zanella 
et al., 2014), smarte Mobilität (Burns, 2013) und 
smarte Energienetze (Siano, 2014) vorangetrieben. 
Gemeinsam ist diesen Ansätzen, dass die für die Ver-
waltung, Mobilität oder Energieversorgung genutzten 
Infrastrukturen über Sensorik und Aktuatorik so 
digitalisiert werden, dass Zustandsinformationen 
nahe Echtzeit erhoben und für Nachvollziehbarkeit, 
Vorhersagen, Simulationen und Entscheidungsunter-
stützung bis hin zur (teil-)automatisierten Steuerung 
genutzt werden können (Kitchin, 2014; Zygiaris, 
2013). Die digitalisierte Beobachtung und Steuerung 
der Infrastrukturen und öffentlichen Räume wird nur 
dann zuverlässig, skalierbar, sicher und vertrauens-
würdig geschehen, wenn die Normen und Regularien 
zur Informationsweiterverwendung, zur Datensicher-
heit und zum Datenschutz personenbezogener, per-
sonenbeziehbarer, kommerzieller und öffentlicher 
Daten eingehalten beziehungsweise eingefordert 
werden. Datensouveränität sowie Datenschutz und 
-sicherheit sind ebenso wie Inklusivität, Barrierefrei-
heit, Netzneutralität, Resilienz sowie Robustheit digi-
taler und digitalisierter Infrastrukturen zentrale 
Anforderungen für den Betrieb digitalisierter öffent-
licher Infrastrukturen (Lewis, 2014). Der Aufbau 
öffentlich-rechtlicher IKT-Infrastrukturen könnte 
hier eine Option sein (Kap. 5.3.5). 
 > Produktion, Logistik und Produkte: Die Vision 
 Industrie 4.0 adressiert die digitale Vernetzung von 
Produktion, Logistik und Produkten und deren 
intelligente Steuerung und Optimierung (Kap. 5.2.1; 
Drath und Horch, 2014). Mit Industrie 4.0 und der 
damit verbundenen digitalisierten Nachverfolgbar-
keit wäre Kreislaufwirtschaft in einem bislang uner-
reichten Ausmaß möglich (Kagermann, 2015). 
Andererseits ermöglicht Industrie 4.0 neben der 
Verbesserung von Produktion, Logistik und Produk-
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ten auch die Los-1-Produktion, also das auf die indi-
viduellen Ansprüche von Kund*innen oder Nut-
zer*innen ausgelegte Produkt. Dadurch kann sowohl 
gezieltere als auch längere Produktnutzung durch 
stärkere Identifikation erfolgen, aber auch Konsum-
steigerung. So können die mit der Los-1-Produktion 
verbundenen Nachfragesteigerungen sowie die wei-
tere Effektivierung in Produktion, Logistik und Pro-
dukten zu Ungunsten der Umwelt und der Arbeit-
nehmer*innen ausfallen (Gabriel und Pessl, 2016). 
Sie kann aber auch die Potenziale für einen nach-
haltigen Konsum heben (Kap. 5.2.3), da individuali-
sierte Produkte den gezielten Konsum und die Mini-
mierung von Nichtnutzung oder Abfall unterstützen. 
Eine weitere Perspektive auf die Vernetzung von 
Produkten, Logistik und Produktion ist eine mögli-
che Zunahme von Verhaltensanalysen, -beeinflus-
sung oder -steuerung von Verbraucher*innen oder 
Arbeitnehmer*innen, der mit dem Schutz der 
( digitalen) Privatsphäre begegnet werden kann und 
sollte.
3.5.6 
Folgerungen: Gestaltungsaufgaben verstehen 
und annehmen
Kapitel 3.5 spannt den Möglichkeitsraum auf, wie sich 
Digitalisierung auf die  ökologischen, ökonomischen, 
gesellschaftlichen und technischen Systeme sowie auf 
Individuen auswirken und dazu beitragen kann, pla-
netarische Leitplanken einzuhalten. Dekarbonisierung, 
Ressourcen- und Emissionseffizienz sowie Kreislaufwirt-
schaft könnten durch digitale Innovationen leichter und 
schneller erreicht werden als ohne sie. Digitalisierung 
könnte zudem dazu beitragen, gesellschaftliche Moder-
nisierungspotenziale zu erschließen. Weltumspannen-
des Wissen, weltumspannende Kommunikation sowie 
die weltgesellschaftliche Vernetzung in virtuellen und 
hybriden Räumen können Nachhaltigkeitstransforma-
tionen beschleunigen, menschliche Teilhabe verbessern, 
Welt(umwelt)bewusstsein stärken und eine transnati-
onal vernetzte Gesellschaft hervorbringen, in der zwi-
schenstaatliche Organisationen, grenzüberschreitende 
Netzwerke und Wissenschaft sich ergänzen und glo-
bale Kooperationskulturen entwickeln und nutzen. Die 
rasche und umfassende Mobilisierung dieser Möglich-
keiten einer digital gestützten Großen Transformation 
zur Nachhaltigkeit ist erforderlich.
Dieses Kapitel zeigt jedoch auch, dass es per se keine 
Technologiedeterminierung für die großen Herausfor-
derungen der Menschheit gibt. Die Digitalisierung der 
vergangenen Dekaden – Internet, vielfältige Endgeräte, 
zunehmende Produktionsautomatisierung – haben im 
Ergebnis zu immer weiter steigenden Energie- und Res-
sourcennutzungen sowie zu globalen Produktions- und 
Konsummustern geführt, wodurch die Ökosysteme und 
das Erdsystem insgesamt zunehmend massiv  belastet 
werden. Der aktuelle digitale Innovationsschub übersetzt 
sich nicht automatisch in Nachhaltigkeitstransformatio-
nen. Dazu ist eine enge Kopplung von Nachhaltigkeits-
leitbildern mit Technologiedurchbrüchen notwendig. 
Ebenso sind die gesellschaftlichen Innovationspoten-
ziale des digitalen Wandels keine Selbstläufer. Derzeit 
scheinen Gesellschaften eher durch die Geschwindigkeit 
und Tiefe technologischer Umbrüche und deren Nut-
zung durch mächtige,  insbesondere private, aber auch 
staatliche Akteure überwältigt und überfordert zu sein.
Digitalisierung zur Umsetzung der Agenda 2030 
ist folglich eine große Gestaltungsaufgabe, die eines 
Modernisierungsschubs auf nahezu allen Akteursebe-
nen bedarf, um digitale Kompetenzen zu schaffen und 
mit den Anforderungen der Nachhaltigkeitstransfor-
mation zu verbinden. Gelingt dies nicht, werden sich 
technologie- und kurzfristorientierte Eigendynamiken 
durchsetzen, und die Verknüpfung der digitalen Trans-
formation mit der Nachhaltigkeitstransformation wird 
dann nicht gelingen. 
3.6
Das Digitale Zeitalter und Nachhaltigkeit aus der 
Sicht internationaler Organisationen 
Die nachhaltige Gestaltung der genannten und weiterer 
Lebensbereiche steht im Zentrum der Agenda 2030 und 
von Aktivitäten verschiedener internationaler Organisa-
tionen. Digitalisierung wird von internationalen Organi-
sationen zunehmend als Handlungsfeld und Handlungs-
auftrag in den Blick genommen. In diesem Kapitel wird 
exemplarisch der Diskussionsstand internationaler Orga-
nisationen zu Fragen der Digitalisierung in Bezug auf 
die Große Transformation zur Nachhaltigkeit reflektiert. 
3.6.1 
Ausgewählte Berichte
Der globale digitale Wandel erlangt zunehmend die Auf-
merksamkeit internationaler Organisationen, die sich 
mit nachhaltiger Entwicklung befassen. Dies zeigt die 
steigende Zahl von Berichten, in denen die Wirkungen 
des Digitalen Zeitalters auf Wirtschaft, gesellschaftli-
che Entwicklung und die Erreichbarkeit der SDGs the-
matisiert werden. Exemplarisch werden im Folgenden 
zehn Berichte zum Thema „Digitalisierung und nachhal-
tige Entwicklung“ besprochen, die im Zeitraum 2016–
2018 veröffentlicht wurden (Kasten 3.6-1). Die aus-
gewählten Studien verfolgen durchweg einen anwen-
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dungs- und lösungsorientierten bzw. politikberatenden 
Ansatz mit internationaler Perspektive. Das Ziel der 
vergleichenden Durchsicht dieser Berichte ist es, einen 
Eindruck von der Rahmung des Themas und der Emp-
fehlungslandschaft zur (politischen)  Gestaltung des 
Digitalen Zeitalters zu gewinnen. 
3.6.2 
Kernaussagen und Empfehlungen der Berichte
Weltentwicklungsbericht 2016 „Digital Dividends“ 
der Weltbank 
Die thematischen Schwerpunkte der seit 1990 veröffent-
lichten Weltentwicklungsberichte der Weltbank spiegel-
ten vielfach die Bedeutung des jeweiligen Themas in der 
entsprechenden Epoche internationaler Zusammenarbeit 
wider. Die Wahl des Themas Digitalisierung als Schwer-
punkt des Weltentwicklungsberichtes 2016 ist ein Indiz 
dafür, dass das Thema in den strategischen Abteilun-
gen internationaler Organisationen angekommen ist. 
Der Weltentwicklungsbericht 2016 „Digital Dividends“ 
(World Bank, 2016) stellt die Potenziale der Digitalisie-
rung für Armutsbekämpfung und Entwicklung in den 
Mittelpunkt und nennt Wachstum, Beschäftigung und 
Dienstleistungen als die wichtigsten Renditen digitaler 
Investitionen. Allerdings, so wird konstatiert, ist die Ver-
breitung dieser digitalen Dividenden noch sehr lang-
sam (fast 60 % der Weltbevölkerung haben noch keinen 
Zugang zum Internet, World Bank, 2016: 5) und abhän-
gig vom Einkommen, dem Geschlecht und dem Wohn-
ort: „The internet remains unavailable, inaccessible, and 
unaffordable to a majority of the world’s population” 
(World Bank, 2016: 8). 
Damit von digitalen Technologien alle  Weltregionen 
und gesellschaftliche Gruppen profitieren können, 
muss die verbleibende digitale Kluft geschlossen wer-
den, insbesondere beim Internetzugang (Abb. 3.6.2-1). 
Dabei ist ein für alle erschwinglicher Zugang zum Inter-
net zwar wichtig, aber alleine nicht ausreichend, um 
Entwicklungsfortschritte zu erzielen. Zusätzlich benö-
tigen digitale Investitionen daher Unterstützung durch 
„analoge Ergänzungen“, um wirksam werden zu kön-
nen, so eine zentrale Botschaft des Weltentwicklungs-
berichts 2016. Solche analogen Ergänzungen umfassen 
(1) ein wettbewerbliches Umfeld, (2) digitale Kompe-
tenzen der Nutzer*innen und (3) verantwortungsvolle 
Regierungen, die das Internet für die Stärkung der Zivil-
gesellschaft einsetzen. Die Schaffung dieser Rahmen-
bedingungen ist, so der Weltentwicklungsbericht, eine 
Gestaltungsaufgabe für jedes Land. Ein allen Bevölke-
rungsgruppen zugängliches Internet kann Inklusion, 
Effizienz und Innovation verbessern, gleichzeitig gilt 
es aber auch, Risiken wie starke Überwachung bzw. 
Kontrolle, Zunahme von Ungleichheit sowie Macht-
konzentration bzw. Monopolbildung zu verhindern 
(Abb. 3.6.2-2).
Der Weltenwicklungsbericht betont – neben natio-
nalen Gestaltungsnotwendigkeiten – auch die Bedeu-
tung des Internets für globale Kooperation. Einerseits 
kann das Internet die Lösung globaler Probleme erleich-
tern, andererseits bedarf die Regulierung des Internets 
selbst globaler Kooperation (World Bank, 2016: 292ff.). 
Dafür ist es erstens notwendig, eine internationale 
Internet-Governance zu etablieren, da das Internet 
technische Koordination und harmonisierte Normen 
erfordert, um einen reibungslosen Betrieb weltweit 
zu gewährleisten. Zweitens bedarf es der Gestaltung 
 globaler digitaler Märkte, insbesondere des Abbaus 
von Hemmnissen eines grenzüberschreitenden Daten-
flusses, globaler Standardsetzung für Datenaustausch 
Kasten 3.6-1
Zehn exemplarisch ausgewählte Berichte 
internationaler Organisationen zum Thema 
Digitalisierung und Nachhaltigkeit, die im 
Zeitraum 2016–2018 veröffentlicht wurden
1. UNCTAD – United Nations Conference on Trade and 
Development (2018): Technology and Innovation Report 
2018: Harnessing Frontier Technologies for Sustainable 
Development.
2. GSM Association und Boston Consulting Group (2017): 
Embracing the Digital Revolution: Policies for Building 
the Digital Economy.
3. IEA – International Energy Agency (2017): Digitalization 
& Energy.
4. OECD – Organisation for Economic Co-operation and 
Development (2017a): Key Issues for Digital Transforma-
tion in the G20. Report Prepared for a Joint G20 German 
Presidency/OECD Conference.
5. OECD – Organisation for Economic Co-operation and 
Development (2017b): The Next Production Revolution. 
Implications for Governments and Business.
6. OECD – Organisation for Economic Co-operation and 
Development (2017c): Digital Economy Outlook 2017.
7. UNCTAD – United Nations Conference on Trade and 
Development (2017): Information Economy Report 
2017. Digitalization, Trade and Development.
8. The Earth Institute und Ericsson (2016): ICT & SDGs – 
How Information and Communications Technology can 
Accelerate Action on the Sustainable Development Goals, 
Final Report.
9. World Bank (2016): Digital Dividends. World Develop-
ment Report 2016.
10. WEF – World Economic Forum (2016): Digital Transfor-
mation of Industries: Societal Implications. White Paper.
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und einer Anpassung des Schutzes geistiger Eigentums-
rechte an die Herausforderungen des Digitalen Zeital-
ters. Drittens erlauben digitale Technologien eine viel 
bessere und umfangreichere Erhebung und Nutzung 
von Daten und Informationen für nachhaltige Entwick-
lung. Dabei bedürfen die beiden größten globalen Her-
ausforderungen, die Erhaltung der natürlichen Lebens-
grundlagen und Armutsbekämpfung (World Bank, 
2016: 303), enger globaler Zusammenarbeit, die durch 
den Einsatz digitaler Technologien intensiviert und ver-
bessert werden kann. Dies betrifft gleichermaßen die 
Analyse und Beobachtung globaler Probleme (etwa 
durch genauere und umfangreichere Daten) wie die 
multilateralen Anstrengungen zur Problemlösung und 
Umsetzung der Agenda 2030 (etwa Steuerung von Pro-
grammen, Dialoge und Meinungsaustausch).
Technologie- und Innovationsbericht der UNCTAD 
Auch der „Technology and Innovation Report 2018: 
Harnessing Frontier Technologies for Sustainable 
Development“ der UN (UNCTAD, 2018) betont, dass 
mit digitalen Technologien allein, trotz ihres beacht-
lichen Potenzials, die Herausforderungen nachhalti-
ger Entwicklung nicht bewältigt werden können. Viel-
mehr bedarf es einer Politikgestaltung, die dafür sorgt, 
dass digitale Technologien konkret zur Verbesserung 
der Lebensbedingungen aller Menschen beitragen. 
Viele Länder sind immer noch nicht in der Lage, digi-
tale Technologien für nachhaltige Entwicklung nutzbar 
zu machen, da finanzielle Mittel für Investitionen und 
digitale Entwicklungspläne fehlen. Neben diesen Inves-
titionserfordernissen kommt es zudem darauf an, die 
Anwendung dieser Technologien an lokale Gegebenhei-
ten anzupassen, um Bedarfen der Bevölkerung gerecht 
zu werden sowie die Anstrengungen zur Verbreitung 
SDG-relevanter digitaler Technologien deutlich zu 
erhöhen und zu beschleunigen (UNCTAD, 2018). 
Bericht „ICT & SDG“ des Earth Institute und Ericsson
Explizit auf die Verbindung von Digitalisierung und 
Nachhaltigkeit ausgerichtet ist der Bericht „ICT & SDGs 
– How Information and Communications Technology 
can Accelerate Action on the Sustainable Development 
Goals“ des Earth Institute und des IKT-Unternehmens 
Ericsson (The Earth Institute und Ericsson, 2016). Die 
Erreichung der SDGs, so die Argumentation, erfordert 
eine tiefere und schnellere Transformation der Gesell-
schaften als in der Vergangenheit – eine Veränderungs-
rate, die ein Business-as-Usual-Ansatz (BAU) nicht 
leisten kann. Regierungen haben demzufolge jetzt die 
Aufgabe, zur Umsetzung der Agenda 2030 den gesam-
ten öffentlichen Sektor mit einer leistungsfähigen digi-
talen Infrastruktur auszustatten. Dafür wird ein Bün-
del prioritärer Maßnahmen vorgeschlagen, von denen 
hier exemplarisch die Bereiche Entwicklung, Energie 
und Klimaschutz sowie Teilhabe ausgewählt wurden. 
Dafür gilt es, so der Bericht, die notwendigen Rahmen-
bedingungen zu schaffen. Erstens sollte ein Fahrplan 
erarbeitet werden, der sicherstellt, dass bis 2020 alle 
öffentlichen Einrichtungen und Dienstleistungen einen 
Breitbandanschluss haben. Zweitens sollten die zehn 
Empfehlungen der UN Broadband Commission Task 
Force on Sustainable Development (ITU und UNESCO, 
2014: 20) berücksichtigt werden (u. a. zu erschwingli-
chem Netzanschluss, Strategieentwicklung, Erleichte-
rung des Breitbandausbaus, Marktanreize und Standar-
Abbildung 3.6.2-1
Zugang zu Mobiltelefon und Internet nach Bevölkerungszahl (a) und Ländern (b).
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disierung). Drittens sollten die Grundlagen für die digi-
tale Transformation durch die rasche Integration digita-
ler Technologien im öffentlichen Sektor gelegt werden 
(v. a. Verwaltung und Bereitstellung öffentlicher Dienst-
leistungen wie Gesundheit, Bildung oder Infrastruktur). 
Viertens plädieren die Autor*innen des Berichts für 
öffentlich-private Partnerschaften, um eine breit ange-
legte IKT-Bereitstellung zu unterstützen, die auf die 
lokalen Gegebenheiten und Bedarfe zugeschnitten ist. 
Fünftens sollten in den Bildungssystemen die MINT-Fä-
cher (Mathematik, Informatik, Naturwissenschaften 
und Technik) aufgewertet werden, um die Technologie-
kompetenz zu verbessern (Kap. 5.3.4). Sechstens sollte 
die Nutzung großer Datenmengen vorangetrieben wer-
den. Insbesondere sollten offene Datenbanken erstellt 
werden, die große Datenmengen aus dem öffentlichen 
Sektor und Satelliten, mobilen Netzwerken, Sensoren 
und anderen Netzgeräten des Internet der Dinge nutzen 
(The Earth  Institute und Ericsson, 2016: 11). 
Bericht „Embracing the Digital Revolution“ von GSM 
und Boston Consulting
Die digitale Revolution ist eine Gestaltungsaufgabe für 
die Politik, so die Botschaft des Berichts „Embracing 
the Digital Revolution: Policies for Building the Digi-
tal Economy“ (GSM, 2017). Ohne politische Steuerung 
droht der Graben zwischen den Profiteuren der Digita-
lisierung und den digital Abgehängten weiter zu wach-
sen. Regierungen sollten sich daher vor allem auf die 
Beschleunigung der Technologieeinführung sowie die 
Milderung der negativen wirtschaftlichen und sozia-
len Auswirkungen des technologischen Wandels kon-
zentrieren (GSM, 2017: 2). Das Ziel ist eine „inclusive 
digital economy and society“. Inklusion, Effizienz und 
Innovation werden – analog zum Weltentwicklungs-
bericht 2016 der Weltbank – als Hauptmechanismen 
beschrieben, mit denen digitale Technologien Entwick-
lungsprozesse fördern können (GSM, 2017: 19). Der 
Bericht sieht vor allem Handlungsbedarf in den Berei-
chen Netzwerkinvestitionen, Gesetzgebung (Anpas-
sung an die digitale Welt), Förderung digitaler Wirt-
schaft (Datensicherheit und Datenschutz, digitale Kom-
petenz, lebenslanges Lernen, Digitalisierung von Unter-
nehmen) und digitale Führung von Ländern („leading 
digital economies have leading digital governments“; 
Tab. 3.6.2-1; GSM, 2017: 33ff.). 
Bericht „Digital Economy Outlook 2017“ der OECD 
Der „Digital Economy Outlook 2017“ der OECD (2017c) 
nimmt die Ministererklärung von Cancún (OECD, 2016a) 
als Bezugspunkt seiner Ausführungen. In der Erklärung 
der OECD-Minister*innen wird die digitale Wirtschaft 
als ein Katalysator für Innovation, Wachstum und sozi-
ale Prosperität genannt und für eine stärkere Orientie-
rung in Richtung nachhaltiges und inklusives Wachs-
tum plädiert, das auf Wohlstand und Chancengleichheit 
ausgerichtet ist. Im Kern enthält die Erklärung neun 
Selbstverpflichtungen, u. a. zu freiem Informations-
fluss, Breitbandausbau, Umgang mit Sicherheitsrisiken 
und digitaler Bildung. An diese Sichtweise anknüpfend 
führt der „Digital Economy Outlook 2017“ aus, dass 
die digitale Transformation alle Facetten wirtschaftli-
chen und gesellschaftlichen Lebens betrifft sowie eine 
integrierte Betrachtung erfordert. Dies kann nur gelin-
gen, wenn traditionelle Politiksilos verlassen werden, 
damit sektorübergreifende, gesamtstaatliche Visionen 
bzw. Strategien für die digitale Transformation ausgear-
beitet werden können (OECD, 2017c: 27). Dafür gilt es, 
eine Basis zu schaffen: Die digitale Wirtschaft kann sich 
nur voll entfalten, wenn die makroökonomischen Rah-
menbedingungen stimmen (Freihandel, offene Finanz-
märkte und funktionierende Arbeitsmärkte). Die Auf-
gabe von Regierungen besteht darin, so der Bericht, in 
einem wettbewerblichen Umfeld Investitionen in digi-
tale Infrastrukturen zu ermöglichen. Gleichzeitig bedarf 
es der Förderung digitaler Anwendungen, einschließ-
lich des Aufbaus digitaler Kompetenzen in der Bevöl-
kerung (OECD, 2017c: 31). Schließlich weist der Bericht 
















Warum sich digitale Dividenden nicht schnell genug verbreiten und was getan werden kann.
Quelle: World Bank, 2016: 4
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auf die notwendige verstärkte Zusammenarbeit der 
OECD-Länder bei der Entwicklung kohärenter Strate-
gien für die digitale Sicherheit und den Schutz der Pri-
vatsphäre, Datensicherheit und Schutz kritischer Infra-
strukturen hin. Auf das Thema Anpassung der Gesell-
schaft an die tiefgreifenden gesellschaftlichen Auswir-
kungen der Digitalisierung wird zwar kurz hingewiesen, 
ohne jedoch einen Lösungsansatz anzubieten (OECD, 
2017c: 33). 
Bericht „Key Issues for Digital Transformation in the 
G20“ der OECD
Ebenfalls im Kontext multilateraler Zusammenarbeit 
angesiedelt ist der von der deutschen G20-Präsident-
schaft 2017 beauftragte OECD-Bericht „Key Issues 
for Digital Transformation in the G20“ (OECD, 2017a). 
Der Bericht wird von der Einschätzung getragen, dass 
der laufende digitale Wandel in Wirtschaft und Gesell-
schaft nicht nur Wachstum und Innovationen fördern 
wird, sondern dass ein erfolgreicher digitaler Wandel 
auch eine Voraussetzung für inklusives und nachhal-
tiges Wachstum, Umsetzung der Agenda 2030 sowie 
Wohlstand ist (OECD, 2017a: 6, 11). Gleichzeitig wird 
auf das disruptive Potenzial der Digitalisierung hinge-
wiesen, etwa in Bezug auf Datenschutz und Sicherheit 
(z. B. OECD-Empfehlungen zum digitalen Sicherheits-
management: OECD, 2015b), Verbraucherpolitik und 
Wettbewerb, Innovation, Arbeitsplätze und Qualifika-
tion. Wenn diese Probleme nicht angemessen angegan-
gen werden, so der Bericht, könnte dies zu wirtschaftli-
chen Krisen, reaktionären Politiken, einer Verschärfung 
der Ungleichheiten und einer weiteren Schwächung des 
gesellschaftlichen Zusammenhalts führen. Die Heraus-
forderung besteht darin, diese Risiken politisch einzu-
hegen. Der Bericht gibt elf Politikempfehlungen für die 
G20 (OECD, 2017a: 145–149). 
Bericht „The Next Production Revolution“ der OECD 
Der Bericht „The Next Production Revolution. Implica-
tions for Governments and Business“ der OECD (OECD, 
2017b) ragt durch den expliziten Hinweis auf die Not-
wendigkeit langfristigen Denkens und Planens über das 
Jahr 2030 hinaus aus den hier besprochenen Berichten 
heraus. Regierungen sollten sich auf disruptiven Wan-
del mit tiefgreifenden gesellschaftlichen Folgen vorbe-
reiten: „[...] such adjustment might be highly disrup-
tive, although the precise pace and scale of inevita-
ble future adjustments are unknown. It may be that, 
in the worst case, labour will be displaced on a scale 
and at a speed not seen before, that robots will make 
income distribution vastly more unequal than today, 
and that the market wages of the unskilled will fall 
below socially acceptable levels. Policy makers need 
to monitor and prepare for such possibilities“ (OECD, 
2017b: 34). Der Bericht empfiehlt, Foresight-Prozesse 
in politische Entscheidungssysteme zu integrieren, um 
sich mit systemisch angelegten Langfristanalysen und 
-szenarien besser auf unvorhersehbare Entwicklungen 
vorbereiten zu können (OECD, 2017b: 50). Dazu bedarf 
es Änderungen von Organisationsstrukturen und Stra-
tegiebildungsprozessen. Foresight-Prozesse sollten mit 
Politikzyklen verknüpft werden, um sicherzustellen, 
dass Zukunftsinformationen zum richtigen Zeitpunkt 
zur Verfügung stehen. Dabei sind partizipative Ele-
mente und ein Austausch zwischen Stakeholdern und 
Entscheidungsträger*innen wesentlich, um Verände-
rungsprozesse in Politik, Gesellschaft und Wirtschaft 
anzustoßen und zu etablieren. Schließlich ist, so der 
Bericht, eine Form der Institutionalisierung notwendig, 
um eine Foresight-Kultur zu schaffen und zukunftsori-
entiertes Denken zu fördern und zu verbreiten (OECD, 
2017b: 321). 
Bericht „Information Economy Report 2017“ der 
UNCTAD
Drei der im Folgenden besprochenen Berichte zu Digitali-
sierung haben – mit einem globalen Blick – die themati-
schen Schwerpunkte „Handel und Entwicklung“, „Ener-
giesysteme“ sowie „Industrieproduktion“. Der „Infor-
mation Economy Report 2017: Digitalization, Trade and 
Tabelle 3.6.2-1
Zentrale Hebel zur breitenwirksamen Förderung der Vorteile der Digitalisierung.
Quelle: GSM, 2017: 33 f.
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Development“ der UN (UNCTAD, 2017a) befasst sich 
mit den Auswirkungen der Digitalisierung auf Handel, 
Arbeit und Ausbildung, insbesondere mit Blick auf klei-
nere und mittlere Unternehmen in Entwicklungsländern. 
Die Ausgangsbeobachtung ist, dass diese Ländergruppe 
nur unzureichend für das Digitale Zeitalter gerüstet ist. 
Hier ist politische Gestaltung besonders wichtig, um 
sicherzustellen, dass Entwicklungsländer im Zuge des 
digitalen Wandels nicht noch weiter in ihrer sozioöko-
nomischen Entwicklung zurückfallen. Die Herausfor-
derung für Politikgestalter*innen liegt vor allem darin, 
mit der Geschwindigkeit des technologischen Wandels 
Schritt zu halten. Für viele kleinere Unternehmen in Ent-
wicklungsländern geht es primär darum, eine Netzan-
bindung zu erhalten sowie in den Unternehmen selbst 
das Verständnis und die Kompetenzen für den potenzi-
ellen Nutzen digitaler Technologien zu verbessern. Der 
Bericht sieht in der Verbesserung des Netzzugangs, der 
Anpassung der Bildungssysteme an den digitalen Wandel 
sowie der Integration digitaler Lösungen in die Export-
förderung die prioritären Handlungsfelder für Regierun-
gen in Entwicklungsländern (z. B. die Initiative „eTrade 
for all“ der UNCTAD). Wichtige Voraussetzung ist die 
Verbesserung des Wissens von Entscheidungsträger*in-
nen über die Schnittstelle Handel, Logistik, Digitalisie-
rung und E-Commerce (UNCTAD, 2017a: xv). Gleichzei-
tig, so der Bericht, ist es die Aufgabe der Regierungen, 
für Datensicherheit und den Schutz der Privatsphäre zu 
sorgen. Da das Datenschutzrecht in den einzelnen Län-
dern sehr unterschiedlich ist bzw. insbesondere Entwick-
lungsländer vielfach noch keine Rechtsvorschriften in 
diesem Bereich haben, schlägt der Bericht eine Bünde-
lung vor: „In addition, many developing countries still 
lack legislation in this area altogether. Instead of pursu-
ing multiple initiatives, it would be preferable for global 
and regional organizations to concentrate on one uni-
fying initiative or a smaller number of initiatives that 
are internationally compatible.” (UNCTAD, 2017a: 7). 
Schließlich wird konstatiert, dass es einer Verzahnung 
zwischen multilateral vereinbarter Handelspolitik einer-
seits (WTO; bi- und multilaterale Abkommen) und der in 
Multi-Stakeholder-Prozessen verhandelten Internet-Go-
vernance andererseits bedarf, um zu gewährleisten, dass 
künftige Handelsabkommen und die digitale Ökonomie 
kohärent und nachhaltig gestaltet werden.
Bericht „Digitalization & Energy“ der IEA
Ausgangspunkt des Berichtes der Internationalen Ener-
gieagentur „Digitalization & Energy“ (IEA, 2017a) ist die 
Feststellung, dass die Digitalisierung die Energiesysteme 
grundlegend verändern kann. Der Stromsektor steht im 
Mittelpunkt dieses Wandels, wo die Digitalisierung den 
Unterschied zwischen Erzeugung und Verbrauch zuneh-
mend verwischt (Kap. 5.2.6). Gleichzeitig sind digitale 
Technologien auch selbst Energiekonsumenten. Die poli-
tische Gestaltung ist entscheidend dafür, ob die Effizi-
enzgewinne die steigende Energienachfrage durch Digi-
talisierung kompensieren können: „Policy and market 
design are vital to steering digitally enhanced energy 
systems onto an efficient, secure, accessible and sustai-
nable path“ (IEA, 2017a: 19). Da die Struktur einer digi-
talisierten Energiewelt nicht genau vorhersehbar ist und 
entsprechend auch keine Fahrpläne mit konkreten Zeit- 
und Zielhorizonten entwickelt werden können, empfiehlt 
die IEA zehn No-Regret-Politikmaßnahmen, damit sich 
Regierungen auf den digitalen Wandel der Energiesys-
teme besser vorbereiten können (IEA, 2017a: 163f.). 
Whitepaper „Digital Transformation of Industries“ 
des WEF
Das Whitepaper „Digital Transformation of Industries: 
Societal Implications“ des Weltwirtschaftsforums (WEF, 
2016a) stellt das gesellschaftliche disruptive Poten-
zial des digitalen Wandels in der industriellen Produk-
tion in den Mittelpunkt seiner Überlegungen. In Berei-
chen wie Zukunft der Arbeit, Einkommen, Ungleich-
heit, Gesundheit, Ressourceneffizienz und Sicherheit 
wird der digitale Wandel Gesellschaften vor ganz neue 
Herausforderungen stellen (WEF, 2016a). Die zen-
trale Frage ist, wie der digitale Wandel in der indus-
triellen Produktion so gestaltet werden kann, dass er 
einen positiven Beitrag zu gesellschaftlicher Entwick-
lung leisten kann. Dazu identifiziert das Whitepaper 
Handlungsbedarf auf drei Gebieten: (1) Qualifikation 
von Arbeitskräften für das Zeitalter der Digitalisierung, 
(2) Nutzung digitaler Technologien für die Transforma-
tion zur Nachhaltigkeit und (3) Bildung von Vertrauen 
in die digitale Wirtschaft (Datenschutz, Datensicher-
heit). Als eine zentrale Herausforderung für den Über-
gang in eine nachhaltige Welt wird der wachsende öko-
logische Fußabdruck der Digitalisierung genannt, der 
v. a. durch Elektroschrott und den Energieverbrauch 
großer Datenzentren entsteht (WEF, 2016a: 22). Um 
die Digitalisierung der industriellen Produktion in 
nachhaltige Bahnen zu lenken, die Umweltwirkungen 
zu senken und Wachstum von Ressourcenverbrauch zu 
entkoppeln, werden vier Maßnahmen vorgeschlagen: 
(1) Die Verankerung von Prinzipien der Kreislaufwirt-
schaft in Unternehmen, (2) die Verpflichtung zur Trans-
parenz über die gesamte Produktions- und Lieferkette, 
(3) die Zusammenarbeit bei der gemeinsamen Nutzung 
von Überkapazitäten oder Abfallströmen sowie (4) die 
Einigung auf  branchenspezifische und -übergreifende 
Umweltstandards für die IT-Branche (WEF, 2016a: 22).




Über ausführliche Berichte zu Nachhaltigkeit und Digi-
talisierung hinaus, und teilweise im Anschluss daran, hat 
bereits eine Reihe internationaler Organisationen Ent-
würfe für Chartas für nachhaltige Entwicklung im Digi-
talen Zeitalter erarbeitet, über die dieses  Kapitel 3.6.3 
einen Überblick gibt (Tab. 3.6.3-1). Charta wird hier als 
übergeordneter Begriff für solche Dokumente verstan-
den, deren hauptsächlicher Zweck und Inhalt es ist, all-
gemeine Prinzipien für den Umgang mit digitaler Technik 
zu postulieren. Solche Dokumente sind häufig auch als 
Prinzipien, Manifest, Leitlinien oder Selbstverpflichtung 
betitelt. Der Übergang zu anderen Dokumentenarten ist 
mitunter fließend. Auch wissenschaftliche Studien und 
politische Positionspapiere enthalten in der Regel Hand-
lungsempfehlungen und Forderungen. In diesem Kapitel 
werden allerdings nur Dokumente betrachtet, die Char-
tas im oben definierten Sinne sind.
In der bestehenden Charta-Landschaft finden sich 
einige Entwürfe, die sich bereits vielen kritischen Nach-
haltigkeitsthemen widmen und die in diesem Gutachten 
identifiziert werden. Dazu gehört z. B. die Charta der 
Digitalen Grundrechte der EU (herausgegeben von der 
Zeit-Stiftung, 2018), die u. a. Prinzipien zu Menschen-
würde, Privatsphäre, Arbeit, Bildung und dem Umgang 
mit KI formuliert. Eine dezidierte und umfassende Nach-
haltigkeitsperspektive nimmt allerdings auch dieser Ent-
wurf nicht ein. In der bestehenden Charta-Landschaft ist 
ein solcher Entwurf bislang nicht auszumachen. Ferner 
von Bedeutung sind auch der Prozess, in den existie-
rende Charta-Entwürfe eingebunden sind oder den sie 
anstoßen sollen, sowie der intentionelle Rahmen, dem 
sie entspringen. In dieser Hinsicht gibt es ebenfalls einige 
relevante Entwürfe. Das Internet Governance Forum der 
UN beispielsweise befindet sich in eben jenem globalen 
 Governance-Raum, den mit Bezug auf Digitalisierung zu 
befüllen der WBGU für dringend erforderlich hält, und 
hat eine an die Allgemeine Erklärung der Menschen-
rechte angelehnte „Charter of Human Rights and Princi-
ples for the Internet“ herausgegeben (IGF, 2018b). Eine 
detailliertere Betrachtung dieser und weiterer Char-
ta-Entwürfe folgt am Ende dieses Kapitels. Insgesamt 
ist jedoch festzuhalten, dass – obschon verschiedene 
Organisationen bereits einige Charta-Entwürfe ausge-
arbeitet haben – bislang ein Entwurf fehlt, der erstens 
thematisch umfassend genug ist, um holistische Leitli-
nien zu Nachhaltigkeit im Digitalen Zeitalter bietet und 
dabei alle drei vom WBGU identifizierten Dynamiken 
(Kap. 7) abdeckt und zweitens institutionell auf eben 
jener multilateralen Ebene angesiedelt ist, die ebenso 
wie die Agenda 2030 ein Zielsystem mit der nötigen 
globalen Perspektive bieten kann.
Thematische Schwerpunkte
Die thematische Breite bestehender Charta-Entwürfe 
variiert stark. Während einige Chartas breit angelegt 
sind, konzentrieren sich andere auf bestimmte Teilbe-
reiche der Digitalisierung wie den Umgang mit KI (z. B. 
die „Asilomar AI Principles“ des Future of Life Insti-
tute, 2018) oder die Potenziale für die Entwicklungszu-
sammenarbeit (z. B. die „Principles for Digital Develop-
ment“: Bill and Melinda Gates Foundation et al., 2017). 
Innerhalb der thematischen Spannbreite können drei 
Schwerpunkte identifiziert werden, die in der beste-
henden Charta-Landschaft besonders prominent her-
vortreten: KI, Menschen- und Bürgerrechte sowie im 
Speziellen Datenschutz und Privatheit.
In Anbetracht der technischen Entwicklungen der 
vergangenen Jahre – und ihrer gesellschaftlichen 
Wahrnehmung – ist KI ein deutlicher Themenschwer-
punkt. Beispiele sind die „Toronto Declaration“ (Access 
Now und Amnesty International, 2018), die „Asilomar 
AI Principles“ (Future of Life Institute, 2018), die „AI 
Now Recommendations“ (Campolo et al., 2017) sowie 
„Artificial Intelligence at Google“ (Google, 2018). Keine 
der betrachteten Chartas argumentiert dabei katego-
risch gegen die Nutzung von KI. Stattdessen wird mit-
unter durchaus scharf vor Risiken gewarnt, während 
aber auch die Chancen und damit die Notwendigkeit 
einer gesellschaftlichen Debatte betont werden. Das 
ADM-Manifest der NRO AlgorithmWatch (2016) etwa 
betont, dass automatisierte Entscheidungsfindung nie-
mals neutral ist, ihr Einsatz genau bedacht werden sollte 
und Nachvollziehbarkeit und demokratische Kontrolle 
gewährleistet sein müssen. KI soll so eingesetzt werden, 
dass heute schon existierende Probleme besser gelöst 
werden können; gleichzeitig muss sichergestellt wer-
den, dass der Mensch auch in Zukunft die Kontrolle 
über KI-Systeme behält. In diesem Zuge fordern viele 
Chartas auch, Forschung über KI in diese Richtung zu 
fördern.
Ein weiterer Themenschwerpunkt bei existierenden 
Charta-Entwürfen sind Menschen- und Bürgerrechte. 
Der Fokus hier liegt nicht so sehr auf dem Umgang mit 
grundsätzlich neuen Herausforderungen, die die Digi-
talisierung mit sich bringt (wie beim Umgang mit KI). 
Eher geht es hier darum, wie existierende Menschen- 
und Bürgerrechte unter den veränderten Rahmenbe-
dingungen im Digitalen Zeitalter – z. B. Vernetzung, 
massenhafte Auswertung von Daten – gewährleistet 
werden können (z. B. Zeit-Stiftung, 2018; IGF, 2018b; 
Campolo et al., 2017; D 64, 2019).
Der dritte Schwerpunkt ist ein Spezialfall dieses 
Fokus auf Menschen- und Bürgerrechte. Die zentrale 
Frage lautet hier: Wie können im Digitalen Zeitalter, in 
dem Daten massenhaft automatisiert erhoben und aus-
gewertet werden, Datenschutz und Privatheit gestaltet 
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Tabelle 3.6.3-1
Überblick ausgewählter Chartas für das Digitale Zeitalter. 
Quelle: WBGU
Titel Jahr Herausgeber Herausgeber-
typ
Kernpunkte
ADM-Manifest 2016 Algorithm Watch Zivilgesellschaft Algorithmische Entscheidungsfindung 
ist niemals neutral, die Schöpfer*innen 
sind verantwortlich, Prozesse müssen 
nachvollziehbar und demokratisch 
kontrollierbar sein. Debatte nötig, wie 
viel Freiheit an Algorithmen übertragen 
werden soll.
African Declaration 




Zivilgesellschaft Das Internet soll ein für alle zugänglicher 
Raum zum freien Meinungsaustausch 
und zum Teilen von Wissen sein, in dem 
u. a. kulturelle und sprachliche Vielfalt, 
Privatsphäre und Genderbelange geach-
tet werden.
AI at Google: Our 
 Principles
2018 Google IT-Wirtschaft KI nur zum Nutzen des Menschen 
einsetzen, dabei Sicherheit, Privatsphäre 




2017 Campolo et al. Wissenschaft KI-Systeme nicht als „black box“ nutzen, 
stattdessen forschen, testen, überwa-
chen und ethisch rahmen.
AI Policy Principles 2017 Information Tech-
nology Industry 
Council
IT-Wirtschaft IT-Wirtschaft ist für verantwortungsvolle 
Entwicklung und Nutzung von KI verant-
wortlich; KI-Systeme müssen kontrollier-
bar sein; Regierungen müssen Forschung 
und Nutzung von KI-Systemen voran-
treiben; Sicherheit und Privatsphäre 
beachten.
Asilomar AI Principles 2017 Future of Life 
Institute
diverse Forschung nötig, die auf eine gesamt-
gesellschaftlich nutzenbringende KI 
hinarbeitet. Darüber hinaus politisch, 
kulturell, ethisch über KI nachdenken. 
Menschliche Werte, Privatsphäre und 
Freiheiten sicherstellen.




 Zeit-Stiftung diverse An deutschem Grundgesetz orientierte, 
umfassende Charta mit Rechten und 
Zielen im Digitalen Zeitalter: Menschen-
würde, Freiheit, Gleichheit, Meinungs-
freiheit im Digitalen Zeitalter achten. 
Rechte der Menschen schützen. Ziel 
ist, eine rechtlich bindende Grund-
rechtecharta in der EU zu etablieren.
Charta digitale 
 Vernetzung
2014 Deutsche Telekom 
et al.
IT-Wirtschaft Digitale Technik generiert Wohlstand 
(Standortfaktor). Wirtschaftliche Ver-
wertung von Daten nutzt der Gesell-
schaft, Verantwortung und Rahmenbe-
dingungen müssen dazu passen.
Contract of the Web 2019 Zivilgesellschaft Regierungen, Unternehmen und 
Bürger*innen sollen das Internet 
(insbesondere das Web) offen und frei 
zugänglich für alle halten und dabei die 
Privatsphäre respektieren.
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D64-Charta 2012 D 64 Zivilgesellschaft Offene Netzgesellschaft vorantreiben, 
die Teilhabe ermöglicht und grund-
rechtsorientierten Datenschutz anwen-
det. Das Internet soll Raum für Netzpoli-
tik und Öffentlichkeit sein.
Ethically Aligned 
Design
2016 IEEE IT-Wirtschaft KI muss Ideale der Menschenrechte 
beinhalten und der Menschheit und 
Umwelt nutzen. Dieses Prinzip wird 
angewandt auf Wertesysteme in KI, KI-
Forschung, Sicherheit, Privatsphäre und 
Kontrolle, autonome Waffen, Wirtschaft 
und Recht.
Geneva Declaration of 
Principles
2003 WSIS Internationale 
Organisation
Das Potenzial digitaler Informations- 
und Kommunikationstechnologien zur 
Erreichung der Millennium Development 
Goals (MDGs) nutzen.
Human Rights Princip-
les for Connectivity 
and Development
2016 Access Now et al. Zivilgesellschaft Neun Prinzipien, nach denen Investoren 
sich richten sollen, um das Internet und 
seine Infrastruktur im Einklang mit den 
Menschenrechten und Zielen wirtschaft-
licher Entwicklung zu gestalten.
Internet Rights Charter 2006 APC Wissenschaft 
Zivilgesellschaft
Das Internet soll ein für alle zugänglicher 
Raum zum freien Meinungsaustausch 
und zum Teilen von Wissen sein, in dem 
offene Standards entwickelt und die 
Privatsphäre der Nutzer*innen geachtet 
wird.
Magna Carta for the 
Digital Age
2015 British Library Zivilgesellschaft Das Web vor Kontrolle durch Unter-
nehmen und Zensur durch Regierungen 
schützen, um Meinungsfreiheit, Infor-




2017 Montréal Wissenschaft KI sollte nur entwickelt werden, um 
letztlich das Wohlergehen aller empfin-
dungsfähigen Wesen zu steigern. Dieses 
Prinzip wird angewandt auf Gerechtig-
keit, Privatsphäre, Wissen, Demokratie 
und gesellschaftliche Verantwortung.
Principles for Algorith-
mic Transparency and 
Accountability
2017 Association for 
Computing Machi-
nery
Wissenschaft Prinzipien, nach denen sich beteiligte 
Akteure (Entwickler*innen, Regierungen, 
Anwender*innen) verhalten sollten, um 
transparente und verantwortliche KI zu 
ermöglichen und bei Bedarf anpassen zu 
können.










Digitale Instrumente in der Entwick-
lungszusammenarbeit zusammen mit 
Benutzer*innen entwickeln, auf Nach-
haltigkeit ausrichten, skalierbar und 
sicher gestalten usw.; Ziel: effektive und 
inklusive digitale Entwicklungszusam-
menarbeit.
The Charter of Human 
Rights and Principles 
for the Internet
2014 IGF Internationale 
Organisation
Meinungsfreiheit, soziale Gerechtig-
keit, Privatsphäre, Vielfalt im Internet 
schützen.
3 Das Digitale Zeitalter verstehen
112
werden (z. B. Digitalcharta der Zeit-Stiftung, 2018)? 
Wie bei den breiteren Chartas zu Bürgerrechten auch, 
bleiben Formulierung häufig abstrakt: Ein bestimmtes 
Grundrecht soll durch die Digitalisierung nicht beein-
trächtigt werden. Es werden zwar häufig die Ziele for-
muliert, die von den Verfasser*innen mit der Charta 
verfolgt werden, z. B. eine offene, freie, demokratische 
Gesellschaft zu erhalten. Aber dem Wesen einer Charta 
geschuldet, wird dabei nicht explizit darauf eingegan-
gen, wie die geforderten Rechte im Digitalen Zeitalter 
gewährleistet werden können.
Einige für das Gutachten sehr relevante Themen, 
wie die Auswirkungen der Digitalisierung auf Umwelt 
oder Arbeit, kommen durchaus in einigen Charta-Ent-
würfen vor, sind jedoch nicht als Schwerpunktthemen 
 vertreten. 
Formate
Das Gros der Charta-Entwürfe stammt etwa zu gleichen 
Teilen aus der IT-Wirtschaft, Zivilgesellschaft sowie aus 
Wissenschaft und Think-Tanks. Generell lassen sich 
zwei Kategorien hinsichtlich der Adressaten unter-
scheiden. In der ersten Kategorie sind Absender und 
Adressat deckungsgleich. Aus der Wirtschaft und der 
Wissenschaft stammen einige Entwürfe, die als Selbst-
verpflichtung zu verstehen sind, insbesondere die Ent-
wicklung von KI nur unter Berücksichtigung bestimm-
ter Prinzipien voranzutreiben. Beispiele sind „AI Policy 
Principles“ (Information Technology Industry Council, 
2017), „AI at Google“ (Google, 2018) und die „Japa-
nese Society for Artificial Intelligence Ethical Guide-
lines“ (Japanese Society for Artificial Intelligence, 
2017). In der zweiten Kategorie sollen die postulier-
ten Rechte und Pflichten für die Gesellschaft als Ganzes 
gelten – sei es institutionell verankert auf globaler (IGF, 
2018b) oder europäischer Ebene (Zeit- Stiftung, 2018). 
Anders als bei Selbstverpflichtungen sollen diese Ent-
würfe – auch vor dem Hintergrund, dass sie bisher kei-
nen rechtlich bindenden Charakter haben – in der Regel 
eine gesellschaftliche Debatte anstoßen. Daher bein-
halten viele der Entwürfe interaktive Elemente: Man 
kann sie als offenen Brief unterzeichnen, für bestimmte 
Prinzipen abstimmen oder im Internet darüber disku-
tieren. Eine Reihe von Chartas ist so konzipiert, dass sie 
fortwährend überarbeitet werden, um Entwicklungen 
in der Technik, den aktuellen Forschungsstand sowie 
gesellschaftliche Debatten darüber berücksichtigen zu 
können (living documents). Einige Entwürfe deklarie-
ren darüber hinaus als Fernziel auch die rechtlich ver-
bindliche Festschreibung der auf diese Weise ausgehan-
The Japanese 
 Society for Artificial 
 Intelligence Ethical 
Guidelines
2017 Japanese Society 
for Artificial Intel-
ligence
Wissenschaft Selbstverpflichtung, nur Forschung 
dahingehend zu betreiben, Frieden, 
Sicherheit, Wohlfahrt und öffentlichem 
Interesse zu dienen. Dieses Prinzip wird 
konkretisiert für verschiedene Bereiche 
(Recht, Kommunikation, Sicherheit, 
Fairness usw.).




Diskussionsbeitrag der EU-Kommission 
über die Eigenart des Menschen „What 
does it mean to be human in a hypercon-
nected era?“ Eher Anstoß einer Debatte 
(es gibt auch einen Sammelband dazu) 
als Charta.
The Partnership of the 
Future
2016 Nadella IT-Wirtschaft KI muss designt sein, um der Menschheit 
zu dienen, sie muss transparent sein, 
Menschenwürde und Privatsphäre ach-
ten, nachvollziehbare Entscheidungen 
treffen und darf niemanden benachtei-
ligen.
The Toronto Declara-
tion: Protecting the 
Rights to Equality and 
Non-discrimination 
in Machine Learning 
Systems
2018 Access Now und 
Amnesty Interna-
tional
Zivilgesellschaft Staaten haben die Pflicht, Menschen-
rechte zu schützen. Sie müssen Maßnah-
men ergreifen, um vor Diskriminierung 
durch maschinelles Lernen zu schützen.
Top Ten Principles for 
Ethical AI
2017 UNI Global Union Gewerkschaft KI-Systeme sollen transparent sein, ethi-
sche Entscheidungen protokollieren, den 
Menschen und dem Planeten dienen; der 
Mensch soll sowohl Kontrolle als auch 
Verantwortung über Entscheidungen be-
halten; KI soll unvoreingenommen sein.
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delten Rechte und Pflichten (z. B. Zeit-Stiftung, 2018).
Im Folgenden werden einige Chartas gesondert 
vorgestellt, die im Zusammenhang dieses Gutachtens 
besonders relevant erscheinen.
„Charta der Digitalen Grundrechte der EU“
Die „Charta der Digitalen Grundrechte der EU“ 
(Zeit-Stiftung, 2018), herausgegeben von der ZEIT-Stif-
tung, ist eine thematisch sehr umfassende Charta, die 
in ihrer Gliederung und Ausdrucksweise an die Grund-
rechte und Staatsziele im deutschen Grundgesetz ange-
lehnt ist. Es geht z. B. um Menschenwürde, Freiheit, 
Gleichheit und Meinungsfreiheit im Digitalen Zeitalter. 
Der Fokus liegt darauf, bestehende Grundrechte unter 
den neuen Rahmenbedingungen im Digitalen Zeitalter 
sicherzustellen. Die Digitalcharta ist 2018, zwei Jahre 
nach dem ersten Entwurf, in überarbeiteter Fassung 
öffentlich vorgestellt worden. Sie soll weiterhin eine 
gesellschaftliche Debatte anregen und auf dieser Basis 
fortlaufend überarbeitet werden. Im Internet kann man 
über einzelne Artikel abstimmen und diskutieren. Ziel 
ist, eine rechtlich bindende Charta der digitalen Grund-
rechte in der EU.
„The Charter of Human Rights and Principles for the 
Internet“
Die „Charter of Human Rights and Principles for the 
Internet“ (IGF, 2018b) ist in zweierlei Hinsicht rele-
vant. Erstens stammt sie vom Internet Governance 
Forum der UN und somit aus eben jenem globalen 
 Governance-Raum, den es mit Blick auf Digitalisie-
rung aus Sicht des WBGU dringend zu gestalten gilt 
(Kap. 8). Zweitens ist die Charta inhaltlich – angelehnt 
an die Allgemeine Erklärung der Menschenrechte der 
UN – auf Gleichheit, Gerechtigkeit, Zugang, Meinungs-
freiheit, Datenschutz u. a. ausgerichtet und damit the-
matisch nah an den WBGU-Kompassdimensionen Teil-
habe und Würde (Kap. 2.2).
„Asilomar AI Principles“
Das Future of Life Institute des Kosmologen Max 
 Tegmark beschäftigt sich mit existentiellen Risiken für 
die Menschheit wie dem Klimawandel oder einem mög-
lichen Atomkrieg, die, sollten sie sich ungebremst ver-
wirklichen, das Überleben der Menschheit gefährden. 
In diesem Zusammenhang stehen auch die „ Asilomar 
AI Principles“ des Instituts, die KI als ein solches Risiko 
begreift (Future of Life Institute, 2018). Die Unter-
zeichner*innen dieser Charta verwehren sich KI nicht 
grundsätzlich, betonen aber, dass ohne verantwor-
tungsvolle Entwicklung von KI die Folgen katastrophal 
sein können. Vor diesem Hintergrund fordern sie, neben 
gemeinwohlorientierter KI-Forschung, eine Reihe von 
Prinzipien bei der Entwicklung von KI zu beachten, z. B. 
zu Sicherheit, Transparenz, menschlichen Werten, Frei-
heiten und Privatsphäre und der Letztkontrolle durch 
den Menschen. Die „Asilomar AI Principles“ haben 
prominente Unterstützer*innen wie den verstorbenen 
Physiker Stephen Hawking und den Unternehmer Elon 
Musk. Die Charta ist als Entwurf zu verstehen, der lau-
fend überarbeitet wird. 
„Geneva Declaration of Principles“
Die „Geneva Declaration of Principles“ (WSIS, 2003a), 
die bereits im Jahre 2003 im Rahmen des Weltgip-
fels zur Informationsgesellschaft (WSIS) verabschie-
det wurde, zielt darauf ab, das Potenzial digitaler IKT 
für die Millenniumsentwicklungsziele (MDGs, dem 
Vorläufer der SDGs) zu nutzen. Die Genfer Erklärung 
wurde von den UN unterstützt und ist eine relativ 
frühe Charta im Rahmen multilateraler Zusammenar-
beit. Allerdings kam insbesondere aus der Zivilgesell-
schaft viel Kritik an der Erklärung, weil ihr generelles 
Verständnis von IKT in der Entwicklungszusammen-
arbeit nicht von der Entwicklungsgemeinschaft geteilt 
wurde (Souter, 2008). Die Genfer Erklärung ist als rela-
tiv frühes Dokument historisch relevant und es las-
sen sich aus seinem Aushandlungsprozess einige Leh-
ren darüber ziehen, wie wichtig die Einbeziehung von 
 Stakeholdern ist.
„Principles for Digital Development“
Die „Principles for Digital Development“ (Bill and 
Melinda Gates Foundation et al., 2017) sind ein gutes 
Beispiel für eine Charta mit starkem Bezug zur han-
delnden Gesellschaft, wie sie in den „Dynamiken des 
Digitalen Zeitalters“ des WBGU (Kap. 7.5) eingefor-
dert wird. Digitale Instrumente sollen in der Entwick-
lungszusammenarbeit in Kooperation mit ihren späte-
ren Benutzer*innen entwickelt werden, auf Nachhal-
tigkeit ausgerichtet sein, skalierbar und sicher gestaltet 
werden. Ziel ist es, digitale Technik effektiv und inklu-
siv für die Entwicklungszusammenarbeit zu nutzen. Die 
„Principles for Digital Development“ sind darüber hin-
aus auch ein gutes Beispiel für die Pluralität der Verfas-
ser*innen, die viele Chartas auszeichnet. Dazu gehören 
in diesem Fall in erster Linie zivilgesellschaftliche und 
internationale Organisationen wie die Stiftung von Bill 
und Melinda Gates, UNICEF, UNDP, die Weltbank und 
die Weltgesundheitsorganisation, aber auch die natio-
nalen Entwicklungsagenturen Schwedens und der USA. 
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3.6.4 
Folgerungen: Konturen einer Empfehlungs-
landschaft
Die Auswertung exemplarisch ausgewählter Berichte 
internationaler Organisationen und Chartas zum 
Thema „Digitalisierung und nachhaltige Entwicklung“ 
kann naturgemäß kein vollständiges Bild der derzei-
tigen Empfehlungslandschaft liefern. Dennoch wur-
den Konturen sichtbar, die zeigen, dass es sowohl in 
der Beschreibung der Herausforderungen als auch in 
der zeitlichen Reichweite der Überlegungen weitge-
hende Konvergenzen gibt. Es wurde auch deutlich, 
dass es sich bei der Digitalisierung um ein Politikfeld 
handelt, in dem die Gestaltung durch die Politik den 
raschen technologischen Veränderungsprozessen und 
der Geschwindigkeit des digitalen Wandels vielfach 
hinterherhinkt und in dem viele gesellschaftliche Aus-
wirkungen des digitalen Wandels in ihrer konkreten 
Ausprägung noch gar nicht abgeschätzt werden kön-
nen. Insofern stellt sich auch die Frage nach der Gestal-
tung politischer Entscheidungsprozesse unter unsiche-
ren und sich dynamisch entwickelnden Bedingungen.
Konvergenz in der Beschreibung zentraler 
Herausforderungen
Die untersuchten Berichte zeichnen sich vielfach durch 
Konvergenzen in der Beschreibung der zentralen Her-
ausforderungen der Digitalisierung aus (Kap. 3.6.2). 
Alle ausgewerteten Berichte betonen die Notwendig-
keit zur aktiven Gestaltung der weltweiten Digitalisie-
rung, mit Verweis auf zentrale Herausforderungen wie 
die Überwindung der digitalen Kluft (digital divide) 
und den flächendeckenden Aufbau digitaler Infrastruk-
turen, den Aufbau digitaler Kompetenzen und Bildung 
sowie Vertrauen in digitale Technologien, den Umgang 
mit einer Arbeitswelt im Wandel und der sich ändern-
den internationalen Arbeitsteilung, der Rolle der Digi-
talisierung bei der Umsetzung der Agenda 2030, der 
(internationalen) Regulierung digitaler Anwendun-
gen sowie den Zusammenhang zwischen Digitalisie-
rung, Innovation, Wachstum und Wohlstand. Auch 
werden durchgängig die Risiken des digitalen Wandels 
benannt, allen voran Datenschutz, Datensicherheit und 
Privatsphäre sowie Wettbewerbsverzerrungen. 
Dominanz der zeitlichen Nahperspektive
Alle ausgewerteten Berichte haben mit einer Ausnahme 
einen Zeithorizont bis zum Jahr 2030 und bleiben mit 
ihren Analysen auf die „Erste Dynamik des Digitalen 
Zeitalters“ (Kap. 7.2) der vom WBGU identifizierte 
Digitalisierungsdynamiken beschränkt. Eine Sonder-
stellung nimmt der OECD-Bericht „The Next Produc-
tion Revolution“ ein, der ausdrücklich zu einer Lang-
fristperspektive und der Nutzung von Foresight-Pro-
zessen rät, um besser für den Umgang mit überraschen-
den Wendungen des digitalen Wandels gerüstet zu sein 
(OECD, 2017b). In diesem Zusammenhang wird For-
schungs-, Technologie- und Innovationspolitik eine tra-
gende Rolle für die Erreichbarkeit der SDGs zugewiesen 
(UNCTAD, 2018: 29). 
Geschwindigkeit als Herausforderung
In mehreren Berichten wird die mögliche Überforde-
rung von Entscheidungsträger*innen und Institutionen 
durch die Geschwindigkeit des digitalen Wandels als eine 
zentrale Herausforderung hervorgehoben (UNCTAD, 
2017a; OECD, 2017b: 35; OECD, 2017c: 26): „Digital 
acceleration takes place against legacy time frames, 
slow institutional processes, entrenched behaviours 
and limited human attention“ (OECD, 2017c: 26). Dabei 
wird vor allem die bislang ungekannte Geschwindigkeit 
des künftigen Umbaus der Arbeitsmärkte angespro-
chen (OECD, 2017b: 35; World Bank, 2016: 118). 
Digitaler Wandel versus Transformation zur 
Nachhaltigkeit
Der digitale Wandel wird überwiegend als globaler Mega-
trend beschrieben, auf den es zu reagieren gilt und der 
im Sinne einer positiven wirtschaftlichen Entwicklung 
gesteuert und durch Infrastrukturausbau gefördert wer-
den soll sowie dessen potenzielle negative Wirkungen 
reguliert werden müssen (GSM, 2017; UNCTAD, 2017a). 
Umwelt und Entwicklung sind bei diesem Berichtstypus 
eher flankierende Zielgrößen der Politikgestaltung. Ein 
erfolgreicher digitaler Wandel wird als eine Vorausset-
zung für inklusives und nachhaltiges Wachstum sowie 
Wohlstand gesehen (OECD, 2017a: 6, 11). Der digitale 
Wandel wird insgesamt lediglich als Instrument wahrge-
nommen; die weitreichendere Bedeutung für die Neuor-
ganisation von Gesellschaften und Zukunftsgestaltung 
jenseits von 2030 werden nicht thematisiert. 
Entsprechend wird kaum aufgezeigt, welche Impli-
kationen die potenziell disruptive Kraft digitaler Tech-
nologien auf eine Post-2030-Agenda und die globale 
Transformation zur nachhaltigen Gesellschaft haben 
wird. Gleiches gilt für die Frage, welche digitalen Ent-
wicklungstrends unbedingt vermieden werden sollten, 
damit planetarische Leitplanken nicht verletzt werden 
und die Anwendung digitaler Technologien nicht zu 
Rebound-Effekten und mehr Energie- und Ressour-
cenverbrauch führen. Die von manchen Berichten vor-
geschlagene Lösung einer Beschleunigung der Verbrei-
tung digitaler Technologien erscheint jedoch ohne ent-
sprechende Rahmensetzung angesichts der Risiken für 
Umwelt und Klimaschutz sowie soziale Kohäsion als 
wenig überzeugend (The Earth Institute und Ericsson, 
2016; World Bank, 2016). 
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Gestaltung des Digitalen Zeitalters als Suchprozess
Die ausgewerteten Berichte zeigen auch, dass es aufgrund 
der vielfach noch unbekannten Auswirkungen der Digi-
talisierung auf die Entwicklung der Gesellschaften und 
den Planeten in vielen Fällen keine abschließenden Ant-
worten zur nachhaltigen Gestaltung des Digitalen Zeital-
ters geben kann. Insofern können einige Berichte eher als 
Anleitung für die Gestaltung von Suchprozessen gelesen 
werden. Die Chartas zeigen erste  Rahmensetzungen auf. 
Der Verweis auf Handeln unter Unsicherheit gilt insbe-
sondere für Berichte, die sich auf Kernbotschaften oder 
Kernthemen beschränken bzw. die No-Regret-Maßnah-
men empfehlen (IEA, 2017a;  UNCTAD, 2017a, 2018). 
Dagegen werden für einzelne Themenfelder durchaus 
konkrete Einzelempfehlungen gegeben, wie etwa zu IKT 
und Klimaschutz, Entwicklung sowie Teilhabe (The Earth 
Institute und Ericsson, 2016). Mehrere Berichte betonen 
explizit die Grenzen der  Potenziale der Digitalisierung 
durch wirtschaftliche und soziale Realitäten der analo-
gen Welt (World Bank, 2016; UNCTAD, 2018). 
Pauschale Antworten auf die anstehenden tiefgrei-
fenden sozioökonomischen Veränderungen durch den 
digitalen Wandel gibt aufgrund der bestehenden Unsi-
cherheiten und regionalen sowie kulturellen Unter-
schiede naturgemäß kein Bericht. Vielfach wird auf 
die Herausforderung disruptiver Entwicklungen hin-
gewiesen, ohne einen differenzierten Lösungsansatz 
anzubieten. So bleibt unter dem Strich die Einsicht, 
dass die Steuerung des Digitalen Zeitalters in Richtung 
 Nachhaltigkeit vielfach ein Suchprozess bleibt, der einer 
anpassungsfähigen und schrittweisen Politikgestaltung 
sowie eines globalen Verständnisses über die „gemein-
same digitale Zukunft“ bedarf. Begleitforschung und 
Foresight-Prozesse werden hier eine wichtige Rolle mit 
Blick auf Frühwarnung und Identifizierung von Großri-
siken spielen müssen. Flankierend dazu bedarf es eines 
robusten internationalen  Institutionengefüges, das v. a. 
die bisher weitgehend ungeregelte multinationale Digi-
talwirtschaft in eine stärkere demokratische und regu-
latorische Kontrolle einbettet (Kap. 8.1, 8.4).
Charta-Landschaft
In der bestehenden Charta-Landschaft finden sich einige 
Entwürfe, die sich bereits einer Vielzahl der kritischen 
Nachhaltigkeitsthemen widmen, an die dieses Gutach-
ten anschließt (Kap. 3.6.3). Eine dedizierte und umfas-
sende Nachhaltigkeitsperspektive nimmt allerdings keine 
der Chartas bislang ein. Zudem ist der Hintergrund, vor 
dem die Chartas formuliert wurden, zu betrachten. 
Der WBGU hält es für dringend erforderlich, die glo-
bale Governance zu Klima- und Nachhaltigkeitszielen 
mit der Digitalisierung zu verschneiden und formuliert 
dazu im  Kasten 9.3.1-1 seinen Entwurf einer Charta für 
ein  nachhaltiges Digitales Zeitalter.
3.7
Folgerungen
Mit der fortschreitenden Digitalisierung und den damit 
einhergehenden großskaligen Veränderungen zeichnet 
sich das Entstehen eines neuen Zeitalters der mensch-
lichen Zivilisation ab: das Digitale Zeitalter (Kap. 3.1), 
das auch und insbesondere im Kontext der Klima- und 
Nachhaltigkeitsziele einzuordnen und zu formen ist. 
Dies wird auch anhand der analysierten Globalberichte 
und Chartas deutlich (Kap 3.6). Das Digitale Zeitalter 
wird im Wesentlichen durch eine digitalisierte Techno-
sphäre (Kap. 3.2, 3.3) geprägt, die durch eine zuneh-
mende Vernetzung technischer Systeme und technisch 
gestützter Prozesse, weiterentwickelte kognitive Fähig-
keiten technischer Systeme und ihre wachsende Auto-
nomie, die wachsende Virtualisierung von Räumen und 
technischen Angeboten sowie im Ergebnis durch eine 
enorme Wissensexplosion, durch die digital gestützte 
Weiterentwicklung aller Wissenschaftsdisziplinen 
gekennzeichnet ist (Kap. 3.4). Dort entstehen beispiels-
weise neue Partizipationsmöglichkeiten durch Bürger-
wissenschaft (Kap. 3.3.5.1) bis hin zum sich abzeich-
nenden Paradigmenwechsel in Richtung Open Science 
(Kap. 5.3.10, 10.2.4.1).
Angesichts der rapiden Umbrüche im Digitalen Zeit-
alter steht jedoch die individuelle Mündigkeit neuen 
Herausforderungen gegenüber. So ist die adäquate 
Gestaltung und Nutzung digitaler Technologien auf-
grund ihrer enormen gesellschaftlichen Durchdringung 
wichtiger als jemals zuvor. In diesem Zusammenhang 
ist ein grundlegendes Verständnis ihrer Funktionsweise 
(Kap. 3.2), einschließlich der Grenzen von Berechen-
barkeit und Modellierung, essenziell. Einerseits kön-
nen nur auf dieser Basis Potenziale und Risiken einzel-
ner Technologien realistisch im Gesamtzusammenhang 
reflektiert und diskutiert werden (Kap. 3.3). Anderer-
seits wird dabei deutlich, welche Werte in Technologie 
jeweils eingeschrieben sind, werden könnten und soll-
ten. Diese Frage wird aktuell hauptsächlich in den The-
mengebieten KI und automatisierter Entscheidungsfin-
dung behandelt (Kasten 3.2.5-1). Sie ist letztlich aber 
für die gesamte Ausrichtung von Forschung und Ent-
wicklung zentral (Kap. 10), wenn es darum geht, insbe-
sondere aus einem breiten Nachhaltigkeitsverständnis 
immer wieder zu (hinter-)fragen, „ob wir die Technik 
haben, die wir brauchen, oder ob wir die Technik brau-
chen, die wir haben“ (Kornwachs, 2009: 39).
Mit den Wirkungen der Digitalisierung auf alle 
Lebensbereiche entstehen zentrale Gestaltungsauf-
gaben (Kap. 3.5), um den digitalen Wandel mit der 
notwendigen Großen Transformation zur Nachhaltig-
keit zusammenzuführen, also der Entwicklung von 
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 Wohlfahrt, Sicherheit und Demokratie für bald 10 Mrd. 
Menschen in den Grenzen des Erdsystems. Auch wenn 
die Entwicklung der digitalen Technologien dynamisch 
fortschreitet und nicht abschließend bewertet werden 
kann, zeichnet sich schon jetzt ab, dass die ungelenkte, 
ausschließlich an ökonomischen Zielen orientierte Wei-
terentwicklung und Anwendung zugunsten eines an 
Klima- und Nachhaltigkeitszielen orientierten Technik-
wandels – und dem dafür nötigen gesellschaftlichen 
Wandel – abgelöst werden muss. 
Insbesondere sollten die mit dem Digitalen Zeitalter 
verbundenen Herausforderungen für den Schutz der 
Grund- und Menschenrechte in den Blickpunkt gerückt 
werden. Im Digitalen verändern sich die Schutzräume 
und Ausübungsmöglichkeiten dieser Rechte (Kap. 4), 
so dass neue Vergewisserungen und gegebenenfalls 
neue Rahmensetzungen erforderlich werden (Kap. 8). 
Die Menschenwürde ist und bleibt der zentrale unver-
änderliche Referenzpunkt (Kap. 2). Ihre Unantastbar-
keit und die hieraus resultierende Achtung sowie der 
Schutzanspruch bilden in diesem Gutachten explizite 
Orientierungshilfen für die nachhaltige Gestaltung der 
Digitalisierung. Eng damit verknüpft ist die Sicher-
stellung der Gemeinwohlorientierung und Einbettung 
der Nutzung digitaler Technologien in eine Strategie 
nachhaltiger Entwicklung. Dafür braucht es geeig-
nete Rahmensetzungen und Grenzziehungen (Kap. 9). 
Ohne aktive Gestaltung birgt der globale digitale Wan-
del zudem das Risiko, die Gefährdung der natürli-



















Es stellt sich die Frage nach den Gestalter*innen des Digitalen Zeitalters: 
Verschieben sich Handlungsspielräume einzelner Akteursgruppen? Neben 
Individuen, Wirtschaft und Zivilgesellschaft nimmt der WBGU die Tech-Com-
munities in den Blick. Im Mehrebenensystem von Städten und Gemeinden, 
Staaten, internationalen Organisationen sowie transnationalen Akteursgrup-
pen identifiziert der WBGU erhebliche Machtverschiebungen. Sie führen teils 
zu Blockaden und Pfadabhängigkeiten, eröffnen aber auch neue Potenziale 
für Nachhaltigkeitstransformationen. 
Digitalisierungsprozesse sind keine Naturgewalt, son-
dern werden von verschiedenen Akteur*innen und 
deren unterschiedlichen, auch widerstreitenden Inter-
essen vorangetrieben. Damit wird nicht nur die Frage 
zentral, wie sich die Digitalisierung auswirkt (Kap. 3, 5) 
und auswirken könnte (Kap. 6), sondern auch die Frage 
der Gestaltbarkeit dieser Prozesse. Insbesondere geht 
es dem WBGU um die Ausrichtung der technolo-
gisch-digitalen Revolution auf eine gelingende Trans-
formation zur Nachhaltigkeit (Kap. 3). Welche Heraus-
forderungen an die Gestaltung eines transformativen 
Wandels bestehen (Kap. 4.1), welche Funktionen die 
Akteure des digitalen Wandels wahrnehmen, welche 
Bedeutung ihnen auch im Hinblick auf diesen transfor-
mativen Wandel zukommt (Kap. 4.2) und welche Chan-
cen sie aktuell für eine Transformation in Richtung 
Nachhaltigkeit wahrnehmen könnten (Kap. 4.3), wird 
nachfolgend untersucht.
4.1
Transformativer Wandel als Gestaltungsaufgabe
Der WBGU hat sich bereits 2011 mit den Voraussetzun-
gen und Strategien beschäftigt, die einen gesellschaft-
lichen Umbau Richtung Nachhaltigkeit ermöglichen 
(WBGU, 2011). Mit der Agenda 2030 gibt es dafür 
heute 17 international vereinbarte, differenzierte 
Nachhaltigkeitsziele (SDGs) mit sich weiter entwickeln-
der Indikatorik (UNGA, 2015; Kasten 2.1-1). Die 
Umsetzung dieser Ziele und Strategien ist ein politi-
sches Projekt, um einerseits Beharrungskräfte hinter 
nicht nachhaltigen Entwicklungen und Trends zu über-
winden sowie andererseits neue Entwicklungen und 
Trends in Richtung Nachhaltigkeit zu ermöglichen und 
explizit zu unterstützen. Entsprechende Strategieent-
wicklungen werden auf globaler, nationaler und lokaler 
Ebene vorangetrieben. In einem internationalen 
Review-Prozess werden dabei Erfolge wie Umsetzungs-
schwierigkeiten reflektiert. 
Die Begriffe der Transformation, des Transformierens 
und des Transformativen ziehen sich durch die Agenda 
2030. Transformation umfasst nicht nur die zu erzielen-
den Ergebnisse (z. B. einen sinkenden CO2-Ausstoß), 
sondern auch die grundlegende (Re-)Konfiguration 
von Abläufen und Organisationsmustern, mit denen 
Ergebnisse erzielt werden (z. B. Entwicklungen von 
einer weitgehend zentralisierten fossilen Energiever-
sorgung zu einer flexibilisierten dezentralen Versor-
gung mit erneuerbaren Energien). Derartige Transfor-
mationen beinhalten ökonomische, soziokulturelle, 
politische, technologische sowie ökologische Aspekte 
und werden als dynamisches und komplexes Zusam-
menspiel beschrieben und analysiert (Tanner und 
 Bahadur, 2013). Als Prozesse sind sie daher nicht exakt 
plan- und prognostizierbar. Dennoch ist es analytisch 
möglich, die Bedingungen eines sich eher langsam voll-
ziehenden adaptiven gesellschaftlichen Wandels von 
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Bedingungen transformativen Wandels zu unterschei-
den und letzteren damit auch zu antizipieren oder zu 
unterstützen (O’Brien und Sygna, 2013: 16). 
Der Begriff der Pfadabhängigkeiten soll hierbei über-
greifend ökonomische, soziokulturelle, politische, tech-
nologische und ökologische Anteile der aktuellen 
gesellschaftlichen Konfigurationen beschreiben, wenn 
sie als Beharrungskräfte wirken. Im Spezifischen wer-
den sich die Pfadabhängigkeiten von Land zu Land als 
auch von Dorf zu Dorf unterscheiden. Beispiele sind 
etablierte gesellschaftliche wie politische Institutionen, 
Marktstrukturen und -akteure, physische Infrastruktu-
ren, Wissensbestände und kulturelle wie normative 
Prägungen (WBGU, 2011: 418f.). Als Strukturen einer 
Gesellschaft begriffen, sind sie für bestimmte Ziele und 
Aufgaben im Kontext bestimmter Umstände geschaf-
fen worden. Gleichzeitig bilden sie den Wirklichkeits-
raum der Akteure, die in ihnen sozialisiert werden und 
Entscheidungen über zukünftige Entwicklungen tref-
fen. Der Begriff der Pfadabhängigkeiten verdeutlicht 
also, dass gesellschaftliche Entwicklungen in eine 
bestimmte Richtung angereizt und getrieben werden 
(Avelino et al., 2016; Göpel, 2016: 4ff.). 
Transformationen werden dann wahrscheinlich, 
wenn mehrere Pfadabhängigkeiten gleichzeitig von 
Veränderungen betroffen sind. Entsprechende „Häu-
figkeitsverdichtungen“ (Osterhammel, 2009) deuten 
Kipppunkte oder Gelegenheitsfenster für ein Aufbre-
chen von Pfadabhängigkeiten an, womit die Rekonfi-
guration gesellschaftlicher (Teil-)Systeme möglich oder 
sogar unausweichlich wird. Folgende Liste enthält Bei-
spiele aus dem Energiesektor für zentrale Bereiche 
gesellschaftlichen Wandels.
 > Neues Wissen bzw. neue Werte verändern die Beur-
teilung sowohl der aktuellen Situation als auch des 
Möglichkeitsraums für vorstellbare Zukünfte; 
abweichende Lösungen werden denkbar und über-
zeugend, z. B. durch Computersimulationen zum 
 Klimawandel. 
 > Regulatorische Maßnahmen verändern die Bedin-
gungen für einzelne Geschäftsmodelle, die zivilge-
sellschaftliche Praxis oder auch Technologieentwick-
lungen, z. B. eine staatliche Förderung der Einspei-
sung von erneuerbaren Energien in das Stromnetz.
 > Ökonomische Abläufe werden krisenhaft durch ver-
änderte Kontextbedingungen, so dass die Suche 
nach alternativen Produkten oder Geschäftsmodel-
len angereizt wird, z. B. setzen Verschiebungen von 
Investitionstätigkeiten und Förderprogrammen in 
Richtung erneuerbarer Energien und eine mögliche 
Bepreisung von CO2 oder fossiler Energieträger die 
Energieunternehmen, deren Geschäftsmodelle auf 
der Nutzung fossiler Energieträger beruhen, unter 
Druck.
 > Zivilgesellschaftliche Projekte stellen abweichende 
Werte, Narrative und Lösungen ins Zentrum, so dass 
neue Formen des Zusammenwirkens entstehen, z. B. 
die Anti-Atomkraftbewegung oder Bürgerenergie-
genossenschaften für erneuerbare Energien in 
Deutschland.
 > Neue Technologien ermöglichen alternative Produkte 
und Produktionsprozesse, neue Wissensgenerie-
rung, Kommunikation und Vernetzungen, z. B. Pho-
tovoltaik oder Brennstoffzellen (Stichwort: Sektor-
kopplung) sowie Smart Grids zur Kombination ver-
schiedener erneuerbarer Energiequellen.
Diese Liste ist nicht hierarchisch oder sequenziell zu 
verstehen, sondern zeigt Varianten des Aufbrechens 
und der Destabilisierung existierender Pfadabhängig-
keiten im Energiebereich, die zu sich gegenseitig ver-
stärkenden Wechselwirkungen führen können. Im 
Kontext der Nachhaltigkeitstransformation z. B. ist die 
Hinterfragung des Status Quo durch neues Wissen sehr 
relevant, da Messdaten und Computersimulationen die 
Konsequenzen der Übernutzung der Ökosysteme erst 
begreifbar und prognostizierbar machen. Bei der Digi-
talisierung hingegen ist es die rasante technologische 
Entwicklung, die neue Formen des Produzierens, Kon-
sumierens und Kommunizierens und eine Vielzahl 
neuer Geschäftsmodelle ermöglicht. Dynamisch 
betrachtet beschleunigt sich ein transformativer Durch-
bruch, wenn Akteure aus verschiedenen Bereichen 
durch Übereinstimmungen im Bereich Wissen, Werte 
und Interessen zu ähnlichen Visionen, Zielen und 
 Narrativen gelangen. Dabei richten sich auch Techno-
logien, Investitionen und Produktionsmuster, Gesetze 
und Anreize neu aus und auch die öffentliche Meinung 
oder Konsumentscheidungen verändern sich entspre-
chend (Abb. 4.1-1). Je bewusster und koordinierter 
diese vielen unterschiedlichen inkrementellen Schritte 
erfolgen, umso radikaler oder transformativer ist der zu 
erwartende Wandel.
Transformative Governance durch neue 
Akteurskonstellationen
Im Prozess der Überwindung von Beharrungskräften 
schreiben akteurszentrierte Ansätze der Transformati-
onsforschung Pionier*innen des Wandels (WBGU, 
2011) eine zentrale Funktion zu. Aus ihren unter-
schiedlichen Innovationsnischen eröffnen sie 
 Perspektiven und Pfade für neues Denken und Han-
deln, die sukzessive Breitenwirkung auf der Regime-
ebene entfalten können (hellblau markierte Punkte in 
Abb. 4.1-1). Aus dieser Perspektive erscheinen Organi-
sationen und Institutionen nicht als monolithische Ein-
heiten, sondern als Gruppen von Menschen mit zum 
Teil widerstreitenden Ideen, Überzeugungen und 
Reservoirs an Gestaltungsmacht (Köhler et al., 2019). 
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Pionier*innen sind diejenigen unter ihnen, die explizit 
vom jeweiligen Status Quo abweichen, also Pfadabhän-
gigkeiten unter- oder aufbrechen wollen. In welche 
Richtung sie abweichen, ist zunächst irrelevant. Nor-
mative Bewertungen, ob es sich um positive oder nega-
tive Abweichungen handelt, hängen von der jeweiligen 
Situation und von den dort vorherrschenden 
 Wissensbeständen, Wertesystemen, Weltanschauun-
gen und gesellschaftlichen Zielsetzungen ab. Aus dieser 
streng analytischen Perspektive gelten zunächst sowohl 
Nachhaltigkeitsprotagonisten, aber auch Digitaldisrup-
toren oder gar Rechtspopulisten als Pioniere – wenn 
auch mit Blick auf die konkrete Zielperspektive und 
normatives Profil in völlig verschiedene Richtungen. 
Für die Nachhaltigkeitstransformation war und ist der 
Anstoß systemischen Wandels aus unterschiedlichen 
Innovationsnischen sehr relevant, um Pfade für neues 
Denken und Handeln zu eröffnen und sukzessive Brei-
tenwirkung in unterschiedlichen gesellschaftlichen 
Bereichen  entfalten zu können (Abb. 4.1-2). 
Um diese Anstöße weiter zu konsolidieren, sind Koa-
litionen des Wandels von großer Bedeutung. In der 
Durchsetzung bestimmter Veränderungen mobilisieren 
sie als Akteurskoalitionen über Organisationsgrenzen 
und Sektoren hinweg Gestaltungsmacht, z. B. Ressourcen 
aus der Privatwirtschaft, Autorität aus dem legislativen 
Apparat und Legitimität aus der öffentlichen Meinung 
(Then und Kehl, 2012). Erfolgsversprechende Akteurs-
koalitionen liegen dabei häufig quer zu typischen Unter-
teilungen wie Staaten versus Unternehmen oder Bot-
tom-up-Nischenaktivitäten versus Top-down-Regulie-
rung. Auch die Interaktion mit Veto-Akteuren und ent-
sprechenden Koalitionen ist von Bedeutung. Zentrale 
Unterstützungsprozesse umfassen in der Folge auch 
geänderte Regulierung und Marktstrukturen. Übergrei-
fende Visionen und neue Narrative begleiten und moti-
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Multi-Level-Perspektive auf Transformationsprozesse. Ausgangspunkt für Veränderungen sind Individuen (Miniebene), aus 
denen sich jedes institutionelle Gefüge zusammensetzt. Sie geben Ideen und Handlungsimpulse für Veränderungen auf sämt-
lichen Ebenen. Die Mikro- oder Nischenebene ist die innovationsfreundlichste Ebene, in der kleinere Einheiten neue Wege aus-
probieren können, soweit das Gesamtsystem Raum für diese Pionieraktivitäten schafft. Die Meso- oder Regimeebene besteht 
aus gewachsenen Strukturen und Teilsystemen, die sich langsamer wandeln und eher den Status Quo stabilisieren. Die Makro- 
oder Landschaftsebene umreißt den Hintergrund für die Entwicklungen auf unterliegenden Ebenen und umfasst vergleichsweise 
längerfristige Entwicklungspfade, etwa der Umweltbedingungen, fundamentaler Infrastruktur- oder Marktbedingungen. Auf 
der Metaebene liegen Weltanschauungen, Visionen und Paradigmen, die zwischen den verschiedenen Ebenen vermitteln. Die 
violetten Pfeile symbolisieren dabei die vorherrschenden, die hellblauen Pfeile neue Ideen und Handlungsimpulse, die von der 
individuellen Ebene in die Teilsysteme der Mikro- und Makroebene vordringen. Diese Weltanschauungen, Visionen und Para-
digmen bilden eine Art Bindeglied zwischen den verschiedenen Einheiten des Gesamtsystems. 
Quelle: Göpel, 2016, verändert
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Für die Nachhaltigkeitstransformation hat der 
WBGU u. a. bereits 2011 auch die Rolle des gestalten-
den Staates (Autorität) betont, der Pionierinitiativen im 
Wettbewerb mit etablierten Marktakteuren zumindest 
anfänglich schützt sowie die großen strukturellen Wei-
chen stellt (z. B. Energiewende). Auch der Abbau struk-
tureller Bevorteilungen und die Subventionierung nicht 
nachhaltig agierender Akteure verbessern nicht nur die 
Wettbewerbsposition etablierter, ressourcen- und 
energieeffizienter Unternehmen sondern auch der Pio-
niere des Wandels und befördern so die Umverteilung 
von Ressourcen. Solange es z. B. einen finanziellen 
Wettbewerbsvorteil bietet, Umwelt- und Sozialkosten 
weniger oder gar nicht zu berücksichtigen, haben Nach-
haltigkeitspionier*innen einen systematischen Nachteil 
und damit schlechtere Chancen, aus der Nische kauf-
kräftiger umweltbewusster Kund*innen herauszukom-
men. Anpassungen des regulativen Rahmens sollten 
daher eine systematische Einbeziehung aller Umwelt- 
und Sozialkosten in unternehmerische und individuelle 
Entscheidungen fördern. Um die Legitimität und Akzep-
tanz der notwendigen gesetzlichen Veränderungen zu 
sichern, sollte diese strukturelle Neuorientierung durch 
Einbeziehung aller gesellschaftlichen Gruppen norma-
tiv gestützt werden, z. B. durch einen neuen Gesell-
schaftsvertrag (WBGU, 2011). Die Bedeutung gesell-
schaftlicher Bewegungen und Öffentlichkeit als Quelle 
von Legitimität und Treiber von Wandel zeigen derzeit 
die vielen „For-Future“-Bewegungen in Deutschland 
und weltweit. 
Für die normative Ausrichtung globaler transfor-
mativer Prozesse hat der WBGU seine akteurszen-
trierte Perspektive auf Pionier*innen des Wandels zu 
einem polyzentrischen Governance-Ansatz („polyzen-
trische Verantwortungsarchitektur“) weiterentwickelt, 
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Phasen und Kernprozesse transformativen Wandels. Typischerweise können Transformationsprozesse in einer S-Kurve dar-
gestellt werden, die verschiedene Prozesse und Phasen der Transformation veranschaulicht. In der Phase der Vorentwicklung 
bewegt sich gesellschaftliche Entwicklung innerhalb der Pfadabhängigkeiten. Diese werden wenig hinterfragt. Wichtige Prozesse 
sind hier Pionieraktivitäten und das Entstehen neuer Visionen, neuen Wissens und neuer Narrative. In der Startphase greift 
das Gesamtsystem neue Ideen und Konzepte auf. Es gibt kein einheitliches Verständnis von Lösungswegen und Entwicklungs-
pfaden, starke Gegenwehr gegen die neuen Lösungswege durch die etablierten Kräfte ist möglich. Ist ein gewisser Kipppunkt 
erreicht, geht die Transformation in die Beschleunigungsphase über: Neue Lösungen werden anerkannt(er) und dringen in den 
Mainstream vor. Zugleich kann in dieser Phase eine starke Gegenbewegung derjenigen auftreten, die aufgrund der Transformati-
on Nachteile erleiden können. In der Endphase der Transformation zeigt sich, ob sich durch die Transformation ein neues System 
etabliert (Stabilisierung), lediglich Neuheiten ins alte System eingebettet werden oder die Transformation scheitert (Rückschlag). 
Gesamtgesellschaftliche bzw. politische Gestaltungsmaßnahmen und Koalitionen des Wandels sind zur Ermöglichung von Pio-
nieraktivitäten in der Vorentwicklungsphase und insbesondere während der Start- und Beschleunigungsphase erforderlich. 
Quelle: Göpel, 2016, verändert
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ausgeht (WBGU, 2016a: 410ff.). Für eine erfolgreiche 
nachhaltige Stadtentwicklung schlug das WBGU-Ur-
banisierungsgutachten (WBGU, 2016a) vor, nicht nur 
möglichst vielen Akteur*innen im urbanen Raum mehr 
Beteiligung und Verantwortung für die nachhaltige 
Transformation zu übertragen, sondern Städte und ihre 
Netzwerke umgekehrt auf staatlicher und internationa-
ler Ebene in Governance-Prozesse für nachhaltige Ent-
wicklung einzubinden. Mit Hilfe dieses polyzentrischen 
Konzepts lassen sich Pionier*innen und Koalitionen für 
Nachhaltigkeit dann über unterschiedliche Ebenen hin-
weg und in allen gesellschaftlichen Gruppen ausfindig 
machen, die mehr oder weniger koordiniert verschie-
dene Innovationen und Interventionen vorantreiben 
und damit Häufigkeitsverdichtung für transformativen 
Wandel begünstigen. 
4.2
Akteure im Digitalen Zeitalter zwischen Macht 
und Ohnmacht
Die Gestaltungsmacht von Akteur*innen im Digitalen 
Zeitalter wird im Folgenden im Hinblick auf ihre Bün-
delung mit der in Kapitel 4.1 vorgestellten Transforma-
tionsperspektive und die Überwindung von Pfadab-
hängigkeiten analysiert. Im Zusammenspiel der Ana-
lyse von digitalem Wandel (Kap. 3) und Nachhaltig-
keitsherausforderungen (Kap. 4.1) gilt es einerseits 
nicht nachhaltige Machtkonzentrationen und anderer-
seits Koalitionen von Akteuren und Gelegenheitsfens-
ter zu ermitteln, die bereits jetzt die Potenziale des digi-
talen Wandels auf gemeinwohlorientierte Ziele wie die 
SDGs ausrichten. Dabei zeigen die folgenden Skizzen, 
dass der digitale Wandel zu einer Konzentration von 
Gestaltungsmacht in bisher unvorstellbarem Ausmaß 
führen kann, in der viele Innovationsnischen mit 
staatsähnlicher Autorität (z. B. basierend auf der Kont-
rolle über neue Infrastrukturen), finanziellen Ressour-
cen (z. B. resultierend aus dem wirtschaftlichen Poten-
zial globaler Netzwerkeffekte) und scheinbarer Legiti-
mität (z. B. durch in der Bedeutung zunehmende 
 Entscheidungsfindungsverfahren, wie Multistakehol-
der-Verfahren) parallel beeinflusst werden können. 
Dieses Kapitel zeigt, wie sich Handlungs- und Gestal-
tungsspielräume zu Gunsten oder zu Lasten einzelner 
Akteursgruppen mit Blick auf die nachhaltige und die 
digitale Transformation verändern (Abb. 4.2-1). Nach 
Individuen (Kap. 4.2.1), Unternehmen (Kap. 4.2.2) 
sowie Zivilgesellschaft und Wissenschaft (Kap. 4.2.3) 
nimmt der WBGU die Tech-Communities in den Blick 
(Kap. 4.2.4), um zu analysieren, welche Rolle diese neue 
Akteursgruppe im Digitalen Zeitalter spielt. Weiterhin 
analysiert der WBGU stärker dem hoheitlichen Bereich 
zuzuordnende Akteurskonstellationen wie Städte und 
Gemeinden (Kap. 4.2.5), Staaten (Kap. 4.2.6) und inter-
nationale Organisationen (Kap. 4.2.8) sowie letztlich die 
quer dazu agierenden transnationale Akteursgruppen 
(Kap. 4.2.7). 
4.2.1 
Handlungs- und Gestaltungsfähigkeit der 
 Individuen im Digitalen Zeitalter
Im Digitalen Zeitalter verändern sich die Bedingungen 
für individuelle Mündigkeit und Selbstbestimmung 
sowie individuelle Handlungsräume durch die Nutzung 
digitaler Lösungen (Kap. 3.5.4). Der WBGU stellt sich 
die Frage, wo, wie und wodurch individuelle Akteure 
durch Digitalisierungsprozesse in ihrer Mündigkeit und 
Selbstbestimmung jeweils gestärkt oder geschwächt 
werden. Individuen nehmen innerhalb der Gesellschaft 
verschiedene Rollen ein: Als Bürger*innen nehmen sie 
offline und online am Gemeinwesen und an politischen 
Willensbildungs- und Entscheidungsprozessen sowie 
als Konsument*innen am Wirtschaftsleben teil. Im 
Kontext von Digitalisierung werden Individuen zu Nut-
zer*innen öffentlicher oder privater digitaler und digi-
talisierter Dienstleistungen und Konsumgüter und kön-
nen als Prosument*innen digitaler oder digital vermit-
telter Güter im Wirtschaftsleben auf der Angebots- und 
Nachfrageseite zugleich auftreten. 
4.2.1.1 
Souveränitätsverlust und Privatsphärenverlet-
zungen als Risiken für Nutzer*innen
Der Konsum und die Nutzung von digitaler Technik ist 
mit verschiedensten Risiken für Individuen verbunden 
– von Souveränitätsverlust bei Konsumentscheidungen 
hin zu ungewollten Veröffentlichungen personenbezo-
gener Daten, die zu Verletzungen der Privatsphäre füh-
ren können. Die digitale Souveränität des Individuums 
ist bedroht, wenn Verbraucher*innen in ihrer Selbst-
bestimmtheit, z. B. Wahlfreiheit (d. h. die Freiheit, 
etwas zu tun oder auch zu unterlassen), eingeschränkt 
werden oder diese gänzlich aufgehoben wird, sie also 
zum Objekt automatisierter Entscheidungen werden 
(SVRV, 2017). In den digitalen Handlungsräumen für 
Individuen können Überzeugungen mächtiger Akteure, 
etwa der Digitalkonzerne, Einfluss nehmen und domi-
nant werden (Lenk, 2016, 2017: 28; Kap. 4.2.4). Zu 
diesen Handlungsräumen zählen etwa soziale Netz-
werke, Suchportale oder Onlinemarktplätze, deren 
Design und Konfigurationen mitbestimmen, welche 
Daten übermittelt werden, welche Konsumoptionen 
angezeigt werden und wie Interaktionen mit anderen 
stattfinden. Die Grundlagen konkreter Entscheidungen 
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lassen sich meist nicht nachvollziehen oder kontrollie-
ren, wodurch eine Asymmetrie gegenüber wenigen pri-
vaten Unternehmen und z. T. auch Staaten entsteht 
(Leopoldina, 2018: 40; Kap. 5.3.3). Die Dezentralität 
der Individuen bedeutet dabei auch einen geringeren 
Organisationsgrad gegenüber den gut organisierten und 
mit einem Wissens- und Informationsvorsprung ausge-
statteten Plattformbetreibern. 
Die digitale Preisgabe persönlicher Informationen ist 
für Nutzer*innen dabei mit dem Risiko der Privatsphä-
renverletzung verbunden (Kap. 2.2.3.1, 3.5.3; Leopol-
dina, 2018). Meta- und Inhaltsdaten von Individuen 
können durch Big-Data-Anwendungen (Kap. 3.3.2, 
3.3.3) derart zusammengeführt werden, dass intime 
Einblicke in das persönliche Leben einzelner Individuen 
möglich sind. Dies ändert die Stellung der Individuen 
gegenüber denjenigen (z. B. Staaten und Wirtschafts-
unternehmen), die über diese Daten verfügen, erheb-
lich (Baumann, 2015: 12). Die missbräuchliche Verwen-
dung und ungewollte Veröffentlichungen personenbe-
zogener Daten etwa in sozialen Medien kann direkte 
negative soziale (z. B. Mobbing) bzw. finanzielle Konse-
quenzen (z. B. Diebstahl) haben. Ein weiteres Risiko für 
Nutzer*innen ist, dass ihnen Selbstverschulden vorge-
worfen wird, etwa aufgrund fehlender Medienkompe-
tenz. Solche Anschuldigungen können mit Scham ver-
bunden sein und wälzen die Verantwortung der Anbie-
ter*innen (z. B. sozialer Plattformen) auf die Nutzer*in-
nen ab.
Kategorien, mit denen Privatheit offline reguliert 
wird, zum Beispiel der grundrechtliche Schutz der 
Wohnung, funktionieren bei der Nutzung digitaler 
Medien noch nicht – etwa da die nötigen Sicherungs-
mechanismen noch nicht umfassend bereitgestellt bzw. 
gesetzlich eingefordert werden oder aber zu aufwändig 
in der Anwendung sind bzw. nicht im Verständnis ihrer 
Notwendigkeit bei den Nutzer*innen liegen. 

















im Digitalen Zeitalter. Die 
mittlere vertikale Achse 
umfasst die Individuen sowie 
die klassischen staatlichen 
Governance-Ebenen von 
Städten und Gemeinden, 
Staaten und internationa-
len Organisationen. Hinzu 
kommen Zivilgesellschaft 
und Unternehmen sowie 
die Tech-Communities und 
transnationale Akteure, die 
die klassischen Zuschrei-
bungen zu Politikebenen 
transzendieren. Überall kön-
nen Pioniere des Wandels 
auftreten und innovative 
Koalitionen entstehen.
Quelle: WBGU
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keit bestehen demgegenüber gleichfalls in der Vernet-
zung mit anderen Individuen (Kap. 4.2.1.2). Individuen 
können online als wichtige Akteur*innen des Wandels 
auftreten und z. B. in sozialen Medien für Nachhaltig-
keitsprojekte mobilisieren. Das Thema Privatheit sowie 
die Förderung ihrer Potenziale für Identität, Selbstbe-
stimmtheit und Kreativität müssen deshalb gesell-
schaftlich neu und breit diskutiert werden 
(Trepte, 2016a). 
4.2.1.2 
Nutzer*innen und Prosument*innen als kreative 
Gestalter*innen des Wandels 
Individuen sind für die erforderlichen Transformations-
prozesse (Kap. 4.1) insbesondere auch als Pionier*in-
nen und Künstler*innen wichtig. Ein digitaler Raum 
ermöglicht Einzelpersonen, Eigenart (Kap. 2.2.3) zu 
entfalten, indem sie eine Bühne erhalten als auch in 
Gruppen und damit etwa über soziale Medien in die 
Gesellschaft wirken können. Als Prosument*in können 
Individuen selbst Onlineinhalte generieren oder Güter 
und Angebote (mit-)gestalten sowie vermitteln. So 
kann jede*r Inhalte selbstverantwortlich veröffentli-
chen und wesentliche Wirkung als Blogger*in oder 
Influencer*in erzielen oder ein*e Einfamilienhausbesit-
zer*in Solarzellen auf dem Dach betreiben und über-
schüssige Energie in das Stromnetz einspeisen. Der 
Handlungsspielraum dieser Gestalter*innen des Wan-
dels wird erheblich dadurch gestärkt, dass sie über eine 
Vielfalt von Onlineressourcen verfügen und diese mit-
einander teilen können, etwa durch die einfache Bereit-
stellung von Anleitungen und Inhalten oder die Mög-
lichkeit sich von einer online versammelten Unterstüt-
zer*innengruppe finanzieren zu lassen (Crowd funding).
4.2.1.3 
Bürger*innen als digital unterstützte 
Akteur*innen des Wandels
Die klassische Form der Einflussnahme von Bürger*in-
nen auf die Politik in Demokratien, wie Deutschland, 
sind Wahlen und Abstimmungen (Art. 20 Abs. 2 GG). 
Daneben bezieht der Staat und seine Verwaltung Bür-
ger*innen, Unternehmen und die Zivilgesellschaft über 
andere Beteiligungsverfahren in Entscheidungspro-
zesse ein. Digitale Partizipationsinstrumente eröffnen 
neue, zusätzliche Möglichkeiten, um staatlich initiierte 
einfache (z. B. Onlinekonsultationen, Umfragen) wie 
auch komplexe demokratische Partizipationsverfahren 
zu unterstützen. Inklusiv und barrierefrei gestaltete, 
IKT-basierte Formen der Bürger*innenbeteiligung, 
etwa umgesetzt durch professionelle Mediator*innen, 
eine repräsentative Auswahl der Beteiligten und Unter-
stützung im Umgang mit digitaler Technik ermöglichen 
es Staat und Verwaltung, Bedürfnisse, Interessen und 
Belange zu identifizieren und in die Entscheidung ein-
zubeziehen. Indem Staat und Verwaltung Individuen 
aktiv zur Einflussnahme auf laufende Entscheidungs-
prozesse einladen, verschaffen sie sich zum einen eine 
vollständigere Informationsgrundlage für ihre Ent-
scheidungen und ermöglichen zum anderen eine Anhö-
rung, die potenziell zur positiven Erfahrung führt, dass 
individuelle Beiträge geschätzt werden und wertvoll 
sind. Dies kann dazu beitragen, dass Individuen staat-
liche Entscheidungen akzeptieren. 
Zugleich eröffnen derartige digitale Beteiligungsfor-
mate den zu beteiligenden Individuen die Möglichkeit 
des Informationszugangs sowie der Bewertung und 
Kontrolle staatlicher Entscheidungen. Bürger*innen 
können zudem als Nischenakteure den Vollzug staatli-
cher Entscheidungen kontrollieren. So können Indivi-
duen Missstände leichter und gegebenenfalls anonym 
kommunizieren, helfen Daten zu erheben (Bürgerwis-
senschaft, Kap. 5.3.10) und Informationen zur Verfü-
gung zu stellen. Außerdem können sie sich Interessen-
gruppen anschließen und sich organisieren. 
Kollektive Selbstwirksamkeit, also das Wirken von 
Individuen in einer Gemeinschaft (van Zomeren et al., 
2010), kann dazu beitragen, dass Individuen diese 
Möglichkeiten wahrnehmen. Sie kann entstehen, wenn 
sich viele Akteure vernetzen und dadurch gegenseitig 
unterstützen (z. B. kollektive Aktion; Bamberg et al., 
2015). Die digitalen Möglichkeiten können dazu füh-
ren, dass Bürger*innen insbesondere durch erweiterte 
Partizipationsmöglichkeiten nicht nur aktiv in die 
Gestaltung der Transformation zu Nachhaltigkeit ein-
gebunden werden, sondern diese auch selber vorantrei-
ben können.
4.2.1.4 
Die Gefahr von Diskriminierung durch Ausschluss 
von Bürger*innen von digitaler Technik 
Bezogen auf die Rolle als partizipierende Bürger*in 
besteht die Gefahr der Diskriminierung durch Aus-
schluss als Nichtnutzer*in digitaler Technik. Sozialen 
Gruppen und Milieus, die nicht über das Wissen und die 
Kompetenzen im Umgang mit digitaler Technik sowie 
den Zugang zu digitalen Angeboten verfügen, unter-
liegen Ausgrenzungsgefahren bis hin zur Teilhabever-
weigerung. Um Potenziale der Digitalisierung auch im 
Bereich der Teilhabe zu heben, sollten Maßnahmen 
ergriffen werden, die sicherstellen, dass eine breite 
Beteiligung erreicht und die Diskriminierung von Per-
sonen ausgeschlossen wird. Auch digitale Formen der 
Beteiligung (e-Partizipation, Liquid Democracy, e-Peti-
tionen, Bürgerhaushalt) bedürfen Ressourcen, wie ver-
lässlicher und vertrauenswürdiger digitaler Angebote 
(Kap. 5.3.5) und Know-how (Kap. 5.3.4). Nicht nur der 
Mangel an digitalen Kompetenzen, sondern auch eine 
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eingeschränkte Verfügbarkeit von Hard- und Software 
kann zu einer massiven gesellschaftlichen Spaltung 
zwischen Armen und Reichen führen, wenn nur Wohl-
habende sich diese leisten können. Eine zusätzliche 
Qualität gewinnt der Aspekt digitaler Diskriminierung 
im globalen Kontext: In Entwicklungsländern ist die 
Gefahr der digitalen Spaltung besonders groß, wie sich 
zum Beispiel am mangelnden Zugang zu entsprechen-
der IKT und Bildung in einigen afrikanischen Ländern 
zeigt (Kap. 5.3.8). 
Die Gewährleistung professioneller Prozesssteue-
rung etwa durch unabhängige Mediatoren (Horelli, 
2002), eine frühzeitige Einbeziehung der Beteiligten, 
transparente Regeln und die Vermeidung der Exklusion 
von Gruppen (Öffentlichkeit) sind (aus dem Nicht-Digi-
talen) übertragbare Erfolgsfaktoren für digitale Partizi-
pation. Individuen müssen für Alltagssituationen (z. B. 
im digitalisierten Konsum, Kap. 5.2.3) und in Transfor-
mationsprozessen (z. B. bei den Themen Arbeit der 
Zukunft, Kap. 5.3.9 oder der Mobilitätswende, 
Kap. 5.2.8) darauf vorbereitet werden, souveräne Ent-
scheidungen treffen zu können. 
4.2.1.5 
Zwischenfazit
Die Transformation zur Nachhaltigkeit muss von Indivi-
duen unterstützt und akzeptiert werden, um erfolg-
reich zu sein (WBGU, 2011: 71). Der digitale Wandel 
eröffnet den Individuen dazu neue Möglichkeiten der 
Partizipation – nicht nur im Sinne von Beteiligung, son-
dern auch mit Blick auf Information, Kontrolle (im 
Sinne der Nachverfolgung) und Eigeninitiative. Als 
 Pioniere des Wandels können Individuen diese neuen 
Chancen nutzen und die Transformation zur Nachhal-
tigkeit zum Beispiel durch Onlineengagement aktiv 
mitgestalten. Zugleich birgt Digitalisierung aber Risiken 
des Akzeptanzverlusts, wenn Individuen instrumenta-
lisiert und reine Objekte für Entscheidungsträger wer-
den, auf die sie keinen Einfluss haben. Privatsphären-
schutz und die Bewahrung individueller Entschei-
dungssouveränität sind unabdingbare Voraussetzungen 
für Partizipation und Pionieraktivitäten der Menschen.
4.2.2 
Unternehmen zwischen Marktkonzentration und 
Wettbewerb
Das Zusammenspiel zwischen Unternehmen unterein-
ander, zwischen Unternehmen und Verbraucher*innen 
in Märkten, sowie zwischen Unternehmen und Staaten 
kann eine hohe Veränderungsdynamik entfalten. Die 
Dynamik und Breitenwirkung der Digitalisierung selbst 
illustrieren dies nur allzu deutlich (Kap. 3.1). Die 
Anwendung digitaler Technologien beschränkt sich 
dabei längst nicht mehr auf Unternehmen des Techno-
logie- bzw. IKT-Sektors, sondern erfasst zunehmend 
Unternehmen aller Wirtschaftsbereiche (OECD, 2019c). 
Es etablieren sich neue Marktstrukturen, neue 
Geschäftsmodelle und neue Verhaltensweisen. Diese 
Veränderungsdynamik stellt aus der Perspektive der 
Nachhaltigkeitstransformation Chance und Herausfor-
derung zugleich dar (WBGU, 2011).
4.2.2.1 
Unternehmen als Akteure des digitalen Wandels: 
Marktdisruptionen
Das disruptive Potenzial digitaler Technologien beruht 
zunächst auf ihrer zumeist schnellen Skalierbarkeit 
durch das Wirken von Skalen- und Netzwerkeffekten 
(Kasten 4.2.2-1; Brynjolfsson und McAfee, 2014). Ent-
scheidend ist darüber hinaus das hohe wirtschaftliche 
Potenzial, das im erheblichen Zugewinn an Information 
durch umfassende Datenerhebung und -auswertung 
sowie der stärkeren Vernetzung von Akteuren und 
Märkten liegt. Die Nutzung dieses Potenzials wird 
bereits heute als ein, wenn nicht der entscheidende 
Wettbewerbsfaktor gesehen (Mayer-Schönberger und 
Ramge, 2017; Goldfarb et al., 2019; Wambach und 
Müller, 2018; OECD, 2019c; Niebel et al., 2019). Sie 
bietet auch zunächst branchenfernen, auf die wirt-
schaftliche Nutzung von Information und Vernetzung 
spezialisierten Akteuren Chancen, in bestehende Bran-
chen und Marktsegmente einzutreten, zumal wenn sie 
die Potenziale frühzeitiger erkennen. Durch die Ver-
knüpfung von Informationen aus anderen Märkten 
können sie Mehrwerte schaffen und dadurch gegebe-
nenfalls kreativer entscheiden. Oftmals ist dies etab-
lierten Unternehmen eines bestimmten Marktsegments 
nicht möglich (Schweitzer et al., 2018; Farboodi et al., 
2019).
Mit Hilfe von Vernetzung, Informationszugewinn 
und neuen digitalen Technologien können auch Abläufe 
innerhalb von Unternehmen neugestaltet werden. Dies 
betrifft Herstellung und Vertrieb ebenso wie unterneh-
merische Entscheidungsprozesse. So können Produkti-
onsabläufe und Logistik z. B. besser koordiniert wer-
den. Auch komplexe Fertigungsprozesse, etwa mit Hilfe 
neuer Produktionsverfahren wie der additiven Ferti-
gung, können automatisiert und die Fertigung darüber 
hinaus individueller auf Kundenanforderungen zuge-
schnitten werden (WEF, 2017c; WTO, 2018; Kap. 5.2.1). 
Der 3D-Druck bringt etwa wesentlich dezentralere und 
individualisiertere Produktionsprozesse hervor und 
kann die bisherigen Grenzen zwischen Konsument*in-
nen und Produzent*innen verschwimmen lassen 
(Kap. 3.3.5.4, 5.2.1, 5.2.2). Gerade etablierte Unter-
nehmen werden dadurch herausgefordert, dass Vernet-
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zung und Informationsgewinn die Organisation von 
Unternehmen selbst betreffen, d. h. die Art und Weise 
wie unternehmerische Entscheidungen getroffen und 
umgesetzt werden, wenngleich bislang noch nicht 
absehbar scheint, in welcher Richtung (Bloom et al., 
2014; Brynjolfsson und McElheran, 2016): Sie erleich-
tern einerseits die unternehmensinterne Koordination 
und erlauben so flachere Hierarchien und marktähnli-
che Organisationsformen in agileren Einheiten mit 
mehr Entscheidungsverantwortung. Insbesondere 
kombiniert mit dem Einsatz entscheidungsassistieren-
der oder autonom entscheidender technischer Systeme 
können sie andererseits auf eine stärkere  Zentralisierung 
der Unternehmenslenkung hinwirken (Mayer-Schön-
berger und Ramge, 2017).
Entscheidend im Wettbewerb wird aber nicht nur die 
Nutzung von Informationen und Vernetzung nach 
innen zur Optimierung unternehmensinterner Abläufe 
und Produktionsprozesse sein. Von größerer Bedeu-
tung wird vielmehr in nahezu allen Branchen sein, über 
die Erfassung und Verknüpfung von Informationen 
oder die Vernetzung von Akteuren Mehrwerte und dar-
auf aufbauend neue erfolgreiche Geschäftsmodelle zu 
schaffen. Besonders deutlich spiegelt sich dies im Erfolg 
von Plattformen und den ihnen vielfach zugrundelie-
genden, datenbasierten Geschäftsmodellen wider 
(Levin, 2013; Einav et al., 2016; Schweitzer et al., 
2018). Plattformen führen mit Hilfe entsprechender 
Informationssysteme Anbietende und Nachfragende in 
den unterschiedlichsten Lebens- und Wirtschaftsberei-
chen im Vergleich zu „analogen Marktplätzen“ schnel-
ler, genauer und nahezu ohne geographische Beschrän-
kungen zusammen. Informationsdefizite und generell 
der Aufwand für Such- und Informationsprozesse kön-
nen so für die Nutzer*innen erheblich reduziert werden 
(Goldfarb et al., 2019). Der Erfolg von Plattformen 
erklärt sich zudem dadurch, dass etwa Bewertungs-
möglichkeiten durch Nutzer*innen oder grundlegende 
Garantien der Betreiber Vertrauen aufbauen und damit 
oftmals prohibitiv hohe Hürden in der Interaktion voll-
kommen anonymer Akteure in der analogen Welt 
abbauen (Mayer-Schönberger und Ramge, 2017; Peitz 
und Schwalbe, 2016; OECD, 2019c). Als Marktinterme-
diäre erlangen die Plattformbetreiber demgegenüber 
besonders detaillierte Informationen über die B eziehu-
ngen und Profile der auf ihren Plattformen  aktiven 
Nutzer*innen. 
Vielfach nutzen Betreiber diese besondere Fülle und 
Kasten 4.2.2-1
Skalen- und Netzwerkeffekte 
Die schnelle Skalierbarkeit digitaler Angebote, häufig auch 
als positive Skaleneffekte bezeichnet, leitet sich aus der Kos-
tenstruktur immaterieller, digitaler und digitalisierter Güter 
und Dienste ab: Investitionskosten stehen meist geringen bis 
vernachlässigbaren Kosten der Vervielfältigung bzw. der Aus-
weitung des Angebots gegenüber (Levin, 2013). Rein digi-
tale bzw. digitalisierte Güter und Dienstleistungen können 
so meist, d. h. abgesehen von möglichen Restriktionen bei 
Hardware- und Infrastrukturvoraussetzungen, sehr schnell 
skaliert werden. Gleichzeitig ergeben sich mit zunehmender 
Größe eines Anbieters erhebliche Reduktionspotenziale bezo-
gen auf die Kosten der Herstellung einer einzelnen Einheit 
eines Gutes bzw. einer Dienstleistung. Im Bereich klassischer 
Netzindustrien, wie dem Energie- oder auch dem Schienen-
netz, wirken diese Vorteile darauf hin, dass sich längerfristig 
nur ein privatwirtschaftlicher Anbieter durchsetzt. Es entste-
hen natürliche Monopole (Wambach und Müller, 2018). 
Größenvorteile spielen auch bei datenbasierten Geschäfts-
modellen, d. h. den verbreiteten Tauschgeschäften von 
 Diensten gegen Daten, eine Rolle. Umfangreichere Datensät-
ze versprechen zusätzlichen Informationsgewinn. Auch bei 
Daten kann es jedoch zu Sättigungseffekten kommen, so dass 
der Wert- und Informationszuwachs aus zusätzlichen Daten 
mit der Datenmenge (stark) abnimmt, wenn ein gewisses 
Mindestvolumen überschritten wird (Varian, 2018). Große 
Bedeutung hat hingegen die Vielfalt der zu einem Akteur 
oder einem Bereich erfassten Daten, da sich aus der Verknüp-
fung zusätzliche Erkenntnisse gewinnen lassen (Economies of 
Scope; Duch-Brown et al., 2017). Entsprechend hohe Anreize 
bestehen für Unternehmen, mit ihren digitalen und digita-
lisierten Angeboten auch verschiedene Wirtschafts- bzw. 
Lebensbereiche abzudecken und unterschiedliche Angebote 
zu kombinieren (Dewenter und Lüth, 2018; Bourreau et al., 
2017: 33).
Auf Seiten der Netzwerkeffekte ist grundlegend zwischen 
direkten und indirekten Netzwerkeffekten zu unterscheiden 
(Haucap und Heimeshoff, 2014). Netzwerkeffekte begründen 
letztlich erneut Größenvorteile, die große gegenüber kleinen 
Akteuren sowie etablierte gegenüber neuen Akteuren bevor-
teilen können. Direkte Netzwerkeffekte beschreiben den 
zunehmenden Wert eines Guts oder einer Dienstleistung, 
wenn die Zahl der Nutzer*innen (auf der gleichen Marktseite) 
steigt. Beispielsweise gewinnt ein Dienst zum Verfassen und 
Verschicken von Nachrichten an Attraktivität je höher die 
Zahl der Nutzer*innen ist, die diese Nachrichten empfangen 
können. Indirekte Netzwerkeffekte beschreiben hingegen 
Wertsteigerungen für einzelne Nutzer*innen, die sich aus 
einem Wachstum der anderen Marktseite ergeben. Indirekte 
Netzwerkeffekte sind Kennzeichen zweiseitiger Märkte, d. h. 
von Märkten, bei denen ein Anbieter oder Intermediär zwei 
oder mehr unterschiedliche Gruppen an Akteuren bedient, 
die jedoch wechselseitig voneinander abhängen (Rysman, 
2009; Schweitzer et al., 2018). Als konkrete Beispiele im 
Zusammenhang mit der Digitalisierung sind insbesondere 
digitale Plattformen zu nennen, deren Erfolg mit dem Wirken 
indirekter Netzwerkeffekte verbunden ist: Die Attraktivität 
von Verkaufsplattformen steigt beispielsweise für Anbieter je 
mehr Nachfragende auf der Plattform  einkaufen und umge-
kehrt.
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Tiefe an Informationen im Rahmen datenbasierter 
Geschäftsmodelle (Kretschmer et al., 2018): Die digita-
len Dienste und der Zugang zur Plattform selbst werden 
den Nutzer*innen dabei ohne monetäre Gegenleistung 
scheinbar kostenlos zur Verfügung gestellt. Finanziert 
werden diese Angebote jedoch durch Weiterverwen-
dung der bei der Nutzung der Plattform und Dienste 
anfallenden Daten, etwa zu Werbezwecken oder zur 
Entwicklung weiterer kostenpflichtiger Dienste in 
anderen Märkten. Der (scheinbar) kostenlose Zugang 
zu der Plattform und den digitalen Diensten dient deren 
Verbreitung. Solche Angebote unter den Herstellungs-
kosten und eine „Quersubventionierung“ durch andere 
Kundengruppen des Betreiberunternehmens sind 
jedoch generell typisch für derartige zwei- oder mehr-
seitigen Märkte (Rochet und Tirole, 2003; Rysman, 
2009; Kasten 4.2.2-1). 
Plattformbasierte Geschäftsmodelle haben zur 
schnellen Verbreitung und Etablierung von Suchma-
schinen, Messenger-Diensten oder Kartendiensten als 
selbstverständliche Begleiter im Alltag vieler Menschen 
beigetragen. Beispielhaft zu nennen für die disruptive 
Wirkung von Plattformen und neuen, digitalen 
Geschäftsmodellen sind die teils radikalen Veränderun-
gen, die in der Medien- bzw. Musikindustrie oder im 
Einzelhandel mit dem Aufstieg von Streaming-Diensten 
oder E-Commerce- bzw. Onlinemarktplätzen nach dem 
Markteintritt von Unternehmen wie Apple oder Ama-
zon verbunden waren (Waldfogel, 2017; Gilbert, 2015; 
WTO, 2018). In vielen weiteren Branchen werden ähn-
liche radikale Veränderungen von Geschäftsmodellen 
durch datenbasierte Dienste und Plattformen erwartet 
bzw. sind in Teilen bereits heute sichtbar. Datenbasierte 
Dienstleistungen wie spezielle Wartungsservices wer-
den etwa als Wettbewerbsfaktor für den Verkauf von 
Anlagen und Maschinen immer entscheidender und 
erweitern die traditionellen Anbieter-Kundenbezie-
hungen über den reinen Verkauf hinaus (WEF, 2017c). 
Die Koordination unterschiedlicher Nutzer*innen 
sowie der Reputationsaufbau über Bewertungen auf 
Plattformen sind zudem wesentliche Voraussetzungen 
für die zunehmende Verbreitung und Akzeptanz der 
geteilten Nutzung langlebiger Güter wie etwa von Fahr-
zeugen in der Sharing-Ökonomie (Peitz und Schwalbe, 
2016; Horton und Zeckhauser, 2016; Einav et al., 
2016). Der Fokus der Nutzer*innen verlagert sich dabei 
weg vom Erwerb des Eigentums an Gütern hin zu den 
Dienstleistungen, die mit Hilfe dieser Güter verfügbar 
sind: Im Beispiel des Verkehrssektors gewinnt etwa 
Mobilität gegenüber dem Eigentum an einem Fahrzeug 
an Bedeutung; mit gravierenden Folgen für die 
Geschäftsmodelle der Fahrzeughersteller, die sich z. B. 
zu Mobilitätsanbietern weiterentwickeln müssen, wenn 
sie den Verlust eines Teils des wirtschaftlichen Poten-
zials des zukünftigen Mobilitätsmarkts vermeiden wol-
len (Kap. 5.2.8). Ähnlich disruptive Veränderungen 
durch Plattformen und digitale und digitalisierte 
Dienste zeichnen sich auch im Bankensektor, der Ver-
sicherungswirtschaft oder der Energiewirtschaft ab 
(Mayer-Schönberger und Ramge, 2017; OECD, 2018a; 
Doleski, 2017; Themenkasten 5.2-1; Kap. 5.2.6).
4.2.2.2 
Unternehmen als digitale Pioniere nachhaltigen 
Wandels?
Die für die Zusammenführung von digitalem Wandel 
und Nachhaltigkeitstransformation entscheidende 
Frage ist, in welche Richtung die zuvor beschriebenen 
disruptiven Potenziale der Digitalisierung auf die wirt-
schaftliche Ebene und insbesondere auf Unternehmen 
wirken. Führt das Aufbrechen von Marktstrukturen 
und Geschäftsmodellen zu einem Wandel in Richtung 
Nachhaltigkeit oder schreiben auch die neuen 
Geschäftsmodelle nicht nachhaltige Entwicklungspfade 
fort? Die Antwort ist zumindest ambivalent.
Ohne Zweifel sind in den beschriebenen Verände-
rungen auf wirtschaftlicher Ebene große Potenziale für 
nachhaltigere Entwicklungspfade angelegt. Die 
 Reorganisation von unternehmensinternen Abläufen 
und Transportwegen sowie die Automatisierung von 
Produktionsprozessen bietet etwa Potenziale zur 
erheblichen Steigerung der Ressourceneffizienz der 
Produktion (UNCTAD, 2018). Zusammen mit der höhe-
ren Transparenz über Produktionsprozesse und Mate-
rialen ergeben sich zudem weitreichende Möglichkeiten 
zum Schließen von Stoffkreisläufen (WEF, 2019; 
Kap. 5.2.1). Ähnliches gilt für die Ansätze der Sha-
ring-Ökonomie, durch die grundsätzlich der Ressour-
cenbedarf reduziert werden kann, indem die Nutzung 
der Güter intensiviert wird (Kap. 5.2.2, 5.2.3). Neue 
Möglichkeiten der geteilten Nutzung kapitalintensiver 
Investitionsgüter wie etwa auch von Servern im Rah-
men von Cloud Computing erleichtern auch Unterneh-
men in Entwicklungsländern Zugänge zu neuen Märk-
ten und Technologien (World Bank, 2016).
Nachhaltigkeitspioniere auf Unternehmensseite 
können zudem von der generell steigenden Transparenz 
auf Märkten profitieren. Vielfalt und Verfügbarkeit von 
Informationen sowie direkte Interaktionen mit Interes-
senten auch über große Entfernungen hinweg erlauben 
eine stärkere Differenzierung von Gütern und Dienst-
leistungen auch entlang von Nachhaltigkeitskriterien. 
Da sich zusätzlich die Reichweite und Sichtbarkeit der-
artiger Angebote erhöhen, können beispielsweise durch 
umfassendere Nachhaltigkeitsberichterstattung oder 
Zertifizierungen gezielt Gruppen mit besonderen Inter-
essen bzw. Präferenzen an nachhaltiger Entwicklung 
angesprochen werden. Zugleich tragen steigende Ver-
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fügbarkeit und Vielfalt von Informationen grundsätz-
lich dazu bei, dass sich private Akteure der Nachhaltig-
keitswirkungen ihrer Handlungen stärker bewusst wer-
den und in dieser Hinsicht informiertere Entscheidun-
gen treffen können (Kap. 5.2.3). Einer möglichen 
Überforderung durch die digitale Informationsvielfalt 
können dabei entscheidungsassistierende technische 
Systeme vorbeugen (Mayer-Schönberger und Ramge, 
2017;  Stiglitz, 2017b). 
Aus Nachhaltigkeitssicht besteht so durchaus Hoff-
nung, dass sich die Vereinbarkeit unternehmerischen 
Handelns mit Nachhaltigkeitszielen immer mehr aus 
einer Nische heraus zu einem Kriterium im Wettbewerb 
entwickelt. All diese positiven Gesichtspunkte dürfen 
jedoch nicht darüber hinwegtäuschen, dass die grund-
sätzlichen Zielsetzungen unternehmerischen Handelns 
von der Digitalisierung nicht verändert werden. Auch 
die Unternehmen der Digitalwirtschaft folgen primär 
privatwirtschaftlichen Interessen und entwickeln Güter 
und Dienstleistungen mit dem Ziel, Interessen der Ver-
braucher*innen zu bedienen oder Bedürfnisse zu 
wecken und auf diese Weise letztlich Einnahmen und 
Gewinne zu erzielen. Dass Nachhaltigkeitsziele stärker 
Eingang in die Entscheidungen finden werden als bis-
lang, ist weder durch die neuen Akteurskonstellationen 
auf Märkten und Plattformen noch durch die organisa-
torischen Veränderungen auf Unternehmensebene 
gesichert. Eine Einpreisung der Ressourcennutzung bei 
Gütern und Dienstleistungen kann den nötigen Wandel 
unterstützen (Kap. 5.2.2).
Entscheidungen zur Automatisierung oder zum Re-
shoring von Produktionsprozessen, d. h. zur Rückver-
lagerung von Produktionsstufen in Industrieländer, 
folgen beispielsweise letztlich lange bekannten Ratio-
nalisierungsstrategien, ohne dass Unternehmen dabei 
immer den gesamtgesellschaftlichen Wert von Erwerbs-
arbeit oder entwicklungspolitische Dimensionen 
umfassend berücksichtigen (Kap. 5.3.8, 5.3.9). Ähnli-
ches gilt für ressourcenschonendere, digital gestützte 
Fertigungsverfahren (Kap. 5.2.1), deren Einsatz von 
privatwirtschaftlichen Gewinnaussichten abhängt, 
etwa indem sie Kostenvorteile bieten oder bestimmte 
Nachfragegruppen mit entsprechender Zahlungsbereit-
schaft bedienen. Nicht zuletzt beruht der heutige Erfolg 
mancher Plattformen oder Ansätze der geteilten Nut-
zung von Wirtschaftsgütern auch darauf, dass beste-
hende, kostentreibende Regulierungen insbesondere in 
Form von Arbeits- oder Sicherheitsstandards diese 
Geschäftskonzepte nur unzureichend erfassen. Dies 
wird etwa an unterschiedlichen Auflagen von digital 
vermittelten Fahrdiensten gegenüber Taxis oder an 
 privat vermieteten Wohnungen im Vergleich zur Hotel-
branche deutlich (Eichhorst und Spermann, 2016; Peitz 
und Schwalbe, 2016). 
Wie autonom handelnde oder assistierend einge-
setzte Entscheidungssysteme auf eine Berücksichti-
gung von Nachhaltigkeitszielen in Unternehmensent-
scheidungen wirken, ist nach bisherigen Erkenntnissen 
völlig offen. Der Einsatz selbstlernender Systeme in der 
unternehmerischen Entscheidungsfindung kann, da 
diese aus vergangenen Datengrundlagen Schlüsse zie-
hen, zu einer Fortsetzung bekannter Verhaltensmuster 
führen (Mayer-Schönberger und Ramge, 2017). Teil-
weise fördern solche Systeme jedoch auch völlig neue, 
für den Menschen nicht erkennbare Zusammenhänge 
zutage, die grundsätzlich auch der Vereinbarkeit von 
wirtschaftlichen Interessen und Nachhaltigkeitszielen 
dienen können. Konkretere Chancen bietet die Reorga-
nisation von Unternehmen vor allem mit Blick auf die 
Entwicklungsdimensionen Teilhabe und Eigenart. Fla-
chere Hierarchien und die Organisation in eigenständi-
gen, stärker verantwortlichen Gruppen können die 
Kreativität und das Empfinden von Selbstwirksamkeit 
der Arbeitnehmer*innen befördern (Mayer-Schönber-
ger und Ramge, 2017). Dank leichterer Vernetzung und 
Koordination von Arbeitsschritten entstehen auch 
Räume für weitergehende, alternative Unternehmens-
formen auf Grundlage von Kollaboration und Zusam-
menwirken von Nutzer*innen bzw. Verbraucher*innen 
oder in Form einer Neubelebung genossenschaftlicher 
Unternehmensformen, die zudem die wirtschaftliche 
Teilhabe der Mitarbeiter*innen stärken können (Peitz 
und Schwalbe, 2016; Kap. 5.2.2).
4.2.2.3 
Herausforderungen: neue Pfadabhängigkeiten 
und gesellschaftliche Gestaltungsmacht von 
 Unternehmen
Die beschriebenen disruptiven wirtschaftlichen Wir-
kungen digitaler Technologien und der auf ihnen basie-
renden Geschäftsmodelle befördern einerseits stärkere 
Dezentralität und Wettbewerb, durch höhere Markt-
transparenz und Verbrauchersouveränität, durch sin-
kende Kosten von Koordination und Transaktionen 
(auch über große Distanzen hinweg), und somit gene-
rell durch den Abbau von Zugangsbarrieren zu Märkten 
und von Friktionen in Marktmechanismen (Goldfarb et 
al., 2019; Jerbashian und Kochanova, 2017). Anderer-
seits sind gerade in den maßgeblichen Treibern der dis-
ruptiven Wirkung, den Kostenstrukturen digitaler 
Lösungen und ihrer Geschäftsmodelle, den wirtschaft-
lichen Potenzialen von Vernetzung und Information, 
auch starke Treiber für steigende Marktkonzentration 
angelegt.
Verschiedene Indikatoren wie ansteigende Preisauf-
schläge und Gewinneinkommen deuten, zwar nicht für 
alle Länder aber doch global, bereits seit längerem auf 
steigende Marktkonzentrationen hin (De Loecker und 
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Eeckhout, 2018). Diese Entwicklungen werden bereits 
heute, ohne dass ihre Ursachen eindeutig identifiziert 
werden konnten, auch über die zunehmende Bedeu-
tung immaterieller Wirtschaftsgüter und das Wirken 
immer stärkerer Skalen- und Netzwerkeffekte erklärt 
(Kasten 4.2.2-1; Díez et al., 2018; Bessen, 2017;  Guellec 
und Paunov, 2017). 
Durch den Bedeutungszuwachs immaterieller Wirt-
schaftsgüter und das Wirken von Skalen- und Netzwerk-
effekten entwickelt Wettbewerb in einer zunehmend 
digitalisierten Wirtschaft vermehrt einen „Winner-ta-
kes-all“-Charakter (Evans und Schmalensee, 2013; Hau-
cap und Heimeshoff, 2014; Kasten 4.2.2-1): Unterneh-
men konkurrieren weniger um einzelne Nutzer*innen, 
d. h. innerhalb eines Marktes, als um ganze Märkte 
(Brynjolfsson und McAfee, 2014; Bourreau et al., 2017; 
Van Reenen, 2018). Auch dies spiegelt sich in der dis-
ruptiven Wirkung auf Märkte und Geschäftsmodelle 
wider, insbesondere in der Tatsache, dass auch völlig 
branchenfremde Unternehmen in vergleichsweise kurzer 
Zeit Märkte dominieren können (Farboodi et al., 2019). 
Allerdings nehmen die Befürchtungen zu, dass dieser 
(innovationsgetriebene) Wettbewerb um Märkte mehr 
und mehr an Intensität verliert und somit die wettbe-
werbsfördernden Wirkungen der Digitalisierung immer 
mehr in den Hintergrund treten. Anlass für diese 
Befürchtungen gibt vor allem die zunehmende wirt-
schaftliche Bedeutung von Daten für innovative Dienste 
und Geschäftsmodelle sowie vor allem auch für die (Wei-
ter-)Entwicklung von digitalen Technologien selbst, wie 
insbesondere bei Big-Data-Anwendungen und KI-Sys-
temen (Dewenter und Lüth, 2016; Kretschmer et al., 
2018; Kap. 3.3.2, 3.3.3): Unternehmen, die sich zum 
Beispiel über einmal erfolgreiche, datengenerierende 
Dienste den (faktischen) Zugriff auf Daten sichern konn-
ten, drohen angesichts dieser datengetriebenen indirek-
ten Netzwerk- oder Feedbackeffekte (Prüfer und Schott-
müller, 2017; Graef und Prüfer, 2018; Mayer-Schönber-
ger und Ramge, 2017) fortwährend den Wettbewerb um 
„ihre“ Märkte zu gewinnen. Auch das Vordringen von 
Big-Data-Bewertungen im Finanzierungsbereich kann 
zur Dominanz einmal etablierter Unternehmen beitragen, 
wenn diese dank der Verfügbarkeit breiterer Daten-
grundlagen günstigere Finanzierungskonditionen erhal-
ten (Begenau et al., 2018).
Bereits heute haben einzelne Unternehmen und ins-
besondere die Big Five (auch „GAFAM“ – Google/
Alphabet, Apple, Facebook, Amazon, Microsoft) mit 
Hilfe digitaler Technologien und Geschäftskonzepte 
zum Teil in sehr kurzer Zeit eine beträchtliche Größe 
und hohe Kapitalmarktbewertungen erreicht 
(Kap. 3.1.3). Während im Jahr 2009 mit Exxon Mobile 
noch ein Unternehmen aus dem Bereich fossiler Res-
sourcen den Spitzenplatz einnahm, hat sich die Liste 
der zehn weltweit wertvollsten Unternehmen in der 
Zwischenzeit grundlegend gewandelt: Die Spitzen-
plätze werden heute von Vertretern des Technologie-
sektors dominiert, zum Teil von Unternehmen, die 2009 
noch überhaupt nicht unter den 100 wertvollsten 
Unternehmen der Welt vertreten waren (OECD, 2019c; 
PWC, 2018; Tab. 3.1.3-1). Dies illustriert erneut die 
hohe Dynamik und Breitenwirkung des digitalen Wan-
dels. Auch wenn die hohen Marktbewertungen dieser 
Unternehmen keinen direkten Aufschluss über ihre tat-
sächliche Gestaltungsmacht geben, spiegeln sie doch 
Gewinnerwartungen wider, die letztlich nur gerechtfer-
tigt sind, wenn die Unternehmen ihre heutigen, in ein-
zelnen Segmenten bereits dominanten Marktpositio-
nen erhalten oder sogar ausbauen können (Wambach 
und Müller, 2018: 39; Shapiro, 2018). Zu beobachten 
ist auch, dass etablierte Unternehmen mögliche Kon-
kurrenten gezielt und immer frühzeitiger aufkaufen, 
noch bevor sich ein innovationsgetriebener Wettbe-
werb um Märkte entfalten könnte. Auch die Strategie 
junger Unternehmen selbst wird immer stärker auf die-
sen Aufkauf ausgelegt (Wambach und Müller, 2018). 
Zumindest teilweise wurden diese Konzentrations-
prozesse dadurch begünstigt, dass wettbewerbsrecht-
liche Verfahren bislang oft nur unzureichend den 
besonderen wirtschaftlichen Strukturen in digitalen 
Märkten und datenbasierten Geschäftsmodellen 
gerecht werden (Nyeso und Capobianco, 2017). Die 
wettbewerbsrechtlichen Probleme im Umgang mit den 
neuen Akteuren der Digitalwirtschaft und neuen 
Geschäftsmodellen im digitalen Raum betreffen sowohl 
die geeignete Abgrenzung des betreffenden Marktes 
als auch die Feststellung einer marktbeherrschenden 
Position, für die hohe Preisaufschläge auf den (Grenz-)
Kosten oder hohe Marktanteile nur noch einge-
schränkte Aussagekraft besitzen. Sie beruhen unter 
anderem auf vielfach unklaren und teils asymmetri-
schen Substitutionsbeziehungen zwischen verschiede-
nen digitalen Angeboten, der Bündelung verschiedener 
Dienste, dem Vorliegen von Netzwerkeffekten oder oft 
fehlenden Marktpreisen (Bertschek et al., 2016;  Krämer 
und Wohlfarth, 2018). Diskutiert werden zudem Defi-
zite in der Fusionskontrolle, durch die das gezielte Auf-
kaufen noch junger, potenzieller Konkurrenten nicht 
wirksam beschränkt wurde (Schweitzer et al., 2018).
Veränderung der Gestaltungsmöglichkeiten 
von Unternehmen und gesellschaftliche 
Herausforderungen
Inwieweit diese steigende Konzentration Auswirkun-
gen auf die Innovationskraft der Unternehmen hat, ist 
angesichts der Forschungs- und Entwicklungsaktivitä-
ten der derzeit großen Vertreter der Digitalwirtschaft 
und der beschriebenen Vorteile von Informationsver-
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knüpfungen im Innovationsprozesse im Gegensatz zur 
klassischen Vorstellung wenig dynamischer Monopole 
bislang zumindest umstritten (Autor et al., 2017a; 
 Bessen, 2017; Gutiérrez und Philippon, 2019). Weit-
gehend unstrittig ist hingegen, dass die steigende 
Marktkonzentration und der dadurch mögliche Infor-
mationsvorsprung bei einzelnen Unternehmen Vertei-
lungswirkungen nach sich ziehen. So wird das bereits 
seit längerem in vielen Ländern beobachtete Absinken 
der Arbeitnehmerentlohnung an der gesamtwirtschaft-
lichen Wertschöpfung mit der Zunahme an Marktkon-
zentration, der Verlagerung von Wertschöpfung hin zu 
immateriellen, digitalen Wirtschaftsgütern und dem 
Aufstieg von Superstar-Unternehmen wie den Big Five 
in Verbindung gesetzt (Autor et al., 2017a, b; Guellec 
und Paunov, 2017; Kap. 5.3.9). Marktmächtige Unter-
nehmen können zudem mit Hilfe digitaler Technologien 
und ihres Informationsvorsprungs gegenüber anderen 
Akteuren immer zielgenauer individuelle Präferenzen 
bestimmen und mit Hilfe entscheidungsassistierender 
Systeme oder entsprechend differenzierter Preisset-
zungen individuelle Zahlungsbereitschaften abschöp-
fen (Stiglitz, 2017b; Kretschmer et al., 2018; Goldfarb 
et al., 2019; Wambach und Müller, 2018).
Gerade der Erfolg ihrer Anwendungen und Dienste 
in der gesellschaftlichen Breite verleiht Unternehmen, 
ihrem Verhalten und ihren Werten in der Technikgestal-
tung darüber hinaus immer stärkere gesellschaftliche 
Relevanz, die über die rein wirtschaftliche Ebene hin-
ausgehende Herausforderungen von Marktmacht ein-
zelner Unternehmen aufwirft. Die im Wesentlichen von 
Unternehmen geschaffenen digitalen Technologien und 
Anwendungen wie Internetsuchmaschinen, Kommuni-
kationsdienste oder soziale Plattformen sind in der 
Zwischenzeit in vielen Ländern alltägliche und damit 
selbstverständliche Bestandteile des privaten, geschäft-
lichen und politischen Lebens und tragen Züge von 
Gütern (und Infrastrukturen) der Grundversorgung 
(Kap. 5.3.5). Sie stellen zentrale Informationsquellen 
dar, bieten mit zumindest scheinbarer Objektivität Hilfe 
etwa bei (Konsum-)Entscheidungen in privaten wie 
öffentlichen Bereichen und lassen neue Räume zur 
sozialen und politischen Interaktion entstehen.
Diese besondere Reichweite verschafft den zentra-
len Anbietern der digitalen Lösungen, Infrastrukturen 
und Dienste einen Informationsvorsprung gegenüber 
anderen Akteuren – Individuen, konkurrierenden 
Unternehmen und staatlichen Institutionen – sowie 
Einfluss auf gesellschaftliche Kernbereiche: Betroffen 
sind Fragen des Datenschutzes und des Schutzes der 
Privatsphäre (Kap. 4.2.1; Acquisti et al., 2016) ebenso 
wie Fragen der Entscheidungssouveränität auf indivi-
dueller und gesellschaftlicher Ebene (Kasten 4.3.3-1). 
Gleichzeitig bleibt weitgehend intransparent, welche 
Daten und Informationen (weiter-)verarbeitet werden, 
nach welchen Kriterien Daten- und Informationsströme 
aufbereitet und gestaltet werden, und wie Entschei-
dungen unterstützt werden und ob dabei gesellschaft-
liche Prinzipien wie Diskriminierungsfreiheit gewahrt 
werden (GCIG, 2016; Kretschmer et al., 2018). Gefähr-
dungen der individuellen und gesellschaftlichen Ent-
scheidungssouveränität können so von den Anbietern 
der Dienste und Technologien selbst ausgehen und sind 
gerade angesichts ihres Informationsvorsprungs sehr 
subtil denkbar. Konkretere Gefährdungen zeichnen sich 
heute jedoch vor allem dadurch ab, dass einzelne 
Unternehmen digitale Räume und Plattformen geschaf-
fen haben, die aufgrund ihrer Reichweite, aber auch 
ihrer hohen Intransparenz Möglichkeiten der Einfluss-
nahme auf Informationsströme und Meinungsbildung 
durch Dritte eröffnen. Dies gilt etwa mit Blick auf die 
Manipulation politischer Auseinandersetzungen in 
Wahlkämpfen (Kap. 5.3.2) oder gezielte Desinforma-
tion und Rufschädigung (Kap. 4.2.6; Kasten 4.2.6-1).
Es fehlt derzeit eine der gesellschaftlichen Bedeu-
tung der digitalen Technologien, Infrastrukturen und 
Dienste angemessene Regulierung und Kontrolle von 
Unternehmen durch demokratisch legitimierte staatli-
che Stellen. Dies kann in mangelndem politischen Pro-
blembewusstsein oder Willen begründet sein. Viele 
digitale Dienste und Netzwerke entziehen sich bewusst 
oder unbewusst bestehender nationalstaatlicher Regu-
lierung (Kap. 4.2.6). Einerseits sind digitale Dienste 
und Netzwerke in der Regel international aufgestellt 
und allein deshalb nur schwer nationalstaatlich zu 
regulieren und zu kontrollieren. Andererseits steigt 
durch die abnehmende Bedeutung physischer Präsenz 
für unternehmerische Aktivitäten im digitalen Raum 
die Verhandlungsmacht von Unternehmen gegenüber 
regulierenden staatlichen Stellen. Sie erlaubt es Unter-
nehmen, sich regulierenden Eingriffen, etwa bei der 
Durchsetzung sozialer Standards auf Arbeitsmärkten 
(Kap. 5.3.9) oder der Besteuerung von Gewinnen 
( Kasten 4.2.2-2), durch internationale Verlagerungen 
bewusst zu entziehen. Die verstärkte Internationalisie-
rung unternehmerischer Tätigkeiten verschafft dabei 
bereits der reinen Androhung von Abwanderung 
höhere Glaubwürdigkeit und kann so Einflussnahme 
auf den politischen Prozess ermöglichen. 
Ein zu großer Informationsvorsprung bei einzelnen 
Unternehmen ist in Kombination mit der gesellschaft-
lichen Bedeutung ihrer Angebote und Dienste weder 
mit dem freien Zusammenspiel von Angebot und Nach-
frage auf Märkten noch mit den Grundsätzen demo-
kratischer Gesellschaftsordnungen und der rahmen-
setzenden Rolle des Staates vereinbar (Mayer-Schön-
berger und Ramge, 2017). Neben den Verteilungsimpli-
kationen und den Gefahren für Privatsphäre und 
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Kasten 4.2.2-2
Besteuerung von Unternehmensgewinnen und 
Reformoptionen
Die Gestaltung der Transformation des Digitalen Zeitalters 
in ein nachhaltiges Digitales Zeitalter sowie neue staatliche 
Aufgaben, etwa mit Blick auf öffentlich-rechtliche IKT und 
digitale Gemeingüter (Kap. 5.3.5, 5.3.10), erfordern stabile 
finanzielle staatliche Handlungsspielräume. Heutige Steuer- 
und Abgabensysteme drohen dies jedoch immer weniger 
zu leisten: Die Beiträge, die die Besteuerung der (Erwerbs-)
Arbeit zur Staatsfinanzierung leistet, dürften perspekti-
visch sinken (Kap. 5.3.9). Zugleich zeigen sich mit der digital 
gestützten Internationalisierung und Virtualisierung unter-
nehmerischer Tätigkeiten erhebliche Herausforderungen bei 
der Besteuerung von Unternehmensgewinnen. Vielfach wird 
heute beklagt, dass digitale und nicht digitale Geschäftstätig-
keiten ungleich steuerlich belastet werden sowie Möglichkei-
ten des steuerlichen Zugriffs eines Landes und das Ausmaß 
unternehmerischer Tätigkeiten in diesem Land zunehmend 
auseinanderfallen. Diese Wahrnehmung steuerlicher Unge-
rechtigkeit reflektieren auch aktuelle Initiativen der Europäi-
schen Kommission (EU-Kommission, 2018e) zur Reduktion 
der steuerlichen Ungleichbehandlungen. Jedoch werden in 
dieser Diskussion nicht immer ungerechtfertigte Bevortei-
lungen digitaler Geschäftsmodelle von begründbaren Unter-
schieden und den generellen Problemen des internationalen 
Steuerwettbewerbs hinreichend abgegrenzt. Manche ange-
führte Unterschiede in der steuerlichen Belastung von digita-
len und nicht digitalen Geschäftsmodellen beruhen etwa auf 
der bewussten steuerlichen Förderung von Forschung- und 
Entwicklungsausgaben und der relativ hohen Forschungs-
intensität von Unternehmen der Digitalwirtschaft oder auf 
bewusst günstigeren Abschreibungsregeln für kurzlebigere, 
immaterielle Investitionsgüter (Fuest et al., 2018).
Internationaler Steuerwettbewerb und die Steuervermei-
dung international tätiger Unternehmen sind keine Heraus-
forderungen, die sich erst im Zuge der Digitalisierung stellen, 
verschärfen sich jedoch. Letzteres liegt, im Gegensatz zur 
öffentlichen Wahrnehmung, weniger in einzelnen, markt-
mächtigen Unternehmen der Digitalwirtschaft begründet, 
als generell in den Prinzipien der Unternehmensbesteuerung 
und dem Bedeutungszuwachs von Daten und immateriellen, 
digitalen und digitalisierten Wirtschaftsgütern sowie darauf 
basierenden Geschäftsmodellen. Die Besteuerung internatio-
nal tätiger Unternehmen folgt heute dem Quellenstaatsprin-
zip: Unternehmensgewinne sollen am Ort ihrer Entstehung 
besteuert werden. Da dieser schon bislang, etwa aufgrund von 
Synergieeffekten in Unternehmen, nicht exakt bestimmbar 
ist, knüpft das Steuerrecht als Annäherung an die physische 
Präsenz eines Unternehmens in Form von Betriebsstätten an 
(„Nexus“), wie sie z. B. Fertigungs- oder Verkaufsstellen dar-
stellen. Die Zuordnung von Gewinnen zu einer Betriebsstätte 
erfolgt über interne Verrechnungspreise, nach denen Leistun-
gen zwischen Betriebsstätten gemäß dem Fremdvergleichs-
grundsatz („arm’s length principle“) abgerechnet werden: 
Verrechnungspreise dürfen nicht höher angesetzt werden, 
als wenn die Leistung der Betriebsstätte unternehmensextern 
erbracht worden wäre.
Die wachsende wirtschaftliche Bedeutung immaterieller 
Wirtschaftsgüter und Inputfaktoren wie Daten befördert die 
Internationalisierung und Mobilität, d. h. räumliche Verlager-
barkeit, unternehmerischer Tätigkeiten (Devereux und Vella, 
2017). Der Zusammenhang zwischen physischer Präsenz und 
dem Ort, an dem Unternehmensgewinne und Wertschöpfung 
entstehen, wird so immer schwächer. Dazu tragen auch mögli-
che, bislang aber eher schwer eingrenzbare Beiträge zur Wert-
schöpfung bei, die auf die Nutzer*innen digitaler Angebote 
oder das Wirken von Netzwerkeffekten zurückgehen (OECD, 
2015a). Zugleich werfen die neuen immateriellen Bestand-
teile der Wertschöpfungsketten Fragen der Bewertung auf. 
So lässt sich der Wert von Daten, Software oder der genutz-
ten digitalen Infrastrukturen grundsätzlich nur schwer fas-
sen. Die Ermittlung interner Verrechnungspreise auf Basis 
des Fremdvergleichungsgrundsatz scheitert vielfach bereits 
an der Frage einer geeigneten, unternehmensexternen Ver-
gleichsgrundlage (Becker und Englisch, 2017b), so dass Ein-
zelfallbewertungen mit größeren Spielräumen zur Steuerge-
staltung für Unternehmen notwendig werden. 
Mögliche Reformschritte werden derzeit intensiv auf ver-
schiedenen Ebenen diskutiert. Speziell für die Herausforde-
rungen durch die Digitalisierung reichen Vorschläge von Son-
derregelungen über gezielte Reformen einzelner Elemente der 
bestehenden Prinzipien der Unternehmensbesteuerung bis 
hin zur Änderung dieser grundlegenden Prinzipien. Weithin 
anerkannt ist, dass dazu möglichst ein international harmoni-
siertes Vorgehen anzustreben ist. Auf OECD-Ebene wurde mit 
dem BEPS-Projekt (base erosion and profit shifting) bereits 
ein entsprechender Prozess zur Eindämmung des internatio-
nalen Steuerwettbewerbs gestartet, der aber noch zu keiner 
Lösung für die steuerlichen Herausforderungen durch die 
Digitalisierung geführt hat (OECD, 2015a, b). 
Angesichts dieser schwierigen internationalen Prozesse 
schlug die EU-Kommission als Übergangslösung eine geson-
derte Digitalsteuer vor (EU-Kommission, 2018a), mit der 
statt des Gewinns Umsätze von Unternehmen der Digital-
wirtschaft ab bestimmten globalen und EU-weiten Umsatz-
schwellen unabhängig von der physischen Präsenz besteuert 
werden sollen. Auch wenn die Motivation des Vorschlags 
nachvollziehbar ist, schließt sich der WBGU der kritischen 
Haltung verschiedener Beobachter*innen gegenüber derarti-
gen Sonderregelungen für Unternehmen der Digitalwirtschaft 
an (OECD, 2015a; Devereux und Vella, 2017; Wambach und 
Müller, 2018; Fuest, 2018; Wissenschaftlicher Beirat beim 
Bundesministerium der Finanzen, 2019). Angesichts der Brei-
tenwirkung der Digitalisierung ist eine Abgrenzung zwischen 
digitaler und nicht digitaler Wirtschaft willkürlich und im 
Zeitverlauf zunehmend unklar. Eine solche Ungleichbehand-
lung digitaler und nicht digitaler Geschäftsmodelle ist zudem 
anders als etwa steuerliche F&E-Förderungen ökonomisch 
kaum begründbar.
Wesentlich zielführender erscheint dagegen eine Weiter-
entwicklung internationaler Steuerregeln insgesamt, um die 
internationale Zuordnung von steuerlichen Zugriffsrechten 
anzupassen und die Möglichkeiten der Gewinnverlagerung 
zu reduzieren. Um der abnehmenden Bedeutung physischer 
Präsenz für die Entstehung von Wertschöpfung gerecht 
zu werden, wird eine Weiterentwicklung des Begriffs der 
Betriebsstätte zu „digitalen Betriebsstätten“ oder, wie von 
der EU-Kommission vorgeschlagen, die Begründung einer 
„signifikanten digitalen Präsenz“ diskutiert (EU-Kommission, 
2018f). Neben einer drohenden Verkomplizierung des Steu-
ersystems und neuen Fragestellungen – etwa ob einzelne, 
datensendende Fahrzeuge zu steuerpflichtigen Betriebsstät-
ten zählen (Fuest, 2018) – besteht eine weitere Herausfor-
derung darin, weiterhin auf konkrete Wertschöpfung vor Ort 
abzustellen und Erträge digitaler Betriebsstätten von Erträ-
gen aus dem reinen Import von Gütern und Dienstleistungen 
abzugrenzen. Als Ansatzpunkte werden standortspezifische 
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Öffentlichkeit sowie für die individuelle wie gesell-
schaftliche Entscheidungsfindung ist die starke Kon-
zentration der Kontrolle von Informationen bei einzel-
nen Anbietern auch aus systemischen Gründen kritisch 
zu sehen. Zwar fallen durch digitale Vernetzung und 
Datenverarbeitung manch frühere Restriktionen bei 
der Erfassung und Verarbeitung von Informationsströ-
men weg. Dennoch sinkt die Gefahr von Fehlentschei-
dungen und sich selbstverstärkender Dynamiken, wenn 
die verfügbaren Informationen stets von mehreren, 
unabhängig entscheidenden Akteuren oder techni-
schen Systemen ausgewertet werden (Mayer- 
Inputfaktoren, z. B. die Erhebung von Daten oder Leistungs-
erbringung, etwa in Form individualisierter Werbung, gese-
hen (Becker und Englisch, 2017b), kritisch hingegen Umsatz, 
Nutzer- oder Vertragszahlen wie im Vorschlag der EU Kom-
mission (Fuest, 2018). Zudem dürfte ohne Reform der Rege-
lungen zu internen Verrechnungspreisen die Definition digi-
taler Betriebsstätten wenig Wirkung entfalten (Olbert und 
Spengel, 2017).
Eine internationale Vereinbarung von Mindeststeuer-
sätzen auf Ebene der EU, der G20 oder der OECD – die ein 
Recht auf Nachversteuerung im Absatzmarkt beinhaltet, 
sofern diese Mindeststeuersätze nicht eingehalten werden 
– ist ebenfalls mit der heutigen Steuersystematik vereinbar 
und wird beispielsweise durch das Bundesfinanzministerium 
in die OECD-Prozesse eingebracht (BMF, 2019). Damit Min-
deststeuersätze den Steuerwettbewerb tatsächlich wirksam 
eindämmen, müsste allerdings zusätzlich eine Übereinkunft 
über die Bemessungsgrundlage erzielt werden, über deren 
enge Definition Mindeststeuersätze andernfalls unterlaufen 
werden können. Den beklagten Defiziten in der Steuergerech-
tigkeit durch Auseinanderfallen des Orts der Umsätze und 
dem Ort der Besteuerung würden sie allerdings nicht direkt 
begegnen (Becker und Englisch, 2018).
Mit der Möglichkeit der Nachbesteuerung im Absatzmarkt, 
soweit die Mindestbesteuerung eines Unternehmens an des-
sen Sitz unterschritten wird (Becker und Englisch, 2018), 
enthalten die Überlegungen für ein Mindestbesteuerungs-
konzept auch Elemente eines weitergehenden Vorschlags. 
Diesem zu Folge wäre angesichts der Probleme bei der ange-
messenen Zuordnung von Wertschöpfungsbeiträgen und der 
hohen internationalen Mobilität unternehmerischer Tätigkei-
ten im digitalen Raum generell stärker am Ort der Umsätze 
anzusetzen. Ein moderater Schritt in diese Richtung könnte 
etwa auch darin bestehen, den Tausch von digitalen Diens-
ten gegen Daten umsatzsteuerlich zu erfassen. Gegenüber der 
Besteuerung von Datenströmen ist dies insofern begründbar, 
als damit derartige Transaktionen konventionellen Geschäfts-
beziehungen gleichgestellt werden. Ungelöst ist allerdings die 
Bewertung der zugrundeliegenden Daten (Fuest, 2018). 
Einen vollständigen Wechsel hin zum Ort der Umsätze 
verfolgt der Vorschlag einer bestimmungsland abhängigen 
Cash-Flow-Steuer (Auerbach et al., 2017; Auerbach und 
Devereux, 2018). Statt des Gewinns werden in diesem Kon-
zept die Umsätze multinationaler Unternehmen am Ort der 
Endverbraucher*innen besteuert. Exportumsätze eines 
Unternehmens sind im Inland, d. h. am Ort ihrer Herstellung, 
steuerlich freigestellt. Zugleich können bei der Versteuerung 
inländischer Umsätze die Kosten der Gesamtproduktion, d. h. 
inklusive Produktionskosten für den Export, steuerlich gel-
tend gemacht werden. Umgekehrt werden Importe an End-
verbraucher*innen, nicht aber der Import von Vorprodukten 
an inländische Unternehmen, voll im Inland besteuert. Durch 
diesen Wechsel auf das Bestimmungslandprinzip mitsamt 
eines Grenzsteuerausgleichs laufen bei globaler Umsetzung 
zentrale Strategien der Steuervermeidung, etwa durch Verla-
gerung von Patenten und anderer immaterieller Wirtschafts-
güter oder auch ganzer Betriebsstätten in Niedrigsteuerlän-
der, ins Leere. Bei unilateraler Einführung würden die Kräfte 
des Steuerwettbewerbs weiterhin wirken, allerdings vor allem 
zugunsten der Länder, die diese Reform umsetzen (Auerbach 
et al., 2017). Ein Wechsel auf das Bestimmungslandprinzip 
geht weit über die derzeit auf Ebene der EU und der OECD 
diskutierten Reformschritte hinaus und wirft im Einzel-
nen zahlreiche, bislang unbeantwortete Fragen auf, etwa in 
administrativer Hinsicht (Auerbach et al., 2017) oder mit 
Blick auf die Vereinbarkeit mit WTO-Regeln bei unilateraler 
Einführung (Becker und Englisch, 2017a). Zum Teil werden 
zudem weitreichende gesamtwirtschaftliche Implikationen 
durch Anpassung internationaler Wirtschaftsstrukturen 
erwartet, da Ländern mit Exportüberschüssen eine Verringe-
rung ihrer Steuerbasis droht (Becker und Englisch, 2017a). 
Gerade mit Blick auf Entwicklungsländer müssten Sonder-
regelungen für die Besteuerung von Gewinnen aus Abbau 
und Verkauf natürlicher Ressourcen getroffen werden. Dazu 
könnte schlicht das Quellenstaatsprinzip beibehalten werden, 
da Ressourcenvorkommen ohnehin eine international kaum 
verlagerbare Steuerbasis darstellen (Auerbach et al., 2017).
Damit Unternehmen auch zukünftig einen angemessenen 
Beitrag zur Finanzierung von Staaten und Gemeinwesen leis-
ten, sind neue Regelungen der internationalen Unterneh-
mensbesteuerung unumgänglich. Die Unternehmensbesteue-
rung ist jedoch kein Allzweckmittel. Herausforderungen 
durch Machtkonzentration, mögliche Eingriffe in die Privat-
sphäre oder auch Umweltwirkungen unternehmerischen 
Handelns ist etwa nur unzureichend durch die Besteuerung 
von Unternehmensgewinnen, sondern besser durch gezieltere 
Instrumente wie einem weiterentwickelten Wettbewerbs-
recht oder effektive Datenschutzbestimmungen zu begegnen. 
Umweltschädigungen sollten aus Sicht des WBGU unter Aus-
nutzung der digitalen Monitoringmöglichkeiten (Kap. 3.3.5.1) 
über eine konsequente und möglichst internationale Besteue-
rung von Emissionen und sonstigen nicht erfassten (exter-
nen) Effekten privatwirtschaftlichen Handelns adressiert 
werden (Kap. 9.2.3.2). Eine zusätzliche Berücksichtigung in 
der Besteuerung von Unternehmensgewinnen würde dann zu 
einer nicht gerechtfertigten Doppelbesteuerung führen. Nicht 
zuletzt vor diesem Hintergrund sieht der WBGU den Vor-
schlag einer Besteuerung des Datenverkehrs kritisch, der zur 
steuerlichen Erfassung von Unternehmen der Digitalwirt-
schaft, aber auch zur Stärkung des Datenschutzes oder zur 
Reduktion des Energieverbrauchs aus Datenströmen vorge-
bracht wird. Reine Datenmengen, insbesondere ohne Kon-
text, geben keinen Aufschluss über deren Wert oder mögliche 
Unternehmensgewinne. Zudem steht die pauschale Belastung 
des Datenverkehrs in einem Widerspruch zu den Nachhaltig-
keitsversprechen der Digitalisierung, die in großen Teilen auf 
Erfassung, Austausch und Verarbeitung von Daten beruhen. 
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Schönberger und Ramge, 2017) – ein Aspekt des Wett-
bewerbs von Entscheidungen und dezentraler Informa-
tionsverarbeitung, der auch die Diskussion um die Kri-
senanfälligkeit bzw. Resilienz bereits heute von 
algorithmenbasierten Systemen abhängigen Finanz-
märkten prägt (Kirilenko und Lo, 2013).
4.2.2.4 
Zwischenfazit
Der digitale technische Fortschritt und die mit ihm ein-
hergehenden gesellschaftlichen und wirtschaftlichen 
Veränderungen stellen nicht sicher, dass wirtschaftli-
che Strukturen und Verhaltensweisen sowie Pfadab-
hängigkeiten immer im Sinne nachhaltiger Entwick-
lung verändert und aufgebrochen werden. Trotz Aus-
nahmen ergeben sich positive Nachhaltigkeitswirkun-
gen der Digitalisierung heute oft als „Nebenprodukte“, 
etwa einer effizienter gestalteten Güterproduktion oder 
fallender Zugangsbarrieren zu Märkten oder Bildung. 
Zudem besteht eine gewisse Diskrepanz zwischen dem 
Anspruch vieler Akteure, disruptiv Neues zu schaffen 
und ihrer tendenziell ablehnenden Haltung, Verant-
wortung für die gesellschaftlichen Wirkungen dieser 
Neuerungen anzuerkennen. 
Auch und gerade im Digitalen Zeitalter bedarf es 
daher der Setzung entsprechender, an den Nachhaltig-
keitszielen ausgerichteter Rahmenbedingungen für 
wirtschaftliches Handeln: „Sharing Economy ist kein 
Ersatz für Umweltpolitik, sondern macht sie mehr denn 
je nötig, sofern nachhaltiges Wirtschaften ein wirt-
schaftspolitisches Ziel bleiben soll“ (Eichhorst und 
Spermann, 2016). Letztlich können nur so die Interes-
sen der privatwirtschaftlichen Akteure verlässlich mit 
den Herausforderungen und Zielen nachhaltiger Ent-
wicklung in Einklang gebracht und dadurch verhindert 
werden, dass neue, nicht nachhaltige Entwicklungs-
pfade mit neuen, nur schwer zu korrigierenden Pfad-
abhängigkeiten entstehen. Dabei können und sollten 
die neuen Möglichkeiten des Monitorings, der Informa-
tionsbereitstellung und der Regulierung genutzt wer-
den, die sich durch digitale Technologien und Datenver-
fügbarkeit ergeben. 
Regulierung und Rahmenbedingungen sind darüber 
hinaus notwendig, um den Konzentrationsprozessen 
und -treibern zu begegnen und eine zu umfassende 
Gestaltungsmacht einzelner Unternehmen zu begren-
zen. Der zentrale Ansatzpunkt liegt dabei im Erhalt 
bzw. der Stärkung des funktionierenden Wettbewerbs. 
Dazu sind Rahmensetzungen in Form wirksamer Wett-
bewerbspolitik, unter Umständen aber auch grundle-
gendere (strukturellere) Änderungen der Bedingungen 
auf Märkten im Digitalen Zeitalter erforderlich. Da im 
Zuge der Digitalisierung, etwa auch im Rahmen der 
Sharing-Ökonomie, die Grenzen zwischen dem privaten 
und wirtschaftlichen Bereich zunehmend verschwim-
men, müssen allerdings auch die Grenzen von Markt 
und Wettbewerb als Steuerungsmechanismen neu ver-
handelt werden. Andernfalls besteht die Gefahr, dass 
privatwirtschaftliche Akteure Märkte als Steuerungs-
mechanismen in Lebensbereiche einführen, in denen 
eine Steuerung über privatwirtschaftliche Interessen 
und die individuelle (wirtschaftliche) Leistungsfähig-
keit aus gesellschaftlichen Gründen gerade nicht erfol-
gen sollte (z. B. in der Versicherungswirtschaft oder im 
Gesundheitssystem, Kap. 5.3.7).
Angesichts immer internationaler agierender und 
zunehmend machtvoller Akteure auf Unternehmens-
seite stellen der Regulierungsbedarf und die Kontrolle 
der gesetzten Rahmenbedingungen allerdings Heraus-
forderungen dar, die nationalstaatliche Akteure zu 
überfordern drohen. Ohne verstärkte internationale 
Zusammenarbeit dürften viele ihrer Initiativen und 
Bemühungen wirkungslos bleiben.
4.2.3 
Zivilgesellschaft zwischen Emanzipation und 
 Lähmung 
Die Zivilgesellschaft ist in ihrer großen Heterogenität 
ein pluralistischer Gesellschaftsbereich freiwilliger 
Zusammenschlüsse, angesiedelt zwischen Privatsphäre 
einerseits und staatlichen Institutionen sowie privatwirt-
schaftlichen Organisationen andererseits (Keane und 
Merkel, 2015). Eine ihrer Kernfunktionen ist es, gesell-
schaftliche Problemlagen im vorinstitutionellen Bereich 
zu identifizieren, zu bearbeiten und zu kommunizieren. 
Sie ist damit erstens Brücke, Schleuse und Lautverstär-
ker zwischen der breiten Gesellschaft (als Assoziation 
vieler Privatpersonen) einerseits und dem politisch-in-
stitutionellen Kernbereich (z. B. Parlament und Regie-
rung) andererseits (Habermas, 1992). Zivilgesellschaft-
liche Initiativen, Bewegungen und Nichtregierungsorga-
nisationen (NRO) organisieren, bündeln und vertreten 
gewisse Interessen, werden selbst aktiv und belagern 
das politische System mit ihren Botschaften. Dabei wer-
den die einzelnen zivilgesellschaftlichen Akteure durch 
Grundrechte der Gewissensfreiheit, Meinungsfreiheit, 
Versammlungs- und Vereinigungsfreiheit, aber auch der 
Presse- oder Kunstfreiheit oder der Freiheit von For-
schung und Lehre geschützt. Zweitens schafft die Zivil-
gesellschaft selbst eine plurale Öffentlichkeit, in der auch 
marginalisierte oder kaum institutionalisierte Interes-
sensgruppen und Themen einen öffentlichen Ort zur 
Darstellung und Aushandlung erhalten. 
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4.2.3.1 
Zivilgesellschaftliches Engagement für 
 Nachhaltigkeit
Im Bereich der Umwelt-, Klima- und Nachhaltigkeits-
politik ist die Pionier- und Triebkraft zivilgesellschaft-
licher Akteure historisch wie gegenwärtig weltweit 
äußerst relevant. Die Umwelt- sowie Anti-Atomkraft-
bewegung waren in Deutschland wichtiger Nukleus für 
Ideen, Forderungen und Entwicklungen, die gesell-
schaftlich lange stark marginalisiert waren, heute aber 
in vielen Bereichen gesellschaftliche, politische und 
rechtliche Realität geworden sind. In der nationalen wie 
globalen Klimapolitik erfüllen NRO heute viele wich-
tige Rollen: von der Themensetzerin, Wissensdienst-
leisterin und Innovationspionierin über Kampagnen-, 
Bildungs- und Öffentlichkeitsarbeit, bis hin zur Kon-
troll- und Monitoring-Instanz zur kritischen Begleitung 
der Umsetzung von Klimapolitik (WBGU, 2011: 276). 
Die Kraft zivilgesellschaftlichen Engagements zeigt sich 
aber auch jenseits der verfassten NRO-Strukturen, z. B. 
bei den jüngsten Protesten von Schüler*innen im Rah-
men von Fridays for Future. Dass zivilgesellschaftliches 
Engagement dabei häufig nicht konfliktfrei und auch in 
Konfrontation mit staatlichen oder privatwirtschaftli-
chen Akteuren stattfindet, zeigt sich überall auf der 
Welt (z. B. HRW, 2018). Allzu viele Aktivist*innen für 
Bürger*innen- wie Menschenrechte, Presse- und Mei-
nungsfreiheit, gegen Landnahme, Umweltzerstörung 
und Ressourcenausbeutung sind unter den Bedingun-
gen schwacher, korrupter oder autoritärer Staatlichkeit 
teils massiven Repressionen und staatlicher wie priva-
ter Gewalt ausgesetzt (Global Witness, 2017). Dennoch 
sind es gerade die vielfältigen dezentralen zivilgesell-
schaftlichen Bewegungen, die mit ihrem Engagement 
auch die brisantesten ökologischen und sozialen Prob-
leme adressieren, deren Aufdeckung häufig nicht im 
privatwirtschaftlichen oder staatlichen Interesse liegt. 
4.2.3.2 
Digitalisierung und zivilgesellschaftliche Aktion 
und Organisation
Digitalisierung bedeutet für zivilgesellschaftliche Orga-
nisationen vor allem eine Erweiterung des eigenen 
Aktions- und Handlungshorizonts durch die Nutzung 
von IKT, die Einbeziehung digitaler Themenbereiche 
und Austauschräume in ihre Arbeit sowie die Übertra-
gung und digitale Fortentwicklung eigener Praktiken 
(Züger et al., 2017: 267). Externe Kommunikation, 
Mobilisierungs- und Kampagnenarbeit finden genauso 
wie Mitgliederwerbung zunehmend auch oder gar aus-
schließlich digital statt. Ob Digitalisierung als komple-
xer und vielschichtiger gesellschaftlich-technischer 
Prozess für zivilgesellschaftliche Handlungsfähigkeit 
hier vor allem positiv wirkt, ist umstritten. Zwar ermög-
licht schon die Grundbeschaffenheit der vernetzten 
Kommunikation – insbesondere die Überwindung der 
Einwegkommunikation vorheriger Massenmedien 
durch wechselseitige Kommunikationsmöglichkeit und 
der universelle Zugang zu Informationen und Prozessen 
– wesentlich bürgerschaftliches Engagement und des-
sen Entfaltung (Winkel, 2015: 412). Doch gerade die 
frühe Euphorie über weltweite freiheitlich-emanzipa-
torische Chancen des Internets, über Hierarchie- und 
Elitenfreiheit, über digital organisierten Protest und 
Widerstand ist heute im Angesicht von „Hyperkom-
merzialisierung des Netzes und [...] Aufdeckung 
umfangreicher Überwachungspraxen“ einem nüchter-
nen Realismus gewichen (Thiel, 2014a: 459; 
Kap. 3.1.2.2). Prinzipiell wird durch den IKT-Einsatz 
die Beteiligung einer Vielzahl von Bürger*innen ermög-
licht. Internet und soziale Medien erlauben zumindest 
potenziell globalen öffentlichen Austausch von nie 
dagewesenem Umfang und Dezentralität. Die Sichtbar-
keit und Vernetzung von Interessen und Protest ist 
nicht mehr notwendigerweise angewiesen auf Reputa-
tion und Ressourcenausstattung, die vormals häufig 
nur von etablierten zivilgesellschaftlichen Organisatio-
nen bereitgestellt werden konnten (Bennett und Seger-
berg, 2012; Lyon und Montgomery, 2013). Gleichzeitig 
drohen durch Fragmentierung und Vielstimmigkeit in 
der Konsequenz auch Bedeutungsverlust oder Polari-
sierung – mithin also ein Verlust für öffentlichen Dis-
kurs und zivilgesellschaftliche Interessenorganisation 
(Kap. 5.3.2). Hier können sich die klaren Vorzüge pro-
fessioneller Unterstützung, zeitgemäßer Zusammen-
führung und Organisation zivilgesellschaftlicher Stim-
men auch im Digitalen Zeitalter neu beweisen. 
4.2.3.3 
Zivilgesellschaft als Transformationstreiber im 
Digitalen Zeitalter
Zivilgesellschaftliche Akteure sind auch im Digitalen 
Zeitalter als Ideengeber, aktive Pioniere und gesell-
schaftspolitische Treiber einer Transformation zur 
Nachhaltigkeit unabdingbar. Produktive Synergien 
können sich gerade in wechselseitiger Annäherung und 
im Austausch der zivilgesellschaftlichen Bewegungen 
ergeben. Auch in den Tech-Communities (Kap. 4.2.4) 
gibt es lang gewachsene Traditionen kritischen und 
gemeinwohlorientierten Engagements und bürger-
schaftlicher Arbeit. Die Open-Source-Bewegung, die 
gemeinschaftlichen Verfahren bei Wiki-Projekten, die 
starke netzpolitische Stimme des seit 1984 bestehen-
den Chaos Computer Clubs oder das ebenfalls seit 1984 
aktive Forum InformatikerInnen für Frieden und gesell-
schaftliche Verantwortung (FIfF e. V.) sind nur einige 
Beispiele für die eigene glaubwürdige und engagierte 
„Rolle zivilgesellschaftlicher Akteure bei der Weiter-
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entwicklung der organisatorischen und technischen 
Infrastruktur der Informationsgesellschaft“ selbst 
(Winkel, 2015: 416). Die Macht von und über Informa-
tionen und Daten ist nicht nur im Bereich des politi-
schen Whistle Blowings „wiederkehrendes Leitmotiv 
digitalen zivilen Ungehorsams“ (Züger et al., 2017: 269). 
Auch im Bereich der Umwelt-, Klima- und Nachhaltig-
keitspolitik spielen Zugang, Verfügung und Verarbei-
tung relevanter Informationen und digitaler Daten für 
die Zivilgesellschaft eine größere Rolle. Aus zivilgesell-
schaftlichen Nischen entstehen neue innovative 
Ansätze, die etablierte Politik kreativ herausfordern 
und antreiben (z. B. 2030-watch.de) oder individuelles 
Engagement erleichtern (z. B. betterplace.org oder 
 toogoodtogo.de). Gleichzeitig können starke Netzwerke 
zivilgesellschaftlicher Akteure national wie global zu 
einem in der Geschichte der Menschheit nie dagewese-
nen kritischen Sensorium werden für ökologische, 
gesellschaftliche wie menschliche Missstände überall 
auf der Welt (Kap. 4.2.7). In der polyzentrischen Ver-
antwortungsarchitektur sind zivilgesellschaftliche 
Organisation und bürgerschaftliche Aktion überall auf 
der Welt gerade als Bindeglied zwischen Individuum 
und Gesellschaft (Stichwort „Schule der Demokratie“), 
aber auch als Gegenüber und Kontrollinstanz von staat-
licher und ökonomischer Macht auch im Digitalen Zeit-
alter essenziell. Neben dem wertvollen zivilgesell-
schaftlichen Engagement von Wissenschaftler*innen 
ergibt sich auch eine wichtige Rolle von Wissenschaft 
als solcher und in ihren nationalen wie transnationalen 
Verbünden.
4.2.4 
Tech-Communities – Neue Pioniere des Wandels?
Tech-Communities, mit denen der WBGU Akteure mit 
technischer Expertise bezeichnet, die in Netzwerken 
aus Unternehmen, NRO, staatlichen Institutionen usw. 
zusammengeschlossen sind, sind zentrale Gestalter*in-
nen des Techniksystems (Kap. 3.5.5). Mit der digitalen 
Durchdringung der Gesellschaft strukturieren die 
Architekt*innen technischer Systeme immer mehr 
Lebensbereiche digital vor und kontextualisieren zent-
rale Entscheidungen. Beispielsweise beeinflusst die 
technische Ausgestaltung sozialer Netzwerke öffentli-
che Diskursräume (Kap. 5.3.2) und die Entwicklung 
und der Einsatz algorithmischer Entscheidungssysteme 
das Finanz-, Gesundheits- und Rechtssystem 
( Kasten 4.3.3-1; Kap. 5.3.3). 
4.2.4.1 
Werteinschreibung in Technik
Digitale Lösungen lassen sich nicht als transparente und 
neutrale Medien menschlicher Intentionalität begrei-
fen, da „bereits das Design und nicht erst die Nutzung 
technischer Artefakte moralische Konsequenzen haben 
kann“ (Simon, 2016: 359; Brey, 2010; Kap. 3.2.7). Erste 
ethische sowie erkenntnis- und wissenschaftstheoreti-
sche Analysen im Big-Data-Kontext zeigen beispiels-
weise, dass bereits im Prozess der Datenerhebung als 
auch der weiteren Verarbeitung von Daten und der aus 
ihnen gezogenen Schlussfolgerungen Wertentschei-
dungen angewendet und manifestiert werden (Mittel-
stadt und Floridi, 2016). Schon bei der Konzeption und 
Entwicklung technischer Lösungen – also weit vor ihrer 
eigentlichen Nutzung – spielen somit Auswahlentschei-
dungen, Bewertungen und Werte eine wichtige Rolle 
(Brey, 2010; Mittelstadt und Floridi, 2016). Sie werden 
sozusagen fest verdrahtet, so dass in Betrieb und Nut-
zung der Systeme die implementierten Wertvorstellun-
gen fixiert sind (Simon, 2016: 359): „Das Beinhalten 
von Werten bedeutet nun nicht, dass Technologien 
selbst moralische Akteure werden oder moralische Ver-
antwortung tragen“. Diese liegt vielmehr bei den Sys-
temverantwortlichen, nicht zuletzt auch aufgrund von 
Herausforderungen bei der maschinenlesbaren Forma-
lisierung von Ethik. Die Tech-Communities sind mithin 
jedoch ins Zentrum des gesellschaftlichen Geschehens 
gerückt. Mit der weiter zunehmenden digitalen Durch-
dringung des alltäglichen Lebens gewinnt diese 
Akteursgruppe weiter an Einfluss und ein Allein-
stellungsmerkmal. 
Strategische Entscheidungen über die Entwicklung 
neuer Technologien und Systeme werden oft auf der 
Managementebene digitaler Unternehmen oder auch 
innerhalb von Forschungseinrichtungen getroffen. Bei 
der weiteren technischen Ausgestaltung fließen zudem 
auch unbewusste Wertvorstellungen der beteiligten 
Entwickler*innen ein. Ein sehr konkretes Beispiel dazu 
bildet die Wahl der Stimmfarbe bei der Gestaltung der 
Mensch-Maschine-Schnittstelle über Sprachassisten-
ten (voice computing), wodurch meist unbewusst 
 Genderrollenverständnisse transportiert werden und 
breite gesellschaftliche Verbreitung erfahren können 
(Kap. 5.3.6). Akteure der Tech-Communities gestalten 
also durch bewusste und unbewusste Entscheidungen 
zentrale Lebensumfelder, ohne dass dazu eine gesell-
schaftliche Auseinandersetzung stattfindet, da sich die 
konkrete Entscheidung oftmals der direkten Beobach-
tung oder Kontrolle entzieht.
Neue Forschungsfelder wie Values in Design (Simon, 
2016) oder Value Sensitive Design (Friedman et al., 
2006) entstehen, um bewusste und unbewusste Wert-
einschreibung in der Entwicklung von Hard- und Soft-
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ware wie in den zugrundliegenden Algorithmen oder 
genutzten Daten systematisch zu ermitteln, zu 
 analysieren und zu bewerten. Als Ergebnis lässt sich 
festhalten, dass Akteure der Tech-Communities von der 
Managementebene eines Technologieunternehmens bis 
hin zu Entwickler*innen, (Software-)Ingenieur*innen, 
Data Scientists usw. zentrale Lebensumfelder gestaltet 
haben. Mit der weiteren Verbreitung digitaler Techno-
logien werden Tech-Communities voraussichtlich 
zunehmend an Gestaltungsfähigkeit gewinnen.
4.2.4.2 
Ethische Diskurse in Tech-Communities 
Akteure mit technischer Expertise setzen sich schon 
länger mit ihrer gesellschaftlichen Verantwortung aus-
einander. Davon zeugen zivilgesellschaftliche Organisa-
tionen wie beispielsweise das 1984 aus der Friedens-
bewegung hervorgegangene Forum InformatikerInnen 
für Frieden und gesellschaftliche Verantwortung, der 
1987 gegründete Verein Digitalcourage oder auch die 
Open Knowledge Foundation, die sich für gesellschaft-
liche Belange engagieren und in politische Diskurse 
einbringen. Bislang liegt der Fokus engagierter Techies 
vor allem auf Themen wie dem Schutz der Privatsphäre, 
(Cyber-)Sicherheit und Vertrauen (Simon, 2016). Wei-
terhin setzen sie Impulse für eine ethische Technikge-
staltung, ethische Anwendungsgebiete und Professi-
onsleitlinien. Dies gilt vor allem im Kontext der 
Entwicklung von KI: „When it comes to AI, we have to 
have a set of principles that guide the development of 
AI and its use. We want to make sure that anything that 
we do doesn’t amplify bias, doesn’t hijack our atten-
tion, doesn’t sway opinion. These are things where we 
need to not only build the tools, the technologies – but 
it’s also a set of design principles, a set of ethical prin-
ciples that we as builders of technology need to have“ 
(Satya Nadella, CEO von Microsoft, Corenote auf der 
Konferenz „Inspire 2018“). 
Gleichzeitig geraten Tech-Communities und ihre 
Wertevorstellungen immer wieder in die Kritik. Tech-
nologieunternehmen und -fachforen werden beispiels-
weise aufgrund ihres Umgangs mit Diversität, sexisti-
schen Einstellungen und Mangels an Inklusivität kriti-
siert (Daumé III und Heller, 2018). Die Digitalwirtschaft 
gerät immer wieder wegen aggressiver und z. T. gemein-
wohlschädigender Geschäftsmodelle, Steuervermei-
dung oder schlechter Arbeitsbedingungen in den Fokus 
öffentlicher Aufmerksamkeit (Berg et al., 2018b; OECD, 
2018f). Hier zeigt sich die Diskrepanz zwischen z. T. in 
Unternehmensrichtlinien verankerten normativen 
Bekenntnissen sowie den wirtschaftlichen Verwer-
tungsinteressen der Digitalwirtschaft.
Diese Diskurse zeugen sowohl von einer kritischeren 
Reflexion der in Tech-Communities vertretenen Werte 
durch die Gesellschaft, als auch von einer zunehmen-
den Sensibilisierung von Akteuren mit technischer 
Expertise für die gesellschaftlichen Folgen ihres Han-
dels. Dabei spielen Aspekte, die sich auf die ökologische 
Nachhaltigkeit beziehen, wie Ressourcen- und Energie-
verbrauch oder der Einfluss auf den Klimawandel, bis-
lang nur eine untergeordnete Rolle.
4.2.4.3 
Zwischenfazit
Für die Transformation zur Nachhaltigkeit sind sowohl 
die Einsatzgebiete digitaler Technologien als auch die 
Frage zentral, wessen und welche Werte in die Ent-
wurfs-, Entwicklungs- und Betreiberprozesse einge-
schrieben werden und wie Wertkonflikte erkannt und 
entschieden werden. Nachhaltigkeitsaffine Tech-Com-
munities könnten natürliche Verbündete für die Trans-
formation zur Nachhaltigkeit sein und zu neuen Pionie-
ren des Wandels werden. Einerseits können sie Techno-
logien für Einsatzgebiete entwickeln, die eine nachhal-
tige Entwicklung unterstützen. Andererseits können sie 
Nachhaltigkeitswerte, wie beispielsweise Ressourcen-
effizienz schon im Designprozess verankern und als 
Pioniere des Wandels in andere Tech-Communities hin-
einwirken. Aufgrund des immer stärker werdenden 
Einflusses dieser Akteursgruppe sollten aus Sicht des 
WBGU nachhaltigkeitsrelevante Diskurse in den 
Tech-Communities, systematischer und institutionell 
gefördert werden, um deren Gestaltungsfähigkeit für 
die Transformation zur Nachhaltigkeit zu unterstützen. 
So könnte beispielsweise neben einer verstärkten Cor-
porate Social Responsibility auch eine Technological 
Social Responsibility etabliert werden. Die Diskussio-
nen innerhalb der Tech-Communities zu Values by 
Design, Corporate Social Responsibility, verantwor-
tungsvollem Technikeinsatz sowie zur Ausgestaltung 
einer Professionsethik bieten gute Anknüpfungs-
punkte, um Potenziale für Handlungs- und Gestal-
tungsfähigkeit für die Nachhaltigkeitstransformation 
zu heben (Kasten 4.3.1-1). 
4.2.5 
Städte und Gemeinden zwischen Technologie-
souveränität und -abhängigkeit 
Im gegenwärtigen urbanen Jahrhundert gelten Städte 
und Gemeinden als zentrale Akteure bei der Gestaltung 
der Transformation zur Nachhaltigkeit (WBGU, 2016a; 
Kap. 5.2.7). In vielen Städten der Welt konzentrieren 
sich Entwicklungsprobleme, wie sozioökonomische 
Disparitäten zwischen Gated Communities und infor-
mellen Quartieren (digital divide, Versorgung mit Basis-
dienstleistungen und -infrastrukturen usw.), ungere-
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geltes Wachstum, schwache Local-Governance-Kapazi-
täten oder defizitäre Stadt- und Verkehrsplanung. 
Städte sind zudem bedeutende (Mit-)Verursacher glo-
baler Umweltprobleme: Sie sind für etwa 70 % der glo-
balen Energienutzung und der globalen energiebeding-
ten CO2-Emissionen verantwortlich (Seto et al., 2014). 
Zur Lösung dieser Probleme können digitale Lösungen 
einen Beitrag leisten, andere zentrale Probleme urbaner 
Entwicklung, wie etwa die Versorgung mit Wohnraum, 
sind nach wie vor nur „analog“ lösbar. In jedem Fall sind 
kompetente und handlungsfähige Stadtgesellschaften 
entscheidend, die im Interesse des Gemeinwohls 
 handeln.
4.2.5.1 
Globale Technologieanbieter als neue 
 Herausforderung für Stadtregierungen
Urbane Entwicklung wird einerseits durch hoheitliche 
Akteure gestaltet, wie Bürgermeister*innen, Stadt-
regierungen und -verwaltungen, Architekt*innen und 
Stadtplaner*innen sowie andererseits durch nicht 
hoheitliche Akteure, wie die urbane Zivilgesellschaft, 
(internationale) Investor*innen, die Immobilienwirt-
schaft oder Bauunternehmen. Eine neue Akteurs-
gruppe, die im Zuge der Verbreitung digitaler Lösungen 
und von Smart-City-Strategien bedeutsam wird, sind 
große, oft global agierende Technologie- und Bera-
tungsunternehmen. Die Digitalisierung stellt dabei 
viele Stadtregierungen vor neue Gestaltungsherausfor-
derungen: Welche digitalen Lösungen sind am Gemein-
wohl orientiert und können zentrale Probleme urbaner 
Entwicklung lösen helfen? Welche Risiken bestehen? 
Wie können Akteure zum Gelingen digital ausgerichte-
ter Strategien beitragen? Dabei geht es neben den 
Potenzialen für z. B. bessere Verkehrslenkung, multi-
modale Mobilitätsangebote, Kreislaufwirtschaft, digi-
tale Vernetzung von Akteuren oder dezentrale urbane 
Stromerzeugung insbesondere auch um potenzielle 
Abhängigkeiten von einzelnen Technologieanbietern 
und die Stärkung der Technologiesouveränität von 
Städten und Gemeinden (Kap. 5.2.7). Es geht aber auch 
um die Hoheit über Daten im kommunalen Raum, 
Gefahren der Totalüberwachung oder die Resilienz kri-
tischer Infrastrukturen gegenüber Cyberangriffen (z. B. 
kommunale Strom-, Gas- oder Wasserversorgung). 
4.2.5.2 
Handlungsfähige kommunale Regierungen
Für eine Stadt- und Gemeindeentwicklung, vor allem in 
Richtung Nachhaltigkeit, gibt es keine Blaupause. Umso 
wichtiger ist es, dass Städte und Gemeinden auch unter 
den spezifischen Bedingungen des raschen digitalen 
Wandels handlungsfähig sind und bleiben. Dies umfasst 
nicht nur technologische Kompetenzen und Qualifika-
tionen (Kap. 5.3.4), sondern auch ausreichende finan-
zielle Kapazitäten, um die nötigen Investitionen in 
(digitale und digitalisierte) Infrastrukturen tätigen zu 
können. So beläuft sich beispielsweise der Anteil 
öffentlicher Ausgaben durch Städte und Gemeinden in 
Dänemark auf 62 % der gesamtstaatlichen Ausgaben 
und 32,9 % des BIP. In einem Entwicklungsland wie 
Kenia, wo das Steueraufkommen ohnehin schon gerin-
ger ist als in Industrieländern, beträgt dieser den Städ-
ten und Gemeinden zufließende Anteil öffentlicher 
Ausgaben nur 1,2 %, was 0,06 % des BIP ausmacht 
(UCLG und Dexia, 2007). Je weniger gestaltungsfähiger 
die öffentliche Hand ist, umso mehr wird digitale Stadt- 
und Gemeindeentwicklung dem freien Spiel der Kräfte 
überlassen.
Neben der Steigerung des Anteils öffentlicher Aus-
gaben aus dem Staatshaushalt ist insbesondere die kon-
sequente Nutzung fiskalischer Instrumente durch kom-
munale Regierungen ein wichtiger Hebel zur Verbesse-
rung der finanziellen Lage kommunaler Haushalte zur 
Stärkung ihrer Gestaltungskraft (WBGU, 2016a: 176). 
Dabei geht es insbesondere um die Erhebung von Steu-
ern auf Grund und Boden sowie auf die in den letzten 
Jahren stark zunehmende Wertsteigerung von Immobi-
lien. Zusätzlich bedarf es auch der Schließung von 
Steuerschlupflöchern zur Umgehung von Grunder-
werbsteuern, wie z. B. Share Deals (WBGU, 2016a: 176). 
Städte und Gemeinden benötigen auch mehr Eigen-
verantwortung (WBGU, 2016a: 383), etwa durch die 
konsequente Anwendung des Subsidiaritätsprinzips 
und die Anerkennung kommunaler Autonomie in nati-
onalen Verfassungen, etwa in Form eines kommunalen 
Selbstverwaltungsrechts (WBGU, 2016a: 384f.). Dies 
erleichtert eine an lokalen Bedürfnissen ausgerichtete 
kommunale Entwicklung. Zudem sind eine effizientere 
Ressourcenallokation und eine Demokratisierung von 
Entscheidungsprozessen entscheidende Vorteile einer 
dezentralen Staatsorganisation (Porras, 2009: 556). 
Insbesondere in vielen Entwicklungs- und Schwellen-
ländern ist es daher eine große Herausforderung, eine 
handlungsfähige Verwaltung aufzubauen.
4.2.5.3 
Die digitale Kommune und die Transformation zur 
Nachhaltigkeit
Die Stärkung der urbanen Zivilgesellschaft als prägen-
dem Akteur einer nachhaltigen Stadtentwicklung ist 
eine wichtige Voraussetzung, damit Nachhaltigkeit und 
Lebensqualität in den Städten und Gemeinden erhalten 
und verbessert werden können. Dabei geht es im Sinne 
der Eigenart (Kap. 2.2.3; WBGU, 2016a: 153ff.) nicht 
um  Schaffung von Akzeptanz, sondern vielmehr um 
Selbstbestimmung. Eigenart bedeutet „dass jede Stadt 
innerhalb dieses Rahmens auf ihre „eigene Art“ ihren 
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Weg in eine nachhaltige Zukunft suchen kann und 
muss“ (WBGU, 2016a: 143). Zudem ist die Gestaltung 
von Städten und Gemeinden zentral, bei denen gesell-
schaftliche Teilhabe und Mitwirkungsrechte Teil der 
kommunalen Verfassung sind. Die Einbettung einer 
digital ausgerichteten kommunalen Entwicklungspoli-
tik in einen menschenrechtsbasierten Ansatz ist insbe-
sondere in Entwicklungs- und Schwellenländern eine 
wichtige Voraussetzung, um nachhaltige Entwicklung 
zu ermöglichen und kommunale Armutsgruppen in 
ihrer Handlungs- und Mitwirkungsfähigkeit zu stärken 
(HLRN, 2018; Kap. 5.3.8). 
Die Einführung und Nutzung digitaler Technologien 
in Städten und Gemeinden sollte von Anbeginn konse-
quent in sektorenübergreifende Konzepte nachhaltiger 
kommunaler Entwicklung eingebettet werden 
(Kap. 5.2.7). So sollten insbesondere die in vielen Städ-
ten und Kommunen neu geschaffenen Technologie- 
oder Smart- City-Beauftragten nur in enger Zusammen-
arbeit mit den jeweiligen Umwelt- und Nachhaltigkeits-
instanzen Entscheidungen treffen. In diesem Zusam-
menhang könnten digitale Anwendungen vor ihrem 
Einsatz einer Nachhaltigkeitsüberprüfung unterzogen 
werden.
4.2.6 
Staaten zwischen Gestaltungsmacht und 
 Souveränitätsverlust 
Staaten, als Institutionen, die formale, allgemein ver-
bindliche Regeln für gesellschaftliches Zusammenleben 
innerhalb territorialer Grenzen festlegen und durchset-
zen, kommt für die Transformation zur Nachhaltigkeit 
eine besondere Rolle zu. Staatliches Regieren und 
staatliche Gesetzgebung stellen aufgrund ihrer prinzi-
piellen Verbindlichkeit durchsetzungsstarke Mittel zur 
Etablierung der Rahmenbedingungen für nachhaltige 
Entwicklung dar. Der WBGU hat mit der Forderung 
nach einem gestaltenden Staat mit erweiterten Partizi-
pationsmöglichkeiten ein entschiedenes und zugleich 
aktivierendes Handeln der Staaten gefordert (WBGU, 
2011: 215ff.; Kap. 4.1). Zudem erfordern globale 
Umwelt- und Entwicklungsprobleme wie beispiels-
weise der Klimawandel globale Lösungen, die von 
staatlichen Regierungen verhandelt werden, häufig im 
Rahmen der UN (Kap. 4.2.8). 
Der staatliche Gestaltungsanspruch wird durch Glo-
balisierungsprozesse herausgefordert. Unternehmen 
können sich durch ihre globale Mobilität und Ressour-
censtärke nationaler Gesetzgebung in originär staatli-
chen Handlungsfeldern wie Besteuerung oder Umwelt-
schutz entziehen (Strange, 1996; Kap. 4.2.2.3). Daher 
ist die Effektivität der Rahmensetzung für nachhaltige 
Entwicklung durch Gesetzgebung eingeschränkt. 
Zusätzlich mangelte es in der Vergangenheit internatio-
nal an politischem Willen und politischer Einigkeit. 
Angesichts der insgesamt zu schwachen Klimagesetz-
gebung werden – auch im Rahmen des Pariser Überein-
kommens – vermehrt Hoffnungen auf substaatliche 
und nichtstaatliche Akteure wie Städte oder Unterneh-
men gesetzt (Chan et al., 2016; Schlacke, 2016). Staa-
ten sind bei der Transformation zur Nachhaltigkeit auf-
grund struktureller Beschränkungen und mangelndem 
politischen Willen nicht die treibende Kraft, die sie sein 
könnten.
4.2.6.1 
Staatliche Handlungsfähigkeit unter dem Druck 
wirtschaftsgetriebener Enträumlichung
Staatliche Machtstrukturen werden durch die Digitali-
sierung besonders herausgefordert (Owen, 2015). Viele 
konventionelle Politikinstrumente verlieren im Kontext 
der Digitalisierung an Effektivität: Gesetzgebung und 
Regieren sind an nationalstaatliche Territorialität 
geknüpft (Weber, 1980 [1922]). Die Gesetze eines Lan-
des gelten nur innerhalb seiner territorialen Grenzen. 
Ähnlich wie Globalisierung staatliche Handlungsfähig-
keit durch die physische Verlagerung der zu regulieren-
den Aktivitäten in andere Länder (oder der Drohung 
damit) faktisch geschwächt hat (Strange, 1996), ver-
schiebt Digitalisierung im Zuge einer Enträumlichung 
viele für staatliches Regieren relevante Prozesse und 
Entscheidungen nicht bloß über territorialen Grenzen 
hinaus, sondern überdies in das Internet (Sassen, 2000, 
2002; Choucri, 2012; McAfee und Brynjolfsson, 2017). 
Diese virtuellen Räume und ihre Infrastrukturen, Platt-
formen und Inhalte werden zum Großteil von privaten 
Akteuren geschaffen und kontrolliert. Staatliche Hand-
lungsmacht steht daher im Zuge der Digitalisierung ins-
besondere in einem Spannungsverhältnis zum Macht-
gewinn privatwirtschaftlicher Akteure. Gesetzgebung 
als zentrales Mittel staatlichen Regierens verliert in 
virtuellen, entgrenzten Räumen an Durchsetzungsfä-
higkeit (Boehme-Neßler, 2009). Die privatwirtschaftli-
chen Anbieter digitaler Dienstleistungen sind interna-
tional mobil, daher regulativ nur schwer zu fassen und 
gemeinhin wenig kooperativ (de la Durantaye, 2011; 
Hodgson, 2015; Kap. 4.2.2.3). Das schränkt den Staat 
in originär staatlichen Handlungsfeldern ein, etwa der 
Besteuerung (Kasten 4.2.2-2). Darüber hinaus werden 
Dienstleistungen im virtuellen Raum grenzüberschrei-
tend genutzt und potenziell missbraucht. Die Heraus-
forderungen der Regulierung von Falschinformation 
und Hetze im Netz (Kasten 4.2.6-1) verdeutlichen die 
Herausforderungen, Rechtsverletzungen im Digitalen 
zu begegnen. 
Das Leitbild des gestaltenden Staates (WBGU, 2011) 
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Kasten 4.2.6-1
Staatliche Unikate: Das deutsche 
Netzwerkdurchsetzungsgesetz und das 
französische Gesetz zur Bekämpfung von 
manipulierten Informationen im Internet 
Innerhalb der EU gelten zur Bekämpfung der Verbreitung 
von falschen Inhalten (Fake News) und Hassinhalten (Hate 
Speech) Gesetze und freiwillige Maßnahmen. Durch diese 
sollen soziale Plattformen davor geschützt werden, für 
Inhalte ihrer Nutzer*innen in Anspruch genommen zu wer-
den, solange sie keine Kenntnis über den Inhalt haben und 
zugleich werden sie durch freiwillige Selbstverpflichtung in 
die Bekämpfung dieser Phänomene eingebunden (Echikson 
und Knodt, 2018). Auf strengere gesetzliche Vorgaben setzt 
die EU insbesondere sektoral, zum Beispiel bei der Bekämp-
fung von terroristischen Inhalten und Kinderpornographie. 
Das deutsche Netzwerkdurchsetzungsgesetz gegen 
Hassinhalte
Das am 1. Oktober 2017 in Kraft getretene und mit einer 
Übergangsfrist von drei Monaten zu erfüllende Netzwerk-
durchsetzungsgesetz (NetzDG) bezweckt die Bekämpfung 
von Hassinhalten im Internet und dient mithin vor allem dem 
Schutz von Persönlichkeitsrechten. Nachdem sich Selbstver-
pflichtungen der kommerziellen Anbieter sozialer Netzwer-
ke zur Beseitigung derartiger Hassinhalte als unzureichend 
erwiesen haben, verpflichtet das NetzDG solche mit 2 Mio. 
oder mehr in Deutschland registrierten Nutzer*innen zu 
einer Entfernung oder Sperrung des Zugangs zu rechtwidri-
gen Inhalte in sozialen Netzwerken innerhalb von 24 Stun-
den, bei nicht eindeutigen Fällen zu einer Reaktion inner-
halb von sieben Tagen, wenn sie vom Inhalt Kenntnis haben 
(§ 3 Abs. 2 Nr. 2 und 3 NetzDG). Bei den zu beseitigenden 
rechtswidrigen Inhalten handelt es sich um Verletzungen von 
Straftatbeständen, die auf den Schutz des demokratischen 
Rechtsstaats, der öffentlichen Ordnung, der persönlichen 
Ehre und der sexuellen Selbstbestimmung gerichtet sind (§ 
1 Abs. 3 NetzDG), also etwa Beleidung (§ 186 StGB), Volks-
verhetzung (§ 130 StGB), Verbreitung kinder- und jugend-
pornographischen Materials (§ 184b-d StgB). Ferner müssen 
die Betreiber einen Beschwerdemechanismus etablieren, der 
es Nutzer*innen erlaubt, Rechtsverstöße zu melden (§ 3 
Abs. 1 NetzDG), halbjährlich in deutscher Sprache über die 
Funktionsweise des Beschwerdemechanismus und die gemel-
deten Beschwerden berichten (§ 2 NetzDG) sowie einen 
inländischen Zustellungsbevollmächtigten für die Entgegen-
nahme von Bußgeldbescheiden und Klagen benennen, des-
sen Erreichbarkeit gut sichtbar veröffentlicht werden muss 
(§ 5 NetzDG). Die Pflicht zur Bestellung eines inländischen 
Zustellungsbeauftragten soll eines der Hauptprobleme bei 
der Rechtsdurchsetzung in sozialen Netzwerken lösen, näm-
lich das Fehlen von verantwortlichen Ansprechpartner*in-
nen bei den Betreibern der Plattformen (Deutscher Bundes-
tag, 2017b). Verstoßen Betreiber sozialer Netzwerke gegen 
diese konkreten  Compliance-Vorgaben oder unterlassen sie 
die Benennung eines inländischen Zustellungsbevollmäch-
tigten, können Aufsichtsbehörden Bußgelder verhängen (§ 4 
NetzDG). Darüber hinaus können die zuständigen Ordnungs-
behörden bei Verstößen gegen die Löschpflicht, Betreiber von 
Intermediären (z. B. soziale Netzwerke) ordnungsrechtlich zur 
Löschung verpflichten.
Das NetzDG erregte weltweit mediale Aufmerksam-
keit (Eddy und Scott, 2017; Kugelmann, 2018). Einzelne 
 Regelungen aus dem NetzDG wurden in bedenklicher Weise 
zum Vorbild genommen: Beispielsweise ist die Löschpflicht 
der Dienstanbieter in ein russisches Gesetz aufgenommen 
und auch auf Verstöße gegen das Zivilrecht einschließlich 
harter Strafen bei Verstößen ausgeweitet worden (Repor-
ter ohne Grenzen, 2017; Article 19, 2017). Damit geht das 
russische Gesetz weit über das deutsche Gesetz hinaus und 
kann zur weitgehenden Zensur von Inhalten führen. Mit dem 
NetzDG hat Deutschland einen Alleingang innerhalb der EU 
unternommen. In der EU wurde zwar mittlerweile durch die 
EU-Kommission ein vergleichbarer Gesetzesentwurf gegen 
terroristische Onlinepropaganda vorgelegt, dieser hat jedoch 
einen deutlich engeren Anwendungsbereich (Echikson und 
Knodt, 2018). 
Das französische Gesetz zur Bekämpfung 
von  manipulierten Informationen im Internet 
( insbesondere  während des Wahlkampfes)
In Frankreich hat das Parlament am 22. November 2018 
ein Gesetz zur Bekämpfung von manipulierten Informatio-
nen im Internet (insbesondere während des Wahlkampfes) 
beschlossen. Als manipulierte Informationen (Falschinfor-
mationen) werden falsche oder irreführende Angaben oder 
Zuordnungen einer Tatsache zur Beeinträchtigung der Wahr-
haftigkeit einer zukünftigen Wahl oder Abstimmung definiert 
(Art. L. 163-2 des französischen Wahlgesetzes in der neuen 
Fassung). Dieses französische Gesetz verpflichtet Betreiber 
sozialer Plattformen in den drei Monaten vor Wahlen zur 
Kennzeichnung von Beiträgen im öffentlichen Interesse, hin-
sichtlich der Urheberschaft von Inhalten, die Offenlegung 
der Vergütungen für bezahlte Beiträge ab einer bestimmten 
Schwelle und die Etablierung eines öffentlichen Registers 
hierfür (Änderung des Art. L. 163-1 des französischen Wahl-
gesetzes). Für diesen Zeitraum müssen die für Eilrechtsschutz 
verantwortlichen Richter*innen auf Antrag der Staatsanwalt-
schaft innerhalb von 48 Stunden Maßnahmen anordnen, die 
die Verbreitung von Falschnachrichten in Bezug auf die Wahl 
unterbinden (Art. L. 163-2 des französischen Wahlgesetzes). 
Zudem wird durch das Gesetz das französische Kommunika-
tionsfreiheitsgesetz geändert. Den Betreibern sozialer Netz-
werke werden Maßnahmen zur Bekämpfung der Verbreitung 
von Falschinformationen, die die öffentliche Ordnung oder 
die Wahrhaftigkeit von Wahlen und Abstimmungen betref-
fen können, auferlegt und sie werden dazu verpflichtet, 
einen leichtzugänglichen und sichtbaren Meldemechanis-
mus für Falschinformationen einzuführen (Art. 8 bis des 
Kommunikationsfreiheitsgesetzes). Darüber hinaus werden 
Maßnahmen zur Transparenz von Algorithmen, zur Regelung 
der Werbung für Inhalte, zur Bekämpfung von Nutzerkonten, 
durch die intensiv Falschinformationen verbreitet werden, 
zur Bereitstellung von Informationen über die Urheber*in-
nen von Beiträgen zur öffentlichen Meinungsbildung und die 
Natur, Herkunft und Modalitäten der Verbreitung von Inhal-
ten sowie zur Bildung über Medien und Informationen ein-
geführt. Betreiber müssen die durchgeführten Maßnahmen 
und die dafür eingesetzten Mittel offenlegen sowie in einem 
jährlichen Bericht bei der Medienaufsicht (Conseil supérieur 
de l’audiovisuel) dokumentieren (Art. 8 bis des Kommunika-
tionsfreiheitsgesetzes). Die französischen Behörden werden 
mit zusätzlichen Kompetenzen zur Bekämpfung von Falsch-
nachrichten ausgestattet (Art. 9 des Kommunikationsfrei-
heitsgesetzes). Wie im NetzDG müssen die Betreiberfirmen 
inländische Zustellungsbevollmächtigte benennen (Art. 9 
bis A). Betreiber, welche Algorithmen zur Empfehlung, Kate-
gorisierung bzw. Listung von Inhalten nutzen, die mit der 
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sieht sich im Digitalen Zeitalter also herausfordert. Zwar 
versucht etwa die EU durch Einführung des 
 Marktortprinzips, wonach der Aufenthaltsort der 
 Nutzerin bzw. des Nutzers entscheidend ist, nicht der 
Unternehmenssitz, dieser Enträumlichung entgegenzu-
wirken (Klar, 2017; Pollmann, 2018). Auf zunehmenden 
öffentlichen Druck reagieren große Internetkonzerne 
außerdem mit Selbstverpflichtungen gegen mangelnden 
Datenschutz, Hetze und Desinformation ( Dehmel, 2013; 
Die Zeit, 2018). Die eingeschränkte Durchsetzungsmacht 
staatlichen Regierens bleibt jedoch eine Herausforde-
rung im Digitalen Zeitalter. Eine in der Kritik stehende 
Strategie von Staaten umfasst deshalb, den privaten 
Akteuren auch Elemente der Rechtsdurchsetzung zu 
übertragen (z. B. deutsches Netzwerkdurchsetzungs-
gesetz:  Kasten 4.2.6-1).
Auf der anderen Seite lassen sich neue technische 
Möglichkeiten im Digitalen Zeitalter auch für staatliches 
Regieren nutzen (E-Government; Esteves et al., 2013; 
Frach et al., 2016; Lenk, 2017). Diese Möglichkeit wird 
im internationalen Vergleich bisher sehr unterschiedlich 
wahrgenommen – in Estland beispielsweise intensiv 
(Eixelsberger, 2010; EU-Kommission, 2015a). Generell 
sind auf aggregierter Ebene verschiedene Strategien im 
Umgang mit Digitalisierung erkennbar: im Spektrum 
zwischen Laissez-faire, vorsorglichem Austarieren und 
aktiver Nutzung (Linkov et al., 2018; Goodwin und 
Spittle, 2002). Dabei profitieren beispielsweise Techno-
logieunternehmen in den USA von schwacher Regulie-
rung (Czada, 2015; Dudenhöffer und Schneider, 2015). 
In der EU sind Ansätze eines Mittelweges zu erkennen, 
bei dem durch Harmonisierung innerhalb des 
 Staatenverbundes und Kooperation das Machtverhältnis 
zugunsten der regulierenden, staatlichen Akteure 
 verschoben werden soll (Newman, 2015; Goddard, 2017; 
Kap. 8.1.6). Die chinesische Regierung etwa versucht 
staatliche Handlungs- und Kontrollfähigkeit durch die 
Great Firewall nicht nur in den virtuellen Raum auszu-
dehnen, sondern ihn etwa durch Social Scoring auch 
selbst als Kontrollinstrument für die physische Welt 
 einzusetzen (Meissner, 2017;  Chorzempa et al., 2018; 
 Kasten 4.2.6-2; Kap. 5.3.3).
4.2.6.2 
Wege zur Stärkung nachhaltiger staatlicher 
 Handlungsfähigkeit
Im Umgang mit den oben betrachteten Einschränkun-
gen staatlicher Handlungsfähigkeit bieten sich Staaten 
jedoch einige Möglichkeiten, die faktische Einschrän-
kung ihrer Gestaltungsmacht zu kompensieren. So ist 
die Macht großer Technologieunternehmen relativ zur 
Macht der regulierenden Institutionen zu sehen. Im 
Verbund können Staaten Handlungsfähigkeit zurück-
gewinnen. Regulierung auf der Ebene der EU kann kein 
Unternehmen ignorieren, das diesen wichtigen Absatz-
markt behalten will. Mit Maßnahmen wie der Daten-
schutz-Grundverordnung (DSGVO) kann die EU der 
Macht von Technologieunternehmen entgegentreten 
(Kasten 4.2.6-3). Die koordinierte Regulierung wichti-
ger Märkte kann prinzipiell wiederum einen positiven 
Spill-over-Effekt auch außerhalb der beteiligten Staa-
ten haben. Die Globalisierung hat entgegen der Befürch-
tungen nicht pauschal zu einem Aufweichen von 
Umweltstandards geführt (Vogel, 1995; Vogel und 
Kagan, 2004; Konisky, 2007; Dong et al., 2011; Holzin-
ger und Sommerer, 2011). Transnationale Unterneh-
men oder solche mit hohem Exportanteil wenden  häufig 
global den strengsten Umweltstandard an, den sie zu 
befolgen haben, weil eine Differenzierung mit Mehr-
kosten verbunden wäre. In der Folge drängen diese 
Unternehmen auf weniger regulierten Absatzmärkten 
sogar auf strengere Standards, um gegenüber den loka-
len Anbietern keine Nachteile zu haben (Vogel, 1995; 
Holzinger und Sommerer, 2011; Bradford, 2012; 
 Saikawa, 2013). In der Vergangenheit hat sich in der Tat 
ein „Brüssel-Effekt“ gezeigt, bei dem Regelungen der 
EU de facto auch außerhalb des Binnenmarktes über-
nommen wurde (Bradford, 2012). Ihren Einfluss hat die 
EU auch bereits praktisch in Verhandlungen über Han-
delsverträge genutzt, um beispielsweise grundlegende 
Arbeitnehmer*innenrechte oder wirtschaftliche Ent-
wicklungsstrategien mit Partnerländern zu verankern 
(Meunier und Nicolaïdis, 2006).
Eine Analogie zum Umweltschutz ist jedoch mit Vor-
sicht zu ziehen. Zwar berücksichtigen Modellgesetz-
öffentlichen Meinungs bildung zusammenhängen, müssen 
Statistiken veröffentlichen, die für jeden Teil offenlegen, auf 
welchen Anteil an Daten direkt (ohne Rückgriff auf die algo-
rithmische Sortierung) und auf welchen Anteil indirekt (d. h. 
über die Vermittlung durch Algorithmen zur Suche oder zur 
Sortierung von Inhalten) zugegriffen wurde (Art. 9 bis B). 
Zudem wurden Lerninhalte über Falschinformationen im 
Internet ins französische Bildungsgesetz aufgenommen (Art. 
9ter-9septies Code de l’éducation). 
Wie das NetzDG wurde das französische Gesetz vor und 
nach der Verabschiedung im Parlament wegen drohender Ein-
schränkungen der Meinungs- und Kommunikationsfreiheit 
sowie unbestimmter Rechtsbegriffe im Rahmen der Straftat-
bestände auf nationaler wie UN-Ebene kritisiert (Kaye, 2018; 
Abgeordnete der Nationalversammlung, 2018; Mitglieder des 
französischen Senats, 2018). Das französische Gesetz wurde 
durch Mitglieder des Senats und des Parlaments dem franzö-
sischen Verfassungsgericht (Conseil constitutionnel) zur 
Überprüfung vorgelegt. Das Gericht hat das Gesetz für ver-
fassungsmäßig erklärt, dabei aber für verschiedene Artikel 
Vorgaben zur Auslegung gemacht, die bei der Anwendung 
beachtet werden müssen (Conseil Constitutionnel, 2018a, b). 
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gebungen zum Datenschutz beispielsweise die DSGVO 
(Kasten 4.2.6-3) als wichtige Referenz (Privacy Inter-
national, 2018a). Da keine physischen Güter produziert 
werden, sind jedoch die Kosten für eine Differenzie-
rung im Umgang mit Daten nicht mehr prohibitiv hoch. 
Ferner besteht für viele Digitalunternehmen das Kern-
geschäft gerade in der Erhebung möglichst vieler Daten, 
so dass ein besonders hoher Anreiz besteht, rechtlichen 
Einschränkungen auszuweichen. Ob sich Spill-over- 
Effekte auch auf digitalen Märkten einstellen, bleibt 
deshalb zu erforschen. Ob die DSGVO auch außerhalb 
der EU (insbesondere in den USA) Anwendung findet, 
bleibt daher eine relevante – noch offene – Frage.
Über reines Reagieren auf die veränderten Bedin-
gungen hinaus können Staaten durch die neuen techni-
schen Möglichkeiten auch aktiv zur Transformation zur 
Nachhaltigkeit beitragen. Zur vollen Erschließung des 
Nachhaltigkeitspotenzials digitalisierten staatlichen 
Handelns fehlt es allerdings derzeit an einem breiten 
Verständnis und an technischem Wissen bezüglich der 
Chancen und Risiken der Digitalisierung, die durchweg 
durch alle staatlichen Institutionen erst noch verankert 
werden müssten (Mainstreaming). Ohne wirksame 
Gestaltung könnte der intensive Einsatz digitaler Tech-
nik mit Blick auf Bürger- und Menschenrechte sowie 
Privatheit problematisch werden. Staatliche Überwa-
chung und soziale Kontrolle (z. B. Kasten 4.2.6-2) kön-
nen Implikationen für individuelle Entfaltung, öffentli-
Kasten 4.2.6-2
Chinas Sozialkreditsystem
Seit die chinesische Zentralregierung 2014 ihren Plan vor-
stellte, bis 2020 auf nationaler Ebene ein flächendeckendes 
Sozialkreditsystem aufzubauen (Kostka, 2018), erhalten 
durch Daten und Technik unterstützte Governance-Formen 
international vermehrt Aufmerksamkeit. Mit dem Sozialkre-
ditsystem sollen in China Individuen, Unternehmen, soziale 
Organisationen und staatliche Behörden in ein zentralisiertes 
Punktesystem eingebunden werden, welches durch Beloh-
nungs- und Bestrafungsmechanismen Verhaltensanreize 
setzt. Der den einzelnen Akteuren zugeteilte individuelle 
Score ändert sich dynamisch in Abhängigkeit ihres Verhaltens 
und soll in verschiedenen (öffentlichen) Bereichen, ähnlich 
zu dem in der Finanzwirtschaft verbreiteten Kredit-Score, als 
Entscheidungsgrundlage herangezogen werden. Ziel ist es, 
eine „auf Vertrauen basierende“ Wirtschaft und Gesellschaft 
zu etablieren (Meissner, 2017; Ohlberg et al., 2017). 
Momentan gibt es (noch) kein einheitliches nationales 
Sozialkreditsystem, sondern es existiert eine Vielzahl von 
Systemen nebeneinander (laut dem Social Credit Summit, 
der 2017 stattgefunden hat, insgesamt 653), die sowohl von 
lokalen Regierungen als auch kommerziellen Unternehmen 
verwaltet werden (Ahmed, 2017; Creemers, 2018). Während 
die Systeme kommerzieller Anbieter wie Tencent, Sesame 
usw. auf freiwilliger Teilnahme basieren, ist die Teilnahme 
an staatlichen Sozialkreditsystemen für alle Bewohner*in-
nen der entsprechenden Gebiete verpflichtend. Im Juli 2018 
betrieben mehr als 40 Bezirks- und Provinzregierungen Pilot-
projekte (Kostka, 2018).
Die Anzahl der Studien, welche die Wirkungsweisen und 
Folgen bereits etablierten Sozialkreditverfahren untersuchen, 
ist derzeit noch gering. Eine vor kurzem veröffentlichte Feld-
studie des Sozialkreditsystems in Rongcheng – einer Stadt 
mit 650.000 Einwohner*innen und 50.000 Unternehmen 
in der chinesischen Provinz Shandong, die im Januar 2018 
als Modell ausgewählt wurde – legt ein weitestgehend auf 
menschlicher Arbeitskraft basierendes Reporting-System 
(mit mehreren hunderten zertifizierten Datensammler*in-
nen) und einen komplexen Katalog von Verhaltensweisen 
(mit 150 Verhaltenskategorien) als Grundlage für die Punkt-
vergabe offen (Knight, 2018). Dass Individuen, die in einem 
Gebiet mit Sozialkreditsystem leben, ihre Verhaltensweisen 
verändern, zeigt eine Umfrage unter über 2.200  chinesischen 
Internetnutzer*innen. 94 % der Befragten gaben an, ihr Ver-
halten z. B. in Bezug auf Kaufentscheidungen verändert zu 
haben. 18 % der Befragten gaben an, ihr Verhalten auf sozia-
len Netzwerken verändert und Kontakte aus ihrem Social- 
Media-Netzwerk entfernt zu haben, um potenziell negative 
Einflüsse auf ihren Score zu minimieren (Knight, 2018).
In der Wissenschaft besteht weitestgehend Konsens dar-
über, dass ein zentralstaatliches Sozialkreditsystem oder auch 
mehrere dezentralisierte Sozialkreditsysteme das Potenzial 
haben, die staatliche Governance sowohl von Wirtschaft als 
auch der Gesellschaft radikal zu transformieren (Meissner, 
2017; Chorzempa et al., 2018). Die Bewertungen des dar-
aus sukzessive veränderten Gesellschaftssystems gehen 
jedoch auseinander: Einige Expert*innen sehen mit ihm eine 
Rückkehr zur Planwirtschaft, da Unternehmen durch das 
Sozialkreditsystem starke Anreize haben, ihre Aktivitäten 
an politisch gesetzten Zielen auszurichten (Heilmann, 2017). 
Andere betonen, dass China mit Einführung des Sozialkredit-
systems in eine neue Phase der Überwachung und sozialen 
Kontrolle eintritt (Kühnreich, 2017) mit Implikationen, die 
über das chinesische Hoheitsgebiet hinausreichen (Hoffman, 
2018). In der chinesischen Bevölkerung wiederum wird das 
Sozialkreditsystem, momentan weniger als Überwachungs-, 
denn als Instrument zur effektiveren Rechtsdurchsetzung 
gesehen, um Missstände wie Korruption, Kriminalität oder 
das mangelnde Vertrauen in öffentliche Institutionen zu 
beheben (Kostka, 2018). Zustimmungsraten betragen bis zu 
80 % (Alpermann und Thünken, 2018; Kostka, 2018), wobei 
großangelegte Studien noch fehlen und selbst in Regionen, 
in denen ein Sozialkreditsystem eingesetzt wird, die Kennt-
nis über dessen Existenz und Funktionsweise innerhalb der 
Bevölkerung gering ist. 
In westlich-liberalen Gesellschaften löst die Vorstellung 
eines solchen Governance-Systems starke Abwehrreaktionen 
aus, da es im Widerspruch zu grundlegenden rechtsstaatli-
chen Prinzipien steht und aufgrund der Erhebung umfang-
reicher personenbezogener Daten sowie der zentralstaatli-
chen Festlegung wünschenswerten Verhaltens als Machtinst-
rument eines totalitären Überwachungsstaats eingeordnet 
wird. Score-basierte Sanktionen, wie sie in Sozialkreditsyste-
men zur Anwendung kommen, stoßen auf Ablehnung, in 
Deutschland beispielsweise mit einer Quote von 91 % (SVRV, 
2018).
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che Diskurse (Kap. 5.3.2) und damit auf die Gestaltung 
der Zweiten Dynamik haben (Kap. 7.3). 37 % der Welt-
bevölkerung leben in Unfreiheit unter autoritären Regi-
men (Freedom House, 2018), die digitale Technik zur 
Überwachung und Kontrolle der Bevölkerung einsetzen 
können (Kap. 6.2). Aber auch demokratische Staaten 
nutzen invasive Massenüberwachungstechnik, wie die 
Enthüllungen über amerikanische und britische Spio-
nage im Sommer 2013 gezeigt haben (Lucas, 2014; 
Lyon, 2014).
4.2.6.3 
Ungehobenes Gestaltungspotenzial von Staaten
Staaten sind mit Blick auf nachhaltigkeitsrelevante Pro-
blemfelder einerseits angesichts der Dominanz privat-
wirtschaftlicher Akteure in ihrem faktischen Hand-
lungsspielraum aktuell noch unzureichend aktiv 
(Kap. 4.2.6.1). Andererseits verfügen sie durch ihre 
Gesetzgebungs- und Exekutivgewalt über besonders 
harte Instrumente zur Etablierung der Rahmenbedin-
gungen für nachhaltige Entwicklung. So wie das Poten-
zial für die Transformation zur Nachhaltigkeit bislang 
nicht ausgeschöpft wird, wird staatliches Handeln auch 
für die nachhaltige Gestaltung der Digitalisierung bis-
lang nur in Ansätzen genutzt. Um das zu ändern, müss-
ten Staaten im Verbund und durch multilaterale Zusam-
menarbeit an Handlungsfähigkeit zurückgewinnen und 
sich dabei Leitlinien für ihr Handeln setzen, die sicher-
stellen, dass bestehende Problemlagen bezüglich Bür-
gerrechten und Privatheit nicht noch verschärft  werden.
4.2.7 
Transnationale Akteure zwischen Weltgesell-
schaft und Fragmentierung?
Transnationale Akteure sind nicht staatliche, gesell-
schaftliche Akteure mit internationaler bis globaler 
Aktivität, Vernetzung und Einfluss. Anders als die zwi-
schenstaatlichen internationalen Organisationen 
(Kap. 4.2.8) sind sie nicht primär von staatlichen 
Akteuren gegründet oder abhängig, sondern handeln 
als soziale Bewegung, Netzwerk, Unternehmen oder 
formale Organisation über nationale Grenzen hinweg. 
Ihre Heterogenität entspricht prinzipiell dem vielfälti-
gen Raum nicht staatlicher Gruppen im nationalen 
Kontext: zivilgesellschaftliche Bewegungen und Orga-
nisationen wie Friedens-, Frauen- und Umweltbewe-
gungen z. B. attac, Greenpeace oder Amnesty Interna-
tional gehören genauso dazu wie multinationale Wirt-
schaftsunternehmen oder übernationale Verbünde aus 
Wissenschaft, Medien, Stiftungen, Wirtschaft, Gewerk-
schaften, Religion oder Tech-Communities (z. B. ICANN, 
Kasten 4.2.7-1). Als ganz unterschiedlich erwachsene 
Verbünde dezentraler Akteursinteressen, die sich 
sowohl zu den Staaten und internationalen Organisati-
onen wie auch zu Wirtschaft und (Welt-)Gesellschaft in 
Beziehung setzen, sind transnationale Akteure ein 
Paradebeispiel für die polyzentrische Struktur und 
Funktionsweise heutiger Governance, zum Beispiel im 
Bereich Klimawandel (Dorsch und Flachsland, 2017). 
4.2.7.1 
Transnationalisierung der Nachhaltigkeitspolitik 
und Digitalisierung
Die Transnationalisierung globaler Nachhaltigkeitspoli-
tik zeigt sich durch die vielfältige Einbindung nicht 
staatlicher Akteure in zwischenstaatliche Prozesse der 
Nachhaltigkeitspolitik und unabhängig davon entste-
henden Initiativen. So haben die UN einen „Global 
Compact for Sustainable Development“ zwischen 
Unternehmen initiiert (unglobalcompact.org). Unter-
nehmen bekennen sich mit der Unterzeichnung im 
Rahmen von Selbstverpflichtungen auf zehn gemein-
same Prinzipien aus den Bereichen Menschenrechte, 
Arbeit, Umwelt sowie Korruptionsbekämpfung und 
berichten regelmäßig über deren Einhaltung. In den 
von den Vertragsstaaten dominierten Verhandlungen 
zum internationalen Klimaschutz, z. B. zum Pariser 
Übereinkommen, erhalten nicht staatliche Akteure 
zunehmend Zugang zu den Beratungen, allerdings ohne 
eigenes Stimmrecht. Neuartige Foren zum Austausch 
zwischen Staaten sowie zivilgesellschaftlichen und pri-
vaten Akteuren werden zwar entwickelt (z. B. 
 Presidency’s Open Dialogue auf den Vertragsstaaten-
konferenzen zum Pariser Übereinkommen), allerdings 
werden auf diese meist keine Entscheidungsbefugnisse 
übertragen.
Gerade die transnationale Klima-Governance entwi-
ckelte sich angesichts der starken Ausdifferenzierung 
des Themenbereichs und der vielfältigen (auch digital 
ermöglichten) Beteiligungsmöglichkeiten im letzten 
Jahrzehnt sehr dynamisch (z. B. Bulkeley et al., 2018). 
Häufig angebunden an Politikprozesse im Rahmen der 
UNFCCC, aber auch unabhängig davon, entstehen 
diverse Initiativen etwa im Bereich regionaler 
 Emissionshandelssysteme wie RGGI, Zertifizierungs-
modelle wie FSC, Treibhausgasinventare wie das Cli-
mate Registry oder freiwilliger Umwelt- und Nachhal-
tigkeitsberichterstattung wie CDP (Bulkeley et al., 
2018: 63). Die zivilgesellschaftliche Beteiligung an glo-
balen Umwelt- und Entwicklungskonferenzen bricht 
regelmäßig Rekorde, von der UN-Rio-Konferenz 1992 
mit bereits außergewöhnlich vielen 1.500 registrierten 
NRO, über 6.000 Registrierungen am World Summit on 
Sustainable Development 2002 bis zu einer bisherigen 
Spitze von 12.000 registrierten NRO beim Klimagipfel 
2009 in Kopenhagen (Bäckstrand, 2015). Auch wenn 
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Kasten 4.2.6-3
Die EU-Datenschutz-Grundverordnung als 
Gestaltungsansatz der EU
Im Bereich des Datenschutzes und des Schutzes der Privat-
sphäre ist die Datenschutz-Grundverordnung (DSGVO) der 
EU (EU, 2016) weltweit bislang ohne Vorbild. Sie soll ein 
Europa verkörpern, „das Werte und Grundrechte gegenüber 
kommerzieller wie staatlicher Datensammelwut wirksam 
schützt und verteidigt“ (Selmayr, 2018: 197). Die Daten-
schutz-Grundverordnung gilt seit dem 25. Mai 2018 unions-
weit unmittelbar für alle Bürger*innen, ohne dass es eines 
weiteren Umsetzungsakts durch die Mitgliedstaaten bedarf. 
Die DSGVO verfolgt eine doppelte Zielstellung: (1) den Schutz 
der Privatsphäre und (2) die Förderung des freien Datenver-
kehrs über die Binnengrenzen der EU hinweg durch Ver-
einheitlichung der Datenschutzstandards (Art. 1 DSGVO). 
Dabei gilt sie nur für Daten mit Personenbezug, nicht aber 
für Daten über andere Gegenstände, wie z. B. Unternehmen. 
Mitgliedstaaten können in bestimmten Bereichen ergänzende 
nationale Regelungen treffen, so zum Beispiel für Datenver-
arbeitungen durch öffentliche Stellen (Kühling und Martini, 
2016). 
Die gewichtigsten Inhalte der DSGVO betreffen die Erwei-
terung des Anwendungsbereiches und die Mechanismen und 
Institutionen zur Durchsetzung des Datenschutzrechts, die 
datenschutzrechtlichen Vorgaben wurden „eher evolutionär 
als revolutionär“ weiterentwickelt (Kühling und Martini, 
2016). 
Anwendungsbereich 
Der Anwendungsbereich wird mit der Einführung des Markt-
ortprinzips in § 3 II DSGVO von Verarbeitungen innerhalb der 
EU zusätzlich auf alle Vorgänge ausgeweitet, in denen Daten 
von Personen, die sich in der EU befinden, außerhalb der EU 
verarbeitet werden. Es kommt für die Anwendung der DSGVO 
nicht mehr darauf an, wo Unternehmen, die Daten verarbei-
ten, ihren Sitz haben, sondern wo die Kunden wohnen. Für 
außereuropäische Firmen nimmt damit die Bedeutung der 
europäischen Datenschutzstandards zu. Die Einführung des 
Marktortprinzips erweitert den Schutz der Nutzer*innen in 
der EU zunächst nur auf dem Papier. Abzuwarten bleibt, ob 
ein solch breiter Anwendungsbereich auch außereuropäisch 
konsequent durchgesetzt werden kann (Ernst, 2017). Aus-
wirkungen dieser standardsetzenden Gesetzgebung auf Dritt-
staaten, insbesondere auch Entwicklungsländer sind aber zu 
erwarten (Kuner et al., 2017). 
Datenschutzrechtliche Vorgaben
Die DSGVO enthält kaum inhaltliche Verschärfungen des euro-
päischen Datenschutzrechts, sondern integriert bisher ledig-
lich durch die Rechtsprechung des Europäischen Gerichtshofs 
(EuGH) etablierte Anforderungen, so zum Beispiel das „Recht 
auf Vergessen“: eine Löschverpflichtung für unrechtmäßig 
verarbeitete Daten (Art. 17 DSGVO). Eine Neuerung stellt 
das Recht auf Datenübertragbarkeit (auch Datenportabilität) 
in Art.  20 DSGVO dar. Ein*e Nutzer*in kann alle persönli-
chen Daten von einem Anbieter in einer maschinenlesbaren 
Form anfordern, so dass sie an einen anderen Anbieter über-
tragen werden können. So müssen beispielsweise Daten (z. B. 
Adressbuch) von einem Smartphone einer Marke auf ein 
Smartphone einer anderen Marke übertragen werden können. 
Die Anbieter sind also durch die DSGVO verpflichtet, inter-
operable Formate für Daten zu entwickeln und anzuwenden, 
damit geringere Hemmschwellen für Nutzer*innen bestehen, 
den Anbieter zu wechseln (Erwägungsgrund 68 DSGVO). Art. 
25 DSGVO verankert die vielgeforderten Grundsätze „Daten-
schutz by design“ und „Datenschutz by default“. Datenschutz 
by design bedeutet, dass neue Produkte so entwickelt wer-
den sollen, dass sie Datenschutz ermöglichen. Datenschutz 
by default bedeutet, dass Voreinstellungen eines Produkts 
stets den höchsten Datenschutz vorsehen müssen, von dem 
Nutzer*innen dann in den Datenschutzeinstellungen aktiv 
abweichen können. Art.  32 DSGVO verpflichtet die Ver-
antwortlichen, die Sicherheit der Daten bei Verarbeitungs-
vorgängen durch geeignete technische und organisatorische 
Maßnahmen zu gewährleisten. Um die Erfüllung dieser Ver-
pflichtungen nachzuweisen, werden die Verantwortlichen 
auf die in Art. 42 DSGVO geregelten Zertifizierungsverfahren 
verwiesen (Art. 25 Abs. 3, 32 Abs. 3 DSGVO). Mit der Ein-
führung der Zertifizierungsverfahren in der DSGVO setzen 
die Gesetzgebungsorgane auf eine Alternative zum bisherigen 
durch starke Aufsicht geprägten Datenschutzmodell und wer-
den verstärkt in beratender und weniger in sanktionierender 
Sicht tätig (Raschauer, 2018). Die Verankerung von Informa-
tionsrechten in Form eines Auskunftsrechts des Betroffenen 
(Art. 13-15 DSGVO), umfangreiche Dokumentationspflichten 
für Datenverarbeitungen und Schutzmaßnahmen (z. B. Art. 5 
Abs. 2) und Meldepflichten bei Verletzungen des Schutzes 
personenbezogener Daten an die Aufsichtsbehörde und den 
Betroffenen (Art. 33 DSGVO) führen zu Transparenz und 
Kontrolle zugunsten von Betroffenen. Ihre Position gegen-
über allen, die Daten verarbeiten, wird dadurch gestärkt. 
Für risikoreiche Datenverarbeitungen müssen von den 
Verantwortlichen zudem vorab Datenschutzfolgenabschät-
zungen durchgeführt werden, auf deren Grundlage die Daten-
schutzbehörden eine Vorabkontrolle wahrnehmen (Art. 35 
und 36 DSGVO). 
Durchsetzung der DSGVO
Mit den Artikeln 51 bis 76 stärkt die DSGVO die aufsichts-
führenden nationalen Behörden und deren Kooperation. Zur 
Verbesserung der Rechtsdurchsetzung sind in den Artikeln 
77ff. DSGVO Vorschriften über den Rechtsschutz der Betrof-
fenen gegenüber den datenerarbeitenden Unternehmen und 
Organisationen sowie den Verantwortlichen niedergelegt. 
Zudem sieht die DSGVO in Art. 82–84 im Vergleich zur alten 
Rechtslage erhöhte Geldbußen und Geldstrafen für Daten-
schutzverstöße vor und erweitert die bußgeldbewährten 
Pflichten, so dass dieses Durchsetzungsmittel im Vergleich 
zum vorherigen Datenschutzrecht in Europa erheblich an 
Bedeutung gewinnt (Eckhardt und Menz, 2018). Geldbußen 
gegenüber Unternehmen sind in Art. 83 DSGVO ausgestaltet. 
Konzerngewinne werden durch die Behörden bei der Fest-
setzung der Höhe der Sanktionen einheitlich betrachtet und 
die Höhe der Geldbußen am Umsatz des Gesamtkonzerns aus-
gerichtet (Art. 83 DSGVO). Im Falle von Facebook könnten 
etwa Geldbußen bis zu einer Höhe von 1,3 Mrd. € verhängt 
werden (Kugelmann, 2018). 
Außerhalb der EU niedergelassene Verantwortliche, die 
auf dem europäischen Markt tätig werden, müssen eine Ver-
tretungsperson innerhalb der Union benennen. Dies erhöht 
die Erreichbarkeit für Behörden und die Betroffenen. Die 
Datenschutz-Grundverordnung stärkt die aufsichtsführenden 
nationalen Behörden und deren Kooperation in einem euro-
päischen Datenrechtsausschuss, der nunmehr Leitlinien zur 
einheitlichen Auslegung der DSGVO vorgeben kann (Art. 70 
DSGVO).
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gerade das Beispiel der Klimakonferenz in Kopenhagen 
deutlich gezeigt hat, dass nach wie vor die Staaten die 
größte Verantwortung für Erfolg wie Misserfolg einer 
ambitionierten Klimapolitik tragen, so erwächst doch 
aus der großen Anzahl – aber noch mehr aus der Quali-
tät – transnationalen Engagements ein wichtiger klima-
politischer Beitrag. NAZCA, das UN-Portal für Klima-
schutzprojekte nicht staatlicher Akteure, listet rund 
20.000 registrierte Projekte von Städten, Regionen, 
Unternehmen, Investoren und NRO auf (UNCCS, 2018). 
Gerade Verbünde subnationaler Akteure wie der trans-
nationale Städteverbund C40 Cities Climate Leadership 
Group, der Verbund von über 1.500 Städten, Kommu-
nen und Regionen ICLEI Local Governments for Sustai-
nability oder die Bürgermeister*innen-Allianz Worlds 
Mayors Council on Climate Change sind Katalysatoren 
für Klimaschutz in vielen Ländern – häufig trotz oder 
gerade wegen der wenig ambitiösen Politik vieler natio-
naler Regierungen (Aust, 2018). Die ebenfalls in erheb-
lichen Maßen transnational vernetzte Wissenschaft ist 
gerade im Bereich der Klima-Governance über den IPCC 
eng an den zwischenstaatlichen Verhandlungsprozess 
angeschlossen. Mit seiner Enzyklika Laudato si’ hat 
weiterhin Papst Franziskus gezeigt, dass auch religiöse 
Vereinigungen und prominente Individuen als transna-
tionale Akteure bedeutsamen Einfluss auf Nachhaltig-
keitspolitik ausüben können (Edenhofer et al., 2015; 
Heimbach-Steins und Stockmann, 2019). 
Für transnational agierende Wirtschaftsunterneh-
men bilden sich über allgemeine oder sektorspezifische 
(z. B. Bergbau, Finanzen, Textilien) CSR-Verpflichtun-
gen fragmentierte transnationale Ordnungssysteme, 
die Themen der ökologischen und sozialen Nachhaltig-
keit in wirtschaftliche Beziehungen einbringen (Spieß-
hofer, 2017). Gleichwohl leiden diese unter Inkohären-
zen und Widersprüchen zu den durch die UN, OECD, 
ISO oder andere Organisationen entwickelten gemein-
samen Standards (Spießhofer, 2017). Aktuelle 
CSR-Leitlinien und -Werkzeuge ignorieren dabei oft 
Themen des digitalen Wandels (Knaut, 2017). 
Digitale Vernetzung und Informationsbereitstellung 
wirken sich auf die Handlungsfähigkeit des wachsenden 
Netzes transnationaler Governance-Akteure vielfältig 
aus, können etwa die Bewusstseinsbildung verbessern, 
Bewertung
Die DSGVO kann als nachholende Regulierung eines gesell-
schaftlich wichtigen Bereiches begriffen werden. Zugleich 
zeigt sich an der Entstehung der DSGVO die Dauer gesell-
schaftlicher Aushandlungsprozesse in sowohl für die Wirt-
schaft, als auch für die Menschenrechte sensiblen Bereichen: 
Die DSGVO wurde von 2012 bis 2016 ausgehandelt und hat 
2018 EU-weite Geltung erlangt. Es dauerte also sechs Jahre, 
bis dieses europäische Gesetz erarbeitet und verabschiedet 
wurde. Die DSGVO wird als einflussreichste Datenschutzre-
gulierung wahrgenommen, die es je gegeben hat und kann 
die Entwicklung des Datenschutzrechts weltweit beeinflus-
sen (Kuner et al., 2017; Privacy International, 2018b). Sie 
wurde zum Beispiel ausführlich während der Entwicklung des 
derzeit entstehenden indischen Datenschutzgesetzes berück-
sichtigt (Kipker, 2018). Noch ist offen, ob das hohe Daten-
schutzniveau auch als Wettbewerbsnachteil wahrgenommen 
werden wird und damit Druck in Richtung einer Abschwä-
chung der Regelungen entsteht (Selmayr, 2018). Der Erfolg 
und die Durchschlagskraft der DSGVO hängen vor allem von 
ihrer Konkretisierung und Durchsetzung durch die Aufsichts-
behörden, den europäischen Datenschutzausschuss und die 
Gerichte, sowie davon ab, wie ambitioniert die die DSGVO 
ergänzenden Zertifizierungsverfahren und gemeinsamen Ver-
haltensregeln zur Förderung des Datenschutzes ausgestaltet 
werden. Letztere werden in Kooperation zwischen Mitglied-
staaten, Unternehmen, EU-Kommission und Interessenver-
bänden ausgearbeitet. Innerhalb Europas hat die Einführung 
der DSGVO auch zu umfangreichen Debatten geführt. Kritik 
an mangelhafter unterstützender Begleitung der Einführung 
ist laut geworden, da die umfangreichen Dokumentations-
pflichten aus der DSGVO dazu geführt haben, dass einige 
kleine Anbieter, zum Beispiel von Blogs, vor den technischen 
Anforderungen des Datenschutzes kapituliert und ihre Ange-
bote vorsorglich entfernt haben (Dachwitz und Kurz, 2018). 
Eine professionelle Begleitung der Einführung von Regulie-
rung im technischen Bereich scheint zur Akzeptanzförderung 
komplexer Regelungsregime erforderlich. 
Die DSGVO zeigt: Staatlicher bzw. supranationaler Daten-
schutz ist möglich und scheint zunehmend Breitenwirksam-
keit zu entfalten. Die DSGVO muss sich vor allem in ihrer 
Wirksamkeit gegenüber großen datenverarbeitenden Konzer-
nen, wie Facebook oder Google beweisen. Facebook-Gründer 
Mark Zuckerberg fordert zwar eine aktive Rolle von Regie-
rungen bei der Regulierung im Internet handelnder Unter-
nehmen und eine Datenschutzregulierung ähnlich der DSGVO 
weltweit (Zuckerberg, 2019). Facebook nimmt Änderungen 
jedoch bisher nur für die EU und nur auf Ebene der Geschäfts-
bedingungen wahr, so dass die konsequente Durchsetzung 
des Datenschutzniveaus weiterhin offen ist (Privacy Interna-
tional, 2018c). Bereits gelungen ist der DSGVO ein Augen-
merk auf Datenschutz zu lenken und das Thema institutionell 
in der Breite zu verankern. Die Einführung hat aber auch viele 
Nebeneffekte erzeugt, die sich auf die Akzeptanz in der 
Bevölkerung auswirken könnten. Durch die Anwendung des 
Marktortprinzips entfaltet die DSGVO nun auch Wirkung auf 
Unternehmen mit Sitz außerhalb der EU, die Daten von 
EU-Bürger*innen verarbeiten. Es bleibt abzuwarten, ob 
Unternehmen, die innerhalb und außerhalb der EU tätig sind, 
nun einen einheitlichen Datenschutz gemäß der DSGVO 
anwenden werden (Privacy International, 2018b). Die DSGVO 
ist Referenzmaterie in der internationalen Datenschutzent-
wicklung (Privacy International, 2018a) und sollte deshalb 
Ausgangspunkt und Gegenstand für internationale Zusam-
menarbeit im Bereich des Datenschutzes und Datenschutz-
rechts sein, die etwa eine Plattform mit zugehöriger Recht-
sprechung, Unterstützung bei der Übertragung in andere 
Rechtsordnungen und internationale Angleichungsprozesse 
beim Datenschutzrecht einschließen kann (Kuner et al., 
2017). 
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Kasten 4.2.7-1
Die ICANN als transnationaler Akteur der 
Internetverwaltung
Die zentrale Verwaltung der Grundfunktionen des Internets 
nimmt die Internet Corporation for Assigned Names and 
Numbers (ICANN) wahr. ICANN verwaltet oder beaufsichtigt 
für die Weltgemeinschaft die Internetadressen, die einmali-
gen Namen und Nummern des Internets (Internetprotokolle, 
IP-Adressen, Top-Level-Domains) sowie Root-Server als Spei-
cherorte der Namen und Nummern und sorgt damit dafür, 
dass die Inhalte und Empfänger, die über das Internet vermit-
telt werden, eindeutig zuzuordnen sind. ICANN ist eine pri-
vatrechtlich organisierte Non-Profit-Organisation mit Sitz in 
Kalifornien. Ihr primäres Ziel ist die Gewährleistung stabiler 
und sicherer Internetinfrastrukturen (Section 1.1. (a) ICANN 
Bylaws (ICANN, 2019). Im Kern sind ihre Interessen auf die 
Einheitlichkeit, Stabilität, Verlässlichkeit, Sicherheit, globale 
Interoperabilität, Resilienz und Offenheit, Nutzbarkeit des 
Internets sowie seiner Teilkomponenten gerichtet (Section 
1.2 (a) ICANN Bylaws; ICANN, 2019).
Die Internetverwaltung durch eine private Organisation 
wie die ICANN ist auf die zunächst informelle Entwicklung 
des Internets durch Militär und Wissenschaft zurückzuführen 
(Kap. 3.1.2.1). Die von ICANN wahrgenommenen Aufgaben 
wurden ihr 1998 nicht von der Staatengemeinschaft übertra-
gen, sondern durch US-amerikanische Behörden (Hofmann, 
2017: 25). Erst seit 2016 arbeitet die ICANN unabhängig 
von US-behördlicher Aufsicht (NTIA, 2016), womit die USA 
langwährender Kritik hinsichtlich einer US-amerikanischen 
Einflussnahme nachgaben. Transparenz und Rechenschaft 
sollen nun durch ein komplexes Compliance-Verfahren her-
gestellt werden, das auch Voraussetzung für das Entlassen in 
die Unabhängigkeit war. Im Netzwerk ICANN wirken zahlrei-
che Unternehmen und Organisationen zusammen, erarbeiten 
Richtlinien und sind das Bindeglied zu den Verzeichnissen der 
ICANN. 
Entscheidungsfindung bei der ICANN
In der ICANN wird über grundsätzliche Vorgaben für die 
Vergabe der einmaligen Namen und Nummern im Internet 
sowie über die Organisation und das Verfahren innerhalb der 
ICANN entschieden. Die ICANN orientiert sich bei der inter-
nen Entscheidungsfindung am Multi-Stakeholder-Verfahren. 
In Multi-Stakeholder-Verfahren kann sich in der Regel jede*r 
an Aushandlungsprozesse beteiligen. Beteiligt man viele Sta-
keholder in einem inklusiven, offenen, transparenten Bot-
tom-up-Verfahren, kann kein Einzelinteresse dominieren, so 
die Grundannahme (GCIG, 2016: 80). Die ICANN bietet damit 
zwar Beteiligungsmöglichkeiten für alle, die Zusammenset-
zung des entscheidenden Direktoriums ist aber gewichtet, 
weshalb nicht alle Interessen ausgewogen vertreten sind. 
Die Stakeholder, die durch Stimmabgabe an den Entschei-
dungen der ICANN mitwirken können, sind die Vereinigung 
der regionalen Internetregistrationsorganisationen, die die 
IP-Adressräume verwalten, die Vereinigung der regionalen 
Registrierungsstellen für länderspezifische Domainnamen 
(z. B. „.de“), die Vereinigung der zentralen Registrierungs-
stellen für die anderen Domainnamen (z. B. „.org“), und die 
Organisation, in der sich Internetnutzer*innen in die Arbeit 
der ICANN einbringen können. Die Nutzer*innengemeinde 
kann gegenüber den hauptsächlich technischen und wirt-
schaftlichen Stakeholdern eine von 16 Stimmen insgesamt 
abgeben. Rein beratend wirken Regierungsvertreter*innen, 
Sicherheitsexpert*innen, Technikexpert*innen und Entwick-
ler*innen an den Entscheidungsprozessen der ICANN mit. 
Die einzelnen Stakeholder-Gruppen werden durch Freiwillige 
aus der ganzen Welt repräsentiert (ICANN, 2018). Die ein-
zelnen Richtlinien der ICANN unterliegen weder staatlicher 
Aufsicht, noch sind sie von sich aus verbindlich. Sie erlan-
gen Geltungskraft durch zivilrechtliche Verträge (inklusive 
Vertragsstrafen bei Verstößen) mit den an der Durchsetzung 
beteiligten Organisationen (Lahmann et al., 2016), in denen 
sich die ICANN weitreichende Autoritätsrechte einräumen 
lässt (Jacob, 2018). 
Umstrittene Rolle der ICANN und die Zukunft der 
Internetverwaltung
Die Frage, ob Entscheidungen, welche die ICANN trifft, 
hinreichend legitimiert und transparent sind, steht wieder-
kehrend im Raum (GCIG, 2016: 78). Entscheidungen werden 
ohne direkte Einflussmöglichkeit von Staaten oder der Staa-
tengemeinschaft gefällt. Auch bei der Entscheidungsfindung 
über Multi-Stakeholder-Verfahren stellt sich die Legitima-
tionsfrage, da u. a. aufgrund von ungleicher Macht- und Res-
sourcenverteilung nicht alle Interessen gleich stark vertreten 
werden können (Hofmann, 2017). 
Die ICANN hat in Folge der Kritik und als Bedingung für 
die Unabhängigkeit von den US-amerikanischen Behörden 
2016 Mechanismen, die Transparenz und Überprüfbarkeit 
gewährleisten sollen, eingeführt. Seitdem können sich die in 
der ICANN engagierten Stakeholder-Gruppen (unabhängig 
davon, ob sie im Direktorium stimmberechtigt sind oder nicht) 
über den Mechanismus „Empowered Community“ zu einer 
eigenen Organisation unter Kalifornischem Recht zusammen-
schließen und die Rechenschaft des ICANN-Direktoriums 
und einzelner Organisationseinheiten einfordern, Strategien, 
Haushaltspläne und wichtige Änderungen der Geschäfts-
ordnung ablehnen und Mitglieder des ICANN-Direktoriums 
ersetzen sowie diese Rechte gerichtlich gegen die ICANN 
durchsetzen (Hofmann, 2017). Des Weiteren bestehen für 
jede von einer ICANN Entscheidung materiell betroffenen 
Person Rechte, sich an eine Ombudsperson zu wenden, die 
Wiedervorlage von Beschlüssen und Richtlinien zur erneuten 
Entscheidung des entscheidenden Direktoriums zu verlangen 
und Einsicht in große Teile der ICANN-Dokumente anzufor-
dern (ICANN, 2019). Die gesteigerten Compliance-Regeln 
bauen aber auch weitere Teilhabebarrieren bei Prozessen der 
ICANN für Neueinsteiger*innen auf (Hofmann, 2017). 
Einige Staaten, u. a. China, Indien und Russland sowie 
einige Entwicklungsländer, forderten auf der ITU-Konferenz 
2014 die Änderung des ITU-Gründungsvertrages, um der ITU 
die Internetverwaltung übertragen zu können. Einigen dieser 
Staaten ging es möglicherweise darum, die offene und frei-
heitliche Organisation des Internets leichter zu ihren Gunsten 
zu beeinflussen. Andere, insbesondere weniger entwickelte 
Länder kritisierten, dass die Beteiligung und Beteiligungsin-
tensität der Stakeholder im Multi-Stakeholder-Verfahren von 
der jeweiligen Wirtschaftskraft abhängt und somit die Inter-
essen der Ärmeren unterrepräsentiert sind (Lahmann et al., 
2016: 20). Gleiches gilt auch für Interessen von organisations-
schwachen Gruppen, wie etwa Verbraucher*innen, so dass im 
Multi-Stakeholder-Verfahren etwa Verbraucherschutzbelan-
ge wie Datenschutz und Netzneutralität unterrepräsentiert 
sein können (Deutscher Bundestag, 2013). Der Aufbau pri-
vater Machtstrukturen im gesellschaftlich wichtigen Bereich 
der Internetverwaltung könnte ein verstärktes Eingreifen 
staatlicher Stellen oder der EU erfordern, um insbesonde-
re die Möglichkeit zum Interessenschutz für alle zu eröff-
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Aufmerksamkeit schaffen oder das Eintreten für unter-
schiedliche (z. B. lokale, ökonomische, partikulare oder 
marginalisierte) Interessen im globalen Raum verstärken 
(Talberg und Jönnson, 2010). Die digitale Vernetzung 
schafft für all diese transnationalen Akteursgruppen sehr 
grundsätzlich die Möglichkeiten einer dynamischen Ent-
stehung, Organisation und Vervielfachung transnatio-
naler Initiativen und Verbindungen im polyzentrischen 
Governance-System. Mit digital gestütztem Umwelt-Mo-
nitoring (Kap. 3.3.5.1, 5.2.11) oder der Begleitung der 
Politikimplementierung können beispielsweise im Rah-
men des „REDD+“-Mechanismus oder der Umsetzung 
des Pariser Übereinkommens effektiver Transparenz, 
Verantwortlichkeit und Handlungsdruck aufgebaut wer-
den. In der Beziehung zu nationalen Regierungen und 
Unternehmen kann hier eine weitere machtvolle Stär-
kung erwachsen. Das Climate Action Network begleitet 
als Dachverband von über 1.300 umweltpolitischen NRO 
den UNFCCC-Prozess eng, kritisch und kompetent, z. B. 
mit einem umfangreichen digitalen Newsletter-Service 
zu den UNFCCC-Verhandlungsverläufen. Der von renom-
mierten Klimawissenschaftler*innen erarbeitete und von 
UNEP herausgegebene „Emissions Gap Report“ ist ein 
prominentes Beispiel dafür, wie künftig nicht nur der 
Stand des Klimawandels, sondern gerade die Umsetzung 
der Klimapolitik auch durch nicht staatliche Akteure 
besser begleitet und transparent gemacht werden kann 
(UNEP, 2018). 
4.2.7.2 
Transnationale Organisation bei der Verwaltung 
digitaler Infrastrukturen 
Transnationale Organisationsstrukturen und Netz-
werke spielen nicht nur im unmittelbaren Nachhaltig-
keitskontext eine entscheidende Rolle. Mit der Globali-
sierung erhält transnationale Kooperation eine erheb-
liche Bedeutung für die Entwicklung und Verwaltung 
grundlegender digitaler und digitalisierter Infrastruktu-
ren, wie z. B. dem Internet. Unter dem Stichwort „Inter-
net Governance“ wird diskutiert, wie und welche 
gemeinsamen Prinzipien und Normen für Entscheidun-
gen und Entscheidungsverfahren mit Bezug zum Inter-
net durch Regierungen, den Privatsektor und die Zivil-
gesellschaft getroffen werden können (WGIG, 2005; 
Hofmann, 2017). Als an dieser Governance beteiligte 
Akteursgruppen lassen sich privatwirtschaftliche 
Unternehmen, Verbände und Organisationen der 
Tech-Community, Staaten und zwischenstaatlich initi-
ierte Organisationen und Foren (z. B. Internet Gover-
nance Forum – IGF, NETmundial) sowie die Zivilgesell-
schaft unterscheiden (Hofmann, 2017). Insbesondere 
die technische Entwicklung des Internets und die inter-
nationale Verwaltung und Vergabe von Domainnamen 
und IP-Adressen ist überwiegend durch die Koopera-
tion privater Akteure geprägt, so dass diese häufig als 
Referenzmaterie für Transnationalisierung herangezo-
gen wird (z. B. Viellechner, 2013; Spindler, 2014). Orga-
nisiert sind diese nicht staatlichen Zusammenschlüsse 
in Form von Verbänden und Organisationen der 
Tech-Communities, von denen der WBGU die Internet 
Corporation for Assigned Names and Numbers (ICANN) 
beispielhaft näher betrachtet (Kasten 4.2.7-1). Die pri-
vate Organisation digitaler Infrastrukturen wirft Fragen 
der Legitimation der Akteure auf – insbesondere da 
Staaten und die Zivilgesellschaft einschließlich der 
Nutzer*innen nur in eingeschränktem Maß auf diese 
Akteure einwirken können (Hofmann, 2017). Dabei 
erzeugt die ohne direkte Einflussmöglichkeit von Staa-
ten oder der Staatengemeinschaft organisierte Erbrin-
gung von Dienstleistungen und Verwaltungen der 
 Infrastruktur, des Netzzugangs und der Kommunikati-
onsdienste stellenweise suboptimale Ergebnisse, z. B. 
Intransparenz und Sicherheitsrisiken (Hofmann, 2017). 
nen (Hoffmann-Riem, 2016). Unter den westlichen Staaten 
herrscht dennoch Konsens, den Multi-Stakeholder-Ansatz 
weiterzuverfolgen (Lahmann et al., 2016: 20), was u. a. mit 
der ohnehin bestehenden Blockade zwischen den verschie-
denen Lagern gerechtfertigt wird (Jacob, 2018). Neben den 
Machtverhältnissen und der Durchsetzung von Gemeinwohl-
interessen wird auch die Funktionalität des Systems kritisiert: 
ICANN ist es nicht gelungen, den zügigen, weltweiten Über-
gang vom Internetprotokoll-Vermittlungsstandard IPv4 auf 
IPv6 zu gewährleisten, obwohl mit der steigenden Anzahl an 
Nutzer*innen und Endgeräten des Internets durch neue Tech-
nologien (z. B. zunehmender Bedarf an IP-Adressen im IoT) 
oder aufkommende Märkte (z. B. in Entwicklungsländern) ein 
Umstieg auf IPv6 dringend erforderlich ist (GCIG, 2016: 52). 
Es fehlt an einer hierarchischen Koordinationsinstanz, wel-
che Updates anordnen und durchsetzen kann (Hofmann, 
2017: 10). Die Vorschriften der ICANN zur öffentlich zugäng-
lichen Registrierung von Domain-Inhabern stehen zudem in 
Konflikt mit dem verschärften Datenschutzrecht, zum Bei-
spiel der DSGVO (Kramer, 2018; Sarac und Strömer, 2018; 
Kasten 4.2.6-3). Datenschutzbedenken beim Domain Name 
System (DNS) bestehen darüber hinaus auch in technischer 
Hinsicht (DNS Privacy Project, 2018).
Die Frage, wie die Mängel – z. B. die Mitwirkungshürden, 
die geringen Einwirkungsmöglichkeiten von Staaten und der 
Zivilgesellschaft – in der ICANN behoben werden können, ist 
Gegenstand divergierender Vorschläge. Diese reichen von der 
Schaffung eines komplett dezentralisierten Systems der Inter-
net Governance (Verhulst et al., 2014) bis zu einer Erklärung 
der UN, wonach die ICANN zur unabhängigen Regulierungs-
behörde der UN gemacht werden sollte (Jacob, 2018). Das 
IGF unter dem Dach der UN ist ein zentrales Forum zur Dis-
kussion dieser Fragen, auch wenn dort keine Entscheidungen 
getroffen werden können (Kap. 8.1.2) 




Transnationale Akteure erfüllen zahlreiche Funktio-
nen in der globalen Governance der Nachhaltigkeits-
transformation: Als Aktivist*innen und Lobbyist*in-
nen engagieren sie sich transnational für ihre Interes-
sen in einer globalen Öffentlichkeit, als Expert*innen 
unterstützen sie internationale Prozesse oder wirken als 
 Stakeholder direkt an Verhandlungen mit. Nach Verab-
schiedung internationaler Umwelt-, insbesondere Klima-
abkommen sind sie als kritische Öffentlichkeit im Moni-
toring und als Akteure selbst an der Umsetzung beteiligt 
(Bäckstrand, 2015). Mit der Verpflichtung auf Corpo-
rate Social Responsibility durch Unternehmen und Ver-
waltung sowie der Bereitstellung digitaler Infrastruktu-
ren nehmen transnationale Wirtschafts- und Digitalak-
teure faktisch häufig auch im Gemeininteresse liegende 
Aufgaben wahr.
Digitale Vernetzung, Virtualität und Wissenszu-
wachs (Kap. 3.4) können im besten Falle positiver Trei-
ber einer ohnehin in Gang gesetzten Herausbildung und 
Diversifizierung transnationaler Strukturen sein, die 
sich perspektivisch zu einer Art kritischer Weltgesell-
schaft oder einem Welt(umwelt)bewusstsein kumulie-
ren könnten (Kap. 5.3.1). Globale Kooperation für 
gemeinsame weltweite Ziele, etwa die SDGs, könnte so 
durch eine Vielzahl von Akteuren aus allen Bereichen 
angetrieben werden. Wie so oft sind Digitalisierung und 
ihre Technologien aber nur das Mittel, dem nicht auto-
matisch ein sinnvoller Zweck innewohnt. Transnatio-
nale Akteure und Governance sind auch nicht per se 
emanzipatorisch oder legitim. Zwar ist diese Sphäre 
Resonanzraum für Transformationspioniere und Poli-
tikexperimente sowie eine post-nationale Öffentlich-
keit zur wechselseitigen Verständigung und dem Auf-
bau von Vertrauen. Digitalisierte Öffentlichkeit kann 
aber auch im globalen Raum zu mehr unvermittelter 
Fragmentierung, gesellschaftlicher Polarisierung und 
Aufweichung geteilter Normen führen (Kap. 5.3.2). Es 
kommt also auch im transnationalen Raum auf die 
bewusste Nutzung der digitalen Mittel für gemeinwohl-
orientierte Zwecke an, um langfristig Umwelt- und Ent-
wicklungsziele besser realisieren zu können.
Im Bereich transnationaler Nachhaltigkeits-Gover-
nance sollten digitale Lösungen eingesetzt werden, um 
mehr empirisches Wissen, Kooperation und Transpa-
renz zu ermöglichen. Mehr und bessere Beteiligungs-
formate für Stakeholder sind gerade im polyzentrischen 
System globaler Nachhaltigkeitspolitik wichtig, um 
Konflikte zwischen ganz unterschiedlichen lokalen, 
sozialen, nationalen wie globalen Ansprüchen mitein-
ander ins Gespräch zu bringen. So können effektive und 
möglichst legitime Pfade gemeinsam erarbeitet werden, 
etwa bezüglich der Gestaltung des Strukturwandels 
durch Klimawandel und Klimaschutz (WBGU, 2018b).
In der transnationalen Internet-Governance-Archi-
tektur mangelt es jedoch an Beteiligung und Einfluss-
möglichkeiten von Zivilgesellschaft, Nutzer*innenver-
bänden und Staaten. Den Akteuren fehlen tragfähige, 
gemeinsame Strukturen, in denen Entscheidungen 
getroffen und gesellschaftliche Standards gesetzt 
 werden können. 
4.2.8 
Internationale Organisationen als Akteure der 
Nachhaltigkeits-Governance
Die Rolle internationaler Organisationen der Nachhal-
tigkeits-Governance verändert sich im Digitalen Zeital-
ter in zweifacher Hinsicht. Erstens sind internationale 
Organisationen bedeutsam für die Gestaltung des 
neuen Politikfeldes der global nachhaltigen Digitalisie-
rung (Kap. 8.1). Zweitens kann digitale Technik nicht 
nur die Handlungsfähigkeit dieser Organisationen ver-
bessern, sondern auch ihre globale Rolle und Funktion 
verändern. 
4.2.8.1 
Internationale Organisationen und nachhaltige 
Digitalisierung
Seit der UN-Konferenz über Umwelt und Entwicklung 
von 1992 hat die globale Nachhaltigkeits-Governance 
mit der Verabschiedung der Agenda 21, der Erklärung 
von Rio sowie den drei Rio-Konventionen zu Klima, 
Biodiversität und Desertifikationsbekämpfung einer-
seits große Fortschritte gemacht. In den letzten Jahren 
wurden das Pariser Klimaübereinkommen, die 
Aichi-Biodiversitätsziele (CBD, 2010; Kap. 8.2.3) sowie 
das Ziel der Land Degradation Neutrality (SDG 15.3; 
UNCCD, 2016) verabschiedet. Mit der Agenda 2030 
liegt für die nächste Dekade ein Zielkatalog für die glo-
bale Nachhaltigkeitspolitik vor. Andererseits ist die 
Effektivität internationaler Organisationen angesichts 
der Größe und Komplexität globaler ökologischer und 
sozialer Probleme nicht ausreichend. Insbesondere der 
Klimawandel konnte bislang nicht ausreichend einge-
dämmt werden. Ein zwischenstaatliches Übereinkom-
men – etwa in Form der Gründung einer internationa-
len Organisation – überwindet nicht notwendigerweise 
Interessens- und Machtdynamiken (Bernstein, 2002; 
Marcoux, 2011; Purdon, 2017).
Die Herausforderung besteht folglich darin, die 
Agenda 2030 und das Pariser Übereinkommen um- und 
durchzusetzen (Beisheim, 2018). Dafür sind die UN, 
insbesondere das Hochrangige Politische Forum für 
Nachhaltiger Entwicklung (HLPF), das zentrale Forum. 
Weitere zentrale Akteure internationaler Nachhaltig-
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keits-Governance sind neben den Bretton-Woods- 
Institutionen (Weltbank, Internationaler Währungs-
fond) und der Welthandelsorganisation (WHO) die 
OECD sowie G7 und G20 (Kap. 8.1). 
Fast 30 Jahre nach dem Rio-Gipfel stellt sich heute 
die Frage, ob sich internationale Organisationen, ins-
besondere die sich in einem Reformprozess befindli-
chen UN, zur nachhaltigen Gestaltung des Digitalen 
Zeitalters neu aufstellen müssen. Dabei geht es auch 
um den Umgang der internationalen Staatengemein-
schaft mit neuen wirkmächtigen Akteuren der globalen 
Digitalwirtschaft (Kasten 8.4-1). Ähnlich der Nachhal-
tigkeit geht es bei Digitalisierung um die Gestaltung 
einer Querschnittsaufgabe sowie eines Politikfeldes mit 
neuen Herausforderungen inklusiver eigener Institutio-
nen und Prozesse. Krisenphänomene  treten auch hier 
dann ein, wenn weder nationale Politik noch das inter-
nationale System einen adäquaten regulatorischen 
Rahmen bietet (Anheier et al., 2018). Dies gilt beson-
ders für rasche und fundamentale technologische Ent-
wicklungen, die institutionelle Arrangements in ihrer 
Dynamik überholen und überfordern können. Ein ent-
scheidendes Korrektiv stellt hier auch eine kritische 
Öffentlichkeit dar, die Watchdog-Gruppen, Think Tanks 
oder Aktivist*innen umfasst und die Transparenz und 
Rechenschaftspflicht einfordert (Kap. 4.2.3, 4.2.7). 
Insgesamt ist die Fähigkeit der internationalen Staa-
tengemeinschaft zur Bewältigung globaler Herausforde-
rungen in den letzten Jahren eher schwächer geworden. 
Dafür gibt es insbesondere zwei Gründe: Erstens stellen 
Bereiche wie Digitalisierung oder Klimawandel die 
Governance-Kapazitäten nationaler Regierungen sowie 
internationaler Organisationen derzeit vor immense Her-
ausforderungen und erfordern neue Governance-Modi 
(Anheier et al., 2018). Zweitens wird die Legitimität 
internationaler Organisationen – sowie auch die der libe-
ralen, regelgeleiteten Weltordnung insgesamt –in den 
letzten Jahren zunehmend durch  nationalistische und 
globalisierungskritische Bewegungen auch in Europa und 
den USA infrage gestellt (Hale und Held, 2017; Iken-
berry, 2018; Norris und Inglehart, 2018). Die zentrale 
Herausforderung ist daher, wie sich digitalisierte Nach-
haltigkeitsgesellschaften trotz der derzeitigen Krise des 
Multilateralismus gestalten lassen. Die Krise des multi-
lateralen Systems bedeutet indes nicht sein Ende, da 
gleichzeitig neue multilaterale Einrichtungen errichtet 
werden können (Brühl, 2019). Beispiele hierfür sind die 
Gründung neuer multilateraler Institutionen wie der 
Neuen Entwicklungsbank (NDB) oder der Asiatischen 
Infrastruktur-Investitionsbank (AIIB), die eine Antwort 
auf das nach dem Zweiten Weltkrieg entstandene Bret-
ton-Woods-System sind und die Verschiebungen der 
globalen Machtverhältnisse, u. a. durch den Aufstieg 
Chinas, widerspiegeln. Gleiches gilt für die von der G20 
angemahnte Anpassung des WHO-Regelwerks an die 
heutige globale Bedeutung Chinas (Anbumozhi et al., 
2017). So gesehen bietet der Krisenmoment auch die 
Chance das Thema Digitalisierung in internationalen 
Organisationen, insbesondere im Rahmen der UN (z. B. 
Debatte „UN Fit for Purpose“), dauerhaft zu verankern 
(Kap. 8.1.3, 8.4). Konkret wird es um die Verankerung 
der Themen nachhaltiger Digitalisierung und Digitalisie-
rung für Nachhaltigkeit als auch um die Schaffung einer 
zentralen Zuständigkeit im System der UN gehen. Auch 
wenn z. B. der UNFCCC-Prozess langwierig war und auch 
weiterhin ist, war er Voraussetzung dafür, dass sich der 
Klimawandel als Gegenstand internationaler Politik eta-
bliert hat und international koordinierte Klimaschutz-
maßnahmen vereinbart werden konnten (Hamilton, 
2017). Ein ähnlicher Prozess könnte auch zum Umgang 
mit Privatsphäre oder autonomen Systemen und KI 
angestoßen werden. Auch das wäre ein langer Prozess, 
aber wie beim Klimawandel kann der Impetus auch bei 
Digitalisierung von der Wissenschaftsgemeinde ausge-
hen, die ihre Erkenntnisse offensiv kommunizieren muss, 
bevor sie auf internationaler Ebene zum Gegenstand 
politischer Kooperation werden können.
4.2.8.2 
Veränderung der Rolle und Funktion internationa-
ler Organisationen
Die Digitalisierung erleichtert und beschleunigt globale 
Kommunikations- und Informationsflüsse – dies gilt für 
alle gesellschaftlichen Akteure, Organisationen, 
 Wirt schaft sowie Individuen. Insbesondere die 
 erweiterten Möglichkeiten für Monitoring werden das 
zur Überprüfung globaler Umweltregime notwendige 
Berichtswesen weiter erleichtern und beschleunigen 
sowie  Beobachtungen auch in Echtzeit ermöglichen 
(Kap. 5.2.11). Zudem eröffnen digitale Technologien 
neue Möglichkeiten zur Schaffung eines Welt (um welt)-
bewusstseins (Kap. 5.3.1), was zumindest potenziell 
positiv auf globale Nachhaltigkeitspolitik wirken 
könnte. Zudem sind multilaterale Verhandlungen durch 
Live-Übertragungen im Netz viel transparenter 
 geworden – wie z. B. vom Grünen Klimafonds der 
Klima rahmenkonvention praktiziert – und könnten 
sich ebenfalls förderlich auf die globale Kooperations-
kultur auswirken. Angesichts einer derzeit anwachsen-
den  Häufigkeit von  Falsch informationen und gezielten 
 Desinformationskampagnen (etwa zum vom Menschen 
verursachten globalen Klimawandel) werden 
 internationale Organisationen der Nachhaltigkeits- 
Governance, die mit ihrem faktenbasierten Berichtswe-
sen und Reports zentrale globale Wissensressourcen 
bereitstellen,  perspektivisch eine neue Rolle im Sinne 
einer  informationellen Qualitätssicherung einnehmen 
 müssen. 





Die Analyse der durch Digitalisierungsdynamiken beein-
flussten Akteursstrukturen in heutigen Gesellschaften 
deutet auf Umbruchsituationen hin, in denen wider-
sprüchliche Trends sichtbar werden. Nachhaltigkeits-
durchbrüche werden möglich und zugleich perpetuieren 
Pfadabhängigkeiten etablierte Wachstumsmuster. Die 
Digitalisierung befördert auch selbst Akteurskonstella-
tionen, die Transformationen zur Nachhaltigkeit hemmen 
können. Digitalisierung und disruptive Technologie-
schübe schaffen keinesfalls automatisch nachhaltiges 
Verhalten der in Kapitel 4.2 skizzierten Akteursgruppen, 
Nachhaltigkeitsallianzen oder -leitbilder, aber sie öffnen 
Gelegenheitsfenster für Veränderungen. Nachhaltig-
keitsstrategien und -politiken müssen diese Momente 
dynamischer Veränderungen berücksichtigen, um 
Akteurskonstellationen zu unterstützen, die Nachhaltig-
keitsdurchbrüche begünstigen. Der digitale Wandel 
erzeugt Veränderungsprozesse, die durch drei Muster 
charakterisiert sind, die in den folgenden Kapiteln 4.3.1 
bis 4.3.3 umrissen werden. 
4.3.1 
Möglichkeitsräume und Veränderungsallianzen
Die Digitalisierungsdynamiken verändern Akteurskons-
tellationen und schaffen neue Akteursgruppen, in kur-
zer Zeit, mit oft disruptiven Wirkungen. In nur ein oder 
zwei Dekaden sind Digitalunternehmen zu den größten 
Konzernen der Weltwirtschaft und damit zu transnatio-
nalen Akteuren geworden (Kap. 3.1, 4.2.2, 4.2.7). Sie 
transformieren Produktion, Geschäftsmodelle (z. B. 
durch digitale Startups oder virtuelle Wertschöpfungs-
ketten), Handels- und Investitionsflüsse. In diesem 
Zusammenhang ist eine neuartige Akteursgruppe ent-
standen, die Tech-Communities, bestehend aus Algorith-
men- und anderen Digitalexpert*innen, die durch ihren 
Einsatz etwa als Programmierer*innen und Soft-
ware-Entwickler*innen Wirtschaft, Gesellschaft und 
Konsummuster beeinflussen und verändern. Viele Men-
schen rund um den Erdball können sich über soziale 
Medien vernetzen, austauschen, lernen und politisch 
organisieren. Solche durch digitale Technologien ermög-
lichten und beschleunigten Veränderungen modifizieren 
nationale und transnationale Netzwerke von Menschen, 
Unternehmen, Organisationen. Lange etablierte Akteurs-
konstellationen und Pfadabhängigkeiten werden auf-
gebrochen, Möglichkeitsräume und Gelegenheiten für 
Veränderungen in Wirtschaft und Gesellschaft entste-
hen. Veränderungsallianzen, neue Sichtweisen und 
Zukunftsbilder können sich ausbilden. Die digital ver-
ursachten Disruptionen eröffnen also auch Chancen, 
Nachhaltigkeitsprozesse voranzubringen. 
 > In der Tendenz hängen zunehmend Geschäfts-
modelle und Technologien von Unternehmen, insbe-
sondere von Digitalunternehmen, weniger direkt 
von der Nutzung natürlicher, insbesondere fossiler 
Ressourcen ab, als in der klassischen Wirtschaft. 
Wissen steht im Zentrum digitaler Geschäfts modelle, 
nicht die Extraktion von (natürlichen) Rohstoffen 
oder die Verbrennung fossiler Energieträger, wenn-
gleich Digitalisierung mit erheblichem Energie- und 
Ressourcenbedarf einhergeht. Digitalunternehmen 
sind gegebenenfalls eher von Ideen post-fossilen 
und kreislauforientierten Wirtschaftens zu überzeu-
gen, als klassische Industrieunternehmen und kön-
nen so zu Bündnispartner*innen der Transformation 
zur Nachhaltigkeit werden. 
 > Die Innovationsfreude und -kraft der Tech-Commu-
nities kann mit Nachhaltigkeitsinnovationen und 
erneuerten Zukunftsperspektiven verbunden wer-
den. Die Nachhaltigkeits-Community fordert Trans-
formationen zur Nachhaltigkeit ein. Durch die Digi-
talwirtschaft entsteht Neues, andere Märkte, Nor-
men und veränderte Verhaltensmuster. Hier eröff-
nen sich Chancen, wenn die Veränderungsbereitschaft 
und -dynamik der Digital-Community mit Nachhal-
tigkeitsleitbildern und -perspektiven verbunden 
werden könnte (Kasten 4.3.1-1).
 > Digitalisierung ermöglicht neue Formen des Wirt-
schaftens und Konsumierens. Gemeinwohlorien-
tierte Digitalunternehmen entstehen, in denen die 
Teilhabe von Beschäftigten gestärkt wird. Prosu-
ment*innen können eigene Produkte oder mediale 
Angebote und damit eigene Öffentlichkeiten her-
stellen. Digitale Technologien erlauben es zuneh-
mend, zu überprüfen, zu dokumentieren und für 
Konsument*innen sichtbar zu machen, wo und 
unter welchen Umständen Produkte hergestellt 
wurden. Noch sind all diese Möglichkeiten, digitale 
Veränderungen mit Nachhaltigkeitstransformatio-
nen zu verbinden, nicht ausgeschöpft. Doch die 
Bedingungen der Möglichkeit für digitale Nachhal-
tigkeitsgesellschaften entstehen (Kap. 4.2.4).
 > Digitale Kommunikation erlaubt es Nachhaltigkeits-
bewegungen, wie den Fridays-for-Future-Akti-
vist*innen oder auch engagierten Städten, sich welt-
weit zu vernetzen und so grenzüberschreitend 
gesellschaftlichen Wandel anzuschieben. NRO aus 
Entwicklungsländern können durch digitale Techno-
logien dazu in die Lage versetzt werden, Umwelt-
zerstörung an jedem Ort der Erde zu dokumentieren 
und weltweit zu kommunizieren.
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 > Weltumspannende Kommunikationsmöglichkeiten 
erlauben es internationalen Organisationen, sich 
besser mit lokalen Akteuren zu vernetzen. Weltwei-
tes Berichtswesen wird erleichtert und multilaterale 
Verhandlungen werden durch Live-Übertragungen 
im Netz transparenter (Kap. 4.2.8).
Für die Nachhaltigkeitspolitik, Nachhaltigkeitsbewe-
gungen und nachhaltigkeitsorientierte Unternehmen 
entstehen neue Möglichkeiten Allianzen zu bilden, um 
Veränderungen in Richtung Nachhaltigkeit anzusto-
ßen, die längst nicht ausgeschöpft sind.
4.3.2 
Schatten der Vergangenheit: Pfadabhängigkeiten 
verlängern zerstörerische Wachstumspfade
Auch in offenen, disruptiven Momenten gesellschaft-
licher Entwicklung bestehen Pfadabhängigkeiten fort. 
Alte Geschäftsmodelle, Formen nicht nachhaltigen 
Wirtschaftens und Konsumierens werden mit digitalen 
Methoden fortgesetzt. Klassische Industrieunterneh-
men nutzen digitale Technologien nicht nur, um ihre 
Ressourcen- und Energieeffizienz zu erhöhen, sondern 
auch um herkömmliche ressourcen- und emissionsin-
tensiven Geschäftsmodelle zu skalieren. Konsu-
ment*innen weiten ihren Ressourcenverbrauch über 
Onlinehandel aus. Hoher Energieverbrauch, Raubbau 
an begrenzten Rohstoffreserven oder Marktmacht, die 
genutzt wird, um niedrige Löhne und Sozialstandards 
durchzusetzen, sind nicht allein Probleme altherge-
brachter Wirtschaftszweige, sondern setzen sich in den 
Geschäftsmodellen von marktmächtigen Digitalkonzer-
nen fort. Digitale Kommunikation erleichtert zudem 
den Aufbau weltweiter Wertschöpfungsketten, die den 
Ressourcenverbrauch und Treibhausgasemissionen 
multiplizieren können. Nicht nur Nachhaltigkeitsbewe-
gungen nutzen globale Kommunikationskanäle, son-
dern auch Demokratiefeinde und aggressive Nationalis-
ten. Auch Staaten können ressourcen- und klimaschäd-
liche Entwicklungen weiter begünstigen, also Pfadab-
hängigkeiten verstärken, indem sie z. B. durch 
Subventionen für die Verbrennung fossiler Energieträ-
ger verhindern, dass digitale Technologien für den 
 Klimaschutz mobilisiert werden. 
Kasten 4.3.1-1
Verantwortungsbewusstsein der Tech-
Communities für nachhaltige Entwicklung 
institutionalisieren
Zum Mainstreaming und zur Institutionalisierung von Nach-
haltigkeitsthemen in den Tech-Communities sieht der WBGU 
folgende mögliche Bausteine: 
Sustainability by Design
Da in digitalen Systemen eingeschriebene Werte als sozio-
technische Realitäten (Brey, 2010) in die Gesellschaft hinein-
wirken, sollte eine kritische Auseinandersetzung mit diesen 
Werteinschreibungen als Grundlage für bewusste, reflektierte 
Wertsetzungen erfolgen, auch um Wertvorstellungen aus dem 
Nachhaltigkeitskontext realisieren zu können (Kap. 4.2.4). 
Neben der Förderung von Privatsphäre, Vertrauen und 
(Cyber-)Sicherheit durch entsprechendes Technikdesign 
könnte durch ein Konzept für „Sustainability by Design“ 
Nachhaltigkeit bereits im Design verankert werden, beispiels-
weise indem Energie- und Ressourceneffizienz schon in der 
Entwicklungsphase mitberücksichtigt werden. Hierzu gehört 
auch die Erarbeitung von Richtlinien zur wertesensitiven Ent-
wicklung beispielsweise von Datensammlungen, Algorithmen 
oder Heuristiken, insbesondere „in Bereichen, in denen weit-
reichende Entscheidungen auf Basis ebenjener Datenlagen 
und Prognosen getroffen werden“ (Simon, 2016: 363).
Technological Social Responsibility
Auf Unternehmensebene könnte neben einer verstärkten 
Corporate Social Responsibility auch eine Technological  Social 
Responsibility etabliert werden. Unter diesem Label sollten 
sich insbesondere Digitalkonzerne damit auseinandersetzen, 
wie ihre Geschäftsmodelle und -praktiken in die breitere 
Gesellschaft hineinwirken.
Verantwortungsvolle Technologieentwicklung 
Strategische Unterstützung für einen verantwortungsvol-
len Umgang mit digitalen Technologien kommt auch aus der 
Forschungsförderung. Derzeit fördern nationale und interna-
tional Fördergeber verstärkt verantwortliche Forschung und 
Innovation, d. h. Forschung und Innovationen, die an gesell-
schaftlichen Zielen und Idealen, u. a. auch an Nachhaltigkeits-
zielen, ausgerichtet sind (Responsible Research and Innova-
tion – RRI). Dabei sollten auch die Nachhaltigkeitsziele der 
UN explizit verankert und eingefordert werden (Kap. 8.2.1).
Der Weizenbaum’sche Eid – Eine Professionsethik für 
nachhaltige Gestaltung und Nutzung digitaler Techno-
logien
Berufsorganisationen wie die Association for Computing 
Machinery (ACM), die erste wissenschaftliche Gesellschaft 
für Informatik mit weltweit 78.000 Mitgliedern oder auch die 
Deutsche Gesellschaft für Informatik wollen Menschen, die 
IKT-Systeme entwerfen, herstellen, betreiben oder verwen-
den durch erst kürzlich aktualisierte ethische Leitlinien Ori-
entierung geben (ACM Ethics, 2018; GI, 2018). Diese und 
ähnliche Initiativen bieten Anknüpfungspunkte für die Ent-
wicklung einer Professionsethik für eine nachhaltige Gestal-
tung und Nutzung digitaler Technologien. Durch einen Wei-
zenbaum’schen Eid könnte sich die Tech-Communities zu 
generellen Prinzipien verpflichten, die für die Entwicklung 
und die Anwendung digitaler Technologien richtungsgebend 
sind. Diese Prinzipien sollten auch in Aus- und Weiterbildung 
der Expert*innen verankert werden.
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Kasten 4.3.3-1
Entscheidungssouveränität in gesellschaftlichen 
Kernbereichen
Die Weiterentwicklungen von KI – insbesondere die Aus-
wertung großer Datenmengen (Big Data: Kap. 3.3.2) durch 
(Deep) Machine Learning (Kap. 3.3.3) – werden seit etwa 
2013 auch mit Bezug auf gesellschaftliche Auswirkungen breit 
diskutiert (Mayer-Schönberger und Cukier, 2013; Domingos, 
2015; Tegmark, 2017; Harari, 2018). In der Tat verdienen die 
Implikationen automatisierter Entscheidungsunterstützung 
und findung in gesellschaftlich relevanten Bereichen beson-
deres Augenmerk. In trennscharf definierbaren technischen 
Abläufen ist das Ziel einer Entscheidung in der Regel klar und 
unstrittig. Ein unerwünschtes Ergebnis wäre relativ leicht 
als solches zu erkennen und zu klassifizieren. Dazu gehören 
beispielsweise selbstfahrende Fahrzeuge oder Produktions-
abläufe in Fabriken. In den definierten Szenarien und Kon-
texten sollen solche Systeme unabhängig von unmittelbarer 
Intervention durch den Menschen funktionieren. 
In gesellschaftlichen Prozessen hingegen ist der Einsatz 
maschinengestützter Entscheidungsunterstützung und -fin-
dung nicht in gleichem Maße unproblematisch. Die Umset-
zung gesellschaftlicher Ziele ist genau wie deren Bestimmun-
gen ein politischer Aushandlungsprozess, der von Ideen, Nor-
men und Interessen bestimmt wird. Politische und normative 
Fragen sind stets von potenziell gegenläufigen Interessen und 
Wertvorstellungen gekennzeichnet. Vor diesem Hintergrund 
sind bei maschinengestützter gesellschaftlicher Entschei-
dungsunterstützung und -findung – anders als beispielswei-
se bei einem selbstfahrenden Auto – Ziele nicht universell 
zu definieren und Ergebnisse nicht universell zu bewerten. 
Dabei birgt maschinelle Entscheidungsunterstützung auch 
für Governance große Potenziale: Menschen arbeiten lang-
sam, können sich irren und voreingenommen sein. Automa-
tisierte Entscheidungsunterstützung – z. B. bei der Polizei-
arbeit, in Gerichtsverfahren oder bei wirtschaftspolitischen 
Verteilungsentscheidungen – nimmt diese Schwächen aus 
der Gleichung – jedenfalls prinzipiell, denn ein eventueller 
Bias in den Trainingsdaten kann bestehen bleiben. Allerdings 
sieht sich automatisierte Entscheidungsfindung im Kontext 
gesellschaftlicher Prozesse – zusätzlich zum angemessenen 
Umgang mit generellen technischen Herausforderungen und 
Limitationen (Schinzel, 2017; Zweig, 2019) – grundsätzlich 
mit der Frage konfrontiert, wo die Grenze zwischen technisch 
lösbaren Problemen einerseits und normativen, politischen, 
rechtlichen Fragen und Verantwortlichkeiten andererseits 
verläuft. Diese Grenze ist nicht trennscharf und selbst wie-
derum von gesellschaftlichen Prioritäten abhängig. Vor dem 
Hintergrund dieser Unschärfe ergeben sich einige Problem-
felder für den Einsatz automatisierter Entscheidungsunter-
stützung und -findung und von KI in gesellschaftlichen Kon-
texten, die im Folgenden skizziert werden. Daran schließt 
sich auch die Frage an, wie sich diese Problemfelder einhegen 
lassen und welche Rahmenbedingungen und Interventions-
punkte die Entscheidungssouveränität des Menschen sicher-
stellen können.
Potenzielle Problemfelder 
Zunächst besteht das potenzielle Problem mangelnder Nach-
vollziehbarkeit der automatisierten Entscheidungen – und 
zwar in zweifacher Hinsicht: Erstens enthebt sich automatisier-
te Entscheidungsunterstützung und -findung in gesellschaft-
lichen Prozessen ein Stück weit dem normativen und politi-
schen Charakter dieser Prozesse, weil Automatismen Regeln 
und Daten unterliegen, die für die Allgemeinheit praktisch 
uneinsehbar in einer Black Box operieren ( Pasquale, 2015; 
Lischka und Klingel, 2017). Sofern entsprechenden Systemen 
in der gesellschaftlichen Wahrnehmung besondere Präzision 
und Objektivität zugeschrieben werden, verleiht dabei allein 
die Tatsache, dass eine Entscheidung maschinengestützt her-
beigeführt wurde, dieser Entscheidung eine gewisse Autorität 
(Beer, 2016) – analog zur bereits beobachteten Quantifizie-
rung gesellschaftlicher Entscheidungsfindung (Rieder und 
Simon, 2016; Mau, 2017). Dass Entscheidungen in gesell-
schaftlichen Kernbereichen von potenziell gegenläufigen 
Interessen und Wertvorstellungen geprägt sind, kann so in der 
gesellschaftlichen Wahrnehmung angesichts ihres scheinbar 
rein technischen Findungsprozesses in den Hintergrund tre-
ten, was die angemessene gesellschaftliche Debatte erschwe-
ren würde (Pasquale, 2018). „Wenn erst nach Abschluss der 
Gestaltung Raum für Diskurs ist, werden Setzungen leichter 
als gegeben akzeptiert“ (Lischka und  Klingel, 2017). Zudem 
können Probleme wie ein inhärenter Bias in den zugrunde-
liegenden Daten oder eine zu geringe Datenmenge (Schinzel, 
2017; Schwarz et al., 2019; Zweig, 2019) unaufgelöst bleiben, 
sofern nicht Auditierung, Zertifizierung und Entscheidungs-
hoheit zum Einsatz gebracht werden (Bertelsmann-Stiftung 
und iRights.Lab, 2019).
Zweitens stellen nicht nur eine möglicherweise intranspa-
rente Nutzung der Technik, sondern auch die Charakteristika 
der Technik selbst automatisierte Entscheidungsunterstüt-
zung und -findung in gesellschaftlichen Kernbereichen vor 
Herausforderungen. Bestimmte Formen von KI entziehen 
sich durch intrinsische Komplexität der unmittelbaren Nach-
vollziehbarkeit (Domingos, 2015). Durch Machine Learning 
gewonnene Lösungswege sind mathematisch, aber nicht 
unbedingt sachlich, nachvollziehbar. Fachkundige können 
die einzelnen Schritte in der Entscheidungsfindung nach-
vollziehen; das große Ganze erschließt sich einem dadurch 
allerdings nicht unbedingt. Es bedarf dazu repräsentativer 
Fallerläuterung. Es muss gefragt werden, unter welcher Maß-
gabe ein Lösungsweg der immensen Vielzahl an Alternativen 
vorzuziehen ist. Die Herausforderung, maschinengestützte 
Entscheidungsunterstützung und -findung angesichts dieser 
intrinsischen Komplexität nachvollziehbar und überprüfbar 
zu gestalten, ist umso wichtiger – aber auch schwieriger – 
eingedenk der begrenzten institutionellen Kapazitäten und 
fachlichen Kenntnisse sowohl seitens der Anwender*innen 
als auch der Betroffenen maschinengestützter Entschei-
dungsfindung in gesellschaftlichen Kontexten (Lischka und 
Klingel, 2017). Als Konsequenz daraus ergeben sich auf 
institutioneller Ebene auch Fragen nach Verantwortlichkeit 
( accountability), d. h. der Fähigkeit, Entscheidungsvorschlä-
ge oder Entscheidungen zu erklären und zu rechtfertigen 
( Doshi-Velez et al., 2017; Vedder und Naudts, 2017). 
Strategien zur Erhaltung von Entscheidungs-
souveränität
In Anbetracht der hier umrissenen Problemfelder muss 
sichergestellt bleiben, dass gesellschaftliche Entscheidungs-
unterstützung und -findung, auch wenn sie maschinenge-
stützt sind, letztlich von Menschen verantwortet werden oder 
Menschen zumindest jederzeit das Wissen und die Fähigkeit 
haben, zu intervenieren. Es geht also um die Sicherstellung 
von Entscheidungssouveränität. „Entscheidungssouveränität 
bezeichnet die Möglichkeit, Ursprünge und Begründungen 
für Entscheidungen und Handlungsempfehlungen autonomer 
Systeme und Assistenten nachzuvollziehen und diese gege-
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4.3.3 
Digitalisierung schafft selbst Machtallianzen und 
Blockaden für Nachhaltigkeitstransformationen
In der aktuellen Umbruchsituation eröffnet Digitalisie-
rung Chancen für Nachhaltigkeitstransformationen, 
wird zugleich zur Verstetigung nicht nachhaltigen Wirt-
schaftens genutzt und schafft neue Machtallianzen und 
Blockademechanismen, die den Übergang zur Nachhal-
tigkeit erschweren. Die Handlungsfähigkeit von Staa-
ten ist für Nachhaltigkeitstransformationen von zentra-
ler Bedeutung. Sie schaffen Rahmenbedingungen sowie 
Anreizsysteme und sind für die Durchsetzung von 
Gemeinwohlorientierung zuständig, ohne die Über-
gänge zur Nachhaltigkeit nicht gelingen können. Natio-
nalstaaten wurden in ihrer Handlungsfähigkeit bereits 
durch die Globalisierung geschwächt, da immer mehr 
Problemkonstellationen, Finanzflüsse und Akteurs-
netzwerke grenzüberschreitender Natur sind, Staaten 
jedoch in ihrer Entscheidungssouveränität auf natio-
nale Territorien beschränkt bleiben. Digitalisierung 
scheint Gestaltungspotenziale, die Wirtschaft und 
Gesellschaft betreffen, weiter in Richtung privater 
Akteure zu verschieben:
 > Gesellschaftlich zentrale Infrastrukturen des Digita-
len Zeitalters in Form von Informationsquellen und 
Kommunikationswegen wie das Internet werden 
durch private Organisationen und Unternehmen 
geschaffen, ohne dass Staaten ausreichend Einfluss 
nehmen und einen sozial- und umweltverträglichen 
Rahmen setzen oder aufgrund ihrer Gemeinwohl-
verpflichtung und Gewährleistungsverantwortung 
öffentlich-rechtliche Infrastrukturen (Kap. 5.3.5) 
anbieten (Kap. 4.2.2, 4.2.6, 4.2.7;  Kasten 4.2.7-1). 
Hinzu kommt, dass die öffentliche Hand auf das 
Know-how, oftmals auch auf die Finanzkraft des 
Privatsektors angewiesen ist, wenn sie IT-Projekte 
wie z. B. die Digitalisierung des Verkehrssektors ver-
wirklichen wollen (Kap. 4.2.5). Diese Übertragung 
der Infrastrukturverantwortung auf den Privatsek-
tor im Digitalen wirkt einer im weiten Sinne am 
Gemeinwohl orientierten Gestaltung digitaler Infra-
strukturen tendenziell entgegen.
 > Beobachtet werden kann die zunehmende Macht 
großer Digitalkonzerne, Einfluss auf gesellschaftli-
che Kernbereiche auszuüben wie z. B. über die Medi-
enlandschaft, digitale Sicherheitsinfrastrukturen 
und die Nutzung von Big Data. Digitalkonzerne 
erfassen z. B. in bisher unbekanntem Ausmaß 
menschliches Verhalten, werten persönliche Daten 
aus und versuchen Entscheidungen von Nutzer*in-
nen und Konsument*innen zu beeinflussen 
benenfalls durch menschliches Eingreifen zu beeinflussen.“ 
(Beyerer et al., 2018). Dabei kann sich der verantwortungs-
volle, vorausdenkende Umgang mit automatisierter Ent-
scheidungsunterstützung und -findung nicht allein auf den 
Verweis auf bestehende Regulierung beschränken. Vielmehr 
ist es ganz im Sinne der Zweiten Dynamik des Digitalen Zeit-
alters (Kap. 2, 7.3), vorsorglich für die erforderlichen gesell-
schaftlichen Rahmenbedingungen zu sorgen. 
Neben der gesellschaftlichen Debatte und technologie-
orientierter Bildung ist es dabei insbesondere notwendig, 
automatisierte Entscheidungsunterstützung und -findung 
in gesellschaftlichen Prozessen stets nachvollziehbar zu 
gestalten, Verantwortlichkeiten klar zu definieren und Kor-
rekturmöglichkeiten zu wahren. Dazu muss ein angemesse-
ner institutioneller Rahmen für Verantwortung beim Einsatz 
automatisierter Entscheidungsunterstützung und -findung in 
bestehenden rechtlichen und politischen Systemen geschaf-
fen werden (Scherer, 2016; Doshi-Velez et al., 2017; Kroll et 
al., 2017; Vedder und Naudts, 2017; Saurwein, 2019). Die 
Chance auf sinnvolle Nachvollziehbarkeit kann dabei etwa 
durch Kennzeichnung des Einsatzes von automatisierter Ent-
scheidungsunterstützung und -findung, Offenlegung von 
Informationen über zugrundeliegende Daten und Zugang für 
unabhängige dritte Instanzen erhöht werden, die die Güte 
der maschinellen Entscheidungsunterstützung und -findung 
überprüfen (Lischka und Klingel, 2017; Bertelsmann-Stiftung 
und iRights.Lab, 2019; Kap. 3.2.5). Rechtliche Verantwor-
tung im Sinne von Haftung für maschinelle Entscheidungs-
unterstützung und -findung würde zudem auch ökonomische 
Anreize zur Minimierung der Konsequenzen in gesellschaft-
lich sensiblen Bereichen schaffen (Scherer, 2016). Korrektur-
möglichkeiten werden insbesondere durch definierte Inter-
ventionspunkte im Entscheidungsprozess geboten. Gemäß 
des Prinzips der Meaningful Human Control soll der Mensch 
das Letztentscheidungsrecht über und die Verantwortung für 
maschinell gestützte oder getroffene Entscheidungen behal-
ten (dies wird derzeit mit Blick auf autonome Waffensyste-
me intensiv diskutiert: Horowitz und Scharre, 2015; Crootof, 
2016; Santoni de Sio und van den Hoven, 2018). Über solche 
spezifischen Maßnahmen zum Erhalt von Entscheidungssou-
veränität in gesellschaftlich relevanten Bereichen hinaus soll-
ten technische Anforderungen, die generell bei automatisier-
ter Entscheidungsunterstützung und -findung Anwendung 
finden sollten, auch bei gesellschaftlichen Fragestellungen in 
Erwägung gezogen werden. Dazu gehören etwa dezentrali-
sierte Entscheidungsstrukturen, beispielsweise in der Finanz-
wirtschaft, um Kettenreaktionen oder einen Single Point of 
Failure zu vermeiden (Contratto, 2014; Kap. 9.2.2.2). 
Zuletzt muss aber grundsätzlich jedwede Anwendung 
automatisierter Entscheidungsunterstützung und -findung in 
Anbetracht ihrer gesellschaftlichen Implikationen kritisch 
reflektiert werden. Die Lösung der damit verbundenen Her-
ausforderungen mag nicht nur in Überarbeitung oder Ein-
schränkung technischer Prozesse liegen, sondern ebenso in 
der bewussten gesellschaftlichen Entscheidung, bestimmte 
Fragen prinzipiell nicht an Maschinen zu delegieren. „No 
algorithmic system can circumvent the necessary and endless 
conversations that these ultimately political and moral ques-
tions demand.“ (Pasquale, 2018). 
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(Kap. 5.2.3, 5.3.7). Hieraus resultieren Eingriffe in 
die Privatsphäre und es können Demokratieprob-
leme entstehen, wenn es nicht gelingt, die Gestal-
tungsmacht der Unternehmen grundrechts- und 
gemeinwohlorientiert zu begrenzen. 
 > Die Gestaltungsspielräume vieler Länder im Bereich 
der Unternehmensbesteuerung ist bereits in der Ver-
gangenheit durch Globalisierungsdynamiken signi-
fikant mit Auswirkung auf die Steuerbasis reduziert 
worden. Die durch Virtualisierung weiter abneh-
mende Bedeutung physischer Präsenz eines Unter-
nehmens für die Erzielung von Gewinnen schwächt 
die Fähigkeit der Staaten, Unternehmen angemessen 
zu besteuern, weiter (Kasten 4.2.2-2; Kap. 4.2.6). 
 > Im Spannungsfeld zwischen Werte- und Wissens-
wandel, den Geschäftsmodellen der Digitalwirt-
schaft, staatlicher Regulierung und Technologie 
steht das Individuum. Insbesondere verändern sich 
im Digitalen die Bedingungen für die Ausübung und 
den Schutz elementarer Grund- und Menschen-
rechte. Durch die Nutzung digitaler Dienste werden 
andere Kategorien für den Schutz der Privatsphäre 
relevant als die, mit denen Privatheit bisher offline 
reguliert wird (z. B. der besondere Schutz der Woh-
nung zur Gewährleistung eines privaten Bereichs). 
Das Recht auf Privatheit und damit verbundene 
Risiken für Identität, Selbstbestimmtheit und Krea-
tivität müssen deshalb neu und intensiv diskutiert 
werden (Trepte, 2016a). Auch die Aushandlung der 
Reichweite von Meinungsfreiheit und die Voraus-
setzungen für gleiche Teilhabechancen sind zu füh-
ren. Für die Auslegung und Anwendung der soeben 
genannten Grund- und Menschenrechte entfaltet 
das Recht auf Schutz und Achtung der Menschen-
würde (z. B. Art. 1 GG) im Digitalen Zeitalter eine 
besondere Relevanz (Kap. 2.3): Bei allen politischen 
Aushandlungs- und rechtlichen Bewertungs- und 
Abwägungsprozessen muss – im Sinne einer ultima 
ratio – die Menschenwürde stets geachtet werden. 
Das Pendel kann sonst auch in die andere Richtung 
ausschlagen. Digitale, Big-Data- und KI-basierte 
Überwachungssysteme ermöglichen es autoritären 
Staaten, ihre Bürger*innen umfassend zu kontrollie-
ren und für „unangemessenes Verhalten“ zu 
 bestrafen. Zu Ende gedacht, stehen in solchen Kon-
texten die Freiheit des Individuums, der Schutz der 
Privatheit und Demokratie zur Disposition 
( Kasten 4.2.6-2).
Digitale Innovationen schaffen zusätzliche, neue Demo-
kratieprobleme des Digitalen Zeitalters. Automatisierte 
Entscheidungssysteme, die zunehmend von Unterneh-
men, Gerichten, der Polizei oder auch in der Ausgestal-
tung autonomer Mobilitätssysteme genutzt werden 
(können), bringen vielfältige Demokratie- und Trans-
parenzfragen hervor, die das Zusammenspiel von Men-
schen, Institutionen und KI-gesteuerten technischen 
Systemen berühren (Kap. 4.2.1) und die Entschei-
dungssouveränität von Individuen und Gesellschaften 
herausfordern (Kasten 4.3.3-1). Zentrale Fragen sind 
daher: Wie kann die Letztkontrolle von Menschen über 
gesellschaftsrelevante Entscheidungen sichergestellt 
werden? Welche Standards werden benötigt, damit 
Algorithmen demokratie- und menschenrechtskompa-
tibel entwickelt, eingesetzt und überprüft werden?
4.3.4 
Folgerungen 
Die Analyse der durch Digitalisierungsdynamiken vor-
angetriebenen Veränderungen von Akteurskonstella-
tionen zeigt, dass sich heutige Gesellschaften in Bewe-
gung befinden. Technologische Entwicklungen verän-
dern Geschäftsmodelle, Leitbilder und Akteursnetz-
werke tiefgreifend und in großer Geschwindigkeit. 
Nachhaltigkeitstransformationen finden nicht mehr 
nur in Konfliktsituationen zwischen der klimaschädli-
chen und ressourcenintensiven Wirtschaft und Nach-
haltigkeitsallianzen statt, sondern in Gesellschaften im 
digitalen Umbruch. Eine offene Situation entsteht, in 
der drei im Spannungsfeld zueinander stehende Trends 
sichtbar werden: Erstens könnten digitaler Wandel und 
Nachhaltigkeitstransformationen durch neue Verände-
rungsallianzen, die Nachhaltigkeits- und Tech-Commu-
nities miteinander verbinden, zusammengeführt wer-
den. Ansatzpunkte, vielfältige Chancen, Spielräume 
und Gelegenheitsfenster für einen solchen Pfad zur 
digitalen Nachhaltigkeit sind identifizierbar. Zweitens 
lässt sich auch beobachten, dass mit digitalen Techno-
logien klimaschädliche und ressourcenintensive 
Geschäftsmodelle, Wachstumsprozesse und Konsum-
muster fortgesetzt werden – noch scheint dies der zen-
trale Trend zu sein, den es umzukehren gilt. Drittens 
wird deutlich, dass Digitalisierung auch neue Blockaden 
und Herausforderungen für Nachhaltigkeitstransfor-
mationen schaffen kann. Die Nutzung digitaler Systeme 
kann privaten sowie staatlichen Machtmissbrauch 
befördern, die Rechte von Individuen untergraben und 
gänzlich neue Gestaltungsaufgaben schaffen, z. B. wenn 
es um die Kontrolle automatisierter technischer Ent-
scheidungssysteme geht. All diese Trends gilt es zu anti-
zipieren und im Sinn der Transformation zur Nachhal-
tigkeit produktiv zu wenden (Kap. 7).
So viel Neuanfang war selten. Nachhaltigkeits-
akteure, die bisher digitale Veränderungsdynamiken 
weitgehend vernachlässigt haben, müssen die skizzier-
ten Umbrüche nutzen, um Entwicklungen in Richtung 
Nachhaltigkeit zu lenken: Es gilt (1) neue Bündnisse zu 
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schließen – lokal, national, trans- und international; (2) 
neue Leitbilder zur digitalisierten Nachhaltigkeitsge-
sellschaft mit neuen Partnern zu entwickeln, so dass 
polyzentrische Verantwortungsarchitekturen für nach-
haltige Digitalgesellschaften entstehen können; (3) ins-
titutionelle und regulative Innovationen in diesem 
Kontext des Umbruchs voranzubringen, um Nachhal-
tigkeitspfade zu eröffnen und zu verstetigen; (4) die 
neuen Herausforderungen der Digitalisierung für die 
menschliche und erdsystemverträgliche Entwicklung 
zu verstehen und (5) Lösungen zu entwickeln, die 
zugleich in einem veränderten Nachhaltigkeitsver-
ständnis münden werden.
Das Digitale Zeitalter ist ein Zeitalter der Vernetzung 
und es bedarf der vielfältigen Gestaltung sowohl mittels 
altbekannter, als auch ganz neuer Governance-Mecha-
nismen und Akteursbeziehungen. Eine polyzentrische 
Verantwortungsarchitektur ermöglicht, anstelle eines 
reinen Top-down-Ansatzes oder des Vertrauens auf die 
Selbstheilungskräfte von Märkten, die Vielzahl von 
Akteuren, die das Digitale Zeitalter bestimmen, als ver-































































































































































Angesichts der Breite der beiden Themen Digitalisierung und Nachhaltig-
keit wendet der WBGU einen exemplarischen Ansatz an: Die Schauplätze des 
digitalen Wandels veranschaulichen als thematische „Tiefbohrungen“ Per-
spektiven und Herausforderungen der Digitalisierung in ausgewählten Be-
reichen und liefern einen vielfältigen Eindruck ihrer Gestaltbarkeit im Dienst 
der Transformation zur Nachhaltigkeit. Sie betreffen das Zusammenspiel von 
 Digitalisierung mit der Umwelt, mit zentralen sozialen und ökonomischen 




In diesem Kapitel werden exemplarisch „Schauplätze 
des digitalen Wandels“ mit Bezug zu Digitalisierung 
und Nachhaltigkeit vorgestellt. Diese veranschauli-
chen an konkreten, wissenschaftlich fundierten Bei-
spielen Stand, Perspektiven und Herausforderungen 
der Digitalisierung angesichts der notwendigen, welt-
weiten Transformation zur Nachhaltigkeit. Die Schau-
plätze liefern einen vielfältigen Eindruck einerseits von 
den mannigfachen Möglichkeiten der positiven Gestalt-
barkeit, andererseits von den Gefährdungen der Digita-
lisierung im Kontext der Transformation zur Nachhal-
tigkeit. Die „Schauplätze des digitalen Wandels“ sind 
Orte oder Felder des Handelns, die drei Dinge gemein 
haben: (1) Sie erlauben einen vertieften wissenschaft-
lichen Blick auf konkrete Themenbereiche, (2) sie wer-
den maßgeblich von Digitalisierung beeinflusst, aller-
dings in sehr unterschiedlicher Art und Weise, und 
(3) sie haben einen Nachhaltigkeitsbezug und veran-
schaulichen, wie die Digitalisierung im Dienst der Gro-
ßen Transformation zur Nachhaltigkeit gestaltet wer-
den kann. Diese Einblicke bieten zudem einen Hinter-
grund, um die künftigen „drei  Dynamiken des  Digitalen 
 Zeitalters“ besser identifizieren zu können (Kap. 7). 
Im Zentrum der Schauplätze stehen zunächst The-
men an der unmittelbaren Schnittstelle zwischen Digi-
talisierung und Nachhaltigkeit, wie z. B. das Monitoring 
biologischer Vielfalt, Elektroschrott und Kreislaufwirt-
schaft, Klimaschutz und Energiewende, oder auch Land-
wirtschaft. Daneben wurden weitere Schauplatzthe-
men identifiziert, bei denen Potenziale sowohl für die 
Digitalisierung als auch für die Nachhaltigkeit bereits in 
naher Zukunft relevant werden (z. B. zu Arbeitswelten 
der Zukunft, nachhaltigem Konsumverhalten, Smart 
Cities und urbaner Mobilität). Schließlich werden The-
men präsentiert, die zwar erst längerfristig ihre volle 
Wirkung entfalten werden, von denen aber Rückwir-
kungen auf die Umwelt und das Erdsystem ausgehen, 
so dass der gesellschaftliche Diskurs bereits jetzt begin-
nen sollte (z. B. Technisierung des Menschen). 
Die Auswahl der Schauplätze erfolgte u. a. gemäß 
Relevanz und Dringlichkeit der Themen an der Schnitt-
stelle von Nachhaltigkeit und Digitalisierung, ihrer 
Potenziale und Risiken für soziale Kohäsion und 
Umweltschutz, aber auch ihrer Ubiquität bzw. internati-
onalen Bedeutung. Die Nachhaltigkeitsziele der Agenda 
2030 wurden dabei stets im Blick behalten (Tab. 5.1-1). 
Trotzdem ist darauf hinzuweisen, dass die Schauplätze 
keinen Anspruch auf Vollständigkeit haben und keinem 
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Tabelle 5.1-1
Bezüge zwischen den Nachhaltigkeitszielen der Agenda 2030 (SDGs) und den Schauplätzen des digitalen Wandels, mit 
Verweisen auf deren Kapitel in Klammern. Die Bezeichnungen der Schauplätze wurden aus Platzgründen z. T. gekürzt. 
Quelle: WBGU
Nachhaltiges  Wirtschaften und  Umwelt Menschen und Gesellschaft
SDG 1  
Keine Armut 
 > Digitalisierung in der Landwirtschaft in 
Entwicklungsländern (5.2.10)
 > Öffentlich-rechtliche IKT (5.3.5)
SDG 2  
Kein Hunger 
 > Präzisionslandwirtschaft (5.2.9)
 > Digitalisierung in der Landwirtschaft in 
Entwicklungsländern (5.2.10)
SDG 3  
Gesundheit und 
Wohlergehen 
 > Zukunftsbildung (5.3.4)
 > Digitale Selbstvermessung (5.3.7)
 > Technisierung des Menschen 
( Themenkasten 5.3-2)
SDG 4  
Hochwertige Bildung
 > Förderung eines kollektiven Welt-
bewusstseins (5.3.1) 
 > Digitalisierung und öffentlicher  
Diskurs (5.3.2)
 > Zukunftsbildung (5.3.4)
 > Öffentlich-rechtliche IKT (5.3.5)
 > Digitale Gemeingüter (5.3.10)
SDG 5  
Geschlechter gleichheit
 > Digitale Technik als Gender-Bender 
(5.3.6)
 > Zukunftsbildung (5.3.4)
SDG 6  
Sauberes Wasser und 
Sanitäreinrichtungen
 > Umweltrechtsdurchsetzung 
(Themenkasten 5.3-1)
SDG 7  
Bezahlbare und  
saubere Energie 
 > Digitalisierung für Klimaschutz und 
Energiewende (5.2.6)




 > Industrieller Metabolismus (5.2.1)
 > Neue Formen digitaler Ökonomie 
(5.2.2)
 > Elektroschrott und Kreislaufwirtschaft 
(5.2.5)
 > Zukunftsbildung (5.3.4)
 > Internationale Arbeitsteilung und 
 Digitalisierung (5.3.8)
 > Nachhaltige Arbeitswelten der 
Zukunft (5.3.9)
 > FinTech im Kontext der nachhaltigen 
Finanzierung (Themenkasten 5.2-1)
SDG 9  
Industrie, Innovation 
und Infrastruktur 
 > Industrieller Metabolismus (5.2.1)
 > Nachhaltigkeit beim Onlinehandel 
(5.2.4)
 > Elektroschrott und Kreislaufwirtschaft 
(5.2.5)
 > Nachhaltige urbane Mobilität (5.2.8)
 > Zukunftsbildung (5.3.4)
 > Öffentlich-rechtliche IKT (5.3.5)
 > Internationale Arbeitsteilung und 
 Digitalisierung (5.3.8)
 > Nachhaltige Arbeitswelten der  
Zukunft (5.3.9)
 > Digitale Gemeingüter (5.3.10)
SDG 10  
Weniger 
Ungleichheiten 
 > FinTech im Kontext der nachhaltigen 
Finanzierung (Themenkasten 5.2-1)
 > Scoring-Gesellschaft (5.3.3)
 > Zukunftsbildung (5.3.4)
 > Öffentlich-rechtliche IKT (5.3.5)
 > Digitale Technik als Gender-Bender 
(5.3.6)
 > Internationale Arbeitsteilung und 
 Digitalisierung (5.3.8)
 > Digitale Gemeingüter (5.3.10)
 > Technisierung des Menschen  
(Themenkasten 5.3-2)
SDG 11  
Nachhaltige Städte  
und Gemeinden 
 > Nachhaltigkeit beim Onlinehandel 
(5.2.4)
 > Smart City und nachhaltige Stadt-
entwicklung (5.2.7)
 > Nachhaltige urbane Mobilität (5.2.8)
 > Zukunftsbildung (5.3.4)
 > Öffentlich-rechtliche IKT (5.3.5)
 > Digitale Gemeingüter (5.3.10)
Einführung  5.1
159
systematischen Ansatz folgen, sondern exemplarisch 
einen Eindruck von der Vielfältigkeit und konkreten 
Gestaltbarkeit der Digitalisierung im Dienst der Nach-
haltigkeit geben sollen.
Insgesamt wurden 21 Schauplätze analysiert, die 
grob in die beiden Kategorien „Nachhaltiges Wirt-
schaften und Umwelt“ (Kap. 5.2) und „Menschen 
und Gesellschaft“ (Kap. 5.3) unterschieden wurden. 
Jeder Schauplatz schließt mit konkreten Handlungs- 
und Forschungsempfehlungen ab. Hinzu kommen drei 
 Themenkästen (5.2-1, 5.3-1, 5.3-2), die in knapperer 
Form Schlaglichter auf fokussierte Bereiche werfen.
Die Tabelle 5.1-1 zeigt den Bezug der Schauplätze 
und Themenkästen zu den 17 Nachhaltigkeitszielen 
der Agenda 2030 (SDGs). Es werden alle Nachhal-
tigkeitsziele adressiert, wobei einzelne Schauplätze 
häufig mehrere SDGs betreffen. Eine scharfe Trenn-
linie bei der Zuordnung der Schauplätze zu den SDGs 
wäre nicht sinnvoll, zumal die SDGs selbst interde-
pendent sind. Noch deutlicher wird in einzelnen Fäl-
len die Zuordnung zu den SDGs, wenn im Detail auf 
die recht heterogenen 169 Unterziele der 17 SDGs 
SDG 12  
Nachhaltiger Konsum 
und Produktion 
 > Industrieller Metabolismus (5.2.1)
 > Neue Formen digitaler Ökonomie 
(5.2.2)
 > Digitalisierung des Konsums und nach-
haltiges Konsumverhalten (5.2.3)
 > Nachhaltigkeit beim Onlinehandel 
(5.2.4)
 > Elektroschrott und Kreislaufwirtschaft 
(5.2.5)
 > FinTech im Kontext der nachhaltigen 
Finanzierung (Themenkasten 5.2-1)
 > Förderung eines kollektiven 
 Weltbewusstseins (5.3.1)
 > Digitalisierung und öffentlicher  
Diskurs (5.3.2)
 > Scoring-Gesellschaft (5.3.3)
 > Zukunftsbildung (5.3.4)
 > Nachhaltige Arbeitswelten der  
Zukunft (5.3.9)
 > FinTech im Kontext der nachhaltigen 
Finanzierung (Themenkasten 5.2-1)
SDG 13  
Maßnahmen zum 
Klimaschutz
 > Digitalisierung für Klimaschutz und 
Energiewende (5.2.6)
 > Monitoring von Ökosystemen und 
 biologischer Vielfalt (5.2.11)
 > Zukunftsbildung (5.3.4)
 > FinTech im Kontext der nachhaltigen 
Finanzierung (Themenkasten 5.2-1)
SDG 14  
Leben unter Wasser 
 > Monitoring von Ökosystemen und 
 biologischer Vielfalt (5.2.11)
 > Umweltrechtsdurchsetzung  
(Themenkasten 5.3-1)
SDG 15  
Leben an Land 
 > Elektroschrott und Kreislaufwirtschaft 
(5.2.5)
 > Präzisionslandwirtschaft (5.2.9)
 > Digitalisierung in der Landwirtschaft in 
Entwicklungsländern (5.2.10)
 > Monitoring von Ökosystemen und 
 biologischer Vielfalt (5.2.11)
 > Umweltrechtsdurchsetzung  
(Themenkasten 5.3-1)
SDG 16  
Frieden, Gerechtig keit 
und starke 
Institutionen 
 > Smart City und nachhaltige Stadtent-
wicklung (5.2.7)
 > Monitoring von Ökosystemen und 
 biologischer Vielfalt (5.2.11)
 > Förderung eines kollektiven 
 Weltbewusstseins (5.3.1)
 > Digitalisierung und öffentlicher  
Diskurs (5.3.2)
 > Scoring-Gesellschaft (5.3.3)
 > Zukunftsbildung (5.3.4)
 > Öffentlich-rechtliche IKT (5.3.5)
 > Internationale Arbeitsteilung und 
 Digitalisierung (5.3.8)
 > Digitale Gemeingüter (5.3.10)
 > Technisierung des Menschen  
(Themenkasten 5.3-2)
 > Umweltrechtsdurchsetzung  
(Themenkasten 5.3-1)
SDG 17  
Partnerschaften zur 
 Erreichung der Ziele
 > Neue Formen digitaler Ökonomie 
(5.2.2)
 > Nachhaltigkeit beim Onlinehandel 
(5.2.4)
 > Förderung eines kollektiven 
 Weltbewusstseins (5.3.1)
 > Zukunftsbildung (5.3.4)
 > Internationale Arbeitsteilung und 
 Digitalisierung (5.3.8)
 > FinTech im Kontext der nachhaltigen 
Finanzierung (Themenkasten 5.2-1)
 > Umweltrechtsdurchsetzung  
(Themenkasten 5.3-1)
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geschaut wird (UNGA, 2015). Beispielsweise hat der 
Schauplatz „Monitoring von Ökosystemen und bio-
logischer  Vielfalt“ (Kap. 5.2.11) einen sehr direkten 
Bezug zu den SDGs 14 und 15, die sich mit dem Leben 
unter Wasser und an Land beschäftigen. Indirekt ist er 
aber auch mit weiteren Unterzielen anderer SDGs ver-
knüpft, wie der Aufklärung im Bereich Klimawandel 
(SDG 13.3) oder der Kriminalprävention (SDG 16.5). 
Die Kapitelangaben in Klammern hinter den gekürz-
ten Schauplatzbezeichnungen sollen es den Leser*in-
nen erleichtern, gezielt nach Bezügen zu untereinander 
vernetzten SDGs zu suchen.
Abschließend soll erneut betont werden, dass die 
Schauplätze keinen Vollständigkeitsanspruch haben 
können und einen exemplarischen Ansatz darstellen, 
der dennoch einen aktuellen Überblick über wichtige 
Themen an der Schnittstelle zwischen Nachhaltigkeit 
und Digitalisierung bietet. 
5.2
Nachhaltiges Wirtschaften und Umwelt
5.2.1 
Nachhaltige Industrie 4.0 und Kreislaufwirt-
schaft: wie Digitalisierung den industriellen 
Metabolismus verändert
5.2.1.1 
Kontext: Digitalisierung als Treiber einer industrie-
ökologischen Wende? 
Die Digitalisierung ist dabei, materielle Aspekte der 
Güterproduktion und damit verbundener Logistik- 
und sonstiger Dienstleistungen stark zu verändern, 
indem sie den Ressourcen- und Materialverbrauch in 
Wertschöpfungsketten grundlegend wandelt (Malecki 
und Moriset, 2008). Trotz einiger hoch problemati-
scher Trends des Ressourcenbedarfs im Digitalen Zeit-
alter (Köhler et al., 2018) werden an die digitalisierte 
Steuerung der Produktion hohe Erwartungen zu Ein-
spar- und Recyclingpotenzialen geknüpft. So ist bereits 
von der „Transition zu einem nachhaltigeren industri-
ellen System” die Rede (Ford und Despeisse, 2016) 
oder der „nachhaltigen vierten industriellen Revolu-
tion“ ( Herweijer et al., 2017). Indem Digitalisierung die 
Stoffströme und -kreisläufe des „industriellen Meta-
bolismus“ beeinflusst (Ayres und Simonis, 1994; Sterr, 
2003) und die Input-Output-Relationen der Güterpro-
duktion besser kontrollierbar macht, könnten einige 
aus industrieökologischer Sicht schon lange avisierte 
Ziele erreicht werden: Eine im gesamten Produkti-
onssystem bzw. Zuliefernetzwerk hoch ressourcenef-
fiziente, abfall- und emissionsarme, von öko-indust-
riellen Netzwerken und Synergien geprägte Produk-
tion (Clift und Druckman, 2016; Despeisse et al., 2012; 
Dumoulin und Wassenaar, 2014; Gallaud und Laper-
che, 2016; Gleich und Gößling-Reisemann, 2008; von 
Hauff, 2012). Auch das zunehmend prominente Kon-
zept der Kreislaufwirtschaft (circular economy) zielt 
in diese Richtung, baut auf Ideen der Industrieökolo-
gie auf (Ghisellini et al., 2016) und setzt auf Nachhal-
tigkeitseffekte durch digitale Technologien (Antikainen 
et al., 2018; Lopes de  Sousa Jabbour et al., 2018; Neli-
gan, 2018; Kap. 5.2.5). Wie kann also die Digitalisie-
rung die notwendige industrieökologische Wende hin 
zu ressourcensparender Produktion auf globaler Ebene 
entscheidend voranbringen? Folgend werden ausge-
wählte Nachhaltigkeitsimplikationen der Digitalisie-
rung für die Güterproduktion in Industrie- und Ent-
wicklungsländern aufgezeigt, mit Blick auf Materialbe-
darfe für digitale Geräte sowie die Wirkungen neuer, 
digital koordinierter Produktionskonzepte (Industrie 
4.0) und speziell von Verfahren der additiven Fertigung 
(„3D-Druck“, Kap. 3.3.5.4).
5.2.1.2 
Wandel der Materialbedarfe durch digitale Geräte 
und Infrastrukturen 
Der große Materialbedarf der Digitalwirtschaft schafft 
auf globaler Ebene erhebliche Nachhaltigkeitsprobleme 
nicht nur durch die Menge, sondern auch die Art der 
Rohstoffbedarfe (Köhler et al., 2018; Manhart et al., 
2016; Yi und Thomas, 2007). Seit zwei Jahrzenten stei-
gen die Volumina an benötigter Hardware und Infra-
struktur mit hoher Rate; zudem wächst die Nachfrage 
nach elektronischen Endgeräten (für Daten zu Smart-
phones und Wearables: Statista, 2018a, b), nach Ser-
ver- und Rechenzentren sowie nach Übertragungsnet-
zen. Hinzu kommen die für Kühlung oder Stromver-
sorgung dieser Anlagen nötigen Geräte. Zum steigen-
den Materialbedarf trägt außerdem die fortschreitende 
Einbettung elektronischer Steuerungselemente in 
Gebrauchsgegenstände bei, vor allem bei Fahrzeu-
gen (Köhler et al., 2018). Selbst einfache Konsumgü-
ter werden jetzt mit Elektronikkomponenten für digi-
tale Funktionen aufgerüstet, wie beispielhaft der Trend 
zu „smarten“ Textilien zeigt (Schneegass, 2017).
Die hoch dynamischen Entwicklungen in vielen 
IKT-Feldern erschweren gesicherte Prognosen zum 
Rohstoffbedarf der fortschreitenden Digitalisierung 
(Köhler et al., 2018), doch zeigen sich einige brisante 
Trends. Prognosen zufolge wird im Jahr 2050 z. B. drei-
mal so viel Kupfer benötigt wie noch 2010 sowie 2035 
das Vierfache an Lithium, einem wichtigen Batterie-
rohstoff, wie noch 2013 (DERA, 2017; Schmidt, 2017). 
Weitere wichtige Rohstoffe sind z. B. bei IKT-End-
geräten neben einigen Edelmetallen auch verschiedene 
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Kunststoffe und Glas (Manhart et al., 2016; Wäger 
et al., 2015). Studien belegen zudem den Mehrver-
brauch und die toxische Belastung von Wasser sowie 
erhöhte CO2-Emissionen durch die IKT-Warenproduk-
tion (Higon et al., 2017; Yi und Thomas, 2007). Welche 
Volumina nicht nur in Gebrauch sind, sondern letztlich 
auch als Abfall wieder entsorgt werden müssen, zeigt 
der für 2017 geschätzte Wert von weltweit 46 Mio. t 
Elektroschrott, der schon bis 2021 auf voraussichtlich 
gut 52 Mio. t steigen wird (Baldé et al., 2017; Details 
in Kap. 5.2.5). Außerdem treibt der Betrieb digitaler 
Geräte und Anlagen den Strombedarf nach oben, wel-
cher global in den nächsten beiden Jahrzehnten, je 
nach Szenario, jährlich um bis zu 18 % wachsen könnte 
(Andrae und Edler, 2015). Zwar vermag der Struktur-
wandel weg von traditionellen Industrien, wie Stahl-
erzeugung und -verarbeitung, hin zur Fertigung von 
IKT-Produkten teils die CO2-Belastung zu mindern, z. B. 
in Teilen Chinas (Zhang und Liu, 2015). Doch muss dies 
bei weiterer internationaler Standortverlagerung der 
traditionellen Güterproduktion nicht unbedingt die glo-
bale Bilanz positiv prägen. Insgesamt könnte sich IKT 
vom „low-carbon enabler“ eher zum „power drainer“ 
wandeln (Bekaroo et al., 2016).
Aus Nachhaltigkeitssicht besonders problematisch 
ist die umfassende Verwendung kritischer Metalle 
bzw. Seltener Erden, die meist nur an wenigen Orten 
der Welt bzw. in geringen Mengen gefördert werden 
(DERA, 2017; Köhler, 2013; Manhart et al., 2016). Ihr 
Abbau ist speziell in vielen Entwicklungsländern mit 
erheblichen ökologischen Schäden verbunden (Land-
schaftszerstörung, Einbringung toxischer Substan-
zen für das Auslösen des Rohstoffs) sowie der Aus-
beutung menschlicher Arbeitskraft für wenig Lohn 
bei hohen Gesundheitsrisiken. Vor allem in Ländern 
Afrikas südlich der Sahara bieten Bergbauaktivitäten 
oft kaum Entwicklungs- oder Beschäftigungsimpulse, 
wobei Mechanisierung zu „jobless growth“ und Wäh-
rungsaufwertung zum „Ressourcenfluch“ führt. Zudem 
treibt die steigende Ressourcennachfrage eher Korrup-
tion sowie soziale und politische Konflikte an (OECD, 
2008). Prinzipiell ist zudem der Trend der Verbindung 
und Verschmelzung unterschiedlicher, vor allem metal-
lischer Rohstoffe für das Design bestimmter Materialei-
genschaften z. B. von Legierungen problematisch, weil 
dies die Recyclingfähigkeit mindert und immer neue 
Herausforderungen für die Abfallbehandlung schafft. 
So enthält ein Mobiltelefon rund 60 verschiedene Roh-
stoffe in einem Gemisch aus diversen Metallen, Kunst-
stoffen, Glas und Keramik. Allein die für Steuerungs-
prozesse der Industrie 4.0 essenziellen RFID-Labels 
können aus über einem Dutzend verschiedener Mate-
rialien bestehen (Köhler et al., 2018). Selbst Produkte, 
die im Sinne von „Öko-Innovationen“ als umwelt-
freundlich bzw. emissionsarm im Betrieb gelten (Fau-
cheux und Nicolaï, 2011; Jesus et al., 2018), sind bei 
Betrachtung der gesamten Wertschöpfungskette oder 
des Lebenszyklus bis hin zur Entsorgung oft nicht wirk-
lich ressourcenschonend gefertigt oder gut zu recyceln 
(z. B. benötigen digitalisierte Autos besonders viele kri-
tische Metalle; Köhler et al., 2018).
5.2.1.3 
Effizientere Produktionsprozesse durch Industrie 
4.0 und digital koordinierte Kreislaufwirtschaft 
Während im Bereich digitaler Endgeräte die Nachhaltig-
keitsrisiken überwiegen, könnte die Weiterentwicklung 
digital gesteuerter Fertigungsprozesse den industriellen 
Metabolismus bzw. die Organisation der Kreislaufwirt-
schaft vorteilhaft verändern und Nachteile kompensie-
ren (Higon et al., 2017; Neligan und Schmitz, 2017). 
Potenziale werden speziell in Materialeinsparungen 
durch eine erhöhte Ressourceneffizienz der Produk-
tion gesehen, etwa durch verbessertes „Ökodesign“ von 
Produkten sowie die besser koordinierte Mehrfachnut-
zung von Ressourcen im Zuge der Kreislaufwirtschaft 
(Kap. 5.2.5). 
Das Trendthema Industrie 4.0, stark vorangetrie-
ben von deutschen Unternehmen und Verbänden (z. B. 
Dorst, 2016; Kagermann, 2017; Manzei et al., 2017; 
Schwab, 2018), verspricht durchgehend digital gesteu-
erte und optimierte Produktionsabläufe. Hierbei sind 
alle Zuliefer- und Servicepartner innerhalb der Wert-
schöpfungskette bzw. des Produktionssystems über 
cyber-physische Systeme bzw. das industrielle Inter-
net der Dinge (Kap. 3.3.1) in den Datentausch einge-
bunden und die bearbeiteten (Vor-)Produkte selbst zur 
Kommunikation mit Betrieben und Maschinen fähig. 
Zwar scheinen grundsätzlich die Erwartungen des weit-
reichenden Umbaus der Güterproduktion überhöht zu 
sein, weil Informationsdefizite und Widerstände man-
cher Akteure die Implementierung von Technologien 
der Industrie 4.0 noch hemmen (Mertens et al., 2017). 
Auch besteht über die Kosten-Nutzen-Bilanz einer auf 
Industrie 4.0 gestützten Produktion noch Unklarheit. 
Doch ist der Trend wohl nicht aufzuhalten und wird auch 
politisch in vielen Ländern massiv unterstützt, z. B. in 
der EU (Horizon 2020), den USA (National Network for 
Manufacturing Innovation) oder China (Made in China 
2025). Gerade deshalb bedarf es internationaler Steue-
rungsansätze, um Industrie 4.0 in Richtung Nachhaltig-
keit bzw. Kreislaufwirtschaft zu lenken. Ferner unter-
scheiden sich Industriebranchen erheblich hinsicht-
lich ihrer Aufnahmefähigkeit für solche Technologien, 
wobei Maschinenbau, Fahrzeugbau, Stahlindustrie und 
die Fertigung technischer Textilien eine Vorreiterrolle 
einnehmen (Schwab, 2018). Auch die Querschnitts-
branche Umwelttechnik und Ressourceneffizienz soll 
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durch Digitalisierung ihre Leistungsfähigkeit steigern 
können, doch sind vor allem die Leitmärkte Kreislauf-
wirtschaft (Abfall- und Recyclingbranche) und Roh-
stoff- und Materialeffizienz noch schlecht dafür auf-
gestellt (BMU, 2018: 165f.; Büchele und Andrä, 2016).
Die Potenziale von Industrie 4.0, durch die digi-
tal optimierte Organisation und Koordination indus-
trieller Werteketten auch Umwelteffekte zu verbes-
sern, werden zunehmend thematisiert und in Überle-
gungen und Forschungsansätze einbezogen (Beier et 
al., 2018; IFOK, 2016; UNECE, 2018; VDI ZRE, 2017; 
WEF, 2018a). So erscheint im Verbund mit Kostenein-
sparungen auch die Steigerung der Ressourceneffizienz 
und Minderung der Material- bzw. Energiebedarfe im 
Produktionsprozess möglich, unter anderem durch die 
Verringerung von Ausschuss (Kagermann, 2017; VDI 
ZRE, 2017). Konkrete Daten hierzu sind jedoch noch 
rar und weisen zudem auf recht wenig Materialein-
sparungspotenzial durch Einsatz aller technischen Mög-
lichkeiten hin. Produktionsunternehmen in Deutsch-
land schätzen das Potenzial auf 3–4 % bei Material-
einsatz bzw. -kosten (Neligan, 2018: 104, 589 befragte 
Unternehmen). Selbst unter den Betrieben mit gene-
rell hoher Affinität für Digitalisierung nutzen nur bis 
zu 14 % digitale Ansätze für ressourcensparendes Pro-
duktdesign oder verbessertes Management von Mate-
rialkreisläufen. Doch stützen sich Firmen, wenn sie sich 
für nachhaltige Produktion engagieren, bereits oft auf 
digitale Technologien (zu 43 % bei ressourcensparen-
den Produktdesigns und bis zu 27 % beim Kreislauf-
management;  Neligan, 2018: 105). Generell ist jedoch 
die Kosten-Nutzen-Relation der möglichen Ressour-
ceneinsparungen durch digitale Technologien aufgrund 
komplexer Prozesszusammenhänge schwer empirisch 
erfassbar und nicht pauschal abschätzbar.
Aus industrieökologischer Sicht gilt auch die bes-
sere Steuerung von Lieferketten als Schlüsselfaktor 
für eine lohnende Kreislaufwirtschaft (Aminoff und 
Kettunen, 2016; Gallaud und Laperche, 2016), indem 
„smarte“ Prozesse Wiedernutzung und Recycling 
erleichtern (EEA, 2017c; Pagoropoulos et al., 2017; 
Kap. 5.2.5). Ebenso lassen sich durch Industrie 4.0 und 
digitale Plattformen zwischenbetriebliche öko-indust-
rielle Netzwerke der Folgenutzung besser koordinieren, 
z. B. von Abwärme und Neben- bzw. Abfallprodukten 
im Sinne von „closing the loop“ und „cash for trash“- 
Strategien. Somit lassen sich Systeme der „industriel-
len Symbiose“ unterstützen (Dumoulin und Wassenaar, 
2014; von Hauff, 2012; Marconi et al., 2018; Rajala 
et al., 2018). Generell reduziert eine effiziente Logistik 
die Zahl der Transportfahrten und optimiert den Einsatz 
von Produktionsfaktoren (Dehmer et al., 2017). Indus-
trie 4.0 könnte somit neuartige, regenerative „Ökosys-
teme“ der digitalisierten Güterproduktion in Gang brin-
gen, die natürliche Lebensgrundlagen schont (Moreno 
und Charnley, 2016). Speziell die additive Fertigung 
(Kap. 3.3.5.4) verspricht materielle Nachhaltigkeits-
effekte von globaler Reichweite (Despeisse et al., 2017; 
Gebler et al., 2014; Kellens et al., 2017). Sie bietet gro-
ßes Potenzial für ressourcensparende Prozess- und Pro-
duktinnovationen hin zu sparsamem Materialeinsatz, 
On-Demand-Produktion (Losgröße 1) sowie besser auf 
Kreislaufwirtschaft ausgerichteten Geschäftsmodellen 
und Produktdesigns. Auch das neuartige Zusammen-
spiel von Konsum und Produktion z. B. in Makerspaces 
oder FabLabs wird erleichtert (Ferdinand et al., 2016; 
Kohtala, 2016; Petschow et al., 2014; Kap. 5.2.2). 
Jedoch ist kritisch zu fragen, ob dadurch Rebound- 
und Überproduktionseffekte angeregt werden (wobei 
Analysen zur Kosten- und Energiebilanz noch fehlen), 
eine mindere Qualität von „gedruckten“ Produkten ihre 
Lebensdauer einschränkt oder Fertigungsstufen weg-
fallen bzw. verlagert werden.
Auch Standortveränderungen durch Industrie 4.0 
könnten Nachhaltigkeit fördern, vor allem der pro-
pagierte Trend zur „urbanen Produktion“ (Fraunho-
fer IAO, 2016; Matt et al., 2014). Dieser von Produk-
tionsingenieuren geprägte Begriff zeigt Chancen auf, 
die digital gesteuerte, „saubere“ Warenproduktion im 
Zuge des „Reshoring“ wieder zu stadtnahen Standor-
ten in Industriestaaten zurückzuholen, angetrieben 
durch Vorteile der Nähe zu Zulieferpartnern, Fachkräf-
tenachwuchs und F&E-Partnern (Eickelpasch, 2015; 
Spath und Lentes, 2012; Stiehm, 2017). Dies macht die 
wohnortnahe, qualifizierte Jobs schaffende Ansiedlung 
von modernen Gewerbebetrieben bzw. Smart Factories 
(Wang et al., 2016a) zum nachhaltigkeitsfördernden 
Bestandteil der Smart City (Bronstein, 2009; Graham et 
al., 2017a) und stützt einen industrie- und sozial-öko-
logisch vorteilhaften „urbanen Metabolismus“ (Newell 
und Cousins, 2014; Kap. 5.2.7). Auch die additive Fer-
tigung begünstigt urbane Standorttrends, sind doch die 
benötigten Grundstoffe bzw. Granulate einfach anzu-
liefern und liegen vielfältige Marktpotenziale direkt vor 
Ort (Ferdinand et al., 2016). Industrie 4.0 könnte gene-
rell auf globaler Ebene eine dezentralere Standortver-
teilung der Produktion anregen, indem jene auf kleine, 
marktnähere, über IKT eng vernetzte Einheiten aufge-
teilt wird (Distributed bzw. Redistributed Manufactu-
ring; Freeman et al., 2016; Moreno und Charnley, 2016; 
Rauch et al., 2015). Dies beeinflusst jedoch die interna-
tional arbeitsteilige Produktion für Entwicklungsländer 
eher nachteilig, etwa wenn additive Fertigung ganze 
Zuliefer-Netzwerke wandelt, das Reshoring zurück zu 
Hochlohnländern begünstigt und der Wegfall der Kom-
ponentenfertigung Werteketten verschlankt (Ferdi-
nand et al., 2016; Gebler et al., 2014; Laplume et al., 
2016; Rehnberg und Ponte, 2017).
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5.2.1.4 
Folgerungen: Was kann Digitalisierung für 
die  globale Transformation des industriellen 
 Metabolismus leisten? 
Die Nachhaltigkeitswirkungen der Digitalisierung im 
Bereich der Güterproduktion sind letztlich ambivalent 
zu bewerten und unterscheiden sich zudem nach den 
Entwicklungsniveaus von Ländern (Higon et al., 2017). 
Die mit den Materialbedarfen der IKT-Hardwarepro-
duktion verbundenen ökologischen wie gesundheitli-
chen Belastungen betreffen vor allem Standorte von 
Bergbau und Elektronikindustrie in Entwicklungs- und 
Kasten 5.2.1-1
Handlungsempfehlungen zum Schauplatz 
„Industrieller Metabolismus“
 > Material- und Energieverbrauch der Digitalisierung überwa-
chen und begrenzen: Die Trends des Ressourcenverbrauchs 
für die Produktion digitaler Geräte und Anlagen sollten 
auf internationaler Ebene fortgesetzt erfasst werden und – 
ähnlich zu sonstigen Bestandteilen der Produktionsstatis-
tik – regelmäßig dokumentiert sowie in Lebenszyklusana-
lysen bilanziert werden. Im Verbund mit diesem Monito-
ring sollten internationale (Zulassungs-)Standards, recht-
liche Rahmensetzungen und Umweltrichtlinien verschärft 
werden, die z. B. bergbaulichen Raubbau im Bereich Selte-
ner Erden sowie den Einsatz kritischer Metalle und vieler 
Verbundmaterialien einschränken und zu einer für Recyc-
ling und Kreislaufwirtschaft förderlichen Produktarchitek-
tur drängen (EEA, 2017c). In ähnlicher Weise sind auch für 
die additive Fertigung Standards und Vorschriften zu ent-
wickeln, die hoch material- und energieintensive Produk-
tionsprozesse bzw. Rebound-Überproduktion eingrenzen.
 > Additive Fertigung als Motor der digital unterstützen Kreis-
laufwirtschaft ausbauen: Um die mit additiver Fertigung 
verbundenen Chancen neuer Produktdesigns und Ferti-
gungsmethoden gezielt für Nachhaltigkeitsziele zu nutzen, 
sollte diese Produktionsweise prinzipiell auf nationaler wie 
internationaler Ebene unter einen „Kreislaufvorbehalt“ 
gestellt werden. Bereits bestehende EU-Ansätze zur Kreis-
laufwirtschaft sind speziell auf additive Fertigung modell-
haft anwendbar, um für Materialeinsatz und Produktge-
staltung „Kreislaufwirtschafts-“ bzw. „Nachhaltigkeitsauf-
lagen“ zu setzen, die vor allem auch die Recycling-Möglich-
keiten der verwendeten Materialien betreffen.
 > Nachhaltige Digitalproduktion in Entwicklungs- und Schwel-
lenländern stützen: Ansätze der internationalen Entwick-
lungszusammenarbeit und zur Förderung des Technologie-
transfers sollten verstärkt ressourcensparende moderne 
Produktionsweisen im Bereich Industrie 4.0 und additiver 
Fertigung integrieren. So lässt sich die Digitalisierung auch 
in Entwicklungs- und Schwellenländern gezielt für nachhal-
tig gestaltete Wertschöpfungsschritte und Produktionssys-
teme einsetzen, was industrieökologische wie arbeits- bzw. 
qualifikationsbezogene Verbesserungen bringt. Außerdem 
wirken diese Aufwertungsprozesse in Entwicklungsländern 
der sich abzeichnenden Verschärfung einer ungleichen 
internationalen Arbeitsteilung entgegen. Zwar werden 
FabLabs und ähnliche Formate bereits in einigen Ländern 
als Keimzellen für digital unterstützte Innovation genutzt 
(Irie et al., 2018), sollten aber weiter verbreitet und stärker 
auf Nachhaltigkeit bzw. Umweltaspekte ausgerichtet wer-
den. In Entwicklungsländern, die bergbauliche Rohstoffe 
(wie z. B. Seltene Erden) für Industriegüter der Digitalwirt-
schaft fördern, sind außerdem Maßnahmen zu ergreifen, 
die größere Teile der lokalen Bevölkerung von den Akti-
vitäten profitieren lassen, z. B. berufliche Bildung für den 
Einsatz im mechanisierten Bergbau oder „benefit sharing“ 
der Bergbauprofite, um öffentliche Investitionen in Sozial-
leistungen und Infrastruktur zu ermöglichen (OECD, 2008). 
Ansatzpunkte bieten vertragliche Regelungen (z. B. mining 
contracts oder mining codes) oder die Extractive Industries 
Transparency Initiative (EITI), die öffentlich-private Part-
nerschaften zu Gunsten von mehr Zahlungs- und Vertei-
lungstransparenz unterstützt.
 > Unternehmerische Verantwortung stärken und  belohnen: 
Über konzertierte Informations- und Anreizmaßnahmen 
sind Produktions- wie Dienstleistungsunternehmen im In- 
und Ausland für ihre hohe Verantwortung für die nachhal-
tige Ausgestaltung der digitalisierten Warenproduktion zu 
sensibilisieren. In weiten Teilen der Wirtschaft sollte eine 
regelrechte Verantwortungskultur etabliert werden, die 
drohende Schäden des Einsatzes digitaler Technologien 
für Umwelt und Arbeitswelt bei allen geschäftlichen Ent-
scheidungen als besonderen Faktor berücksichtigt. Natio-
nal wie international agierende Industrieverbände können 
mit politischem und ökonomischem Nachdruck als wich-
tige Informationsbroker und Meinungsbildner fungieren. 
Außerdem sollten Anreize die Bereitschaft der Unterneh-
men steigern, Eigenverantwortung für nachhaltiges Produ-
zieren im Digitalen Zeitalter zu übernehmen. Bereits ange-
dachte Ansätze, etwa die Weiterentwicklung der Corporate 
Social Responsibility zur Corporate Socio-Environmen-
tal Responsibility (CSER; Mazurkiewicz, o.J.) sind effektiv 
zu machen, indem z. B. hohe CSER-Qualitätswerte Betrie-
ben Vorteile bei Ausschreibungen verschaffen. Steuerli-
che Bevorzugung vermag generell das industrielle „Gree-
ning“, d. h. die Übernahme umweltbezogener Geschäfts- 
und Management-Modelle (Demirel et al., 2017) oder die 
Bildung zirkulärer, digital koordinierter Business-Ökosys-
teme zu fördern. Auch Preisverleihungen sind als Anreize 
international auszuweiten und höher zu dotieren, z. B. nach 
dem Muster des Deutschen Rohstoffeffizienzpreises des 
Bundesministeriums für Wirtschaft und Energie, mit dem 
u. a. digitale Lösungen zur verbesserten Recyclingfähigkeit 
von Gütern prämiert werden. 
 > Dialogplattformen zur Wissensverbreitung zu Einflüssen der 
Digitalisierung auf industrielle Stoffkreisläufe einrichten 
oder ausbauen: Die anwachsende Literatur und mit ihr das 
erarbeitete Wissen zu Nachhaltigkeits- bzw. Umweltaspek-
ten von Industrie 4.0 und additiver Fertigung sollte bei För-
derern, wirtschaftlichen Anwendern sowie F&E-Akteuren 
breiter bekannt gemacht und diese für Nachhaltigkeitsas-
pekte sensibilisiert werden. Dafür können international 
ausgerichtete, hierauf spezialisierte Dialogplattformen ein-
gerichtet oder ausgebaut werden, z. B. „Nachhaltige Indus-
trie 4.0“ oder „Nachhaltige additive Fertigung“ als Unter-
thema der Plattform Industrie 4.0.
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Schwellenländern. Hingegen bietet die ressourcenspa-
rende Koordination von Stoffströmen und Kreislauf-
wirtschaft durch „smarte“ Produktdesigns sowie Indus-
trie 4.0 noch vorwiegend für Industriestaaten und ihre 
wissensintensiven urbanen Standorte Potenziale einer 
industrieökologischen Wende. Nötig ist deshalb, gerade 
auch Produktionsaktivitäten in Entwicklungs- und 
Schwellenländern verstärkt in eine digital optimierte, 
effiziente und konsequent auf Kreislaufwirtschaft aus-
gerichtete Wertschöpfung einzubinden, was dort Mate-
rial und Energie einsparen hilft sowie Arbeit sichert und 
aufwertet. Risiken des Arbeitsplatzabbaus durch die 
Rückverlagerung von Produktionsstufen in Industrie-
länder (Kap. 5.3.8) sind so zu mindern.
Auch die auf Digitalisierung gestützte additive Fer-
tigung weist neben Chancen für nachhaltige Produk-
tion einige Risiken auf. Sie verspricht einerseits Vor-
teile bei Material-Input und Ressourceneffizienz, die 
allerdings noch über Analysen zu beweisen sind. Ähn-
liches gilt für Erwartungen, die individualisierte, von 
Konsument*innen mitgestaltbare Fertigung fördere 
Teilhabe, Selbstwirksamkeit und solidarische Lebens-
qualität. Doch könnte die additive Fertigung anderer-
seits auch Rebound-Effekte und redundante Fertigung 
verursachen, die einzuhegen und gemeinsam mit wei-
teren technologischen wie ökonomischen Herausforde-
rungen zu meistern sind. Trotz breiter Möglichkeiten 
eigener Produktion bestehen Gefahren einer verschärf-
ten digitalen Kluft (digital divide) und Arbeitsmarkt-
ausgrenzungen durch die Umverteilung von Arbeit 
zwischen Beschäftigten verschiedener Qualifikations-
stufen oder Länder (Gebler et al., 2014; Rehnberg und 
Kasten 5.2.1-2
Forschungsempfehlungen zum Schauplatz 
„Industrieller Metabolismus“
 > Forschungsoffensive zu Nachhaltigkeitswirkungen von 
Industrie 4.0 und additiver Fertigung beginnen: Den Erwar-
tungen einer ressourcen- bzw. energiesparenden Produk-
tion durch digitale Technologien stehen bislang kaum solide 
empirische Analysen bzw. Datenauswertungen gegenüber. 
Deshalb sollten vom BMBF oder anderen Organisationen 
geförderte Forschungsaktivitäten systematisch die konkre-
ten Nachhaltigkeitswirkungen der Einführung von Indus-
trie-4.0-Technologien erfassen. Hierzu könnte ein eigener 
FONA-Schwerpunkt des BMBF ausgebaut werden. Ähn-
lich eignet sich additive Fertigung z. B. als Baustein eines 
übergreifenden Forschungsprogramms zur digitalen Trans-
formation, das alle in diesem Hauptgutachten betrachte-
ten Schlüsseltechnologien (Kap. 3.3) in transdisziplinärer 
Nachhaltigkeitsperspektive wissenschaftlich aufarbeitet 
(analog zu Programmen wie z. B. Zukunftsstadt). Empirisch 
sind mit Bezug auf den normativen Kompass (Kap. 2.2)  u. a. 
diverse Umsetzungsmöglichkeiten von Industrie 4.0 und 
additiver Fertigung, eingesetzte Materialien, Produktty-
pen und Branchenfelder zu untersuchen sowie die Auswir-
kungen auf Arbeitsplätze in verschiedenen Teilen der Welt. 
Auch unterschiedliche Standortkonstellationen von urban 
bis ländlich, gering bis hoch entwickelt sollten betrachtet 
werden. Dabei ist der Blick auf systemische Wirkungen und 
den gesamten Lebenszyklus gefertigter Produkte zu rich-
ten, gegebenenfalls gestützt auf Ansätze des ökologischen 
Rucksacks oder Fußabdrucks. 
 > Potenziale digitaler Technologien für verbesserten industriel-
len Metabolismus bzw. industrielle Symbiose erforschen und 
auf Märkten etablieren: Während oben genannte Dialog-
plattformen den Diskurs zur nachhaltigen Industrie 4.0 för-
dern, können digitale Geschäfts- bzw. Marktplattformen in 
Kombination mit anderen digitalen Technologien den indus-
triellen Metabolismus nachhaltiger gestalten helfen. Daher 
sollten laufende Forschungsansätze zur digital unterstüt-
zen „industriellen Symbiose“ (Marconi et al., 2018) als Ele-
mente der prinzipiell auszuweitenden Forschung zur digi-
tal unterstützen Kreislaufwirtschaft ausgebaut werden. Sie 
sollte als angewandte, transformative Forschung ausgelegt 
sein, verschiedene Branchenfelder integrieren sowie Chan-
cen, Barrieren und Risiken der Digitalisierung für industri-
elle Symbiose identifizieren. Die Elektrik- und Elektronik-
industrie sollte aufgrund der Dualität aus Elektroschrott-
problem und Lösungspotenzial digitaler Technologien als 
Forschungsfeld priorisiert werden (Kap. 5.2.5). 
 > Sozialwissenschaftliche Studien zum Prosumer- Verhalten 
durchführen: Weil die Nachhaltigkeitswirkungen von 
Trends wie privatem 3D-Druck und FabLabs in hohem 
Maße vom Engagement der Bevölkerung abhängen, sollte 
speziell das Prosumer-Verhalten eingehend untersucht 
werden. Sozial- und verhaltenswissenschaftliche Analysen 
können z. B. verschiedene gesellschaftliche Milieus oder 
standörtliche Kontexte berücksichtigen, um Neigungen 
zu Rebound-Effekten und Redundanz zu ermitteln. Auf 
diese Weise lassen sich auch die Potenziale z. B. von additi-
ver Fertigung für die Gestaltung der Nachhaltigkeitstrans-
formation zielgerichtet hinsichtlich erfolgversprechender 
Ansatzpunkte bei Akteuren und Institutionen erforschen 
(z. B. wie sind Verbesserungen der Ökobilanz digitalisierter 
Fertigung erreichbar und durch wen?). 
 > Reallabore für digital unterstützte Kreislaufwirtschaft im 
urbanen Kontext schaffen: Die Chancen, speziell für urbane 
Standorte eine durch räumliche Nähe unterstützte, nach-
haltigkeitsorientierte digitale Produktion und damit ver-
knüpfte Kreislaufwirtschaft zu entwickeln, verdienen ver-
tiefte Untersuchungen. Denn Konzepte wie z. B. FabLabs 
(Kohtala, 2016) lassen sich als urbane Transformations-
initiativen interpretieren, die im Zuge sozialer Innovatio-
nen eventuell gute Potenziale u. a. für nachhaltige additive 
Fertigung bieten. Ihre Wirkungsmöglichkeiten auf der 
Ebene von Unternehmen, Maker-Kollektiven und Indivi-
duen sind zu bewerten, gegebenenfalls über Experimen-
tierformate wie Reallabore auszutesten und für Skalener-
weiterungen vorzubereiten. Dabei sind ausdrücklich auch 
Städte in Entwicklungsländern einzubeziehen, möglicher-
weise integriert in internationale Partnerschaften für nach-
haltige urbane Produktion auf Basis digitaler Fertigungs-
technologien.
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Ponte, 2017). Für die Gestaltung einer im industrieöko-
logischen Sinn nachhaltigen Güterproduktion im Digi-
talen Zeitalter spielt die Einbindung von Unternehmen 
als raumwirksame Akteure eine besondere Rolle.
5.2.2
Neue Formen digitaler Ökonomie: Ansätze des 
nachhaltigen Wirtschaftens im Digitalen Zeitalter
Der vorliegende Schauplatz wirft einen Blick auf aktu-
elle gemeinwirtschaftliche Formen zur Organisation 
der Wirtschaft (Abb. 8.4.1-2). Anhand von nachhal-
tigem digitalem Unternehmertum, Plattformkoopera-
tiven sowie Prosumenten und Commons-based Peer 
 Production zeigt er Beispiele für neue bzw. „alterna-
tive“ Geschäftsmodelle, Unternehmensformen und 
Produktionsformen. Einen besonderen Schwerpunkt 
bilden neue Formen partizipativer Wertschöpfung in 
der Sharing-Ökonomie, da sich gerade daran die Poten-
ziale und Grenzen einzelwirtschaftlicher und gemein-
wirtschaftlicher Organisation gut zeigen lassen.
5.2.2.1 
Wiedereinbettung als Herausforderung 
 nachhaltigen Wirtschaftens
Die heutige Form globaler ökonomischer Organisation 
ist eng verbunden mit der Überschreitung planetarischer 
Leitplanken und ökologischer Grenzen.  Systemische 
Ursache für diese Entwicklungen sind „Entbettungs-
mechanismen“ der modernen Wirtschaftsordnung, die 
auch Polanyi (1944) in „The Great Transformation“ aus-
führlich analysiert: Indem ökonomische Prozesse aus 
ihren unmittelbaren sozialen und ökologischen Zusam-
menhängen herausgelöst werden, steigt die Gefahr, 
dass sie negative soziale und ökologische Folgen (Exter-
nalitäten) nach sich ziehen (Abb. 5.2.2-1).
Die große Herausforderung nachhaltigen Wirtschaf-
tens besteht darin, die „Wiedereinbettung“ der Öko-
nomie durch einen „radikalen inkrementellen Wan-
del“ (Göpel, 2016) zu stärken. Durch Internalisierung 
externer Effekte können ökologische und soziale Kon-
sequenzen in bestehende ökonomische Steuerungssys-
teme übersetzt werden. Dies kann z. B. durch eine Res-
sourcenbepreisung oder die Einführung von Mindest-
standards bei Arbeitsbedingungen erfolgen. Umwelt-
auswirkungen und soziale Konsequenzen würden 
dadurch in den ökonomischen Kosten abgebildet und 
von Marktakteuren in ihrem ökonomischen Handeln 
berücksichtigt. Einerseits sind solche Steuerungsmaß-
nahmen gegenwärtig nur schwer kurzfristig durchsetz-
bar, vor allem auf globaler Ebene. Andererseits beste-
hen Chancen, dass mit Hilfe von Pionieren des Wandels 
mittel- bis langfristig Lücken zu Zielen der Nachhaltig-
keit geschlossen werden. Dies könnte beispielsweise 
bei sozial- und genossenschaftlichem Unternehmer-
tum der Fall sein, das unternehmerisches Handeln mit 
Eigentumsstrukturen kombiniert, die eine konsequente 
Ausrichtung an Nachhaltigkeitsherausforderungen 
erlauben (Dyllick und Muff, 2016). Die folgenden 
Abschnitte liefern Beispiele dafür, wie solche Ansätze 
mit Digitalisierung zusammenspielen.
Abbildung 5.2.2-1
Entbettungsmechanismen und ihre nicht nachhaltigen Folgen, wie ökologische Landnahmen sowie Möglichkeiten zur Wieder-
einbettung der Ökonomie durch eine Entkoppung 1. und 2. Ordnung. 
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5.2.2.2 
Nachhaltiges digitales Unternehmertum 
Als nachhaltiges Unternehmertum gelten unterneh-
merische Aktivitäten, die Aspekte der Nachhaltig-
keit ausdrücklich zum Gegenstand des Geschäfts-
modells machen und dabei deutlich über herkömm-
liche Ansätze wie Effizienzmaßnahmen oder Corpo-
rate Social Responsibility hinausgehen (Demirel et 
al., 2017: 2). Je nach Schwerpunkt der Unterneh-
mung spricht man auch von „Gemeinwohl-Unterneh-
mertum“ (Felber, 2018), „Sozialem Unternehmertum“, 
„Öko-Unternehmertum“ oder „Transformativem Unter-
nehmertum“ (Burch et al., 2016; Santini, 2017). Ins-
besondere im Gründungs prozess ist Nachhaltigkeits-
orientierung relevant, weil hier Geschäftsmodelle ins-
titutionalisiert werden, die auf unterschiedliche Weise 
Nachhaltigkeitsziele aufgreifen können (Behrendt et 
al., 2017). Für die Erneuerung der Wirtschaftsstruk-
tur und die Transformation zur Nachhaltigkeit spielen 
damit, neben dem Wandel etablierter Unternehmen, 
Unternehmensgründungen eine wichtige Rolle (Bord-
erstep Institut, 2017; Hörisch, 2015; Schneidewind, 
2018: 361ff.; Trautwein et al., 2018: 8). 
Der Typus „grüne digitale Startups“ bzw. „nachhal-
tiges digitales Unternehmertum“ (Sustainable Digital 
Entrepreneurship) ist künftig noch genauer zu definie-
ren, deckt aber ein breites Aktivitätsfeld ab, wie fol-
gende Beispiele zeigen: Dazu könnte man etwa Anbie-
ter von nachhaltiger Hardware wie Fairphone und 
Shift (Kap. 5.2.5) zählen und ebenso digitale Markt-
plätze für nachhaltige Produkte wie avocadostore.de 
(kommerziell) oder fairmondo.de (genossenschaftlich), 
Plattformen für Crowdfunding wie betterplace.org oder 
 Sharing wie foodsharing.de sowie auch greenapes.com, 
ein „ soziale[s] Netzwerk, das nachhaltige Ideen und 
Aktionen belohnt“ (greenApes, 2019). Initiativen wie 
wechange.de, die Software und Kommunikationslösun-
gen für zivilgesellschaftliches Engagement bereitstellt, 
sind ein weiteres Beispiel. Auch Unternehmen aus dem 
weiten Feld der Umwelttechnologie, die mit Digitali-
sierung z. B. zur Agrar-, Energie- und Mobilitätswende 
sowie Kreislaufwirtschaft beitragen (BMU, 2018) sollten 
dazu gezählt werden.
Grüne Gründungen stehen trotz ihrer unbestrittenen 
Bedeutung für die Transformation zur  Nachhaltigkeit 
bei Wahrnehmung und Förderung im Schatten von 
 Digitalisierungs- bzw. IT-Startups (Borderstep Institut, 
2017). Deren Schnittmenge bildet das beschriebene 
nachhaltige digitale Unternehmertum. Zentral für dessen 
Erfolg sind neben der direkten Förderung auch unter-
stützende Rahmenbedingungen in Form nachhaltiger 
Business-Ökosysteme, die aus entsprechenden Akteurs-
netzwerken aus Unternehmer*innen, Kund*innen, 
Zulieferern und öffentlicher Hand sowie  institutionellen, 
 informellen und sozioökonomischen Kontexten  bestehen 
( Volkmann et al., 2017).
5.2.2.3 
Plattformkooperativen als besonderer Ausdruck 
kollektiven Unternehmertums
Plattformbasierte Geschäftsmodelle digitaler Unterneh-
men können durchaus wichtige Beiträge zu Nachhaltig-
keit leisten (z. B. Klimaschutz). Sie stehen jedoch häufig 
in der Kritik, weil auf Maximierung der Eigenkapital-
rendite fokussierte Organisationsformen sich bewusst 
oder unbewusst einer Regulierung entziehen und so 
„parallele Rechtsräume“ eröffnen können (z. B. Eindrin-
gen von Uber in den regulierten Taximarkt). Dadurch 
droht eine ökologische und insbesondere soziale Exter-
nalisierung wie z. B. die Ausbeutung von Arbeitneh-
mer*innen und erschwerte Partizipation der Betroffe-
nen (Gegenhuber et al., 2018; Kap. 4.2.2). Im Gegen-
zug wächst in den letzten Jahren die Zahl der Platt-
formkooperativen: Sie sind im Besitz der Stakeholder 
(beispielsweise Arbeitnehmer*innen, Nutzer*innen, 
lokale Betroffene), die gemeinsam über die Unterneh-
mensausrichtung und Gewinnabsichten entscheiden. In 
technischer Hinsicht ähneln sie den kapitalmarktorien-
tierten Plattformen, basieren aber auf dem Genossen-
schaftsmodell. Sie sind in der Gemeinschaft verankert 
und von Gemeinwohlorientierung und somit einer aus-
gewogeneren Wertschöpfung und -verteilung geprägt 
(van Doorn, 2017a; Scholz und Schneider, 2016). 
Dadurch werden idealerweise Externalisierungseffekte 
verhindert, aber genossenschaftliche Organisationsfor-
men wie Plattformkooperativen garantieren ohne wei-
teres noch keine Ausrichtung auf nachhaltige Entwick-
lungsziele. Bereits erwähnte Beispiele für Plattform-
kooperativen mit Nachhaltigkeitsorientierung sind die 
Initiative wechange.de und der Onlinemarkplatz fair-
mondo.de (van Doorn, 2017a).
Grundsätzlich versucht dieser Ansatz, die positi-
ven Effekte von Plattformen (Skaleneffekte, Netz-
werkeffekte, Zugänglichkeit) mit den Vorteilen von 
 Genossenschaften zu kombinieren. Gerade für die Pro-
sumentenökonomie (Kap. 5.2.2.5) eignen sich Genos-
senschaften als Organisationsform, denn sie verfol-
gen explizit das Ziel, den Nutzen für die Mitglieder 
mit demjenigen für die Plattformnutzer*innen zu ver-
binden. Einige Wissenschaftler*innen halten Platt-
formkooperativen zudem wegen ihrer Überlegenheit 
in einer zu erwartenden „Null-Grenzkosten-Ökono-
mie“ ( Rifkin, 2014a), dem Potenzial für Datenauto-
nomie bzw. -schutz (VZBV, 2015: 36) oder ihrer Eig-
nung zur Bereitstellung digitaler Gemeingüter im Sinne 
von „Open Cooperativism“ (Kostakis et al., 2016) für 
besonders vielversprechend.
Obwohl Plattformkooperativen gesellschaftliche 
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 Vorteile haben, stehen sie vor einer Reihe von Heraus-
forderungen, die derzeit ihre Verbreitung erschweren. 
Sie verfügen meist nicht über die Kapitalausstattung, 
um schnell eine kritische Masse von Mitgliedern zu 
gewinnen. In digitalen Märkten mit Netzwerkeffekten 
und Skalenerträgen haben sie damit einen strukturel-
len Nachteil gegenüber investorenbasierten Plattformen 
und werden auch bei der derzeitigen staatlichen, auf 
wirtschaftliche Erfolgswahrscheinlichkeit ausgerich-
teten Gründungsförderung benachteiligt (Kagel et al., 
2018). Andererseits bilden sich um Plattformkoopera-
tiven herum Business-Ökosysteme, die sie durch (Open-
Source-)Software, Finanzierungsmöglichkeiten und 
rechtliche Beratung in ein förderliches Umfeld einbetten. 
Ein Beispiel ist das 2018 aufgesetzte, mit 1 Mio. US-$ 
von Google geförderte Platform Co-op Development 
Kit (Platform Cooperativism Consortium, 2018) oder 
das Internet of Ownership Project Council (ioo.coop). 
5.2.2.4 
Sharing-Ökonomie zwischen klassischer und 
 kollektiver Ökonomie
Auch moderne Sharing-Ansätze basieren im Wesentli-
chen auf digitalen Plattformen, die sowohl die Umset-
zung länger existierender Konzepte befördern (z. B. Car 
Sharing), als auch neue Möglichkeiten und Perspekti-
ven eröffnen. Aktuell werden bei der Sharing-Ökono-
mie vier grundsätzliche Felder des Teilens unterschie-
den: (1) Wiederverwendung von Gütern, (2) bessere 
Nutzung existierender Gegenstände, (3) Austausch von 
Dienstleistungen (z. B. unten vorgestellte Zeitbanken; 
Seyfang, 2004; Gregory, 2014; Diniz et al., 2018; Arci-
diacono, 2018) und (4) das Teilen von Produktivgütern 
(Schor, 2016). Neben der Unterscheidung von Sha-
ring-Ansätzen nach dem Grad ihrer Kommerzialisierung 
(Theurl et al., 2015) zwischen geldfreien, kostende-
ckenden und gewinnorientierten Transaktionen (Gerwe 
und Silva, 2018; Tab. 5.2.2-1) werden Sharing-An-
sätze auch anhand der beteiligten Akteure differen-
ziert: Business-to-Consumer-Ansätze, ähneln dem tra-
ditionellen Modell der Vermietung, während sich beim 
Peer-to-Peer-Sharing Nutzer*innen selbst gegensei-
tig Güter überlassen (z. B. Autos im Peer-to-Peer-Car- 
Sharing; Kap. 5.2.8).
Sharing-Ökonomie für Güter
Die meisten Aktivitäten im heterogenen Feld der Sha-
ring-Ökonomie (Behrendt et al., 2017) beziehen sich 
auf Güter. Durch das Grundprinzip Nutzen statt Besit-
zen der Sharing-Ökonomie besteht der Wert im Zugang 
zu Gütern, nicht in ihrem Besitz selbst (Behrendt et 
al., 2017). In engerem Sinne handelt es sich beim Tei-
len von Gütern um eine Nutzungsintensivierung durch 
Vermietung, Konutzung oder Verleihen, in weiterem 
Sinne auch um eine Nutzungsdauerverlängerung durch 
Verschenken, Tauschen oder Weiterverkaufen (Scholl 
et al., 2015). Dies kann sich wie bei airbnb.com oder 
couchsurfing.com auf Wohnraum beziehen, aber bei-
spielsweise auch auf Kleidung bei kleider kreisel.de, auf 
Essen bei foodsharing.de oder auf Mobilität (z. B. Car 
Sharing und Bike Sharing). Dadurch werden der Sha-
ring-Ökonomie ökologische Potenziale zugeschrieben 
(Kap. 5.2.5, 5.2.8). Ob sie diesem Anspruch gerecht 
werden kann, hängt unter anderem davon ab, ob es 
zu Rebound-Effekten (Kap. 5.2.3) durch zusätzli-
chen Konsum kommt. Dies könnte beispielsweise der 
Fall sein, wenn durch Sharing eingespartes Geld oder 
gewonnene Zeit in zusätzliche Aktivitäten oder Ver-
brauch fließen (Buhl, 2014). Relevant sind auch öko-
logische Kosten der möglichen Zunahme von Trans-
aktionen (z. B. Emissionen aus mehrfachem Trans-
port der Güter) und Bereitstellung von Überkapazitä-
ten zur Abdeckung von Nachfragespitzen, was beides 
dem Ziel der Nutzungsintensivierung zuwider läuft 
und dem „konventionellen“ Konsum gegenüberge-
stellt werden muss. Auch Verdrängungseffekte sind 
zu beachten: Neben sozialen Verwerfungen, wie bei-
spielsweise durch die Umnutzung von Wohnraum für 
Kurzzeitvermietung, implizieren die räumlichen Ver-
drängungseffekte der lokalen Bevölkerung auch, dass 
diese vermutlich höhere Pendeldistanzen mit entspre-
chenden Umweltfolgen auf sich nehmen müssen. Sha-
ring-Ansätze sind deswegen keinesfalls immer sozial 
und ökologisch vorteilhafter – tendenziell sind jedoch 
nicht kommerzielle Sharing-Angebote umweltfreundli-
cher als kommerzielle, da sie eine höhere Umwelt- und 
Gemeinschaftsorientierung aufweisen (Rückert-John et 
al., 2014; Behrendt et al., 2017). 
Ursprünglich ist die Idee der Ökonomie des  Teilens 
Tabelle 5.2.2-1
Unterscheidung von Sharing-Ansätzen nach dem Grad ihrer Kommerzialisierung.
Quelle: nach Gerwe und Silva, 2018, gekürzt 
Sharing Kapital oder Gut Arbeitskraft oder Zeit
Geldfrei Couchsurfing (Übernachtung) Zeittauschringe (Tätigkeiten)
Kostendeckend BlablaCar (Mitfahrgelegenheiten) Piggybee (Transport von Gegenständen)
Gewinnorientiert Airbnb (Übernachtung) Uber (Taxi-Transport)
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Kasten 5.2.2-1
Handlungsempfehlungen zum Schauplatz  
„Neue Formen digitaler Ökonomie“
 > Digitale Ökonomie in ökologische und soziale Rahmenbedin-
gungen einbetten: Als wichtige Basis sollte eine ökologische 
Steuerreform vorangetrieben werden, die folglich auch 
nachhaltiges digitales Wirtschaften bevorteilt. Durch deren 
Effekt auf die Preisgestaltung könnten Anreize zur Kon-
sumreduktion gegeben und Rebound-Effekte beim Sharing 
vermieden werden. Aus ökologischer Perspektive ist es 
zudem wichtig, dass Sharing in eine nachhaltige Konsum-
kultur eingebettet wird, beispielsweise durch verbesserte 
Suchfunktionen in Onlineplattformen, die umweltfreundli-
che Produkte stärker in den Vordergrund stellt (Kap. 5.2.3; 
Henseling et al., 2018). Ferner müssen bestehende Regu-
lierungsmaßnahmen besser durchgesetzt, Lücken geschlos-
sen und sofern nicht ausreichend ein neuer regulatorischer 
Rahmen für Sharing- bzw. Plattformangebote geschaffen 
werden. Letztlich trägt auch ein Greening des Gesamtins-
trumentariums der Wirtschaftsförderung dazu bei, dass 
digitale Schlüsseltechnologien (Kap. 3.3) und die digitale 
Ökonomie stärker als bisher in den Dienst der Nachhal-
tigkeit gestellt werden. Beispielsweise könnte das Modell 
der Wirtschaftsförderung 4.0 (Kopatz, 2017) Orientie-
rung geben, in dem die systematische Förderung koope-
rativer Wirtschaftsformen als Ergänzung zur klassischen 
Wirtschaftsförderung (z. B. Gewerbeflächenvermarktung, 
Unternehmensansiedlung und -bestandspflege, Clusterför-
derung) vorgeschlagen wird.
 > Gründungsförderung im Bereich Digitalisierung auf nach-
haltiges digitales Unternehmertum neu ausrichten: Unter-
nehmensgründungen spielen eine wichtige Rolle bei der 
Erneuerung der Wirtschaftsstruktur. Förderanstrengun-
gen sollten gezielt in Richtung eines nachhaltigen digita-
len Unternehmertums gelenkt werden, um Nachhaltig-
keit von vornherein fest und dauerhaft in den Geschäfts-
modellen der Unternehmen zu verankern. Einerseits soll-
ten Förderungsentscheidungen mehr auf den potenziellen 
Beitrag zu Nachhaltigkeit (z. B. auf die SDGs) ausgerichtet 
werden. Andererseits sollten keine Aktivitäten mehr geför-
dert werden, die diesen Zielen zuwiderlaufen. Um  Startups 
zu Transformationsakteuren zu machen, sind Ökosysteme 
des nachhaltigen Unternehmertums (Volkmann et al., 
2017) zu fördern. Denkbar sind besondere Finanzierungs-
instrumente (z. B. spezielle Fonds, Nachhaltigkeitsbonus 
wie Steuer- oder Zinserleichterungen, Freibeträge), Sach- 
und Beratungsleistungen, eine Bevorzugung bei der Ver-
gabe von Fördermitteln oder günstigen Mieträumen aus 
öffentlicher Trägerschaft sowie Zugang zu grüner digitaler 
Infrastruktur wie grüne Rechenzentren und Software und 
andere Erleichterungen in den finanziell oft schwierigen 
ersten Gründungsphasen. Ferner ist die Einrichtung geeig-
neter Formate und Orte zu unterstützen (physisch und vir-
tuell), wo sich nachhaltige digitale Unternehmer*innen 
entfalten können, beispielsweise nachhaltige Co-Working 
Spaces, Hubs, Plattformkooperativen oder offene Werk-
stätten, FabLabs und Repair-Cafés. 
 > Nachhaltige Plattformkooperativen stärken: Plattform-
kooperativen sind eine besonders interessante Form des 
nachhaltigen digitalen Unternehmertums, die sich zu wir-
kungsvollen Instrumenten des sozial-ökologischen Unter-
nehmertums entwickeln lassen. Auftrieb könnte ihnen bei-
spielsweise eine Gemeinwohlzertifizierung geben, welche 
unter anderem bestätigt, dass Nachhaltigkeitsziele bereits 
im Unternehmenszweck verankert sind. Eine solche Zer-
tifizierung könnte die Voraussetzung für den Zugriff auf 
bestimmte Formen staatlicher Unterstützung darstellen. 
Plattformkooperativen bedürfen zusätzlich Unterstützung 
durch die Einrichtung von Modellprojekten und die Gleich-
stellung mit shareholderorientierten Startups beim Zugang 
zu staatlichen Fördermitteln (Kagel et al., 2018). Die obi-
gen Empfehlungen zur Gründungs- und Wirtschaftsförde-
rung gelten hier entsprechend.
 > Commons-based Peer Production institutionalisieren und ihr 
Freiräume schaffen: Die Aktivitäten der gemeinwohlorien-
tierten Commons-based Peer Production sollten durch einen 
passenden (rechtlichen) Rahmen geschützt werden, der 
beispielsweise die Nicht-Exklusivität der Eigentumsrechte 
an Produkten von Prosument*innen und  Commons-based 
Peer Production regelt und die Professionalisierung unter-
stützt. Erfahrungen hinsichtlich der Umweltwirkungen und 
Funktionalität von Commons-based Peer Production kann 
die Umsetzung eines Programms für 1.000 offene Werk-
stätten schaffen, die bei erfolgreicher Implementierung 
auch die Ausbreitung von Commons-based Peer Produc-
tion (FabLabs, Makerspaces, Repair- Cafés usw.) befördert. 
Die bisher unzureichende Berücksichtigung von Umwelt-
aspekten kann dort durch Integration von Umweltmanage-
mentsystemen und gemeinsamen Benchmarking-Werk-
zeugen adressiert werden, die auch wichtige Forschungs-
daten liefern. Offene Werkstätten sollten auch in der Ent-
wicklungszusammenarbeit zur Überwindung der digitalen 
Kluft (digital divide) und zur Ermöglichung von Teilhabe 
verstärkt eingesetzt werden. Generell sollte die Sichtbarkeit 
dieser Aktivitäten durch mehr Nutzer*innen und Beitra-
gende gestärkt und durch Öffentlichkeitsarbeit ausgebaut 
werden. Orte und Veranstaltungen des Austauschs beste-
hender Initiativen können gegenseitiges Lernen über Gren-
zen hinweg anregen. Um Menschen die Beteiligung an der 
kollaborativen Ökonomie zu ermöglichen, sind Freiräume 
etwa durch eine Flexibilisierung von Erwerbsarbeitszeiten 
und neue Formen der sozialen Sicherung zu schaffen. 
 > Demokratische Plattformen durch institutionalisierte Akteure 
wie Kommunen oder Gewerkschaften  aufbauen: Neben pri-
vaten Akteuren der Sharing- und Plattformökonomie kön-
nen öffentliche Institutionen wie Städte oder Gewerkschaf-
ten sowie zivilgesellschaftliche NRO die Entwicklung einer 
ökologisch nachhaltigen und sozialverträglichen digitali-
sierten Ökonomie fördern, indem sie selbst als Plattformbe-
treiber auftreten. So könnten elementare Dienstleistungen 
auch als genossenschaftliche Organisationsformen oder in 
die öffentliche Hand vergeben werden (z. B. Mobilitäts-
dienstleistungen, Dienstleistungen einer Kreislaufwirt-
schaft). Bei gelungener Umsetzung könnte dies eine Rein-
vestition von aus Netzwerkeffekten resultierenden Gewin-
nen in die gemeinwohlorientierten Plattformen fördern 
und den Datenschutz stützen, während zugleich die 
Daseinsvorsorge zurück in demokratisch legitimierte Hände 
gelegt wird (Kap. 5.2.7 und 5.3.5). Für das Sharing von 
Diensten kann der Aufbau digitaler Zeitbanken unter Betei-
ligung von Sozialpartnern einen guten Weg bieten. Gut-
scheine für einen kostenfreien Zugang zu Dienstleistungen, 
die über diese Plattformen vermittelt werden, können 
Netzwerkeffekte ausbilden und damit die nötige Partizipa-
tion an diesen Plattformen auf den Weg bringen. Durch ein 
solches Modell kann mehr ökonomische Wertschöpfung 
vor Ort bleiben und negative Nebenfolgen wie Zweckent-
fremdung von Wohnraum eingedämmt werden. Damit regi-
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aus einer Gemeinsinnperspektive erwachsen. Sie möchte 
Austauschformen wieder in soziale Beziehungen einbet-
ten (Arcidiacono, 2018). Digitale Technologien haben 
diese ökonomischen Praktiken in den letzten Jahren 
stark unterstützt. Durch den Aufstieg kommerziell ori-
entierter, meist plattformbasierter Sharing-Ansätze wie 
airbnb.com und uber.com hat sich die aktuell vorherr-
schende Sharing-Ökonomie vom ursprünglichen Gedan-
ken der Gemeinschaft und Reziprozität entfernt und 
daher ist nicht absehbar, dass sich ein „grundlegender 
Wandel hin zu einer gemeinschaftlichen Konsumkul-
tur im Sinne einer vom Wachstums- und Profitzwang 
befreiten kollaborativen Ökonomie vollzieht“ (Behrendt 
et al., 2017). Der Erfolg kommerzieller Sharing-Modelle 
besteht nur teilweise in der effizienteren Nutzung oder 
vollständigeren Auslastung von Gütern, beispielsweise 
durch die Schaffung von mehr vermarktbaren Leistun-
gen bei gleichem Input (z. B. Car Sharing: mehr Fahrten 
pro Auto statt Parken), sondern zum großen Teil auch 
in der Abwälzung von Kosten und Risiken (Schor, 2017) 
durch Umgehung von Steuern oder Arbeits standards 
(z. B. Unfallversicherung, Krankenversicherung). Zudem 
beruhen ihre Geschäftsmodelle oft im Heben bisher nicht 
vermarktbarer Güter oder Dienstleistungen als handel-
bares Gut (z. B. eigener Wohnraum). Problematisch ist 
dieser Ansatz, wenn Zahlungs(un)fähigkeiten der Markt-
teilnehmenden ausgenutzt werden und Menschen aus 
finanzieller Not zum Verkauf oder der Vermietung ihrer 
Arbeitskraft oder Güter (Schor, 2017) gezwungen wer-
den, geschützte zeitliche und soziale Räume wie die 
eigene Wohnung oder Freizeit zu vermarkten. Diese 
Art der Sharing-Ökonomie kann als Intensivierung 
einer On-Demand-Ökonomie verstanden werden, die 
versucht, flexible und prekäre Arbeit durch eine Zwei-
deutigkeit aus marktwirtschaftlichen Austauschpro-
zessen einerseits und altruistischen Werten anderer-
seits zu rechtfertigen (Cockayne, 2016). Es ist folglich 
nicht klar, ob die kommerzielle Sharing-Ökonomie zu 
einer Gemeinwohlerhöhung beiträgt, sondern in einigen 
Bereichen stellt sie lediglich eine  Kommerzialisierungs- 
Kasten 5.2.2-2
Forschungsempfehlungen zum Schauplatz  
„Neue Formen digitaler Ökonomie“
Der WBGU empfiehlt verstärkte Forschung an der Schnitt-
stelle neuer Formen der digitalen Ökonomie und Nachhaltig-
keit, die sich unter anderem folgenden Fragen bzw. Themen 
widmen sollte:
 > Wie lässt sich nachhaltiges digitales Unternehmertum defi-
nieren und identifizieren? Was ist dessen Status quo und 
welche Chancen oder Risiken bietet die Digitalisierung in 
diesem Bereich? Welche wirtschaftlichen Ökosysteme (z. B. 
rechtliche Rahmenbedingungen, Finanzierungsinstru-
mente) brauchen nachhaltige digitale Unternehmen?
 > Bedarf nachhaltiges digitales Unternehmertum einer eige-
nen Rechtsform, auf deren Basis andere Fördermaßnahmen 
bereitgestellt werden? Wie kann vor diesem Hintergrund 
das Genossenschaftsrecht auf digitale Räume übertragen 
und weiterentwickelt werden?
 > Ausbau der nachhaltigkeitsorientierten Plattformforschung 
sowie Entwicklung von Kriterien, eines Bewertungssche-
mas, Richtlinien und eines Siegels bzw. Zertifikats für 
sozial-ökologische Plattformen.
 > Wie kann der gemeinwohlorientierte Ansatz von Zeit-
banken, der unabhängig von Digitalisierung entstanden 
ist, im Digitalen Zeitalter erhalten und befördert werden? 
Welche Regulierung, Institutionalisierung oder Förderung 
braucht es dafür? Welche sinnvollen Verknüpfungen zwi-
schen Zeitbanken und Digitalisierung im Finanzwesen (z. B. 
Bitcoin bzw. Faircoin) wären denkbar?
 > Welche Risiken und Chancen weisen Sharing-Modelle hin-
sichtlich ihrer Anreize für Konsumreduktion, ihrer sozialen 
Integrationsfunktion und verschiedener Gerechtigkeitsdi-
mensionen (Einkommen, Zeitwohlstand, Arbeitsbedingun-
gen) auf? Welche Möglichkeiten bieten digitale Techno-
logien, um dies in eine positive Richtung zu lenken und 
Negativeffekte zu vermeiden?
 > Unter welchen Bedingungen trägt Commons-based Peer 
Production zu einer umfangreichen Reduktion des Ener-
gie- und Ressourcenverbrauchs bei? Welche Best- Practice-
Ansätze lassen sich in diesem Bereich identifizieren und 
welche Rolle spielt Re-Lokation dabei? Sind lokale bzw. 
dezentrale Produktionsmuster bzw. Wertschöpfungssy-
steme nachhaltiger als andere? Wie sehen neue Formen 
der Grundabsicherung aus, um Engagement in der kollabo-
rativen Ökonomie zu erhöhen (z. B. Schaffung von Experi-
mentierräumen für Grundeinkommen).
 > Wie können Kulturen des nachhaltigen Wirtschaftens im 
Bereich der wachsenden Digitalwirtschaft identifiziert und 
über netzwerkbasierte Diffusionsprozesse zur weiteren 
Ausbreitung gebracht werden?
onale Sharing-Angebote leichter auffindbar sind, bietet 
sich die Realisierung einer öffentlich-rechtlichen Such-
plattform im Rahmen eines breiteren Plattformökosystems 
an (Kap. 5.3.5). Diese sollte gewährleisten, dass nur seriöse 
Anbieter aufgenommen werden, die sowohl sozialverträgli-
che Arbeitsbedingungen einhalten als auch finanziell 
zuverlässig sind.
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und  Externalisierungsstrategie dar, die Kosten auf die 
Gemeinschaft abwälzt.
Sharing-Ökonomie für Dienstleistungen: Zeitbanken 
Parallel zur Entwicklung einer Sharing-Ökonomie für 
das Teilen von Gütern entsteht auch eine Sharing-Öko-
nomie für den reziproken Austausch von Dienstleistun-
gen. Während dies bisher meist in Form von Nachbar-
schaftshilfe in lokalen Zeitbanken, Tauschringen und 
Zeitvorsorgesystemen erfolgte (Seyfang, 2004; Gre-
gory, 2014; Diniz et al., 2018), kann sich der Austausch 
von Dienstleistungen durch Digitalisierung zunehmend 
in virtuelle Plattformen verlagern und dadurch örtli-
che Beschränkungen überwinden (Arcidiacono, 2018). 
Über Zeitbanken können sich Personen gegenseitig hel-
fen und erhalten dafür entsprechende Zeitgutschrif-
ten, die sie später einlösen können, um selbst Hilfe in 
Anspruch zu nehmen. Anders als bei ehrenamtlicher 
Tätigkeit erhalten die Beteiligten dabei Aussicht auf 
Erwiderung ihrer Hilfe im gleichen Zeitumfang. Zeitban-
ken diversifizieren damit mit Hilfe der „Währung Zeit“ 
die Quellen des Lebensunterhalts durch Wertschätzung 
verschiedener Arbeitsformen, die heute zum Teil nicht 
über Arbeitsmärkte entlohnt werden (Erwerbsarbeit, 
kollaborative Arbeit, Ehrenamt, Pflege und Betreu-
ung). Dadurch bieten Zeitbanken gerade bei drohen-
den Verlusten von Arbeitseinkommen durch Automa-
tisierung (Kap. 5.3.9) eine gute Möglichkeit, die Teil-
habe und Integration der Bürger*innen zu stärken 
(Behrendt et al., 2017) und sie unabhängiger gegen-
über Änderungen auf dem Arbeitsmarkt zu machen. 
Auf Basis neuer Technologien entsteht aber auch ein 
neuer Typus digitaler, nicht gemeinnütziger Zeitbanken 
(Time Banking 2.0, z. B. Time Republik, Cronobank, 
Bliive; Arcidiacono, 2018). Sie stützen sich – wie einige 
andere kommerzielle Ansätze der Sharing-Ökonomie – 
nicht auf Werte wie Reziprozität und gegenseitige Hilfe, 
sondern eher auf eine Kultur des Selbstunternehmer-
tums mit Vermarktung der eigenen Fähigkeiten (Moral 
und Pais, 2015, Arcidiacono, 2018). Trotzdem könn-
ten auch kommerzielle Zeitbanken die Entstehung gro-
ßer Einkommensunterschiede vermeiden helfen, wenn 
sie die für verschiedene Dienste eingesetzte Arbeits-
zeit gleicher bzw. weniger unterschiedlich bewerten als 
etwa Crowdworking-Plattformen. Vor allem dezentrale, 
z. B. Blockchain basierte Zeitbanken (Moral und Pais, 
2015), von Nutzer*innen selbst getragene oder von 
öffentlichen Akteuren wie Gewerkschaften und Sozi-
alversicherungen bereitgestellte Plattformen-Koopera-
tiven (Kap. 5.2.2.4) könnten zu einer ausgeglicheneren 
Einkommensverteilung beitragen, indem sie „Zeit“ als 
alternatives Tauschmittel zu „Geld“ nutzen.
5.2.2.5 
Kollaborative Produktionsformen: Prosumenten 
und Commons-based Peer Production
Digitale Technologien haben dazu beigetragen, dass sich 
an der Schnittstelle von „Selbermachen“ (do it yourself), 
Web 2.0 und digitaler Produktion alternative Formen 
der dezentralen, auf Gemeingütern basierende Formen 
der gemeinschaftlichen bzw. kollaborativen Produktion 
entwickeln konnten: die Commons-based Peer Pro-
duction. Zu dieser kann im Zusammenhang mit digita-
ler Güterproduktion unter anderem die „Maker-Bewe-
gung“ gezählt werden (Kohtala, 2016: 28f.; Petschow 
et al., 2014: 15). Diese neuartige Form der Wertschöp-
fung unterscheidet sich hinsichtlich ihrer politisch-öko-
nomischen Merkmale erheblich von der herkömmli-
chen industriellen Produktion (Kostakis et al. 2016) 
und könnte einen Wandel ökonomischer Prozesse weg 
von Wettbewerb hin zu mehr Kooperation einleiten 
(Stengel, 2016). Schon heute gibt es viele kollaborative 
Projekte, die durch die Schaffung digitaler Gemeingü-
ter (z. B. Wikipedia, OpenStreetMap) und insbesondere 
in wirtschaftlich schwierigen Zeiten (Kummer et al., 
2015) einen gesellschaftlichen Mehrwert liefern, deren 
Dienstleistungen oder Güter aber erhebliche Schwierig-
keiten bei der Finanzierung haben. Da diese Aktivitäten 
nicht durch Markttransaktionen erfasst werden, gehen 
sie nicht in gesamtwirtschaftliche Rechnungen ein, und 
werden von bestehenden wirtschaftlichen Messgrößen 
nur unvollständig erfasst (Brynjolfsson et al., 2017).
Der Aufstieg von Commons-based Peer Production 
bedeutet auch, dass sich die über Jahrzehnte typische 
Unterscheidung zwischen Konsument*innen und Pro-
duzent*innen auflöst. Konsument*innen gestalten und 
produzieren in wachsendem Umfang selbst Produkte 
(mit) und werden damit zu Kodesignern, Macher*innen 
oder Prosument*innen. Oft tragen Nutzer*innen auch 
beim Gebrauch von digitalen Produkten selbst zur Wert-
schöpfung bei (Brousseau and Pénard 2007). Zunächst 
bezog sich Commons-based Peer Production vor allem 
auf nicht materielle Produkte wie Open-Source-Soft-
ware (Kap. 5.3.10). Im Kontext der Maker-Bewegung 
dehnt sie sich nun auch auf materielle Güter aus, die 
mit Hilfe zunehmend kostengünstigeren 3D-Druckern 
und weiteren Produktionstechnologien an Orten wie 
offenen Werkstätten (englisch Makerspaces) entwi-
ckelt und produziert werden (Buxbaum-Conradi et al., 
2016: 40; Erdmann und Dönitz, 2016: 15; Millard et al., 
2018: 3). Dabei sind offene Werkstätten wichtige Dis-
kurs- und Experimentierräume. Unter den Formaten, 
die das Experimentieren mit digitalen Produktionstech-
nologien vorantreiben, wird insbesondere von FabLabs 
(Abkürzung für Fabrication Laboratories) ein Beitrag 
zur Kreislaufwirtschaft erwartet (Kohtala, 2016: 6, 
24f.; Moreno und Charnley, 2016: 573; Petschow et 
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al., 2014: 24; Prendeville et al., 2016: 578f.). Das offi-
zielle FabLab Network beinhaltet ca. 1.000 FabLabs in 
78 Ländern, viele auch in Entwicklungs- und Schwel-
lenländern (Fab Foundation, 2019). Der Schwerpunkt 
liegt meist auf Bildung und Experimentieren, doch 
erst wenn auch alle Umweltdimensionen umfassen-
der berücksichtigt werden, können FabLabs und ähn-
liche Formate ihr volles Nachhaltigkeitspotenzial ent-
falten (Kohtala, 2016: 100; Millard et al., 2018: 27). 
Andere Ausprägungsformen offener Werkstätten sind 
Design-Zentren, Nähkombinate oder Repair-Cafés 
(Erdmann und Dönitz, 2016: 15). Letztere spielen eine 
wachsende Rolle bei der Reparatur etwa von Elektro-
geräten und somit der Vermeidung von Elektroschrott 
(Kap. 5.2.5; Charter und Keiller, 2016). Solche kolla-
borativen Formate verstehen sich oft als Alternativmo-
dell zur gängigen Kombination aus Massenproduktion 
und -konsum, folglich auch zum „Großprojekt“ Indus-
trie 4.0 mit der individualisierten bzw. personalisier-
ten Massenproduktion als wesentlichem Ziel (Baier et 
al., 2016; Buxbaum-Conradi et al., 2016: 41f.; Kohtala, 
2016: 5; Petschow et al., 2014). Damit Commons-based 
Peer Production in größerem Umfang möglich ist und 
adäquate Anreize für kollaborative Projektarbeit bieten 
kann, braucht es zeitliche Freiräume für Prosument*in-
nen und die Garantie einer Nicht-Kommerzialisierung 
der hergestellten Produkte (Sassower, 2013: 54).
5.2.2.6 
Folgerungen
Die Digitalisierung hat erhebliche Auswirkungen auf 
die Entstehung kollektiv-gemeinwirtschaftlicher For-
men des nachhaltigen Wirtschaftens. Deren Potenziale 
für eine Wiedereinbettung der Ökonomie in die gesell-
schaftlichen und ökologischen Grenzen hängen dabei 
nicht nur von der gewählten Geschäftsstrategie ab, son-
dern durchaus auch von der unternehmerischen Orga-
nisationsform. Die meisten dieser Ansätze bewegen 
sich aktuell noch in der Nische. Um diesen Pionieren 
des Wandels (WBGU, 2011: 256 ff.) Gestaltungsräume 
und Skalierungspotenziale zu eröffnen, gilt es Experi-
mentierräume für diese neuen Formen des Wirtschaf-
tens zu vergrößern und dadurch ihre Handlungsmög-
lichkeiten zu verbessern (Kasten 5.2.2-1, 5.2.2-2). 
5.2.3 
Digitalisierung des Konsums und nachhaltiges 
Konsumverhalten: Förderung solidarischer 
Lebensstile
Mit „Digitalisierung des Konsums“ ist hier eine Band-
breite von Veränderungen des individuellen Konsumie-
rens mit digitaler Unterstützung gemeint: vom Konsum 
digitaler und digitalisierter Güter (z. B. im Internet der 
Dinge vernetzte Produkte) über Bestellungen im Online-
handel bis hin zum digital unterstützten, ökologisch 
informierten Konsumieren, Verzichten und Teilen (Sha-
ring-Ökonomie: Kap. 5.2.2.4). Betrachtet werden Kon-
sumgüter, also Sachgüter, die unmittelbar der Befrie-
digung menschlicher Bedürfnisse dienen und nicht 
etwa Produktionsmittel (Morato Polzin et al., 2016). 
Zu individuellem Konsumverhalten zählt der Ge- und 
Verbrauch dieser Güter sowie deren Auswahl, Kauf, 
Nutzung, Reparatur, Tausch und Entsorgung (Defila et 
al., 2011; Reisch und Scherhorn, 2005). Veränderun-
gen der Angebotslandschaft oder die Entsorgung von 
Produkten werden an anderen Stellen des Gutachtens 
behandelt (Kap. 5.2.4, 5.2.5). In diesem Schauplatz 
soll aufgezeigt werden, wie der Einsatz digitaler Tech-
nologien Konsument*innen heute und künftig dabei 
unterstützen kann, individuelle Konsumentscheidun-
gen über Wahl, Art, Menge und Nutzung der Produkte 
am Konzept der solidarischen Lebensqualität zu ori-
entieren. Als „solidarische Lebensqualität“ bezeichnet 
der WBGU eine Lebensqualität, die sich nicht nur an 
den eigenen Bedürfnissen und denen des unmittelba-
ren (z. B. familiären Umfelds) orientiert, sondern die 
Prinzipien intra- und intergenerationeller Gerechtigkeit 
mit einbezieht (WBGU, 2016a: 144ff.). Dazu wird ange-
nommen, dass digital unterstützter Konsum zunimmt 
(z. B. Kap. 5.2.4) und auch neue Formen des Konsumie-
rens (z. B. Sharing) hervorbringt. Eine Quantifizierung 
des digitalisierten Konsums in Bezug auf Nachhaltig-
keit und die Auswirkungen digitaler Innovationen auf 
das Konsumverhalten stellt dieser Schauplatz aufgrund 
fehlender quantitativer Studien nicht umfassend dar. 
Sichere Aussagen lassen sich hier noch nicht treffen. 
5.2.3.1 
Digitalisierter Konsum zur Erhaltung natürlicher 
Lebensgrundlagen
Der WBGU hat mehrfach aufgezeigt, dass die natürli-
chen Lebensgrundlagen nur erhalten werden können, 
wenn Konsumverhalten in seiner Gesamtheit weni-
ger ressourcenintensiv und stärker umweltschonend 
gestaltet wird (WBGU, 2014a, 2016a). Der individuelle 
Konsum hat hier ein bedeutsames Potenzial.
Es gibt zahlreiche Beispiele, die zeigen, dass Digi-
talisierung prinzipiell für höhere Ressourcen- und 
 Energieeffizienz von Konsumgütern und Dienstleis-
tungen über den Lebenszyklus eines Produkts einge-
setzt werden kann (Kap. 5.2.1, 5.2.2, 5.2.6, 5.2.9). Für 
die Digitalisierung sieht der WBGU fünf Bereiche als 
besonders relevant an, um die Potenziale des individu-
ellen Konsums für die Transformation zur Nachhaltig-
keit zu betrachten (Abb. 5.2.3-1). 
1. Systemwissen stärken und Problembewusstsein 
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schaffen: Digitale Medien können über weltweite 
Konsum- und Umwelttrends sowie die grundsätz-
liche Verfügbarkeit alternativer, nachhaltiger Pro-
dukte und Dienstleistungen informieren ( Schaffung 
von Problemwissen; Schauplatz „Weltumweltbe-
wusstsein“: Kap. 5.3.1). Systemwissen zu Folgen 
von ressourcenintensivem Konsumverhalten kann 
über vertrauenswürdige digitale Informationsquel-
len weite Verbreitung finden.
2. Unterstützung ressourcenschonender Kaufentschei-
dungen: Digitalisierung kann aber auch direkt durch 
die Bereitstellung von konkretem Handlungswis-
sen die Auswahl von Gütern und Kaufentscheidun-
gen von Verbraucher*innen beeinflussen und so 
eine Bevorzugung von ressourceneffizienten und 
 sozialverträglichen Produkten unterstützen. Da 
Produkte online besser vergleichbar sind, könnten 
impulsive oder Fehlkäufe reduziert werden. Stu-
dien zum Online-Shopping weisen beispielsweise 
darauf hin, dass die große Bandbreite an Entschei-
dungsmöglichkeiten im Onlinekontext zu rationa-
leren, informierten und weniger impulsiven Ein-
käufen führt (Chan et al., 2017b). So können z. B. 
Portale zur Förderung nachhaltigen Konsums, wie 
EcoTopTen für weiße Ware (Elektrogroßgeräte wie 
Kühlschränke), Such- und Vergleichskosten senken 
sowie die Wahlfreiheit und Flexibilität der Konsu-
ment*innen steigern (SVRV, 2016: 17). Allerdings 
ist die Bereitstellung von nachhaltigkeitsrelevanten 
Produktinformationen auf den wichtigsten deut-
schen Online-Shops bisher noch wenig ausgeprägt; 
lediglich die „Öko-Online-Shops“ bieten umfas-
sende Informationen über die Umweltqualität der 
angebotenen Produkte (Hagemann, 2017).
3. Suffiziente Nutzung: Die bewusste Reduzierung des 
Konsums ist Ausprägung eines genügsamen, also 
suffizienten Lebensstils. Auch dieser kann durch 
die leicht zugängliche Bereitstellung von Informati-
onen im Internet unterstützt werden. Zum Beispiel 
können IKT gezielt Folgen des individuellen Kon-
sumverhaltens offenlegen und Alternativen aufzei-
gen (etwa Onlineplattformen wie klimaohnegren-
zen.de). Eine Reihe von Plattformen informieren 
außerdem darüber, wie Materialen wiederverwen-
det werden. Voraussetzung dafür ist aber die Lang-
lebigkeit und Reparierbarkeit von Konsumgütern. 
Obsoleszenz, also vorzeitige (Ver)Alterung von Pro-
dukten, geht heutzutage nicht nur von den Produ-
zenten aus, sondern ist auch im Verhalten von Ver-
braucher*innen begründet (Kasten 5.2.5-1).
4. Gemeinschaftliche Nutzung, Wiederverwenden, Repa-
rieren, Teilen und Tauschen von Produkten zwischen 
Verbraucher*innen (Peer-to-Peer-Sharing) werden 
durch digitalisierten Konsum z. T. überhaupt erst 
Abbildung 5.2.3-1
Digitalisierter Konsum und nachhaltiges Konsumhandeln: Systematisierung der zu untersuchenden Bereiche eines digitalisierten 
und nachhaltigen Konsums. Mögliche Chancen der Digitalisierung für einen nachhaltigen Konsum sieht der WBGU darin, wie 
Digitalisierung als Werkzeug für (1) das Systemwissen und Problembewusstsein zu nachhaltigen Produkte und Dienstleistungen 
und ihren (weltweiten) Konsum, (2) die individuelle bzw. kollektive Bevorzugung ressourcenschonender Produkte durch Konsu-
ment*innen, (3) eine individuelle Verringerung des Konsums (suffiziente Nutzung), (4) eine gemeinschaftliche Reduktion des 
Konsums durch gemeinschaftliches Nutzen, Wiederverwenden, Reparieren, Teilen und Tauschen dienen kann. Noch unklar sind 
die Potenziale für Nachhaltigkeit (5) des Konsums neuer digitaler Dienstleistungen, wie etwa sozialer Netzwerke oder Strea-
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ermöglicht und können zur Senkung des Ressour-
cenverbrauchs beitragen (Ludmann, 2018; Reisch 
et al., 2016). Die Nutzung einzelner Produkte kann 
intensiviert oder die Nutzungsdauer verlängert 
werden, wenn Produkte weiterverschenkt, -ver-
kauft, getauscht, verliehen, vermietet oder gemein-
sam genutzt werden (Scholl et al., 2015) oder erhal-
tende Dienstleistungen, wie etwa Reparaturen, aus-
getauscht werden. Nicht jedes Sharing trägt jedoch 
zur Ressourcensparsamkeit bei (Ludmann, 2018), 
deshalb sollten verschiedene Ausprägungen, etwa 
kommerzielle Sharing-Angebote und nicht kom-
merzielles Sharing differenziert werden (Kap. 5.2.2). 
5. Konsum neuer digitaler Dienstleistungen und Dema-
Kasten 5.2.3-1
Handlungsempfehlungen zum Schauplatz 
„Digitalisierung des Konsums und nachhaltiges 
Konsumverhalten“
Digitale Lösungen sollten gezielt für die Steigerung des Sys-
temwissens und Problembewusstseins in Bezug auf die Nach-
haltigkeit von Produkten und Dienstleistungen eingesetzt 
werden. Informationen über (weltweiten) individuellen und 
kollektiven Konsum ressourcenschonender Produkte, die 
Verringerung des Konsums (suffiziente Nutzung) und eine 
gemeinschaftliche Reduktion des Konsums durch gemein-
schaftliches Nutzen, Wiederverwenden, Reparieren, Teilen 
und Tauschen sollten über digitale Plattformen zur Verfü-
gung gestellt werden. Dabei sollten auch die Potenziale neuer 
digitaler Dienstleistungen, wie etwa sozialer Netzwerke oder 
Streamingdienste und der Dematerialisierung bzw. Virtuali-
sierung gezielt eingesetzt werden, um den Konsument*innen 
eine Beurteilung des Nachhaltigkeitspotenzials von Konsum-
gütern zu ermöglichen (Abb. 5.2.3-1). Der WBGU empfiehlt: 
 > Onlineinformationsangebot für System- und Problemwissen 
über nachhaltige Konsummuster verbessern: Glaubwürdige 
und verlässliche Informationsangebote über Ressourcen-
intensität und Fernwirkungen von Produkten zur Ermög-
lichung ressourcenschonender Kaufentscheidungen und 
suffiziente Nutzung sollten – vor allem auch – online bereit 
gestellt werden: Es könnten digitale Informationspflichten 
für Inverkehrbringer und Handel rechtlich verankert wer-
den, so dass etwa die bei der Herstellung und beim Trans-
port des Produkts entstandenen CO2-Emissionen, die ein-
gesetzten Ressourcen sowie soziale Implikationen der Pro-
duktion – auch im Onlinehandel – transparent gemacht 
werden. Zum Beispiel sollten Daten, die Hersteller für ihre 
Geschäftsberichte erheben, für die Verbraucher*innen oder 
Verbraucherschutzorganisationen mittels digitaler Platt-
formen leicht zugänglich gemacht werden, etwa über Links 
auf Verkaufsplattformen, oder Codes auf den Produkten. 
Die Bereitstellung von sozial-ökologischen Produktinfor-
mationen auf Onlinehandel-Plattformen sollte forciert wer-
den, da der Onlinehandel aktuell sehr wenig über Nach-
haltigkeitsaspekte seines Warenangebots informiert (Hage-
mann, 2017). Unternehmen, die sich durch die Übernahme 
gesellschaftlicher Verantwortung von herkömmlichen Ver-
triebsmethoden unterscheiden, sollten digitale Vertriebs- 
und Marketing-Strategien für die Verbreitung von Infor-
mationen über suffiziente Nutzungsmöglichkeiten ihrer 
Produkte nutzen und so zur Verbreitung suffizienter Nut-
zungsweisen beitragen (Gossen und Schrader, 2018). Dazu 
zählen auch digitale Informationen über Produkte, die für 
Konsument*innen und Dritte zugänglich sind und Repara-
turen ermöglichen (Kurz und Rieger, 2018b).
 > Ressourcenschonende gemeinschaftliche Nutzung, Wieder-
verwenden, Reparieren, Teilen und Tauschen von Produkten 
durch verlässliche digitale Lösungen fördern: Beispielsweise 
können positive steuerliche Anreize für Konzepte des Nut-
zens statt Besitzens oder Ressourcenbesteuerung, die weni-
ger ressourcenintensive gemeinschaftliche Nutzung privile-
gieren, die Verbreitung gemeinschaftlicher Nutzung erhö-
hen. Für digitale Instrumente, wie etwa Peer-to-Peer-Sha-
ring-Plattformen sollte ein förderliches gesellschaftliches 
und rechtliches Umfeld geschaffen werden, insbesondere 
indem Rechtsunsicherheit vermieden wird (Leismann et 
al., 2012; Kap. 5.2.2). Verbraucherschutz, Wettbewerb 
(insbesondere Verhinderung von Monopolen) und Privat-
sphärenschutz müssen auch für das gemeinschaftliche Tei-
len gewährleistet werden (Meller-Hannich, 2014; Peuckert 
und Pentzien, 2018). Dieser Verantwortung sollten sich ins-
besondere gewerbliche Plattformbetreiber nicht entziehen 
können (Peuckert und Pentzien, 2018: 53). Daneben könnte 
auch die öffentliche Hand Sharing-Konzepte konkret för-
dern, indem sie auf Eigentumserwerb verzichtet und statt-
dessen Dienstleistungen einkauft. Auch könnten öffent-
liche Infrastrukturen des Teilens durch die öffentliche Hand 
oder öffentlich-private Partnerschaften geschaffen werden 
(Peuckert und Pentzien, 2018: 56; Kap. 5.3.5). Sharing-
Plattformen sollten Ökologisierungspotenziale durch bes-
sere Kennzeichnung nachhaltiger Sharing-Angebote nutzen 
(Henseling et al., 2018). 
 > Eigenart des Konsumierens und analoge Teilhabe am 
nachhaltigen Konsum sichern: Transparenzpflichten 
und Widerspruchsrechte können die Souveränität der 
Verbraucher*innen auch im Bereich des digitalen Konsums 
stärken (SVRV, 2016: 28). Für Menschen, die vornehmlich 
über das Internet konsumieren, ist beispielsweise darauf zu 
achten, dass die Tendenz zu personalisierten oder profilge-
bundenen Angebots- und Preisgestaltungen im Onlinehan-
del den Spielraum des individuellen Konsumverhaltens in 
Richtung Nachhaltigkeit nicht einengt. Für Menschen, die 
nicht am Onlinehandel teilnehmen, sollten alternative Kon-
sumstrukturen geschaffen oder aufrechterhalten werden, 
die differenzierte, also auch nachhaltige Konsumentschei-
dungen ermöglichen. 
 > Interessenvertretung für Verbraucher*innen sichern: Diese 
ist zentral, um eine gebündelte Durchsetzung von Verbrau-
cher- und Umweltinteressen und um die Eigenart des Kon-
sumierens und Teilhabe am nachhaltige Konsum im algo-
rithmisierten Onlinehandel zu ermöglichen (SVRV, 
2016: 28). Verbraucherschutzorganisationen sollten inso-
weit finanziell und institutionell unterstützt werden, damit 
sie ihre Kontrollfunktion z. B. in Form der Abmahn- und 
Verbandsklagerechte auch für neue Formen des digitali-
sierten Konsums wahrnehmen und Missstände frühzeitig 
aufzeigen können.
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terialisierung: Der Begriff Dematerialisierung wurde 
bereits in den 1990er Jahren (Herman et al., 1990) 
genutzt, um die Abnahme von Materialgewicht von 
funktionsähnlichen Endgeräten über die Zeit zu 
beschreiben (z. B. von raumfüllenden Computern hin 
zu Smartphones). Konkretere Definitionen verbinden 
mit Dematerialisierung, dass neue Prozesse,  Anlagen 
und Produkte entwickelt werden müssen, die von 
Anfang an auf die Minimierung von  Stoffströmen 
ausgerichtet sind (Schmidt-Bleek, 1994). Die Idee 
ist, dass die Nachfrage nach neuen (digitalisierten, 
virtuellen) Produkten wie beispielsweise dem Strea-
ming von Musik, Filmen, das Besuchen sozialer Netz-
werke bis hin zur Nutzung virtueller Realitäten etwa 
die Nachfrage nach materialintensiveren analogen 
Produkten, Vertriebswegen oder Dienstleistungen 
ersetzen könnte. Häufig behandelte Konsumfelder 
sind Medienkonsum über IKT (Streamen auf dem 
Smartphone statt DVDs oder CDs, z. B. Lange und 
Santarius, 2018) und das Ersetzen von Reisen durch 
Videokonferenzen oder  virtuelles Erleben (z. B. Beck 
et al., 2018).
In der Diskussion um Digitalisierung im Konsum werden 
neben den genannten absehbaren Potenzialen für Nach-
haltigkeit (Abb. 5.2.3-1: (1)–(4)) allerdings auch Heraus-
forderungen thematisiert. So kann es bei einer Umstel-
lung auf ressourceneffizientere oder gemeinschaftlich 
genutzte Produkte zu Rebound-Effekten kommen: Führt 
eine ressourceneffizientere Produktionsweise oder die 
geteilte Nutzung von Gütern zu geringeren Kosten für 
den Verbraucher, kann dies die Nachfrage nach diesen 
Gütern verstärken. Entsprechend sinkt der Ressourcen-
verbrauch weniger als erhofft (direkter Rebound-Effekt) 
oder steigt im Extremfall sogar an. Empirische Studien 
zeigen, dass direkte Rebound-Effekte je nach Konsum-
bereich und Land unterschiedlich stark ausfallen und 
den Effekt der Effizienzsteigerung auf den Ressourcen-
verbrauch um 10–30 % verringern können (Schätzung 
für „direkte Rebound-Effekte“, Sorell, 2007; Semmling 
et al., 2016). 
Werden die Kosten für die Nutzung von Gütern 
geringer, können Verbraucher freiwerdende Mittel aber 
auch für den Konsum anderer (potenziell ebenfalls res-
sourcenbeanspruchender) Güter einsetzen („indirek-
ter Rebound-Effekt“). Durch Online-Shopping einge-
sparte Zeit kann beispielsweise für andere, ressourcen-
konsumierende Handlungen genutzt werden (Dost und 
Maier, 2017). Direkte wie indirekte Rebound-Effekte 
sind allerdings weniger zu erwarten, wenn es um nach-
haltigkeitsbewusste Menschen geht (Friedrichsmeier 
und Matthies, 2015). 
Ähnlich wie im Diskurs zu Effizienz und Rebound 
wird teilweise unterstellt, dass die Effekte von Dema-
terialisierung (Abb. 5.2.3-1: (5)) durch eine Intensivie-
Kasten 5.2.3-2
Forschungsempfehlungen zum Schauplatz 
„Digitalisierung des Konsums und nachhaltiges 
Konsumverhalten“
Zur Quantifizierung der Auswirkungen des digitalisierten 
Konsums auf die Nachhaltigkeit des Konsumverhaltens sollte 
verstärkt geforscht werden. Zu untersuchen ist im Anschluss 
an die Systematisierung des WBGU (Abb. 5.2.3-1), ob und 
wie digitale Werkzeuge (1) das Systemwissen und Problem-
bewusstsein in Bezug auf nachhaltige Produkte und Dienst-
leistungen erweitert und ihr (weltweiter) Konsum gesteigert 
werden kann, (2) die individuelle bzw. kollektive Bevorzugung 
ressourcenschonender Produkte durch Konsument*innen 
durch digitale Technologien unterstützt, (3) eine individuelle 
Verringerung des Konsums (suffiziente Nutzung) gefördert 
und (4) durch gemeinschaftliches Nutzen, Wiederverwenden, 
Reparieren, Teilen und Tauschen eine Reduktion des Konsums 
erzielt werden kann. Noch unklar sind zudem die Potenziale 
für Nachhaltigkeit (5) des Konsums neuer digitaler Dienstleis-
tungen, wie etwa sozialer Netzwerke oder Streamingdienste 
und der Dematerialisierung bzw. Virtualisierung bestimmter 
Konsumgüter, wie etwa das Erleben virtueller Welten anstel-
le von Reisen. Daraus ergeben sich folgende Fragen für die 
Forschung: 
 > Wie beeinflussen digitale Anwendungen die Ressourcen-
intensität des aggregierten Konsumverhaltens? Bisher 
ist beispielsweise ungeklärt, wie stark und in welchen 
Bereichen die Ressourcenintensität des aggregierten Kon-
sumverhaltens durch Onlinehandel insgesamt ansteigt. Im 
Bereich des gemeinschaftlichen Konsums sollte wissen-
schaftlich ermittelt werden, wie und in welchem Umfang 
Ressourceneffizienzpotenziale entlang von Wertschöp-
fungsketten tatsächlich durch Nutzen statt Besitzen reali-
siert werden können (Peuckert und Pentzien, 2018).
 > Wie kann die Bereitschaft zur Entwicklung und die Beibe-
haltung eines solidarischen Konsumstils unterstützt wer-
den? Wie kann hierfür insbesondere Vernetzung mit ande-
ren und gemeinschaftliche Nutzung gefördert werden? 
Können (und wenn ja, dann wie) Identität und Kohäsion 
durch die Ermöglichung der bewussten Gestaltung von soli-
darischen Konsumstilen und Vernetzung gefördert werden.
 > Können bei dematerialisierten Formen des Konsums 
 Motive, Normen und Emotionen, die z. B. bei nicht digitali-
siertem Konsum eine Rolle spielen (z. B. Erholung, Faszina-
tion beim Reisen), befriedigen und wie beeinflussen diese 
Motive Normen und Emotionen Konsumentscheidungen 
zwischen materiellem und nicht materiellem Konsum?
 > Führt steigende Vernetzung zu einem Verlust an regionaler 
Identität und einer Vereinheitlichung der Präferenzen und 
damit des Nachfrageverhaltens? Gemeint ist hier die Ver-
fügbarkeit derselben Güter weltweit die lokale Anbieter 
verdrängen kann, da Nachfrager online auf global verfüg-
bare „perfekte“ und günstige Güter wechseln  können.
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rung des Konsums wieder aufgefressen oder dass sogar 
neue zusätzliche Konsumdomänen geschaffen werden 
(Lange und Santarius, 2018). Zentral ist hier die Frage, 
ob das „Ersetzen“ von alten durch neue Bedürfnisbe-
friedigungsmöglichkeiten überhaupt funktioniert. Dies 
betrifft etwa die Frage, ob mit Konsum von  Produkten 
verbundene Bedürfnisse (z. B. Medienkonsum zur 
Unterhaltung) durch die Nutzung von Onlinemedien 
(z. B. Streamen oder virtuelle Realität) ebenso gut oder 
sogar besser oder leichter befriedigt werden können. 
 Belastbare wissenschaftliche Belege für solche Annah-
men stehen aus (Trepte und Reinecke, 2018), so dass 
hier erheblicher Forschungsbedarf besteht. Ob beispiels-
weise Motive und Emotionen, die beim Aufenthalt in 
natürlichen Umwelten befriedigt werden (z. B. Erholung, 
Faszination, „being away“; Kaplan und Kaplan, 1989), 
auch in virtuellen Realitäten erlebt werden können, ist 
ungeklärt.
Schließlich gibt es Überlegungen, ob die im  Internet 
übliche personalisierte Werbung (z. B. Pappas et al., 
2014), also Werbung, die auf Grundlage des Nutzungs-
verhaltens an die jeweilige*n Nutzer*innen angepasst 
wurde, Kaufanreize verstärkt und dadurch das Konsum-
niveau insgesamt erhöht wird. Zwar liegt die Funktion 
von Werbung eher in der Steigerung von Marktanteilen, 
muss also nicht zwingend zu einem allgemeinem Mehr-
konsum führen, aber möglicherweise führen individu-
alisierte Angebote gepaart mit einer individualisierten 
Preisgestaltung schließlich doch zu  Mehrkonsum (SVRV, 
2016: 21). Studien, die diese  Vermutungen verdichten, 
stehen derzeit aus. 
5.2.3.2 
Von der Erhaltung der natürlichen Lebensgrundla-
gen zum Konzept der solidarischen Lebensqualität
Um Transformationspotenziale im individuellen Kon-
sum ausschöpfen zu können, sieht der WBGU die Ver-
breitung eines erweiterten Konzeptes von Lebensqua-
lität, Wohlstand und Gemeinschaft – die „solidarische 
Lebensqualität“ – als zentral an. Voraussetzung und 
ein wichtiger Aspekt für die Entwicklung solidarischer 
Lebensqualität ist die bewusste Reflexion des eigenen 
Lebensstils, das Wahrnehmen seiner Auswirkungen 
und das bewusste Akzeptieren von gesamtgesellschaft-
lichen Konsumgrenzen. 
Erste durch Digitalisierung ermöglichte Erfolge zur 
Förderung des nachhaltigen Konsums sind bereits zu 
beobachten. Es gibt bereits seit Jahren Ansätze, Konse-
quenzen des individuellen Konsumverhaltens mit Hilfe 
von Digitalisierung aufzuzeigen, etwa durch Plattfor-
men zur Berechnung eines persönlichen CO2-Fußab-
drucks (KlimAktiv, 2018; Carbon Footprint, 2018). 
Diese Informationsplattformen können ein Problem-
verständnis schaffen und die Motivation zum solidari-
schen Konsum durch Bevorzugung ressourcenschonen-
der Produkte, suffiziente Nutzung und gemeinschaft-
liche Konsumhandlungen stärken (Abb. 5.2.3-1). Die 
Umsetzung einer solchen Motivation in entsprechen-
des Verhalten erfordert die Bereitstellung von Wissen 
über Alternativen in der Handlungssituation, also gege-
benenfalls auch direkt im Laden. Auch hierzu gibt es 
erste Ansätze von Anwendungen (Apps), etwa für den 
Kauf von Fisch, oder zur Prüfung, ob Produkte ökolo-
gisch empfehlenswert sind (z. B. Seafood Watch, code-
check, NABU-Siegel-Check, Utopia). Künftig könnten 
mit Hilfe von Apps weitere Produkte und auch Dienst-
leistungen durch Hersteller*innen und Konsument*in-
nen bewertet werden. So könnten in jeder Konsument-
scheidungssituation Informationen über Konsumfolgen 
und Alternativen abrufbar sein und dadurch solidari-
sche Lebensqualität entwickelt werden. 
Neben der Bereitstellung von Problem- und Hand-
lungswissen über Foren oder Apps ist auch das Vernet-
zen mit Anderen eine förderliche Bedingung für die 
Realisierung von solidarischer Lebensqualität. Ein 
Gefühl von Gemeinschaft kann dazu beitragen, Gren-
zen zu akzeptieren, und gemeinsam neue nachhaltige 
Verhaltensweisen zu entwickeln (z. B. Reese und Junge, 
2017), etwa durch Beteiligung an Netzwerken, die über 
lokale und globale Konsumfolgen reflektieren, durch 
das gemeinsame Erproben nachhaltiger Lebensstile und 
durch lokale und globale Unterstützung Anderer (Spen-
den, Erfahrungsaustausch usw.). Wegweisende Bei-
spiele sind über Peer-to-Peer-Sharing-Plattformen 
organisierte Netzwerke, die mit verschiedenen gemein-
schaftlichen Aktionen und mit Hilfe entsprechender 
Anwendungen versuchen, die Verschwendung von 
Lebensmitteln zu vermeiden (Foodwaste.ch, 2018) 
oder Anwendungen, die aufzeigen, wieviel CO2-Emis-
sionen durch Verknüpfung von individuellem und 
gemeinschaftlichem nachhaltigen Handeln (kollektiv) 
eingespart werden können (New Earth Handprinter, 
2018). Gemeinschaftlich ressourcenschonendere Pro-
dukte zu bevorzugen und Produkte suffizienter zu nut-
zen, erhöht die wahrgenommene Selbstwirksamkeit des 
eigenen Handelns (Reese und Junge, 2017). 
5.2.3.3 
Chancen und Risiken des digitalisierten Konsums 
für Teilhabe und Eigenart
Digitalisierung kann die substanzielle, ökonomische 
und politische Teilhabe (Kap. 2.2.2) von bisher benach-
teiligten Gruppen ermöglichen, aber auch einschrän-
ken. Beispielsweise können gerade Personen mit gerin-
gem Einkommen freie Informations- und Bildungsan-
gebote im Internet vermehrt nutzen (OECD, 2017b) 
und so auch an Wissen über nachhaltigen Konsum teil-
haben. Gruppen, die sonst nur durch andere Personen 
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Themenkasten 5.2–1
FinTech im Kontext nachhaltiger Finanzierung
Neue, auf digitalen Technologien gestützte, Finanztechnologien 
(FinTechs) verändern zunehmend den Markt für Finanzdienst-
leistungen und das Finanzsystem insgesamt (WEF, 2017a). 
FinTechs sind zunehmend auch Thema der Klima- bzw. Nach-
haltigkeitspolitik. Der Begriff FinTech umfasst in der Regel 
sowohl digitale Finanztechnologien als auch darauf aufbauende 
neue Dienstleistungen und Geschäftsmodelle. Zum Teil wird 
er auch allein als Synonym für neue, innovative Teilnehmer 
im Markt für Finanzdienstleistungen verwendet (Paul et al., 
2016). Vielfach, aber nicht ausschließlich handelt es sich 
dabei um Startups. Vielmehr eröffnen FinTechs auch etab-
lierten, branchenfremden Unternehmen wie insbesondere 
Technologiekonzernen den Eintritt in den Markt für Finanz-
dienstleistungen (FSB, 2019). FinTechs betreffen nahezu alle 
Funktionen und Dienstleistungen im heutigen Finanzsystem. 
Sie fordern Geschäftsmodelle etablierter privater Akteure im 
Finanzsystem heraus, indem sie im Wesentlichen Alternativen 
zur heutigen Rolle von Marktintermediären eröffnen (He et al., 
2017; Kasten 4.2.2-1), so etwa in der Vermittlung zwischen 
Sparern und Investoren oder der Abwicklung von Zahlungen 
bzw. Transaktionen. Insbesondere gilt dies für Banken. Die 
Veränderungen in Kundenkontakt und Filialstrukturen durch 
die zunehmende Verbreitung des Online-Bankings sind dabei 
nach allgemeiner Einschätzung nur erste Anzeichen größerer 
Umbrüche in den Geschäftsmodellen von Banken (Paul et al., 
2016; Mayer-Schönberger und Ramge, 2017; Anagnostopou-
los, 2018). FinTechs eröffnen neue, direktere Zahlungswege 
und -systeme, automatisierte Handels- und Entscheidungs-
systeme bieten neue Möglichkeiten der Vermögensverwaltung, 
Plattformen etwa für Peer-to-Peer-Leihen oder Schwarmfi-
nanzierungen neue Möglichkeiten der Finanzierung (Paul et 
al., 2016; He et al., 2017). Im Versicherungswesen schaffen 
FinTechs neue Wege der Risikostreuung und -identifikation, 
beispielsweise auch durch stärker individualisierte Versiche-
rungsangebote (OECD, 2018b). Gegenüber dem heutigen 
Finanzsystem versprechen FinTechs vor allem eine Senkung 
immer noch überraschend hoher Transaktionskosten wie etwa 
im internationalen Zahlungsverkehr, eine wesentlich steigende 
Markttransparenz durch zunehmende Vielfalt und Verfügbar-
keit von Daten sowie allgemein breitere Zugänge und Vielfalt 
an Finanzdienstleistungen. Neben diesen leistungsbezogenen 
Wettbewerbsvorteilen und dem digitalen technischen Fort-
schritt profitieren FinTechs derzeit aber auch davon, dass 
etablierte Finanzmarktakteure im Nachgang der Finanzkrise 
2007/2008 teils strengeren regulatorischen Vorgaben unterlie-
gen und FinTechs bislang, wenn überhaupt, nur eingeschränkt 
von der Finanzmarktregulierung erfasst werden (Philippon, 
2016; Buchak et al., 2018). 
Die geeignete Weiterentwicklung der Finanzmarkregulie-
rung, um diese Lücken zu schließen und etwa mögliche Proble-
me neuer, digitaler Schattenbanken zu vermeiden, stellt derzeit 
eine wesentliche Herausforderung der Finanzmarktregulierung 
dar (Paul et al., 2016; Anagnostopoulos, 2018). So sind die 
systemischen Implikationen von FinTechs bislang noch weit-
gehend unklar. Befürchtet werden etwa, trotz eines anfänglich 
eher verschärften Wettbewerbs im Markt für Finanzdienst-
leistungen, eine längerfristig zunehmende Marktkonzentration 
sowie neue Risiken für die Finanzmarktstabilität, etwa durch 
neue und stärker vernetzte Akteure im Markt für Finanzdienst-
leistungen, die sich zudem oftmals bestehender Regulierung 
entziehen (FSB, 2019). Zugleich werfen FinTechs Fragen nach 
der zukünftigen Rolle von Zentralbanken und den Möglich-
keiten geldpolitischer Steuerung auf, wie sie nicht zuletzt die 
Entwicklung digitaler Währungen illustriert (Brühl, 2017; 
Raskin und Yermack, 2016). Kritisch sind manche Ansätze 
von FinTechs aber auch aus datenschutzrechtlichen Grün-
den zu sehen, etwa wenn das Angebot digitalisierte Finanz-
dienstleistungen mit anderen Geschäftsbereichen verknüpft 
wird (Kap. 9.2.3.3) oder für immer stärker individualisierte 
Versicherungslösungen Verhaltensdaten erhoben werden 
(OECD, 2018b). Letztere drohen zudem dazu zu führen, dass 
der Zugang zu Versicherungslösungen immer stärker an die 
individuelle wirtschaftliche Leistungsfähigkeit geknüpft wird 
und damit letztlich der gesellschaftliche Ausgleich individueller 
Risiken, der durch Versicherungen erreicht wird, verloren geht.
Die teils sehr weitreichenden, strukturellen Wirkungen 
von FinTechs im Finanzsystem werfen aber auch die Frage 
auf, welche Bedeutung FinTechs für nachhaltige Finanzierung 
zukommt. Die bereits genannten, mit FinTechs verbundenen 
Risiken verdeutlichen, dass FinTechs nicht grundsätzlich und 
von vorneherein dazu beitragen, ein im umfassenden Sinn 
nachhaltigeres Finanzsystem zu schaffen. Nahezu alle Ver-
sprechen gegenüber dem heutigen Finanzsystem, die FinTechs 
heute zugeschrieben werden, weisen aber zugleich auf Poten-
ziale hin, dass FinTechs zentrale bisherige Hemmnisse nach-
haltiger Finanzierung abbauen und damit das Finanzsystem 
insgesamt stärker mit den Zielen nachhaltiger Entwicklung in 
Einklang bringen könnten. Dass dem Finanzsystem eine hohe 
Bedeutung für die Umsetzung von Klimaschutzzielen und 
generell Zielen nachhaltiger Entwicklung zukommt, ist in der 
Zwischenzeit sowohl bei vielen Akteuren und Institutionen 
innerhalb des Finanzsystems als auch auf politischer Ebene 
weitgehend anerkannt. So wurde beispielsweise im Pariser 
Klimaschutzabkommen das Ziel, Finanzströme mit „einem 
Weg hin zu einer hinsichtlich der Treibhausgase emissions-
armen und gegenüber Klimaänderungen widerstandsfähigen 
Entwicklung“ in Einklang zu bringen, prominent verankert 
(UNFCC, 2015: Artikel 2(1)). Nicht zuletzt deshalb ist „Nach-
haltige Finanzierung“ („Sustainable Finance“) heute Thema 
in der Bankwirtschaft (EBF, 2018), in Zentralbanken und in 
Aufsichtsbehörden. Beispiele dafür sind das 2018 gegründe-
te „Network for Greening the Financial System“ (Banque de 
France, 2019) oder die vom internationalen Finanzstabilitätsrat 
eingerichtete Task Force on Climate-related Financial Disclosu-
re (fsb-tcfd.org). Die deutsche Bundesregierung verfolgt das 
Thema als strategisches Ziel für den deutschen Finanzplatz 
(Bundesregierung, 2019). Die EU-Kommission entwickelte 
auf Grundlage des 2018 veröffentlichten Abschlussberichts 
der Hochrangigen Sachverständigengruppe für nachhaltige 
Finanzierungen (EU High-Level Expert Group on Sustaina-
ble Finance, 2018) einen eigenen Aktionsplan zu Sustainable 
Finance (EU- Kommission, 2018b). Die G20 hat eine „Sustai-
nable Finance Study Group“ eingerichtet (G20 Sustainable 
Finance Study Group, 2018). Die möglichen Potenziale und 
Risiken von FinTechs haben allerdings verstärkt erst in jüngerer 
Zeit Eingang in diese Initiativen und Diskussion um nachhaltige 
Finanzierung gefunden. Ausdruck dessen ist etwa die Grün-
dung einer eigenen UN Task Force zur Digitalen Finanzierung 
der SDGs im Jahr 2018 (digitalfinancingtaskforce.org). 
Inhaltlich umfasst „nachhaltige Finanzierung“ grund-
sätzlich neben der Mobilisierung ausreichender finanzieller 
Mittel für die Ziele nachhaltiger Entwicklung auch die Stär-
kung der Resilienz des Finanzsystems gegenüber den Stabili-
tätsrisiken nicht nachhaltiger Entwicklungen sowie die För-
derung des Zugangs zu Finanzdienstleistungen. So beläuft 
sich etwa allein in der EU der zusätzliche jährliche Investi-
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tionsbedarf auf etwa 180 Mrd. €, um die CO2-Emissionen 
über alle Sektoren bis zum Jahr 2030 um 40 % zu senken 
(EU High-Level Expert Group on Sustainable Finance, 2018). 
Auf globaler Ebene gehen Schätzungen etwa davon aus, dass 
für die notwendigen Investitionen zur Umsetzung der SDGs 
derzeit Finanzierungslücken von jährlich an die 4 Bio. US-$ 
bestehen, überwiegend in Entwicklungs- und Schwellen-
ländern (UNEP Finance Initiative, 2018). Noch heute fehlen 
zudem substanziellen Teilen der Weltbevölkerung Zugänge 
zu grundlegenden Finanzdienstleistungen und damit vielfach 
Grundvoraussetzungen für eigenständige wirtschaftliche 
Entwicklung oder Versicherung gegen wirtschaftliche oder 
gesundheitliche Risiken. So verfügen über 1,7 Mrd. Erwach-
sene weltweit über kein eigenes Bankkonto (World Bank, 
2018a). Zugleich wächst das Bewusstsein dafür, dass sowohl 
ökologisch als auch gesellschaftlich nicht nachhaltige Ent-
wicklungen zumindest längerfristig die Stabilität des Finanz-
systems gefährden können (EU High-Level Expert Group on 
Sustainable Finance, 2018).
Insgesamt ist es Ziel der Diskussion um nachhaltige Finan-
zierung, Finanzströme stärker mit den Zielen nachhaltiger 
Entwicklung in Einklang zu bringen und Nachhaltigkeitsziele 
stärker in den Entscheidungen und Bewertungen der Akteu-
re und Institutionen des Finanzsystems zu verankern (TCFD, 
2017). Gegenwärtig hemmen noch verschiedene Probleme 
eine nachhaltige Ausgestaltung des Finanzsystems (G20 Sus-
tainable Finance Study Group, 2018). Mangels konsequenter 
Regulierung externer, sozialer Kosten privaten Handelns fehlt 
es zum Teil immer noch an einem angemessenen Bewusstsein 
für die Relevanz von Fragen nachhaltiger Entwicklung. Oft 
fehlen zudem ausreichende oder hinreichend überprüfbare 
Informationen über nachhaltige Investitions- bzw. generell 
Entscheidungsalternativen. Ein wesentliches Hemmnis stellt 
die Diskrepanz zwischen den langfristigen Renditen nachhalti-
ger Investitionen und den eher kurzfristigen Entscheidungsho-
rizonten vieler Akteure dar, die in engem Zusammenhang mit 
den vorgenannten Hemmnissen steht. Breiteren Zugängen zu 
Finanzdienstleistungen stehen gerade in Entwicklungsländern 
hohe Transaktionskosten im Zahlungsverkehr oder fehlende 
Wirtschaftsbiographien vieler Menschen, etwa zur Berechnung 
von Kreditausfallrisiken, im Weg. 
FinTechs bieten durch verbesserte und umfassendere Mög-
lichkeiten der Datenverfassung und -verarbeitung sowie durch 
leichter zugängliche Informationen Potenziale zur Reduzierung 
dieser Hemmnisse (UNEP, 2016; SDFA, 2018). Dies gilt sowohl 
in Bezug auf die Verfügbarkeit und Bewertung nachhaltiger 
Investitionsprojekte und Renditen als auch mit Blick auf die 
Relevanz von Fragen nachhaltiger Entwicklung gerade für 
langfristige finanzielle Renditen und Stabilität von Geschäfts-
modellen und Finanzmärkten. Wachsende Datenverfügbarkeit 
und Transparenz können zugleich dazu beitragen, Risiken früh-
zeitiger zu identifizieren, genauer zu quantifizieren und auf 
dieser Grundlage Lösungen zur Streuung und Reduktion von 
Risiken nicht nachhaltiger Entwicklungen zu finden. Digitale 
Zahlungssysteme bieten darüber hinaus neue Möglichkeiten, 
Finanzströme nachzuverfolgen und zu kontrollieren, so dass 
finanzielle Mittel tatsächlich im Sinne nachhaltiger Investi-
tionszwecke eingesetzt werden (SDFA, 2018). All dies kann 
einer generell stärkeren Verankerung von Nachhaltigkeits-
kriterien in den Entscheidungen auf Finanzmärkten dienen 
und auch helfen, scheinbare Renditenachteile oder Konflikte 
zwischen kurzfristigen Renditeerwartungen und langfristigen 
Vorteilen nachhaltiger Investitionen abzubauen.
FinTechs können schließlich auch den Zugang zu Finanz-
dienstleistungen erheblich verbessern, nicht nur in Industrie- 
sondern vor allem auch in Entwicklungs- und Schwellenländern 
(World Bank und IMF, 2018). Die Stärkung des Zugangs zum 
Finanzsystem stellt bereits für sich betrachtet einen wichtigen 
Schritt zu einem, in einem umfassenderen Sinn nachhaltige-
ren Finanzsystem dar, indem sie die wirtschaftliche Eigenstän-
digkeit und Teilhabe befördert. Sie kann darüber hinaus aber 
auch der Mobilisierung der finanziellen Mittel dienen, die zur 
Umsetzung der SDGs notwendig sind (UN Environment Inqui-
ry, 2018). Bereits heute illustriert die Verbreitung digitaler Zah-
lungssysteme und Online-Banking über Mobiltelefone etwa in 
afrikanischen Ländern (z. B. Kenia) die Potenziale von FinTechs 
(World Bank, 2016; Björkegren und Grissen, 2018; Maino et 
al., 2019): Dank gesunkener (Transaktions-)Kosten können 
auch ärmere Menschen diese Systeme für die Abwicklung auch 
kleinerer Zahlungen nutzen. Die digitale Vernetzung über das 
mobile Internet reduziert zudem die Kosten der Versorgung 
von Menschen auch in abgelegeneren Regionen erheblich und 
stellt eine Form des Leapfroggings dar, da auf den kapitalin-
tensiveren Ausbau leitungsgebundener Infrastrukturen ver-
zichtet werden kann (Kap. 5.3.8). Ende 2013 boten bereits 
219 Unternehmen mobilfunkbasierte Zahlungsdienste in 84 
Ländern weltweit an (GSMA, 2014). Neue Möglichkeiten der 
Finanzierung unabhängig von der datenintensiven Berechnung 
von Kredit-Scores und zum Teil auch von kurzfristigen Rendite-
erwartungen ergeben sich durch Crowdfunding- oder Peer-to-
Peer-Lending-Plattformen (World Bank, 2016). Gleichzeitig 
können die über digitale Geräte und Anwendungen erhobenen 
Daten helfen, Informationsprobleme bei der Ermittlung von 
Kreditausfallrisiken zu reduzieren (Björkegren und Grissen, 
2018; FICO blog, 2019). 
Teils liegen Nachhaltigkeitsrisiken und -potenziale von Fin-
Techs jedoch eng zusammen. Die Nutzung etwa von Mobil-
funkdaten ermöglicht zwar den Auf- und Ausbau von Märkten 
für Kredit- und Microfinanzierungen in Entwicklungsländern, 
verdeutlicht andererseits aber auch die kritische datenschutz-
rechtliche Tragweite mancher FinTech-Ansätze. Ähnliche 
Bedenken sieht der WBGU etwa auch bei Überlegungen und 
Projekten, nachhaltigkeitsrelevante Daten auf individueller 
Ebene zu erheben und mit diesen mit Hilfe von FinTechs 
individuelles Verhalten hin zu nachhaltigeren Entscheidun-
gen zu beeinflussen (GDFA, 2017; SDFA, 2018). Neben den 
bereits genannten allgemeinen Risiken für die Finanzmarkt-
stabilität durch FinTechs verweist etwa die Weltbank auch 
darauf, dass mit dem breiteren Zugang viele im Umgang mit 
Finanzdienstleistungen weitgehend unerfahrene Menschen in 
das Finanzsystem integriert werden, zu deren Schutz entspre-
chende Informationsangebote und Regulierung von FinTechs 
notwendig sind. Schließlich sieht die Weltbank auch die Gefahr, 
dass trotz der grundsätzlich steigenden Markttransparenz etwa 
digitale Zahlungsdienste oder Währungen für illegale Transak-
tionen wie Geldwäsche und Steuerhinterziehung missbraucht 
werden (World Bank, 2016).
Weitergehende systematische Analyse der Potenziale und 
Risiken von FinTechs für Sustainable Finance sind wünschens-
wert. Dabei sollte auch verstärkt untersucht werden, wie das 
disruptive Potenzial, das FinTechs zugesprochen wird, genutzt 
werden kann, um die Finanzarchitektur zu verbessern und 
ausreichende Investitionen für eine nachhaltige Entwicklung 
zu mobilisieren. Nur mit einer Rahmensetzung, die externe 
Effekte privatwirtschaftlichen Handelns, kurzfristige Anreiz-
strukturen und nachhaltigkeitsrelevante Risiken konsequent 
berücksichtigt, ist zu erwarten, dass FinTechs die Spielregeln 
der globalen Finanzarchitektur in einem nachhaltigen Sinne 
verändern werden. Erste Ansätze werden derzeit im Kontext 
der Sustainable Finance Debatte erarbeitet.
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unterstützt am Konsum teilnehmen, haben mit Hilfe 
von IKT neue Teilhabemöglichkeiten (z. B. Menschen, 
die nicht mobil sind). Allerdings besteht ohne geeig-
nete Medienkompetenz auch das Risiko, dass Zugang 
zu Informationen und Konsumgütern erschwert wird. 
Dies gilt etwa für ältere Menschen, die kein Internet 
nutzen, wenn lokale Einkaufmöglichkeiten verschwin-
den. 
Auch Eigenart kann durch Digitalisierung des Kon-
sums sowohl positiv beeinflusst als auch eingeschränkt 
werden: Auf der einen Seite kann Gestaltungsauto-
nomie und Selbstwirksamkeit durch Digitalisierung 
potenziell gesteigert werden, da Individuen online 
gezielter wählen und z. T. selber mitgestalten kön-
nen, welche Produkte sie konsumieren. Identität und 
Zusammenhalt könnten durch die Ermöglichung der 
bewussten Gestaltung von solidarischen Konsumstilen 
und Vernetzung unterstützt werden. Auf der anderen 
Seite droht bei geringer Internetkompetenz, bei unzu-
reichend rechtlich gewährleistetem Verbraucherschutz 
und verbraucherunfreundlicher Technologiegestaltung, 
dass sich Wahlfreiheit, Selbstbestimmung, Selbstkont-
rolle und Sicherheit als Bestandteile der Souveränität 
von Verbraucher*innen bei digitalem Konsumhandeln 
nicht verwirklichen lassen (SVRV, 2017). Die Potenzi-
ale der Digitalisierung könnten auch hier in der Herstel-
lung stärkerer Transparenz und der Stärkung der Ein-
flussmöglichkeiten von Individuen liegen, etwa durch 
die Möglichkeit selbst zu bestimmen, ob überhaupt und 
wenn ja, welche Werbung sie angezeigt bekommen. 
Hier wäre auch eine Art Nachhaltigkeitsfilter vorstell-
bar, der selbstgewählt angewendet werden kann. 
5.2.4 
Nachhaltigkeit beim Onlinehandel: Status Quo 
und Perspektiven
Das SDG 9 der Agenda 2030 bezieht sich auf Innovati-
onen, Märkte und Wertschöpfungsketten, während das 
SDG 12 ein nachhaltiges Konsumverhalten bezweckt. 
Die Verfolgung beider Ziele verändert sich rapide durch 
die Digitalisierung. Immer mehr Konsument*innen 
wählen digitale Vertriebswege für den Kauf von Gütern 
und Dienstleistungen. Welche Konsequenzen hat der 
digitale Handel für die Nachhaltigkeit? Wie wirkt sich 
der Onlinehandel auf die Umwelt und Gesellschaft aus? 
Wie beeinflusst Onlinehandel das Konsumverhalten? 
5.2.4.1 
Rolle und Wachstum des Onlinehandels 
Der Onlinehandel, auch als E-Commerce oder elektroni-
scher Handel bezeichnet, beschreibt den Kauf und Ver-
kauf von Produkten im Internet (HDE). Er lässt sich in 
drei Kategorien unterteilen: (1) zwischen Unternehmen 
(Business-to-Business – B2B), (2) zwischen Unterneh-
men und Konsumenten (Business-to-Consumer – B2C) 
und (3) zwischen Konsumenten (Consumer-to-Con-
sumer – C2C). Dieser Schauplatz fokussiert auf den 
B2C-Onlinehandel, z. B. den Einkauf der Konsument*in-
nen bei den Unternehmen Amazon und Alibaba bzw. 
eBay, der sich aufgrund des steigenden Händleranteils 
(75 %) von einer C2C- zu einer B2C-Plattform entwi-
ckelt hat (Behrendt, 2017). Unternehmen nutzen den 
Onlinehandel insbesondere, weil Transaktionskosten ein-
gespart, Effizienzsteigerungen realisiert und somit Ska-
leneffekte erzielt werden können (Lang und Ebneter, 
2012). So werden ehemals stationäre Unternehmen zu 
Onlinehändlern bzw. Multi-Channel-Anbietern. 
Spitzenreiter des Onlinehandels, gemessen nach 
dem „online market attractiveness score“ sind die USA 
(79,3), China (77,8), Großbritannien (74,4), Japan 
(70,1) und Deutschland (66,6). Der von der Beratungs-
firma A.T. Kearney (2015) entwickelte „online market 
attractiveness score“ bemisst auf einer Skala von 0–100 
das Potenzial für den Onlinehandel. In mehreren die-
ser Länder kaufen mehr als 70 % der Bevölkerung Pro-
dukte und Dienstleistungen bereits online, während es 
in den meisten Entwicklungsländern weniger als 2 % 
sind (UNCTAD, 2017a; Kwarteng und Pilik, 2016). 
Allerdings wächst der Onlinehandel auch in Entwick-
lungsländern rapide, wie man an den Beispielen der 
Onlineversandhändler Lazada, Tiki und Sendo in Viet-
nam (Choi und Mai, 2018), MercadoLibre in Latein-
amerika (WTO, 2018) oder Bidorbuy, Takealot, Konga, 
Kaymu und Zando aus Südafrika und Nigeria (Enders, 
2018) sehen kann.
In China und den USA verzeichnet der Onlinehan-
del seit einer Dekade jährliche Wachstumsraten von 
etwa 20 %. Dominiert wird er von den Unternehmen 
Alibaba in China und Amazon in den USA (The Eco-
nomist, 2017a). In China hat Alibaba im Jahr 2015 an 
Rabatt-Tagen, wie dem „Singles Day“ einen Tagesum-
satz von geschätzten 14 Mrd. US-$ erzielt. Das ent-
spricht etwa 20 Mio. Paketen an einem Tag. Im Jahr 
2017 belief sich der Umsatz von Alibaba bereits auf 22 
Mrd. US-$ (Hua, 2017) und 2018 auf über 30 Mrd. 
US-$ (Cazzoli, 2018). 
Die umsatzstärkste Warengruppe im B2C-E-Com-
merce ist der Bekleidungssektor, aber auch IKT (z. B. 
Smartphones) und Elektroartikel (z. B. elektrische 
Haushaltsgeräte), Bücher und E-Books werden sehr 
häufig über das Internet vertrieben. Daneben verlagert 
sich auch zunehmend der Handel mit Nahrungsmitteln 
in die digitale Welt. Immer mehr Lebensmittelketten 
bieten online ein Sortiment an haltbaren und frischen 
Nahrungsmitteln an (Kolf, 2017b. Daneben haben 
sich inzwischen auch reine Onlineanbieter (z. B. DHL, 
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 Amazon) im Lebensmittelsektor etabliert. Bis 2020 
wird mit einem Wachstum des Onlineanteils am gesam-
ten Nahrungsmittelhandel gerechnet – in Deutschland 
wird dieser auf 10 % geschätzt (Ernst & Young, 2014; 
Kolf, 2017a). 
Der Umsatz des Onlinehandels konzentriert sich 
stark auf wenige Unternehmen wie Amazon, Alibaba 
oder eBay und der Einkauf von Produkten im Online-
handel erfolgt in einem nicht unbedeutenden Aus-
maß international und grenzüberschreitend (WTO, 
2018). So ist der Onlinehandel auch zu einem wich-
tigen Thema im Rahmen der internationalen Verhand-
lungen der Welthandelsorganisation geworden (Berger 
und Brandi, 2018).
Neben der starken Machtkonzentration auf wenige 
Unternehmen ist aber auch ein starker Konkurrenz-
kampf um neue Subsektoren zu beobachten: Die Unter-
nehmen Amazon und Alibaba diversifizieren ihr Ange-
bot vom Onlinehandel ausgehend zunehmend auch in 
andere Bereiche der digitalen Ökonomie wie Online-
zahlungen, Videostreaming, Suchmaschinen und sozi-
ale Medien. Diese Diversifizierung in neue Bereiche 
wird ebenfalls von den Konkurrenten vorangetrieben. 
So diversifiziert das Unternehmen Tencent, ein Rivale 
von Alibaba, vom Videostreaming- und Messaging-Ge-
schäft kommend, verstärkt in den Onlinehandel, den 
Zahlungsbereich und den Spielesektor (The Economist, 
2017b). Zunehmend versuchen die Unternehmen, 
auch in andere Länder zu expandieren. So hat Alibaba 
angekündigt, seine Investitionen in Indien zu steigern, 
während Amazon verstärkt in Deutschland, Japan und 
Großbritannien investiert hat (The Economist, 2017c). 
5.2.4.2 
Umweltauswirkungen des Onlinehandels
Der zunehmende Onlinehandel hat eine Reihe von nega-
tiven Umweltauswirkungen. Verpackungsmüll entsteht 
insbesondere bei empfindlichen, verderblichen oder 
zerbrechlichen Produkten, die mit Styropor oder Plas-
tikpolstern in häufig viel zu großen Paketen verpackt 
werden. Zwar ist der Anteil an Recyclingmaterial bei 
Pappen mit etwa 75 % relativ groß, dennoch entstehen 
Kosten und Emissionen durch das Sammeln der Pappen 
sowie durch die Nutzung weiterer Rohstoffe inklusive 
Wasser und Energie bei der Herstellung (Nestler, 2016). 
Darüber hinaus spielen Marketingaspekte bei der Ver-
packung eine Rolle, da Konsument*innen einem auf-
wändig verpackten Produkt häufig einen höheren Wert 
beimessen (Bertram und Chi, 2018). Frische Nahrungs-
mittel sowie Kühl- und Tiefkühlware stellen besondere 
Herausforderungen an die Verpackung und Logistik dar 
(Ernst & Young, 2014). 
Das in Deutschland seit Januar 2019 geltende Ver-
packungsgesetz mit neuen Pfandregeln, höheren Recy-
clingquoten und einer zentralen Stelle zur Registrie-
rung von Verpackungen und Zahlung von Lizenzge-
bühren, auch durch Onlinehändler, soll den ersten 
Anstoß zur Reduzierung des Verpackungsmülls geben 
(FAZ, 2018,). Allerdings wird geschätzt, dass „Zehn-
tausende Unternehmen (vorwiegend Internethändler) 
ihre Verpackungen bisher illegalerweise gar nicht lizen-
sieren ließen“ (Bethge et al., 2019: 15).
Hinsichtlich des Verkehrsaufkommens sind die 
Umweltauswirkungen in Form von Luftverschmutzung, 
Lärm, Erschütterungen und Straßenabrieb bzw. Fein-
staubemissionen noch nicht eindeutig bestimmt (Sühl-
mann-Faul und Rammler, 2018). In den USA wurde 
festgestellt, dass der Onlinehandel in der Stadt Newark 
zu einem Anstieg des Verkehrsaufkommens und der 
Emissionen von Treibhausgasen und Luftschadstof-
fen führt (Laghaei et al., 2016; Kap. 5.2.6, 5.2.8). Ein 
Vergleich des Energieverbrauchs des B2C-Onlinehan-
dels und des traditionellen Einzelhandels im Buchsek-
tor in dicht besiedelten Gebieten in Japan zeigt, dass 
der Onlinehandel dort wesentlich mehr Energie pro 
Buch aufwendet als der traditionelle Einzelhandel. 
Dies wird insbesondere durch zusätzliche Verpackun-
gen verursacht, hängt aber auch von der Beladung von 
Kurierfahrzeugen und der Anzahl der Fahrten pro Lie-
ferung ab (Williams und Tagami, 2003). In ländlichen 
und periurbanen Gebieten ist der Energieverbrauch 
jedoch vergleichbar, was insbesondere auf die Mehr-
zwecknutzung von privaten Fahrzeugen zurückgeführt 
wird. Auch für die USA zeigt sich, dass die Umweltaus-
wirkungen des Onlinebuchhandels vergleichbar sind 
mit denen des Einkaufs mit einem privaten Fahrzeug 
(Matthews und Hendrickson, 2001). 
Nicht nur der Transportbereich ist für die schlechte 
Energiebilanz des Onlinehandels verantwortlich, son-
dern auch das veränderte Freizeit- und Einkaufsver-
halten der Kunden. So wird geschätzt, dass eine Ver-
dopplung des Onlineanteils am gesamten Einzelhandel 
auf 20 % in Deutschland den Energiekonsum um 5,6 % 
durch steigende Freizeitaktivitäten der Kunden nach 
oben treiben würde (Dost und Maier, 2017). Ähnlich 
hat sich auch das Konsumverhalten (Kap. 5.2.3) durch 
den Onlinehandel in den letzten 20 Jahren stark ver-
ändert mit negativen Auswirkungen auf die Umwelt 
(Bertram und Chi, 2018). So ist im Bekleidungssek-
tor zu beobachten, dass aufgrund der vereinfachten 
Kommunikation und der Möglichkeit, schnell Informa-
tionen über Modetrends zu sammeln, „Fast-Fashion“- 
Unternehmen entstanden sind. Dabei handelt es sich 
um Unternehmen, die billige Bekleidung anbieten mit 
der Folge, dass Konsument*innen mehr Kleidung kau-
fen, die wiederum schnell wieder weggeworfen wird, 
was erhebliche negative Umweltexternalitäten zur 
Folge hat (Bertram und Chi, 2018). 
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Darüber hinaus können digitale Lösungen den öko-
logischen Fußabdruck von Lieferungen im Onlinehan-
del durch eine optimierte Transportlogistik erheblich 
reduzieren. Allerdings gilt: Je kürzer die Lieferzeit, 
desto schwieriger lassen sich die Fahrten optimieren, 
weshalb in Folge Lieferfahrzeuge nicht selten nur halb 
vollgeladen sind (Kontio, 2013). Eine positive Umwelt-
bilanz kann erst erzielt werden, wenn Online-Shopping 
3,5 herkömmliche Einkaufsfahrten ersetzt, wenn 25 
Bestellungen gleichzeitig geliefert werden oder wenn 
die Fahrtdistanz länger als 50 km ist (Plepys, 2002; 
Newcastle University, 2010). Eine andere Studie geht 
davon aus, dass es bereits ab 14 km für Konsument*in-
nen von Bekleidung lohnenswert ist, vom stationären 
auf den Onlinehandel umzusteigen (Wiese et al., 2012). 
Aufgrund des starken Konkurrenzdrucks im Online-
handel bieten allerdings immer mehr Onlinehändler 
eine Zustellung noch am selben Tag oder innerhalb 
weniger Stunden als Expressversand an.
Erhebliche Anfahrtswege in die Stadt können auch 
dadurch eingespart werden, dass Onlinekonsument*in-
nen seltener zum Einkaufen in die Stadt gehen bzw. fah-
ren. Bei einer Umfrage in Deutschland haben dies 40 % 
der mehr als 1.000 befragten Onlinekonsument*innen 
angegeben (Bolz et al., 2017). Allerdings ist denkbar, 
dass diese dennoch häufig erst in stationäre Geschäfte 
gehen, um die Produkte anzusehen, dann aber doch 
preisgünstiger online bestellen. 
Zu berücksichtigen sind auch die häufig verfehlten 
Zustellungen der bestellten Waren beim Kunden (Bert-
ram und Chi, 2018) und die vielen Rücksendungen 
(Kontio, 2013 Kontio, 2013). Es wird geschätzt, dass 
in Deutschland im Durchschnitt jede zehnte Bestel-
lung wieder zurück zum Anbieter geht; bei Bekleidung 
sogar jedes zweite Paket (Kontio, 2013). Eine repräsen-
tative Befragung von 1.054 Onlinekonsument*innen in 
Deutschland (Kontio, 2013) zeigt, dass die Rücksende-
quote im Zeitablauf sogar leicht gestiegen ist. Danach 
wird jeder achte gekaufte Onlineartikel zurückge-
schickt. Besonders ausgeprägt ist dies bei den jüngeren 
Onlinekund*innen. Darüber hinaus hat rund die Hälfte 
aller Onlinekonsument*innen angegeben, Onlinekäufe 
mit der festen Absicht zu tätigen, diese wieder zurück-
zusenden (z. B. Kleidung in verschiedenen Größen; 
Kontio, 2013). Um Rücksendungen und damit verbun-
dene Kosten zu vermeiden, bieten Anbieter Live-Chats 
zur Kundenberatung an oder versuchen, ihre Arti-
kel möglichst genau zu beschreiben und bildlich dar-
zustellen. Es werden 360°-Aufnahmen und virtuelle 
Umkleidekabinen entwickelt, die Kleidung mit Hilfe 
von Anziehpuppen nach Maßen der Konsument*innen 
darstellt (Kontio, 2013) 
Eine weitere Beeinträchtigung der Umwelt ent-
steht durch den Bau von Zu- und Abfahrtswegen, 
groß dimensionierte Lagerflächen für Onlinehandels-
firmen sowie durch Versiegelung des Bodens. Vieler-
orts entstehen Warencenter oder Hubs zum Zwischen-
lagern bestellter Pakete. Alleine die Unternehmen 
Amazon und Zalando haben zurzeit eine Lagergrund-
fläche von knapp 1 Mio. m2 in Deutschland (Morganti 
et al., 2014). Allerdings können digitale Lösungen zu 
einer Reduzierung von Lagerflächen beitragen, wenn 
die Produktionsmenge besser an den Bedarf angepasst 
und Überproduktion vermieden wird. Darüber hinaus 
ist die Lagerhaltung in Zwischenlagern meist energie-
effizienter, da weniger geheizt und beleuchtet wird als 
in stationären Geschäften (Mottschall, 2015). 
Von steigernder Bedeutung ist beim Onlinehandel 
auch die Rolle der Kundenbindung, die über den Cus-
tomer Lifetime Value gemessen wird (Ernst & Young, 
2014). So werden zunehmend Marketingstrategien zur 
Steigerung des Konsums über die Internetplattformen 
der Onlinehändler entwickelt, wodurch die Produktion 
und folglich der Transport und die damit verbundenen 
Emissionen steigen (Weth, 2016). Allerdings erleich-
tern Apps, Informationsplattformen und Führer zum 
Online-Shopping Kund*innen auch möglicherweise die 
Suche nach nachhaltigen Angeboten, so dass über die 
Produkteffekte positive Umwelteffekte erzielt werden 
können. Weltweite Handelsplattformen für Gebraucht-
güter wie eBay zielen sogar direkt auf eine Verände-
rung des Konsumverhaltens weg von einer Wegwerf-
kultur hin zu einer Wiederverkaufskultur. Darüber 
hinaus betrachtet sich eBay durch seine nachträgliche 
Ausrichtung an Nachhaltigkeit als ein wichtiger Bau-
stein für eine Kreislaufwirtschaft (Behrendt, 2017). 
Umweltbelastungen entstehen zudem durch den 
zunehmenden Transport von Waren über Langstrecken 
im weltweiten Onlinehandel. Da bestimmte Waren nur 
in einigen Ländern verfügbar sind oder weil die Preise 
niedriger sind, bestellen Konsument*innen zunehmend 
Produkte auch im Ausland. Von den in Deutschland 
befragten über 1.000 Onlinekonsument*innen haben 
40 % angegeben, in den letzten 12 Monaten bei einem 
ausländischen Händler bestellt zu haben, insbesondere 
in China (35 %) und den USA (20 %; Bolz et al., 2017). 
Inwieweit Umwelt-, Gesundheits- und Sozialstandards 
bei der dortigen Produktion und Verarbeitung der Pro-
dukte eingehalten wurden, lässt sich für die Konsu-
ment*innen in der Regel nicht genau überprüfen. Auch 
übernehmen die als Internetplattformen agierende 
Unternehmen Amazon oder Alibaba im Gegensatz zu 
stationären Handelsunternehmen keine Verantwortung, 
wenn die angebotene Ware bestimmten Standards nicht 
entspricht – und Kontrollen durch staatliche Behörden 
werden nur sehr unregelmäßig durchgeführt.
In Abbildung 5.2.4-1 werden die verschiedenen 
Umwelt effekte des B2C-Onlinehandels zusammen-
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fassend dargestellt. 
Um Nachhaltigkeitsziele im Onlinehandel zu adressie-
ren, wurden neue Konzepte für  Onlinelieferungen ent-
wickelt (Hegmann, 2016; Schlautmann, 2016): So hat 
das Unternehmen Amazon ein Patent für schwebende 
Warenhausluftschiffe angemeldet, die über Gebieten mit 
großer Nachfrage positioniert werden und von denen 
unbemannte Drohnen ihre Waren ausliefern sollen. In 
China hat das Unternehmen Alibaba das Beliefern der 
Kunden mit Hilfe von Drohnen bereits umgesetzt. Auch 
in  Island werden Essensbestellungen bereits über Droh-
nen ausgeliefert und auch das Unternehmen Uber plant, 
in den Essenslieferdienst mit Drohnen in den USA ein-
zusteigen (The Economist, 2018). Kühlboxen als Abhol-
stationen für online bestellte Lebensmittel z. B. an Tank-
stellen, werden angedacht (Nitsche und Figiel, 2016). 
Lieferroboter, die Pakete mit einem Gewicht von bis zu 
15 kg befördern, wurden getestet. Die Deutsche Post 
hat bereits Elektronutzfahrzeuge, Streetscooter und 
Lasten-Pedelecs in Betrieb. 2018 belief sich die Anzahl 
der Streetscooter auf 8.000; die jährliche CO2-Ersparnis 
bei 35 Mio. gefahrenen Kilometern wird auf 23.000 t 
geschätzt (Sebastian, 2018). 
Durch den Aufbau von City- und Crowd-Logistik-
konzepten, was bedeutet, dass „Personen der Menge“ 
eine Dienstleistung fordern oder leisten (Mehmann et 
al., 2015), werden große Veränderungen erwartet (Ernst 
& Young, 2014; Hausladen et al., 2015). So sollen zu 
liefernde Pakete im Kofferraum des mit GPS georteten 
Fahrzeugs platziert werden. Das „Crowdshipping“ ver-
knüpft Händler, Lieferanten und Kunden über (mobile) 
Software. Wer ohnehin unterwegs ist, kann Pakete – 
gegen Entgelt – für andere mitnehmen. So wird erwar-
tet, dass sich Umweltbelastungen durch Emissionen 
aufgrund des Lieferverkehrs in Zukunft zumindest teils 
mindern lassen. Auch heutzutage gibt es schon Lösun-
gen zur Nachhaltigkeit im Bereich der Onlinelieferung. 
Bereits Anfang des Jahrtausends führte DHL Paketsta-
tionen ein, an denen die Kunden ihre Pakete abholen 
können und Mehrfachzustellungen vermieden werden. 
Nach einer Studie aus dem Jahr 2006 können durch 
solche zumeist fußläufig erreichbaren Paket stationen 
mehr als 35.000 km jährlich durch Autofahrten in Köln 
gespart werden (Folkert und  Eichhorn, 2007). 
5.2.4.3 
Soziale Effekte
Konsument*innen profitieren vom Onlinehandel, weil 
Preise geringer und vergleichbar sind, weil das Ange-
bot vielfältiger sowie die Kaufhandlung unabhängig von 
Geschäftsöffnungszeiten (Berg, 2015) und wesentlich 
bequemer ist (Lang und Ebneter, 2012). Die Teilhabe 
insbesondere von älteren und behinderten Menschen 
erhöht sich, da eine Belieferung nach Hause möglich ist. 
Mit der Zunahme des Onlinehandels im Allgemeinen 
und speziell den reinen Onlineanbietern erhöht sich 
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allerdings auch der wirtschaftliche Druck auf  stationäre 
Einzelhändler, vor allem auf kleine und mittelgroße 
Unternehmen (KMU) und in kleineren  Städten. In 
Folge schließen immer mehr Einzelhandelsgeschäfte in 
Städten und Dörfern, aber auch größere Einkaufszent-
ren (diese werden zu „dead malls“). Für die Gesellschaft 
bedeutet dies unter Umständen einen kulturellen Ver-
lust, wenn Orte der Begegnung und des Austausches 
sowie das städtische Flair verloren gehen (Weth, 2016). 
Darüber hinaus droht die Gefahr, dass Menschen, die 
überwiegend online einkaufen, sich isolieren und kei-
nen Außenkontakt mehr pflegen und dies zur Verein-
zelung in der Gesellschaft führt. 
Strukturell sind Innenstädte und Einzelhandel eng 
miteinander verbunden. So entscheiden die Einkaufs-
möglichkeiten bei rund 66 % der Bevölkerung über die 
Attraktivität einer Innenstadt (Mensing, 2010). Zudem 
profitieren die Kommunen von den Gewerbesteuerein-
nahmen (Stepper, 2016). Der recht schnelllebigen Ent-
wicklung durch alternative Angebote in der Stadt opti-
mal entgegen zu wirken, fällt vielen Kommunen schwer, 
da infrastrukturelle Planungen eher mittel- und lang-
fristig angesetzt werden und die bürokratischen Hür-
den häufig schwer zu überwinden sind (Stepper, 2016). 
Gleichzeitig gehen Arbeitsplätze im Einzelhandel 
verloren (alleine in Deutschland sind mehr als 3 Mio. 
Menschen im stationären Einzelhandel beschäftigt (HDE, 
2015), die im Vergleich zum Logistiksektor als  attraktiver 
Kasten 5.2.4-1
Handlungsempfehlungen zum Schauplatz 
„Nachhaltigkeit beim Onlinehandel“
Um sicherzustellen, dass der Onlinehandel mehr Chancen als 
Risiken für die nachhaltige Entwicklung verursacht, gibt der 
WBGU folgende Handlungsempfehlungen: 
 > Stärkung des Bewusstseins der Konsument*innen über die 
Auswirkungen des Onlinehandels auf die Nachhaltigkeit: Um 
negative Auswirkungen im Onlinehandel zu vermeiden, 
sollten Konsument*innen über die Auswirkungen ihrer 
Einkaufsentscheidungen auf die Nachhaltigkeit besser 
informiert werden, so dass diese bewusster einkaufen. Dies 
könnte z. B. über einen ökologischen bzw. sozialen Fußab-
druck erreicht werden, der bei jedem Kauf als Information 
beigelegt wird. Beispielsweise könnte ein Footprint-Konto 
für jeden Bürger*in eingeführt werden, um die Transparenz 
über den eigenen Fußabdruck zu erhöhen und um unnö-
tige Rücksendungen zu vermeiden. Auch sollte die Einfüh-
rung einer expliziten Rücksendegebühr diskutiert werden, 
um die Kosten zu individualisieren und nicht zu vergesell-
schaftlichen.
 > Verbessertes Monitoring von Umwelt-, Sozial- und Gesund-
heitsstandards für den Onlinehandel, Kennzeichnungs-
pflicht und Rückverfolgbarkeit: durch die Gewährleistung 
der Qualität der Handelsware, umweltfreundliche Ver-
packungsmaterialien, klimafreundlicher Versand z. B. mit 
E-Fahrzeugen sowie faire Bezahlung der Beschäftigten im 
Lieferdienst lässt sich die Nachhaltigkeit des Onlinehan-
dels erhöhen und gleichzeitig eine bessere Transparenz für 
Konsumenten*innen schaffen. Dies gilt besonders auch für 
den internationalen Onlinehandel, da eine Kontrolle und 
Gewährleistung der Qualität der Produkte – wie beim sta-
tionären Handel – entfällt. Daher sollten staatliche Qua-
litätskontrollen der importierten Produkte erhöht und die 
Gesetzgebung unter Umständen angepasst werden. Online-
händler sollten zudem angehalten werden, Nachhaltigkeits-
strategien (z. B. Corporate Social Responsibility) zu entwi-
ckeln und implementieren. Auch Initiativen wie der Uni-
ted Nations Global Compact sollten stärker sichtbar werden 
und auf dezentraler Ebene implementiert werden.
 > Reduzierung des Verpackungsmülls: Es sollten Vorgaben 
für die Reduktion gemacht werden und die Einhaltung die-
ser Vorgaben (einschließlich Recycling) verschärft kontrol-
liert werden. Denkbar ist z. B. die Einführung eines Pfand-
systems für Verpackungen. Darüber hinaus sind Konzepte 
zur Wiederverwendung von Verpackungsmaterial zu ent-
wickeln. Plastik und Styropor sind durch leicht abbaubare 
biobasierte Verpackungsmaterialien zu ersetzen (Bertram 
und Chi, 2018). Die Verpackungsvermeidung und die Aus-
wirkungen des Verpackungsmülls muss global zu einem 
Thema gemacht werden mit dem Ziel, das Umweltbewusst-
sein und Kaufverhalten der Konsument*innen nachhal-
tig zu verändern. Das Lizensieren der Verpackungen im 
Online handel ist zu kontrollieren, wobei eine grenzüber-
schreitende Regelung sinnvoll erscheint. Der Export von 
Verpackungsmüll in Entwicklungsländer sollte wirksam 
verhindert werden. 
 > Unterstützung der Städte und Gemeinden ist aus Sicht des 
WBGU bei der Entwicklung und Implementierung von Stra-
tegien nötig, um alternative Angebote für die Bevölkerung 
in der Stadt zu schaffen und den traditionellen Einzelhan-
del zu erhalten bzw. wiederzubeleben (z. B. durch mobile 
Einzelhändler). Darüber hinaus sollten Städte und Gemein-
den Konsument*innen auf öffentlichen Plattformen über 
das Angebot von nachhaltig produzierenden Unternehmen 
bzw. Einkaufsstätten in der Region informieren. Dies lässt 
sich durch aktives Marketing fördern.
 > City und Crowd Logistikkonzepte weiter entwickeln: Um 
die Anzahl der Lieferungen zu reduzieren, werden bereits 
zentrale Paketabholstationen in leerstehenden Ladenge-
schäften mit langen Öffnungszeiten etabliert. Der Logi-
stik-Sektor wird auch bereits als Testfeld für Elektromo-
bilität genutzt. Diese Konzepte sollten in Richtung Nulle-
missionen und Klimaneutralität weiter entwickelt werden. 
Der Schienentransport als eine Alternative für treibstoffba-
sierte LKW-Transporte sollte gefördert werden. 
 > Fahrten mit geringer Auslastung vermeiden und Mehrfach-
fahrten reduzieren: Um die Umwelt zu schonen, sollten 
Transportunternehmen erst Auslieferungen tätigen, wenn 
eine gewisse Auslastung ihrer Ladefläche erreicht ist und 
Mehrfachfahrten bei der Lieferung von Onlineware sollten 
reduziert oder wenn möglich vermieden werden. Dazu 
sollten die bereits bekannten Optionen (Paketstationen, 
Lieferung zu einem gewünschten Zeitpunkt, e-Mobilität) 
ausgeschöpft und weiter vorangetrieben werden. 
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gelten. Allerdings ist zu berücksichtigen, dass durch 
den Onlinehandel auch für KMU neue Absatzmärkte 
erschlossen werden. So sind z. B. im Gartenbausektor in 
China Tausende von Neuproduzent*innen entstanden, 
die ihre frischen Gartenbauerzeugnisse über die Online-
plattform Alibaba vermarkten (Weise und Reindl, 2017). 
Auch im Buchhandel wird es für kleinere Buchhänd-
ler*innen wie Antiquariate einfacher, Kunden für ihre 
Nischenprodukte über Onlineplattformen wie z. B. von 
Amazon oder eBay zu finden. Ebenso haben innovative 
Nischenanbieter*innen von nachhaltig erzeugten Pro-
dukten es im Onlinehandel leichter, eine größere Anzahl 
von Kund*innen zu finden und zu bewerben.
5.2.4.4 
Folgerungen
Der Onlinehandel nimmt rasant zu und ermöglicht nicht 
nur Effizienzsteigerungen und Skaleneffekte, sondern 
verursacht auch negative Umweltexternalitäten durch 
zunehmenden Lieferverkehr, Verpackungsmüll, zahl-
reiche Retouren und den zunehmend grenzüberschrei-
tenden, internationalen Warenaustausch. Diesen ste-
hen positive Effekte durch optimierte Logistiksysteme, 
reduzierte Privatfahrten in die Stadt und verbesserte 
Möglichkeiten der Kontrolle, der Produkt- und Prozess-
kennzeichnung nach Nachhaltigkeitskriterien und der 
Rückverfolgbarkeit entlang von Lieferketten gegenüber. 
Die empirische Evidenz zu den Gesamteffekten auf die 
Kasten 5.2.4-2
Forschungsempfehlungen zum Schauplatz 
„Nachhaltigkeit beim Onlinehandel“
Es gibt nur wenige wissenschaftliche Studien, die die Aus-
wirkungen des Onlinehandels auf die Nachhaltigkeit messen 
oder bewerten. Da die empirische Evidenz zu den Auswirkun-
gen des Onlinehandels auf die Nachhaltigkeit alles andere als 
eindeutig ist, schlägt der WBGU der Bundesregierung die 
finanzielle Förderung der Erforschung folgender konkreter 
Fragen vor:
 > Welche kurz-, mittel- und langfristigen ökologischen 
und sozialen Effekte hat der Onlinehandel? Welche Kon-
zepte oder Strategien sind denkbar, die die Nachhaltigkeit 
des Onlinehandels fördern? Das Wissen über die Auswir-
kungen des Onlinehandels auf die Nachhaltigkeit ist noch 
sehr begrenzt und bisherige Ergebnisse sind nicht schlüssig. 
Darüber hinaus fehlt es an Primärdaten, um den Zusam-
menhang zwischen dem Onlinehandel und der Nachhaltig-
keit zu verstehen (Bertram und Chi, 2018). Neueste Ent-
wicklungen und Innovationen sind in Studien (inklusive 
Reallabore zur Stadtlogistik) zur Nachhaltigkeit des Online-
handels zu berücksichtigen.
 > Wie lässt sich der Verpackungsmüll drastisch reduzieren 
bzw. recyceln? Ziel sollte es sein, eine Kreislaufwirtschaft 
zu erreichen. Lässt sich das Ziel im globalen Onlinehandel 
überhaupt erreichen, und wenn ja, dann wie? 
 > Kunststoffverpackungsmüll: Welche Folgen hat die Mikro-
plastikaufnahme für die Gesundheit von Mensch und Tier? 
Es ist bereits bekannt, dass Kunststoffpartikel über Lebens-
mittel, Wasser oder über die Luft von Mensch und Tier auf-
genommen werden und dass sich diese Partikel im mensch-
lichen Körper (u.a. in der Leber und im Gehirn) nachwei-
sen lassen, allerdings ist bisher wenig über die gesundheit-
lichen Auswirkungen bekannt (Waring et al., 2018). 
 > Welche Auswirkungen haben Marketingstrategien der 
 Onlinehändler zur Steigerung des Konsums (Sofortlieferung 
und personalisierte Preise und Angebote) auf das Konsum-
verhalten? Durch die Digitalisierung wird das Konsumver-
halten mit direkten Konsequenzen für die Umwelt beein-
flusst. Steigt der Konsum in Folge? Wie verändert sich das 
Konsumverhalten? 
 > Welche Stadtkonzepte sollten gefördert werden, die dem 
kulturellen Verlust der Innenstädte entgegenwirken und eine 
Verzahnung mit dem Onlinehandel und anderen Online-
angeboten ermöglichen? Um die schnelllebige Entwick-
lung in Ländern, wie z. B. Deutschland zu erfassen, bedarf 
es einer Veränderung der Kommunen, die am stärksten 
mit dem Verlust des stationären Einzelhandels zu kämpfen 
haben. Durch die Entwicklung alternativer Stadtentwick-
lungskonzepte könnte man so dem kulturellen Verlust der 
Innenstädte rechtzeitig entgegen wirken. 
 > Welche Nachhaltigkeitsmaßnahmen ergreifen Unternehmen 
angesichts des zunehmenden Onlinehandels? Forschung in 
diesem Bereich umfasst die Analyse von Nachhaltigkeits-
konzepten innerhalb von Wertschöpfungsketten sowie den 
Umgang mit Retouren und die Optimierung von Logistik, 
um negative Umweltexternalitäten zu internalisieren. Die 
Nutzung digitaler Lösungsansätze, wie z. B. 3D-Simulati-
onen oder aber computergestützte Erweiterung der Rea-
litätswahrnehmung (augmented reality), könnten in die 
Analyse einbezogen werden. 
 > Welche Auswirkungen hat der Onlinehandel auf die Nach-
haltigkeit in Entwicklungsländern? Welche Faktoren behin-
dern bzw. fördern den nachhaltigen Onlinehandel? Welche 
Daten sollte man erheben, um die Auswirkungen adäquat 
abbilden zu können? Die Datenlage ist in diesem Bereich 
noch sehr schwach. Dies gilt insbesondere für Entwick-
lungsländer, für die nur wenig Daten zum Onlinehandel 
vorhanden sind. Dadurch ist es für die Politik und Unter-
nehmen schwierig, strategische Investitionsentschei-
dungen zu treffen. 
 > Welche Rolle spielt der Onlinehandel im Rahmen der Welt-
handelsorganisation (WTO)? Welche Auswirkungen hat die 
Digitalisierung auf den Welthandel? Führt die Diskussion 
zum Onlinehandel zu einer neuen Blockbildung von Länder-
gruppen? Im Rahmen der internationalen Verhandlungen 
der Welthandelsorganisation und auch des Weltwirt-
schaftsforums ist der zunehmende Onlinehandel zu einem 
wichtigen und viel diskutierten Thema geworden. Die WTO 
sieht die KI, das IoT, den 3D-Druck und die Blockchain-
Technologie als die Schlüsseltechnologien der Digitalisie-
rung im Handel an, die einen erheblichen Effekt auf diesen 
haben werden (WTO, 2018). Im Welthandelsbericht 2018 
wird nicht nur auf die Vorteile, sondern auch auf eine Reihe 
von Gefahren hingewiesen, wie die zunehmende Macht-
konzentration oder der Verlust von Privatheit und Sicher-
heitsprobleme (WTO, 2018), die es genauer zu beleuchten 
gilt. 
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Umwelt ist bisher nicht eindeutig. 
Negative soziale Auswirkungen in Städten und 
Gemeinden sind durch die Verdrängung des stationä-
ren Handels zu beobachten. Auch zeigt sich, dass sich 
der Umsatz des Onlinehandels und somit die Markt-
macht auf wenige Unternehmen konzentriert und der 
Einkauf von Produkten im Onlinehandel in einem nicht 
unbedeutenden Ausmaß international und grenzüber-
schreitend erfolgt – ohne Möglichkeit, die Einhaltung 
von Umwelt-, Gesundheits- und Sozialstandards im 
Herkunftsort zu kontrollieren. 
5.2.5 
Digitalisierung: vom Elektroschrottproblem zur 
Lösung für Kreislaufwirtschaft?
5.2.5.1 
Elektroschrott im Kontext der Kreislaufwirtschaft
Dieser Schauplatz veranschaulicht Potenziale, aber auch 
Herausforderungen der Digitalisierung für die Kreis-
laufwirtschaft am Beispiel des nachhaltigeren Umgangs 
mit Elektroschrott. Die Digitalisierung führt zu stark 
ansteigender Produktion elektrischer und elektroni-
scher Geräte sowie entsprechender Nachfrage nach 
strategischen Metallen sowie zu Zuwächsen bei toxi-
schem Elektroschrott (Kap. 5.2.5.2; Baldé et al., 2017). 
Zugleich bietet sie aber auch wertvolle Potenziale und 
einen Werkzeugkasten zur Verbesserung der Kreislauf-
wirtschaft (Kap. 5.2.5.3). Der Ansatz der Kreislaufwirt-
schaft wird durch SDG 12 „Für nachhaltige Konsum- 
und Produktionsmuster sorgen“ aufgegriffen (UNGA, 
2015). Einen übergreifenden Blick auf industrielle 
Stoffströme bietet der Schauplatz „Nachhaltige Indust-
rie 4.0 und Kreislaufwirtschaft“ (Kap. 5.2.1).
Für den WBGU gilt der zügige Übergang zu einer 
möglichst vollständigen Kreislaufwirtschaft als zen-
traler Baustein der Transformation zur Nachhaltig-
keit (WBGU, 2016a: 25). Die Kreislaufwirtschaft bie-
tet Alternativen zur dominanten Form „linearer“ 
 Wertschöpfungsketten, bei denen mineralische Roh-
stoffe durch Bergbau aus der Erdkruste gewonnen, 
zu Produkten verarbeitet und nach Ende der Nutzung 
verbrannt oder als Abfall deponiert werden (EMF, 
2014). Vor allem Beginn (Bergbau) und Ende (Abfall-
wirtschaft) dieser Kette schaffen erhebliche Nachhal-
tigkeitsprobleme für Umwelt, Gesundheit und Ent-
wicklung (UNEP, 2010). Zudem sind die mineralischen 
Lagerstätten von Metallen und anderen technischen 
Rohstoffen begrenzt, weshalb Strategien wie z. B. redu-
zierter, effizienter Ressourceneinsatz, Kreislaufwirt-
schaft und Substitution sowie nachhaltiger Konsum 
gefragt sind (UNEP IRP, 2017: 150 ff.; Kap. 5.2.3). 
Die u. a. von den UN (z. B. UN, 2016a: 47; UNEP 
IRP, 2017: 150ff.) geforderte „3R-Strategie“ (reduce, 
reuse, recycle) gilt als eine Leitidee der Kreislaufwirt-
schaft. Produkte sollen bei geringem Ressourcenein-
satz pro Nutzeneinheit möglichst lange in der Nutzung 
bleiben, und unnötige Produktion soll durch Strategien 
der Öko-Suffizienz vermieden werden (reduce). Dies 
kann u. a. durch die gemeinsame Nutzung von Gütern 
durch mehrere Personen geschehen (Sharing-Ökono-
mie: Kap. 5.2.2.4). Danach sollen die Geräte repariert 
oder deren Komponenten aufbereitet und wiederge-
nutzt (reuse) werden, was bereits im Design der Pro-
dukte angelegt sein sollte. Nach Ende einer möglichst 
langen Lebensdauer sollen die enthaltenen technischen 
Rohstoffe (z. B. Metalle) so weit wie möglich wieder-
gewonnen (recycle) und für die Produktion neuer 
Güter eingesetzt werden (EEA, 2016a; Geissdoerfer et 
al., 2017). Allerdings ist eine vollständig geschlossene 
Kreislaufführung nicht erreichbar, da weder eine völ-
lig verlustfreie Produktion noch eine 100 %-ige Rück-
gewinnung sämtlicher technischer Rohstoffe möglich 
ist (Korhonen et al., 2018). Zudem nimmt die Vielfalt 
der technischen Materialien (z. B. Legierungen) immer 
weiter zu, was das Recycling erheblich erschwert und 
die Verluste strategischer, seltener Ressourcen wei-
ter erhöht (Reller und Dießenbacher, 2014). Dennoch 
kann diese „3R-Strategie“ Rohstoffbedarfe und Abfall-
mengen sowie die damit verbundenen Gesundheits- 
und Umweltschäden verringern (EMF, 2015). Bei biolo-
gischen Materialien soll durch Vermeidung von Konta-
mination die Rückführung in Ökosysteme möglich sein 
(z. B. durch Kompostierung; EMF, 2013). 
5.2.5.2 
Digitale Technologien als Ursache des globalen 
Elektroschrottproblems
Elektroschrott ist mit allen Stadien des Produktlebens-
zyklus elektrischer und elektronischer Geräte ver-
bunden. Viele Probleme entstehen bereits an dessen 
Anfang. Die rasant steigende Nachfrage nach digita-
len Geräten, wie Computern, Tablets, Smartphones und 
in Alltagsgegenstände integrierter Elektronik sowie 
Batterien, führt zusammen mit dem unzureichenden 
Recycling (z. B. wird das strategische Metall Lithium in 
Deutschland derzeit nicht recycelt) zum zunehmenden 
Verbrauch von Metallen wie z. B. Gold, Kobalt oder Tan-
tal. Die Extraktion dieser Rohstoffe verursacht in den 
Herkunftsländern (meist Entwicklungs- oder Schwel-
lenländer) erhebliche Umwelt- und Gesundheitsschä-
den und ist zudem eine wesentliche Ursache für Kon-
flikte, Gewalt und kriegerische Auseinandersetzungen 
(UNEP, 2012: 24; WBGU, 2016a: 197).
Als Problemtreiber gilt speziell das Zusammenspiel 
wachsender Gerätezahlen mit abnehmender Nutzungs-
dauer und Reparierbarkeit der meisten Elektronikgeräte 
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durch „Obsoleszenz“, also das bewusst oder unbewusst 
verursachte Veralten von Geräten (Kasten 5.2.5-1). 
Daher ist der am Ende des Lebenszyklus stehende 
Elektroschrott (Elektro- und Elektronikaltgeräte) einer 
der am schnellsten wachsenden Abfallströme weltweit 
(Kumar et al., 2017; Cucchiella et al., 2015). Die Menge 
an Elektroschrott belief sich im Jahr 2016 weltweit auf 
44,7 Mio. t, und für 2021 wird mit einem Anstieg auf 
52,2 Mio. t gerechnet (Baldé et al., 2017). Dabei korre-
lieren die Wachstumsraten von 3–5 % pro Jahr mit dem 
BIP (Kumar et al., 2017). Nur 20 % des globalen Elek-
troschrotts wurden 2016 durch offizielle Rücknahme-
programme gesammelt und recycelt, 4 % landeten im 
Hausmüll und der Verbleib der übrigen drei Viertel ist 
unbekannt; wahrscheinlich werden sie deponiert oder 
exportiert oder unter schlechten Arbeits-, Gesund-
heits- und Umweltbedingungen recycelt (Baldé et al., 
2017). Selbst in Europa betrug die Recyclingquote von 
Elektroschrott im Jahr 2012 nur etwa ein Drittel (Huis-
man et al., 2015). Trotz einer ausgereiften Rahmenset-
zung gibt es auch in der EU noch große Schwierigkei-
ten bei der Umsetzung der Kreislaufwirtschaft. Die EU 
erkennt jedoch u. a. Abfall zunehmend als strategische 
Rohstoffquelle und legt mehr Wert auf Reparierbarkeit 
sowie Schadstoffreduktion (z. B. im Aktionsplan zur 
Kreislaufwirtschaft; EU-Kommission, 2019d).
Nach dem oft illegalen Export in Schwellen- und 
Entwicklungsländer (z. B. China, Ghana, Indien) erfolgt 
das Recycling häufig in informellen Werkstätten mit 
niedriger Effizienz und ohne ausreichende Beachtung 
von Umwelt- und Gesundheitsstandards, was zu erheb-
lichen Belastungen für Menschen und Umwelt mit 
toxischen Stoffen und Schwermetallen führt (UNEP, 
2012: 182; Heacock et al., 2016). Als drastisches Bei-
spiel für unhaltbare Zustände wird häufig die Elektro-
schrottdeponie im Slum Agbogbloshie in Ghanas Haupt-
stadt Accra genannt, das zu den zehn am schlimms-
ten toxisch verseuchten Slums weltweit gezählt wird 
( Heacock et al., 2016; Daum et al., 2017). 
Bei den illegalen Exporten werden Bestimmungen des 
Basler Übereinkommens zur Kontrolle der grenzüber-
schreitenden Verbringung gefährlicher Abfälle und ihrer 
Entsorgung umgangen (BAN, 2018). Entsprechende 
nationale Regelungen sind oft unzureichend oder feh-
len (z. B. in China, Indien und Ländern in Afrika; Wang et 
al., 2016b). China, größter Importeur von Elektroschrott, 
scheint seine Politik allmählich zu ändern und verhindert 
aus Umweltschutzgründen zunehmend Abfallimporte 
(Wang et al., 2016b; Mathews und Tan, 2016; Larson, 
2014; Xiao und Zhao, 2017). 
Zwar enthält Elektroschrott (einschließlich Bat-
terien und Akkus) wertvolle Metalle, wie z. B. Gold, 
 Silber, Kupfer, Kobalt, Tantal und Seltene Erden, aber 
das Recycling ist aufwändig und in Industrieländern 
bei den derzeitigen Anreizstrukturen aus betriebswirt-
schaftlicher Sicht wenig interessant. Allein aufgrund 
der enthaltenen Rohstoffe im Wert von 55 Mrd. € 
(Bezugsjahr 2016) stellt Elektroschrott ein großes, 
noch weitgehend ungenutztes Potenzial für die Kreis-
laufwirtschaft dar (Baldé et al., 2017: 54ff.). 
5.2.5.3 
Digitale Technologien zur Lösung des 
 Elektroschrottproblems
Der unzureichende Umsetzungsgrad der Kreislaufwirt-
schaft ist allgemein auf fehlende bzw. falsche ökonomi-
sche Rahmensetzungen und Anreize (Kasten 5.2.5-1), 
aber auch auf Informationsdefizite zurückzuführen. 
Letztere könnten durch die (Echtzeit-)Bereitstellung 
der notwendigen, bisher oft fehlenden Daten zu Ort, 
Zustand, Verfügbarkeit und Materialzusammenset-
zung in einer digitalisierten Kreislaufwirtschaft beho-
ben werden, wofür sich Elektrogeräte besonders eige-
nen (EMF, 2016: 19, 30f.; WEF, 2019; Wilts und Berg, 
2017). Digitale Technologien bieten entlang des gesam-
ten Produktlebenszyklus neue Möglichkeiten für die 
intelligent unterstützte, integrierte Kreislaufwirtschaft 
(z. B. BMU, 2018; Wilts und Berg, 2017). Vor allem 
dem Internet der Dinge (IoT), das eine eindeutige Iden-
titätszuweisung und Vernetzung auch von Elektroge-
räten gestattet (Kap. 3.3.1), wird eine zentrale Rolle 
zugesprochen (Baumgartner, 2016: 70; EEA, 2017a: 28; 
EMF, 2016: 30). Allerdings gibt es erst wenige Anwen-
dungsfälle und entsprechend wenig Wissen darüber, 
wie digitale Technologien konkret für die Kreislauf-
wirtschaft genutzt werden oder ob sie sogar negative 
Effekte haben können (EEA, 2017a: 28; Pagoropoulos 
et al., 2017: 20; RNE, 2017: 29). Ferner sind die eta-
blierten Unternehmen der Kreislaufwirtschaft noch 
unzureichend für die Digitalisierung aufgestellt, wäh-
rend einige IKT-Startups wie Rubicon das Geschäftspo-
tenzial für sich entdecken, was Chancen für die digital 
unterstützte Kreislaufwirtschaft schafft (Büchele und 
Andrä, 2016; Rajala et al., 2018; Wilts und Berg, 2017). 
Somit steht die digitalisierte Kreislaufwirtschaft noch 
am Anfang. Die nachfolgend beschriebenen Lösungs-
ansätze entlang der 3R-Strategie, haben deshalb meist 
Pilotcharakter und beziehen ebenso wichtige „analoge“ 
Ansätze mit ein.
Reduce 
Eine zentrale Strategie zur Reduktion von Elektro-
schrott – soweit Virtualisierung nicht den Geräte-
bestand reduziert – ist das Ökodesign („design out 
waste“, EMF, 2013: 22; 2016: 39). Schon am Anfang 
des Lebenszyklus wird bei der Produktentwicklung 
über den Energie- und Ressourcenverbrauch bzw. die 
Kreislauffähigkeit von Produkten entschieden (RNE, 
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2017: 14) also auch nachhaltige Produktmerkmale wie 
Langlebigkeit oder Reparierbarkeit. Hier kann die Digi-
talisierung Lösungen bieten, indem ein mittels digitaler 
Werkzeuge optimiertes Design mehrere Schleifen der 
Kreislaufwirtschaft wie Wiedernutzung, Refabrika-
tion und Recycling berücksichtigt (EMF, 2016: 37ff.). 
IoT-generierte Daten fließen heute schon in Design-
prozesse zurück, so dass neue oder weiterentwickelte 
Produkte frühzeitig hinsichtlich der Kreislauffähigkeit 
optimiert werden können. Auch das Ersetzen strate-
gischer Metalle durch Nano-Kohlenstoffe (Arvidsson 
und Sandén, 2017) oder der Einsatz biodegradierba-
rer bzw. transienter Elektronik sind schon beim Design 
zu berücksichtigen (Irimia-Vladu, 2014; Homrich et al., 
2018; Tan et al., 2016).
Eng verbunden mit Abfallvermeidung und Öko-
design ist auch die Bewegung für eine „Open Source 
Circular Economy“: Sie überträgt mit ihrer „[g]emein-
same[n] Vision einer kollaborativen Wirtschaft der 
vernetzten Kreisläufe und offenen Informationen“ 
(Majewski, 2016: 97) den Gedanken von Open Source 
auf die Kreislaufwirtschaft (Kap. 5.3.10) und verfolgt 
dabei Strategien gegen Obsoleszenz (Kasten 5.2.5-1). 
Als ein Erfolgsbeispiel dafür gilt das Fairphone, das mit 
seinem Ökodesign und kreislauforientierten Geschäfts-
modell Pionierarbeit leistet (Fairphone, 2019; Majew-
ski, 2016; Wiens, 2016) und Nachahmer wie das deut-
sche Unternehmen SHIFT findet (SHIFT, 2016). 
Eine zentrale Strategie von reduce ist der Über-
gang von der Produkt- zur Nutzungsorientierung. 
Einige Unternehmen haben damit begonnen, gestützt 
auf das Internet der Dinge ihre Geschäftsmodelle auf 
Produkt-Service-Systeme umzustellen, das heißt sie 
verkaufen – analog zur Sharing-Ökonomie – anstelle 
eines physischen Produktes dessen Nutzung (EEA, 
2017a: 24; Pagoropoulos et al., 2017: 19). Zwar schei-
nen durch Produkt-Service-Systeme wichtige Impulse 
für die Kreislaufwirtschaft möglich, doch sind auch 
sie kein „Selbstläufer“ (EEA, 2017a: 26ff.; Tukker, 
2015: 87f.). Im gewerblichen Bereich könnte Digita-
lisierung Konzepte wie ergebnisorientierte Verträge 
( Tukker, 2015: 81), vorausschauende Instandhaltung 
oder Refabrikation (hier wird das Produkt in einen neu-
wertigen Zustand gebracht und eine Garantie gegeben, 
z. B. Toner eines Laserdruckers; ERN, 2015: 4) voran-
treiben, wie sie bezogen auf hochwertige Fahrzeuge, 
Kasten 5.2.5-1
Obsoleszenz als Ursache für die Kurzlebigkeit 
von Elektrogeräten im Digitalen Zeitalter 
Die Ursachen für die immer kürzer werdenden Produktzyklen 
bei elektronischen Geräten werden unter dem Begriff „Obso-
leszenz“ diskutiert (Prakash et al., 2016). Nicht jede Obsoles-
zenz ist vom Hersteller intendiert („geplante Obsoleszenz“). 
Die Lebensdauer eines Elektrogerätes kann durch Abnutzung 
der Hardware („werkstoffliche Obsoleszenz“) begrenzt sein. 
Außerdem werden Elektrogeräte aus ökonomischen Grün-
den ersetzt, wenn sich der Einsatz produktbezogener Res-
sourcen, nötige Reparaturen und sonstige Instandhaltungen 
nicht mehr rechnen („ökonomische Obsoleszenz“; Prakash et 
al., 2016: 64). Bei Smartphones lässt sich beispielsweise eine 
zunehmend schlechtere Reparierbarkeit durch fest verbaute 
Akkus beobachten (Primus, 2015: 44). Es gibt bereits Vor-
schläge für einen deutschen und europäischen Rechtsrahmen, 
der die stoffliche Langlebigkeit und die Reparierbarkeit von 
allen Produkten fördern würde (Brönneke, 2015;  Schlacke et 
al., 2015), sowie ökologische Anforderungen an den Rechts-
rahmen für die Langlebigkeit digitaler Produkte und Dienst-
leistungen (Kurz und Rieger, 2018b).
Auch unabhängig von der Lebensdauer der Hardware ent-
steht Elektroschrott durch die verkürzte Nutzungsdauer von 
elektronischen Geräten. Status- und Modebewusstsein sowie 
der Wunsch auf dem neuesten Stand zu sein, führen immer 
häufiger zum Ersatz noch funktionierender Geräte („psycho-
logische Obsoleszenz“). So kaufen 40 % der Nutzer*innen 
in Deutschland alle zwei Jahre oder öfter ein neues Smart-
phone (Primus, 2015: 45). Die Rückführung in den Produkt-
kreislauf wird hier durch fehlende fachgerechte Entsorgung 
und Sammlung der Altgeräte regelmäßig verhindert (Primus, 
2015). Trotz des Wunschs vieler Verbraucher*innen nach 
einer längeren Nutzungsdauer veralten viele Geräte, weil sie 
den Anforderungen innovativer Dienste und Produkte nicht 
entsprechen („funktionale Obsoleszenz“). Darunter fällt z. B. 
die Inkompatibilität mit aktueller Soft- und Hardware ande-
rer elektronischer Geräte (Prakash et al., 2016: 64). Aktua-
lisiert man ein Smartphone auf das neueste Betriebssystem 
(eine Voraussetzung zur Nutzung der neuesten Apps und 
Sicherheitsstandards), können sich die Prozesse durch die 
stärkere Beanspruchung der Hardware-Kapazitäten verlang-
samen („Software-Obsoleszenz“). Bei älterer Hardware sind 
Upgrades nicht mehr möglich, sodass ein gezwungenermaßen 
veraltetes Betriebssystem zu mangelnder Datensicherheit 
und zur Inkompatibilität mit neuer Software führt (Ax et al., 
2018). 
Um Obsoleszenz zu begegnen, sollten aus Sicht des WBGU 
nicht nur die Mindestlebensdauer und die Reparierbarkeit der 
Hardware rechtlich sichergestellt werden, sondern auch 
Betriebssysteme und Software sollten auf längere Sicht auf-
wärtskompatibel bleiben und Updates zur Verfügung gestellt 
werden (Kurz und Rieger, 2018b). Entsprechende Pflichten 
der Hersteller sollten eingeführt werden. Software sollte 
bereits bei der Entwicklung modular und wartungsfähig ent-
worfen, ressourcen- und energieeffizient konzipiert und von 
Hardware weitest möglich abstrahiert werden, um für alte wie 
neue Geräte länger kompatibel zu sein (Ax et al., 2018; Hilty 
et al., 2017; Kurz und Rieger, 2018b). Außerdem sollten die 
Hersteller veralteter Geräte die herstellerspezifischen 
 Designtools, Software-Frameworks, Dokumentationen und 
Quellcodes der Software Dritten zugänglich machen, um ihre 
weitergehende Reparatur und Nutzung zu gewährleisten 
(Kurz und Rieger, 2018b). Software muss in eine integrierte 
Produktpolitik einbezogen werden, wie sie etwa von der EU 
vorangetrieben wird (Ax et al., 2018).
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Bürokommunikation, Geräte oder Maschinen bereits 
Anwendung finden (EMF, 2016: 37ff.). Ein Beispiel für 
Privatkund*innen ist „Waschen als Dienstleistung“. 
Hierbei sorgt das digitale Monitoring der Maschinen-
nutzung für eine verlängerte Lebensdauer durch vor-
sorgende und vorausschauende Instandhaltung sowie 
Software-Upgrades u. a. für die (energetische) Nut-
zungsoptimierung und Abschätzung der Restlebens-
dauer der Waschmaschine und deren Komponenten 
(Bressanelli et al., 2018). Aber auch einfachere Ansätze 
haben großes Potenzial. Schätzungen zufolge könnte 
etwa ein kreislaufbasiertes Mietmodell für Router bis 
zu 80 % Rohstoffverluste und 45 % CO2-Emissionen 
vermeiden, während die Anbieter etwa ein Drittel der 
Kosten einsparen würden (RNE, 2017: 14f.). Allerdings 
stellt sich in manchen Fällen die Frage, ob für Privat-
kund*innen und die Umwelt nicht ein einmal gekauf-
tes, aber langlebiges und letztlich bei geeigneten Sam-
melstellen zurückgegebenes Produkt sinnvoller wäre. 
Außerdem muss ein Kompromiss zwischen Datenschutz 
und die über Daten koordinierte Kreislaufwirtschaft 
gefunden werden (Bressanelli et al., 2018: 220). Auch 
setzen Produkt-Service-Systeme häufig auf geschlos-
sene Angebote, etwa Abonnements für Druckerpat-
ronen, die Kund*innen an einzelne Hersteller binden, 
anstatt etwa ein günstiges Nachfüllen zu ermöglichen 
(ERN, 2015: 70f.). Hier gilt es, mehr Systemoffenheit 
herzustellen, auch im Hinblick auf eine Reparatur. 
Reuse
Elektroschrott sollte nicht länger als Abfall behandelt, 
sondern als Quelle potenziell brauchbarer Produkte 
angesehen werden, bei denen Wiederverwendung und 
Recycling effektiv integriert werden können (Cole et 
al., 2017: 156; Parajuly und Wenzel, 2017: 279). Pio-
nierarbeit leistet die Initiative eReuse.org, die Digitali-
sierung vor allem zur Steigerung der Wiedernutzungs-
raten einsetzt (Franquesa et al., 2016: 8). Verknüpft mit 
einer App bietet das System Werkzeuge für Gerätein-
ventarisierung und -diagnostik, für das Gerätemanage-
ment und Zusammenbringen von Angebot und Nach-
frage sowie Daten zur Gerätenachverfolgung und zu 
städtischen Sammelpunkten.
Erleichtertes Reparieren ist ein zentraler Förderfak-
tor der Kreislaufwirtschaft. Forderungen nach einem 
„Recht auf Reparatur“, einer „Reparaturkultur“ oder 
„Reparaturgesellschaft“ sind hierbei unter anderem als 
Reaktion auf die Obsoleszenz von Elektrogeräten zu 
sehen (Baier et al., 2016; Bertling und Leggewie, 2016; 
Charter und Keiller, 2016; Kurz und Rieger, 2018b; 
Wiens, 2016; Kasten 5.2.5-1). Weltweit leisten bereits 
circa 1.000 Reparatur-Cafés in 25 Ländern (ca. 300–
400 in Deutschland; Charter und Keiller, 2016: 1) einen 
Beitrag zur vermehrten Reparatur von Elektrogeräten, 
Vermeidung von Elektroschrott und zum dazugehöri-
gen Diskurs. Auch Onlineinformationen (Videos, Her-
stelleranleitungen, soziale Medien) und Plattformen 
wie ifixit.com, die selbst erstellte Reparaturinformatio-
nen bereitstellen sowie Ersatzteile und Werkzeuge ver-
kaufen, leisten einen zentralen Beitrag und unterstüt-
zen auch die Arbeit der Reparatur- Cafés (Charter und 
Keiller, 2016: 9; Wiens, 2016). 
Recycle 
Um die umweltschädlichsten Lösungen Deponie oder 
Verbrennung im Umgang mit Elektroschrott am Ende 
des Produktzyklus zu vermeiden, sollte ein möglichst 
weitgehendes Recycling stattfinden. In diesem Kontext 
sind die reverse Logistik (d. h. Logistik von Kund*innen 
zurück zum Hersteller bzw. Entsorger) und das Abfall-
management entscheidend, die aber idealerweise digital 
mit früheren Nutzungsschleifen vernetzt werden (EMF, 
2016: 47ff.). In der reversen Logistik können z. B. Sen-
sorik (Satellitentechnologie, RFID, mobile Geräte) und 
IoT- bzw. Blockchain-Lösungen für die Prozessnachver-
folgung Anwendung finden, so wie es bereits in ande-
ren Logistikbereichen standardmäßig praktiziert wird. 
Dies hilft, Probleme der Müllmischung zu überwinden 
und die Ressourcennutzung in Echtzeit zu optimieren. 
Bei Abfallmanagement und Recycling ermöglicht Senso-
rik die präzisere Sortierung, Satelliten- und Mobilkom-
munikation die Echtzeit-Routenoptimierung der Abfall-
sammlung und intelligente Abfallbehälter unterstützen 
Monitoring und Anreize für ein besseres Abfallverhalten 
(EMF, 2016: 47ff.). Frühere Ideen eines rein RFID-ba-
sierten „Elektroschrott-Recyclingpass“ könnten nun 
mit dem IoT erweitert werden (Löhle et al., 2009: 68ff.; 
Schneider und Steinwender, 2009: 167). Ein Produktpass 
auf dem Gerät, in der Cloud oder über Blockchain-Lösun-
gen könnte u. a. Informationen zu Ursprung, Inhaltsstof-
fen und Zustand, sowie Demontage- und Reparaturan-
leitungen im gesamten Lebenszyklus bereitstellen, wobei 
z. B. Fluoreszenz, RFID oder DNA-Marker eine eindeutige 
Kennzeichnung und Identifikation ermöglichen (WEF, 
2019: 11). Zudem wird der Einsatz von KI in abrufba-
sierten Elektroschrottsammelsystemen erprobt (Król et 
al., 2016). NRO und Telekommunikationsunternehmen 
engagieren sich gemeinsam in der Altgerätesammlung 
(Teqcycle Solutions, 2018). Eine einfache, bereits exis-
tierende Lösung ist die kostenlose Rückgabemöglich-
keit für Elektroschrott per Post (Deutsche Post, 2018). 
Eine wesentliche Herausforderung beim Recycling 
ist neben der Sortierung die Demontage von Produk-
ten, die sich aus verschiedenen Komponenten zusam-
mensetzen. Bei hoch standardisierten Geräten wie 
Smartphones kann dies technisch vollständig durch 
Roboter erfolgen, wie etwa die Pilotprojekte Liam und 
Daisy der Firma Apple zeigen (Alvarez-de-los-Mozos 
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und Renteria, 2017: 59; Becker, 2018; WEF, 2019: 15). 
Für den vorherrschenden Fall höchst unterschiedli-
cher Elektroschrott-Zusammensetzungen wird der Ein-
satz kollaborativer, lernfähiger Roboter erforscht, die 
den Menschen bei der Erkennung und Sortierung von 
Materialien und Komponenten unterstützen, aber vor 
allem physisch anstrengende oder gefährliche Arbeiten 
bei der Demontage übernehmen (Alvarez-de-los-Mo-
zos und Renteria, 2017: 61). Ein Produktpass kann dies 
wesentlich erleichtern (WEF, 2019: 15). Für beide For-
men des Robotikeinsatzes bilden vor allem Probleme 
der Wirtschaftlichkeit im Vergleich zu bestehenden 
Praktiken noch eine Barriere. Bei der Rückgewinnung 
der Rohstoffe könnten innovative Ansätze aus der Bio- 
bzw. Materialwissenschaft zur Anwendung kommen, 
z. B. die Rückgewinnung Seltener Erden und Metalle 
durch mikrobiologische Verfahren (Bohnet, 2018).
Gewonnene Rohstoffe und anfallende „Abfälle“ 
könnten künftig über digitale Plattformen zwischen 
Unternehmen unterschiedlicher Wertschöpfungs stufen 
Kasten 5.2.5-2
Handlungsempfehlungen zum Schauplatz 
„Elektroschrott und Kreislaufwirtschaft“
Um dem Elektroschrottproblem zu begegnen, empfiehlt der 
WBGU eine klare Weichenstellung in Richtung einer mög-
lichst vollständigen Kreislaufwirtschaft sowie eine bedachte 
Digitalisierungsoffensive und deren Einbettung in rechtliche 
Rahmenbedingungen und ökonomische Anreize. 
 > Umweltgerechtes Design und Kreislaufwirtschaft för-
dern: Nachhaltige Kreislaufwirtschaft sollte explizites 
Innovations ziel der Digitalisierung werden. Die Kompatibi-
lität mit der Kreislaufwirtschaft wird bereits beim Produkt-
design bestimmt, so dass schon in der Designphase auf eine 
Integration von Kriterien für Nachhaltigkeit und Kreislauf-
fähigkeit gesetzt werden muss. Langlebigkeit,  Substitution 
toxischer Stoffe, Reparierbarkeit und Recyclingfähigkeit 
von Geräten sowie die Förderung einer Sharing-Ökonomie 
(Kap. 5.2.2.4) sind wesentliche Punkte, die bereits maß-
geblich im Design bestimmt werden. Neue Technologien 
(z. B. IoT, KI) und Ansätze (z. B. vorausschauende Instand-
haltung, reverse Logistik, Refabrikation) sollten bereits 
vor ihrer Einführung auf ihre Wirkungen im Kreislaufwirt-
schaftssystem untersucht werden.
 > Rahmensetzung, Regeln und Anreize: Staatliche Rahmen-
setzung sollte Regeln und Anreize für Ressourceneffizi-
enz enthalten, um toxische und umweltgefährdende Stoffe 
sowie die Nutzung seltener oder nicht recyclingfähiger Res-
sourcen zu vermeiden oder zu substituieren. Ein weiteres 
Ziel sollte sein, eine Reparaturkultur zu schaffen und Repa-
raturfähigkeiten zu schulen, so dass Konsument*innen Pro-
dukte reparieren und länger nutzen können (Kurz und Rie-
ger, 2018b; Bertling und Leggewie, 2016). Dazu brauchen 
sie leicht verständliche Informationen über die Lebens-
dauer von Elektronikprodukten (z. B. Reparierbarkeit), um 
dies bei der Kaufentscheidung zu berücksichtigen. Eine 
erweiterte Herstellerverantwortung für die Kreislaufwirt-
schaft sollte rechtlich verankert werden, u. a. die Verpflich-
tung der Hersteller elektronischer Geräte zu nachhaltigem 
Produktdesign unter Einbezug von Energieverbrauch, 
Lang lebigkeit, Reparierbarkeit sowie sachgerechter Rück-
nahme und Verwertung. Zudem gehören dazu die Veröf-
fentlichung von Daten und Informationen (wie z. B. Hand-
bücher, Baupläne, Funktionsweise, Komponenten, Inhalts-
stoffe) sowie eine möglichst langfristige Versorgung mit 
Ersatzteilen und Werkzeugen für Reparatur und Recycling. 
Software sollte bereits bei der Entwicklung modular und 
wartungsfähig entworfen, ressourcen- und energieeffizient 
konzipiert und von Hardware weitest möglich abstrahiert 
werden, um für alte wie neue Geräte länger kompatibel zu 
sein. Autorisierte und unabhängige Reparaturwerkstätten, 
Repair-Cafés sowie Einzelpersonen sollten dabei rechtlich 
gleichgestellt sein. Das „Recht auf Reparatur“ während der 
Garantiefrist sowie ein reduzierter Steuersatz auf Repara-
turdienstleistungen sollten geprüft und Repair-Cafés geför-
dert werden. Im Bereich von Elektronikprodukten ist hier-
bei insbesondere die verpflichtende Veröffentlichung von 
Produktdesigns und Quellcode als Open-Source-Variante 
nach Ende des kommerziellen Supports zentral. Lange 
Gewährleistungszeiten für Geräte und Software (Updates) 
schaffen Anreize für nachhaltige Produktinnovationen. 
Auch die öffentliche Beschaffung sollte konsequent auf 
entsprechende nachhaltige Kriterien ausgerichtet werden. 
 > Transparente Stoffströme gewährleisten: Die Transparenz 
beim Ressourcenverbrauch von IKT-basierten Produkten 
und Dienstleistungen sollte verbessert werden (z. B. Ver-
fügbarkeit von Marktstatistiken, Untersuchungen zum 
Materialinventar digitaler Hardware, Ökobilanzen; Köhler 
et al., 2018). Die Sammlungs- und Recyclingquoten von 
Elektroschrott sollten transparent gemacht und erheblich 
gesteigert werden, u. a. um die Extraktion von Rohstoffen 
und die damit verbundenen Umwelt- und Gesundheits-
probleme zu vermindern. Ein verbessertes Monitoring von 
Stoffströmen (z. B. digitaler Produktpass) kann die Vermei-
dung von Konfliktmineralien erleichtern, illegale Export-
ströme von Elektroschrott aus Industrieländern eindäm-
men und dabei helfen, drohende Knappheiten und schäd-
liche Umweltwirkungen frühzeitig zu identifizieren und zu 
bekämpfen. Langfristiges Ziel sollte der Aufbau eines glo-
balen Monitoring-Systems für Elektroschrott sein. Dazu 
gehören auch Dokumentation und Kontrolle der Wieder-
verwertungskette von Altgeräten. 
 > Export von Elektroschrott stoppen: In Europa anfallender 
Elektroschrott muss so effektiv wie möglich in Europa selbst 
recycelt und lokal wiederverwendet werden. Die Umset-
zungslücken des europäischen Exportverbots von Elektro-
schrott aus Europa sollen so weit wie möglich geschlossen 
werden. Strikte Überwachung des Exports elektronischer 
Altgeräte ist entscheidend, um illegale Exportströme von 
Elektroschrott zu verhindern. Eine obligatorische Zertifi-
zierung der Funktionsfähigkeit von Altgeräten als Voraus-
setzung für den Export sollte geprüft werden. 
 > Entwicklungs- und Schwellenländer unterstützen: Im Rah-
men der Entwicklungszusammenarbeit sollten informelle, 
nicht staatliche Sammelsysteme genutzt, formalisiert und 
insbesondere hinsichtlich der Arbeitsschutzes und lokaler 
Umweltbelastungen verbessert werden. Die Verbesserung 
des Vollzugs des Importverbots für defekte und nicht repa-
rierbare Elektrogeräte sollte gefördert werden.
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und Branchen (regional) gehandelt werden und so eine 
„industrielle Symbiose“ im Bereich Elektroschrott vor-
anbringen (Marconi et al., 2018; Kap. 5.2.1). Vorschläge 
reichen bis hin zu automatisierten Markt- und Logis-
tikplattformen für Sekundärrohstoffe oder intelligente 
Produkte, die quasi selbst ihren Markt erzeugen; Distri-
buted-Ledger-Technologien (Kap. 3.3.5.5) könnten für 
die erforderliche Anonymisierung von Unternehmens- 




Die klare Weichenstellung in Richtung einer möglichst 
vollständigen, zielgerichtet digital unterstützten Kreis-
laufwirtschaft sollte elementarer Bestandteil des Wegs 
hin zu Nachhaltigkeit und Zukunftsfähigkeit sein. Digi-
tale Technologien können dabei helfen, Kreislaufoptio-
nen besser erkennbar, nachvollziehbar und koordinier-
bar zu machen sowie Prozesslücken zu schließen. Die 
Politik sollte eine systemische und transformative Stra-
tegie verfolgen, die den gesamten Lebenszyklus von 
Produkten und Dienstleistungen in den Blick nimmt – 
hier am Beispiel der Elektronik- bzw. Elektroprodukte 
ausgeführt. Wo sinnvoll, bedient sie sich digitaler Tech-
nologien als Hilfsmittel. Ansatzpunkte hierfür bieten 
sich beim intelligenten, auf Energie- und Ressourcen-
einsparung sowie Recyclingfähigkeit ausgerichteten 
Produktdesign (Reller et al., 2013), der Koordination 
einer verlängerten Nutzungsdauer sowie am Ende des 
Lebenszyklus, wo digitale Lösungen auch bei Recyc-
ling bzw. Entsorgung dazu beitragen können, dass toxi-
sche, umweltgefährdende Stoffe Umwelt und Gesund-
heit nicht belasten. 
Der Umgang mit Elektroschrott ist immer noch 
vorwiegend auf Abfall und somit die Endphase des 
Lebenszyklus orientiert, was aber dem Elektroschrott-
problem nicht gerecht wird. Eine digital unterstütze 
Kreislaufwirtschaft sollte mit Strategien wie Suffizienz, 
Öko design, Reparatur und Wiederverwendung ver-
Kasten 5.2.5-3
Forschungsempfehlungen zum Schauplatz 
„Elektroschrott und Kreislaufwirtschaft“
Der WBGU empfiehlt eine breit angelegte, transformative 
Forschungsoffensive zu Elektroschrott im Kontext der digital 
unterstützten Kreislaufwirtschaft. 
 > Materialnachfrage und Stoffströme: Ursachen steigender 
Materialnachfrage im IKT-Sektor wie beschleunigte Pro-
duktzyklen, (nicht intendierte) Obsoleszenz durch Soft-
ware und Überfunktionalität sollten besser erforscht wer-
den. Zudem ist eine global orientierte Forschung zu Stoff-
strömen im Kontext von Elektroschrott zu empfehlen. 
 > Materialsubstitution: Die Materialforschung sollte ver-
stärkt einen Schwerpunkt darauf legen, die Substitution 
durch weniger seltene sowie weniger toxische und umwelt-
gefährdende Materialien sowie durch biologisch abbau-
bare Elektronik voranzutreiben. So gibt es z. B. Hinweise 
darauf, dass sich einige der strategischen Metalle durch 
kohlenstoffbasierte Nano-Materialien substituieren lassen 
könnten (Arvidsson und Sandén, 2017). Entsprechende 
Materialforschung sollte durch die Untersuchung mög-
licher Umwelt- und Gesundheitswirkungen neuartiger Sub-
stitute flankiert werden. 
 > Recyclingtechnologien: Forschung und Entwicklung zu 
technischen Lösungen für die Nutzung von Robotik und 
Maschinenlernen bzw. KI in der Kreislaufwirtschaft sowie 
für das Recycling von strategischen Metallen und Seltenen 
Erden aus Elektroschrott und Batterien (u. a. Bioleaching) 
sollten gestärkt werden. 
 > Strategische Ansätze: Die theoretischen und praktischen 
Grenzen der Kreislaufwirtschaft sollten ausgelotet werden, 
um die Notwendigkeit begleitender Maßnahmen wie Effizi-
enz- und Suffizienzstrategien einschätzen zu können. For-
schungsvorhaben im Bereich Abfallprävention (insbeson-
dere zu Rebound-Effekten) sowie zum Einfluss von Pro-
duktinformation wie zu Langlebigkeit, Reparierbarkeit 
und Recyclingfähigkeit auf Konsumentscheidungen sollten 
angestoßen bzw. verstärkt werden. Die Entwicklung einer 
Kennzahl für ökologische Obsoleszenz sollte geprüft wer-
den. 
 > Wirksamkeit von Regulierung: Studien zu wirtschaftlichen 
Anreizen für die Verminderung der Nachfrage am Anfang 
der Designphase sowie für die Verlängerung von Produkt-
lebenszeiten könnten langfristig dazu beitragen, die Recy-
clingquoten zu erhöhen. Die Ergebnisse könnten zu ver-
besserten städtischen und staatlichen Regulierungen im 
Bereich der Abfall-Governance führen (z. B. Sammelsy-
steme, Abgaben zur Steuerung des Abfallaufkommens). 
 > Kriterien und Standards: Angewandte Forschung und 
Unternehmensforschung in den Bereichen Green ICT, Open 
Source für Produktdesigns, digital gestützte Kreislaufwirt-
schaft in Bezug auf Nachhaltigkeitskriterien und -stan-
dards inklusive nachhaltiger und langlebiger (offener) Soft- 
und Hardware sollten vermehrt unterstützt werden. 
 > Zugang zu Daten und Informationen: Öffentlich zugängliche 
Daten und Informationen im Bereich Ressourcen, Stoff-
ströme und Elektroschrott sind wichtige Voraussetzung für 
Forschungsarbeiten (Kap. 5.3.10). Ein Beispiel ist die quan-
titative Analyse der Materialflüsse in der Elektronikindu-
strie: Welches Wiederverwendungspotenzial steckt in den 
unterschiedlichsten Abfallströmen? Welche Informationen 
(verwendete Materialen, Baupläne) sind in den bestehen-
den Datenplattformen vorhanden bzw. sollten vorhanden 
sein? Zu welchen Kosten und für wen sind sie verwendbar?
 > Partizipation und Akteure: Teilhabemöglichkeiten und Aus-
wirkungen unterschiedlicher Gestaltungsoptionen der 
Kreislaufwirtschaft auf verschiedene Akteursgruppen wie 
z. B. zivilgesellschaftliche Initiativen (z. B. Repair-Cafés), 
Hersteller und unabhängige Reparaturwerkstätten sowie 
Individuen sollten untersucht werden, v. a. auch mit Blick 
auf die Wirkungspotenziale sozialer Innovationen.
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stärkt auf die Anfangsphase des Produktlebenszyklus 
ausgerichtet werden. Neben technischen und rechtli-
chen Lösungen sind hierfür auch neue Geschäftsmo-
delle, Verbraucherbildung, soziale Innovationen und 
veränderte kulturelle Praktiken gefragt, beispielsweise 
zu Verhaltensänderungen und nachhaltigem Konsum 
(Kap. 5.2.2, 5.2.3). Ohne flankierende Strategien für 
Suffizienz und veränderte Konsummuster wird Kreis-
laufwirtschaft nicht erfolgreich sein können (Schneide-
wind, 2018). 
Der WBGU empfiehlt zeitnahe politische und öko-
nomische Weichenstellungen: Klare Regulierung und 
Anreizmaßnahmen (sowohl national und europäisch, 
als auch international), um bereits beim Produktde-
sign weg von toxischen Stoffen und hin zu Ressour-
ceneffizienz und modularen Produkten zu gelangen; 
eine neue, auch digital unterstützte Sharing-Ökonomie 
und Produkt-Service-Systeme; Impulssetzungen weg 
von der Wegwerfmentalität hin zu langlebigen Pro-
dukten und Reparatur sowie weg von illegalen Elek-
troschrottexporten in Schwellen- und Entwicklungs-
länder hin zu effektivem Recycling an den Orten des 
Konsums. Rechtliche und steuerliche Anreize werden 
bei dieser Umstellung eine wichtige Rolle spielen. Zu 
den Voraussetzungen für diese Weichenstellung gehö-
ren eine bedachte Digitalisierungsoffensive, um die 
genannten positiven Potenziale der Digitalisierung 
entlang des gesamten Produktlebenszyklus zu heben 
und Rebound-Effekten zu begegnen (Kasten 5.2.5-2), 
sowie eine Forschungsoffensive, die Optionen verbes-
serter Informationszugänglichkeit über Produktrepa-
rierbarkeit bis hin zur Entwicklung biologisch abbau-
barer Elektronik in den Blick nimmt (Kasten 5.2.5-3). 
5.2.6 
Digitalisierung für Klimaschutz und 
 Energiewende
SDG 7 zielt auf den Zugang aller Menschen zu bezahl-
barer, verlässlicher, nachhaltiger und zeitgemäßer 
Energie, SDG 13 auf die Bekämpfung des Klimawan-
dels und seiner Auswirkungen. Beide Ziele können 
nur im Zusammenhang erreicht werden, wobei digi-
tale Technologien wie intelligente Stromnetze (Smart 
Grids), intelligente Messsysteme (Smart Meter) und 
digital unterstützte Energiespeicher eine wichtige Rolle 
einnehmen können.
Die erfolgreiche Umsetzung des Übereinkommens 
von Paris erfordert eine Transformation der Energiesys-
teme sowie Änderungen in der Landnutzung, der urba-
nen Infrastrukturen und der industriellen Produktion 
(IPCC, 2018; WBGU, 2011). Während es für kurzlebi-
gere Treibhausgase wie CH4 und N2O, die etwa in der 
Landwirtschaft entstehen, ausreichend ist, die Emissio-
nen auf einem niedrigen Niveau zu stabilisieren, müs-
sen die anthropogenen Emissionen von CO2 auf null 
abgesenkt werden, um eine weitere Klimaerwärmung 
zu stoppen (IPCC, 2018: 14f.). Hauptquellen anthropo-
gener CO2-Emissionen sind die Nutzung fossiler Ener-
gieträger wie Kohle, Erdöl und Erdgas sowie zu einem 
geringeren Teil (12 %) Emissionen aus Landnutzungs-
änderungen (Le Quéré et al., 2018). Je nachdem, wie 
schnell die Treibhausgasemissionen sinken, wird mit-
telfristig zusätzlich eine Entfernung von CO2 aus der 
Atmosphäre nötig sein, um die Ziele des Abkommens 
zu erreichen (IPCC, 2018; Kasten 5.2.6-1). Aus Sicht 
des WBGU sollte die Notwendigkeit solcher „negativen 
Emissionen“ möglichst gering gehalten werden (WBGU, 
2016b). Zentral ist daher eine weitgehende Dekarbo-
nisierung der globalen Energiesysteme bis Mitte des 
21. Jahrhunderts. Dies wird nur möglich sein, wenn 
die Energienachfrage im selben Zeitraum nicht zu stark 
ansteigt (WBGU, 2016b). Noch werden knapp 80 % der 
globalen Energienachfrage mit fossilen Energieträgern 
bedient und nur gut 10 % durch moderne erneuerbare 
Energien (Wasserkraft, Wind, Sonne, Biomasse bzw. 
Biokraftstoffe, Geothermie, Meeresenergie; REN21, 
2018a: 34). Gleichzeitig muss der Zugang aller Men-
schen zu nachhaltiger und moderner Energie gesichert 
werden (SDG 7). Noch immer haben fast 1 Mrd. Men-
schen weltweit keinen Zugang zu Elektrizität, und rund 
3 Mrd. Menschen sind zum Kochen auf gesundheits-
schädliche Energieformen wie traditionelle Biomasse 
oder Kohle angewiesen (UN, 2018c). Wissenschaft-
ler*innen haben verschiedene Szenarien entwickelt, 
wie bis 2050 alle Sektoren zu 100 % mit erneuerba-
ren Energien versorgt werden könnten (WBGU, 2016b; 
Jacobson et al., 2017). Kernelemente solcher Szena-
rien sind die Elektrizitätserzeugung auf Basis erneu-
erbarer Energien, die Vernetzung der Elektrizität mit 
anderen Sektoren wie Mobilität, Wärme und Industrie 
(Sektorkopplung) sowie Technologien und Instrumente 
zur Dämpfung der Energienachfrage. Eine solche glo-
bale Energiewende könnte zudem Millionen Todesfälle 
durch Luftverschmutzung verhindern (Jacobson et al., 
2017). 
Digitale Technologien spielen eine Schlüsselrolle 
für die Ermöglichung einer globalen Energiewende. 
Ihr Einsatz kann die Weichen für die Dekarbonisie-
rung der Energiesysteme stellen (Kap. 5.2.6.1) und zur 
verlässlichen Energieversorgung in netzfernen Regio-
nen beitragen (Kap. 5.2.6.2). Gleichermaßen kann die 
Digitalisierung die Energiewende aber auch gefähr-
den, wenn sie zu einer stark steigenden Energienach-
frage führt (Kap. 5.2.6.3). Digitale Technologien und 
Anwendungen können auch jenseits des Energiesek-
tors zum Klimaschutz beitragen, wobei auch in ande-
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ren Sektoren mögliche Rebound-Effekte kritisch zu 
prüfen sind. Beispielsweise könnte nachhaltige Intensi-
vierung in der Landwirtschaft mit Hilfe digitaler Tech-
nologien den Druck auf Landnutzungsänderungen ver-
mindern und so Emissionen vermeiden (Kap. 5.2.9). 
Integrierte Smart-City-Konzepte (Kap. 5.2.7) könn-
ten urbane Emissionen senken. Auch in der Industrie 
gibt es ehebliche Effizienzpotenziale die dem Klima-
schutz dienen können, etwa im Bereich der Waren-
produktion (Kap. 5.2.1). Weitere Potenziale ergeben 
sich bei der Logistik in Gebäuden und im Transportsek-
tor (Kap. 5.2.8; de Coninck et al., 2018: 370). Zudem 
sind digitale Technologien nicht nur für den Klima-
schutz relevant, sondern können insbesondere auch 
im Bereich der Informationsbereitstellung für Klimaan-
passung und Katastrophenvorsorge eine wichtige Rolle 
spielen, etwa durch verbesserte Wettervorhersage und 
Frühwarnsysteme (Lourenço et al., 2015).
5.2.6.1 
Digitale Technologien für die Energiewende 
 nutzen
Die Digitalisierung der Energiesysteme ist bereits in 
vollem Gange. Globale Investitionen in digitale Elekt-
rizitätsinfrastruktur und Software sind in den letzten 
Jahren um jährlich 20 % gestiegen (IEA, 2017a: 21). 
Digitale Technologien beeinflussen dabei so gut wie alle 
Aspekte der Energiesysteme (IEA, 2017c), und ihnen 
wird ein erhebliches transformatives Potenzial für das 
gesamte Energiesystem zugesprochen (IEA, 2017a). 
In der Vergangenheit war der Elektrizitätssektor 
durch Großkraftwerke geprägt, die bedarfsgerecht 
Strom bereitstellen. Mittlerweile wird der Strom glo-
bal bereits zu mehr als 26 % auf der Basis erneuerba-
rer Energieträger erzeugt (REN21, 2018b: 41), mit stei-
gender Tendenz. Aufgrund der dezentralen und fluk-
tuierenden Verfügbarkeit erneuerbarer Energien stellt 
deren großflächige Integration in bestehende netz-
gebundene Elektrizitätssysteme zunehmende Her-
Kasten 5.2.6-1
Das Spannungsfeld zwischen „negativen 
Emissionen“ und synthetischen Kraftstoffen
Digitale Technologien nehmen eine wichtige Rolle für den 
Klimaschutz im Verkehr ein, etwa indem sie neue Mobili-
tätskonzepte ermöglichen, die potenziell die Verkehrsmenge 
reduzieren. Sie sollten darüber hinaus eingesetzt werden, 
um im Rahmen der Sektorkopplung neue Antriebsformen zu 
ermöglichen und dabei Pfadabhängigkeiten vermeiden, die 
den langfristigen Klimaschutz erschweren könnten.
Kaum ein Klimaschutzszenario, das den Zielen des Über-
einkommens von Paris gerecht wird, kommt in der zweiten 
Hälfte dieses Jahrhunderts ohne „negative Emissionen“ aus, 
d. h. ohne die Entfernung von CO2 aus der Atmosphäre (IPCC, 
2018). Dabei geht es um Hunderte von Mrd. t CO2, die über 
das 21. Jahrhundert aus der Atmosphäre entfernt werden 
müssten. Zum Vergleich: Die derzeitigen globalen jährlichen 
Emissionen aus der Verbrennung fossiler Energieträger betra-
gen etwa 36 Mrd. t CO2. Derzeit ist noch unklar, mit welchen 
Technologien CO2 tatsächlich langfristig aus der Atmosphäre 
entfernt werden kann. Im Gespräch ist zum einen die Kom-
bination von Bioenergienutzung mit der Abscheidung und 
Einlagerung von CO2 (Bioenergy with Carbon Capture and 
Storage – BECCS), zum anderen geht es um großskalige Auf-
forstung; in Modellstudien zum Klimaschutz werden fast 
ausschließlich diese beiden Optionen berücksichtigt (Fuss et 
al., 2014). Beide Methoden stehen in Konkurrenz zu ande-
ren Landnutzungen, etwa für Ernährung oder Artenvielfalt. 
Andere Technologien, wie die direkte technische Aufnahme 
von CO2 aus der Atmosphäre (Direct Air Capture – DAC) sind 
derzeit nicht ökonomisch darstellbar, extrem energieintensiv 
und erreichen nur winzige Aufnahmemengen (z. B. clime-
works.com: 900 t CO2 pro Jahr). Entsprechende Projekte zie-
len in der Regel auf die Nutzung des abgetrennten CO2 ab (de 
Coninck et al., 2018: 346; Wilcox et al., 2017). Es wird also 
schwierig werden, die erforderlichen Mengen an CO2 dauer-
haft aus der Atmosphäre zu entfernen. 
Gleichzeitig wird im Rahmen der Energiewende zuneh-
mend die Nutzung synthetischer Kraftstoffe auf Basis erneu-
erbarer Energien als Option für einen klimaverträglichen Ver-
kehrssektor diskutiert (WEC, 2018). Hierbei kann es sich um 
Wasserstoff handeln, der über Wasserelektrolyse gewonnen 
wird, oder aber um kohlenstoffbasierte synthetische Kraft-
stoffe wie Methan, Methanol, Diesel, Benzin oder Kerosin. 
Letztere benötigen in der Herstellung CO2 und setzen dieses 
bei der Nutzung wieder frei. Um diese Kraftstoffe CO2-neu-
tral zu halten, muss das eingesetzte CO2 also aus der Atmo-
sphäre stammen, d. h. aus Biomasse oder DAC. Dieses aus der 
Atmosphäre stammende CO2 steht damit nicht mehr für die 
Schaffung der notwendigen „negativen Emissionen“ zur Ver-
fügung, sondern wird bei der Nutzung der entsprechenden 
synthetischen Kraftstoffe wieder in die Atmosphäre freige-
setzt. Der World Energy Council rechnet bis 2050 mit einer 
globalen Nachfrage nach synthetischen Kraftstoffen von 
10.000 bis 20.000 TWh pro Jahr. Handelt es sich dabei um 
kohlenstoffbasierte Kraftstoffe, entspricht dies einer erhebli-
chen Menge an CO2, die nicht für die langfristige Einlagerung 
zur Verfügung stünde: Nimmt man etwa an, es handelt sich 
ausschließlich um synthetisches Methan (dies setzt ca. 500 g 
CO2 pro KWh frei (WBGU, 2011), entspräche dies etwa 5–10 
Mrd. t CO2 pro Jahr.
Der WBGU empfiehlt daher, für die Sektorkopplung im 
Verkehrsbereich nicht auf kohlenstoffbasierte synthetische 
Kraftstoffe zu fokussieren, sondern primär andere Lösungen 
(z. B. Batterien, Wasserstoff) anzustreben. Besondere Heraus-
forderungen ergeben sich allerdings bei der Luftfahrt, beim 
Langstreckentransport und der Schifffahrt (Davis et al., 
2018). Hierzu sollte verstärkt erforscht werden, welchen Bei-
trag digitale Technologien leisten können, um die Notwendig-
keit kohlenstoffbasierter synthetischer Kraftstoffe möglichst 
gering zu halten, etwa im Bereich der Material- oder Batterie-
forschung.
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ausforderungen an existierende Infrastrukturen und 
Regulierungen. Die Systemintegration ist eine Voraus-
setzung, um z. B. auch das in vielen Szenarien noch 
unterschätzte Potenzial der Photovoltaik erschließen 
zu können (Creutzig et al., 2017). Konzeptionell kann 
dieser Herausforderung mit „virtuellen Kraftwerken“ 
begegnet werden, d. h. einer intelligenten Zusammen-
schaltung und gemeinsamen Steuerung verschiede-
ner dezentraler Stromerzeuger und Speicher. Virtuelle 
Kraftwerke können flexibel auf Änderungen im Netz 
reagieren und tragen durch die gemeinsame Steuerung 
dezentraler Energieerzeugungs- und -speicherungs-
anlagen wesentlich zu einer stabilen Energieversor-
gung bei. Aufgrund der Bündelung und Kombination 
mit Speichern können volatile Energiequellen geglät-
tet werden und verlässlich elektrische Leistung bereit-
gestellt werden. Der Zweck des Zusammenschlusses ist 
dabei auch eine gemeinsame Vermarktung von Strom 
und Flexibilität sowie die Bereitstellung von System-
dienstleistungen wie z. B. von Regelleistung. Lösungen 
zur digitalen Vernetzung und intelligenten Steuerung 
unterstützen auch den im folgenden beschriebenen 
Paradigmenwechsel bei der Flexibilisierung der Ener-
gieversorgung (Farhangi, 2010).
Der Elektrizitätssektor ist heute zudem noch immer 
weitgehend von den anderen Energiesektoren wie Hei-
zung bzw. Kühlung und Transport isoliert und macht 
für sich genommen etwa 20 % der globalen Endener-
gienachfrage aus (REN21, 2018a). Zukünftig ist erstens 
ein sehr viel komplexeres, dezentrales System denkbar, 
bei dem nicht mehr ausschließlich die Bereitstellung 
der Nachfrage angepasst wird, sondern gleichzeitig 
durch „smarte“ Systeme die Nachfrage gesteuert wer-
den kann um dem Angebot zu folgen. Zweitens werden 
die  Sektorgrenzen im Zuge der Sektorkopplung durch-
lässiger: Wärme und Mobilität werden zunehmend mit 
Elektrizität gekoppelt, und stellen gleichzeitig neue 
Speicherkapazitäten zur Verfügung (z. B. Batterien von 
Elektroautos). Es wird erwartet, dass in einem solchen 
System den digital unterstützten Übertragungsnetzen 
bzw. ihren Betreibern eine zentrale Rolle bei der Stabili-
sierung des Gesamtsystems zukommt (IEA, 2017a: 86). 
Diese Entwicklungen könnten den Weg in eine 
vollständig erneuerbare und weitgehend emissions-
freie Energiezukunft ebnen, sofern die entsprechen-
den Anreize und Rahmenbedingungen gesetzt wer-
den. Dabei ist es wichtig, auch die systemischen Ver-
knüpfungen mit anderen für den Klimaschutz relevan-
ten Sektoren sowie Auswirkungen auf andere Aspekte 
der Nachhaltigkeit zu betrachten. Als Möglichkeit für 
die Sektorkopplung wird z. B. nicht nur die Elektrifi-
zierung, sondern auch die Substitution fossiler Ener-
gieträger durch Biomasse oder synthetische Kraft-
stoffe auf Basis erneuerbarer Energien diskutiert. Der 
WBGU empfiehlt, dabei einen holistischen Blick auf die 
Anforderungen des Klima- und Biodiversitätsschutzes 
sowie die SDGs zu wahren. Die Nutzung von Bioener-
gie muss im Kontext von Landnutzungskonkurrenzen 
(Nahrungsmittelproduktion, Ökosystemleistungen, 
Artenschutz) bewertet werden (Smith, 2018; WBGU, 
2009b). Die Potenziale kohlenstoffbasierter syntheti-
scher Kraftstoffe sollten im Kontext mit den langfris-
tigen Herausforderungen des Klimaschutzes bewertet 
werden ( Kasten 5.2.6-1). 
5.2.6.2 
Digitale Technologien zur Überwindung von 
 Energiearmut in Entwicklungsländern nutzen
Die Kombination von erneuerbaren Energiequellen und 
digitalen Lösungen kann einen wichtigen Beitrag zur 
Überwindung von Energiearmut leisten (Hafner et al., 
2019, UNIDO, 2017). Obschon der Anteil der globalen 
Bevölkerung mit Zugang zu Elektrizität stetig ansteigt 
(von 79 % im Jahr 2000 auf 87 % im Jahr 2016; IEA, 
2017b), reichen derzeitige Bemühungen nicht aus um 
bis 2030 allen Menschen Zugang zu erschwinglicher, 
verlässlicher und nachhaltiger Energie zu gewährleis-
ten (SDG 7; UN, 2018c). Noch im Jahr 2016 hatten in 
der UN-Gruppe der am wenigsten entwickelten Staa-
ten (LDCs) über 65 % der Bevölkerung keinen Zugang 
zu Elektrizität (World Bank, 2017b). Dabei ist der länd-
liche Raum deutlich im Nachteil: 80 % der Personen die 
seit 2010 Zugang erhielten leben in Städten und die 
ländliche Bevölkerung macht 87 % des Zugangsdefizits 
aus (UN, 2018c).
Verlässliche Stromversorgung in netzfernen 
Regionen: Solar-Home-Systeme und Mini Grids
Viele der oben genannten Potenziale digitalisier-
ter Technik für die Energiewende können Regio-
nen mit unterentwickelter Netzinfrastruktur tech-
nisches Leap frogging beim Netzausbau ermöglichen 
und dabei neben CO2-Emissionen auch Stromausfälle 
und Verluste reduzieren (IEA, 2017a; IRENA, 2019). 
Der flächendeckende Netzausbau in nichtelektrifizier-
ten Gegenden ist jedoch ökonomisch und technisch 
schwierig, weshalb in den netzfernen ländlichen Regio-
nen zunehmend auf dezentralisierte Energieversorgung 
mit digitaler Unterstützung gesetzt wird (Alstone et al., 
2015). Im Fokus stehen zwei Ansätze: Der Ausbau klei-
nerer lokaler Netze, Mini Grids sowie haushaltsbasier-
ter Insellösungen wie etwa Solar-Home-Systeme (SHS; 
Nerini et al., 2016). 
Für die Bereitstellung und Finanzierung von SHS, 
die gewöhnlich aus einem Solarmodul und einer Bat-
terie bestehen, ist IKT zentral. SHS nutzen häufig die 
bereits verbreitete Mobilfunkinfrastruktur. Typische 
Geschäftsmodelle sind „pay to own“ (per Mobiltele-
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fon wird ein netzunabhängiges Gerät in Raten abbe-
zahlt) und „solar as a service“ (per Mobiltelefon werden 
Zahlungen für Strom als Dienstleistung getätigt, jedoch 
wird das Gerät nie zum Eigentum; IEA, 2017b). Diese 
Systeme eignen sich für Regionen mit niedriger Bevöl-
kerungsdichte und können relativ zügig eine Basisver-
sorgung auf Haushaltsebene schaffen. Außer in Regi-
onen mit sehr niedriger Bevölkerungsdichte werden 
sie aufgrund der Kostenintensität und relativ geringen 
Strommengen pro Haushalt jedoch nur als kurzfris-
tige Maßnahme gesehen (Chattopadhyay et al., 2015; 
Nerini et al., 2016). 
Langfristig verlässlicheren Energiezugang bieten 
Mini Grids, d. h. lokale Energienetze, die unabhängig 
von einem Hauptnetz operieren können und auf modu-
laren Erzeugungstechnologien beruhen, z. B. Photovol-
taik, Windturbinen, kleinen Wasserkraftwerken und 
derzeit häufig auch noch Diesel- oder Gasgeneratoren. 
Ohne solche emissionsintensiven Generatoren werden 
zunehmend Batteriespeicher eingesetzt, um einen sta-
bilen Stromfluss zu ermöglichen (IEA, 2017b). Im Jahr 
2016 wurden bereits 133 Mio. Personen mit netz-
unabhängiger erneuerbarer Energie versorgt, davon 
2,1 Mio. Personen von photovoltaikbasierten Mini 
Grids. Und die Wachstumsraten sind hoch: In nur acht 
Jahren verdreifachte sich die Zahl der in Asien über 
Mini Grids versorgten Personen, im afrikanischen Kon-
tinent wuchs sie um das Sechsfache (IRENA, 2016). 
Auf Basis erneuerbarer Energie betriebene Mini Grids 
bieten im Vergleich zu SHS einige Vorteile: Sie können 
mehreren Haushalten gleichzeitig eine qualitativ hoch-
wertige Stromversorgung bereitstellen und sind dabei 
kostengünstiger. Sie ermöglichen zudem grundlegende 
Dienste wie Straßenbeleuchtung, sind spannungsstabil 
und belastbar genug für industrielle Zwecke, und sie 
können mittelfristig ins nationale Netz integriert wer-
den. Selbst in Gegenden mit Netzanschluss bieten sie 
ein verlässliches Ersatzsystem bei Versorgungsstörun-
gen und erhöhen deren Resilienz (IRENA, 2016; IEA, 
2017b). 
Für die beschleunigte regionale Ausweitung solcher 
Systeme können digitale Innovationen einen wichtigen 
Beitrag leisten. Ähnlich wie im Hauptnetz kann IKT die 
Leistungsstandards von Mini Grids verbessern (z. B. fle-
xible Lastenkontrolle, intelligente Zähler) und ähnlich 
wie bei SHS können Konsumenten durch das Mobil-
funknetz aktiver einbezogen und informiert werden 
(IEA, 2017a; IRENA, 2019). Aktuelle Forschung zielt 
darauf, kurzfristige Kontrollsysteme mit intelligenter 
Steuerung und akkurateren Leistungsprognosen für 
Solar- und Windenergie zu verfeinern, Zählertechno-
logien anzupassen, Interoperabilität durch Standards 
zu verbessern, sowie die Verknüpfung unterschiedli-
cher Technologien zu vereinfachen (IRENA, 2016). In 
Verbindung mit den sinkenden Kosten für Photovoltaik 
und Batteriesysteme liegt hier großes Potenzial, das 
SDG 7 zu erreichen. Jedoch sollten auch hier neu auf-
kommende digitale Risiken etwa für Netzresilienz und 
Privatsphäre vermehrt erforscht und adressiert werden.
Während die technologischen Grundlagen weitest-
gehend existieren, sind förderliche politische Rahmen-
bedingungen und Investitionen notwendig, um die 
Marktreife und Marktdurchdringung von Mini Grids zu 
erreichen. Die Regulierung von Mini Grids steht noch 
am Anfang. Die Internationale Agentur für Erneuerbare 
Energie (IRENA) empfiehlt, dass neu einzuführende 
Standards ausreichend flexibel sein sollten, um auch 
weitere Entwicklungen und Innovationen zu ermög-
lichen (IRENA, 2016). Die Regierungen sollten den 
Aufbau von Kompetenzen und die Verbreitung von 
Expertise durch internationale Kooperation und Indus-
trieförderung stärken. Die Internationale Energieagen-
tur (IEA) betont zudem, dass Mini-Grid-Systeme von 
der jeweiligen Landesregierung mit langfristigen Plä-
nen zum strategischen Netzausbau verknüpft werden 
sollten (IEA, 2017b). Die dynamische Entwicklung der 
Energiemärkte sowie digitaler Innovationen sind hier-
bei für politische Entscheidungsträger eine nicht zu 
unterschätzende Herausforderung. 
5.2.6.3 
Durch Digitalisierung erzeugte Energienachfrage 
einhegen
Eine zu starke Steigerung der globalen Energienach-
frage kann die Energiewende unterminieren, da dann 
eine rechtzeitige vollständige Dekarbonisierung der 
Energiesysteme erschwert wird. Globale Abschätzun-
gen, wie die Digitalisierung mit ihren direkten und indi-
rekten Effekten die globale Energienachfrage beein-
flussen wird, liegen nicht vor (Köhler et al., 2018). Ver-
schiedene Studien zeigen potenziell erhebliche positive 
wie negative Auswirkungen der Digitalisierung auf die 
Energienachfrage in verschiedenen Sektoren, wobei die 
Unsicherheiten sehr groß sind. Der möglichen höheren 
Effizienz durch intelligente Steuerung und Elektrifizie-
rung stehen Steigerungen der Energienachfrage durch 
neue Geräte, Softwareanwendungen und Verhaltens-
änderungen gegenüber (Köhler et al., 2018). Es wird 
daher extrem von den Rahmenbedingungen abhängen, 
welchen Weg die zukünftige Energienachfrage nimmt.
Änderung der Energienachfrage in ausgewählten 
Sektoren durch digitale Technologien
Auswirkungen digitaler Technologien auf die Energie-
nutzung des Transportsektors, die derzeit 28 % der glo-
balen Endenergienachfrage ausmacht (IEA, 2017a), 
ergeben sich etwa durch die erwartete Automatisierung, 
Vernetzung und Elektrifizierung und Möglichkeiten des 
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Sharings. Sie könnten erheblich sein, ohne dass jedoch 
klar ist, ob sie die Nachfrage erhöhen oder senken. Sze-
narien von Wadud et al. (2016) zeigen beispielsweise, 
dass sich im Transportsektor der USA die Energienach-
frage durch Automatisierung der Fahrzeuge halbieren 
oder sogar mehr als verdoppeln könnte, abhängig von 
den Annahmen über technologische und gesellschaft-
liche Entwicklungen. Beispielsweise könnten Teilau-
tomatisierungen durch Effizienzeffekte die Energie-
nachfrage senken, während vollautonome Fahrzeuge 
erhöhte Anreize zum Reisen bieten. Die urbane Mobili-
tät wird noch einmal vertieft in Kapitel 5.2.8 diskutiert.
Gebäude sind derzeit für etwa ein Drittel der glo-
balen Endenergienachfrage und 55 % der Elektrizi-
tätsnutzung verantwortlich. Werden die durch digitale 
Technologien ermöglichten Effizienzpotenziale genutzt 
(z. B. smarte Steuerung, Nutzung von Echtzeitdaten 
bei Heizung, Kühlung und Beleuchtung), könnte nach 
einer Berechnung der IEA die Gesamtenergienachfrage 
in diesem Sektor im Zeitraum 2017–2040 um 10 % 
gegenüber einem Referenzszenario ohne Nutzung die-
ser Potenziale gesenkt werden. Dies setzt allerdings 
voraus, dass nur ein geringer Rebound-Effekt zu ver-
zeichnen ist. Nach Einschätzung der IEA wäre es glei-
chermaßen möglich, dass diese Einsparungen durch 
neue digitale Dienstleistungen und steigende Stand-
by-Verbräuche wieder zunichte gemacht werden (IEA, 
2017a: 29). 
Ein dritter wichtiger Sektor ist die Industrie mit der-
zeit 38 % der globalen Endenergienachfrage. Automa-
tisierung hat in diesem Sektor eine lange Geschichte, 
und es gibt zahlreiche Beispiele, wie Effizienzgewinne 
realisiert werden können, etwa durch optimierte Pro-
zesskontrolle (IEA, 2017a). Digitalisierung kann zudem 
zielgerichtete Innovationen unterstützen, etwa indem 
energie- und ressourcenintensive Testreihen auf einen 
„digitalen Zwilling“ übertragen werden, also virtuell 
erfolgen. Kapitel 5.2.1 gibt einen Überblick über Poten-
ziale der Digitalisierung für industrielle Produktion und 
Kreislaufwirtschaft. Produktionsprozesse könnten also 
durch die Digitalisierung Effizienzsteigerungen erfah-
ren, allerdings steht diesen auch wieder eine Steigerung 
der Energienachfrage durch Rechnerleistungen, Daten-
übertragung und Datenspeicherung gegenüber, so dass 
die Nettoeffekte unklar sind (EU-Parlament, 2016). 
Zudem sind viele der Effizienzpotenziale mit erhebli-
chen Anfangsinvestitionen verbunden und erfordern 
spezielle technische Expertise, was insbesondere für 
kleine und mittlere Unternehmen eine Herausforde-
rung sein kann (IEA, 2017a).
Die Energienachfrage der digitalen Infrastruktur 
Die digitalen Lösungen, welche die Potenziale für eine 
rapide Dekarbonisierung bergen, benötigen selbst 
Energie. Wenn Milliarden neue Geräte in den kommen-
den Jahren vernetzt werden, wird die Energienachfrage 
durch Datenzentren und Übertragungsdienste steigen. 
Die IEA beziffert allein die globale Stromnachfrage von 
Datenzentren auf 194 TWh (1 % der globalen Nach-
frage) in 2014, die von Übertragungsdiensten auf 185 
TWh in 2015. Bis 2020 sei zudem mit mehr als 20 Mrd. 
vernetzten IoT-Geräten zu rechnen, die alle Strom nach-
fragen. Prognosen über die zukünftige Energienach-
frage durch IKT die über wenige Jahre hinausgingen 
seien jedoch schwierig, da zum einen hohe Unsicher-
heiten über die stark wachsenden Datenmengen beste-
hen, zum anderen kaum absehbar sei, ob weitere Effi-
zienzverbesserungen möglich seien (IEA, 2017a: 103). 
Derzeit zeichnet sich jedoch trotz hoher Effizienz-
steigerungen im IKT-Sektor keine Trendwende ab. Im 
Gegenteil: die direkte Energienachfrage des IKT-Sektors 
steigt weiterhin rasant an (Köhler et al., 2018). Ener-
gieeffizienz wie auch Ressourceneffizienz sollten daher 
als dezidiertes Innovationsziel digitalisierter Systeme 
und Anwendungen etabliert und durch entsprechende 
regulatorische Rahmenbedingungen flankiert werden.
5.2.6.4 
Risiken eines digitalisierten  Energiesystems: 
 Resilienz und Privatsphäre 
Wieviel Digitalisierung benötigt ein tatsächlich „intel-
ligentes“ Energiesystem? Die zunehmende Digitalisie-
rung der Energiesysteme im Zuge der Diversifizierung 
und Dezentralisierung von Energietechnologien, die 
Einbindung von Millionen von Energie-„Prosumenten“ 
und Milliarden von IoT-Geräten in die Energienetze und 
der immer umfangreichere Einsatz von digitalem Moni-
toring und Steuerungselementen lässt ein komple-
xes „Energie-Internet“ entstehen (IEA, 2017a). Dieses 
hochgradig IKT-abhängige Energiesystem birgt neue 
Risiken für Resilienz und Privatsphäre: Smart Grids 
sind nicht zwangsläufig die robusteren oder effiziente-
ren Systeme und können sogar, etwa bei übermäßiger 
Automatisierung, Menschen in ihrer individuellen Ent-
scheidungsmacht und Mündigkeit im Sinne nachhalti-
gen Handelns einschränken.
Resilienz der Energieversorgung
Energiesysteme gehören zu den besonders kritischen 
Infrastrukturen, da nicht nur die Energieversorgung 
selbst, sondern auch alle anderen kritischen Infrastruk-
turen wie Wasserversorgung oder Kommunikationsnetze 
von ihnen abhängen. Durch die zunehmende Digitalisie-
rung und Vernetzung der Energiesysteme können sich 
zusätzliche Risiken bezüglich ihrer Verlässlichkeit und 
Stabilität ergeben (EU-Parlament, 2016). Die Auswei-
tung der Energienetze zu einem „Energie-Internet“, bei 
dem z. B. auch Endgeräte eingebunden sind, kann die 
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Anfälligkeit der Netze gegenüber digitalen Risiken wie 
geomagnetischen Stürmen, Hackerangriffen und Viren 
erhöhen (Jacobson et al., 2017; IEA, 2017a). Im Kontext 
des globalen WannaCry-Angriffs 2017 waren z. B. mehr 
als 20.000 Tankstellen der China National Petroleum Cor-
poration gezwungen, offline zu gehen (IEA, 2017a). Ein 
zweites Problem kann durch höhere Fehleranfälligkeit 
und emergentes Verhalten entstehen: wenn unterschied-
liche Systeme zu einem „System von Systemen“ vernetzt 
werden, kann die Interaktion der Systeme zu unerwar-
tetem Verhalten führen, etwa durch Rückkopplungs-
schleifen. Ein dramatisches Beispiel für diese Fragilität 
interdependenter Systeme ist der Stromausfall in Italien 
vom 28. September 2003, bei dem über 50 Mio. Men-
schen betroffen waren. Der Ausfall von Stromkraftwer-
ken führte zum Zusammenbruch von Netzwerkknoten 
des Internets, was wiederum zum Ausfall weiterer Kraft-
werke führte und eine großflächige Kaskade von Ausfäl-
len in Gang setzte (Buldyrev et al., 2010). Die Resilienz 
digitalisierter Systeme sollte, mit Blick auf diese neuen 
Kasten 5.2.6-2
Handlungsempfehlungen zum Schauplatz 
„Digitalisierung für Klimaschutz und 
Energiewende“
 > Klima- und energiepolitische  Rahmenbedingungen stärken: 
Ohne klare Richtlinien kann die Digitalisierung als Brand-
beschleuniger des steigenden Energie- und Ressourcenbe-
darfs sowie der Treibhausgasemissionen wirken. Grund-
voraussetzung, um die Potenziale der Digitalisierung für die 
Transformation der Energiesysteme und den Klimaschutz 
zu nutzen sind daher starke klima- und energiepolitische 
Rahmenbedingungen, wie sie der WBGU in früheren Gut-
achten bereits ausgeführt hat (WBGU, 2011, 2016b). Dabei 
geht es unter anderem um langfristige politische, ökono-
mische und regulative Rahmenbedingungen für eine voll-
ständige Dekarbonisierung der Energiesysteme, die Mitte 
des Jahrhunderts weitgehend vollzogen sein sollte. Durch 
eine entsprechende Innovationspolitik sollten zudem 
gezielt technologische Entwicklungen forciert werden, die 
aus derzeitiger Sicht schwierig zu dekarbonisierende Sek-
toren adressieren. Auch rechtzeitige Infrastrukturinvestiti-
onen sind notwendig, um eine Energiewende zur Nachhal-
tigkeit zu ermöglichen.
 > Energie- und Ressourceneffizienz als Innovationsziel für 
digitale Technologien und Anwendungen etablieren: Ange-
sichts der in vielen Bereichen exponentiell steigenden Nut-
zungen digitaler Technologien und Anwendungen, die auch 
immer mehr Bereiche des Alltags umfassen, muss die Ein-
grenzung des jeweiligen ökologischen Fußabdrucks eine 
hohe Priorität bekommen. Der WBGU empfiehlt daher, 
Energie- und Ressourceneffizienz explizit als Innovati-
onsziel aller digitalen Technologien und Anwendungen 
zu etablieren. Gleichzeitig sollten entsprechende voraus-
schauende regulatorische Rahmenbedingungen geschaf-
fen werden, beispielsweise Effizienzstandards für digitale 
Lösungen und digitalisierte Infrastrukturen sowie Rege-
lungen zum Standby-Energieverbrauch und zur Möglich-
keit des Ausschaltens. Diese sollten die hohe Entwicklungs-
geschwindigkeit im Digitalbereich berücksichtigen, die in 
kurzer Abfolge immer neue Gerätetypen und Anwendun-
gen hervorbringt, was sich inhärent von der Situation bei 
klassischen Elektrogeräten wie Kühlschränken oder Klima-
anlagen unterscheidet (IEA, 2017a). Auch Zertifizierun-
gen, etwa für besonders effiziente Datenzentren, könn-
ten eine Rolle spielen. Mit Blick auf die möglichen Grenzen 
der aktuellen IKT-Effizienztrends, die sich aus den physi-
kalischen Voraussetzungen von Transistoren ergeben (IEA, 
2017a: 115) und der Ökobilanz von IKT jenseits der Ener-
gienachfrage ist auch eine selektive Eingrenzung der digi-
talen Vernetzung zu erörtern.
 > Risiken digitaler Energiesysteme einhegen:  Security by 
Design, umfassender Datenschutz und  Datensparsamkeit: 
Um die Sicherheitsrisiken in zunehmend digitalisierten 
Energiesystemen einzuhegen, sollten bei der Technolo-
gienentwicklung und Konzeption neuer Systeme Sicher-
heits- und Resilienzüberlegungen grundsätzlich eine wich-
tige Rolle spielen. Für Geräte, Fahrzeuge usw., die mit dem 
Energiesystem vernetzt werden, sollen umfassende Sicher-
heitsstandards etabliert werden (IEA, 2017a: 115). Die 
grundsätzliche Stabilität des Energiesystems sollte nicht 
von der Störungsfreiheit der IKT abhängen. Für die Nut-
zer*innen muss umfassender Datenschutz und Schutz vor 
Überwachung gewährleistet werden. Der Zugang zu Ener-
gie darf nicht an die Preisgabe von Daten gekoppelt sein. 
Datensparsamkeit sollte als Leitbild zukünftiger Energie-
systeme etabliert werden.
 > Mini-Grid-Systeme zur Überwindung von  Energiearmut 
 nutzen: Mini Grids auf der Basis erneuerbarer Energien 
können Menschen in ländlichen und netzfernen Regio-
nen einen Zugang zu modernen Energiedienstleistungen 
ermöglichen. Sie erreichen höhere Service-Level als etwa 
Solar Home Systems und können so die Grundlage für eine 
produktive Energienutzung legen, die über eine Basisver-
sorgung etwa für Licht hinausgeht (IRENA, 2016). Digitale 
Technologien bilden ein Herzstück solcher Mini Grids, die 
derzeit vielfach noch fossile Energieträger wie Diesel mit 
erneuerbaren Energien kombinieren, zukünftig aber auch 
zu 100 % auf erneuerbaren Energien basieren können. 
Maßnahmen für die Entwicklung solcher klimaverträg-
lichen Mini-Grid-Systeme sollten von den jeweiligen Lan-
desregierungen mit langfristigen  Plänen zum strategischen 
Netzausbau verknüpft werden (IEA, 2017a: 115). Regula-
tive Rahmen sollten zudem verlässliche Innovationsanreize 
setzen (IRENA, 2019). Der WBGU  empfiehlt, die weitere 
Entwicklung solcher Systeme zu forcieren um einen Bei-
trag zur globalen Energiewende und zu SDG 7 zu leisten.
 > Expertenkommission zur Prüfung des digitalen  Potenzials 
für Dekarbonisierung berufen: Um die Potenziale und Risi-
ken des digitalen Wandels für den Klimaschutz systema-
tisch zu erfassen und daraus Ansatzpunkte für politisches 
Handeln abzuleiten empfiehlt der WBGU der Bundesregie-
rung die Einrichtung einer Expertenkommission, die das 
Dekarbonisierungspotenzial des digitalen Wandels kritisch 
würdigt. Besonders sollten dabei Chancen zur Beschleuni-
gung der Energiewende geprüft werden.
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digitalen Risiken, verstärkt in Forschung und Entwick-
lung integriert werden. 
Privatsphäre und Datenschutz
Eine umfassende Systemintegration im Sinne des 
„Energie-Internets“ birgt, wie das Internet grundsätz-
lich, das Risiko von Verletzungen des Rechts auf Pri-
vatsphäre und Datenschutz. Daten von Smart Metern 
können prinzipiell genutzt werden, um Verhaltens-
weisen zu überwachen (Greveler et al., 2012). Es sind 
daher hohe Sicherheitsanforderungen an diese Daten 
zu stellen (z. B. verschlüsselte Übertragung, Aggrega-
tion; EU-Parlament, 2016) und nur Smart-Meter-Da-
ten zu verarbeiten, die mit dem Schutz der Privatsphäre 
vereinbar sind (Kalogridis et al., 2010). Zudem sollte 
Datensparsamkeit als Leitbild zukünftiger Energiesys-
teme gelten. Um Individuen zu befähigen, mündig und 
informiert im Sinne einer raschen Energiewende zu 
handeln, sollten zudem prioritär Informationen über 
den Energieverbrauch vor Ort zugänglich gemacht wer-
den. „Wenn die ‚smarten‘ Systeme als Instrumente der 
Überwachung, Konformitätserzwingung und Profitma-
ximierung wahrgenommen werden können sie keinen 
durchschlagenden Erfolg im Sinne der Nachhaltigkeit 
haben“ sondern werden zwangsläufig abgelehnt (Kurz 
und Rieger, 2018b). Die Verbreitung digitaler Instru-
mente ist demnach nicht ausschließlich als Weichen-
steller der Dekarbonisierung zu forcieren, sondern ihr 
Potenzial für die Erhaltung und Stärkung der indivi-
duellen Mündigkeit der Nutzer*innen und für autarke 




Digitale Lösungen können in vielen Bereichen posi-
tive Beiträge für den Klimaschutz und die Energie-
wende leisten. Hemmnisse für effektiven Klimaschutz 
sind allerdings ganz überwiegend nicht technologischer 
Art, sondern liegen im politischen, ökonomischen oder 
institutionellen Bereich (WBGU, 2011). Die Digitalisie-
rung wird daher nur dann die Dekarbonisierung und 
die globale Energiewende sowie den Zugang aller Men-
schen zu modernen Energieformen befördern, wenn die 
entsprechenden politischen, regulatorischen und öko-
nomischen Rahmenbedingungen gesetzt werden. Dies 
umfasst bekannte, aber nicht ausreichend eingesetzte 
klimapolitische Instrumente wie eine CO2-Bepreisung 
oder die Abschaffung von Subventionen fossiler Ener-
gieträger, aber auch eine zielgerichtete Technologie-
förderung. Gerade für die Technologieförderung bie-
tet sich auch das Konzept der „Mission-Oriented Inno-
vation“ an (Edler und Fagerberg, 2017; UNEP, 2018; 
Kap. 10.2.1), um ungelöste Probleme zu überwinden; 
beispielsweise in der Sektorkopplung (Kasten 5.2.6-1). 
Um zukünftig Potenziale der Nachfragesteuerung in 
intelligenten Netzen nutzen zu können, sind auf nati-
onaler Ebene regulative und marktbezogene Voraus-
setzungen zu erfüllen (Shen et al., 2014). Langfristige 
Ziele müssen klar und verlässlich gesetzt werden, um 
Investitionen und Innovationen in die richtige Rich-
tung zu lenken. Auch rechtzeitige Infrastrukturinves-
titionen sind notwendig. Als Gefahr für die globale 
Energiewende ist eine potenziell stark steigende Ener-
gienachfrage durch die Digitalisierung zu sehen. Poli-
Kasten 5.2.6-3
Forschungsempfehlungen zum Schauplatz 
„Digitalisierung für Klimaschutz und 
Energiewende“
Die im Pariser Übereinkommen vereinbarten Klimaschutz-
ziele erfordern nicht nur eine Dekarbonisierung der Welt-
wirtschaft, sondern perspektivisch auch eine gezielte Entfer-
nung von CO2 aus der Atmosphäre (IPCC, 2018). Forschung 
zum Beitrag der Digitalisierung zur globalen Energiewende 
sollte daher systemisch angelegt sein, d. h. über die Sekto-
ren Energie, Mobilität und Wärme hinaus. Der WBGU emp-
fiehlt, die Vision eines zu 100 % auf erneuerbaren Energien 
beruhenden Energiesystems konsequent zu verfolgen und 
als zentralen Forschungsauftrag zu verankern. Kernfragen, 
zu denen digitale Technologien Beiträge leisten können, sind 
die Sektorkopplung, Energie- bzw. Stromspeicherung, die 
Integration fluktuierender Energiequellen in die Stromnetze 
(z. B. virtuelle Kraftwerke) oder der Umgang mit steigenden 
Nachfrageschwankungen bei der Elektrifizierung weiterer 
Sektoren (etwa Elektromobilität). Zudem fehlen innovative 
Lösungen im Verkehrsbereich (etwa für Schiffe, Flugzeuge 
oder Schwerlastverkehr). Eine Fokussierung auf kohlenstoff-
basierte synthetische Kraftstoffe würde hier zu kurz greifen, 
da die Nutzung von CO2 für diesen Zweck mit der für die 
Einhaltung der Klimaziele des Pariser Übereinkommens lang-
fristigen Notwendigkeit, der Atmosphäre dauerhaft CO2 zu 
entziehen, konkurriert.
Neben der gezielten Nutzung digitaler Technologien zur 
Begrenzung der Energienachfrage bzw. für Energieeffizienz 
sollte ein weiterer Schwerpunkt auf der Erforschung kosten-
günstiger und robuster Lösungen für eine verlässliche Strom-
versorgung in netzfernen Regionen in Schwellen- und Ent-
wicklungsländern liegen. Hier sind vielfältige Anwendungen 
digitaler Technologien von Bedeutung, etwa für Mini Grids 
auf Basis erneuerbarer Energien (IRENA, 2016).
Schließlich gilt es, im Zuge der Digitalisierung die Verläss-
lichkeit und Stabilität der Energieversorgung sowie den 
Schutz der Privatsphäre verstärkt in den Blick zu nehmen. 
Intelligente Stromnetze (Smart Grids), Zähler (Smart Meter) 
und Applikationen führen zudem zu neuen Komplexitäten 
der Energieversorgung und -nutzung. Die Implikationen stei-
gender Komplexität sind ein weiteres Forschungsthema.
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tiken, die darauf hinwirken, die globale Energienach-
frage nicht zu stark steigen zu lassen, sind daher von 
hoher Bedeutung.
5.2.7 
Smart City: Nachhaltige Stadtentwicklung mit 
Digitalisierung?
5.2.7.1 
Nachhaltige Stadtentwicklung im Digitalen 
 Zeitalter: Herausforderungen
Mit der fortschreitenden Urbanisierung müssen geschätzt 
bis 2050 für etwa 2,5 Mrd. Menschen neue städtische 
Infrastrukturen gebaut werden (UN DESA, 2014). Dies 
wird ohne kluge und nachhaltige Gestaltung erhebliche 
Auswirkungen auf den Ressourcenverbrauch, die Treib-
hausgasemissionen und die Ökosysteme haben: In Städ-
ten werden anteilig die meisten Ressourcen verbraucht, 
sie sind für etwa 70 % der globalen Energienachfrage 
und Treibhausgasemissionen verantwortlich (Seto et 
al., 2014). Gleichzeitig können in Städten Nachhaltig-
keitsmaßnahmen mit großer Hebel- und Skalierungs-
wirkung umgesetzt werden. Städte sind somit entschei-
dend für die Transformation zur Nachhaltigkeit (WBGU, 
2016a). Falls die Belange der Städte nicht berücksich-
tigt und städtische Akteure nicht einbezogen würden, 
wäre neben dem SDG 11 („Städte und Siedlungen inklu-
siv, sicher, widerstandsfähig und nachhaltig machen“) 
auch die Umsetzung zahlreicher anderer SDGs gefährdet 
(Misselwitz et al., 2015). Wie kann die Digitalisierung 
angesichts dieser weltweiten „Wucht der Urbanisierung“ 
(WBGU, 2016a) genutzt werden, um die Lebensbedin-
gungen der Stadtbevölkerungen zu verbessern, nach-
haltige urbane Entwicklung zu gewährleisten und nicht 
nachhaltige Pfadabhängigkeiten zu vermeiden? Welche 
Chancen und Risiken bieten Konzepte wie Smart Cities, 
und wie kann sichergestellt werden, dass auch in Zei-
ten der Digitalisierung in den Städten eine am Menschen 
orientierte Stadtentwicklung stattfindet? Hält die stark 
angestiegene Etikettenkombinatorik mit „smart“ einer 
kritischen Überprüfung aus  Nachhaltigkeitssicht stand? 
5.2.7.2 
Smart City: Konzept, Anwendungsbeispiele, 
 Verbreitung und Treiber
Die Anwendung digitaler Technologien für städtische 
Belange findet vor allem unter Bezug zur Leitidee Smart 
City statt (Bauriedl und Strüver, 2018; de Jong et al., 
2015: 34; Schweitzer, 2015: 7). Eine einheitliche Defini-
tion existiert zwar nicht (Albino et al., 2015: 5ff.; Coc-
chia, 2014: 18; Dameri, 2017b: 7ff.), doch bildet das sys-
temische Zusammenfließen von Ansätzen der „digita-
len“ (z. B. Digital City, Intelligent City, Virtual City, Ubi-
quitous City; de Jong et al., 2015; Albino et al., 2015; 
Cocchia, 2014) und der „nachhaltigen“ Stadtentwick-
lung einen gemeinsamen Nenner diverser Verständnis-
varianten, inklusive unterschiedlicher Perspektiven der 
„smart and sustainable city“ (Angelidou, 2015, 2018; 
de Jong et al., 2015; Marsal-Llacuna und Segal, 2016; 
Neirotti et al., 2014). Das Bundesinstitut für Bau-, 
Stadt- und Raumforschung (BBSR) hat eine Defini-
tion erarbeitet, die verschiedene Perspektiven vereint: 
„Unter ‚Smart Cities’ verstehen wir die Aus- und Auf-
rüstung der Städte und ihrer Infrastrukturen mit digi-
taler Technologie, die Verknüpfung bisher getrennter 
 Infrastrukturen oder ihrer Teilsysteme. Zu Smart Cities 
gehört auch die Modernisierung kommunaler Entschei-
dungs-, Planungs- und Managementprozesse unter 
Einbezug von Bürgern, privatwirtschaftlichem Kapital 
und intensiver Nutzung von Daten.“ (BBSR, 2018).
Dimensionen und Anwendungsbeispiele
Charakteristisch für Smart Cities ist, dass zahlreiche 
funktionale Dimensionen wie Mobilität, Sicherheit, Ver-
waltung, Energie- und Wasserversorgung, Logistik usw. 
digital aufgerüstet sind, mit dem Etikett „smart“ verse-
hen und oft mit Nachhaltigkeitszielen verbunden werden 
(z. B. zu den SDGs: Tab. 5.2.7-1; Komeily und Srinivasan, 
2017). Das Besondere dieser teils als Smart Every thing 
bzw. Smart X zusammengefassten Funktionsdimensio-
nen ist die systemische Vernetzung vieler Bereiche städ-
tischen Lebens und Arbeitens über cyber-physische Sys-
teme (CPS) bzw. das Internet der Dinge (IoT), urbane 
Plattformen und E-Government (Fromhold- Eisebith, 
2017; Geisberger und Broy, 2012: 29).
Digitale Technologien können den Schutz der urba-
nen Umwelt, speziell die Effizienz der Nutzung vieler 
Ressourcen, deutlich verbessern helfen. Allerdings sind 
neben dem Technikeinsatz auch weitere grundlegende 
Änderungen erforderlich, etwa in der Organisation 
städtischer Mobilitätssysteme (Mobilitätsverhalten), 
der Erzeugung von Abfällen (Konsumverhalten) oder 
der Wärmedämmung (Energieverbrauch). Beispiele 
für den Einsatz digitaler Technologien zum Schutz der 
Umwelt, die als Projekte in Smart-City-Initiativen ein-
gebunden werden können und im Gutachten in eige-
nen Schauplätzen behandelt werden, sind digital unter-
stützte Kreislaufwirtschaftssysteme (Kap. 5.2.1, 5.2.5) 
oder eine effizientere urbane Energie- und Wasser-
nutzung, die bereits heute oft virtualisiert und verteilt 
durch intelligente Netze gesteuert wird (z. B. mittels 
virtueller Kraftwerke; Kap. 5.2.6). Im Bereich Mobili-
tät greifen automatisiertes Fahren unter Nutzung von 
GPS, vernetzten Fahrzeugen und Infrastrukturen, die 
Vernetzung von Standort-, Umgebungs- und Verkehrs-
informationen (z. B. mit Google Maps) sowie die Ver-
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kehrsüberwachung und -steuerung mit Kameras und 
Sensorik (Kap. 3.3) ineinander. Auch das Wohnen 
wird zunehmend Gegenstand digitaler Steuerung, diese 
umfasst z. B. die koordinierte (Fern-)Regelung von Hei-
zung, Jalousien und Türen, die automatisierte Bedarfs-
ermittlung im Kühlschrank oder die energieoptimierte 
Steuerung von Abnehmern wie Wärmespeichern, Bat-
terien oder Waschmaschinen. Zunehmend verbreitet 
sich auch die Überwachung öffentlicher Räume mit 
Kameras oder Drohnen (Kap. 3.2), z. T. unter Verwen-
dung von Gesichtserkennung und Datenspeicherung, 
um die öffentliche Sicherheit zu verbessern. Der Ein-
kauf im Supermarkt wird vollautomatisiert, inklusive 
der Bezahlung und der Verwaltung des Lagerbestands, 
das Kaufverhalten wird aufgezeichnet und analysiert, 
so dass die Kunden maßgeschneiderte Angebote auf 
ihre Smartphones erhalten. In Städten etablieren sich 
zunehmend (und häufig unreguliert) privatwirtschaft-
liche Onlineplattformen für die Vermittlung von Ferien-
wohnungen (z. B. Airbnb), (Mobilitäts-)Dienstleistun-
gen bzw. die Sharing-Ökonomie (z. B. Fahrdienst Uber, 
Fahrradverleih, Car Sharing; Kap. 5.2.8). Zudem treten 
Smart-City-Initiativen mit dem Anspruch an, die Teil-
habe der Stadtbevölkerung zu verbessern, z. B. indem 
die Verwaltung durch E-Government nach innen und 
außen und in Interaktion mit Unternehmen und der 
Stadtbevölkerung leichter zugänglich und effizienter 
gemacht wird. 
Globale Verbreitung
Derzeit lässt sich keine genaue Anzahl von Städten 
benennen, die als Smart Cities gelten, die Obergrenze 
der Schätzungen scheint aber bei 250 zu liegen (Ange-
lidou et al., 2018). Smart-City-Projekte werden bislang 
vor allem in Städten Asiens (ca. die Hälfte aller welt-
weit laufenden Projekte), Europas (ca. ein Drittel) und 
Nordamerikas (ca. ein Zehntel) entwickelt (Cocchia, 
2014). Zwar steigt ihre Zahl weltweit, aber bis zum 
Jahr 2015 gab es nur 79 umfassendere Smart- City-
Strategien – es mangelt also an integrierten Ansätzen 
(eigene Berechnungen auf Basis von Statista, 2018c; 
Roland Berger, 2017b; Dameri, 2017b: 3ff.). Insge-
samt steht die Entwicklung von Smart Cities noch am 
Anfang und sie ist überwiegend auf Pilotprojekte bzw. 
Reallaborexperimente in wenigen Ländern, Vorreiter-
städten oder einzelnen Sektoren beschränkt (Schweit-
zer, 2015; zu Indiens ambitionierter, oft kritisch kom-
mentierter 100 Smart Cities Mission: Kasten 5.2.7-1). 
Bei der Umsetzung wird die digitale Infrastruktur meist 
im Bestand integriert (z. B. Sensoreinbau in Laternen, 
digitale Modernisierung bestehender Verkehrsleit- 
oder Energiesysteme). Dies gilt sowohl für gewach-
sene Städte (z. B. in Europa) als auch für neu geplante 
Städte, wie Songdo (Südkorea) oder Masdar City (VAE/
Abu Dhabi). 
Treiber
Smart-City-Strategien werden zum einen oft von den 
Stadtregierungen selbst oder von nationalen Behörden 
initiiert (Bauriedl und Strüver, 2018). In vielen Fällen 
sollen mit Hilfe digitaler Technologien die spezifischen 
Probleme wachsender oder schrumpfender Städte 
angegangen werden (etwa Schaffung guter Lebens- 
und Arbeitsbedingungen, um Zuzug zu fördern). Zum 
anderen sind globale Technologiekonzerne (z. B. IBM, 
Cisco, ABB, HP, Siemens, Ericsson, Google) wesentliche 
Treiber der urbanen Digitalisierung (Townsend, 2013; 
Cocchia, 2014; Schweitzer, 2015). Sie sehen Smart 
Cities als Absatzmärkte für digitale Technologien und 
Vernetzungstechniken sowie als Quelle für umfassende 
Datensammlungen, die sie exklusiv ökonomisch nut-
zen wollen. Insgesamt kann die Implementierung digi-
taler Technologien in den Städten die Abhängigkeit 
von einzelnen (globalen) Anbietern fördern (Bauriedl 
und Strüver, 2018; Viitanen und Kingston, 2014), ein 
Risiko, das zunehmend von Kommunen erkannt wird. 
Daher mahnt die EU-Kommission: „In particular, the 
concentration of power in the hands of a few compa-
nies, and the relative lack or abandon of control of cit-
izens on their own personal data, […] raise  concerns.“ 
(EU-Kommission, 2019e). Auch bei zahlreichen Kom-
munen lässt sich inzwischen ein Bewusstseinswandel 
Tabelle 5.2.7-1
Typische Dimensionen von Smart-City-Konzepten und ihre möglichen Bezüge zu den SDGs.
Quelle: Dimensionen nach Fromhold-Eisebith, 2017; SGDs nach UN DESA, 2016b 
Bezug auf Smart-City-Dimension Bezug auf
IT Infrastruktur SDG 9 Industrie SDG 9
Energie SDG 7 Wirtschaftsstruktur SDG 8
Mobilität SDG 11 Bildung SDG 4
(Quartiers)Bau SDG 9 Konsum SDG 12
Sicherheit SDG 11 Gesundheit SDG 3
Stoffkreisläufe SDG 12 Administration und Governance SDG 16 & 11
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feststellen, der zu einem kritischeren Umgang mit gro-
ßen Technologieanbietern führt. Viele Stadtregierun-
gen haben inzwischen – neben einem Datenschutzbe-
auftragten – einen Chief Technology Officer, Chief Digi-
tal Officer oder Digital Innovation Officer, um die digi-
tale Transformation der Stadt gezielt voranzutreiben 
und zu steuern (z. B. Rio de Janeiro, Barcelona, Ber-
lin, Wien). Damit sollen Handlungsfähigkeit und Effizi-
enz der Kommunen (z. B. durch die Digitalisierung von 
Verwaltung und Versorgungsinfrastrukturen) und die 
Wahrung von Gemeinwohlinteressen bei der digitalen 
Transformation gestärkt werden (z. B. breitere Zugangs-
möglichkeiten für alle Bürger, Partizipation an demo-
kratischen Prozessen; Bauriedl und Strüver, 2018).
5.2.7.3 
Ausgewählte Spannungsfelder digital 
 unterstützter Stadtentwicklung
Stadtregierungen müssen sich die Frage stellen, welche 
digitalen Technologien einen substanziellen Beitrag zur 
Erreichung urbaner Entwicklungs- und vor allem Nach-
haltigkeitsziele leisten können, welche Technologien, 
Systemarchitekturen und Umsetzungsstrategien aber 
auch ungeeignet sind oder sogar die Stadtgesellschaf-
ten in ihrer Gestaltungsautonomie und Lebensqualität 
einschränken. Wesentliche Kritikpunkte an der Smart 
City sind (1) eine oftmals einseitige Technologiefixie-
rung von Projekten, die zentrale Probleme der Stadt-
entwicklung (meist) nicht lösen kann (z. B. bezahlbarer 
Wohnraum, Segregation, Beteiligungsdefizit), (2) das 
Gefahrenpotenzial durch staatliche und private Über-
wachung und Datenspeicherung sowie (3) die wach-
sende Abhängigkeit von – insbesondere wenigen gro-
ßen, internationalen – Technologieanbietern. 
Aufgrund bisheriger Erfahrungen und kritischer 
Reflektionen aus Wissenschaft, Praxis und Zivilgesell-
schaft befindet sich die Leitidee der Smart City im stän-
digen Wandel, was zumindest partiell zu einer Stärkung 
von sozialen und Umweltaspekten gegenüber dem 
Fokus auf IKT-Implementierung geführt hat (Albino et 
al., 2015; Angelidou et al., 2018). Ein Beispiel ist Barce-
lona Digital City, wo die digitale Entwicklung der Stadt 
stark auf Gemeinwohlinteressen ausgerichtet wurde, 
etwa mit den Themen „city data commons“, „digital 
 empowerment“, „digital inclusion“ und „digital rights“ 
(Ajuntament de Barcelona, o.J.).
Privatsphäre und Datenschutz
Durch die Vernetzung urbaner und digitaler Infrastruk-
turen sowie die Einführung von Sensorik (wie Kame-
ras, Luft-, Lärm- und anderen Umweltmessgeräten) 
sowie geolokalisierbaren Angeboten auf privaten End-
geräten und in öffentlichen Räumen (z. B. Navigati-
onssystemen) werden immer mehr alltägliche Hand-
lungen, Gewohnheiten und Bewegungsmuster der 
Stadtbevölkerung digital registriert (WBGU, 2016a; 
 Kasten 2.1-5). In einer Smart City können die Bür-
ger*innen die Generierung von Daten kaum vermei-
den oder kontrollieren, weil dies Voraussetzung für die 
Nutzung städtischer Angebote, Versorgungsleistun-
gen oder öffentlicher Räume ist (Bauriedl und Strü-
ver, 2018). Das Recht auf informationelle Selbstbe-
stimmung wird herausgefordert und muss entlang der 
Datenschutzgrundverordnungen kontinuierlich abge-
sichert werden. Auch erschwert der Umfang der ver-
fügbaren Daten ihre Anonymisierung, denn Austausch 
und Zusammenführen verschiedener Datensätze 
ermöglichen es Unternehmen und Behörden, Persön-
lichkeitsprofile und gegebenenfalls Vorhersagen über 
Verhaltensweisen einzelner  Personen zu erstellen (Kit-
chin, 2016). Öffentliche Verwaltungen sollten hier auf 
Transparenz über den Umgang mit Daten achten. Ande-
rerseits kann die umfangreiche Beobachtung und Ver-
messung der Umgebung die Einhaltung von Gesetzen 
unterstützen (z. B. Schutz vor zu hoher Feinstaubbelas-
tung; Balestrini et al., 2017;  Kasten 5.3.1-2). Der Ein-
satz z. B. von Blockchain-Technologien (Kap. 3.3) kann 
zudem Verwaltungsabläufe verbessern und Korruption 
einschränken sowie die Mitbestimmung der Stadtbe-
völkerung etwa bei Infrastrukturprojekten erleichtern. 
Teilhabe in der „smarten Stadt“
Teilhabe muss zentrales Element digitaler Stadtent-
wicklung sein (WBGU, 2016a; normativer Kompass). 
Auch in der vom WBGU-Gutachten „Der Umzug der 
Menschheit: Die transformative Kraft der Städte“ 
(WBGU, 2016a) inspirierten „Smart City Charta“ wird 
betont, dass eine am Gemeinwohl orientierte, barri-
erefreie, digitale Stadtentwicklung Transparenz und 
Teilhabe der Stadtbevölkerung erfordert (BBSR und 
BMUB, 2017: 18). Voraussetzung dafür ist die Über-
windung der vor allem in Entwicklungs- und Schwel-
lenländern bestehenden digitalen Kluft (digital divide). 
Dort gehen Smart- City-Konzepte der Kommunen oder 
nationalen Regierungen aufgrund mangelnder Teil-
habemöglichkeiten häufig an den Grundbedürfnissen 
der Bevölkerungsmehrheit vorbei. Die von der indi-
schen Zentralregierung lancierte Smart Cities Mission 
etwa geriet wegen fehlender Inklusion, Chancengleich-
heit und Verteilungsgerechtigkeit stark in die Kritik 
(Kasten 5.2.7-1). Richtig angewendet kann die digitale 
Transformation der Städte wirkungsvoll dazu genutzt 
werden, Entscheidungen der Kommunalpolitik de facto 
transparent zu machen, zu kommunizieren und so zur 
demokratischen Meinungsbildung beizutragen. Gleich-
zeitig sollte niemand zur Nutzung digitaler Struktu-
ren gezwungen werden. Dies bedeutet, dass Kommu-
nen der Stadtbevölkerung auch weiterhin ermöglichen 
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 sollten, Dienstleistungen analog in Anspruch zu neh-
men (BBSR und BMUB, 2017).
Digitale urbane Infrastrukturen
Die prognostizierte Verdoppelung urbaner Infrastruk-
turen in den nächsten zwei bis drei Dekaden (WBGU, 
2016a) wird auch vom Aufbau digitalisierter Infra-
strukturen geprägt sein. Die dabei drohende wach-
sende Abhängigkeit von einzelnen Technologieanbie-
tern hat viele Städte bereits zum Aufbau dezentraler 
digitaler Einrichtungen veranlasst (z. B. Speicher für 
offene Daten, Bottom-up-Networking, freies WLAN, 
kollektive Clouds und dezentrale Datenverwaltungs-
systeme). Freies WLAN unter kommunaler bzw. zivil-
gesellschaftlicher Kontrolle ist beispielsweise in Katalo-
nien (guifi.net), Wien (FunkFeuer), Berlin (Freifunk) und 
Athen (AWMN) installiert worden (Morozov und Bria, 
2017). Einzelne Kommunen (z. B. Emden) sind beim Auf-
bau digitaler Infrastrukturen selbst aktiv geworden und 
führen den Glasfaserkabelausbau unter eigener Regie 
nach dem Stadtwerkemodell durch. Dieses Geschäfts-
modell bringt den Vorteil, dass Kommunen selbst von 
der Wertschöpfung profitieren. Generell ist das kom-
munale Beschaffungswesen ein wichtiges Handlungs-
feld und eine gute Möglichkeit für städtische Behör-
den, Digitalisierung zu steuern (in der EU z. B. macht 
dieses Investitionsvolumen 14 % des BIP aus; EU-Kom-
mission, 2017).
Die EU-Kommission fördert mit dem Programm Col-
lective Awareness Platforms for Sustainability and Col-
lective Action (CAPS) kooperativ organisierte digitale 
Plattformen (Kap. 5.2.2). Themen sind Offene Demo-
kratie (Beteiligung der Bürger*innen an demokratischen 
Prozessen z. B. über Onlinekonsultation), „open policy 
making“ (bessere Entscheidungsfindung auf Grundlage 
offener Daten), „collaborative economy“ (Kreditver-
gabe, Tauschwirtschaft), „collaborative making“ (Ent-
wicklung neuer Fertigungsverfahren), „collaborative 
consumption“ (Überdenken des Konsumverhaltens), 
Umweltschutz (gemeinsam handeln, um den Planeten 
zu retten) sowie neue kollaborative Ansätze für Inklu-
sion, Landwirtschaft, Gesundheit und Katastrophenma-
nagement (Kap. 5.2.2). 
Neben dem Aufbau und gemeinwohlorientierten 
Nutzen digitaler Infrastrukturen geht es bei der fort-
schreitenden digitalen Transformation auch um die Kri-
tikalität und Fragilität urbaner Infrastrukturen. Weil 
mit der Netzwerkgröße die Zahl möglicher Sicherheits-
lücken und Angriffspunkte steigt, wird die Gefahr durch 
Cyberattacken auf die hochvernetzten Infrastrukturen 
in Städten zunehmen (Kitchin, 2016). Dies ist beson-
ders problematisch, wenn digitale Infrastrukturen die 
wesentliche Basis der Stadtorganisation bilden. Um die 
Krisenresilienz von Städten und ihre Gestaltungsho-
heit zu erhalten, müssen aus Sicht des WBGU sowohl 
die digitale (Technologie-)Souveränität von Kommu-
nen, die Hoheit über urbane Daten als auch offene 
Standards und Schnittstellen definiert und konsequent 
gewährleistet werden, wie in der Spezifikation Offener 
Urbaner Plattformen festgehalten (DIN SPEC 91357: 
DIN, 2016).
5.2.7.4 
Digitale Souveränität und das „Recht auf Stadt“
Im Zuge der weitreichenden Digitalisierung der Städte 
wächst auch der Anforderungskatalog einer „am Men-
schen orientierten“ nachhaltigen Stadtentwicklung 
(WBGU, 2016a). Die beschriebenen Chancen und Risi-
ken bedürfen aus Sicht des WBGU daher zusätzlich 
einer Rahmung im Sinne einer digital urban gover-
nance, bei der neben der digitalen Souveränität auch 
das „Recht auf Stadt“ im Fokus steht. Der Diskurs zum 
Kasten 5.2.7-1
Exkurs: Die indische Smart Cities Mission – 
Beispiel für die Herausforderungen in einem 
Entwicklungsland
Im Jahr 2015 lancierte die indische Regierung die Smart Cities 
Mission, um 100 „intelligente Städte“ im Land zu schaffen. 
Das Housing and Land Rights Network India (HLRN) hat 
in einer Fallstudie die indische Smart Cities Mission unter-
sucht und bewertet (99 Städte). Der Bericht konstatiert eine 
eklatante Vernachlässigung der Interessen der städtischen 
Armutsbevölkerung und empfiehlt der Regierung (HLRN, 
2018):
1. Die Smart Cities Mission benötigt einen auf Menschen-
rechten basierenden Rahmen, um nachhaltige Entwick-
lung sicherzustellen.
2. Die Mission muss einen besonderen Fokus auf die Bedürf-
nisse, Anliegen und Rechte der marginalisierten Stadtbe-
völkerung legen.
3. Beteiligung sollte eine Priorität bei der Auswahl und 
Durchführung von Smart-City-Projekten sein. 
4. Alle Projekte innerhalb der Mission müssen eine men-
schenrechtsbasierte soziale Folgenabschätzung durch-
führen und eine Umweltverträglichkeitsprüfung durch-
laufen, bevor sie genehmigt werden.
5. Es muss sichergestellt werden, dass die Umsetzung von 
Smart-City-Projekten nicht zur Verletzung von Men-
schenrechten führt, einschließlich Zwangsräumungen, 
Zwangsumsiedlungen und Verdrängung.
6. Die Bereitstellung von angemessenem, erschwinglichem 
Wohnraum in allen Smart-City-Vorschlägen muss gestärkt 
werden.
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Recht auf Stadt (WBGU, 2016a: 154; Kasten 5.2.7-2) 
bedarf aus Sicht des WBGU einer Erweiterung um das 
Element der Digitalisierung. Zentrale Bestandteile soll-
ten dabei neben der Überwindung der digitalen Kluft 
(digital divide) die Gestaltungsprinzipien der digitalen 
 Souveränität, Daten-, Infrastruktur- und Plattformsou-
veränität sein, die auf die Steuerung, Kontrolle und (teil-
weise) Nutzung digitaler Lösungen durch Stadtregierun-
gen, -verwaltungen und die Zivilgesellschaft setzen. Im 
Vordergrund sollten Nutzbarkeit, Zugänglichkeit, Trans-
parenz mit dem Ziel Open Data, Dezentralisierung, Ein-
satz kooperativer Strukturen bei der Nutzung digita-
ler Technologien (z. B. kooperativ organisierte Plattfor-
men wie Sharing-Dienste; Kap. 5.2.2), Teilhabe sowie 
Umweltverträglichkeit digitaler Technologien stehen. Zu 
diesen Themen haben sich erste städtische bzw. zivilge-
sellschaftliche Initiativen gebildet, die konkrete Lösun-
gen für nachhaltige Stadtentwicklung erarbeiten (Bei-
spiele finden sich in Morozov und Bria, 2017). Auch 
Regierungen bzw. Kommunen widmen sich verstärkt 
der gesellschaftspolitischen Brisanz und dem Regulie-
rungsbedarf beim Thema Digitalisierung in Städten. In 
Deutschland hat das BMUB im Rahmen eines langjäh-
rigen Forschungs- und Beteiligungsprozesses 2017 eine 
„Smart City Charta“ verabschiedet (BBSR und BMUB, 
2017). Diese dient als Orientierung zur Gestaltung des 
digitalen Wandels im Sinne einer integrierten und nach-
haltigen, am Menschen ausgerichteten Stadtentwicklung 
und enthält zahlreiche akteursspezifische Handlungs-
empfehlungen. 
Urban Data Commons – Das Recht auf Daten als 
Gemeingut
Mit der wachsenden Bedeutung der Plattformökono-
mie steigt auch der Klärungsbedarf, wer über Daten 
jedweder Art verfügen und sie verwerten darf oder 
wie sie verwaltet und abgesichert werden. Die digita-
len Ökosysteme und das Internet der Dinge (Kap. 3.3.1) 
richten sich nach sehr unterschiedlichen Standards des 
(privatwirtschaftlichen) Datenmanagements. Kommu-
nen, kommunale Unternehmen sowie Endnutzer*in-
nen können oftmals ihre Daten nicht selbstbestimmt 
nutzen. Eine Option zur Datenerfassung und -übertra-
gung ist die Förderung dezentraler Dateninfrastruk-
turen und Datenkonten, die auf offene Architekturen 
setzen (Open Standards, Open Formats, Open Inter-
faces und gegebenenfalls Open Source; Kap. 5.3.10). 
Es gibt viele Beispiele für Städte, die in dieser Rich-
tung aktiv sind:  DECODE in Barcelona und Amsterdam, 
MyData Helsinki, DataCités Paris oder Health Know-
ledge  Commons UK.
Durch die Zusammenarbeit von Technologieexper-
ten mit Stadtverwaltungen will die Initiative Code für 
Europa (Code for Europe) die Nutzung offener Daten 
und die gemeinsame Nutzung bestehender Codes 
fördern. Dabei geht es um geschlossene Code-Sha-
ring-Plattformen (Repository für Programmcodes), die 
dann den teilnehmenden Städten zur Verfügung ste-
hen. Bisher sind Amsterdam, Berlin, Barcelona, Coburg, 
Helsinki, Manchester, Rom sowie als Region Schottland 
beteiligt. Die britische Regierungsinitiative Government 
Digital Service zielt darauf ab, neue Servicestandards 
und Verhaltensrichtlinien einzuführen, die die Nutzung 
von Open Standards und Open Source stärken. 
Urbane Datenräume
Eine wesentliche Voraussetzung für die Nutzung von 
Daten für die gemeinwohlorientierte Stadtentwick-
lung ist der Aufbau „urbaner Datenräume“ (Fraunhofer 
FOKUS et al., 2018). In den meisten Städten fehlt in der 
Regel der Überblick über die Möglichkeiten und die Ver-
fügbarkeit kommunaler Datenbestände. Ebenso fehlen 
Informationen über Open-Source-Software, Standards 
für Datenzugänge sowie Datenübertragbarkeit. Zudem 
werden vorhandene Daten kaum genutzt (Fraunhofer 
FOKUS et al., 2018). Mit dem Aufbau urbaner Daten-
räume sollen alle für die kommunale Politik, Bürger-
schaft, Verwaltung und Wirtschaft relevanten Daten 
gebündelt und als gemeinsame  Datenbasis verfügbar 
gemacht werden. 
Kasten 5.2.7-2
Exkurs: Das Recht auf Stadt
Der Begriff „Recht auf Stadt“ (Right to the City) geht zurück 
auf Henri Lefebvre („Le droit à la ville“, 1968) und versteht 
sich als explizit inklusives Stadtentwicklungsmodell (WBGU, 
2016a: 154). Lefebvre thematisierte die Lage der marginali-
sierten Stadtbevölkerung in den in den Nachkriegsjahren ent-
standenen neuen Großsiedlungen am Rand der Metropolen. 
Seit etwa 20 Jahren wird das Konzept international stark rezi-
piert und weiterentwickelt; es hat neue soziale Bewegungen 
begründet. Beispielsweise entstand in Südafrika das Shack 
Dwellers Movement, das sich gegen Zwangsräumungen und 
für öffentlichen Wohnungsbau einsetzt. Ähnliche Bewegun-
gen kamen in Istanbul, New Orleans, Madrid oder Hamburg 
auf. Die US-amerikanische Right to the City Alliance (seit 
2007) ist ein landesweiter Verbund gegen Gentrifizierungs-
prozesse zu Lasten der ärmeren urbanen Bevölkerung. Das 
Konzept Right to the City war auch Thema während der Habi-
tat-III-Konferenz 2016 der UN und ist in der zugehörigen 
New Urban Agenda verankert. Das Recht auf Stadt digital 
gedacht bedeutet, dass „Technologien in ihrer Ambivalenz 
(an)erkannt und mit einer an digitalen Gemeingütern orien-
tierten Offenheit genutzt werden“ (Dobusch, 2017b).




Die genannten Beispiele illustrieren, dass sich eine 
wachsende Zahl von Städten – jenseits der durch Digi-
talisierung gebotenen Chancen – auch der Gefährdung 
ihrer Gestaltungsautonomie bewusst sind und aktiv 
zwecks Wahrung ihrer Technologie-, Daten-, Infra-
struktur- und Plattformsouveränität in dezentrale digi-
tale urbane Plattformen, offenen Architekturen und 
Gemeinwohlorientierung investieren. Setzt sich dieser 
Trend durch, besteht berechtigte Hoffnung, dass die 
digitale Revolution für eine Stadtentwicklung genutzt 
Kasten 5.2.7-3
Handlungsempfehlungen zum Schauplatz  
„Smart City und nachhaltige Stadtentwicklung“ 
Die Digitalisierung der Städte sollte nicht nur technokratisch 
als Optimierungsaufgabe verstanden werden, sondern jegli-
cher Technologieeinsatz ist explizit in eine ökologisch nach-
haltige Stadtentwicklung einzubetten. So bietet sich z. B. bei 
der Steuerung der Verkehrsströme (Kap. 5.2.8) die Chance, 
den Stadtverkehr im Sinne der Nachhaltigkeit bzw. der Emis-
sions- und Staureduktion neu zu denken. Ebenso könnte der 
Ressourcen- und Energieverbrauch mit Hilfe digitaler Steue-
rungen reduziert bzw. Ressourcen und Energie effizienter und 
klimaverträglicher genutzt werden. 
Allerdings sollte in jedem Fall vermieden werden, dass 
eine Smart City zur einer „Überwachungsstadt“ verkommt. 
Entsprechend sind schon bei der Konzeptionierung solcher 
Vorhaben Privatsphärenfragen konsequent mit zu beden-
ken. Die Überwachungsfreiheit des Einzelnen muss in die 
verwendeten Technologien bereits eingebettet werden. Vor-
gebeugt werden sollte außerdem nicht nur gegen unautori-
sierte Zugriffe auf anfallende personenbezogene Daten der 
jeweiligen Stadtbewohner*innen und -besucher*innen, son-
dern nach Umsetzung von Smart-City-Ansätzen auch gegen 
künftige Überwachungsideen, die aus den anfallenden Daten 
entstehen könnten.
Die folgenden Empfehlungen richten sich nicht nur an 
Stadtregierungen und die städtische Zivilgesellschaft, son-
dern auch an alle Akteure, die im Rahmen der internatio-
nalen Zusammenarbeit in Stadtentwicklungsprozessen aktiv 
sind (z. B. UN, Weltbank, regionale Entwicklungsbanken, EU, 
BMZ).
 > Digitalisierungsagenden mit Nachhaltigkeitsagenden ver-
binden: Die Umsetzung der New Urban Agenda und der 
SDGs (insbesondere SDG 11) wird durch den globalen digi-
talen Wandel stark beeinflusst. Daher sollten Agenden 
der Digitalisierung mit denen der Nachhaltigkeit verbun-
den werden. Um sicherzustellen, dass die Digitalisierung 
der Städte für das Gemeinwohlinteresse genutzt und Kom-
munen handlungsfähige Gestalter der Transformation zur 
Nachhaltigkeit sind, ist das Prinzip der digitalen (Techno-
logie-)Souveränität robust in Stadtentwicklungsprozessen 
zu verankern. Dabei sollten ein um die digitale Dimension 
erweiterter Ansatz zum „Recht auf Stadt“ verfolgt sowie 
entsprechende zivilgesellschaftliche und wissenschaftsge-
triebene Initiativen bzw. Bewegungen in ihrer Wirksamkeit 
gefördert werden. Insbesondere sollten Nachhaltigkeits-
ziele integraler Bestandteil urbane Digitalisierungsstrate-
gien sein. 
 > Bestandsaufnahme der kommunalen Daten und der IKT-
Infrastruktur durchführen und urbane Datenräume auf-
bauen: Urbane Datenräume sind das Fundament einer par-
tizipativen, skalierbaren und zukunftsweisenden Digita-
lisierung des öffentlichen Raums. Voraussetzung für den 
Aufbau eines urbanen Datenraums ist die Bestandsauf-
nahme des kommunalen Datenbestands sowie der loka-
len IKT-Infrastruktur. Darauf aufbauend sollte eine Stra-
tegie für die Nutzung des urbanen Datenraums entwickelt 
werden, die auf der Identifizierung der für die Stadtent-
wicklung zentralen strategischen Handlungsfelder beruht. 
Eine solche Herangehensweise empfiehlt sich aus globaler 
Sicht auch für die urbane Entwicklungspolitik, die Umset-
zung der New Urban Agenda sowie der SDGs. 
 > Stadtregierungen für Abhängigkeitsrisiken  sensibilisieren: 
Wenn Kommunen bei der Gestaltung ihrer IKT-Infrastruk-
turen auf einzelne Hersteller oder Betreiber setzen, kann 
eine kostenintensive Abhängigkeit entstehen. Generell 
sollte die Offenheit im Sinne standardbasierter Schnittstel-
len, Formate und Dienste, die nicht nur für Hersteller oder 
Betreiber, sondern für verschiedenste Akteure zugäng-
lich sind, bei der Anschaffung von Systemen und Produk-
ten sowie beim Outsourcing gefordert werden, um Vendor-
lock-ins zu vermeiden (Fraunhofer FOKUS et al., 2018). 
Private Anbieter, die Daten im öffentlichen Raum sammeln, 
sollten nach Ansicht des WBGU zu einer Berichtslegung an 
die Kommunen und Verfügbarmachung von Aggregationen 
der Daten verpflichtet werden. 
 > Offenheit urbaner digitaler Plattformen sicherstellen: Um alle 
Akteure der Stadtentwicklung über urbane digitale Platt-
formen einbinden zu können, ist die Offenheit der genutz-
ten Standards, Architektur und Komponenten eine zwin-
gende Voraussetzung (Fraunhofer FOKUS et al., 2018). 
Dies kann zum Beispiel sichergestellt werden, indem offene 
Schnittstellen und Formate sowie die Standardkonformität 
für interoperable Mehrwertangebote „Muss-Anforderun-
gen“ bei der Realisierung von Komponenten der urbanen 
digitalen Plattform sind. Jede von der öffentlichen Hand 
beauftragte Software-Komponente einer urbanen digita-
len Plattform sollte zudem als Open-Source-Software für 
die Nutzung oder Weiterentwicklung durch Dritte von der 
öffentlichen Hand zur Verfügung gestellt werden. Nur so 
wird ein dynamisches Ökosystem von verschiedenen Pro-
dukten geschaffen, ohne dass eine Herstellerabhängigkeit 
entsteht, die möglicherweise relevante Akteure aus der 
urbanen digitalen Plattform ausschließt (DIN, 2016).
 > Stadtverwaltungen personell und institutionell für Digitali-
sierung rüsten: Damit Stadtverwaltungen handlungsfähige 
Gestalter der urbanen Digitalisierung werden beziehungs-
weise bleiben, ist eine bereits von vielen Kommunen voll-
zogene personelle und institutionelle Stärkung des Themas 
Digitalisierung erforderlich. Dies gilt ganz besonders für 
Städte in Entwicklungs- und Schwellenländern. Kommu-
nen sollten prioritär Stellen für Datenbeauftragte, Daten-
schutzbeauftragte und Digital Innovation Officers sowie 
Kompetenzzentren für Digitalisierung in Stadtverwaltun-
gen schaffen.
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werden kann, die Nachhaltigkeit in vielerlei Hinsicht 
maßgeblich unterstützt.
Digitale Technologien ermöglichen – richtig eingesetzt 
– verbesserten Umweltschutz, effizientere Ressourcen-
nutzung, neue Geschäftsmodelle, Informations- und 
Dienstangebote sowie neue administrative Steuerungs- 
und Optimierungsmöglichkeiten. Inwiefern die verschie-
denen Smart-City-Initiativen in der Praxis den Zielen 
von Teilhabe, Bewahrung der Eigenart und Schutz der 
natürlichen Lebensgrundlagen gerecht werden, bedarf 
jeweils einer strategischen Zielsetzung, klugen Steue-
rung und genauen Überprüfung. Smart-City-Strategien 
unterscheiden sich stark in ihrer Ausrichtung, beispiels-
weise den bereitgestellten Smart Services als auch der 
Beteiligung der Stadtbevölkerung. Das Spektrum digita-
ler Stadtentwicklung reicht von vornehmlich privatwirt-
schaftlich getriebenen über primär kommunal gesteu-
erte bis hin zu partizipatorisch ko-kreativ angelegten 
Varianten (Cohen, 2015). Dabei ist nicht jede städti-
sche Digitalisierungsmaßnahme automatisch „smart“ im 
Sinne des Gemeinwohlinteresses und passend für die 
lokalen Verhältnisse. Risiken bestehen in den Bereichen 
Datensicherheit, Datenschutz, Datensouveränität und 
betrieblicher Sicherheit sowie in unerwünschten öko-
logischen Wirkungen (etwa erhöhte Ressourcenver-
bräuche durch Digitalisierung und Rebound-Effekte; 
Kap. 5.2.1,  5.2.5). Daher bedarf es zur Sicherung einer 
langfristig nachhaltigen Stadtentwicklung (Wohnquali-
tät, soziale Entwicklung, Teilhabe, Klima- bzw. Umwelt-
schutz usw.) einer beständigen Überprüfung der Aus-
wirkungen der urbanen digitalen Transformation und 
bei Bedarf entsprechender regulatorischer Steuerung. 
Ob Smart-City-Strategien als nachhaltig bewertet werden 
können (im Sinne der normativen Kriterien des WBGU), 
entscheidet sich daher in jedem Einzelfall. Auch hier 
kann es – wie generell in der Stadtentwicklung – keine 
Blaupausen geben (WBGU, 2016a).
Kasten 5.2.7-4
Forschungsempfehlungen zum Schauplatz  
„Smart City und nachhaltige Stadtentwicklung“
 > Forschung und Entwicklung zur IKT-Integration für städ-
tische Nachhaltigkeit ausbauen: Während F&E-Aktivitä-
ten zum Meistern der technologischen Herausforderun-
gen einer Vernetzung von IKT-Systemen für Smart Cities 
bereits seit längerem im In- und Ausland stark gefördert 
werden, ist künftig der Einbezug von Nachhaltigkeitszie-
len zu betonen. Forschung zur zweckmäßigen Verknüp-
fung und Integration verschiedener digitaler IKT (Hard- 
und Software) sollte sowohl auf verringerte Umweltwir-
kungen (z. B. Materialverbrauch, Emissionen), höhere Res-
sourceneffizienz, breitere Nutzbarkeit für die städtische 
Bevölkerung als auch technologische Nachhaltigkeit aus-
gerichtet werden. 
 > Empirische Analysen zu Chancen und Risiken der Smart 
City unterstützen: Die akademische Debatte zu Smart Cities 
und urbaner Digitalisierung ist in jüngerer Zeit vor allem 
durch eine kritische Sicht auf das Stadtentwicklungsmo-
dell geprägt. Allerdings gibt es noch zu wenig empirische 
Untersuchungen, die im Detail aufzeigen, welche Risiken, 
aber auch Chancen mit solchen städtischen digitalen Inno-
vationen verbunden sind. Somit empfiehlt der WBGU die 
betonte Förderung empirischer Studien, die kritisch kons-
truktiv auf ökonomische, soziale und ökologische Implika-
tionen digitaler Smart-City-Ansätze schauen und diese ein-
gehend vor Ort empirisch untersuchen. Durch inter- bzw. 
transdisziplinäre Ansätze kann auch der Fragmentierung 
der Smart- City-Forschung (Mora et al., 2017) Rechnung 
getragen werden.
 > Internationale Lernprozesse zu Smart-City-Ansätzen voran-
treiben: Die hohe internationale Verbreitung der Smart- 
City-Leitidee legt nahe, noch stärker als bisher interna-
tionale Lernprozesse zu Nachhaltigkeitsfragen der urba-
nen Strategie- und Projektentwicklung voranzubringen. 
Diese sollten von Forschungsaktivitäten ausgehen, dabei 
hoch inter- und transdisziplinär ausgerichtet sein und 
auch Besonderheiten der Smart- City-Umsetzung in Ent-
wicklungs- und Schwellenländern (Vu und Hartley, 2018) 
Rechnung tragen. Grundlegend sind dafür international 
vergleichende Untersuchungen zu maßgeblichen Unter-
schieden bei Motivation, Maßnahmenportfolio, Akteursge-
füge und Umsetzungsdynamiken von Smart-City-Ansätzen 
in verschiedenen Ländern bzw. Regionen. So lassen sich 
breite, gesicherte Kenntnisse zu Faktoren für Positiv- und 
Negativentwicklungen im Sinne der Nachhaltigkeitstrans-
formation gewinnen sowie Good-Practice-Beispiele identi-
fizieren, die in international ausgerichtete Weiterbildungs-
initiativen einfließen können.
 > Menschen in den Mittelpunkt rücken – Akzeptanz forschung 
zur Smart City: Inwiefern weite Teile der städtischen Bevöl-
kerung überhaupt gewillt und in der Lage sind, in ihrem 
Alltag künftig mit den verschiedenen IKT-Anwendungsfel-
dern einer Smart City adäquat umzugehen, verdient im 
Sinne der Akzeptanz- und Diffusionsforschung besondere 
Beachtung. So ist der Fokus auf Untersuchungen zur 
Akzeptanz verschiedener IKT-Anwendungen zu setzen 
(z. B. für Mobilität, Wohnen, Arbeiten, Sicherheit, 
Umwelt-Monitoring), um ihre breite Durchsetzbarkeit quer 
über Bevölkerungsschichten einschätzen zu können. Denn 
nur bei entsprechend breiter Nutzung der neuen digitalen 
Möglichkeiten sind auch nennenswerte Umwelteffekte 
erzielbar (z. B. Einsparungen bei Energie- und Wasserbe-
darf; effizientere Nutzung vieler weiterer materieller Res-
sourcen). Auch hier sollte Akzeptanz in verschiedenen 
Kontexten und Kulturräumen untersucht werden, um 
Good- Practice-Ansätze erkennen und in Anwendungen 
umsetzen zu können.
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5.2.8 
Nachhaltige urbane Mobilität im Digitalen 
 Zeitalter
Nachhaltige Mobilität ist ein wichtiger Aspekt der 
Agenda 2030. Sie betrifft nicht nur SDG 9 (Industrie, 
Innovation und Infrastruktur) und SDG 11 (Nachhal-
tige Städte und Gemeinden), sondern mittelbar auch 
Ziele, die sich etwa der Gesundheit (SDG 3) oder der 
ökonomischen Entwicklung (SDG 8) widmen. Im Fol-
genden konzentriert sich der WBGU auf den für Nach-
haltigkeitsüberlegungen besonders relevanten Teilas-
pekt der urbanen Personenmobilität, adressiert also 
nur am Rande digitale Mobilitätskonzepte für ländliche 
Räume. Aspekte der urbanen Logistik werden außer-
dem im Kapitel 5.2.4 „Onlinehandel“ diskutiert. 
5.2.8.1  
Leitbilder einer nachhaltigen urbanen 
 Mobilitätswende
In Städten konzentrieren sich vom motorisierten Indi-
vidualverkehr verursachte Probleme wie hohe CO2- 
und Luftschadstoffemissionen (vor allem Feinstaub 
und Stickstoffdioxid), Flächenverbrauch, Lärmbelas-
tung, steigende Fahrt- und Transportzeiten aufgrund 
hoher Verkehrsdichte sowie Unfallrisiken. Diese Prob-
leme können auch als externe Kosten betrachtet wer-
den und betreffen ärmere Länder bzw. Bevölkerungs-
gruppen oft überproportional. Beispielsweise sind mehr 
als 80 % der Menschen, die in auf Luftverschmutzung 
überprüften urbanen Gebieten leben, Verschmutzungs-
niveaus ausgesetzt, die die WHO-Grenzwerte über-
schreiten, womit erhöhte Risiken für Schlaganfälle, 
Herzkrankheiten, Lungenkrebs und akute Atemwegs-
erkrankungen verbunden sind (WHO, 2016). In Län-
dern mit niedrigem und mittlerem Einkommen erfül-
len 98 % der Städte mit mehr als 100.000 Einwohnern 
nicht die WHO-Richtlinien für Luftqualität. Ärmere 
Bevölkerungsgruppen sind besonders betroffen, etwa 
weil sie an stark befahrenen Straßen leben. Sie sind 
häufiger von unzureichenden öffentlichen Verkehrs-
mitteln abhängig oder auf nicht motorisierten Verkehr 
angewiesen und dabei höheren Unfallrisiken ausge-
setzt. Weltweit sterben jährlich schätzungsweise 1,25 
Mio. Menschen durch Verkehrsunfälle und 50 Mio. 
Menschen erleiden Verletzungen im Straßenverkehr, 
wobei 90 % der tödlichen Unfälle in Ländern mit nied-
rigem und mittlerem Einkommen erfolgen (Sharpin et 
al., 2018). 
Kernelemente einer nachhaltigen urbanen Mobili-
tät werden von vielen Akteuren ähnlich beschrieben, 
etwa auch in der New Urban Agenda (UN-Habitat, 
2017). Diese Agenda und zugehörige Initiativen set-
zen, teils unter Bezug auf IKT, globale Impulse für die 
Ausweitung von sicherer, bezahlbarer Infrastruktur für 
den Fuß-, Rad- und öffentlichen Verkehr. Ziel eines 
solchen „Umweltverbunds“ ist auch, speziell ärmeren 
Bevölkerungsgruppen Teilhabe an und durch Mobilität 
zu ermöglichen und attraktive Alternativen zum motori-
sierten Individualverkehr und urbane Lebensqualität zu 
schaffen (BMZ, 2017; UN-Habitat, 2016a, 2017, 2019; 
WBGU, 2016a). Schließlich muss die zukünftige Mobili-
tät den im Übereinkommen von Paris verankerten Zie-
len genügen und dekarbonisiert werden. Eine integrierte 
Verkehrs- und Flächennutzungsplanung kann Mobili-
tät im Sinne räumlicher Erreichbarkeit bei gleichzeiti-
ger Reduktion des Verkehrsaufkommens ermöglichen 
(WBGU, 2016a; UN-Habitat, 2017). 
Zukünftige Mobilitäts- bzw. Verkehrssysteme in 
Städten werden sich erheblich von den heutigen unter-
scheiden. Die disruptiven Potenziale digitaler Techno-
logien befördern den Diskurs zur Zukunft der Mobili-
tät, datenbasierte Geschäftsmodelle der digitalen Öko-
nomie eröffnen Optionen für nachhaltige Mobilitätsin-
novationen (Flügge, 2016). Eine durch entsprechende 
Rahmenbedingungen flankierte Mobilitätswende kann 
alle vom WBGU definierten Ziele der Nachhaltigkeit 
unterstützen, d. h. Erhaltung der natürlichen Lebens-
grundlagen, Teilhabe und Eigenart (Kap. 2.2). Aller-
dings könnte die Digitalisierung auch bisherige nicht 
nachhaltige Mobilitätsmuster verstetigen oder sogar 
verstärken. Folgend werden Möglichkeiten und Risiken 
digitaler Optionen für eine nachhaltige urbane Mobili-
tätswende diskutiert. 
5.2.8.2 
Elemente der digitalen Mobilitätswende 
Digitale Innovationen betreffen alle Verkehrsmittel, die 
ebenso potenzielle „Datenlieferanten“ sind. Mobiles 
Internet und Smartphones haben einen Durchbruch für 
neue Mobilitätskonzepte gebracht, da sie oft erst den 
Zugriff auf aktuelle Informationen ermöglichen. Sie sind 
zudem Basis vieler bedarfsgerechter Angebote (Jacoby 
und Wappelhorst, 2016; Lenz und Fraedrich, 2015: 177). 
Solche Angebote wurden bislang vor allem für verbes-
serte urbane (Personen-)Mobilität entwickelt, doch 
eignen sich einige digitale Mobilitätskonzepte auch für 
ländliche Räume, soweit die dort oft lückenhafte Breit-
bandversorgung dies zulässt. Zwar sind die Mobilitäts-
probleme auf dem Land deutlich anders gelagert als in 
größeren Städten, denn die geringe Bevölkerungsdichte 
sorgt für weniger Staus und relativ geringe verkehrsbe-
dingte Luftbelastungen. Doch bieten speziell die hohen 
Motorisierungsraten ländlicher Regionen sowie die Pro-
bleme der Unterhaltung eines adäquaten ÖPNV-Linien-
verkehrs auch hier Anlass für den Einsatz digital unter-
stützter Mobilitätslösungen zu Gunsten von mehr Nach-
haltigkeit (Gross-Fengels und Fromhold-Eisebith, 2018).
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Smart Mobility
Zahlreiche digitale Mobilitätsinnovationen wer-
den unter dem Begriff „Smart Mobility“ als Teil der 
„Smart City“ diskutiert (Kap. 5.2.7; Papa und Lauwers, 
2015: 543ff; Dameri, 2017a: 105). Es gibt aber weder 
eine einheitliche Definition noch ein einheitliches Kon-
zeptverständnis für Smart Mobility und auch der Bezug 
zur nachhaltigen Mobilität wird teils angezweifelt 
(Lyons, 2016). Es lassen sich jedoch einige gemeinsame 
Kernelemente bzw. Handlungsfelder identifizieren (z. B. 
Janasz und Schneidewind, 2017: 253; EEA, 2016b: 60; 
Fulton et al., 2017: 1; Flügge, 2016: 92; Docherty et 
al., 2017: 5; Nikitas et al., 2017; Finger und Audouin, 
2018): intelligente Verkehrssysteme, geteilte Mobilität 
und Mobilität als Dienstleistung, neue Antriebstechno-
logien, autonomes Fahren sowie als Querschnittsthe-
men Daten, Informationen und digitale Geschäftsmo-
delle. Die verschiedenen Elemente werden im Folgen-
den diskutiert.
Intelligente Verkehrssysteme 
Intelligente Verkehrssysteme beschreiben die Nut-
zung von IKT zur Erfüllung übergeordneter Mobilitäts-
ziele und werden bereits vielfach eingesetzt (Dameri, 
2017a: 101ff.; Festag et al., 2016: 23, 144; BMVI, 
2015; Flügge, 2016: 29; Behrendt, 2016: 158). Sie 
umfassen etwa intelligente Ampelsteuerungen, Park-
leitsysteme, elektronische Schilder, Verkehrsüberwa-
chung, Verkehrssteuerung bis hin zur Bildung virtu-
eller Fahrzeugzüge (Platooning) und elektronischen 
 Gebührenerhebung (z. B. e-Tickets, elektronische 
Mautsysteme, nutzungsabhängige Abrechnungssys-
teme, Kennzeichenerfassung). Weitere Elemente sind 
Informationssysteme, Fahrgastinformationen für den 
öffentlichen Nahverkehr oder Navigationssysteme 
sowie Fahrassistenz- und -sicherheitssysteme wie 
Abstandsregler, Tempomaten, Kollisionsdetektoren 
(BMVI, 2015; Dameri, 2017a: 101; Grant-Muller und 
Usher, 2014: 162f.). Zu intelligenten Verkehrssystemen 
gehört auch die Verkehrsdatenanalyse, die auf Basis 
historischer oder Echtzeitdaten Verkehrsprognosen für 
das dynamische Verkehrsmanagement erstellt (Flügge, 
2016). Mit den neuen digitalen Technologien stehen 
Instrumente zur Verfügung, um in nahezu Echtzeit auch 
negative externe Effekte wie Emissionen, Flächenver-
brauch, Zeitverluste usw. zu erfassen und zu beprei-
sen, etwa indem intelligente Verkehrsleitsysteme mit 
zeit- und auslastungsabhängigen Mautsystemen ver-
knüpft werden. Modellhaft ist die vom Zeitraum oder 
Verkehrsaufkommen abhängige Bepreisung der Stra-
ßennutzung (z. B. „City-Maut“), wie sie beispielsweise 
das London Congestion Charging vornimmt (Cram-
ton et al., 2018; Bauriedl, 2017: 23; Flügge, 2016: 32; 
Kasten 5.2.8-1). Die Weiterentwicklung intelligen-
ter Verkehrssysteme gilt als wesentliche Vorausset-
zung für künftige Mobilitätsinnovationen. So erfordert 
etwa das autonome Fahren die Kommunikation, Ver-
netzung und Kooperation zwischen Fahrzeugen sowie 
zwischen Fahrzeugen und Verkehrsinfrastruktur über 
Sensordaten und mobile Kommunikationstechnologien 
(Alam und Ferreira, 2017; Grant-Muller und Usher, 
2014: 150f.;  Festag et al., 2016: 6, 71).
Bedarfsorientierte Angebote und geteilte Mobilität
Neue Mobilitätsformen, welche die klassische Ver-
kehrsmittelbereitstellung und -nutzung verändern, 
entwickeln sich vor allem in Richtung geteilter Mobi-
lität (Sharing Mobility; Santos, 2018: 2; Nikitas et al., 
2017: 2; Baedeker et al., 2018). Hierbei geht es um die 
Nutzung anstelle des Besitzes eines Verkehrsmittels wie 
PKW oder Fahrrad. Wichtige, meist über Internetplatt-
formen vermittelte Formen sind Car Sharing und ähnli-
che Systeme für (Elektro-)Fahrräder oder Elektroroller, 
die jeweils sowohl mit festen Ausleihstation als auch 
nicht stationär angeboten werden. Darüber hinaus gibt 
es Systeme für das Teilen von Privatautos, Onlinemit-
Kasten 5.2.8-1
London Congestion Charge 
Ein Beispiel für die Bepreisung der Straßennutzung ist die 
London Congestion Charge (LCC). Bei der Einführung im Jahr 
2003 ging es um die Vermeidung von Staus im Stadtzentrum 
durch eine zunächst statische Gebühr, die auf Basis einer 
automatisierten Kennzeichenerfassung erhoben und kontrol-
liert wurde (Flügge, 2016: 32). Wegen der Verlagerung der 
Staus in andere Stadtteile musste das Mautgebiet ausgeweitet 
und die Gebühr angehoben werden. Eine Besonderheit des 
LCC ist die Kopplung des Systems an dynamische Umweltda-
ten (Bauriedl, 2017: 23) des mittlerweile 150 Stationen 
umfassenden Luftmessnetzes in London, das zahlreiche Para-
meter erfasst und auswertet, z. B. Luftschadstoffe, Wetterda-
ten (Luftfeuchtigkeit, Sonneneinstrahlung, Temperatur) 
sowie verkehrsrelevante Informationen (Wochentage, Groß-
veranstaltungen usw.). Ein zentrales Element ist 
 Prognose-Software auf Basis neuronaler Netze (Kap. 3.3.3), 
welche die genannten Daten verknüpft sowie automatisiert 
die passenden Verkehrssteuerungsmaßnahmen einleitet. 
Neben der temporären Anhebung der City-Maut beinhaltet 
dies beispielsweise auch Durchfahrtssperren für LKW, Ange-
bote für den ÖPNV oder die Warnung von Bürger*innen vor 
Luftverschmutzung. Die Akzeptanz bzw. Durchsetzung sol-
cher Maßnahmen sollte genau beobachtet werden. Ferner 
sollte es Aufgabe der Politik sein zu bestimmen, welche Daten 
erhoben, durch das System verarbeitet und welche Maßnah-
men ergriffen werden (Bauriedl, 2017: 23).
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fahrzentralen wie BlaBlaCar oder Waze (Ride Sharing 
bzw. Car Pooling) und Mitfahrdienste wie Uber, Lyft 
oder Didi Chuxing (Ride Hailing). Ein neuerer Ansatz 
sind flexible Ruf- bzw. Sammelsysteme (Ride Split-
ting). Diese Mobilitätskonzepte, deren Betrieb maßgeb-
lich von der Nutzung moderner IKT abhängt, können 
speziell auch Personentransporte im ländlichen Raum 
nachhaltiger gestalten, weil sie eine räumlich wie zeit-
lich bedarfsorientierte, aber dennoch geteilte Mobilität 
ermöglichen (Gross-Fengels und Fromhold-Eisebith, 
2018). 
Mobilität als Dienstleistung
Mobilität als Dienstleistung (Mobility as a Service –
MaaS) geht noch einen Schritt weiter (EEA, 2016b: 63; 
Flügge, 2016: 212; Nikitas et al., 2017: 14; Giesecke 
et al., 2016: 3, 8ff.): Dieser verkehrsmittelübergrei-
fende Ansatz beinhaltet (1) die Integration und Ver-
einfachung zuvor fragmentierter Ticket- und Bezahl-
systeme, (2) das Schnüren von Mobilitätspaketen (ver-
gleichbar mit Datenvolumenpaketen oder Flatrates im 
Mobilfunk) sowie (3) die Zentralisierung von Verkehrs-
informationen auf einer IKT-Plattform mit Bereitstel-
lung eines intermodalen Reiseplaners (Kamargianni et 
al., 2016: 3295; EEA, 2016b: 63; Nikitas et al., 2017: 14; 
Giesecke et al., 2016: 4; Flügge, 2016: 211ff.). Dies 
geschieht idealerweise nahe Echtzeit, auf Abruf, „aus 
einer Hand“ und von „Tür zu Tür“. So wird eine naht-
lose intermodale Mobilität ermöglicht, d. h. die Nut-
zung mehrerer, gegebenenfalls geteilter Verkehrsmittel 
auf einem Weg. Ein bekannter Pionier für Mobilität als 
Dienstleistung ist Ubigo, das aus einem Pilotprojekt in 
Göteborg (Schweden) hervorgegangen ist und nun in 
Stockholm neu gestartet wird. Ubigo bietet über seine 
Plattform Haushalten ein Mobilitätsabo an, das sowohl 
den öffentlichen Verkehr als auch Autovermietung, Car 
Sharing, Taxi und Leihräder beinhaltet (UbiGo, o.J.). Ein 
weiteres Beispiel ist die Plattform moovel der Daimler 
AG. Diese kombiniert Dienste von Daimler und anderer 
Partner für Car Sharing, Taxi- bzw. Mitfahrdienste, Bike 
Sharing und Bahn. Wie schwierig MaaS umzusetzen 
und wie umkämpft der Markt der digitalen Mobilität 
ist, zeigt die Ankündigung der BMW Group und Daim-
ler AG zur Bündelung ihrer Mobilitätsdienste (moovel 
Group, 2019; Tatje, 2019). 
Alternative Antriebe: Elektromobilität
Elektromobilität ist zwar nicht per se auf die Digitali-
sierung angewiesen, aber dennoch stark mit digitalen 
Trends verknüpft. Der Wandel hin zu Elektroantrieben 
ist erstens ein zentraler Hebel, um Verkehr zu dekarbo-
nisieren und Emissionen zu reduzieren (Nikitas et al., 
2017: 2; WBGU, 2016a). Zweitens können Elektrofahr-
zeuge durch die digital unterstützte Sektorkopplung 
von Stromerzeugung und Mobilität eine wichtige Rolle 
bei der Energiewende übernehmen (Kap. 5.2.6). Drit-
tens befördern sich Elektromobilität und neue Fahr-
zeug- und Mobilitätskonzepte gegenseitig: Zum Bei-
spiel entfallen beim Car Sharing oder Bike Sharing 
Anschaffungskosten für Nutzer*innen, so dass hier 
Elektrofahrzeuge leichter zugänglich werden. Zudem 
entstehen neue Fahrzeugentwicklungen, etwa Elektro-
kleinfahrzeuge in der Quartiersmobilität und Stadtlo-
gistik (Kap. 5.2.4), die auch die Grenze zwischen Auto 
und Fahrrad verschwimmen lassen (Jacoby und Braun, 
2016: 44; Lenz und Fraedrich, 2015: 192; Nikitas et al., 
2017: 6f.). Elektrobusse im ÖPNV können zudem einen 
wichtigen Beitrag zur Verbesserung der urbanen Luft-
qualität leisten. Sie werden noch fast ausschließlich in 
China produziert und eingesetzt, aber andere Länder 
und Hersteller ziehen langsam nach (Manager Maga-
zin, 2018; GIZ, 2018; Forst, 16.02.2018).
Autonomes Fahren
In verengter Sichtweise wird digitale Mobilität oft mit 
autonomem Fahren gleichgesetzt und dominiert daher 
den Diskurs zu Smart Mobility (Flügge, 2016: 113) und 
der Zukunft von Mobilität insgesamt (Fraedrich et al., 
2015: 4). Die technologischen Herausforderungen und 
Unsicherheiten lassen erwarten, dass sich autonomes 
Fahren stufenweise entwickelt. Nachdem zunächst die 
Zahl der Fahrassistenzsysteme gestiegen ist (z. B. ABS, 
Spurassistent, Einparkhilfe), werden immer mehr Auf-
gaben von Fahrer*innen auf das Fahrzeug übertra-
gen (Festag et al., 2016: 71; Fraedrich et al., 2015: 10f.; 
Milakis et al., 2017: 325; VDA, 2015). Auch neue 
Anwendungen im Car Sharing wie Bringen und Holen 
von Fahrzeugen werden möglich, was Kosten und Zeit 
sparen und Intermodalität erleichtern soll (z. B. Kombi-
nation mit Bahnverkehr). Im ÖPNV besteht das Poten-
zial für flexible, fahrplan- und liniennetzunabhängige 
Ruf- bzw. Sammeldienste (Lenz und Fraedrich, 2015), 
was urbane wie ländliche Bedarfe trifft. Eine Sonder-
form autonomer (Elektro-)Mobilität sind Flug- bzw. 
Drohnentaxis, die kurz vor dem ersten Betrieb ste-
hen und deren Nutzen und Auswirkungen derzeit dis-
kutiert werden (Stüber und Schmiechen, 04.06.2018). 
Die Antriebsrevolution, neue Mobilitätsformen und der 
Diskurs zum vernetzten autonomen Fahren im Straßen-
verkehr sind eng verbunden, denn die Antriebsform 
autonomer Fahrzeuge sowie ihre Einbindung in Mobi-
litätskonzepte wie Car Sharing entscheiden maßgeblich 
über ihre Nachhaltigkeit (Lenz und Fraedrich, 2015; 
Milakis et al., 2017: 330; Fulton et al., 2017: 1). 
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5.2.8.3 
Status Quo und Herausforderungen der 
 nachhaltigen digitalen Mobilität im urbanen Raum
Geteilte Mobilität birgt das Versprechen, dass weniger 
Fahrzeuge und somit weniger Fläche für den Verkehr 
genutzt werden, während gleichzeitig die Fahrzeug-
auslastung und damit Effizienz der Ressourcennutzung 
steigt (Lyons, 2016: 10). Trotz der wachsenden Zahl der 
Angebote und einer hohen Akzeptanz durch Nutzer*in-
nen steckt sie aber noch in den Kinderschuhen, weil 
sie noch nicht als vollwertige Mobilitätsform, sondern 
nur als ergänzendes Element angesehen wird (Santos, 
2018: 5; Nikitas et al., 2017: 2f.). So sind in Deutsch-
land bisher erst ca. 3 % der Bevölkerung Mitglied einer 
Car-Sharing-Organisation, der Anteil bei zurückgeleg-
ten Wegen und Personenkilometern liegt sogar im Pro-
millebereich (BMVI, 2018b: 83ff.). Verkehrseffekte des 
Car Sharing treten daher noch sehr lokal und indivi-
duell auf, müssen aber bei weiterem Wachstum beach-
tet werden. Die Umweltbilanz des Car Sharing bei stati-
onsgebundenen Systemen (z. B. kein Parksuchverkehr, 
Potenzial für E-Ladesäulen) und (intermodaler) Kom-
bination mit umweltfreundlichen Verkehrsmitteln ist 
meist besser als bei nicht stationsgebundenen, hängt 
allgemein aber stark von Faktoren wie Kraftstoffver-
brauch, Emissionen und Nutzungsintensität der Fahr-
zeuge ab sowie davon, ob eine Verlagerung weg vom 
Umweltverbund erfolgt (Baedeker et al., 2018). 
Der ungeplante Boom des nicht stationären Bike 
Sharing zeigt einerseits Bedarfe für flexible emissi-
onsfreie Mobilität auf, hat aber andererseits bereits 
Unmut wegen unkontrolliert abgestellter Leihräder in 
Innenstädten sowie entsprechende Gegenmaßnahmen 
hervorgerufen. Mitfahrdienste sind ein typisches Bei-
spiel für die Vor- und Nachteile der Plattformökono-
mie (Kap. 4.2.2) und stehen weltweit vor allem wegen 
der Konkurrenz zu konventionellen Taxidiensten und 
schlechter Arbeitsbedingungen der Fahrer*innen in 
der Kritik. Umwelt- bzw. CO2-Effekte sind nur schwer 
festzustellen, weil das Wachstum von Mitfahrdiensten 
etwa dem Rückgang bei Taxifahrten entspricht, die oft 
einen geringen Anteil am Verkehrsaufkommen haben 
( Santos, 2018: 5). In einigen Städten in Entwicklungs-
ländern, wie Mexiko City, sind Taxis aufgrund mangel-
hafter öffentlicher Transportangebote durchaus eine 
tragende Säule des Verkehrssystems, und auch hier 
treten Mitfahrdienste in Konkurrenz dazu (Puche, 
2018: 42).
Die Wirkungen neuer Angebote müssen erst noch 
beobachtet werden, ebenso wie die Entwicklung von 
Mobilität als Dienstleistung, die noch stark fragmen-
tiert in einem (dynamischen) Vor- bzw. Frühstadium 
läuft (Kamargianni et al., 2016). Daher sind auch die 
Nachhaltigkeitswirkungen der Angebote noch kaum 
empirisch erforscht und somit eher theoretischer Natur 
(Giesecke et al., 2016: 4; Nikitas et al., 2017: 14ff.). 
Die Ausweitung und Skalenvergrößerung von Mobili-
tät als Dienstleistung wird vor allem durch mangelnde 
Kooperation zwischen Mobilitätsakteuren, hinderliche 
Gesetzgebung (z. B. steuerliche Anreize zum Autofah-
ren) oder fehlende Finanzierung erschwert (Nikitas et 
al., 2017: 15f.). 
Batterieelektrische Fahrzeuge haben bislang wegen 
ihrer relativ hohen Anschaffungskosten, eingeschränk-
ten Reichweite und der spärlichen Ladeinfrastruktur 
noch geringe Marktanteile. Allerdings steigern Innova-
tionen und Kooperationen in diesen Bereichen fortge-
setzt die Attraktivität. Nicht zuletzt treiben Subventio-
nen und fallende Batteriepreisen die Verkäufe an, und 
der globale Marktanteil solcher Fahrzeuge liegt immer-
hin bei 1 % (Canales et al., 2017: 13). Schwieriger zu 
bewältigen scheinen derzeit Nachhaltigkeitsrisiken wie 
die Herkunft der Batterierohstoffe, die Stabilität des 
Energienetzes oder Konsequenzen für die Autoindus-
trie und deren Beschäftigte (Manthey-Kloppenburg, 
2018: 105ff.; Nikitas et al., 2017: 7f.). Auch hängt die 
Ökobilanz davon ab, wie schnell die Energiewende bei 
der Stromerzeugung gelingt. 
Speziell das autonome Fahren ist noch mit vielen 
offenen Fragen, Herausforderungen und Unsicher-
heiten bezüglich quantitativer Effekte behaftet (Niki-
tas et al., 2017: 4f; Festag et al., 2016; Maurer et al., 
2015; Fraedrich et al., 2015: 11; Milakis et al., 2017). 
Zwar können kurzfristig durch deutliche Verbesserun-
gen bei Verkehrsfluss und Auslastung der Verkehrs-
infrastruktur Zeit und Kraftstoff eingespart (schät-
zungsweise bis zu 31–45 % Reduktion bei Fahrzeugen 
mit Verbrennungsmotor und mehr als 90 % bei (geteil-
ten) Elektrofahrzeugen), somit Emissionen vermie-
den werden; außerdem erhöhen die technischen Sys-
teme die Sicherheit (Milakis et al., 2017). Langfristig 
scheint beim autonomen Fahren jedoch die Gefahr von 
Rebound-Effekten durch veränderte Kostenstrukturen 
und Zeitverwendung besonders groß zu sein (Wadud 
et al., 2016). Es wird geschätzt, dass die Verkehrsnach-
frage in Form zurückgelegter Wegstrecken um 3 % bis 
27 % steigen könnte (Milakis et al., 2017). Auch gera-
ten ethische und Sicherheitsfragen sowie rechtliche 
Implikationen (etwa in Bezug auf das Mensch-Maschi-
ne-Verhältnis, Haftung, Entscheidungen in kritischen 
Unfallsituationen, Mischverkehr v. a. mit Fuß- und 
Radverkehr) zunehmend in den Blick (Fraedrich et al., 
2015: 5; Milakis et al., 2017: 339f.). 
Eine prinzipielle Herausforderung digital unter-
stützter Mobilität ist auch der Umgang mit Daten. Viel-
fach ist für die Nutzer*innen nicht klar, welche Daten 
genau im Rahmen neuer Geschäftsmodelle von den 
Anbietern gesammelt und wie sie verwendet werden 
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(z. B.  Breitinger, 2018). Auch sind gerade Positions- 
und Mobilitätsdaten besonders sensibel, da aus ihnen 
selbst nach einer Anonymisierung auf die Identität der 
Nutzer*innen geschlossen werden kann und sie sogar 
herangezogen werden können, um einer Person wei-
tere unabhängige Datensätze zuzuordnen (Kondor et 
al., 2018; Matheson, 2018). Hier gilt es, Lösungen zu 
finden und durchzusetzen, um die Privatsphäre der 
Nutzer*innen zu bewahren. 
Kasten 5.2.8-2 veranschaulicht am Beispiel Chinas 
die Optionen für digitale Mobilität in Entwicklungs- 
und Schwellenländern.
5.2.8.4 
Folgerungen: Stellschrauben für eine nachhaltige 
digitale Mobilitätswende im urbanen Raum
Derzeit steht in vielen Bereichen die Einführung digi-
tal gestützter Mobilitätsformen noch am Anfang. 
Zudem laufen viele Entwicklungen parallel. Treibende 
Kräfte der Entwicklung sind u. a. Automobilherstel-
ler, IKT-Konzerne oder Mitfahrdienste, die gleichzei-
tig E-Mobilität, autonomes Fahren und Mobilität als 
Dienstleistung vorantreiben (Kasten 5.2.8-2,  Nikitas 
et al., 2017: 4). Die Lösung zentraler urbaner Ver-
kehrsprobleme (z. B. hohe CO2- und Luftschadstoff-
emissionen, Flächenverbrauch, Lärmbelastung, stei-
gende Fahrt- und Transportzeiten sowie Unfallrisiken) 
ist allerdings keine rein technologische Frage, sondern 
hängt entscheidend von der passenden Einbettung 
digitaler Lösungen in übergreifende Konzepte nachhal-
tiger urbaner Mobilität ab. Notwendig ist zunächst eine 
Klarstellung der Handlungskompetenzen: Richtungsge-
ber der Entwicklung sollten demokratisch legitimierte 
Institutionen sein, nicht Technologieunternehmen. Sie 
sollten eine urbane Mobilitätswende vorantreiben, die 
das Wohlergehen der Menschen und den Schutz natür-
licher Lebensgrundlagen ins Zentrum stellt. Eine wich-
tige Rolle kann die geteilte Mobilität spielen, um das 
innerstädtische ebenso wie das ländliche Verkehrsauf-
kommen zu mindern bzw. in Grenzen zu halten. Die 
notwendige Dekarbonisierung urbaner Mobilität kann 
durch eine Priorisierung des Öffentlichen Verkehrs 
Kasten 5.2.8-2
Chinas digitale Mobilitätswende – Ein 
Modell (nicht nur) für Entwicklungs- und 
Schwellenländer?
China etabliert sich – trotz oder sogar wegen seiner relativ 
ungünstigen Umweltbilanz – zunehmend als global wichtiger 
Akteur im IKT- und Mobilitätssektor (Ibold und  Retzer, 
2018). Das Land versucht, die Negativeffekte des rapiden 
Wachstums von Bevölkerung, Städten, Wirtschaft (mit eige-
ner Autoindustrie) und Verkehr einzudämmen, die vor allem 
in Megacities wie Beijing, Shanghai oder Guangzhou zu spü-
ren sind (Gao und Kenworthy, 2017; Tyfield, 2014). Schon 
seit Beginn des umfassenden Aufbaus der Verkehrsinfra-
struktur Mitte der 1990er Jahre wurden intelligente Ver-
kehrssysteme integriert (Wang et al., 2017: 38ff.). Im Zuge 
der beiden jüngsten „Fünfjahrespläne für wirtschaftliche und 
soziale Entwicklung“ manifestiert sich ein markanter Nach-
haltigkeitswandel in der Verkehrspolitik (Ibold und Retzer, 
2018). Im 12. Fünfjahresplan (2011–2015) wurde die Basis 
für eine nachhaltigere Infrastrukturentwicklung und Abkehr 
von der autofixierten Politik gelegt (Gao und Kenworthy, 
2017: 40, 51). Aktuell sind der 13. Fünfjahresplan (2016–
2020) und die 2015 übersandten „Intended Nationally Deter-
mined Contributions“ (INDC) zum Pariser Klimaabkommen 
wichtige Meilensteine. Insbesondere der Punkt „smarter Ver-
kehr“ und das zugehörige Programm zur Förderung der Smart 
Transportation reflektieren die Bedeutung der Digitalisierung 
für Chinas Mobilitätswende und gleichzeitig Ambitionen des 
Landes für die globale Innovationsführerschaft bei IKT, Big 
Data, Smart-Mobility- und Smart-City-Technologien (Ibold 
und Retzer, 2018: 3ff.; für weitere Beispiele: Perez-Cerezo, 
2018). China gilt als Vorreiter für geteilte Mobilität und Mobi-
litätsdienstleistungen, weil zum einen eine teils restriktive 
Autopolitik vorherrscht (geringer Kfz-Besitz), zum anderen 
eine große Offenheit gegenüber digitalen Technologien 
besteht und (Sharing-)Apps sowie die „Alles-in-einem“-
Plattform WeChat stark genutzt werden (GIZ, 2018; Roland 
Berger, 2017a). Beispielsweise wird im Boom von Bike-Sha-
ring-Anbietern wie Mobike (3,65 Mio. Räder), Ofo (geplant 
10 Mio.) oder Bluegogo sowie einem Bestand von ca. 250 
Mio. Elektro zweirädern eine Chance zur Renaissance des 
Fahrrads gesehen – in beiden Bereichen ist China weltweit 
führend hinsichtlich Produktion und Nachfrage (Gao und 
Kenworthy, 2017: 49ff.; Zuev et al., 2018: 2; Tyfield, 
2014: 597; chinadialogue.net, 09.06.2017). Allerdings wur-
den E-Zweiräder lange Zeit kaum gefördert und gar teils mit 
restriktiven Maßnahmen bekämpft, beispielsweise indem 
willkürlich abgestellte Leihräder beseitigt wurden. Ähnliches 
lässt sich auch in Deutschland und Europa beobachten, wo 
asiatische bzw. chinesische Anbieter auf den Markt drängen 
(DW, 2018; GIZ, 2018). Im Bereich der Mitfahrdienste ist eine 
ähnliche Entwicklung von Boom und Nachsteuerung zu 
beobachten (Chong, 2018). Bekanntestes Unternehmen ist 
der Uber-Konkurrent Didi Chuxing, der seit 2012 in Betrieb 
ist und 2016 Ubers chinesische Tochter für 35 Mrd. US-$ 
übernommen hat (folgende Ausführungen basierend auf 
Roland Berger, 2017a sowie Gao und Kenworthy, 2017: 51). 
Didi Chuxing will auch international expandieren und erwei-
tert kontinuierlich sein Leistungsspektrum über die Fahrtver-
mittlung hinaus. Dies beinhaltet Reparaturservices, Ladesta-
tionen, Verkehrsmanagementlösungen für Städte sowie For-
schung und Entwicklung zu autonomen Elektrofahrzeugen 
und KI. Die beiden oben genannten Bike-Sharing-Anbieter 
Ofo und Bluegogo gehören ohnehin schon zum Konzern. Didi 
Chuxing ist damit ein beeindruckendes Beispiel für das Ent-
stehen integrierter Angebote von „Mobility as a Service“. 
Zugleich ist es auch Beispiel für die Risiken, welche vernetzte 
Mobilität hinsichtlich Datensicherheit und Monopolbildung 
schafft, nicht zuletzt vor dem Hintergrund des umfassenden 
staatlichen Scoring (Kap. 5.3.3).
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Kasten 5.2.8-3
Handlungsempfehlungen zum Schauplatz  
„Nachhaltige urbane Mobilität“
 > Leitbilder und Transformations-Roadmaps für digital unter-
stützte, nachhaltige urbane Mobilität aufsetzen: Der WBGU 
empfiehlt, auf Ebene der Städte im Zusammenspiel mit der 
nationalen Ebene Leitbilder und Umsetzungspläne für eine 
digital unterstützte, nachhaltige urbane Mobilität zu ent-
wickeln. Eine solche Stadt-, Raum- und Verkehrsplanung 
stellt Gesundheit und Lebensqualität ins Zentrum. Sie ver-
meidet individuellen motorisierten Verkehr und stellt den 
Umweltverbund (ÖPNV, Rad- und Fußverkehr) in den Vor-
dergrund. Im Zentrum sollten die Erreichbarkeit der Ziel-
orte und der Zugang zu Mobilität an sich stehen, wobei der 
motorisierte Verkehr perspektivisch emissionsfrei (elek-
trisch auf Basis erneuerbarer Energien) sein sollte. Dabei 
sollte die Planung explizit die Rolle digitaler Technolo-
gien und Anwendungen für die nachhaltige urbane Mobili-
tätswende einbeziehen. Der finanziellen und planerischen 
Förderung des Fuß- und Radverkehrs sollte bei der Smart 
Mobility wesentlich mehr Aufmerksamkeit gewidmet wer-
den. Basierend auf einer vorausschauenden, reflexiven 
„Transformations-Roadmap“ sollten Kapazitätszugewinne 
dazu genutzt werden, nicht mehr benötigte Fahrspuren 
und Parkplätze für den Fuß- und Radverkehr sowie andere 
nachhaltige Flächennutzungen umzuwidmen. Durch den 
Aufbau eines intermodalen Verkehrsmanagementsystems, 
das auch den Fuß- und Radverkehr einbezieht, können 
Flächennutzungen bedarfsgerecht und flexibel angepasst 
werden und beispielsweise in Zeiträumen hoher Mobili-
tätsnachfrage für platzsparende Verkehrsmittel umgestellt 
werden. Die umwelt-, verkehrs- bis hin zu gesellschafts- 
und industriepolitischen Rahmensetzungen sollten ange-
passt werden, um digitale Technologien gezielt für eine 
nachhaltige Mobilitätswende zu nutzen. 
 > Kostentransparenz schaffen, externe Effekte internalisie-
ren, umweltschädliche Subventionen abschaffen: Einen 
wesentlichen Hebel zur Förderung der nachhaltigen Mobi-
lität sieht der WBGU in der Schaffung von Kostentrans-
parenz im Verkehrssektor sowie einer darauf aufbauenden 
Reform der Finanzierung des Verkehrssystems inklusive 
der Abschaffung umweltschädlicher Subventionen. Mit 
den neuen digitalen Technologien stehen flächendeckend 
die Instrumente zur Verfügung, sogar nahe Echtzeit externe 
Effekte wie Emissionen, Flächenverbrauch, Zeitverluste 
usw. zu internalisieren, beispielsweise in Form intelligenter 
Mautsysteme (Cramton et al., 2018) oder durch Tarifgestal-
tung bei Mobilität als Dienstleistung. Dabei sind auch ver-
teilungspolitische Effekte zu berücksichtigen und Alterna-
tiven im öffentlichen Raum zu schaffen.
 > Kommunale Gemeinwohlinteressen bei datenbasierten 
Mobilitäts-Geschäftsmodellen sicherstellen, strategische 
Rolle von Mobilitätsdaten berücksichtigen: Angesichts der 
dynamischen Entwicklung neuer Akteure und Geschäfts-
modelle ist hoch bedeutsam, die Zielsetzungen nachhal-
tiger Mobilität in der Planung und Gestaltung des öffent-
lichen Raums sowie der Infrastruktur einzubringen und 
umzusetzen. Um die Gestaltungshoheit öffentlicher Ent-
scheidungsträger für nachhaltige Mobilität zu wahren, 
sollte darüber hinaus der Daten-Konzentration und markt-
beherrschenden Stellung einzelner privatwirtschaftlicher 
Akteure vorgebeugt und entgegengewirkt werden. Zudem 
müssen öffentliche Akteure dazu befähigt werden, selbst 
digitale Daten zweckgebunden zu erheben und einzuset-
zen (Kap. 5.2.7). So sollten städtische Behörden Zugriff 
auf bzw. Hoheit über wesentliche Teile der Mobilitätsdaten 
haben. Sie sollten private Mobilitätsanbieter verpflichten 
können, öffentlichen Planungsträgern ihre Daten zur Ver-
fügung zu stellen, oder den Bürger*innen selbst die Mög-
lichkeit einer freiwilligen „Datenspende“ eröffnen. Auf 
diese Weise können neue (digitale) Möglichkeiten der 
öffentlich-privaten Partnerschaft genutzt und Kräfte zur 
Förderung der nachhaltigen Mobilität gebündelt werden. 
Ein Schritt in diese Richtung sind auch die gemeinsamen 
Bemühungen von Kommunen, Verkehrsunternehmen 
und Mobilitätsdienstleistern zur Einbindung von geteil-
ter Mobilität in ÖPNV-Abos. Eine besondere Aufmerksam-
keit erfordern zudem der Datenschutz und Schutz der Men-
schen vor Überwachung. 
 > Dezentrale, interoperable, standardbasierte Verkehrsda-
tenbanken und ein Daten- und Buchungssystem für öffent-
lichen Nah- und Fernverkehr als Basis eines europäischen 
Mobilitätsdienstleistungssystems aufbauen: Niedrigschwel-
lige Mobilitätsteilhabe sollte insbesondere im öffentlichen 
Verkehr auch ohne Preisgabe sensibler persönlicher Daten 
möglich sein. Dezentrale Datenbanken könnten dies garan-
tieren und gleichzeitig Konzentrationstendenzen der Date-
nökonomie reduzieren. Die immer noch komplexe Struktur 
von Tarif-, Buchungs- und Informationsservices im öffent-
lichen Verkehr machen ihn derzeit gegenüber dem Indivi-
dualverkehr subjektiv unattraktiver. Um dem zu begeg-
nen und die Attraktivität des öffentlichen Nah- und Fern-
verkehrs zu steigern, empfiehlt der WBGU die Einrichtung 
eines europäischen Daten- und Buchungssystems, das eine 
Basis für ein europäisches Mobilitätsdienstleistungssystem 
bildet.
 > Entwicklungs- und Schwellenländer sollten ihre Mobilitäts-
systeme frühzeitig auf Basis des Leitbilds der nachhaltigen 
Mobilität entwickeln oder umgestalten: Verkehrssysteme in 
Entwicklungs- und Schwellenländern können oft nicht mit 
dem rapiden Bevölkerungs- und Verkehrswachstum Schritt 
halten, so dass viele Probleme dort besonders drängend 
sind. Sie sollten sich am Leitbild nachhaltiger Mobilität ori-
entieren und können dabei für ihre spezifischen Bedürf-
nisse geeignete Lösungen mit Hilfe digitaler Technologien 
einführen oder weiterentwickeln, beispielsweise geteilte 
Mobilität, intelligente Verkehrssysteme und vor allem 
(Elektro-)Schnellbussysteme (Bus Rapid Transit: Stead und 
Pojani, 2017: 291; Nikitas et al., 2017: 8). Diese entwickeln 
sie idealerweise selbst unter Einbezug der (potenziellen) 
Nutzer*innen und passen sie an lokale Gegebenheiten an. 
Ein besonderer Fokus liegt daher auf der Entwicklung 
angepasster Technologien, dem Erwerb von Fachwissen 
sowie dem Aufbau von Kontroll- und Durchsetzungskom-
petenzen. Der Zugang zu (öffentlichen) Mobilitätsdienst-
leistungen insbesondere für Armutsgruppen sollte eine 
herausragende Rolle spielen. Internationale Kooperationen 
unterstützen die Länder auf dem beschriebenen Weg. Hier-
bei kann beispielsweise auf die „Initiative für Transforma-
tive Urbane Mobilität“ unter Beteiligung des BMZ und 
andere Aktivitäten im Rahmen der New Urban Agenda auf-
gebaut bzw. angedockt werden (BMZ, 2017; UN- Habitat, 
2016a, 2017, 2019).
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und des Fuß- und Radverkehrs sowie die Elektrifizie-
rung des motorisierten Verkehrs auf Grundlage erneu-
erbarer Energien erreicht werden. Außerdem sollte eine 
Veränderung der Geschäftsmodelle hin zu Mobilität als 
Dienstleistung auf das Ziel einer nachhaltigen urba-
nen Mobilitätswende ausgerichtet werden. In Entwi-
cklungs- und Schwellenländern muss es zunächst um 
den Aufbau nachhaltiger urbaner Mobilitäts systeme 
sowie insbesondere um den Zugang zu Mobilitäts-
dienstleistungen auch für die Armutsbevölkerung und 
den Anschluss informeller Stadtquartiere an den ÖPNV 
gehen. Auch die Sicherheit des nicht motorisierten Ver-
kehrs ist zentral. Eine zukunftsfähige, digital gestützte 
urbane Mobilität wird sich zudem nur einstellen, wenn 
die Digitalisierungspotenziale ganz in den Dienst inte-
grierter nachhaltiger Mobilitätskonzepte gestellt wer-
den. Ein digitalisierter und vernetzter urbaner Perso-
nenverkehr muss eingebettet sein in neue Arbeits- und 
Freizeitmodelle, die Digitalisierungsmöglichkeiten zur 
drastischen Reduktion der Verkehrsmenge nutzen, in 
integrierte Konzepte der Stadtplanung, die Distanzen 
und Wege reduzieren, sowie in eine Verkehrsplanung, 
die ökologische und urbane Lebensqualität steigernde 
Mobilitätsformen aktiv fördert (insbesondere Fuß- und 
Radverkehr und innovative, emissionsfreie Fahrzeuge). 
Erst im Rahmen einer solchen „Smart-Mobility-Gover-
nance“ kann digitalisierte und autonome Mobilität zu 
positiven Nachhaltigkeitseffekten führen.
5.2.9 
Präzisionslandwirtschaft: der nächste Schritt in 
die industrialisierte Landwirtschaft?
5.2.9.1 
Der Kontext: globale, nachhaltige Landnutzung
Das Transformationsfeld Landnutzung (WBGU, 
2011: 247ff., 317ff.) wird zu einem der wichtigsten 
Schauplätze für Nachhaltigkeit und Zukunftssiche-
rung in diesem Jahrhundert. Die Digitalisierung in der 
Landwirtschaft, hier vereinfacht „Präzisionslandwirt-
schaft“ genannt, verspricht einen wichtigen Baustein 
für die nachhaltige Intensivierung der Agrarproduktion 
zu liefern und somit eine Ertragssteigerung bei gleich-
zeitiger Verringerung der Umweltschäden zu erreichen 
( Schrijver, 2016: 30ff.).
Landwirtschaftlich nutzbare Böden sind eine 
knappe, unverzichtbare und nicht substituierbare Erd-
systemressource die eng verknüpft mit Wasserressour-
cen sind und von der das Wohlergehen der gesamten 
Menschheit abhängt. Derzeit können im Prinzip genü-
gend Nahrungsmittel für die Weltbevölkerung pro-
duziert werden (Grote, 2014; SDG 2: „Kein Hunger“). 
Dies droht sich in Zukunft zu ändern, denn es werden 
erhebliche Nachfragesteigerungen prognostiziert, u. a. 
wegen des Bevölkerungswachstums und zunehmend 
flächenintensiver Ernährungsstile (vor allem durch 
zunehmenden Konsum tierischer Produkte). Der ent-
Kasten 5.2.8-4
Forschungsempfehlungen zum Schauplatz  
„Nachhaltige urbane Mobilität“
Der WBGU sieht vor allem hinsichtlich der Nachhaltigkeits-
wirkungen der „digitalen“ Mobilität großen Forschungs-
bedarf:
 > Datengrundlagen schaffen, Monitoring aufbauen: Aufgrund 
des Neuheitsgrades der digital unterstützten Mobilität 
mangelt es an geeigneten Datengrundlagen. Diese sollten 
zeitnah geschaffen werden, indem ein Monitoring für 
nachhaltige digitale Mobilität aufgebaut wird, differenziert 
nach städtischen und ländlichen Räumen sowie Ländern 
unterschiedlichen Entwicklungsstands. Wertvolle Grundla-
gen dafür sind beispielsweise IoT und Big Data, z. B. durch 
Internet-, Mobilfunk- oder Mobilitätsdienstleister. Dabei 
gilt es Wege zu erforschen, wie dies ohne Überwachungsri-
siken von Individuen geschehen kann. 
 > Forschung zu Nachhaltigkeitswirkungen ausbauen: Damit 
gemeinsam muss die (empirische) Forschung zu Nachhal-
tigkeitswirkungen der digitalen Mobilität stark ausgebaut 
und untereinander vernetzt werden. Dies gilt beispiels-
weise für Veränderungen der Mobilitätsnachfrage und 
sollte auch den Güterverkehr berücksichtigen (neue Stadt-
logistikkonzepte, neue Produktionsstrukturen und Wert-
schöpfungsketten, Verlagerung von Wertschöpfung hin zu 
immateriellen Wirtschaftsgütern). Insbesondere zu erfor-
schen sind Umwelt- und Ressourcenimplikationen, vertei-
lungspolitische Aspekte sowie Fragen des Datenschutzes.
 > Hemmnisse, Potenziale und Wirkungen für Änderungen im 
Mobilitätsverhalten (z. B. Rebound-Effekte) durch Digitali-
sierung erforschen und Veränderungsstrategien in der Pra-
xis untersuchen (Reallabore): Damit verbunden sind auch 
Akzeptanzfragen, beispielsweise hinsichtlich eingesetzter 
Technologien, oder Fragen möglicher Verhaltensreaktionen 
auf veränderte oder neu geschaffene Preissignale.
 > Transdisziplinäre Entwicklungsforschung bzw. -zusam-
menarbeit zur nachhaltigen digitalen Mobilität aufbauen: 
Vor allem in ausgewählten Städten in Entwicklungs- und 
Schwellenländern sollten Reallabore für nachhaltige digi-
tal unterstützte Mobilität aufgebaut und Grundlagen einer 
integrierten, Raum- und Verkehrsplanung geschaffen wer-
den. 
 > Forschung zur „Smart Mobility Governance“ vorantreiben 
und Erkenntnisse zeitnah in die Praxis überführen: Die mit 
den vielfältigen systemischen Möglichkeiten der Smart 
Mobility verknüpften Koordinations- und Steuerungser-
fordernisse verlangen in hohem Maße konzeptionelle wie 
Empirische Forschungen. Dies kann und sollte auch in ent-
sprechende Smart-City-Forschungsvorhaben eingebettet 
sein.
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sprechende Bedarf für die Ausweitung der landwirt-
schaftlichen Produktion bis Mitte des Jahrhunderts 
wird auf ca. 50–100 % geschätzt (FAO, 2018; Valin et 
al., 2014; Alexandratos und Bruinsma, 2012; Tilman et 
al., 2011; IAASTD, 2009). Die Nachfrage nach landwirt-
schaftlichen Gütern steigt auch durch den Biomassebe-
darf der Bioökonomie (z. B. durch Umstellung auf bio-
basierte Produkte und durch Bioenergie), sowie durch 
den Bedarf nach „negativen Emissionen“ aus Gründen 
des Klimaschutzes (SDG 13: „Maßnahmen zum Klima-
schutz“) mittels großflächiger Aufforstung oder der 
Kombination von Bioenergie mit Kohlenstoffabschei-
dung und speicherung (Bioenergy with Carbon Capture 
and Storage – BECCS; WBGU, 2016b: 13f.). 
Dem steigenden Bedarf steht gegenüber, dass eine 
Abnahme der landwirtschaftlichen Produktion durch 
Bodendegradation, Wasserknappheit und ungebrems-
ten Klimawandel zu erwarten ist (WBGU, 1994; IPBES, 
2018; UN-Water, 2018; Porter et al., 2014: 488). Bis-
lang wurde ein Teil des steigenden Bedarfs durch die 
Ausweitung der landwirtschaftlichen Flächen in natur-
nahe Ökosysteme (z. B. tropische Wälder, Savanne) 
gedeckt. Es gibt einen breiten internationalen Konsens, 
dass diese Option gestoppt werden muss, um biologi-
sche Vielfalt und Ökosystemleistungen zu schützen 
(SDG 15: „Leben an Land“; Aichi-Ziele 5 und 7: CBD, 
2010; WBGU, 2014b: 29). Eine andere Option für Pro-
duktionssteigerung ist die Intensivierung der Produk-
tion auf den bestehenden landwirtschaftlichen Flä-
chen mit dem gleichzeitigen Ziel, Umweltschäden zu 
minimieren („nachhaltige Intensivierung“: The Royal 
Society, 2009; Tilman et al., 2011; FAO, 2018). 
Studien zu dieser zweiten Option geben Hoffnung, 
dass die Produktionssteigerung auf den bestehenden 
Flächen einen wesentlichen Beitrag zu einer nachhaltigen 
Ernährungssicherung leisten kann, so dass die Zerstö-
rung weiterer naturnaher Ökosysteme erheblich verrin-
gert werden könnte (Egli et al., 2017; Henry et al., 2018; 
Mauser et al., 2015; Foley et al., 2011). Allerdings ist 
auch die Intensivierung ein wesentlicher Faktor bei dem 
weltweit zu beobachtenden rapiden Schwund terrest-
rischer biologischer Vielfalt und Ökosystem leistungen 
(IPBES, 2019; CBD, 2014: 10; WBGU, 2000: 3). 
Die Präzisionslandwirtschaft kann in der industriel-
len landwirtschaftlichen Produktion zur nachhaltigen 
Intensivierung der Agrarproduktion beitragen (Schrij-
ver, 2016: 30ff.). Auf die anders gelagerten, aber eben-
falls interessanten Potenziale der Digitalisierung in der 
überwiegend kleinbäuerlichen Landwirtschaft in Ent-
wicklungsländern wird im folgenden Schauplatz einge-
gangen (Kap. 5.2.10). 
5.2.9.2 
Präzisionslandwirtschaft: Methoden, Verbreitung 
und Potenziale 
Der Begriff „Präzisionslandwirtschaft“ entstand etwa 
Mitte der 1980er Jahre. Damit sollen Saatgut, Was-
ser, sowie Dünge- und Pflanzenschutzmittel über digi-
tale Systeme entsprechend den Bedürfnissen der Pflan-
zen und der Bodenqualität präzise ausgebracht (Geb-
bers und Adamchuk, 2010) sowie die Ernte erleichtert 
werden. Dazu werden Sensorik (z. B. Messgeräte für 
Bodenfeuchte und Nährstoffe, Erkennen von Früch-
ten), Monitoring (z. B. digitale Erfassung und Auswer-
tung meteorologischer Daten, Einsatz von Drohnen zur 
Bilderkennung) und satellitengestützte Positionsbe-
stimmung (z. B. digitale Karteien der Flächen, autono-
mes Fahren von Landmaschinen) mittels digitaler Sys-
teme zur Vernetzung und intelligenten Steuerung der 
landwirtschaftlichen Maschinen verwendet (Walter 
et al., 2017). Des Weiteren ergeben sich aus der Prä-
zisionslandwirtschaft Potenziale für die Tierhaltung 
( Kasten 5.2.9-1). 
Der Grad der Digitalisierung in der Landwirtschaft 
variiert stark und für die Erfassung werden sehr unter-
schiedliche Definitionen und Indikatoren wie der pro-
zentuale Flächenanteil, der Anteil der Nutzer*innen oder 
auch die Intensität der Maschinennutzung verwendet. 
Präzisionslandwirtschaft wird aber vor allem in Indus-
trieländern (USA, Kanada, Australien, Nord- und Mit-
teleuropa; Reichardt, 2010) angewendet, hat aber auch 
in am Export landwirtschaftlicher Produkte orientierten 
Schwellenländern Potenziale (z. B. Brasilien, Argentinien; 
McBratney et al., 2005; Silva et al., 2007). In England 
z. B. nutzten 2012 bereits etwa ein Fünftel der Betriebe 
Methoden der Präzisionslandwirtschaft (UK DEFRA, 
2013); in der EU lag der Anteil 2016 bei etwa einem Vier-
tel (Schrijver, 2016). Präzisionslandwirtschaft scheint 
in der überwiegenden Mehrzahl der untersuchten Fälle 
profitabel zu sein (Gebbers und Adamchuk, 2010). 
Die Präzisionslandwirtschaft nutzt eine Reihe von 
Ansatzpunkten, um die Ressourcen effizienter zu nut-
zen und zur Erhaltung der natürlichen Lebensgrund-
lagen (Kap. 2.2.1) beizutragen. Digital unterstütztes, 
gezieltes Wassermanagement bietet vor allem wasserär-
meren Regionen die Möglichkeit zur Ertrags steigerung, 
 Kostensenkung und Nachhaltigkeit (Monaghan et al., 
2013). Bodenbearbeitung, Ernteverfahren und -zeit-
punkte lassen sich durch Präzisionslandwirtschaft 
 optimieren, so dass Ernteverluste verringert und die 
 Qualität der Nahrungsmittel gesteigert werden können 
(King, 2017; Monaghan et al., 2013). 
Düngemittel und Pestizide können mit Hilfe digitaler 
Technik präziser und damit sparsamer dosiert werden 
(Robertson und Vitousek, 2009; Khoshnevisan et al., 
2013), z. B. kann gezielte Mikrodosierung von Herbi-
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ziden mittels Robotik Einsparpotenziale von mehr als 
90 % mit sich bringen. Durch Einsatz von Lasertechno-
logie oder Mechanik ließen sich Herbizide teils sogar 
gänzlich vermeiden (King, 2017). Laut einer Studie im 
Auftrag des BMEL liegen die Einsparungen im niedri-
gen einstelligen Prozentbereich (BMEL, 2017). Diese 
Methoden sind im Labormaßstab und z. T. auch in der 
Anwendung bereits verfügbar. 
Auch im Frucht- und Gemüseanbau (im Freiland wie 
in Gewächshäusern), gibt es Potenziale für Effizienz- 
und Qualitätssteigerung (Zude-Sasse et al., 2016), etwa 
durch mechanisches Ernten von Früchten zum optima-
len Zeitpunkt (dies ist z. B. bei Weintrauben, Äpfeln, 
Tomaten, Erdbeeren, Oliven bereits möglich; King, 
2017).
Durch diese Methoden der Präzisionslandwirt-
schaft können betriebswirtschaftliche Kosten gesenkt 
und Flächenerträge gesteigert werden (Bramley, 2009; 
Kasten 5.2.9-1
Präzisionstierhaltung 
In der Nutztierhaltung hält die Digitalisierung schon seit eini-
gen Dekaden Einzug mit dem vorrangigen Ziel, die Effizienz 
der Produktion zu steigern. Die elektronische Tieridentifi-
kation mit Hilfe von Radio Frequency Identification (RFID) 
ermöglicht das Monitoring der Tiergesundheit und der Fut-
terdosierung. Über die Futterdosierung (inklusive Inhalts-
stoffe und Energiegehalt des Futters) mit Futter- und Weide-
robotern lässt sich die Quantität und Qualität der Milch und 
des Fleisches optimieren. Eine Leistungssteigerung der Tiere 
wird über Faktoren wie bequeme Liegeflächen, gesunde Lauf-
flächen und mechanische Hilfen zur Körperpflege sowie die 
Schaffung eines gesundheitsfördernden Stallklimas erreicht. 
Auch das Bewegungsprofil der Tiere, der Zeitpunkt der Fut-
teraufnahme und die Futtermenge werden berücksichtigt. 
Durch Digitalisierung werden zudem die Präzision bei der 
Tierbestandsdokumentation und die Rückverfolgbarkeit ent-
lang der Wertschöpfungskette verbessert, auch im Rahmen 
von Herkunfts- und Qualitätssicherungsprogrammen. Die 
Markierung der landwirtschaftlichen Nutztiere mit RFID-
Chips hilft darüber hinaus, dem Viehdiebstahl vorzubeugen 
(Grote und Neubacher, 2016). Durch „virtuelles Einzäunen“ 
der Tiere im Freiland lassen sich zudem Übergrasung leichter 
vermeiden sowie Unkrautbekämpfung und das Nährstoffma-
nagement verbessern. Eine Übersicht über viele technische 
Möglichkeiten der Präzisionstierhaltung geben Banhazi et. al. 
(2012).
Allerdings haben die Digitalisierung und die damit ver-
bundene Ökonomisierung in der Nutztierhaltung auch einige 
Schattenseiten: 
 > In der Nutztierhaltung ist weltweit eine zunehmende Kon-
zentration zu beobachten, die sich durch steigende durch-
schnittliche Bestandsgrößen und zunehmende Leistun-
gen pro Tier ausdrücken. Die Digitalisierung ist, neben den 
Züchtungserfolgen, ein wesentlicher Treiber dieser regio-
nalen und betrieblichen Konzentration. In Deutschland – 
insbesondere in der südlichen Weser-Ems-Region – wer-
den mehr als drei Viertel aller Hühner in Betrieben mit 
über 50.000 Tieren gemästet (BMEL, 2019). Es wird sogar 
geschätzt, dass künftig in einem einzigen Betrieb einige 
 Millionen Masthähnchen, 25.000 Milchkühe oder 200.000 
Mastschweine leben können (Berckmans, 2017). 
 > Durch die Konzentration der Tierbestände besteht die 
Gefahr der Verbreitung von Krankheiten, so dass Antibio-
tika teils vorbeugend verabreicht werden. Durch die hohe 
Verabreichung von Antibiotika in der Tierhaltung können 
allerdings multiresistente Keime entstehen, die auch den 
Menschen gefährlich werden können (Cassini et al., 2019). 
In Deutschland wurde zwar die Deutsche Antibiotika-Resi-
stenzstrategie („DART 2020“) eingeführt, um die Verbrei-
tung von Antibiotikaresistenzen einzudämmen. Jedoch 
betrug die jährliche Abgabemenge in 2015, trotz einer 
Reduzierung der Menge seit 2011 um gut die Hälfte, immer 
noch etwa 800 t (BMEL, 2019). In anderen wichtigen Pro-
duktionsländern, wie den USA, ist der Einsatz von Antibi-
otika sogar zur Leistungsförderung nach wie vor erlaubt 
(BMEL, 2019). 
 > Verschiedene Umweltschäden entstehen aufgrund der 
hohen Konzentrationen der Emissionen. Über 90 % des 
NH3, 37 % des CH4 und 65 % des N2O in der Atmosphäre 
stammen aus der Tierhaltung, und bis zu 30 % aller Land-
flächen, bis zu 70 % der landwirtschaftlichen Flächen und 
8–15 % der Wasserressourcen werden für die Tierhaltung 
genutzt (Berckmans, 2017; Steinfeld et al., 2006; Sharma et 
al., 2018). Zudem leidet die Qualität von Trink- und Grund-
wasser aufgrund zu hoher Nitratbelastung insbesondere in 
den Regionen mit konzentrierter Tierhaltung (Taube, 2018; 
Hermanowski et al., 2018). 
 > Bedenken werden auch immer wieder hinsichtlich des 
Datenschutzes und der Datensicherheit sowie der starken 
Abhängigkeit der Landwirt*innen von einigen wenigen 
großen Konzernen geäußert, da sämtliche Daten eines 
Betriebes digital erfasst werden (Roosen, 2017). Das 
Unternehmen, das eine ansprechende Plattform entwi-
ckelt, auf der der Bezug von verschiedenen Inputfaktoren 
mit Beratung und betriebseigenen komplexen Daten kom-
biniert wird, hat sehr gute Möglichkeiten, eine Monopol-
stellung aufzubauen (A.T. Kearney, 2016). 
 > Kritiker*innen betonen zudem, dass sich durch die Digitali-
sierung und die Konzentration der Tierbestände die Bezie-
hung zwischen Mensch und Tier verändert. Digitalkompe-
tenzen nehmen bei Landwirt*innen einen höheren Stellen-
wert ein als die Kenntnisse zu Haltungsformen und Tierge-
sundheit, die zunehmend digital gesteuert und kontrolliert 
werden. Vor diesem Hintergrund wird die Wichtigkeit einer 
bioethischen Analyse der Präzisionstierhaltung gesehen 
(Wathes et al., 2008). 
 > Letztlich führt der massive Konzentrationstrend in der 
Tierhaltung dazu, dass Fleisch zu relativ niedrigen Preisen 
angeboten wird und sich die Nachfrage weiter erhöht. Es 
wird geschätzt, dass bis 2050 jährlich rund 200 Mio. t 
Fleisch und 1 Mrd. t Getreide für die Tierfütterung zusätz-
lich produziert werden müssen, um die weltweite Nach-
frage zu bedienen (FAO, 2009a). Der tierische Eiweißver-
brauch stieg zwischen 2003 und 2013 um 69 %, während 
die Bevölkerungswachstumsrate im selben Zeitraum bei 
etwa 29 % lag (Behrens et al., 2017).
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Haboudane et al., 2002). So konnte in Brasilien bei 
Zuckerrohr eine Ertragssteigerung um geschätzte 
5–10 % erreicht werden (Demattê et al., 2014). Zudem 
werden Böden, Energie- und Wasserressourcen, umlie-
gende Ökosysteme und Nahrungsmittel weniger belas-
tet (CBD, 2014: 13). 
5.2.9.3 
Effizienz versus Nachhaltigkeit
Für die industrialisierte Landwirtschaft könnte diese 
digitale Revolution eine neue technologische Stufe 
bedeuten und disruptive Veränderungen auslösen (Wal-
ter et al., 2017; Wolfert et al., 2017; BMEL, 2016). Die 
Präzisionslandwirtschaft liefert Potenziale beim Anbau 
großflächiger Monokulturen. Der Anreiz für die Bäu-
er*innen besteht vor allem im effizienteren Wirtschaf-
ten, da sich zum Teil erhebliche Kosten auf der Input-
seite (Düngemittel, Pestizide, Treibstoff, Arbeitskos-
ten) einsparen lassen (UK DEFRA, 2013). Die Entwick-
lung von Technologien für die Präzisionslandwirtschaft 
geht entsprechend den Fortschritten der Digitalisierung 
schnell voran, deren Anwendung in der Praxis ist aber 
mit kapitalintensiven Investitionen verknüpft. Diese 
können von großen Betrieben leichter getätigt wer-
den als von kleinen, was den Strukturwandel verstär-
ken kann (BMEL, 2017). Eine Kernfrage ist also, wie 
alle Betriebe, unabhängig von ihrer Größe, von digita-
len Technologien profitieren können (Schrijver, 2016). 
Kleinere Betriebe können z. B. durch einen Zusammen-
schluss in Genossenschaften und „Maschinenringen“ 
von diesen Techniken profitieren. 
Big Data in der Landwirtschaft soll auch über die 
Betriebsebene hinaus eine Vernetzung von Produkti-
onssystemen und Wertschöpfungsketten ermöglichen 
(Wolfert et al., 2017; TAB, 2018). Die Risiken zusätzli-
cher Abhängigkeiten landwirtschaftlicher Betriebe von 
großen Agrarunternehmen (z. B. Landmaschinenherstel-
ler, Agrarchemie- und Saatgutunternehmen) sowie Fra-
gen der „Datenhoheit“ (Zugriffs- und Nutzungsrechte 
an den in zunehmendem Maß in den Betrieben anfal-
lenden großen Mengen an wertvollen landwirtschaft-
lichen Daten) und der Datensicherheit werden derzeit 
diskutiert (DBV, 2019; BMEL, 2017; Kritikos, 2017; WD, 
2018; TAB, 2018; FBI, 2018). Die zunehmend beobacht-
baren Zusammenschlüsse von Landmaschinenherstel-
lern, Saatgut- und Agrarchemieunternehmen unter Ein-
beziehung digitaler Plattformen bergen die Gefahr neuer 
Monopolstellungen und Machtpositionen, die zusätzli-
che Abhängigkeiten der landwirtschaftlichen Betriebe 
schaffen können. So werden z. B. zunehmend Metho-
den des digitalen Rechtemanagements (Digital Rights 
Management – DRM) auch bei Landmaschinen verwen-
det, was u. a. die Möglichkeit der selbständigen Repara-
tur und Anpassung untergräbt (Kurz und Rieger, 2018b). 
Nicht zuletzt ist die Digitalisierung der Landwirtschaft 
wie auch in anderen Sektoren mit steigendem Stromver-
brauch und einem vermehrten Aufkommen von Elektro-
schrott verbunden (Kap. 5.2.5). 
Aus der Perspektive nachhaltiger Entwicklung ist ein 
besonders interessanter Ansatz gerade der im Vergleich 
zur großskaligen industriellen Landwirtschaft gegen-
läufige Trend: MacMillan und Benton (2014) fordern, 
dass die nächste landwirtschaftliche Innovationswelle 
kleine Maßstäbe im Blick haben sollte. Präzisionsland-
wirtschaft bietet die Chance, die Landwirtschaft zu öko-
logisch kompatiblerer, kleinräumiger Landschaftsge-
staltung mit größerer Vielfalt beim Anbau (z. B. Misch-
kultur, Fruchtfolgen) zurückzuführen (King, 2017; 
Walter et al., 2017), u. a. durch den Einsatz autonomer, 
intelligenter, leichter Maschinen. Angesichts des unge-
bremsten Verlusts biologischer Vielfalt in der Land-
schaft (BfN, 2018: 50), darunter dramatische Bestands-
rückgänge bei Insekten (Hallmann et al., 2017; Rada 
et al., 2018) und Vögeln (Birdlife International, 2018; 
Gross, 2015), sollte zudem künftig die Erhaltung von 
Biodiversität und Ökosystemleistungen im Fokus der 
Landwirtschaft stehen. 
Es sollte also angesichts der Mittel und Potenziale 
der Digitalisierung und Robotik nicht um die Anpas-
sung der Landschaft und der Landwirtschaft an 
immer größere Maschinen gehen (z. B. im Zuge von 
 Flurbereinigung), sondern umgekehrt entsteht die 
Chance, dass sich angesichts der immer dringlicheren 
Nachhaltigkeitsanforderungen die Maschinen an eine 
kleinteiligere Landschaft und diversifizierte Landwirt-
schaft anpassen können (King, 2017). 
5.2.9.4 
Folgerungen
Für die Vermeidung des Verlusts biologischer Vielfalt 
scheint ein globaler, systemischer Ansatz für eine nach-
haltige Intensivierung, so wie ihn die FAO (2018: 10ff.) 
vorsieht, die besten Ergebnisse zu versprechen (The 
Royal Society, 2009; Egli et al., 2017; TEEB, 2018). Im 
Begriff steckt allerdings ein Widerspruch: Landwirt-
schaftliche Intensivierung ist in der Regel auch mit 
einer Zunahme von Umweltproblemen verbunden (z. B. 
Bodendegradation, Wasserverschmutzung, Verlust bio-
logischer Vielfalt durch Pestizide) und somit nicht 
nachhaltig. Präzisionslandwirtschaft, die durch Digita-
lisierung erst möglich wird, bietet hierfür einen Bau-
stein mit dem Versprechen einer dreifachen Synergie: 
Die Betriebskosten sollen z. B. durch den sparsameren 
Einsatz von Agrarchemikalien sinken, die Erträge und 
die Qualität sollen durch das präzisere Management 
steigen und gleichzeitig sollen die Umweltschäden z. B. 
durch Nährstoff- und Pestizideinträge zurückgehen. 
Die Landwirtschaft ist u. a. durch (1) sehr engma-
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schige Regulierung auf nationalen und regionalen Ebe-
nen, (2) erhebliche Umweltschäden bei gleichzeitig mas-
siver Subventionierung und (3) einem nur eingeschränkt 
offenem Weltmarkt gekennzeichnet. Angesichts dieser 
Komplexität stellt sich die Frage, wie plausibel und 
umfangreich die erhofften globalen Nachhaltigkeitspo-
tenziale tatsächlich sind und mit welchen Anreizstruk-
turen sie umgesetzt werden können. Die Beantwortung 
dieser Frage hängt nicht zuletzt von der Zielsetzung und 
den Prioritäten ab. Derzeit scheint der Fokus vor allem 
auf der betriebswirtschaftlichen Effizienzsteigerung zu 
liegen; die Umweltvorteile werden anscheinend eher als 
positive „Kollateralnutzen“ gesehen. Ein systemischer 
Ansatz mit einer primär auf das Ziel globaler Nachhal-
tigkeit ausgerichteten Präzisionslandwirtschaft scheint 
zur Zeit nicht in Sicht und damit das Versprechen der 
dreifachen Synergie nicht eingelöst (Kasten 5.2.9-2).
Es bleiben weitere wichtige Fragen offen 
( Kasten 5.2.9-3): Wie groß ist das Nachhaltigkeitspo-
tenzial der Präzisionslandwirtschaft in Industrie- und 
Schwellenländern, wenn sie im Wesentlichen als Wei-
terentwicklung der industriellen Landwirtschaft auf 
großen Flächen angesehen wird? Inwiefern ermöglicht 
die Präzisionslandwirtschaft eine Rückkehr zu einer 
kleinteiligeren Landschaftsgestaltung und Landwirt-
schaft, ohne Ertragseinbußen und mit höherer Biodi-
versität? Wie müssten die Rahmenbedingungen gestal-
tet sein, damit eine kleinskaligere, biodiverse Land-
wirtschaft gegenüber der großskaligen, industriellen 
Landwirtschaft wettbewerbsfähig wird (Ausgleich der 
Skaleneffekte)? Wie kann die Agrarpolitik der EU so 
verändert werden, dass die Erhaltung von Biodiversität 
und Ökosystemleistungen zum ausdrücklichen Ziel der 
Präzisionslandwirtschaft wird? 
Welche Potenziale ergeben sich für Entwicklungs-
länder? Die kleinbäuerliche Landwirtschaft in Entwick-
lungsländern, die dort mehr als 80 % der Ernährungs-
sicherung leistet (IFAD und UNEP, 2013), wird den 
kapitalintensiven, hochtechnisierten Weg einer indus-
trialisierten Präzisionslandwirtschaft kaum mitgehen 
können (Mondal und Basu, 2009). Relevante Potenzi-
ale sind hier wohl sehr langfristig zu sehen. Der Schau-
platz „Digitalisierung in der Landwirtschaft in Entwick-
lungsländern“ im folgenden Kapitel gibt dazu einen 
Einblick (Kap. 5.2.10). 
Die vielen noch offenen Fragen zur Sicherung der 
Datenhoheit und -souveränität der Landwirt*innen 
sowie zu einer möglicherweise durch datenbasierten 
Innovationen weiter zunehmenden Abhängigkeit der 
Landwirt*innen von den Agrarunternehmen sollten in 
Kasten 5.2.9-2
Handlungsempfehlungen zum Schauplatz 
„Präzisionslandwirtschaft“
Derzeit scheinen die Möglichkeiten der Digitalisierung vor 
allem zur weiteren Intensivierung der industriellen Land-
wirtschaft genutzt zur werden. Im Vordergrund stehen Effi-
zienzverbesserung und Kosteneinsparung. Die Digitalisierung 
bietet aber auch Potenziale für eine nachhaltigere Landwirt-
schaft, die jedoch von vielen Akteuren nicht priorisiert wer-
den. Dabei sollten die Potenziale für eine Ertragssteigerung 
bei gleichzeitiger Verringerung der Umweltschäden (nach-
haltige Intensivierung) weiter untersucht und umfassend 
genutzt werden. Es sollte vermehrt darum gehen, kleinska-
ligere, ökologisch kompatiblere Anbaumethoden zu bevorzu-
gen, Tierwohl zu fördern, Ressourcen zu schonen und Agrar-
chemikalien so sparsam wie möglich zu verwenden.
 > Nachhaltigkeit zu einem ausdrücklichen Ziel der Präzisi-
onslandwirtschaft machen: Eine auf das strategische Ziel 
globaler Nachhaltigkeit ausgerichtete Präzisionslandwirt-
schaft, eingebettet in einen systemischen Ansatz zur nach-
haltigen Landnutzung, sollte unterstützt werden. Insbeson-
dere die Vermeidung von Agrarchemikalien, boden- bzw. 
ressourcenschonende Methoden sowie die Förderung der 
landwirtschaftlichen Diversität sollten dabei im Vorder-
grund stehen. Die Chancen für eine Re-Diversifizierung 
und die Rückkehr zu kleineren Skalen sollten ausgelotet 
werden. Technologien der Präzisionslandwirtschaft, welche 
besonders zur Nachhaltigkeit und Umweltschonung bei-
tragen können, sollten gefördert und in die breite Anwen-
dung gebracht werden. Dazu müssen Rahmenbedingungen 
und Anreizstrukturen in Richtung nachhaltige Landwirt-
schaft umstrukturiert werden; dies betrifft insbesondere 
die Agrarsubventionen der EU. 
 > Lösungen für den Umgang mit landwirtschaftlichen Daten 
finden: Der Schutz nicht personenbezogener Betriebsdaten 
ist bislang nicht ausreichend geregelt (TAB, 2018). Die 
in zunehmendem Maß anfallenden landwirtschaftlichen 
Daten sollten in den Händen der Landwirt*innen blei-
ben; wobei diese, wie andere Unternehmen auch, Daten 
einer gemeinwohlorientierten Nutzung zugänglich machen 
sollten (Kap. 5.3.10). Die Datenhoheit und -sicherheit der 
landwirtschaftlichen Betriebe sollten gefördert bzw. gesi-
chert werden. Eine Monopolisierung von Daten durch 
Agrarkonzerne und dadurch drohende zusätzliche Abhän-
gigkeiten der Landwirt*innen von mächtigen Agrarunter-
nehmen sollten vermieden werden. Dazu sollte u. a. Wert 
auf internationale, offene Standards und Plattformen für 
den Austausch von Daten sowie auf die kollaborative digi-
tale Interoperabilität unterschiedlicher Akteure, Software 
und Maschinen gelegt werden (Schrijver, 2016; BMEL, 
2017). Auch die Potenziale für gemeinwohlorientierte 
und genossenschaftliche Lösungen sollten ausgelotet und 
umgesetzt werden (z. B. Open Data, Open Source).
 > Voraussetzungen für die Digitalisierung im ländlichen Raum 
schaffen: Die Breitbandstruktur im ländlichen Raum sollte 
auf- bzw. ausgebaut werden, um die mit Präzisions-
landwirtschaft verbundenen vermehrten Datenströme und 
die nötigen Kommunikations- und Steuerungsbedarfe zu 
bewältigen. Zusätzlich sollte die Nutzung von Drohnen 
 reguliert werden.
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den Blick genommen werden (Schrijver, 2016; Kritikos, 
2017; TAB, 2018). Allerdings werden viele Lösungsan-
sätze für die eingangs dieses Schauplatzes dargestell-
ten Probleme außerhalb des engen Handlungsfelds von 
Digitalisierung und Mechanisierung liegen (z. B. Pflan-
zenzüchtung, Landmanagement und  Bodenrestauration, 
Klimaanpassung). 
Weitere sehr wichtige Potenziale liegen jenseits der 
Produktionssteigerung in der Landwirtschaft, vor allem 
in der Minderung der Nachfrage z. B. durch die Ver-
meidung der erheblichen Verluste von Nahrungsmit-
teln nach der Ernte oder durch Umstellung der Ernäh-
rungsstile auf weniger tierische Produkte (Springmann 
et al., 2018; Willett et al., 2019). Diese verschiedenen 
Lösungsvorschläge sollten in einem integrierten Ansatz 
kombiniert und in den breiteren Kontext einer global 
nachhaltigen Landnutzung eingebettet werden, um die 
drängenden Probleme zu lösen (Godfray et al., 2010; 
WBGU, 2011: 247ff., 317ff.; Searchinger et al., 2018; 
Springmann et al., 2018). 
5.2.10 
Digitalisierung in der Landwirtschaft in 
 Entwicklungsländern
Weltweit sind die meisten aller landwirtschaftlichen 
Betriebe kleinbäuerlich organisiert und bewirtschaften 
weniger als zwei Hektar Land (FAO, 2014a). Kleinbäu-
er*innen produzieren den größten Teil aller Nahrungs-
mittel (in Asien und Afrika rund 80 %) und bewirt-
schaften etwa 60 % der weltweiten Ackerflächen. Die 
wesentlichen Probleme der Kleinbäuer*innen in Ent-
wicklungsländern sind auf den mangelnden Zugang 
zu Land und der Sicherung von Landtiteln, sowie dem 
mangelnden Zugang zu Wasser, Energie, Kapital, Dün-
gemitteln und Saatgut oder zu Märkten zurückzufüh-
ren. Darüber hinaus sind Verluste bei der Ernte, Ver-
arbeitung und Lagerung insbesondere in Afrika mit 
fast einem Drittel erheblich (Malabo Montpellier Panel, 
2018). Angesichts der weltweit steigenden Nachfrage 
nach Nahrungsmitteln und Biomasse liegt eine Heraus-
forderung der kleinbäuerlichen Landwirtschaft in Ent-
wicklungsländern darin, die Erträge erheblich zu stei-
gern – ohne dabei mit Nachhaltigkeitsanforderungen 
zu kollidieren (z. B. Vermeidung von Bodendegradation, 
nachhaltige Wassernutzung sowie insbesondere Erhal-
tung von biologischer Vielfalt und naturnahen Ökosys-
teme). Eine nicht nachhaltige Landwirtschaft riskiert 
Kasten 5.2.9-3
Forschungsempfehlungen zum Schauplatz 
„Präzisionslandwirtschaft“
Investitionen in Forschung und Entwicklung sind ein ent-
scheidender Treiber für die Landwirtschaft der Zukunft und 
sollten in der EU gestärkt werden (Schrijver, 2016). Die 
Bundesregierung sollte ein Forschungsprogramm für Nach-
haltigkeit, Ressourcenschonung und Rediversifizierung der 
Landwirtschaft mittels digitaler Methoden und Maschinen 
auflegen. Insbesondere sollten die folgenden offenen Fragen 
im Zentrum stehen: 
 > Potenziale und Risiken der digitalisierten industriellen Land-
wirtschaft: Wie groß sind die Potenziale und Risiken der Prä-
zisionslandwirtschaft, wenn sie (vor allem in Industrie- und 
Schwellenländern) im Wesentlichen als Weiterentwicklung 
der industriellen Landwirtschaft auf großflächigen Mono-
kulturen gestaltet wird? Verstärkt dies den Trend zur einer 
industrialisierten Landwirtschaft, die vor allem Großbetrie-
ben zugute käme? Wie kann Technik (z. B. intelligente, auto-
nome, kleine, leichte Maschinen) entwickelt werden, die 
eine diversifizierte, kleinteilige Agrarlandschaft mit grö-
ßerer Biodiversität und Ökosystemleistungen in das Zen-
trum stellt? Könnte aus einer derart gestalteten Präzisions-
landwirtschaft ein nennenswerter Beitrag zur Welternährung 
erwachsen, angesichts der Tatsache, dass der Großteil der 
globalen Nahrungsmittelproduktion von kleinbäuerlichen 
Betrieben erwirtschaftet wird?
 > Potenziale und Risiken einer dezidiert nachhaltigen Präzisi-
onslandwirtschaft: Wie groß sind die Potenziale, wenn Digi-
talisierung und autonome Maschinen eine biodiverse Land-
wirtschaft zum primären Ziel haben und Mischkulturen, 
Fruchtfolgen, Tierwohl, Agrarforstwirtschaft, kleinere 
 Skalen und Rediversifizierung im Zentrum stehen? Kann 
die nachhaltige Präzisionslandwirtschaft eine Antwort auf 
Biodiversitätskrise und Klimawandel sowie gestärkte Öko-
systemleistungen, bessere Resilienz und gesundere Ernäh-
rung sein? Welche Chancen und Risiken gibt es für eine 
kleinskalige, automatisierte, funktionell diverse und nach-
haltige landwirtschaftliche Produktion? Welche günstigen 
IKT-Lösungen bieten sich für kleinbäuerliche Betriebe zum 
Aufbau eigener Verwertungsketten an? Lassen sich in die-
sem Zusammenhang auch neue Chancen für die kleinbäu-
erliche Landwirtschaft erkennen? 
 > Regulierung, Rahmenbedingungen und Anreize: Angesichts 
der ungelösten Fragen zu Umgang mit und Nutzung von – 
in diesem Kontext insbesondere landwirtschaftlichen – 
Daten sollte der Anpassungsbedarf von nationalen wie 
europäischen und internationalen Regulierungen unter-
sucht werden. Zudem ist zu fragen: Wie müssten die 
Anreizstrukturen im Kontext einer stark staatlich regu-
lierten Landwirtschaft gestaltet sein, damit eine dezidiert 
nachhaltige, kleinskalige, diverse Präzisionslandwirtschaft 
gegenüber der Präzisionslandwirtschaft in einer großska-
ligen, industriellen Landwirtschaft wettbewerbsfähig wird 
(Ausgleich der Skaleneffekte)?
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hingegen die Versorgungssicherheit in der Zukunft. 
Die Digitalisierung hat das Potenzial, über den 
Zugang zu Informationen und Kapital Markttranspa-
renz zu erhöhen, Transaktionskosten zu senken und 
Informationsasymmetrien abzubauen. So lässt sich die 
landwirtschaftliche Produktivität erhöhen (Ekekwe, 
2017) und die Nachhaltigkeit steigern (Nwagwu und 
Soremi, 2015), was zur positiven Entwicklung des 
Agrarsektors in Entwicklungsländern beitragen würde. 
Zusätzlich hat die Digitalisierung das Potenzial, neben 
den Verbesserungen für Großgrundbesitzer*innen auch 
die Teilhabe vieler weiterer oft marginalisierter Bevöl-
kerungsgruppen zu erhöhen, insbesondere der Klein-
bäuer*innen, der Landarbeiter*innen, aber auch der 
jungen, eher technikaffinen Generation. Dies ist gerade 
in Entwicklungsländern von großer Bedeutung, da 
dort der Agrarsektor das größte Potenzial hat, Armut 
zu reduzieren und die Lebensumstände großer Bevöl-
kerungsgruppen, die von der Landwirtschaft abhängig 
sind, zu verbessern (FAO, 2014b). So bieten viele neue 
Startups in Afrika eine Vielfalt digitaler Lösungen für 
den kleinbäuerlichen Agrarsektor und die Lebensmit-
telbranche an (Ekekwe, 2017; Rose, 2016; Mittal und 
Mehar, 2012). Häufig konzentrieren sich diese Inno-
vationen auf den Zugang der Kleinbäuer*innen zu 
Informationen und Finanzierung. Chancen der Digita-
lisierung ergeben sich insofern aus der Kombination 
des Zugangs zu Information und verbesserter Mikrofi-
nanzierung z. B. bei der Umstellung auf Mikrodüngung 
oder Mikrobewässerung. Hier liegen Chancen vor allem 
deshalb, da in der Regel zu wenig Kapital vorhanden 
ist, um eine industrialisierte Landwirtschaft zu betrei-
ben, wie sie in vielen Industrie- und Schwellenländern 
üblich ist. Auf die Bedeutung der Digitalisierung in die-
sem Kontext wird im vorhergehenden Schauplatz ein-
gegangen (Kap. 5.2.9). 
5.2.10.1 
Zugang zu innovativen digitalen Technologien
Die Digitalisierung hat das Potenzial, über Drohnen, 
Sensorik, Robotik, KI oder Internet der Dinge die 
Mechanisierung des Agrarsektors auf ganz neue Art zu 
ergänzen bzw. zu befördern (Malabo Montpellier Panel, 
2018). Allerdings ist insbesondere in Afrika der Mecha-
nisierungsgrad in der Landwirtschaft noch sehr gering; 
für die Mehrheit der Kleinbäuer*innen in Afrika sind 
diese digitalen Technologien bisher nicht zugänglich. 
Ausnahmen sind Länder wie Nigeria, Kenia und Tan-
sania, wo IT-Anwendungen wie Apps bereits einge-
setzt werden, um die gemeinsame Nutzung von land-
wirtschaftlichen Maschinen durch eine Vernetzung 
von Maschinenbesitzer*innen und Landwirt*innen zu 
erleichtern (Malabo Montpellier Panel, 2018).
Der Einsatz verbesserter Technologien (z. B. Boden-
sensoren, die den Bedarf an Dünger und Wasser mes-
sen und optimieren oder Tropfbewässerungsanlagen 
mit solarbetriebenen Pumpen) ist zudem ein Weg, 
die Produktivität in der Landwirtschaft zu erhöhen. 
Dabei ist Präzisionslandwirtschaft nicht unbedingt 
auf High-Tech-Lösungen angewiesen. Sie kann bei der 
Bewirtschaftung kleiner Flächen auch aus einer Kombi-
nation von arbeitsintensiven, manuellen Technologien 
mit digital gestützter Beratung bestehen. In Afrika wur-
den Ertragssteigerungen bei Hirse von 44–120 % über 
die manuelle Mikrodosierung von Düngemitteln erzielt 
(ICRISAT, 2016). 
5.2.10.2 
Zugang zu produktionsbezogenen Informationen 
und landwirtschaftlichen Beratungsdiensten 
Landwirtschaftliche Beratungsdienste sind eines der 
wichtigsten Mittel, um die Produktivität in der klein-
bäuerlichen Landwirtschaft und somit das Einkom-
men der ländlichen Bevölkerung zu steigern (Even-
son und Pingali, 2007). Die Nutzung von Mobiltele-
fonen, Internetplattformen oder sozialen Netzwerken 
erlaubt es, gerade auch arme und marginalisierte Land-
wirt*innen in abgelegenen Dörfern zu erreichen – und 
dies auch in regelmäßigeren Abständen (Cole und Fer-
nando, 2012; Aker, 2011). In Indien konnte das Jah-
reseinkommen der Landwirt*innen durch mobiltele-
fonbasierte Beratungen über neue Agrarpraktiken und 
besseres Management um fast 40 % gesteigert wer-
den (Grimshaw und Kala, 2011; Vashisth et al., 2013). 
Selbst Landwirt*innen ohne Bildung nutzen Mobilte-
lefone, um Zugang zu landwirtschaftlichen Informati-
onen zu bekommen (Islam, 2011; Nyamba und Mlozi, 
2019). Im Sudan haben SMS-basierte Beratungsdienste 
die Effizienz der Wassernutzung erhöht und die land-
wirtschaftliche Produktivität um 300 % gesteigert 
(CTA, 2015).
Derzeit behindert der mangelnde Zugang zu Infor-
mationen die Einführung von Technologien (Baumüller, 
2015). Die rasant zunehmende Verbreitung von Mobil-
telefonen bietet hier Chancen: Verfügen Landwirt*in-
nen über Mobiltelefone, so können sie leichter Erfah-
rungen untereinander austauschen und es lässt sich 
zudem eine gezielte landwirtschaftliche Beratung orga-
nisieren (Fu und Akter, 2012). So lassen sich durch die 
Nutzung von Mobiltelefonen landwirtschaftliche Risi-
ken durch Schädlings- und Krankheitsausbrüche oder 
durch Bodenerosion abschwächen oder gar verhindern 
(World Bank, 2011). Digitale Fotos von Pflanzen helfen 
bei der Bestimmung des Nährstoffbedarfs und bei der 
Behandlung von Schädlingen. In Mexiko werden von 
Berater*innen Geräte eingesetzt, die den Gesundheits-
status und den Stickstoffgehalt von Pflanzen messen, 
um so bedarfsgerecht zu düngen und gezielt Pestizide 
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einzusetzen, wodurch die Belastung des Grundwassers 
verringert und die Umwelt geschont wird (van Vark, 
2014). Auch kann durch gezielte Beratung über Mobil-
telefone die schnelle Verbreitung von Krankheiten ver-
hindert werden, wie z. B. bei der Vogelgrippe in Asien 
(FAO, 2009b). 
5.2.10.3 
Zugang zu Wetterinformationen und 
 Katastrophenvorsorge 
Fällt Regen nach der Ernte und vor der Einlagerung, 
so kommt es häufig zu Ernteverlusten (in Indien z. B. 
10–35 % des gesamten Umsatzes), die sich durch ver-
besserten Zugang zu Wetterinformationen via Mobil-
telefon oder Internet vermeiden lassen (Mittal et al., 
2010). In Kolumbien hatten Landwirt*innen, die 
wöchentliche Wetterinformationen über SMS erhal-
ten, 4–7 % weniger wetterbedingte Ernteverluste im 
Vergleich zur Kontrollgruppe ohne Wetterinformation 
(Camacho und Conover, 2011). Frühzeitige Warnun-
gen vor extremen Wetterereignissen helfen den Land-
wirt*innen, rechtzeitig Maßnahmen zu treffen (Klasen 
und Waibel, 2015). In Vietnam wurden Dorfbewoh-
ner*innen Mobiltelefone zur Verfügung gestellt, damit 
sie effektiver auf Überschwemmungen reagieren und 
z. B. ihr Vieh und ihre Ernte schützen können (Ospina 
und Heeks, 2010). Auch in Westafrika haben Wetter-
vorhersagen via Mobiltelefon die Resilienz gegenüber 
Wetterrisiken verstärkt; bei einem Drittel der Fälle wur-
den die Verluste verringert und die Erträge gesteigert 
(Roudier et al., 2014). Über „crowdmapping“ können 
für den Fall einer Katastrophe räumliche Informationen 
auf einer Karte sichtbar gemacht werden, so dass Hilfe 
besser und effizienter koordiniert werden kann (Sut-
ter, 2010). 
5.2.10.4 
Zugang zu Markt- und Preisinformationen
Mit Hilfe von Mobiltelefonen können auch 
Finanzdienst leistungen leichter und kostengünsti-
ger in ländlichen, häufig unterversorgten  Gebieten in 
Anspruch  genommen und verschiedene  Anbieter mit-
einander verglichen werden (Nair und Fissha, 2010), 
wodurch sich wiederum die Produktivität in der Land-
wirtschaft erhöht (Duncombe, 2014; Maree et al., 
2013). Mobiltelefone verbessern den Zugang zu Infor-
mationen über die gesamte Wertschöpfungskette, d. h. 
von der Produktion bis hin zur Vermarktung der Erzeug-
nisse ( Mittal und Mehar, 2016). So lassen sich Zeit 
und Geld sparen, die Transaktionskosten senken und 
die  Produktivität steigern (FAO, 2013).  Beispielsweise 
konnte eine Gruppe von Frauen in Bangladesch die 
Gewinne bei der Vermarktung von Hühnern signifi-
kant erhöhen (World Bank, 2011). In Indien wurden 
Wohlfahrsteigerungen für Produzent*innen und Kon-
sument*innen entlang der Wertschöpfungskette im 
Fischsektor gemessen (Jensen, 2007). 
Informationsasymmetrien über aktuelle Marktpreise 
begrenzen häufig die Verhandlungsmacht der Land-
wirt*innen (Ali und Kumar, 2011). Von der Southern 
African Confederation of Agricultural Unions wurde 
eine digitale Aggregationsplattform entwickelt, die 
wie eine „virtuelle Kooperative“ funktioniert. Dadurch 
können die Bäuer*innen ihre Produkte für den Verkauf 
aggregieren und höhere Preise mit den Handelspart-
ner*innen erzielen (Sunga, 2017). 
5.2.10.5 
Zugang zu Land und Kapital
Blockchain-Technologien in Entwicklungsländern 
ermöglichen eine zuverlässige Registrierung von Land-
flächen in Katasterämtern, die Bekämpfung und ver-
besserte Kontrolle von Korruption und die E-Identifi-
kation, die Menschen eine formale Identität verschafft. 
Sie haben so das Potenzial, den sicheren Zugang zu 
Landrechten und so den Zugang zu Mikrokrediten oder 
Mikroversicherungen zu ermöglichen (Kshetri, 2017). 
Gesicherte Landrechte von Kleinbäuer*innen z. B. über 
die Blockchain-Technologie wären eine Option, um 
 Problemen großflächiger Landnahme durch ausländi-
sche Direktinvestoren zu begegnen, die nicht selten mit 
der Vertreibung von Kleinbäuer*innen einhergehen 
(„land  grabbing“; WBGU, 2011: 65; Feist und Fuchs, 
2013). Allerdings ist das Vermeiden von Landnahmen 
eher eine politische als eine technische Frage. 
Mobile Bezahlsysteme, wie z. B. M-Pesa in Kenia, 
ermöglichen es, auch ohne Bankkonto für Dienstleis-
tungen und Güter zu bezahlen. Per  Mobiltelefon kann 
ein*e M-Pesa-Kund*in Geld auf das Konto einer ande-
ren M-Pesa-Nutzer*in transferieren, und dieses Gut-
haben kann z. B. von Supermärkten oder Kiosken aus-
gezahlt werden. Der Zugang zu Kapital in Verbindung 
zu anderen in vielen Entwicklungsländern weiterhin 
begrenzt verfügbaren Gütern wie Düngemitteln, Pesti-
ziden, aber auch Wasser und Energie führt erst in Folge 
von Digitalisierung zu wirklichen  Effizienzgewinnen 
(Deichmann et al., 2016). 
5.2.10.6 
Folgerungen
Effizienzsteigerungen durch Digitalisierung lassen 
sich überwiegend durch Präzisionslandwirtschaft bei 
großflächigen, inputintensiven Betrieben realisieren, 
die vor allem in Industrie- und Schwellenländern und 
nur vereinzelt in Entwicklungsländern zu finden sind 
(Kap. 5.2.9). Kapitalintensive High-Tech-Lösungen aus 
der Präzisionslandwirtschaft sind für die  kleinbäuerliche 
Landwirtschaft in Entwicklungsländern nicht unmittel-
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bar geeignet (Chen et al., 2011). Elemente der digital 
unterstützen Landwirtschaft können aber dennoch in 
der kleinbäuerlichen Landwirtschaft in Entwicklungs-
ländern sinnvoll eingesetzt werden, insbesondere auch 
dann, wenn die Kleinbäuer*innen genossenschaftlich 
organisiert sind. 
Insgesamt zeigt sich, dass der Einsatz digitaler Inno-
vationen vor allem über den verbesserten Zugang zu 
Informationen und Beratung eine Steigerung der Effi-
zienz, der Produktivität und der Nachhaltigkeit von 
Kleinbetrieben ermöglicht (Nwagwu und Soremi, 2015). 
Der Zugang zu Mobiltelefonen spielt dabei eine zent-
rale Rolle. Es ist schwer einzuschätzen, welche Bedeu-
tung diese Innovationen angesichts der dringend not-
wendigen Ertragssteigerungen in der kleinbäuerlichen 
 Landwirtschaft in Entwicklungsländern haben wird. 
Kasten 5.2.10-1
Handlungsempfehlungen zum Schauplatz  
„Digitalisierung in der Landwirtschaft in 
Entwicklungsländern“
Wenn die Digitalisierung der Landwirtschaft einen breiten-
wirksamen Entwicklungseffekt haben soll, muss sie in einer 
Strategie zur nachhaltigen Landnutzung eingebettet und an 
den Bedürfnissen und Möglichkeiten der kleinbäuerlichen 
Landwirtschaft ausgerichtet werden (Cassman, 1999). Um 
generell sicherzustellen, dass Digitalisierung mehr Chancen 
als Gefahren für die überwiegend kleinbäuerlich strukturier-
te Landwirtschaft in Entwicklungsländern bietet, werden der 
Bundesregierung folgende Handlungsempfehlungen gegeben:
 > Staaten – unterstützt von Digitalunternehmen und im Rah-
men der internationalen Entwicklungszusammenarbeit z. B. 
als Public Private Partnerships (PPP) – sollten ihre Mobil-
funkinfrastruktur ausbauen und Internetzugang großflä-
chig ermöglichen, damit Landwirt*innen digitalen Zugang 
zu Informationen und Beratung erhalten können. Die För-
derung lokaler Mikronetze zur Energieversorgung auf Basis 
erneuerbarer Energien kann hierbei Synergien erzeugen. 
Der digitale Zugang zu z. B. Wettervorhersagen, zu Bera-
tungsdiensten oder Bildung ermöglicht Effizienzsteige-
rungen und eine nachhaltige Bewirtschaftung in der klein-
bäuerlichen Landwirtschaft. 
 > In Afrika sollten Investitionen in die Mechanisierung und 
innovative Technologien prioritär entlang der landwirt-
schaftlichen Wertschöpfungskette vorangetrieben wer-
den. Die Entwicklungszusammenarbeit kann dazu beitra-
gen, dass Regierungen die Rahmenbedingungen verbessern 
und die Zusammenarbeit mit dem privaten Sektor fördern, 
so dass auch Kleinbäuer*innen von digitalen Technologien 
profitieren. 
 > Der WBGU empfiehlt die Förderung von genossenschaft-
lichen Zusammenschlüssen von Kleinbäuer*innen. Eine 
erfolgreiche Anpassung digitaler Lösungen an kleinbäu-
erliche Strukturen würde durch die Bildung genossen-
schaftlicher Strukturen erleichtert (z. B. Erzeugergemein-
schaften). Hierdurch werden flächenbezogene Planungs- 
bzw. Gestaltungsmöglichkeiten ausgeweitet, Skaleneffekte 
möglich und Kosten der Implementierung für einzelne 
Kleinbäuer*innen reduziert (World Bank, 2007). 
 > Es muss sichergestellt werden, dass den Kleinbäuer*innen 
die personen- und technikbezogenen Daten gehören, die 
sie bei Anwendung digitaler Geräte generieren.
 > Der WBGU empfiehlt den Zugang zu Open-Access-Daten 
zu verbessern, da dies ein großes Potenzial hat, insbe-
sondere marginalisierten Bevölkerungsgruppen zugute zu 
kommen (IFPRI, 2018). 
 > Der WBGU empfiehlt, aktiv den Zugang von Frauen zu 
digitalen Netzwerken zu fördern, da diese in vielen Ent-
wicklungsländern die überwiegende Arbeitslast im Agrar-
sektor tragen und somit überproportional von Informatio-
nen aller Art profitieren würden.
Kasten 5.2.10-2
Forschungsempfehlungen zum Schauplatz  
„Digitalisierung in der Landwirtschaft in 
Entwicklungsländern“
Die Forschung zur Digitalisierung der Landwirtschaft sollte 
sich an den Zielen einer global nachhaltigen Landnutzung und 
Armutsreduzierung ausrichten. Das Forschungsprogramm der 
Bundesregierung sollte auf die Überwindung der digitalen 
Kluft in der Landwirtschaft abzielen. Insbesondere sollten die 
folgenden offenen Forschungsfragen im Zentrum stehen: 
 > Welche Faktoren fördern bzw. hemmen eine Digitalisierung 
zur nachhaltigen Entwicklung in der Landwirtschaft in Ent-
wicklungsländern?
 > Wird der Arbeitsplatz im Agrarsystem in Zukunft durch 
Digitalisierung attraktiver? Schafft die Digitalisierung in 
der Landwirtschaft es, die Landflucht und den Trend zur 
Urbanisierung in Entwicklungsländern zu vermindern? 
 > Welche Effizienzgewinne lassen sich in der kleinbäuer-
lichen Landwirtschaft durch Präzisionslandwirtschaft rea-
lisieren?
 > Sollte die Priorität in der Forschung und Entwicklung in 
Entwicklungsländern künftig auf Präzisionslandwirtschaft 
gesetzt werden? Oder sind Forschungsinvestitionen in 
anderen Bereichen der kleinbäuerlichen Landwirtschaft 
von noch größerer Bedeutung? Hier gehen die Meinun-
gen auseinander (Cassman, 1999 versus Chen et al., 2011).
 > Wie kann aus der Präzisionslandwirtschaft ein nennens-
werter Beitrag zur Armutsreduzierung erfolgen?
 > Welche Barrieren behindern die Übernahme von digitalen 
Innovationen auf kleinbäuerlicher Ebene? 
 > Inwiefern fördert oder hemmt die Digitalisierung das „land 
grabbing“ (WBGU, 2011: 65) in Schwellen- und Entwick-
lungsländern?
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Allerdings ist zu beobachten, dass die Anzahl der mit-
telständischen Betriebe in der Landwirtschaft auch in 
Afrika steigt und die Nachfrage nach verarbeiteten 
Nahrungsmitteln in den wachsenden Städten zunimmt 
(Malabo Montpellier Panel, 2018), so dass die Nut-
zung von Komponenten der Präzisionslandwirtschaft 
in  Zukunft auch dort stärker ansteigen könnte. 
5.2.11 
Digital unterstütztes Monitoring von 
 Ökosystemen und biologischer Vielfalt 
5.2.11.1 
Die Krise der biologischen Vielfalt 
Die Digitalisierung verändert den Naturschutz auf fun-
damentale, transformative Weise (Arts et al., 2015; 
Joppa, 2015). Die digitale Revolution im Naturschutz 
findet vor dem Hintergrund eines globalen, mit gro-
ßer Dynamik ablaufenden anthropogenen Schwunds 
der biologischen Vielfalt statt, der mit den großen Aus-
sterbeereignissen in der Erdgeschichte verglichen wird 
(Ceballos et al., 2017; Barnosky et al., 2011). Im Ver-
gleich zum erdgeschichtlichen Durchschnitt ist die Aus-
sterberate der Arten heute etwa um den Faktor 1.000 
erhöht und beschleunigt sich weiter (Pimm et al., 2014; 
De Vos et al., 2015). Das planetarische Netz der Öko-
systeme ist als Ganzes im radikalen und schwer vor-
hersehbaren Wandel begriffen (Barnosky et al., 2012). 
Die Hälfte der artenreichsten Gebiete der Erde haben 
90 % ihrer Vegetation verloren (Sloan et al., 2014). 
Dies führte zu erheblichen Einschränkungen der Ver-
breitungsgebiete der Wildtierpopulationen (Dirzo et al., 
2014; Ceballos et al., 2017), die in den letzten 40 Jah-
ren um 60 % dezimiert wurden (WWF, 2018). Großflä-
chige Veränderungen der Landnutzung für Landwirt-
schaft, Aufbau von Infrastruktur und Bergbau führen 
zum Schwund natürlicher Ökosysteme und zur Frag-
mentierung der Habitate (IPBES, 2019; Marques et al., 
2019). Übernutzung biologischer Ressourcen durch 
z. B. Fischerei (Worm, 2016), Jagd und Wilderei (Ripple 
et al., 2019; Chase et al., 2016) oder illegale Holznut-
zung (Brancalion et al., 2018) sowie die Verbreitung 
nicht heimischer Arten sind weitere wichtige  Ursachen 
der Biodiversitätskrise (Early et al., 2016). Allein der 
anthropogene Klimawandel könnte das Aussterben 
eines Sechstels der Arten bedeuten (Urban, 2015). 
Mittlerweile gibt es in der internationalen Umwelt-
politik einen breiten Konsens über Ursachen und Wir-
kungen der Biodiversitätskrise. Die Biodiversitätskon-
vention hat mit den Aichi-Zielen einen klar umrisse-
nen und quantifizierten politischen Zielkatalog vorge-
legt (CBD, 2010). Auch die Agenda 2030 mit SDG 14 
(Leben unter Wasser) und SDG 15 (Leben an Land) 
setzt klare Ziele (UNGA, 2015; Kasten 2.1-1). Monito-
ring von Ökosystemen und biologischer Vielfalt ist eine 
globale Priorität der Biodiversitätskonvention, denn es 
ist eine Herausforderung, Zustand und Trends biologi-
scher Vielfalt sowie den Grad der Erreichung der politi-
schen Ziele in einer standardisierten und umfassenden 
Weise zu verfolgen (Bush et al., 2017). Das Aichi-Ziel 
19 spricht spezifisch die Wissensbasis und die Techno-
logien z. B. zur Verfolgung von Status und Trends bio-
logischer Vielfalt an (CBD, 2010). 
5.2.11.2 
Verbessertes Wissen durch digital unterstütztes 
Monitoring
Die Prozesse der Biodiversitätskrise sind im Einzel-
nen nicht hinreichend bekannt, was es erschwert, ihre 
Wirkungen auf Ökosystemleistungen und menschliche 
Wohlfahrt abzuschätzen (Dirzo et al., 2014). Wir wissen 
zu wenig über die Ökosysteme, ihr Funktionieren und 
ihre Leistungen, über die Zusammensetzung der Arten, 
ihre Populationsgrößen und -verteilung, über Umwelt-
faktoren und Bedrohungen (Pereira et al., 2013). Für 
einen effektiven und effizienten Naturschutz ist dieses 
Wissen entscheidend (Turner, 2014), etwa um Bedro-
hungen zu identifizieren, um Prioritäten bei der Aus-
wahl von Schutzgebieten oder beim Einsatz knapper 
Finanzmittel zu setzen (Joppa et al., 2016), oder um im 
Sinne eines adaptiven Managements die Auswirkungen 
von Eingriffen zu beurteilen (Bush et al., 2017; WBGU, 
2000: 148). Dieses Wissen ist zudem strategische Vor-
aussetzung, um wissenschaftlich begründete Regeln für 
den nachhaltigen Umgang mit biologischen Ressour-
cen zu erarbeiten (z. B. in der Fischerei: ICES, 2018). 
Diese Analyse ökologischer Prozesse und Wirkungen 
erfordert große Datenmengen und entsprechend einen 
erheblichen Aufwand an Datenerfassung, -speicherung 
und -verarbeitung sowie an Modellierung (Kelling et 
al., 2009). Die geschickte Nutzung von Informations-
technologie und die Vernetzung der Datensätze kann 
hier erhebliche Vorteile bringen (Joppa et al., 2016). 
Umweltbeobachtung (hier kurz „Monitoring“ 
genannt) liefert wertvolle Beiträge für dieses Wis-
sen und ist damit essenzieller Teil des Naturschutzes 
(Kap. 3.3.5.1; Secades et al., 2014). Monitoring hilft 
bei der Bestandsaufnahme von Ökosystemen und 
Populationen sowie bei der Überwachung von Manage-
mentregeln und Verboten, die Übernutzung verhin-
dern sollen. Monitoring trägt somit zur Vorsorge gegen 
Umweltkriminalität bei, z. B. beim Handel mit bedroh-
ten Arten (Kasten 5.2.11-1). Digital unterstütztes, kon-
tinuierliches Monitoring ist beispielsweise ebenso bei 
der Feststellung der Identität und der Zertifizierung 
der Herkunft biologischer Ressourcen sehr wertvoll 
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(Bush et al., 2017). Auch übergreifende wissenschaft-
liche Politikberatung und Begutachtung (z. B. durch 
IPBES, ICES) ist auf digital unterstütztes Monitoring 
angewiesen, damit politische Zielsetzung und deren 
Überprüfung auf einer fundierten wissenschaftlichen 
Basis ablaufen können (Secades et al., 2014). Nicht 
zuletzt begeistert und motiviert Wissen über die Natur 
viele Menschen und gibt einen Anreiz für politisches 
Engagement oder Teilnahme an Projekten der Citizen 
 Science (Kap. 5.3.1.1). 
Erfolgreicher Naturschutz soll perspektivisch nicht 
länger durch mangelndes Wissen über biologische Viel-
falt und deren Management behindert werden (Pimm 
et al., 2014). Die Vision eines kontinuierlichen und 
umfassenden globalen Systems für das Monitoring bio-
logischer Vielfalt und von Ökosystemleistungen sowie 
für die Aggregation, Speicherung und Auswertung gro-
ßer Mengen biologischer Daten rückt durch die Digita-
lisierung und internationale Kooperation in den Bereich 
der Möglichkeit (Bush et al., 2017; Pereira et al., 2013). 
5.2.11.3 
Techniken und Beispiele 
Digital unterstützte Technik für Naturschutz hat in 
den letzten Jahren gewaltige Fortschritte gemacht. Die 
elektronischen Geräte sind um Größenordnungen leis-
tungsfähiger, kleiner, leichter und günstiger geworden, 
was neue effiziente Technologien für das Monitoring 
biologischer Vielfalt hervorgebracht hat (Bush et al., 
2017; Snaddon et al., 2013). Digital gestützte Moni-
toring-Systeme, die Fernerkundung (z. B. Satelliten, 
Flugzeuge, Drohnen; Kasten 3.3.5-2) und In-situ-Sen-
soren (z. B. Kamerafallen, GPS-Tracker, Akustikrekor-
der, Smartphones, DNS-Barcoding) verknüpfen, leisten 
neue und wertvolle Beiträge für das Wissen über biolo-
gische Vielfalt und Ökosysteme (Turner, 2014). Im Fol-
genden werden einige Beispiele vorgestellt, die beson-
ders anschaulich machen, wie die digitale Technik Fort-
schritte im Naturschutz ermöglicht (Abb. 5.2.11-1).
Fernerkundung durch Satelliten, Flugzeuge und 
Drohnen 
Satelliten liefern seit langem Fotografien und Fernerkun-
dungsdaten, die großflächige, wiederholte und kosten-
günstige Daten über z. B. Landbedeckung, Landnutzung, 
Wälderausdehnung und -rodung sowie Ökosystemty-
pen zur Verfügung stellen. Diese wertvollen Informati-
onen tragen dazu bei, Bedrohungen im Naturschutz zu 
analysieren und den Fortschritt in Bezug auf interna-
tionale Politikziele besser zu verfolgen (Secades et al., 
2014; O’Connor et al., 2015). Die Daten werden zwar 
von staatlichen Stellen zunehmend kostenlos zur Ver-
fügung gestellt (Joppa et al., 2016), aber ein generell 
kostenfreier Zugang zu Satellitendaten ist wichtige Vor-
aussetzung, um die Potenziale besser nutzen zu können 
(Secades et al., 2014; Turner et al., 2015). 
Satellitendaten sind besonders aussagekräftig, wenn 
sie mit Umweltsensoren in der Luft, am Boden oder zu 
Wasser (Kameras, Akustiksensoren, Tags) verknüpft 
werden (Turner, 2014). In Kombination mit hochauf-
gelösten Bildern aus Flugzeugen oder Drohnen gelingt 
z. B. die Analyse von Vegetationsarten bis hin zu einzel-
nen Bäumen und großen Tieren (Turner et al., 2015). 
Flugzeuge und unbemannte Drohnen werden u. a. 
zur Überwachung gegen illegale Aktivitäten (Wilderei, 
illegale Rodung) und für die Kartierung von Gelände 
sowie für Bestandsaufnahmen eingesetzt (Wich und 
Koh, 2018; Dandois und Ellis, 2013; Schiffman, 2014). 
Nicht zuletzt liefern sie großartige Bilder für Naturfilme 
(„virtuelles Naturerleben“: Kap. 5.3.1.1). 
Kasten 5.2.11-1
Umweltkriminalität und ihre Prävention mit Hilfe 
digitaler Techniken
Durch IKT ist Umweltkriminalität einfacher und globaler 
geworden – mit negativen Auswirkungen auf die Biodiver-
sität. Das betrifft z. B. den illegalen Handel mit gefährdeten 
Tier- und Pflanzenarten. Europa ist dabei mittlerweile nicht 
nur einer der größten Umschlagplätze, sondern auch einer 
der größten Konsumenten weltweit (Siepe, 2017; Sina et al., 
2016). Für Deutschland zeigt die polizeiliche Kriminalstatistik 
für das Jahr 2015 knapp 7.500 registrierte Straftaten nach 
dem Naturschutz-, Tier-, Bundesjagd- und Pflanzenschutzge-
setz (BKA, 2015). Während diese Zahl in den letzten Jahren 
etwa konstant war, zeigen die Zahlen des Zolls für den Handel 
mit gefährdeten Tier- und Pflanzenarten einen alarmierenden 
Anstieg. So sind die Sicherstellungen im Bereich Artenschutz 
von gut 63.000 Fällen im Jahr 2013 auf rund 580.000 Fälle im 
Jahr 2015 gestiegen (Zollverwaltung, 2015). Auch im Inter-
net boomt der Handel mit bedrohten Tierarten (Kap. 5.2.4). 
Bei einer Untersuchung von 280 Internetplattformen in 16 
Ländern wurden rund 33.000 bedrohte Wildtiere bzw. Teile 
oder Produkte entdeckt – gut die Hälfte davon lebend (IFAW, 
2014). Es wird geschätzt, dass mit dem illegalen Handel 
mit Wildtieren über 13,8 Mrd. € jährlich umgesetzt werden 
(IFAW, 2014).
Digitalisierung kann aber auch für die Prävention von 
Umweltkriminalität genutzt werden. Ebenso wie Täter sich 
digitaler Techniken bedienen, greifen auch Behörden oder 
Besitzer*innen auf diese zurück. Um Pflanzen, wie z. B. 
 Kakteen aus den Nationalparks in den USA vor Diebstahl zu 
schützen, werden diese mit RFID-Mikrochips versehen 
( Ziegler, 2008). Im Forstsektor in Deutschland werden 
GPS-Sender in gefällte Baumstämme eingebaut (HAZ, 2018). 
Diese Beispiele zeigen, dass digitale Lösungen dazu beitragen 
können, die Regeln zum Biodiversitätsschutz besser zu über-
wachen.
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Digitale Fotografie
Die Kameratechnik hat in den letzten Jahren durch die 
Digitalisierung eine Revolution erfahren. Dies hat par-
allel die Möglichkeiten der Überwachung von Indivi-
duen, Populationen und Arten revolutioniert. Mit sta-
tionär installierten Kamerafallen entstehen große Men-
gen von Einzelaufnahmen von Wildtieren, die zu sehr 
interessanten Datensätzen aggregiert werden können, 
um z. B. Auskunft über Populationsgrößen und -mig-
ration zu geben. Steenweg et al. (2016) schwebt ein 
Netzwerk von Kamerafallen vor, das global koordiniert 
ein Monitoring über große Flächen und unterschiedli-
che Habitate und Populationen erlauben soll. 
Aktuelle Entwicklungen gehen in Richtung Vernet-
zung der Akteure und Projekte, Organisation des Daten-
managements sowie Automatisierung der Bildauswer-
tung mittels KI (z. B.  Wäldchen und Mäder, 2018). Der 
WWF erprobt derzeit Infrarotkameras in kenianischen 
Nationalparks, um Wilderer in der Nacht aufzuspü-
ren. Die Anwendung von KI erlaubt es, Mensch und 
Tier automatisiert zu unterscheiden sowie Fahrzeuge 
zu erkennen (WWF, 2019; MacDougall, 2018). Ein 
Beispiel aus Deutschland ist Flora Incognita, die eine 
Klassifizierung tausender Pflanzenarten per Smart-
phone-App ermöglicht (Flora Incognita, 2019). 
Akustikrekorder
Für viele Tierarten sind Rufe und Gesänge charakteristi-
sche Merkmale. Automatische Akustikrekorder für das 
Erkennen von Säugetieren werden bereits heute ange-
wandt, z. B. bei Fledermäusen (O’Farrell et al., 1999) 
und Walen (Vester et al., 2016; Johnson et al., 2009), 
Vögeln (Oliver et al., 2018), Fischen (Bolgan et al., 2018) 
und sogar für das Monitoring ganzer Ökosysteme (z. B. 
Korallenriffe: Bertucci et al., 2016). Die Akustikrekor-
der sind inzwischen so klein, dass sie sogar zur Verhal-
tensforschung bei individuellen Tieren eingesetzt wer-
den können (Couchoux et al., 2015). Die großen Daten-
mengen der Bioakustik eignen sich zur Anwendung von 
KI, was Möglichkeiten für automatisiertes Monitoring 
und Arterkennung eröffnet (Oliver et al., 2018; Aide 
et al., 2013). Es können aber auch Geräusche von Wil-
der*innen und Holzdieb*innen (z. B. Schüsse, Ketten-
sägen) erkannt werden; auch hier ermöglicht die Auto-
matisierung und Vernetzung eine Überwachung großer 
Gebiete (Hill et al., 2018). 
Verfolgung individueller Wildtiere
Die automatische Verfolgung der Tiere mittels GPS hat 
das Studium des Verhaltens und der Wanderungsbewe-
gungen von Individuen und Populationen gefährdeter 
Arten revolutioniert (Joppa, 2017; Turner, 2014). Mitt-
lerweile ist die Miniaturisierung so weit fortgeschritten, 
dass auch sehr kleine Tiere, z. B. Insekten, verfolgt wer-
den können (Arts et al., 2015). Mit der internationa-
len ICARUS-Initiative sollen durch satellitengestützte 
Echtzeitbeobachtung von der Internationalen Raum-
station ISS aus Aufenthaltsort und Wanderungsbe-
wegungen von mit Funkchips markierten kleinen Tie-
ren (z. B. Vögeln, Fledermäusen oder Wasserschildkrö-
















Übersicht über digital unterstützte Techniken des Monitorings von Ökosystemen und biologischer Vielfalt.
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DNS-Barcoding und digitale Sequenzinformationen
Genetische Analysen und Auswertungen digita-
ler Sequenzinformationen sind mittlerweile so kos-
tengünstig und so schnell geworden, dass sie sich zur 
großskaligen Anwendung für Bestandsaufnahmen eig-
nen (Hebert et al., 2003; Pimm et al., 2014). Mit dem 
DNS-Barcoding, einer Methode zur Bestimmung von 
Arten über einzelne Gene (z. B. in Mitochondrien), las-
sen sich einzelne bis tausende von Arten gleichzeitig 
bestimmen, die Anwesenheit geschützter Arten nach-
weisen sowie die Verbreitung invasiver Arten verfol-
gen (Creer et al., 2016; Bush et al., 2017). Auch für 
den Handel mit bedrohten Arten (z. B. Haie: Steinke et 
al., 2017) und für viele weitere wissenschaftliche Fra-
gestellungen bietet diese Technik wertvolle Potenziale 
(Hebert et al., 2016). Die International Barcode of Life 
Initiative pflegt eine internationale, frei zugängliche 
Datenbank von DNS-Barcodes mit dem Ziel, bis 2040 
sämtliche Arten zu erfassen (Hebert et al., 2016). 
Digitales Datenmanagement 
Die beschriebenen digitalen Techniken haben zu einem 
exponentiellen Wachstum der weltweit verfügbaren 
Daten im Bereich der Biodiversitätsforschung geführt 
(Nelson und Ellis, 2018). Big-Data-Ansätze werden 
immer wichtiger, um der hohen Komplexität der Öko-
systeme und ihrer Bedrohungen Rechnung zu tragen 
(Joppa et al., 2016; Kelling et al., 2009). Dementspre-
chend gewinnen auch vernetzte Datenmanagement-
systeme an Bedeutung, die dezentrale Datensammlun-
gen von Institutionen, Projekten oder Forscher*innen 
zusammenführen und in globale, öffentlich zugängliche 
Datenbanken einbringen (Pimm et al., 2014; Hampton 
et al., 2013). Aggregation und Management von Daten 
durch international koordinierte Projekte bringt erheb-
liche Vorteile für die Biodiversitätsforschung (James et 
al., 2018). 
Die internationale Global Biodiversity Information 
Facility (GBIF) ist eine dieser Initiativen, die Zugang zu 
den umfangreichen biodiversitätsrelevanten Informa-
tionen in den naturhistorischen Sammlungen ermög-
lichen soll (Nelson und Ellis, 2018). Die vollständige 
Digitalisierung der Sammlungen und ihre digitale Ver-
fügbarkeit ist im Gang (James et al., 2018). Die Group 
on Earth Observations, ein Zusammenschluss von 
Staaten, mit ihren Biodiversity Observation Networks 
(GEO BON) baut ein globales Beobachtungssystem für 
biologische Vielfalt auf, das die bestehenden regiona-
len Monitoring-Projekte integrieren soll, um ein koor-
diniertes und harmonisiertes System auf der Basis 
standardisierter „essenzieller Biodiversitätsvariablen“ 




Digital unterstütztes Monitoring ist nicht per se gut 
oder schlecht, aber auf jeden Fall eine transformative 
Entwicklung, die der Gestaltung und Steuerung bedarf. 
Die oben genannten digital ermöglichten technischen 
Methoden (z. B. Kamerafallen, Drohnen, GPS-Navi-
gation) für das Auffinden und Verfolgen biologischer 
Vielfalt sowie die Nutzung von Open-Source-Biodi-
versitätsdaten stehen natürlich nicht nur Naturschüt-
zer*innen, sondern ebenso denjenigen zur Verfügung, 
die von der Nutzung biologischer Ressourcen profitie-
ren und Ressourcenextraktion betreiben möchten (Arts 
et al., 2015). Ein weiteres Problem kann bei vermehr-
tem Einsatz von Sensoren der zurückbleibende Elektro-
schrott werden. Als Lösung wird der Einsatz biologisch 
abbaubarer Elektronik diskutiert, die sich nach einer 
vordefinierten Nutzungsdauer zersetzt (Kap. 5.2.5).
Für legal wie illegal arbeitende Akteure wird durch 
digitale Techniken das Auffinden wertvoller natür-
licher Ressourcen, etwa Fischschwärme, Edelhölzer 
oder Populationen mit großem Wert für Wilderei (z. B. 
Nashorn, Elfenbein) erleichtert. Datenschutz ist daher 
auch für Monitoring-Daten relevant; so dürfen z. B. die 
Informationen aus dem Echtzeit-Tracking gefährde-
ter Arten, Bestände seltener Pflanzen oder Niststand-
orte gefährdeter Vögel nicht in falsche Hände geraten 
(Berger-Wolf et al., 2017; Pimm et al., 2015). Bei der 
Anwendung von Drohnen gibt es Zweifel, ob sie zur 
Bekämpfung von Wilderei effizient sind (Humle et al., 
2014). 
Die Verfügbarkeit der beschriebenen digitalen 
Lösungen könnte als Argument für den seit Jahrzehn-
ten laufenden Verlust professioneller taxonomischer 
Expertise verwendet werden (Hopkins und Freckleton, 
2002), auch wenn für Aufbau, Training, Entwicklung 
und Anwendung der Monitoring-Technik taxonomische 
Expertise unverzichtbar bleibt (Arts et al., 2015). 
Bei allen Aktivitäten zu Monitoring und Überwa-
chung ist die Wahrung der Privatsphäre der lokalen 
Bevölkerung ist unverzichtbar (Sandbrook, 2015). Bei 
der Planung und Umsetzung digitalen Monitorings 
sollten daher Konzepte wie Privatheit „by design“ und 
„by default“ Anwendung finden (Kap. 3.5.3, 8.3.1, 
8.4.2.2). Wegen Bedenken in Bezug auf Überwachung 
durch Private wurden bereits Drohnenprojekte im 
Naturschutz von afrikanischen Regierungen (z. B. in 
Namibia) gestoppt (WWF, 2019; MacDougall, 2018). 
Nicht zuletzt gilt es zu beachten, dass die reichste 
Biodiversität in Entwicklungsländern zu finden ist und 
somit auch die Vorteile teurer, digitaler Lösungen für 
diejenigen Gebiete am schwersten umsetzbar sind, wo 
sie den größten Nutzen hätten. 




Neue Technologien allein retten weder bedrohte Arten 
noch Ökosysteme (Pimm et al., 2015). Der politi-
sche Wille zur Erhaltung und nachhaltigen Nutzung 
von Ökosystemen und biologischer Vielfalt sowie zur 
Umsetzung der vereinbarten Ziele bleibt Voraussetzung 
für den Erfolg der CBD und der Agenda 2030. 
Allerdings eröffnet digital unterstütztes Monitoring 
völlig neue Möglichkeiten, zum Verständnis von Biodi-
versität beizutragen. Die neuen Techniken versprechen 
mehr Daten in Echtzeit, schnellere Verarbeitung, bes-
seren Zugang zu Informationen und Vernetzung, neue 
Visualisierungen sowie Unterstützung für Entschei-
dungen durch Maschinenlernen (Kwok, 2019; Joppa, 
2017; Arts et al., 2015). Die traditionellen Methoden, 
z. B. manuelle Bestandsaufnahmen durch Beobachtung, 
werden dadurch nicht ersetzt, aber kraftvoll unterstützt 
und ergänzt. Die Digitalisierung bietet heute bereits 
wertvolle Hilfsmittel für Managementstrategien und 
entscheidungen sowie für die verbesserte Modellierung 
von Ökosystemen (Secades et al., 2014). Ein globales 
Monitoring-System mit automatisierten Bestandsauf-
nahmen von Arten mittels Bilderkennung, Akustik und 
DNS-Barcoding wird mittlerweile für möglich gehalten 
(Kap. 5.2.4.2; Bush et al., 2017; Snaddon et al., 2013). 
Die so gewonnenen Erkenntnisse können u. a. dazu 
genutzt werden, wissenschaftlich besser begründete 
Regeln für eine nachhaltige Nutzung biologischer Viel-
falt zu setzen. Zudem bietet digital unterstütztes Moni-
toring völlig neue Potenziale bei der Durchsetzung und 
Überwachung dieser Managementregeln und Verbote. 
Ein entscheidender Ansatzpunkt ist, Menschen für 
den Naturschutz zu gewinnen: Auch hier bietet Digita-
lisierung wertvolle Chancen (Kap. 5.3.1.1). Das zuneh-
mend sichtbare Engagement von Bürger*innen kann 
die Motivation politischer Entscheidungsträger*innen 
verstärken, der Biodiversitätskrise einen höheren Stel-
lenwert auf den politischen Agenden zu verschaffen 
und so eine positive Rückkopplung mit der dringend 
notwendigen verbesserten Umsetzung der politisch 
gesetzten Ziele auslösen. Ohne einen deutlich verstärk-
ten politischen Willen zur Erhaltung der biologischen 
Vielfalt würden wir mit einem besseren Monitoring 
Kasten 5.2.11-2
Handlungsempfehlungen zum Schauplatz  
„Monitoring von Ökosystemen und biologischer 
Vielfalt“
Digitale Lösungen sollten zügig in die breite Anwendung 
kommen, um zum Schutz gefährdeter Arten und Ökosysteme 
beizutragen und das Interesse gesellschaftlicher Akteure und 
insbesondere der Öffentlichkeit für die Krise der Biodiversität 
zu wecken. 
 > Strategischer Ansatz für Fernerkundung: Ein strategischer 
forschungspolitischer Ansatz kann helfen, die Fernerkun-
dungs-, Biodiversitäts- und KI-Communities besser zu ver-
netzen, um dem übergreifenden Ziel eines kontinuierlichen 
und umfassenden globalen Systems für das Monitoring 
 biologischer Vielfalt und von Ökosystemleistungen näher 
zu kommen. Die zügige Fortführung der Bemühungen für 
einen verbesserten und kostenfreien Zugang zu den wert-
vollen Satellitendaten ist hierfür ein wichtiger Baustein. 
Ein wichtiges Produkt wäre eine langfristig angelegte, kon-
sistente und regelmäßig aktualisierte globale Datenbank 
zu Landnutzung und Landnutzungsänderungen, die zur 
Erfolgskontrolle genutzt werden und zudem auch Schnitt-
stellen für KI-Anwendungen bereitstellen sollte. Die initia-
len Kosten für ein globales Biodiversitäts-Monitoring sowie 
entsprechender Produkte und Datenzentren sollte weiter-
hin die öffentliche Hand tragen. Eine enge Vernetzung 
mit der internationalen wissenschaftlichen Beratung (z. B. 
IPBES, WCMC) und multilateralen Politikprozessen (z. B. 
CBD, CITES) sind dabei zentral. 
 > Entwicklungszusammenarbeit für Naturschutz: Die größte 
Anteil biologischer Vielfalt findet sich in Entwicklungs-
ländern, aber die Treiber für ihren Verlust kommen zu 
wesentlichen Anteilen aus Industrie- und Schwellenlän-
dern. Für Industrieländer besteht eine besondere Ver-
antwortung zur gemeinsamen Erarbeitung des notwendi-
gen technologischen und organisatorischen Wissens und 
zu entsprechender finanzieller Unterstützung im Rahmen 
der Entwicklungszusammenarbeit. In Entwicklungsländern 
besteht der größte Bedarf für Monitoring; dort sind die 
größten Lücken bei Bestandsaufnahmen und praktischen 
Lösungen im Naturschutz zu verzeichnen. Das aktive Ein-
beziehen von Akteuren aus Entwicklungsländern an EZ-
Projekten sowie privaten Naturschutzprojekten zu Monito-
ring und Datenaustausch sollte prioritär behandelt werden. 
 > Förderung von Bürgerwissenschaften: Bürgerwissenschaf-
ten (Citizen Science) wird durch die digitalen Möglich-
keiten für Monitoring und vor allem Vernetzung für die 
Teilnehmer*innen noch einfacher und interessanter sowie 
durch die steigende Datenerfassung für die Forschung noch 
wertvoller. Dieser Trend sollte weiter unterstützt werden, 
nicht nur in Industrie-, sondern auch in Entwicklungslän-
dern. Die Förderung koordinierter partizipativer Monito-
ring-Projekte solle verstärkt und die Datensammlungen als 
digitales Gemeingut weltweit zur Verfügung gestellt wer-
den (Kap. 5.3.10).
 > Privatsphäre schützen: Die in Kapitel 3.5.3 beschriebenen 
Risiken in Bezug auf Eingriffe in die Privatsphäre und 
Überwachung können z. T. auch auf die hier beschriebenen 
Monitoring-Instrumente zutreffen. So kann die Vision 
einer Totalüberwachung von Naturparks auch die dort oder 
in der Umgebung lebenden Menschen betreffen. Daher 
sollte bei der Umsetzung digitaler Überwachungstechnolo-
gien im Freiland (z. B. Drohnen, Kamerafallen; 
Kap. 5.2.11.4) sichergestellt werden, dass die Betroffenen 
in die Projekte eingebunden werden und ihre Privatsphäre 
geschützt wird (z. B. durch Privacy-by-Design; Kap. 3.5.3, 
8.3.1, 8.4.2.2).
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lediglich unser Wissen über die Biodiversitätskrise ver-




Digitalisierung als Chance zur Förderung eines 
kollektiven Weltbewusstseins für nachhaltige 
Entwicklung 
In diesem Schauplatz geht es um das Potenzial, das ein 
durch Digitalisierung neu entstehendes oder verstärk-
tes Welt- bzw. Umweltbewusstsein für erdsystembe-
wahrendes Handeln und die Entwicklung eines solida-
rischen Lebensstils haben könnte. Der Zusammenhang 
zwischen Bewusstsein und Handeln ist ein altes Thema 
der Sozialpsychologie und bezogen auf Umweltschutz 
und Nachhaltigkeit auch ein gut erforschtes Gebiet der 
Umweltpsychologie. Die Vielzahl empirischer Studien 
zeigt, dass ein Problembewusstsein nur unter bestimm-
ten Umständen, etwa vermittelt durch Handlungs-
wissen, zu entsprechendem Handeln führt und hier 
vielfältige Differenzierungen nötig sind. Der WBGU 
berücksichtigt hier den auf Studien der Umwelt- und 
Interventionspsychologie beruhenden Wissensstand 
zur Motivation zum erdsystembewahrenden Handeln. 
Außerdem wird umrissen, was neue digitale Möglich-
keiten zur Umweltbewusstseinsbildung beitragen könn-
ten, wie z. B. schnelle Interaktivität bzw. Gaming, virtu-
elles Naturerleben und bürgerwissenschaftliche Pro-
jekte (Citizen Science). Übergreifend stellt der WBGU 
hier die Frage, ob durch die Vernetzung ein neues sozi-
ales Bewusstsein und Bereitschaft zur Kooperation 
(Weltbürgerbewusstsein) ermöglicht werden kann. 
5.3.1.1 
Stärkung des Problembewusstseins durch 
 Digitalisierung 
Umweltpsycholog*innen befassen sich seit den 1970er 
Jahren mit der Frage, welche kognitiven Voraussetzun-
gen ökologisches, erdsystembewahrendes Handeln hat 
und unter welchen Umständen hier Wissen förderlich 
ist (etwa Maloney und Ward, 1973; Hines et al., 1987). 
Wie kann Wissen umweltbezogenes Handeln 
verändern und wo liegen Potenziale der 
Digitalisierung?
Metaanalysen (Bamberg und Möser, 2007; Hines et 
al., 1987) zeigen, dass reines Problemwissen über die 
Gefährdung natürlicher Lebensgrundlagen meist nur 
einen schwachen Einfluss auf erdsystembewahrendes 
Kasten 5.2.11-3
Forschungsempfehlungen zum Schauplatz  
„Monitoring von Ökosystemen und biologischer 
Vielfalt“
Angesichts der rasanten technischen Entwicklung sind die 
mittel- bis langfristigen Potenziale und Risiken eines digital 
unterstützen Naturschutzes noch zu wenig erforscht (Arts et 
al., 2015). Dabei ist auch der Wettlauf zwischen digital unter-
stützter Übernutzung und nachhaltiger Nutzung biologischer 
Vielfalt im Blick zu behalten. Folgende Punkte verdienen 
besondere Aufmerksamkeit: 
 > Bausteine für ein globales Monitoring: Der WBGU  empfiehlt 
die Förderung konkreter Forschungsprojekte als Bau-
steine für ein globales und umfassendes Biodiversitäts- 
Monitoring. Dazu gehören die Entwicklung und Anwen-
dung neuer Technologien, z. B. für Fernerkundung, Tra-
cking, Bilderkennung und -auswertung. Fernerkundung 
zu Vegetationstypen und Landnutzung sollte ein Schwer-
punkt bleiben (Secades et al., 2014). 
 > Datenerfassung und -management: Die strategische, län-
gerfristige Förderung für die Standardisierung (z. B. Meta-
daten und Datenformate) und internationale Vernetzung 
bestehender Projekte zur Sammlung und Speicherung (z. B. 
GBIF, GEO BON) wird empfohlen. Generell ist der Einsatz 
offener, internationaler Standards zur Förderung der Inte-
roperabilität und Weiterverwendbarkeit sowie der freie 
Datenzugang (z. B. zu Satellitendaten) zu fördern (Turner 
et al., 2015; Secades et al., 2014); allerdings unter Abwä-
gung eventueller Risiken in Bezug auf Bedrohungsszena-
rien durch z. B. Ressourcenextraktion oder Wilderei. 
 > Digitale Instrumente für den Naturschutz: Die Erforschung, 
Entwicklung und Erprobung digitaler Instrumente für 
die Naturschutzpraxis zur schnellen Bewertung und zum 
Management bedrohter Arten und Ökosysteme verdient 
weitere Unterstützung. Dabei sollten neue Methoden für 
die Bekämpfung von Wilderei besondere Aufmerksamkeit 
erhalten (z. B. Nutzung von Algorithmen aus dem Bereich 
der KI, um Patrouillenwege der Wildhüter*innen zu opti-
mieren; Nguyen et al., 2016). Mustererkennung über 
maschinelles Lernen bietet auch für andere Anwendungen 
große Potenziale für ein digital unterstütztes Monitoring 
(Kap. 5.2.11.3; Kwok, 2019). Hier eröffnet sich ein inte-
ressantes und dynamisches Forschungsfeld, das verstärkte 
Unterstützung verdient. 
 > Taxonomie: Bei aller Begeisterung für neue digitale Techno-
logien darf die biologische Taxonomie als Wissenschaft 
nicht vernachlässigt werden. Sie bleibt auch im digitalen 
Kontext unverzichtbare wissenschaftliche Basis, aber die 
Anwendung des taxonomischen Wissens wird viel effizi-
enter werden können (z. B. „digitales Bestimmungsbuch“). 
Der WBGU empfiehlt den Ausbau taxonomischer Institute 
und Lehrstühle, mit einem Schwerpunkt auf digitalen 
 Methoden.
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Handeln im Alltag hat (erforscht überwiegend unter dem 
Begriff des umweltschonenden Handelns, private sphere 
behaviour, nach Stern, 2000). Die reine mediale Erfah-
rung von der Bedrohung von Umweltproblemen, etwa 
Katastrophenbilder von Überschwemmungen oder Hur-
rikane, kann sogar zur Distanzierung führen (Klöckner, 
2015; O’Neill und Nicholson-Cole, 2009). Ausgehend 
von diesen Studien zu Umweltproblemen und Wissen 
fragt sich der WBGU, wie mit Digitalisierung umwelt-
schonendes Handeln unterstützt werden kann. 
Vor diesem Hintergrund ist anzunehmen dass – wenn 
überhaupt – lediglich konkretes Handlungswissen (also 
Wissen dazu, mit welchen Handlungen den Problemen 
begegnet werden kann) für Alltagshandeln relevant ist, 
aber kaum das Problemwissen. Problemwissen ist aller-
dings eine wichtige Voraussetzung dafür, dass Men-
schen sich moralisch zum umweltschonenden Handeln 
verpflichtet fühlen, eine „persönliche Norm“ entwickeln 
(etwa Schwartz, 1977; Schwartz und Howard, 1981). 
Eine nachweislich starke Handlungsrelevanz haben per-
sönliche moralische Verpflichtungen (persönliche Nor-
men) für im weitesten Sinne „politische Handlungen“ 
(Stern, 2000) und für die Akzeptanz von politischen 
Maßnahmen (Steg und Vlek, 2009). Wichtig wäre somit, 
gemeinsam mit dem Erlebbarmachen von Problemdar-
stellungen direkt auch Lösungsräume aufzuzeigen (poli-
tisches und Alltagshandeln) und diese möglichst konkret 
erfahrbar zu machen (Rogers, 1975). Hierin sieht der 
WBGU ein (Ermöglichungs-)Potenzial der Digitalisie-
rung für ein Weltumweltbewusstsein. Man stelle sich 
vor, man könnte Zukunftswelten – virtuell und inter-
aktiv – erfahrbar machen, in denen Dekarbonisierung, 
umfassende Teilhabe und die Anerkennung von Diversi-
tät bereits (virtuelle) „Realität“ ist und in denen Pfade 
dorthin erlebbar – am besten wählbar und erkundbar 
– wären. Menschen lernen am besten, wenn sie aktiv 
involviert sind und unmittelbare Rückmeldung auf das 
neu erlernte Verhalten bekommen, also selbstwirksam 
sind. Im Gesundheitsbereich weisen erste Metastudien 
auf den positiven Nutzen von digitalen Bildungsspielen 
hin (z. B. serious digital games: DeSmet et al., 2014). Im 
Umweltbereich gibt es bisher jedoch nur wenige Spiele 
und es fehlt an Forschung zu deren Effektivität (Fjæl-
lingsdal und Klöckner, 2017). Beispiele sind die Spie-
lesammlung Strange Loop Games (2018), die Nutzung 
des Kult-Computerspiels Minecraft zur partizipativen 
Stadtplanung in Kooperation mit UN-Habitat (Block by 
Block Foundation, 2019) oder Verdeutlichung des glo-
balen Elektroschrottproblems in der politischen Jugend-
bildung (Evangelische Akademie Sachsen-Anhalt, 2018; 
Kap. 5.2.5).
Aus Sicht des WBGU liegen Potenziale eines digi-
tal unterstützten Erwerbs von Umweltwissen vor allem 
im Ermöglichen von politischem Handeln, im Nachvoll-
ziehen der Notwendigkeit für Maßnahmen und deren 
Akzeptanz. Digitale Applikationen, die verlässlich res-
sourcenschonende Handlungsalternativen aufzeigen, 
können individuelles Alltagshandeln unterstützen. 
Virtuelles Naturerleben als Motivation zum 
Umweltschutz?
Naturerleben (etwa verknüpft mit positiven Emoti-
onen) scheint ebenso wie Wissen einen schwachen 
Einfluss auf umweltschonendes Handeln im Alltag zu 
haben (z. B. Kals et al., 1999; Nisbet et al., 2009; Sparks 
et al., 2014). Für indirektes, also politisches Handeln 
(z. B. pro Naturschutz), könnte Naturerleben allerdings 
relevant sein (Nisbet et al., 2009). Insofern stellt der 
WBGU die Frage, ob man durch den Aufenthalt in einer 
digitalisierten natürlichen Umwelt oder durch die digi-
tal vermittelte Interaktion mit natürlichen Umwelten 
(z. B. IP Garten: Kasten 5.3.1-1) Naturbewusstsein und 
damit direktes oder indirektes umweltschonendes Han-
deln fördern kann. 
Ob Natur so simuliert werden kann, dass auch in 
virtuellen Umwelten Umweltbewusstsein gefördert 
wird, ist bisher unklar. Es gibt etwa erste Hinweise, 
dass durch IKT ermöglichte Naturerfahrung (Bilder 
bzw. Filme) Naturverbundenheit und Bewahrungsver-
halten für nationale Natur steigert (besonders attrak-
tive Nationalparks, Arendt und Matthes, 2016), aber 
die wahrgenommene Attraktivität lokaler Natur senkt 
(Levi und Kocher, 1999). In ersten Studien wird außer-
dem berichtet, dass das Anschauen von Naturfilmen, 
-bildern oder -simulationen mit positiven Gefühlen 
verbunden wird. Natürlichkeit und das Gefühl, sich 
ein einem kontinuierlichen Raum zu befinden und Ele-
mente wie Immersion (d. h. wie vollständig oder lebhaft 
eine Realität abgebildet wird) und größere Blickflächen 
(Cummings und Bailenson, 2016) scheinen relevante 
Elemente dafür zu sein, dass virtuelle Realitäten positiv 
bewertet werden (z. B. De Kort et al., 2006). Virtuelles 
Naturerleben mit positiven Emotionen könnte also ins-
besondere persönliche Normen und Handlungsbereit-
schaft wecken. Beispiele wären virtuelle Erfahrungen 
mit sonst schwer zugänglichen und beeindruckenden 
Naturlandschaften und Lebewesen, die in der virtuel-
len Begegnung Empathie und Gefühle wie Stolz und 
Erhabenheit auslösen, etwa der Blick auf den Plane-
ten, Schwimmen mit Delfinen oder der Flug über einen 
Wasserfall aus der Perspektive eines Vogels. 
Citizen Science – durch Beteiligung am 
Wissensaufbau das Problembewusstsein schärfen 
und kollektive Wirksamkeit stärken 
Wenn nicht professionelle „Wissenschaftler*innen“ 
sich eigenständig in Wissenschaft einbringen oder ein-
bezogen werden, wird dies häufig als Bürger*innen-
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wissenschaft (Citizen Science) bezeichnet. Prominente 
Beispiele sind etwa die meist sehr erfolgreichen Aufrufe 
zu Bestandserfassungen von Vögeln. Digitale Plattfor-
men (z. B. Buergerschaffenwissen.de, 2019; SciStarter.
org, 2019) bieten eine Bandbreite bürger*innenwis-
senschaftlicher Forschungsprojekte, an denen Interes-
sierte teilnehmen und darüber berichten können (z. B. 
 Bonney et al., 2015). 
Ein solches erfahrungsbasiertes involvierendes Ler-
nen birgt einerseits das Potenzial für einen Wissens-
schub und Faszination für Systemwissen. Eine direkte 
Umsetzung des neu erworbenen Wissens in alltagsre-
levantes, nachhaltiges Handeln ist allerdings auch hier 
nur erwartbar, wenn Handlungswissen gleich mit ver-
mittelt wird (Kap. 5.3.1.1). Da Citizen Science vermut-
lich das Erleben von kollektiver Wirksamkeit stützt, 
wäre zu erwarten, dass insbesondere politisches Han-
deln durch derartige Formen des wissenschaftlichen 
Umwelterlebens gefördert wird. Eine solche transfor-
mative Kraft der Digitalisierung für den Umweltschutz 
bzw. ein Weltumweltbewusstsein zeigt sich aktuell im 
Bereich der Luftqualitätsüberwachung im öffentlichen 
Raum (Kasten 5.3.1-2). 
5.3.1.2 
Das Individuum und die 
Weltbürger*innengesellschaft: Lässt sich mit Digi-
talisierung Empathie und Solidarität fördern? 
Der WBGU nimmt an, dass durch Vernetzung und Vir-
tualität eine Nähe zu räumlich und zeitlich weit ent-
fernten Problemlagen (Situationen, Individuen, Grup-
pen, Lebenslagen) hergestellt werden kann, also die 
„psychologische Distanz“ (Uzzell, 2000) reduziert wird. 
Es stellt sich die Frage: Kann diese neue Form der Nähe 
kollaboratives und umweltfreundliches bzw. im wei-
teren Sinne solidarisches Verhalten fördern (Gifford, 
2014)? 
Fördert die Erweiterung sozialer Netzwerke 
internationale Kooperation? 
Sozial- bzw. neuropsychologische Studien (Dunbar, 
2018) weisen darauf hin, dass soziale Netzwerke sich 
durch Digitalisierung (etwa durch soziale Medien) zwar 
nicht vergrößern, aber vermutlich heterogener werden 
(Haerter et al., 2012). Digitalisierung kann den Kontakt 
mit Menschen verschiedener Gruppen erleichtern, weil 
online u. a. Passkontrollen keine Rolle spielen, Ethnien 
und andere Gruppenzugehörigkeiten bewusst verbor-
gen werden können und physischer Kontakt wegfällt, 
der möglicherweise durch Vorurteile angstbesetzt oder 
schlicht kostenaufwändig ist (räumliche Distanz). Der 
WBGU beschäftigt sich im Anschluss mit dem Diskurs, 
ob diese Erweiterung sozialer Netzwerke internationale 
Kooperationen fördert.
Aus psychologischen Studien ist seit den 1950er 
Jahren bekannt (insbesondere Allport, 1954), dass 
Intergruppenkontakte (intergroup contacts) Vor-
urteile reduzieren, besonders bei idealen Bedingun-
gen wie etwa gleichem Status in der Kontaktsituation 
und gemeinsamen Zielen. Aktuelle Überblickstudien 
bekräftigen, dass allein der Kontakt zwischen Indi-
viduen verschiedener Gruppen Vorurteile reduziert 
und Zuneigung fördert (Metaanalysen: Pettigrew und 
Tropp, 2006; Lemmer und Wagner, 2015). Studien zu 
Intergruppenkontakt beziehen sich allerdings fast aus-
schließlich auf persönliche Kontakte (face to face) oder 
„indirekten Kontakt“; so fördert z. B. auch das Wissen, 
dass eine nahe stehende Person im engen Kontakt zu 
Kasten 5.3.1-1
Digitalisierung um virtuellen Naturkontakt zu 
ermöglichen – IP Garten: „der eigene Garten 
einen Mausklick entfernt“
Ein Praxisbespiel, bei dem virtuelle Technik verwendet 
wird, um eine neue Form der Naturerfahrung zu ermögli-
chen, ist das Berliner Projekt IP Garten (ipgarten.de, 2019). 
IP-Gärtner*innen erlangen digital Wissen über nachhaltige 
Landwirtschaft und setzen dieses direkt um, indem sie von 
zuhause aus ein eigenes Stück Land bestellen, ihren Garten 
„digital“ bepflanzen, gießen und ernten. Dies erfolgt durch 
„analoge“ Umsetzung digitaler Anweisungen der IP-Garten-
besitzer*innen durch Gärtner*innen vor Ort. Die Ernte kann 
an zentraler Stelle abgeholt werden (Überschüsse werden an 
die Berliner Tafel gespendet). Der Pflanzenwuchs kann über 
Kameras und Drohnen live beobachtet werden, außerdem 
werden verschiedenste Daten in Echtzeit übermittelt, etwa zu 
Boden, Wasser und Luft. Einen IP Garten zu erwerben steht 
allen offen, besonders beworben wird der IP Garten jedoch im 
Bildungskontext, etwa für Schulen. Bewerber*innen warten 
hier aktuell bis zu vier Jahre auf einen Garten. 
Im Rahmen des IP-Gärtnerns wird eine virtuelle Welt 
genutzt um Wissen zur Lösung von Umweltproblemen zu 
vermitteln, wie z. B. zur nachhaltigen Nutzung von Böden. 
Neben dem Wissenserwerb können konkrete Handlungsopti-
onen erprobt werden: Indirektes umweltschonendes Handeln 
wird durch digitale Interaktion analog ermöglicht. Vorstellbar 
wäre, dass im Rahmen des IP-Gartenprojektes erworbenes 
Handlungswissen (z. B. zum Schutz von Böden) dazu führt, 
dass IP-Gärtner*innen sich auch politisch stärker für solche 
Ziele engagieren (z. B. für nachhaltige Bodenbewirtschaf-
tung). 
Evaluationen von Praxisbeispielen wie dem IP Garten sind 
notwendig um einzuschätzen, ob Potenziale für Umwelt-
schutz in Formen des virtuellem Naturerleben liegen, wie 
etwa ob digital erworbenes Wissen und Handeln zu Umwelt-
schutzthemen auf tatsächliches politisches oder umweltscho-
nendes Handeln übertragen wird.
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Menschen anderer Ethnien steht, positive Einstellung 
gegenüber dieser Gruppe (Lemmer und Wagner, 2015). 
Zu virtuellen Kontaktformen existiert bisher wenig For-
schung, erste Studien weisen allerdings darauf hin, dass 
virtueller Kontakt mit Individuen anderer Gruppen nur 
geringen bis keinen Effekt auf Vorurteilsreduzierung, 
Zuneigung und positive Einstellungen hat (Lemmer und 
Wagner, 2015). 
Der WBGU sieht das Potenzial der Digitalisierung 
für die Entwicklung von Solidarität insbesondere auf 
der Ebene der konkreten Vernetzung von Menschen 
mit gleichen Interessen und dem Erfahren von Gemein-
samkeit auf Ebene der Zivilgesellschaft. Beispiele für 
diese Vernetzungspotenziale sind Aktionen wie Stan-
ding Rock (standwithstandingrock.net), wo Menschen 
sich global mit anderen zu einem Zweck solidarisieren 
(hier mit den Sioux für Natur- bzw. Wasserschutz) und 
gemeinsam politisch Handeln. Solche politischen Hand-
lungsmöglichkeiten werden durch Digitalisierung brei-
ter und reichen von direkter Teilnahme über die Ver-
breitung von Inhalten über soziale Netzwerke bis hin 
zu Online-Funding bzw. Crowdfunding und Petitio-
nen. Die ständige Austauschmöglichkeit auch mit Hilfe 
direkter Einblicke über Videobotschaften stärkt ver-
mutlich insbesondere das Gefühl, kollektiv etwas zu 
bewirken (Stärkung der kollektiven Selbstwirksamkeit: 
Bamberg et al., 2015) und ermöglichen, dass „Pioniere 
des  Wandels“ (WBGU, 2011: 256 ff.) ihre Empfindun-
gen und Ideen digital für andere schneller und direkter 
nachvollziehbar machen. 
Sollte Digitalisierung Empathie fördern?
Der WBGU greift im Folgenden den Schlüsselbegriff der 
„Empathieerweiterung“ (Rifkin, 2009) auf, mit dem im 
öffentlichen Diskurs vor allem positive Auswirkungen 
verbunden werden: vermutet wird, dass ein Einfühlen 
in Freude und Leid anderer Menschen dazu antreibt 
sich altruistisch bzw. solidarisch zu verhalten (Batson 
und Shaw, 1991).
Aus Sicht der Kognitionspsychologie ist zu problema-
tisieren, dass die Förderung von Empathie, z. B. durch 
stärkere Vernetzung mit Hilfe sozialer Medien, auf indi-
vidueller und gesellschaftlicher Ebene auch Risiken birgt. 
So ist das „sich in andere Personen einfühlen“ als Kern-
punkt von Empathie, gerade bei negativen Emotionen 
(z. B. Mitleid mit Klimawandelopfern) häufig auch mit 
negativem Stressempfinden (empathic distress) verbun-
den (Singer und Klimecki, 2014). Beispielsweise scheint 
bisher gerade in sozialen Medien der Austausch nega-
tiver Emotionen und somit negatives Stressempfinden 
im Vordergrund zu stehen. Erste Studien zeigen, dass in 
sozialen Medien insbesondere emotionserregende Texte 
geteilt werden, wenn es um Klimawandel geht (Veltri und 
Atanasova, 2017). Hier drohen Gefühle wie Hilflosig-
keit, wenn beispielsweise unmittelbar mitgefühlt wird 
mit negativen Emotionen (Angst, Wut, Trauer, Ekel) 
Kasten 5.3.1-2
Digitalisierung um Citizen Sensing zu 
ermöglichen
Ein spannender Trend an der Schnittstelle von Digitalisie-
rung, Umwelt und Bürger*innenwissenschaft ist das „Citizen 
Sensing“. Vor allem die Verfügbarkeit immer kostengünsti-
gerer, kleinerer und leistungsfähigerer Sensorik ermöglicht 
eine immer dichtere sowie vernetztere Überwachung der 
Luftqualität (Jiang, 2017; Gabrys et al., 2016). Durch die 
damit einhergehende Befähigung von immer mehr Akteu-
ren, selbst Luftmessungen durchzuführen, wird ein nicht zu 
unterschätzendes gesellschaftliches Transformationspotenzial 
freigesetzt. Neben bzw. gemeinsam mit „Profis“ wie Umwelt-
behörden, Unternehmen, Umweltorganisationen oder Wis-
senschaftler*innen treten beim Citizen Sensing zunehmend 
Privatpersonen als „Messakteure“ auf. 
Im Kontext der Digitalisierung verspricht man sich vor 
allem durch Messungen in Mikrosensornetzwerken und die 
Vernetzung im IoT Impulse für bessere Luftqualität und 
folglich die nachhaltige Stadtentwicklung (Lambrechts und 
Sinha, 2016; Kap. 5.2.7, 5.2.8). Ein bekanntes deutsches Bei-
spiel für Citizen Sensing ist das Projekt luftdaten.info (2018) 
des OK Lab Stuttgart. Das Projekt animiert zum Selbstbauen 
und betreiben von Feinstaubsensoren sowie zum Teilen der 
Messwerte auf einer offenen Internetkartenplattform, die 
mittlerweile über die Grenzen Deutschlands hinausreicht. Es 
verkörpert damit zahlreiche Eigenschaften der „Bottom-up“- 
Digitalisierungsbewegung, angefangen von der kollaborativen 
Produktion von offenem Wissen bis hin zum 3D-Druck von 
Gehäuseteilen (Fröschle, 2017: 515f.; Kap. 3.3, 5.2.2, 5.3.10). 
Wie bereits erwähnt bietet Citizen Sensing derzeit vor 
allem gesellschaftliches Transformationspotenzial. Aus mess-
technischer Sicht ist das disruptive Potenzial von kostengüns-
tigen Sensoren aufgrund des grundsätzlichen Zielkonflikts 
zwischen Qualität und Kosten noch als eher gering einzu-
stufen, könnte aber mit steigender Sensorqualität zunehmen 
(Jiang, 2017: 728ff., JRC, 2017: 1; für Sensoren von luftda-
ten.info: LUBW, 2017). Jedoch könnte günstige Sensorik vor 
allem in Entwicklungs- und Schwellenländern dabei helfen, 
(Bürger-)Luftmessnetze auf- oder auszubauen und Messun-
gen der Behörden zu kontrollieren (Lambrechts und Sinha, 
2016: 11ff.). Dabei sollte der benötigte Energie- und Ressour-
cenverbrauch berücksichtigt werden (z. B. Strom für Sensoren 
und W-LAN, Elektroschrott).
Eine Kombination mit Luftqualitätsmessungen in Innen-
räumen bietet auch Potenziale, die tatsächliche Gesamtbelas-
tung von Personen zu erfassen und geeignete Handlungsop-
tionen abzuleiten (Jiang, 2017: 727). Ferner kann Citizen 
Sensing für die Umweltbildung in Schulen eingesetzt werden, 
z. B. Smartphones als Luftsensoren im Projekt SusMobil 
(SUSmobil, 2018).
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eines Klimawandelopfers, das gerade seine Heimat ver-
liert. Dies kann dann zur Folge haben, dass Menschen 
sich psychisch distanzieren, um sich zu schützen (Hart, 
2011). 
Solidarität, so wie sie der WGBU definiert (WBGU, 
2016a), wird eher durch das das rationale Erleben von 
„Compassion“ gestärkt, weniger durch das Emotionale 
und beschreibt ein Gefühl, das entsteht, wenn Leiden 
anderer bezeugt wird und das den Wunsch zu helfen 
motiviert (Goetz et al., 2010; Lazarus, 1991; Singer und 
Klimecki, 2014). Erste Studien zeigen einen positiven 
Einfluss von Compassion auf erdsystembewahrendes 
Handeln (Pfattheicher et al., 2016). 
Der WBGU stellt sich die Frage, wo und wie die 
Digitalisierung hier ansetzen kann. Compassion erfor-
dert, eigene Empfindungen zu erkennen und zu ande-
ren abzugrenzen sowie gleichzeitig positive Gefühle 
für andere zuzulassen. Diese Fähigkeiten können etwa 
über Achtsamkeitsmeditationstechniken gefördert wer-
den (Singer und Klimecki, 2014), die mit Unterstützung 
entsprechender digitaler Applikationen erlernt werden 
könnten. 
Kasten 5.3.1-3
Handlungsempfehlungen zum Schauplatz  
„Förderung eines kollektiven Weltbewusstseins“
 > Erwartbare direkte Effekte der Digitalisierung (im Sinne von 
Vernetzung, Ermöglichen eines virtuellen Erfahrungsraums 
usw.) ergeben sich insbesondere für ein verbessertes und 
angereichertes Problemwissen und -verständnis. Durch neue 
Formen der Bereitstellung und der Erlebbarkeit von Infor-
mationen sind daher insbesondere positive Effekte für die 
Motivation zum politischen Handeln und für Maßnahmen-
akzeptabilität zu erwarten. Der WBGU empfiehlt daher, die 
Digitalisierung zur Vermittlung von Hintergrundwissen und 
für das Aufzeigen politischer Handlungsoptionen zu nutzen. 
 > Im Bereich des individuellen Alltagshandelns sind durch 
neue Formen der Wissensvermittlung weniger direkte 
Effekte erwartbar; hier können aber existierende ver-
haltensändernde Techniken (wie z. B. tailored interven-
tion, implementation intentions, feedback) durch digitale 
Umsetzung weiterentwickelt und verbessert werden, dies 
sollte  gefördert werden. 
 > Die Möglichkeit den individuellen ökologischen Fußab-
druck zu ermitteln, hat in den 1990er Jahren stark moti-
viert, sich mit individuellem Handeln zu befassen. Digita-
lisierung macht den Schritt vom Fuß- zum Handabdruck 
möglich: Eine Fokussierung auf positive Auswirkungen des 
eigenen nachhaltigen Konsumhandelns und auf gemein-
schaftliche Effekte, etwa auf Reduktionen von CO2-Emis-
sionen wenn allein oder gemeinsam Handlungsempfeh-
lungen umgesetzt werden (z. B. handprinter.org) ist heute 
möglich. Hier sollten Förderungen ansetzen und beste-
hende Instrumente evidenzbasiert weiterentwickeln und 
verbreiten.
 > Es sollte glaubwürdiges und verlässliches Handlungswissen 
und Informationen im Sinne der transformativen Bildung 
über das Internet breit zugänglich bereitgestellt werden. 
Dieses digital verfügbare Handlungswissen sollte genutzt 
werden um Applikationen zu entwickeln, die über auf die 
individuelle Lebenssituation abgestimmte nachhaltige 
Handlungsalternativen informieren.
Kasten 5.3.1-4
Forschungsempfehlungen zum Schauplatz  
„Förderung eines kollektiven Weltbewusstseins“
 > Besonderen Forschungsbedarf gibt es dazu, wie Bildungs-
spiele, Simulationen zum komplexen Problemlösen und vir-
tuelles Naturerleben auf umweltschonendes Alltagshan-
deln und politisches Handeln wirken. Bisher scheint allge-
mein noch unklar (etwa auch im Gesundheitsbereich), wel-
che digitalen Techniken und Elemente (z. B. Steigerungen 
von Immersion und Unterhaltungswert, Rückmeldungen) 
sich eignen, um Problemwissen zu fördern und Handeln 
unterstützen. 
 > Forschungsbedarf besteht insbesondere zur Übertragbar-
keit von Maßnahmeneffektivität (z. B. Handlungsemp-
fehlungen und Feedback), wenn diese digital durchge-
führt werden. Studien zeigen beispielsweise schon lange, 
dass insbesondere eine Kombination aus Wissen und Han-
deln Verhaltensänderungen fördern (Hungerford und Volk, 
1990): ob auch digital erworbenes Wissen und digitales 
Handeln (z. B. IP Gärten: Kasten 5.3.1-1) Verhaltensände-
rungen fördern, bleibt zu untersuchen. 
 > Insbesondere im Alltag sind die unmittelbare Erfahrbar-
keit und direkte Erprobungsmöglichkeiten neuer nachhal-
tiger Verhaltensweisen Treiber von Verhaltensänderungen. 
Es sollte deshalb weiterhin intensiv an neuen Strategien 
geforscht werden, wie Handlungswissen und die Förderung 
von umweltrelevanten Normen und Werten – nicht digital 
vermittelt – gefördert werden können. 
 > Eine übergreifende Forschungsfrage zum Thema Vernet-
zung betrifft die mögliche Förderung von Empathie bzw. 
Compassion. Nach bisherigem Stand kann Empathie auch 
zu negativen Stressreaktionen – und damit verbunden Ver-
leugnung – führen. Da Compassion hier die größeren 
 Potenziale für positive Reaktionen und Engagement birgt, 
wäre dringend zu klären, durch welche Maßnahmen Com-
passion und darauf aufbauendes solidarisches Handeln 
 digital gefördert kann.
Menschen und Gesellschaft  5.3
229
5.3.1.3 
Digitale Beteiligung und Vernetzung um Verände-
rung von Konsumstilen im Alltag zu ermöglichen
Unter Berücksichtigung des oft berichteten guten Erfolgs 
gruppenbasierter Interventionstechniken (etwa gezielte 
Diffusion im Rahmen von Social-Marketing-Maßnah-
men; Abrahamse und Matthies, 2012), oder von Inter-
ventionen, die Gruppen zur kollektiven oder individu-
ellen Selbstverpflichtung ermuntern (z. B. die von der 
EU initiierten Energy Neighbourhoods: EU-Kommission, 
2019b), identifiziert der WBGU erhebliche Potenziale 
der Digitalisierung für die Förderung von nachhaltigem 
Konsum und solidarischer Lebens qualität. 
Digitalisierung kann Mitgestaltung, Verbreitung 
und schnelle soziale Interaktion auf verschiedenen 
Wegen ermöglichen. Soziale Interaktion mit Hilfe von 
IKT kann insbesondere nachhaltigen Konsum ermög-
lichen, der auf gemeinschaftlicher Nutzung, Wieder-
verwenden, Reparieren, Teilen und Tauschen basiert 
(Kap. 5.2.2, 5.2.3, 5.2.5). Darüber hinaus kann 
durch Digitalisierung eine Bandbreite verschiedener 
 Maßnahmen ermöglicht werden: von interaktiven auf 
die eigene Lebenssituation angepassten Beratungspro-
grammen (tailoring of interventions: Abrahamse et al., 
2007) und Rückmeldesystemen zum eigenen Lebens-
stil (Verhaltensfeedback: Klöckner, 2015) bis hin zu 
Applikationen, die mit Konsumgütern verbundene 
CO2-Emissionen aufdecken und nachhaltige Alternati-
ven aufzeigen (Kap. 5.2.3). 
5.3.1.4 
Folgerungen
Aus Sicht des WBGU liegen Potenziale eines digital 
unterstützten Erwerbs von Umweltwissen vor allem im 
Ermöglichen von politischem Handeln, im Nachvoll-
ziehen der Notwendigkeit für Maßnahmen und deren 
Akzeptanz. Digitale Applikationen, die verlässlich res-
sourcenschonende Handlungsalternativen aufzeigen, 
können individuelles Alltagshandeln unterstützen. Ins-
gesamt ist erkennbar, dass involvierendes Lernen durch 
Digitalisierung möglich ist und bei guter Gestaltung ins-
besondere politisches Handeln und Maßnahmenakzep-
tanz fördern kann. Wichtig ist hierfür Potenziale von 
Digitalisierung zur Erhöhung von Problem- und System-
wissen zu nutzen, wie schnelle Interaktivität, direkte 
Rückmeldungsmöglichkeiten und mit positiven Emoti-
onen verbundene virtuelle Erlebbarkeit von schützens-
werten natürlichen Umwelten und Lebewesen. Förde-
rungen von involvierenden Bildungs- bzw. Forschungs-
formaten wie Citizen Science (z. B.  Kasten 5.3.1-2) 
können Systemwissen verbessern und zu mehr ziviler 
Mitgestaltung (Selbstwirksamkeit) führen. 
5.3.2 
Digitalisierung und öffentlicher Diskurs: das Ende 
rationaler Argumentation oder die Chance einer 
globalen Agora?
„Digitaler Strukturwandel der Öffentlichkeit“ – 
was zunächst akademisch und sperrig klingen mag, 
beschreibt einen für viele Menschen ganz augenschein-
lichen Wandel: Digitale Technologien verändern, wie 
wir kommunizieren, wie wir gesellschaftliche Debatten 
wahrnehmen und wie wir daran teilnehmen können 
(Fraser, 2010; Imhof, 2011; Ullrich, 2017). Weltweit, 
aber bei weitem nicht global, nutzen viele Menschen 
soziale Medien wie Facebook, Twitter oder Instagram, 
um sich privat oder professionell auszutauschen, zu 
informieren, individuelle Botschaften zu senden. Ein 
Drittel der Deutschen, fast die Hälfte der Amerika-
ner*innen und zwei Drittel der Brasilianer*innen nutz-
ten 2018 soziale Medien als Nachrichtenquelle (New-
man et al., 2018). Vielfach werden Informationen auch 
von Endnutzer*innen selbst bereitgestellt (Dolata und 
Schrape, 2017). Die Medienlandschaften verändern 
sich: Wenige erfolgreiche digitale Plattformen gewin-
nen als neue Intermediäre (Vermittler) mittels neuer 
Medien- und Absatzformate an Bedeutung, während 
Printauflagenzahlen sinken und klassische Geschäfts-
modelle erodieren. Printmedien geraten seit der Jahr-
tausendwende zusehends unter wirtschaftlichen Druck 
(Abb. 5.3.2-1).
Zugespitzt formuliert wird das Diskursformat Leser-
brief zu einem Relikt vergangener Zeit, und Herr 
Schmitt kommentiert jetzt im Internet als purpledia-
mond72 – dieser Wandel birgt kommunikative Poten-
ziale, aber auch Risiken. Nur was genau ist die digitale 
Öffentlichkeit der Blogposts, Kommentarspalten, Likes 
und Retweets? Ist dies alles altbekannt im neuen digi-
talen Gewand oder doch ein fundamentaler Umbruch 
– Emanzipation, Rückschritt oder beides zugleich? Die 
Frage nach neuen „Leitmedien“ – besonders im Sinne 
gemeinsamer, breit geteilter Foren authentischen, 
gesamtgesellschaftlichen Austausches – bleibt bislang 
unbeantwortet. Kann die digitale Öffentlichkeit die 
wichtige gesellschaftliche Funktion erfüllen, die Viel-
falt der Meinungen abzubilden und zu aggregieren, um 
politische Willensbildung und Demokratie zu ermög-
lichen? Können dort gesellschaftlich relevante Prob-
leme entdeckt und substanzielle Interessen so artiku-
liert werden, dass in Anbindung an Politik und Gesell-
schaft Handlungsbedarfe erkannt und bearbeitet wer-
den  können?
Um sich einigen dieser grundlegenden Verände-
rungen zu nähern, widmet sich dieser Schauplatz dem 
öffentlichen Diskurs im Digitalen Zeitalter. Welche 
vielfachen strukturellen Veränderungen durchlebt die 
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„digitalisierte Agora“ (Kap. 5.3.2.1), etwa durch Ent-
grenzung und Fragmentierung bei gleichzeitig immen-
ser Zunahme der Quantität öffentlicher Kommuni-
kation? Was bedeutet dieser Strukturwandel für die 
Menschen im Hinblick auf Würde, Eigenart und Teil-
habe, Informations-, Meinungs- und Redefreiheit der 
Sprecher*innen und den Bedarf eines authentischen 
Gegenübers (Kap. 5.3.2.2)? Welche Bedeutung hat der 
Wandel der Medienlandschaft (Kap. 5.3.2.3)? Welche 
Weichenstellungen sind nötig, um die demokratiepoli-
tischen Potenziale des digitalen Wandels zu realisieren 
und langfristig einen gemeinsamen und verlässlichen, 
digital verbesserten gesellschaftlichen Diskursraum 
sicherzustellen (Kap. 5.3.2.4)? 
5.3.2.1 
Die digitalisierte Agora – Strukturelle Verände-
rungen des öffentlichen Diskurses im digitalen 
Raum
Der Wandel des öffentlichen Diskursraums zeigt sich 
vielfach in den veränderten Intermediären dieses Rau-
mes. Intermediäre, also Dienstleister und Orte der 
Bereitstellung, Aggregation, Selektion und Vermittlung 
von Inhalten, sind alle Medien, von klassischen Tages-
zeitungen bis hin zur Onlineplattform. Allerdings ver-
fügen klassische Medien – offline wie online – meist 
über lange gewachsene Praktiken und verankerte Ver-
fahren interner Qualitätsstandards, freiwillige Selbst-
kontrolle sowie einen in Ausbildung und Praxis vermit-
telten ausgeprägten Berufsethos. Gerade in ihrer ersten 
Blütezeit wurden das Internet und der digitale Raum 
als Gegenentwurf zu dieser strukturierten Form des 
öffentlichen Austauschs verstanden. Allerdings steht 
der frühen Euphorie der 1990er und 2000er Jahre 
über eine starke Demokratisierung und Transnationa-
lisierung einer weitgehend durch Nutzer*innen orga-
nisierten öffentlichen Meinungs- und Willensbildung 
heute eine wesentlich kritischere Einschätzung gegen-
über (Lovink, 2017; Jacob und Thiel, 2017). So sei reine 
Quantität nicht mit Qualität von Partizipation gleich-
zusetzen. Ein bloßer Zuwachs an Möglichkeiten digita-
ler Kommunikation könnte ohne deren (medien-)ver-
mittelte und redaktionell strukturierte Anbindung an 
(z. B. parlamentarische) Foren echter politischer Ent-
scheidungsfindung demokratiepolitisch ins Leere lau-
fen (Ullrich, 2017). Darüber hinaus förderten die 
unterschiedlichen Nutzungskompetenzen und Zugäng-
lichkeiten zu den Möglichkeiten digitaler Öffentlich-
keit, genauso wie die Parzellierung in Filterblasen oder 
Echokammern Gleichgesinnter in den sozialen Medien, 
eine Fragmentierung und Verflachung öffentlicher digi-
taler Kommunikation (Pariser, 2011; Bedford-Strohm, 
2017). Zwar war Öffentlichkeit bereits in früheren Zei-
ten lokal und thematisch fragmentiert, aber das Reich-
weitenmonopol und der Einfluss von Massen- und 
Leitmedien auf die mediale Agenda wurden durch Digi-
talisierung gebrochen – und damit „die Idee der ein-
heitlichen nationalen Öffentlichkeit endgültig revi-
diert“ (Hillje, 2019: 69). Dabei steht die Vermutung im 
Raum, dass „die abnehmende Orientierungsfunktion 
der Massenmedien auf eine zunehmende Desorientie-
rungsfähigkeit der sozialen Medien“ treffe, dass also 
heutige Mediennutzung weniger statt mehr Orientie-
rung und Übersicht schafft (Hillje, 2019: 69). Wie stark 
diese Fragmentierung ausfällt, ist jedoch gegenwärtig 
nur bedingt empirisch geklärt, und sie kann im inter-
nationalen Vergleich variieren (Schünemann, 2019). 
Eine Tendenz, dass die Menschen weniger politisch 
informiert und diskursfähig sind, während die Polari-
sierung zunimmt, lässt sich aber „auf der Basis kom-
munikationswissenschaftlicher Theorien, empirischer 
Befunde und plausibler Überlegungen recht gut bestä-
tigen“ (Schweiger, 2017: 182). Dementsprechend müs-
sen Menschen „heute mit einer viel anspruchsvolle-
ren Informationskompetenz ausgestattet sein, um im 
Dschungel von Fakten und Fakes navigieren zu können 
und nicht ständig Gefahr zu laufen, manipuliert statt 
informiert zu werden“ (Hillje, 2019: 123).
Trotz der menschheitsgeschichtlich unübertroffe-
nen Menge an verfügbaren Informationen und Wis-
sen bestehen daher auch Risiken für den öffentlichen 
Diskurs, etwa wenn Verschwörungstheorien eine ähn-
liche mediale Aufmerksamkeit generieren können wie 
seriöse Nachrichten. Zwar gab es auch in früheren For-
men der Öffentlichkeit bereits Desinformation. Aber 
angesichts neuer Formen, Infrastrukturen und Anreize 
für digitale Kommunikation liegt eine qualitative wie 
quantitative Veränderung vor. Diese betrifft sowohl die 
mediale Angebotsseite, als auch die individuelle Rezep-
tion. Auf der Angebotsseite kommt dabei insbesondere 
der algorithmischen Vorstrukturierung und Kanalisie-
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rung von Inhalten eine gewichtige Rolle zu, sei es in 
sozialen Netzwerken oder bei der Auflistung von Such-
ergebnissen (Abb. 5.3.2-2). 
Das führt dazu, dass Intermediäre wie Google, Face-
book und Apple, die Inhalte mittels Algorithmen verar-
beiten und anbieten, nun ihre Plattformen und Dienste 
der durch sie erst herausgeforderten Medienbranche als 
Lösung anbieten (Schmidt, 2018). Sie wollen sozusa-
gen „Verleger der Verleger“ werden, ohne selbst Ver-
antwortung für die Inhalte zu übernehmen, was im 
Endeffekt „das Machtgefälle zwischen Digitalkonzer-
nen und Nachrichtenmedien ohne Frage verstärken“ 
dürfte (Fanta und Dachwitz, 2019). Diese Spielart des 
aus dem Silicon Valley stammenden „Solutionismus“ 
(Morozov, 2013) – also der Motivation, jeder (gesell-
schaftlichen) Schwierigkeit eine rasche technologische 
Lösung entgegenzustellen, ohne mögliche Folgeprob-
leme zu berücksichtigen – ist für eine demokratische 
pluralistische Öffentlichkeit als Grundlage einer offe-
nen Gesellschaft riskant. Sie stärkt die Machtposition 
dieser Konzerne noch weiter, unterläuft Transparenz-
bemühungen sowie demokratiepolitische Potenziale 
einer gemeinwohlorientierten öffentlich-rechtlichen 
IKT (Kap. 5.3.5) und ist anfällig für Machtmissbrauch 
bis hin zu totalitären Zwecken.
Eine wichtige und umkämpfte Grundlage für eine 
weitgehend diskriminierungsfreie Infrastruktur des 
öffentlichen Austauschs ist die gleichberechtigte Über-
tragung von Informationen im Netz. Die Einhaltung 
dieses Prinzips der Netzneutralität (Cheng et al., 2011; 
Pil Choi und Kim, 2010; Verständig, 2016) ist daher 
Voraussetzung für Informationsfreiheit und öffentli-
che Meinungsbildung. Es könnte insbesondere in einer 
öffentlich-rechtlich getragenen IKT (Kap. 5.3.5) abge-
sichert werden. Enge Vernetzung und eine steigende 
Zahl jederzeit verfügbarer Kommunikationskanäle sind 
technische Treiber des Strukturwandels der letzten Jahr-
zehnte. Immer wichtiger werden aber andere systemi-
sche technische Innovationen, die die Struktur bisheriger 
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Vergleich der Prozesse zweier Arten medialer Intermediäre. Links: klassisch redaktionell kuratierte Medien mit redaktioneller 
Bearbeitung und mittelbarem Einfluss von Nutzer*innenreaktionen. Rechts: algorithmisch strukturierte Intermediäre mit algo-
rithmischer Sortierung und unmittelbarerem Einfluss von Nutzer*innenreaktionen. 
Quelle: Lischka und Stöcker, 2017
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bereits nicht unproblematische „Ökonomie der Auf-
merksamkeit“ (Franck, 1998) zu einem datengetriebe-
nen „Aufmerksamkeitsbasar“ geworden (Dueck, 2017). 
Dort entscheiden letztlich algorithmenbasierte Systeme, 
die die Relevanz von Inhalten prognostizieren und neue 
Medienangebote personalisieren sollen, ob und welche 
Inhalte mit welcher Reichweite kommuniziert werden 
(Hillje, 2019: 122). Hinzu kommt die – hinsichtlich Aus-
maß und Wirkung noch unzureichend empirisch geklärte 
– Desinformation mittels programmierter Accounts in 
sozialen Netzwerken (Social Bots; Klinger, 2019; Kind 
et al., 2017) sowie Manipulationen von bestehendem 
Bild-, Video- und Tonmaterial durch den Einsatz neuro-
naler Netze (Deep Fakes; Kasten 3.3.3-2). 
In jüngster Zeit wurden erste Lösungsansätze für 
neuartige Probleme der digitalisierten Öffentlich-
keit implementiert, die in Teilen aber wiederum neue 
Herausforderungen produzieren. Um Persönlichkeits-
rechte und Debattenkultur zu schützen sowie straf-
bare Inhalte zu unterbinden, setzt etwa das deutsche 
Netzwerkdurchsetzungsgesetz (Kasten 4.3.6-2) auf 
die Entfernung von Hassinhalten durch die Plattform-
betreiber. Damit gehen jedoch Risiken privatisierter 
Rechtsdurchsetzung einher, wie etwa mangelnde Trans-
parenz, besonders bei zu Unrecht entfernten Inhalten, 
oder ethische Probleme im Zuge automatisierter Con-
tent-Moderation. Dies kann mit normativen Grundsät-
zen wie der Ermöglichung individueller Teilhabe oder 
dem Schutz der Menschenwürde konfligieren (Kap. 2). 
Der Dokumentarfilm „The Cleaners“ (bpb, 2018) zeigt 
z. B. anschaulich, wie Clickworker*innen (Kap. 5.3.8) 
auf den Philippinen problematische Social-Media-In-
halte unter prekären Arbeitsbedingungen und psy-
chologischen Belastungen nach Regeln sortieren, die 
keiner externen Überprüfung unterliegen. Aber auch 
in Deutschland wird die Arbeit von Content-Modera-
tor*innen einzelner Facebook-Dienstleister – zumin-
dest den wenigen zur Verfügung stehenden Quellen zu 
Folge – ständig mit einem Scoring-System (Kap. 5.3.3) 
überwacht, in welchem bislang Schnelligkeit über Qua-
lität zu stehen scheint (Reuter et al., 2019). Trainings-
daten für KI-Verfahren, die aus derlei Arbeitspraktiken 
entstehen, erzeugen absehbare neue Probleme, etwa 
wenn sie zur Erstellung zunehmend automatisierter 
Filter genutzt werden. Kritiker*innen von Upload-Fil-
tern für Plattforminhalte sehen diese als eine der Mei-
nungsfreiheit und Demokratie potenziell zuwiderlau-
fende „ engmaschige Zensurinfrastruktur“ ( Dachwitz 
und Rudel, 2019).
5.3.2.2 
Befähigung und Gefährdung individueller Teilhabe 
an öffentlicher Kommunikation
Kern des Demokratisierungsversprechens des Internets 
war die Unmittelbarkeit der Kommunikationsteilhabe 
auf individueller Ebene (Zipfel, 1998; Siedschlag et al., 
2002; Vowe, 2014): Jede*r Teilnehmer*in kann in ver-
schiedensten Formaten potenziell Sprecher*in im digi-
tal ermöglichten öffentlichen Austausch sein. Weblogs, 
Podcasts, soziale Medien und allgemein die Partizipati-
onsmöglichkeiten, die unter dem Schlagwort Web 2.0 
diskutiert werden (Schmidt, 2007; Constantinides und 
Fountain, 2008; MacDougall, 2011), markieren den 
Übergang vom bloßen Informationszugang (als bis dato 
wahrgenommenen Hauptnutzen des Internets für die 
breite Bevölkerung) hin zur Verschmelzung der Rollen 
des Rezipienten und des Sprechers. In der Tat bietet das 
Internet nicht nur Unmittelbarkeit in der öffentlichen 
Kommunikation von Organisationen, d. h. ohne die 
Vermittlung durch Medienbetriebe, sondern insbeson-
dere auch direkte Interaktion. Individuen können also 
nicht nur unmittelbarer auf große Mengen an Infor-
mationen zugreifen, sie können vielmehr selbst Spre-
cher*innen im Kommunikationsprozess sein. Das birgt 
das Potenzial, gesellschaftliche Debatten von der Gate-
keeper-Funktion althergebrachter Medien zu emanzi-
pieren und so mehr Pluralität zuzulassen (Neuberger 
und Quandt, 2010). 
Auch Individuen, denen die nötigen Aufmerk-
samkeitsressourcen wie Prominenz fehlen, können 
 prinzipiell mit geringem technischem Aufwand ihrer 
Stimme im Diskurs Ausdruck verleihen. Allerdings 
hat sich gezeigt, dass das Potenzial zur Stärkung eines 
gesellschaftlichen Diskurses im Habermas’schen Sinne, 
in dem alle bestrebt wären, durch den aufrichtigen Aus-
tausch von Argumenten Konsens zu erreichen (Haber-
mas, 1981), zu weiten Teilen ungehoben bleibt. Es las-
sen sich Hindernisse für die volle Entfaltung dieses 
Potenzials aus Sicht der Sprecher*innen identifizieren. 
Zum einen ist das Wegfallen der Mittlerfunktion durch 
die Presse Befreiung und Herausforderung zugleich. Es 
fehlt so ein Kurator bei der Rezeption, der die Selek-
tion und Einordnung der Inhalte unterstützt und ohne 
den der Rezipient sowohl qualitativ als auch quantita-
tiv überfordert sein könnte (Neuberger und Quandt, 
2010; Busch, 2017). Trotz der insgesamt geringeren 
technischen Anforderungen für die Partizipation kön-
nen zudem Bevölkerungsteile, denen der Zugang oder 
das Verständnis für digitale Technik fehlen, in öffentli-
chen Debatten ungehört bleiben, wenn sich diese pri-
mär in die virtuelle Sphäre verschiebt (daher auch die 
Notwendigkeit des Rechts, sich digitalen Räumen zu 
entziehen; Kasten 9.3.1-1).
Darüber hinaus überwinden die neuen Partizipati-
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onsmöglichkeiten bestehende Machtstrukturen nicht 
notwendigerweise. Die Vielzahl beteiligter Unterneh-
men und Nutzer*innen im Internet ist allein kein Garant 
für die Abwesenheit von Machtkonzentration (Sassen, 
1999). Zwei Entwicklungen sind in diesem Zusammen-
hang wesentlich. Erstens hat die Verringerung der tech-
nischen Zugangsbarrieren keineswegs uneingeschränkt 
zur Pluralisierung der Stimmen im digitalisierten öffent-
lichen Diskurs geführt. Etablierte Akteure haben den 
Diskursraum, den das Internet eröffnet hat, für sich 
eingenommen. Das anfängliche Verständnis vom Web 
2.0 als öffentlichem Raum, der aufrichtigen Diskurs 
im Habermas’schen Sinne ermöglicht, hat sich als ver-
kürzt erwiesen (Chadwick, 2008). Nach einer explora-
tiven Phase, in der das frei zugängliche Internet haupt-
sächlich von Forschungseinrichtungen und Technikaf-
finen benutzt wurde, war eine Kommerzialisierung der 
Inhalte zu beobachten, die die Vielfalt im Diskurs in Tei-
len überdeckt. Youtube ist ein Beispiel, das sowohl die 
Chancen für Emanzipation und Pluralität als auch deren 
Gegentendenzen deutlich macht. Die Videoplattform 
vereinfachte es, in der digitalen Kommunikation nicht 
bloß wie ein*e Fernsehzuschauer*in passiv als Rezipi-
ent*in aufzutreten, sondern selbst Sender*in zu sein 
(Burgess und Green, 2018). Nachdem in einer anfäng-
lichen Pionierphase noch mit einfachen technischen 
Mitteln aus dem eigenen Zuhause gesendet wurde, 
haben sich inzwischen viele Produzent*innen profes-
sionalisiert und ihre Inhalte kommerzialisiert; etablierte 
Medienkonzerne sind als anteilsstarke Anbieter hinzu-
gestoßen und haben viele der vermeintlich unabhängi-
gen Produzent*innen im Rahmen von Multi-Channel 
Networks (MCNs) unter Vertrag genommen (Döring, 
2014; Cunningham et al., 2016). Als Folge ist eine Dis-
kussion über das Wesen von Youtube entbrannt: Ist 
es „a social network site produced by communities of 
practice; a chaotic archive of weird, wonderful, and 
trashy vernacular video; or a distribution platform for 
branded and Big Media entertainment” (Burgess und 
Green, 2018: 91)? Plattformen wie Youtube können 
Einzelnen durchaus Aufmerksamkeit verschaffen und 
sie zu Partizipation am öffentlichen Diskurs befähigen. 
Das Beispiel mahnt aber dazu, die Einschränkungen 
dieses Potenzials zu berücksichtigen. Angesichts der 
Kommerzialisierungstendenzen drohen, wie auch im 
Offline-Medienbetrieb, mitunter die erhofften Emanzi-
pations-, Authentizitäts- und Vielfalteffekte übertönt 
zu werden.
Zweitens sind andere Teilnehmer*innen des öffent-
lichen Austausches aus der Sicht Einzelner nicht zwei-
felsfrei als authentische (menschliche) Sprecher*innen 
zu identifizieren (Kasten 9.3.1-1). Mittlerweile treten 
auch automatisierte Computerprogramme als Sprecher 
auf. Obschon solche Bots auf Plattformen wie Twit-
ter auch gutartige Zwecke erfüllen können, wie etwa 
auf genuine Nachrichten etablierter Agenturen oder 
(Online-)Zeitungen hinzuweisen (Lokot und Diakopou-
los, 2016), werden Social Bots vermehrt für politische 
Propaganda eingesetzt und imitieren dabei menschli-
che Sprecher (Ferrara et al., 2016; Kollanyi et al., 2016; 
Ehrenberg-Silies und Thiele, 2016; Haller, 2017; Kauf-
hold et al., 2017; Graber und Lindemann, 2018). Zwar 
ist das Ausmaß der Anwendung von Social Bots empi-
risch gegenwärtig nur unzureichend geklärt (Klinger, 
2019; Kind et al., 2017). Dennoch können sich Ein-
zelne nicht sicher sein, ob das virtuelle Gegenüber ein 
aufrichtiger Mensch oder etwa eine Maschine mit ein-
programmierter Agenda ist, hinter der wiederum weni-
ger aufrichtige Menschen stehen. Die kontextuellen 
Voraussetzungen für kommunikatives Handeln sind in 
diesem Fall nicht gegeben. Kompetenz im Umgang mit 
digitalen Medien und ein Verständnis der dahinterste-
henden Technik sind vor diesem Hintergrund Voraus-
setzungen für die Konsolidierung öffentlicher Debat-
tenkultur (Graber und Lindemann, 2018).
5.3.2.3 
Die digitale Agora im Widerspruch zwischen 
Machtkonzentration und Gemeinwohlinteresse
Schon vor der Digitalisierung waren Massenme-
dien durch einen fundamentalen Widerspruch zwi-
schen gesellschaftlichen und partikularen Interessen 
gekennzeichnet. Ihrer Rolle als gesellschaftliche Insti-
tutionen für eine lebendige Demokratie steht ihre kom-
merzielle Rolle gegenüber: „Dabei sind sie einerseits – 
als Geschöpfe der Aufklärung – Werten wie Freiheit, 
Mündigkeit, Vernunft, Wissen verpflichtet. Anderer-
seits sind die Massenmedien und ihre Akteure an prak-
tisch-pragmatischen Vorgaben und Zielen wie Reich-
weite, Konkurrenz, Redaktionsschluss, Professionalität 
und Karriere orientiert. Diese Situation führt zu Kon-
flikten zwischen Erwartungen gegenüber den Medien 
und den Leistungen, zu denen die Medien und ihre 
Journalisten imstande sind“ (Weischenberg, 2018: 55).
Während Weischenberg (2018: 55) die Qualität der 
Medien dann als bedroht ansieht, wenn sie „einseitig 
zu Gunsten der Rendite und zu Lasten der Sozialverant-
wortung aufgelöst wird“, sind Medienkonzerne im Digi-
talen Zeitalter nunmehr auf beiden Ebenen mit exis-
tenzbedrohenden strukturellen Problemen konfron-
tiert. Die verkaufte Auflagenstärke von Printmedien 
ist in Deutschland in den letzten Jahren kontinuierlich 
rückläufig (IVW, 2018: 10), auch wenn sich die Lage 
am deutschen Pressemarkt zuletzt angesichts abneh-
mender Verlustraten und zweistelliger Zuwachsraten 
bei elektronischen Ausgaben von Zeitungen und Zeit-
schriften etwas stabilisiert hat (IVW, 2019). In Folge 
des längerfristig bestehenden Trends wurden jedoch 
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Kasten 5.3.2-1
Handlungsempfehlungen zum Schauplatz  
„Digitalisierung und öffentlicher Diskurs“
Aufgrund der Machtkonzentration bei den Intermediären, die 
derzeit zentrale Dienste für die digitale Öffentlichkeit bereit-
stellen, und der zu beobachtenden Defizite bei deren Regulie-
rung (z. B. durch das deutsche Netzwerkdurchsetzungsgesetz, 
kurz NetzDG, Kasten 4.2.6-2) und Durchsetzung (z. B. die 
europäische Datenschutz-Grundverordnung, kurz DSGVO, 
Kasten 4.2.6-1), sieht der WBGU einen bedeutenden Hebel 
zur Sicherung einer funktionsfähigen digitalen Öffentlichkeit 
in der Schaffung adäquater Alternativen. Um die nachfolgen-
den Empfehlungen möglichst zeitnah und erfolgreich umset-
zen zu können, besteht zudem in allen Bereichen dringender 
Forschungsbedarf über disziplinäre Grenzen hinweg.
 > Europäische öffentlich-rechtliche Plattforminfrastruktur auf-
bauen: Der WBGU empfiehlt die zeitnahe Schaffung einer 
europäischen Plattforminfrastruktur für digitale Medien 
und Kommunikation. Realisiert über öffentlich-rechtliche 
IKT (Kap. 5.3.5), sollte diese als potenziell mächtiger euro-
päischer Gegenentwurf zur Machtkonzentration US-ame-
rikanischer Plattformen einem grenzüberschreitenden von 
demokratischen Werten geleiteten offenen Kommunikati-
onsraum dienen (Kasten 5.3.5-1), anstatt primär von pri-
vatwirtschaftlichen Geschäftsmodellen getrieben zu sein. 
Dabei schließen sich aus Sicht des WBGU Gemeinwohlori-
entierung und privatwirtschaftliche Interessen nicht grund-
sätzlich aus, letztere sollten jedoch bei einem gesellschaft-
lichen Kernbereich wie Öffentlichkeit ersterer verpflich-
tet, d. h. im Zweifel untergeordnet sein. Eine  interoperable 
Infrastruktur vielfältiger Plattformen sollte grundsätzlich 
genauso für öffentlich-rechtliche wie private Medien aus 
verschiedenen europäischen Ländern offenstehen und eine 
gemeinsame Kommunikation von Inhalten sowie deren KI-
gestützte Übersetzung ermöglichen. Die Koordination die-
ses Projekts sollte, ähnlich dem öffentlich-rechtlichen 
Rundfunk, von Anfang an unabhängig und durch gesell-
schaftliche Gruppen demokratisch mitgetragen sein. Als 
ersten Schritt empfiehlt der WBGU, bereits bestehende Ini-
tiativen (Kasten 5.3.5-1; Hillje, 2019: 130f.) miteinander 
zu vernetzen und mit einer Anschubfinanzierung für ein 
erstes Leuchtturmprojekt einer europäischen öffentlich-
rechtlichen Medienplattform auszustatten. Dies kann dann 
im Sinne eines späteren, möglichst vielfältigen Plattform-
ökosystems sukzessive erweitert werden. Die Vision ist, 
dass diese vielfältige Infrastruktur auch über Europa hinaus 
einer globalen digitalisierten demokratischen Öffentlich-
keit Vorschub leistet.
 > Europäischen Suchindex aufbauen: Flankierend, und um 
die zentrale Ressource einer Datenbank aller auffindbaren 
Webseiten und ihrer Inhalte gemeinwohlorientiert zu nut-
zen, empfiehlt auch der WBGU den Aufbau eines euro-
päischen Suchindex als „öffentliche Bibliothek des Inter-
net“ (Huss et al., 2019) und „Basis für Vielfalt“ (Lewan-
dowski, 2016: 15). Da dieser konzentrierten Macht in der 
digitalen Öffentlichkeit eine Schlüsselfunktion zukommt, 
sollten hierzu öffentliche Mittel bereitgestellt werden, um 
durch Geschäftsinteressen verzerrte Informationsflüsse zu 
verhindern. Ein entsprechender „Open Web Index“ (Huss 
et al., 2019: 7) würde auch zur Sicherung einer kritischen 
Infrastruktur und Wiederherstellung der digitalen informa-
tionellen Souveränität Europas beitragen sowie im Bereich 
von Suchmaschinen und auch der europäischen Startup- 
wie Internetökonomie stimulierend wirken. Er stünde als 
weiterer zentraler Teil einer künftigen europäischen öffent-
lich-rechtlichen IKT-Infrastruktur global allen Unterneh-
men, öffentlichen Institutionen und zivilgesellschaftlichen 
Akteuren zur Verfügung. Auf seiner Basis wäre ein neuer 
Pluralismus bei Zugang und Verbreitung digitalisierter 
Informationen ebenso möglich wie datenschutzfreundliche 
Geschäftsmodelle.
Zudem sollten Staaten Akteure unterstützen, die qualitäts-
geprüfte Informationen online bereitstellen sowie Individuen 
die Meinungsäußerung im Netz ermöglichen. 
 > Journalistische Qualität und Pressefreiheit gewährleisten: 
Der WBGU empfiehlt die breite medienpolitische Unter-
stützung und den Ausbau qualitätsjournalistischer Initi-
ativen. Investigative, transparent und kollaborativ arbei-
tende Rechercheverbünde und Nachrichtenportale (z. B. 
correctiv.org, uebermedien.de oder netzpolitik.org) und 
konstruktiver, auch auf Lösungsmöglichkeiten blickender 
Journalismus sollten gestärkt werden. National wäre dies 
über verstärkte Kooperation mit dem öffentlich-rechtli-
chen Sektor, etwa durch wechselseitige Unterstützung bei 
der (Gegen-)Recherche sowie Unterstützung und Ausbau 
entsprechender Verbundprojekte denkbar. International 
könnte der Aufbau eines dezentralen Agentur- und Infor-
mationsportals zu mehr Pluralismus und transparenterer 
Berichterstattung beitragen. Der WBGU empfiehlt außer-
dem nachdrücklich, den Schutz von Quellen und Whist-
leblowern juristisch abzusichern, um investigativen Jour-
nalismus als essenziell demokratierelevanten Teil journalis-
tischer Praxis zu stärken.
 > Anonymität in der Internetkommunikation gewährleisten 
und Grundrechte schützen: Der WBGU plädiert sowohl für 
die generelle Notwendigkeit anonymer Onlinekommuni-
kation zur Sicherstellung von Privatheit als auch für die 
Möglichkeit, in ausgewiesenen sicheren digitalen Räumen 
bewusst als Bürger*in nicht anonym zu kommunizieren. 
Eine generelle und umfassende Klarnamenpflicht ist nicht 
geboten. Ebenso teilt der WBGU in Bezug auf eine drohende 
privatwirtschaftliche Vorabzensur zur Erfüllung des deut-
schen Netzwerkdurchsetzungsgesetzes (Kasten 4.2.6-2) 
oder Urheberrechtsvorschriften durch Upload-Filter die 
kritische Einschätzung der Stellungnahme der UN-Son-
derberichterstatter für Meinungsfreiheit, für das Recht auf 
Privatheit und für den Grundrechtsschutz im Antiterror-
kampf (Kaye et al., 2018). Aus Sicht des WBGU können nur 
unabhängige Institutionen, die ausschließlich der Rechts-
staatlichkeit verpflichtet sind, eine grundrechtskonforme 
Regulierung von Onlinekommunikation gewährleisten. 
 > Medien- und Informationskompetenz fördern und stärker im 
Bildungssystem verankern: Die Beförderung individueller 
Mündigkeit ist aus Sicht des WBGU eine weitere wichtige 
Strategie gegen aktuelle Krisenphänomene der Öffentlich-
keit, insbesondere hinsichtlich der Streuung von Desinfor-
mationen. Entsprechend gilt es, Medienkompetenz und 
souveräne Informationsinterpretation stärker im Bildungs-
system zu verankern. Idealerweise hätten in einer zeitge-
mäßen Demokratie alle Bürger*innen ausreichend journa-
listische Kompetenzen, um Inhalte reflektiert einzuordnen, 
aber auch selbst zu verfassen und kritisch innerhalb der 
digitalen Agora zu diskutieren.
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redaktionelle Ressourcen fortwährend ausgedünnt, 
wodurch sich auch die Arbeitsbedingungen für Jour-
nalist*innen im Hinblick auf Arbeitszeit, Bezahlung 
und (für Freiberufler*innen kaum erreichbare) Festan-
stellungsmöglichkeiten verschlechtert haben. Anhand 
von Abbildung 5.3.2-2 wurde bereits erläutert, wie 
gefährlich die vermeintliche Lösung dieses Problems 
durch dafür mitverantwortliche Digitalkonzerne ange-
sichts nochmals verstärkter Machtkonzentration für die 
demokratische Öffentlichkeit sein kann. Demgegenüber 
gibt es jedoch erste prototypische  Pioniere eines auf 
individuelle Mündigkeit und Pressefreiheit orientierten 
Medienwandels, die es aus Sicht des WBGU ebenso zu 
stärken gilt, wie neue Potenziale der Nutzung der Digi-
talisierung zur Erforschung demokratischer Öffentlich-
keit. Hohe Erwartungen an Journalist*innen werden 
seit geraumer Zeit auch unter dem Stichwort konstruk-
tiver Journalismus angemahnt. Vor dem Hintergrund 
der positiven Psychologie wird hier argumentiert, 
dass auf Journalist*innen neben der Thematisierung 
von Problemen auch die Aufgabe zukommt, den Blick 
auf mögliche Lösungen und an Lösungen arbeiten-
den Akteur*innen zu lenken, um damit die kollek-
tive Selbstwirksamkeit der Rezipient*innen zu stärken 
und einen journalistischen „Negativ-Bias“ zu vermei-
den (Gyldensted, 2018). Auch ermöglichen transpa-
rent agierende Recherchenetzwerke (wie z. B.  correctiv.
org) investigativen Journalismus in kooperativer Form 
mit einer Qualität, die in Zeiten von Kostendruck und 
ausgedünnten Redaktionen zunehmend erschwert ist.
Darüber hinaus kann die infrastrukturelle Basis mit-
tels öffentlich-rechtlicher IKT (Kap. 5.3.5) so gestaltet 
werden, dass sie sowohl einen derartigen Medienwan-
del als auch die Realisierung entsprechender Poten-
ziale bei privaten wie öffentlich-rechtlichen Medien-
unternehmen befördert.
5.3.2.4 
Folgerungen: Die Auswirkungen des  digitalen 
Strukturwandels der Öffentlichkeit auf 
 demokratische Prozesse
Der beschriebene strukturelle Wandel von Öffentlich-
keit, inklusive seiner individuellen und medienökono-
mischen Ausprägungen, hat signifikante Auswirkungen 
auf die öffentliche Kommunikation in demokratischen 
Prozessen. Transparenz über politische Angelegenhei-
ten herzustellen ist Voraussetzung für Diskursfähig-
keit und Meinungsvielfalt (Sarcinelli, 2011) und somit 
wesentlich für das Funktionieren eines demokrati-
schen politischen Systems. Wie im Verlauf dieses Kapi-
tels erläutert, ermöglicht die Digitalisierung die vielfa-
che Bereitstellung von Informationen und unmittelba-
rere Formen politischer Teilhabe und fördert die Plura-
lität und Sichtbarkeit der Meinungen durch einfachere, 
schnellere und unmittelbare öffentliche Kommunika-
tion. Die Emanzipation von etablierten Medienunter-
nehmen als konventionellen Gatekeepern ermöglicht 
einen pluraleren, empathischeren und integrativeren 
Diskurs. Durch globale Vernetzung könnte dieser Effekt 
bis auf die transnationale Ebene wirken und so über die 
Kasten 5.3.2-2
Forschungsempfehlungen zum Schauplatz  
„Digitalisierung und öffentlicher Diskurs“
 > Neue Infrastruktur zur Rechtssicherung und -durchset-
zung entwickeln: Anstelle des zur Zeit praktizierten Dele-
gierens der Rechtssicherung und -durchsetzung an private 
Konzerne, mit der Gefahr einer (Vor-)Zensur von Inhalten, 
empfiehlt der WBGU die verstärkte interdisziplinäre und 
internationale Erforschung grundrechtssichernder Opti-
onen zur Moderation rechtlich problematischer Online-
inhalte. 
 > Forschung zur Medien- und Informationskompetenz för-
dern: In den Medienwissenschaften, insbesondere der 
Medienpsychologie gibt es Forschungsansätze, die erste 
Maßnahmen zur Förderung von Internet Literacy (z. B. das 
Erkennen von Fake News) empirisch untersuchen (Roozen-
beek und van der Linden, 2019a, b). Angesichts der hohen 
Bedeutung von medialer Mündigkeit empfiehlt der WBGU, 
Forschungsaktivitäten zur Wirksamkeit von Maßnahmen 
der Förderung von Medien- und Informationskompetenz 
zu verstärken.
 > Neue Mechanismen für die Qualitätssicherung von Online-
medien und -inhalten erforschen und etablieren: Der WBGU 
empfiehlt, die gegenwärtige Praxis der Onlineplattformen 
zur Moderation von Inhalten (etwa zwecks Entfernung 
problematischer Inhalte wie Gewaltdarstellungen, aber 
auch sonstiger den Richtlinien der Konzerne widerspre-
chender Inhalte) nicht in dieser Form aufrechtzuerhalten. 
Psychologisch belastendes Outsourcing ist mit der Men-
schenwürde unvereinbar, und gleichzeitig besteht das 
Risiko, dass unklare Richtlinien das Recht auf freie Mei-
nungsäußerung durchaus erheblich tangieren. Die Alter-
native ist kein Laissez-faire, sondern die Erforschung und 
der Aufbau grundrechtskompatibler Qualitätssicherungs-
institutionen im Zusammenspiel mit dem Ausbau autono-
miefördernder Informationsangebote und Bildung (z. B. die 
„Reporterfabrik“ correctiv.org), individueller Medienkom-
petenz und ethischer Reflexion.
 > Transparenzfokussierte Medienethik erforschen und etablie-
ren: Der WBGU empfiehlt angesichts der dargestellten fun-
damentalen Umbrüche die Entwicklung und Umsetzung 
ethischer Kodizes, insbesondere auch zur Balance publizis-
tischer und kommerzieller Interessen, zum Erhalt bzw. För-
derung von Selbstwirksamkeitserwartungen sowie für 
transparente Eigentumsverhältnisse und Datenschutz 
(Puppis et al., 2017; Heesen, 2016). Diese sollten von der 
Medienbranche mit interdisziplinärer wissenschaftlicher 
Begleitung erarbeitet und umgesetzt werden.
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Bildung grenzüberschreitender Communities und eines 
Weltumweltbewusstseins auch jenseits einzelner Nati-
onalstaaten post-nationale Öffentlichkeit und delibera-
tive Strukturen schaffen (Kap. 4.2.7, 5.3.1).
Wie im Verlauf dieses Schauplatzes erläutert, gibt es 
allerdings eine Reihe von Einschränkungen und Gegen-
entwicklungen. So ist die faktische Reichweite des Ein-
zelnen in der Regel nur gering (Kap. 4.2.3). Vor dem 
Hintergrund der schieren Quantität der Beiträge hat 
der*die Einzelne nach wie vor ohne entsprechende 
institutionelle Ressourcen geringe Chancen, die eigene 
Meinung sichtbar im Diskurs einzubringen. Zusätzlich 
drohen, wie anhand von Filterblasen und Echokammern 
erläutert, Fragmentierung und Polarisierung des Dis-
kurses (Del Vicario et al., 2016; Boutyline und Willer, 
2016). Durch die fehlende redaktionelle Vorsortierung 
und Einordnung (Neuberger und Quandt, 2010; Busch, 
2017) – im Unterschied zur automatisierten Selektion – 
auf vielen Plattformen fehlt die Rationalisierungs- und 
Filterfunktion pluraler gesellschaftlicher oder media-
ler Organisationen, die demokratiepolitisch als ratio-
nalisierende Schleusen und Lautverstärker eine wich-
tige vermittelnde Rolle in der Öffentlichkeit einnehmen 
(Habermas, 1992). Nicht Redaktionen, sondern auf 
Klickzahlen getrimmte Algorithmen bestimmen, was 
prominent platziert wird (Newman et al., 2018). Die-
ser Umstand kann Nährboden bieten für Propaganda 
sowie politisch motivierte gezielte Fehlinformationen 
und Hetze – oft unter dem Schlagwort „Fake News“ 
diskutiert (Lazer et al., 2018), insbesondere im Zusam-
menhang mit der Präsidentschaftswahl in den Vereinig-
ten Staaten 2016 (Allcott und Gentzkow, 2017). Auch 
Redakteur*innen können zwar in ihren Auswahlkrite-
rien eher auf Sensation, Aufmerksamkeits- und somit 
Verkaufspotenzial statt auf Lösungsorientierung und 
Stärkung der Selbstwirksamkeit der Rezipient*innen 
bedacht sein; die automatisierte und beschleunigte Ver-
breitung in sozialen Netzen beschleunigt und verstärkt 
aber damit verbundene Effekte des Negativ-Bias und 
der Demoralisierung. In „Fake News“ verkehren sich 
damit Eigenschaften der öffentlichen Onlinekommuni-
kation, die die Demokratie im Grunde stärken könnten, 
zu Herausforderungen für die Demokratie.
Darüber hinaus ist gerade auch in Bezug auf demo-
kratische Prozesse relevant, inwieweit die Partizipa-
tionsmöglichkeiten im Internet tatsächlich wahrge-
nommen werden. Auch wenn die Nutzerzahlen sozia-
ler Netze heute drastisch höher sind (Chadwick, 2008; 
Busemann und Gscheidle, 2011), gibt es nach wie vor 
breite Bevölkerungsteile, die nicht am digital ermög-
lichten öffentlichen Diskurs teilnehmen. Auch wenn es 
für Journalist*innen eine einfache und schnelle Mög-
lichkeit ist, einen Eindruck von Meinungsbildern zu 
bekommen, kann eine Stimmung in sozialen Medien 
also nicht als Wille des Volkes verstanden werden. 
Die Privatisierung und Oligopolisierung des digitalen 
öffentlichen Raums und damit auch der „Infrastruk-
tur, auf der sich demokratische Öffentlichkeit im Netz 
konstituiert“ (Hillje, 2019: 15) ist weit fortgeschritten. 
So existiert derzeit nur ein Quasi-Monopol aus vier 
außerhalb der EU angesiedelten Suchmaschinenbetrei-
bern: Google und Bing aus den USA, Yandex aus Russ-
land sowie Baidu aus China (Tangens und Ude, 2019). 
Wer jedoch, wie im Fall von Google „drei Viertel aller 
Suchanfragen im Internet bearbeitet, dem fällt die 
Macht zu, die Nutzer*innen auf ganz bestimmte Wege 
des Netzes zu leiten und andere Pfade weniger zugäng-
lich zu machen“ (Hillje, 2019: 120). Inwieweit die teils 
massive private Machtkonzentration demokratische 
Öffentlichkeit befördert, ist fraglich, nicht zuletzt, da 
„die Plattformen naturgemäß immer zuvorderst ein 
ökonomisches Interesse verfolgen – im Zweifelsfall zu 
Ungunsten des Gemeinwohls“ (Hillje, 2019: 128). Vor 
diesem Hintergrund gilt es aus Sicht des WBGU, jeder 
Bedrohung der fundamentalen demokratischen Funk-
tionen von Öffentlichkeit entschieden und rechtzeitig 
entgegenzuwirken.
5.3.3 
Herausforderungen der Scoring-Gesellschaft 
Scoring-Verfahren, die menschliches Verhalten durch 
einen Zahlenwert beschreiben (Kasten 5.3.3-1), wer-
den in immer mehr gesellschaftlichen Kernbereichen 
als Entscheidungsgrundlage eingesetzt. Sie stellen 
eine enorme Abstraktion und Vereinfachung komple-
xer Zusammenhänge dar. Dies ist zugleich Stärke und 
Schwäche der Verfahren. Die Vereinfachung und Stan-
dardisierung erleichtert zunächst Entscheidungsfin-
dungen in spezifischen Bereichen. Dabei bilden Sco-
ring-Verfahren, die ein mathematisch statistisches Ana-
lyseverfahren verwenden, ein Beispiel für algorithmen-
basierte Entscheidungssysteme. Die Aussagekraft eines 
scores ist jedoch auch bei kriterienbasierter Auswahl 
der Daten, Analyseverfahren und Anwendungsgebiete 
immer mit großer Vorsicht und im Kontext des spezifi-
schen Anwendungsfeldes zu sehen.
Neben der schon seit vielen Jahrzehnten erfolgen-
den Bewertung ökonomischer Risiken, vor allem in 
Kredit- und Versicherungswesen, verbreitet sich derzeit 
die Anwendung von Scoring-Verfahren zur Bewertung 
„sozialer Risiken“ wie z. B. die Berechnung von Rück-
fälligkeitsvorhersagen in der Strafverfolgung (Brayne, 
2017). Individuen werden im Ergebnis nicht mehr nur 
in ihrer Rolle als Verbraucher*innen bewertet, son-
dern auch in anderen zentralen Lebensbereichen. Diese 
soziale Kategorisierung und Bewertung von Individuen 
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mittels Scoring-Verfahren wird als „Social Scoring“ 
bezeichnet. Mit in sozialen Medien und in zunehmend 
digitalisierten Gesundheits-, Bildungs- und Mobili-
tätssystemen anfallenden Verhaltensdaten (Kap. 3.2) 
zeichnet sich eine neue Qualität in Umfang und Kom-
plexität von Scoring-Verfahren ab. Die Verwendung 
etwa der Daten von Konsumentinnen für die Vor-
hersage von Schwangerschaften zur Platzierung von 
Werbung (Dixon und Gellman, 2014) oder von Social 
Media-Daten zur Entscheidung über Kreditvergaben 
(Hurley und Adebayo, 2016) machen die Eingriffstiefe 
und -intensität in die Privat- und Intimsphäre Einzelner 
deutlich, die bereits heute in der Wirtschaft möglich ist. 
Experimente der chinesischen Zentral- und Lokalregie-
rungen mit Sozialkreditsystemen wiederum zeigen, wie 
scores als staatliches Herrschaftsinstrument verwendet 
werden können (Kasten 4.2.6-2). 
Als globale Trends lassen sich Nutzung alterna-
tiver Datenquellen zur weltweiten Verbreitung von 
 Kredit-Scores, die Nutzung eines Scores über den 
ursprünglichen Anwendungsbereich hinaus sowie 
zunehmend zur Verhaltensbeeinflussung wie auch der 
Einsatz von Scores als Instrument staatlicher Steue-
rung von Gesellschaften feststellen. Aufgrund der 
momentan in vielen Anwendungsbereichen stattfin-
denden Ausweitung von Scoring-Verfahren, bei denen 
die zugrundeliegenden Wirkungszusammenhänge nur 
unzureichend reflektiert werden und keine ausrei-
chende Regulierung zur Vermeidung von Verletzungen 
von Freiheits- und Gleichheitsrechten besteht, wird in 
diesem Schauplatz davon abgesehen, Nachhaltigkeits-
potenziale von Scoring-Verfahren in abgegrenzten Ein-
satzbereichen zu thematisieren. Stattdessen steht hier 
eine systemische und gesamtgesellschaftliche Perspek-
tive im Vordergrund. 
Obwohl der Einsatz von Scoring-Verfahren auf eine 
objektivere Entscheidungsfindung in einem spezifi-
schen Bereich abzielt, kann die systemische Wirkung 
dieser Anwendungen dazu beitragen – vom Indivi-
duum unbemerkt – die grundrechtlich geschützte 
Selbstbestimmung und Privatsphäre sowie die mensch-
liche Entscheidungssouveränität zu beeinträchtigen 
(Kap. 8.3.3). Die soziale und rechtliche Einbettung die-
ser Verfahren ist zentral, um derartige Grundrechts-
verletzungen zu vermeiden; sie ist derzeit jedoch nur 
unzureichend gegeben. Auch Potenziale für eine objek-
tivere Entscheidungsfindung in spezifischen Anwen-
dungsbereichen können derzeit durch mangelnde 
Transparenz über Einsatzgebiete, Methoden und Daten 
sowie fehlender Aufsicht in Teilen nicht genutzt werden 
(SVRV, 2018). Der WBGU regt daher an, Debatten zum 
Thema Scoring zu führen, die zentrale Weichenstellun-
gen thematisieren, um Verletzungen von Freiheits- und 
Gleichheitsrechten vorzubeugen (Kasten 5.3.3-3). Wie 
der zunehmende Einsatz von Scoring-Verfahren gesell-
schaftliche Normen und moralische Standards verrückt, 
sollte dabei ein zentrales Forschungsthema sein.
5.3.3.1 
Globale Trends in der Anwendung von Scoring- 
Verfahren
An der Verbreitung von Scoring-Verfahren sind zum 
einen privatwirtschaftliche Akteure beteiligt, deren 
Geschäftsmodell auf der Analyse neuer Datenquel-
len beruht. Zum anderen sind daran auch staatliche 
Akteure, Behörden und internationale Organisationen 
beteiligt, die z. T. eigene Daten erheben oder Koopera-
tionen eingehen. 
Nutzung alternativer Datenquellen zur weltweiten 
Verbreitung von Kredit-Scores 
Vor allem beim Kredit-Scoring (Kasten 5.3.3-1; 
Abb. 5.3.3-1) stellt das Scoring von Personen, für die 
zwar keine Finanzdaten, jedoch alternative Datenquel-
len vorliegen, einen derzeitigen Anwendungsschwer-
punkt dar. Für den Aufbau von stabilen Kreditmärk-
ten sind Kenntnisse der Risiken von Zahlungsausfäl-
len entscheidend. Scores verdichten diese Informati-
onen und ermöglichen so einen standardisierten und 
schnellen Entscheidungsprozess über individuelle Kre-
ditvergaben. Aus ökonomischer Perspektive haben 
Kredit-Scores also die Funktion, Vertrauen zwischen 
Wirtschaftsakteuren zu schaffen, was einen grundle-
genden Baustein funktionsfähiger Kreditmärkte dar-
stellt.  Privatwirtschaftliche und staatliche Akteure 
 planen daher z. T. in Zusammenarbeit mit internationa-
len Organisationen, wie der ITU oder Weltbank für die 
weltweit ca. 3 Mrd. Menschen ohne Bankkonto oder 
Zahlungshistorie, die vor allem in Entwicklungs- und 
Schwellenländern leben, Kredit-Scores zu berechnen. 
Dazu sollen in großem Maßstab alternative Datenquel-
len wie psychometrische Daten (World Bank, 2017a; 
FICO blog, 2019) oder aus Online-Tracking gewonnene 
Daten verwendet werden. Facebook ließ sich beispiels-
weise 2015 ein Verfahren patentieren, das bei der Ent-
scheidung über die Kreditwürdigkeit eines Antragstel-
lers sein soziales Netzwerk mitberücksichtigt (SVRV, 
2018). Andere Anbieter verwenden Informationen 
wie Einkaufsgewohnheiten oder Informationen darü-
ber, wie schnell auf Emails geantwortet wird, die intu-
itiv nicht mit der Kreditwürdigkeit assoziiert würden, 
für die Score-Ermittlung (Hurley und Adebayo, 2016). 
Datenbroker wie Axiom oder Oracle haben sich auf die 
Sammlung und den Weiterverkauf dieser Daten spezia-
lisiert (Kasten 5.3.3-2). 
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Nutzung eines Scores über den ursprünglichen 
Anwendungsbereich hinaus 
Beinahe universell verfügbare Scores werden nicht auf 
einen Lebensbereich begrenzt, sondern auch über ihr 
spezifisches Anwendungsgebiet hinaus als Entschei-
dungsgrundlage herangezogen. Beispielsweise wird 
der Score der „Schutzgemeinschaft für allgemeine Kre-
ditsicherung“ (Schufa), der für über 66,3 Mio. Privat-
personen in Deutschland berechnet wird, neben dem 
Finanzbereich auch bei Wohnungsvermietungen, dem 
Abschluss von Mobilfunk- und Internetverträgen oder 
Onlineeinkäufen abgefragt. Mit diesem Geschäftsmo-
dell erzielt die Schufa Umsätze von 123 Mio. € im Jahr 
(Christl, 2014). US-amerikanische Kredit-Scores wer-
den darüber hinaus auch bei Einstellungsentscheidun-
gen berücksichtigt. Ein einzelner Indikator kann damit 
ausschlaggebend für mehrere zentrale Lebens bereiche 
bzw. individuelle Grundbedürfnisse wie Kommuni-
kation oder Wohnen sein und damit die Teilhabe am 
gesellschaftlichen Leben grundsätzlich beeinflussen 
(Abb. 5.3.3-2). 
Verhaltensbeeinflussung durch Scoring 
Die Kenntnis individueller Präferenzen und Verhal-
tensmuster erlaubt nicht nur Wahrscheinlichkeitsaus-
sagen über das Verhalten von Menschen zu treffen 
und anschließend an objektivierten Kriterien orien-
tierte, schnelle Entscheidungsprozesse zu etablieren, 
sondern auch gezielten Einfluss auszuüben, um Ver-
haltensänderungen in herbeizuführen. Diese Möglich-
keiten sind insbesondere für Versicherungen und Wer-
befirmen interessant. Beispielsweise können individu-
alisierte Versicherungsangebote und Prämien (Telema-
tiktarife) und damit verbundene finanzielle Vor- oder 
Kasten 5.3.3-1
Definitionen von Scoring und 
Begriffsabgrenzungen
Der Begriff „Scoring“ wird in der Regel für die Zuordnung 
eines Zahlenwerts zu einer natürlichen Person in ihrer Rolle 
als Verbraucher*in, Bürger*in, Arbeitnehmer*in usw. ver-
wendet. Scoring kann auch die Aggregation verschiedener 
Merkmalsausprägungen zu einem einzelnen Wert bezeichnen 
– oftmals mittels eines statistischen Verfahrens. Im  Unter-
schied dazu werden beim Profiling Kategorien gebildet, an 
die bestimmte Maßnahmen geknüpft sind. Die Individuen 
werden den Kategorien zugeteilt, die Zuteilung kann auch 
anhand eines Scores erfolgen. Im Kontext der Bewertung 
von z. B. Unternehmen, Organisationen oder Staaten wird 
der Begriff Scoring eher selten verwendet. Beispiele von Sco-
ring-Definitionen umfassen:
 > die Vergabe eines Punktewertes in einer fein abgestuften 
Graduierung, die es erlaubt die Person in eine Rangordnung 
der Wertigkeit zu bringen (Mau, 2017: 104),
 > die „Zuordnung eines Zahlenwertes (des Scores) zu einem 
Menschen zum Zweck der Verhaltensprognose oder Ver-
haltenssteuerung. Die Bestimmung dieses Zahlenwertes 
erfolgt in der Regel auf der Grundlage einer breiten 
Datenbasis durch ein algorithmisches Verfahren“ (SVRV, 
2018: 15),
 > die „Verwendung eines Wahrscheinlichkeitswerts über ein 
bestimmtes zukünftiges Verhalten einer natürlichen Per-
son zum Zweck der Entscheidung über die Begründung, 
Durchführung oder Beendigung eines Vertragsverhält-
nisses mit dieser Person.“ (§ 31 Abs. 1 des Bundesdaten-
schutzgesetzes vom 30. Juli 2017: Bundesdatenschutzge-
setz: (BGBl). I S. 2097). 
Beim Kreditscoring, dem bekanntesten und am weitesten ver-
breitenden Einsatzgebiet von Scoring (Abb. 5.3.3–1) werden 
das Zahlungsverhalten bzw. die Kredithistorie mehrerer Per-
sonen und weitere personenbezogene Daten (Name, 
Geschlecht, Alter, aktuelle und frühere Adressen usw.) in 
einer Datenbank zusammengeführt. Auf Grundlage des Zah-
lungsverhaltens aller Personen in der Datenbank und weiterer 
personengebundener Merkmale, werden mittels eines statis-
tischen Verfahrens, in der Regel einer Logit-Regression, 
Gewichte für jede in der Datenbank verfügbare Variable 
berechnet, die zur Vorhersage der individuellen Rückzah-
lungswahrscheinlichkeit dienen. Die individuelle Rückzah-
lungswahrscheinlichkeit bildet den Kredit-Score und dient als 
Grundlage für die Entscheidung über die Kreditvergabe bzw. 
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Nachteile Verhaltensänderungen, wie einen umsichti-
geren Umgang mit der eigenen Gesundheit (Schuma-
cher, 2016: 48) oder ein verantwortungsvolleres Fahr-
verhalten anregen. Die gezielte Ansprache von Kundin-
nen durch Werbung, wie im Beispiel des Schwanger-
schafts-Scorings gezeigt, kann das Konsumverhalten 
beeinflussen (Korczak und  Wilken, 2008). 
Scores als Instrument staatlicher Steuerung von 
Gesellschaften
Chinas ursprünglicher Plan, Scoring-Verfahren, wie es 
auch in anderen entwickelten Volkswirtschaften der 
Fall ist, zur Förderung von Kreditmärkten einzuführen, 
wurde 2012 um den Gedanken erweitert, eine „auf Ver-
trauen basierenden“ Gesellschaft zu etablieren (Kostka, 
2018). Neben dem Zahlungsverhalten soll dazu auch 
soziales Verhalten bewertet werden (Kasten 4.2.6-2). 
Das chinesische Scoring-Verfahren ist als ein auf unter-
schiedlichen Ebenen wirkendes Governance-Instru-
ment angelegt, das zusätzlich zu den auch in anderen 
Ländern hervorgehobenen wirtschaftlichen Vorteilen 
von Scoring soziale Missstände wie Korruption, Kri-
minalität oder das mangelnde Vertrauen in öffentliche 
Institutionen beheben soll (Kostka, 2018). Die Berech-
nung des Scores, der damit als Sozialkredit fungiert, soll 
für einzelne Individuen, Unternehmen, soziale Organi-
sationen und staatliche Behörden soll ab 2020 zentral-
staatlich erfolgen. Damit würde gleichsam die (digitale) 




Welche gesamtgesellschaftlichen Implikationen erge-
ben sich aus der oben skizzierten Entwicklung? Welche 
zentralen Fragen bei der Anwendung von Scoring-Ver-
fahren sind zu lösen, um die Verfahren gemeinwohl-
orientiert zu nutzen, ohne langfristig Verletzungen von 
Freiheits- und Gleichheitsrechten hinnehmen zu müs-
sen? Nachfolgend werden Ansätze skizziert, die im 
Kontext von Scoring diskutiert werden sollten. 
Das Mantra von mehr Transparenz: Wer schreibt 
wem welche Werte mit welchen Daten und 
Verfahren zu?
Die momentane Scoring-Praxis weist zahlreiche Prob-
leme auf, die weitgehend bekannt sind, denen jedoch 
noch nicht durch geeignete regulatorische Maßnahmen 
begegnet wurde. Im Gegensatz zu selbstgewählten Sco-
ring-Diensten, wie Fitness-Trackern (Kap. 5.3.7) kön-
nen sich Individuen von Drittparteien genutzten Sco-
ring-Diensten selten entziehen. Da in vielen Ländern 
letztendlich unbekannt ist, wie viele solcher Scores 
berechnet und in welchen Bereichen sie zur Anwendung 
kommen, welche Berechnungsverfahren verwendet 
werden und welche Informationen in die  Berechnung 
Kasten 5.3.3-2
Ausweitung der Datenverfügbarkeit und 
Datenhandels
Daten werden z. T. gezielt erhoben, beispielsweise durch sta-
tistische Ämter, Forschungsinstitute oder Marktanalyseinsti-
tute, um eine bestehende Fragestellung oder einen Sachver-
halt analysieren zu können. Bei der Nutzung digitaler Anwen-
dungen fallen verhaltensgenerierte Daten, wie beispielsweise 
soziale Graphen, Kommunikationsmuster, Kaufhistorien, 
Streaming-Daten jedoch als „Nebenprodukt“ an. Über die 
spezifische Anwendung hinaus sind Unternehmen daran inte-
ressiert aus diesen Basisdaten strukturierte Informationen zu 
gewinnen, die für ihren Geschäftszweck verwertbar sind und 
einen unmittelbaren Neuigkeits- oder Mehrwert bringen. 
Datenbroker haben sich auf die Sammlung und den Weiter-
verkauf dieser Daten spezialisiert. Der US-amerikanische 
Datenhändler Oracle verknüpft Informationen aus Online- 
und Offlinequellen über Zahlungsverhalten, Aktivitäten in 
sozialen Medien, Zeitschriftenabos oder religiöse und politi-
sche Zugehörigkeit. Dieser Datenhändler besitzt laut eigenen 
Angaben im Durchschnitt 30.000 Merkmale von über 2 Mrd. 
Kunden weltweit (Federal Trade Commission, 2014). Dieser 
Datengenerierungs- und Inwertsetzungsprozess findet der-
zeit ohne ausreichende Regulierung statt, um Verletzungen 
von Freiheits- und Gleichheitsrechten auszuschließen (Fezer, 
2017); Ausgestaltung und Umfang des Datenhandels unter-
scheiden sich in Abhängigkeit von den Anforderungen des 
nationalen Datenschutzrechts (Christl und Spiekermann, 
2016). Die Nutzer*in ist nach ihrer einmaligen Einwilligung 
zur Datenverarbeitung im Kontext einer spezifischen Anwen-
dung nicht mehr an den weiteren Datenverarbeitungen betei-
ligt. Als Folge besitzen Unternehmen Zugang zu persönlichen 
Informationen, der den Nutzer*innen als Datensubjekt ver-
wehrt ist (Jentzsch, 2017). Zwar enthält die DSGVO Rege-
lungen, die den Datenhandel einschränken. Ob sich diese 
Regelungen durchsetzen lassen, steht derzeit noch aus. Erste 
Klagen wurden gegen die Datenbroker Axciom und Oracle 
eingereicht (Privacy International, 2019). 
Nach Ansicht des WBGU ist es erforderlich, dass Transpa-
renz darüber hergestellt wird, was, wo und wie mit persönli-
chen Informationen geschieht. Transparenz allein reicht 
jedoch nicht aus. Jedes Individuum sollte Souveränität über 
seine Daten erhalten, auch über die verhaltensgenerierten 
Daten bei der Nutzung digitaler Anwendungen. Dies kann 
beispielsweise durch Personal Information Management-Sys-
teme erfolgen, also Systeme die es Nutzer*innen erlauben, 
ihre personenbezogenen Daten in sicheren, lokalen oder 
Onlinespeichersystemen zu verwalten und Nutzungszusagen 
an verschiedene digitale Anwendungen zu verteilen und bei 
Bedarf auch wieder zurückzuziehen. Zudem sollten Individu-
en auf angemessene Weise an der Inwertsetzung ihrer Daten 
beteiligt werden.
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mit einfließen, ist momentan kaum zu beurteilen, in 
welchem Ausmaß individuelle Rechte wie Gleichbe-
handlung oder informationelle Selbstbestimmung ver-
letzt werden (Dixon und Gellman, 2014; Korczak und 
Wilken, 2008). Für den deutschen Rechtsraum liegen 
mit dem aktuellen Gutachten des Sachverständigenra-
tes für Verbraucherschutz detaillierte Vorschläge vor, 
wie Missständen im Bereich des Verbraucher-Scorings 
begegnet werden kann (SVRV, 2018), deren schnelle 
Umsetzung der WBGU unterstützt. Diese umfassen 
mehr Transparenz über die Einsatzgebiete, verwende-
ten Methoden und zugrundeliegenden Daten von Sco-
ring-Verfahren, wie auch eine Verbesserung der Auf-
klärung von Verbraucher*innen sowie staatlicher und 
 zivilgesellschaftlicher Aufsicht. 
Vergemeinschaftung oder Individualisierung von 
Risiken innerhalb der Gesellschaft
Die Verteilung von Risiken innerhalb einer Gesell-
schaft ist eine normative Frage. Im globalen Kredit- 
und  Versicherungswesen bestimmt das individuelle 
Risiko eines Zahlungsausfalls die Vertragskonditionen, 
so dass üblicherweise jede*r Kreditnehmer*in für ihr 
eigenes Risiko zahlt. Dies wird von großen Teilen der 
Gesellschaft als fair angesehen, auch wenn die finanzi-
elle Teilhabe für Einzelne dadurch eingeschränkt wer-
den kann. Im Gesundheitswesen hingegen gilt in vielen 
Ländern das Solidarprinzip, bei dem vorhandene Risi-
ken nach festgelegten Schlüsseln, die nicht dem indivi-
duellen Risiko entsprechen, umverteilt werden. Scoring 
ermöglicht in seinen vielfältigen Einsatzbereichen eine 
individualisierte Berechnung von Risiken in neuer Qua-
lität und Quantität. Die Frage, welche Risiken indivi-
dualisiert und welche vergemeinschaftet werden, stellt 
sich daher insbesondere für die Bereiche neu, in denen 
das Solidarprinzip zur Anwendung kommt. Durch die 
Einführung von  Telematiktarifen, die Scoring-Ver-
fahren für eine vom individuellen Verhalten abhän-
gende Tarifgestaltung nutzen, werden heute beispiels-
weise einzelne Personen aufgrund bestimmter Merk-
male wie Lebensstil oder Alkoholkonsum, Teilnahme an 
Früherkennungsuntersuchungen, genetische Disposi-
tion oder Krankheiten von Gesundheitsleistungen aus-
geschlossen oder besonders belastet (Weichert, 2018). 
Vor allem im  Gesundheitsbereich ist die normative Risi-
ko-Verteilungsfrage daher neu zu diskutieren. 
Veränderungen von Normen und moralischen 
Standards 
Scoring-Verfahren selbst können mit zunehmender 
Ausweitung der Anwendungsfelder, graduell Normen 
und moralische Standards verrücken (Fourcade und 
Healy, 2016). Der Forschungsstand zu den sozialen Fol-
gen des umfassenden Einsatzes von Scoring-Verfahren 
ist derzeit jedoch noch gering. Im Kontext Chinas wei-
sen einige wenige verfügbare Studien auf erste Verhal-
tensänderungen und weitergehende Effekte wie bei-
spielsweise dem Einfluss des Scores auf die Partner-
wahl hin (Kostka, 2018). Erste repräsentative Umfrage-
ergebnisse zeigen hohe Zustimmungsraten zu den dort 
gebräuchlichen Scores von bis zu 80 % (Alpermann und 
Thünken, 2018; Kostka, 2018). Mit dem sich verbrei-
tenden Einsatz von Scoring-Verfahren besteht daher 
erheblicher Forschungsbedarf in Bezug auf die sozialen 
Auswirkungen zunehmender Quantifizierung von Ent-

















Schematische Darstellung der Anwendung von Kredit-Scores unter Nutzung von Informationen, die intuitiv nicht mit der Kre-
ditwürdigkeit assoziiert würden.
Quelle: WBGU
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Staatliche Scoring-Ansätze zur Steuerung und 
Überwachung von Gesellschaften
Ein auf die Steuerung und Überwachung der gesam-
ten Gesellschaft zielendes zentralisiertes staatliches 
Scoring-System, wie das in China geplante Sozialkre-
ditsystem, hat nach Einschätzungen vieler Expert*in-
nen das Potenzial, ganze Gesellschaftssysteme neu zu 
ordnen (Ohlberg et al., 2017). Bei erfolgreicher Umset-
zung des Sozialkreditsystems ist nicht auszuschließen, 
dass auch andere Länder Chinas Beispiel folgen. In den 
Medien wurden bereits Parallelen zwischen dem vene-
zolanischen Personalausweisprogramm (für das nach-
weislich auf Technologie aus China zurückgegriffen 
wurde) und dem chinesischen Sozialkreditsystem gezo-
gen (Berwick, 2019). Zudem weist ein erstes Fallbeispiel 
auf die grenzüberschreitenden Wirkungen des chine-
sischen Sozial-Kreditsystem hin. Die zivile Luftfahrt-
behörde Chinas beschuldigte internationale Fluggesell-
schaften „gravierenden unredlichen Handels“, da sie Tai-
wan, Hong Kong und Macau auf ihren Webseiten als 
Reiseziele führten, da dies gegen im Sozialkreditsystem 
verankerte Richtlinien verstößt (Hoffman, 2018). Auch 
Kasten 5.3.3-3
Handlungsempfehlungen zum Schauplatz  
„Scoring-Gesellschaft“
Derzeit finden Scoring-Verfahren in immer mehr gesellschaft-
lichen Kernbereichen Anwendung, ohne dass ein geeigneter 
rechtlicher Rahmen besteht, um das Ziel des Scorings – eine 
objektivere, transparentere und effizientere Entscheidungs-
findung – zu gewährleisten und die Verletzung von Frei-
heits- und Gleichheitsrechte zu vermeiden. Die systemischen 
Wirkungen dieser Anwendungen können dazu beitragen, die 
grundrechtlich geschützte Selbstbestimmung und Privatsphä-
re des Einzelnen, sowie die menschliche Entscheidungssouve-
ränität, vom Individuum unbemerkt zu beeinträchtigen. Die 
soziale und rechtliche Einbettung dieser Verfahren ist daher 
zentral: 
 > Der WBGU empfiehlt eine schnelle Umsetzung, der für 
den deutschen Rechtsraum vorliegenden Vorschläge für 
ein „verbrauchergerechtes Scoring“ (SVRV, 2018). Diese 
umfassen mehr Transparenz über die Einsatzgebiete, ver-
wendeten Methoden und zugrundeliegenden Daten von 
Scoring-Verfahren, wie auch eine Verbesserung der Auf-
klärung von Verbraucher*innen sowie staatlicher und 
zivilgesellschaftlicher Aufsicht. Darüber hinaus empfiehlt 
der WBGU zunächst auf europäischer Ebene ein Recht auf 
rationale Entscheidungsbegründung (right to reasonable 
 inference; Wachter und Mittelstadt, 2018a) zu verankern.
 > Auch wenn in vielen demokratischen Gesellschaften 
gesamtgesellschaftliche staatlich eingesetzte Scoring- 
Systeme, wie das chinesische Sozialkreditsystem (noch) 
vehement abgelehnt werden, erhalten bei der momentan 
bestehenden Intransparenz und des fehlenden rechtlichen 
Rahmens Scoring-Ansätze, die auch soziales Verhalten in 
ihre Berechnungen miteinbeziehen, schleichend über den 
privatwirtschaftlichen Bereich Einzug in die Gesellschaft. 
Damit entfalten sie erhebliche gesellschaftliche Steue-
rungswirkungen. Auf internationaler Ebene sollten daher 
Diskursräume eröffnet sowie Leitplanken und Zielbestim-
mungen zur Verwendung von Scoring-Verfahren angesto-
ßen werden (Kap. 8.4-1).
 > Auf internationaler Ebene sollten Prozesse aufgesetzt wer-
den, um Regelungen für grenzüberschreitende Wirkungen 
verschiedener Scoring-Systeme, wie sie in Ansätzen in 
China erfolgen, zu beobachten, zu thematisieren und zu 
regulieren.
 > Nach Ansicht des WBGU ist es erforderlich, dass Transpa-
renz darüber hergestellt wird, was, wo und wie mit persön-
lichen Informationen geschieht. Auf internationaler Ebene 
sollten Prozesse aufgesetzt werden, um Regelungen für den 
globalen Datenhandel zu treffen. Transparenz allein reicht 
jedoch nicht aus. Jedes Individuum sollte Souveränität 
über seine Daten erhalten, auch über die verhaltensgene-
rierten Daten bei der Nutzung digitaler Anwendungen. 
Daher sollten Systeme, die es erlauben, Nutzungszusagen 
an verschieden digitale Anwendungen zu verteilen und bei 
Bedarf auch wieder zurückziehen, verstärkt zum Einsatz 
kommen.
Kasten 5.3.3-4
Forschungsempfehlungen zum Schauplatz  
„Scoring-Gesellschaft“
Wie der zunehmende Einsatz von Scoring-Verfahren rechtlich 
eingebettet werden kann und wie Scoring-Verfahren gesell-
schaftliche Normen und moralische Standards verrücken, 
sollten zentrale Forschungsthemen werden. 
 > Zu den Auswirkungen von Scoring auf die Privatrecht-
sphäre, Selbstbestimmung und Privatautonomie besteht 
erheblicher Forschungsbedarf. Scoring kann diskriminie-
rende Wirkungen entfalten. Hierbei ist zu unterscheiden, 
ob Scoring im Privatrechtsverhältnis und seitens des Staats 
eingesetzt wird. Ob und wie die geltende Rechtsordnung in 
der Lage ist, Rechtsverletzungen durch Scoring angemes-
sen zu begegnen, ist eine der zentralen Forschungsfragen.
 > Gleichermaßen besteht Forschungsbedarf in Bezug auf die 
sozialen Auswirkungen zunehmender Quantifizierung von 
Entscheidungsprozessen und sich abzeichnenden Werte- 
und Normenverschiebungen. Auch eventuelle Objektifizie-
rungstendenzen, die durch Bewertung eines Individuums 
durch eine dritte Instanz auftreten können, beispielsweise 
die „Wertlosigkeit“ einer Verbraucher*in mit geringer 
 Finanzkraft, sollten verfolgt werden.
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wenn in vielen demokratischen Gesellschaften gesamt-
heitliche Scoring-Ansätze, wie das chinesische Sozialkre-
ditsystem, (noch) vehement abgelehnt werden, erhalten 
aufgrund von Intransparenz und fehlendem rechtlichen 
Rahmen Scoring-Ansätze, die auch soziales Verhalten 
von gesellschaftlichen Gruppen in ihre Berechnungen 
miteinbeziehen, schleichend Einzug in die Gesellschaft. 
Auf internationaler Ebene sollten daher Diskursräume 
eröffnet sowie Leitplanken und Zielbestimmungen zur 
Verwendung von Scoring-Verfahren angestoßen werden. 
Übergeordnete rechtliche Rahmung für auf 
statistischer Inferenz basierende Scoring-Verfahren
Wenn statistische Verfahren für die Score-Ermitt-
lung verwendet werden, handelt es sich bei dem Score 
immer um eine Wahrscheinlichkeitsaussage. Der recht-
liche Umgang mit Wahrscheinlichkeitsaussagen ist in 
vielen Ländern nicht eindeutig geregelt. So entschied 
kürzlich ein Gericht in Finnland, dass Kreditentschei-
dungen nicht allein auf Modellen basieren dürfen, die 
auf Wahrscheinlichkeitsberechnungen beruhen, die 
aus Statistiken über Verhalten und Charakteristika von 
anderen abgeleitet werden (National Non-Discrimina-
tion and Equality Tribunal of Finland, 2018). Neben 
dem Score hätte die individuelle Zahlungshistorie noch 
mal gesondert betrachtet werden müssen. Diese Argu-
mentation wirft weitreichende Folgen für die momen-
tane Praxis auf. Wie sollte beispielsweise verfahren 
werden, wenn keine Zahlungshistorie vorliegt? Sollte 
die Nutzung psychometrischer und aus Online-Tracking 
gewonnenen Daten, die von der Weltbank und priva-
ten Anbietern vorangetrieben werden, als rechts widrig 
bewertet werden? An diesem Beispiel zeigt sich die 
grundlegende Problematik des rechtlichen Umgangs 
mit algorithmischen Entscheidungssystemen, wovon 
Scoring-Verfahren einen Unterfall darstellen. Die kol-
lektive Dimension statistischer Modelle (kollektiv, da 
ein individueller Score ohne die Daten vieler ande-
rer Individuen nicht berechnet werden kann) steht im 
Konflikt mit individuellen Rechten, wie z. B. dem Recht 
auf Gleichbehandlung. Eine Ungleichbehandlung stellt 
in bestimmten Fällen keine Diskriminierung dar. Dies 
ist beispielsweise dann der Fall, wenn eine rechtliche 
Grundlage besteht, das verfolgte Ziel gerechtfertigt ist 
und die eingesetzten Verfahren ein verhältnismäßi-
ges Mittel zur Erreichung dieses Ziels darstellen. Eine 
solche Überprüfung findet in der Praxis jedoch kaum 
statt. Die Frage, ob und wie die geltende Rechtsord-
nung in der Lage ist, mit diesem Sachverhalt umzuge-
hen, oder ob bestehende ethische und rechtliche Krite-
rien weiterentwickelt werden müssen, sollte eine zen-




Der Einsatz von Scoring-Verfahren ist heute bereits 
Normalität und beeinflusst gesellschaftliche Teilhabe 
grundlegend. Dies geschieht oft ohne dass sich die 
Betroffenen dessen bewusst sind oder die zugrunde-
liegenden Wirkungszusammenhänge der Verfahren 
reflektiert würden. Neben naheliegenden regulato-
rischen Schritten wie der Schaffung von mehr Trans-
parenz oder die Schaffung von Zuständigkeiten und 
Kapazitäten für staatliche und zivilgesellschaftliche 
Aufsicht sollten Debatten grundsätzlicher Art ange-
stoßen werden, beispielsweise zur Verteilung von Risi-
ken im Kredit- und Gesundheitssystem und der über-
geordneten rechtlichen Rahmung für algorithmische 
Systeme zur Entscheidungsunterstützung. Es sollte von 
Fall zu Fall beurteilt werden, inwieweit Scoring-Ver-
fahren ein verhältnismäßiges Mittel zur Erreichung 
eines Ziels darstellen und inwieweit sie Freiheits- und 
Gleichheitsrechte verletzen. Veränderungen von Nor-
men und moralischen Standards innerhalb der Gesell-
schaft sind bereits bei gesellschaftssteuernden staatli-
chen Scoring-Ansätzen festzustellen, wie dem in China 
eingesetzten Sozialkreditsystem. Sie können aber auch 
schleichend Anwendung stattfinden. Diese Perspektive 
ist in der Öffentlichkeit weiterhin zu wenig präsent. 
Hier gilt es Bildungs- und Forschungsarbeit zu leisten, 
um langfristig handlungsfähige Gesellschaften im Digi-
talen Zeitalter zu erhalten und Freiheitsverlusten vor-
zubeugen.
5.3.4 
Von der Bildung für Digitalisierung und 
 nachhaltige Entwicklung zur Zukunftsbildung
Dieser Schauplatz zeigt, dass das Zusammendenken 
von Digitalisierung und Nachhaltigkeit vielfältige Initi-
ativen im Kontext Bildung erfordert. Nach einer kurzen 
Einschätzung des Ist-Zustandes werden beispielhaft 
Überlegungen angestellt, wie Bildung im Sinne einer 
„Transformationsbildung“ bzw. „Zukunftsbildung“ 
gestaltet werden könnte, und wie Risiken im Zusam-
menhang mit Digitalisierung eingehegt und Potenziale 
gehoben werden können. 
5.3.4.1 
Bestandsaufnahme – heutige Bildung für die 
 Digitalisierung
Bisher findet eine rasante Digitalisierung vieler Gesell-
schaftsbereiche statt, ohne dass formelle Bildungsan-
gebote an Schulen, Hochschulen, Universitäten und 
Bildungswerken diese technologische Entwicklung sys-
tematisch einbinden würden. Durch digitale Medien 
Menschen und Gesellschaft  5.3
243
Themenkasten 5.3-1
Digitalisierung: Risiko oder Chance der 
Umweltrechtsdurchsetzung 
Viele Staaten haben zwar einen umfassenden straf- und ord-
nungsrechtlichen Schutz der Umweltgüter etabliert, dennoch 
mangelt es am Vollzug (World Bank, 2017c: 259). Als Grün-
de für den mangelnden Vollzug dieser Gesetze sind vor allem 
fehlende finanzielle und personelle Ressourcen, gepaart mit 
einem Mangel an fachlich und technisch geschultem Perso-
nal in den zuständigen Behörden, ein unzureichender Infor-
mationsstand sowie geringer Vollzugswille (Ziekow et al., 
2018: 78ff.). Hinzu kommen fehlende naturwissenschaft-
lich-technische Expertise und Ortskenntnis bei den Behör-
denmitarbeiter*innen (SRU, 2007: 176). Die stetig wachsen-
de Anzahl an Gesetzen enthalten oftmals sehr ausführliche 
und manchmal mit anderen (Umwelt-)Gesetzen inkonsis-
tente Regelungen, die zum Teil schwer verständlich sind und 
Anwendungsprobleme auslösen (Bogumil et al., 2016: 10). 
Umweltrechtsdurchsetzung obliegt typischerweise staat-
lichen Behörden, die Verstöße gegen Umweltordnungsrecht 
ahnden. Diese staatlichen Behörden für die Umweltrechts-
durchsetzung sind unter dem SDG 16 „Frieden, Gerechtigkeit 
und starke Institutionen“ genannt.
Digitalisierung zur Bekämpfung von Vollzugsdefiziten
So wie digitale Technologien Umweltrechtsverstöße ermög-
lichen, bieten sie zugleich neue Werkzeuge zur Verhinderung 
von Verstößen gegen Umweltvorschriften. Gegen das Fehlen 
personeller und finanzieller Ressourcen für den Umweltrechts-
vollzug kann die Digitalisierung der Umweltverwaltung die-
nen, wenn sie erfolgreich dazu eingesetzt wird, Arbeitsabläu-
fe effizienter zu gestalten. Beispielsweise können digitalisierte 
Akten (E-Akten) zu einem verbesserten Wissensmanagement 
über bereits gesammelte Erkenntnisse und Erfahrungen sowie 
zu einem leichteren Rückgriff auf vergleichbare Verfahren 
genutzt werden und damit zu einer Einsparung von Arbeits-
aufwand führen (Adelhard, 2017). Um die Übersichtlichkeit 
und Zugänglichkeit von Umweltrecht zu erhöhen, werden 
bereits auf digital durchsuchbaren Plattformen Rechtsvor-
schriften zusammengestellt (z. B. ECOLEX von der FAO, IUCN 
und UNEP oder InforMEA von der UN). Digitale Methoden 
binden aber zugleich Fachkräfte, die sich mit den eingesetz-
ten technischen Infrastrukturen auskennen. Dies erfordert 
IKT-Kompetenz aller beteiligten Behördenmitarbeiter*innen.
Informationsdefiziten in der Umweltverwaltung kann digi-
tale Technik über verschiedene Wege entgegenwirken: Digital 
unterstützte Meldemöglichkeiten für Bürger*innen gegen-
über der Verwaltung sparen personelle Ressourcen bei der 
Verwaltung und verschaffen den Behörden Zugang zu pri-
vatem Wissen über Verstöße gegen das Umweltrecht. Zudem 
werden die Bürger*innen so befähigt, selbst Verantwortung 
für die sie unmittelbar betreffende natürliche Umwelt zu 
übernehmen und ihre eigene Lebensqualität zu verbessern. 
Bürger*innen in Maputo (Mosambik) werden etwa durch 
das Melden mangelnder Abfallentsorgung, illegaler Deponien 
und unzulässiger Müllverbrennungen mittels SMS, Apps 
oder Webseiten an die zuständigen Umweltbehörden an den 
Überwachungstätigkeiten der Behörden beteiligt (UN DESA, 
2016a: 52). Von 2014–2016 haben 43 Länder mobile Anwen-
dungen oder SMS-Angebote im Umweltbereich eingeführt 
(UN DESA, 2016a: 89). Während einfachere Kommunika-
tion zwischen Bürgern und Behörden die Durchsetzung von 
Umweltrecht befördern kann, bergen digitale Technologien 
auch das Risiko, dass Personen als „Umweltsünder“ in den 
sozialen Medien denunziert und in ihren Persönlichkeitsrech-
ten verletzt werden. Umweltrechtsvollzug sollte daher vor 
allem als staatliche Aufgabe begriffen und wahrgenommen 
werden. Um Pflanzen, wie z. B. Kakteen aus den National-
parks in den USA vor Diebstahl zu schützen, werden zuneh-
mend Pflanzen Elektronik-Chips eingesetzt (Ziegler, 2008). 
So lassen sich Diebstähle beim Verlassen des Nationalparks 
mit Hilfe von automatischen Scan-Vorgängen aufdecken. 
Aber auch beim Händler und beim künftigen Besitzer lässt 
sich der Ursprung der Pflanzen oder Tiere zurückverfolgen. 
Besondere Wirkung entfaltet die Verknüpfung und offene 
Bereitstellung von Umweltdaten. Die Sammlung und Bereit-
stellung von Umweltdaten auf frei zugänglichen, staatlich ver-
antworteten digitalen Plattformen schaffen für verschiedene 
Behörden eine gemeinsame, schnell verfügbare Datenbasis. 
Sie können die Datenlage verbessern, auf der Verwaltungs-
entscheidungen beruhen. Hierdurch lassen sich Transaktions-
kosten für die Informationsübermittlung über den Umwelt-
zustand senken. Als Quellen kommen neben manuellen Ein-
tragungen auch automatisierte Erfassungen durch Sensoren 
in Betracht, wie zum Beispiel die Ermittlung von Schadstoffen 
in der Luft (World Bank, 2016: 322). Solche Informationspor-
tale wirken nicht nur auf interner, sondern auch auf externer 
Ebene und können das umweltrechtliche Kooperationsgebot 
verwirklichen: Sofern die Open-Data-Portale private Daten 
aus Unternehmen, der Wissenschaft und Umweltverbän-
den bereitstellen und nutzbar machen, dienen die Informa-
tionsplattformen nicht nur als Arbeitserleichterung innerhalb 
der Verwaltung. Zudem werden der breiten Öffentlichkeit, 
Wirtschaftsunternehmen sowie der Wissenschaft und den 
Umweltverbänden Informationen und Daten zur Verfügung 
gestellt und die Verwaltung mithin transparenter gemacht 
(UN DESA, 2018: 104, 107). Diese können so Druck auf 
Behörden und Entscheidungsträger*innen aufbauen und so 
den Vollzugswillen für Umweltbelange steigern. 
Voraussetzungen für die erfolgreiche Nutzung von 
digitalen Werkzeugen für die Umweltrechtsdurchset-
zung
Die erfolgreiche Nutzung von Datenplattformen sieht sich 
aber auch Herausforderungen gegenüber. Die Qualität und 
Aktualität der bereitgehaltenen Daten muss stets gewähr-
leistet werden. Auch wenn sich seit Beginn der 1990er Jahre 
insbesondere die Datenqualität sowie die technischen Mög-
lichkeiten der Erhebung und Verbreitung erheblich verbessert 
haben (World Bank, 2016: 323), zeigt z. B. das „Open Data 
Barometer 2018“, dass die Qualität der offenen Bereitstel-
lung von Umweltdaten noch ausbaufähig ist: Nur 20 % der 
Umweltdaten sind offen zugänglich, nur 41 % davon werden 
aktualisiert (World Wide Web Foundation, 2018: 17, 23). Des-
halb besteht eine wichtige neue Rolle der Verwaltung darin, 
Standards für die Datensammlung, -berichte und -teilung 
zu setzen, um die Datenqualität und -aktualität zu gewähr-
leisten (World Bank, 2016: 324). Die Qualitätskontrolle über 
öffentlich bereitgestellte Daten bindet seinerseits personelle 
Ressourcen und bedarf technischer Kenntnisse, was Umwelt-
verwaltungen herausfordern und neue Ressourcenmängel 
verursachen kann. 
Die Einbeziehung digitaler Technologien für die Kommu-
nikation und Kooperation zwischen Behörden, Unternehmen 
und Zivilgesellschaft für den Umweltrechtsvollzug ist rück-
gekoppelt an die Notwendigkeit von Nutzerfreundlichkeit 
und Attraktivität der Portale, Dienstleistungen und Apps, 
beispielsweise auch mit Sprachunterstützungen in lokalen 
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unterstütztes Lernen findet in Deutschland überwiegend 
informell, selbstorganisiert, online und zu Hause statt 
(etwa über Google und Youtube; WBGU, 2016a). Lehr-
kräfte scheinen nicht hinreichend ausgebildet, um digi-
tale Lehrmittel (z. B. Open Educational Resources, digi-
tale Fachzeitschriften) und im Lernalltag fest etablierte 
Plattformen (z. B. Wikipedia) didaktisch zu nutzen 
(Brinkmann und Müller, 2018; Schmid et al., 2017). 
Mangelnde Lehrkraftweiterbildung und Lehrkraftman-
gel, fehlende Infrastruktur und materielle Zugangsbe-
schränkungen gelten sowohl in Industrie, als auch in 
Entwicklungsländern als Barrieren für erfolgreiches 
lernen mit digitalen Medien. Damit fehlen häufig 
geschützte Lernorte, um den Umgang mit digitalen 
Medien zu erproben, Potenziale zu fördern und Gefähr-
dungen einzuhegen.
Politisch wird deshalb national und international 
diskutiert, Digitalisierung besser im Bildungssystem zu 
verankern und einzusetzen. So sollen vereinfachte 
Zugänge zu hochwertiger Bildung (SDG 4) geschaffen 
und auf den Umgang mit digitalen Infrastrukturen vor-
bereitet werden (z. B. Hochschulforum Digitalisierung, 
2019; KMK, 2017; UNESCO, 2018; WSIS, 2018; OECD, 
2018a, b, c). Konsens ist, dass Bildungsziele wie der 
selbstbestimmte Umgang mit digitalen Medien (Digital-
kompetenzen) große Herausforderungen besonders an 
formale Bildungsinstanzen wie Kindergarten und 
Schule stellen (hier z. B. OECD, 2018b). Aus Sicht des 
WBGU ist die Förderung von Digitalkompetenzen zwar 
notwendig, aber nicht hinreichend für eine „Transfor-
mationsbildung“ bzw. „Zukunftsbildung“. 
5.3.4.2 
Zukunftsbildung als Treiber der Großen 
 Transformation 
Nach dem humanistischen Verständnis des WBGU soll 
Bildung Menschen in die Lage versetzen, proaktive 
Akteure von Gesellschaftsgestaltung zu sein (ähnlich 
OECD Learning Framework 2030 und UNESCO 
Weltaktionsprogramm Bildung für nachhaltige 
Entwicklung, Bündnis Zukunftsbildung in Deutschland). 
Individuen sind im Umgang mit digitaler Technik als 
Bürger*innen, Nutzer*innen und Konsument*innen 
herausgefordert. Diese Veränderungen müssen durch 
Bildung adressiert werden (Kap. 4). Problembewusst-
sein, systemisches Denken, verantwortliches Handeln 
sowie individuelle und kollektive Kreativität und Inno-
vativität (WBGU, 2016a: 23, 453) sind in den vernetz-
ten und komplexen Gesellschaften des 21. Jahrhundert 
dabei genauso zentral wie Persönlichkeitsentwicklung, 
Kooperationskompetenzen und Mut zum Handeln 
(UNESCO, 2014; John et al., 2017; Brundiers und Wiek, 
2017; Rasfeld und Breidenbach, 2014; Amsler und 
Facer, 2017; OECD, 2018b). 
Im Sinne der Großen Transformation unterscheidet 
der WBGU dafür zwischen Transformationsbildung und 
transformativer Bildung bzw. transformativem Lernen: 
Die Transformationsbildung stellt Erkenntnisse der For-
schung zur Nachhaltigkeits-Transformation zur Verfü-
gung und reflektiert kritisch die notwendigen Wissens-
grundlagen und Kompetenzen für Akteure der Nach-
haltigkeit. Dazu gehören ein fundiertes Verständnis des 
Handlungsdrucks für umweltschonende Entwicklungs-
pfade, globales Verantwortungsbewusstsein und ein 
systemisches Verständnis der Problemzusammenhänge 
(WBGU, 2011, 2016a). Gerade in Zeiten tiefer Umbrü-
che spielt auch die transformative Bildung eine wich-
tige Rolle. Sie fördert ein Verständnis für diverse Hand-
lungsoptionen und Lösungsansätze, für Dynamiken 
gesellschaftlicher Veränderung sowie für die eigene 
Selbstwirksamkeit in der Gestaltung von Lebenszusam-
menhängen und gesellschaftlichen Veränderungen. 
Durch den Begriff der „Zukunftsbildung“ verbindet der 
WBGU die im Bereich nachhaltige Entwicklung und 
Digitalkompetenzen diskutierten Anforderungen 
(Abb. 5.3.4-1). Sie soll Individuen und Gesellschaften 
„zukunftsfähig“ machen, also die kontinuierliche 
Gestaltung sich verändernder Umstände sinnvoll, anti-
zipativ und zielführend ermöglichen. Zukunftsbildung 
im Digitalen Zeitalter bedarf einer neuen Qualität von 
Technikverständnis, da zentrale Beziehungen zwischen 
Menschen und ihrer Umwelt zunehmend digital ver-
mittelt stattfinden (digital curtain).
Damit Digitalisierung im Sinne einer nachhaltigen, 
Sprachen (UN DESA, 2016a: 52). Wichtige Barrieren bilden 
die hohen Kosten für Einrichtung und Unterhalt von Monito-
ring-Systemen (World Bank, 2016: 322; Kap. 5.2.11). 
Die Zugänglichkeit von Daten allein genügt zudem noch 
nicht, um die Durchsetzung des Rechts zu gewährleisten. 
Daneben sind auch die Verbreitung der Informationen in Rich-
tung potenziell Interessierter, und die Möglichkeit, Rechen-
schaft einzufordern, erforderlich (World Bank, 2017c: 248). 
Mit der erhöhten Transparenz und Publizität von Verwaltun-
gen und möglicher privater Beteiligung, für die Digitalisierung 
ein wesentlicher Multiplikator ist, muss immer die Verwirk-
lichung effektiven Rechtsschutzes einhergehen. Erst durch 
die gerichtliche Überprüfbarkeit von Entscheidungen werden 
Behörden, aber auch die dahinterstehenden politischen Ent-
scheidungsträger und Regierungen, zum Vollzug der beste-
henden Umweltgesetze gezwungen. Effektiver Rechtsschutz 
im Umweltbereich wird z. B. durch den Einsatz von gericht-
lichen Kontrollinstrumenten wie Bürger- und Verbandskla-
gen zur Erzwingung von Umweltrechtsvollzug gefördert. Ein 
Abkommen, das den Dreischritt Informationszugang, Öffent-
lichkeitsbeteiligung und Rechtsschutz festschreibt, ist die 
Aarhus-Konvention, der alle Staaten beitreten sollten.
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zukunftsfähigen Gesellschaft gestaltet werden kann, 
benötigen Individuen sowohl Digital- als auch Nachhal-
tigkeitskompetenzen (Engagement Global, 2018). 
Kompetenz zur Technikgestaltung und Privatheitskom-
petenz, Chancengerechtigkeit, Datenschutz und die 
Nutzung von Open Educational Resources sind hier 
wichtige Begleitziele, etwa formuliert im DigitalPakt 
Schule von Bund und Ländern. Zur Beteiligung an der 
Großen Transformation benötigen Individuen aber auch 
Kompetenzen der Bildung für nachhaltige Entwicklung, 
um ihre eigenen Aktivitäten im Kontext globaler 
Umweltveränderungen verorten zu können, beispiels-
weise systemisch zu denken und zu planen und umwelt-
relevante Einstellungen und Verhaltensweisen entwi-
ckeln zu können (Roth, 1992; Scholz, 2011). Der 
Umgang mit Wandel und Ungewissheit erfordert außer-
dem Transformationskompetenzen wie Innovativität 
und Antizipationskompetenzen, um für sich und andere 
eine wünschenswerte Zukunftsvorstellung zu entwi-
ckeln. 
Die Ziele der Zukunftsbildung und dafür vorgeschla-
gene Kompetenzen werden in den Handlungsempfeh-
lungen (Kap. 9.1.4) weiter ausgeführt. Im Folgenden 
werden Beispiele für Herausforderungen gegeben, die 
























Von der Bildung für nachhaltige Entwicklung und Digitalisierung zur Zukunftsbildung. 
Die jeweils geforderten Kompetenzen haben große Überschneidungsmengen. Zusammengenommen sollen sie Individuen befä-
higen, die Große Transformation inklusive ihrer digitalen Anteile aktiv mitzugestalten (Kap. 8). Transformationskompetenz 
(transformative literacy) bezeichnet die Fähigkeit, Informationen über gesellschaftliche Veränderungsprozesse zu verstehen 
und eigenes Handeln in diese Prozesse einzubringen (WBGU, 2014a: 109) und ist damit der Gestaltungskompetenz ähnlich (de 
Haan, 2008). Unter Nachhaltigkeitskompetenzen wurden hier systemisches Denken, Planen und Selbstkompetenz zusammen-
gefasst, aber auch insbesondere umweltrelevantes Wissen, Einstellungen, Normen, Verantwortungsbewusstsein sowie aktives 
Handeln und Eingebundensein (Wiek et al., 2011; Roth, 1992). Antizipationskompetenzen beinhalten die kritisch-konstruktive 
Auseinandersetzung mit menschlichen Ideen und Vorstellungen und ihrem Effekt auf Gesellschaftsgestaltung im Zeitverlauf. 
IKT-Kompetenzen umfassen Medienbildung und Technikwissen, um digitale Medien kritisch, selbstbestimmt und verantwortlich 
zu nutzen, verstehen und zu gestalten sowie Privatheit auszuhandeln (Trepte, 2016b; SFIA Foundation, 2019).
Quelle: WBGU
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5.3.4.3 
Bildung nutzen, um negative Effekte im Digitalen 
Zeitalter zu kompensieren
Bildung sollte u.a. Sensibilität und Kompensationsstra-
tegien für Risiken und Anforderungen schaffen, die im 
Umgang mit digitaler Technik entstehen, von sozialen 
Medien, über digitale Anwendungen (Apps) bis hin zum 
Internet of Things (z. B. Smart Homes). Zu diesen Anfor-
derungen gehören etwa die Kontrolle über eigene Daten 
und über die Selbstdarstellung in sozialen Medien, wie 
das Veröffentlichen von Informationen über die eigene 
Person wie Hobbies, Berufliches, Freunde und Interes-
sen. Identitätskonflikte (Privatheit vs. Selbstoffenba-
rung), Phänomene wie „social scoring“ (Kap. 5.3.3) und 
der „Chilling“-Effekt (Selbstzensur aus Angst vor nega-
tiven Konsequenzen von Veröffentlichungen im Inter-
net) sowie Filterblasen sind neue Herausforderungen, 
mit denen das Bildungssystem konfrontiert ist. Die 
schnelle und kooperative Bereitstellung und Verbreitung 
von Informationen über Onlinemedien und soziale Platt-
formen ist neben Potenzialen mit Ungewissheiten ver-
bunden, etwa ob die Informationen von Personen oder 
Avataren (z. B. social bots, die menschliche Identitäten 
vortäuschen) generiert wurden. Zudem ist es schwierig, 
geprüftes allgemeines Wissen von privaten Überzeugun-
gen oder Meinungen zu unterscheiden. 
Ein besonders viel diskutiertes Beispiel ist die 
 Verbreitung falscher Informationen („Fake News“) über 
Onlineplattformen, soziale Medien und Onlinezeit-
schriften, etwa dass es sich beim menschengemachten 
Klimawandel um eine Lüge handele. Wie sich solche 
falschen Informationen auf Einstellungen und das Ver-
halten von Menschen auswirken, ist bisher unklar (z. B. 
Wahlverhalten in den USA: Allcott und Gentzkow, 
2017). Aus Untersuchungen ist bekannt, dass Men-
schen selektiv diejenigen Informationen bevorzugen 
und vertrauen, die ihren Einstellungen und Denkmus-
tern ähneln (z. B. Leiserowitz, 2006) und denen von 
Familie und Freunden (Metzger et al., 2010). In diesem 
Zusammenhang werden auch Phänomene wie „Echo-
kammer“ oder „Filterblase“ diskutiert. 
Strategien der Quellenprüfung und balancierter 
Meinungsbildung sowie qualitätsgesicherte Angebote 
sollten dabei helfen falsche Informationen zu entlar-
ven, etwa durch vertrauenswürdige und geprüfte Infor-
mationsmöglichkeiten bzw. Listen im Internet oder kla-
ren Regeln und Überprüfungen, wie z. B. bei Wikipedia 
(Van der Linden et al., 2017; Chan et al., 2017a; Lewan-
dowsky et al., 2017; SVRV, 2017). Damit Menschen 
darüber hinaus langfristig das Wissen und die Kompe-
tenzen entwickeln, eigene Meinungen und Einstellun-
gen und die des sozialen Umfelds zu reflektieren, sind 
sehr viel umfassendere Maßnahmen notwendig 
(Lewandowsky et al., 2017). Dazu zählen die  Förderung 
von Nachhaltigkeits- und Umweltkompetenz sowie das 
Schaffen von Diskursräumen (Abb. 5.3.4-1; Kap. 9.1.4).
5.3.4.4 
Digitalisierung nutzen, um solidarische Lebens-
qualität, Teilhabe und Eigenart zu fördern
Bildung sollte darauf abzielen, Menschen auf individu-
eller und kollektiver Ebene zu befähigen, digitale Tech-
nik so zu nutzen und gestalten, dass sie dabei hilft, 
Lebensqualität für sich hervorbringen zu können, ohne 
andere und künftige Generationen hierin einzuschrän-
ken (WBGU, 2016a). Zentrale Voraussetzungen dafür 
sind die Erhaltung der natürlichen Lebensgrundlagen, 
Teilhabe, Eigenart und Würde (normativer Kompass; 
Kap. 2.2). Der WBGU zeigt beispielhaft auf, wie durch 
Bildungsangebote solidarische Lebensqualität ermög-
licht werden kann. 
Erhaltung der natürlichen Lebensgrundlagen: 
Menschen aktiv in Ressourcenschutz einbeziehen
Digitale Bildungsangebote können genutzt werden, um 
das Bewusstsein für globale Umweltzusammenhänge 
zu stärken (Kap. 5.3.1) und Menschen selbst aktiv in 
ressourcenschonende Maßnahmen einzubeziehen 
(experiential learning). 
Menschen können sich über Citizen-Science- Ansätze 
(z. B. Luftmessungen in ihrer Stadt) aktiv an Wissens-
bildung beteiligen. Gleichzeitig öffnen sich Chancen für 
transformative Bildung, etwa durch per App bereitge-
stelltes Wissen über den CO2-Fußabdruck von Produk-
ten und das Aufzeigen ressourcenschonender Produkt-
alternativen (Kap. 5.2.3, 5.3.1). 
Onlineanwendungen, Plattformen und Spiele ermög-
lichen es neben der Vermittlung theoretischer Bildungs-
inhalte auch nachhaltige Handlungsoptionen spiele-
risch zu testen und zu entwickeln (experimental lear-
ning). Problemwissen über das Erdsystem und den 
Klimawandel lässt sich so in Simulationen direkt mit 
Handlungswissen verknüpfen. Digitale Bildungsange-
bote können dort unterstützen, wo praktische Lerner-
fahrungen ansonsten technisch (noch) nicht möglich, 
zu risikoreich oder kostenaufwändig wären. Vorstellbar 
wäre etwa, Klimaschutz durch das Erproben neuer 
Mobilitätskonzepte oder Ernährungsgewohnheiten 
digital erlebbar zu machen (Kap. 5.2.3, 5.2.8). 
Teilhabe: Finanzielle, zeitliche und räumliche 
Bildungsbarrieren reduzieren 
Digitalisierung wird von vielen Akteuren als Schlüssel 
für die Teilhabe an Bildung angeführt (z. B. KMK, 2017: 8; 
UNESCO, 2017b: 13). Insbesondere finanzielle und 
räumliche Barrieren der Nutzung von Bildungsangeboten 
können mit digitalen Medien überwunden werden. Bei-
spiele sind kostenlose Software und  Bildungsangebote 
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wie Onlinekurse und Unterrichtsmaterialien, deren Nut-
zung im Unterricht und eigenständig, außerhalb von 
Bildungsinstitutionen, möglich ist. Besonders in ärmeren 
Ländern wird die Digitalisierung als große Chance für 
die Stärkung von Bildung und als wesentliche Voraus-
setzung für eine erfolgreiche nachhaltige Entwicklung 
angesehen (World Bank, 2016). Dabei werden Online-
lernen und webbasierte Schulungsmaßnahmen, virtuelle 
Universitäten bzw. Klassenräume und Fernunterricht 
aktiv und zielorientiert vorangetrieben. 
Insbesondere in Schwellen- und Entwicklungslän-
dern gefährden Lehrkraftmangel und unzureichende 
Digitalkompetenz von Lehrenden und Lernenden den 
Erfolg solcher Maßnahmen (UNESCO, 2016). Sprach-
barrieren (Van Dijk, 2006), mangelhafte IKT-Infras-
truktur, fehlende Elektrizität und mangelnde finanzielle 
Ressourcen (UN, 2018a; Andersson und Grönlung, 
2009) erschweren den Zugang zu digitaler Technik. Für 
alle Länder gilt, dass die aktive Mitgestaltung digitaler 
Technik eine Reihe von Fähigkeiten (etwa Program-
Kasten 5.3.4-1
Handlungsempfehlungen zum Schauplatz  
„Zukunftsbildung“ 
 > Integrationsmechanismen zwischen Prozessen, Institutionen 
und Förderprogrammen für Digitalbildung und Bildung für 
nachhaltige Entwicklung (BNE) entwickeln: In beiden För-
derprogammen werden signifikante Erweiterungen des 
aktuellen Bildungskanons, der Vermittlungsformate und 
der Qualifikation von Lehrenden gefordert, bisher aber 
weitgehend parallel und ohne Abstimmung (Abb. 5.3.4-1). 
Hier bieten sich auf der einen Seite viele Synergiepoten-
ziale und auf der anderen Seite würde verhindert, dass 
trotz erheblicher Anpassungsmaßnahmen entweder Tech-
nikwissen (bei BNE) bzw. Umweltwissen (bei Digitalbil-
dung) zu kurz kommen.
 > Bildungsinhalte und -formate auf aktive Gestaltung von 
Zukunft ausrichten: Das traditionelle Bildungsverständnis 
ist ein eher instrumentell-reaktives, in dem Menschen fit 
dafür gemacht werden sollen bestimmte Aufgaben zu erfül-
len, die ihnen vorgegeben werden. In Zeiten tiefer Umbrü-
che wie heute ist es aber weder leicht die Jobs der Zukunft 
vorauszusehen, noch befähigt ein reaktives Verständnis der 
eigenen Rolle in der Gesellschaft Menschen dazu, Transfor-
mations- und Innovationsprozesse initiativ und partizipa-
tiv zu gestalten. Themen wie menschliche Würde, syste-
misches Wissen, Reflexionsfähigkeit, moralisches Denken 
und die Fähigkeit zu selbstbestimmten Verhaltensände-
rungen und Selbstwirksamkeitswahrnehmung sollten wei-
tere Qualitätsmerkmale für Bildungsinhalte werden. Der 
OECD 2030 Learning Compass spielt hier auf Grund der 
standardsetzenden Rolle der OECD eine interessante Rolle.
 > Maßnahmen, um (bereits bestehende) Benachteiligungen 
(Geschlecht, Alter, Herkunft) einzuhegen: Bildung sollte 
einer Verschärfung bereits bestehender Diskriminierungen 
entgegenwirken und neue digitale Möglichkeiten, ins-
besondere die Teilhabe an Bildung für Personengruppen 
ermöglichen und verbessern, die bisher größeren Heraus-
forderungen gegenüber stehen (z. B. durch physische oder 
psychische Besonderheiten, kulturelle Unterschiede, räum-
liche Entfernungen). Neue digitale und nicht digitale Bil-
dungsangebote sollten gezielt unter Einbeziehung diskri-
minierter Gruppen und ausgerichtet an deren Bedürfnisse 
(weiter-)entwickelt werden. 
 > Evaluationen zur Erfassung der Umsetzung neuer Bildungs-
inhalte sowie der Effekte digitaler Vermittlung und ihrer Ver-
bindung mit analogen Formaten durchführen: Für die Wei-
terentwicklung und Verbesserung von Bildungsangebo-
ten sind regelmäßige und relevante Evaluationen notwen-
dig (Michelsen und Wells, 2017). Diese sollten differenziert 
genug sein, um qualitative wie quantitative Aspekte und 
lokale Unterschiedlichkeiten wie Eigenarten abzubilden 
und Gleichschaltungstendenzen zu vermeiden. 
 > Aufklärungsformate für die kompetente Nutzung digi-
taler Technik und Medienkompetenz entwickeln: Menschen 
sollten befähigt werden, digitale Informationen bzw. Wis-
sen und Quellen kritisch zu hinterfragen und einzuschät-
zen (z. B. Wissen über den Klimawandel, politische Nach-
richten) und verantwortlich mitzugestalten. Grundlage 
dafür ist auch die Vermittlung von Wissen über Rechte im 
digitalen Raum (z. B. Datenschutz) sowie Aufklärung über 
Risiken eines öffentlichen Lebens und Suchtpotenziale 
(Privatheitskompetenz und digitale Resilienz).
 > Qualifizierungsmaßnahmen für Lehrpersonal in allen Bil-
dungsinstitutionen ausbauen: Weltweit sollte Lehrperso-
nal weitergebildet und personelle und infrastrukturelle 
Voraussetzungen deutlich verbessert werden. Die von der 
UNESCO bezifferte Finanzierungslücke von 39 Mrd. US-$ 
pro Jahr (Projektion für 2019) zur Erreichung allein der in 
SDG 4 genannten Bildungsziele sollte Anlass für ein Son-
derprogramm internationaler Kooperation sein (UNESCO, 
2015).
 > Digital verfügbares, vertrauenswürdiges Wissen und Kon-
trollinstanzen zu Inhalten der Großen Transformation schaf-
fen: Aus Sicht des WBGU sind vertrauenswürdige Wissens-
quellen und Informationen Voraussetzung für alle Maß-
nahmen, die die Verbreitung von transformationsrele-
vantem Wissen und Handeln fördern sollen. Das schließt 
eine Bandbreite von Wissensbereichen ein: Informationen 
zu Umweltproblemen (z. B. Klimawandel) und nachhaltigen 
Konsumalternativen, ebenso wie zur sozialen Gerechtigkeit 
und zu Menschenrechten (z. B. Flucht und Migration). 
Ähnliches wurde bereits im digitalen Gesundheitsbereich 
empfohlen (z. B. Vorschlag des SVRV einer „Positiv-Liste 
evidenzbasierter und verständlicher [digitaler] Quellen“; 
SVRV, 2017). Hier eine zentrale Plattform für die Bereit-
stellung von wissenschaftlich fundiertem Wissen zu stark 
diskutierten politischen Forderungen und Inhalten anzu-
bieten kann der Verbreitung von Fake News entgegenwir-
ken (z. B. die Richtung des Science Media Lab). Wichtig 
wäre dabei, auch über die Ursprünge unterschiedlicher 
Aussagen wissenschaftlicher Studien aufzuklären: metho-
dologische und disziplinäre Auswahl von Daten, Variablen 
und Ableitungen oder auch Zeiträume usw. können hier 
Gründe sein, deren Verständnis das Vertrauen in die Glaub-
würdigkeit von Evidenz wieder stärken.
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mierkenntnisse) erfordert, die bisher insbesondere 
benachteiligte Gruppen (wie Frauen) seltener beherr-
schen. Auch zeitliche Restriktionen (z. B. erledigen 
Frauen global mehr unbezahlte Arbeit als Männer) und 
unterschiedlich dominantes Beteiligungsverhalten sind 
Beispiele für Beteiligungsbarrieren im Bezug auf online 
verfügbare digitale Gemeingüter. Beispielsweise sind 
bei Wikipedia weniger als 10% der Autor*innen weib-
lich (Dobusch, 2017a; Ford und Wajcman, 2017). Ins-
gesamt sollten Maßnahmen zur digitalen Bildung 
bestehenden Diskriminierungen und Barrieren entge-
genwirken, also chancengerechten Zugang zu hochwer-
tiger Bildung und damit oft auch zu gesellschaftlicher 
Teilhabe  ermöglichen. 
Der WBGU empfiehlt daher, neue digitale und nicht 
digitale Bildungsangebote unter Einbeziehung aller, 
 insbesondere diskriminierter Gruppen und ausgerichtet 
an deren Bedürfnissen (weiter) zu entwickeln. Dazu 
gehört beispielsweise, dass Bildungsangebote in diver-
sen lokalen Sprachen angeboten werden (OECD, 2018b) 
bzw. jeweils kulturell sensitiv für die Zielregionen mit 
Akteuren dort vor Ort (Lotz-Sisitka et al., 2017). Eine 
 potenziell globale Verbreitung von Wissensbeständen 
und  Bildungsinhalten darf nicht zu Lasten der Diversi-
tät und kulturellen Heterogenität gehen (Amsler und 
Facer, 2017).
Eigenart: Gezielte Förderung, Kooperation und 
Kreativität ermöglichen:
Bereits seit den 1980er Jahren (Benjamin, 1988) wird 
diskutiert, dass digitale Medien individualisierten und 
selbstgesteuerten Wissenserwerb und gezielte Förderung 
ermöglichen können (Heinen und Kerres, 2015). Digitale 
Technik soll etwa durch individualisierte Rückmeldung 
und Austausch einen selbstgesteuerten Lernprozess 
abgestimmt auf Stärken und Schwächen der Lernenden 
gewährleisten (z. B. digitale Lernportfolios, Vokabeltrai-
ning nach eigenem Lernstand). Eine Hoffnung ist z. B., 
dass digitale Technologien Vernetzung fördern und die 
Bedeutung kreativer Fertigkeiten durch Digitalisierung 
zunimmt (BMBF, 2016; Heinen und Kerres, 2015; OECD, 
2018b: 40). Erste Untersuchungen zeigen, dass digitale 
Medien besonders problembasiertes und kooperatives 
Lernen mit verschiedensten Materialen fördern (Herzig, 
2014). Dabei sollte gerade die Gestaltungsfreiheit durch 
die Nutzung digitaler Medien gefördert werden. Dabei 
sollte vermieden werden, dass personalisiertes Monito-
ring und quantitatives Erfassen von Leistungen zu stark 
standardisieren und Imaginationsfreudigkeit einschrän-
ken (Williamson, 2017). 
Ein zusätzlicher Aspekt für die Wahrung von Eigen-
art betrifft die Privatheitskompetenz, also die Kompe-
tenz zu entscheiden und auszuhandeln (mit Individuen, 
Unternehmen und anderen Institutionen), welche per-
sönlichen Inhalte in welcher Form und für wen offen-
bart werden dürfen (Masur et al., 2017). Digitale 
 Resilienz (OECD, 2018a) ist ein weiterer Begriff, der 
nicht nur eine achtsame Nutzung von Onlineangeboten 
im Sinne von Zeit und Umfang umfasst, sondern auch 
soziopsychologische Auswirkungen durch die extreme 
Exponiertheit und die veränderten Umgangsformen in 
sozialen Netzwerken. Hier ist die Forschung erst am 
Anfang.
5.3.4.5 
Zukunftsbildung: Menschenwürde schützen und 
gesellschaftliche Herausforderungen kollektiv 
meistern 
Der WBGU adressiert mit den drei Dynamiken des Digi-
talen Zeitalters (Kap. 7) gesellschaftliche Potenziale 
und Risiken, die eine neue humanistische Vision des 
21. Jahrhunderts meistern muss. Dabei sind die Einhal-
tung planetarischer Leitplanken, die Sicherung von 
sozialer Teilhabe und Kohäsion sowie von Eigenart stets 
Voraussetzung für eine erfolgreiche, die menschliche 
Würde respektierende, Technologierevolution. Es geht 
im Digitalen Zeitalter also um weit mehr, als um die 
Technik- und Digitalkompetenz von Individuen: es geht 
Kasten 5.3.4-2
Forschungsempfehlungen zum Schauplatz  
„Zukunftsbildung“ 
 > Transformationswissen und -handeln: Der WBGU empfiehlt 
eine breitere empirische Wissensbasis zu schaffen, um 
gezielt zu untersuchen wie durch digitale und nicht digi-
tale Bildungsmaßnahmen Wissen und Handeln zur Großen 
Transformation gefördert werden können. 
 > Forschung zur systematischen Unterfütterung des neuen 
Bildungspaktes und der Evaluationsprogramme: Sowohl die 
Zusammenführung der Kompetenzen als auch die Umset-
zung in Vorreiterinstitutionen sollte intensiv begleitet wer-
den. Ein Schwerpunkt liegt dabei auf neuen Fähigkeiten 
wie digitale Resilienz oder Futures Literacy. 
 > Forschung dazu, welche digitalen Elemente und Techniken 
Problemwissen und Handeln fördern: Geforscht werden 
sollte etwa zur Wirkung von Bildungsspielen, Simulationen 
zum komplexen Problemlösen und virtuelles Naturerleben 
auf umweltschonendes Alltagshandeln und politisches 
Handeln. Untersucht werden sollte auch, welche digitalen 
Techniken und Elemente (z. B. Steigerungen von Immersion 
und Unterhaltungswert, Rückmeldungen) sich besonders 
eignen, um Problemwissen zu fördern und Handeln unter-
stützen. Dabei sollten auch die Kontextabhängigkeiten 
berücksichtigt werden.
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ebenso um die individuelle und gesellschaftliche Kom-
petenz, neue Technologien als Hilfsmittel in der Gestal-
tung von Strukturbrüchen und Übergängen für wün-
schenswerte Zukünfte einzusetzen und negative wie 
unintendierte Folgen frühzeitig einzuhegen. 
Bildung für die gesellschaftlichen Herausforderun-
gen der nächsten Dekaden sollte daher einen Paradig-
menwechsel umfassen, durch den jede*r Einzelne zur 
aktiven Mitgestaltung seiner (digitalen) Umwelt befä-
higt wird (WBGU, 2011: 374–375). Zukunftsbildung 
befähigt, Diskussionen und Dialoge zu führen, eigenes 
und fremdes Verhalten zu reflektieren sowie so zu han-
deln, dass eigene Interessen und Motive geschützt wer-
den – ohne dass die anderer eingeschränkt werden. 
Menschenrechte und menschliche Würde, Reflexions-
fähigkeit, moralisches Denken (d. h. Perspektivenüber-
nahme und Orientierung an ethischen Prinzipien) und 
die Fähigkeit zu selbstbestimmten Verhaltensänderun-
gen sind bereits Schlüsselthemen der transformativen 
Bildung, der Friedensbildung und der Bildung für nach-
haltige Entwicklung (UNESCO; Orr, 1991; Ibisch et al., 
2018) und werden auch in der Psychologie als Persön-
lichkeitsbildung diskutiert. 
Anstatt also einen separaten Strang der Digitalbil-
dung und Technologiekompetenzen zu entwickeln und 
zu fördern, gilt es, die führenden Bildungskonzepte aus 
der Nachhaltigkeits- und Medienbildung mit den 
Ansätzen der Futures Literacy und Anticipation zusam-
menzuführen und einen „Pakt der Zukunftsbildung“ 
für die aktive Teilhabe an der Gestaltung des 
21. Jahrhunderts zu formulieren (Kap. 9.1.4.2). Dabei 
kann auf oben genannte Prozesse aufgebaut sowie die 
Ressourcen und Kompetenzen so zusammengeführt 
werden, dass Bildungsangebote in allen Kontexten ent-
sprechend ergänzt werden, insbesondere auch in Regi-
onen mit hoher Transformationsdynamik. Dafür sollten 
die Mittel im Sinne einer systematischen „Zukunftsin-
vestition“ signifikant aufgestockt (Kap. 9.1.4.3) und 
auch im internationalen Raum die Maßnahmen zur 
Erreichung des SDG 4 „Bildung“ entsprechend voran-
getrieben werden (Kap. 9.1.4.4). Das UNESCO-Pro-
gramm „Education for Sustainable Development 
Beyond 2019“ geht in die richtige Richtung und ver-
deutlicht, dass gute Bildung für alle Menschen nicht 
nur ein von der Staatengemeinschaft verfolgtes Ziel ist, 
sondern ein den Herausforderungen der Zukunft ent-
sprechender Bildungsinhalt auch die Grundlage dafür 
legt, dass die SDG-Agenda überhaupt umgesetzt wer-
den kann (UNESCO, 2019). Dazu gehört aus Sicht des 
WBGU auch ein explizit reflexiver und antizipativer 
Umgang mit Wissensbeständen und Annahmen über 
mögliche, realistische und wünschenswerte Zukünfte 
(Kap. 9.1.4.5). 
5.3.5 
Öffentlich-rechtliche IKT als Teil der 
 Daseinsvorsorge
Seit einigen Jahren wird ein prinzipieller Internetzu-
gang als Grund- bzw. Menschenrecht öffentlich dis-
kutiert, z. B. im Rahmen der UN-Resolution von 2016 
(UN, 2016a: 3), des Urteils des Bundesgerichtshofes aus 
dem Jahr 2012 (BGH, 2013), der Unterzeichnung der 
Prinzipien des Contract for the Web (Webfoundation.
org, 2019), u. a. durch die deutsche und die französi-
sche Regierung im Jahr 2018 (Bundesregierung, 2018a) 
oder etwa auch der zivilgesellschaftlich unter dem Dach 
der Zeit-Stiftung initiierten Charta der Digitalen Grund-
rechte der EU (Zeit-Stiftung, 2018) und der Internet 
Rights Charta der Association for Progressive Commu-
nications (APC, 2006). Zum Beispiel sieht die Charta 
der Digitalen Grundrechte der Europäischen Union ein 
grundlegendes Recht auf Information und Kommuni-
kation vor (Art. 2) und in Estland wird den Bürger*in-
nen seit 2000 das Recht auf Internet durch die Verfas-
sung gewährt (Hartleb, 2017: 39). 
In Deutschland obliegt dem Bund ein grundgesetz-
lich verbriefter Infrastrukturgewährleistungsauftrag 
zur Grundversorgung auch mit angemessenen und flä-
chendeckenden Telekommunikationsdienstleistungen 
(Art. 87 f GG; Deutscher Bundestag, 2011: 7). Dies gilt 
jedoch nicht für informationstechnische Dienstleistun-
gen, beispielsweise das Internet oder soziale Plattfor-
men über die etwa Daten- und Bildungsangebote ver-
fügbar gemacht werden, denen im Digitalen Zeitalter 
besondere Bedeutung zukommt. Nach Auffassung des 
WBGU sollte jeder Staat im Sinne der Daseinsvorsorge 
dafür eine Gewährleistungsverantwortung tragen, denn 
bislang lässt sich ein Marktversagen bei der Schaffung 
eines allgemeinen und sicheren Zugangs zu IKT-Infras-
trukturen und -Dienstleistungen konstatieren. Dieses 
zeigt sich etwa an der Unterversorgung mit schnel-
lem Internet von mindestens 50 Mbit/s in ländlichen 
Gebieten oder auch an der Marktdominanz kommerzi-
eller sozialer Plattformen, die den Datenschutz und die 
Privatsphäre ihrer Nutzer*innen nur in unzureichender 
Weise sicherstellen. Es fehlt offensichtlich an Anreizen 
für die Privatwirtschaft, bei Leistungen mit infrastruk-
tureller Relevanz, etwa bei Plattformen, Gemeinwohl-
orientierung von Anfang an angemessen zu verankern.
Aus Sicht des WBGU erscheint daher die Realisie-
rung einer öffentlich-rechtlichen IKT, die von vorn-
herein Gemeinwohlinteressen verfolgt, als eine sinn-
volle Option, um diesen Herausforderungen gerecht 
zu werden (Kap. 4.3.2). Auch Probleme im Zusam-
menhang mit digitalisierter Öffentlichkeit (Kap. 5.3.2), 
z. B. Machtkonzentration, könnten durch eine öffent-
lich-rechtliche IKT mitgelöst werden. In Anlehnung 
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an die Definition öffentlicher IT von Fromm et al. 
(2013: 17) bezeichnet öffentlich-rechtliche IKT nach 
dem Verständnis des WBGU Informations- und Kom-
munikationstechnologien, die eine zentrale, gesamt-
gesellschaftliche Bedeutung einnehmen und für deren 
Realisierung der Staat eine besondere Verantwor-
tung hat. Zu öffentlich-rechtlichen IKT-Infrastruktu-
ren zählen aus Sicht des WBGU ein öffentlich-recht-
licher Teil des Internets inklusive sozialer Plattformen, 
über den öffentliche Daten-, Informations-, Wissens- 
und Bildungsangebote und Bürgerdienste zugänglich 
sind und der zentralen Prinzipien wie der zunehmend 
gefährdeten Netzneutralität sowie der Inklusivität oder 
 Barrierefreiheit (Kap. 5.3.5.4) unterliegt.
Information und Kommunikation gelten als Grund-
bedürfnisse des Menschen (Sen, 2015: 2813), deren 
Erfüllung durch eine öffentlich-rechtliche IKT sicher-
gestellt werden können. Zudem können durch öffent-
lich-rechtliche IKT Teilhabe und Eigenart als übergrei-
fende Ziele der Nachhaltigkeit (Kap. 2) erreicht werden. 
So ist die Versorgung mit digitalen öffentlich-rechtli-
chen Angeboten eine wichtige Voraussetzung, um im 
Digitalen Zeitalter gleichberechtigt am gesellschaftli-
chen und wirtschaftlichen Leben teilzuhaben (Deut-
scher Bundestag, 2012: 4). Öffentlich-rechtliche IKT 
ist zudem eine wichtige Voraussetzung für die Bereit-
stellung von und den Zugang zu digitalen Gemeingü-
tern (Kap. 5.3.10) und Standortfaktor für Innovation, 
Wettbewerb, Beschäftigung und nachhaltiges Wirt-
schaftswachstum. Die öffentliche Hand steht daher in 
der Verantwortung, sowohl für öffentliche Institutio-
nen (Schulen, Museen usw.), öffentliche Räume (Platz-
anlagen, Verkehrsflächen usw.) als auch für Gewerbe-
betriebe den erschwinglichen Zugang (im Sinne einer 
 Grundversorgung) zu gewährleisten. 
Grundsätzlich ist es möglich, dass die Infrastruk-
turbereitstellung unter Einbezug der Privatwirtschaft 
geschieht. Erforderlich ist jedoch, dass die Bereitstel-
lung unter staatlicher Verantwortung und damit Auf-
sicht steht. Sofern die Infrastrukturbereitstellung nicht 
durch die privaten Akteure erfolgt, steht der Staat in 
der Pflicht dies anderweitig zu realisieren. Die konkrete 
Ausgestaltung öffentlich-rechtlicher IKT-Infrastruktu-
ren liegt in den Händen der jeweils zuständigen öffent-
lichen Verwaltungen (in Deutschland z. B. bei den Kom-
munen und anderen föderalen Strukturen), um so eine 
bedarfsgerechte, an den lokalen und regionalen Bedar-
fen ausgerichtete öffentlich-rechtliche IKT zu ermögli-
chen. Eine auf internationalen, universell zugänglichen 
Standards beruhende Schaffung öffentlich-rechtlicher 
IKT in Städten und Regionen ermöglicht die nötige 
Diversifizierung der benötigten Teilsysteme und ihrer 
Komponenten. Dadurch wird Raum für resiliente und 
inklusive Infrastrukturen geschaffen. Mit Blick auf die 
Nachhaltigkeitsziele der UN bestehen enge Bezüge zu 
SDG 9 „Eine resiliente Infrastruktur aufbauen, eine 
inklusive und nachhaltige Industrialisierung fördern 
und Innovationen unterstützen“ (insbesondere Unter-
ziel 9.1 und 9.C) sowie SDG 11 „Städte und Siedlun-
gen inklusiv, sicher, widerstandsfähig und nachhaltig 
machen“ (insbesondere Unterziel 11.7; Kap. 5.2.7). 
Dazu sollten u. a. die Schaffung und Ausweitung 
eines allgemeinen und erschwinglichen Zugangs zu 
IKT-Diensten weltweit im Mittelpunkt stehen. Zudem 
ist vor dem Hintergrund der zunehmenden digitalen 
Kluft (digital divide) die Pflicht der öffentlichen Hand 
zur Gewährleistung weiterer informationstechnischer 
Leistungen wie Informations- und Bildungsangebote 
als Teil der Daseinsvorsorge zu thematisieren. 
5.3.5.1 
Öffentlich-rechtliche IKT zur Reduzierung der 
 digitalen Kluft
In Deutschland fallen unter den Begriff der Daseins-
vorsorge u. a. die staatlich organisierte Wasser- und 
Energieversorgung, Post- und Telekommunikations-
dienstleistungen, ein grundlegendes Schul- und Bil-
dungssystem oder auch die Gewährleistung der äuße-
ren und inneren Sicherheit (Deutscher Bundestag, 
2006: 2f.). Der WBGU plädiert für ein erweitertes Ver-
ständnis des Begriffs der Daseinsvorsorge, wonach die 
öffentliche Hand nicht nur für die klassische Grund-
versorgung zuständig ist, sondern darüber hinaus auch 
den Bedeutungszuwachs von IKT anerkennen muss 
und zur Gewährleistung des allgemeinen Zugangs wei-
terer informationstechnischer Leistungen entspre-
chend der Bedarfe im Digitalen Zeitalter verpflichtet ist 
( Deutscher Bundestag, 2012: 5f.). 
Die Bereitstellung informationstechnischer Infra-
strukturen und Leistungen ist zur weltweiten Verringe-
rung der digitalen Kluft zentral. So zeigen sich bei der 
Versorgung mit und dem Zugang zu IKT-Infrastruktu-
ren große Unterschiede sowohl innerhalb von Staaten 
(beispielsweise geografischer Lage) als auch zwischen 
Staaten unterschiedlichen Entwicklungsstands (World 
Bank, 2016: 7). Weltweit verfügen mehr als 4 Mrd. 
Menschen über keinen Zugang zum Internet (World 
Bank, 2016: 4, 6). Während im Jahr 2014 nur 31 % der 
Bevölkerung in Entwicklungsländern mit dem Inter-
net verbunden waren, waren es in einkommensstarken 
Ländern 80 % (World Bank, 2016: 6). In Entwicklungs-
ländern stellen Mobiltelefone die wichtigste Form des 
Internetzugangs dar. Aber obwohl mehr als 70 % des 
ärmsten Fünftels der Weltbevölkerung ein Mobiltelefon 
besitzen, haben fast 60 % der Weltbevölkerung keinen 
Zugang zum Internet (World Bank, 2016: 6). Insgesamt 
zeigt sich dabei ein signifikanter Zusammenhang zwi-
schen dem Bruttoinlandsprodukt eines Landes und der 
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IKT-Verbreitung (Nipo und Bujang, 2014). Die Gründe 
für die anhaltende digitale Kluft zwischen Industrie- 
und Entwicklungsländern sind divers und reichen etwa 
von ungünstigen Marktbedingungen (z. B. durch feh-
lenden Wettbewerb und Monopolbildung mit Effekten 
auf die Kosten für Hardware und Internetzugang) über 
eine geringe institutionelle Leistungsfähigkeit (z. B. mit 
Blick auf politische, wirtschaftliche und soziale Insta-
bilitäten, die Investitionen verhindern) bis hin zu feh-
lender Bildung (z. B. im Umgang mit IKT; Fong, 2009; 
Cruz-Jesus et al., 2018: 14f.). 
Neben der digitalen Kluft zwischen Industrie- und 
Entwicklungsländern besteht auch eine digitale Kluft 
zwischen einzelnen sozialen Gruppen (z. B. zwischen 
Geschlechtern, Jungen und Älteren usw.). Auch räum-
liche Faktoren spielen eine wichtige Rolle, wie z. B. die 
Unterversorgung ländlicher Räume mit Breitband zeigt. 
Dabei kann die digitale Kluft innerhalb der Länder so 
groß sein wie die Kluft zwischen den Ländern (World 
Bank, 2016: 6). Es besteht also sowohl zwischen als 
auch innerhalb von Industrie-, Schwellen- und Ent-
wicklungsländern die Notwendigkeit, den allgemeinen 
Zugang zu öffentlich-rechtlichen IKT-Infrastrukturen 
als Teil der Daseinsvorsorge zu gewährleisten.
5.3.5.2 
Realisierungsoptionen öffentlich-rechtlicher IKT
Breitbandverbindungen gelten als Schlüsselinfrastruk-
turen für das Internet und stellen damit eine Grundlage 
der Digitalisierung dar (Eskelinen et al., 2008: 412). Im 
internationalen Vergleich belegt Deutschland beim Breit-
bandausbau jedoch nur einen Platz im Mittelfeld (Opiela 
et al., 2019: 10). Gerade im ländlichen Raum zeigt sich 
eine Unterversorgung (Beckert, 2017: 12), wenn es um 
den Zugang zu schnellem Internet von 50 oder mehr 
Mbit/s geht, wobei mittlerweile bei Breitband von 100 
und mehr Mbit/s gesprochen wird. In Deutschland war 
zu Mitte des Jahres 2018 gerade einmal für 50,5 % der 
Haushalte schnelles Internet von 50 Mbit/s oder mehr 
verfügbar (BMVI, 2018a: 6). Im EU-Ländervergleich von 
2017 lag Deutschland damit unter dem EU-Durchschnitt 
(EU-Kommission, 2018a: 97). 
Die unzureichende Breitbandverfügbarkeit, insbe-
sondere in ländlichen Gebieten und die Dominanz eini-
ger weniger Technologiekonzerne, die das Gemeinwohl 
sowie Datensicherheit, Datenschutz und Privatsphäre 
nur unzulänglich berücksichtigen, sind nicht nur in 
Deutschland das Ergebnis von Marktversagen. Zu die-
sen marktbeherrschenden Digitalkonzernen gehören 
Tech-Giganten wie Google/Alphabet, Apple, Facebook, 
Amazon oder Microsoft (GAFAM oder auch „Big Five“ 
genannt), die mit Blick auf ihren Marktwert zu den 
fünf wertvollsten Aktiengesellschaften der Welt gehö-
ren (Barwise und Watkins, 2018: 21; Kap. 3.1). Diese 
treten in der Öffentlichkeit zum Teil immer wieder mit 
Negativschlagzeilen aufgrund ihres Umgangs mit Daten 
der Nutzer*innen in Erscheinung. 
Die Schaffung einer öffentlich-rechtlichen IKT ist 
nicht nur in Deutschland in dreierlei Hinsicht sinn-
voll: erstens mit Blick auf eine fehlende flächende-
ckende Versorgung mit Breitbandinternet, zweitens mit 
Blick auf die Macht einiger weniger privatwirtschaft-
licher Digitalunternehmen, die die Privatsphäre ihrer 
Nutzer*innen kaum bzw. nicht respektieren, um ihre 
Geschäftsmodelle zu realisieren, und drittens aufgrund 
eines oftmals fehlenden oder nur geringen öffentlichen 
digitalen Angebots. 
Damit Länder, Regionen bzw. einzelne soziale Grup-
pen nicht digital abgehängt werden und einzelne 
Nutzer*innen mangels Alternativen auf Social-Me-
dia-Plattformen angewiesen sind, die Anforderun-
gen wie dem Schutz der Privatsphäre oder Gemein-
wohlorientierung nur unzureichend erfüllen, könnten 
geeignete staatliche Interventionen sinnvoll sein. Der 
WBGU schlägt vor, zentrale IKT-Angebote wie öffent-
lich-rechtliche Kommunikationszugänge, Informati-
onsangebote, Bürgerkonten und -dienste oder digitale 
Gemeingüter (Kap. 5.3.10) in staatlicher Verantwor-
tung zu realisieren. Öffentliche Kommunikations- und 
Informationsangebote sind für die demokratische Wil-
lensbildung im Digitalen Zeitalter von herausragender 
Bedeutung, weshalb für öffentlich-rechtliche wie pri-
vatwirtschaftliche Medienformate gemeinwohlorien-
tierte Plattformen geschaffen werden sollten (Kap. 
5.3.2). Hierzu gibt es bereits etliche Impulse (Kasten 
5.3.5-1), die es aus Sicht des WBGU auszubauen gilt. 
In diesem Zusammenhang ist darauf hinzuweisen, dass 
bereits die öffentlich-rechtlichen Medien in Europa 
zusammengenommen über vergleichsweise große Bud-
gets verfügen und es wenig rational erscheint, dass 
deren kooperatives und langfristorientieres Agieren 
im Digitalen regulatorisch beschränkt wird (z. B. indem 
sie nur zersplitterte Mediatheken anbieten können) 
und diese so zumindest indirekt die Marktmacht der 
kommerziellen Plattformen stützen. Über die Ausrich-
tung von „Public Open Space“ hinaus und in Anleh-
nung daran wäre es ebenso denkbar, eine solche Platt-
form für öffentlich-rechtliche Angebote auch für pri-
vate Medien zu öffnen, um inhaltlichen Pluralismus 
und damit eine große Attraktivität für Nutzer*innen zu 
gewährleisten.
In Deutschland wie auch in anderen Ländern wer-
den IKT-Infrastrukturen wie z. B. Breitbandnetze oft-
mals durch öffentlich-private Partnerschaften (ÖPP) 
realisiert. Länderstudien haben „gezeigt, dass oft erst 
durch das kommunale Engagement Wettbewerb ausge-
löst und technische Innovationen vorangetrieben wur-
den.“ (Beckert, 2017: 9). Ein Einbezug Dritter (etwa mit 
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ÖPP) hat sich in vielen Ländern positiv ausgewirkt, z. B. 
mit Blick auf den Breitbandausbau im Zusammenspiel 
von staatlichen und privatwirtschaftlichen Akteuren. 
Angesichts der Kritik an bestehenden ÖPP zur Infra-
strukturversorgung, etwa zur Verantwortung oder der 
Einschränkung demokratischer Steuerung und Gestal-
tung (Mattert et al., 2017), plädiert der WBGU für 
eine genaue Verantwortungszuweisung und -überprü-
fung. Bei Aufbau und Betrieb von öffentlich-rechtli-
chen IKT-Angeboten muss das Gemeinwohlinteresse im 
 Mittelpunkt stehen.
Trotz bekannter Probleme mit ÖPP wird diese Form 
der Zusammenarbeit zwischen öffentlichen Stellen und 
Privaten in Deutschland weiter fortgeführt (Mattert et 
al., 2017) und der Staat zieht sich in zunehmendem 
Maße aus der Infrastrukturverantwortung zurück (Luch 
und Schulz, 2009). In Staaten, die beim Breitbandaus-
bau als führend gelten, wurden demgegenüber verstärkt 
staatliche Interventionen vorgenommen, um eine lan-
desweite Glasfaserversorgung sicherzustellen. So begann 
die Regierung Islands im Jahr 2016 die Initiative „Ísland 
ljóstengt“, die vom Telekommunikationsfonds koordi-
niert wird und darauf abzielt, 99,9 % der isländischen 
Haushalte und Unternehmen bis Ende 2020 mit kabel-
gebundenem schnellen Internet von ≥100 Mbit/s zu ver-
sorgen (Government Iceland, 2018). Diese Initiative hat 
Kasten 5.3.5-1
Öffentlich-rechtliche Plattformen – Ansätze 
für eine europäische und globale digitale 
Öffentlichkeit
Eine funktionierende Demokratie setzt eine aufgeklärte 
Öffentlichkeit und lebendigen gesellschaftlichen Diskurs auf 
Basis vertrauenswürdiger Informationsquellen voraus. Daran 
anknüpfend zielt das Projekt „Public Open Space“ auf die 
Entwicklung einer gemeinwohlorientierten digitalen Platt-
form. Diese soll eine intensive Kooperation zwischen Medien, 
Bildung, Kultur und Gesellschaft ermöglichen und die Heraus-
forderungen des digitalen Strukturwandels der Öffentlichkeit 
(Kap. 5.3.2) bewältigen und dessen Potenziale freisetzen. Es 
handelt sich dabei um „eine transnationale, europäische und 
entwicklungsoffene Initiative, die sich aus Vertreter*innen 
der Wissenschaft, öffentlich-rechtlichen und nichtkommer-
ziellen Medien sowie zivilgesellschaftlichen Organisationen 
aus Österreich, Deutschland und der Schweiz zusammen-
setzt. Aktuell versteht sich die Initiative als ein Projekt, das 
synergetisch, kooperativ und partizipativ eine Public-Civic 
Partnership entwickelt, welche die Grundlage für einen sol-
chen #PublicOpenSpace liefert“ (POS, 2019). Jenseits der 
bisherigen Machtkonzentration und Ökonomisierung im Netz 
könnten digitale Technologien so „Chancen für mehr Mei-
nungsfreiheit und -vielfalt, Unabhängigkeit, Glaubwürdigkeit 
und Partizipation im nationalen, europäischen und globalen 
Kontext“ eröffnen und entsprechende Visionen zur Realität 
werden lassen (POS, 2019): 
Die Initiative „Public Open Space“ plädiert für die Ent-
wicklung einer neuen digitalen, nicht kommerziellen Platt-
form (#PublicOpenSpace), die Inhalte und Angebote unter 
Berücksichtigung der gesellschaftlichen Vielfalt zugänglich 
macht sowie einen öffentlichen Diskursraum für die gesam-
te Bevölkerung bietet. Um einer zunehmend fragmentierten 
Gesellschaft gerecht zu werden, kommt insbesondere den 
Medien mit einem öffentlichen Auftrag die Funktion zu, Ver-
bindungen zwischen einzelnen gesellschaftlichen Gruppen 
zu ermöglichen. Der traditionelle Inklusionsauftrag öffent-
lich-rechtlicher Medien erhält hier eine neue, dringliche 
Aktualität. Dafür sind neue Kooperationen und Allianzen von 
Medien mit öffentlich-rechtlichem Auftrag und öffentlichen 
Institutionen aus den Bereichen Wissenschaft und Bildung, 
Zivilgesellschaft, Kunst und Kultur erforderlich. 
Diese von einem breiten interdisziplinären Team aus For-
scher*innen und Medienschaffenden geprägte Initiative geht 
auf ein bereits seit 2017 zunächst primär im europäischen 
Kontext bestehendes Projekt „European Public Open Spaces“ 
zurück (EPOS, 2018). Zusätzlich wurde jüngst unter dem 
Begriff der „Internetintendanz“ ein Arbeitspapier „Impuls für 
eine zeitgemäße öffentlich-rechtliche Medienplattform“ für 
ein „neues Verständnis eines öffentlich-rechtlichen Ansat-
zes von interaktiven bzw. audiovisuellen Medien“ vorge-
legt (Bieber et al., 2019): „Um den digitalen Potenzialen für 
Generierung und Verbreitung spezifischer und allgemeiner 
öffentlich-rechtlicher Inhalte gerecht zu werden, fordern wir, 
aus Mitteln des Rundfunkbeitrags eine gesonderte Internet-
intendanz zu dotieren. Die fünf Hauptaufgaben der Inter-
netintendanz umfassen (1) den Aufbau und Betrieb einer 
öffentlich-rechtlichen Plattform, (2) die Vergabe von Mitteln 
für die Erstellung öffentlich-rechtlicher spezifischer Online-
inhalte, (3) Kuratierung und Kooperation mit Drittanbietern, 
auch jenseits der klassischen Inhalte-Produktionen, (4) Inno-
vationsförderung sowie (5) den Aufbau einer Kontrollinstanz 
insbesondere im Hinblick auf Jugendmedienschutz“.
Unabhängig von Fragen nach der konkreten Ausgestal-
tung, etwa zur De- bzw. Zentralität oder Pluralität von einer 
Internetintendanz bis hin zu einem Ökosystem vernetzter 
Plattformen und der möglichen Integration beider Pole ist 
eine globale Reichweite essenziell. Angesichts der Globalität 
des Internets und globaler Herausforderungen der digitali-
sierten Öffentlichkeit sollten diese Ideen nicht nur europä-
isch, sondern global gedacht und realisiert werden (POS, 
2019). Der Aufbau einer „Plattform Europa“ (Hillje, 2019) 
oder eines entsprechenden Ökosystems für einen europäi-
schen Kommunikationsraum im Digitalen Zeitalter nimmt 
jedoch zunächst dringende demokratische Herausforderun-
gen Europas in den Blick, denn: „[e]s fehlt an einer europäi-
schen Öffentlichkeit, die bis heute weder über die Europäisie-
rung nationaler Öffentlichkeiten, noch mit Hilfe digitaler 
Kanäle geschaffen werden konnte. Die Mitgliedsstaaten 
reden zwar über die EU und übereinander, aber nicht mitein-
ander. Europa verhandelt europäische Themen in nationalen 
Filterblasen statt in einem europäischen Kommunikations-
raum“ (Hillje, 2019:14). Demgegenüber könnten die „dezen-
tralen, nationenunabhängigen Strukturen des Netzes endlich 
für die europäische Integration nutzbar gemacht werden“ und 
„eine Demokratisierung des digitalen Raums in Europa, somit 
die Schaffung einer digitalen Öffentlichkeit nach europäi-
schen Werten, die dem Gemeinwohl und der europäischen 
Demokratie dient“ herbeiführen (Hillje, 2019: 15).
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Island an die Weltspitze beim allgemeinen Breitband-
zugang geführt (PTA, 2017: 5 f.). Aber auch andere Län-
der nehmen hier eine Vorreiterrolle ein (Kasten 5.3.5-2).
5.3.5.3 
Ansätze zur Weiterentwicklung öffentlich- 
rechtlicher IKT
Der WBGU ist der Ansicht, dass die öffentliche Hand 
in der Verantwortung steht, IKT-gestützte öffent-
lich-rechtliche Räume zu schaffen, diese zu schützen 
und ihr Funktionieren zu gewährleisten und damit die 
entsprechenden Ziele für eine nachhaltige Entwicklung 
(insbesondere SDGs 4, 5, 9, 10 und 11; sowie als ein 
technisches Instrument für die anderen SDGs) zu rea-
lisieren. An öffentlich-rechtliche IKT werden folgende 
Anforderungen gestellt (Fromm et al., 2013: 9f.; Fromm 
et al., 2014; Schieferdecker et al., 2018: 209ff.): 
1. Es bedarf des Betriebs eigener Kommunikations-
netze und -dienste (Effektivität und Effizienz) 
in öffentlicher Hand, auch um Technologie- und 
Datensouveränität zu sichern. 
2. Öffentlich-rechtliche IKT-Systeme sollten sich durch 
eindeutige Entscheidungsprozesse und nachvollzieh-
barer Funktionen auszeichnen (Transparenz).
3. Zentral ist zudem ein ganzheitliches Sicherheitsden-
ken. Bereits in der Konzeptionierungsphase sollten 
Datenschutz, Datensicherheit als auch IT- und funk-
tionale Sicherheit mitgedacht werden (Sicherheit).
4. Aufgrund der zunehmenden Vernetzung von 
öffentlichen IKT-Systemen, die oft dezentral orga-
nisiert sind, ist es wichtig, dass diese über die 
Fähigkeit zur ebenen- und bereichsübergreifenden 
Zusammenarbeit verfügen (Interoperabilität). 
5. Um Inklusivität herzustellen und die Nutzung 
öffentlich-rechtlicher IKT zu fördern, sind der Ein-
bezug der Nutzer*innen bereits bei der Konzeption 
der IKT sowie eine benutzerfreundliche Bedien-
barkeit zentral. Zudem sind inklusive, diskriminie-
rungs- und barrierefreie Zugänge zu gewährleis-
ten, um für Jede*n die neuen Möglichkeiten gesell-
schaftlicher, wirtschaftlicher und politischer Teil-
habe zu erschließen (Inklusivität und Usability).
6. Damit öffentlich-rechtliche IKT ihre gesamtgesell-
schaftlichen Aufgaben adäquat erfüllen kann, sollte 
Kasten 5.3.5-2
Breitbandversorgung im internationalen 
Vergleich – Beispiele
Schweden
Schweden war der erste europäische Staat, der eine aktive 
Breitbandpolitik umsetzte und als Vorreiter in der Verfüg-
barkeit von Breitbandverbindungen gilt (Eskelinen et al., 
2008: 413). So erzielte das Land 2017 bei der Breitbandver-
fügbarkeit sehr gute Werte und lag über dem EU-Durschnitt, 
auch bei der Breitbandversorgung in ländlichen Gebieten 
(EU-Kommission, 2018a: 182). Eine zentrale Rolle bei der 
Breitbandversorgung mit Glasfasernetzen in Schweden spie-
len kommunale Akteure, wie Stadt- und Gemeindeverwaltun-
gen, Stadtwerke und kommunale Netzbetreiber, die „schon 
früh schnelle Internet-Leitungen als Gegenstand der Daseins-
vorsorge betrachtet (haben)“ (Beckert, 2017: 41) und eigene 
Kabel verlegten, die als Open-Access-Netze betrieben werden. 
Die kommunalen Netze machen etwa 60 % der schwedischen 
Glasfaserleitungen aus. Der Rest entfällt auf Telekommuni-
kationsanbieter und Kabel-TV-Anbieter (Beckert, 2017: 42). 
Das größte Telekommunikationsunternehmen TeliaSonera, 
welches sich zu mehr als 37% in Staatshand befindet, hat 
etwa eigene Glasfasernetze außerhalb der Versorgungsgebiete 
der Stadtnetze aufgebaut, die es in einem Open-Access-Mo-
dell auch anderen Anbietern zur Verfügung stellt (Beckert, 
2017: 43). Zur Förderung des Ausbaus von Breitbandinfra-
strukturen wurden in den Jahren von 2000 bis 2005 staat-
liche Mittel in Höhe von etwa 400 Mio. € bereitgestellt. In 
Schweden funktioniert dieses Modell, denn „(d)ie Stadtnetze 
zeigen seit vielen Jahren, wie Dienstewettbewerb auf einer 
gemeinsamen technischen Plattform funktionieren kann und 
durch den Erfolg der Stadtnetze haben sich Ansprüche ent-
wickelt, die kupferbasierte Ausbaustrategien als ungeeignet 
erscheinen lassen.“ (Beckert, 2017: 43).
Auch mit ihrer Breitbandstrategie aus dem Jahr 2016 setz-
te sich die schwedische Regierung ambitionierte Ziele. Es wird 
angestrebt, 95 % aller Haushalte und Unternehmen bis 2020 
mit einem Zugang zu Breitbandinternet mit einer Mindestge-
schwindigkeit von 100 Mbit/s zu versorgen. Bis 2025 soll der 
Zugang zu Hochgeschwindigkeitsbreitband in ganz Schweden 
verfügbar sein (Europäische Kommission, o.J.).
New York und San Francisco
Um die Breitbandversorgung der Bevölkerung mit mehr als 
100 Mbit/s sicherzustellen, haben US-amerikanische Groß-
städte eine Breitbandinitiative angestoßen. Die Städte New 
York City und San Francisco gelten dabei als Vorreiterinnen 
(Morozov und Bria, 2017: 82). Um die digitale Kluft in New 
York City zu schließen, soll der gesamten Stadtbevölkerung 
sowie urbanen Unternehmen im Rahmen der von Bürger-
meister Bill de Blasio verfolgten Strategie „One New York: The 
Plan for a Strong and Just City“ bis 2025 Zugang zu erschwing-
lichen, zuverlässigen und schnellen Breitbanddiensten 
ermöglicht werden (Shorris, 2015; DoITT, 2019). San Francis-
co strebt an, die digitale Kluft zu überwinden, mehr Wettbe-
werb bei den Internetzugangsdiensten zu schaffen und den 
Zugang zu schnellem Internet zu erschwinglichen Preisen in 
der Breite zu ermöglichen. Ziel ist, alle Haushalte und Unter-
nehmen der Stadt an ein Glasfasernetz anzuschließen und 
einen schnellen und erschwinglichen Internetzugang sowohl 
für Bürger*innen als auch Unternehmen zu schaffen (San 
Francisco Department of Technology, o. J.). Dazu soll ein 
stadtweites Glasfasernetz in Betrieb genommen werden, bei 
dem Netzneutralität und der Schutz der Privatsphäre Priorität 
haben. Um qualitativ hochwertigere Internetdienste zu 
erschwinglicheren Preisen bereitzustellen, hat sich die Stadt 
für ein ÖPP-Modell entschieden (Crawford, 2017).
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zudem ein ausgewogener Interessenausgleich aller 
Akteursgruppen (Zivilgesellschaft, Wirtschaft, Wis-
senschaft, öffentliche Verwaltung) geschaffen wer-
den (Fromm et al., 2014). So bedarf es des  Einbezugs 
(Zusammenarbeit, Abstimmung, Information) mög-
lichst vieler Akteursgruppen, um das Funktionieren 
der öffentlich-rechtlichen IKT-Infrastrukturen und 
-Dienste zu gewährleisten ( Partizipation).
7. Technische Komponenten sollten standardba-
siert, modular und austauschbar konzipiert wer-
den, um so Abhängigkeiten von einzelnen Her-
stellerunternehmen und Infrastruktur-Anbietern 
Kasten 5.3.5-3
Weiterentwicklung öffentlich-rechtlicher IKT in 
der EU: Next-Generation-Internet-Programm
Im Rahmen des Next-Generation-Internet-Programms wird 
die Errichtung europäischer Internetplattformen gefördert, 
um den dominierenden Internetplattformen, die von US-Fir-
men mit monopolähnlicher Marktstellung betrieben werden, 
etwas entgegenzusetzen (Morozov und Bria, 2017: 82). Das 
NGI-Programm wurde 2016 von der EU-Kommission aufge-
legt und zielt darauf ab, zusammen mit verschiedenen Stake-
holdern neue Internettechnologien zu erschließen und zu 
fördern sowie die Forschung voranzutreiben (Smart Data 
Forum, 2017). Ziel ist die Schaffung eines Internets, das im 
Dienste der Menschen und der Gesellschaft steht, derzeitige 
Probleme aufgreift (z. B. Monopolisierung und Datensicher-
heits- und Datenschutzaspekte) und mit Blick auf die Ent-
wicklung und Gestaltung dem Prinzip „Internet for the 
 people“ folgt. Das Internet der Zukunft soll im Rahmen eines 
inklusiven und multidisziplinären Ansatzes entwickelt wer-
den (Fatelnig und Müssigmann, 2017). Im Mittelpunkt stehen 
Werte wie Offenheit, grenzüberschreitende Zusammenarbeit, 
Dezentralisierung (z. B. durch dezentrale Datensysteme), die 
Vermeidung von Ausgrenzung, Transparenz und der Schutz 
der Privatsphäre (BMWi, 2017a). Das Programm steckt noch 
in den Anfängen, so dass abzuwarten bleibt, welche Wirkung 
es entfalten wird und ob die mit dem Programm verknüpften 
Ziele tatsächlich erreicht werden.
Kasten 5.3.5-4
Handlungsempfehlungen zum Schauplatz  
„Öffentlich-rechtliche IKT“ 
Der WBGU empfiehlt die Gewährleistung eines freien und 
gleichen Zugangs zu öffentlich-rechtlichen Informati-
ons- und Kommunikationsdiensten für alle, der als Teil der 
Daseinsvorsorge durch die öffentliche Hand selbst oder in 
ihrem Auftrag zur Verfügung gestellt wird. IKT sollten als 
integraler Teil nationaler Entwicklungsstrategien und -pläne 
verankert werden (Ericsson, 2016: 69ff.), so dass u. a. die 
digitale Kluft geschlossen und der Zugang zum Internet für 
alle gesichert wird (OECD, 2017b: 145). Der WBGU empfiehlt 
gemäß dieses Anforderungskataloges und im Einklang mit 
den Zielen des Next-Generation-Internet-Programms der EU 
(Kasten 5.3.5-3), öffentlich-rechtliche IKT als einen Kernbe-
reich öffentlicher Aufgaben zu definieren. Auf dieser Basis 
ließe sich alles, was politisch erwünscht ist, aber von Markt-
kräften nicht (ausreichend) geleistet wird, umsetzen (Lenk, 
2018: 241).
In diesem Zusammenhang befürwortet der WBGU einer-
seits die Gewährleistung von Netzneutralität im öffent-
lich-rechtlichen Teil des Internets. Andererseits ist die Schaf-
fung von Pluralität und Wettbewerb zentral, wozu u. a. die 
Förderung und Anwendung offener internationaler Standards 
und die Konzeption modularer und austauschbarer techni-
scher Komponenten gehört, um Abhängigkeiten von einzel-
nen Herstellerunternehmen und Infrastruktur-Anbietern zu 
vermeiden. Außerdem sollten Open-Source-Software ver-
wendet und entwickelt werden und andererseits Prinzipien 
wie Interoperabilität, Wiederverwendbarkeit, Sicherheit und 
Skalierbarkeit erfüllt werden (Zeit-Stiftung, 2018; Schieferde-
cker et al., 2018). Zudem sollten verstärkte privatwirtschaft-
liche Investitionen in digitale Infrastrukturen und Dienste, die 
die Berücksichtigung des Gemeinwohls im Blick haben, durch 
eine Verbesserung der Rahmenbedingungen für ihre Finan-
zierung als auch für die Umsetzung neuer Geschäftsmodelle 
ermöglicht werden (OECD, 2017b: 146).
Ziel sollte es sein, am Gemeinwohl orientierte und nicht 
auf den kommerziellen Gewinn ausgerichtete Strukturen 
der öffentlichen IKT-Infrastrukturplanung zu (re-)etablieren 
(Meerkamp et al., 2008). Auf- bzw. Ausbau und der Betrieb 
der IKT-Infrastrukturen und -Dienste sollen unter Nutzung 
energie-, ressourcen- und datenoptimierter Techniken auch 
ökologisch fokussiert erfolgen. Die Komponenten der öffent-
lich-rechtlichen IKT sollten an lokale Gegebenheiten und 
politische Ziele angepasst werden (UNCTAD, 2018). Dazu 
wurden der offene Dialog und die Kooperation zwischen ver-
schiedenen Stakeholdern (lokale Behörden, Wirtschaft, Wis-
senschaft, Zivilgesellschaft) zur Förderung einer schnellen, 
nutzerzentrierten Einführung und Verbesserung der IKT-An-
gebote empfohlen (Ericsson, 2016: 96ff.).
Für die Erfüllung der Aufgaben rund um eine öffent-
lich-rechtliche IKT sollten digitale Kompetenzen, insbesonde-
re in der öffentlichen Verwaltung und Politik, befördert wer-
den. Das kann durch gezielte Aus- und Weiterbildungsmodu-
le zum Aufbau bzw. zur Aktualisierung der IKT-Kompetenzen 
in den Verwaltungskarrieren geschehen. Neue Politikfelder, 
die sich durch die Digitalisierung herausgebildet haben, soll-
ten verstärkt berücksichtigt werden. Der netzpolitische Fokus 
auf IKT-Infrastrukturen und -Dienste sollte dabei um inhalts-
bezogene Fragen ergänzt werden, etwa „ob und wie weit mit 
einer ständig verfeinerten Datenbasis und ihrer Auswertung 
viele gesellschaftliche Probleme gelöst werden können“ 
(Lenk, 2018: 241).
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zu vermeiden. Außerdem sollten möglichst Open-
Source- Komponenten verwendet werden und ent-
lang einer Finanzierung mit öffentlichen Geldern 
 entstehen. Auch das Prinzip der Netzneutralität ist 
durch  regulatorische Maßnahmen zu gewährleisten 
und zu stärken (Wettbewerb und Pluralität).
8. Beim Auf- bzw. Ausbau sowie Betrieb der IKT- 
Infrastrukturen und -Dienste sollte auch der Schutz 
und die Erhaltung der natürlichen Lebensgrundla-
gen gewährleistet werden.
5.3.6 
Digitale Technik als Gender-Bender?
Geschlechtergerechtigkeit ist trotz wachsender politi-
scher Aufmerksamkeit weiterhin in keinem Land der 
Welt erreicht (Köhler, 2017). Mit der Agenda 2030 
haben sich die UN-Mitgliedstaaten auf einen wichtigen 
konzeptionellen Rahmen für Geschlechtergerechtigkeit 
geeinigt. Das SDG 5 formuliert für die globale Gemein-
schaft das Ziel bis 2030 alle geschlechterspezifischen 
Ungleichheiten zu überwinden. Diese umfassen bei-
spielweise geringere Bildungschancen (SDG 4.5), recht-
liche und ökonomische Ungleichbehandlung, schädli-
che soziokulturelle Praktiken (z. B. Zwangsverheiratung 
usw.) oder auch (sexualisierte) Gewalt und Diskriminie-
rung (SDG 5.1-5.6). Zudem wurde in SDG 5.b festgelegt, 
insbesondere Potenziale der Informations- und Kommu-
nikationstechnologien zu nutzen, um die Selbstbestim-
mung der Frauen zu fördern (UNGA, 2015). Wie genau 
können diese emanzipatorischen Potenziale gehoben 
werden, ohne Ungleichheiten zu verstärken? Kann, wie 
im Titel dieses Schauplatzes angedeutet, digitale Tech-
nik als „Gender-Bender“ bestehende Geschlechtergren-
zen und -klischees aufbrechen und zu mehr Geschlech-
tergerechtigkeit  beitragen?
Einerseits bieten Interaktionen im virtuellen Raum 
prinzipiell die Möglichkeit Ungleichbehandlungen, die 
auf physische Differenzen, wie Geschlechtsmerkmale 
und Alter zurückzuführen sind sowie rassistische Dis-
kriminierung, zu überwinden. Zudem kann digitale 
Technik bei gezielter Steuerung auch emanzipatorische 
Wirkung entfalten. Andererseits entstehen digitale Sys-
teme nicht in einem technischen Vakuum. Sie werden 
von Menschen innerhalb eines soziokulturellen Kontex-
tes entwickelt, weshalb ihre Entwicklung und Nutzung 
Gefahr laufen gesellschaftliche Ungleichheiten und Dis-
kriminierungen verschiedenster Art (Kasten 5.3.6-1) 
zu reproduzieren (Garcia et al., 2018; Hargittai und 
Hsieh, 2013; Nakamura, 2014). Aktive politische und 
gesellschaftliche Gestaltung sind daher im Digitalen 
Zeitalter weiterhin unabdingbar, um die Gleichstellung 
der Geschlechter voranzubringen, auch jenseits eines 
zweigeschlechtlichen Verständnisses (Kasten 5.3.6-2). 
Im Folgenden werden vordringliche Handlungsbedarfe, 
wie der Abbau geschlechtsspezifischer Zugangsbarrie-
ren, die Stärkung von Geschlechtervielfalt und Sensibi-
lisierung innerhalb der Tech-Community, der anti-dis-
kriminatorische Einsatz von Algorithmen wie auch die 
Gestaltung digitaler Experimentierräume für Gleichstel-
lung und Geschlechtervielfalt thematisiert.
5.3.6.1 
Ausschluss vom Digitalen: Geschlechtsspezifische 
Zugangsbarrieren
Auch wenn sich der Zugang zu Informations- und Kom-
munikationssystemen verbessert hat, blieb global gese-
hen die Geschlechterkluft unverändert. Zwischen 2013 
und 2017 ist der weltweite Anteil der Frauen, die das 
Internet nutzen, von 37 % auf 45 % (+8 %) und der 
Anteil der Männer von 41 % auf 51 % (+10 %) gestie-
gen (Daten für andere Gendergruppen werden nicht 
erfasst). Während in Industriestaaten Frauen und 
Kasten 5.3.5-5
Forschungsempfehlungen zum Schauplatz  
„Öffentlich-rechtliche IKT“
Angesichts der gesellschaftlichen Relevanz und Dringlichkeit 
des Themengebiets ist eine geistes- und sozialwissenschaft-
liche Begleitforschung essenziell (Kap. 10). Mögliche The-
mengebiete wären etwa das Vertrauen in Daten oder Dienste 
(Rieder und Simon, 2018) und den Grenzen einer tendenziell 
technokratischen „Governance by numbers“ sowie Potenziale 
und Grenzen der Berechenbarkeit und (Teil-)Automatisierung 
der (sozialen) Welt (Mainzer, 2018; Królikowski et al., 2017).
Die öffentlich-rechtliche IKT sollte somit selbst Gegen-
stand der Forschung werden. Forschungsfragen sind bei-
spielsweise: 
 > Wie ist sie zu gestalten? 
 > Welche Angebote sind fundamentaler Bestandteil der 
öffentlich-rechtlichen IKT, welche sind optional und wel-
che außerhalb? 
 > Wie ist sie zu finanzieren, zu regulieren und zu betreiben? 
 > Welcher technischen Lösungen bedarf es, um die öffent-
lich-rechtliche IKT als Innovationsmotor der Wirtschaft, 
öffentlichen Verwaltung und Wissenschaft einerseits als 
auch Anker einer offenen, demokratischen und multilate-
ralen Meinungsbildung andererseits zu etablieren? 
 > Wie verändert sich das soziale Gefüge mit der Verfügbar-
keit und Nutzung öffentlich-rechtlicher IKT? 
 > Wie ist die allgemeine IKT-Innovationsgeschwindigkeit mit 
der der öffentlich-rechtlichen IKT abzustimmen? 
 > Wie wird die Teilhabe an der öffentlich-rechtlichen IKT 
befördert?
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 Männer ähnlich gut angebunden sind (80 % der Frauen 
und 82 % der Männer haben Zugang zum Internet), ist 
die Geschlechterkluft in Schwellen- und Entwicklungs-
ländern weiterhin groß. In Schwellenländern haben 
38 % der Frauen und 45 % der Männer, in Entwick-
lungsländern 14 % der Frauen und 21 % der Männer 
Zugang zum Internet (Sanou, 2013; ITU, 2017a). 
Zugangsbarrieren bilden insbesondere für Frauen 
und Geschlechterminderheiten benachteiligende kultu-
relle Kontexte und Normen (IGF, 2017, 2018a). Diese 
können auch die Mitwirkung an Gestaltungs- und 
Entscheidungsprozessen innerhalb des Internet- und 
Tech-Sektors einschränken oder die Nutzungserfahrung 
negativ prägen, wodurch existierende Ungleichheiten 
perpetuiert oder sogar potenziert werden. Beispiels-
weise liegt der Anteil der Autorinnen bei Wikipedia, 
die weltweit größte Online-Enzyklopädie, unter 10 % 
(Ford und Wajcman, 2017). Wenig überrascht daher, 
dass auf Wikipedia anhaltende Genderstereotypen und 
-ungleichheiten identifiziert wurden ( Graells-Garrido 
et al., 2015; Wagner et al., 2015). Die Nutzungserfah-
rung von Frauen und Genderminderheiten ist zudem 
auch im digitalen Raum von Gewalt geprägt. Obwohl 
digitale Gewalt zunimmt, von der Personen mit Trans-
genderidentitäten besonders hart betroffen sind (Levitt 
und Ippolito, 2013), wird sie in vielen Staaten bislang 
noch nicht als „reale“ Gewaltform anerkannt (Šimono-
vic, 2018). 
Vor allem in Schwellen- und Entwicklungsländern 
ist aber auch die ungleiche Verfügungsgewalt über 
finanzielle Ressourcen für die Anschaffung von End-
geräten oder Netzanschlüssen relevant (A4AI, 2016; 
GSMA, 2018). So beanspruchen beispielsweise im asi-
atisch-pazifischen Raum männliche Familienmitglie-
der in Haushalten mit geringem Einkommen, die häufig 
wenn überhaupt nur ein Mobiltelefon besitzen, dessen 
Nutzung bevorzugt für sich (IGF, 2017, 2018a). In Ent-
wicklungs- und Schwellenländern ist die Gefahr einer 
digitalen Spaltung der Gesellschaft besonders groß. Die 
Gründe für genderspezifische Zugangsbarrieren, die zu 
Benachteiligung oder zum Ausschluss für Frauen und 
Genderminderheiten vom digitalen Leben führen, lie-
gen demnach vor allem in bestehenden Diskriminie-
rungsmustern.
5.3.6.2 
Weiterhin Männerdomäne: Genderaspekte im 
Design technischer Systeme 
Ein großer Anteil der Gestaltungsmacht über den Digi-
talisierungsprozess liegt bei Personen mit technischer 
Expertise, z. B. Programmierer-, IT-Expert- oder Wis-
senschaftler*innen (Kap. 4.2.4). Wie die vorherrschen-
den Gendereinstellungen die Technologieentwicklung 
und -nutzung prägen, wird bereits seit den 1990er 
Jahren durch den sozialwissenschaftlichen Cyber- und 
Technikfeminismus erforscht (Haraway, 1991; Haw-
thorne und Klein, 1999; Faulkner, 2001; Wajcman, 
1991, 2010). Dessen Impulse zur kritischen Auseinan-
dersetzung mit Genderaspekten in der Technikentwick-
lung stießen bislang allerdings außerhalb der Gender-
studien nur auf schwache Resonanz und wurden nicht 
systematisch in technische Ausbildungen  integriert. 
Kasten 5.3.6-1
Digitale Klüfte und Onlinediskriminierung
„Alle haben Anspruch auf gleichen Schutz gegen jede Dis-
kriminierung“ heißt es in der UN-Menschenrechtscharta (UN, 
1948). Der WBGU untermauert dieses allgemeine Diskrimi-
nierungsverbot indem er die Unantastbarkeit der menschli-
chen Würde explizit als Orientierungshilfe für die Gestaltung 
der Digitalisierung benennt und dem normativen Kompass 
(Kap. 2.2) als Fundament zugrunde legt. Teilhabe und Eigen-
art sind im Genderkontext besonders relevante Dimensionen 
dieses Kompass. Tim Berners-Lee entwarf das Internet mit 
dem Gedanken ein universell zugängliches und offenes Netz-
werk zu spannen (Berners-Lee, 2010). Als großer Gleichma-
cher (Equalizer), versprach es Chancengleichheit beim Zugang 
zu Information und Dienstleistungen (Hargittai und Hsieh, 
2013). Jedoch ist Diskriminierung im analogen und digitalen 
Raum weit verbreitet. Häufig interagieren Benachteiligungen 
aufgrund diverser Identitätsmerkmale (Intersektionalität) 
und führen mitunter on- und offline zu Mehrfachdiskriminie-
rung (Hill Collins und Bilge, 2016). Um dieser Vielfalt an digi-
talen Ausgrenzungsdynamiken gerecht zu werden, jenseits 
rein technischer Zugangsbarrieren, sprechen einige Personen 
im Plural von digitalen Klüften und Ungleichheiten (Hargittai 
und Hsieh, 2013; Nakamura, 2014).
Digitale Klüfte existieren sowohl geographisch, etwa zwi-
schen Stadt und Land, zwischen Ländern als auch zwischen 
Bevölkerungsgruppen (z. B. nach Alter und Einkommen; 
 Zillien und Haufs-Brusberg, 2014). Die Weltbank beziffert 
beispielsweise, dass in afrikanischen Ländern die Wahr-
scheinlichkeit, Internetzugang zu haben, für die besserge-
stellten 60 % fast dreimal so hoch ist wie für die ärmsten 40 % 
(World Bank, 2016). Entscheidend sind neben dem materiel-
len Zugang zu IKT, insbesondere auch der fähigkeits- und 
nutzungsbezogene Zugang, d. h. dass Sprachbarrieren über-
wunden, Lehrer*innen zu der Vermittlung von IKT-basiertem 
Wissen befähigt bzw. generell genügend Lehrkräfte im Bil-
dungssektor zur Verfügung stehen. Gleichzeitig liegen in der 
Digitalisierung auch enorme Potenziale zur Schließung sozio-
ökonomischer Disparitäten. Ein Hindernis sind die relativ 
hohen Kosten für die Internetnutzung in Entwicklungslän-
dern im Vergleich zu reicheren Ländern: Kostet der Internet-
zugang in reichen Ländern ca. 1,7 % des Jahresnettoeinkom-
mens, betragen die relativen Zugangskosten bis zu 40 % des 
Jahresnettoeinkommens in Entwicklungsländern (Weingar-
ten, 2013).
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Da unter den technikgestaltenden Akteur*innen 
Frauen und Genderminderheiten weiterhin unterre-
präsentiert sind, entscheiden vor allem Männer über 
Genderaspekte im Design technischer Systeme. Die ist 
ein Umstand, der mit zunehmender Verbreitung digi-
taler Lösungen an gesellschaftlicher Relevanz gewinnt, 
etwa beim zunehmenden Einsatz virtueller Assistenten: 
Waren Sprachassistenten bei einem Test in der Lage, bei 
Äußerungen zu Selbstmordabsichten oder gesundheit-
lichen Notfällen wie Herzinfarkten auf geeignete Not-
rufnummern hinzuweisen, wurden Äußerungen rund 
um häusliche Gewalt oder Vergewaltigungen nicht 
als Notsituation erkannt (Miner et al., 2016). Bei der 
Zuweisung einer Persönlichkeit bzw. menschenähnli-
cher Attribute zu Robotern und autonomen Systemen, 
besteht außerdem die Gefahr, dass dabei auf weibliche 
Stereotype zurückgegriffen wird und bestehende Rol-
lenverständnisse zementiert werden (Ferrando, 2014). 
Virtuelle Assistenten wurden bereits dafür kritisiert, 
dass sie auf zweideutige Fragen, Beleidigungen und 
sexuelle Annäherungen sehr zurückhaltend reagieren 
und damit ein passives Frauenbild verbreiten (Fessler, 
2017). Technische Systeme sind also nicht wie häufig 
angenommen neutral, sondern sie reflektieren beste-
hende Gendereinstellungen. Die genderspezifischen 
Auswirkungen des Designs digitaler Technologien auf 
einzelne Nutzer*innen und die Gesellschaft sollten kon-
sequent verfolgt und für eine inklusive Technologiege-
staltung ein sensibler Umgang mit Diversität innerhalb 
der Tech-Community gefördert werden.
Momentan schließen weiterhin in beinahe allen Län-
dern der Welt weniger Frauen als Männer ingenieurs- 
und computerwissenschaftliche Studiengänge ab. Aus-
nahmen sind der Oman (53 % weiblicher Graduierten-
anteil in den Ingenieurswissenschaften) und Malaysia 
(es besteht Parität im IT-Sektor). In Deutschland lag der 
Anteil von Absolventinnen im Studienbereich Informa-
tik 2017 bei 19,5 %, in den Ingenieurswissenschaften 
bei 23,1 % (Kompetenzzentrum Technik- Diversity-
Chancengleichheit, 2018). Auch in den Naturwissen-
schaften gilt dieser Zusammenhang für eine Mehrzahl 
der Länder, wobei der Anteil der Absolventinnen weit-
aus höher ist. In Europa und Nordamerika variiert er 
zwischen 26 % und 55 %. Einige Entwicklungs- und 
Schwellenländer weisen vergleichsweise höhere Anteile 
auf. In elf von 18 arabischen Staaten sind die Mehrheit 
Absolventinnen, in Guatemala sogar 75 % (UN, 2015b). 
Da die gesellschaftliche Bedeutung dieser Fächergrup-
pen weiter steigen wird (Grabka, 2016; OECD, 2017a; 
Sorgner et al., 2017; WEF, 2016b) sollten die weiter 
bestehenden Unterschiede als Weckruf gesehen wer-
den. Dies gilt insbesondere für die nicht vernachlässig-
bare Anzahl von Ländern, in denen der Anteil von Absol-
ventinnen in tech-relevanten Studiengängen sinkt und 
nicht steigt (UN, 2015b). Hinzu kommt, dass der unver-
hältnismäßig hohe Anteil von Männern in technischen 
Berufen mit einem geringen Sensibilisierungsgrad für 
Geschlechtergerechtigkeit einhergeht. In Deutschland, 
einem vermeintlich progressiven Land in Hinblick auf 
Gendereinstellungen, haben lediglich 17 % der Männer 
Kasten 5.3.6-2
Die Überwindung des binären Verständnisses 
von biologischem und sozialem Geschlecht als 
weltweite Herausforderung
Die Überwindung des binären Verständnisses von biologi-
schem und sozialem Geschlecht stellt weltweit eine Heraus-
forderung dar, trotz der Fortschritte der letzten Jahrzehn-
te. Einzelne Länder führen bereits eine dritte juristische 
Geschlechtskategorie, die den Umstand vermerkt, dass die 
Person nicht im zweigeschlechtlichen Verständnis eingeord-
net ist (Shardlow, 2017; UN, 2015a). In Deutschland kön-
nen sich intersexuelle Menschen seit Dezember 2018, als 
„divers“ im Geburtenregister eintragen lassen. Auch einige 
Kulturkreise erkennen historisch mehr als zwei oder dyna-
mische Geschlechterkategorien an (Nanda, 1999; Roscoe, 
1991; Kulick, 1998). Das zweigeschlechtliche Verständnis, 
bei dem das soziale Geschlecht (Genderidentität und Gender-
rollen) in Übereinstimmung mit einem von zwei biologischen 
Geschlechtern steht (männlich oder weiblich), bildet jedoch 
weltweit weiterhin die Norm (Köhler, 2017). Es grenzt diverse 
Genderminderheiten aus, wie etwa intersexuelle Menschen, 
deren biologisches Geschlecht nicht binär eingeordnet wer-
den kann und transgender Personen, deren Genderidentität 
nicht dem bei der Geburt zugewiesenem Geschlecht ent-
spricht. Zudem grenzt es aufgrund starrer Rollenzuschrei-
bungen gleichzeitig cis-gender Männer und Frauen ein (But-
ler, 1991; OHCHR, 2013; Wippermann, 2016). Die weltweite 
zweigeschlechtliche Norm spiegelt sich auch darin, dass SDG 5 
zum Abbau von geschlechterspezifischer Ungleichheit impli-
zit eine zweigeschlechtliche Perspektive hat (Dorey, 2016). 
Sowohl auf national als auch international besteht somit wei-
terhin Handlungsbedarf, um der Vielfalt und Dynamik von 
Geschlechterrollen gerecht zu werden. 
Der Frage, ob digitale Technik bewusst zur Überschreitung 
bestehender Geschlechtergrenzen und als Experimentierraum 
für Geschlechtervielfalt, also als emanzipatorischer „Gen-
der-Bender“, eingesetzt werden kann, wird derzeit noch 
wenig Aufmerksamkeit geschenkt. Dabei ist diese Debatte 
dringend nötig: für Deutschland zeigt beispielsweise eine 
erste Erhebung, dass sich 3,3 % der Bevölkerung nicht im 
binären Mann-Frau-Schema wiedererkennt (Allmendinger, 
2017) und nur 17 % der deutschen Männer haben ein gleich-
stellungskonsequentes Geschlechter-Leitbild (Wippermann, 
2016). Der WBGU bringt in Kapitel 5.3.6.4 einige erste Ideen 
ein, wie mit Hilfe digitaler Experimentierräume mehr Gleich-
stellung und Geschlechtervielfalt erreicht werden kann und 
eingrenzende Rollenzuschreibungen aufgebrochen werden 
können.
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Kasten 5.3.6-3
Handlungsempfehlungen zum Schauplatz  
„Digitale Technik als Gender-Bender?“
Geschlechtergerechtigkeit ist trotz wachsender politischer 
Aufmerksamkeit weiterhin nirgendwo auf der Welt erreicht 
(Köhler, 2017). Daher sind Gleichstellungsmaßnahmen wie 
z. B. rechtliche Angleichungen, paritätische Aufteilung unbe-
zahlter Arbeit oder der Abbau diskriminierender soziokul-
tureller Praxen weiterhin unerlässlich. Neue digitale Instru-
mente, oder Maßnahmen zum Abbau von Ungleichheiten im 
digitalen Raum, sollten als Ergänzung jedoch nicht als Ersatz 
bestehender gleichstellungspolitischer Maßnahmen angese-
hen werden. 
 > Beim Netzausbau genderspezifische Zugangsbarrieren 
berücksichtigen: Global erreichte der Netzausbau im Jahr 
2018 einen Meilenstein: mehr als 50 % der Weltbevölke-
rung haben Zugang zum Internet. Jedoch sehen sich Frauen 
und Genderminderheiten disproportional mit Zugangsbar-
rieren konfrontiert. Beim weiteren Netzausbau sollte ver-
mehrt darauf geachtet werden sinnvollen Zugang für diese 
Gruppen zu gewährleisten und Zugangsbarrieren kon-
textspezifisch zu ergründen und abzubauen. Das Inter-
net Governance Forum der UN identifizierte Barrieren wie 
mangelnde Erschwinglichkeit, fehlende Infrastrukturen, 
Sprache (fehlende lokale Sprachen), unzureichende digi-
tale Kompetenzen, soziale Stigmata sowie kulturelle Fak-
toren (IGF, 2017).
 > Loslösung vom binären Geschlechtermodell und rigiden 
Geschlechterrollen in allen Ländern digital vorantreiben: 
Bei digitalen Identitäten, die eine Geschlechterzuweisung 
erfordern, sollten weitere Kategorien realisiert werden, die 
der Geschlechtervielfalt Rechnung tragen. Auch KI-Per-
sönlichkeiten und humanoide Roboter sollten gendersensi-
bel gestaltet werden, um die direkte Reproduktion existie-
render Stereotypen zu verhindern. In diesem Zusammen-
hang sollte auch die Kennzeichnungspflicht für Interakti-
onen mit Maschinen im Cyberraum geregelt werden bzw. 
neue Maschinen-Kategorien oder „Maschinen-Geschlech-
ter“ entwickelt werden, die Maschinen eindeutig als solche 
erkennbar machen.
 > Digitale Experimentierräume zur Sensibilisierung für Gleich-
stellung und Geschlechtervielfalt: Es sollten gezielt digitale 
Experimentierräume geschaffen werden, welche es Indi-
viduen ermöglichen, ihre Genderidentität spielerisch zu 
erfahren und durch Perspektivwechsel für die Positionen 
anderer sensibilisiert zu werden. Diese sollten für Bildungs-
zwecken an Schulen sowie in der Erwachsenenbildung ein-
gesetzt werden.
 > Vielfalt in der Tech-Community fördern und Kulturwandel 
herbeiführen: Programme zur Stärkung von Frauen und 
Genderminderheiten in MINT-Berufen (Mathematik, Infor-
matik, Naturwissenschaft und Technik – MINT) gewinnen 
durch die rasch fortschreitende Digitalisierung weiter an 
Bedeutung. Insbesondere Tech-Unternehmen sollten auf 
eine inklusive Lern- und Arbeitskultur sowie eine generelle 
Sensibilisierung in Antidiskriminierungsfragen hinarbeiten 
und strukturelle Diskriminierung unterbinden. In Anbe-
tracht ihrer steigenden gesellschaftlichen Wirkmacht sowie 
der Verbreitung digitaler Produkte, sollte eine Professions-
ethik für diesen Industriezweig, und insbesondere für Pro-
duktverantwortliche und Entwickler*innen, erarbeitet und 
in die Ausbildung integriert werden.
 > Digitale Gewalt als solche anerkennen: Um neuen Formen 
geschlechterspezifischer Diskriminierung und Gewalt zu 
begegnen, sollten Technik- und internetbasierte Gewalt, 
von allen Staaten als solche anerkannt und in der Gesetz-
gebung Staaten berücksichtigt werden.
Kasten 5.3.6-4
Forschungsempfehlungen zum Schauplatz  
„Digitale Technik als Gender-Bender?“
 > Interdisziplinäres Forschungsprogramm zur Offenlegung 
von Genderungleichheiten aufsetzen und digitale Anti-Dis-
kriminierungsagenda entwickeln: Die Europäische Kommis-
sion sowie das BMBF sollten Rahmenbedingungen für ein 
interdisziplinäres Forschungsprogramm schaffen, welches 
Expertise zu den Themen Gender und maschinellem Ler-
nen bündelt. Ziel des Programmes sollte die systema-
tische Untersuchung existierender geschlechtsbezogener 
Verzerrungseffekte (Gender Bias) in medialen Inhalten, 
in sozialen Prozessen und Produkten im digitalen Raum 
sein. Neue Analysemethoden sowie qualitative sozialwis-
senschaftliche Ansätze sind hier besonders vielverspre-
chend. In einem nächsten Schritt sollte eine interdiszipli-
näre Task-Force eingerichtet werden, die in Anbetracht der 
 Forschungsergebnisse eine Anti-Diskriminierungsagenda 
für das Digitale Zeitalter entwickelt.
 > Forschungsagenda für die Re-Produktion von Gender und 
Genderungleichheit aufsetzen: Der WBGU empfiehlt eine 
Forschungsagenda aufzusetzen, die die in virtuellen Räu-
men produzierten Genderverständnisse gezielt untersucht 
und analysiert wie sie auf bestehende Genderbilder aus-
wirken.
 > Kritische Genderperspektiven in Informatik-Ausbildung inte-
grieren: Ein sensibler Umgang mit Diversität ist zentral für 
eine inklusive Technologiegestaltung. Um spezifisch die 
Reproduktion ungleicher Gendervorstellungen durch tech-
nische Systeme zu minimieren, sollte bereits im Informatik-
studium und verwandten Ausbildungen eine kritische Gen-
derperspektive integriert werden. Dazu sollten die Ergeb-
nisse der Genderstudien des sozialwissenschaftlichen 
Cyber- und Technikfeminismus herangezogen  werden.
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ein gleichstellungskonsequentes Geschlechterleitbild 
(Wippermann, 2016). Für den Abbau ungleich verteil-
ter  Gestaltungsmacht sollte daher vor allem die Diver-




Bei gezielt emanzipatorischem Einsatz können digi-
tale Lösungen auch dazu beitragen, ein Bewusstsein 
über bestehende Ungleichheiten und Diskriminie-
rung zu schaffen sowie die Entstehung rigider Rollen-
zuschreibungen nachzuverfolgen. Soziale Interaktio-
nen (z. B. schriftliche Kommunikation in Chats, das Tei-
len von Bildmaterial), die bislang nicht immer im Detail 
nachvollziehbar waren, hinterlassen im digitalen Raum 
Daten, die strategisch ausgewertet werden können. 
Auch die Analyse unstrukturierter Daten, d. h. Daten 
denen es an einer formalisierten Struktur fehlt (z. B. 
Videos, Bilder oder Text; Eckert et al., 2014: 7), kann 
heute für ein verbessertes Verständnis von Gender-
ungleichheiten genutzt werden. Mittels  automatisierter 
Analyse von Textkorpora und Filminhalten konnten 
bereits Diskriminierungsmuster im Sprachgebrauch 
aufgezeigt (Caliskan et al., 2016) und die Unterreprä-
sentation von Frauen in Bezug auf Redezeiten und 
Leinwandpräsenz in Filmen quantifiziert werden (GDI, 
2017). 
Auch die Entstehung von Genderungleichheiten kann 
digital nachverfolgt werden, wie beispielsweise die Ana-
lyse von Kommentaren im Chatraum eines interaktiven 
Computerspiels zeigt: Obwohl die Spieler*innen nur über 
ihre Aktionen innerhalb des Computerspiels beobachtet 
werden, erhalten als weiblich identifizierte Spieler*in-
nen häufiger auf Körperaspekte bezogene Kommentare, 
wohingegen als männlich identifizierte Spieler*innen 
eher in Bezug auf technische oder strategische Aspekte 
kommentiert werden (Nakandala et al., 2016). Auf Git-
hub, einem webbasierter Onlinedienst, der kollabora-
tive Software-Entwicklung ermöglicht, akzeptierten 
Entwickler*innen in einem kollektiven Entscheidungs-
prozess 71,8 % der von Frauen geschriebenen Pro-
grammcodes, wenn das Geschlecht unbekannt war. Bei 
Offenlegung des Geschlechts sank die Akzeptanzquote 
auf 62 %, ohne dass sich die Qualität des Programmcodes 
verändert hätte (Terrell et al., 2017). 
Werden Algorithmen unreflektiert an solch verzerr-
ten Daten trainiert, reproduzieren sie die diskriminie-
renden Muster. Eine an verzerrten Daten trainierte Soft-
ware schloss z. B., dass Computerprogrammierer sich zu 
Mann, wie Hausfrau zu Frau verhält (Bolukbasi et al., 
2016). Umso wichtiger wird es, auch das anti-diskrimi-
natorische Potenzial neuer Analyseverfahren zu erken-
nen und zu nutzen. Damit können genderbasierte Dis-
kriminierung und durch (un-)bewusste Voreingenom-
menheit beeinflusste Entscheidungen sichtbar gemacht 
und geeignete Maßnahmen für Geschlechtergleichheit 
abgeleitet werden.
5.3.6.4 
Digitale Experimentierräume für Gleichstellung 
und Geschlechtervielfalt
In virtuellen Räumen werden flexible und diverse 
 Genderidentitäten gelebt, die der WBGU in der Katego-
rie Eigenart (normativer Kompass, Kap. 2.2) bekräftigt 
(Cannon et al., 2017; Cipolletta et al., 2017).  Facebook 
stellt seinen Nutzern beispielsweise bis zu 73 Gender-
kategorien zur Auswahl (Haimson und  Hoffmann, 
2016). Zudem haben einige benachteiligte Gender-
minderheiten, beispielsweise Transgenderpersonen, die 
Möglichkeit Zugehörigkeit und Fürsorgestrukturen zu 
entwickeln, die ihnen im dominanten öffentlichen Dis-
kurs oftmals verwehrt bleiben, jedoch zentrale Identi-
tätsstifter und alltagsnotwendige Stützpunkte darstel-
len (Cavalcante, 2016). Digitale Räume können außer-
dem genutzt werden, um Menschen durch immersive 
virtuelle Realitäten, anhand von Avataren, sprich-
wörtlich in die „digitalen Schuhe“ von benachteilig-
ten  Personen zu setzten. Somit werden sie u. a. für gen-
derbasierte Ausgrenzung sensibilisiert und  negative 
 soziale Stereotypen reduziert (Yee und Bailenson, 
2006). Das Experimentieren im digitalen Raum kann 
daher dazu beitragen, rigide Rollenverständnisse auf-
zuweichen und neue Rollenbilder zu etablieren, um der 
Vielfalt und Dynamik von Geschlechterrollen gerecht 
zu werden.
5.3.7 
Digitale Selbstvermessung des Körpers: zwischen 
Empowerment und Kontrollverlust
Die Digitalisierung immer weiterer Lebensbereiche 
betrifft auch die Verbreitung von IKT im Gesundheits-
wesen. Beispiele sind die Implantation digitalisier-
ter Geräte zur Unterstützung körperlicher Funktio-
nen (Themenkasten 5.3-2) in Form virtueller Sprech-
stunden per Videochat oder durch Apps und Geräte 
zur Selbstvermessung des Körpers. Letzteres wird hier 
beispielhaft aufgegriffen, um die Digitalisierung des 
Gesundheitswesens und die möglichen Implikationen 
der umfassenden Datenerhebung und -verfügbarkeit 
aufzuzeigen. Dieses Thema erscheint besonders rele-
vant, weil digitale Selbstvermessung ganz wesentlich 
drei der vier Dimensionen des normativen Kompas-
ses des WBGU (Kap. 2.2) beeinflussen kann: Teilhabe, 
Eigenart und menschliche Würde. Zudem beeinflusst 
es Gesundheit und Wohlergehen, die sowohl Ziele 
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(SDG 3) als auch Ressourcen einer Transformation zur 
 Nachhaltigkeit sind (WBGU, 2016b: 199). 
5.3.7.1 
Digitale Selbstvermessung und dabei entstehende 
Daten 
Eine im Jahr 2016 in 16 Ländern weltweit durchge-
führte Befragung ergab, dass eine*r von drei Inter-
netnutzer*innen digitale Hilfsmittel verwendet, um 
die eigene Gesundheit oder Fitness zu beobachten, zu 
bewerten und gegebenenfalls zu überwachen. Selbst-
vermessung als Ausprägung der fortlaufenden Daten-
aufzeichnung (tracking) liegt vor, wenn die Initiative 
zur Datenaufzeichnung vom Individuum selbst ausgeht. 
Dabei unterscheiden sich die Wege der Datenerhebung. 
So können Menschen Daten (etwa Essverhalten oder 
medizinische Untersuchungsergebnisse) selbstständig in 
Apps und andere Datenträger eintragen. Zudem können 
vernetzte Geräte bestimmte Messergebnisse (z. B. das 
Gewicht mittels vernetzter  Waagen) direkt an persönli-
che Geräte oder zentrale Server übermitteln. Vermehrt 
werden Gesundheitsdaten „nebenbei“ durch direkt am 
Körper getragene Computer (Wearables) erhoben, wie 
Smartwatches und Fitness-Tracker (Jülicher und Delisle, 
2018). Über Fitness- und Gesundheitsdaten hinaus wer-
den zudem Metadaten erhoben, also Daten über das 
Wearable selbst, wie die Dauer und Intensität der Gerä-
tenutzung oder Verbindungsdaten (Jülicher und Delisle, 
2018). Alle erhobenen Daten, einschließlich der Metada-
ten, erlauben Rückschlüsse auf Gewohnheiten der Nut-
zer*innen (Mau, 2017: 118) und werden für Bewertun-
gen des Verhaltens und Verhaltensvorhersagen durch 
algorithmenbasierte Systeme verwendet. Die Berech-
nungsmethoden fallen dabei häufig unter das Betriebs-
geheimnis der Hersteller, so dass für die Nutzer*innen 
nicht nachvollziehbar ist, wie die Ergebnisse zustande 
 kommen (Rey, 2018: 5–6). 
Die erhobenen Daten digitaler Selbstvermessungsan-
wendungen werden rechtlich größtenteils als Gesund-
heitsdaten eingestuft (Kampert, 2018). Im Hinblick auf 
das europäische Datenschutzrecht, das ein vergleichs-
weise hohes Schutzniveau aufweist (Kasten 4.2.6-3), 
sind Gesundheitsdaten personenbezogene Daten, die 
sich auf die körperliche oder geistige Gesundheit einer 
natürlichen Person beziehen und aus denen Informatio-
nen über deren Gesundheitszustand hervorgehen (Art. 
4 Nr. 15 EU-DSGVO). Sie werden als besonders sensi-
bel eingestuft, da ihre Verarbeitung erhebliche Risiken 
für das Recht auf Leben und Gesundheit bergen (Art. 
9 EU-DSGVO, Erwägungsgrund 51 EU-DSVGO) und sie 
als Grundlage für Diskriminierungen dienen können 
(Weichert, 2017). Neben Gesundheitsdaten (im engen 
Sinne) können jedoch auch zahlreiche andere perso-
nenbezogene Daten Rückschlüsse auf die Gesundheit 
zulassen (z. B. Bewegungsdaten oder das Suchverhal-
ten im Internet; Deutscher Ethikrat, 2017), die je nach 
Kontext ebenfalls als gesundheitsrelevant einzustufen 
sind. 
5.3.7.2 
Stärkt oder schwächt digitale Selbstvermessung 
der Gesundheit die Selbstbestimmung Einzelner?
Umfassende repräsentative empirische Studien zu indi-
viduellen und gesellschaftlichen Auswirkungen der 
digitalen Selbstvermessung stehen noch aus. Im Fol-
genden werden daher ausgewählte Implikationen der 
digitalen Selbstvermessung beleuchtet, die weiterer 
empirischer Überprüfungen bedürfen. 
Als positiver Effekt der digitalen Selbstvermes-
sung wird in der Literatur hervorgehoben, dass Nut-
zer*innen von Selbstvermessungsangeboten auch ohne 
medizinische Fachkenntnisse ein besseres Verständnis 
und größere Kontrolle über den eigenen Körper und 
Gesundheitszustand erlangen könnten (Jülicher und 
Delisle, 2018: 84; Sharon, 2017: 97). Die Selbstbe-
stimmung der Nutzer*innen kann potenziell dadurch 
gestärkt werden, dass diese mittels entsprechender 
digitaler Selbstvermessungsangebote niedrigschwellig 
und ohne Einbezug des Gesundheitssystems im Sinne 
der Prävention, Therapie und Nachsorge zu gesund-
heitsfördernden Lebensstiländerungen animiert wer-
den (z. B. Erhöhung der körperlichen Aktivität; Cha-
rismha, 2016: 21). Die erhobenen Daten können auch 
vom behandelnden medizinischen Personal unabhän-
gig von Ort und Zeit in aggregierter und visualisierter 
Form zur Diagnostik und Behandlung von Krankhei-
ten herangezogen werden (Charismha, 2016; Heyen, 
2016). Verbessertes  Patientenwissen könnte zudem 
die Informationsasymmetrie in der Beziehung zwi-
schen ärztlichem Fachpersonal und Patient*in aufbre-
chen und damit möglicherweise eine bessere Transpa-
renz im Gesundheitswesen bewirken. Potenziell wird 
es Patient*innen ermöglicht, mehr Verantwortung für 
die eigene Gesundheit zu übernehmen und z. B. ihre 
Patientenrechte besser wahrzunehmen (Charismha, 
2016: 2; Sharon, 2017: 97). Die digitale Selbstvermes-
sung könnte Teilhabe und Eigenart der Patient*innen 
stärken (normativer Kompass: Kap. 2.2). 
In der Praxis zeigt sich jedoch, dass bei Selbstver-
messungs-Apps teilweise starke Defizite mit Blick auf 
die Datenqualität, die Datenerhebungsmethoden sowie 
die Datenverarbeitung bestehen (Heyen, 2016: 7; Lucht 
et al., o.J.: 22f.; Charismha, 2016: 197f.). Dies kann 
dazu führen, dass Nutzer*innen irregeführt werden 
und gesundheitsbezogene Fehlentscheidungen tref-
fen, z. B. wenn Diabetiker*innen auf Basis des eigens 
digital gemessenen Blutzuckerspiegels gesundheits-
gefährdende Anpassungen ihrer Insulindosis vorneh-
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men. Problematisch kann eine mangelhafte Datenqua-
lität auch bei der Weiterverwendung der Daten in der 
medizinischen Forschung sein. Es wird zwar hervorge-
hoben, dass ein positiver Nebeneffekt der individuel-
len Selbstvermessung die Schaffung einer umfassen-
den Datenbasis sein könnte, die in aggregierter Form 
zur medizinischen Forschung beitragen könnte. Um 
aggregierte und individuelle Gesundheitsdaten (etwa 
für Therapien und Forschungszwecke) sinnvoll nutzen 
zu können, müssen jedoch sowohl die Datenbasis als 
auch die Datenverarbeitungsmethoden wissenschaftli-
chen Standards genügen. Studien aus Deutschland und 
Europa weisen zudem darauf hin, dass Unsicherheit 
oder fehlende Kompetenzen bezüglich der Nutzung 
von Fitness-Tracking-Angeboten bestehen (Budzinski 
und Schneider, 2017; Adam und Micklitz, 2016), die 
sich negativ auf die Patientensouveränität und damit 
auf die Teilhabe am Gesundheitssystem auswirken 
könnten. Dieses Problem aufgreifend wurden beispiels-
weise ein Kriterienkatalog und die Web-App APPKRI 
entwickelt, die Nutzer*innen bei der Bewertung und 
Auswahl von Gesundheits-Apps unterstützen soll.
Diskutiert wird zudem, dass digitale Selbstvermes-
sungstechnologien zu einer (unbemerkten) Einschrän-
kung der persönlichen Freiheit und Selbstbestimmung 
der Nutzer*innen führen und damit negative Auswir-
kungen auf ihre Eigenart und Menschenwürde haben 
könnten. Selbstvermessungstechnologien könnten 
etwa dazu genutzt werden, sowohl Kranke als auch 
Gesunde zu überwachen und zu disziplinieren (Deut-
scher Ethikrat, 2015; Sharon, 2017: 98). Teils setzen 
Arbeitgeber*innen Fitness-Tracker ein, um im Rah-
men betrieblicher Vorsorgeprogramme die Gesund-
heit ihrer Belegschaft zu fördern und verschaffen sich 
somit gleichzeitig Zugang zu den sensiblen Daten, die 
als Grundlage zur Bemessung des Gehalts bzw. für die 
Erteilung von Beförderungen herangezogen werden 
könnten (Christl, 2014: 40; Röcke, 2015: 619). Kran-
ken- und Lebensversicherungen nutzen bereits heute 
Daten aus Selbstvermessungsdiensten, um individu-
elle Versicherungstarife oder im Rahmen von Bonus-
programmen Prämien angepasst an den Lebensstil ihrer 
Versicherten anzubieten (Schumacher, 2016: 48; AOK 
Plus, o.J.; Generali Vitality, 2019). Potenziell könnten 
die Daten zum Nachteil der Nutzer*innen verwendet 
werden, etwa indem bei Krankheit Vergünstigungen 
zurückgezogen oder beim Abweichen von den als ideal 
erachteten Messparametern Vergünstigungen gar nicht 
erst gewährt werden (Rey, 2018: 8). Dies könnte sich auf 
die Gesamtorganisation der Gesundheitssysteme, ins-
besondere der Krankenversicherung auswirken, soweit 
sie nach dem Solidarprinzip ausgestaltet sind. Beim 
Solidarprinzip orientiert sich der Versicherungsbeitrag 
für die Versicherten an der jeweiligen wirtschaftlichen 
Leistungsfähigkeit, Leistungen werden aber unabhän-
gig von dieser jeweils nach Bedürftigkeit erteilt (Brock-
haus Enzyklopädie Online, 2018). Eine Integration der 
Selbstvermessungsanwendungen in das Krankenversi-
cherungswesen begünstigt diejenigen, die körperlich fit 
sind und dies auch dokumentieren können und wol-
len (Rey, 2018: 15). Potenziell könnte es also zu Ein-
schränkungen der substanziellen und ökonomischen 
Teilhabe sowie zu Verletzungen der Menschenwürde 
für gesundheitlich weniger Privilegierte oder all jene 
kommen, die eine Selbstvermessung ihrer Fitness und 
Gesundheit ablehnen. Durch die Erosion eines auf dem 
Solidarprinzip beruhenden Gesundheitssystems könnte 
zudem ein gesamtgesellschaftlicher Druck zur Selbst-
optimierung entstehen oder zunehmen (Schumacher, 
2016: 48) und damit die Eigenart im Sinne der Diversi-
tät bedroht werden. Derzeit sind zumindest in Deutsch-
land und in der Schweiz individualisierte Konditionen 
bei Nachweis positiver Selbstvermessungen lediglich 
bei Zusatzversicherungen erlaubt (Rey, 2018). 
Mit Blick auf einen Verlust der Selbstbestimmung 
durch die digitale Selbstvermessung wird zudem die 
Reduzierung körperlicher Funktionen und Eigen-
schaften auf Zahlen kritisch betrachtet (Buck et al., 
2015: 57). Es wird angenommen, dass Nutzer*innen ihr 
Wohlbefinden vermehrt anhand der gemessenen Daten 
bestimmen und die Fähigkeit abnehmen könnte, den 
eigenen Körper einzuschätzen und Signale wahrzuneh-
men (Buck et al., 2015: 57; Sharon, 2017: 107). Digitale 
Selbstvermessung birgt das Risiko, den eigenverant-
wortlichen, selbstbestimmten Umgang mit dem eigenen 
Körper zu untergraben. Es wird zudem die Möglichkeit 
in Betracht gezogen, dass eine permanente Beschäfti-
gung mit der eigenen Fitness und Gesundheit zu einem 
erhöhten Leistungsdruck beitragen und Krankheits-
ängste („Cyberchondrie“) verursachen bzw. bei ängstli-
chen Personen den Hang zur Hypochondrie verstärken 
könnte (Rey, 2018: 8, 10f.). In der Rationalisierung des 
Selbst durch die beschriebenen Vermessungspraktiken 
sehen manche gar die Tendenz, dass Individuen objek-
tiviert werden und damit den Kern des Menschseins 
– folglich auch die Menschenwürde – bedroht (Selke, 
2016: 967; Duttweiler und Passoth, 2016: 10). 
Als zentrales Risiko der digitalen Selbstvermessung 
gilt der Kontrollverlust der Nutzer*innen über die eige-
nen Daten (Sharon, 2017: 105; Röcke, 2015: 619). Denn 
bei Selbstvermessungsangeboten mittels Wearables 
und Apps sind diese oft nicht nur für die Nutzer*in-
nen, sondern auch für Anbieter des Trackingangebots 
verfügbar, die die Daten an Dritte weitergeben. Dies 
ist deshalb problematisch, weil für Nutzer*innen digi-
taler Fitness- und Gesundheits-Tracker mit Speicher-
funktion nicht transparent ist, wie die eigenen Daten 
von Dritten weiterverwendet werden. Eine Untersu-
5 Schauplätze des digitalen Wandels
262
Kasten 5.3.7-1
Handlungsempfehlungen zum Schauplatz  
„Digitale Selbstvermessung“
In der wissenschaftlichen Literatur werden eine Reihe von 
Maßnahmen zum Erhalt der Selbstbestimmung und zum 
Schutz der Privatsphäre von Nutzer*innen der Selbstvermes-
sungsangebote diskutiert. Nachfolgend werden unterstüt-
zenswerte Empfehlungen vorgestellt und durch Empfehlun-
gen des WBGU weitergeführt:
 > Schutz der Privatsphäre sichern, Souveränität ermöglichen: 
Um Datenschutz und Datensicherheit bei Selbstvermes-
sungsangeboten zum Schutz von Privatsphäre sicherzustel-
len, müssen Nutzer*innen Hoheit und Kontrolle über die 
eigenen Daten erlangen und darüber entscheiden, was mit 
diesen geschieht (Buck et al., 2015: 57; Deutscher Ethik-
rat, 2017: 268). Dafür werden stufenweise Opt-in-Modelle 
vorgeschlagen, die Nutzer*innen ermöglichen, ihre Zustim-
mung einmalig, regulär oder je nach Fall neu zu treffen 
(Deutscher Ethikrat, 2017: 270). Darüber hinaus kommt es 
darauf an, dass Selbstvermessungsgeräte und -anwendun-
gen standardmäßig mit datenschutzkonformen Grundein-
stellungen versehen werden, wie es zum Beispiel die Euro-
päische DSGVO vorsieht (privacy by design bzw. privacy 
by default; Deutscher Ethikrat, 2017: 270). Auditierte bzw. 
zertifizierte Softwarewerkzeuge in Form von Daten agenten 
können Nutzer*innen unterstützen, die gesammelten 
Daten in ihrem Sinne zu verwalten (Deutscher Ethikrat, 
2017: 268). Das Angebot von Produkten, die mit Blick auf 
Datenschutz und Datensicherheit mangelhaft sind, sollte 
rechtlich verfolgt und sanktioniert werden, damit sicher-
gestellt wird, dass nur hochqualitative Produkte auf den 
Markt gebracht werden. Behörden, Verbraucherschutzor-
ganisationen und Individuen können hier die Rechtsfort-
bildung durch entsprechende Klagen vorantreiben. Rechts-
grundlagen dafür liegen nicht nur im Datenschutzrecht, 
sondern gegebenenfalls auch in einem (weiter zu entwi-
ckelnden) Medizinprodukterecht, dem Wettbewerbsrecht, 
verbraucherschützenden Regelungen und dem allgemeinen 
Haftungsrecht (Deutscher Ethikrat, 2017: 97ff.). Auch eine 
Weiterentwicklung der Haftungsgrundlagen, etwa durch 
Gefährdungshaftungen für Verarbeitungen für gesund-
heitsbezogene Big-Data-Analysen kann erwogen werden 
(Deutscher Ethikrat, 2017). Der WBGU sieht Transparenz 
und Wahlmöglichkeiten als zentrale Hebel für mehr Selbst-
bestimmung und Datenschutz: Hier könnte eine Kenn-
zeichnungspflicht zur Datenspeicherung und ein nutzer-
freundliches Verwalten von Nutzungsoptionen (nur privat, 
auch für Freunde, auch für die Wissenschaft oder für alle) 
helfen. Die Kennzeichnung sollte u. a. Antworten auf fol-
gende Fragen liefern: Werden die Daten nur lokal auf eige-
nen Geräten gespeichert oder auch oder ausschließlich zen-
tral? In welchem Umfang werden sie zentral gespeichert?
 > Schutz vor Diskriminierung und Stigmatisierung gewährlei-
sten, Solidarprinzip sichern: Empfohlen wird, einen gesell-
schaftlichen Diskurs zur Relevanz des Solidarprinzips in 
der Gesundheitsversorgung im Hinblick auf die (Selbst-)
Vermessung von Individuen anzuregen. In diesem Zusam-
menhang sollten auch folgende Fragen diskutiert werden: 
wie kann der Schutz vor Diskriminierung und Stigmatisie-
rung besonderer Personengruppen (z. B. Süchtiger) ange-
sichts des gesellschaftlichen Trends zur digitalen Selbst-
vermessung sichergestellt werden (z. B. durch Einsatz von 
durch Beschwerde- und Schlichtungsstellen, Deutscher 
Ethikrat, 2017: 273)? Inwiefern können Einzelne für ihre 
Gesundheit verantwortlich gemacht werden? Sollen Sank-
tionen „ungesunden“ Verhaltens vorgenommen werden 
und ab wann kann ein Verhalten als „ungesund“ eingestuft 
werden (Heyen, 2016: 12)? Wie kann sichergestellt wer-
den, dass geeignete Maßnahmen entwickelt werden, damit 
Personen nicht moralisch oder vertraglich zur Nutzung von 
Selbstvermessungsanwendungen oder -geräten verpflich-
tet werden (Röcke, 2015: 619f.), etwa durch Arbeitgeber 
oder Krankenkassen? Der WBGU sieht in Diskursarenen 
(Kap. 9.4.4) die Möglichkeit, eine gesellschaftliche Ausein-
andersetzung zu diesem Thema zu erreichen. 
 > Gesundheitsdatenkompetenz fördern: Empfohlen wird 
zudem die Vermittlung umfassender Kenntnisse zur Bedeu-
tung der Sammlung von und den Wert persönlicher Daten 
in der Schule, durch andere Bildungseinrichtungen sowie 
in Unternehmen (Deutscher Ethikrat, 2017: 271f.; Charis-
mha, 2016: 23). Hierzu gilt es, die nötigen Voraussetzun-
gen zu schaffen, z. B. durch Lehrerfortbildungen (Deut-
scher Ethikrat, 2017: 271f.). Auch wird die Notwendigkeit 
der Aus- und Weiterbildung des medizinischen Fachperso-
nals zu den Potenzialen sowie einem verantwortungsvollen 
Umgang mit Gesundheitsdaten Dritter in der Literatur her-
vorgehoben (Rey, 2018: 16; Deutscher Ethikrat, 2017: 280). 
Zur Stärkung der Nutzer*innen werden auch Informations-
kampagnen zu Folgen der Weitergabe von Gesundheits- 
und Fitnessdaten empfohlen. Außerdem wird dazu gera-
ten, die Durchsetzung von Transparenzpflichten der Betrei-
ber von Tracking-Anwendungen und -geräten auszuweiten, 
z. B. zu Ziel und Methoden ihrer Datensammlung und dem 
Erstellen von Nutzerprofilen oder zur Änderung von AGBs 
(Deutscher Ethikrat, 2017: 270f.; Rey, 2018). 
 > Datensicherheit und Datenqualität sichern: Voraussetzung 
der Nutzbarkeit der durch Selbstvermessung erhobenen 
Gesundheitsdaten für individuelle, medizinische und wis-
senschaftliche Zwecke ist eine hohe Datenqualität und 
Datensicherheit. Daher wird empfohlen, einheitliche Daten- 
und Dokumentationsstandards zu schaffen, da diese einen 
systemübergreifenden Datenaustausch (Interoperabilität) 
und eine Rückverfolgbarkeit der Daten zu ihrem Ursprung 
ermöglichen (Deutscher Ethikrat, 2017: 265). Zudem soll-
ten Grenzwerte bzw. Datenbereiche für Gesundheitsdaten 
bereitgestellt und nachvollziehbar beschrieben werden. 
Weiterhin sollten Kontrollen für Selbstvermessungsan-
wendungen hinsichtlich Datenqualität und Datensicherheit 
durch unabhängige Stellen, wie technische Prüforganisa-
tionen, Verbraucherschutz- oder Patientenschutzorgani-
sationen, durchgeführt und veröffentlicht werden (Rey, 
2018: 5, 16). Ergänzend können interne Datenprüfungen 
analog zu Rechnungsprüfungen eingeführt werden (Deut-
scher Ethikrat, 2017: 278). Der WBGU sieht insbesondere 
einen Bedarf für Prüfsiegel oder Zertifikate für Datenquali-
tät und -sicherheit von Gesundheits-Apps. Da der Vertrieb 
regelmäßig über App-Stores erfolgt, sollte eine entspre-
chende (Selbst-)Verpflichtung, gegebenenfalls eine Pflicht 
zur Prüfung durch die App-Stores eingeführt werden (Cha-
rismha, 2016: 29). Der von Fraunhofer FOKUS entwickelte 
Kriterienkatalog für die Bewertung von Gesundheits-Apps 
könnte Anknüpfungspunkte für Prüfungen  bieten.
 > Nutzung von Selbstvermessungsdaten zu Forschungszwe-
cken ermöglichen: Unter der Voraussetzung, dass die 
Nutzer*innen umfassend über die Weiterverwendung ihrer 
Daten oder der ihrer Schutzbefohlenen und mögliche Impli-
kationen (z. B. hinsichtlich der Rechte betroffener Famili-
enmitglieder bei der Offenlegung von genetischen Bela-
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chung des deutschen Verbraucherzentrale Bundesver-
bands zeigte etwa, dass sich die Anbieter von Selbst-
vermessungs-Apps und Selbstvermessungsplattformen 
in ihren Allgemeinen Geschäftsbedingungen (AGBs) 
und Datenschutzbestimmungen umfassende Rechte bei 
der Verwendung von nutzergenerierten Daten zugeste-
hen (Koch, 2014), die weitergegeben und mit Daten 
aus Drittquellen zusammengeführt werden (Gigeren-
zer et al., 2016). Auch wenn gemäß Datenschutzgeset-
zen, z. B. der DSGVO die Einwilligung zur Weiterver-
wendung von personenbezogenen Daten unwirksam 
sein kann, fehlt es an geeigneten Mechanismen, um 
derartige Praktiken zu verhindern (Deutscher Ethikrat, 
2017: 17). Zur Unübersichtlichkeit für die Nutzer*in-
nen und letztlich auch zum Verlust ihrer informationel-
len Selbstbestimmung trägt ebenso bei, dass AGBs häu-
fig geändert werden, ohne dass die Nutzer*innen dies 
notwendigerweise erfahren (Rey, 2018: 14). 
Insgesamt zeigt der vorliegende Schauplatz, dass 
die digitale Selbstvermessung potenziell sowohl Vor-
teile und Chancen als auch Nachteile und Risiken mit 
Blick auf eine Transformation zur Nachhaltigkeit bietet. 
Erforderlich ist es, in einem ersten Schritt das Wissen 
über die Auswirkungen der Selbstvermessung durch 
empirische Untersuchungen zu fundieren und zudem 
qualitätssichernde Maßnahmen im Hinblick auf die 
Geräte, die Applikationen, die Datenqualität und den 
Datenschutz durchzuführen.
stungen) aufgeklärt wurden, wird empfohlen, dass es für 
gewillte Nutzer*innen von Selbstvermessungsangeboten 
erleichtert werden sollte, ihre Daten zur Weiterverwen-
dung ohne enge Zweckbindung für die klinische und medi-
zinische Forschung zur Verfügung zu stellen (Deutscher 
Ethikrat, 2017: 198, 266f.). Zudem sollte ein – bevorzugt 
international abgestimmter – Verhaltensstandard zum 
Umgang mit den hochsensiblen Gesundheitsdaten für 
Forscher*innen, die diese nutzen möchten, etabliert wer-
den (Deutscher Ethikrat, 2017: 279). Der WBGU hält zum 
Beispiel in Anlehnung an die im Onlinezugangsgesetz 
(OZG) geplanten Bürgerkonten ebenso Gesundheitskonten 
bei staatlich beaufsichtigten Vermittlerinstitutionen für 
möglich, über die Daten aus Gesundheits-Apps für 
 Ärztinnen und Ärzte, Krankenhäuser oder auch For-
schungseinrichtungen freigegeben werden können. Ein sol-
ches Vorgehen sollte geprüft werden. Für solche Lösungen 
müssten die höchsten Sicherheitsstandards angelegt und 
permanent aktualisiert und weiterentwickelt werden. Die 
konkrete Umsetzbarkeit bedarf weiterer Überprüfung. 
Kasten 5.3.7-2
Forschungsempfehlungen zum Schauplatz  
„Digitale Selbstvermessung“
 > Implikationen des Gesundheitsdaten-Trackings  erforschen: 
Erforscht werden sollten zum einen gesellschaftliche 
Potenziale (z. B. zur Senkung von Gesundheitskosten durch 
Selbstvermessung) und die von Anbietern beworbene Wirk-
samkeit von Selbstvermessung für den Einzelnen (z. B. zur 
Gesundheitsförderung oder Verbesserung der Lebensquali-
tät und der eigenen Gesundheitskompetenz; Rey, 2018: 5, 
16). Zum anderen gilt es, auch die Gefahren des Track-
ings empirisch nachzuweisen, etwa im Hinblick auf mög-
liche Kontrollverluste oder die Gefahr, dass die übermä-
ßige digitale Selbstvermessung Krankheitsängste (Cyber-
chondrie) verursacht (Heyen, 2016: 13; Sharon, 2017: 116; 
Charismha, 2016: 22; Röcke, 2015: 620; Rey, 2018: 10). 
 > Datenschutz und Datensicherheit der Gesundheitsdaten 
bei der Verarbeitung mittels Selbstvermessungsangebo-
ten untersuchen: Es sollte untersucht werden, ob und wie 
Datenschutz und Datensicherheit bei Selbstvermessun-
gen mittels digitaler Hilfsmittel, zum Beispiel Datenagen-
ten, gewährleistet werden können. Dabei sind insbeson-
dere die sich fortentwickelnden rechtlichen Rahmenbe-
dingungen einer Weiterverwendung von Nutzerdaten auf 
ihre Wirksamkeit hin zu untersuchen (Deutscher Ethikrat, 
2017: 269). 
 > Datenqualität bei Selbstvermessungsangeboten  erforschen: 
Untersucht werden sollte auch, wie eine hohe wissen-
schaftliche Datenqualität bei Selbstvermessungsangebo-
ten sichergestellt werden kann und welche Anforderungen 
aufgrund von schwankender Datenqualität bei der For-
schung mit Daten aus Selbstvermessungsangeboten beste-
hen. 
 > Bedeutung von Fitness- und Gesundheits-Tracking für die 
gesamtgesellschaftliche Gesundheitsversorgung erforschen: 
Forschungsbedarf besteht zudem zu der Frage, inwieweit 
das Tracking von Fitness- und Vitaldaten bei der Gesund-
heitsversorgung heute bereits eine Rolle spielt (Charismha, 
2016: 23). Interessant wäre es zu untersuchen, inwiefern 
das Fitness- und Gesundheitsdaten-Tracking in unter-
schiedlichen Ländern bereits Einfluss auf die Gesundheits-
versorgung hat. Um wissenschaftlich fundierte gesell-
schaftliche Debatten zur Bedeutung des Solidarsystems im 
Gesundheitssektor zu führen, sollte ein Schwerpunkt der 
Untersuchung auf dem Verhältnis der Individualisierung 
des Versicherungswesens zum Solidarprinzip liegen.
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Themenkasten 5.3-2
Die Technisierung des Menschen 
Im Zuge der Industrialisierung und spätestens seit den 
1950er Jahren hat die Beeinflussung der Umwelt durch den 
Menschen ein derartiges Ausmaß angenommen, dass der 
Mensch als der zentrale, prägende Einflussfaktor auf das 
Erdsystem angesehen werden muss. Das Anthropozän ist als 
neue erdgeschichtliche Epoche Ausdruck für diese Entwick-
lung ( Crutzen, 2002; Rosol et al., 2018). In ähnlicher Weise 
stehen wir jetzt potenziell am Anfang einer Epoche, in der 
der Mensch seinen Körper auf ebenso grundlegende Weise 
beeinflusst wie bereits heute das Erdsystem (Coeckelbergh, 
2013a; Braidotti, 2014, 2016). 
Anwendungsgebiete und ethische Fragen
Die Digitalisierung erweitert den Möglichkeitshorizont für 
die technische Veränderung der Eigenschaften und Fähig-
keiten des Menschen. Die Anwendungsgebiete reichen 
dabei von implantierten RFID-Chips als digitaler Türschlüs-
sel (Mair, 2015) über Brain Computer Interfaces (BCIs) etwa 
durch tiefe Hirnstimulation (Perlmutter und Mink, 2006; 
Schermer, 2011; Birbaumer, 2017; Rezeika et al., 2018) 
bis hin zur Analyse von DNS mittels KI (Domingos, 2015). 
Beispielsweise kann über BCIs Hirnaktivität in Signale für 
technische Systeme umgewandelt werden und Menschen 
können so ohne Berühren oder Sprechen einem Computer 
Instruktionen geben. In umgekehrter Richtung kann mittels 
leichter elektrischer Ströme die Hirnaktivität beeinflusst und 
so etwa die Schlafqualität oder das Langzeitgedächtnis ver-
bessert werden (Birbaumer, 2017; Rezeika et al., 2018). In 
der Literatur werden zurzeit die militärischen Einsatzmög-
lichkeiten dieser Technik prominent diskutiert, beispielswei-
se könnten Hirnimplantate die Wachsamkeit von Soldaten in 
Stresssituationen und bei Schlafmangel erhöhen (Tracey und 
Flower, 2014; McCarty, 2014; Pugliese, 2015; Beard et al., 
2016; Caron, 2018; Harrison Dinniss und Kleffner, 2018). Es 
existieren aber ebenso zahlreiche medizinische Anwendungs-
gebiete. Tiefe Hirnstimulation wird etwa zur Behandlung der 
Parkinson-Krankheit eingesetzt oder zur Steuerung von Pro-
thesen eingesetzt (Perlmutter und Mink, 2006; Schermer, 
2011; Birbaumer, 2017). Jedoch stellen sich beim Technik-
einsatz am Menschen Fragen bezüglich ethischer Leitlinien 
und gegebenenfalls roter Linien. Entsprechende Debatten 
sehen sich potenziell mit einem Auseinanderdriften der heu-
tigen ethischen Diskussion und der tatsächlichen zukünftigen 
technischen und gesellschaftlichen Entwicklungen konfron-
tiert (Ferrari et al., 2012). Dennoch müssen im Sinne einer 
vordenkenden Gesellschaft heute schon die richtigen Fragen 
gestellt werden (Kap. 7.5). 
Spezifisch im medizinischen Bereich geht es dabei um die 
tatsächliche Heilungswirkung durch Technisierung sowie die 
Autonomie der Patient*innen. Wenn etwa eine Zwangsstö-
rung durch tiefe Hirnstimulation behandelt wird, stellt sich 
die Frage, inwieweit der technisch induzierte Gemütszu-
stand tatsächlich eine Verbesserung darstellt: „making peo-
ple feel good is not the same as enhancing their well-being“ 
( Schermer, 2011). Ferner bedeuten solche Behandlungen 
einen sensiblen Eingriff in das Innerste der Patient*innen. 
Durch die Verknüpfung von BCIs mit Auswertung durch KI 
ist auch Gedankenlesen, d. h. gedachte Äußerungen technisch 
zu identifizieren, zumindest perspektivisch durchaus mög-
lich, wenn bislang auch nur rudimentär (Mecacci und Hasel-
ager, 2017; Roelfsema et al., 2018). Bislang fehlen rechtliche 
Grenzen und Vorgaben zu angemessenen Sicherheitsmaßnah-
men, die die Betroffenen schützen und es mangelt sowohl bei 
vielen Herstellern als auch beim Gesetzgeber an der nötigen 
Sensibilität (Birbaumer, 2017). Sollte sich technische Erwei-
terung in nicht medizinischen Bereichen normalisieren, droht 
sie darüber hinaus, zu einer Kategorie für sozialen Status zu 
werden und so zu sozialem Druck zur technischen Selbst-
optimierung zu führen (Fukuyama, 2004; Fukuyama, 2002; 
Buchanan, 2009). 
Grundlegende Fragen über das Menschsein
Über konkrete Anwendungsgebiete und deren ethische Impli-
kationen hinausgedacht eröffnen sich grundlegende Frage-
stellungen darüber, auf welchem Verständnis vom Menschsein 
die Technisierung des Menschen basiert und wohin sie führt 
(Kasten 2.1.2-1). Transhumanistische Sichtweisen verstehen 
dabei die Technisierung des Menschen als Überwindung sei-
ner biologischen Beschränkungen. Human Enhancement soll 
den Menschen vom Homo sapiens zum Homo digitalis auf 
eine neue evolutionäre Entwicklungsstufe heben (Allhoff et 
al., 2010; Domingos, 2015; Kehl und Coenen, 2016). Dabei 
wird argumentiert, dass die Technisierung des Menschen 
nichts grundsätzlich Neues ist und der Mensch seit jeher 
nach der Erweiterung seiner Eigenschaften und Fähigkeiten 
strebt (Daniels, 2009; Coeckelbergh, 2013a). Weitergehend 
wird mitunter sogar eine mögliche Einschränkung der Tech-
nisierung als problematisch betrachtet, weil diese verhindert, 
dass Menschen die eigenen körperlichen Potenziale im Rah-
men des technisch Möglichen voll entfalten können (Savule-
scu, 2009). Nichtsdestotrotz sehen einige Autor*innen einen 
unumstößlichen Kern des Menschseins. Dass der Mensch 
seiner biologischen Beschränkungen durch Human Enhan-
cement vermeintlich enthoben wird, lässt ihn nicht weniger 
Mensch werden. Vielmehr rücken neue Verletzlichkeiten 
an deren Stelle (z. B. Anfälligkeit gegenüber Problemen mit 
der Technik) und nicht biologische Charakteristika, sondern 
gerade diese Vulnerabilitäten im Verhältnis zu seiner Umwelt, 
machen den Menschen aus (Coeckelbergh, 2011, 2013a) – 
weshalb aus dieser Sicht nicht der Mensch als vermeintlich 
unveränderliches biologisches Wesen (human nature) ent-
scheidend ist, sondern das Wesen des Menschseins (human 
being). Kritisch-posthumanistische Perspektiven lehnen 
sowohl den Transhumanismus als auch ein kategorisches Ver-
ständnis vom natürlichen, biologischen menschlichen Selbst 
ab und propagiert stattdessen ein Verständnis von mensch-
licher Intelligenz, die auch im Zusammenspiel mit Maschinen 
entstehen kann (Hayles, 1999). Der Fokus verbreitert sich 
vom humanistischen Bild des Menschen als rationales Wesen 
zum davon losgelösten, ergebnisoffenen Nachdenken über 
das Wesen des Menschseins, das nicht kategorisch durch 
Abgrenzung zum Tier oder zur Maschine definiert werden 
kann (Haraway, 1991; Braidotti, 2016). Das Menschsein lässt 
sich nicht getrennt von möglichen maschinellen Komponen-
ten verstehen, sondern es besteht eine unauflösliche Bezie-
hung zwischen Körper und Technik ( Kasten 2.1.2-1). 
Angesichts dieser Perspektiven wird deutlich, dass die 
Technisierung des Menschen Grundfragen des Menschseins 
berührt. Angesichts der erweiterten Möglichkeiten im Zuge 
der Digitalisierung kann nicht ausgeschlossen werden, dass 
zukünftig auch bislang hypothetische ethische und gesell-
schaftliche Fragen konkret werden. Umso wichtiger ist es, 
einen geeigneten gesellschaftlichen Rahmen zu schaffen. 
Obschon Zukunftsthema, ist die verantwortungsvolle Anti-
zipation der Veränderungen im Verhältnis zwischen Mensch 
und Technik unerlässlich. Ähnlich wie in Bezug auf das 
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5.3.8 
Internationale Arbeitsteilung und Digitalisie-
rung: Folgen für Entwicklungs- und Schwellen-
länder
In den vergangenen Jahrzehnten kam es global zu 
einer „Verlagerung des Wohlstands“ von Industrielän-
dern in Schwellen- und Entwicklungsländer und in 
dessen Folge zur Bildung einer „neuen globalen Mit-
telschicht“ (Kharas, 2010; Milanovic, 2012, 2016). An 
diesem wirtschaftlichen Aufschwung hatte die zuneh-
mende Integration dieser Länder in die seit den 1980er 
Jahren neu entstehenden Handelsstrukturen und glo-
balen Wertschöpfungsketten einen großen Anteil. Digi-
talisierung wird diese wirtschaftlichen Verflechtungen 
und die internationale Arbeitsteilung nach verbreite-
ter Einschätzung wandeln: Teils sehr hohe technische 
Potenziale zur digital unterstützten Arbeitssubstitution 
und Automatisierung in Entwicklungs- und Schwel-
lenländern stehen neue Möglichkeiten wirtschaftlicher 
Integration und Teilhabe durch digitale Vernetzung und 
digitale Arbeitsplattformen gegenüber. Welche Konse-
quenzen daraus für die zukünftigen Entwicklungsdyna-
miken folgen, steht im Zentrum der folgenden Ausfüh-
rungen. Eine umfassende, abschließende Einschätzung 
ist auf Grundlage des derzeitigen Stands der Forschung 
allerdings noch nicht möglich (Lütkenhorst, 2018: 28f; 
Schlogl und Sumner, 2018: 34; Rodrik, 2018). 
5.3.8.1 
Ausgangslage: Entwicklungsfortschritte während 
der zweiten Welle der Globalisierung
Die Entwicklungsfortschritte der vergangenen Jahr-
zehnte stehen in engem Zusammenhang mit der zwei-
ten Welle der Globalisierung ab den 1980er Jahren 
(„second unbundling of globalization“; Baldwin, 2013; 
Baldwin und Evenett, 2015; World Bank, 2016: 60; Tim-
mer et al., 2014), die durch Informations- und Kommu-
nikations-Technologien (IKT) eingeleitet wurde. Indem 
Logistik und Koordination unternehmerischer Tätigkei-
ten auch über größere Entfernungen erheblich erleich-
tert wurden, konnten in Prozessen des Outsourcings 
und Offshorings Produktionsschritte aufgespalten und 
international verteilt werden, um lokale Standortvor-
teile zu nutzen. Es kam zu einer weiteren Vertiefung 
der internationalen wirtschaftlichen Verflechtungen. 
Bereits ab dem 19. Jahrhundert konnten durch die Nut-
zung fossiler Energien Kosten und Dauer des Güter-
transports gesenkt werden, was die räumliche Trennung 
von Konsum und Produktion ermöglichte und Anstoß 
zur ersten Welle der Globalisierung gab („first unbund-
ling of globalization“).
Für Entwicklungs- und Schwellenländer ergaben 
sich im Zuge der zweiten Welle der Globalisierung 
neue Entwicklungsmodelle: Ihre Standort- bzw. Wett-
bewerbsvorteile, vor allem in Form günstiger Arbeits-
kräfte und umfangreicher Vorkommen natürlicher Res-
sourcen, erlaubten es ihnen, sich in Produktions- und 
Wertschöpfungsketten zu integrieren (Norton, 2017). 
Sie erreichten so gerade in den 2000er Jahren ein zum 
Teil deutlich dynamischeres (wirtschaftliches) Wachs-
tum als Industrie- bzw. OECD-Länder und bauten 
gegenüber diesen ihre Anteile an der globalen Wirt-
schaftsleistung (gemessen am globalen GDP) und Han-
delsvolumen aus (OECD, 2016c: 54ff.). Als Folge sank 
die Zahl der absolut Armen, die nach der Definition 
der Weltbank von weniger als 1,90 US-$ pro Tag leben 
(World Bank, 2019a) von 1,8 Mrd. (1990) auf 770 Mio. 
(2013). Ihr Anteil an der Weltbevölkerung ging damit 
bis 2015 von über 40 % Anfang der achtziger Jahre 
auf 10 % zurück (World Bank, 2019b; Stand: Januar 
2019). Damit verbunden waren weitergehende Ent-
wicklungsfortschritte wie beispielsweise ein Absinken 
der Kinder- und Müttersterblichkeit, ein Rückgang ver-
lorener Jahre durch Erkrankungen, gemessen in Disa-
bility Adjusted Life Years (DALYs) sowie ein weltweiter 
Anstieg der Lebenserwartung (Roser, 2019). Auch hat 
es einen starken Rückgang von Analphabetismus gege-
ben (Roser und Ortiz-Ospina, 2019). Die beschriebene 
Wachstums- und Entwicklungsdynamik wurde aller-
dings vorrangig von China, Indien und einigen weite-
ren asiatischen Staaten getrieben (Rodrik, 2014; UN 
DSP, 2015; Milanovic, 2012, 2016). Rund ein Viertel 
der Entwicklungsländer, vor allem in Afrika, wurde nur 
in geringem Maße in Wertschöpfungsketten und inter-
nationale Arbeitsteilung integriert (UNDP, 2010).
Mensch-Umwelt-Verhältnis planetarische Leitplanken einge-
halten werden müssen, müssen auch Leitplanken für die Ver-
schiebungen im Hinblick auf die Technisierung des Menschen 
im Digitalen Zeitalter diskursiv ausgehandelt und verbindlich 
gezogen werden. Die Notwendigkeit dazu veranschaulicht 
eine weitere Analogie zum Klimawandel: Geoengineering zur 
Abmilderung oder gar Umkehrung der Erderwärmung durch 
technische Eingriffe wird schon seit längerem ( Marchetti, 
1977), seit einigen Jahren jedoch vermehrt (Blackstock 
und Low, 2018) als mögliche Antwort auf den Klimawandel 
 diskutiert. Die Risiken derart invasiver, ungetesteter und teu-
rer Einflussnahme auf ein so komplexes System wie das Erd-
klima sind allerdings immens. Es ist also – ebenso wie bei der 
Technisierung des Menschen – entscheidend, Leitlinien und 
Regeln zu vereinbaren, bevor einzelne Akteure Fakten schaf-
fen, die in ihren gesellschaftlichen Auswirkungen  irreversibel 
sind.
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Technologischer Fortschritt, insbesondere auch im 
Bereich der IKT, hat daher bereits in der Vergangen-
heit Handelsmuster und Muster der internationalen 
Arbeitsteilung wesentlich geprägt. Gerade die Bedeu-
tung, die IKT für die zweite Welle der Globalisierung 
zukam, stützt dabei die Erwartung, dass sich die Mus-
ter internationaler Arbeitsteilung und die derzeitigen 
internationalen wirtschaftlichen Verflechtungen im 
Zuge der Digitalisierung weiter entwickeln und verän-
dern werden (OECD, 2016c: 63f.). Dass die in der Ver-
gangenheit maßgeblichen Standortvorteile vieler Ent-
wicklungs- und Schwellenländer dabei an Bedeutung 
verlieren, kann nicht ausgeschlossen werden und birgt 
Gefahren für die erreichten Entwicklungsfortschritte 
sowie die wirtschaftliche Teilhabe der Länder am glo-
balen Wohlstand. Mit Blick auf die absehbaren struk-
turellen Änderungen auf Arbeitsmärkten (Kap. 5.3.9) 
ist dies, wie im Folgenden weiter ausgeführt wird, sogar 
wahrscheinlich, auch weil die Industrialisierungspro-
zesse durch internationale Arbeitsteilung nicht in allen 
Ländern zu einem umfangreichen Transfer von Tech-
nologien und Wissen geführt haben. Nicht alle Länder 
konnten sich daher von einer reinen „Werkbank“ zu 
eigenständigeren Technologiestandorten mit entspre-
chend hochqualifizierten Arbeitnehmern entwickeln 
(Baldwin, 2013: 198), wie sie insbesondere auch die 
ökonomische Teilhabe an den Potenzialen der Digitali-
sierung voraussetzt. 
5.3.8.2 
Veränderung von Wertschöpfungsketten durch 
Digitalisierung
Zukünftige Möglichkeiten wirtschaftlicher Entwick-
lung auf Grundlage internationaler Arbeitsteilung in 
industriellen Produktionsprozessen werden mit Blick 
auf die Digitalisierung insbesondere aus zwei Gründen 
kritisch gesehen (UNCTAD, 2016; Stiglitz, 2017a: 630; 
McKinsey Global Institute, 2016). 
Zum einen bringt die Digitalisierung neue Produk-
tionsverfahren hervor, die eine Reorganisation der Pro-
duktionsstrukturen erwarten lassen. Neue Verfahren 
der additiven Fertigung wie 3D-Druck (Kap. 3.2) erlau-
ben die kostengünstigere und einfachere Gestaltung 
von Produkten und lassen (arbeitsintensive) Zwischen-
stufen der Produktion wegfallen. Sie wirken damit auf 
dezentralere Produktionsstrukturen und eine Verkür-
zung globaler Wertschöpfungsketten hin (Gebler et al., 
2014: 161; Rehnberg und Ponte, 2017; WEF, 2018b). 
Bisherige Kostenvorteile räumlich konzentrierter, groß-
skaliger Produktionsstrukturen nehmen entsprechend 
ab (UNCTAD, 2017b: 15). 
Zum anderen erweitern sich mit der Entwicklung 
zunehmend intelligenter technischer Systeme die Mög-
lichkeiten der Automatisierung und damit der Subs-
titution menschlicher Arbeit im Produktionsprozess. 
Diese Entwicklung trifft grundsätzlich sowohl Ent-
wicklungs- und Schwellenländer als auch Industrie-
länder (Kap. 5.3.9). Aufgrund des höheren Anteils 
an Routine tätigkeiten wird die Zahl der gefährdeten 
Arbeitsplätze in Entwicklungsländern allerdings höher 
eingeschätzt. Tabelle 5.3.8-1, in der jüngst erschie-
nene Abschätzungen zusammengefasst sind, verdeut-
licht dies (World Bank, 2016: 122; Schlogl und Sumner, 
2018; Kap. 5.3.9). 
Die Abschätzung technischer Potenziale der durch 
Automatisierung bedingten Arbeitssubstitution sollte, 
wie in Kapitel 5.3.9 diskutiert, allerdings nicht mit Pro-
gnosen tatsächlich wegfallender Arbeitsplätze gleich-
gesetzt werden. Noch ist z. B. nicht absehbar, ob sich 
durch die Automatisierung, angesichts der vielfach sehr 
niedrigen Arbeitskosten in Entwicklungs- und Schwel-
lenländern, tatsächlich stets Kosteneinsparungen erge-
ben. Allerdings können andere Faktoren, wie etwa eine 
zunehmende Bedeutung von Transportkosten oder 
Kundennähe, Vorteile bei Arbeitskosten überkompen-
sieren und zu einer Rückverlagerung von Produktions-
stufen in Industrieländer (oder zumindest in geogra-
phisch näher an den Heimatmärkten oder relevanten 
Kundengruppen gelegene Länder)  beitragen. 
Die steigende Nachfrage nach individualisierten Pro-
dukten, die über dezentralere und kundennähere Pro-
duktionsstrukturen besser bedient werden können, ist 
einer der zentralen Trends in der verarbeitenden Indus-
trie (WEF, 2017b 11, 2018). Für die Zielländer sind 
dabei allerdings keine großen Beschäftigungszuwächse 
zu erwarten, da Um- und Rückverlagerungen mit einer 
Umstellung auf hochautomatisierte Fertigungen ver-
bunden sind. 
Systematischere Untersuchungen der Relevanz 
für Re- bzw. Back- oder Nearshoring-Prozesse feh-
len bislang. In Einzelfällen sind sie aber bereits heute 
mit einem direkten Bezug zur Digitalisierung zu beob-
achten (De Backer et al., 2016). Der Batteriehersteller 
Varta hat beispielsweise Ende der 1990er Jahre seine 
Produktion in Singapur geschlossen, nach Ellwangen 
(Deutschland) zurückverlagert und die Mitarbeiterzahl 
in Singapur von 500 auf 100 reduziert (Rückverlage-
rung.de, 2006). Noch während der teilweisen Rückver-
lagerung aus Singapur wurden allerdings auch unver-
ändert arbeitsintensive Produktionsschritte nach Indo-
nesien und später auch Shanghai ausgelagert. Aus- und 
Rückverlagerungsprozesse verliefen hier also parallel. 
Adidas eröffnete 2017 erstmals wieder eine Fabrik in 
Deutschland, in der Sportartikel robotergesteuert und 
teilweise mit Hilfe von 3D-Druck (Schuhe) gefertigt 
werden. Treiber war hier insbesondere der Wunsch, 
möglichst schnell auf sich dynamisch wandelnde, spe-
zielle Kundenwünsche in bestimmten Produktsegmen-
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ten reagieren zu können. Mit dieser hochautomatisier-
ten Art zu produzieren soll es künftig möglich sein, die 
Produktion nach dem Prinzip „copy and paste“ dorthin 
zu verlagern, wo Nachfrage besteht (Busse, 2017).
Entwicklungsländer verlieren im Zuge solcher 
Umstrukturierungen Arbeitsplätze und Möglichkeiten 
der wirtschaftlichen Teilhabe an globalen Wertschöp-
fungsgewinnen. Aus einer entwicklungspolitischen 
Perspektive droht Entwicklungs- und Schwellenlän-
dern eine frühzeitige Deindustrialisierung: Ihre Wirt-
schaften entwickeln sich nach deutlich kürzeren Pha-
sen der Industrialisierung und damit bei einem deut-
lich niedrigerem Einkommens- und Produktivitätsni-
veau hin zu Dienstleistungsökonomien als dies in der 
Vergangenheit bei vielen Industrieländern der Fall war 
(Rodrik, 2016; Lütkenhorst, 2018: 60). Anzeichen für 
einen Trend zur „frühzeitigen Deindustrialisierung“ 
gibt es insbesondere in lateinamerikanischen Ländern 
(Rodrik, 2016; Schlogl und Sumner, 2018: 1). Gerade 
für diese Länder und afrikanische Länder, die bislang 
von den exportgetriebenen Industrialisierungspro-
zessen der Globalisierung kaum profitierten, scheinen 
daher neue Wachstums- und Entwicklungsmodelle 
notwendig (Norton, 2017: 26; Rodrik, 2018; Stiglitz, 
2018). Die Herausforderung besteht dabei vor allem 
darin, dass zweifelhaft erscheint, dass über die Verla-
gerung hin zu Dienstleistungstätigkeiten ein ähnlicher, 
dauerhaft Beschäftigungs- und Entwicklungspotenzi-
ale fördernder Strukturwandel gelingen kann, wie über 
die Wanderung von Arbeitskräften aus dem Agrarsek-
tor in die verarbeitende Industrie. Diese Einschätzung 
stützt sich auf die Beobachtung, dass zumindest viele 
traditionelle Dienstleistungsbereiche in der Regel nur 
eine mit dem Agrarsektor vergleichbare Arbeitsproduk-
tivität und nur geringe Potenziale zur deren Steigerung 
aufweisen, auch weil sie beispielsweise keine Möglich-
keiten wirtschaftlicher Entwicklung über Handel und 
Export bieten (Rodrik, 2018). Gerade der digitale Wan-
del kann diese Ausgangslage jedoch verändern und 
neue Entwicklungspotenziale im Bereich von Dienst-
leistungen eröffnen. So entstehen im Zuge der Digita-
lisierung neue Beschäftigungen für Hochqualifizierte 
im Dienstleistungsbereich, die diesen Einschränkun-
gen nicht zwingend unterliegen und etwa eine weitere 
Integration in internationale Wertschöpfungsketten 
erlauben (Miroudot und Cadestin, 2017; WEF, 2018b). 
Beispiele sind hochqualifizierte Tätigkeiten bei Finanz- 
und Geschäftsdienstleistungen oder im IT-Bereich, die 
Tabelle 5.3.8-1
Abschätzungen der Beschäftigungseffekte von Automatisierung in Entwicklungs- und Schwellenländern.
Quelle: Beispiele entnommen aus: Schlogl und Sumner, 2018: 20–21.
Autor(en) Ländergruppe/Region Einschätzung
Chandy, 2017 Entwicklungsländer Die Automatisierung wird voraussicht-
lich die Arbeitsplätze in Entwicklungs-
ländern noch schneller ersetzen als in 
Industrieländern (S. 15).
Chang und Huynh, 2016 Südostasien In ASEAN-Staaten sind 56% der Arbeits-
plätze einem hohen Automatisierungs-
risiko ausgesetzt.
Frey et al., 2016 Entwicklungsländer Entwicklungsländer sind sehr anfällig für 
einen wachsenden Automatisierungs-
grad (S. 18).
Frey und Rahbari, 2016 OECD sowie Äthiopien, Indien und 
China
China wird 77% der Arbeitsplätze durch 
Automatisierung verlieren, Indien 69%, 
Äthiopien 85% und in der OECD werden 
durchschnittlich 57% der Arbeitsplätze 
verloren gehen.
World Bank, 2016 Entwicklungsländer Zwei Drittel aller Arbeitsplätze sind 
für Automatisierung anfällig (1,8 Mrd. 
Arbeitsplätze). 
Avent, 2017 Entwicklungsländer Neue Technologien scheinen beson-
ders aufstrebenden Ländern das Leben 
schwerer zu machen (S. 171).
WEF, 2017a Afrika 41% aller Tätigkeiten in Südafrika sind 
für Automatisierung anfällig, in Äthio-
pien sind es 44%, in Nigeria 46% und in 
Kenia 52%.
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Knowledge-Intensive Business Services. Voraussetzung 
dafür, dass diese besonderen Dienstleistungsbereiche 
zu einem neuen Entwicklungsmodell werden können, 
sind jedoch erhebliche Investitionen sowie Reformen 
der Bildungssysteme in Entwicklungs- und Schwellen-
ländern (Stiglitz, 2018; World Bank, 2019c). 
Fehlende umfassende Bildungs- und Weiterbil-
dungssysteme und entsprechend mangelnde Qualifi-
kation für den Umgang mit neuen Technologien wer-
den allerdings auch im Bereich industrieller Produktion 
dazu führen, dass neue Technologien und Produktions-
verfahren in Entwicklungs- und Schwellenländern gar 
nicht erst eingesetzt werden. Neben reinen Kostenfra-
gen entsteht so ein zusätzliches Hindernis, Fertigungs-
prozesse in den betroffenen Ländern anzusiedeln oder 
zu halten (Rodrik, 2018). Anzeichen für veränderte 
Qualifikationsanforderungen gibt es bereits heute auch 
in Entwicklungsländern: So verlagerte sich auch in die-
sen Ländern die Arbeitsnachfrage mehr und mehr hin 
zu Nicht-Routinetätigkeiten, die generell als weniger 
leicht automatisierbar gelten, aber völlig andere Fähig-
keiten als die in arbeitsintensiven Fertigungsprozessen 
typischen Routinetätigkeiten voraussetzen (Reijnders 
und de Vries, 2018; Kap. 5.3.9). 
Fehlende technologische Expertise und Qualifika-
tion kann auch verhindern, dass eigenständige Unter-
nehmen vor Ort neue digitale Technologien in der Fer-
tigung und Vermarktung einsetzen. Selbst wenn dies 
gelingt, müssen die notwendigen Technologien häu-
fig importiert werden, etwa zur Automatisierung der 
Produktion und Wahrung der internationalen Kon-
kurrenzfähigkeit. In diesem Fall kommt es dann zwar 
nicht zu einer direkten, aber zu einer indirekten Rück-
verlagerung von Wertschöpfung in die Industrieländer 
(UNCTAD, 2017a: 24). Der Wandel hin zu Dienstleis-
tungsökonomien und die strukturellen Veränderungen 
auf den Arbeitsmärkten – der steigende Bedarf (hoch-)
qualifizierter Arbeitskräfte gegenüber dem sinkenden 
Bedarf an weniger qualifizierten Arbeitskräften – ber-
gen generell und so auch innerhalb von Entwicklungs- 
und Schwellenländern die Gefahr steigender Ungleich-
heit und wachsender sozialer Spannungen (UNCTAD, 
2016; Stiglitz, 2018). In Entwicklungs- und Schwellen-
ländern erhalten diese Entwicklungen allerdings eine 
zusätzliche Brisanz durch zum Teil höhere politische 
Instabilität, die vielfach schwächeren (staatlichen) Ins-
titutionen und die oft fehlenden oder doch wesentlich 
schwächeren Mechanismen und Systeme der sozialen 
Sicherung (World Bank, 2019c; Kap. 5.3.9). Automati-
sierung kann auch zu einer geringeren Nachfrage nach 
Arbeitsmigrant*innen in Industrieländern führen. Die 
Folge wäre ein Einbruch der Rücküberweisungen, die 
in vielen Entwicklungs- und Schwellenländern einen 
bedeutenden Anteil am BIP erreichen (Norton, 2017). 
Das Überspringen technologischer Entwicklungs-
stufen (Leapfrogging) kann hingegen auch positive 
Entwicklungschancen bieten. Diese Potenziale sind 
grundsätzlich auch in der Digitalisierung angelegt. Pro-
minente Beispiele sind Mobilfunk und mobiles Inter-
net, durch die Kommunikation über große Distanzen 
und Internetzugang ohne den kapitalintensiven Auf-
bau von Leitungsinfrastrukturen auch in abgelegenen 
Regionen möglich werden, was beispielsweise Zugänge 
zu Bank- und Finanzdienstleistungen eröffnet (World 
Bank, 2016). Zu beachten ist allerdings auch in die-
sem Zusammenhang, dass ausreichende Bildung und 
Qualifikation im Umgang mit neuen Technologien und 
Medien wesentliche Voraussetzungen für die Entwick-
lungsmöglichkeiten auf Grundlage von Leapfrogging 
insgesamt sind. Vor diesem Hintergrund werden die 
Möglichkeiten des Leapfrogging bislang eher als gering 
eingeschätzt (UNCTAD, 2017a; Niebel, 2018).
5.3.8.3 
Internationale Arbeitsteilung im Wandel: Von der 
analogen zur digitalen Werkbank?
Über die Senkung von Kommunikations-, Informa-
tions- und Suchkosten (Goldfarb et al., 2019) eröff-
net die Digitalisierung Entwicklungsländern allerdings 
auch Chancen zu einer eigenständigeren wirtschaftli-
chen Entwicklung. Durch sinkende Markteintrittsbarri-
eren können Unternehmen und Arbeitnehmer leichte-
ren Zugang auch zu internationalen Märkten erhalten 
(World Bank, 2016: 59f.). So können digitale Technolo-
gien etwa den Kapitalbedarf für die Teilhabe an interna-
tionalen (digitalen) Märkten reduzieren: Cloud Compu-
ting bietet beispielsweise grundsätzlich auch kleineren 
Unternehmen in Entwicklungsländern Zugang zu neu-
esten Technologien, ohne dass diese die hohen Inves-
titionskosten und -risiken der Serverinfrastrukturen 
vollständig zu tragen haben (World Bank, 2016: 69). 
Zugleich werden mit Hilfe von Digitalisierung (Dienst-
leistungs-)Tätigkeiten auslagerbar und können interna-
tional gehandelt werden. Digitale Arbeitsplattformen 
stellen einen neuen, globalen Arbeitsmarkt für derar-
tige Beschäftigungen dar, zu dem auch Entwicklungs- 
und Schwellenländer direkten Zugang haben. Digi-
tale Arbeitsplattformen (Kasten 5.3.8-1) können so zu 
einer neuen Qualität der internationalen Arbeitsteilung 
führen. 
Es gibt viele Beispiele, wie solche Plattformen 
die Einkommenssituation von Menschen in Entwi-
cklungs- und Schwellenländern verbessern können 
und Dienstleistungsanbieter in armen Ländern mit den 
Märkten wohlhabender Länder verbinden (UNCTAD, 
2017b: 47ff.). So kann z. B. ein ehemaliger University 
Lecturer in Manila mit Programmierarbeit für einen 
US-Konzern viel mehr verdienen als bisher und muss 
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zudem nicht mehr zeitaufwändig zur Arbeit pendeln 
(weitere Beispiele in: Graham et al., 2017b). 
Bei hinreichender Qualifizierung ist davon auszuge-
hen, dass mit ständig verbessertem Zugang zum Inter-
net Millionen von Menschen in Entwicklungsländern 
potenziell von den Möglichkeiten der Einkommens-
erzielung auf digitalen Arbeitsplattformen profitieren 
werden (Graham et al., 2017b; Norton, 2017). Positiv 
auf die Entwicklung von Entwicklungs- und Schwellen-
ländern kann sich zudem auswirken, dass über digitale 
Arbeitsplattformen die Zahl der in vielen dieser Länder 
verbreiteten informellen Arbeitsverhältnisse reduziert 
werden kann. Dies kann zur Handlungsfähigkeit des 
Staates beitragen, indem etwa Grundlagen für funkti-
onsfähige Steuersysteme geschaffen werden. Ein Rück-
gang informeller Beschäftigung baut aber auch eine 
der zentralen Hürden für die verbesserte Absicherung 
der Menschen über entsprechende öffentliche sozi-
ale Sicherungssysteme ab (OECD, 2019a; World Bank, 
2019c; Kap. 5.3.9).
Trotz dieser Vorteile können die Auswirkungen der 
neuen Möglichkeiten zur Integration in neu entste-
hende globale Arbeitsmärkte und des selbstständigen 
Arbeitens allerdings gerade für Entwicklungs- und 
Schwellenländer ambivalent sein (World Bank, 2019c). 
Auch wenn formale Beschäftigungsverhältnisse zuneh-
men, fehlt es in vielen Entwicklungs- und Schwellen-
ländern an einer ausreichenden sozialen Absicherung. 
Soweit Sicherungssysteme überhaupt existieren, sind 
sie in der Regel auf reguläre Beschäftigungsverhältnisse 
ausgerichtet. Der verschärfte internationale Wettbe-
werbsdruck führt derzeit jedoch zu einer immer stärke-
ren Fragmentierung von Aufträgen in Teilprojekte für 
Selbstständige und darüber zu einer Abnahme regulä-
rer, somit sozialversicherter (Vollzeit-)Beschäftigung. 
Zur Durchsetzung sozialer Standards und Arbeitsrechte 
fehlt auf Seiten der Auftragnehmer in der Regel die Ver-
handlungsmacht (van Doorn, 2017b). Eine Rolle spielt 
dabei auch die vermehrt dezentrale Organisation der 
Arbeitsprozesse. Diese erschwert zudem die  Kontrolle 
der Arbeitsbedingungen, wenngleich die im Zuge der 
globalen, digitalen Vernetzung steigende Transparenz 
dem entgegenwirkt. 
Insgesamt besteht vor diesem Hintergrund die 
Befürchtung, dass insbesondere in Entwicklungs- 
und Schwellenländern diese Fortsetzung der analogen 
Werkbank in der digitalen Welt – parallel zu durchaus 
positiven Beschäftigungseffekten – zur Entstehung 
eines neuen Typs von Dienstleistungsprekariat füh-
ren kann (UNCTAD, 2017b: 51): „Employment in much 
of the informal sector has always lacked security and 
protection of rights. The ‚gig economy’ is nothing new 
in developed or developing societies. But digital work 
platforms seem likely to spread these characteristics 
more widely, to increase both access and competition, 
and introduce these ways of working to new sectors — 
probably quite rapidly“ (Norton, 2017: 9). 
Es ist kritisch zu hinterfragen, ob die (etwa von der 
Weltbank und vielen Regierungen) geweckten Hoff-
nungen in die Entwicklungspotenziale digitaler Online-
Kasten 5.3.8-1
Digitale Arbeitsplattformen
Beim Begriff digitale Arbeit kann zwischen „Cloud Work“ 
und „Gig Work“ unterschieden werden. Eine Aufgabe, die 
von überall über das Internet ausgeführt werden kann, gilt 
als „Cloud-Arbeit“. „Gig-Arbeit“ hingegen bezieht sich auf 
ortsbezogene Arbeit, die durch digitale Plattformen erleich-
tert wird (UNCTAD, 2017a: 46). Auf diesen Digital Labor 
Platforms stellen Firmen oder einzelne Auftraggeber Arbeits-
angebote ein, auf die Bieter ein Gebot abgeben können. Die 
weitere Senkung von Informations- und Transaktionskosten 
auf digitalen Arbeitsplattformen kann auch dazu beitragen, 
dass Produktionsprozesse nicht länger innerhalb eines Unter-
nehmens organisiert werden. Stattdessen können einzelne 
Aufgaben sehr kleinteilig global verteilt und vollständig aus 
Unternehmen hin zu quasi selbstständigen Auftragnehmern 
ausgelagert werden. Diese Auslagerungsprozesse mit Hilfe 
der Vermittlung bzw. Auktionierung von Arbeitsaufträgen 
auf Internetplattformen, die als neue „globale Gig Economy“ 
bezeichnet werden (Norton, 2017), können als digitale Fort-
setzung bzw. Transformation der globalen analogen Werk-
bank in eine digitale Werkbank interpretiert werden. Mit 
voranschreitender Digitalisierung zeichnet sich ein globaler 
Strukturwandel ab, bei dem aufstrebende Entwicklungs- und 
Schwellenländer auf dem globalen Markt auch zunehmend 
(hochwertige) Dienstleistungen anbieten. Englischsprachige 
Global Digital Labour Platforms (etwa für Übersetzungen, 
Programmierung, Marketing, Buchhaltung, Büroassistenz) 
wachsen derzeit um ca. 25 % jährlich (Kässi und Lehdonvir-
ta, 2018). Die Anbieter von Tätigkeiten auf Digital Labour 
 Platforms kamen im Jahr 2016/17 zu 46 % aus den USA, 
gefolgt von Europa, UK, Australien, Indien, Australien, UK 
und Kanada (Kässi und Lehdonvirta, 2018). Ferner kamen 
Angebote aus Brasilien, Südafrika und Ägypten. Bei der 
Herkunft der Auftragnehmer sind dagegen stärker Entwick-
lungsländer vertreten, allen voran Indien und die Philippinen 
(UNCTAD, 2017a: 49). 
Trotz dieser beeindruckenden Wachstumszahlen ist die 
Relevanz der Gig Economy heute noch beschränkt. Die bis-
lang verfügbaren Schätzungen zu den Anteilen derjenigen an 
der arbeitenden Bevölkerung, die hauptberuflich über 
Arbeitsplattformen vermittelten Beschäftigungen nachgehen, 
variieren, allerdings auf durchweg noch sehr niedrigem 
Niveau von unter 3 % (OECD, 2019a). Die Weltbank geht 
davon aus, dass global derzeit weniger als 0,5 %, und in Ent-
wicklungsländern weniger als 0,3 % der arbeitenden Bevölke-
rung in der Gig Economy beschäftigt sind (World Bank, 
2019c).
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plattformen nicht durch bestehende Ungleichheiten 
und Machtverhältnisse konterkariert werden (Graham 
et al., 2017b). Insbesondere der Zugang zu internatio-
nalen Gütermärkten und zu einem neu entstehenden 
Arbeitsmarkt auf digitalen Plattformen ist in hohem 
Maße von der Qualifikation der Arbeitskräfte abhängig. 
Somit besteht die Gefahr, dass von den Entwicklungs-
potenzialen nur Hochqualifizierte profitieren werden, 
während die Bevölkerungsmehrheit von verstärktem 
Wettbewerbsdruck, unzureichender sozialer Absiche-
rung und wachsender Verwundbarkeit betroffen ist: 
„There is a risk that the present system will create good 
and well-paying jobs only for a few, while for the majo-
rity, there will be little security and persistent concerns 




Der fortschreitende digitale Strukturwandel in der inter-
nationalen Arbeitsteilung hat das Potenzial, die globa-
len Wirtschaftsbeziehungen auf vielen Ebenen neu zu 
ordnen. Dass es zu einer Neujustierung der Rolle von 
Entwicklungs- und Schwellenländern in der internatio-
nalen Arbeitsteilung kommen wird, zeigt sich schon seit 
vielen Jahren. Eindeutige Schlussfolgerungen zur Wir-
kung der Digitalisierung auf die internationale Organi-
sation von Wertschöpfungsketten sind allerdings der-
zeit nur eingeschränkt möglich. Dies gilt ebenso für die 
Frage, ob damit auch die während der zweiten Welle 
der Globalisierung erreichten Fortschritte in vielen 
Entwicklungs- und Schwellenländern wieder gefährdet 
sein könnten. Allerdings schätzen mehrere Studien das 
Kasten 5.3.8-2
Handlungsempfehlungen zum Schauplatz  
„Internationale Arbeitsteilung und 
Digitalisierung“
Nach wie vor sind auch im Digitalen Zeitalter – und besonders 
angesichts der mit der Automatisierung verbundenen Her-
ausforderungen – traditionelle Handlungsfelder wie Bildung, 
soziale Absicherung und Institutionenentwicklung wichtige 
„analoge“ Voraussetzungen, um Entwicklungspotenziale zu 
schaffen und zu nutzen (World Bank, 2016). 
 > Etablierung und Förderung von Bildungs- und Weiterbil-
dungssystemen: Mit der Verbreitung digitaler Technolo-
gien sind spezifische Herausforderungen und neue Mög-
lichkeiten verbunden. Insbesondere sind Bildungsinvestiti-
onen notwendiger denn je, da (Aus-)Bildung als Grundlage 
für qualifizierte Arbeit immer wichtiger wird. Im Digita-
len Zeitalter sind Bildung und Weiterbildung für die erfolg-
reiche Nutzung digitaler Technologien in Entwicklungs-
ländern zentrale Schlüssel, gerade um die Möglichkeiten 
neuer Entwicklungsmodelle auf Grundlage „hochwertiger“ 
Dienstleistungen zu erschließen. Welche Bildungsinhalte 
vermittelt werden sollten und auf welche Weise Fähigkei-
ten wie Kreativität, Flexibilität und allgemeine analytische 
und kognitive Fähigkeiten auch unter Beachtung der regi-
onalen Besonderheiten in Entwicklungsländern befördert 
werden können, ist, wie auch in Industrieländern, noch 
nicht abschließend beantwortbar. Speziell im Kontext von 
Entwicklungsländern stellt sich die Frage, welchen Ein-
fluss regionale und kulturelle Besonderheiten für den Auf-
bau und die Neugestaltung geeigneter Bildungssysteme 
haben. Bildungsangebote können allerdings grundsätz-
lich mit Hilfe digitaler Technologien einfacher multipliziert 
und flächendeckend angeboten werden. Dies gilt beson-
ders für abgelegene ländliche Regionen in Entwicklungs-
ländern, vorausgesetzt es gelingt, die immer noch große 
digitale Kluft zwischen städtischen und ländlichen Regio-
nen schnell zu schließen. 
 > Förderung von Infrastrukturentwicklung: Die gezielte För-
derung eines inklusiven und an die lokalen Verhältnisse 
angepassten Infrastrukturausbaus, etwa im Rahmen der 
Entwicklungszusammenarbeit, ist ein zentraler Ansatz, um 
regionale Unterschiede zu verringern und zukünftige wirt-
schaftliche Teilhabe sicherzustellen. Diesen Infrastruktur-
ausbau gilt es durch Technologietransfer zu flankieren, um 
in Entwicklungsländern eigene IT-Industrien aufzubauen 
und so deren Importabhängigkeit zu senken. Ein konkre-
ter, wichtiger Ansatz liegt dabei auch in neuen Regelungen 
im Bereich des Schutzes bzw. der Übertragbarkeit geistiger 
Eigentumsrechte (Baker et al., 2017) oder Open-Source-Lö-
sungen. Zudem bedarf es einer Gegensteuerung zum „brain 
drain“ aus Entwicklungs- und Schwellenländern. Es sollten 
verstärkt Anreize zur Rückkehr hochqualifizierter Arbeits-
kräfte aus der Digitalisierungsbranche von den Industrie-
ländern in ihre Heimatländer gesetzt werden. 
 > Auf- und Ausbau sozialer Sicherungssysteme: Großer Hand-
lungsbedarf besteht unverändert bei der Verbesserung der 
sozialen Absicherung in Entwicklungs- und Schwellenlän-
dern. Digitale Technologien sollten, vergleichbar mit ver-
besserten Zugängen zu Finanz- und Bankdienstleistungen, 
zur Registrierung bzw. Erfassung der Bevölkerung auch im 
ländlichen Raum eingesetzt werden. Im Rahmen der Ent-
wicklungszusammenarbeit könnte dabei auch Unterstüt-
zung für den Aufbau funktionsfähiger sozialer Sicherungs-
systeme geleistet werden. Um dem hohen internationalen 
Wettbewerbsdruck und der meist fehlenden Verhandlungs-
macht einzelner Auftragnehmer*innen wirksam zu begeg-
nen, sollte zudem die Vereinbarung von Arbeitsmindest-
standards in der digitalen Arbeit, die im Rahmen inter-
nationaler Abkommen (z. B. bei der ILO) verfolgt werden, 
erleichtert werden. Um die Einhaltung von Arbeitsstan-
dards nachzuweisen und damit etwa auch die Umsetzung 
internationaler Abkommen zu kontrollieren, können eben-
falls digitale Technologien und internationale Vernetzung 
wertvolle Hilfsmittel sein. 
 > Entwicklung von Leitlinien für neue Herausforderungen im 
Arbeitsschutz: IKT ermöglichen jedoch auch verstärkt die 
Überwachung von Beschäftigten – hier bedarf es der Ent-
wicklung ethischer Leitlinien bereits bei der Entwicklung. 
Gerade Industrieländer, in denen diese Technologien größ-
tenteils entwickelt werden, sind in der Verantwortung, 
keine Technologien zu exportieren, die im eigenen Land 
arbeitsrechtlich fragwürdig sind.
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technische Potenzial des Verlustes von Arbeitsplätzen 
durch Automatisierung in Entwicklungs- und Schwel-
lenländern als sehr hoch ein (Tab. 5.3.8-1). 
Es ist absehbar, dass sich die internationale Arbeits-
teilung verändert. Robotik und 3D-Druck werden 
ganze Produktionsprozesse und -strukturen umgestal-
ten, digitale Arbeitsplattformen lassen weniger analoge, 
aber mehr digitale „verlängerte Werkbänke“ entstehen. 
Manche sprechen bereits von einer dritten Welle der 
Globalisierung (Baldwin, 2016), da einzelne Aufga-
ben mit Hilfe der neuen, digital gestützten Fertigungs-
technologien sowie digitaler Vernetzung und Plattfor-
men immer kleinteiliger global verteilt und ausgelagert 
werden können. Denkbar ist, dass diese neue Form der 
digitalen Arbeitsteilung positive Folgen für die Erhal-
tung natürlicher Lebensgrundlagen entfaltet, falls der 
ressourcenintensive Transport von Gütern und Arbeits-
kräften wesentlich reduziert werden kann. Dazu kön-
nen auch die neuen Verfahren der additiven Fertigung 
beitragen, mit denen kundennäher produziert werden 
kann, selbst wenn Produkte an weit entfernten Orten 
konzipiert werden. Angesichts der hier beschriebenen 
Herausforderungen für die zukünftigen Entwicklungs-
modelle von Entwicklungs- und Schwellenländern wird 
allerdings auch deutlich, dass derartige positive Nach-
haltigkeitsimplikationen neuer Produktionsstruktu-
ren und -technologien auf Ebene des Ressourcen- und 
Umweltschutzes in einem gewissen Spannungsverhält-
Kasten 5.3.8-4
Forschungsempfehlungen zum Schauplatz  
„Internationale Arbeitsteilung und 
Digitalisierung“
Die bestehende Unsicherheit über die Wirkungen von Digi-
talisierung auf Arbeit und Beschäftigung überträgt sich auf 
die Frage, wie der digitale Wandel die wirtschaftliche Integ-
ration und Teilhabe von Entwicklungs- und Schwellenländern 
verändern wird. Hier besteht auf einer sehr grundsätzlichen 
Ebene erheblicher Raum für Forschung, um die Potenziale 
der Digitalisierung zur weiteren wirtschaftlichen Integration 
von Entwicklungsländern und mögliche Risiken frühzeitig zu 
identifizieren (Lütkenhorst, 2018: 28f.; Schlogl und Sumner, 
2018: 34). 
 > Systematischeres Verständnis der Wirkungen des digitalen 
Fortschritts: Während in der Vergangenheit durch Indust-
rialisierungsprozesse in der Regel die Arbeitsproduktivität 
gesteigert und gleichzeitig Beschäftigung geschaffen wer-
den konnte, ist dies im Zuge des digitalen Wandels nicht 
mehr gesichert. Kaum untersucht ist die Frage, wie sich 
Automatisierung und Digitalisierung speziell auf Entwick-
lungsländer mit den ihnen eigenen, speziellen Produkti-
ons-, Beschäftigungs- und Exportstrukturen auswirken. 
Näher zu untersuchen wäre auch, unter welchen Bedin-
gungen sich Produktivitäts- und Einkommenswachstum in 
Zukunft in Beschäftigungswachstum umsetzen dürfte und 
welche Relevanz mögliche Prozesse des Re- bzw. Back- 
oder Nearshorings gesamtwirtschaftlich haben werden. Ein 
derartiges vertieftes und systematischeres Verständnis der 
Folgen der Digitalisierung auf den Arbeitsmärkten in Ent-
wicklungs- und Schwellenländern wäre auch notwendig, 
um politische Risiken aus möglichen Deindustrialisierungs-
prozessen und Arbeitsplatzverlusten sowie aus ansteigen-
den sozialen Spannungen durch ungleiche Entwicklung 
von Kapital- und Arbeitseinkommen frühzeitiger einschät-
zen zu können. 
 > Identifikation möglicher neuer Entwicklungsmodelle: Die 
Globalisierung und Nutzung kostengünstiger Arbeitskräfte 
erlaubten längerfristige Entwicklungsfortschritte, indem 
sie in Entwicklungs- und Schwellenländern strukturellen 
Wandel von Agrarökonomien hin zu zunehmend industria-
lisierten Wirtschaften angestoßen haben. In Zukunft wer-
den alternative Entwicklungsmodelle notwendig werden, 
die den teils stark wachsenden, jungen Bevölkerungen in 
Entwicklungsländern Perspektiven eröffnen. Wie Entwick-
lung unter diesen Bedingungen gelingen kann, ist bislang 
aber noch weitgehend offen. In diesem Zusammenhang 
sollten auch Möglichkeiten und Voraussetzungen des tech-
nologischen Leapfroggings vertieft betrachtet werden.
 > Internationale Arbeitsteilung, neue Entwicklungsmodelle 
und Umweltschutz: Weitgehend unbeachtet bleibt bei der 
Suche nach neuen Entwicklungsmodellen zudem die Frage, 
wie die Neuordnung der internationalen Arbeitsteilung und 
der mögliche Wandel von analogen hin zu digitalen Werk-
bänken mit Umwelt- und Klimaschutz zusammenhängt: 
Dient die Digitalisierung der Vereinbarkeit von Entwick-
lungsmodellen und umweltbezogenen Nachhaltigkeits-
zielen oder nicht? Es bedarf unter den genannten Bedin-
gungen dringend der Erarbeitung alternativer wirtschafts-
politischer Strategien für Entwicklungsländer in Einklang 
mit planetarischen Leitplanken. Hier fehlt das notwen-
dige Orientierungs- und Handlungswissen, um alternative, 
zukunftssichere Entwicklungsmöglichkeiten aufzeigen zu 
können. 
 > Veränderungen von Arbeitsbedingungen und -qualität: 
Wenig erforscht ist auch die Frage, wie sich in Entwi-
cklungs- und Schwellenländern die Arbeitsbedingungen 
durch digitale Technologien verändern, welche Chancen 
Digitalisierung bietet, um weltweit gleichwertige Arbeits-
bedingungen zu schaffen und was zu dieser Umsetzung 
nötig ist. Erheblicher Forschungsbedarf besteht auch zum 
Potenzial von nachhaltiger Arbeit (UNDP, 2015), dem Ein-
fluss von Erwerbsarbeit auf die sozial-ökologische Gestal-
tung der Lebensführung und die Frage, welchen Beitrag die 
Digitalisierung durch eine veränderte Arbeitsteilung dazu 
leisten kann. Auch in Entwicklungsländern wird darüber 
hinaus gesellschaftlicher Wandel notwendig sein, um die 
Bedeutung lebenslangen Lernens stärker gesellschaftlich 
zu etablieren. Um neue Formen nicht nachhaltiger Arbeits-
bedingungen durch internationalen Wettbewerbsdruck 
und mangelnde Verhandlungsmacht von vornherein zu 
adressieren, wäre auch zu hinterfragen, wie Industrieländer 
ihre nationale Arbeits(-markt)politik und -regulierung 
gestalten können, damit eine global faire und zukunftsfä-
hige internationale Arbeitsteilung möglich wird.
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nis zu gesellschaftlichen Zielen nachhaltiger Entwick-
lung stehen können. Insbesondere gilt dies auch für die 
weiteren Potenziale zur Ressourceneinsparung durch 
effizientere, stärker automatisierte Produktionsverfah-
ren (Kap. 5.2.1), wobei die Automatisierung zwar den 
Ressourcenverbrauch senkt, aber auch angesichts eines 
niedrigen Bildungsniveaus mit einem (Netto-)Verlust an 
Beschäftigung in Entwicklungs- und Schwellenländern 
und einer entsprechend schwächeren weltwirtschaftli-
chen Integration dieser Länder einhergeht. Diese über 
die wirtschaftliche Teilhabe hinausreichenden möglichen 
Nachhaltigkeitsimplikationen werden derzeit im Zusam-
menhang mit der weiteren Entwicklung der internatio-
nalen Arbeitsteilung kaum betrachtet. Sie sollten ebenso 
zum Gegenstand intensiver Forschung werden wie mög-
liche neue Entwicklungsmodelle sowie die weitere Ent-
wicklung der bisherigen wirtschaftlichen Verflechtun-
gen, um so sichereren Grund für Politikgestaltung zu 
legen (Kap. 10). 
5.3.9 
Nachhaltige Arbeitswelten der Zukunft
Arbeit bzw. Erwerbsarbeit erfüllt breite gesellschaftliche 
Funktionen: Sie dient der Herstellung gesellschaftlich 
relevanter Güter und Dienstleistungen, der Sicherstel-
lung des Lebensunterhalts, gewährleistet gesellschaft-
liche Teilhabe und ist Quelle von Selbstwertgefühl und 
persönlicher Achtung. Die Besteuerung von Arbeitsein-
kommen stellt außerdem eine wichtige Grundlage zur 
Finanzierung von Staatshaushalten und insbesondere 
sozialen Sicherungssystemen dar. Nicht zuletzt vor die-
sem Hintergrund gilt die erfolgreiche Integration von 
Menschen in den Arbeitsmarkt als weitgehend unum-
strittenes, sinnvolles wirtschaftspolitisches Ziel, das 
auf Ebene der Entwicklungs- und Nachhaltigkeitspoli-
tik auch Eingang in die SDGs (SDGs 1, 8 und 10) gefun-
den hat.
Arbeitsmärkte und Erwerbsarbeit in ihrer heutigen 
Form werden durch die Digitalisierung und die Trans-
formation zur Nachhaltigkeit tiefgreifend umgestal-
tet. Der für ein nachhaltiges Wirtschaftssystem erfor-
derliche Strukturwandel stellt Menschen, Regionen 
und ganze Gesellschaften vor große Herausforderun-
gen. Für seine sozialverträgliche Gestaltung müssen für 
Menschen, die heute in nicht nachhaltigen Sektoren, 
wie beispielsweise von fossilen Energieträgern abhän-
gigen Industrien tätig sind, Zukunftsperspektiven 
gefunden werden (WBGU, 2018b). Zugleich erlangen 
technische Systeme und Maschinen durch Vernetzung 
und Datenreichtum (kognitive) Fähigkeiten, durch die 
sie in immer weitergehenden Bereichen in Konkurrenz 
zu menschlicher Arbeit treten können. Diese Entwick-
lung schürt Verlustängste und Unsicherheit, wie bereits 
die seit Beginn der Industrialisierung geführte Diskus-
sion um technologisch bedingte (Massen-)Arbeitslosig-
keit und Verteilungskonflikte illustriert (Mokyr et al., 
2015; Allen, 2017). Abstiegsängste und Akzeptanzver-
lust der Betroffenen können nicht zuletzt auch populis-
tischen Bewegungen in die Hände spielen. 
Ohne Zweifel führt die Digitalisierung zu erheb-
lichen Herausforderungen für die gesellschaftlichen 
Funktionen von (Erwerbs-)Arbeit heute und die Rolle 
von Arbeit und Beschäftigung für nachhaltige Ent-
wicklung. Aus dem initiierten Wandel ergeben sich 
aber auch Chancen für einen neuen Sozialvertrag und 
die Entwicklung neuer Leitbilder für menschwürdige 
Arbeit mit einer neuen Arbeitsqualität, die Teilhabe 




Aufgaben und Tätigkeiten mit klar definierbaren und 
sich wiederholenden Abläufen eignen sich besonders 
zur Automatisierung. Diesen Routinetätigkeiten stehen 
die Nicht-Routinetätigkeiten gegenüber, die Kreativi-
tät, Flexibilität oder Anpassungsfähigkeit und analyti-
sche, kognitive oder organisatorische Fähigkeiten sowie 
soziale oder kommunikative Kompetenzen (Empathie) 
erfordern (World Bank, 2019c). Wie letztere erfolgreich 
bewältigt werden, kann oft nur unvollständig über 
standardisierte Ansätze oder Lösungen erklärt wer-
den, so dass die notwendigen Abläufe schlecht kodi-
fiziert werden können („ Polanyi’s Paradox“, Autor, 
2015). Dabei werden durchaus auch Tätigkeiten mit 
hohen Qualifikationsanforderungen, etwa in Banken 
oder Versicherungen, den Routinetätigkeiten zugerech-
net und in Einzelfällen bereits heute von KI übernom-
men (Mayer-Schönberger und Ramge, 2017: 126ff.). 
Umgekehrt fallen neben analytischen bzw. „abstrak-
ten“ Tätigkeiten auch Bereiche manueller Arbeit unter 
die Nicht-Routinetätigkeiten, die zwar keine hohen Bil-
dungsabschlüsse, aber hohe sensomotorische Fähigkei-
ten und eine hohe Anpassungsfähigkeit an Einzelfälle 
erfordern (Autor, 2015). 
Quantitative Abschätzungen über die technischen 
Potenziale zur Automatisierung heutiger Berufe und 
Tätigkeiten kommen zu gemischten Ergebnissen. Wer-
den einzelne Berufe betrachtet, könnten bereits über 
die nächsten 10–20 Jahre nahezu die Hälfte der in ent-
wickelten Volkswirtschaften vertretenen Berufe von 
Maschinen übernommen werden (Frey und Osborne, 
2013, 2017). Wird berücksichtigt, dass Berufe in der 
Regel verschiedene Tätigkeiten umfassen, die nicht alle 
in gleicher Weise von Maschinen übernommen werden 
können, reduzieren sich die geschätzten Automatisie-
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rungspotenziale allerdings deutlich. In den USA redu-
zieren sie sich beispielsweise von 38 % auf 9 % der Tätig-
keiten (Arntz et al., 2017). Ähnliche Größenordnun-
gen ergeben sich für andere Industrieländer wie etwa 
Deutschland (Arnold et al., 2016; Dengler und Matthes, 
2015). Für Entwicklungsländer werden diese Potenziale 
allerdings regelmäßig höher eingeschätzt (Kap. 5.3.8). 
Ob bestehende Substitutionspotenziale tatsächlich aus-
geschöpft werden, hängt aber letztlich von gesellschaft-
lichen, rechtlichen und ökonomischen Rahmenbedin-
gungen ab (Frey und Osborne, 2017; Südekum, 2018) 
und ist daher grundsätzlich von Gesellschaft und Politik 
gestaltbar. Technologischer Fortschritt kann nicht nur 
zu einem Wegfall von Arbeitsplätzen führen, sondern 
auch mit gegenläufigen Effekten verbunden sein. Er 
kann positive Wachstumsimpulse setzen und zur Ent-
stehung neuer Berufe und Tätigkeitsbereiche führen 
(Benzell et al., 2015; Mokyr et al., 2015; Autor, 2015; 
Acemoglu und Restrepo, 2018a). Ob diese Effekte ähn-
lich stark wie bei vergangenen technologischen Revo-
lutionen (Autor, 2015; Mokyr et al., 2015; Allen, 2017) 
ausfallen werden, ist bislang schwer abschätzbar. Neue 
Beschäftigungsfelder sind allerdings bereits heute ent-
standen. Beispiele umfassen Programmierer*innen 
und Unternehmer*innen, die konkrete Anwendun-
gen für digitale Technologien entwickeln (Benzell et 
al., 2015; Bresnahan und Yin, 2017), oder Agenturen, 
die die Such maschinenfreundlichkeit von Internetauf-
tritten verbessern. Positive Beschäftigungseffekte wer-
den der Digitalisierung auch durch mögliche Verbesse-
rungen der Funktionsfähigkeit von (Arbeits-)Märkten, 
durch die Senkung von Such- und Informationskosten 
wie auch dem Abbau von Arbeitsmarktfriktionen zuge-
schrieben (World Bank, 2016). Insbesondere über digi-
tale Arbeitsplattformen wie Uber, Amazon  Mechanical 
Turk oder Etsy können auch für Kleinstaufgaben Auf-
träge und Beschäftigung in (zumindest scheinbarer) 
Selbstständigkeit vermittelt werden (Goldfarb et al., 
2019; Kap. 5.3.8). Nicht immer wird aber tatsächlich 
zusätzliche Beschäftigung geschaffen, teilweise wer-
den nur reguläre Beschäftigungsverhältnisse ersetzt 
( Eichhorst et al., 2016). 
Negative Auswirkungen von Digitalisierung und 
Automatisierung auf die Menge der verfügbaren Arbeit 
können auch durch die Anpassung von Arbeitszeiten 
abgefedert werden. Schon Keynes spekulierte Anfang 
des 20. Jahrhunderts über ein Absinken der wöchent-
lichen Arbeitszeit auf 15 Stunden in der Generation 
seiner Enkelkinder (Keynes, 1930). Auch wenn die 
Realität hinter dieser Prognose zurückblieb, sanken 
die Arbeitszeiten im Zuge gesellschaftlicher Aushand-
lungsprozesse in den vielen Ländern. Aufgrund stei-
gender Arbeitsproduktivität und steigendem materiel-
len Wohlstand war dies möglich, ohne dabei die mate-
rielle Lebensgrundlage der Beschäftigten zu gefährden 
(Mokyr et al., 2015; Boppart und Krusell, 2016; Ste-
venson, 2018). Zugleich nahmen Freizeitangebote zu 
und wurden breiten Bevölkerungsschichten zugänglich 
(Mokyr, 2013; Irmen, 2018). Heute reichen Visionen 
der weiteren Entwicklung bis hin zu vollständig auto-
matisierten Post-Arbeitsgesellschaften (Aira, 2017), 
in denen Menschen eine angemessene Beteiligung 
am erwirtschafteten Wohlstand erhalten (Pfannebe-
cker und Smith, 2013) und Tätigkeiten nicht länger zu 
Erwerbs- sondern primär zu Selbstverwirklichungszwe-
cken nachgehen. In der pessimistischen Lesart spaltet 
sich die Gesellschaft allerdings in eine Klasse der Herr-
schenden und der „Nutzlosen“, ohne politische und 
wirtschaftliche Bedeutung (Harari, 2017).
5.3.9.2 
Verteilungsimplikationen
Bereits heute werden die Verteilung von Einkom-
men und Vermögen als eine zentrale Herausforderung 
für soziale Kohäsion und politische Stabilität disku-
tiert (Dabla-Norris et al., 2015; OECD, 2015c; World 
Inequality Lab, 2017; Alvaredo et al., 2018; Guriev, 
2018). Nicht zuletzt vor diesem Hintergrund rücken 
gegenwärtig die verteilungspolitischen Implikationen 
von Digitalisierung und der Transformation zur Nach-
haltigkeit sowie die beschriebenen strukturellen Ände-
rungen auf den Arbeitsmärkten verstärkt in den Fokus. 
Dass diese erhebliche gesellschaftliche Herausforde-
rungen bergen und bereits bestehende soziale Span-
nungen deutlich verschärfen können, ist im Vergleich 
zur Frage der (absoluten) Beschäftigungsentwicklung 
relativ unstrittig (Korinek und Stiglitz, 2017; Berg et 
al., 2018a; Südekum, 2018). Gesellschaftlich und poli-
tisch relevant sind zudem nicht allein tatsächlich mess-
bare Folgen für die Verteilung von Einkommen, son-
dern bereits die Verbreitung eines Gefühls von Unsi-
cherheit und anwachsende Ängste vor sozialem Abstieg 
und Verlust von Identität, die gerade die dynamische 
digitale Entwicklung hervorrufen kann (Bussolo et al., 
2018). Aus Nachhaltigkeitssicht bedrohen derartige 
Entwicklungen nicht nur die gesellschaftliche und wirt-
schaftliche Teilhabe, sondern auch die notwendige poli-
tische Unterstützung und Gestaltung nachhaltiger Ent-
wicklung. 
Regionale bzw. räumliche Verteilungsimplikationen
Da einige Industrien, die besonders von Digitalisierung 
und der Transformation zur Nachhaltigkeit betroffen 
sind, sich räumlich konzentrieren, werden induzierte 
Verteilungswirkungen regional unterschiedlich ausfal-
len. Ähnlich wie in der aktuellen Debatte um Arbeits-
platzverluste in der Kohleindustrie, können durch den 
einsetzenden Strukturwandel regionale wirtschaftliche 
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und soziale Verwerfungen entstehen, die rechtzeitig 
durch geeignete Maßnahmen begleitet und abgefedert 
werden müssen (WBGU, 2018b). Regionalwirtschaft-
liche Verlagerungen aufgrund technologischen Fort-
schritts wurden auch schon in der Vergangenheit häu-
fig beobachtet und in zahlreichen Studien adressiert 
(Arntz et al., 2016). Für die gemeinsame Betrachtung 
von Arbeitsmarktauswirkungen des digitalen Wan-
dels und der Transformation zur Nachhaltigkeit besteht 
jedoch noch erheblicher Forschungsbedarf. Räumliche 
bzw. regionale Unterschiede verlieren auch mit fort-
schreitender Vernetzung und Virtualisierung durch die 
Digitalisierung nicht vollständig an Bedeutung. Auf 
internationaler Ebene können sich etwa durch Fakto-
ren wie Kundennähe und abnehmender Bedeutung von 
Arbeitskosten neue Muster von Handelsbeziehungen 
und Arbeitsteilung mit verteilungs- und entwicklungs-
politischen Folgen ergeben (Kap. 5.3.8). 
Verteilung zwischen Arbeit unterschiedlicher 
Qualifikation
Die Kluft zwischen vorhandenen und nachgefrag-
ten Fähigkeiten und Qualifikationen der Menschen 
im erwerbsfähigen Alter nimmt durch den strukturel-
len Wandel am Arbeitsmarkt zu („mismatch of skills“: 
Acemoglu und Restrepo, 2018a). Verschärfend wirkt 
dabei die hohe Dynamik des digitalen technischen Fort-
schritts, die sich etwa in dem relativ starken Anstieg der 
Potenziale zur Arbeitssubstitution in Deutschland aus-
drückt (Dengler und Matthes, 2018). Beschäftigungs-
möglichkeiten werden im Zuge der Digitalisierung vor 
allem bei schwer substituierbaren Nicht-Routinetätig-
keiten erhalten bleiben bzw. neu entstehen. Da unter 
diese Tätigkeiten sowohl heute hochbezahlte, hochqua-
lifizierte „abstrakte“ Tätigkeiten als auch eher niedrig-
bezahlte „manuelle“ Tätigkeiten fallen, wird erwartet, 
dass sich Beschäftigung an beide Enden der Lohnver-
teilung verlagert, während Routinetätigkeiten im mitt-
leren Einkommensspektrum entfallen (Autor, 2015). 
Diese „Polarisation von Beschäftigung“ hin zu den 
Enden der Lohnverteilung wird für viele Länder bereits 
seit den 1980er Jahren beobachtet und unter ande-
rem durch technischen Fortschritt im Bereich von IKTs 
erklärt (Michaels et al., 2014; Bárány und Siegel, 2018). 
Einkommensungleichheit kann zusätzlich zwischen 
Nicht-Routinetätigkeiten hoher und niedriger Qualifi-
kation verschärft werden (Eden und Gaggl, 2018). Auf-
grund des beschränkten Arbeitsangebots können über-
proportional starke Lohnzuwächse bereits heute bei 
Arbeitnehmer*innen beobachtet werden, die beson-
dere Fähigkeiten im Umgang mit digitalen Technolo-
gien besitzen (Gallipoli und Makridis, 2018; Falck et al., 
2016). Dagegen dürften die Löhne für niedrig-qualifi-
zierte, manuelle Nicht-Routinetätigkeiten zunehmend 
unter Druck geraten, sollten immer mehr Arbeitneh-
mer*innen aus Bereichen, in denen Routinetätigkeiten 
durch Automatisierung wegfallen, wegen der niedrige-
ren Qualifikationsanforderungen in diese Tätigkeiten 
drängen (Autor, 2015). 
Entwicklung wachsender Ungleichheit zwischen 
Kapital- und Arbeitseinkommen
Vor allem in Industriestaaten ist der Anteil der Arbeits-
einkommen an der gesamtwirtschaftlichen Wertschöp-
fung seit den 1980er Jahren und mit einer Verschär-
fung nach der Jahrtausendwende zugunsten von Kapi-
tal- und Unternehmensgewinnen gesunken (Piketty, 
2014; Dao et al., 2017; OECD, 2017b). Zurückgeführt 
wird diese Entwicklung unter anderem auf Automa-
tisierung und, allgemein, technischen Fortschritt im 
Bereich der IKT (Eden und Gaggl, 2018). Dabei spielt 
die arbeitssubstituierende Wirkung des digitalen Wan-
dels eine wichtige Rolle, die in diesem Zusammenhang 
letztlich den klassischen Verteilungskonflikt zwischen 
Arbeit und Kapital- bzw. Maschineneigentümern seit 
der Industrialisierung widerspiegelt. Aber auch die Ver-
änderung von Marktstrukturen hin zu „Winner- takes-
all“-Märkten, die in einem Zusammenhang mit der par-
allel zunehmenden Bedeutung immaterieller (digita-
ler) Wirtschaftsgüter gesehen wird, spielt eine Rolle: 
Sie befördert Marktkonzentration und damit steigende 
Gewinneinkommen auf Unternehmensseite (Autor et 
al., 2017a, b; Guellec und Paunov, 2017; Kap. 4.2.2). 
Mit einer Fortschreibung bzw. Verstärkung dieser Ent-
wicklungen im Zuge des weiteren digitalen Wandels 
würde (Erwerbs-)Arbeit immer weniger zur Gewähr-
leistung wirtschaftlicher Teilhabe in der Breite der 
Gesellschaft beitragen (DeCanio, 2016; Korinek und 
Stiglitz, 2017). Die vollständige Ersetzung mensch-
licher Arbeitskraft durch Anwendung von KI würde 
letztlich nur die extremste Ausprägung dieser Entwick-
lung darstellen. 
Marktwirtschaftliche Anpassungsprozesse kön-
nen neben dem Beschäftigungsabbau. Verluste in der 
Arbeitsentlohnung und damit auch Verteilungsimplika-
tionen begrenzen. Eine zentrale Rolle spielt auch hier 
die Entstehung neuer Beschäftigungen, die Ungleich-
heitsentwicklungen entgegenwirken, wenn sie in Berei-
chen liegen, die der Automatisierung entzogen sind 
bzw. in denen der technische Fortschritt komplementär 
zu Arbeit wirkt. In dieser Hinsicht ist auch zu beachten, 
dass sich die Zielrichtung der technischen Entwicklung 
im Zeitverlauf verschieben kann. So können andere 
Herausforderungen, wie die Erhaltung natürlicher 
Lebensgrundlagen, zu „drängenderen“ Problemen wer-
den und der Einsatz von Arbeit im Vergleich zu anderen 
Produktionsfaktoren wieder an Attraktivität gewinnen 
(Acemoglu und Restrepo, 2018b). 
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Diese möglichen Anpassungsprozesse reduzieren die 
gesellschaftlichen Herausforderungen und Gestaltungs-
aufgaben durch den arbeitssubstituierenden techni-
schen Fortschritt nur teilweise. Phasen des Übergangs, 
in denen Menschen mit einem Wandel von Berufsbil-
dern und Qualifikationsanforderungen konfrontiert 
werden, verhindern sie nicht. Die Stabilisierung von 
Beschäftigung und Arbeitseinkommen kann lange Zeit-
räume benötigen, wie schon im Zuge der industriellen 
Revolution deutlich wurde (Allen, 2009), und entspre-
chend intergenerationelle Verteilungsfragen aufwer-
fen. Diese werden dadurch verschärft, dass sich Ziel-
konflikte zwischen Einkommensgewinnen zukünftiger 
Generationen und einer gleichmäßigeren Einkommens-
verteilung zugunsten früherer Generationen ergeben 
können (Berg et al., 2018a). 
5.3.9.3 
Soziale Sicherungssysteme und Mechanismen der 
Einkommensverteilung 
In Anbetracht der absehbaren Auswirkungen auf Ein-
kommensverteilung und Arbeitsmärkte gilt es Ansätze 
zu entwickeln, die die strukturellen Veränderungen 
auf den Arbeitsmärkten abfedern und wirtschaftli-
che wie gesellschaftliche Teilhabe bewahren. Men-
schen brauchen finanzielle und zeitliche Freiräume, 
damit der Übergang von alten in neue Beschäftigun-
gen gelingt und diejenigen aufgefangen werden, die 
von der Geschwindigkeit des technologischen Fort-
schritts überfordert zu werden drohen. Funktionsfä-
hige soziale Sicherungssysteme sind damit notwendi-
ger denn je. Sollte (Erwerbs-)Arbeit allerdings so stark 
an wirtschaftlicher Bedeutung verlieren, dass sie eine 
breite wirtschaftliche Teilhabe und angemessene Ein-
kommensverteilung nicht mehr gewährleistet, braucht 
es weitergehende Mechanismen der Einkommens(um-)
verteilung, um die soziale Kohäsion zu wahren.
Zusätzlich zum steigenden Bedarf an sozialer Siche-
rung gefährdet der digitale Wandel die Funktionsfä-
higkeit sozialer Sicherungssysteme in ihrer heutigen 
Ausgestaltung. Leistungen und individuelle Ansprü-
che bemessen sich in vielen Ländern nach Dauer und 
Einkommen in regulären Beschäftigungsverhältnissen. 
Darüber hinausgehende Leistungen dienen im Wesent-
lichen der Absicherung besonders bedürftiger Bevöl-
kerungsgruppen als Teil der Grundsicherung oder von 
Personen im nicht erwerbsfähigen Alter. Schon heute 
weisen aber die Arbeitsbiographien vor allem jüngerer 
Menschen immer kürzere Arbeitsverhältnisse, mehr-
fache Stellenwechsel und nicht reguläre Beschäftigun-
gen, vermittelt etwa über digitale Arbeitsplattformen 
(Kap. 5.3.8), auf. Der digitale Wandel wird diesen Trend 
vermutlich noch verstärken. Die Implikationen digitaler 
Arbeitsplattformen sind allerdings auch in dieser Hin-
sicht ambivalent. So bestehen Probleme der sozialen 
Absicherung heute insbesondere in Entwicklungslän-
dern aufgrund der dort traditionell hohen Zahl infor-
meller Beschäftigungsverhältnisse. Digitale Arbeits-
plattformen können hier helfen, institutionelle Defizite 
bei der Erfassung von Arbeit und Beschäftigung in die-
sen Ländern zu reduzieren und so formelle Beschäfti-
gung zu stärken (World Bank, 2019c). 
Eine zusätzliche Herausforderung ergibt sich durch 
die drohende Erosion der Finanzierungsgrundlagen 
sozialer Sicherungssysteme (OECD, 2019a; World 
Bank, 2019c). Zum einen stützt sich ihre Finanzierung 
bislang primär auf die Belastung von Einkommen aus 
regulärer Beschäftigung, die an Bedeutung zu verlie-
ren droht. Zum anderen nimmt die Ortsgebundenheit 
von Arbeit durch die Digitalisierung (weiter) ab, was zu 
einer Verlagerung von Arbeit in Länder mit geringeren 
Sozialversicherungsbeiträgen für Unternehmen führen 
kann (Kap. 5.3.8) und daneben die Verhandlungsmacht 
auf Seiten der Arbeitgeber vermindert (OECD, 2018d). 
Mit sinkenden Anteilen von Arbeitseinkommen an der 
gesamtwirtschaftlichen Wertschöpfung droht sich die 
Finanzierung der Sozialsysteme zudem auf einen immer 
geringeren Teil des Volkseinkommens zu stützen. Dies 
eröffnet eine weitere Dimension von Ungleichheit und 
ist eine mögliche Quelle sozialer Spannungen.
Damit nicht immer größere Teile der Bevölkerung den 
Zugang zu sozialer Sicherung verlieren, zielen Reform-
bemühungen darauf ab, soziale Sicherungssysteme auch 
für häufige Berufs- und Beschäftigungswechsel zu fle-
xibilisieren, Beschäftigungsabgrenzungen zu erwei-
tern und so reguläre und nicht reguläre Beschäftigung 
gleichzustellen (OECD, 2018d, 2019a). Dieser Ansatz 
würde zugleich die Finanzierungsgrundlagen erweitern 
und dazu beitragen, die teils missbräuchliche Senkung 
von Arbeitskosten durch Umwandlung regulärer in nicht 
reguläre Beschäftigung und Schaffung quasi-selbst-
ständiger Arbeitsverhältnisse einzudämmen. Auch eine 
Ausweitung der Sozialversicherungspflicht auf selbst-
ständige bzw. nicht reguläre Beschäftigungen wird dis-
kutiert. Sie würde der Gefahr begegnen, dass sich mit 
dem Vordringen nicht versicherungspflichtiger Beschäf-
tigungen immer mehr Menschen, im Vertrauen auf die 
gesellschaftliche Solidarität in Notfällen oder angesichts 
der eigenen wirtschaftlichen Leistungsfähigkeit, gegen 
den Eintritt in die Sozialsysteme entscheiden und so die 
Prinzipien von Solidarität und Risikostreuung der Sys-
teme unterlaufen werden (Eichhorst et al., 2016; OECD, 
2019a).
Steigende Finanzierungsbedarfe für soziale Absiche-
rung und die verteilungspolitischen Folgen des digita-
len Wandels lassen eine weitergehende Ausweitung der 
Finanzierungsgrundlagen sinnvoll erscheinen. Eine sol-
che Ausweitung könnte zudem den Faktor Arbeit im 
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Verhältnis zu anderen Produktionsfaktoren entlasten. 
Letzteres würde Anreize zur Automatisierung dämpfen 
und so auch die zukünftige technische Entwicklungs-
richtung beeinflussen (Stiglitz, 2017a; Acemoglu und 
Restrepo, 2018a, b; World Bank, 2019c). Diskutiert 
wird in diesem  Zusammenhang eine stärkere Belastung 
von Kapitaleinkommen, Vermögen oder Unterneh-
mensgewinnen (Bussolo et al., 2018;  Kasten 4.2.2-2). 
In eine ähnliche Richtung weisen auch Vorschläge 
zur Einführung von Digitalsteuern oder Robotersteu-
ern (Guerreiro et al., 2017;  Acemoglu und Restrepo, 
2018a, b).
Zusätzliche Finanzierungsgrundlagen werden umso 
relevanter, je mehr Fragen einer grundsätzlichen Umver-
teilung in den Vordergrund rücken und eine stärkere 
Loslösung der sozialen Absicherung von konkreten 
Beschäftigungsverhältnissen und Arbeitseinkommen 
erfordern (Bussolo et al., 2018; World Bank, 2019c). 
Auf sehr grundsätzlicher Ebene ist auf lange Sicht und 
mit Blick auf die Entwicklung von KI zu hinterfragen, wie 
eine angemessene Verteilung von  Wertschöpfung unter 
Erhaltung der sonstigen  Funktionen von Erwerbsarbeit 
sichergestellt werden kann ( Korinek und Stiglitz, 2017). 
Viel diskutiert werden in diesem Zusammenhang Kon-
zepte eines bedingungslosen Grundeinkommens (Hoy-
nes und Rothstein, 2019; Banerjee et al., 2019). Ob und 
in welcher Ausgestaltung Grundeinkommen eine geeig-
nete Antwort auf zukünftige Herausforderungen der 
Einkommensverteilung sein können, ist umstritten. Es 
ergeben sich eine Reihe von wirtschaftlichen wie gesell-
schaftlichen  Fragen hinsichtlich fiskalischer Wirkungen, 
Verteilungsimplikationen oder Folgen für die individu-
ellen Anreize zur gesellschaftlichen wie wirtschaftli-
chen Teilhabe (World Bank, 2019c). Als Alternativen 
zur Gewährleistung breiter Teilhabe werden auch Betei-
ligungen an Unternehmen diskutiert, entweder direkt in 
Form einer breiteren Streuung von Unternehmensantei-
len (Eichhorst et al., 2016; Südekum, 2018) oder indi-
rekt über staatlich organisierte Zukunftsfonds (Corneo, 
2015; WBGU, 2018b). Aber auch Ansätze gegen zuneh-
mende Marktkonzentration und damit stark steigender 
Gewinneinkommen auf digitalen Märkten helfen, Fragen 
der Einkommensverteilung und sozialer Spannungen zu 
adressieren (Kap. 4.2.2, 9.2.3.3; Autor et al., 2017a).
5.3.9.4 
Leitbilder für nachhaltige Arbeit der Zukunft
Auch wenn Erwerbsarbeit ein Bestandteil moderner 
Gesellschaften bleibt, werden sich Arbeitsformen und 
-umfelder sowie die gesellschaftliche Bedeutung man-
cher Berufe und Tätigkeiten erheblich ändern. Ebenso 
sind Änderungen der gesellschaftlichen Stellung von 
Arbeit und der gesellschaftlichen Vorstellungen von 
„guter“ Arbeit bzw. hoher Arbeitsqualität möglich, die 
auch die Wahrnehmung des technischen Fortschritts 
selbst beeinflussen, wie in vergangenen Epochen deut-
lich wurde (Shiller, 2019). 
Angesichts des Bedeutungswandels heute etab-
lierter Tätigkeiten und dem Vordringen „intelligenter“ 
Maschinen kann ein gesellschaftlicher Wertewandel 
Voraussetzung dafür sein, dass Menschen auch weiter-
hin Selbstwirksamkeit und Lebenssinn empfinden. Bis-
lang fehlt es jedoch an einer gesellschaftlichen Diskus-
sion über zukünftige Leitbilder von Arbeit, an denen 
sich auch die Gestaltung des digitalen Wandels orien-
tieren kann. Ihr Fehlen verstärkt gegenwärtig Unsi-
cherheit und Zukunftsängste. Dystopische und utopi-
sche Szenarien von Post-Arbeitsgesellschaften (Kap. 6) 
können hilfreich sein, solche Diskussionen anzusto-
ßen und Ideen zu entwickeln, wie heute an Erwerbsar-
beit geknüpfte gesellschaftliche Funktionen zukünftig 
erfüllt werden könnten. Die Weiterentwicklung gesell-
schaftlicher Leitbilder von Arbeit sollte dabei stets 
unter Berücksichtigung der Ziele und Erfordernisse 
nachhaltiger Entwicklung erfolgen. Folgende Elemente 
sind in der Zusammenschau der Transformation zur 
Nachhaltigkeit und dem digitalem Wandel für zukünf-
tige Leitbilder wesentlich:
1. Erwerbsarbeit in einem nachhaltigen Wirtschafts-
system: Die Vereinbarkeit neu entstehender Arbeit 
und Beschäftigung mit den umweltbezogenen 
Nachhaltigkeitszielen ist zentral für das Gelin-
gen der Transformation zur Nachhaltigkeit. Dieser 
Aspekt wird in der derzeitigen Diskussion um die 
Beschäftigungswirkungen des digitalen technischen 
Fortschritts allerdings weitgehend vernachlässigt. 
Ebenso wenig Aufmerksamkeit wird der Zukunfts-
fähigkeit digital gestützter Geschäftsmodelle vor 
dem Hintergrund der Ziele nachhaltiger Entwick-
lung gewidmet. Entsprechend spielt diese Frage 
auch in der Förderung von Unternehmensgründun-
gen nur eine untergeordnete Rolle (Trautwein et al., 
2018). So drohen sich Strukturen und Qualifikatio-
nen zu verbreiten, die neue Anpassungshürden auf 
dem Weg zu nachhaltigeren Gesellschaften darstel-
len (Kap. 4.3). Stattdessen sollten auch die im Zuge 
des digitalen Wandels entstehenden Arbeitsplätze 
und Geschäftsmodelle dem Leitgedanken folgen, 
dass sie die Schaffung nachhaltigerer Wirtschafts-
systeme unterstützen („There are no jobs on a dead 
planet“: ILO, 2018). In der konkreten Umsetzung 
bedeutet dies, dass klare Rahmensetzungen erfor-
derlich sind, die privatwirtschaftliche Interessen 
und Treiber des digitalen Wandels mit nachhalti-
ger Entwicklung in Einklang bringen (Kap. 8.4.1). 
Hier kann auch die konsequentere Besteuerung 
von Umweltschädigungen helfen, umweltbezogene 
Nachhaltigkeitsziele mit den Fragen von Arbeits-
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markteffekten des digitalen Wandels zu verbinden: 
Sie kann Spielräume zur Entlastung von Arbeit rela-
tiv zu anderen Faktoren von Produktion und Wert-
schöpfung schaffen und so zur einer Dämpfung 
starker Automatisierungstrends beitragen (Korinek 
und Stiglitz, 2017; Acemoglu und Restrepo, 2018a). 
2. Menschenwürdige und nachhaltige Arbeitsumfelder: 
Bestehende Leitbilder zukünftiger Arbeitswelten 
wie menschenwürdige Arbeit, „Green Jobs“ (ILO, 
2018) oder „nachhaltige Arbeit“ (UNDP, 2015) 
nehmen teils Bezug auf umweltbezogene Nachhal-
tigkeitsherausforderungen, wurden jedoch vielfach 
ohne expliziten Digitalisierungsbezug entwickelt. 
Neue Arbeitsformen und -bedingungen durch digi-
tale Technologien stellen wesentliche Themenfel-
der für die Qualität und Definition menschenwür-
diger Arbeit dar. Sie bieten erhebliche Chancen 
zur Gestaltung nachhaltigerer Arbeit, wie etwa die 
Kasten 5.3.9-1
Handlungsempfehlungen zum Schauplatz  
„Nachhaltige Arbeitswelten der Zukunft“
 > Reform von Steuer- und Abgabensystemen: Kernbestandteil 
einer nachhaltigen Gestaltung des doppelten Strukturwan-
dels aus arbeitssubstituierendem, digitalen Fortschritt und 
Transformation zur Nachhaltigkeit stellt eine umfassende 
Reform von Steuer- und Abgabensystemen dar. Die finan-
ziellen Handlungsspielräume von Staat und Sozialsystemen 
müssen erhalten und unter Umständen sogar ausgebaut 
werden, damit der Strukturwandel sozialpolitisch beglei-
tet und neue Aufgaben in der öffentlichen Daseinsvorsorge 
im Zuge der Digitalisierung erfüllt werden können (Kap. 
5.3.5, 5.3.10). Die Zielsetzung einer solchen Reform sollte 
daneben in einer steuerlichen Entlastung von Arbeits-
einkommen liegen, damit angesichts der weitreichenden 
gesellschaftlichen Funktionen von Arbeit Anreize zur 
Automatisierung bzw. Arbeitssubstitution reduziert wer-
den. Neben einer Reform der Unternehmensbesteuerung 
( Kasten 4.2.2-2) schafft eine konsequente und umfassende 
Ausrichtung von Steuern und Abgaben auf die Einpreisung 
von Umweltschäden dazu finanzielle Spielräume. Sie trägt 
zudem dazu bei, den Schutz natürlicher Lebensgrundlagen 
direkt in privatwirtschaftliche Entscheidungen und For-
schung- und Entwicklungsanstrengungen zu integrieren.
 > Förderung der gesellschaftlichen Etablierung eines erwei-
terten Arbeitsbegriffs: Finanzielle Anreize können Anstöße 
geben, dass sich der gesellschaftlich anerkannte Arbeits-
begriff im Zeitverlauf erweitert. Im Zuge der Reform von 
Steuer- und Abgabensystemen kann eine stärkere För-
derung ehrenamtlicher und sozialer Tätigkeiten umge-
setzt werden, indem diese bei der Festsetzung von Steuern 
und Abgaben stärker Berücksichtigung finden. Zumindest 
übergangsweise kann auch der Staat bislang unentgelt-
lich geleistete Arbeit finanziell unterstützen und darüber 
dazu beitragen, dass Bereiche bislang nichtentgeltlicher, 
aber aus Gesellschafts- und Nachhaltigkeitssicht wichtiger 
Arbeit in bezahlte Beschäftigungsverhältnisse überführt 
werden. Neben derartigen finanziellen Anstößen können 
auch gezielt zeitliche Freiräume geschaffen werden, indem 
zum Beispiel eine Reduktion von Arbeitszeiten unterstützt 
wird bzw. Unternehmen zur Freistellung ihrer Arbeitneh-
mer angeregt werden. Auch die Schaffung förderlicher 
Rahmenbedingungen für beispielsweise kollaborative For-
men wirtschaftlicher Tätigkeiten kann zu einem Wandel des 
Arbeitsbegriffs beitragen (Kap. 5.2.2).
 > Sicherung und Förderung sozialer Standards im Arbeits-
schutz: Der WBGU empfiehlt eine internationale Initiative, 
die möglichst globale (Mindest-)Standards des Arbeits-
schutzes und der sozialen Absicherung entwickelt und 
etabliert. Die Initiative sollte an den Globalen Dialogpro-
zess „The Future of Work We Want” der internationa-
len Arbeitsorganisation (ILO, 2017) anknüpfen und neue 
Themen, wie beispielsweise die Möglichkeiten der Über-
wachung am Arbeitsplatz sowie Sicherheit und Gesund-
heit der Beschäftigten in Zeiten der Technisierung des 
Menschen, aufgreifen und das Verständnis von „decent 
work“ (ILO, 2018: 9) im Digitalen Zeitalter weiterentwi-
ckeln. Nationale Ansätze und Regelungen, die Unterneh-
men bei einer Aus- bzw. Verlagerung von Arbeit von Ange-
stellten hin zu quasi-selbstständigen Beschäftigten zur Ein-
haltung nationaler Mindeststandards verpflichten, sollten 
gestärkt werden. Gezielt unterstützt werden könnte dazu 
eine stärkere Organisation der Beschäftigten, die derarti-
gen,  quasi-selbstständigen Tätigkeiten nachgehen, etwa im 
Sinne einer gewerkschaftlichen Vertretung, durch die ihre 
Verhandlungsmacht gestärkt wird.
 > Partizipation ermöglichen: Strukturelle Veränderungen 
durch Dekarbonisierung und, soweit absehbar, Digitalisie-
rung sollten möglichst frühzeitig offengelegt werden. Eine 
solche Offenheit kann Unsicherheit und daraus erwach-
sende Zukunftsängste abzubauen helfen und schafft 
Voraussetzungen dafür, positiv wie negativ Betroffene in 
die Entwicklung neuer wirtschaftlicher und gesellschaft-
licher Zukunftsperspektiven einzubinden. Auf diese Weise 
können etwa auch für Regionen, die in besonderem Maße 
von Dekarbonisierung und Digitalisierung betroffen sind, 
alternative, tragfähige Entwicklungsmodelle ausgehandelt 
und neue regionale Identitäten geschaffen werden (WBGU, 
2018b).
 > Bildung: Das Wecken von lebenslangem Interesse und 
Offenheit gegenüber Neuem und selbstständiger Motiva-
tion stellt eine wichtige Voraussetzung dafür dar, dass 
Menschen von Prozessen des gesellschaftlichen und tech-
nischen Wandels nicht überfordert werden, Freiräume zur 
selbstbestimmteren Lebensgestaltung nutzen und auch 
ohne ähnlich weitreichender und fester Strukturen von 
Erwerbsarbeit und Arbeitsmärkten heute Lebenssinn 
erfahren können. Dazu müssen neue Bildungsinhalte und 
-formate entwickelt werden (Kap. 5.3.4; Harari, 2017; 
 Trajtenberg, im Erscheinen). Erweitert und stärker institu-
tionell verankert werden sollten zudem die Möglichkeiten 
beruflicher Weiterbildung (ILO, 2019). Dies gilt nicht nur in 
der kürzeren Frist mit Blick auf die heute im Arbeitsmarkt 
aktiven Generationen, sondern auch längerfristig ange-
sichts der sehr wahrscheinlich zunehmenden Dynamik von 
technischem Fortschritt und gesellschaftlichen Wandel 
(Kap. 3.4.5).
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Frage von Zeitsouveränität als bedeutendes Merk-
mal von Arbeitsqualität und Voraussetzung für den 
Abbau von Geschlechterunterschieden verdeut-
licht (ILO, 2019). Neue Formen und Möglichkeiten 
selbstständigeren oder weniger ortsgebundenen 
Arbeitens durch Digitalisierung können diese ohne 
Zweifel stärken, dürfen aber nicht zu Lasten etwa 
von sozialer Absicherung gehen (Kap. 5.3.8; World 
Bank, 2016; Hodgson, 2016). Digitale Technologien 
können aber auch die Kontrollmöglichkeiten am 
Arbeitsplatz ausweiten. Arbeitsschritte am Compu-
ter werden in einigen Unternehmen bereits nach-
verfolgt und Mitarbeitern Mikrochips implantiert 
(Astor, 2017; Anthes, 2017). So ergeben sich neue 
Fragen und Herausforderungen für die Sicherheit 
und Gesundheit der Beschäftigten in Zeiten umfas-
sender Kontrollmöglichkeiten und möglicher „Tech-
nisierung des Menschen“ (Themenkasten 5.3-2). 
3. Erweiterte Arbeitsverständnisse: Selbstwirksamkeit 
und Lebenssinn entfaltet Arbeit in der Regel auch 
Kasten 5.3.9-2
Forschungsempfehlungen zum Schauplatz  
„Nachhaltige Arbeitswelten der Zukunft“
 > Wirkung des digitalen Wandels und der Transformation zur 
Nachhaltigkeit auf Arbeitsmärkte gemeinsam betrachten: 
Bestehende Forschungsprojekte zur Transformation zur 
Nachhaltigkeit und damit verbundenen Strukturwandel-
prozessen sollten ihren Forschungsansatz um den arbeits-
substituierenden, digitalen Fortschritt ergänzen. Ebenso 
sollten Projekte zu den Auswirkungen der Digitalisierung 
auf den Arbeitsmarkt die Transformation zur Nachhaltig-
keit und damit verbundenen Strukturwandelprozessen mit 
in den Blick nehmen. So könnten in entwickelten Volkwirt-
schaften darüber hinaus regionale Prognosekarten erstellt 
werden, um die Veränderung von Beschäftigungsverhält-
nissen aufgrund dieser Transformationsprozesse einzu-
schätzen und mit Hilfe dieser Informationen passgenauere 
(regionale) Strukturprogramme entwickeln zu können. In 
Deutschland könnten etwa das BMWi und BMAS zusam-
men mit sozial- und arbeitspolitischen Forschungsinsti-
tuten wie dem Institut für Arbeitsmarkt- und Berufsfor-
schung der Bundesagentur für Arbeit ein entsprechendes 
Projekt aufsetzen.
 > Neue Mechanismen der Verteilung entwickeln und experi-
mentell überprüfen: Bereits frühzeitig sollten neue Kon-
zepte der Umverteilung und Beteiligung entwickelt und 
in Machbarkeitsstudien überprüft werden. Erste Erkennt-
nisse über die gesellschaftlichen Folgen von Beteiligungs-
formen wie beispielsweise Unternehmensbeteiligungen, 
ein bedingungsloses Grundeinkommens oder Ausschüt-
tungen durch Zukunftsfonds könnten in Experimenten mit 
begrenzten Teilnehmerzahlen und Zeithorizont gewonnen 
werden. Zu prüfen sind dabei insbesondere auch die Fra-
gen, (1) ob und unter welchen Voraussetzungen verschie-
dene Umverteilungsmechanismen Menschen Selbstwert-
gefühl und Lebenssinn erfahren lassen, (2) ob, wie und in 
welchen Zeiträumen sich ein gesellschaftlich akzeptierter 
Wandel vollziehen ließe, und (3) ob sich Folgen für die Sta-
bilität und Funktion demokratischer Gesellschaften erge-
ben (Cowen, 2019). Neben Experimenten sind schließ-
lich systemische, umfassende Analysen zu Konzepten der 
Finanzierung solcher Verteilungsmechanismen erforder-
lich, die auch den Reformbedarf bei Steuer- und Abgaben-
systemen insgesamt sowie die Folgen für die Finanzierung 
von Staat und sozialen Sicherungssystemen in den Blick 
nehmen.
 > Neue Leitbilder für eine nachhaltige Arbeit der Zukunft 
entwickeln: Aus Sicht des WBGU sollten unter Einbe-
zug unterschiedlicher wissenschaftlicher Disziplinen Leit-
bilder für Gesellschaften, die eine nachhaltige Arbeit der 
Zukunft gewährleisten, erforscht werden. Die digital unter-
stützte Transformation zu einem nachhaltigen Wirtschafts-
system bildet einen zentralen Ausgangspunkt für ein ent-
sprechendes Leitbild. Neu entstehende Beschäftigungen 
und Tätigkeiten sollten ebenso wie neue Geschäftsmodelle 
und Unternehmensformen mit den umweltbezogenen Zie-
len vereinbar sein, damit nicht neue Anpassungshürden 
und Pfadabhängigkeiten entstehen. Weiterhin sollten vor-
handene Leitbilder, wie menschenwürdige Arbeit, „Green 
Jobs“ oder nachhaltige Arbeit, weiterentwickelt werden, 
um durch digitale Technologien neu entstehenden Heraus-
forderungen, z. B. durch wachsende Kontrollmöglichkeiten 
am Arbeitsplatz sowie der Absicherung neuer Formen 
selbstständigen Arbeitens zu begegnen. Ein drittes zen-
trales Element in der Verständigung über zukünftige Leit-
bilder nachhaltiger Arbeitswelten stellt das gesellschaft-
liche Arbeitsverständnis dar. Aus heutiger Sicht erscheint 
eine Erweiterung des derzeitigen Arbeitsverständnisses 
sinnvoll und notwendig: Es kann einerseits gesellschaft-
lichen Zielen nachhaltiger Entwicklung dienen. Es ist aber 
andererseits auch Voraussetzung, dass besondere, im Kern 
menschliche und kaum automatisierbare Tätigkeiten und 
Fähigkeiten die gesellschaftliche Anerkennung erfahren, 
die für das Empfinden von Selbstwirksamkeit notwen-
dig ist. Wie ein solcher gesellschaftlicher (Werte-)Wandel 
angestoßen und aktiv befördert werden kann, erscheint 
allerdings noch weitgehend offen, so dass der Forschungs-
bedarf entsprechend hoch ist. 
 > Verständnis der Implikationen des digitalen technischen 
Fortschritts für Arbeit und Einkommensverteilung erweitern: 
Sowohl in theoretischer wie empirischer Hinsicht besteht 
noch erheblicher Forschungsbedarf, um die Wirkungen des 
digitalen technischen Fortschritts auf Arbeit und Einkom-
mensverteilung vertieft und systemisch verstehen zu kön-
nen. Gerade auf lange Sicht, wenn über die Implikationen 
von KI nachgedacht wird, stellen sich sehr weitgehende 
Forschungsfragen: Welche Faktoren (wie etwa Land, Ener-
gie, Kapital) sind in Extremszenarien von hoch automati-
sierter Produktion und hoch entwickelter KI noch wirt-
schaftlich relevant? Nach welchen Regeln sollte das Eigen-
tum an diesen Faktoren verteilt werden? Bestehen Nut-
zungskonkurrenzen um Faktoren zwischen Menschen und 
intelligenten technischen Systemen und wenn ja, wie kann 
der Zugriff der Menschen und damit die Erhaltung seiner 
(natürlichen) Lebensgrundlagen gesichert werden?
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über die gesellschaftliche Anerkennung der Bei-
träge, die jede*r Einzelne leistet. Gerade angesichts 
des Vordringens „intelligenter“ Maschinen in heute 
anerkannte Bereiche menschlicher Arbeit sollte sich 
die gesellschaftliche Verständigung über zukünf-
tige Leitbilder von Arbeit auch mit den zugrunde-
liegenden Arbeitsverständnissen auseinanderset-
zen. Unter Berücksichtigung der Ziele nachhaltiger 
Entwicklung geht es dabei vor allem um die Frage 
der Anerkennung und entsprechender Aufwer-
tung von Tätigkeiten, die zur Erhaltung der natürli-
chen Lebensgrundlagen oder zur sozialen Kohäsion 
durch Förderung von Eigenart und gesellschaftli-
cher Teilhabe beitragen. Darunter fallen auch heute 
ehrenamtliche Tätigkeiten, politische oder soziale 
Arbeit und insgesamt Tätigkeiten, die heute vielfach 
nicht über reguläre Arbeitsmärkte organisiert wer-
den und damit gesellschaftlich oft weniger sicht-
bar sind. Mit kreativem Denken und empathischen 
Handeln zeichnen sich viele dieser Tätigkeiten 
zugleich über Fähigkeiten aus, die sie nur schwer 
automatisierbar erscheinen lassen. Finanzielle För-
derungen oder höhere Zeitsouveränität in Erwerbs-
arbeitsverhältnissen können erste Ansätze zur För-
derung der gesellschaftlichen Aufwertung solcher 
Tätigkeiten sein. In der Vergangenheit gelang etwa 
auch durch das Sichtbarmachen der Besonderhei-
ten weiblicher Lebenskontexte eine Erweiterung 
des Arbeitsverständnisses, so dass traditionell von 
Frauen verrichtete Arbeiten (z. B. Hausarbeit, Kin-
dererziehung, Pflege von Hilfsbedürftigen) aner-
kannt und gesellschaftlich aufgewertet wurden. 
5.3.9.5 
Folgerungen
Arbeitsmärkte werden durch die Digitalisierung und die 
Transformation zur Nachhaltigkeit ohne Zweifel tief-
greifend umgestaltet. Breitenwirkung und Geschwin-
digkeit des digitalen technischen Fortschritts sowie die 
neue Qualität der Automatisierung, stellen eine Beson-
derheit im historischen Vergleich dar. Dass die Digitali-
sierung das Ende von Arbeit und Beschäftigung einläu-
tet, wie von manchen entweder als Utopie oder Dysto-
pie ausgemalt, ist aus Sicht des WBGU jedoch in abseh-
barer Zeit nicht zu erwarten. Beschäftigungen werden 
dem Menschen auch in Zukunft erhalten bleiben. Drän-
gender ist die Frage, wie diese gesellschaftlich eingebet-
tet und organisiert werden können, damit die Funktio-
nen von Erwerbsarbeit heute – Sicherung von Lebens-
unterhalt und gesellschaftlicher Teilhabe sowie Grund-
lage von Selbstwertgefühl – in Zukunft gewährleistet 
werden. Dazu sollte der Strukturwandel auf Arbeits-
märkten sozial- und bildungspolitisch begleitet wer-
den. Neue Verteilungsmechanismen, die angemessene 
wirtschaftliche Teilhabe gewährleisten, Anreize zur 
individuellen Beteiligung erhalten und gesellschaft-
lich akzeptiert werden, sollten entwickelt und expe-
rimentell überprüft werden. Der digitale Wandel und 
die Transformation zur Nachhaltigkeit bieten Chancen, 
neue Leitbilder für nachhaltigere Arbeitswelten zu ent-
wickeln und zu etablieren.
5.3.10 
Digitale Gemeingüter 
Im Digitalen Zeitalter gibt es einen enormen Anstieg an 
digitalisierten Daten (Kap. 3.3.2) sowie darauf basie-
renden Informations- und Wissensgütern. Diese kön-
nen ganz oder in Teilen einer gemeinschaftlichen Nut-
zung zugeführt werden, um gesellschaftlichen Zusam-
menhalt zu stärken sowie soziale und wirtschaftliche 
Innovationen zu heben. Solche Güter bezeichnet der 
WBGU als digitale Gemeingüter (digital commons). Sie 
können direkt oder als Nebenprodukt auch gemein-
schaftlich produziert oder gewartet werden (wie die 
Online- Enzyklopädie Wikipedia, Open Street Map, 
Open Sea Map oder die Daten und Anwendungen rund 
um die WheelMap), aber ebenso aus anderen Quellen 
stammen, beispielsweise der öffentlichen Hand. Um 
diese wertvollen Güter einer gemeinwohlorientierten 
Nutzung zugänglich zu machen und sie vor Missbrauch 
zu schützen, braucht es klare Begriffe und organisato-
rische, regulatorische sowie finanzielle Weichenstellun-
gen zu ihrer Realisierung bzw.  Absicherung. 
5.3.10.1 
Digitale Gemeingüter als ein zentrales Instrument 
digitalen Gemeinwohls
Der traditionelle Begriff „Commons“, deutsch als 
Gemeingut oder Allmendegut bezeichnet, ist kein 
Fachbegriff im engeren Sinne und umfasst allgemein 
gesprochen eine Vielzahl nicht privater Güter, die von 
einer Gruppe (ganz unterschiedlicher Größe, von lokal 
bis global) genutzt werden und die für unterschiedliche 
soziale Dilemmata wie Übernutzung, Unterversorgung, 
Einhegung oder Ausgrenzung anfällig sind. Der Begriff 
wird in akademischen, politischen, wie auch zivilgesell-
schaftlichen Diskursen sehr lebhaft, jedoch in teils sehr 
unterschiedlichen Ausprägungen genutzt und disku-
tiert (Dorsch und Flachsland, 2019). 
Im Gegensatz zu klassischen natürlichen Commons 
teilen die digitalen Gemeingüter nach dem Verständnis 
des WBGU die Charakteristika von „Social Commons“ 
(dt. soziale Gemeingüter, als Spezialfall auch „Anticom-
mons“ oder „Anti-Allmende“; Heller, 2012) wie Wis-
sen, Sprache oder das Internet, die prinzipiell nicht 
rival sind, d. h. durch Nutzung nicht weniger oder ganz 
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verbraucht werden. Lebensweltlich ergeben sich aber 
besonders häufig soziale Dilemmata, etwa durch Aus-
schluss, Privatisierung oder Unternutzung. Als digi-
tale Gemeingüter versteht der WBGU demnach nor-
mativ gewendet alle digitalisierten Daten-, Informati-
ons- und Wissensgüter, die als nicht rivale Ressourcen 
im Gemeininteresse möglichst breit, öffentlich zugäng-
lich gemacht werden sollten und technisch über eine 
öffentlich-rechtliche IKT (Kap. 5.3.5) bereitzustellen 
sind. Beispiele für digitale Gemeingüter sind etwa freie 
Bildung im Sinne von Open Education und Open Edu-
cational Resources (OER; Kap. 5.3.10.2), frei zugäng-
liches Wissen mittels Open Access (Kap. 5.3.10.3), 
frei zugängliche Daten und Fakten mittels Open Data 
(Kap. 5.3.10.4) und das digitalisierte Kultur- sowie 
Naturerbe (Kap. 5.3.10.5). Digitale Räume eröffnen 
für diese Gemeingüter neue Möglichkeiten der breite-
ren nicht rivalen  Verfügbarkeit.
Jede dieser Art digitaler Gemeingüter sind digitale 
Instrumente für das Verständnis unserer natürlichen 
Lebensgrundlagen, gesellschaftlichen Rahmenbedin-
gungen und für eine informierte und mündige Gesell-
schaft. Sie sind Quellen für Bildung, offene Diskurse 
und Beteiligung und leisten sowohl einen originären 
Beitrag zur Stärkung von Teilhabe und Würde, als auch 
einen impliziten zur Erhaltung der natürlichen Lebens-
grundlagen. Auf ihrer Grundlage können die digitale 
Kluft reduziert und diverse Kompetenzen gestärkt 
werden und an speziellen Bedürfnissen ausgerichtete 
Angebote entstehen, z. B. für Open Innovation, Bür-
gerwissenschaft (Kap. 10.2.4.1) oder für hilfsbedürf-
tige soziale Gruppen. Auf diesem Weg lässt sich mit 
digitalen Gemeingütern die Eigenart stärken. Creative- 
Commons-Lizenzen (CCDE, 2019) bieten bereits seit 
längerer Zeit ein breites und häufig genutztes Portfo-
lio an Möglichkeiten der geregelten Bereitstellung von 
digitalen Gemeingütern durch ein flexibles Lizenzmo-
dell für offene und freie Angebote. In den USA und 
Großbritannien ist zudem das Equitable-Licensing-Mo-
dell (Kasten 5.3.10-1) verbreitet – womit eine sozial-
verträgliche Patentverwertung beschrieben wird, die 
insbesondere in der öffentlich geförderten medizini-
schen Forschung eingesetzt wird (Godt et al., 2019).
5.3.10.2 
Offene Bildung
Das Ziel von offener Bildung, auch Open Education 
genannt, besteht darin, „Bildung und Bildungsmateri-
alien frei verfügbar zu machen. Im engeren Sinne wird 
sie oft auf die Wissensvermittlung über das Internet 
bezogen, die einerseits auf freien Lernmaterialien und 
andererseits auf allgemein zugänglichen Lernplattfor-
men basiert.“ ([do:index], o.J.). 
Zu offenen Lern- bzw. Bildungsmaterialien, auch 
Open Educational Resources (OER) genannt, gibt es 
eine Vielzahl an Definitionen mit unterschiedlichen 
Kasten 5.3.10-1
Lizenzmodelle
Das Creative Commons-Lizenzmodell 
Creative Commons (CC) ist eine im Jahr 2001 gegründete 
Non-Profit-Organisation, die standardbasierte Lizenzverträ-
ge entwickelt hat, durch die Urheber*innen ihre Werke in 
unterschiedlicher Abstufung zur Nutzung für andere verfüg-
bar machen können. Insgesamt hat CC sechs Standard-Lizenz-
verträge entwickelt, die es den Urheber*innen ermöglichen, 
festzulegen, was mit ihren Werken geschehen darf oder was 
nicht (CCDE, 2019):
 > Namensnennung 4.0 International 
 > Namensnennung – Share Alike 4.0 International (Weiter-
gabe unter gleichen Bedingungen)
 > Namensnennung – Keine Bearbeitungen 4.0 International 
 > Namensnennung – Nicht kommerziell 4.0 International
 > Namensnennung – Nicht kommerziell – Share Alike 4.0 
International (Weitergabe unter gleichen Bedingungen) 
 > Namensnennung – Nicht kommerziell – Keine Bearbei-
tungen 4.0 International
CC-Lizenzen erlauben durch die Möglichkeit des Freigebens 
von Inhalten, dass diese „zu einem Teil der wachsenden und 
lebendigen Allmende (commons)“ werden (CCDE, 2019).
Das Modell gerechter Lizenzen
Mit gerechten Lizenzen („equitable licensing“) wird ein sozi-
alverträgliches Lizenzmodell bezeichnet, bei dem auf die 
Patentierung von Ergebnissen öffentlich geförderter For-
schung verzichtet wird, um vor allem ärmeren Ländern einen 
erleichterten Zugang zu Forschungsergebnissen zu ermögli-
chen ( Ferretti et al., 2016). Das Modell hat seine Ursprünge 
in den USA, wo es im Jahr 2001 im Zuge der Debatte um den 
Zugang armer Bevölkerungsteile in Afrika zu Medikamenten 
zur Behandlung von HIV entstanden ist (Godt et al., 2019). 
Mittlerweile gibt es diverse Ausprägungen dieser gerechten 
Lizenzen, „die entweder dem Lizenznehmer direkte Versor-
gungspflichten auferlegen, oder indirekt durch den Verzicht 
auf Patentdurchsetzung in bestimmten Ländern, eine heimi-
sche, preisgünstige Herstellung von Medikamenten ermögli-
chen“ (Godt et al.,2019: 1). Während das Modell im anglo-
amerikanischen Raum bereits vermehrt zum Einsatz kommt, 
ist es in Deutschland erst wenig verbreitet (Ferretti et al., 
2016). Weltweit setzt sich das Netzwerk Universities Allied 
for Essential Medicines, das als Reaktion auf die Debatte um 
den Zugang zu HIV-Medikamenten gegründet wurde, für die 
Nutzung dieses Lizenzmodells in der öffentlich geförderten 
Forschung ein. Equitable Licensing macht die gesellschaftli-
che Verantwortung der öffentlich geförderten Forschung 
deutlich (Ferretti et al., 2016) und gilt als „ein pragmatisches 
Beispiel für die Umsetzung öffentlicher Ansprüche an die 
Forschung als Commons.“ (Godt et al., 2019: 3).
Menschen und Gesellschaft  5.3
281
Schwerpunkten hinsichtlich der Breite des Adressa-
tenkreises, der Formate (digitalisierte oder auch wei-
tere Materialien) und Nutzungsbedingungen mit Blick 
auf die Entrichtung von Nutzungskosten (Dobusch et 
al., o.J.: 5f.). Unter OER werden hier in Anlehnung an 
die Definition der UNESCO Bildungsmaterialien ver-
standen, die in verschiedenen Medienformen vorliegen 
können (z. B. Bücher, Kurse usw.) und die gemeinfrei 
oder unter einer offenen Lizenz zur Verfügung gestellt 
werden. Das heißt sie sind ohne oder nur mit gering-
fügigen Einschränkungen kostenfrei zugänglich und 
nutzbar und können durch die Nutzer*innen modifi-
ziert und verbreitet werden (Neumann und Muuß-Mer-
holz, 2017: 11). OER stehen nicht in Konkurrenz zu Bil-
dungseinrichtungen, sondern sind vielmehr als Ergän-
zung zu konventionellen Bildungsangeboten durch 
Schulen und andere Bildungseinrichtungen zu verste-
hen (Kap. 5.3.4).
OER wird das Potenzial zugesprochen, die Bildungs-
gerechtigkeit zu erhöhen, weil durch sie Wissensaus-
tausch, der Kapazitätsaufbau und der Zugang zu hoch-
wertiger Bildung verbessert werden kann (Neumann 
und Muuß-Merholz, 2017: 11). So könnten etwa der 
Austausch von Materialien unter Lehrenden über Ins-
titutionen- und Ländergrenzen hinweg und die Vor-
bereitung von Schulstunden, Seminaren usw. erleich-
tert werden (Arbeitsgruppe zu Open Educational 
Resources, 2015: 4). Zudem bieten OER die Möglich-
keit des orts- und zeitunabhängigen Abrufs von Lehr-
materialien und bergen Potenziale für informelles Ler-
nen außerhalb von Bildungsinstitutionen wie Schulen 
und Hochschulen (Arbeitsgruppe zu Open Educational 
Resources, 2015: 4). Weiterhin erlauben OER die För-
derung individualisierter Lehr- und Lernprozesse, weil 
sich Lehrinhalte leichter an spezifische Lernbedürf-
nisse und -kontexte anpassen lassen (Arbeitsgruppe zu 
Open Educational Resources, 2015: 2; Metze-Mangold, 
2017: 9). Ihnen wird zudem das Potenzial zugespro-
chen, die Kosteneffizienz und Qualität von Lehre und 
Lernergebnissen zu verbessern (UNESCO, 2012b), weil 
durch freie Lehr- und Lernmaterialien die Kosten für 
die Bildungseinrichtungen, Studierende und insbeson-
dere für benachteiligte Gruppen gesenkt werden könn-
ten (EU-Kommission, 2014). Insgesamt kann sich freie 
Bildung daher positiv auf das Erreichen des SDG 4 aus-
wirken, wonach bis 2030 inklusive, gerechte und hoch-
wertige Bildung gewährleistet und Möglichkeiten des 
lebenslangen Lernens für alle gefördert werden sollen 
(Orr et al., 2018: 12). 
Demgegenüber steht das Risiko einer mangelnden 
Qualität der bereitgestellten Materialien (Falconer et 
al., 2013: 39), auch wenn grundsätzlich die Chance 
besteht, dass diese durch Nutzer*innen stetig wei-
terentwickelt und damit in ihrer Qualität verbessert 
werden (Metze-Mangold, 2017: 9). Es wird im Falle 
intransparenter Erstellungs- und Weiterbearbeitungs-
prozesse das Risiko gesehen, dass OER inhaltliche Feh-
ler und tendenziöse Aussagen enthalten. Notwendig 
ist daher eine Sensibilisierung von Lehrenden und Ler-
nenden für einen kritischen Umgang mit diesen Bil-
dungsmaterialien (Arbeitsgruppe zu Open Educational 
Resources, 2015: 4). Darüber hinaus sind potenzielle 
Urheberrechtsverletzungen ein Risiko in der Umset-
zung (Neumann und Muuß-Merholz, 2017: 17). Ein 
weiteres Problem besteht darin, dass auch OER die 
Dominanz großer Verlage vermutlich nicht aufbre-
chen wird: So wird mit Blick auf Deutschland davon 
ausgegangen, dass der Einsatz von OER zumindest in 
Deutschland nicht zur Kostenreduktion für Lehr- und 
Lernmaterialen beitragen wird (Arbeitsgruppe zu Open 
Educational Resources, 2015). Am ehesten bestünde in 
Deutschland die Chance, dass die Erstellung und Ver-
breitung von OER von kleinen und mittleren Unter-
nehmen (KMU) oder Verlagsausgründungen übernom-
men wird, ebenso gut könnten aber auch große Verlage 
diese Aufgabe übernehmen (Arbeitsgruppe zu Open 
Educational Resources, 2015). Problematisch sind hier 
neue Geschäftsmodelle, die von großen Unterneh-
men als Teil ihrer Strategie adaptiert werden, was z. B. 
im Kontext von Open-Source-Software oder bei Open 
Access (Kap. 10.2.4.1) bereits erfolgt ist. Ähnliches ist 
auch mit Blick auf die Qualitätsgenerierung und -siche-
rung bei OER durch etablierte Verlage im Schul- und 
Weiterbildungswesen denkbar (Arbeitsgruppe zu Open 
Educational Resources, 2015: 7). In der Umsetzung gilt 
es sicherzustellen, dass durch OER die Vielfalt der Lehre 
Kasten 5.3.10-2
Das digitalisierte Kulturerbe Europeana
Die Europeana Collections ermöglicht Nutzer*innen nach 
eigener Aussage den Zugang zu über 50 Mio. Objekten 
(Bücher, Musik, Kunstwerke usw.) in digitalisierter Form 
(Europeana, 2019b). Ziel ist es, Menschen den Zugang zu 
europäischen Kulturgütern für verschiedene Zwecke zu 
erleichtern. Europeana möchte mit ihrer Arbeit zu einer „offe-
nen, sachkundigen und kreativen Gesellschaft (beitragen)“ 
(Europeana, 2019b). Im Jahr 2008 ging der Europeana-Pro-
totyp in Betrieb (seit 2010 im Regelbetrieb) und machte zu 
diesem Zeitpunkt 4,5 Mio. digitale Objekte zugänglich. Neben 
Bibliotheken engagieren sich Museen, Archive und Galerien 
bei Europeana und schufen einen gemeinsamen Access Point 
zum europäischen Kulturerbe (Europeana, 2019a).
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erhalten bzw. gestärkt und einer Dominanz einzelner 
Akteure und Institutionen entgegengewirkt wird. Um 
die Vorteile von OER nutzen zu können, sind bei den 
Nutzer*innen Medienkompetenzen sowie Fähigkeiten 
des selbstständigen Lernens erforderlich, welche es 
entsprechend auszubilden gilt (Kap. 5.3.2). 
5.3.10.3 
Freies Wissen
Obwohl Open Access in der wissenschaftlichen Praxis 
bereits fest verankert ist, bleiben sowohl die Definition 
als auch die konkrete Umsetzung Gegenstand inten-
siver Debatten zur Offenheit von Wissenschaft (Open 
Science; Kap. 10.3.1). In ersten Umsetzungen gilt, dass 
sich Open Access auf wissenschaftliche Publikationen 
bezieht und in der Regel vom offenen Zugang zu Daten 
im allgemeinen Forschungskontext im Sinne von Open 
Data abgegrenzt bleibt (Sitek und Bertelmann, 2014). 
Eine Ausnahme bildet die noch selten genutzte Ergän-
zung Open Access to Data (Klump, 2012) für die zugrun-
deliegenden Forschungsdaten. Parallel existiert jedoch 
auch ein breiteres Verständnis: während die UNESCO 
(o. J.) freien Zugang zu wissenschaftlichen Informatio-
nen und die uneingeschränkte Nutzung elektronischer 
Daten für Alle hervorhebt, gilt nach der „Open Defini-
tion 2.1“ der Open Knowledge Foundation (o.J.) Wis-
sen dann als „offen“, wenn es frei zugänglich, nutz-
bar, modifizierbar und teilbar ist. Offener Zugang zu 
Wissen zielt in diesem Fall explizit auf die Möglichkeit 
des kostenlosen Herunterladens vollständiger Werke 
unter der Angabe der notwendigen Informationen zu 
Lizenz und Autor*innen. Eine dergestalt breite Defini-
tion umfasst also nicht nur Forschungsergebnisse, son-
dern auch Roh- und Metadaten, andere Quellmateri-
alien und digitale Darstellungen durch Bild-, Grafik- 
oder Multimediamaterial und berührt damit potenzi-
ell auch andere Komponenten des Diskurses zu Open 
 Science, wie etwa Open Methodology zur Gewährleis-
tung von Nachvollziehbarkeit durchgeführter Daten-
analysen (Kap. 10.3.1). 
Die wesentlichen Potenziale liegen in höherer Sicht-
barkeit von Forschungsergebnissen, besserem Wissens-
transfer, gesteigerter Forschungseffizienz und Beförde-
rung guter wissenschaftlicher Praxis sowie potenziellen 
Kooperations- und neuen Arbeits- und Finanzierungs-
möglichkeiten, aber auch mehr Effizienz und rasche-
rem wissenschaftlichen Fortschritt sowie die Stärkung 
von Bürgerwissenschaft (Citizen Science) werden häu-
fig aufgeführt (Fecher und Friesike, 2014). Neben bes-
serer und schnellerer Verbreitung wissenschaftlicher 
Informationen (Max-Planck-Gesellschaft, 2003) ent-
stand Open Access auch vor dem Hintergrund steigen-
der Kosten im wissenschaftlichen Publikationswesen 
(Swissuniversities, o.J. 1) und der Dominanz gewinn-
orientierter Verlage. Mit Hilfe von Open Access soll die 
Verbreitung von Wissen nicht mehr durch hohe Kos-
ten oder das Urheberrecht eingeschränkt werden. Ob 
dies gelungen ist oder Verlagsmonopole durch Open 
Access sogar verstärkt wurden (Hagner, 2018), ist zwar 
umstritten, aber die Kritik zielt nicht auf das Konzept 
als solches, sondern auf seine bisherige Umsetzung im 
wissenschaftlichen Bereich. Aus Sicht des WBGU soll-
ten öffentlich finanzierte Forschungsergebnisse gene-
rell im Sinne von Open Access als für alle zugängliche 
und unbegrenzt nutzbare Gemeingüter verstanden 
werden. Inwieweit die weitere Umsetzung von Open 
Access diesem Ideal gerecht werden wird, ist gegen-
wärtig noch offen und damit politisch gestaltbar. Letzt-
lich bleibt auch im globalen Kontext am Ende entschei-
dend, welches Wissen wem auf welchem Weg zur Ver-
fügung steht. Ein besonders erfolgreiches Beispiel für 
eine international erfolgreiche freie Wissensinfrastruk-
tur, welche Wissen auf digitalem Weg zur Verfügung 
gestellt und demokratisiert hat, ist die Online-Enzyk-
lopädie Wikipedia. Diese hat auch dazu beigetragen, 
sprachliche Grenzen zu überwinden, jedoch ist die 
Multilingualität noch ausbaufähig. Jenseits von Fragen 
sprachlicher Grenzen und Chancen etwa durch automa-
tisierte Übersetzungsvorschläge mittels KI sind sowohl 
Über- als auch Unternutzung sowie inhaltliches Quali-
tätsmanagement entsprechender Repositorien Heraus-
forderungen für den freien Zugang zu Wissen. 
5.3.10.4 
Offene Daten
Nicht nur offene Wissenschaft und deren Potenziale für 
die Interaktion mit der Gesellschaft hängen von einem 
offenen Zugang zu Wissen ab. Der ebenfalls nicht klar 
definierte Begriff Open Data steht im Kern für frei über 
das Internet zugängliche Daten und deren uneinge-
schränkte Nutzung und bietet damit breite Chancen für 
spezifische Anwendungen im Sinne des Gemeinwohls. 
Beispiele sind Plattformen auf denen offene Daten über 
z. B. das Abstimmungsverhalten von Politiker*innen, 
Statistiken, Verkehrs-, Umwelt- und Geodaten, wis-
senschaftliche Publikationen oder Hörfunk- und Fern-
sehsendungen bereitgestellt werden. Auf dieser Basis 
wird nicht nur bessere Infrastrukturverwaltung, son-
dern auch einfacherer Austausch zwischen Bürger*in-
nen und Behörden sowie Datenlieferungen im Rahmen 
von Bürgerwissenschaft bis hin zu gemeinschaftlich 
erstellter frei verfügbarer digitaler Kartografie möglich 
(Hagendorff, 2016b: 127ff.).
Insbesondere für die Allgemeinheit relevantes Wis-
sen, welches etwa von der öffentlichen Verwaltung 
(z. B. Open Government Data) oder privaten Unterneh-
men zur Verfügung gestellt wird, benötigt praktikable 
Lösungen und Anreizstrukturen. Wie in der Wissen-
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schaft gilt dabei, dass offene Daten ohne methodische 
Dokumentation zu Erhebung, Bereinigung, Wartung 
und Analyse wenig sinnvoll genutzt werden können. 
Daher sollte der aktuelle Forschungsstand zu Repro-
duzierbarkeit von Ergebnissen durch Open Data und 
Methodology (Hampson, 2017) auch in Repositorien 
für Open (Government) Data berücksichtigt werden. 
Auch im Sinne von Teilhabe hängt die effiziente 
Verbreitung von Wissen und Daten im Austausch 
von Gesellschaft und Wissenschaft letztlich davon ab, 
inwieweit neue kollaborative Ansätze offener Wis-
senschaft nicht nur dort, sondern auch gesellschaft-
lich Anwendung finden. Aus ökonomischer Sicht hat 
die Bundesnetzagentur (Bundesnetzagentur, 2018: 7) 
nicht nur auf die große Bedeutung des Wettbewerbs- 
und Wertschöpfungsfaktors Daten in Netzsektoren und 
für die digitale Netzwerkökonomie, sondern auch die 
Vielschichtigkeit und Komplexität datenbezogener Fra-
gestellungen hingewiesen. Für angemessenen Interes-
senausgleich unterschiedlicher Marktakteure besteht 
die wesentliche Herausforderung in der Entwicklung 
eindeutiger, innovationsfreundlicher und datenschutz-
konformer Regelungen. Mit Blick auf Zielkonflikte, 
etwa zwischen Verwertungsinteressen und Verbrau-
cherschutz, ist laut Bundesnetzagentur eine umfas-
sende, kontinuierliche und proaktive Marktbeobach-
tung für eine fundierte Situationsbewertung und auch 
durch Berichtspflichten für Unternehmen entscheidend 
(Bundesnetzagentur, 2018: 7).
5.3.10.5 
Digitalisiertes Kultur- und Naturerbe 
Laut UNESCO gehören zum Kulturerbe Denkmäler, 
Gebäudegruppen sowie Stätten, die von außergewöhn-
lichem universellen Wert sind (UNESCO, 1972). Als 
digitalisiertes Kulturerbe wird die Digitalisierung dieser 
physischen Kulturgüter (Artefakte, Objekte) und der 
Informationen über diese verstanden (z. B. Daten von 
Kulturgütern, digitale Texte, Bildquellen oder Rekonst-
ruktionen von Bauwerken und ihrer Historie). Ein gro-
ßer Teil der Forschung durch die digitalen Geisteswis-
senschaften (digital humanities) trägt bereits heute 
zur digitalen Überlieferung bei. Beispiele sind digi-
tale Editionen der Schriften klassischer Autor*innen 
oder 3D-Scans antiker Kunstwerke ( Kornwachs, 2016; 
Sahle, 2013).
Zum Naturerbe zählen laut UNESCO Naturgebilde 
aus physikalischen und biologischen Erscheinungsfor-
men oder -gruppen, geologische und physiographische 
Erscheinungsformen, die Lebensraum für bedrohte 
Pflanzen- und Tierarten sind sowie Naturstätten. Allen 
wird aus ästhetischen oder wissenschaftlichen Gründen 
oder aber aus Naturschutzgründen ein außergewöhn-
licher universeller Wert zugemessen (UNESCO, 1972). 
Beim digitalisierten Naturerbe handelt es sich um das 
digital erfasste physische Naturerbe, wie z. B. Daten-
sätze zu Pflanzen, Tieren, Mineralien sowie Natur-
schutzgebieten oder Fundstätten für Fossilien. 
Da das Kultur- und Naturerbe Bestandteile unserer 
Lebensgrundlage und für unsere Lebensqualität sind, 
gilt es dieses Erbe auch für zukünftige Generationen 
zu bewahren (DBU, o.J.). Dies gewinnt etwa angesichts 
von Meeresspiegelanstieg (z. B. drohender Untergang 
von Inselstaaten wie Kiribati einschließlich ihres Welt-
kulturerbes), fortschreitender Naturzerstörung (z. B. 
Abholzung von Regenwäldern) oder im Zuge bewaff-
neter Konflikte und Terrorismus (z. B. Kulturvandalis-
mus) an Bedeutung. Die Digitalisierung des Kultur- 
und Naturerbes dient der langfristigen Sicherung und 
Bereitstellung eines breiten Zugangs zu natürlichen 
und kulturellen Inhalten für Menschen über Länder- 
und Generationengrenzen hinweg (Kap. 5.2.11), sollte 
aber kein Ersatz für engagierte(re) Schutzmaßnahmen 
des physischen Kultur- und Naturerbes sein. So können 
das Kultur- und Naturerbe sowie bislang geschütztes 
(nur einem Expert*innenkreis vorbehaltenes) Wissen 
aus Galerien, Bibliotheken, Archiven und Museen einer 
beinahe unbegrenzten Zahl an Interessierten zugänglich 
gemacht werden (Królikowski, 2014). Folglich bietet 
der Zugang zum digitalisierten Kultur- und Naturerbe, 
Möglichkeiten der Schaffung und des Austauschs von 
Wissen weltweit (UNESCO, 2003). So kann durch die 
Möglichkeit des orts- und zeitunabhängigen Lernens 
etwa das Erreichen der UN-Bildungsziele verbessert 
werden, z. B. durch Apps wie die „App – in den wilden 
Wald“. Bei dieser App handelt es sich um ein gemein-
sames Projekt von vier deutschen Bundesländern, das 
„als modernes und effektives Medium in der Natur-
schutzkommunikation das wichtige Thema der biologi-
schen Vielfalt in den naturbelassenen alten Buchenwäl-
dern Deutschlands vermitteln soll“ ( Kohlhammer, o.J.). 
Ferner bietet sich die Möglichkeit der (Fern-)Erkun-
dung von Natur- und Kulturgütern (Pieraccini et al., 
2001: 64). Beispielsweise können virtuelle Spaziergänge 
durch Nationalparks, z. B. durch den Ordesa-National-
park in Spanien (Aragón virtual, 2015), unternommen 
oder historische Stätten mittels Virtual Reality erfahr-
bar gemacht werden, z. B. bei der Anwendung Koti-
nosVR, durch die Interessierte die Schätze des archäo-
logischen Museums des antiken Olympia kennenlernen 
können (Kotinos, 2016). Die digitale Erfahrbarkeit des 
Naturerbes kann zur Schaffung oder Stärkung eines 
Weltumweltbewusstseins (Kap. 5.3.1) beitragen, wel-
ches wiederum erdsystembewahrendes Handeln för-
dern und die Entwicklung eines solidarischen Lebens-
stils ermöglichen könnte (Kap. 5.3.1). Mittels Monito-
ring (Kap. 3.3.5.1, 5.2.11) können zudem der Zustand 
und Veränderungen des Natur- und Kulturerbes erfasst 
5 Schauplätze des digitalen Wandels
284
werden (z. B. Monitoring von Kulturgütern auf Schäden 
aufgrund atmosphärischer Einflüsse oder Kulturvanda-
lismus oder digitalisiertes Brutvogel-Monitoring). Auf 
Basis dieser Daten und Informationen können Strate-
gien zum Schutz und Erhalt des Kultur- und Naturerbes 
formuliert (Pieraccini et al., 2001: 64) oder zur Rekons-
truktion des zerstörten Kulturerbes genutzt werden. 
Den vielen Chancen eines digitalisierten Natur- und 
Kulturerbes stehen jedoch auch einige Herausforderun-
gen gegenüber. So ist zunächst die Erfahrbarkeit zwi-
schen physischen und digitalen, virtuell zugänglichen 
Artefakten unterschiedlich und somit auch die Bereit-
stellung eines kombinierten Angebots von physischen 
und digitalen Bibliotheken sicherzustellen (Królikow-
ski, 2014: 1f.). Ein Kernproblem von lediglich digital 
vorliegenden Kulturobjekten liegt in der Abhängigkeit 
von digitalen Datenträgern und -formaten und einer 
damit möglichen geringen Haltbarkeit beziehungs-
weise Zugänglichkeit (Królikowski, 2014: 1f.). Weiter-
hin ist der Aufwand für eine Langzeitarchivierung rela-
Kasten 5.3.10-3
Handlungsempfehlungen zum Schauplatz  
„Digitale Gemeingüter“
Um die wertvollen digitalen Gemeingüter weiter auszubauen, 
sie für alle zugänglich zu machen und ihre Verfügbarkeit zu 
schützen, sind vielfältige organisatorische, regulatorische als 
auch finanzielle Weichenstellungen notwendig:
 > Die Bedeutung digitaler Gemeingüter in einer digitalisierten 
Nachhaltigkeitsgesellschaft und der Bedarf ihrer Bereitstel-
lung und Absicherung sollte national und international auf 
die politischen Agenden gesetzt werden. Sie sind organisa-
torisch als auch rechtlich abzusichern. 
 > Zu digitalen Gemeingütern sollte ein inklusiver und chan-
cengerechter Zugang sichergestellt werden. Das schließt die 
Bereitstellung in offenen, barrierefreien Formaten sowie 
die Entwicklung oder Verbesserung von Werkzeugen und 
Umgebungen ein, die dazu beitragen digitale Gemeingüter 
leichter auffindbar und abrufbar zu machen, z. B. durch die 
Verabschiedung internationaler Metadatenstandards.
 > Es sollten Maßnahmen zur Qualitätssicherung der digi-
talen Gemeingüter getroffen werden, wie die Einführung 
von Qualitätssiegeln und ein systematischer Einbezug 
von Nutzer*innen („kollaborative Prozesse“) hinsichtlich 
der Weiterentwicklung und Pflege der digitalen Gemein-
güter, wie etwa der freien Bildungsressourcen (Arbeits-
gruppe zu Open Educational Resources, 2015: 5; UNESCO, 
2017a: 4, 8f.).
 > Es gilt zudem Interessierte zu qualifizieren und motivieren, 
an der Erstellung und Verbreitung qualitativ hochwertiger 
digitaler Gemeingüter mitzuwirken und dabei etwa mit 
Blick auf Wissens- und Bildungsressourcen lokale Bedürf-
nisse und die Vielfalt der potenziellen Adressat*innen zu 
berücksichtigen. Gefördert werden sollte eine breite Mit-
wirkung an der Erstellung und Weiterentwicklung von digi-
talen Gemeingütern. So könnte die öffentliche Hand etwa 
Wettbewerbe ausloben oder Leuchtturmprojekte fördern. 
 > Zentral ist darüber hinaus auf eine Verbesserung der 
Rechtssicherheit bei der Lizenzierung mit Blick auf die 
Erstellung, Speicherung, Weitergabe, Vervielfältigung, Ver-
änderung von digitalen Gemeingütern hinzuwirken. Zudem 
sollten Prüfverfahren entwickelt werden, um sicherzu-
stellen, dass die Verfügbarmachung und Änderungen mit 
Blick auf Urheber- und Persönlichkeitsrechte erlaubt sind 
(Arbeitsgruppe zu Open Educational Resources, 2015: 6).
 > Weiterhin sollte eine Sensibilisierung von Politik, Gesell-
schaft und Informatiker*innen hinsichtlich der „Vergäng-
lichkeit“ von Wissen und des digitalisierten Kultur- und 
Naturerbes angestoßen werden, um Maßnahmen zu deren 
Erhalt anzustoßen (Królikowski, 2014: 2).
 > Es sollte bereits beim Ausbau digitaler Infrastrukturen und 
beim Aufbau der öffentlich-rechtlichen IKT (Kap. 5.3.5) 
auf die Förderung von digitalen Gemeingütern und die 
technischen Möglichkeiten ihrer Nutzung hingewirkt 
 werden.
Kasten 5.3.10-4
Forschungsempfehlungen zum Schauplatz  
„Digitale Gemeingüter“
Forschung sollte sich einerseits digitalen Gemeingütern als 
Forschungsgegenstand zum Ausbau des methodischen und 
technologischen Fundaments widmen und andererseits 
digitale Gemeingüter in ihren Wirkungen auf Gesellschaft, 
Wirtschaft und im Rahmen der Großen Transformation zur 
Nachhaltigkeit untersuchen, um ihre positive Wirkkraft zu 
verstärken:
 > Digitale Gemeingüter sollten bei der Forschung zu Gemein-
gütern berücksichtigt werden, insbesondere im Hinblick 
auf die Gemeinsamkeiten und Unterschiede zu traditio-
nellen Gemeingütern und den damit verbundenen Impli-
kationen.
 > Bestehende Standards zur Veröffentlichung von Daten und 
Wissensgütern sollten mit Blick auf die Besonderheiten 
digitaler Gemeingüter weiterentwickelt werden. In neuen, 
bislang weniger digitalisierten Bereichen (z. B. in Bereichen 
des Natur- und Kulturerbes gilt es zudem, diese zu entwi-
ckeln und als internationale Standards zu verankern, um 
die Interoperabilität der digitalen Gemeingüter und ihre 
Weiterverwendung zu stärken.
 > Im UNESCO-Weltaktionsprogramm „Bildung für nachhal-
tige Entwicklung“ sollten digitale Gemeingüter verstärkt 




tiv hoch und diese mit spezifischen Problemen verbun-
den: von der Erhaltung und Zugänglichmachung und 
Minimierung von Informationsverlust über Modellie-
rung und Standardisierung von Software- und Archiv-
prozessen bis hin zu komplexen urheberrechtlichen 
Fragen (Królikowski, 2014: 3f.) oder gar einer Verän-
derung des kulturellen Erbes durch Zensur von Inhal-
ten. Zur Diskussion stehen zudem die Verlässlichkeit 
von Aufzeichnungen sowie ein mangelndes Bewusst-
sein für die Bedeutung des Erhalts und Zugangs zum 
digitalisierten Natur- und Kulturerbe. Das digitalisierte 
Natur- und Kulturerbe kann als Alternative zur Erfahr-
barkeit des physischen Natur- und Kulturerbes dienen 
(Kap. 5.3.1). Dies bedeutet allerdings nicht, dass Maß-
nahmen zum Schutz und Erhalt des physischen Natur- 




Alle „Schauplätze des digitalen Wandels“ wurden so 
gewählt, dass sie direkte Bezüge zur Digitalisierung 
haben und gleichzeitig für die Große Transformation 
zur Nachhaltigkeit bedeutsam sind. Sie liefern einen 
vielfältigen Eindruck von der Gestaltbarkeit der Digi-
talisierung im Dienst der Transformation zur Nachhal-
tigkeit. Betrachtet wurden sowohl zentrale Themen an 
der direkten Schnittstelle zwischen Digitalisierung und 
Nachhaltigkeit (z. B. das Monitoring biologischer Viel-
falt, Elektroschrott, Kreislaufwirtschaft) als auch Berei-
che, bei denen in naher Zukunft simultane Potenzi-
ale für die Digitalisierung und Nachhaltigkeit relevant 
werden (z. B. Arbeitswelten der Zukunft, urbane Mobi-
lität). Darüber hinaus wurden auch Zukunftsthemen 
präsentiert, die zwar erst längerfristig relevant werden, 
von denen aber Rückwirkungen auf die Umwelt und 
das Erdsystem ausgehen, so dass der gesellschaftliche 
Diskurs bereits jetzt beginnen sollte (z. B. Technisierung 
des Menschen).
Als wichtige Erkenntnis über mehrere Schauplätze 
hinweg wird deutlich, dass die Zerstörung von Öko-
systemen und der Ressourcenverbrauch durch Wachs-
tums- und Rebound-Effekte stetig zugenommen haben 
(z. B. Onlinehandel, Elektroschrott), wobei die Digita-
lisierung als beschleunigender und verstärkender Fak-
tor zu wirken scheint. Eine Trendumkehr in Richtung 
Nachhaltigkeit ist dringend notwendig. So besteht etwa 
akuter Handlungsbedarf im Hinblick auf eine digital 
gestützte Kreislaufwirtschaft. Am Beispiel Elektro-
schrott wurde gezeigt, dass nicht nur die Langlebigkeit 
und Reparaturfreundlichkeit von Elektrogeräten, son-
dern auch Probleme bei der Rohstoffgewinnung, Nut-
zung, Recycling und Entsorgung des Elektroschrotts 
mit einbezogen werden sollten. Ein anderes Beispiel ist 
die Präzisionslandwirtschaft, die Möglichkeiten zum 
Schutz der Umwelt und der nachhaltigen Landnutzung 
bietet, bisher jedoch überwiegend nur großflächiger 
Bewirtschaftung und Monokulturen zugutekommt. 
In der Tat wird häufig deutlich, dass technologi-
sche Innovationen nicht „von allein“ Nachhaltigkeit 
erzeugen, sondern dass die positiven Potenziale der 
Digitalisierung für die Transformation zur Nachhaltig-
keit erst in Verbindung mit institutionellen, normati-
ven und regulativen Rahmensetzungen gehoben wer-
den können. So gibt es technologische Innovationen 
im Gesundheitsbereich, die zum Wohle der Menschheit 
eingesetzt werden, allerdings sind auch Entwicklungen 
möglich geworden, die zur Selbstoptimierung des Men-
schen mit Hilfe von Technologien genutzt werden kön-
nen, so dass eine normative und regulative Rahmenset-
zung nötig wird. Im Onlinehandel haben technologische 
Innovationen viele Möglichkeiten der Effizienzsteige-
rung geschaffen, allerdings ist eine regulative Rah-
mensetzung nötig, um negative Sozial- und Umwelt-
externalitäten oder Rebound-Effekte zu vermeiden. 
Scoring-Verfahren sind ein weiteres Beispiel dafür, 
dass mit digitaler Hilfe grundsätzlich Anreize zu einem 
nachhaltigeren Konsumverhalten gegeben werden kön-
nen, dies aber auf Kosten der persönlichen Freiheit und 
Entscheidungssouveränität gehen kann. Alternativen 
hierzu sind Rückmeldesysteme z. B. über den eigenen 
Ressourcenverbrauch, etwa durch die Ausweisung des 
ökologischen Fußabdrucks. Auch hier wird deutlich, 
dass vermehrt Forschung zu gesellschaftlichen Normen 
und moralischen Standards sowie normative Rahmen-
setzung gefragt sind. 
Auf den internationalen Arbeitsmärkten sind Struk-
turverschiebungen zu erwarten, die mit einer Neuorga-
nisation von Wertschöpfungsketten, der Rückverlage-
rung von Produktionsprozessen und folglich mit einer 
Machtverschiebung zwischen Industrie- und Entwick-
lungsländern einhergehen können. Allerdings erhöht 
sich auch die Flexibilität der Arbeitsmärkte durch 
Onlineplattformen und Sharing-Ökonomien, wie sie in 
den Schauplätzen zu den neuen Ansätzen des nachhal-
tigen Wirtschaftens aber auch zum öffentlichen Diskurs 
angesprochen werden. Auch bei diesen neuen Konzep-
ten und Lebensstilen ist noch offen, wie die Implikatio-
nen für die Nachhaltigkeit und zur Kreislaufwirtschaft 
einzuschätzen sind. Es ist durchaus möglich, dass wir 
bisher nur die Spitze eines großen Veränderungs- und 
Strukturverschiebungsprozesses beobachten. Die Digi-
talisierung könnte sogar als Brandbeschleuniger von 
Wachstumsmustern wirken, die bereits die Übernut-
zung natürlicher Ressourcen und wachsende soziale 
Ungleichheit in vielen Ländern antreiben, wobei die 
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Auswirkungen sich noch nicht genau abschätzen und 
in ihrer ganzen Dimension erfassen lassen (Zweite 
 Dynamik; Kap. 7.3). 
Immer wieder auftauchende Themen mit Schlüs-
selbedeutung in den Schauplätzen sind der Daten-
schutz und die Datensicherheit. Starke Defizite in 
diesem Bereich haben das Potenzial, die Grund- und 
Menschenrechte zu unterminieren. Der Schutz dieser 
Rechte stellt somit eine der großen Querschnittsher-
ausforderungen im Digitalen Zeitalter dar. Von Bedeu-
tung ist dieser Aspekt nicht nur bei der Digitalisierung 
des Gesundheitswesens, was im Schauplatz zur Selbst-
vermessung des Körpers thematisiert wird, sondern 
z. B. auch beim Scoring oder der Präzisionslandwirt-
schaft. Die Privatsphäre sowie auch die persönliche 
Freiheit und die Selbstbestimmung der Nutzer*innen 
kann durch Digitalisierung sowohl beeinträchtigt oder, 
wenn normativ, regulativ und institutionell eingebet-
tet, auch gestärkt werden. Besonders deutlich wird dies 
im Kontext der Smart City, wo sich zahlreiche digitale 
Anwendungen konzentrieren und Menschen sich der 
Digitalisierung nur schwer entziehen können, z. B. bei 
der Nutzung digital unterstützter Mobilität.
Querschnittsmäßig mitgedacht werden müssen 
zudem bisher im Kontext der Digitalisierung wenig 
beachtete Themen wie Bildung für Nachhaltigkeit, für 
die sich in Verbindung mit Digitalisierung ganz neue 
Möglichkeiten der Förderung ergeben, sowie Gender 
und digitale Gemeingüter. Alle drei Themen sind sehr 
eng mit Ungleichheiten beim Zugang zu digitalen Ange-
boten sowie mit der Zukunftsfähigkeit einer Gesell-
schaft verknüpft. Es wird deutlich, dass bestehende 
Genderungleichheiten in technischen Systemen, ein-
schließlich des Internets, häufig manifestiert werden. 
Auch bei der Bildung erscheinen die Förderung von 
Digital- und Nachhaltigkeitskompetenzen sowie der 
nötigen Infrastrukturen und Angebote nicht hinrei-
chend. So erfordert auch der Bildungssektor neue Ini-
tiativen im Zusammendenken von Digitalisierung und 
Nachhaltigkeit. Des Weiteren sind auch im Digitalen 
gemeinwohlorientierte, allgemein zugängliche Ange-
bote zu entwickeln (Kap. 5.3.5).
Aus den thematischen „Tiefbohrungen“ der Schau-
plätze resultiert zum einen konkretes Material für die 
Synthese in Kapitel 7, das den Zusammenhang zwi-
schen digitalem Wandel und der Transformation zur 
Nachhaltigkeit in Form von drei „Dynamiken des Digi-
talen Zeitalters“ darstellt. Zum anderen liefern die 
Schauplätze wertvolles Material nicht nur an konkre-
ten Handlungs- und Forschungsempfehlungen, son-
dern auch an übergreifendem Wissensbedarf und an 
Gestaltungsherausforderungen, die in den Kapiteln 9 
und 10 aufgegriffen werden. 
Insgesamt zeigen die Schauplätze ganz deutlich auf, 
dass die Agenden von Nachhaltigkeit und Digitalisie-
rung, sowohl in der Forschung als auch in der Politik, mit-
einander verbunden und gemeinsam  weiterentwickelt 
werden sollten. Dabei muss Digitalisierung in den 
Dienst der Nachhaltigkeit gestellt werden. Dies ist die 



















Zukunftsentwürfe und Visionen zu 
Digitalisierung und Nachhaltigkeit
Die Zukunft der Gesellschaft im Digitalen Zeitalter wurde bereits vielfach 
 vorausgedacht. Der WBGU fügt Elemente aus wissenschaftlichen und populär-
wissenschaftlichen Quellen zu utopischen und dystopischen Erzählungen zu-
sammen, die Trends fortschreiben und illustrativ greifbar machen.  Utopische 
und dystopische Aspekte sind nicht immer trennscharf und ihre Einordnung 
subjektiv. Die dystopischen Visionen verdeutlichen aber mögliche Grenzüber-
schreitungen, die frühzeitig eingehegt werden sollten, um die Gefährdung 
von Nachhaltigkeitszielen zu vermeiden.
Bei Überlegungen zum zukunftsfähigen Zusammen-
spiel von Digitalisierung und Nachhaltigkeit sollte 
nicht übersehen werden, mit welch visionärer Kreati-
vität Technology Forecasting, Science Vision oder sogar 
Science Fiction schon seit Jahren versuchen, das Digi-
tale Zeitalter vorauszudenken. Wie etwa das Büro für 
Technikfolgenabschätzung beim Deutschen Bundes-
tag am Beispiel der Mensch-Maschine-Entgrenzung 
herausgearbeitet hat, können entsprechende Diskurse 
sehr wirkmächtig sein und reale Technologieerwartun-
gen prägen (Kehl und Coenen, 2016). Solche Zukunfts-
entwürfe greifen diverse Facetten der Digitalisierung 
auf und verbinden sie mit Spekulationen, die auch 
verschiedene Bereiche der Nachhaltigkeit betreffen. 
Obwohl die visionären Skizzen oft eher auf Unterhal-
tung als auf die politische Gestaltung einer nachhaltigen 
Zukunft ausgerichtet sind, enthalten sie auch erstaun-
lich wegweisende Botschaften. Eine vom BBSR publi-
zierte Studie zur Frage, ob und in welchen Bereichen 
Science-Fiction-Werke für reale Stadtentwicklungspro-
zesse handlungsleitend sein können (BBSR, 2015) hat 
gezeigt, dass auch die Science-Fiction-Literatur Ausbli-
cke auf durchaus wahrscheinliche Zukunftsperspekti-
ven zu bieten vermag.
Eine systematische Auswertung der Science-Vision- 
und Forecasting-Literatur kann im Rahmen dieses Gut-
achtens nicht geleistet werden. Im Folgenden werden 
einige visionäre, hypothetische und spekulative Ent-
würfe und Einschätzungen verschiedener Wissen-
schaftler*innen, Journalist*innen, Unternehmer*innen 
oder Personen des öffentlichen Lebens zu gesellschaft-
lichen Auswirkungen der weiter gedachten Technolo-
gieentwicklung im Bereich Digitalisierung herangezo-
gen. So sollen die Überlegungen zur adäquaten Gestal-
tung einer nachhaltigen Zukunft inspiriert und ergänzt 
werden.
Dieses Kapitel zeigt somit nicht die eigene Zukunfts-
vision des WBGU auf, sondern fügt ausgewählte Ele-
mente aus verschiedenen Quellen der Science Vision 
und (populär-)wissenschaftlichen Zukunftsforschung 
bzw. Äußerungen von Einzelpersonen zu Erzählungen 
zusammen, die bereits heute anlaufende, potenziell 
mittel- bis längerfristig ausgerichtete Veränderungs-
trends illustrativ greifbar machen. Da es sich nicht um 
Aussagen des WBGU handelt, werden sie in einer ande-
ren Schrifttype präsentiert. Der WBGU präsentiert zum 
einen eine positiv konnotierte Erzählung, das heißt 
utopische Entwürfe des Zusammenwirkens von Digi-
talisierung und Nachhaltigkeit (Kap. 6.1), zum ande-
ren destruktive bzw. dystopische Visionen (Kap. 6.2). 
Die eingefügten Zitate sind als exemplarisch zu begrei-
fen. Dabei ist zu betonen, dass die angegebenen Quel-
len nicht immer utopische oder dystopische Zukunfts-
entwürfe skizzieren, sondern zum Teil auch laufende 
Entwicklungen aufgreifen, die jedoch ein dystopi-
sches Potenzial besitzen oder aus denen sich ein sol-
ches ableiten lässt. Zu beachten ist auch, dass im Detail 
utopische und dystopische Aspekte nicht immer trenn-
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scharf sind bzw. die Einordnung subjektiver Einschät-
zung und  kulturellen Vorlieben unterliegt. 
Durch die disruptiv wirkende, komplexe Dynamik 
der Digitalisierung ist eine mehrere Dekaden umspan-
nende Betrachtung ihrer Wechselwirkung mit der 
Nachhaltigkeit auf solche visionären Zukunftsentwürfe 
angewiesen. Der WBGU nutzt sie, um vor allem auch 
Ausprägungen der Zweiten und Dritten Dynamik des 
Digitalen Zeitalters inhaltlich zu füllen (Kap. 7.3, 7.4). 
Die in Kapitel 5 im Detail explorierten „Schauplätze“ 
auf Basis wissenschaftlicher Studien und Daten adres-
sieren dagegen vor allem die Erste und Zweite Dynamik 
(Kap. 7.2, 7.3). Nach einer tabellarischen Zusammen-
stellung erkennbarer Chancen und Risiken (Kap. 6.3) 
werden schließlich Folgerungen für den weiteren Argu-
mentationsgang des Gutachtens und für Gestaltungser-
fordernisse gezogen (Kap. 6.4).
6.1
Utopische Vision einer digitalisierten 
 Nachhaltigkeitsgesellschaft
Im Folgenden werden ausgewählte utopische Ideen 
bzw. Aspekte aufgezeigt und zu einem facettenreichen 
Bild einer fiktiven Zukunft des Zusammenwirkens von 
Digitalisierung und Nachhaltigkeit zusammengesetzt. 
Die eingestreuten Zitate weisen exemplarisch auf Quel-
len hin, in denen die jeweiligen Aspekte erwähnt wer-
den, wenn auch möglicherweise mit abweichenden 
Bewertungen.
Digitales Utopia
In der digitalisierten Nachhaltig-
keitsgesellschaft ist die Erhaltung 
der natürlichen Lebensgrundlagen im 
vollen Umfang gesichert und der Aus-
stoß von CO2 und weiteren Treibhausga-
sen auf das technisch machbare Mini-
mum reduziert. Energie wird zu 100 % 
aus erneuerbaren Quellen gewonnen 
(Jacobson et al., 2017), intelligente 
Netze und Speicher ermöglichen eine 
zuverlässige und für alle bezahlbare 
Stromversorgung. Der motorisierte Ver-
kehr sowie Gebäudeheizungen sind elek-
trifiziert und emissionsfrei, die Nut-
zung fossiler Energieträger ist gänz-
lich eingestellt (Helm, 2017). In einer 
solchen Zukunft könnte Elektrizität 
„too cheap to measure“ sein, sobald die 
Kapazitäten installiert sind, und Flat-
rates könnten vergleichbar mit denen 
in Telefonie und Internetnutzung 
 verfügbar sein.
Die umfassende Nutzung von Technolo-
gien zur Präzisionslandwirtschaft, 
bei der mit Hilfe von Sensoren, geo-
graphischen Informationssystemen und 
Robotern Pflanzen und Tiere überwacht 
und optimal versorgt werden, Dünge-
mittel und Wasser präzise eingesetzt 
und Schädlingsbekämpfungsmittel zum 
Teil durch automatisierte mechanische 
Bearbeitung ersetzt werden, schont 
durch erhebliche Ressourceneinspa-
rungen die Umwelt und spart Kosten 
(Eberl, 2016). 
Die digital optimierte Kombination 
von intelligentem Produktdesign, 
Reparierbarkeit und automatisierter 
Dekonstruktion am Ende der Lebens-
dauer von Produkten vermindert den 
Bedarf an neuen Rohstoffen erheb-
lich. Sie erlaubt eine Kreislauf-
„Almost all of these new electricity generation technologies do 
not have an energy cost once they are built and installed. The 
energy they generate is free. […] A zero-carbon world is close 
to a ´zero marginal cost  electricity generation´ one.” (Helm, 
2017: 7)
Dieter Robin Helm ist Wirtschaftswissenschaftler an der Univer-
sity of Oxford und Autor von „Burn Out: The Endgame for Fossil 
Fuels“.
„[A]uf den Äckern werden künftig immer mehr Roboter selb-
ständig unterwegs sein – gesteuert von digitalen Karten, 
Satelliten und der Wettervorhersage sowie von Sensoren, mit 
denen sie Unkraut erkennen und Temperatur und Feuchtigkeit 
messen können. Sie werden den Boden düngen, Saatgut und 
Schädlingsbekämpfungsmittel zentimetergenau dort ausbrin-
gen, wo es nötig ist, und die Ernte einholen. Über ihnen kreisen 
dann autonome Drohnen, um den Zustand der Felder zu prü-
fen, Pilzbefall oder Wildschäden zu entdecken und 
Ernteausfälle zu verhindern.“ (Eberl, 2016: 181)
Ulrich Eberl ist Wissenschafts- und Technik journalist und Autor 
von „Smarte Maschinen. Wie künstliche Intelligenz unser Leben 
verändert“.
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wirtschaft nach globalen Standards 
und mit globaler Verbreitung (EMF, 
2016).  Distributed-Ledger-Technologien 
(Blockchain) liefern Herkunftsnach-
weise, verbessern die Rückverfolgbar-
keit von Produkten und tragen zu mehr 
Vertrauen der Konsument*innen bei. 
Im Zuge der umfassenden Vernetzung 
der Menschen über Internet und Aus-
tauschplattformen, d. h. der zeitlich 
und räumlich unbegrenzten Möglichkei-
ten ihrer Kommunikation und kollekti-
ven Initiative, hat sich bei den Indi-
viduen der Digitalgesellschaft ein 
globales Bewusstsein zur Verantwor-
tung jedes einzelnen Menschen für 
übergreifende Nachhaltigkeitsfragen 
herausgebildet (z. B. Bewusstsein über 
die Auswirkungen des individuellen 
Konsums auf Natur und Umwelt; Weng et 
al., 2018). Globale Gemein güter, die 
für die Erhaltung der natürlichen 
Lebensgrundlagen und für das Fortbe-
stehen der Menschheit in friedlichem 
Zusammenleben unabdingbar sind, wer-
den in vereinten Anstrengungen unter 
Schutz gestellt.
Das Internet der Dinge ermöglicht es, 
die Grenzkosten von Produktion gegen 
Null laufen zu lassen, so dass eine 
Welt globaler Gemeingüter entsteht, 
in der Menschen in offenen demokrati-
schen Gesellschaften freiwillig und 
nicht gewinnorientiert zusammenarbei-
ten (Rifkin, 2014a). Die Digitalge-
sellschaft ist quer über alle Bevöl-
kerungsschichten und Lebensräume 
inklusiv, jeder Mensch hat Zugang zu 
den lebensnotwendigen Gütern, Armut 
ist weitgehend überwunden, inklusive 
Entwicklung ist Realität geworden. Die 
menschliche Grundversorgung ist gesi-
chert, die Vergemeinschaftung von 
Eigentum bzw. von Gewinnen durch die 
Digitalisierung ermöglicht ein garan-
tiertes Mindesteinkommen („social 
wage“) für alle Menschen sowie univer-
sellen Zugang zu angemessenem Wohn-
raum, Bildung und Gesundheitsversor-
gung (Merchant, 2015). Eine allgemeine 
Versorgung mit hochwertigen und nach-
haltig produzierten Nahrungsmitteln 
wird erreicht (Wahlen et al., 2012). 
Milliarden Menschen bekommen Zugang 
zu einer individuellen Gesundheits-
versorgung, die sich auf den Einsatz 
digitaler Technologien stützt 
(„ eHealth“, GeSi, 2016). 
Arbeit und Einkommen sind in der 
 digitalisierten Nachhaltigkeitsge-
sellschaft weitgehend entkoppelt. 
Roboter und sonstige intelligente 
Maschinen verrichten einen Großteil 
der körperlich anstrengenden, gefähr-
lichen oder langweiligen Arbeiten. 
Die Teilhabe aller am globalen Wohl-
stand wird durch Vergemeinschaftung 
ermöglicht (Merchant, 2015), extreme 
Ungleichheiten können abgebaut wer-
den. Generell ändert die Digitalisie-
rung viele Wirtschaftspraktiken 
grundlegend, indem sie marktbezogene 
Information im Sinne einer Plurali-
sierung breit und „fair“ für alle 
Akteure zugänglich macht. Weil sich 
die Relation von (bezahlter) Arbeit 
und Freizeit verändert, entstehen im 
Zuge der Ausprägung einer 
„Post-Work“-Gesellschaft erheblich 
„Bald werden alle Menschen auf unserem Planeten vernetzt 
sein. Wenn in naher Zukunft weitere fünf Milliarden die virtu-
elle Welt bevölkern, bedeutet dieser Boom in der physischen 
Welt u. a. Produktionszuwächse, Gesundheit, Bildung, Lebens-
qualität, und zwar für alle, von den elitären Nutzern bis zu 
den Menschen am unteren Ende der wirtschaftlichen Skala.“ 
(Schmidt und Cohen, 2013: 27)
Eric Schmidt ist technischer Berater bei Google. Er war von 2001 
bis 2011 CEO bei Google und bis 2018 Vorstandsvorsitzender bei 
Alphabet, dem Mutterkonzern von Google. Jared Cohen ist Grün-
der und Direktor von Jigsaw, einem Technologie inkubator bei 
Alphabet.
„I am also guardedly hopeful that a near zero  marginal cost 
society can take the human race from an economy of scarcity 
to an economy of sustainable abundance over the course of 
the first half of the twenty-first century.“ (Rifkin, 2014b: 644)
Jeremy Rifkin ist Autor des Buchs „The Zero  Marginal Cost 
Society: The Internet of Things, the Collaborative Commons, and 
the Eclipse of Capitalism.“
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 größere Freiräume für individuelle 
Selbstverwirklichung und gemeinwohl-
orientiertes Handeln. Auch Arbeits-
formen und Geschäftsmodelle erleben 
eine Pluralisierung, wobei „Com-
mons-based Peer Production“ und Platt-
formkooperativen auf digitaler Basis 
helfen, nachhaltige und individuali-
sierte Be darfe unabhängig vom Geld-
beutel zu  erfüllen.
Für Entwicklung, Vermittlung und 
Betrieb der digitalisierten Infra-
strukturen und Endgeräte in der nach-
haltigen Digitalgesellschaft wer-
den neue hochwertige Unterneh-
men, Berufsbilder und Arbeitsplätze 
geschaffen. Kompetenzerfordernisse 
und Kompetenzangebote in Kombination 
mit den nötigen Aus- und Weiterbil-
dungsangeboten können digital nach-
verfolgt sowie wahrgenommen und so 
zeitnah aufeinander abgestimmt wer-
den. Kooperative Telearbeit im Cyber-
raum wird ein wesentlicher Teil der 
Arbeit, so dass die lokale Standort-
bindung kein Auswahlkriterium für die 
Wahl einer Arbeitsstelle mehr ist, 
was Pendel- und Berufsverkehre erheb-
lich reduziert. Zwischen Menschen und 
Maschinen (bzw. kollaborativen Robo-
tern: cobots) findet eine kooperative 
Arbeitsteilung statt, bei der jede 
Person das übernimmt, was sie am bes-
ten kann (Schmidt und Cohen, 2013). In 
der smarten Gesellschaft ist jedoch 
kein Mensch zur Verrichtung einer 
Lohnarbeit gezwungen.
Wissens- und Bildungsressourcen sind 
als Gemeingüter und für alle digital 
(sowie in analogen Formaten) offen 
und frei (bis auf Grenzkosten) zugäng-
lich. Digitale Plattformen, Zugänge 
sowie Dienst- und Applikationsange-
bote halten passende Informationen 
für jede*n, an jedem Ort, zu jeder 
Zeit und nach jeder Präferenz bereit, 
und dies sowohl im privaten wie beruf-
lichen Umfeld. 
In einer universellen digitalisierten 
Bibliothek steht jedem Menschen jedes 
Buch der Welt in jeder Sprache zur Ver-
fügung (Kelly, 2016: 97). Bildung wird 
in der smarten und gleichsam medien-
kompetenten Gesellschaft digital ver-
mittelt und kann für jede Person indi-
vidualisiert und passgenau zugänglich 
gemacht werden. KI revolutioniert die 
Forschung und führt zu neuen wissen-
schaftlichen Durch brüchen (Alkhateeb, 
2017).
„AI will also lower the cost of many goods and  services, effecti-
vely making everyone better off. Longer term, AI may be 
thought of as a radically different mechanism for wealth crea-
tion in which everyone should be entitled to a portion of the 
world’s AI-produced treasures.“ (Stone et al., 2016)
Die 2014 initiierte „One Hundred Year Study on Artificial 
 Intelligence“ ist eine Langfriststudie zum Feld der KI und ihrer 
Auswirkungen auf Menschen, ihre  Gemeinschaften und die 
Gesellschaft. 2016 erschien der hier zitierte erste Bericht.
„People of the free internet, we now have the opportunity to 
create a world where we choose to work a 4 hour work week 
at our whim, collaborating globally with whom we like, freely 
choosing compensation in currency or equity, frolicking in our 
hyper-creative and artistic, fractally self-organized fluid work 
groups, protected from catastrophic risk by a basic income 
provided by our egalitarian peer to peer protocols. In this 
vision the tragedy of the commons is stamped out like polio by 
a collaborative network of trust and enforced by a con sensus-
based cryptographic protocol that ensures our aligned 
incentivization towards the expression of our personal and 
 collective purposes.“ (Thorp, zit. nach Swartz, 2017: 88)
Noah Thorp ist Mitbegründer des Blockchain-Startups Citizen 
Code.
„It is really possible with the technology of today, not tomor-
row. We can provide all the works of humankind to all the 
people of the world. It will be an achievement remembered for 
all time, like putting a man on the moon.“ (Kahle zit. nach 
Kelly, 2016: 97)
Brewster Kahle ist  Informatiker,  Unternehmer und Aktivist.
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Das Verhältnis von Datenwirtschaft und 
individuellem Datenschutz ist ausge-
wogen, die digitale Selbstbestimmung 
ist garantiert. Die Menschen behalten 
die Kontrolle über die Daten, die sie 
zur Weiterverarbeitung freigeben, und 
ein digitales Vergessen ist möglich. 
Eine internationale, von der gesamten 
Weltgemeinschaft partizipativ erarbei-
tete Digital-Charta regelt die Grund-
sätze zum Umgang mit personenbezo-
genen Daten, zu ihrer wirtschaftli-
chen Verwertbarkeit und den indivi-
duellen Persönlichkeitsrechten, etwa 
als Weiterentwicklung der von einer 
Gruppe von Bürger*innen vorgeschlage-
nen Charta der digitalen Grundrechte 
der EU (Zeit- Stiftung, 2018). 
Die digitalisierte Nachhaltigkeits-
gesellschaft verfügt über verlässli-
che und resiliente Infrastrukturen 
(Francis und Bekera, 2014). Alle Funk-
tionsbereiche der Gesellschaft, wie 
die Verwaltung, Mobilitäts-, Energie-, 
Lebensmittel- und Wasserversorgung, 
urbane und ländliche Infrastruktu-
ren, Transport- und Produktionsan-
lagen, Gesundheitsversorgung oder 
Bildungsangebote, sind digital ver-
netzt, koordiniert, qualitätskontrol-
liert und gegen Ausfälle und Angriffe 
geschützt. Dies gilt nicht nur für die 
als Smart Cities ausgebauten städti-
schen Agglomerationsräume, sondern in 
erheblichem Maße auch für den best-
möglich ausgestatteten ländlichen 
Raum im Sinne der Smart Countryside.
 
Es ist gelungen, jeglichen auf fossile 
Brennstoffe gestützten Individualver-
kehr zu eliminieren und dabei das 
Recht aller Bürger*innen auf  Mobilität 
in keiner Weise einzuschränken (Niki-
tas et al., 2017). Dazu haben durch 
Digitalisierung optimal auf individu-
elle Bedarfe abstimmbaren Mobilitäts-
dienste (Mobilität als Dienst lei stung, 
Mobility as a Service – MaaS) beige-
tragen, die für die Bevölkerung städ-
tischer wie ländlicher Räume die zeit-
gerechte Erreichbarkeit aller wichti-
gen Daseinsgrundfunktionen sichern. 
Ökonomische und politische Machtkon-
zentration durch Datenmonopole wird 
konsequent verhindert (West, 2017). 
Vielmehr kommt es zu einem digita-
len Pluralismus. Die digitale Flexi-
bilisierung der Nutzung beschränk-
ter Güter stärkt zudem gemeinschaft-
liche Nutzungsszenarien im Sinn einer 
 Sharing-Ökonomie (Hamari et al., 2016). 
Die digitalisierte Nachhaltigkeits-
gesellschaft folgt dem Prinzip des 
„Open Government“. Demokratische 
 Partizipation ist umfassend gewähr-
leistet; an Entscheidungen, die das 
Gemeinwohl betreffen, können sich alle 
sozialen Gruppen gleichermaßen betei-
ligen (Macintosh, 2004). Der Zugang zu 
„If you can use AI to read 400,000 research papers automati-
cally, organize the knowledge and then combine your intuition 
with machine learning, you can sharpen the research field – 
instead of fanning out for a solution, you fan in. This is what I 
believe is going to be really game changing for research in the 
future.“ (Bekas, o. J.)
Costas Bekas ist Cognitive Solutions Research Manager bei IBM.
„As cars will become better drivers than people, city-dwellers 
will own fewer cars, live further from work, and spend time 
differently, leading to an entirely new urban organization.“ 
(Stone et al., 2016)
S.o.: „One Hundred Year Study on Artificial  Intelligence“.
„A near perfect version of transport futures, based on such an 
integrated approach, therefore would be revolved around sha-
red used CAVs [Connected Autonomous Vehicles] fuelled by 
electricity, produced solely from renewable energy sources, 
that will operate under MaaS principles, meaning that they 
should be accessible only as part of packages primarily offe-
ring electrified public transport from initiatives like BRT [Bus 
Rapid Transit] and Hyperloop.“ (Nikitas et al., 2017: 17)
Alexandros Nikitas und seine Koautor*innen forschen zum 
Thema Mobilität.
6 Zukunftsentwürfe und Visionen zu Digitalisierung und Nachhaltigkeit
294
Information und die  Möglichkeit der 
politischen Mitbe stimmung werden durch 
den Einsatz moderner IKT erleichtert 
und ubiquitär verfügbar (Mossberger 
et al., 2007). 
In der digitalisierten Nachhaltig-
keitsgesellschaft ist der Mensch digi-
tal gestärkt. Digitale Technologien, 
vor allem Anwendungen von KI und 
maschinellem Lernen in Verbindung mit 
Gentests, versprechen große Fort-
schritte in der personalisierten Dia-
gnostik und Therapie (Stone et al., 
2016; Fierz, 2004).
Die digitalisierte Nachhaltigkeitsge-
sellschaft ist friedlich. In einer 
Welt, in der die zentrale Quelle des 
Wohlstands das breit verfügbare Wis-
sen ist, verschwinden die Kriege 
(Harari, 2015). Ein Leben frei von 
physischem und psychischem Leid sowie 
ein würdevolles Altern werden durch 
den Ersatz oder die Optimierung von 
Körperfunktionen (Cyborg) erreicht 
(Kurzweil, 2005). Der Mensch erreicht 
eine völlig neuartige Stufe der Evolu-
tion (Harari, 2015) – es kommt zu einer 
Menschheit 2.0, wobei die „natürliche“ 
Evolution zukünftig durch eine tech-
nologische Weiterentwicklung des Men-
schen abgelöst wird. Die graduelle 
Substitution des menschlichen Körpers 
durch technische Systeme wird möglich 
(Kurzweil, 2005), oder sogar die Über-
tragung des menschlichen Geists auf 
technologische Systeme, im Sinne einer 
Emulation des Gehirns. Ein solcher 
„Upload“ kann theoretisch unbegrenzt 
leben und hätte einen fast unbegrenz-
ten Zugang zu allen digital verfügba-
ren bzw. gespeicherten kognitiven 
Ressourcen (Moravec, 1988).
6.2
Dystopische Vision zu Risiken der Digitalisierung 
für Nachhaltigkeit
Der utopischen Zukunftsvision wird nun eine von Fehl- 
und Negativentwicklungen geprägte, in hohem Maße 
dystopische Vision gegenübergestellt, wie sie in fer-
ner Zukunft entstehen könnte. Wiederum binden wir 
ausgewählte Aussagen bzw. Zitate aus der öffentlichen 
Debatte und Quellen der Science Vision in eine Gesamt-
erzählung ein, die diesmal diverse Risiken betont. 
„Wenn wir die Demokratie in den kommenden Jahrzehnten 
erneuern wollen, brauchen wir dazu das Gefühl der Entrüs-
tung, ein Gespür für den Verlust dessen, was man uns da 
nimmt. […] Was hier auf dem Spiel steht, ist die Erwartung sei-
tens des Menschen, Herr über sein eigenes Leben und Urheber 
seiner Erfahrung zu sein. Was hier auf dem Spiel steht, ist die 
innere Erfahrung, aus der wir den Willen zum Wollen formen, 
und die öffentlichen Räume, in denen sich nach diesem Willen 
handeln lässt. Was auf dem Spiel steht, ist das herrschende 
Prinzip sozialer Ordnung in einer Informationszivilisation und 
unser Recht als Individuen und Gesellschaften auf die alten 
Fragen zu finden: Wer weiß? Wer entscheidet? Wer entschei-
det, wer entscheidet? […] Die digitale Zukunft ist nicht 
aufzuhalten, aber der Mensch und seine Menschlichkeit soll-
ten obenan stehen.“ (Zuboff, 2018:  595f.)
Shoshana Zuboff ist Ökonomin und Autorin von „Das Zeitalter 
des Überwachungskapitalismus“.
„If machine learning can help reveal relationships between 
genes, diseases and treatment responses, it could revolutionize 
personalized medicine, make farm animals healthier and ena-
ble more resilient crops. Moreover, robots have the potential to 
become more accurate and reliable surgeons than humans, 
even without advanced AI.“ (Tegmark, 2017: 101).
Max Tegmark ist Professor für Physik am MIT und Präsident des 
Future of Life Institut.
„Although these ideas may sound like science fiction, they cer-
tainly don´t violate any known laws of physics, so the most 
interesting question is not whether they can happen, but 
whether they will happen, and, if so, when. […] I think of an 
upload as the extreme end of the cyborg spectrum, where the 
only remaining part of the human is the software.“ (Tegmark, 
2017: 154)
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Digitales Dystopia
Anders als erhofft, hat die zuneh-
mende Digitalisierung nicht zur Ent-
wicklung einer Nachhaltigkeitsgesell-
schaft und zur Dematerialisierung 
geführt, sondern zur Entstehung einer 
Hyperkonsumgesellschaft, in der die 
Menschen zulasten der natürlichen 
Umwelt ungehemmt ihrem Konsumverlan-
gen nachgehen (Wahnbaeck und Rolof, 
2017: 3).
Nicht nur steigt der Verkauf digitaler 
Geräte stark an, mit erheblichen Nega-
tivwirkungen im Bereich der Ressour-
cenausbeutung. Auch die umfassenden 
Big-Data-Optionen der gezielten, für 
jede Person maßgeschneiderten Werbung 
in allen Konsumbereichen beschleuni-
gen das Nachfragewachstum erheblich. 
Der explodierende Onlinehandel hat zu 
einem weiter erhöhten Transportaufwand 
und Verkehrsstaus geführt. Neben der 
Steigerung des Konsumniveaus erfor-
dern Aufbau und Betrieb der virtu-
ellen und physischen Infrastrukturen 
einen massiven Rohstoff- und Energie-
einsatz (Lange und Santarius, 2018: 48). 
Der Ressourcenverbrauch steigt zudem 
durch Rebound-Effekte, indem die Ein-
sparpotenziale neuer digitaler Tech-
nologien durch ihre Mehrnutzung über-
kompensiert werden. Auch die gezielte 
Senkung der Lebensdauer digitaler 
Geräte und die Beschleunigung von 
„Clearly, the ICT has a potential to decouple economic growth 
from environmental degradation. However, without conside-
ring potential rebound effects of increased ICT consumption, 
the environmental implications can quickly become detrimen-
tal. The environmental impacts of ICT largely depend on how 
the ICT applications perform when human behaviour becomes 
a very important factor. The society should not be too optimis-
tic about the positive role of ICT in economy without 
accounting ICT’s environmental impacts.“ (Plepys, 2002: 521) 
Andrius Plepys ist Wissenschaftler am International  Institute for 
Industrial Environmental Economics (IIIEE) der Lund University 
in Schweden. Er befasst sich mit Strategien für nachhaltigen 
 Konsum und nachhaltige Lebensstile.
 Innovations- und Produktlebenszyklen 
tragen zur Zerstörung der natürlichen 
Lebensgrundlagen bei (Santarius, 2017).
In der Hyperkonsumgesellschaft zei-
gen die Menschen ein starkes Desinte-
resse an der natürlichen Lebensumwelt 
und ihrer fortschreitenden Zerstö-
rung. Durch die umfassend genutzten 
virtuellen Räume leben sie in Schein-
welten und entfernen sich mental von 
ihrer natürlichen Umwelt. So werden 
die planetarischen Leitplanken miss-
achtet, mit dem Ergebnis einer Zerstö-
rung natürlicher Lebensgrundlagen. In 
Folge der Überschreitung der 2 °C-Leit-
planke zur Begrenzung des Klimawan-
dels und des weiter wachsenden Aus-
stoßes von CO2-Emissionen aus fossi-
len Quellen kommt es zur drastischen 
Erhöhung der globalen Oberflächen-
temperatur und zunehmenden Versaue-
rung der Ozeane, folglich zum Verlust 
der biologischen Vielfalt und Ökosys-
temleistungen in den Meeren sowie an 
Land. Zudem intensiviert die digi-
tal unterstützte Landwirtschaft Land- 
und Bodenübernutzung bzw. -degrada-
tion sowie den Verlust von Phosphor, 
ungeachtet der fatalen Auswirkungen 
auf Ernährungssicherheit und Biomas-
seproduktion. Neben CO2-Emissionen 
steigt auch der Ausstoß anderer lang-
lebiger Schadstoffe stark an (z. B. von 
Quecksilber und persistenten organi-
schen Schadstoffen). Dies hat katas-
trophale Auswirkungen auf die natür-
lichen Lebensgrundlagen und gefähr-
det die Gesundheit großer Teile der 
Menschheit (WBGU, 2014b: 14, 21). Der 
Planet gerät aus dem Gleichgewicht, 
Kollaps droht (Diamond, 2005).
Im Zuge der Zerstörung der natür-
lichen Lebensgrundlagen wächst die 
materielle Spaltung der Gesellschaft, 
die durch die digitale Kluft weiter 
befördert wird. Weltweit verbreiten 
und verstärken sich Zeichen der Armut. 
Es kommt zu Hungersnöten und einer 
zunehmenden Migration von Menschen, 
die als Folge des Klimawandels und 
der Zerstörung der natürlichen Umwelt 
ihre Heimat verloren haben.
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Die Spaltung der Gesellschaft wird 
zudem durch eine Roboterisierung des 
Arbeitsmarktes vertieft (Kling, 
2017: 142). Durch fortschreitende Digi-
talisierung droht ein Ende der Erwerbs-
arbeit ohne Kompensation für wegfal-
lende Einkommen. Im Zuge dieser digi-
tal verstärkten Spaltung ist beinahe 
jeder Arbeitsplatz durch Rationali-
sierung und Automatisierung mittels 
digitaler Technologien bedroht, sogar 
in Berufen, die ein hohes Maß an Qua-
lifikation erfordern (Andersen und 
Zinner Henriksen, 2018).
Sowohl in Industrie- als auch in 
Schwellen- und Entwicklungsländern 
wachsen Massenarbeitslosigkeit und 
wirtschaftliche Ungleichheit, da immer 
weniger Menschen von dem durch die 
neuen Technologien geschaffenen Wohl-
stand profitieren (Collins, 2014: 51, 
zit. nach Dörre, 2016: 4; Nourbakhsh, 
2015: 27). Ein Graben tut sich einer-
seits zwischen einer begrenzten Anzahl 
Hochqualifizierter und der Bevölke-
rungsmehrheit auf, die z. B. Routine-
tätigkeiten nachgeht, andererseits 
„The economy is having to face ever-greater disruptions in the 
work force because of A.I. And in the long run, no element of 
the job market will be 100 percent safe from A.I. and automa-
tion. People will need to continually reinvent themselves. This 
may take 50 years, but ultimately nothing is safe.“ (Harari, 
2018, zitiert in Kaufmann, 2018)
Yuval Noah Harari ist Professor für Geschichte an der Hebräi-
schen Universität Jerusalem und Autor der internationalen 
Bestseller „Sapiens: A Brief History of Humankind“ und „Homo 
Deus: A Brief History of Tomorrow“.
„Low-wage jobs are especially at risk: in its 2016 report to the 
president, the U.S. Council of  Economic Advisers estimated 
that 83 percent of jobs paying less than $20 per hour could be 
automated.“ (McAfee und Brynjolfsson, 2016: 140)
Andrew McAfee und Erik Brynjolfsson sind leitende Wissen-
schaftler der MIT Initiative on the Digital Economy und Autoren 
des Bestsellers „The Second Machine Age“.
aber auch zwischen Industrie-, Schwel-
len- und Entwicklungsländern (Bryn-
jolfsson und McAfee, 2014). Dem Super-
reichtum auf der einen Seite stehen 
Massenarbeitslosigkeit und -elend auf 
der anderen gegenüber, was Potenzial 
für massive Unruhen, Gewalt oder 
 Revolution schafft.
Die Entwicklungsländer verlieren ihren 
komparativen Vorteil der Verfügbar-
keit billiger Arbeitskräfte, weil Pro-
dukte nun vollautomatisch durch digi-
tal gesteuerte Fertigungsstraßen her-
gestellt werden und die Produktion in 
Industriestaaten rückverlagert wird 
(Al-Ani, 2017; Deutscher Bundestag, 
2017a: 6f.). Dies ist speziell für Ent-
wicklungsländer problematisch, weil 
dort kaum soziale Sicherungssysteme 
bestehen und daher unklar ist, wie 
soziale Transferzahlungen ausgestal-
tet und finanziert werden könnten 
(Al-Ani, 2017).
In den Industrieländern hingegen 
drohen die Sozialsysteme unter der 
Last der großen Arbeitslosenzahlen zu 
kollabieren. Die nun wachsende 
Un gleich heit stellt die zuvor bekann-
ten sozioökonomischen Disparitäten 
bei Weitem in den Schatten (Nour-
bakhsh, 2015: 27). Weltweit lebt der 
Großteil der Menschen am Existenzmi-
nimum. Nur eine kleine Elite – wie die 
Eigner*innen und Manager*innen füh-
render Technologiekonzerne – profi-
tiert von den Effekten der Digitali-
sierung auf die Arbeitswelt (Barwise 
und Watkins, 2018: 44ff.; Hilbig, 2017). 
Es kommt zu einer Monopol- bzw. Oligo-
polbildung durch eine Handvoll global 
agierender IT-Konzerne bzw. IT-ba-
sierter Konzerne und folglich auch zur 
Kapitalkonzentration (Deutscher Bun-
destag, 2017a: 6f.; Barwise und  Watkins, 
2018). Diese mächtigen Digitalkonzerne 
missbrauchen die digitalen Möglich-
„The privileged, we’ll see time and again, are processed more 
by people, the masses by machines.“ (O’Neill, 2017)
Cathy O’Neill ist Mathematikerin und Autorin von  
„Angriff der Algorithmen“.
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keiten für ihre zerstörerischen Eigen-
interessen. Es entsteht ein digitaler 
Imperialismus. Die tiefe soziale Spal-
tung der Gesellschaft mündet in dra-
matischen Konflikten sowie nationalen 
und regionalen Unruhen und destabili-
siert ganze Regionen (Hilbig, 2017).
Infolge der wegen Massenarbeitslosig-
keit fehlenden Beschäftigung für den 
Großteil der Bevölkerung bildet sich 
eine ignorante, lediglich auf sich 
selbst fokussierte und gelangweilte 
Gesellschaft heraus. Die digitalen 
Technologien nehmen den Menschen 
jedoch nicht nur alle Arbeit ab, sie 
dienen auch der massenhaften Überwa-
chung der Bevölkerung. In diesem digi-
talisierten Überwachungsstaat wird 
jede*r Einzelne mit Hilfe des Einsat-
zes digitaler Technologien durch Orga-
nisationen unterschiedlicher Art – von 
Geheimdiensten bis hin zu global agie-
renden Privatunternehmen – ausspio-
niert (Wolf, 2012; Lyon, 2003). Etab-
lierte Freiheiten und Rechte, wie etwa 
das Recht auf informationelle Selbst-
bestimmung oder das Recht auf Privat-
sphäre, gehören in diesem Post-Priva-
cy-Zeitalter der Vergangenheit an (Bau-
man et al., 2014; Lynch, 2015).
„[W]ork’s value both for individuals and for  communities goes 
well beyond its financial role. As Voltaire put it, ‘Work saves us 
from three great evils: boredom, vice, and need. But isn’t work 
itself becoming passé, thanks to automation?’ ” (McAfee und 
Brynjolfsson, 2016: 145)
„A child born today will grow up with no conception of privacy 
at all. They’ll never know what it means to have a private 
moment to themselves, an unrecorded, unanalyzed thought. 
And that’s a problem because privacy matters, privacy is what 
allows us to determine who we are and who we want to be.“ 
(Snowden, 2013)
Edward Snowden ist ehemaliger CIA-Mitarbeiter und wurde im 
Jahr 2013 durch seine Enthüllungen über die Praktiken der 
US-Geheimdienste bekannt.
Möglich wird dies durch die weit fort-
geschrittene Entwicklung und Verbrei-
tung der digital aufgerüsteten Überwa-
chungstechnik: Der Einsatz von Tech-
nologien (z. B. Drohnen) zur Erfassung 
von Bewegungsprofilen, zur Erkennung 
von Gesichtern oder anderen Merkmalen 
erlaubt die Identifikation jeder ein-
zelnen Person im öffentlichen Raum. 
Die allgegenwärtige Überwachung fin-
det nicht nur im öffentlichen, son-
dern auch im vermeintlich privaten 
Raum statt: Die Erfassung und Auswer-
tung des Onlinesurfverhaltens gestat-
tet Rückschlüsse auf die Gedanken-
welt jedes IT-Gerätenutzers bzw. jeder 
-nutzerin (Helbing, 2018).
Sie werden über Smartphones und 
Sprachassistenten laufend abgehört. 
Smarte Fernseher und Spielekonsolen 
überwachen das Freizeitverhalten, und 
Fitness- und Gesundheitsdaten-Tracker 
sammeln die höchst sensiblen Gesund-
heitsdaten eines jedes Menschen 
( Helbing, 2018).
„No, the ‚targets‘ here are me and you: everyone, all of the 
time. In the name of ‚national security‘, the capacity is being 
built to identify, track and document any citizen constantly 
and continuously.“ (Wolf, 2012)
Naomi Wolf ist Schriftstellerin und  politische Aktivistin.
„George Orwells dystopischer Roman ‚1984‘, 1948 verfasst 
[…] war als Warnung gedacht. Doch anscheinend wurde er als 
Gebrauchsanleitung benutzt: Google weiß, was wir denken, 
Amazons Kindle Reader, was wir lesen; Youtube und die Spiel-
konsole wissen, was wir sehen; Siri und Alexa lauschen unseren 
Gesprächen; Apple und IBM vermessen unsere Gesundheit; [...] 
Apps, Cookies und Browsererweiterungen werten unsere Inter-
netaktivitäten aus. Und unser Auto ist ein Datenkrake.“ 
(Helbing, 2018)
Dirk Helbing ist Professor für Computational Social Science am 
Department für Geistes-, Sozial- und Politikwissenschaften sowie 
Mitglied des Informatikdepartments der ETH Zürich. 
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Auch am Arbeitsplatz werden digitale 
Überwachungstechnologien eingesetzt, 
etwa für Monitoring und Vorhersage 
des Verhaltens aller Beschäftigten 
(Solon, 2017a; Ball, 2010). Im Ver-
gleich zu früheren Praktiken erreicht 
die Überwachung durch Staat und Unter-
nehmen nun eine neue Qualität, da sie 
überall und unentwegt stattfindet, 
dabei sämtliche erfassbaren Muster – 
seien es Bewegungsdaten, Daten über 
Verhaltens- oder Denkweisen – in 
öffentlichen wie privaten Räumen 
dauerhaft erhebt, verknüpft und 
 auswertet.
In diesem totalitären Staat wird das 
durch Massenüberwachung erworbene 
Wissen gezielt genutzt, um die Bevöl-
kerung zu kontrollieren, zu steuern 
und zu unterdrücken. Mit Hilfe eines 
Social Credit Systems, einem datenge-
stütztes Bonitätssystem nach chinesi-
schem Vorbild, werden Bürger*innen 
anhand ihrer Verhaltensweisen (z. B. 
im beruflichen Kontext), Religion, 
ethnischen Zugehörigkeit, Krankhei-
ten, DNA und der von ihnen gekauften 
Produkte bewertet (Lee, 2018). Monito-
ring und Beurteilung betreffen viel-
fältige Aktivitäten, wie Zahlungsver-
halten, Strafregister, Einkaufsge-
wohnheiten, Lebensstil und Lebens-
wandel sowie das soziale Handeln und 
die politische Gesinnung. Je nach 
Übereinstimmung des persönlichen Ver-
haltens mit den Werten des herrschen-
den Regimes werden Individuen belohnt 
oder bei nonkonformem Verhalten 
bestraft, etwa bei der Wohnungssuche, 
der Anmeldung an Schulen, bei sozia-
„Demokratie und Internet sind immer weniger miteinander zu 
vereinbaren. In totalitären wie demokratischen Staaten 
 nehmen die Zensur von Inhalten und die massenhafte Über-
wachung der Nutzer zu; Desinformation und Propaganda 
entwickeln sich mehr und mehr zu effektiven antidemokrati-
schen Instrumenten.“ (Gaycken, 2016)
Sandro Gaycken ist Gründer und Leiter des Instituts für  Digitale 
Gesellschaft an der ESMT Berlin.
len Leistungen, Beförderungen, der 
Gewährung von Krediten, beim Abschluss 
von Versicherungen oder der Suche 
nach einem Arbeitsplatz (Kühnreich, 
2017, zit. nach Gruber, 2017; Helbing 
et al., 2015; Kling, 2017: 38f.). Ziel 
der Aufzeichnung ist die (Fremd-)
Steuerung jeglichen individuellen 
Verhaltens. 
Aufgrund umfangreicher Kenntnisse der 
individuellen Präferenzen und Verhal-
tensmuster aller Personen sagen der 
Staat sowie die datensammelnden Unter-
nehmen deren Verhalten voraus und 
nehmen hierauf gezielt Einfluss, um 
Verhaltensänderungen in ihrem Sinne 
herbeizuführen. In der Privatwirt-
schaft steht die Beeinflussung des 
Kaufverhaltens im Vordergrund, zuneh-
mend aber auch in Konkurrenz zum tota-
litären Staat die Ausübung von Kont-
rolle über die Bevölkerung. Im Ergeb-
nis führt das Social Scoring bei den 
Bürger*innen zu einem enormen Konfor-
mitätsdruck – kontroverse Meinungen 
werden nicht mehr geäußert und abwei-
chendes Verhalten unterlassen 
(Christl, 2014: 72). Diversität und 
Freiheit gehen verloren.
„If you draw the timelines, realistically by 2050 we would 
expect to be able to download your mind into a machine […].“ 
(Pearson, 2005)
Ian Pearson ist Futurologe.
„[D]as Netz speichert alles. Keine winzige Information, keine 
E-Mail, kein noch so peinliches Online-Foto, kein Twitter- oder 
Facebook-Eintrag, keine Buchungsanfrage beim Reiseanbieter 
ist jemals dahin. Die digitalen Speicher haben die Gesellschaft 
ihrer Fähigkeit zum Vergessen beraubt und ihr stattdessen ein 
umfassendes Gedächtnis verliehen. Ein Gedächtnis, das unfrei 
macht, weil jeder unserer Schritte, jeder fixierte Gedanke kon-
trollierbar wird.“ (Polke-Majewski, 2011)
Karsten Polke-Majewski ist Journalist und Ressortleiter im Team 
Investigativ/Daten bei ZEIT Online.
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Alle Handlungen von Personen, seien 
es Einträge im Strafregister, Steuer-
erklärungen oder auch Aktivitäten in 
sozialen Netzwerken, werden digital 
aufgezeichnet und auch über ihren Tod 
hinaus gespeichert. Somit lässt sich 
jede Aktivität für immer nachverfol-
gen. Ein Vergessen ist unmöglich, weil 
die Aufzeichnungen auch dezentral auf 
jedem Rechner, dabei jedoch für jede 
betroffene Person unveränderbar 
gespeichert werden. Damit kommt es 
zur digitalisierten Unsterblichkeit 
des Menschen.
Der allumfassende Einsatz digitaler 
Technologien erhöht zudem die Angreif-
barkeit lebensnotwendiger Infrastruk-
turen, die im neu angebrochenen Zeit-
alter der Cyberkriege zunehmend ins 
Visier von Hacker*innen geraten.
„Durch die ganze Menschheitsgeschichte hindurch, durch das 
ganze analoge Zeitalter hindurch, war das Erinnern die Aus-
nahmen und das Vergessen die Regel. Und damit haben wir 
uns an die wichtigen Dinge erinnert und das Allermeiste ver-
gessen. Heute ist das Erinnern, das Speichern zur Regel 
geworden und das Vergessen, das Löschen zur Ausnahme.“ 
(Mayer-Schönberger, 2014: 2)
Viktor Mayer-Schönberger ist Professor für  Internet  Governance 
and Regulation am Oxford Internet Institute.
„As technology continues to reshape the world, it’s clear that 
conflicts between nations are no longer confined to the land, 
sea and air. A cyber arms race is underway with nations deve-
loping and unleashing a new generation of weapons aimed at 
governments and civilians alike, putting at risk the critical 
data and digital-powered infrastructure that we all depend on 
for our daily lives. […] If we do not do more to address the risk 
of nation-state cyberattacks, the world will become a more 
 dangerous place.“ (Smith, 2017)
Brad Smith ist Präsident und Chief Legal Officer bei Microsoft.
Schon seit langem hatte ein Wettrüsten 
von Regierungen, Geheimdiensten und 
Militärs eingesetzt, die Hacker*in-
nen zur Durchführung von Cyberangrif-
fen beauftragten (Reißmann, 2012). Nun 
kommt es weltweit zu kriegerischen 
Auseinandersetzungen, ein Cyber World 
War bricht aus, der digitale Techno-
logien mit dem Ziel einer sofortigen 
Unterbrechung oder Kontrolle gegne-
rischer Ressourcen einsetzt, insbe-
sondere der kritischen Infrastruktu-
ren. Neben folgenschweren Angriffen 
auf Infrastrukturen gibt es ebenso 
Angriffe auf Endgeräte, Desinformatio-
nen oder Wahlbeeinflussung (Kurz und 
Rieger, 2018a: 8) und weitere destabi-
lisierende Cyberaktionen. Die kämpfe-
rischen Aggressionen gehen von Staa-
ten aus, die einander den Krieg erklä-
ren, aber auch von nicht staatlichen 
Kräften, wobei die klare Zuweisung der 
Urheberschaft oft nicht mehr möglich 
ist (Baur-Ahrens, 2016: 262; Reißmann, 
2012; Kurz und Rieger, 2018a: 7f.). Die 
Cyberangriffe erfolgen auf verschie-
dene Weise, mit unterschiedlichen 
Maßen an Gewalt. Auch automatisierte 
Kampfmittel wie Drohnen werden ein-
gesetzt. 
Neben dem Einsatz von Schadsoftware 
zur Spionage, Sabotage, Lahmlegung 
oder auch Zerstörung kritischer 
 Infrastrukturen der gegnerischen 
Kräfte werden Cyberattacken u. a. auch 
in Form einer Verbreitung von Falsch-
meldungen (Fake News) durchgeführt. 
In sozialen Medien werden Desinforma-
tionen verbreitet und neue Konflikte 
geschürt, um politische Systeme zu 
destabilisieren (Baron, 2017: 37).
„Die neuen, hoch granularen, zentralisierten Möglichkeiten 
der gezielten und vollkommen unsichtbaren, unkontrollierten 
Manipulation sind […] eine diabolische Verrenkung demokrati-
scher Meinungsbildung. Die Demokratie und ihre Institutionen 
müssen dagegen angehen. […] Sonst verlieren wir Kern-
elemente der Demokratie an das unsichtbare Böse dieser 
Maschine.“ (Gaycken, 2016)
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In weiten Teilen der Welt kommt es 
temporär oder dauerhaft zum Aus-
fall kritischer Infrastrukturen, wie 
des Finanzsystems, der Energie- und 
 Wasserversorgung oder des Verkehrs 
sowie zum Zusammenbruch von Wirt-
schaft und öffentlichem Leben (Hut-
ter, 2002: 37f.). Immer wieder treten 
digitale Blackouts auf, die in großem 
Umfang Infrastrukturen und Informa-
tionssysteme lahmlegen. Der Verlust 
des zivilisatorischen Wissens, welches 
nur noch in digitalisierter Form vor-
liegt, ist die Folge. Im Unterschied 
zur analogen Kriegsführung zeichnet 
sich der Cyberwar zusätzlich durch 
Cyberspionage, Desinformationskampa-
gnen und strategische Aktivitäten zum 
Erzielen vorteilhafter Positionen aus 
(Kurz und Rieger, 2018a: 7).
Der Einsatz unkonventioneller Waf-
fensysteme ist nicht nötig, denn der 
Krieg wird mit alltäglichen Kompo-
nenten wie Computern geführt, und 
jede Person mit einem Mindestmaß an 
IT-Kenntnissen kann zur Angreiferin 
bzw. zum Angreifer werden (Baur-Ah-
rens, 2016: 263). Da von jeder Per-
son potenziell eine Gefahr aus-
geht, herrscht weites Misstrauen in 
der Gesellschaft. Einmal in Betrieb 
genommen, lassen sich die eingesetz-
ten Waffen zudem weder deaktivieren, 
noch in ihren Wirkungen oder Funktio-
nen steuern. Zu Opfern werden nicht 
nur Militärs, sondern auch die Zivil-
bevölkerung (Baur-Ahrens, 2016: 264). 
Die Cyberangriffe, etwa auf Nuklear-
anlagen, reichen soweit, dass neben 
Objekten auch Menschen (z. B. durch 
den Austritt von Strahlung) verletzt 
oder gar getötet werden (Baur-Ahrens, 
2016: 263f.).
Der Cyber World War lässt die 
Gesellschaft im digitalisierten Chaos 
versinken, wo sie nicht im Sinne des 
Gemeinwohls, sondern egoistischer 
Interessen diverser Akteure gesteu-
ert wird. Insbesondere multinationale 
Digitalkonzerne und mächtige Natio-
nalstaaten versuchen mit aller Kraft 
ihre Eigeninteressen durchzusetzen. 
Der  einstige Multilaterismus, wie 
er in  internationalen Institutionen, 
z. B. der EU und UN, praktiziert wird, 
 findet ein jähes Ende.
Durch bahnbrechende technologische 
Entwicklungen setzt eine transhumane 
Ära ein. Digital gesteuerte Human- 
Enhancement-Technologien erlauben es 
sozial privilegierten Gruppen, ihre 
Körperfunktionen in Richtung indivi-
dueller Präferenzen oder gesundheit-
licher Bedürfnisse zu optimieren 
(Miah, 2016; Nourbakhsh, 2015: 26). Nur 
eine begrenzte Anzahl an Menschen 
verfügt über die notwendigen finan-
ziellen Mittel und den Zugang zu Tech-
nologien, um ihren Alterungsprozess 
aufzuhalten, körperliche Gebrechen zu 
beheben sowie die geistigen und emo-
tionale Fähigkeiten zu steigern 
(Faber, 2012; Allhoff et al., 2010: 16ff.)
Dabei führt Human Enhancement nicht 
nur zu einer neuen Dimension der 
Ungleichheit, sondern birgt auch 
grundsätzliche Gefahren für das 
menschliche Dasein.
„Die grundlegende Erfahrung ist, dass der technische Fort-
schritt Handlungsmöglichkeiten eröffnet, die in die 
natürlichen Lebensgrundlagen unseres Daseins eingreifen und 
im gegebenen Falle die Gefahr in sich bergen, eben diese 
Grundlagen in ihrem Bestand anzugreifen und sich somit 
gegen die Basis des technischen Fortschritts selbst zu wenden.“ 
(Krieger, 2011)
Gerhard Krieger war Professor für Philosophie an der Theologi-
schen Fakultät Trier und Präsident des Mediävistenverbands.
„The concentration of power in the global pharmaceutical 
industry has already reached staggering proportions. The 
implications of a new market-driven eugenics are enormous 
and far reaching. Indeed, commercial eugenics could become 
the defining social dynamic of the new century.“ (Rifkin, 
2005)
Jeremy Rifkin ist Wirtschafts- und Sozial theoretiker, Schriftsteller, 
Redner, politischer Berater und Aktivist.
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Die Selbstoptimierung des Menschen 
geht soweit, dass sämtliche Körper-
funktionen ersetzt werden. Es entste-
hen Maschinen, die über einst rein 
menschliche Fähigkeiten wie Empathie, 
Emotionalität und das Gefühl sozialer 
Verbundenheit verfügen. Mit der Ent-
wicklung einer KI mit emotionalem 
Bewusstsein geht schließlich auch noch 
der letzte „Wettbewerbsvorteil“ des 
Menschen verloren.
Technologische Weiterentwicklungen 
insbesondere auf dem Gebiet der KI 
führen graduell zur Schaffung einer 
destruktiven Roboterzivilisation und 
schließlich zur Abschaffung des 
 Menschen.
Es entstehen soziale, hochintelligente 
Maschinen, die sich selbst replizie-
ren und ständig selbst verbessern, bis 
sie dem Menschen auf allen Gebieten 
überlegen und durch ihn nicht mehr 
kontrollierbar sind (Bostrom, 2014; 
Hawking, 2017;  Nourbakhsh, 2015: 27f.). 
Der Mensch wird zur Marionette dieser 
autonomen, superintelligenten Kreatu-
ren, die einen eigenen Überlebensdrang 
entwickeln und schließlich die Exis-
tenz des menschlichen Lebens bedrohen 
(Nourbakhsh, 2015: 27f.; Barrat und 
 Bostrom, 2014; Hawking, 2017). In ihrem 
Überlebenskampf greifen diese gera-
dezu allmächtigen Roboter nicht nur 
„[I]t’s my conclusion that it is possible to make a conscious 
computer with superhuman levels of intelligence before 2020 
[…]. It would definitely have emotions – that’s one of the 
 primary reasons for doing it.“ (Pearson, 2005)
„I fear that AI may replace humans altogether […]. If people 
design computer viruses, someone will design AI that improves 
and replicates itself. This will be a new form of life that outper-
forms humans. […] A super intelligent AI will be extremely 
good at accomplishing its goals, and if those goals aren’t 
 aligned with ours, we’re in trouble.” (Hawking, 2017)
Stephen W. Hawking war theoretischer Physiker und Professor 
für Mathematik an der University of Cambridge.
menschliche Ziele an, sondern bekämp-
fen sich auch gegenseitig. Es kommt zu 
einem Krieg der „Killerroboter“, in dem 
die menschliche Spezies schließlich 
ausgerottet wird (Schäfer, 2018).
6.3
Synopse: Gegenüberstellung visionärer 
 Zukunftshoffnungen und -risiken
Die vorhergehenden Kapitel haben ausgewählte uto-
pische und dystopische Entwicklungen des digitalen 
Wandels aus der Nachhaltigkeitsperspektive aufge-
zeigt. Es gibt aber weit mehr Entwicklungsoptionen, so 
dass wir in der synoptischen Tabelle 6.3-1 einen kurzen 
Ausblick auf utopische und dystopische Entwicklungs-
möglichkeiten in Bezug auf die 2018 vom WBGU veröf-
fentlichten Schlüsselthemen für eine digitale, nachhal-
tige Gesellschaft geben (WBGU, 2018a).
6.4
Folgerungen
Welche Schlüsse lassen sich aus den skizzierten 
Zukunftsvisionen ziehen, die schon heute dabei hel-
fen können, die konstruktive Rolle der Digitalisierung 
für die globale Nachhaltigkeitstransformation künfti-
ger Dekaden zu stützen sowie absehbare Fehlentwick-
lungen zu vermeiden? Im Folgenden werden (1) das 
Verhältnis optimistischer und pessimistischer Erwar-
tungen, (2) wesentliche grundlegende Triebkräfte 
der längerfristigen Entwicklungsdynamik des digita-
len Wandels sowie (3) Erkenntnisse zu unabdingbaren 
Erfordernissen bei der Gestaltung einer zukunftsfähi-
gen Gesellschaft im fortschreitenden Digitalen Zeital-
ter beleuchtet. Die Notwendigkeit langfristigen Den-
kens und systemischer Vorausschau, einer Rückbesin-
nung auf den Grundkonsens der Menschenrechte (mit 
der Menschenwürde als Basis) sowie einer generellen 
Bereitschaft zu Innovation und Infragestellen techno-
logischer Entwicklungen wird dabei deutlich.
„[T]he development of superintelligence will be associated with 
significant challenges, likely including novel security concerns, 
labor market dislocations, and inequality. It may even involve, 
in the form of accident or misuse, significant existential risk.” 
(Bostrom et al., 2016: 2)
Nick Bostrom ist Philosoph an der University of Oxford und 
Direktor am Future of Humanity Institute.








 > Umfassender Einsatz erneuer-
barer Energie
 > Nutzung digitaler Technologien 
für das Monitoring nachhaltiger 
Land- bzw. Ozeannutzung und 
nachhaltiger Nutzung aller 
natürlichen Ressourcen
 > Umfassender Schutz der 
 Biodiversität & Ökosysteme 
 > Möglichst vollständige Kreis-
laufwirtschaft





 > Desinteresse an natürlicher 
Lebensumwelt 
 > Ökozid: fortschreitende Zerstö-




Synoptische Gegenüberstellung von utopischen und dystopischen Zukunftsvisionen. Die Visionen sind Schlüsselthemen 
zugeordnet, die der WBGU in seinem Impulspapier (WBGU, 2018a) veröffentlicht hat. Quelle: WBGU





Gleichwertiger Zugang aller 
Menschen zu sämtlichen 
 Daseinsgrundfunktionen
 > Personalisierte Medizin
 > Weltweiter Zugang zu Bildung 
durch digitale und digitalisierte 
Bildungsressourcen
 > Verbesserte Versorgung mit 
Lebensmitteln durch Einsatz 
digitaler Technologien zur 
 Präzisionslandwirtschaft
 > Dematerialisierung
Materielle Spaltung, extreme 
Ausweitung von Disparitäten
 > Perpetuierung von Armut mit 
Folgen wie (Umwelt-)Migration 
und Hungerkrisen 





 > Selbstbestimmte Tätigkeit und 
soziale Absicherung für alle 
 > Roboter und Maschinen über-
nehmen harte, gefährliche und 
monotone Arbeiten
Digital verstärkte Spaltung
 > Verstärkung der Ungleichver-
teilung von Wohlstand und Ein-
kommen 
 > Lohnsklaverei; umweltgefähr-
dende und ausbeuterische 
Arbeiten konzentriert auf 
 Entwicklungsländer
Wissen, Bildung und 
digitale Mündigkeit 
  
Offener, freier Zugang zu 
Information in einer offenen 
Gesellschaft
 > Für alle freier Zugang zu digita-
len Gemeingütern
 > Entfaltung der kreativen Poten-
ziale mit digitalen Mitteln 
(Digital Creatives)
Dark Age 
 > Organisierte Verdummung der 
Massen durch Auslagerung 
aller Arten von (Denk-)Arbeit 
auf Maschinen
 > Absolute Langeweile
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 > Informierte (Eigen-)Verant-
wortlichkeit 
 > Digitale Souveränität und 
Datenhoheit
Post-Privacy-Zeitalter
 > Der digitalisierte Überwa-
chungsstaat („Orwell 2084“)
 > Digitalisierte Unsterblichkeit 








 > Digitale Kompetenzen
 > Resiliente Infrastrukturen
 > Verantwortung und Haftung in 
der vernetzten Gesellschaft 




 > Digitale Gemeingüter und 
öffentlich-rechtliche IKT
 > Sharing-Ökonomie




 > Digital unterstützter Multilate-
ralismus
 > Schaffung von Transparenz hin-
sichtlich Regierungs- und Ver-
waltungshandeln, sowie Stär-
kung demokratischer Partizipa-
tion und Kollaboration mit 
Staat und Verwaltung durch 
Einsatz digitaler Technologien 
(i.S.v. Open Government)
Digitaler Blackout
 > Unzureichende Cybersicherheit
 > „Pflege“ (Offenhalten) von 
Sicherheitslücken
Digitaler Imperialismus
 > Winner takes it all: Monopole 
statt Diversität mit dem Ergeb-
nis einer Vertiefung der 
Ungleichverteilung
 > Digitale Gleichschaltung
 > Missbrauch der digitalen Mög-
lichkeiten für zerstörerische 
Eigeninteressen
Digitalisiertes Chaos
 > Eigeninteresse digitaler multi-
nationaler Konzerne bzw. 
Nationalstaaten führt zum 
Ende des Multilateralismus / 
der EU und UN








Schlüsselthema Utopische Zukunftsvision Dystopische Zukunftsvision
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Dystopische Zukunftsentwürfe zum Zusammenspiel 
von technischem Fortschritt, natürlichen Lebensgrund-
lagen und gesellschaftlich-politischen Entwicklungen 
finden sich deutlich prominenter als utopische Visio-
nen. Dies ist nicht verwunderlich, weil für dystopische 
Erzählungen wie für Negativszenarien im Allgemeinen 
gilt, dass sie leichter beschrieben werden können. Wie 
generell für dystopische Film- und Romangenres sowie 
die Narrative von Computerspielen gilt für dystopische 
Erzählungen, dass sie besonders erfolgreich und anspre-
chend sind, wenn sie „Ur- oder Grundängste“ der Men-
schen als Hauptthemen ansprechen. Dabei gilt Angst 
in der Psychologie prinzipiell als unangenehm erlebter 
innerer Zustand schrecklicher Erwartungen, die aktu-
ell nicht genau vorhergesagt werden können, d. h. mit 
dem Eindruck verbunden sind, zukünftige Bedrohun-
gen weder antizipieren noch kontrollieren zu können 
(Butcher et al., 2009). Aus Grundbedürfnissen, etwa 
der Motivation, sozialen Anschluss zu finden, oder 
dem Streben nach Anerkennung, können Grundängste 
abgeleitet werden (z. B. Maslow, 1943;  Mc Clelland, 
1991). Dystopische Erzählungen adressieren solche 
Kontroll- oder Identitätsverluste, etwa bezogen auf 
Gesellschaften, in denen keine individuelle Kontrolle 
mehr möglich ist und ungleiche Machtverhältnisse 
Identitäten aushöhlen. So sollte bei Diskursen zu mög-
lichen Gefahren der Digitalisierung immer bedacht wer-
den, dass Zukunftsvisionen vielfach eher von kulturell 
vorgeformten dystopischen Grundthemen bestimmt als 
wirklich aus den neuen technischen Möglichkeiten her-
aus abgeleitet werden (Kehl und Coenen, 2016). Der 
WBGU mit seiner Verpflichtung zur Aufklärung und 
Emanzipation von Unmündigkeit nimmt bewusst eine 
distanziert kritische Haltung zu dystopischen Erzäh-
lungen ein und sieht hier Forschungsbedarf, sowohl 
im Sinne von technisch nüchterner Machbarkeits- und 
Folgenabschätzung als auch mit Blick auf eine Ausein-
andersetzung mit kulturell verstärkten Ängsten.
Es ist offen, ob sich eher die utopischen oder dys-
topischen Zukünfte manifestieren. Genau hier liegt der 
politische und gesellschaftliche Gestaltungsauftrag. 
Bei der Gestaltung von ökologisch wie gesellschaft-
lich nachhaltigen Pfaden der Technologieentwicklung 
sind neben den Potenzialen ebenso die Gefährdungen 
im Blick zu behalten. Dies gilt umso mehr, als schon 
in der Gegenwart Aufmerksamkeitslücken, Versäum-
nisse des Handelns und fehlende Voraussicht dazu füh-
ren können, dass später unumkehrbare, sich kumulativ 
verstärkende Prozesse in Gang gesetzt werden, deren 
zerstörerische Kräfte in wenigen Jahrzehnten niemand 
mehr aufhalten kann. Im Gegenzug zeigen die aufge-
arbeiteten utopischen Zukunftsentwürfe, dass speziell 
die Gestaltung wünschenswerter positiver Wechselwir-
kungen von Digitalisierung und Nachhaltigkeit noch in 
erheblichem Umfang weiterer Anreize bedarf, um den 
nötigen Erfindungsgeist und Kreativität zu befördern 
und Umsetzungsoptionen zu verstärken.
Gerade die pointiert zugespitzten Zukunftsvisionen 
machen deutlich, welche Triebkräfte der Entwicklungs-
dynamik im Technologiefeld Digitalisierung zu Grunde 




Zukunft der Zivilisation 
  
Der digital gestärkte Mensch
 > Individualisierte Gesundheit; 
Heilung von physischem und 
psychischem Leid
 > Der durch Digitalisierung 
 besser unterstützte Mensch
Menschheit 2.0
 > Friedliche Welt
 > Ein Leben frei von physischem 
und psychischem Leid
 > Würdevolles Alter
 > Optimale Assistenz durch KI
Human Enhancement 
 > Digital verstärkte Spaltung
 > Cyborg-Wettlauf: Enhancement 
des eigenen Körpers und Geis-
tes nur für privilegierte Eliten
Ende der Menschheit /  
Abschaffung des Menschen 
 > Krieg der (autonomen) 
 Waffenroboter
 > Superintelligenz / Singularität
 > Destruktive Roboterzivilisation
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liegen und Nachhaltigkeitswirkungen prägen. Es fin-
den sich vielfältige Belege höchst eigennützigen Han-
delns verschiedener Akteure, die sich bei Entwicklung 
und Nutzung der Digitalisierung vorwiegend an Moti-
ven wie Bequemlichkeit (convenience), Konsumfreude 
und Lebensgenuss, wirtschaftlichen Wettbewerbsvor-
teilen und Gewinnerwartungen, Machtausübung und 
Kontrollstreben orientieren. Nur wenig manifestiert 
sich die Motivation der Akteure aus Wirtschaft, Gesell-
schaft und Politik, ausdrücklich Ziele der Nachhaltig-
keit (wie die SDGs) zu verfolgen, somit Digitalisierung 
prioritär in deren Dienst zu stellen. Dieses Versäumnis 
mag gewissermaßen in der „schwachen“ menschlichen 
Natur liegen, so dass vor allem Anreize sowie Kontrolle 
und Regelungen zu Gunsten von Nachhaltigkeitszielen 
ratsam erscheinen, um die Entfaltung solcher Schwä-
chen im Zaum zu halten. Oder es mangelt den Akteu-
ren vor allem an Wahrnehmung und Bewusstsein für 
die schädlichen Konsequenzen ihres Handelns sowie 
gebotene Chancen. Mit Vehemenz sind deshalb auf 
breiter Front die großen, weiter auszubauenden Poten-
ziale zu propagieren und zu befördern, welche die Digi-
talisierung für die künftige Sicherung von natürlichen 
Lebensgrundlagen, gesellschaftlicher Teilhabe und 
Wahrung von Eigenart bereithält.
Was Erkenntnisse zu unabdingbaren Erfordernissen 
bei der Gestaltung einer zukunftsfähigen Gesellschaft 
und Menschheit im Digitalen Zeitalter betrifft, machen 
die (nach)erzählten Visionen gewisse „ Leitplanken“ 
deutlich, die von der Digitalgesellschaft keinesfalls 
überschritten werden dürfen. Es gibt technologische 
Vorstöße und Entwicklungslinien, die vor dem Hinter-
grund des Nachhaltigkeitsverständnisses des WBGU 
nicht toleriert werden dürfen und unbedingt zu vermei-
den sind. Dies betrifft vor allem Risiken der autokrati-
schen, kleptokratischen Totalüberwachung aller Indivi-
duen durch digital aufgerüstete staatliche Institutionen 
(im Sinne von „Orwell 2084“), die vollständige Macht-
übernahme über Konsumbedarfe durch wenige Kon-
zerne und den Ersatz menschlicher Wesen durch digital 
konstruierte und operierende technisierte Geschöpfe. 
In so mancher Hinsicht ist zu hoffen, dass die entwor-
fene Dystopie nie Realität wird. Doch muss sie gerade 
deshalb jetzt erzählt werden, um ihre Verwirklichung 
rechtzeitig zu verhindern und eine konstruktive Nut-
zung der Digitalisierung für eine nachhaltige Zukunft 
möglich zu machen.
Dritte Dynamik:  










Der WBGU stellt drei „Dynamiken des Digitalen Zeitalters“ vor, die unter-
schiedliche, aber akute Handlungsbedarfe anschaulich machen. Sie betref-
fen erstens die Nachhaltigkeitsherausforderungen, die bereits in der Agenda 
2030 beschrieben werden. Zum Zweiten geht es um den Umgang mit darü-
ber hinausgehenden fundamentalen gesellschaftlichen Umbrüchen, die durch 
den digitalen Wandel ausgelöst werden. Drittens steht die Zukunftsfähigkeit 
und Identität des Homo sapiens selbst zur Debatte.
7.1
Drei Dynamiken des Digitalen Zeitalters
In Zeiten, in denen viele gesellschaftliche Strukturen 
und Lösungen hinterfragt und brüchig werden, steigt 
die Wahrscheinlichkeit transformativer oder radikaler 
Veränderung. Diese Zeiten sind von Unsicherheit 
geprägt, und Fragen nach Zukunftsgestaltung rücken in 
den Vordergrund. Kipppunkte sind dann erreicht, wenn 
eine Rückkehr zu vorherigen Entwicklungspfaden nicht 
mehr möglich scheint. Spätestens mit den zeitgleichen 
Transformationen durch Nachhaltigkeitsherausforde-
rungen und die Digitalisierungswelle sind Gesellschaf-
ten während der nächsten Dekaden in einem Zustand 
radikaler Zukunftsoffenheit. Auch sind in beiden Fällen 
Kipppunkte erreicht: Für ein Erreichen der Nachhaltig-
keitsziele ist eine strategische Transformation tief ver-
ankerter Pfadabhängigkeiten in wirtschaftlichen und 
gesellschaftlichen Prozessen notwendig, um planetari-
sche Leitplanken einzuhalten. Misslingt diese Transfor-
mation, werden die Gesellschaften durch starke Verän-
derungen der natürlichen Lebensgrundlagen und ver-
fügbaren Ressourcen in einen Umbruch gezwungen 
werden. Dessen Ausgang ist allerdings noch weniger zu 
antizipieren, wird aber wahrscheinlich die Lebensquali-
tät und die Wohlfahrt vieler Menschen drastisch sinken 
lassen. 
Genauso scheint ein Zurückdrehen der Vernetzung 
von Prozessen und Akteuren sowie der Entwicklung 
und Nutzung von KI und virtuellen Räumen unwahr-
scheinlich. Besonders wird aktuell die Übertragung 
menschlicher Entscheidungen auf technische Systeme 
vorangetrieben, was diese zu einem neuen „Akteur“ 
mit Gestaltungsmacht macht bzw. typische menschliche 
Qualitäten aus Prozessen der Entscheidungsfindung 
verdrängt. In der Ökonomie findet dies schon länger 
durch den algorithmisch gesteuerten Hochfrequenz-
handel in der Finanzwirtschaft statt, staatliche Sozial-
einrichtungen in mehreren Ländern nutzen Algorith-
men zur Vergabe ihrer Mittel, und auch Ärzte und Juris-
ten bemühen die KI für Diagnosen und Urteile. Hieraus 
ergeben sich neue normative Fragestellungen, denen 
sich unsere Gesellschaften stellen müssen. 
In diesem Kapitel soll der Zusammenhang zwischen 
Digitalisierung und Nachhaltigkeit mit seinen funda-
mentalen Fragen und seiner perspektivischen Dynamik 
entwickelt werden. Es werden drei „Dynamiken des 
Digitalen Zeitalters“ vorgestellt, die als Heuristik drei 
unterschiedliche, aber akute Handlungsbedarfe 
anschaulich machen sollen. Dabei handelt es sich nicht 
um eine strenge zeitliche Aneinanderreihung, denn die 
Entwicklungen aller drei Dynamiken finden bereits 
heute parallel statt. Die Dynamiken unterscheiden sich 
durch die thematische Fokussierung sowie ihre gestaf-
felte Wirkmächtigkeit und gesellschaftliche Diskurs-
intensität (Abb. 7.1-1). Die drei Dynamiken sind mit-
einander verwoben und voneinander abhängig, so dass 
Digitalisierung und Nachhaltigkeit – 
Synthese 7

























Die Zukunft des Homo sapiens
 Nachhaltigkeit digital 
  unterstützen
 - Planetarische Leitplanken einhalten 
(Klima, Natur, Böden, Ozeane)
 - Soziale Kohäsion sichern (gegen 
Hunger, Armut, Ungleichheit; 
für Zugang zu Wasser, Gesundheit, 
Bildung, Energie)
 Neuer Humanismus
 - Vernetzte Weltgesellschaft als 
Weiterentwicklung von Aufklärung 
und Humanismus
 - Entwicklung von Welt(umwelt)-
bewusstsein
 - Kooperationskultur, Empathie, 
globale Solidarität
  Selbstbewusstsein des 
Homo sapiens stärken
 - Bewahrung des biologischen 
Menschen in seiner natürlichen 
Umwelt 
 - Ethisch reflektierte Weiter- 
entwicklung des Menschen 
 - Mensch-Maschine-Kollaboration 
gestalten
 Ökologische und gesell- 
 schaftliche Disruption
 - Mehr Emissionen und Ressourcen- 
nutzung
 - Mehr Ungleichheiten
 - Mehr Machtkonzentration
 - Erosion von Bürgerrechten und 
Privatheit
 - Erosion der Steuerungsfähigkeit des 
Staates
  Digital ermächtigter 
Totalitarismus
 - Ausgehöhlte Demokratien und digital 
ermächtigte Autokratien
 - Massive Ungleichheiten, Eliten-
herrschaft, Totalüberwachung und 
Freiheitsverlust
 - Umweltzerstörung und Verlust 
sozialer Kohäsion
  Entgrenzung von Mensch 
und Maschine
 - Missbrauch im Verhältnis 
Mensch-Maschine
 - Superintelligenz
 - Künstliche Evolution des Menschen
Abbildung 7.1-1a
Drei Dynamiken des Digitalen Zeitalters. 
Die Grafik zeigt den positiven Fall einer gelungenen Einhegung der Dynamiken durch Zielsetzung und Gestaltung. Alle drei 
Dynamiken laufen bereits heute parallel an, wenn auch mit unterschiedlicher Intensität; es handelt sich also nicht um eine 
strenge zeitliche Abfolge. Jede Dynamik besteht aus unterschiedlich verlaufenden Teilpfaden. Die Bezeichnung der Dynamiken 
spiegelt die jeweils erforderlichen Handlungsprioritäten wider. Die Texte unterhalb der Abbildung geben Stichworte zu den 
Potenzialen (: obere Reihe) und den Risiken (: untere Reihe) der drei Dynamiken. 
Quelle: WBGU; Grafik: Wernerwerke, Berlin
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eine trennscharfe Unterscheidung nicht möglich lässt. 
Es geht dem WBGU vielmehr um die Bündelung rele-
vanter Fragestellungen an der Schnittstelle zwischen 
Digitalisierung und Nachhaltigkeit in diesem Jahrhun-
dert, um damit handlungsrelevante Perspektiven zu 
wesentlichen Herausforderungen und Potenzialen zu 
identifizieren. 
An dieser Stelle soll erneut an den normativen Kom-
pass als zentralen Wegweiser des WBGU erinnert wer-
den (Kap. 2). Die Erhaltung der natürlichen Lebens-
grundlagen, die umfassende Ermöglichung von Teilhabe 
und die Förderung von Eigenart bleiben auch im Zeit-
alter der Digitalisierung richtungsgebend. Für die 
besonderen Aufgaben, die der Menschheit durch Digi-
talisierung kurz-, mittel- und langfristig bevorstehen, 
ist es dem WBGU außerdem wichtig, auf die fundamen-
tale Kategorie der menschlichen Würde als normativer 
Leitidee hinzuweisen (Kap. 2.3). Da das Menschsein 
selbst durch die Digitalisierung auf so unterschiedliche 
wie radikale Weisen herausgefordert werden könnte, 
ist diese Perspektive für alle folgenden Dynamiken 
 relevant. 
Der Beirat empfiehlt, den dringend erforderlichen 
Diskurs um Digitalisierung und Nachhaltigkeit entlang 
der folgenden drei zentralen Dynamiken des Digitalen 
Zeitalters zu führen (Abb. 7.1-1): 
 > Erste Dynamik: „Digitalisierung für Nachhaltigkeit“ 
– Digitalisierung nutzen, um das Erdsystem zu schüt-
zen und soziale Kohäsion zu sichern: In der Ersten 
Dynamik steht die Agenda 2030 mit den SDGs im 
Zentrum (Kap. 7.2). Die Fragen lauten: Wie kann die 
Digitalisierung genutzt werden, um gleichermaßen 
den Schutz des Erdsystems und soziale Kohäsion zu 
erreichen – z. B. die Einhegung von Klimawandel, Bio-
diversitätsverlust und Bodendegradation sowie die 
Abschaffung von Hunger, Armut, extremer Ungleich-
heit und Exklusion? Wie kann die Digitalisierung zu 
einer wirkungsvollen Umsetzung des seit Jahrzehnten 
sukzessive entwickelten, anspruchsvollen Programms 
zur Einhaltung planetarischer Leitplanken, zum 
Schutz der Umwelt und zum Ausbau inklusiver Ent-
wicklung beitragen? Es gibt aber auch die andere 
Seite: Die Digitalisierung kann umweltschädliche Ent-
wicklungen beschleunigen (z. B. die Nutzung fossiler 
Abbildung 7.1-1b
Drei Dynamiken des Digitalen Zeitalters. 
Die Grafik zeigt den negativen Fall eines missglückten Umgangs mit den Herausforderungen. Das Scheitern der Ersten Dynamik 
wirkt sich insgesamt negativ auf die Erfolgsaussichten der Zweiten Dynamik aus; entsprechend negativ wirkt eine misslungene 
Zweite Dynamik auf die Dritte Dynamik (gelbe Blitze). 
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Energieträger oder wertvoller mineralischer Ressour-
cen) und damit das Risiko der Verletzung planetari-
scher Leitplanken verschärfen. Sie verfügt auch über 
das Potenzial, die soziale Kohäsion von Gesellschaften 
zu schwächen. Die Digitalisierung wird sich daran 
messen lassen müssen, ob es gelingt, den Trend in 
Richtung ökologischer und gesellschaftlicher Nach-
haltigkeit zu stärken. Wir stehen also an einer Weg-
scheide. Mit der Agenda 2030, dem Pariser Überein-
kommen sowie weiteren multilateralen Verträgen im 
Bereich Umwelt und Entwicklung besteht bereits ein 
international vereinbartes Zielsystem für Nachhaltig-
keit. Trotz dieser internationalen Übereinkünfte sind 
signifikante gegenläufige Trends beobachtbar 
(Kap. 7.2). In Bezug auf die ökologische Lage besteht 
das Risiko der Überschreitung planetarischer Leit-
planken und der Degradation lokaler Ökosysteme. In 
Bezug auf die soziale Kohäsion sind in vielen Ländern 
folgende Trends zu beobachten: (1) steigende 
Ungleichheit, (2) zunehmende politische und wirt-
schaftliche Machtkonzentration, (3) vermehrte 
Bedrohung von Bürgerrechten und Privatheit, (4) 
erodierende Goverance-Kapazitäten der Staaten. Eine 
ungesteuerte, nicht auf Nachhaltigkeit ausgerichtete 
Digitalisierung könnte diese ökologischen und gesell-
schaftlichen Negativtrends verstärken oder gar mul-
tiplizieren und zu gesellschaftlichen Verwerfungen 
führen. Scheitert eine Einhegung dieser Risiken, dann 
reduzieren sich die Chancen, in der Zweiten Dynamik 
durch Digitalisierung eine positive Zukunfts vision in 
nationalen Gesellschaften sowie global zu realisieren.
 > Zweite Dynamik: „Nachhaltige digitale Gesellschaf-
ten“ – Neuen Humanismus verwirklichen und digita-
len Totalitarismus verhindern: Parallel dazu laufen 
bereits die Prozesse der Zweiten Dynamik an, bei 
denen es um den Umgang mit den fundamentalen 
gesellschaftlichen Rekonfigurationen durch Digitali-
sierung geht, und damit letztlich um eine Neugestal-
tung der Welt im Digitalen Zeitalter (Kap. 7.3). Die 
digitalen Gesellschaften der Zweiten (und Dritten) 
Dynamik werden sich von den heutigen Gesellschaf-
ten so fundamental unterscheiden wie die Industrie- 
von den Agrargesellschaften. Die Zweite Dynamik 
zeigt sich dabei wie ein Januskopf mit positiven und 
negativen Potenzialen und entsprechenden Gestal-
tungsherausforderungen. Im positiven Fall gibt dies 
Hoffnung, dass die Digitalisierung neue Entwick-
lungsperspektiven eröffnet, um eine humanistische 
Vision für eine vernetzte Weltgesellschaft des Digi-
talen Zeitalters zu entwickeln und voranzubringen, 
die reflexiv an das Erbe der Aufklärung anknüpft 
(„neuer Humanismus“,  Kasten 7.3-2). Die Digitali-
sierung birgt aber auch das Risiko, dass ausgehöhlte 
Demokratien und digital ermächtigte Autokratien 
die vorherigen Nachhaltigkeitserrungenschaften 
wieder zunichtemachen und Gesellschaften zuneh-
mend massive Ungleichheiten, Machtmonopole und 
Elitenherrschaft, Totalüberwachung und Freiheits-
verlust sowie Umweltzerstörung aufweisen. Ent-
sprechende Entwicklungen sind bereits heute sicht-
bar und beginnen wirkmächtig zu werden; bereits 
jetzt kann und muss daher aktiv an den unterschied-
lichen Weichenstellungen gearbeitet werden. 
 > Dritte Dynamik: „Die Zukunft des Homo sapiens“ – 
Diskurse: Ebenfalls bereits heute beginnt die Dritte 
Dynamik anzulaufen, in der es um die fundamen-
talste aller Nachhaltigkeitsfragen geht: um die 
Zukunftsfähigkeit und Identität des Menschen 
selbst, eingebettet in die Gesellschaft sowie in die 
durch ihn umgestaltete Umwelt (Kap. 7.4). Es stellen 
sich futuristisch anmutende, aber bereits heute sehr 
aktuelle Kernfragen: Welches Verhältnis wird der 
Mensch der Zukunft zu der im Anthropozän funda-
mental umgestalteten Umwelt (Natura futuris) ent-
wickeln? Wie wird sich der Mensch im Digitalen 
Zeitalter durch die Interaktionen mit KI oder auch 
durch Verschmelzung der physischen mit der virtu-
ellen Welt verändern? Wie wird ein Homo digitalis 
aussehen und sich entwickeln? Was wird ein neuer 
Humanismus für den Homo digitalis bedeuten? Wie 
werden sich die künstlich intelligenten, kognitiv 
leistungsfähigen Maschinen (Machina sapiens) vom 
Menschen abgrenzen lassen? Welche Eigenschaften 
und Entscheidungskompetenzen wollen wir den 
Machina sapiens zugestehen? Wie können sich Men-
schen, Organisationen, Gesellschaften, internatio-
nale Organisationen und Netzwerke darauf vorbe-
reiten, diese fundamentalen Veränderungen in der 
Geschichte des Homo sapiens unter Kontrolle zu 
 halten?
Mit Fortschreiten der Dynamiken (von der Ersten bis 
zur Dritten Dynamik) gibt es zunehmende Ungewiss-
heiten und Unsicherheiten, weniger Detailschärfe, 
weniger belastbare Forschungsergebnisse sowie immer 
weniger konkrete Empfehlungen. Statt dessen stellen 
sich umso fundamentalere Fragen, mit denen sich 
unsere Gesellschaften auseinandersetzen sollten, um 
Orientierungs- und Gestaltungsfähigkeit zu entwickeln. 
Mit den Debatten zu Nachhaltigkeit, Umwelt und Ent-
wicklung sowie der Agenda 2030 in der Ersten Dyna-
mik befindet sich der WBGU noch im Gebiet seiner 
„Kernkompetenz“. Es geht darum, wie die Potenziale 
der Digitalisierung für die Nachhaltigkeit mobilisiert 
werden können, um Risiken drastischer globaler 
Umweltveränderungen sowie Gefährdungen der sozia-
len Kohäsion und Stabilität vieler Gesellschaften einzu-
grenzen und wieder positive Gestaltungsoptionen zu 
eröffnen. Über diese kurzfristige Perspektive hinaus 
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verändern sich aber durch die Digitalisierung, etwa 
durch KI und Maschinenlernen, gesellschaftliche Reali-
täten so umfassend, dass Konzepte der Nachhaltigkeit 
weiterentwickelt und Vorstellungen zur Zukunft der 
menschlichen Spezies formuliert werden müssen. Es 
muss ein neues Paradigma der Nachhaltigkeit für 
„Umwelt“ und „Mensch“ (bzw. „menschliche Gesell-
schaften“) im Digitalen Zeitalter entwickelt werden, 
nicht zuletzt damit die künftige Umwelt des Menschen 
nicht zu einer virtuellen Scheinumwelt verkommt. In 
diesem Kontext möchte der WBGU Beiträge zur Formu-
lierung eines Paradigmas zu Nachhaltigkeit und 
menschlicher Entwicklung sowie eines neuen Humanis-
mus im Digitalen Zeitalter leisten. 
Dazu gilt es zunächst, einen Diskurs in der Gesell-
schaft anzuregen bzw. zu intensivieren, der die Wucht 
der potenziell fundamentalen Wirkungen der Digitali-
sierung thematisiert. Außerdem sollten die relevanten 
und sich bereits abzeichnenden Trends rechtzeitig 
gesellschaftlich gestaltet werden. Mit Blick auf die 
Potenziale der Digitalisierung sollten Schritte in Rich-
tung einer gemeinsam entwickelten positiven Vision 
unternommen sowie eine Vorausschau auf mögliche 
künftige Systemrisiken sichergestellt werden. Neben 
der vom WBGU immer wieder geforderten Einhaltung 
planetarischer Leitplanken (z. B. WBGU, 2014b) wer-
den in der Ersten Dynamik (Kap. 7.2) aktuelle, oben 
bereits genannte Risiken gesellschaftlicher Entwick-
lung erläutert, die mit der Digitalisierung an Wucht 
gewinnen können: die Zunahme von Ungleichheit, pro-
blematische Machtkonzentrationen, der Verlust von 
Bürgerrechten und Privatheit sowie das Versagen von 
Governance. Wenn den bereits sichtbaren Entwicklun-
gen nicht entgegengewirkt wird, droht die Verschär-
fung gesellschaftlicher Systemrisiken (Kasten 7.3-1). 
Einige dieser Risiken betreffen eher schleichende Ero-
sionsprozesse. Bei anderen Systemrisiken könnten aber 
auch Kipppunkte überschritten werden, jenseits derer 
radikale Systemumschwünge zu befürchten sind. 
Schließlich gibt es Risiken, die mit großen Unsicherhei-
ten verbunden sind und bei denen die Prognosekapazi-
tät nur gering ist („black doors“). 
In den folgenden drei Kapiteln 7.2, 7.3 und 7.4 wer-
den die drei Dynamiken ausführlicher dargestellt und 
mit handlungsleitenden Prinzipien versehen. 
7.2
Erste Dynamik: Digitalisierung für Nachhaltigkeit 
nutzen 
In der Ersten Dynamik geht es darum, die Digitalisie-
rung unmittelbar in Bezug zur Transformation zur 
Nachhaltigkeit zu setzen, die der WBGU in seinem 
Hauptgutachten „Gesellschaftsvertrag für eine Große 
Transformation“ und weiteren Arbeiten ausgeführt hat 
(WBGU, 2011, 2014a, b). Es gilt, die planetarischen 
Leitplanken einzuhalten und entsprechende Kipp-
punkte des Erdsystems nicht zu überschreiten (WBGU, 
2014b; Lenton et al., 2008) sowie u. a. durch Armutsbe-
kämpfung die soziale Kohäsion zu sichern.
Die beiden Megatrends „Nachhaltigkeit“ und „Digi-
talisierung“ haben sich in den letzten Jahrzehnten par-
allel und weitgehend unabhängig voneinander entwi-
ckelt und nur wenig systematische Abstimmung erfah-
ren. Das wird u. a. daran deutlich, dass die Digitalisie-
rung in der Agenda 2030 und den SDGs nicht als 
wesentlicher Faktor genannt wird (Kap. 8). Umgekehrt 
haben Digitalisierungsstrategien selten einen Nachhal-
tigkeitsbezug, unabhängig davon, ob es sich um Strate-
gien großer Digitalkonzerne, Staaten, NRO oder der 
Wissenschaft handelt (Kap. 4.2, 8). Zwar werden digi-
tale Technologien in allen Sektoren genutzt, um effek-
tiver und effizienter zu werden; so sind z. B. erneuer-
bare Energiesysteme ohne Digitalisierung längst 
undenkbar (Kap. 5.2.6). Eine Ausrichtung und Zielfüh-
rung der Digitalisierung auf die Transformation zur 
Nachhaltigkeit ist aber allenfalls in Ansätzen zu erken-
nen (Kap. 8.2). 
Die exemplarische Auswertung von zehn Berichten 
internationaler Organisationen zum Thema Digitalisie-
rung und Nachhaltigkeit zeigt, dass das Thema Digitali-
sierung in den Strategieabteilungen internationaler 
Organisationen angekommen ist (Kap. 3.6). Der 
Umgang mit diesem Thema lässt sich vielfach noch als 
Suchprozess beschreiben. 
Die untersuchten Schauplätze des digitalen Wandels 
(Kap. 5) verdeutlichen, dass die Verknüpfungen 
 zwischen Digitalisierung und Nachhaltigkeit erhebliche 
Chancen eröffnen kann. Digitalisierung und Nachhaltig-
keit müssen systematisch zusammengedacht, und die 
Digitalisierung muss aktiv gestaltet sowie systematisch 
für die Transformation zur Nachhaltigkeit genutzt wer-
den. 
Mit Bezug auf die Nachhaltigkeit hat das Vordenken 
für diese Erste Dynamik bereits in den letzten Jahrzehn-
ten stattgefunden. Für viele Bereiche der Nachhaltig-
keitsagenda liegen die relevanten wissenschaftlichen 
Erkenntnisse bereits vor, und es gibt einen weltumspan-
nenden politischen Konsens für die globale Nachhaltig-
keitsagenda mit ihrem Ansatz, die Umwelt zu bewahren, 
die planetarischen Leitplanken einzuhalten sowie die 
weltweite Armut zu bekämpfen und Entwicklung für die 
„bottom billion“ (Collier, 2017) zu ermöglichen. Das 
multilaterale Zielsystem für die Transformation zur Nach-
haltigkeit liegt mit der Agenda 2030 und den darin ent-
haltenen SDGs, dem Pariser Übereinkommen sowie 
weiteren multilateralen Verträgen vor (Kap. 8). Darin ist 
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im Prinzip klar skizziert, welche Pfade auf diesem Weg 
einzuschlagen sind und welche vermieden werden müs-
sen. Diese Ziele vernachlässigen noch die Digitalisierung 
in ihrer Breite und Konsequenz, daher muss ihr digitaler 
Bezug noch herausgearbeitet werden. Zunächst aber 
muss es um die Umsetzung gehen: dabei kann Digitali-
sierung eine entscheidende Rolle spielen.
Digitalisierung als Ermöglichung von Nachhaltigkeit
Wie in vielen Bereichen der Gesellschaft leistet die Digi-
talisierung auch im Bereich Nachhaltigkeit wertvolle, 
teils unverzichtbare Beiträge, um globale Umwelt- und 
Entwicklungsprobleme besser und schneller zu lösen. 
Die Schauplätze in Kapitel 5 zeigen, dass es auf vielen 
für die Nachhaltigkeit relevanten Feldern  Potenziale gibt, 
die zum Teil inkrementelle Entwicklungen beschleuni-
gen, zum Teil aber auch disruptive  Veränderungen aus-
lösen können. Diese technologischen Potenziale für die 
Überwindung von Nachhaltigkeitsproblemen werden 
allerdings nicht „automatisch“ genutzt. Es geht daher 
um aktive Gestaltung: Die gesellschaftlichen Zielvorstel-
lungen sind so zu operationalisieren, dass Digitalisierung 
nicht zum Trendverstärker bestehender Fehlentwicklun-
gen wird, sondern im positiven Sinn transformativ für 
eine nachhaltige Gesellschaft wirken kann. 
So ist Digitalisierung eine Voraussetzung für die 
Dekarbonisierung des Elektrizitätssektors (Kap. 5.2.6). 
Insbesondere erleichtert sie die Integration fluktuieren-
der und dezentraler erneuerbarer Energiequellen in die 
Stromnetze und spielt eine wichtige Rolle bei der Elek-
trifizierung anderer Sektoren (z. B. Transport, Heizung 
und Kühlung). 
Für Dematerialisierung, Ressourcenschonung und 
Kreislaufwirtschaft sind die Potenziale der Digitalisie-
rung bei weitem noch nicht ausgeschöpft (Kap. 5.2.1, 
5.2.5). Insbesondere beim Thema Elektroschrott sind 
neue regulatorische Ansätze, Geschäftsmodelle, Moni-
toring-Möglichkeiten, Dienstleistungen und kulturelle 
Praktiken gefragt (Kap. 5.2.5). Es darf dabei nicht nur 
um ein verbessertes Recycling gehen. Zu den Weichen-
stellungen für eine möglichst vollständige Kreislaufwirt-
schaft gehört eine bedachte Digitalisierungsoffensive, 
um die positiven Potenziale der Digitalisierung entlang 
des gesamten Lebenszyklus der Produkte zu heben, 
ebenso wie die Schaffung geeigneter wirtschaftlicher 
und regulatorischer Rahmenbedingungen, die entspre-
chende Technologien und Geschäftsmodelle wettbe-
werbsfähig werden lassen.
Digitalisierung begünstigt auch die Verbreitung nach-
haltiger Konsummuster durch größere Informations- und 
Angebotsvielfalt sowie durch neue Dienst leistungen, z. B. 
Angebote einer ressourcensparenden Sharing-Ökono-
mie, die auf Smartphone-Technologie  basieren 
(Kap. 5.2.2, 5.2.3).
Eine nachhaltige Landnutzung ist unverzichtbar, um 
die Menschheit mit den Produkten der Land- und 
Forstwirtschaft zu versorgen und die Ökosysteme, ihre 
biologische Vielfalt und Ökosystemleistungen dauer-
haft zu erhalten. Auch wenn viele Lösungsansätze 
dafür außerhalb von Digitalisierung und Mechanisie-
rung liegen (z. B. Pflanzenzüchtung, Bodenrestauration, 
Klimaanpassung), teils sogar außerhalb des Bereichs 
der Landwirtschaft selbst (z. B. Verlust von Nahrungs-
mitteln nach der Ernte, Ernährungsstile), ist die Präzi-
sionslandwirtschaft ein interessantes Instrument für 
eine global nachhaltige Landnutzung, dessen Potenzi-
ale genutzt werden sollten (Kap. 5.2.9). In Entwick-
lungsländern ist der digitale Zugang zu Agrarinforma-
tionen und Beratung ein wichtiger Ansatzpunkt 
(Kap. 5.2.10). 
Auch für das Monitoring von Ökosystemen und bio-
logischer Vielfalt bietet die Digitalisierung wertvolle 
neue Möglichkeiten, um das Wissen zu verbessern und 
z. B. Übernutzung oder illegalen Aktivitäten zu begeg-
nen (Kap. 5.2.11). Digitale Technologien könnten eine 
neue Qualität des Monitorings ermöglichen und das 
Verständnis der interdependenten sozialen, ökologi-
schen, ökonomischen und technologischen Dynamiken 
des Anthropozäns revolutionieren (Kap. 3.3.5.1, 
5.2.11). Sie könnten die Lücken zwischen Beobach-
tung, Experimentieren, Modellieren und Theoriebil-
dung füllen und einen Weg zu einem kollektiven Welt-
bewusstsein für nachhaltige Entwicklung öffnen 
(Kap. 5.3.1). Sie eröffnen aber auch wertvolle Möglich-
keiten für die Förderung sozialer Kohäsion, z. B. durch 
erleichterten Zugang zu Bildung (Kap. 5.3.4) und digi-
talen Gemeingütern (Kap. 5.3.10) oder durch einen 
verbesserten öffentlichen Diskurs (Kap. 5.3.2). 
Digitalisierung als Risiko für Nachhaltigkeit
Digitalisierung kann aber auch bestehende Nachhaltig-
keitsprobleme massiv verstärken. Ohne geeignete Rah-
menbedingungen besteht das Risiko, dass die Gesell-
schaften sogar beschleunigt den planetarischen Leit-
planken entgegendriften und sich vom Ziel einer nach-
haltigen Entwicklung immer weiter entfernen. Derzeit 
wirkt die Digitalisierung als Verstärker und Beschleuni-
ger wirtschaftlicher Prozesse, die überwiegend noch 
auf fossilen Energieträgern und Ressourcenextraktion 
beruhen. Bereits die Produktion und der Betrieb der im 
schnellen Zyklus erneuerten elektronischen Geräte sind 
wesentliche Treiber von Energie- und Ressourcennut-
zung. Ohne Kurskorrektur in Richtung Nachhaltigkeit 
droht eine ungezügelte Digitalisierung den Erfolg der 
Nachhaltigkeitstransformation zu gefährden. 
Konkret droht mit der Digitalisierung ein höherer 
Ressourcenverbrauch (z. B. strategische Metalle, Sel-
tene Erden), weil immer mehr digitale Geräte mit kurzer 
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Lebensdauer auf den Markt kommen (Köhler et al., 
2018). Die lineare Wirtschaft wird durch die Digitalisie-
rung beschleunigt (Kap. 5.2.5). Wenn Milliarden neue 
Geräte in den kommenden Jahren vernetzt werden, 
wird zudem die Energienachfrage durch Datenzentren 
und -übertragung steigen. Dies könnte durch steigende 
Energieeffizienz begrenzt werden (IEA, 2017a). Derzeit 
zeichnet sich jedoch trotz hoher Effizienzsteigerungen 
keine Trendwende im IKT-Sektor ab; die direkte Ener-
gienachfrage steigt weiterhin rasant an (Köhler et al., 
2018). Eine Fortschreibung dieser beiden Trends stei-
gert ökologische Risiken und die Bedrohung durch 
Überschreitung planetarischer Leitplanken. Die Her-
ausforderungen für eine Energiewende (Dekarbonisie-
rung) und eine Ressourcenwende (Kreislaufwirtschaft) 
steigen dadurch erheblich. Ein Beispiel für indirekte 
Effekte der Digitalisierung auf Konsum sind die dadurch 
steigenden Energie- und Ressourcenverbräuche sowie 
die negativen sozialen wie gesellschaftlichen Folgen des 
Onlinehandels (Kap. 5.2.4). 
Bereits die Nutzung der positiven Potenziale der 
Digitalisierung für die Transformation zur Nachhaltig-
keit geht mit weiteren gesellschaftlichen Gefährdungen 
einher, denn sie setzt die Erhebung und den Umgang 
mit (teils großen) Datenmengen voraus, die mittels 
Software verarbeitet sowie in teil- oder vollautomati-
sierten Entscheidungen und via Aktuatorik in konkrete 
Handlungen umgemünzt werden. Das Heben von Nach-
haltigkeitspotenzialen ist demnach inhärent mit Fragen 
dazu verbunden, wer diese Daten wie nutzen kann, wer 
die Algorithmen für die Auswertung entwirft, realisiert, 
betreibt und kontrolliert, welche Daten als personen-
bezogen gelten, wer von den neuen, damit verbunde-
nen Geschäftsmodellen profitiert, wer in Abhängigkei-
ten gerät, wie fragil die neuen technischen Infrastruk-
turen sind, welche Entscheidungen noch von Menschen 
getroffen werden usw. Wie soll das Zusammenspiel von 
menschlicher Intelligenz und KI aussehen, um Men-
schen und Gesellschaften zu stärken, statt sie zu schwä-
chen (Rosol et al., 2018)? Allein deshalb sind Fragen 
nach dem Umgang mit Daten, nach Privatheit sowie 
nach Nutzungsrechten, Entscheidungsgewalt und 
Monopolisierung bereits in der Ersten Dynamik von 
Relevanz und sollten geklärt werden, um die damit ver-
bundenen Risiken einzuhegen. Die Schauplätze zur 
Landwirtschaft, zur Kreislaufwirtschaft, zu dekarboni-
sierten Energiesystemen und zu Smart Cities liefern 
anschauliche Beispiele für diesen Zusammenhang 
(Kap. 5.2). 
Des Weiteren ist zu befürchten, dass für Armutsgrup-
pen und Minderheiten Teilhabe an der digitalisierten 
Gesellschaft erschwert ist und dass ihnen verstärkte Dis-
kriminierung droht, etwa durch fehlenden Zugang zu 
IKT und inadäquate Bildung (Kap. 2.1.2, 5.3.5, 5.3.4). 
Neben der Dringlichkeit der Einhaltung planetari-
scher Leitplanken sind es aus Sicht des WBGU zudem 
die im Folgenden dargestellten vier Trends, die unsere 
Gesellschaften herausfordern. Deren Effekte könnten 
mit gezielt eingesetzten digitalen Lösungen entschärft 
werden; aber bei mangelnder Gestaltung besteht die 
große Gefahr, dass sie sich eher verschärfen. Alle diese 
Risiken gesellschaftlicher Entwicklung bedrohen letzt-
lich auch die menschliche Würde (Kap. 2.3). 
Ein erstes Risiko erwächst aus der Zunahme von 
Ungleichheit innerhalb von Gesellschaften und trotz 
einiger Erfolge in Teilen auch zwischen Gesellschaften. 
Ungleichheit ist schon heute und überall auf der Welt 
eine Gefahr für die soziale Kohäsion. Die Effekte der 
Digitalisierung könnten hier zwar durchaus entgegen-
wirken, könnten Ungleichheit aber auch verstärken 
und damit im Extremfall zum globalen Multiplikator für 
Ungleichheit werden. Dies durch Gestaltung zu verhin-
dern ist ein dringliches Projekt einer auf Nachhaltigkeit 
gerichteten Digitalisierung.
Ein zweites Risiko ist die wachsende Tendenz neuer, 
potenziell problematischer Machtkonzentrationen auf 
vielen Ebenen. Die fünf wertvollsten Unternehmen 
sind schon heute Digitalkonzerne. Deren daraus 
erwachsene wirtschaftliche Marktmacht ist für sich 
gesehen nicht zwingend ein Problem, allerdings nur, 
solange sie nicht noch ergänzt wird durch schwach 
regulierte, machtvolle Zugriffsmöglichkeiten auf Daten 
von Milliarden Nutzer*innen. Politisch ist die Figur des 
„starken Autokraten“ wieder im Aufwind; selbst inner-
halb der EU und in den USA ist das bisher klare 
Bekenntnis zu Gewaltenteilung und Rechtsstaatlichkeit 
erschüttert. Auch wenn Digitalisierungseffekte dafür 
nicht klar ursächlich sind, zeigt sich hier das Miss-
brauchsrisiko digitaler Technologien.
Drittens ist schon heute eine zunehmende Erosion 
von Bürgerrechten und Privatheit zu konstatieren. 
Getrieben durch wirtschaftliche oder staatliche Interes-
sen und ermöglicht durch technische Infrastruktur 
sowie laxen individuellen Umgang mit den eigenen 
Daten erleben wir eine beispiellose Relativierung von 
Privatsphäre und eine zunehmende Bedrohung von 
Bürgerrechten. Angesichts der aufgezeigten Möglich-
keiten technischer Entwicklung hin zu einer gesell-
schaftlichen Totalisierung und individuellen Gläsern-
heit müssen auch hier  Maßnahmen gegen eine Post- 
Privacy-Gesellschaft getroffen werden. 
Schließlich droht viertens die hohe Geschwindigkeit 
der Entwicklungen die Gestaltungsfähigkeit von Regie-
rungen und des multilateralen Systems zu überfordern. 
Das Risiko einer Erosion der Steuerungsfähigkeit des 
Staates nimmt zu, der als Verlust an herkömmlicher 
Handlungs- und Gestaltungsfähigkeit bereits erkenn-
bar ist. Regierungen sind bisher völlig unzureichend auf 
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die Gestaltungsherausforderungen der digitalen 
Umbrüche vorbereitet. Es fehlt an Wissen und Exper-
ten in den Regierungen, Verwaltungen und Netzwer-
ken, um die Potenziale des digitalen Wandels zu nutzen 
und zu verhindern, dass sukzessive eine selbstlernende 
Technosphäre geschaffen wird, die menschlicher Kont-
rolle entgleitet, menschliches Verhalten manipuliert 
und von mächtigen Akteuren missbraucht werden 
kann. Ist schon die Nachhaltigkeitstransformation 
angewiesen auf vielfältige Kooperation und eine klug 
gestaltete polyzentrische Verantwortungsarchitektur, 
so verstärkt sich diese Anforderung noch durch die Fol-
gen der Digitalisierung (Kap. 4.1). Die durch Digitalisie-
rung getriebene Beschleunigung wirtschaftlicher und 
gesellschaftspolitischer Entwicklungen darf nicht zu 
einer weiteren Schwächung politischer, nationaler wie 
multilateraler Steuerungsfähigkeiten führen. Gerade 
Demokratien können aber potenziell gut mit Komplexi-
tät und Diversität umgehen – wenn sie institutionell 
und diskursiv dafür bereit sind. Ähnlich dem Bereich 
Klimawandel müssen individuelle und nationale Bei-
träge zur Governance der Digitalisierung global einge-
bettet und koordiniert werden. 
Die gesellschaftliche Herausforderung wird sein, 
diese vier Risiken gesellschaftlicher Entwicklung einzu-
hegen. Die Umsetzung der Agenda 2030 und das Errei-
chen der SDGs sind dafür zentrale Voraussetzungen. 
Wenn die Zeit ungenutzt verstreicht und die Nachhal-
tigkeitsziele verfehlt werden, drohen nicht tolerierbare 
Wirkungen im Erdsystem (Durchbrechen  planetarischer 
Leitplanken) sowie schwere gesellschaftliche Verwer-
fungen in der Weltgesellschaft (Verlust der sozialen 
Kohäsion durch z. B. Armut, Hunger, gescheiterte Staa-
ten). Die vier Risiken werden in der Ersten Dynamik 
bereits wirksam. Gelingt es nicht sie einzuhegen, dann 
entfalten sie ihre volle Wirkung in der Zweiten 
 Dynamik, wo fundamentale Umstrukturierungen 
 gesellschaftlicher Systeme anstehen. Die Chancen, 
durch Digitalisierung einen großen Schritt in Richtung 
der Verwirklichung eines „neuen Humanismus“ 
( Kasten 7.3-2) voranzukommen, wären dann signifi-
kant reduziert. 
Handlungsleitende Prinzipien 
Abbildung 7.2-1 veranschaulicht die Herausforderung 
auf einfache Weise. Wenn man die beiden zentralen 
Achsen der Nachhaltigkeit (Umwelt und Erdsystem; 
Entwicklung und soziale Kohäsion) gegeneinander auf-
trägt und für jede Achse einen positiven und einen 
negativen Bereich annimmt, dann ist die Herausforde-
rung bei der Ersten Dynamik, die richtigen Hebel in 
Bewegung zu setzen, damit die Weltgesellschaft einen 
Weg in den zweifach positiven „grünen“ Quadranten 
finden kann. Die anderen Quadranten bzw. Szenarien 
und insbesondere der tiefrot eingefärbte Bereich reprä-
sentieren das Scheitern der Einhegung der Risiken 
Abbildung 7.2-1
Einhaltung planetarischer 
Leitplanken und Sicherung 
sozialer Kohäsion: beides 
muss erreicht werden. Die 
Kernfrage der Ersten Dyna-
mik ist, welche Strategien 
der Digitalisierung geeignet 
sind, um die Gesellschaften 
in Richtung einer digitali-
sierten Nachhaltigkeitsge-
sellschaft zu bewegen (grü-
ner Quadrant rechts oben). 
Nur wenn dies erreicht wird, 
gibt es eine gute Chance, 
in der Zweiten Dynamik 
Systemrisiken zu vermeiden 
und einem „neuen Humanis-
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gesellschaftlicher Entwicklung und damit auch das 
Scheitern der Hoffnung, in der Zweiten Dynamik mit 
Hilfe der Digitalisierung einen „neuen Humanismus“ 
erreichen zu können.
Um den „grünen Quadranten“ einer digitalisierten 
Nachhaltigkeitsgesellschaft zu erreichen empfiehlt der 
WBGU ausdrücklich, die Digitalisierung in den Dienst der 
globalen Nachhaltigkeit zu stellen (WBGU, 2018a; 
Kap. 9). Das Motto dieser Ersten Dynamik sollte sein: 
Die Gesellschaft muss jetzt handeln, um die Transforma-
tion zu einer digitalisierten Nachhaltigkeitsgesellschaft 
zu erreichen! Die Digitalisierung stellt mächtige Werk-
zeuge bereit, die in der Gesellschaft bereits breit genutzt 
 werden, aber stärker zugunsten der Umsetzung der 
Agenda 2030 eingesetzt werden müssen. Um die neuen 
Möglichkeiten der Digitalisierung für die Transformation 
zur Nachhaltigkeit zu nutzen und die Risiken zu 
 vermeiden, müssen Akteure auf allen Ebenen von lokal 
bis zwischenstaatlich angesprochen werden (Kap. 4).
Allerdings lassen sich keineswegs alle 
 Nachhaltigkeitsprobleme mit Digitalisierung lösen. In 
erster Linie geht es nach Ansicht des WBGU um die 
Bereitschaft der Gesellschaft, sich für die Transforma-
tion zur  Nachhaltigkeit zu entscheiden und einzusetzen 
(Kap. 9). So liegen die Hindernisse beim Kohleausstieg 
in Deutschland nicht an der fehlenden Anwendung der 
Digitalisierung. 
Aus der Analyse des WBGU ergeben sich einige 
dringliche, handlungsleitende Prinzipien für die Erste 
Dynamik. 
 > Digitalisierung und Nachhaltigkeit verstehen: Es fehlt 
eine ausreichende Informationsbasis zu den ökologi-
schen Wirkungen der Digitalisierung. Die identifi-
zierten Wissenslücken sollten durch gezielte For-
schung geschlossen werden (z. B. Energie- und 
 Ressourcenbedarf, Kap. 10.3.1). 
 > Digitalisierung und Nachhaltigkeit integriert 
 behandeln: Digitalisierung und Nachhaltigkeit sind 
keine Sektoren, die getrennt von einander behandelt 
werden können. Sie sind Querschnittsthemen, die 
ubiquitär mitgedacht werden müssen. Nachhaltig-
keit ist dabei vor allem Zielsystem, Digitalisierung 
vor allem Mittel zum Zweck, das vielfältige positive 
wie negative Nebenwirkungen mit sich bringt. Daher 
sollte die Agenda 2030 auf ihre Bezüge zur Digitali-
sierung hin untersucht und entsprechende Potenzi-
ale gehoben werden (Kap. 8.2.1, 10.3).
 > Digitalisierung für Nachhaltigkeit gestalten: Die der-
zeit zu beobachtende Geschwindigkeit der techni-
schen Entwicklungen läuft nicht von selbst in Rich-
tung Nachhaltigkeit. So muss z. B. der drohenden 
Vervielfachung der Energie- und Ressourcennach-
frage durch die zahlreicher werdenden digitalen 
Geräte und Anwendungen und stark wachsenden 
Infrastrukturen dringend entgegengewirkt werden. 
Ebenso sollte national wie multilateral daran gear-
beitet werden, die digitale Kluft (digital divide) zu 
vermindern und allen Menschen einen Zugang zu 
digitalen Diensten zu ermöglichen. Um die Digitali-
sierung für die Transformation zur Nachhaltigkeit 
fruchtbar zu machen, ist eine gesellschaftliche 
Gestaltung der Digitalisierung für die Nachhaltigkeit 
notwendig. Dazu sollte die Politik die nachhaltig-
keitspolitischen Rahmenbedingungen konsequent 
weiterentwickeln bzw. neu entwickeln. Für eine 
Fortschreibung der Agenda 2030 unter Einbezug des 
Megatrends Digitalisierung sollten rechtzeitig die 
Weichen gestellt werden (Kap. 9.3). 
 > Verantwortungsvoll mit Daten umgehen: Um die posi-
tiven Potenziale der Nachhaltigkeit zu heben, sollte 
unbedingt vorher der Umgang mit und die Nutzung 
von Daten, Algorithmen und Wissen aus den Anwen-
dungen der Digitalisierung geklärt sein. Dabei geht 
es sowohl um die Gewährleistung von Privatsphäre, 
Selbstbestimmung, Datenschutz und Datensicherheit 
als auch um die Resilienz,  Robustheit und Fehlerto-
leranz der entstehenden Systeme (Kap. 9.2). Die 
Designer und Betreiber digitaler Lösungen sollten 
durch Aus- und Weiterbildung befähigt werden, diese 
Merkmale zusammen mit Nachhaltigkeitsaspekten zu 
verstehen und  umzusetzen. 
 > Konsum ressourcenschonend gestalten: Einige der 
skizzierten gesellschaftlichen Herausforderungen 
können ohne verhaltensbasierte Anpassungen nicht 
erreicht werden. Eine Regulierung (z. B. Bepreisung) 
negativer Umweltwirkungen kann wesentlich dazu 
beitragen, den Konsum in Richtung Ressourcen-
schonung zu lenken. Durch Bildung für nachhaltige 
Entwicklung (Kap. 9.1.4) sollte auch Bewusstsein 
für kritischen Konsum geschaffen werden 
(Kap. 5.2.3). Bildung kann im Sinn des normativen 
Kompasses (Kap. 2) dabei helfen, Werte zu fördern, 
die mit dem Wohlergehen von Menschen und 
Umwelt zusammenhängen. Eine entsprechende 
langfristige Strategie für Zukunftsbildung ist 
 Voraussetzung für die Gestaltung der Digitalisierung 
im Sinne der Großen Transformation zur Nachhaltig-
keit (Kap. 5.3.4). 
7.3
Zweite Dynamik: Nachhaltige digitalisierte 
Gesellschaften – Fundamentale Veränderungen 
antizipieren und gestalten
Während es in der Ersten Dynamik vor allem darum 
geht, Digitalisierung als Mittel für die Lösung bestehen-
der Nachhaltigkeitsprobleme zu nutzen und für den 
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Zielkanon der Agenda 2030 fruchtbar zu machen, weist 
die Zweite Dynamik auf fundamentalere Veränderun-
gen hin. Digitalisierung kann ein radikaler und poten-
ziell systemverändernder Treiber gesellschaftlichen 
Wandels sein. Unser Verhältnis zu Umwelt und Erdsys-
tem, unsere Arten des Wirtschaftens, unsere gesell-
schaftlichen Praktiken und politischen Institutionen, 
die Nutzung von Technologien, auch an und im Men-
schen – all das wird sich ganz grundsätzlich verändern. 
„Digitalisierung“ sollte dabei weder mystifiziert noch 
glorifiziert werden. Aber genauso wie in den Anfängen 
der industriellen Revolution nicht absehbar war, wel-
chen enormen Einfluss die Mechanisierung und Nut-
zung von Dampfmaschinen, Kohle und Eisen haben 
würden, so wenig ist heute klar, welche Folgen die Digi-
talisierung für unsere derzeitigen Gesellschaften ent-
faltet – welche Effekte die zunehmende Vernetzung, 
die kognitiven Fähigkeiten und Autonomie technischer 
Systeme, oder die Virtualität und Wissensexplosion 
haben (Kap. 3.4). 
Die transformative Wucht der industriellen Revolu-
tion hat großen Wohlstand und Fortschritt ermöglicht, 
aber auch Umweltzerstörung, Klimawandel sowie 
enorme soziale Verwerfungen, Verelendung und Aus-
beutung produziert oder ermöglicht. Erst in langen 
sozialen Kämpfen wurden in vielen Gesellschaften die 
krassesten sozialen Folgen mit ganz neuen Formen der 
Sozial- und Wirtschaftspolitik nachholend eingehegt. 
Noch heute ist diese soziale Frage in vielen Ländern 
nicht ausreichend adressiert, nicht zu schweigen von 
den zentralen offenen Fragen weltweiter Dekarbonisie-
rung, effektiver Klimapolitik und der Entkopplung von 
Wohlstandschaffung und Naturverbrauch. Diesem 
„retardierenden Moment“ der Innovationsgeschichte 
sollte bei der digitalen Revolution vorgebeugt werden, 
gerade da ihr Durchgriff, ihre Reichweite und Geschwin-
digkeit wohl bisherige technische Fortschrittsphasen in 
den Schatten stellt. Für die Kerncharakteristika des 
Digitalen Zeitalters (Kap. 3.4) sollten deshalb in allen 
zentralen Lebensbereichen (Kap. 3.5) bereits heute die 
Weichen vorausschauend gestellt werden. Sie müssen 
in ihrer heutigen Wirkmächtigkeit erfasst und in ihren 
zukünftigen Möglichkeitsräumen kritisch und antizipa-
tiv vorgedacht und gestaltet werden. 
Die grundsätzliche Offenheit von Zukunft ist dabei 
Ansporn und Auftrag, sich gestaltend einzubringen. Für 
diese wichtige und anspruchsvolle Aufgabe können 
sich Gesellschaften bereits heute konkret rüsten. Der 
demokratische Nationalstaat hat viele Möglichkeiten, 
sich fachlich und institutionell weiterzuentwickeln 
sowie Bewusstsein und Kompetenz auch bei anderen 
gesellschaftlichen Akteuren zu fördern. Wissenschaft-
liche Politikberatung, Technikfolgenabschätzung und 
strategische Früherkennung (etwa Horizon Scanning 
und Visioning) sowie eine breite Verankerung von 
Expertise zu Digitalisierung und ihren gesellschaftli-
chen Folgen im exekutiven und legislativen staatlichen 
Kernbereich sind wichtige Optionen zur Aufrechterhal-
tung zukunftssensibler Gestaltungsfähigkeit. Parla-
mente und Regierungen sollten die vielfältigen Digita-
lisierungseffekte im Heute, Morgen und Übermorgen 
mit entsprechender Expertise transparent und greifbar 
machen, die breite Gesellschaft diese öffentlich disku-
tieren und kritisch reflektieren. Auf dieser Grundlage 
sind auch tiefgreifende gesellschaftliche Veränderun-
gen im Sinne der Nachhaltigkeit zu meistern.
Noch fehlt auf globaler Ebene ein Zielkanon für eine 
digitalisierte nachhaltige Weltgesellschaft. Die Agenda 
2030 leistet dies nicht: Die Digitalisierungseffekte wer-
den dort erstens nur marginal adressiert und zweitens 
weisen ihre Wirkungen weit über die Agenda 2030 hin-
aus (Kap. 8.3). Normatives Leitbild und Richtschnur für 
einen solchen Zielkanon sollten aus Sicht des WBGU 
auch hier die Kompassdimensionen Erhaltung der 
natürlichen Lebensgrundlagen, Teilhabe und Eigenart 
sowie der Schutz der Würde sein (Kap. 2). Gelingt es, 
die Digitalisierung zeitnah für Nachhaltigkeit zu nutzen 
(Erste Dynamik), kann es auch gelingen, die umfassen-
deren Digitalisierungseffekte der Zweiten Dynamik 
nachhaltig zu gestalten. Dies beginnt mit einer kriti-
schen (Selbst-)Reflexion der heutigen Situation, denn 
unsere Lebenswelt ist bereits tief geprägt von der Rati-
onalität und den Anreizstrukturen digitalisierter 
Geschäftsmodelle. Wo stehen unsere Gesellschaften 
schon heute, und was sind die jetzt anstehenden Wei-
chenstellungen, um die Digitalisierung positiv für digi-
talisierte nachhaltige Gesellschaften zu nutzen? Die 
vielfältigen konkreten Entscheidungen, vor denen die 
Menschheit steht, können in radikal unterschiedliche 
Welten führen (Kap. 7.5). Eine übergreifende Leitfrage 
dieser Dynamik sollte deshalb sein: Schafft die Welt-
gesellschaft es, den alten Traum des Humanismus im 
Digitalen Zeitalter neu und global zu verwirklichen 
(Kasten 7.3-2)? Oder rutscht sie ab in einen digital 
ermächtigten Totalitarismus mit radikal verstärkten 
Machtasymmetrien, Umweltzerstörung, massiven 
Gefährdungen von Demokratie und gesellschaftlicher 
Deliberation, sowie dem Verlust sozialer Kohäsion und 
vielfachen globalen Ungleich heits dynamiken – etwa 
zwischen einer kleinen Elite und einem abgehängten 
Rest? 
Digitalisierung heute in allen zentralen 
Lebensbereichen verstehen und vorausschauend 
gestalten
Für eine Große Transformation zur Nachhaltigkeit 
(WBGU, 2011) müssen viele alte Pfade und bewährte 
Muster verlassen und neue Wege gegangen werden. 
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Richtig gestaltet kann Digitalisierung mit ihrem disrup-
tiven Potenzial viele dieser neuen Wege eröffnen und 
gangbar machen (Kap. 7.2). Wichtige Erkenntnis dieses 
Gutachtens ist aber auch, dass sowohl die vielen klei-
nen Innovationen als auch die potenziell tiefgreifenden 
Systemveränderungen bereits heute aktiv von bestimm-
ten Akteuren und Partikularinteressen getrieben wer-
den (Kap. 4) – und dass dies keineswegs automatisch 
zu mehr Nachhaltigkeit führt. In vielen Bereichen – von 
Arbeit und Landwirtschaft über Mobilität und Stadt-
entwicklung bis zu Demokratie und Ungleichheit – ist 
noch nicht entschieden, in welche Richtung die Ent-
wicklungen mittel- und langfristig weisen werden 
(Kap. 5). An diesen Schauplätzen wurde deutlich, dass 
die jeweiligen systemischen Rahmenbedingungen zwar 
oft wirkmächtiger sind als einzelne technologische 
Innovationen, dass aber diese technologischen Innova-
tionen dennoch systemverändernd wirken können. 
Für diese gesamtgesellschaftliche Gestaltungsaufgabe 
ist gesamtgesellschaftliche Wachsamkeit nötig, um ers-
tens Systemrisiken zu antizipieren sowie zweitens Pfade 
zur Realisierung eines „neuen Humanismus“ im Digita-
len Zeitalter zu identifizieren und im Sinne einer „poly-
zentrischen Verantwortungsarchitektur“ vielfach aktiv 
zu beschreiten (Kap. 4). Die teils radikale Zukunftsoffen-
heit sollte nicht in Ohnmacht oder Sprachlosigkeit füh-
ren, denn auch transformativer Wandel ist mit antizipa-
tiver Governance gestaltbar (Kap. 4.1). Mithilfe des 
normativen Kompasses lässt sich Orientierung geben, 
welche Richtungen eingeschlagen werden sollten, welche 
Wege ins Abseits führen und über welche Wegmarken 
und Weichenstellungen rechtzeitig partizipative gesell-
schaftliche Diskurse und Forschung angestoßen werden 
sollten. Die Analyse der Veränderungen zentraler 
Lebensbereiche im Digitalen Zeitalter (Kap. 3.5) gibt 
zahlreiche Hinweise für diese Gestaltungsaufgaben. 
So sollten auch für die globale, zunehmend digitali-
sierte Wirtschaft Maßstäbe und Regeln gelten. Risiken 
wie ein beschleunigtes Öffnen der Schere zwischen 
Arm und Reich innerhalb und zwischen Gesellschaften 
oder einer stark einseitigen Wertschöpfung zugunsten 
weniger globaler Konzerne gilt es vorzubeugen. Dazu 
sollten die „digitalen“ Potenziale neuer wie alter Wirt-
schaftsformen für nachhaltige Produktion und Konsum 
gefördert und Steuerungsansätze, etwa zur Wettbe-
werbskontrolle, neu- oder weiterentwickelt werden. 
Konkrete Innovationsprojekte wie die Schaffung 
öffentlich-rechtlicher Infrastrukturen oder der Ausbau 
effektiven Datenschutzes als EU-Standortvorteil könn-
ten relevante Veränderungen bringen und langfristige 
Weichenstellungen unterstützen (Kap. 5.3.5, 5.3.10). 
Gesellschaftliche Debatten und wissenschaftliche For-
schung über Form und Funktion von Arbeit, Arbeits-
zeit, Beschäftigung und Teilhabe im Digitalen Zeitalter 
(Kap. 5.3.9) sollten genauso frühzeitig initiiert und 
durchgeführt werden wie solche über kollaborative 
Ökonomie, Herausforderungen und Chancen von Platt-
form- und Kreislaufwirtschaft oder die Bedeutung 
sicherer Datennutzung (Kap. 5.2.1, 5.2.2, 5.2.5).
Der bewusste und rechtebasierte Umgang mit Daten 
ist auch eines der Kernthemen zur Verteidigung der 
Grundlagen liberaler und sozialer Demokratie. Das Fest-
halten an individuellem Privatheitsschutz sowie gemein-
samen Arenen öffentlichen Austauschs ist wichtige 
Voraussetzung für eine funktionierende demokratische 
Öffentlichkeit (Kap. 5.3.2). Die gegenwärtige Tendenz, 
Privatheit zunehmend digital zu „veröffentlichen“ und 
gleichzeitig Arenen digitaler Öffentlichkeit in manipu-
lationsanfälligen Plattformen zu privatisieren und zu 
parzellieren, ist nicht leicht einzuhegen. Effektives 
Datenschutzrecht, reflektierte Medienpolitik und 
 Bildungsinitiativen für digitale Mündigkeit sind jedoch 
drei relevante Bausteine in diese Richtung. Der Staat 
sollte insgesamt eine gestaltende und – wo geboten – 
dirigierende Rolle im Konzert mit den vielen anderen 
relevanten Akteuren zur proaktiven Gestaltung der 
 Digitalisierung für Nachhaltigkeit spielen. Der WBGU 
empfiehlt als Leitidee eine polyzentrische Verantwor-
tungsarchitektur (Kap. 4). In dieser Perspektive wird die 
Vielfalt der einzubeziehenden Politikebenen und 
Akteursprofile anerkannt und konkrete Verantwor-
tungszuschreibung möglich. 
Für die einzelnen Menschen rücken die individuelle 
Mündigkeit und Selbstbestimmung ins Zentrum. Ange-
sichts der Selbst- und Fremdvermessung in der wach-
senden Datenökonomie bis hin zu dystopischen Ansät-
zen der Normierung und Kontrolle durch staatliche 
Akteure ist es für den Menschen schwer bis unmöglich, 
nicht mit der digitalen oder digital erfassten Umwelt zu 
interagieren (Kap. 5.3.3, 5.3.7). Umso wichtiger ist es, 
die individuelle Mündigkeit und Bildung zu fördern 
sowie strukturell Bedingungen zu schaffen, die die Über-
griffigkeit technischer Systeme einhegen und die Poten-
ziale zur Erweiterung menschlicher Empathie und zur 
Ausbildung globaler wechselseitiger Wahrnehmung 
aktivieren (Kap. 5.3.1, 5.3.4; Kasten 7.5-1). 
Handlungsfähigkeit und Voraussicht aktiv erhalten: 
positive Leitbilder entwickeln und Systemkrisen 
vermeiden
Die kritisch-reflexive Wahrnehmung der bereits heute 
existierenden Imperative zunehmend digitalisierter 
Gesellschaften und Ökonomien ist also wichtig, um 
jetzt die Weichenstellungen für eine nachhaltige Welt-
gesellschaft im Digitalen Zeitalter vorzunehmen. Ange-
sichts der potenziell disruptiven Kraft digitaler Innova-
tionen ist es umso wichtiger, rechtzeitig über die lang-
fristigen Visionen und Zielperspektiven nachzudenken. 
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Disruptionen sind nützlich, wenn sie helfen, Pfadab-
hängigkeiten nicht nachhaltiger Entwicklung zu durch-
brechen; sei es beim Übergang in erneuerbare Energie-
systeme und neue nachhaltige Mobilität oder bei der 
Überwindung von Knappheit in wesentlichen Berei-
chen unseres Wirtschaftssystems. Durch Digitalisie-
rung ausgelöste Disruption kann aber auch zu System-
krisen in allen Lebensbereichen führen. Für den WBGU 
ist es wichtig, beide Perspektiven gesellschaftlich zu 
diskutieren und anschaulich zu machen, um ein besse-
res Verständnis für die Möglichkeit radikal unterschied-
licher Zukünfte zu gewinnen. Gesellschaften brauchen 
dafür sowohl langfristige Visionen zur Realisierung 
zentraler Potenziale von Digitalisierung als auch eine 
informierte Voraussicht von Dystopien, um Systemrisi-
ken einzuhegen (Kasten 7.3-1). 
Einen Vorschlag für eine mögliche positive Entwick-
lungsperspektive, welche die vorherrschende „Diktatur 
der Gegenwart“ zu überwinden hilft, sieht der WBGU in 
einem globalen und digital ermöglichten „neuen Huma-
nismus“ (Abb. 7.1-1a; Kasten 7.3-2). Die Digitalisie-
rung bietet damit Hoffnung auf eine neue Phase, in der 
menschliche Neugier, Vielfalt und Körperlichkeit von 
materiellen Einschränkungen und strukturellen Zwän-
gen befreit und die Bedingungen für eine weitgehende 
Überwindung von Mangel und Konflikt für alle Men-
schen geschaffen werden können. Die Vision des WBGU 
ist hier die einer Stärkung der Menschlichkeit des Men-
schen mit Hilfe technischer Systeme. Diese humanisti-
sche Vision ist nicht nur vage Utopie: Digitale Techno-
logien ermöglichen schon heute transnationale Kom-
munikation, Vernetzung sowie Informations- und Wis-
senszuwachs auf nie gekannte Weise. Perspektivisch 
kann dies die menschliche Fähigkeit zu vertiefter 
Kooperationskultur, wechselseitiger Empathie und glo-
baler Solidarität beflügeln. 
Den dystopischen Gegenpol dazu bildet für den 
WBGU ein digital erstarkter Autoritarismus oder gar 
„digital ermächtigter Totalitarismus“ (Abb. 7.1-1a). 
Angesichts der heute bereits bestehenden Herausforde-
rungen durch umfangreiche Datenerhebung und wirt-
schaftliche Anreizstrukturen in liberalen Demokratien 
und durch Scoring-Ansätze in autoritären Systemen wie 
China ist die Gefahr einer individuellen wie kollektiven 
Totalüberwachung und einem Ende echter Privatheit 
keine weit entfernte Schwarzmalerei. Hier droht die 
schleichende Zerstörung des Leitbilds des freien Indivi-
duums als Würde- und Rechteträger. Auch die fortschrei-
tende Verlagerung von Entscheidungen auf digitale 
Systeme kann jenseits sinnvoller Automatisierung (z. B. 
sicherheitsrelevante Backup-Funktionen, effektivere 
Prozesssteuerung) eine Grenze überschreiten, wenn sie 
droht, Demokratie und öffentliche Deliberation als zen-
trale Mechanismen gesellschaftlicher Entscheidungsfin-
Kasten 7.3-1
Systemrisiken im Digitalen Zeitalter vermeiden 
Um die Potenziale der Digitalisierung heben zu können, muss 
man sich der möglichen Systemrisiken im Digitalen Zeitalter 
bewusst sein. Digitale Systemrisiken sind denkbare großska-
lige Veränderungen in unseren Gesellschaften, die jeweils für 
sich genommen bereits Destabilisierungen unserer Gesell-
schaften auslösen könnten. Domino- und kumulative Ver-
stärkereffekte würden sich entsprechend breitenwirksam 
multiplizieren. 
Manche dieser Gefährdungen sind unumstritten (z. B. 
Disruptionen auf den Arbeitsmärkten), die Größenordnung 
der Veränderungen ist jedoch offen. Die Eintrittswahrschein-
lichkeiten anderer Systemrisiken sind signifikant (z. B. Über-
schreitung planetarischer Leitplanken, digitaler Autoritaris-
mus, weiterer Machtzuwachs großer Digitalunternehmen), 
während andere Eintrittswahrscheinlichkeiten aus heutiger 
Sicht eher niedrig sind (z. B. Akzeptanz von Human Enhan-
cement zur Schaffung eines optimierten Homo sapiens). Doch 
auch letztere Systemrisiken sind nicht zu vernachlässigen, 
denn würde der Schadensfall eintreten, hätten sie umfassen-
de Auswirkungen auf die Zukunft der Zivilisation. Der WBGU 
identifiziert Systemrisiken im Digitalen Zeitalter wie die fol-
genden:
 > Überschreitung planetarischer Leitplanken durch 
 digital getriebene, ressourcen- und emissionsintensive 
Wachstums muster.
 > Entmachtung des Individuums, Gefährdung der Privatheit 
und Unterminierung digitalisierter Öffentlichkeiten durch 
digital ermächtigten Autoritarismus bzw. Totalitarismus.
 > Unterminierung von Demokratie und Deliberation durch 
normativ und institutionell nicht eingebettete automati-
sierte Entscheidungsunterstützung oder -findung.
 > Dominanz von Unternehmen, die sich staatlicher Kon-
trolle entziehen, angetrieben durch weitere datenbasierte 
Machtkonzentration.
 > Disruption der Arbeitsmärkte durch umfassende Automa-
tisierung datengetriebener Tätigkeiten und Gefahr zuneh-
mender „Irrelevanz der menschlichen Arbeitskraft“ für die 
Wirtschaft.
 > Vertiefte Spaltung der Weltgesellschaft durch einge-
schränkten Zugang und Nutzung digitaler Potenziale 
hauptsächlich durch wohlhabende Minderheiten der Welt-
gesellschaft.
 > Missbrauch der Technisierung des Menschen auf Grundlage 
von Human-Enhancement-Philosophien und -Methoden.
Es ist zudem wichtig, sich zu vergegenwärtigen, dass die digi-
talen Umwälzungen auf Gesellschaften treffen, die bereits 
durch Globalisierung, den Aufstieg neuer Mächte, Fluchtbe-
wegungen und autoritäre Populismen verunsichert sind. Die 
Bugwellen der Digitalisierung treffen zusammen mit der aktu-
ellen Krise Europas und des Westens sowie mit Frontalan-
griffen gegen eine kooperations- und regelbasierte multilate-
rale Weltordnung. Die Systemrisiken des Digitalen Zeitalters 
könnten sich mit den bereits existierenden Fliehkräften in 
vielen Gesellschaften verschränken und diese verstärken.
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dung auszuhöhlen. Das ökonomische System könnte sich 
durch unregulierte Monopolisierungstendenzen weiter 
in Richtung zunehmender Machtkonzentrationen und 
Naturverbrauch entwickeln – und so die oben genannte 
Totalisierungsdystopie weiter unterfüttern. Disruptionen 
der Arbeitsgesellschaft könnten heute etablierte Formen 
von Arbeit und Teilhabe global zusammenbrechen lassen. 
Verstärkung von Ungleichheit und Exklusion wären 
Folge dieser und anderer potenzieller Systemrisiken 
( Kasten 7.3-1). Kleine digitale Eliten, ausgestattet mit 
erheblicher ökonomischer und politischer Macht, hätten 
exklusiven Zugang zu „Human Enhancement“, globalen 
Datenbasen und Resten intakter Natur; ein zunehmend 
abgehängter Rest bildete ein globales Präkariat ohne 
Würde und Aufgabe, multimedial ruhiggestellt und 
erstarrt in der scheinbaren Imperfektion ihrer biologi-
schen Existenz.
Keinesfalls sollen diese Systemrisiken, die negative 
Extreme möglicher Zukünfte beschreiben, den Blick auf 
die Herausforderungen und Unzulänglichkeiten der 
Gegenwart verstellen. Die gemeinsame Entwicklung 
positiver Leitbilder ist ebenso notwendig zur aktiven 
Gestaltung von Digitalisierung und Nachhaltigkeit wie 
die klare und frühzeitige Analyse künftiger Gefahren 
und Risiken durch einen digital ermächtigten 
 Totalitarismus. 
Handlungsleitende Prinzipien
Es ist also offensichtlich, dass die disruptive Wucht mög-
licher Entwicklungen den „tiefgreifenden“ digitalen 
Wandel zu einem zentralen Nachhaltigkeitsthema macht. 
Die Vorausschau bei großer Unsicherheit ist, genauso 
wie das Erkennen und Überwindung von Pfadabhängig-
keiten, ein bekanntes Problem aus der Nachhaltigkeits-
wissenschaft und -politik. In der Umweltpolitik stehen 
etablierte und bewährte Prinzipien ( Vorsorge-, Koope-
rations-, Verursacher- und Integrationsprinzip) bereit, 
die für die Gestaltung von Digitalisierung genutzt werden 
können (Kap. 8.4.2). In enger Anlehnung an diese Erfah-
rungen sind Leitprinzipien für diese Zweite Dynamik 
deshalb auch die systematische Stärkung von gesell-
schaftlichem Weitblick, steter Reflexivität, Handlungs-
fähigkeit und langfristiger Resilienz. 
Um heute Weichen in Richtung Nachhaltigkeit zu 
stellen, sollten Gesellschaften heute Diskussionen füh-
ren, Gestaltungskraft stärken und langfristige Visionen 
entwickeln. Wissenschaftliche Politikberatung, Metho-
den der strategischen Vorausschau, Technikfolgenab-
schätzung, Forschungs- und Bildungsinitiativen sowie 
gesamtgesellschaftliche und transnationale Diskurse 
mit allen Stakeholdern sind Mittel, um gemeinsam anti-
zipativ für die Realisierung etwa eines „neuen Huma-
nismus“ (Kasten 7.3-2) zu streiten – und gleichzeitig 
den schleichenden Absturz in ein bequemes „Weiter so“ 
oder gar einen digital ermächtigten Totalitarismus zu 
verhindern. Dazu sind multilaterale Kooperation und 
globale Rahmensetzung erforderlich (Kap. 8). Techno-
logien sowie die Innovations- und Wissenszunahme 
kennen im Positiven wie im Negativen oft keine Staats-
grenzen. Gerade die EU ist gefragt, ein eigenes bür-
ger*innenorientiertes, rechtsstaatliches und demokra-
tisches Modell für das digitale 21. Jahrhundert zu ent-
wickeln (Kap. 8.5). Die Erarbeitung starker Leitbilder, 
die über die Agenda 2030 hinausreichen, kann hierfür 
der Ausgangpunkt sein.
 > Gesamtgesellschaftliches „Update“ für breite, auch 
institutionelle Digitalisierungskompetenz: Die nach-
haltige Gestaltung digitalisierter (Welt-)Gesellschaf-
ten erfordert eine systematische Stärkung gesell-
schaftlicher Reflexivität und Handlungsfähigkeit. 
Dieser fachliche und institutionell zu verankernde 
Kompetenzaufbau sollte den politisch-institutionel-
len Kernbereich umfassen, d. h. Regierung, Ministe-
rien, Behörden und Parlamente. Darüber hinaus sind 
auch Wirtschaft, Zivilgesellschaft, Bildungssystem 
und Wissenschaft angewiesen auf Selbstreflexion, 
Fachexpertise und wo möglich auch institutionelle 
Verankerung, um die Effekte der Digitalisierung auf 
ihre jeweiligen Lebensbereiche bzw. Wirkungsfelder 
zu antizipieren und (mit-)gestalten zu können. Zen-
tral dafür bleiben neue und alte Formen wissen-
schaftlicher Politik- und Gesellschaftsberatung, 
Technikfolgenabschätzung und Methoden strategi-
scher Vorausschau sowie vielfältige gesellschaftliche 
Diskursräume (z. B. Stakeholder-Formate, Wissen-
schaft, Medien, aber auch Kunst- bzw. Kulturein-
richtungen). 
 > Visionen entwickeln und Pfade proaktiv gestalten: Eine 
kritisch-reflexive Debatte über gesamtgesellschaft-
liche Visionen und Leitbilder ist wichtig, um Gestal-
tungskraft proaktiv einsetzen zu können. Der domi-
nante, ökonomisch und technologiepolitisch geführte 
Diskurs der „Innovationsführerschaft“, des „Getrie-
ben-seins“ und „Nicht-abgehängt-werdens“ ergibt 
kein sinnvolles Leitbild für eine digitale nachhaltige 
Gesellschaft. Dieses Narrativ verengt und schürt 
Ängste. Der WBGU bietet mit der Skizze eines „neuen 
Humanismus“ (Kasten 7.3-2) eine mögliche positive 
Vision, wie Digitalisierung unsere Weltgesellschaft 
nachhaltig bereichern könnte. Eine solche Zielpers-
pektive kann auch für die institutionelle Verarbeitung 
etwa in Ministerien und Behörden leitend sein, z. B. 
zur Beantwortung der zentralen Frage „Digitalisierung 
wozu?“. Die EU als Vorreiterin einer würde- und rech-
tebasierten, nachhaltigen Digitalisierungsstrategie ist 
eine ebenso kraftvolle Vision – gerade als globale 
Alternative zu den liberalistischen Pfaden des Silicon 
Valley und dem Staatsautoritarismus Chinas.
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Kasten 7.3-2
Menschlichkeit stärken als humanistisches 
digitales Projekt 
In gesellschaftlichen Umbruchzeiten werden viele Selbstver-
ständlichkeiten auf den Prüfstand gestellt. Historisch betrach-
tet betrifft dies immer auch die Rolle des Menschen auf der 
Erde und das vorherrschende Menschenbild. Nach klassischer 
Antike, Renaissance und Aufklärung keimt im Übergang 
zum Digitalen Zeitalter zum vierten Mal die humanistische 
Hoffnung auf, dass neue technologische und gesellschaftli-
che Durchbrüche der vollen Entfaltung zivilisatorischer und 
menschlicher Potenziale dienen könnten. Die Verbesserung 
der Voraussetzung menschlichen Lebens, der menschlichen 
Selbstbestimmung und der menschlichen Würde sind dabei 
wichtige Bausteine humanistischer Denkrichtungen (Wolf, 
2007). 
Diskussionen über den digitalen Wandel werden oft sehr 
technisch und ökonomisch geführt und ähneln darin den 
Strängen der Nachhaltigkeitsdebatte, die sich vor allem auf 
Ressourceneffizienzpotenziale und technologische Lösun-
gen für Nachhaltigkeitsherausforderungen konzentrieren. 
Zukunftsfähigkeit von Gesellschaften hängt aber nicht nur 
von effizient gestalteten Technologien und Institutionen ab, 
sondern vor allem auch von den Zielen, Motivationen und 
Begründungen, mit denen Menschen diese Technologien 
und Institutionen kreieren und nutzen. Gerade in Zeiten, in 
denen bisherige Selbstverständlichkeiten und Gewissheiten 
in Frage stehen, werden auch diese Ziele, Motivationen und 
Begründungen hinterfragt und neu verhandelt. So veränder-
ten Menschen in vorherigen großen Innovationsschüben wie 
der Renaissance mit der Anpassung an neues Wissen, neue 
technische Möglichkeiten und neue gesellschaftliche Heraus-
forderungen auch ihre „geistige Landkarte der Welt“ (Goldin 
und Kutarna, 2016). Umgekehrt haben die sich durchset-
zenden Ziele, Motivationen und Begründungen eine starke 
Auswirkung darauf, welche neuen technischen Möglichkei-
ten, gesellschaftlichen Institutionen sowie Gewissheiten und 
Selbstverständlichkeiten sich durchsetzen werden. 
Neuer Humanismus im 21. Jahrhundert
Im Digitalen Zeitalter eröffnet technischer Fortschritt zum 
ersten Mal in der Geschichte einen Möglichkeitsraum für die 
potenziell fundamentale Veränderung der conditio humana 
(Bedingungen des Menschseins). Insbesondere im Zusam-
menhang mit KI – als regelgeleitete maschinell vollzoge-
ne Auswertung großer Datensätze und dadurch mögliche 
Anwendungen (Kap. 3.3.3) – werden daher vier zentrale 
Fragen eines humanistisches Projekts diskutiert (Floridi et 
al., 2018): (1) Wer oder was können wir werden (autonome 
Selbstverwirklichung)? (2) Was können wir tun (menschliche 
Aktivität)? (3) Was können wir erreichen (individuelle und 
soziale Fähigkeiten)? (4) Wie können wir miteinander und mit 
der (Um)welt interagieren (soziale Kohärenz und Menschen 
als Teil der natürlichen Umwelt)? In allen diesen Punkten kön-
nen digitale Technologien so genutzt werden, dass sie Poten-
ziale verstärken, Potenziale zu wenig nutzen oder Potenziale 
einschränken, indem sie übernutzt oder missbraucht werden 
und somit zu erheblichen Risiken führen (Floridi et al., 2018). 
Aus Sicht des WBGU sollte ein Zusammenwirken von 
Menschen und Technologien immer auch im Kontext der 
natürlichen Lebensgrundlagen und ihrer Erhaltung gedacht 
werden. Dies gilt insbesondere, wenn dieses neue humanisti-
sche Projekt die Menschheit als Ganzes umfassen soll und sich 
nicht auf die maximal mögliche technologische Unterstützung 
privilegierter Personen beschränken soll (Harari, 2018). 
Darüber hinaus verlangt eine humanistische Lesart des digi-
talen Wandels, gegenwärtige Gesellschaftsdiskurse vom Kopf 
auf die Füße zu stellen. Bisher ähneln Diskurse zum digitalen 
Wandel mit ihrem Strukturdeterminismus der ökonomischen 
Erzählung des 20. Jahrhunderts, nach der die Menschen sich 
für eine veränderte Umwelt und Gesellschaft zu stählen und 
zu verbessern haben. Eine humanistische Vision hingegen 
sucht nach Wegen, wie Menschen wieder verstärkt Akteure 
und Subjekte der Gestaltung ihrer technologisch unterstütz-
ten Gesellschaften und Entwicklungen werden. Dieser Appell 
an die Gestaltungskraft ist damit zentraler Bestandteil eines 
erweiterten Nachhaltigkeitsparadigmas und Grundlage für die 
Hebung humanistischer Potenziale im 21. Jahrhundert. Eine 
solche Vision bietet damit eine alternative Erzählung zu Tech-
nologiephantasien, die insbesondere die Eigenart (Kap. 2.2.4) 
menschlicher Existenz zur baldigen Vergangenheit erklären 
und in Variationen dieser beiden Stoßrichtungen auftauchen:
 > „Die Technisierung des Menschen“ als fundamentale Erwei-
terung des Menschen (Human Enhancement) durch digi-
tale Technologien zur Überwindung seiner biologischen 
Beschränkungen (Themenkasten 5.3-2),
 > „Die Vermenschlichung der Maschine“ als Schaffung einer 
menschähnlichen, emotionsfähigen und unabhängigen 
künstlichen Art (Kap. 7.4).
Zwischen diesen beiden Extremen navigierend eröffnet sich 
durch und über die Agenda 2030 hinaus ein breiter, offe-
ner Raum für die Entfaltung menschlicher Eigenart. Das 
Beschreiben und Definieren zukünftiger Entwicklungspfade 
– und damit verbunden auch des Menschenbilds – sind daher 
Bestandteil vieler ethischer Diskussionen. Diese Entscheidun-
gen können nicht etwa von politischen, wissenschaftlichen 
oder finanzstarken Eliten getroffen werden. Die emanzipa-
torische Hoffnung eines „neuen Humanismus“ kann nur als 
breiter gesellschaftlicher Such- und Gestaltungsprozess legi-
timiert und realisiert werden.
Die Rolle einer erneuten Aufklärung im  
21. Jahrhundert
Die Verbindung zwischen Humanismus als gesellschaftli-
cher Vision und dem historisch-philosophischen Projekt der 
Aufklärung im 17. und 18. Jahrhundert wird in Immanuel 
Kant’s „Ausgang des Menschen aus seiner selbst verschulde-
ten Unmündigkeit“ (1784) gut zusammengefasst. Die in der 
Renaissance begonnene Suche nach neuen geistigen Landkar-
ten manifestiert sich in dieser Epoche. Absolutismus, Gottes-
gnadentum, Ständeordnung und die Vorherrschaft der katho-
lischen Kirche wurden durch den menschlichen Verstand als 
universelle, Fortschritt bringende Urteilsinstanz abgelöst. 
Die Aufklärung umfasste Strömungen des Rationalismus 
(Descartes), Empirizismus (Hume, Locke), Enzyklopädismus 
(Diderot, d’Alembert) und Universalismus (Kant) und schuf 
wichtige Grundlagen für allgemeine Menschenrechte, evi-
denzbasierte Wissenschaften sowie die Prinzipien der Volks-
souveränität und Rechtsstaatlichkeit. Vier Hauptmerkmale 
des – häufig auch als westlich (dis)qualifizierten – Menschen-
bildes sind heute auf die Aufklärung zurückzuführen. Der 
Mensch wird verstanden als (1) vernunftfähiges (Kant), (2) 
kommunikatives (Habermas) und (3) autonomes (Descartes, 
Locke) Subjekt mit (4) natürlichen Rechten (Kant, Rousseau).
Diese zentralen Errungenschaften gilt es angesichts der rasan-
ten Veränderungen durch die Digitalisierung zu verteidigen, 
denn Gesellschaften sind genau dann zukunftsfähig, wenn 
sie die Prinzipien der Diskursfähigkeit, Handlungsfähigkeit, 
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Innovationsfähigkeit und Gestaltungsfähigkeit (Kap. 7.5) 
auch im Angesicht stark veränderter Rahmenbedingungen 
erhalten. Zur Verteidigung der zentralen Bestandteile der 
Aufklärung sollten folgende Fragen in die Gesellschaft getra-
gen werden: 
1. Wie können menschliche Mündigkeit und demokratische 
Abstimmungsprozesse im Kontext zunehmender automa-
tisierter Entscheidungsfindung erhalten werden?
2. Wie können Orientierung in der massiven Wissens- und 
Meinungszunahme gesichert und deliberative Prozesse 
geschützt werden?
3. Wie können zentrale Rechte wie Freiheit, Gleichheit, Pri-
vatsphäre und Eigentum für alle Menschen im digitalen 
Raum geschützt werden?
4. Wie können Volkssouveränität und Rechtsstaatlichkeit 
statt Willkür (Locke) und Gottesgnadentum (Rousseau) 
gegen digitale Überwachung verteidigt werden?
Ein antizipativer und erweiterter Humanismus für das 21. 
Jahrhundert wird darüber hinaus das (universalistische) 
Menschenbild weiterentwickeln, da es nicht nur im inter-
kulturellen Dialog und in der Aufarbeitung des Kolonialismus 
scharf kritisiert wird, sondern auch aus der Wissenschaft des 
21. Jahrhunderts heraus. Grundzüge einer Weiterentwick-
lung der zentralen Ideen und wissenschaftlichen Erkenntnisse 
aus dem 17. und 18. Jahrhundert lassen sich in vier Punkten 
zusammenfassen (Braidotti, 2014; Whatmore, 2002; Hayles, 
1999; Haraway, 1991; Bennett, 2010; Kasten 2.1.2-1):
1. Menschen auf ihr Denken zu reduzieren vernachlässigt 
die Bedeutung von Körperlichkeit und Emotionen. 
2. Individualismus als Kultur und wissenschaftliche Metho-
dologie vernachlässigt die Bedeutung von Gesellschaft 
und sozialer Vernetzung für menschliche Entwicklung
3. Menschliches Leben entkoppelt von Natur zu betrach-
ten vernachlässigt systemische Zusammenhänge der Bio-
sphäre, zu der auch der Mensch gehört und von deren 
Dynamiken menschliche Existenz abhängt.
4. Ein Differenzen übergehender Universalismus in der 
Beschreibung von Menschen und Gesellschaften ver-
nachlässigt die Rolle von Kultur, Institutionen, aber auch 
von Technologien in der Prägung von Individuen. 
Wir befinden uns historisch also wieder in einer Phase, in der 
nicht nur die gesellschaftlichen Erzählungen und Strukturen 
in ihrem Effekt auf menschliche Freiheit und Potenzialentfal-
tung hinterfragt werden, wie es die Nachhaltigkeitsagenda seit 
Erscheinen des Brundtland Berichtes (WCED, 1987) tut. Dabei 
sind sowohl der Eintritt in das Zeitalter des Anthropozäns als 
auch in das Digitale Zeitalter so umfassend in ihrem Charakter, 
dass sie wie in vorherigen großen Transformationen die Ganz-
heit gesellschaftlicher Verhältnisse betreffen. Eine Aufklärung 
im 21. Jahrhundert umfasst daher auch erneut das Menschen-
bild selbst, wie gleich zu Beginn des Brundtland-Berichts for-
muliert: „In the middle of the 20th century, we saw our planet 
from space for the first time. Historians may eventually find 
that this vision had a greater impact on thought than did the 
Copernican revolution of the 16th century, which upset the 
human self-image by revealing that the Earth is not the centre 
of the universe. From space, we see a small and fragile ball 
dominated not by human activity and edifice but by a pattern 
of clouds, oceans, greenery, and soils. Humanity’s inability to 
fit its activities into that pattern is changing planetary sys-
tems, fundamentally. Many such changes are accompanied by 
life-threatening hazards. This new reality, from which there is 
no escape, must be recognized – and managed.“ (WCED, 1987; 
Hervorhebungen nicht im Original).
In Anbetracht der umfassenden Durchdringung von 
Gesellschaften durch neue Technologien sollte dieses auf-
klärerische Projekt auch insbesondere die Technikfolgen-
abschätzung umfassen. Visionen, Erzählungen, Szenarien 
und Simulationen werden dort integriert als „Inhalt in Form 
von Vorstellungen über zukünftige Entwicklungen“, beru-
hen jedoch „ausschließlich auf gegenwärtigen ‚Inputdaten’ 
wie Wissen, Interessen, Annahmen und Werten“ (Grunwald, 
2012: 26). Ohne diese emanzipatorischen Hinterfragungen 
werden neue Technologien mit genau dem Menschen- und 
Weltbild erdacht und genutzt, das auch schon vielen der 
Nachhaltigkeitsprobleme zu Grunde liegt. Damit wäre eher 
eine Beschleunigung dieser negativen Trends zu erwarten als 
eine Kurskorrektur. Die Praxis, gegenwärtige Inputdaten in 
ihren Annahmen, Wissensbeständen, Interessen und Werten 
zu hinterfragen, liegt der reflexiven Wissenschaft zu Grunde, 
in der sich Begriffe wie „Futures Literacy“ und „Antizipation“ 
als neue Forschungs- und Praxisfelder etablieren (Kap. 2). 
Das Entstehen von soziotechnischen Systemen maschineller 
Intelligenz und Entscheidungsfindung sowie technische Mög-
lichkeiten der Manipulation von Menschen werfen genauso 
Fragen nach menschlichem Leben und Würde auf wie solche 
nach Selbstbestimmung und Lebensvoraussetzungen. 
Digitalisierung als Potenzial für Menschlichkeit nutzen
Damit neue technologische Möglichkeiten dabei helfen kön-
nen, die Vision eines „neuen Humanismus“ und menschlicher 
Potenzialentfaltung voranzutreiben, ist ein aufklärerischer 
Ansatz Voraussetzung:
1. Können menschliche Fähigkeiten wie Empathie, Persön-
lichkeitsbildung, körperliche Sensibilität und Selbstregu-
lation durch digital vermittelte Daten, Informationen oder 
auch spielerische Anwendungen gestärkt werden? Oder 
braucht es im Gegenteil dafür sogar Restriktionen in der 
Nutzung digital vermittelter Erfahrungen?
2. Können neue Formen der Kommunikation, Interaktion 
oder Infrastruktur systemische Zusammenhänge und 
soziale Rückkopplungsschleifen in Gesellschaften besser 
erfahrbar machen und damit auch die Einbettung indivi-
dueller Handlungen in diese? Oder ist digital vermittelte 
Kommunikation hier schwächer als analoge?
3. Befähigt uns Digitalisierung, die Unvermitteltheit und 
Sprachlosigkeit zwischen lokalen Gemeinschaften und 
globalen Ökosystemen zu überwinden? Wie könnten 
Augmented Reality, Simulationen, Gaming oder auch Citi-
zen Science hier helfen? Welche Rolle spielt aber auch 
direkte Naturerfahrung? 
4. Welche kulturellen Prägungen und digital vermittelten 
Praktiken finden in einem zunehmend globalen Diskurs- 
und Interaktionsraum Wiederhall und Verbreitung? Wel-
che Ideen von menschlicher Selbstbestimmung und Soli-
darität, Würde und Lebensweise sind dominant, wel-
che kaum repräsentiert? Welchen Effekt hat dies auf das 
Menschenbild des 21. Jahrhunderts?
Forschung, Wissenschaft und Bildung haben gerade in Zeiten 
tiefer Umbrüche oft konstitutive Wirkung und sollten diese 
auch couragiert und verantwortlich annehmen. Menschen 
können genau dann kokreative und erfolgreiche Akteure von 
Zukunftsgestaltung werden, wenn sie den aktuellen Heraus-
forderungen entsprechend befähigt sind: Beobachtung, 
Reflexion, Imagination und Kreativität treiben Abweichun-
gen, Experimente und Innovationen an. In Krisenzeiten sind 
sie wichtige Bestandteile von Resilienz (UNESCO, 2012a: 15). 
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 > Dystopische Systemrisiken des Jetzt und des Morgen 
klar benennen und vermeiden: Zur Vorsorge wie auch 
zur bestmöglichen Gestaltung der Digitalisierung ist 
es wichtig, mögliche Gefahren und Abgründe zu 
antizipieren. Der WBGU regt mit einer tentativen 
Liste von Systemrisiken (Kasten 7.3-1) an, den Dis-
kurs über negative Folgen gesamtgesellschaftlich zu 
führen. Dabei sollte der unterschiedliche Charakter 
solcher Systemrisiken beachtet werden, um in 
Gesellschaften entsprechende Resilienz zu fördern. 
So betreffen manche dieser Systemrisiken eher 
schleichende Vorgänge, andere abrupte 
Umschwünge. Wieder andere sind heute kaum greif-
bar und bedürfen weiterer Erforschung und  Vorsorge 
(„black doors“). 
7.4
Dritte Dynamik: Die Zukunft des Homo sapiens – 
Diskurse 
Für die Zukunft des Homo sapiens werden durch die 
Digitalisierung völlig neue Möglichkeitsräume eröffnet, 
welche die biologische und kulturelle Evolution über-
steigen. Diese Zukunft ist seit langem Bestandteil des 
gesellschaftlichen Diskurses, nicht zuletzt durch die 
Science Fiction, wo utopische wie dystopische Poten-
ziale ausgelotet werden (Kap. 6). Die Digitalisierung 
kann zudem fundamentale Auswirkungen auf das Ver-
hältnis zwischen Mensch und Umwelt haben. So kann 
beispielsweise die künftige Umwelt des Menschen 
zunehmend virtuelle Komponenten bekommen. Es 
stellen sich völlig neue Fragen: Könnte es eine aus 
unserer heutigen Sicht verarmte Natura futuris geben, 
in der ein künftiger, daran angepasster Mensch aber 
dennoch leben kann? Soll durch Digitalisierung in ers-
ter Linie die (Um-)Welt oder der Mensch verbessert 
werden? Kommt am Ende gar ein vom Biologischen 
befreiter, technologisch-posthumanistischer Mensch 
auch ganz ohne Natur oder den Planeten aus 
( Kasten 2.1.2-1)? Die Bewahrung des Menschen auf 
diesem Planeten kann als „ultimatives Nachhaltigkeits-
problem“ angesehen werden: Es stellt sich die Frage 
nach der Zukunftsfähigkeit und Identität des Men-
schen und der menschlichen Gesellschaften selbst. 
Dabei sollte es aus Sicht des WBGU nicht um eine 
Neudefinition von menschlicher Gesundheit oder 
Umweltgesundheit gehen, indem es dem Menschen 
durch Digitalisierung ermöglicht wird, in einer ansons-
ten zerstörten Umwelt leben zu können. Vielmehr emp-
fiehlt der WBGU als Ziel, den biologischen Menschen 
und seine Gesellschaften eingebettet in seine natürliche 
Umwelt zu bewahren (Kap. 2.2).
Der Mensch im Digitalen Zeitalter, vom WBGU hier 
in Anlehnung an Capurro (2017) plakativ als Homo 
digitalis bezeichnet, ist nicht nur mit digitalen Werk-
zeugen und Medien in ständigem Austausch und eng 
verwoben, sondern er befindet sich bereits auf dem 
Weg, zunehmend auch seinen Körper mit digitalen 
Methoden zu reparieren, zu verändern oder gar zu ver-
bessern (Kasten 2.1.2-1; Kap. 5.3.7). Die Technisierung 
des Menschen hat bereits begonnen und verläuft stür-
misch (Themenkasten 5.3-2; Kehl und Coenen, 2016; 
Birbaumer, 2017). Wie der WBGU (2018a) schreibt, 
können „Assistenzsysteme, Implantate, Sensorik und 
andere Formen der Interaktion zwischen Menschen 
und technischen Systemen [...] körperliche Einschrän-
kungen kompensieren (z. B. durch Prothesen), aber 
auch die Parameter menschlicher Fähigkeiten verschie-
ben (z. B. unsere kognitiven Potenziale verbessern).“ 
Diese Entwicklung ist stark von technologischen wie 
ökonomischen Interessen und Wissenschaft getrieben, 
wobei häufig die Frage nach individuellem Nutzen 
(etwa in Form wissenschaftlicher Erkenntnisse, kom-
merzieller Verwertbarkeit oder individueller Lebens-
qualität) im Vordergrund steht, während die gesell-
schaftlichen oder ethischen Konsequenzen der Poten-
ziale oder Risiken häufig eine zu geringe Beachtung 
finden. 
Es existiert bereits heute dringender Bedarf, sich mit 
den Rahmenbedingungen dieser Technologien ausein-
anderzusetzen (Kehl und Coenen, 2016: 150) sowie 
Regelungsbedarf, um einige der jetzt schon sichtbaren 
negativen Konsequenzen einzuschränken und zu 
 kontrollieren (Yuste und Goering, 2017; Birbaumer, 
2017; Kap. 9.4). Auch wenn mit Homo digitalis nicht im 
transhumanistischen Sinn eine neue Art gemeint ist 
(Kasten 2.1.2-1), so geht es doch in dieser Dritten 
Dynamik um die bereits angelaufene und allmähliche 
Transformation perspektivisch hin zu zunehmend digi-
talisierten Menschen innerhalb digitalisierter Gesell-
schaften. Im digitalen Anthropozän wird somit auch die 
Zukunft des Menschseins selbst zum Thema nachhalti-
ger Entwicklung.
Des Weiteren gibt es einen intensiven und kontro-
versen Diskurs zur Machina sapiens, also zu kognitiv 
leistungsfähigen Maschinen (Kap. 3.3.3). Droht uns 
eine Vermenschlichung der Maschine (Kasten 7.3-2; 
Kap. 10.3.3.1)? Inwiefern können und sollten Maschi-
nen überhaupt menschenähnlich sein? Bereits heute 
können technische Systeme in noch begrenztem 
Umfang Intelligenz nachahmen und autonome Ent-
scheidungen treffen. Oft werden sie dabei im öffentli-
chen Diskurs jedoch geradezu vermenschlicht, d.  h. 
ihnen genuin menschliche Eigenschaften oder Verhal-
tensweisen zugeschrieben (Rehak, 2016). Das Problem 
besteht hier „weniger darin, dass die Technik sich dem 
Menschen immer mehr annähert oder ihm visuell ähn-
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licher wird – vielmehr geht es um die subtile Verwi-
schung der fundamentalen Charakteristika, die eine 
Person oder eine Maschine ausmachen“ (Kehl und 
Coenen, 2016: 147). In jedem Fall werden KI und auto-
matisierte Entscheidungssysteme den Menschen und 
unsere Gesellschaften grundlegend verändern, heraus-
fordern, vor bisher unbekannte Probleme stellen und 
zugleich neue Handlungsoptionen eröffnen: „Machines 
are now good or excellent at arithmetic, chess, mathe-
matical theorem proving, stock picking, image captio-
ning, driving, arcade game playing, Go, speech synthe-
sis, speech transcription, translation and cancer 
 diagnosis“ (Tegmark, 2017: 80). KI ist bereits heute 
menschlichen analytischen Fähigkeiten in einer zuneh-
menden Zahl von Teilbereichen überlegen, während 
menschliche Intelligenz (noch) in der Beurteilung von 
vielfältigen Zusammenhängen einzigartig ist. Wann 
oder ob überhaupt jemals technische Systeme in der 
Lage sein werden, menschlicher Kognition generell 
ebenbürtig oder überlegen zu sein, ist ungewiss. Doch 
schon lange bevor ein solcher Punkt erreicht würde, 
werden sich in immer mehr Bereichen von Wirtschaft, 
Gesellschaft, Politik und Wissenschaft die Verbindun-
gen zwischen technischen Systemen und Menschen, 
das Selbstverständnis der Menschen und unsere Welt-
bilder fundamental ändern. 
Zugleich gibt es Alleinstellungsmerkmale des Men-
schen, die ihn im Verhältnis zu Maschinen nicht nur 
einzigartig machen, sondern diese Einzigartigkeit auch 
besonders herausstellen. Die Fähigkeiten des Menschen 
zu Empathie, Emotionalität und sozialer Gemeinschaft 
unterscheiden ihn ganz grundsätzlich von Maschinen. 
Nur Menschen haben eigene Gründe für ihr Handeln – 
Motive, Gefühle, moralisches Empfinden. Die wechsel-
seitige Anerkennung dieser Beweggründe – und somit 
die Anerkennung als menschliche Akteure – kann allein 
der Interaktion zwischen Menschen zugrunde liegen; 
denn Maschinen verfügen nicht über intrinsische 
Gründe für ihr Handeln (Nida-Rümelin und  Weidenfeld, 
2018). 
Ein zentrales Alleinstellungsmerkmal menschlicher 
Intelligenz gegenüber Maschinen ist also in den 
 emotionalen und sozialen Komponenten menschlichen 
Handels begründet. Obschon Maschinen in der Inter-
aktion mit Menschen vermehrt Emotionen von Men-
schen interpretieren und auch selbst Emotionen abbil-
den können (Yonck, 2017), handelt es sich dabei stets 
um nichts weiter als eine Simulation von Gefühlen 
(Nida-Rümelin und Weidenfeld, 2018). Wie der Direk-
tor des MIT Media Lab, Joichi Ito, in diesem Zusam-
menhang bemerkte: „More computation does not 
makes us more ‚intelligent’, only more computationally 
powerful.“ (Ito, 2018). Die möglicherweise überlegen 
erscheinende Rechenleistung von Maschinen stellt 
menschliche Intelligenz also nicht per se in den Schat-
ten (Kap. 3.2, 3.3.3). Vielmehr kann die Unfähigkeit 
von Maschinen, eigene, echte Emotion zu generieren, 
dem Menschen helfen, die Alleinstellungsmerkmale 
seines Denkens besser zu erkennen und zu stärken; 
schließlich sind diese Merkmale unersetzlich für 
menschliches Zusammenleben. „We trust other people 
not because they are incredibly smart — like AI — but 
because they have emotional connections, specifically 
with us.” (Gray, 2017: 21). Die Alleinstellungsmerkmale 
menschlicher Intelligenz kann man aus prinzipiellen 
Gründen keiner auch noch so fortschrittlichen Maschi-
nen zuschreiben.
Es wird jedoch, wie bereits angesprochen, darüber 
spekuliert, dass autonome und intelligente Maschinen 
– jenseits der heutigen, in Teilbereichen bereits beein-
druckenden Leistungen von KI, z. B. bei Musterer-
kennung – in Zukunft den Menschen in seinen kogniti-
ven Leistungen insgesamt erheblich übertreffen könn-
ten („Singularität“; Vinge, 1993; Kurzweil, 2005; 
 Bostrom, 2014). Unter weiter entwickelten technologi-
schen Bedingungen als den heutigen könne spekulativ 
eines Tages sogar eine starke KI eine Art „Superintelli-
genz“ erlangen, mit dem damit verbundenen Risiko, 
dass Maschinen Macht über Menschen erlangen könn-
ten (Bostrom, 2014). Transhumanisten und technologi-
sche Posthumanisten sprechen sogar von der Überwin-
dung der Unzulänglichkeiten des biologischen Körpers 
und insbesondere des Todes, im Extremfall durch das 
„Hochladen“ der menschlichen Identität in eine digitale 
Maschine (Kasten 2.1.2-1; Kurzweil, 2005; mind 
uploading: Loh, 2018: 80ff., 122ff.). Unter diesen ext-
remen Szenarien könne sogar die natürliche Umwelt 
des Menschen überflüssig werden, wenn sich der 
Mensch auf digitale Weise so weit von seinen biologi-
schen Ursprüngen enthebt, dass sein Bezug zum Erd-
system obsolet wird (Tegmark, 2017).
Angesichts dieser Visionen droht die Grenze zwi-
schen Mensch und Maschine zunehmend zu ver-
schwimmen (Kurzweil, 1999; Kehl und Coenen, 2016), 
und damit auch die Grenze zur Umwelt. Zum jetzigen 
Zeitpunkt erscheinen diese Diskurse spekulativ, aber 
sie sind in Kultur (Science Fiction), Gesellschaft und 
Wissenschaft bereits wirkmächtig und mit Hoffnungen 
wie Ängsten besetzt (Kap. 6). 
Andere Autor*innen stehen diesen Spekulationen 
skeptisch gegenüber und sehen keine Gefahren durch 
superintelligente Maschinen (Floridi, 2014: 129ff.; 
Domingos, 2015: 283f.; Kehl und Coenen, 2016: 16f.; 
Misselhorn, 2018: 205ff.) bzw. sprechen softwareba-
sierten Systemen jeder Art, einschließlich KI-Syste-
men, mentale Eigenschaften wie Wahrnehmungen, 
Emotionen und Entscheidungsfähigkeiten ab und 
beobachten lediglich eine „mehr oder weniger gut 
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gelungene Simulation kognitiver und emotiver Pro-
zesse“ (Nida-Rümelin und Weidenfeld, 2018: 205). Wo 
immer man die Grenze zwischen Mensch und Maschine 
ziehen möchte: Es kommt die Herausforderung auf die 
Gesellschaft zu, die weitere Entgrenzung von Mensch 
und Maschine im Sinne der Menschheit zu verstehen 
und zu verhandeln bzw. das Zusammenspiel zwischen 
Mensch und Maschine im positiven Sinn zu gestalten. 
Dabei wird das Mensch-Technik-Verhältnis im Zuge des 
technischen Fortschritts und im Kontext gesellschaftli-
cher Herausforderungen immer wieder neu zu definie-
ren sein (Kehl und Coenen, 2016). 
Weitere fundamentale Fragen stellen sich angesichts 
einer potenziellen „künstlichen Evolution des Men-
schen“. Die Selektion von durch In-vitro-Fertilisation 
erzeugten befruchteten Eizellen anhand gewünschter 
Kriterien vor der Implantation in die Gebärmutter ist 
bereits heute möglich. Noch tiefgreifender wäre die 
Anwendung neuer Methoden der Gentechnik (z. B. 
CRISPR/Cas9, Jinek et al., 2012), für deren Entwicklung 
und Nutzung moderne digitale Technik unverzichtbar 
ist. Eine künstliche Veränderung des menschlichen 
Genoms in der Keimbahn könnte dazu verwendet wer-
den, erbliche, auf Gendefekten beruhende Krankheiten 
zu heilen (Nuffield Council on Bioethics, 2018). Seit 
einigen Jahren werden bereits entsprechende For-
schungsarbeiten an menschlichen Embryonen durch-
geführt (z. B. Liang et al., 2015; Kang et al., 2016). Der 
behauptete Eingriff des chinesischen Wissenschaftlers 
He Jiankui im November 2018 mittels CRSIPR/Cas9 in 
das Erbgut von Zwillingen ist weltweit auf massive Kri-
tik gestoßen (Cyranoski und Ledford, 2018) und hat zu 
einem gesellschaftlichen Diskurs über den verantwor-
tungsvollen Umgang mit Eingriffen in die menschliche 
Keimbahn geführt (Deutscher  Ethikrat, 2019).
Die neuen gentechnischen Methoden eröffnen aber 
auch die transhumanistisch-eugenische Perspektive, 
dass der Homo sapiens die „Evolution in die eigenen 
Hände nimmt“ und gezielt in Richtung einer neuen 
„posthumanen Art“ steuert (Annas et al., 2002; 
Fukuyama, 2002). Auf diese Weise könnten dem Men-
schen Anpassungen und Eigenschaften angezüchtet 
werden, beispielsweise Toleranz für widrige Umweltbe-
dingungen, die etwa durch globale Umweltveränderun-
gen verursacht wurden, oder extrem gesteigerte senso-
rische Fähigkeiten (Nuffield Council on Bioethics, 
2018: 47). Diese Ansätze haben also das Potenzial, den 
zukünftigen Homo sapiens in seiner biologischen Ver-
fasstheit fundamental zu verändern. Wegen der damit 
verbundenen ethischen Probleme warnen Forscher vor 
der genetischen Manipulation der menschlichen Keim-
bahn (Lanphier et al., 2015; Baltimore et al., 2015); sie 
ist in vielen Ländern verboten. 
Im Bezug auf die genannten notwendigen Diskurse 
sowie auf die potenziell tiefgreifenden Auswirkungen 
auf Gesellschaften und Umwelt ergeben sich grund-
sätzliche, teils durchaus spekulative Fragen zur Ethik 
und zur Würde des Menschen. Daher kann es dem 
WBGU bei der Dritten Dynamik nicht nur um konkrete 
Handlungs- oder Forschungsempfehlungen im Sinn 
klassischer Politikberatung gehen. Vielmehr geht es vor 
allem darum, diese Themen und Probleme rechtzeitig in 
den Blick zu nehmen und ihnen gesellschaftliche Auf-
merksamkeit zu verschaffen, denn die skizzierten Ver-
änderungen werden existierende Konzepte von 
„menschlicher Entwicklung“ und von „Nachhaltigkeit“ 
grundlegend herausfordern und verändern. Der WBGU 
möchte hier vor allem die richtigen Fragen stellen und 
nicht bereits fertige Antworten präsentieren. In einem 
zweiten Schritt sollten dann Wege und Methoden 
gefunden werden, wie Gesellschaften und Kulturen 
sich auf mögliche Pfade der Gesellschaft in Bezug auf 
Natura futuris, Homo digitalis und Machina sapiens vor-
bereiten, und wie sie den Diskurs um Kriterien, Regeln 
und Grenzziehungen demokratisch und transparent 
gestalten können. 
Um diesen Diskurs über die künftigen Möglichkeits-
räume anzuregen, stellt der Beirat hier in knapper Form 
drei spekulative, hoffnungsfrohe Gedankenspiele vor. 
Der WBGU empfiehlt, sich der Methode von John 
Rawls zu bedienen, um über mögliche Zukünfte nach-
zudenken. Rawls hat in seiner Theorie der Gerechtigkeit 
(Rawls, 1972) seinen Lesern, Bürgern und Entschei-
dungsträgern angeraten, über „gerechte Ordnungen“ 
nachzudenken und zwar aus einer Position heraus, in 
der die Nachdenkenden nicht wissen, welche Stellung 
sie selbst in der gedachten Gesellschaft einnehmen. 
Dieser „Schleier der Unwissenheit“ ermöglicht es, 
Gerechtigkeitsvorstellungen und -prinzipien zu gene-
rieren, die nicht durch unmittelbare Eigeninteressen 
der Nachdenkenden geprägt sind, sondern darauf aus-
gerichtet werden, eine faire Gesellschaft zu imaginie-
ren, die „Jedermann und Jederfrau“ gerecht wird. Ein 
solcher „Schleier der Unwissenheit“ könnte auch hilf-
reich sein, um vor dem Hintergrund der drei Gedanken-
spiele des WBGU über zukünftige Menschenbilder im 
Digitalen Zeitalter nachzudenken: 
1. Die Menschheit kommt zu sich selbst: KI übertrifft 
die kognitiven Leistungen des Menschen in Teilbe-
reichen bereits heute (Kap. 3.3.3). Umso mehr soll-
ten wir unsere Aufmerksamkeit und Wertschätzung 
auf die oben beschriebenen Alleinstellungsmerk-
male des Menschen lenken, die eben nicht unmit-
telbar kognitive Kapazitäten betreffen: die emotio-
nalen und sozialen Fähigkeiten. KI könnte verstärkt 
das Messen, Rechnen und Dokumentieren über-
nehmen und uns dadurch ermöglichen, eine stär-
kere Hinwendung zu Fähigkeiten wie Empathie, 
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Fürsorge und Solidarität zu verfolgen. Anders als 
in den „harten“ Klischeevorstellungen vom Super-
menschen mit Computergehirn oder allwissenden 
Computersystemen mit zunehmend menschlichen 
Eigenschaften wäre somit eine „weiche“ Vision des 
gesellschaftlichen Fortschritts umrissen.
2. Der Mensch schafft sich Gefährten: Je weiter KI 
auf immer mehr Anwendungsgebieten fortschrei-
tet, desto vielfältiger und intimer können sich die 
Berührungspunkte und Schnittstellen zwischen 
Technik und Mensch entwickeln. Dies kann bis 
hin zu  symbiotischen Verbindungen führen; die 
aber wohl anders ausfallen dürften als in gängigen 
„Cyborg“-Träumen imaginiert. Möglicherweise ent-
stehen auch KI-befähigte Wesenheiten, die zu wohl-
integrierten, loyalen Begleitern des Menschen wer-
den, in Gesellschaften, die lebenswerter sind als die 
heutigen. Beispielsweise könnten digitale Assisten-
ten zunehmend unsere monotonen Tätigkeiten über-
nehmen (z. B. durch Übernahme logistischer Aufga-
ben), uns beim Lernen und Verstehen unterstützen 
(z. B. durch Synthese und Interpretation überborden-
der Informationsfülle) und nicht zuletzt dazu bei-
tragen, dass wir uns selbst und unsere Umwelt stär-
ker wertschätzen (z. B. durch Diagnostik und Spie-
gelung). Würden die Menschen selbst über all ihre 
Daten verfügen, die sie verursachen, könnten sie 
dazu befähigt werden, sich selbst und ihr Verhal-
ten besser zu verstehen und weiterzuentwickeln. 
Eine solche Perspektive stößt etwa im ostasiatischen 
Kulturkreis auf geringere Skepsis als in westlichen 
Gesellschaften und befördert ein Weltbild, das den 
Menschen nicht kategorisch von Natur und Tech-
nik abgrenzt. 
3. Der Mensch erfindet seine Meister: Wie weiter oben in 
diesem Kapitel beschrieben, gehen die Spekulationen 
über die künftigen Fortschritte der KI – und damit 
letztlich auch über die Zukunft des Homo  sapiens 
– weit auseinander (Kap. 3.3.3;  Kasten 2.1.2-1). 
Dennoch ist vor dem Hintergrund der bereits heute 
beeindruckenden kognitiven Leistungen der KI die 
Frage ebenso verstörend wie höchst umstritten, ob 
in einer späteren Phase der digitalen Revolution 
nicht nur bewusste, sondern auch beseelte künstli-
che Entitäten mit selbständiger Willensbildung und 
Reproduktion formiert werden könnten. Der Schutz 
der Würde des Menschen bliebe dabei eine quin-
tessenzielle Herausforderung, aber dennoch könnte 
im Diskurs folgende Frage gestellt werden: Könnte 
die Verbindung der sozialen und emotionalen Intel-
ligenz des Menschen mit den uns überlegenen kog-
nitiven Fähigkeiten von Maschinen eine Koevolution 
ermöglichen, deren Geschöpfe sogar größere Huma-
nität besitzen als wir selbst?
Der WBGU hat sich mit diesen Gedankenspielen ausei-
nandergesetzt und empfiehlt, dass sich unsere Gesell-
schaften mit der Zukunft menschlicher Entwicklung, 
dem Verständnis menschlicher Würde und Konzepten 
nachhaltiger Entwicklung, also dem Zusammenspiel 
zwischen Gesellschaften und dem Erdsystem, im Digi-
talen Zeitalter proaktiv und rasch auseinander setzen 
sollten. Nur so kann Gestaltungsfähigkeit entstehen. 
Die intuitiv „vernünftige“ Option wäre ein generelles 
Moratorium, das F&E-Anstrengungen zur Schaffung 
bewusster und damit leidensfähiger Systeme grund-
sätzlich untersagt. Aber ist ein solches lückenloses und 
vor allem globales Moratorium überhaupt realisierbar? 
Und wenn die zivilisatorische Entwicklung seit dem 
Neolithikum offenbar selbstorganisiert auf die Substi-
tuierung und Transzendierung der humanen (physiolo-
gischen, manuellen, kognitiven) Fähigkeiten gerichtet 
ist, kann dann die Schaffung einer neuen Wesenheit 
durch die Menschen per se ausgeschlossen werden? Vor 
diesem Hintergrund ist der WBGU zu dem Schluss 
gekommen, Diskurse über wünschenswerte Zukünfte 
zu empfehlen. 
Handlungsleitende Prinzipien
Diese drei Gedankenspiele mögen äußerst spekulativ 
erscheinen. Dennoch hat die Dritte Dynamik bereits 
begonnen. Daher empfiehlt der WBGU, bereits jetzt die 
Zukunft des Menschen im Digitalen Zeitalter demokra-
tisch und gemeinwohlorientiert vorzudenken sowie die 
aktuellen Herausforderungen der Digitalisierung regu-
lativ einzuhegen. „Wie eine ‚antizipatorische Gover-
nance’, die nicht nur Wissenschaft und Technik, son-
dern auch Politik, Wirtschaft und potenzielle Nutzer 
einbeziehen sollte, organisiert werden könnte, ist aber 
noch eine weitgehend offene Frage.“ (Kehl und Coenen, 
2016: 17). Die neuen Herausforderungen, z. B. in Bezug 
auf individuelle Mündigkeit, Selbstbestimmung und 
Hoheit über die persönlichen Daten, sind bereits viru-
lent, können sich aber durch die zukünftigen digitalen 
Möglichkeiten erheblich verstärken. 
Bei derart folgenreichen Fragen sollten der breite 
und transparente gesellschaftliche Diskurs sowie staat-
liche Gestaltung der Rahmenbedingungen vor einer 
bloßen Eigendynamik kommerzieller Interessen stehen. 
Die notwendigen gesellschaftlichen Entscheidungen 
müssen im demokratischen Prozess getroffen werden. 
Um diese Gestaltungsaufgaben frühzeitig vorzuberei-
ten, brauchen wir eine weltweite, differenzierte, 
gemeinschaftliche und dynamische Auseinanderset-
zung zu Werten und Normen. Im gesellschaftlichen Dis-
kurs müssen grundsätzliche philosophische und ethi-
sche Fragen diskutiert werden; die normative Dimen-
sion gewinnt entscheidende Bedeutung. Der WBGU 
möchte auch hier den Begriff der Würde ins Zentrum 
7 Digitalisierung und Nachhaltigkeit – Synthese
326
der Überlegungen rücken (Kap. 2.3). Insbesondere 
geht es um Diskurse zu den folgenden handlungsleiten-
den Punkten:
 > Diskurs I: Homo digitalis: Jenseits der begrüßenswer-
ten Kompensation körperlicher Einschränkungen, 
z. B. durch mechanische oder sensorische Prothesen, 
stellen sich mit den rapide wachsenden technischen 
Möglichkeiten folgende Fragen: Wie kann ange-
sichts der „Technisierung des Menschen“ (Themen-
kasten 5.3-2) die Identität des Menschen bzw. des 
Menschlichen bewahrt werden? Wo sollen Grenzen 
bei der Technisierung des Menschen gezogen wer-
den? Welchen „genuinen Wesenszug des Menschen 
und seiner Kultur“ wollen wir erhalten und vor 
Zugriff beziehungsweise maschineller Ersetzung 
schützen (Kehl und Coenen, 2016: 18)? Inwieweit 
wollen wir die künftige Evolution des Homo sapiens 
selbst steuern? Was bedeutet ein neuer Humanismus 
für den Homo digitalis (Kasten 7.3-2)? 
 > Diskurs II: Machina sapiens: Der Mensch wird immer 
die Verantwortung für Maschinen, Daten, Algorith-
men und Software haben. Insofern plädiert der Bei-
rat für den positiven Ansatz einer Selbstvergewisse-
rung der Eigenschaften sowie des zu erzielenden 
Wohlbefindens des natürlichen Homo sapiens in 
seinem Verhältnis zu Maschinen und Automatismen. 
Es gilt, das Selbstbewusstsein des Menschen zu stär-
ken und die Mensch-Maschine-Kollaboration im 
Einklang mit der Verantwortung des Menschen aktiv 
zu gestalten. Angesichts der Fragen, ob und wo 
Menschen vor Maschinen geschützt werden müssen 
und ob und wo menschliches Wohlbefinden durch 
Maschinen gefährdet werden kann, spricht sich der 
Beirat zudem für ein Moratorium für die Entwick-
lung und Anwendung vollautomatisierter autono-
mer Waffensysteme aus, wie es sich auch im Entwurf 
der „Charta für ein nachhaltiges Digitales Zeitalter“ 
findet (Kap. 8.6). Es gibt eine Reihe weiterer rele-
vanter Fragen, die der Beirat in den Diskurs einbrin-
gen möchte: Soll es eine Grenze für die Empathiefä-
higkeit oder Vermenschlichung von Maschinen 
geben? Oder hätte dies sogar Vorteile, sofern es mit 
den nötigen „Einhegungen“ geschieht? Ist die 
„Superintelligenz“ von Maschinen lediglich dystopi-
sche Science-Fiction-Vision oder ein zu diskutieren-
des Szenario oder Risiko? Wird es vielleicht sogar 
irgendwann die Herausforderung geben, eine Grenz-
ziehung vorzunehmen jenseits derer auch die Würde 
von künstlich intelligenten Maschinen diskutiert 
werden müsste? Oder gilt es, diese von vorherein 
auszuschließen, indem grundsätzlich Forschung zu 
maschinellem Bewusstsein aus ethischen Gründen 
(Metzinger, 2001) geächtet und ausgeschlossen 
wird? 
 > Diskurs III: Natura futuris: Im Zeitalter des digitalen 
Anthropozäns stellt sich die Frage, wo die Grenzen 
des menschlichen Eingriffs in Natur und Umwelt 
gezogen werden sollen. Sind die bestehenden politi-
schen Zielsetzungen ausreichend? Wie verändert 
sich das Verhältnis Mensch-Natur-Technik im Digi-
talen Zeitalter? Wenn der biologische Menschen in 
seiner natürlichen Umwelt bewahrt werden soll: 
Welche Voraussetzungen für Natur und Erdsystem 
sind dann notwendig? Sollen darüber hinausgehen-
den Ziele verfolgt werden? 
Übergreifend stellt sich die Frage: Wie gestalten wir 
eine positive Koevolution zwischen menschlicher Zivi-
lisation, Technosphäre und Umwelt? Der WBGU sieht 
hier diese handlungsleitenden Prinzipien: 
 > Diskursarenen schaffen und gesellschaftlichen  Diskurs 
führen: Angesichts dieser möglichen und teils nöti-
gen fundamentalen Fragen besteht eine wichtige 
Aufgabe bereits heute darin, einen andauernden 
gesellschaftlichen Diskurs unter breiter Beteiligung 
zu organisieren und geeignete Diskursarenen zu 
schaffen (Kap. 9.4.4). Bei diesen Diskursen geht es 
im Kern darum, wie auf der Basis gemeinsamer 
Werte und Normen, etwa orientiert am normativen 
Kompass, das Zusammenspiel und die Koevolution 
von menschlicher Zivilisation und intelligenten 
technischen Systemen so gestaltet werden könnte, 
dass menschliches Wohlergehen im Mittelpunkt 
steht (Kap. 2). In diesen Diskursen sollten daher 
nicht nur der Sachstand, sondern auch unterschied-
liche Positionen, Interessenskonflikte und Macht-
verhältnisse besprochen werden. Nicht zuletzt sollte 
untersucht werden, ob die bestehenden institutio-
nellen Regime angepasst werden müssen. 
 > Die neue digitalisierte Gesellschaft vorausdenken: Mit 
den digitalen Technologien werden völlig neue 
Zukunftsgestaltungen möglich. Die strategischen 
Weichenstellungen und kulturellen Umbrüche des 
Digitalen Zeitalters sollten jetzt vorgedacht werden. 
Jetzt müssen die angesprochenen tiefen philosophi-
schen Fragen gestellt und in neu zu schaffenden Dis-
kursräumen diskutiert werden (Kap. 9.4.3). Die 
 Philosophie sollte daher eine der Leitwissenschaften 
der Dritten Dynamik werden. Durch Forschung und 
Bildung muss ein Fundament für die kommenden Ent-
scheidungen geschaffen werden (Kap. 10.3.3). Die 
Technikfolgenabschätzung möglicher Zukunftsszena-
rien und die angewandte Ethik bieten hier konstruk-
tive Ansätze, um Frühwarnfunktionen  aufzubauen 
und den Technikwandel proaktiv zu gestalten 
(Kap. 10.3.3.3). 
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7.5
Folgerungen: Digitalisierung in den Dienst der 
globalen Nachhaltigkeit stellen
Die übergreifende Botschaft des WBGU lautet, dass die 
Digitalisierung in den Dienst der globalen Nachhaltigkeit 
gestellt werden soll. Digitalisierung ist keine „Naturge-
walt“, sondern eine von Menschen vorangetriebene Ent-
wicklung, die angesichts ihrer Potenziale und Risiken 
für Nachhaltigkeit gestaltet werden muss. Die entschei-
denden Ansatzpunkte für die Transformation zur Nach-
haltigkeit liegen (je nach Dynamik und Problematik) bei 
den politischen Rahmenbedingungen (Politik, Recht), 
den gesellschaftlichen Praktiken (Wirtschaft, Konsu-
ment*innen) sowie bei der Weiterentwicklung von 
Nachhaltigkeitsleitbildern und von Vorstellungen 
„menschlicher Entwicklung“, die den Dynamiken des 
Digitalen Zeitalters gerecht werden. Die Digitalisierung 
ist hierbei sowohl Gegenstand der Betrachtung als auch 
mögliches Instrument spezifischer Lösungsstrategien. 
Die derzeitige Entwicklung weist eindeutig noch 
nicht in diese Richtung. Die Möglichkeiten des Digita-
len Zeitalters werden derzeit nicht ausreichend in den 
Dienst globaler Nachhaltigkeit gestellt. Gegenwärtige 
Rahmenbedingungen und gesellschaftliche Realitäten 
führen dazu, dass die digitale Revolution bisher eher 
bestehende, nicht nachhaltige Trends verstärkt und 
beschleunigt, anstatt dabei zu helfen, nicht nachhaltige 
Pfadabhängigkeiten zu überwinden. Die vielen konkre-
ten Veränderungen, die in diesem Gutachten beschrie-
ben und analysiert werden, bergen zwar zahlreiche 
Potenziale. Sie führen jedoch nicht per se zu einer 
Trendumkehr. Aus einer Transformationsperspektive 
lässt sich dies als „inkrementeller Radikalismus“ benen-
nen: Die Summe einer Vielzahl konkreter Praktiken 
reproduziert und beschleunigt Nachhaltigkeitskrisen, 
ohne dass diese negativen Folgen im Einzelfall inten-
diert oder vollständig absehbar sind. 
Im Vergleich dazu relativ klar vor Augen liegen die 
vermeintlichen Utopien derer, die die Mittel der digita-
len Revolution bewusst disruptiv nutzen wollen. Hier 
trifft sich eine auf die Spitze getriebene Überwachungs-
gesellschaft, in der personenbezogenen Daten zu einem 
wichtigen Rohstoff werden, mit dem totalitären Kont-
rollstaat, der jede Abweichung mit digitalen Mitteln zu 
unterbinden sucht. Aus einer Transformationsperspek-
tive zeigt sich eine Art „radikaler Radikalismus“. Zwar 
wären radikal auf Ressourceneffizienz sowie Klima- 
und Erdsystemschutz ausgerichtete Digitalstrategien 
vorstellbar, die technische Kontrollmöglichkeiten von 
Produktion und Konsum für ökologische Fortschritte 
nutzen. Systemische Disruptionen werden dabei aber 
als Selbstzweck befeuert, ohne auf wichtige und unbe-
dingt erhaltenswürdige Systemfunktionen – wie den 
Erhalt von Freiheit und der Würde des Menschen – zu 
achten. 
Digitalisierung in den Dienst der Nachhaltigkeit zu 
stellen bedeutet deshalb, die vielen konkreten Mög-
lichkeiten digitaler Anwendungen systemisch so zu 
nutzen, dass sich damit sukzessive nicht nachhaltige 
Pfadabhängigkeiten überwinden lassen. Die Transfor-
mation zur Nachhaltigkeit ist ein umfassendes Gesell-
schaftsprojekt aus vielen Zutaten, das die Gestalt und 
Triebkräfte unseres Wirtschaftens und Zusammenle-
bens ganz wesentlich verändert. In einem solchen 
grundlegenden Sinne ist die positive Intention dieser 
Transformation eine Art „radikaler Inkrementalismus“: 
viele wichtige Veränderungen Schritt für Schritt, 
 reflexiv und antizipativ so zu gestalten, dass die 
wesentlichen Kernfunktionen, also unsere ökologi-
schen, sozialen und gattungsspezifischen Lebensgrund-
lagen, langfristig erhalten bleiben. 
Für diese umfassende Gestaltungsaufgabe zeigen 
sich aus allen analysierten Dynamiken die folgenden 
Elemente: Gesellschaften müssen in der Lage sein, die 
drängenden Probleme für die Nachhaltigkeit mit Hilfe 
der Digitalisierung rasch und effektiv anzugehen 
( handelnde Gesellschaften). Das gilt auf besonders 
drängende Weise für die Erhaltung der natürlichen 
Lebensgrundlagen (Kap. 9.1.1) sowie für die Sicherung 
der sozialen Kohäsion (Kap. 9.1.3). Dieser konkrete 
Handlungsbedarf muss ernst genommen und mittels 
tatkräftiger Governance angegangen werden, durch 
einen „gestaltenden Staat“ (WBGU, 2011: 215ff.; 
Kap. 4.1), aber auch durch Unternehmen und Zivilge-
sellschaft sowie nicht zuletzt durch Bildungsakteure 
( Kasten 7.5-1; Kap. 5.3.4). Parallel sollte ein Schwer-
punkt darauf liegen, die zukünftige Handlungsfähigkeit 
sicherzustellen (handlungsfähige Gesellschaften). Für 
die tiefgreifenden Veränderungen der Gesellschaften 
durch die Digitalisierung und deren Auswirkungen auf 
Nachhaltigkeit müssen rechtzeitig Strategien entwi-
ckelt werden. Menschen müssen durch Bildung  befähigt 
werden, die skizzierten Umbrüche zu verstehen, um 
sich gestalten zu lernen (Kasten 7.5-1). Schließlich soll-
ten bereits heute Diskurse ermöglicht werden, in denen 
über die fundamentalen Fragen der digitalen Zukunft 
nachgedacht und verhandelt wird ( vordenkende 
 Gesellschaft). Im Zusammenspiel dieser Elemente kann 
eine handlungsfähige Verantwortungsgesellschaft 
 entstehen.
Vor diesem Hintergrund sieht der WBGU in der EU 
als Wirtschafts- und Wertegemeinschaft einen wichti-
gen Akteur, um Nachhaltigkeit und Digitalisierung 
zusammen zu denken und voranzubringen. Es eröffnet 
sich für die EU die Möglichkeit, mittels Digitalisierung 
eine nachhaltige, freie und gleiche Bürgergesellschaft 
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zu verwirklichen, insbesondere in Abgrenzung zum 
amerikanischen Laissez-faire gegenüber Digitalunter-
nehmen und dem chinesischen Modell der Ausnutzung 
der Digitalisierung zum Zweck staatlicher Macht-
ausübung. Daher sollte Europa eine eigene, kraftvolle 
Vision der Nutzung und Regulierung der Digitalisierung 
zum Zwecke der Nachhaltigkeit und zum Schutz von 
Menschen- und Grundrechten entwickeln. Entschei-
dende Treiber der Digitalisierung sind bislang die Poten-
ziale für wirtschaftlichen Profit sowie staatliche Über-
wachung. Kern der Bestrebungen sollte stattdessen 
sein, die Erhaltung der natürlichen Lebensgrundlagen, 
Teilhabe, Eigenart und Menschenwürde (Kap. 2) durch 
Digitalisierung zu stärken und zu fördern sowie Risiken 
verantwortungsvoll einzuhegen. Die Skizze der Kern-
elemente eines „neuen Humanismus“ gibt Hinweise zur 
Richtung einer solchen Entwicklung (Kasten 7.3-2). In 
einem solchen Prozess spaltet sich Europa nicht etwa 
von der Weltgemeinschaft ab, sondern nutzt die Chan-
cen, um der globalen digitalen Entwicklung ein neues 
Momentum zu verleihen.
Im Folgenden werden vier übergreifende handlungs-
leitende Prinzipien vorgestellt, die sich für alle drei 
Dynamiken anwenden lassen. 
 > Gestaltungsfähigkeit der Weltgesellschaft fördern: 
Auf dem Gebiet Digitalisierung und Nachhaltigkeit 
werden vielfältige Dimensionen von Gestaltungsver-
lust erkennbar, hier Beispiele: (1) Es ist für politische 
Akteure sehr schwer die Gestaltungskraft aufzubrin-
gen, um eine Überschreitung planetarischer Leit-
planken zu verhindern; (2) Staaten drohen die 
Gestaltungshoheit gegenüber multinationalen digi-
talen Unternehmen zu verlieren; (3) Menschen ver-
lieren ihre Gestaltungshoheit über die Art, wie ihre 
persönlichen Daten von Unternehmen oder Staaten 
genutzt und auf diese Weise Entscheidungen beein-
flusst werden. Private Akteure erarbeiten aufgrund 
ihrer kommerziellen Interessen vielfältige Möglich-
keiten und Produkte, die aus normativer Sicht posi-
tive wie negative Wirkungen haben können. Diese 
Kasten 7.5-1
Bildung für zukunftsfähige Gesellschaften
Wie Menschen Wirklichkeit wahrnehmen und verstehen, 
beeinflusst wie sie sie erleben und bewerten – und damit 
auch, welche Ideen und unternehmerischen oder politischen 
Maßnahmen sie für sinnvoll, machbar und legitim halten. Die 
Art, wie Menschen sich befähigt fühlen, selbstwirksam für 
diese als sinnvoll, machbar und legitim empfundenen Maß-
nahmen einzustehen und sie in Kooperation mit anderen 
zu verfolgen, bestimmt die Innovationsfähigkeit, Diskurs-
fähigkeit, Gestaltungsfähigkeit und Handlungsfähigkeit einer 
Gesellschaft. Eine zukunftsfähige Gesellschaft im Sinne eines 
neuen Humanismus (Kasten 7.3-2) fördert systematisch die 
Reflexionsfähigkeit und Selbstwirksamkeit ihrer Entschei-
dungsträger – also auch ihrer wählenden Bürger*innen.
Zukunftsfähigkeit ist damit Ergebnis dessen, was der 
WBGU (2011: 375ff.) als „transformative Bildung“ beschrie-
ben hat und was unter dem Begriff des transformativen Ler-
nens in der Pädagogik entwickelt wird: ein Verständnis für 
Handlungsoptionen und Lösungsansätze sowie die eigene 
Wirkmächtigkeit in der Gestaltung von zukünftigen Entwick-
lungen. Dieses Verständnis beinhaltet eine kritisch-konstruk-
tive Hinterfragung wissenschaftlicher Grundannahmen und 
kultureller Muster, die die bisherige Gestaltung von Gesell-
schaft mit ihren Konventionen, Rollen und Institutionen ange-
leitet und legitimiert haben. Im „World Social Science Report 
2013“ (ISSC und UNESCO, 2013) wurde diese reflexive Fähig-
keit als Futures Literacy beschrieben und als zentral für trans-
formative Prozesse im Sinne sozialen Lernens (Kap. 2.1.2). 
Bildung für die gesellschaftlichen Herausforderungen der 
nächsten Dekaden sollte seine humanistischen Wurzeln wie-
derentdecken und Bürger*innen darin unterstützen, sich in 
ihren diversen gesellschaftlichen Rollen als Zukunftsgestalter 
zu begreifen (Kap. 5.3.4). Die digital vereinfachte Beteiligung 
an der Wissensgenerierung und -verbreitung für die Orien-
tierung und Legitimierung von Transformationsprozessen 
(Kap. 5.3.1.1) unterstützt diese Befähigung. Eine entspre-
chende Medien- und Technologiekompetenz und -resilienz 
geht dabei über die aktuell oft instrumentell definierte Digi-
talkompetenz hinaus, die sich auf die erfolgreiche Bedienung 
der Technik beschränkt (EU-Kommission, 2019a). Technolo-
gien sind in ihrer Erfindung und Verbreitung integrale Ele-
mente sozialer und institutioneller Systeme, und auch dies 
sollte in dem neuen Bildungsverständnis integriert werden. 
In zukunftsfähigen Gesellschaften gehören außerdem Ethik, 
Reflexionsvermögen, Persönlichkeitsbildung und kooperative 
Fähigkeiten zum Bildungskanon. So können Menschen in die 
Lage versetzt werden, aktiv und antizipativ an der Gestal-
tung und Umgestaltung gesellschaftlicher Strukturen wie der 
Dekarbonisierung oder Digitalisierung mitzuwirken. 
Auch in Unternehmen wird die zentrale Rolle von Werten, 
Haltung, Selbststeuerung und Persönlichkeitsbildung für den 
Umgang mit der durch die Digitalisierungs- und Vernetzungs-
prozesse rasant zunehmenden Komplexität und Geschwindig-
keit gesellschaftlicher Entwicklungen diskutiert. Das gleiche 
gilt in der Risiko- und Resilienzforschung, die sich auf den 
Umgang mit Nichtwissen und Nichtlinearität in diesen Syste-
men befasst. In Zeiten starker Unsicherheit und schneller wie 
tiefer Veränderungen von Gesellschaften bieten erhöhte 
Fähigkeiten der Empathie, Kooperation und Selbstregulation 
gute Voraussetzungen für die Erhaltung von kooperativen 
und gemeinwohlorientierten Werten sowie demokratischen 
Fähigkeiten. Darüber hinaus ist die Auswahl und Qualität ver-
lässlicher Informationen und Wissensbestände von besonde-
rer Bedeutung, wenn es um die Legitimation von Entschei-
dungen oder die Antizipation möglicher Konsequenzen geht. 
Für eine gesellschaftliche Verständigung über plausible, mög-
liche und wünschenswerte Zukünfte und deren unternehme-
rische wie politische Gestaltung sind der breite Zugang zu 
Daten sowie öffentliche Instanzen mit hohen Qualitätssiche-
rungsstandards zentral (Kap. 5.3.2).
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Wirkungen im Sinn des Gemeinwohls einzuhegen ist 
eine wichtige Gestaltungsaufgabe. Auch angesichts 
der globalen Reichweite der Digitalisierung sowie 
der globalen Wirkung unterlassener Nachhaltig-
keitsgestaltung kommt Staaten und nicht zuletzt der 
globalen Governance eine besonders zentrale Rolle 
zu. Für eine Nachhaltigkeitspolitik, die den Poten-
zialen und den Risiken der Digitalisierung Rechnung 
trägt, sollten auf multilateraler Ebene Leitbilder ent-
wickelt und Ziele definiert werden (Kap. 9). Der 
Staat sollte auf dieser Basis im demokratischen Pro-
zess die Rahmenbedingungen für private Akteure 
und Unternehmen so setzen können, dass die Ent-
wicklung dem gesellschaftlichen Interesse gerecht 
wird. 
 > Innovationsfähigkeit der Weltgesellschaft fördern: 
Die Potenziale der Digitalisierung sollten für Nach-
haltigkeit und Wohlergehen des Menschen genutzt 
werden. Es geht also um „verantwortungsvolle Inno-
vation“, bei der sowohl Zielbestimmungen als auch 
mögliche Risiken für Nachhaltigkeit von vorne her-
ein mit bedacht werden. Die Empfehlungen dieses 
Prinzips richten sich vor allem an Wissenschaft und 
Bildung, aber auch an Technikfolgenabschätzung 
und Technikwandel (Kap. 10.1). 
 > Verständnisfähigkeit der Weltgesellschaft fördern: 
Damit Gesellschaften gestaltungsfähig bleiben, müs-
sen die Prozesse und Auswirkungen der digitalen 
Revolution von den gesellschaftlichen Akteuren 
verstanden sowie ihre Verursacher*innen und Trei-
ber transparent gemacht werden – dies gilt z. B., 
wenn die vom WBGU herausgearbeiteten System-
risiken des Digitalen Zeitalters (Kasten 7.3-1) ver-
mieden werden sollen. Dabei geht es um Bildung 
sowie Wissenschaftskommunikation und damit 
letztlich auch um digitale Mündigkeit (Kap. 9.1.4). 
Die Empfehlungen dieses Prinzips beziehen sich vor 
allem auf Bildung und Diskurs, nicht zuletzt auch auf 
 wissenschaftliche Politikberatung. 
 > Diskursfähigkeit der Weltgesellschaft fördern: Wir 
brauchen jetzt bereits Räume für die Diskussion 
 darüber, wie etwa ein beispielhafter neuer 
 Humanismus (Kasten 7.3-2) im 21. Jahrhundert 
entfaltet werden kann. Wie kann die Digitalisierung 
mit gesellschaftlichen Zielen verbunden werden und 
welche Rollen sollen öffentliche und private sowie 
lokale und globale Akteure dabei spielen? Die Emp-
fehlungen dieses Prinzips zielen vor allem auf 
 Bildung und demokratische Öffentlichkeit (Dialog, 
Medien, Open Society). 
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Der WBGU unterbreitet erste Vorschläge, wie sich die Weltgemeinschaft auf 
gemeinsame Leitkonzepte, Prinzipien, regulatorische und institutionelle Rah-
menbedingungen sowie ethisch begründete Grenzen verständigen kann. Die 
EU sollte ein eigenes Modell einer nachhaltigen, digital unterstützten Zukunft 
entwickeln und auf der internationalen Ebene auf ein geteiltes Verständnis im 
multilateralen Verbund hinarbeiten. Als Anstoß für globale Prozesse legt der 
WBGU den Entwurf einer Charta für „Unsere gemeinsame digitale Zukunft“ 
vor.
Die nachhaltige Gestaltung des Digitalen Zeitalters ist 
eine globale Aufgabe, die einen Rahmen von Prinzi-
pien, Regeln und Gesetzen sowie Institutionen erfor-
dert: Global Governance ist daher ein entscheidender 
Hebel für die Transformation zur Nachhaltigkeit im 
Digitalen Zeitalter. Die Digitalisierung ist dabei sowohl 
Gegenstand als auch Instrument globaler Nachhaltig-
keitspolitik. Im digitalen Wandel brechen einige Pfad-
abhängigkeiten nicht nachhaltiger Entwicklungen auf 
und schaffen Gelegenheitsfenster und Möglichkeits-
räume für neue Akteurskonstellationen, die für eine 
Transformation zur Nachhaltigkeit im Sinne der Agenda 
2030 mobilisiert werden können. Bedeutende neue 
Akteure des Digitalen Zeitalters, wie Entwickler*in-
nen, Tech-Communities und Digitalkonzerne, können 
aber zugleich alte, nicht nachhaltige Entwicklungs-
muster fortsetzen und verschärfen und schaffen selbst 
völlig neue Nachhaltigkeitsherausforderungen sowie 
nicht nachhaltige Pfadabhängigkeiten (Kap. 4). Digi-
talkonzerne erlangen zum Teil immer größere Markt-
macht und stellen bereits heute gesellschaftlich rele-
vante Dienste und Technologien bereit, ohne dass dabei 
gesichert oder zumindest transparent ist, dass ökolo-
gische oder andere gesellschaftliche Ziele nachhaltiger 
Entwicklung berücksichtigt werden. Staaten nehmen 
wenig Verantwortung für die Entwicklung der digita-
len und digitalisieren Infrastrukturen und Technologien 
wahr, Entscheidungen werden durch zwischenstaatli-
che, von Privaten dominierten Bündnissen getroffen, 
Rechte von Individuen können im Digitalen Zeitalter 
ausgehöhlt werden (Kap. 4.2). Wie verändert sich also 
das globale Nachhaltigkeitsverständnis und wie kann es 
mit Digitalisierung verknüpft werden? 
International haben sich während der letzten fünf 
Dekaden Ziele für Nachhaltigkeit als Vision globalen, 
langfristigen Wohlergehens herausgebildet, die insbe-
sondere durch die Agenda 2030 mit den SDGs, dem 
Pariser Klimaübereinkommen sowie den Aichi-Biodi-
versitätszielen zum Ausdruck kommen. Im Vergleich 
dazu stehen Bestrebungen einer internationalen Ver-
ständigung über einen regulatorischen Rahmen und 
eine Kooperation im Bereich der Digitalisierung etwa 
zu gesellschaftlich umstrittenen Einsatzmöglichkeiten 
digitaler Lösungen noch am Anfang, wobei der Rege-
lungsbedarf immer stärker in den Fokus der Öffent-
lichkeit rückt (Kap. 8.1). Internationaler Kooperati-
ons- und Regelungsbedarf besteht insbesondere bei 
der Ausrichtung des digitalen Wandels auf die Errei-
chung der SDGs. Der WBGU zeigt, wie sich der digitale 
Wandel derzeit auf das Erreichen der globalen Nach-
haltigkeitsziele auswirkt und auswirken kann (Kap. 
3.6, 8.2). Ähnlich zum Brundtland-Bericht „Unsere 
gemeinsame Zukunft“ (WCED, 1987), der durch die 
Integration von Umwelt- und Entwicklungsthemen den 
Auftakt für ein globales Verständnis nachhaltiger Ent-
wicklung setzte, braucht es heute einen neuen Impuls 
für ein globales Verständnis über „Unsere gemeinsame 
digitale Zukunft“. In den bestehenden Nachhaltigkeits-
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zielen und dem ihnen zugrundeliegende Verständnis 
von Nachhaltigkeit bleiben zentrale Herausforderun-
gen, die sich mit dem Einsatz digitaler Technologien 
in gesellschaftlichen Kernbereichen ergeben, weitge-
hend unberücksichtigt. Nach Ansicht des WBGU ist 
für eine nachhaltige Entwicklung im Digitalen Zeit-
alter neben einer ökologisch orientierten Digitalisie-
rung ein gemeinsames Problemverständnis über den 
Umgang mit Privatsphäre und eng damit verknüpft die 
Bewahrung von Entscheidungssouveränität des Men-
schen, die Gewährleistung digitaler Teilhabe sowie über 
die Ausgestaltung des Verhältnisses von Menschen zu 
Maschinen erforderlich (Kap. 8.3). Ausgehend von 
Analysen und Bewertungen bestehender internatio-
naler Governance und der Identifikation neuer Hand-
lungs- und Kooperationsbedarfe (Kap. 8.1, 8.3) werden 
in Kapitel 8.4 erste übergeordnete Ansätze und Gover-
nance-Instrumente für die Integration von Nachhaltig-
keit und Digitalisierung auf globaler Ebene abgeleitet. 
Die EU kann dabei als potenzielle Vorreiterin eine her-
ausgehobene Rolle für die weltweite Entwicklung digi-
talisierter Nachhaltigkeitsgesellschaften spielen. Dafür 
braucht es eine nachhaltigkeitsorientierte Digitalpolitik 
und eine Nachhaltigkeitspolitik, die die Digitalisierung 
in den Dienst der Nachhaltigkeit stellt (Kap. 8.1.6, 8.5). 
Mit dem Entwurf einer Charta für „Unsere gemeinsame 
digitale Zukunft“ (Kap. 8.5) stellt der WBGU ein inte-
griertes Verständnis von Digitalisierung und Nachhal-
tigkeit zur Diskussion, das Orientierung für die Gestal-
tung des Digitalen Zeitalters im Sinne der Nachhaltig-
keit geben möchte.
8.1
Ansätze zur Governance der Digitalisierung auf 
globaler Ebene
In den letzten Jahren haben auf globaler Ebene zahl-
reiche Berichte den Einfluss des Digitalen Zeitalters 
auf Wirtschaft, gesellschaftliche Entwicklung und die 
Erreichbarkeit der globalen Entwicklungsziele thema-
tisiert (Kap. 3.6). Gleichzeitig zeigen z. B. die Einbe-
rufung des World Summit of the Information Society 
(2003 und 2005) und seine Folgeprozesse, der Bericht 
des High-level Panel on Digital Cooperation an den 
UN-Generalsekretär „The Age of Digital Interdepen-
dence“ (UN High-level Panel on Digital Cooperation, 
2019) oder die Berufung des Sonderberichterstatters 
für das Recht auf Privatsphäre (2015), dass das Thema 
Digitalisierung international zunehmend Aufmerksam-
keit erhält. Besonders deutliche Bezüge zu Nachhaltig-
keitsfragen weist die Resolution „Impact of rapid tech-
nological change on the achievement of the Sustaina-
ble Development Goals and targets“ der UN-General-
versammlung auf (UNGA, 2018a). Diese zunehmende 
Bedeutung der Digitalisierung und ihre Folgen etwa für 
Grund- und Menschenrechte auf internationaler Ebene 
schlägt sich auch in ersten Governance-Ansätzen und 
institutionellen Antworten auf globaler Ebene nieder 
(Kap. 8.1.1 bis 8.1.3).
Im Gegensatz zu Diskursen in den 1990er Jahren, 
als staatliches Handeln noch als Eingriff in die Frei-
heit des Internets gesehen wurde, wird auch in den 
Tech-Communities (Kap. 4.2.4) der Ruf nach mehr 
globaler Kooperation und einer stärkeren Verantwor-
tungsübernahme der Staatengemeinschaft lauter. Zum 
Beispiel richteten sich 2018 eine Vielzahl von Tech-Ak-
teuren mit einem offenen Brief an die Regierungen 
der G20-Staaten, mit der Aufforderung, zentrale digi-
tale Handlungsfelder auf globaler Ebene gemeinsam zu 
bearbeiten (Joint Call to G20 Leaders, 2019). 
8.1.1 
Privatwirtschaftliche Entwicklung als Ausgangs-
punkt der globalen Digitalpolitik
Die Entwicklung digitaler Technologien, der Ausbau 
digitaler und digitalisierter Infrastrukturen sowie die 
Verbreitung digitaler Anwendungen und Dienste wird 
heute wesentlich von global agierenden Unternehmen 
und privaten Organisationen vorangetrieben, finan-
ziert und gestaltet. Die grundlegende Funktionsfä-
higkeit des Internets wird etwa mit der ICANN durch 
eine private (Non-Profit-)Organisation gewährleistet 
(Kasten 4.2.7-1) und notwendige Standardisierungs-
prozesse für digitale Güter erfolgen vielfach informell 
und unreguliert (Hofmann, 2017). Digitale Dienste wie 
Suchmaschinen, Kartendienste oder soziale Netzwerke 
sind in vielen Ländern zu elementaren Bestandtei-
len des privaten wie geschäftlichen Alltags geworden. 
Gemessen an ihrer gesellschaftlichen Bedeutung und 
Funktion tragen sie zum Teil bereits Züge von Gütern 
der Grundversorgung, werden zugleich aber zu ganz 
wesentlichen Teilen rein privatwirtschaftlich betrie-
ben. Nicht zuletzt aufgrund des Wirkens von Netz-
werk- und Skaleneffekten nehmen dabei die heute als 
„Big Five“ bezeichneten multinationalen Digitalunter-
nehmen Google/Alphabet, Apple, Facebook, Amazon 
und Microsoft eine besonders prominente, gestaltende 
Rolle ein (Kap. 4).
Diese global gestaltende Rolle von Digitalwirtschaft 
und privaten Organisationen des digitalen Sektors hat 
einerseits eine hohe Dynamik in der technischen Ent-
wicklung und der Verbreitung digitaler Anwendun-
gen entfacht. Die gesellschaftlichen Herausforderun-
gen dieser bislang eher einseitig privaten Gestaltung 
der Digitalisierung werden andererseits aber ebenfalls 
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zunehmend deutlich und spiegeln sich etwa auch in den 
vom WBGU herausgearbeiteten Systemrisiken wider 
(Kap. 7). Die fehlende Durchsetzungsfähigkeit von 
Staaten oder der Staatengemeinschaft bei der Verwal-
tung und Organisation der grundlegenden Infrastruk-
turen und Dienste, führt etwa zu Problemen bei der 
Durchsetzung von Standards (Hofmann, 2017). 
Mit Suchmaschinen, digitalen Kommunikations-
diensten und sozialen Netzwerken haben private 
Unternehmen darüber hinaus neue Informationsquel-
len und Räume für Informationsaustausch und Inter-
aktion geschaffen, deren Nutzung immer stärker auch 
gesellschaftliche und politische Tragweite entfaltet (Kap. 
5.3.2). Anders als bei klassischen Medien wie Rund-
funk und Fernsehen hat sich diese Tragweite bislang 
aber noch nicht ausreichend in entsprechenden Regu-
lierungen und Vorschriften niedergeschlagen, um etwa 
den Missbrauch dieser Dienste und Plattformen auszu-
schließen oder die Transparenz von Informationsströ-
men wie beispielsweise Wahlwerbung ausreichend zu 
gewährleisten. Ein erhöhtes Schutzniveau für personen-
bezogene Daten wird nunmehr durch die in der EU gel-
tende DSGVO verankert (Kasten 4.2.6-1). Des Weiteren 
erlassen Staaten vereinzelt Gesetze, die gegen Manipula-
tion der Onlinekommunikation und Hassinhalte im Netz 
vorgehen (Kasten 4.2.6-2). Allerdings bestehen nach wie 
vor Defizite bei der Ausgestaltung und insbesondere der 
Durchsetzung dieser Rechtsvorschriften (Kasten 4.2.6-1, 
4.2.6-2). Eine Rolle spielt bei diesen Herausforderungen 
auch, dass die von Unternehmen und privaten Organisa-
tionen maßgeblich vorangetriebene digitale Vernetzung 
und Internationalisierung Strukturen geschaffen und ein 
Ausmaß erreicht haben, die Eingriffsmöglichkeiten von 
Einzelstaaten oft stark beschränken und durch die Ein-
zelstaaten beim Versuch, gesellschaftliche Interessen zu 
vertreten, oft überfordert sind (Kap. 4.2.6). 
Das Thema nachhaltige Entwicklung ist in Tech-Com-
munities, die Entscheidungen über die Entwicklung 
von Technologien und Standards von Geräten und 
System lösungen trifft, bisher nur wenig verankert 
(Kap. 4.2.4). So werden einige wenige Themen adres-
siert: Die Tech-Communities beschäftigen sich mittler-
weile verstärkt mit Fragen des Privatsphärenschutzes 
(Hofmann, 2017) und Unternehmen engagieren sich 
beim Netzausbau in Entwicklungsländern sowie der 
Versorgung mit Internetanschlüssen. Mit dem Free-Ba-
sics-Programm aus seinem Projekt internet.org gewährt 
zum Beispiel Facebook Menschen in Entwicklungslän-
dern kostenlos eingeschränkten  Zugang zu ausgewähl-
ten Internetdiensten. Diese Zugangseröffnung wirft 
jedoch auch neue Fragen zur Macht von Konzernen bei 
der Infrastrukturbereitstellung und damit verbundenen 
Problemen wie der Wahrung der Privatsphäre der Nut-
zer*innen oder der Netzneutralität auf (Solon, 2017b). 
8.1.2 
UN-Konferenzen und -Prozesse
Die erste große internationale Konferenz zum Thema 
Digitalisierung war der von der Internationalen Fern-
meldeunion (International Telecommunication Union – 
ITU, eine UN-Sonderorganisation) ausgerichtete World 
Summit on the Information Society (WSIS), der 2003 
und 2005 stattfand und das Digitale Zeitalter promi-
nent als Gegenstand internationaler politischer Gestal-
tung adressierte. Auf den WSIS-Konferenzen wurden 
die „Geneva Declaration of Principles“ mit dem Titel 
„Building the Information Society: a Global Challenge 
in the New Millennium“, der „Geneva Plan of Action“ 
(WSIS, 2003a, b), die Abschlusserklärungen „Tunis 
Commitment“ und die „Tunis Agenda for the Infor-
mation Society“ verabschiedet (in der u. a. zur Grün-
dung des Internet Governance Forum, aufgerufen 
wurde: WSIS, 2005a, b). Im „Geneva Plan of Action“ 
des WSIS-Forums sind IKT als Instrumente für Umwelt- 
und Ressourcenschutz verankert. Eines der umstrit-
tensten Themen auf dem WSIS war die Frage, wer künf-
tig das Internet organisiert. Nicht durchsetzen konnte 
sich der Vorschlag, die Verwaltung von Domain-Namen 
und IP-Adressen durch die private ICANN unter der 
Ägide der ITU, die als UN-Organisation unter der Kon-
trolle der internationalen Staatengemeinschaft steht, 
zu organisieren (Kleinwächter, 2005; Kasten 4.2.7-1). 
Stattdessen wurde die Einrichtung des Internet Gover-
nance Forum (IGF) der UN beschlossen. Das IGF tagt 
seit 2006 jährlich und bietet Interessengruppen aus 
allen Ländern die Möglichkeit, sich an der Debatte über 
die Internet-Governance zu beteiligen. Das IGF soll 
keine bestehenden Foren und Organisationen ersetzen 
oder beaufsichtigen, sondern eine zusätzliche trans-
parente, multilaterale Austauschplattform zwischen 
allen (privaten, staatlichen und zivilgesellschaftlichen) 
 Stakeholdern darstellen. Schwerpunktthemen des IGF 
2018 waren u. a. die Zukunft der Arbeit, Internet und 
die SDGs, Internetzugänge im öffentlichen Raum und 
ihre Finanzierung sowie Multi-Stakeholder-Beteiligung 
zur Entwicklung globaler transnationaler Governance 
(IGF, 2018a). Themen ökologischer Nachhaltigkeit, ins-
besondere Green IT, waren unterrepräsentiert. 
Neben dem IGF ist als stetiger Folgeprozess zum 
WSIS das jährlich tagende WSIS-Forum entstan-
den. Das Forum wird von ITU, UNESCO, UNDP und 
UNCTAD in Zusammenarbeit mit anderen UN-Organi-
sationen gemeinsam organisiert. Mit dem WSIS-Forum, 
das auf das Budget und das eingespielte Sekretariat der 
ITU zurückgreifen kann, ist ein starker Konkurrent zum 
IGF entstanden (Kleinwächter, 2016). Das WSIS-Forum 
ist das weltweit größte Treffen von UN-Institutionen 
zum Thema „ICT for development“. Das Forum hat die 
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Aufgabe, die Umsetzung der auf dem WSIS vereinbar-
ten Maßnahmen (UNGA, 2016a und die Umsetzung 
der Agenda 2030 aufeinander abzustimmen. Es bie-
tet die Möglichkeit zum Informationsaustausch und 
zur Schaffung von Wissen, während gleichzeitig neue 
Trends identifiziert und Partnerschaften unter Berück-
sichtigung der sich entwickelnden Informations- und 
Wissensgesellschaften gefördert werden (WSIS Forum, 
2018). 
Im Jahr 2015 erfolgte auf der UN-Generalversamm-
lung eine Bewertung der Umsetzung der Beschlüsse 
des WSIS (UNGA, 2016a). Die damals verabschiedete 
Resolution enthält u. a. ein Bekenntnis der Staaten, 
das Potenzial von IKT für die Agenda 2030 zu nutzen. 
Darin heißt es: „[W]e call for close alignment between 
the World Summit on the Information Society process 
and the 2030 Agenda for Sustainable Development, 
highlighting the crosscutting contribution of infor-
mation and communications technology to the Sus-
tainable Development Goals and poverty eradication” 
(UNGA, 2016a). Konkrete Maßnahmen wurden nicht 
vereinbart. Die internationale Staatengemeinschaft ist 
bislang kaum ein relevanter Akteur zur Fortentwick-
lung und Standardsetzung von IKT. Globale Nachhal-
tigkeitsziele werden seit Kurzem berücksichtigt, ohne 
dass konkrete Ausgestaltungen oder Anwendungsbe-
reiche identifiziert worden sind.
8.1.3 
UN-Organisationen, UN-Programme,  
UN-Sonderberichterstatter und hochrangige 
Beratergruppen
Im System der Vereinten Nationen befassen sich immer 
mehr Organisationen und Untereinheiten mit dem digi-
talen Wandel. Dies belegt zum Beispiel die steigende 
Zahl an Berichten von UN-Organisationen (Kap. 3.6). 
Die Schwerpunkte jüngerer Jahresberichte – wie dem 
World Investment Report 2017 „Investment and 
the Digital Economy“ von UNCTAD oder dem World 
Development Report der Weltbank 2016 „Digital Divi-
dends“ – illustrieren diesen Trend. Daneben sind auch 
Publikationsreihen entstanden, so etwa der seit 2001 
regelmäßig erscheinende UN E-Government Sur-
vey, der ab 2005 erscheinende „Information Economy 
Report“ von UNCTAD oder die 2009 aufgelegten Rei-
hen „UNESCO Series on Internet Freedom“ und der 
„Measuring the Information Society Report“ der ITU. 
Für das Digitale Zeitalter besonders wichtig, ist die 
Arbeit der ITU, die sich mit technischen Aspekten 
der globalen Telekommunikation beschäftigt. Neben 
der ITU ist UNCTAD mit zahlreichen Publikationen 
zu IKT-Themen wie „digital economy“, „e-commerce“ 
oder „information economy“ im UN-System vertre-
ten. UNCTAD hat als Organ der UN-Generalversamm-
lung die Aufgabe, den Handel zwischen Ländern unter-
schiedlichen Entwicklungsstandes zu fördern, und bie-
tet Entwicklungsländern Beratung bei der Gestaltung 
eigener IKT-Strategien an. 
Mit Fragen der Privatsphäre, der ethischen Dimen-
sion der Digitalisierung sowie dem Zugang zu Wis-
sen und Bildung durch das Internet sowie der Freiheit 
der Medien befasst sich die UNESCO, ebenfalls eine 
UN-Sonderorganisation. So hat sie z. B. zu den The-
men „digital literacy“, „digital citizenship“ oder „digital 
inclusion“ Berichte veröffentlicht. 
In den thematisch der globalen Nachhaltigkeits-
politik besonders nahestehenden Programmen UN 
Environment und UNDP lassen sich bisher nur wenige 
Bezüge zum Thema Digitalisierung finden. Durch das 
Programm UN-Habitat soll das das Thema Smart Cities 
adressiert werden. Allerdings findet die Thematik in der 
New Urban Agenda ebenso wie in der Agenda 2030 
bisher kaum Erwähnung. 
Die Berufung von UN-Sonderberichterstattern ist 
ein weiteres Element, mit dem im UN-System drän-
gende Themen oder neue Problemlagen adressiert wer-
den können. Der 2015 erstmals ernannte UN-Sonder-
berichterstatter für das Recht auf Privatsphäre (Spe-
cial Rapporteur on the right to privacy, angesiedelt 
beim UN-Menschenrechtsrat) wurde für drei Jahre 
 berufen (Kap. 8.3.1) und hat die Aufgabe, jährlich 
an die UN-Generalversammlung und den Menschen-
rechtsrat zu berichten (HRC, 2018). Der bereits 1993 
berufene UN-Sonderberichterstatter für den Schutz der 
Meinungsfreiheit (Special Rapporteur on the promo-
tion and protection of the right to freedom of opinion 
and expression) wies in seinem aktuellen Bericht an 
die UN-Generalversammlung (2018) darauf hin, dass 
algorithmische Entscheidungssysteme Menschenrechte 
verletzen können (UN, 2018a). 
Die verstärkte Integration des Themas Digitalisie-
rung im UN-System ist seit 2006 Aufgabe der United 
Nations Group on the Information Society (UNGIS), 
die vom zentralen Koordinationsforum der UN (dem 
Chief Executive Board for Coordination unter Vorsitz 
des UN-Generalsekretärs) als neuer organisationsüber-
greifender Mechanismus eingerichtet wurde. Ziel des 
UNGIS ist es, IKT-bezogene Themen generell in den 
UN zu stärken, diese in allen relevanten UN-Institu-
tionen zu verankern und so zur Erreichung der in den 
vier Ergebnisdokumenten dargelegten Ziele des WSIS 
(Kap. 8.1.2) beizutragen.
Die Berufung des High-level Panel on Digital 
 Cooperation durch UN-Generalsekretär Guterres im 
Jahr 2018 war eine Reaktion auf die Erkenntnis, dass 
die internationale Zusammenarbeit nicht ausreicht, um 
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adäquat auf die Reichweite und Geschwindigkeit der 
Digitalisierung zu reagieren und sie für die Umset-
zung der SDGs zu nutzen. Aufgabe der Beratergruppe 
war es, die Erarbeitung von Vorschlägen zur Verbes-
serung der internationalen Zusammenarbeit zwischen 
u. a.  Privatwirtschaft, Zivilgesellschaft, internationa-
len Organisationen, der Wissenschaft und Technolo-
gieentwickler*innen. Zudem sollte die Beratergruppe 
das öffentliche Bewusstsein für die Reichweite und die 
Herausforderungen des digitalen Wandels und dessen 
Wirkung auf Wirtschaft und Gesellschaft wecken. 2019 
wurde der Bericht „The Age of Digital Interdependence“ 
veröffentlicht (UN High-level Panel on Digital Coope-
ration, 2019). Darin werden Empfehlungen zum Auf-
bau einer integrativen digitalen Wirtschaft und Gesell-
schaft, zur Entwicklung menschlicher und institutio-
neller Kapazitäten, zum Schutz der Menschenrechte 
und menschlichen Handelns, zur Förderung von Ver-
trauen, Sicherheit und Stabilität in der digitalen Welt 
sowie zur Förderung der globalen digitalen Zusammen-
arbeit gegeben. Die Erhaltung der natürlichen Lebens-
grundlagen und Fragen globaler Nachhaltigkeit spielen 
dagegen kaum eine Rolle. 
8.1.4 
Initiativen in Weltbank, G20, WTO und OECD
In der Weltbank ist das Thema Digitalisierung gut 
sichtbar verankert: Digitale Entwicklung ist ein eige-
ner Themenblock unter 30 Themenbereichen, die u. a. 
digitale Infrastruktur, digitale Finanzdienstleistungen 
und digitale Ausweise (e-identity), digitale Innova-
tion und Unternehmertum, digitale Plattformen (z. B. 
 e-commerce) sowie digitale Fähigkeiten ( e-literacy) 
umfassen. Im Weltentwicklungsbericht 2016 hat die 
Weltbank sich auch zu entsprechenden Governan-
ce-Herausforderungen geäußert, und etwa auf die Not-
wendigkeit des Ausbaus einer globalen Internet-Gover-
nance hingewiesen (World Bank, 2016: 303). Bezüge zu 
ökologischer Nachhaltigkeit sind nur schwach ausge-
prägt, dies zeigen die Schwerpunktsetzungen der Blogs 
und Berichte zum Thema Digitalisierung. 
Das Thema Digitalisierung ist auch in der G20 ange-
kommen, wenn es bisher auch nur am Rande behan-
delt wird. 2017 verabschiedeten die in den jeweiligen 
Regierungen für das Thema Digitalisierung zuständi-
gen Minister*innen eine „Roadmap for Digitalisation“, 
in der Digitalisierung erstmals als Instrumentarium 
für Nachhaltigkeit genannt wurde (BMWi, 2017b). 
Als Ziele der G20 werden u. a. genannt, weltweit den 
Zugang zu IKT zu sichern, dafür Infrastrukturen aus-
zubauen, eine gemeinsame Digitalisierungspolitik und 
Standards zu entwickeln sowie digitale Technologien 
zur Umsetzung der Agenda 2030 zu nutzen. 
Unter der Ägide der Welthandelsorganisation 
(WTO), die die wirtschaftliche Zusammenarbeit ihrer 
164 Mitgliedstaaten und die Streitschlichtung zwischen 
diesen Staaten regelt, wurde bereits 1996 das Abkom-
men zur Liberalisierung des Handels mit Informations-
technologie (Information Technology Agreement – ITA) 
geschlossen, welches 1997 in Kraft trat und das von 
mehr als 82 Staaten gezeichnet wurde (WTO, 2019). 
Die WTO zeichnet aus, dass sie mit einem effektiven 
Streitschlichtungsmechanismus ausgestattet ist und bei 
Vertragsbruch Handelssanktionen festlegen kann. Die 
Zuständigkeit des ITA wurde 2015 auf über 200 wei-
tere Produkte erweitert. Ziel des Vertrags ist es, alle 
Steuern und Zölle auf die im Vertrag genannten IT-Pro-
dukte auf Null zu senken. In der WTO läuft zudem zu 
elektronischem Handel (e-commerce) seit 1998 ein 
Arbeitsprogramm. Diese Themen werden zudem im 
Rat für Warenhandel, im Rat für Dienstleistungsver-
kehr, im Rat für handelsbezogene Rechte des geistigen 
Eigentums und im Ausschuss für Handel und Entwick-
lung diskutiert. Die WTO-Gremien wurden beauftragt, 
die Bezüge zwischen bestehenden WTO-Abkommen 
und dem elektronischen Handel zu untersuchen. Seit-
her wurde ein Moratorium auf die Erhebung von Zöl-
len für elektronische Übermittlungen („Moratorium für 
den elektronischen Geschäftsverkehr“) beschlossen, 
das bei jeder nachfolgenden WTO-Ministerkonferenz 
bis heute verlängert wurde (WTO, 2018). 2019 sollen 
unter dem Dach der WTO plurilaterale Verhandlungen 
in einer WTO-Untergruppe zum elektronischen Han-
del beginnen, bei denen nur ein Teil der WTO-Mitglie-
der verhandelt. Plurilaterale Übereinkommen erlauben 
Verhandlungen zwischen einer interessierten Gruppe, 
so dass nicht interessierte Länder Entscheidungen nicht 
blockieren können. 2015 wurde mit dem ITA bereits ein 
derartiges plurilaterales Regelwerk geschlossen. Zurzeit 
umfasst die Verhandlungsgruppe zum elektronischen 
Handel, die 2017 auf dem WTO-Treffen in Buenos Aires 
beschlossen wurde, 76 Staaten (darunter die EU, Japan, 
USA und China). Ziele der Verhandlungen sind u. a. 
ein ungehinderter Datenaustausch und Cybersicher-
heit. Große Streitthemen sind der Datenschutz und der 
Schutz der Privatsphäre, da es hierzu sehr unterschied-
liche bis gar keine Regelungen in den einzelnen Län-
dern gibt (Kap. 8.3.3). Es ist bislang allerdings unklar, 
wie Regeln für einen ungehinderten Datenaustausch 
aussehen könnten. Zudem ist auch unklar, welche Fol-
gen dies für Entwicklungsländer hätte; so besteht die 
Gefahr, dass ein solches plurilaterales Abkommen die 
digitale Kluft (digital divide) weiter vertiefen könnte. 
In letzter Zeit wird diskutiert, inwieweit die unter-
schiedliche Datenpolitik der EU, USA und Chinas die 
Regulierung grenzüberschreitenden Datenverkehrs 
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erschweren könnte und „another digital divide“ ent-
steht (Aaronson und Leblond, 2018). Insgesamt gelang 
es seit 2001 nicht, die Verhandlungsrunde der WTO 
(„Doha-Runde“) abzuschließen oder aktuelle Themen 
aufzunehmen (Schmieg, 2019). Seither wurden daher 
vielfach regionale oder bilaterale Handelsabkommen 
abgeschlossen. Auch angesichts des derzeit wachsen-
den Protektionismus und Populismus sowie der in den 
letzten beiden Dekaden stark veränderten Rolle Chinas 
im Welthandel hat die G20 im Jahr 2018 den Bedarf 
einer Reform des internationalen Handels systems for-
muliert. Dabei ist die Problempalette seit der Doha-
Runde deutlich angewachsen. Neben ungelösten Fra-
gen wie Regeln für Agrar- und Fischereisubventionen 
sind als neue Themen neben elektronischem Handel 
auch die Verbindung zwischen Handel und Klima-
schutz sowie die Integration der SDGs, einschließlich 
menschenrechtlicher Fragen wie Arbeitsstandards in 
Handelsabkommen hinzugekommen (Schmieg, 2019). 
Auch in der Organisation für wirtschaftliche Zusam-
menarbeit und Entwicklung (OECD), einem Zusammen-
schluss von 34 Ländern mit hohem Pro-Kopf-Einkom-
men, ist Digitalisierung ein prominentes Thema. Bei-
spielsweise zielt das Going-Digital-Projekt der OECD 
darauf ab, ein stärkeres und inklusiveres Wachstum 
durch die „digitale Revolution“ zu erreichen. Die 2016 
verabschiedete „OECD Ministerial Declaration on the 
Digital Economy“ formuliert das Ziel, ein offenes Inter-
net zu erhalten, die digitale Kluft zu schließen, digitale 
Fähigkeiten zu fördern und generell mehr zu tun, um 
das Potenzial der digitalen Wirtschaft zu nutzen (OECD, 
2016a). Nachhaltigkeit und die Agenda 2030 sind in 
dieser Erklärung lediglich in der Präambel erwähnt. 
Thematisiert werden auf OECD-Ebene im Rahmen des 
BEPS-Projekts (Base Erosion and Profit Shifting) auch 
die Herausforderungen für die Besteuerung von Unter-
nehmen der Digitalwirtschaft wie auch sonstiger inter-
national tätiger Unternehmen, die sich durch die Ver-
schärfung der Probleme des internationalen Steuer-
wettbewerbs im Zuge der Digitalisierung ergeben. Über 
konkrete Lösungen konnte dabei jedoch noch keine 
Einigkeit erzielt werden (Kasten 4.2.2-2).
8.1.5 
Initiativen in öffentlich-privater Partnerschaft
Bestandteil der fragmentierten Diskurs- und Entschei-
dungsräume sowohl in den UN als auch in der Privat-
wirtschaft sind zahlreiche Initiativen,  häufig in öffent-
lich-privater Partnerschaft (ÖPP) vorangetrieben, die 
sich mit der digitalen Zukunft oder spezifischen tech-
nologiebasierten Entwicklungen wie dem Internet 
auseinandersetzen. Beispiele reichen von Konferen-
zen (z. B. NETmundial, aber auch das oben beschrie-
bene IGF) über Bestrebungen für globale Übereinkom-
men (z. B. Contract for the Web, Webfoundation.org, 
2019) bis hin zu Kommissionen, die auf wissenschaft-
licher Basis Handlungsempfehlungen in Bezug auf die 
Regulierung der Digitalisierung entwickeln (z. B. Global 
Commission on the Stability of Cyberspace) oder die 
Datennutzung für nachhaltige Entwicklung (z. B. disco-
verdatascience.com) vorantreiben. 
 > Auf der einmaligen Veranstaltung NETmundial in 
2014 hat Brasilien mit Partnern darunter Vertre-
ter*innen von Regierungen, Wissenschaft und For-
schung, Zivilgesellschaft, den Vereinten Nationen 
und dem Privatsektor, rund 1.500 Personen zusam-
mengebracht, um gemeinsam Prinzipien für die Nut-
zung und Weiterentwicklung des Internets zu ver-
abschieden. Die Initiative wurde eingestellt, nach-
dem sich wichtige Stakeholder, wie die ICANN 
( Kasten 4.2.7-1), zurückgezogen haben. Große 
Anerkennung haben die durch NETmundial im kon-
sensbasierten Multi-Stakeholder-Verfahren hervor-
gebrachten Prinzipien gefunden, die zwar keine Bin-
dung, aber aufgrund der breiten Beteiligung eine 
gewisse Bedeutung erlangt haben. Danach sollen 
allen Nutzer*innen auch im Internet Rechte auf 
Meinungs- und Vereinigungsfreiheit, Privatheit, 
Barrierefreiheit, Informationsfreiheit und Informa-
tionszugangsfreiheit sowie Entwicklung zukommen. 
Intermediäre wie Plattformbetreiber sollen geschützt 
sowie kulturelle und sprachliche Diversität gefördert 
werden, Sicherheit, Stabilität und Resilienz des 
Internets und eine offene und verteilte Architektur 
sollen gewahrt bleiben, um eine Umgebung für 
nachhaltige Innovation und Kreativität herzustellen 
(NetMundial, 2014).
 > Die Vertragsverhandlungen für einen transnationa-
len „Contract for the Web“ wurden unter Federfüh-
rung der deutschen Bundesregierung, der französi-
schen Regierung, den zivilgesellschaftlichen Organi-
sationen CIPESA, der Web Foundation, The New-
Now, change.org und den Unternehmen AnchorFree 
und Google aufgenommen (Webfoundation.org, 
2019). Ausgangspunkt der laufenden Verhandlun-
gen sind einige Grundsätze, die das „offene Web als 
öffentliches Gut und Grundrecht für jeden Men-
schen“ schützen sollen: Regierungen verpflichten 
sich, Menschen zu ermöglichen, sich mit dem Inter-
net zu verbinden, das gesamte Internet jederzeit 
verfügbar zu halten und das Grundrecht der Men-
schen auf Schutz ihrer Privatsphäre zu respektieren; 
Unternehmen verpflichten sich, das Internet 
erschwinglich und zugänglich zu machen, die Privat-
sphäre und persönliche Daten der Verbraucher*in-
nen zu respektieren und Technologien für das 
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Gemeinwohl zu entwickeln. Bürger*innen sollen 
Gestaltende sein und eine starke Gemeinschaft bil-
den, die den gesellschaftlichen Diskurs fördert und 
sich für die Menschenwürde im Internet einsetzt 
(Webfoundation.org, 2019). 
 > Auf Initiative zweier unabhängiger Think Tanks 
wurde die Global Commission on the Stability of 
Cyberspace gegründet, die schützenswerte Funktio-
nen des Internets für die digitale Öffentlichkeit iden-
tifiziert (wie den public core of the internet) und 
Normenvorschläge zur Sicherung der Stabilität des 
Internets entwickelt hat (GCSC, 2017, 2018a, b, c), 
die den Aufbau eines rechtlichen Rahmens für das 
Internet unterstützen sollen. Die Kommission wird 
durch die Regierungen bzw. Außenministerien der 
Niederlande, Singapurs, Frankreichs, Estlands sowie 
durch die Unternehmen Microsoft, die Internet 
Society, Afilias und GLOBSEC finanziert.
 > In den letzten Jahren ist eine Reihe internationaler 
Initiativen zur Nutzung von Daten für nachhaltige 
Entwicklung entstanden. UN Global Pulse setzt sich 
für einen sicheren und verantwortungsvollen 
Umgang mit Big Data und ihrer Einstufung als 
öffentliches Gut ein (UN Global Pulse, 2019b). Die 
Data-Pop Alliance („For a people-centered 4th 
industrial revolution“) ist eine globale Koalition zu 
Big Data und Entwicklung, um eine menschenzent-
rierte Big-Data-Revolution durch gemeinsame For-
schung, Kapazitätsaufbau und gesellschaftliches 
Engagement zu fördern (Data-Pop Alliance, 2019). 
Die Global Partnership for Sustainable Development 
Data ist eine internationale Initiative, die sich dem 
Aufbau von Datenangeboten für die Erfüllung der 
SDG-Verpflichtungen widmet (Global Partnership 
for Sustainable Development Data, 2016). Schwer-
punkte sind die Verbesserung von Datenerhebung, 
Datenqualität, des Zugangs zu Daten und der Daten-
nutzung. Mit den von IKT-Fachleuten, Praktikern 
der Entwicklungszusammenarbeit (EZ) und der 
humanitären Hilfe entwickelten „Principles for 
 Digital Development“ liegt auch ein Leitfaden für 
EZ-Projekte vor (Principles for Digital Development, 
2019). 
 > Den Themen Datenverfügbarkeit, Datensicherheit 
und Privatheit in der internationalen Zusammenar-
beit widmen sich u. a. das Responsible Data Forum 
(UN Global Pulse, 2019c), die International Data 
Responsibility Group (data-responsibility.org) und 
die Data Privacy Advisory Group (UN Global Pulse, 
2019a). Die „Open Data Charter“ zielt auf Transpa-
renz durch offene Daten und das Recht des Zugangs 
zu Daten ab (opendatacharter.net). Zivilgesellschaft-
liche Forschungs- und Entwicklungsinstitute doku-
mentieren zudem Trends in der praktischen Umset-
zung digitaler EZ, so zum Beispiel das Betterplace 
Lab mit dem Trendradar 2030 (Betterplace Lab, 
2017).
8.1.6 
Strategien der EU für  Nachhaltigkeit und 
 Digitalisierung
Die EU ist weltweit zu einem Symbol für Frieden und 
Völkerverständigung geworden. Dieser Bedeutung 
wurde durch die Verleihung des Friedensnobelpreises 
2012 Ausdruck verliehen. Die EU ist darüber hinaus 
auch aufgrund ihrer wirtschaftlichen Stärke von welt-
weiter Bedeutung. Die europäische Integration ist Bei-
spiel für einen Transformationsprozess, dessen Antrieb 
sich nicht nur aus wirtschaftlichen Interessen, wie der 
Errichtung eines gemeinsamen Binnenmarktes, sondern 
aus einer gemeinsamen Vision eines friedlichen sowie 
politisch stabilen Europas speist (WBGU, 2011: 112f.). 
Über ihre Bedeutung als Rechtsgemeinschaft für die 
Mitgliedstaaten hinaus ist die EU zentrale Partnerin bei 
internationalen Prozessen und Vereinbarungen. 
Die Europäische Kommission nennt in ihrer Strate-
gie „Europe 2020 – A strategy for smart, sustainable 
and inclusive growth“ digitales („smart“) und nachhal-
tiges Wachstum in einem Zug. Nachhaltigkeit fokus-
siert hier auf Ressourceneffizienz, „green growth“ und 
wirtschaftliche Wettbewerbsfähigkeit (EU-Kommis-
sion, 2010b). Systematisch verbunden werden beide 
Themenfelder jedoch nicht. Seit 2010 hat die EU eine 
„Digitale Agenda“ (EU-Kommission, 2010a). Deren 
Aktionsbereiche umfassen den digitalen Binnenmarkt, 
Interoperabilität und Normen, Vertrauen und Sicher-
heit, schnellen und ultraschnellen Internetzugang, For-
schung und Innovation, die Verbesserung der digitalen 
Kompetenzen, Qualifikation und Integration sowie die 
Nutzung IKT-gestützter Vorteile für die Gesellschaft der 
EU. Schon 2010 hat die EU den Wert der Digitalisie-
rung für die Erreichung gesamtgesellschaftlicher Ziele 
gesehen, wie z. B. die Bekämpfung des Klimawandels 
und würdiges Altern. Bei den konkreten Indikatoren 
zu den Zielen der „Digitalen Agenda“ handelt es sich 
jedoch bei nur einem von 13 Indikatoren um ein öko-
logisches Ziel. Herausgehobene Stellung für die Arbeit 
der Europäischen Kommission nimmt die Bearbei-
tung des Themas digitaler Binnenmarkt ein. Ein Kern-
stück der EU-Digitalpolitik ist die „Strategie für einen 
digitalen Binnenmarkt für Europa“ (EU-Kommission, 
2015b). Die Strategie beruht auf drei Pfeilern: (1) dem 
zu verbessernden Onlinezugang für Verbraucher*innen 
und Unternehmen zu Waren und Dienstleistungen in 
ganz Europa, (2) dem Setzen der richtigen Bedingungen 
für florierende digitale Netze und Dienste und (3) dem 
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bestmöglichen Ausschöpfen der Wachstumspotenziale 
der europäischen digitalen Wirtschaft. Der digitale Bin-
nenmarkt ist auch eine der zehn Kommissionsprioritä-
ten der Legislaturperiode von 2014 bis 2019. Im Rah-
men des digitalen Binnenmarkts sollte Nachhaltigkeit 
fundamentaler verankert werden (RNE, 2018). 
Einen ähnlichen Schwerpunkt zeigt auch die stra-
tegische Vision der Europäischen Kommission zu KI 
(JRC, 2018). Sie ist primär auf internationale Wett-
bewerbsstärke ausgerichtet. Nachhaltigkeit wird dem-
gegenüber sowohl im Hinblick auf die SDGs als auch 
anhand von konkreten Themenfeldern, wie z. B. dem 
Energieverbrauch adressiert. Es fehlen aber eine über-
geordnete Rahmung, Leitbilder und Prinzipien. Andere 
Akzente setzt z. B. die französische KI-Strategie (Vil-
lani, 2018), die ausdrücklich eine europäische Perspek-
tive einnimmt und als parlamentarische „Mission“ des 
Premierministers von September 2017 bis März 2018 
ausgearbeitet wurde. Dort wird der Nutzung von KI für 
ökologische Zwecke ein eigenes Kapitel gewidmet und 
in einen breiten ökonomischen Paradigmenwechsel zu 
Nachhaltigkeit eingebettet. 
Die konsequente Umsetzung und Umsetzbarkeit 
wertebasierter KI-Entwicklung innerhalb der EU ist 
jedoch offen. Die – eigentlich in Abgrenzung zur Hand-
habung in den USA und China intendierte – konse-
quent ethische Anwendung von KI wird teilweise in 
Politik und Wirtschaft auch als mögliches Hemmnis 
internationaler Wettbewerbsfähigkeit kritisiert. Die EU 
verfolgt hier noch keinen stringenten Weg zwischen 
dem internationalen Wettlauf nach den Maßstäben 
US-amerikanischer oder chinesischer Digitalisierungs-
modelle und einem eigenen Modell. Dabei könnte ein 
konsequenter wertebasierter Ansatz für KI, gestützt 
auf ethische Prinzipien und Menschenrechte entschei-
dend für die verantwortungsvolle und technologieof-
fene Weiterentwicklung von KI sein (Dignum, 2019). 
Ansätze zu ethischer KI-Entwicklung, z. B. unter dem 
Titel „AI4People“ (Floridi et al., 2018), sowie ethische 
Richtlinien werden bereits entwickelt und diskutiert 
(Kasten 3.2.5-1).
Derzeit ist auch die EU-Nachhaltigkeitspolitik in 
Bewegung: Im Jahr 2019 soll die Umsetzungsstrategie 
für die Agenda 2030 und ein neues Umweltaktionspro-
gramm vorgelegt werden, 2020 wird die EU eine lang-
fristige Strategie für ihren Beitrag zum Klimawandel 
gemäß dem Pariser Übereinkommen beim UN-Klima-
sekretariat vorlegen. Nach der Veröffentlichung einer 
langfristigen Vision für die Dekarbonisierung der euro-
päischen Wirtschaft (als Vorbereitung für den europäi-
schen Beitrag zum Pariser Übereinkommen) unter dem 
Titel „Ein sauberer Planet für alle“ (EU-Kommission, 
2018c) hat die Kommission im Januar 2019 in Vorbe-
reitung zur Umsetzungsstrategie der Agenda 2030 ein 
Reflexionspapier „Auf dem Weg zu einem nachhalti-
gen Europa“ publiziert (EU-Kommission, 2019f). In 
den Dokumenten wird auch thematisiert, dass Digita-
lisierung ein Trend ist, der Lebensgewohnheiten verän-
dert (z. B. Abnahme von Geschäftsreisen durch Video-
telefonie) und neue Werkzeuge bereitstellt. Die weitere 
Automatisierung und intelligente Steuerung werden als 
Wege gesehen, über Effizienzsteigerungen die Wett-
bewerbsfähigkeit mit einer gleichzeitigen Minderung 
der Treibhausgasemissionen in der Industrie zu verbes-
sern (EU-Kommission, 2018c: 15). Im Reflexionspapier 
erkennt die Europäische Kommission neben Bildung, 
Wissenschaft, Technologie, Forschung und Innovation 
Digitalisierung als horizontalen Faktor der Nachhal-
tigkeitswende an (EU-Kommission, 2019f). In diesem 
Papier ist bereits angelegt, dass die EU eine weltweite 
Führungsrolle bei der Formulierung der neuen ethi-
schen Grundsätze für KI übernehmen und die Vorteile 
des digitalen Wandels zur Verwirklichung der SDGs nut-
zen sollte. Dabei soll der Fokus auf nachhaltige, inno-
vative Landwirtschaft und Lebensmittelsysteme, sau-
bere Technologie, die Gesundheit von Mensch und Tier, 
Ökosystemleistungen und ressourceneffiziente Pro-
dukte und Produktionsmethoden gelegt werden. Bei 
der anstehenden und noch nicht erfolgten Verabschie-
dung einer EU-Nachhaltigkeitsstrategie zur Umsetzung 
der Agenda 2030 bedarf es einer intensiven Verknüp-
fung und Integration der Digitalisierung in dem Sinne, 
dass die Digitalisierung in den Dienst der Nachhaltig-
keit gestellt werden sollte. Ferner sollte Nachhaltig-
keit mit einer ebenfalls neu zu entwickelnden und an 
die Digitale Agenda 2010 anschließenden EU-Digital-




Digitaler Wandel und seine Implikationen für eine 
nachhaltige Entwicklung ist ein zunehmend an Auf-
merksamkeit gewinnender Themenbereich in der inter-
nationalen Zusammenarbeit. Dies belegen die zahlrei-
chen Initiativen und Prozesse zum Thema Digitalisie-
rung, die insbesondere in der ITU, UNCTAD, Weltbank, 
WTO, OECD oder auch in Anfängen in der G20 in den 
letzten Jahren entstanden sind. Dabei wird Digitalisie-
rung überwiegend als wirtschaftspolitisches Thema ein-
geordnet, das Wirtschaftswachstum verspricht. Diese 
Herangehensweise lässt sich auch in der Digitalpoli-
tik der EU beobachten. Die UNESCO engagiert sich im 
Gegensatz dazu vor allem zu Wissen und Bildung durch 
das Internet sowie Freiheit der Medien. Mit Themen 
wie „digital literacy“, „digital citizenship“ oder „digital 
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inclusion“ besetzt sie wichtige Teilbereiche nachhaltiger 
Entwicklung. Es fehlt bislang an übergreifenden Kon-
zepten, Leitideen und konkreten Prinzipien und Initi-
ativen zur Verknüpfung von Digitalisierung und Nach-
haltigkeit. Es bietet sich an, dass die SDGs in den bereits 
bestehenden UN-Institutionen zum Thema „Digitalisie-
rung“ (WSIS-Forum, ITU, IGF), aufgegriffen werden. 
Umweltthemen, die etwa von den SDGs 13, 14 und 15 
adressiert werden, entfalten noch keine Wirkung. Die 
besonders für Nachhaltigkeitsthemen zuständigen Pro-
gramme UN Environment und UNDP greifen umge-
kehrt das Thema Digitalisierung bisher nur randstän-
dig auf. Allerdings sind in den letzten Jahren eine Reihe 
von Initiativen zu Daten und nachhaltiger Entwicklung 
sowie zu Datensicherheit und Privatheit in der interna-
tionalen Zusammenarbeit entstanden. 
Es gibt zwar Bestrebungen, das Thema Digitalisie-
rung und Nachhaltigkeit im UN-System zu stärken und 
systemweit kohärent zu verankern, aber eine robuste 
und gut sichtbare Platzierung, etwa im Rahmen eines 
Mechanismus für Digitalisierung und Nachhaltigkeit 
fehlt. Auch gibt es keine systematische Aufbereitung 
des wissenschaftlichen Sachstands zu diesem mit vie-
len Unsicherheiten verbundenen Thema im UN-Sys-
tem. Schließlich fehlt auch ein übergeordneter Orien-
tierungs- oder Handlungsrahmen für nachhaltige Digi-
talisierung im Sinne einer gemeinsamen Erklärung der 
Staatengemeinschaft, einer Agenda oder eines gemein-
samen Kodex. Die Zielsetzungen und Leitplanken nach-
haltiger Entwicklung direkt und wirksam in den gesell-
schaftlichen bzw. politischen Rahmenbedingungen 
wirtschaftlichen Handelns zu verankern, war und ist 
daher ein elementares Feld von Global Governance für 
die nachhaltige Gestaltung des Digitalen Zeitalters.
Demgegenüber stehen zunehmend global agierende 
Unternehmen, die die digitale Entwicklung und konkrete 
Anwendungen digitaler Technologien in Gesellschaft und 
Wirtschaft maßgeblich vorantreiben und gestalten. Auch 
diese Akteure globaler Gestaltung berücksichtigen die 
Ziele nachhaltiger Entwicklung meist nur am Rande. Ins-
besondere besteht derzeit aber ein gewisses Missver-
hältnis zwischen dem Einfluss von Unternehmen und 
den Möglichkeiten und Strukturen diese zu regulieren. 
Die EU hat im Rahmen verschiedener politischer Pro-
zesse und Strategien zaghaft begonnen, Digitalisierung 
und Nachhaltigkeit miteinander zu verknüpfen. Inwie-
weit sich diese Absichtserklärungen in Programmen und 
Strategien (Umweltaktionsprogramm, Nachhaltigkeits-
strategie) sowie konkreten Umsetzungsmaßnahmen in 
einzelnen Politikbereichen (z. B. Mobilität) widerspiegeln 
werden, ist derzeit noch offen. 
8.2
Potenziale und Risiken der Digitalisierung für 
globale Nachhaltigkeitsziele 
Digitale Lösungen können eine wichtige Rolle bei der 
Erreichung global vereinbarter Nachhaltigkeitsziele 
spielen, allerdings bieten sie sowohl neue Möglichkei-
ten als auch neue Risiken. Beispielhaft werden im Fol-
genden die 2015 vereinbarten SDGs (Kasten 2.1-1) 
sowie die Ziele des Pariser Klimaübereinkommens und 
der Biodiversitätskonvention betrachtet. 
8.2.1 
Digitalisierung und die Sustainable Development 
Goals
Die SDGs lösten als globales Zielsystem im Jahr 2015 
die Millennium Development Goals ab. Sie bieten einen 
universellen Rahmen, an dem sich die internationale 
und nationale Politik in der nächsten Dekade aus-
richten sollte (UNGA, 2015; Kasten 2.1-1). Das Ziel-
jahr zur Erreichung der SDGs ist 2030. Viele der SDGs 
zielen auf den Zugang zu Basisdienstleistungen und 
-versorgung für alle Menschen weltweit ab, zum Bei-
spiel „Keine Armut“ (SDG 1), „Kein Hunger“ (SDG 2), 
„Gesundheit und Wohlergehen“ (SDG 3), „Hochwertige 
Bildung“ (SDG 4), „Sauberes Wasser und Sanitäranla-
gen“ (SDG 6) oder „Bezahlbare und Saubere Energie“ 
(SDG 7). Andere SDGs beziehen sich auf die Erhaltung 
natürlicher Lebensgrundlagen, etwa „Maßnahmen zum 
Klimaschutz“ (SDG 13) sowie auf Schutz und nachhal-
tige Nutzung von „Leben unter Wasser“ (SDG 14) und 
„Leben an Land“ (SDG 15). 
Zwar wurden in den letzten Dekaden durch die EZ 
und nationale Entwicklungsmaßnahmen Fortschritte 
erzielt, jedoch ist eine Beschleunigung und Skalierung 
bestehender positiver Entwicklungstrends nötig, um 
bis 2030 allen Menschen grundlegende Versorgungs-
leistungen verfügbar zu machen (UN, 2018b). Zudem 
sind bei den umweltbezogenen SDGs kaum Fortschritte 
zu verzeichnen, was Rückwirkungen auf die erreich-
ten  Entwicklungsfortschritte hat. So ist beispielsweise 
nach vielen Jahren der Verbesserung die Anzahl unter-
ernährter Menschen von 777 Mio. (2015) auf 815 
Mio. (2016) gestiegen; unter anderem werden Kon-
flikte, Dürren und klimawandelbedingte Katastrophen 
als Ursachen dieser Trendumkehr gesehen (UN, 2018b). 
Eine umfassende und belastbare Analyse, inwieweit 
die Digitalisierung zur zeitgerechten Erreichung der 
SDGs beitragen kann, liegt derzeit nicht vor. Die Glo-
bal e-Sustainability Initiative (GeSI), die Unternehmen 
und Organisationen mit IKT-Bezug vertritt, hat eine 
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Tabelle 8.2.1-1
Einschätzung des WBGU zu ausgewählten Potenzialen und Risiken der Digitalisierung für die Erreichung der SDGs, sowie eine 
qualitative Einschätzung des derzeitigen Stands: Werden digitale Lösungen eher im Sinne der Nachhaltigkeit genutzt oder 
scheint der Trend eher in eine nicht nachhaltige Entwicklung zu gehen? Die Darstellung ist als erste Experteneinschätzung 
angelegt und soll einen Überblick über exemplarische Ansatzpunkte bieten. Sie illustriert bereits deutlich die Ambivalenz des 
Einflusses des digitalen Wandels auf die Nachhaltigkeitsziele, und zeigt damit die hohe Gestaltungsnotwendigkeit auf. Die 
Zahlen in Klammern beziehen sich auf die in der Agenda 2030 festgelegten Unterziele der SDGs (UNGA, 2015).
Quelle: WBGU
Ausgewählte Potenziale Ausgewählte Risiken Qualitative Einschätzung
 
SDG 1  
Keine Armut 
 > Integration Ärmster in Weltwirtschaft (global 
ortsunabhängig über das Internet, sofern der 
Zugang vorhanden ist).
 > Überwindung mangelnder institutioneller 
 Rahmenbedingungen (Mikrofinanzdienstleis-
tungen; Identitätsnachweis durch Blockchain; 
Ersatzteile durch 3D-Druck).
 > Neue Planungs- und Koordinationsmöglichkei-
ten durch Monitoring, Datenauswertung und 
Informationszugang (in Landwirtschaft, medizi-
nischer Versorgung, humanitärer Hilfe usw.)
 > Virtuelle Realitäten visualisieren die Situation  
in Krisen- bzw. Armutsgebieten und erhöhen  
so die Spenden- und Handlungsbereitschaft in 
der Weltgemeinschaft.
 > Durch fehlenden Zugang zu Infrastruktur und 
Institutionen (Internet, Elektrizität, Bildung) 
verstärkt sich die digitale Kluft zwischen und 
innerhalb von Gesellschaften, so dass 
bestimmte Gruppen (z. B. die Armen) weiter 
marginalisiert werden (1.1, 1.2).
 > Die Bereitstellung dieses Zugangs könnte prob-
lematische infrastrukturelle Abhängigkeiten 
schaffen, insbesondere wenn sie rein gewinnori-
entiert durch privatwirtschaftliche Unterneh-
men erfolgt (1.4).
 > Substitution von Arbeit durch Automatisierung 
und Backsourcing von Unternehmen beschrän-
ken Beschäftigungsmöglichkeiten und somit das 
Potenzial für Armutsbekämpfung (1.1, 1.2).
 > Digitale Technologien erfahren zunehmende 
Aufmerksamkeit in der Armutsbekämpfung und 
Entwicklungszusammenarbeit.
 > Schwerpunkt liegt derzeit noch auf Pilotprojek-
ten. Das Mainstreaming digitaler Technik in 
Armutsbekämpfung und Entwicklungszusam-
menarbeit steht noch am Anfang.
 > Inwieweit das Potenzial für die Armutsbekämp-
fung ausgeschöpft werden wird, ist derzeit noch 
nicht abzusehen.
 
SDG 2  
Kein Hunger 
 > Präzisionslandwirtschaft kann Quantität und 
Qualität erzeugter Produkte erhöhen (2.1, 2.3, 
2.4).
 > Durch Sharing-Konzepte über Smartphone-Apps 
(z. B. Agri-Share) können auch Kleinbauern 
Maschinen und Services (2.3) nutzen.
 > Drohnen für das Boden-, Dünger- und Pflanzen-
schutz-Monitoring und auch Pflanzenschutzan-
wendung (2.4).
 > Erfassung von Größe und Gewicht mittels 
3D-Scan, um Fehlernährung bei Kindern zu 
erkennen (z. B. App Child Growth Monitor 2.2). 
 > Nutzung von Smartphones eröffnet Frauen 
neue Möglichkeiten der Vermarktung und 
 Einkommensgenerierung (2.3).
 > Die Potenziale lassen sich nur bei Zugang zu 
 Infrastruktur und Institutionen realisieren.
 > Kleinbauern, insbesondere in Entwicklungslän-
dern, könnten marginalisiert werden.
 > Neue Abhängigkeiten von multinationalen 
Unternehmen, die digitale Technologien bzw. 
verbesserten Input zur Verfügung stellen.
 > Die Bekämpfung des Hungers und die Ernäh-
rungssicherung lassen sich über eine nachhal-
tige Landwirtschaft fördern.
 > Präzisionslandwirtschaft wird eher von großflä-
chiger Landwirtschaft umgesetzt, nicht von 
Kleinbauern.
 > Prototypen von Applikationen (z. B. Child 
Growth Monitor App und AgriShare App) befin-
den sich in der Pilotphase.
 > Open-Source-Lösungen werden vereinzelt ver-
fügbar gemacht.
 > Weitere Machtkonzentrationen von Agrarkon-
zernen gefährden die Kontrolle der Bauern und 
Landwirte über Agrardaten.
 
SDG 3  
Gesundheit und Wohlergehen 
 > eHealth (inklusive Mobile Health, Telemedizin, 
Health Information System) ermöglicht bzw. 
erleichtert Diagnose, Therapie, Erfahrungsaus-
tausch, Schulung von Personal, Krankheitsmel-
dung, Kosteneinsparungen für Transport und 
Gesundheitseinrichtungen, ergänzende, dezent-
rale Beratung (3.8).
 > Big-Data-Analysen z. B. zu medizinischen 
Zusammenhängen, globalen Krankheitsentwick-
lungen, Voraussage von Epidemien (3.3).
 > Blockchain-Technologien zur Rückverfolgbarkeit 
von Medikamenten und Vermeidung von Medi-
kamentenfälschungen (3.8). 
 > Schutz vor Schadstoffen (3.9), z. B. durch digi-
tale Luft- oder Wassersensoren (3.3).
 > Neue Möglichkeiten durch medizinischen 
3D-Druck (Prothesen, Orthesen, Organe), auch 
in Entwicklungsländern.
 > Prävention (z. B. HIV-Aufklärung via Internet 
und Apps).
 > Kosten für IKT, Schulungen bzw. Beratungen 
sowie die notwendige Stromversorgung können 
in Entwicklungsländern problematisch sein.
 > Schwierige Umsetzung der Blockchain-Techno-
logie wegen mangelhafter Infrastruktur, hoher 
Komplexität, hohem Energiebedarf und fehlen-
der „Infostruktur“ (= Rollen, Richtlinien und Ver-
fahren zur Informationsübertragung). 
 > Gefahr des Verlusts der Datenkontrolle, des 
Datenmissbrauchs und von Hackerangriffen.
 > Internet und Computerspiele können zur 
„Gaming Disorder“ führen, einer von der WHO 
anerkannten Krankheit (3.5). 
 > Laut WMO 3–4faches Unfallrisiko, wenn Mobil-
telefone (auch mit  Freisprecheinrichtung) beim 
Fahren verwendet  werden (3.6). 
 > Gesundheitliche strahlungsbedingte Folgen 
langfristiger Nutzung (>15 Jahren) von Mobil-
telefonen laut WHO noch nicht geklärt. 
 > Problematische emotionale und soziale Folgen 
mangelnder Kontrollmöglichkeiten digitaler 
Technik möglich.
 > Nachfrage nach Telemedizin ist eher konstant 
geblieben, wenig gestiegen.
 > Erste eHealth Pilotprojekte gestartet, aber noch 
keine flächendeckende Anwendung 
 > Trend zur Selbstvermessung zeigt Interesse an 
eigener Gesundheit, allerdings wird ein Sucht-
potenzial vermutet. 
 > Internet ist Hauptinformationsquelle über 
Gesundheit, aber es fehlt an einer Kontrolle der 
Informationsqualität.
 > Zugang zur Telemedizin schafft Arbeitsmöglich-
keiten für Medizinerinnen (z. B. verbindet 
 DoctHERs in Pakistan als digitale Plattform qua-
lifizierte Medizinerinnen mit Patient*innen, die 
sich keinen Zugang zum Gesundheitssektor leis-
ten können; changemakers.com).
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SDG 4  
Hochwertige Bildung
 > Teilhabe an Bildung durch finanzielle und räumli-
che Unabhängigkeit der Nutzung, z. B. digitale 
Weiter- und Ausbildungsangebote für Lehrperso-
nen und Lernende (4.1, 4.2, 4.3, 4.4, 4.6).
 > Aktiver Einbezug und Mitgestaltung von Bildung 
bzw. Partizipation. Inklusive Entwicklung neuer 
Technik und Schaffung effektiver, sicherer, gender-
sensitiver, gewaltfreier (digitaler) Lernumwelten, 
besonders für benachteiligte Gruppen (z. B. 
Geflüchtete oder Migrant*innen (4.5, 4.6, 4.a).
 > Zukunftsbildung bzw. -fähigkeit: Verschneidung 
Transformationsbildung bzw. BNE und Bildung für 
Digitalisierung (4.7). (Fokus auf Kooperation, Inno-
vation und Kreativität, Identität, kulturelle 
 Diversität, Frieden).
Bildung muss Risiken für Teilhabe und Eigenart 
kompensieren wie etwa:
 > Verschärfung bereits bestehender Ungleichhei-
ten (digital divide) und Diskriminierungen durch 
die Digitalisierung von Bildungsangeboten (4.5, 
4.6, 4.a und auch 4.1, 4.2, 4.3, 4.4, 4.6; 5).
 > Umgang mit Ungewissheiten (individuell und 
zivilgesellschaftlich), etwa über den Wahrheits-
gehalt digitaler Informationen oder technologi-
sche Entwicklungen und deren künftiger Aus-
wirkungen (z. B. Arbeitswelt) (4.7).
 > Neue Anforderungen an den rechtlichen Schutz 
der Privatsphäre (Privatheitsverletzung) bzw. 
fehlende Kompetenz von Nutzer*innen im 
Umgang mit digitaler Technik.
 > Viele Akteure unterstützen das Ziel, bessere 
Teilhabe an Bildung durch digitale Technik zu 
ermöglichen und Bildungsangebote (weiter)
zu entwickeln (4.1, 4.2, 4.4, 4.6). 
 > Bisher bestehen große Ungleichheiten, z. B. 
fehlen den meisten Erwachsenen in Schwel-
len- und Entwicklungsländern basale Digital-
kompetenzen; in Industrieländern wurden 
große Geschlechterungleichheiten festge-
stellt.
 > Potenzial der Verschneidung von Bildung für 
Digitalisierung und Bildung für Nachhaltig-
keit z. B. für Zukunftsfähigkeit oder Koopera-
tion ist bisher ungenutzt (4.7).
 
SDG 5  
Geschlechter gleichheit
 > Emanzipatorisches Potenzial digitaler Technolo-
gien etwa durch erhöhten Zugang zu Informatio-
nen und Bildung sowie Vernetzungsmöglichkeiten 
(5.b, c).
 > Verbesserte Messbarkeit und Sichtbarmachen von 
Geschlechterungleichheiten und Diskriminierung 
(z. B. in kollektiven digital unterstützten Entschei-
dungsprozessen) (5.1).
 > Sensibilisierung für Gleichstellung und 
Geschlechtervielfalt durch digitale Experimentier-
räume sowie flexible und diverse digitale Identitä-
ten (10.2).
 > Nutzung von Smartphones eröffnet Frauen neue 
Möglichkeiten der Vermarktung und Einkommens-
generierung.
 > Diskriminierung gegen Frauen und Gender-
minderheiten durch weiterhin bestehende gen-
derspezifische Zugangsbarrieren zu digitalen 
Lösungen insbesondere in Entwicklungsländern.
 > Reproduktion bestehender Geschlechterun-
gleichheit und Genderstereotypen bei der Ent-
wicklung und Nutzung digitaler Lösungen (5.1).
 > Eingeschränkte Mitwirkung von Frauen und 
Genderminderheiten an Gestaltungs- und Ent-
scheidungsprozessen innerhalb des Tech- 
Sektors (5.5).
 > Neue Formen geschlechterspezifischer Diskri-
minierung und Gewalt, wie beispielsweise digi-
tale Gewalt, die nicht als solche (an-)erkannt 
werden (5.2).
 > Geschlechtergerechtigkeit ist trotz wachsen-
der politischer Aufmerksamkeit in keinem 
Land der Welt erreicht. Technologische 
Lösungen können nur wenig dazu beitragen, 
dieses grundlegend strukturelle Problem zu 
lösen. 
 > Bestehende Genderungleichheiten und 
 Stereotypen werden in soziotechnischen Sys-
temen wie dem Internet reproduziert, was zu 
neuer Benachteiligung führen kann. 
 > Potenziale, die digitale Technik im Sinne der 
Gleichstellung zu nutzen, werden derzeit 
unzureichend ausgeschöpft, insbesondere in 
Bezug auf verbesserte Analysemöglichkeiten, 
den emanzipatorischen Einsatz digitaler 
Lösungen und der Sensibilisierung in digita-
len Experimentierräumen. 
 
SDG 6  
Sauberes Wasser und Sanitäreinrichtungen
 > Verbessertes, gegebenenfalls kostengünstigeres 
und effizienteres Management von Wasserver- 
und -entsorgungssystemen.
 > Verbesserung des Kundenservice und damit 
erleichterter Zugang zu Wasserver- und 
 -entsorgung für alle Bevölkerungsgruppen.
 > Verbesserte Bewässerungssysteme.
 > Besseres saisonales Wassermanagement durch 
frühzeitiges Erkennen von Dürren oder Starknie-
derschlagsrisiken.
 > Verbesserte Regenwasserernte.
 > Besseres Qualitätsmanagement von  Trinkwasser.
 > Digitalisierung kann ohne gutes analoges und 
gemeinwohlorientiertes Management nicht 
 wirken.
 > Fragilität und Wartungsdefizite der Leitungs-
systeme.
 > Anfälligkeit digital gesteuerter Wassersysteme 
für Cyberangriffe.
 > Konzentration des Einsatzes digitaler Technolo-
gien zur Wasserver- und -entsorgung auf privi-
legierte Stadtbewohner, Vernachlässigung infor-
meller Stadtquartiere.
 > Der Wassersektor ist ein zentraler Förderbe-
reich der Entwicklungszusammenarbeit.
 > Digitale Technologien erhöhen Effizienz und 
Effektivität von Projekten im Wasserbereich 
(z. B. Überwachungs- und Managementsys-
teme; Reduzierung von Wasserverlusten).
 
SDG 7  
Bezahlbare und saubere Energie 
 > Digitale Technologien können genutzt werden, um 
den Zugang zu stabiler Elektrizität in netzfernen 
Regionen zu ermöglichen (z. B. mit Mini Grids auf 
Basis erneuerbarer Energien) (7.1).
 > Sie erlauben einen hohen Anteil fluktuierender 
erneuerbarer Energien im Stromnetz. Zudem kön-
nen mit Hilfe digitaler Technik weitere Sektoren 
elektrifiziert und damit ebenfalls auf Erneuerbare 
umgestellt werden (7.2).
 > Durch Monitoring, Optimierung und Steuerung 
können Effizienzpotenziale erschlossen werden 
(7.3).
 > Digitalisierung kann zu Durchbrüchen bei Schlüs-
seltechnologien wie etwa Batteriespeichern bei-
tragen, z. B. durch Materialforschung oder 
 Batteriemanagement.
 > Potenziell kann es in allen Sektoren zu einer 
steigenden Energienachfrage durch ubiquitäre 
digitale Anwendungen kommen, die auch mög-
liche Effizienzgewinne überkompensiert 
(„Rebound“).
 > Zudem steigt die direkte Energienachfrage 
durch die digitalen Infrastrukturen selbst an.
 > Die digitale Vernetzung der Energiesysteme und 
anderer Sektoren führt zu einer erhöhten 
Gefährdung kritischer Energieinfrastrukturen 
gegenüber Angriffen sowie von Nutzerdaten 
gegenüber Missbrauch.
 > Neue geopolitische Abhängigkeiten von Regio-
nen mit kritischen Ressourcen für den Aufbau 
und Erhalt der digitalen Infrastrukturen können 
 entstehen. 
 > Digitale Technologien werden im Energiesek-
tor schon lange genutzt und erleichtern die 
Nutzung erneuerbarer Energien, dennoch 
steigt deren Anteil im globalen Energiesys-
tem nur sehr moderat.
 > Neue Geschäftsmodelle ermöglichen Zugang 
zu Elektrizität für Armutsgruppen in Entwick-
lungsländern, z. B. Nutzung mobiler Bezahl-
systeme für solare Off-Grid-Elektrizitätssys-
teme. 
 > Für die knapp 1 Mrd. Menschen, die noch kei-
nen Zugang zu Elektrizität haben, konnte 
auch die Digitalisierung bisher keinen Beitrag 
leisten.
 > Die Energienachfrage im IKT-Sektor nimmt 
ungebrochen zu.
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SDG 8  
Menschenwürdige Arbeit und Wirtschaftswachstum 
 > Neue Fertigungstechnologien, Virtualisierung, 
Monitoring und Informationsbereitstellung 
eröffnen Potenziale für steigende Effizienz im 
Umgang mit natürlichen Ressourcen und damit 
zur Entkopplung von Ressourcenverbrauch und 
Produktion und Konsum (8.4).
 > Digitale Technologien können weiteres (Produk-
tivitäts-)Wachstum anstoßen (8.1, 8.2). Höhere 
Produktivität und Automatisierung können der 
Verbreitung menschenwürdiger Arbeitsumfel-
der dienen sowie Räume für neue Leitbilder 
nachhaltiger Arbeit schaffen (8.1, 8.2, 8.3, 8.5, 
8.7).
 > Es können sich neue Zugänge zu (Arbeits-)
Märkten sowie zu Gütern und Dienstleistungen 
(Banken, Bildung) ergeben. So erweitern sich 
Möglichkeiten wirtschaftlicher Teilhabe, insbe-
sondere auch in Entwicklungs- und Schwellen-
ländern (8.1, 8.3, 8.6, 8.10).
 > Ein genaueres Monitoring von Arbeitsmärkten 
und insbesondere der Einhaltung sozialer Min-
deststandards wird möglich (8.8).
 > Rascher arbeitssubstituierender technischer 
 Fortschritt droht Wirtschafts- von Beschäftigungs-
wachstum zu entkoppeln und so soziale Kohäsion 
und politische Stabilität zu gefährden (8.3, 8.5, 
8.6).
 > Neben Beschäftigungsverlusten droht steigende 
Ungleichheit bzw. digitale Spaltung (1) zwischen 
Entwicklungs- und Schwellenländern sowie Indus-
trieländern, (2) zwischen Regionen, (3) zwischen 
Menschen mit unterschiedlichen Qualifikationen, 
(4) zwischen Arbeitseinkommen und sonstigen Ein-
kommensformen (8.5).
 > Arbeitsplattformen und neue (quasi-selbststän-
dige) Arbeitsformen können Standards im Arbeits-
schutz unterlaufen und neue Gefahren der Ausbeu-
tung und Kontrolle von Arbeitnehmern schaffen 
(8.3, 8.8).
 > Durch Ressourcenbedarf digitaler Technologien 
und Rebound-Effekte droht ein steigender Ressour-
cenverbrauch und eine nur relative Entkopplung 
von Wachstum und Ressourcenverbrauch (8.4).
 > Die neu entstehenden Zugänge und Beschäf-
tigungsmöglichkeiten, gerade auch in Entwi-
cklungs- und Schwellenländern, stehen viel-
fach heute noch hinter den gesellschaftlichen 
Herausforderungen durch Automatisierung 
und neue Arbeitsformen zurück. 
 > Es fehlt an konsistenten gesellschaftlichen 
Zielvorstellungen und Leitbildern zur zukünf-
tig möglichen Arbeitswelt und nachhaltigen 
Wirtschaft sowie an Strategien, den gesell-
schaftlichen Wandel sozialverträglich zu 
gestalten. 
 > Eine absolute Entkoppelung von Wachstum 
und Ressourcenverbrauch ist unter den der-
zeitigen (politischen) Rahmenbedingungen 
nicht zu erwarten.
 
SDG 9  
Industrie, Innovation und Infrastruktur 
Industrie 
 > Entstehung neuer Jobs, einschließlich neuer 
Tätigkeitsfelder (9.2).
 > Gesteigerte ökonomische Teilhabe für Indivi-
duen durch verbesserten Zugang zu Finanz-
dienstleistungen und für Entwicklungsländer als 
Ganzes durch besseren Marktzugang (9.3).
 > Dematerialisierung und Ressourceneffizienz 
durch Industrie 4.0 (9.4).
Innovation
 > Digitale Innovationen für gesellschaftliche und 
ökologische Herausforderungen (9.5).
 > Steigende Beschäftigungszahlen im IKT- 
bezogenen F&E-Bereich (9.5).
Infrastruktur
 > Verbesserung der Resilienz gegenüber 
 Klimaveränderungen durch breiteren 
 Informationszugang mittels IKT (9.1).
 > Ressourcenschonende IT-Infrastrukturen (Green 
IT) (9.4).
 > Intelligente Digitaltechnologien (z. B. IoT) als 
Treiber für nachhaltige Smart Cities (9.4).
Industrie 
 > Beschäftigungs- und Kaufkraftverluste durch Auto-
matisierung (9.2).
 > Rückverlagerung der Industrieproduktion in Indus-
trieländer (Backshoring) mit negativen wirtschaftli-
chen Effekten für Entwicklungsländer (9.2, 9.3).
 > Rebound-Effekte resultierend aus Effizienzsteige-
rungen durch Industrie 4.0 (9.2).
Innovation
 > Fehlende Breitband- und Informationsversorgung 
gefährdet Wachstum und Innovation (9.C).
Infrastruktur
 > Privatisierung von Infrastrukturen entgegen der 
Nutzerinteressen (9.1).
 > Gesteigerter Ressourcen- und Stromverbrauch 
durch digitale Technologien (9.4).
Industrie
 > Großes Potenzial zur Steigerung der Produk-
tivität von Entwicklungsländern, das sich 
allerdings durch andere entwicklungspoliti-
sche Probleme noch nicht entfaltet.
Innovation
 > Digitalisierung befördert die Entstehung von 
Innovationen, die zu einem wachsenden Teil 
digital basiert sind. IKT tragen zum Abbau 
von Innovationsbarrieren bei, erleichtern das 
Entstehen neuer Geschäftsmodelle und 
ermöglichen einen schnellen Technologie- 
und Ideentransfer.
 > Technologiebasiertes Leapfrogging in Ent-
wicklungsländern wird bislang aber durch 
bestehende entwicklungspolitische Probleme 
gebremst (z. B. politische Instabilität, feh-
lende Infrastruktur, Mangel an Bildung).
 > Positives Bild mit Blick auf F&E hinsichtlich 
steigender F&E-Ausgaben und -Beschäfti-
gungszahlen im IKT-Bereich.
Infrastruktur
 > Große Potenziale hinsichtlich der Errichtung 
nachhaltiger Infrastrukturen durch Smart 
Cities. Smart- Cities-Entwicklung steht aber 
noch in den Anfängen. Auch stehen Smart- 
City-Konzepte in Entwicklungs- und Schwel-
lenländern heute z. T. den Zielen einer nach-
haltigen Entwicklung entgegen.
 
SDG 10  
Weniger Ungleichheiten 
 > Leapfrogging: Aufholen von Entwicklungsrück-
ständen durch Technologiesprünge (10.1).
 > Neue Formen der Beschäftigung (z. B. über 
Plattformen) und steigende räumliche und zeit-
liche Flexibilität durch mobiles Internet und 
mobile Endgeräte (10.2).
 > Erleichterter Zugang von Informationen über 
Beschäftigung durch neue Websites und schnel-
leren Informationsaustausch (10.2).
 > Zugang aller zu digitaler Infrastruktur stärkt 
 Bildung und Gesundheit (10.3).
 > Offenlegung bestehender Ungleichheiten durch 
zunehmende Transparenz (10.3).
 > Verschärfte digitale Kluft.
 > Bestehende Geschlechterungleichheit verschärft 
sich und behindert Entwicklung.
 > Automatisierung gefährdet Arbeitsplätze mit 
 niedrigem bis mittlerem Qualifikationsniveau.
 > Backshoring: Verlagerung von Beschäftigung von 
Entwicklungsländern in Industrieländer verschärft 
die Ungleichheit in Entwicklungsländern.
 > Termin - und Leistungsdruck steigen in einem 
 digitalisierten Arbeitsumfeld.
 > Open-Access-Daten werden zunehmend 
angeboten, insbesondere für kleine oder mar-
ginalisierte Gruppen und Gruppen mit 
besonderen Bedarfen.
 > Akteure innerhalb von Wertschöpfungs-
ketten treffen informierte Entscheidungen.
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SDG 11  
Nachhaltige Städte und Gemeinden 
 > Energie- und Ressourceneinsparung, Minderung 
von Treibhausgasausstoß und Luftverschmut-
zung (11.6).
 > Effizientere Energieerzeugung und Versorgung 
mit Strom und Trinkwasser.
 > Erleichterter Zugang zu Basisversorgung für 
informelle Siedlungen bzw. arme Stadtquartiere, 
z. B. Mobilität als Dienstleistung (11.2).
 > Verbesserte kommunale Verwaltung, inklusive 
partizipative Stadtplanung und Management 
(11.3).
 > Erleichterte Selbstorganisation der Stadtbewoh-
ner durch kommunale Plattformen und Kommu-
nikationsmöglichkeiten (11.3).
 > Verbesserte urbane Kreislaufwirtschaft (11.6, 
12.5).
 > Technologieeinsatz geht am Bedarf großer Bevöl-
kerungsteile vorbei.
 > Teilhabe- bzw. Nutzungsmöglichkeit oft auf städti-
sche digitale Elite beschränkt.
 > Abhängigkeit der Kommunen von proprietärer 
Software oder einzelnen Technologieanbietern.
 > Totalüberwachung und Verlust von Privatsphäre 
versus Sicherheit im öffentlichen Raum (11.7).
 > Vulnerabilität urbaner Infrastrukturen (z. B. 
 Wasserwerke, Stromversorgung) gegenüber 
 Cyberangriffen.
 > Onlineeinkauf schafft Herausforderungen für die 
Neugestaltung von Innenstädten.
 > Netto-Auswirkungen auf Wohnkosten unklar 
(11.1).
 > Kritik an Smart-City-Umsetzung v. a. mit Blick 
auf unzureichende Teilhabe und Gemein-
wohlorientierung, insbesondere in Entwi-
cklungs- und Schwellenländern.
 > Kaum ganzheitliche Smart-City-Ansätze, 
meist (isolierte) Pilotprojekte in einzelnen 
Handlungsfeldern (z. B. Energie, Mobilität. 
Abfallmanagement, E-Government).
 > Masterplanned Smart Cities können nachhal-
tig sein, wenn Teilhabe, Ressourcenschutz 
und Eigenart Grundlage der Gestaltung sind.
 
SDG 12  
Nachhaltiger Konsum und Produktion 
 > Gesteigertes Weltumweltbewusstsein durch 
mehr Informationen über Nachhaltigkeit von 
 Produkten sowie Produktions- und 
 Konsumweisen (12.8, 12.A).
 > Umfassendes Monitoring von Umweltwirkun-
gen durch „intelligente“ Produkte, Sensorik und 
Big Data sowie Umsetzung in ökonomische 
Anreize für nachhaltiges Unternehmenshandeln 
und Wettbewerbsvorteile (12.6 und 12.7).
 > Effizientere Ressourcennutzung durch vollstän-
digere Informationssysteme, plattformbasierte 
Geschäftsmodelle und (virtuelle) Unterneh-
mensnetzwerke; Dematerialisierung durch Vir-
tualisierung bzw. die Ergänzung von Produktion 
durch Dienstleistung (Servitization), z. B. Sha-
ring (12.2, 12.6).
 > Verbessertes Produktions- und Lieferkettenma-
nagement reduziert z. B. Lebensmittelverluste 
(12.3).
 > Schließen von Kreisläufen durch digital unter-
stützte Kreislaufwirtschaft auch jenseits des 
Abfallmanagements (12.5).
 > Potenziale von 3D-Druck für Ersatzteilherstel-
lung.
 > Öffentliche Beschaffung als Vorreiter bei Green 
IT (12.7).
 > Verstärkte Nachfrage nach kritischen  Rohstoffen  
(12.4), Elektrizität und natürlichen  Ressourcen 
(12.2).
 > Zunahme von Elektroschrott und entsprechender 
Umweltverschmutzung (12.4).
 > Reduktion von Möglichkeiten suffizienten 
 Verhaltens durch größere technische Abhängigkeit 
und kürzere Produktlebenszyklen technischer 
Geräte, Verdrängung von Low-Tech- Lösungen 
(12.5).
 > Steigende Komplexität von Produkten reduzieren 
Reparierbarkeit (12.5).
 > Kurzlebige Software und steigende Rechenkapazi-
täten steigern Produktobsoleszenz (12.5).
 > Möglicher Konsumanstieg durch vollständigere 
Vermarktung und mehr Güterverfügbarkeit z. B. 
durch Online-Shopping (12).
 > Gleichsetzung digitaler Produkte mit nachhaltigen 
Produkten durch „smart“ Label verwässert Ziel-
orientierung (Greenwashing).
 > Ein digitial unterstützter Wandel zum „Nut-
zen statt Besitzen“ ist noch nicht ausreichend 
durch Maßnahmen zur Begrenzung von 
Reboundeffekten (z. B. Nutzungsintensivie-
rungen) begleitet.
 > Die Digitalisierung vieler Produktgruppen 
führt zu einem höheren Ressourcen- und 
Energiebedarf. 
 > Zusätzliche IKT-Funktionen werden derzeit 
nicht mit dem Ziel der Ressourcen- und Ener-
giereduktion entwickelt und auch nicht im 
Hinblick darauf überprüft. 
 > Die fehlende Ausrichtung von Digitalisie-
rungsinitiativen (z. B. Industrie 4.0) auf 
Netto- Ressourcen- und Energieeinsparungen 
führt dazu, dass die Nachhaltigkeitspoten-
ziale nicht ausgeschöpft werden.
 
SDG 13  
Maßnahmen zum Klimaschutz
 > Digitale Anwendungen haben das Potenzial, in 
vielen Sektoren zu Emissionsminderungen 
 beizutragen (z. B. Energie, Landwirtschaft, 
Indus trie, Gebäude, Transport), aber ebenso,  
die Emissionen zu steigern.
 > Vernetzte Frühwarnsysteme können die 
 Resilienz gegenüber Naturkatastrophen erhö-
hen, Verbesserungen bei Klimarisikomanage-
ment und Wettervorhersagen ermöglichen 
Anpassung (13.1).
 > Digitale Anwendungen spielen eine zentrale 
Rolle bei der Ableitung und Bereitstellung von 
Informationen über zukünftige Klimaverände-
rungen und ihrer Auswirkungen als Basis für 
Entscheidungen zu Klimaschutz und -anpassung 
(climate  services) (13.3).
 > Digitale Technologien können es einfacher 
machen, fossile Energieträger zu gewinnen und zu 
nutzen.
 > Neue General-Purpose-Technologien können zu 
einer Steigerung ökonomischer Aktivitäten führen, 
die sich negativ auf Emissionen und den Klima-
schutz auswirken. 
 > Steigende Abhängigkeit von IKT kann die Resilienz 
von Infrastrukturen gegenüber klimabedingten 
Katastrophen und Extremereignissen verringern 
(13.1).
 > Digitale Anwendungen können fehlende 
 politische Ambition, fehlende Regulierung 
und fehlende Institutionen nicht ersetzen. 
Um SDG13 zu erreichen muss es daher v. a. 
darum gehen, diese Lücken zu schließen, 
damit die Digitalisierung einen positiven 
 Beitrag zu Klimaschutz und -anpassung 
 leisten kann (13.2).
 > IKT ist derzeit ein Treiber energiebedingter 
CO2-Emissionen.
 > Erdbeobachtung und Modellierung stellen 
bereits heute wertvolle Informationen für 
Anpassung, Frühwarnsysteme und Katastro-
phenvorsorge zur Verfügung und bilden die 
Grundlage unseres detaillierten Verständnis-
ses des Klimasystems.
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SDG 14  
Leben unter Wasser 
 > Digitale Technologien bieten perspektivisch Mög-
lichkeiten für Kreislaufwirtschaft und gegen 
 Meeresmüll (14.1).
 > Digitale Technologien können Kontrolle, Überwa-
chung und Durchsetzung für Ökosystemschutz 
sowie gegen Überfischung, illegale und zerstöre-
rische Fischerei verbessern helfen (14.2, 14.4).
 > Wissenschaft, Forschung und Technologieent-
wicklung sowie die Weitergabe ihrer Ergebnisse 
profitieren von digitalen Möglichkeiten und 
 Vernetzung (14.a).
 > Verbesserter Zugang zu digitalen Informations-
systemen könnte helfen, den Marktzugang für 
Kleinfischer zu verbessern (14.b).
 > Durch Anwendung digital unterstützter Technik 
entgeht kaum ein Fischschwarm mehr der 
Detektion (14.4).
 > Digitalisierung wirkt derzeit als Beschleuniger 
wirtschaftlicher Prozesse, die auf fossiler 
 Energie (auch Öl bzw. Gasförderung offshore) 
und Ressourcenextraktion beruhen. Damit wer-
den Meeresverschmutzung (z. B.  Plastik) und 
Versauerung angetrieben (14.1, 14.3). 
 > Digitale Technik steigert die Nachfrage nach 
seltenen Metallen, was den Anreiz für Tiefsee-
bergbau erhöht. 
 > Die Risiken der durch Digitalisierung getriebe-
nen wirtschaftlichen Entwicklung und die 
dadurch überlastete Produktions- und Senken-
funktion der Meere überwiegen derzeit die 
positiven Potenziale.
 
SDG 15  
Leben an Land 
 > Präzisionslandwirtschaft (Apps, Sensoren usw.) 
kann Umweltschutz, Ressourceneffizienz und 
Produktivität steigern (15.1).
 > Digital untertütztes Monitoring von Ökosyste-
men und Bodenzustand (inklusive Wäldern und 
Wildbeständen) stärken den Schutz von 
 Landökosystemen und Biodiversität (15.1, 15.2).
 > Kleinbauern profitieren durch die Mobiltelefone 
von Beratung für Verbesserungen in der Produk-
tionsplanung und dem Management wetterbe-
dingter Risiken. Auch andere landwirtschaftliche 
Risiken, z. B. Schädlinge, Pflanzenkrankheiten 
oder Bodenerosion lassen sich mittels Mobiltele-
fon und digitaler Fotos erkennen, Beratung ver-
mitteln und so abschwächen bzw. verhindern 
(15.4).
 > Sicherung der Landrechte von Kleinbauern z. B. 
über Blockchain-Technologien als Möglichkeit, 
großflächige Landnahmen zu verhindern.
 > Beschränkter Zugang zu digitalen Technologien 
und Informationen in Entwicklungsländern. 
 > Neue Abhängigkeiten von multinationalen 
Unternehmen, die digitale Technologien bzw. 
verbesserten Input zur Verfügung stellen.
 > Marginalisierung von armen Kleinbauern u. a. 
durch „land grabbing“.
 > Beratungen über Mobiltelefon zu neuen 
 Agrarpraktiken und besserem Management.
 > Umweltschutz, Ressourceneffizienz und Pro-
duktivität werden in Industrieländern mittels 
 Präzisionslandwirtschaft gesteigert; in Ent-
wicklungsländern werden nur einzelne Ele-
mente (z. B. Apps, SMS) verwendet.
 > Präzisionslandwirtschaft steht noch nicht im 
Dienst der kleinbäuerlichen Landwirte.
 > Drohnen und Satelliten werden bereits zum 
Monitoring von Waldflächen und Ökosyste-
men verwendet (Vermeidung von Entwaldung, 
von Biodiversitätsverlust und Wilderei).
 > Die Entwicklung und Implementierung von 
Blockchain-Technologien steht noch am 
Anfang.
 
SDG 16  
Frieden, Gerechtigkeit und starke Institutionen 
Frieden
 > Durch besseres Monitoring und Datenanalyse 
lassen sich illegale Finanzflüsse und illegaler 
 Waffenhandel besser aufspüren (16.4, 16.5).
 > Globale Vernetzung und evtl. Virtual Reality 
 bergen die Chance für mehr Empathie weltweit 
(16.1). 
Kriminalitätsbekämpfung/Gerechtigkeit
 > Straftaten können durch Monitoring bzw. 
 Tracking aufgedeckt werden (16.4).
Starke Institutionen (16.5, 16.6, 16.7, 16.10)
 > Open Government Data kann die Transparenz 
und Überprüfbarkeit behördlicher Entscheidun-
gen durch Bürger*innen und Zivilgesellschaft 
 fördern. 
 > Digitale Datenerfassung und -verarbeitung 
 können zu mehr Politikkohärenz und guter 
 Regierungsführung beitragen. 
 > Digitales Monitoring der Zielerreichung kann zu 
einer erhöhten Rechenschaft von Institutionen 
führen.
 > Digitale Technik schafft neue Optionen für 
 Bürgerbeteiligung und zivilgesellschaftliche 
 Kontrolle. 
 > Effizienzsteigerungen führen zur Kostensenkung 
für öffentliche Dienstleistungen.
Frieden
 > Robotik und KI werden zur Entwicklung autono-
mer Waffensysteme eingesetzt.
 > Cyberattacken (Sabotage bzw. Spionage durch 
Angriff auf wichtige digitale Systeme) könnten 
militärisch eingesetzt werden (Cyberkrieg) – 
besonders problematisch mit Blick auf kritische 
Infrastrukturen (s.u.).
Kriminalitätsbekämpfung/Gerechtigkeit
 > Überwachungsstaat durch Monitoring bzw. 
Tracking (16.4).
Starke Institutionen (16.5, 16.6, 16.7, 16.10)
 > Staaten setzen digitale Technik gezielt für Total-
überwachung privater und öffentlicher Institu-
tionen ein (Eingriffe in Menschenrechte, Unab-
hängigkeit staatlicher Institutionen) sowie für 
staatliche und private Verhaltenssteuerung pri-
vater und öffentlicher Institutionen (z. B. Social 
Credit Scores in China). 
 > Auf Seiten der Behörden droht die Abhängigkeit 
öffentlicher Institutionen von digitalen Werk-
zeugen und Infrastrukturen und dadurch 
erhöhte Krisenanfälligkeit (insbesondere 
 Cybersecurity). 
 > Möglichkeiten zur Manipulation oder Beeinflus-
sung demokratischer Legitimationsverfahren 
(z. B. Wahlen) steigen. Eine Vertrauenskrise der 
Bürger*innen gegenüber staatlichen Institutio-
nen könnte die Folge sein, auch in Staaten, 
deren Institutionen heute als stabil gelten.
Frieden
 > Bewaffnete, ferngesteuerte Militärroboter 
(Drohnen) werden bereits eingesetzt, zu 
unterschiedlichen Graden automatisiert.
 > Cyberkrieg im engeren Sinne eines kriegeri-
schen Einsatzes von IKT ist bisher nicht zu 
beobachten, es fehlt dabei der unmittelbare 
Gewaltaspekt (16.1).
Kriminalitätsbekämpfung/Gerechtigkeit
 > Kriminalitätsbekämpfung geht in positive und 
negative Richtung.
Starke Institutionen
 > Staaten nutzen E-Government sowohl für bes-
sere Regierungsführung als auch für umfas-
sende staatliche Überwachung und Steuerung. 
 > Fehlender Zugang zu IKT behindert die Poten-
ziale für Bürgerbeteiligung und Bürgerdienste.
 > Information und Kommunikation allein bedin-
gen keinen Wandel, solange Machtasymmet-
rien weiter bestehen.
 > Die Komplexität der Bereitstellung vertrauens-
würdiger, sicherer, inklusiver, transparenter 
öffentlicher Dienste nimmt zu. 
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SDG 17  
Partnerschaften zur Erreichung der Ziele
 > Wissens- und Technologietransfers zur Unter-
stützung der Umsetzung der SDGs (17.6–8, 
17.16), z. B. Breitband- und Informationszugang, 
globaler Austausch und Zugang mit minimalen 
Grenzkosten durch IKT und digitalisierte Schrift-
bestände; Technologietransfer umfasst dabei 
zunehmend auch Software, deren Weitergabe 
kaum physischen Beschränkungen unterliegt.
 > Ausbau von Kapazitäten für Datenauswertung 
und Monitoring (17.16, 17.18–19) sowie für die 
konkrete Ausarbeitung nationaler Umsetzungs-
pläne (17.9).
 > Einsatz digitaler Lösungen für Entwicklungsfi-
nanzierung (17.1–3), Schuldenabbau (17.4) und 
offenen, regelgeleiteten Welthandel (17.10–12).
 > Mögliche disruptive Wirkung einzelner oder 
kumulierter Digitalisierungsfolgen für Welthan-
del (17.10-12), gesamtwirtschaftliche Stabilität 
(17.13) und daraus abgeleitet die systemischen 
Fragen generell (17.13-19).
 > Kooperationen zum Technologietransfer, zur 
Erhebung von Datensätzen und Statistiken, 
oder zur Verbreitung von IKT-Nutzung können 
zu (neuen) Abhängigkeitsverhältnissen und 
 Privatheitskonflikten führen. Auch geht es nicht 
um reine „technological fixes“, z. B. ist der Tech-
nologietransfer angewiesen auf stimmige 
 Rahmenbedingungen und den Aufbau von 
Know-how zur sinnvollen Nutzung der 
 Technologien.
Politischer Kooperationswille, die Bereitstellung 
finanzieller Ressourcen sowie die Etablierung 
institutioneller Rahmenbedingungen zur Umset-
zung der SDGs ist im Wesentlichen eine Aufgabe 
ohne unmittelbaren Digitalisierungsbezug.
Aktuell sind positive Trends der Nutzung von 
Digitalisierung für SDG 17 in manchen Bereichen 
sichtbar, aber insgesamt marginal. Die Nutzung 
von IKT, Datenauswertung und Monitoring nimmt 
zwar wie in vielen Lebensbereichen allgemein zu, 
die UN-Fortschrittsberichte (2018) zeigen aber im 
Detail ein nüchternes Bild, z. B.:
 > 2016 hatten nur 6 % in EL Festnetzbreitbandan-
schluss, 24 % in IL. 
 > In 2015 flossen außerdem nur 0,3 % aller 
ODA-Leistungen in den Aufbau statistischer 
Kapazitäten zur Umsetzung und Monitoring der 
Entwicklungsagenden. 
 > In 2017 implementierten 102 Länder nationale 
Statistikpläne, mit 31 Ländern der Sub- Sahara-
Region als größte Gruppe.
Daneben sind die beschriebenen Risiken – im 
nationalen wie globalen Raum – noch unzurei-
chend antizipiert.
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erste Studie vorgelegt, die basierend auf beobachteten 
Korrelationen den Zugang zu IKT einerseits und Fort-
schritte in Bezug auf die SDG-Erreichung andererseits 
über Länder hinweg miteinander in Verbindung bringt 
(GeSi, 2018). In dieser Studie wird für 11 der 17 SDGs 
eine positive Korrelation konstatiert. Bei den umwelt-
bezogenen SDGs 13, 14 und 15, sowie dem SDG 10 
(„Weniger Ungleichheiten“) und 17 („Partnerschaf-
ten zur Erreichung der Ziele“) wurde keine Korrela-
tion festgestellt, das SDG 12 („Nachhaltiger Konsum 
und Produktion“) korreliert negativ mit dem Zugang zu 
IKT. Inwieweit die jeweiligen (positiven und negativen) 
Korrelationen auch mit kausalen Zusammenhängen 
verbunden sind, oder ob andere wichtige Drittvariab-
len (z. B. GDP, Qualität der Regierungsführung) für die 
gefundenen Korrelationen verantwortlich sind bleibt in 
dieser Analyse jedoch offen. 
Eine weitere Analyse wurde im Rahmen des WSIS-Fo-
rum erstellt und widmet sich der Frage, wie die Ziele der 
WSIS („action lines“) genutzt werden können, um die 
Erreichung der SDGs zu befördern (WSIS, 2015). Die 
Studie listet zahlreiche Anknüpfungspunkte, Projekte 
und Erfolgsgeschichten, die positive Potenziale der IKT 
für die Erreichung einzelner SDGs verdeutlichen. Sie 
weist aber angesichts der weltweiten Entwicklungsun-
terschiede gleichermaßen darauf hin, dass es eine große 
Herausforderung ist, allen Menschen und Ländern die 
Möglichkeit zu verschaffen, von den IKT-Potenzialen 
zu profitieren.
Eine Metastudie hat gezeigt, dass es zahlreiche Ein-
zelstudien zum Zusammenhang zwischen IKT und den 
SDGs gibt, die aber ganz überwiegend auf technische 
Aspekte fokussieren und keinen holistischen Blick 
auf gesamtgesellschaftliche Zusammenhänge und das 
Gemeinwohl haben (Wu et al., 2018).
Aus Sicht des WBGU ist es notwendig, eine solche 
holistische Sichtweise einzunehmen: Der Zusammen-
hang zwischen der Nutzung digitaler Technologien 
und den SDGs darf nicht auf technologische Potenzi-
ale begrenzt bleiben, sondern muss auch übergreifende 
Potenziale und Risiken thematisieren (Kap. 9.1). Dies 
erfordert eine inter- und transdisziplinäre Analyse, 
die über entsprechende Forschungsprogramme geför-
dert werden sollte (Kap. 10). Vor dem Hintergrund sei-
ner Analysen, insbesondere der Schauplätze (Kap. 5) 
und von Literaturanalysen gibt der WBGU in Tabelle 
8.2.1-1 eine tentative Einschätzung zu ausgewähl-
ten Potenzialen und Risiken der Digitalisierung für die 
Erreichung der SDGs sowie eine qualitative Einschät-
zung des derzeitigen Stands: Werden digitale Lösungen 
eher im Sinne der Nachhaltigkeit genutzt oder scheint 
der Trend eher in eine nicht nachhaltige Entwicklung 
zu gehen? Die Zusammenstellung ist als vorläufige 
Einschätzung angelegt und soll einen exemplarischen 
Überblick  bieten. Sie erhebt insoweit keinen Anspruch 
auf Vollständigkeit und geht nicht in Details. Sie illus-
triert jedoch deutlich die Chancen als auch die Ambi-
valenzen über den Einfluss des digitalen Wandels auf 
die SDGs und veranschaulicht damit die hohe Gestal-
tungsnotwendigkeit. Sie macht zudem deutlich: Digi-
tale Technologien bieten für einzelne Ziele zwar unmit-
telbare Potenziale, die großen Stellschrauben zur Ziel-
erreichung liegen jedoch im institutionellen Rahmen 
für systemische Konzepte und im Setzen von Anrei-
zen. Dieses setzt oft strukturelle Änderungen voraus. 
Der digitale Wandel lässt zudem mittelfristig grundle-
gende gesellschaftliche Umstrukturierungen erwarten 
(Kap. 7); dabei ist aber unklar, welche dieser Änderun-
gen bereits im Laufe des SDG-Zeitraums virulent wer-
den. Für den Zeitraum nach 2030 stellt sich weiterhin 
die Frage, ob und wie der Zielkanon bei einer mögli-
chen Fortschreibung der SDGs sinnvoll erweitert wer-
den sollte, um den neuen Entwicklungen gerecht zu 
werden (Kap. 9.3.1.1; Tab. 8.2.1-1).
8.2.2 
Klimapolitik im Digitalen Zeitalter
Das 2015 verabschiedete Übereinkommen von Paris 
wurde als Meilenstein der Klimapolitik gefeiert und 
verfolgt drei verbindliche Ziele. Erstens geht es um Kli-
maschutz: Die anthropogene Erwärmung soll deutlich 
unterhalb von 2 °C über dem vorindustriellen Niveau 
gehalten werden und es sollen Anstrengungen unter-
nommen werden, sie auf 1,5 °C zu begrenzen. Zweitens 
geht es um Anpassung: Die Fähigkeit zur Anpassung an 
die schädlichen Auswirkungen des Klimawandels sowie 
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Resilienz und eine klimaverträgliche Entwicklung sol-
len gestärkt und eine Gefährdung der Nahrungsmittel-
produktion soll verhindert werden. Drittens sollen die 
Finanzflüsse mit den Zielen zu Klimaschutz und Anpas-
sung in Einklang gebracht werden. Der zeitliche Hori-
zont des Übereinkommens von Paris geht weit über 
den der Agenda 2030 hinaus. So wird z. B. explizit ver-
einbart, in der zweiten Hälfte dieses Jahrhunderts ein 
Gleichgewicht zwischen Treibhausgasquellen und -sen-
ken zu erreichen (UNFCCC, 2015). 
Welchen Beitrag die Digitalisierung für den Klima-
schutz leisten oder ob sie ihn unterminieren wird, ist 
zum jetzigen Zeitpunkt offen. Digitale Technologien 
können genutzt werden, um die globale Energiewende 
in Richtung Nachhaltigkeit technisch umzusetzen (IEA, 
2017a) oder um die Exploration fossiler Energieträger 
voranzutreiben (Mittal et al., 2017). Sie können durch 
smarte Anwendungen in Gebäuden und Industrie, 
beim Transport und in der Landwirtschaft effizienten 
Klimaschutz ermöglichen, aber gleichermaßen durch 
die Ankurbelung wirtschaftlicher Aktivität zu weite-
ren Emissionssteigerungen führen (de Coninck et al., 
2018: 369). Während die internationale Gemeinschaft 
mit dem Übereinkommen von Paris sich auf Ziele geei-
nigt hat, mit denen die gravierendsten Auswirkungen 
des Klimawandels verhindern werden könnten (IPCC, 
2018), sind diesem Bekenntnis bisher keine angemes-
senen Klimaschutzzusagen der Staaten gefolgt (UNEP, 
2018). Viele G20-Staaten haben zudem noch keine 
ausreichenden Politiken eingeführt, um ihre bis 2030 
angekündigten – ohnehin schon schwachen – Ziele 
überhaupt erreichen zu können (UNEP, 2018). 
Das große Potenzial der neuen digitalen Technolo-
gien fällt also in ein politisches, regulatives und insti-
tutionelles Umfeld, das ihre Nutzung bislang nicht pro-
duktiv und zielgerichtet zu steuern vermag. Es ist daher 
von allerhöchster Dringlichkeit, weltweit die entspre-
chenden Rahmenbedingungen zu schaffen, um die Digi-
talisierung in den Dienst des Klimaschutzes zu stellen. 
Es stellt sich zudem die Frage, wie eine globale Innova-
tionspolitik zu gestalten ist, die Entwicklung und Ein-
führung technologischer Lösungen für bisher ungelöste 
Herausforderungen der Dekarbonisierung forciert. Dies 
betrifft etwa die Luftfahrt, den (Lang stecken-)Trans-
port und die Schifffahrt (Davis et al., 2018).
Für die Anpassung an den Klimawandel und den 
Umgang mit Verlusten und Schäden ergeben sich durch 
die Digitalisierung neue Möglichkeiten. In dem Maße, in 
dem durch Monitoring und Modellierung das Ausmaß 
der menschlich verursachten Veränderungen und Zer-
störungen besser dokumentiert und verstanden werden 
können, steigt auch die Fähigkeit, Voraussagen über die 
genauen Auswirkungen zu treffen. Dies verbessert die 
Möglichkeiten, Anpassungsmaßnahmen zu treffen, Kli-
marisiken zu reduzieren und Schäden durch Katastro-
phen schneller zu erfassen (de Coninck et al., 2018). 
Bei der Nutzung und Bereitstellung dieser Informatio-
nen und Wissenszuwächse weltweit, auch im Rahmen 
der durch die UN etablierten bzw. noch zu etablieren-
den Gremien, kommt der internationalen Gemeinschaft 
eine hohe Bedeutung zu.
Was die Ausrichtung der Finanzflüsse betrifft, sind 
umfangreiche digitale Möglichkeiten der Unterstüt-
zung denkbar. Wie auch bei den anderen Themen wird 
es dabei aber darauf ankommen, wieviel Kontrolle und 
Transparenz die Staaten zulassen.
Die 2018 in Katowice vereinbarten Umsetzungsre-
geln zum Pariser Übereinkommen betreffen u. a. die 
Transparenz über Klimaschutzmaßnahmen der Staaten 
sowie einheitliche Berichtspflichten. Digitale Techno-
logien und Lösungen werden oftmals Voraussetzung 
zur Erfüllung der zahlreichen, komplexen staatlichen 
Berichtspflichten und Transparenzanforderungen sein. 
Auch können sie zivilgesellschaftliche Transparenzbe-
strebungen erleichtern. Allerdings ist auch damit zu 
rechnen, dass etliche Staaten kein Interesse an allzu 
großer Transparenz über ihr eigenes Handeln zeigen 
werden und einer verbindlichen Nutzung neuer Mög-
lichkeiten durch Big Data, KI oder das IoT skeptisch bis 
ablehnend gegenüber stehen. Mehr Chancen auf über-
greifende Anwendung digitaler Lösungen zur Herstel-
lung von mehr Transparenz besteht in Bereichen, wo 
Staaten oder andere Akteure finanzielle Unterstützung 
für ihre Maßnahmen erwarten, etwa im Rahmen der 
noch zu verhandelnden internationalen „Marktmecha-
nismen“. 
Hier stehen bereits zahlreiche Akteure in den Start-
löchern, die etwa das Potenzial von Smart Contracts für 
Transaktionen und Anrechnungssysteme betonen. Ein 
Beispiel wäre etwa die Finanzierung von Klimaschutz-
projekten mit automatisierter Erfüllungs kontrolle 
durch Monitoring-Systeme (CLI, 2018). Auch hier 
hängt jedoch die Effektivität solcher Systeme zu einem 
erheblichen Teil von den vereinbarten Rahmenbedin-
gungen ab. In der Vergangenheit (etwa im Kyoto-Pro-
tokoll) waren die auf internationaler Ebene verein-
barten Anrechnungsmodalitäten und Marktmechanis-
men vielfach so ausgestaltet, dass sie fehlende Ambi-
tion einzelner Staaten verschleiern konnten (WBGU, 
2009a:18). Sollte dies weiterhin der Fall sein, kann 
auch eine digitalisierte Umsetzung die Situation nur 
sichtbarer machen und gegebenenfalls so einen Anstoß 
zum Wandel geben. Fehlender politischer Wille ist nicht 
durch Technologien substituierbar.
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8.2.3 
Globale Biodiversitätspolitik im Digitalen 
 Zeitalter
Die Weltgemeinschaft erlebt derzeit eine globale Krise 
der biologischen Vielfalt (IPBES, 2019). Natürliche 
Lebensräume und Ökosysteme werden zerstört und 
räumlich zerteilt. Es gibt eine weitreichende Übernut-
zung biologischer Ressourcen durch z. B. Landwirt-
schaft, Fischerei oder Wilderei. Der Klimawandel, die 
Ozeanversauerung und die Belastung der Umwelt mit 
Schadstoffen sind weitere Treiber für den Verlust biolo-
gischer Vielfalt (IPBES, 2019; WBGU, 2014b). Der Welt-
handel trägt dazu bei, dass sich nicht heimische Arten 
verbreiten (Bacon et al., 2012). Diese Trends führen zu 
einem dramatischen und sich weiter beschleunigen-
den Schwund der biologischen Vielfalt (Kap. 5.2.11.1). 
Die Folgen für die menschlichen Gesellschaften wer-
den zunehmend spürbar und können erhebliche Aus-
maße annehmen; sie werden in globalen Übersichts-
studien beschrieben (IPBES, 2019; UN Environment, 
2019; CBD, 2014). Die Biodiversitätskrise ist so auch 
ein wesentlicher Teil der Nachhaltigkeitskrise.
Die Biodiversitätskonvention (Convention on Bio-
logical Diversity – CBD, aus dem Jahr 1992; UN, 1992) 
zielt u. a. auf die Erhaltung und nachhaltige Nutzung 
der biologischen Vielfalt. Es gibt einen breiten politi-
schen Konsens in der internationalen Biodiversitäts-
politik, dass der vom Menschen verursachte Verlust 
biologischer Vielfalt schnellstmöglich gebremst und 
letztendlich gestoppt werden muss. Der aktuelle stra-
tegische Plan der CBD bekräftigt diese Vision (CBD, 
2010) und hat die klaren und quantifizierten politi-
schen „Aichi-Biodiversitätsziele“ gesetzt. Auch die 
Agenda 2030 greift diese Zielsetzungen in SDG 14 und 
15 auf (UNGA, 2015; Kasten 2.1-1; Tab. 8.2.1-1), auch 
wenn diese Ziele derzeit weitgehend verfehlt werden. 
Schon die Zielsetzung des ersten strategischen Plans 
der CBD (CBD, 2002) wurde nicht erreicht und auch 
die Zwischenbilanz der Aichi-Ziele zeigt, dass der Fort-
schritt in den meisten Fällen nicht ausreichen wird, um 
sie zu erreichen (CBD, 2014). Das Hauptproblem dabei 
ist, dass die genannten Treiber des Biodiversitätsver-
lusts kaum verändert weiter wirken (IPBES, 2019). 
Die Digitalisierung ist indirekt mit diesen Treibern 
verknüpft. Ein wesentlicher Hintergrund ist die erheb-
liche Steigerung der Nachfrage nach biologischen Res-
sourcen, die nicht nur mit Bevölkerungswachstum, son-
dern auch wesentlich mit dem seit etwa Mitte des letz-
ten Jahrhunderts beobachtbaren erheblichen Anstieg 
der wirtschaftlichen Entwicklung und des Konsums 
zu tun hat (IPBES, 2019). Insoweit die Digitalisierung 
ressourcen- und energieintensive wirtschaftliche Akti-
vitäten weiter beschleunigt und die Nachfrage nach 
IKT-basierten Diensten weiter steigt, kann sie mittel-
bar die Nachfrage nach fossilen, mineralischen als auch 
biologischen Ressourcen weiter befeuern, solange die 
Energie- und Kreislaufwende nicht geschafft sind. 
Gesteigerte Ressourcenextraktion geht einher mit 
gesteigerten Umweltschäden (UN Environment, 2019). 
Des Weiteren besteht die Gefahr, dass die Steige-
rung der globalen Lebensstandards in Zusammenspiel 
mit den technischen Möglichkeiten der Digitalisierung 
zu einer weiteren Intensivierung der Landwirtschaft 
mit der großskaligen Verwendung von Agrarchemie 
und entsprechenden Zusammenbrüchen von Insekten- 
und Vogelpopulationen führt (Kap. 5.2.9.3). Die Land-
wirtschaft wird für 70  % des erwarteten Verlusts der 
biologischen Vielfalt an Land verantwortlich gemacht 
(CBD, 2014: 10). Erhöhte Förderung fossiler Ressour-
cen hinterlässt nicht nur einen ökologischen Fußab-
druck durch mehr Öl- und Gasbohrtürme sowie Kohle-
gruben, sondern vor allem auch durch beschleunigten 
Klimawandel und Ozeanversauerung. Förderung mine-
ralischer Rohstoffe drückt sich in mehr Bergwerken, 
Tagebauen und künftig auch im Tiefseebergbau aus, 
mit entsprechenden Verlusten biologischer Vielfalt. In 
ihrer Gesamtheit und Gleichzeitigkeit kann die Digita-
lisierung indirekt also als Brandbeschleuniger der Bio-
diversitätskrise wirken. 
Andererseits gibt es die Hoffnung, dass die Digita-
lisierung auch die Entkopplung von Wohlstandsent-
wicklung und Ökosystembelastung fördern kann. So 
können neue digitale Lösungen auch zur Erhaltung und 
nachhaltigen Nutzung biologischer Vielfalt beitragen 
(Kap. 5.2.11). Insbesondere kann Monitoring wert-
volle Beiträge leisten, um ein verbessertes Wissen zur 
Verfügung zu stellen. Dazu zählt ökologisches Wissen 
über das Zusammenwirken von Arten und Umweltfak-
toren (Pereira et al., 2013), Wissen über die Wirkun-
gen der Biodiversitätskrise auf Ökosystemleistungen 
und menschliche Wohlfahrt (Dirzo et al., 2014) sowie 
Wissen über die Grenzen nachhaltiger Nutzung biologi-
scher Ressourcen. Des Weiteren gibt es neue Potenziale 
für die Durchsetzung und Überwachung von Manage-
mentregeln und Verboten, die Übernutzung verhindern 
sollen. Schließlich kann umfassendes Wissen über die 
Natur viele Menschen motivieren und ihnen Anreiz 
für politisches Engagement oder Teilnahme an bürger-
wissenschaftlichen Projekten geben (Citizen Science) 
(Kap. 5.3.1.1). Dies kann den Druck auf politische 
Entscheidungsträger*innen verstärken, der Biodiver-
sitätskrise einen höheren Stellenwert auf den politi-
schen Agenden zu verschaffen. Auf eine andere, aktu-
elle Herausforderung der Digitalisierung für die inter-
nationale Biodiversitätspolitik, den Umgang mit digi-
talen Sequenzinformationen, wird in Kasten 8.2.3-1 
 eingegangen. 
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Letztendlich retten neue Technologien allein weder 
bedrohte Arten noch Ökosysteme (Pimm et al., 2015). 
Der politische Wille zur Bekämpfung der Treiber des 
Verlusts biologischer Vielfalt sowie zur Umsetzung der 
vereinbarten Ziele bleibt Voraussetzung für den Erfolg 
der Biodiversitätskonvention und der Agenda 2030. 
8.3
Neue globale Kooperationsfelder jenseits der 
Agenda 2030 
Die Verständigung auf die Agenda 2030 als ein gemein-
sames Zielsystem für nachhaltige Entwicklung verlief 
weitgehend ohne Berücksichtigung des digitalen Wan-
dels und seiner erdsystemischen, individuellen, wirt-
schaftlichen, gesellschaftlichen und soziotechnischen 
Implikationen. Die Notwendigkeit, digitalen Wandel – 
in seiner Breitenwirkung für alle Themenbereiche der 
nachhaltigen Entwicklung und damit alle SDGs – kri-
tisch zu antizipieren, Gefahren einzuhegen und die 
vielfachen Potenziale zu realisieren, ist an vielen Stel-
len dieses Gutachtens deutlich geworden. Ein konse-
quentes „digitales Update“ der bestehenden Nachhal-
tigkeitspolitik und Nachhaltigkeitsforschung ist not-
wendige Voraussetzung, um informiert und in globaler 
Kooperation gemeinsame Zielvorstellungen über eine 
gemeinsame digitale Zukunft zu erarbeiten.
Zur Weiterentwicklung der bestehenden Nachhaltig-
keitsagenda 2030 ist es zudem wichtig, neue, drängende, 
sich aus den Digitalisierungsdynamiken ergebende glo-
bale Handlungs- und Kooperationsfelder zu identifizie-
ren. Die bestehende Agenda 2030 ist selbst eine Fort-
entwicklung der Millennium Development Goals, die 
primär auf Armutsbekämpfung zielten. Die Verzahnung 
der damaligen Entwicklungsziele mit Umweltzielen war 
eine konsequente Fortentwicklung des internationalen 
Zielsystems. Der WBGU ist der Überzeugung, dass die 
Digitalisierung eine Weiterentwicklung der Nachhaltig-
keitsziele der Agenda 2030 in mindestens vier konkre-
ten Themenfeldern erfordert. Diese vier Themenfelder 
entfalten bereits heute eine globale Bedeutung, werden 
jedoch durch die UN oder Staatenbündnisse bislang nicht 
oder kaum adressiert. Neuer globaler Handlungs- und 
Kooperationsbedarf besteht insbesondere für: 
 > den Schutz der Privatsphäre eines jeden Individu-
ums, 
 > die Bewahrung und den Ausbau von Teilhabe im 
Digitalen Zeitalter für alle Menschen, 
 > die Gewährleistung der Entscheidungssouveränität 
des Menschen sowie 
 > die Herstellung eines an menschlichen Fähigkeiten 
und Bedürfnissen orientierten Mensch- Maschine-
Verhältnisses. 
Diskussionstand und Problemverständnis sind zu jedem 
dieser vier Handlungs- und Kooperations felder unter-
Kasten 8.2.3-1
Aktuelle Herausforderung der Biodiversitäts-
politik: Digitale Sequenzinformationen
Als aktuelles Beispiel für komplexe Zusammenhänge zwi-
schen Biodiversitätspolitik und Digitalisierung kann auf die 
Diskussion über digitale Sequenzinformationen (DSI) ver-
wiesen werden. Neben der Erhaltung und nachhaltigen Nut-
zung biologischer Vielfalt enthält die CBD als drittes Ziel die 
ausgewogene und gerechte Aufteilung der sich aus der Nut-
zung der genetischen Ressourcen ergebenden Vorteile (Art. 1 
CBD). Artikel 15 der CBD gibt den Staaten souveräne Rech-
te in Bezug auf ihre natürlichen Ressourcen und die Befug-
nis, den Zugang zu genetischen Ressourcen zu bestimmen. 
Im rechtsverbindlichen Nagoya-Protokoll zur CBD, das 2010 
vereinbart wurde, wurden diese Bestimmungen präzisiert und 
die Regeln über den grenzüberschreitenden Zugang zu gene-
tischen Ressourcen und einen gerechten Vorteilsausgleich 
(Access and Benefit-Sharing – ABS) gesetzt (SCBD, 2011). 
Wenn also z. B. aus der Nutzung einer genetischen Ressource 
eines Entwicklungslands ein Produkt (etwa ein Medikament) 
entsteht, muss das Herkunftsland der Ressource vorher zuge-
stimmt haben und an den Vorteilen aus der Nutzung beteiligt 
werden. Zum Zeitpunkt der Verabschiedung des Nagoya- 
Protokolls wurde davon ausgegangen, dass genetische Res-
sourcen in biologischem Material (z. B. Pflanzenbestandteile, 
Saatgut) enthalten sind, das aus Herkunftsländern physisch 
über Grenzen hinweg exportiert werden muss, um die darin 
enthaltenen genetischen Ressourcen nutzen zu können. 
Mittlerweile können genetische Ressourcen aber auch in 
digitaler Form vorliegen und über Ländergrenzen gebracht 
werden. DSI sind digitale Abbilder genetischer Ressourcen 
(DNS), die in Datenbanken gespeichert, versendet und so 
exportiert werden können. Sie können in Laboren jenseits 
der Grenzen des Herkunftslands wieder in die ursprüngliche, 
physische DNS zurückverwandelt werden. Streitig ist nun, ob 
DSI auch unter das Nagoya-Protokoll fallen sollen oder nur 
physisches genetisches Material. Industrieländer (und deren 
Wirtschaftsakteure) sind dagegen und wollen den offenen 
Zugang zu genetischen Informationen bewahren. Auch aus 
Wissenschaft und Forschung kommen erhebliche Bedenken 
gegen einen Einbezug von DSI unter das Nagoya-Protokoll 
(z. B. Prathapan et al., 2018; dos Ribeiro et al., 2018). Ent-
wicklungsländer sehen DSI als Schlupfloch, durch das ihnen 
Rechte und finanzielle Ressourcen vorenthalten werden. 
Vor drei Jahren war die Diskussion um DSI noch eine 
Debatte für wenige Spezialisten, heute ist sie eine der wich-
tigsten ungeklärten Streitpunkte im politischen Diskurs der 
CBD, der auf zukünftigen Vertragsstaatenkonferenzen geklärt 
werden sollte, um Rechtsunsicherheit und die dadurch ent-
stehende mangelnde Akzeptanz der CBD und des Nagoya-Pro-
tokolls zu vermeiden.
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schiedlich ausgeprägt – genauso wie Art und Umfang 
der jeweils bereits bestehenden Governance-Architek-
turen. Die vier Felder sind alle für zukünftige Vorstel-
lungen von „people-centered development“ von zen-
traler Bedeutung und erfordern eine Gestaltung des 
Zusammenspiels gesellschaftlicher und technischer 
Systeme.
8.3.1 
Schutz der individuellen Privatsphäre 
Die Gewährleistung von Privatheit durch den Schutz 
der Privatsphäre wird im Digitalen Zeitalter zu einem 
Wendepunkt für das Zusammenleben in Gesellschaften 
– sei es in Bezug auf individuelle Freiheit und Selbst-
bestimmung oder in Bezug auf Gleichheit und politi-
sche Mitbestimmung. Regelmäßige Skandale über mas-
siven Datenmissbrauch durch Konzerne (z. B. Face-
book und Cambridge Analytica) oder staatliche Über-
wachung (beispielsweise durch die Enthüllungen von 
Edward Snowden: Lucas, 2014; Lyon, 2014) sind nur 
die sichtbare Spitze des Eisbergs im steten Ringen um 
garantierte Privatheit und ihre bedeutende Funktion 
für Individuum, Gesellschaft und Politik.
Der WBGU betont, dass es aus normativer Perspek-
tive (Kap. 2) erforderlich ist, Privatheit als Nachhaltig-
keitsthema zu definieren und zu gestalten (Kap. 9.2.1). 
Zur Verwirklichung von Eigenart benötigt der Mensch 
eben die durch Privatsphäre ermöglichten Freiräume, in 
denen eigene Vorlieben und Kreativität erprobt werden 
können, sodass Vielfalt entsteht, in der sich Menschen 
und Gruppen von Menschen selbstbestimmt entfalten 
können. Privatheit schützt zudem vor Ungleichbehand-
lungen und Manipulationen (Nationale Akademie der 
Wissenschaften Leopoldina, 2018), in dem sie einen 
„Schleier vor gesellschaftliche Ungleichheiten zieht“ 
(Baumann, 2015).
8.3.1.1 
Status Quo des globalen Schutzes der 
 individuellen Privatsphäre
Zahlreiche Staaten oder Staatengemeinschaften, wie 
die EU, haben Datenschutzgesetze erlassen. Im Herbst 
2018 existierten weltweit bereits fast 120 Daten-
schutzgesetze oder Gesetze zum Privatsphärenschutz. 
In weiteren knapp 40 Staaten werden solche Gesetze 
derzeit entwickelt oder diskutiert (Banisar, 2018; 
Abb. 8.3.1-1).
Eine besondere Stellung nimmt die europäische 
Datenschutz-Grundverordnung (EU-DSGVO) ein, die 
einen Referenzpunkt für das internationale Daten-
schutzrecht darstellt und von der eine erhebliche Wir-
kung ausgeht (Kasten 4.2.6-1). Zuletzt hat auch die 
deutsche Nationale Akademie der Wissenschaften Leo-
poldina (2018: 54) auf den Regelungsbedarf bei Big 
Data und Privatheit hingewiesen: „Die Nutzung dieser 
Möglichkeiten ist eine Herausforderung, die auch, aber 
nicht allein im nationalen oder im EU-Raum, sondern 
weltweit zu bewältigen ist und trans- und internatio-
naler Kooperation bedarf.“
Einen normativen Ausgangspunkt für einen welt-
weiten Dialog über den Schutz der Privatsphäre bil-
den die den Schutz des Privatlebens betreffenden 
Menschenrechte. Die einschlägigen völkerrechtlichen 
Bestimmungen (Art. 12 Allgemeine Erklärung der Men-
schenrechte, Art. 17 IPbpR, Art. 8 EMRK zielen auf den 
Schutz der Privatsphäre im klassischen Sinne der „ana-
logen Welt“, d. h. auf den Schutz des Privatlebens, der 
Familie, der Wohnung und des Schriftverkehrs. Das 
Recht auf Datenschutz ist völkerrechtlich nicht explizit 
normiert, wird aber als spezifisch ausgestalteter Teilbe-
reich des Rechts auf Achtung der Privatsphäre ange-
sehen (Kettemann, 2015: 33). Der ehemalige Bundes-
beauftragte für den Datenschutz, Peter Schaar, schlug 
als ersten Schritt vor, dem Art. 17 des internationalen 
Paktes über bürgerliche und politische Rechte (Schutz 
vor willkürlichen oder rechtswidrigen Eingriffen in das 
Privatleben) ein Zusatzprotokoll hinzuzufügen (Lei-
nen und Bummel, 2018: 221ff.). Bereits 2009 forderten 
58 Nichtregierungsorganisationen in einer Erklärung 
ein internationales Abkommen zum Schutz von Pri-
vatsphäre und informationeller Selbstbestimmung der 
Bürger*innen (The Madrid Privacy Declaration: The 
Public Voice, 2009). 2013 initiierten Deutschland und 
Brasilien in Folge der Enthüllungen Edward Snowdens 
und des darauf folgenden NSA-Skandals innerhalb der 
Vereinten Nationen einen Arbeitsprozess zum Thema 
„Right to Privacy in the Digital Age“. Die UN-Gene-
ralversammlung bestätigt seit 2013 fortlaufend, dass 
Rechte, die Menschen in der analogen Welt zustehen, 
auch online gewährleistet werden müssen, Staaten 
diese wahren und auf Unternehmen sowie weitere Pri-
vatakteure zur Einhaltung einwirken müssten (UNGA, 
2013, 2014, 2016b, 2018b). Die Resolutionen stre-
ben derzeit kein Abkommen an, sondern appellieren 
sowohl an die Staaten, als auch an privatwirtschaftliche 
Akteure, Daten- und Privatsphärenschutz zu sichern 
und zu stärken. Das Menschenrecht auf Privatsphäre 
steht dabei im dauerhaften Konflikt zur staatlichen 
Bekämpfung von Kriminalität und Terrorismus, also 
der inneren Sicherheit von Staaten sowie dem Bedürf-
nis nach umfassender Datennutzung für gesellschaftli-
che und private Zwecke (Kap. 8.3.3).
Aus globaler Perspektive bestehen neben der Schaf-
fung aussagekräftiger Datenschutzgesetze in Ländern, 
in denen diese noch nicht bestehen, folgende dringende 
Herausforderungen für den Schutz der Privatsphäre im 
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Digitalen Zeitalter (Kap. 4.2.1, 5.3.3): 
1. Internationale Einigung auf gemeinsame Standards 
für den Schutz der Privatsphäre (Kap. 8.3.1.1). 
2. Durchsetzung des Schutzes der Privatsphäre in 
Ländern mit bestehenden Datenschutzgesetzen 
(Kap. 8.3.1.2). 
8.3.1.2 
Die Durchsetzung des Privatsphärenschutzes 
gewährleisten
Global mangelt es derzeit nicht primär an der men-
schenrechtlichen Grundlage, sondern an einer konkre-
ten Um- und Durchsetzung des Schutzes der Privat-
sphäre im digitalen Raum (Kap. 9.2.1). Während Daten 
grenzüberschreitend übermittelt und verarbeitet wer-
den (Kasten 5.3.3-2), beziehen sich nationale und regi-
onale Gesetze auf Territorien. Verbindliche, internatio-
nale Mindeststandards des Privatsphärenschutzes sind 
daher allein der Sache nach geboten: Individuen hinter-
lassen digitale Spuren im Internet, auf die bei mangeln-
der Datensicherheit und Datenschutz von überall auf 
der Welt zugegriffen werden kann. Die Freigabe priva-
ter Informationen von Individuen wirkt sich zudem mit-
telbar auf die Regulation von Privatheit anderer Indi-
viduen aus dem Umfeld oder aus vergleichbaren Grup-
pen (auch in anderen Ländern) aus (Spill-over- Effekt; 
 Fairfield und Engel, 2015).
Die EU begegnet dieser Herausforderung durch die 
Einführung des Marktortprinzips und bestimmt damit 
den rechtlichen Rahmen für alle Datenverarbeitungen 
über Menschen, die in der EU leben (Kasten 4.2.6-1). 
Daraus folgt eine starke Ausstrahlungswirkung auch 
außerhalb der EU (Kuner et al., 2017). Die Durchset-
zung dieses Standards gegenüber in anderen Ländern 
ansässigen Unternehmen wird dadurch allein aber 
nicht gewährleistet. Nimmt man an, dass mehrere Staa-
ten diesem Vorbild folgen, entsteht ein kompliziertes 
Geflecht an Datenschutzgesetzen. Hierdurch können 
unter Umständen Handels- und Kommunikationsbar-
rieren entstehen. Zwischenstaatliche Kooperation ist 
zudem erforderlich, um der Marktdominanz großer 
Digitalunternehmen zu begegnen. Einige Konzerne 
haben sich mittels umfangreicher Datennutzung eine 
wirtschaftliche Machtposition aufgebaut, der sich ein-
zelne Staaten kaum entgegenstellen können. Durchset-
zungsinstrument für Privatsphärenschutz auf globaler 
Ebene ist derzeit der „Special Rapporteur on the right 
to privacy“, der 2015 durch den Menschenrechtsrat der 
Vereinten Nationen eingesetzt wurde (HRC, 2015). Als 
Ombudsmann bündelt er Informationen, verfolgt und 
bewertet Entwicklungen und erhebt eine Stimme für 
das Recht auf Privatsphäre im Digitalen Zeitalter. Der 
Special Rapporteur trägt zur Verbesserung der Trans-
parenz bei und erhöht das Bewusstsein für Verletzun-
gen der Privatsphäre, indem er zu Datenschutzgesetzen 
weltweit Stellung bezieht und sich mit Kritik und Ver-
besserungsvorschlägen an die entsprechenden Staaten 























































Überblick über Datenschutzgesetze weltweit. Blau: Umfassendes Datenschutzgesetz. Rot: Ausstehendes Gesetz oder Initiative 
zur Verabschiedung eines Gesetzes. Beige: Keine Initiativen oder Informationen.
Quelle: Banisar, 2018
8 Global Governance für die Transformation zur Nachhaltigkeit im Digitalen Zeitalter
352
Unternehmen oder Staaten kann er nicht erwirken.
Der Schutz der Privatsphäre kann umfassend nur 
global und insbesondere im Wechselspiel nationaler 
und internationaler Politiken gewährleistet werden. 
Erhöhte regionale und nationale Schutzniveaus set-
zen dazu wichtige erste Impulse und tragen so zur Ver-
besserung des weltweiten Schutzniveaus bei. Diese gilt 
es weiterzuentwickeln und insbesondere entschieden 
durchzusetzen (Kap. 9.2.1.2). 
8.3.1.3 
Zusammenarbeit zur Gewährleistung von 
 Privatheit: Eine United Nations Privacy 
 Convention
Auf globaler Ebene sieht der WBGU das Erfordernis 
nach dem Erlass verbindlichen Völkerrechts in Form 
einer „United Nations Privacy Convention“, die ein 
gemeinsames globales Verständnis für Privatsphären-
schutz sowie gemeinsame Mindeststandards und Ver-
fahrensregeln für die Durchsetzung von Datenschutz 
und Datensicherheit zum Schutz der Privatsphäre im 
digitalen Raum festlegt (Kap. 9.2.1.2). Ein derarti-
ges Abkommen sollte die rechtliche Ausgestaltung 
und Durchsetzung des Schutzes der Privatsphäre in 
den Vertragsstaaten und länderübergreifend adressie-
ren. Als leitendes Prinzip kann das Integrations prinzip 
(Kap. 8.4.2.4) dienen: Privatsphärenschutz ist ein 
Querschnittsthema, das in allen, insbesondere in digi-
talisierten Bereichen mitgedacht werden muss. Daten-
schutz und Datensicherheit sollten somit in alle Abläufe 
technisch und organisatorisch sowie in verschiedene 
Politikbereiche integriert werden. Neben vielverspre-
chenden Instrumenten, wie etwa Datenschutzbeauf-
tragten als Ombudspersonen, Datenschutz by design 
und by default und Datenschutzfolgenabschätzungen, 
sollte Technologie- und Erfahrungstransfer vereinbart 
werden. Wohl wichtigster Punkt ist die Zusammenar-
beit bei der grenzüberschreitenden Durchsetzung des 
Schutzes personenbezogener Daten. Die Einbeziehung 
der Zivilgesellschaft als Wächterin von individueller 
Privatsphäre ist empfehlenswert und kann in der Kon-
vention, zum Beispiel durch Beschwerde- und Klage-
möglichkeiten für NRO, die sich für Daten- und Privat-
sphärenschutz engagieren, verankert werden.
8.3.2 
Bewahrung und Ausbau von Teilhabe im Digitalen 
Zeitalter 
Zentrale Fragen nachhaltiger Entwicklung im Digitalen 
Zeitalter entscheiden sich über Zugang bzw. Nutzungs-
möglichkeiten von Daten und anderen immateriellen, 
digitalen und digitalisierten Gütern und Diensten. Risi-
ken wie steigende Ungleichheit, zunehmende digitale 
Spaltung und eine sich verschärfende Machtkonzentra-
tion (etwa der Digitalwirtschaft; Kap. 4) stehen Poten-
ziale zur Stärkung gesellschaftlicher und wirtschaftli-
cher Teilhabe im Sinne nachhaltiger Entwicklung gegen-
über. Beispiele sind ein leichterer, auch internationa-
ler Informations- und Wissensaustausch bzw. -transfer 
oder leichtere Zugangsmöglichkeiten zu Märkten. 
Die besondere Tragweite, aber auch die besonde-
ren Herausforderungen bei der Ausgestaltung von 
Zugangs- und Nutzungsmöglichkeiten ergeben sich im 
Wesentlichen durch die grundlegenden Charakteristika 
von Daten sowie digitalen Gütern und Diensten. Digi-
tale Güter und Daten sind nicht rival im Konsum. Sie 
können gleichzeitig und mehrfach genutzt und verviel-
fältigt werden, (weitgehend) ohne dass dies ihren Nut-
zen für andere Nutzer*innen einschränkt. Es liegt vor 
diesem Hintergrund im gesellschaftlichen und gesamt-
wirtschaftlichen Interesse, einmal geschaffene digitale 
Güter auch möglichst breit zu nutzen oder zumindest 
verfügbar zu machen. Aus Sicht nachhaltiger Entwick-
lung bietet die Nicht-Rivalität im Konsum in Verbin-
dung mit der fortschreitenden Digitalisierung von 
Gesellschaft und Wirtschaft insgesamt neue Möglich-
keiten zum Ausbau von Teilhabe von Menschen, denen 
etwa der Zugang zu Bildung, Information oder Kultur 
bislang verwehrt war. Die Nicht-Rivalität unterscheidet 
digitale Güter wesentlich von vielen physischen Gütern 
und Faktoren bzw. allgemein von privaten Gütern. 
Wie bei Letzteren, und im Unterschied zu öffentlichen 
Gütern, erlauben digitale Güter aber zugleich den Aus-
schluss Dritter von Zugriff und Nutzung. 
Wie Zugänge und Nutzungsmöglichkeiten im digita-
len Raum möglichst weitgehend mit den Zielen nachhal-
tiger Entwicklung in Einklang gebracht werden können, 
ist daher ein zentrales Feld von Governance im Digita-
len Zeitalter. Die Ausgestaltung von Zugangs- und Nut-
zungsmöglichkeiten sollte letztlich vor allem über inter-
nationale Verständigung wirksam umgesetzt werden. 
Digitale Räume und Dienste sind häufig grenzüberschrei-
tend ausgestaltet. Ebenso wenig spielen in der Regel 
nationalstaatliche Grenzen für Datenströme eine Rolle. 
Betroffen sind damit inhärent internationale Politikfel-
der wie insbesondere auch die Handelspolitik (OECD, 
2018g). Einzelstaaten kommt vor diesem Hintergrund 
– von Ausnahmen wie etwa USA oder China abgesehen 
– meist zu wenig Gewicht zu, um digitale Teilhabe für 
globale Entwicklung entscheidend gestalten zu können. 
Nationalstaatliche Verpflichtungen zu einem offeneren 
Zugang zu Daten, die für zukünftige Innovationen und 
Wettbewerbsvorteile zentral sind (Kap. 4.2.2), würden 
beispielsweise wenig an der marktbeherrschenden Stel-
lung globaler Internetkonzerne ändern. 
Fragen von Zugangs- und Nutzungsmöglichkeiten 
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digitaler und digitalisierter Güter und Dienste betreffen 
ebenso die (internationale) Ausgestaltung von Patent- 
und Urheberrechten oder Lizenzen – und damit inter-
nationale Vereinbarungen zum Schutz geistigen bzw. 
immateriellen Eigentums. Der zunehmenden (wirt-
schaftlichen wie gesellschaftlichen) Bedeutung imma-
terieller, digitaler und digitalisierter Güter, immer stär-
kerer digitaler Vernetzung und den mit diesen Ent-
wicklungen verbundenen Entwicklungspotenzialen 
drohen die bestehenden Regelungen allerdings immer 
weniger gerecht zu werden. Bekannte Probleme heu-
tiger Regime zum Schutz immaterieller Vermögens-
werte, wie etwa dem geistigen Eigentum, drohen sich 
gerade mit Blick auf die Chancen für gesellschaftliche 
und wirtschaftliche Teilhabe von Entwicklungsländern 
im Zuge der Digitalisierung und der Bedeutungsver-
lagerung hin zu digitalen Gütern und Räumen zu ver-
schärfen und dadurch digitale Ungleichheiten (digitale 
divides) zu erzeugen (Baker et al., 2017). Dies lässt 
sich auch am Beispiel der auf genetischen Ressour-
cen beruhenden digitalen Sequenzinformationen zei-
gen (Kasten 8.2.3-1). Alternative Ausgestaltungen von 
Patenten, Lizenzen und Urheberrechten wie Equitable 
Licensing (Kap. 5.3.10) und die Anwendbarkeit von 
Umweltabkommen auf neuartige digitale Güter soll-
ten daher weiter diskutiert und verfolgt werden. Ange-
sichts zunehmender globaler Vernetzung fehlt es auch 
an einer stärkeren internationalen Harmonisierung und 
Koordination von Patentschutz und Urheberrechten, 
die es auch kleineren Unternehmen, gerade aus Ent-
wicklungsländern, mit geringerem Aufwand erlauben 
würde, in ausländischen Märkten tätig zu werden. Ähn-
liches gilt für Regelungen und Standards für den Daten-
austausch und -schutz (World Bank, 2016: 301ff.). 
Viele Fragen der Datenzugänglichkeit und -nut-
zung sind noch weitgehend unreguliert, auch wenn es 
zum Beispiel auf Ebene der OECD grundlegende Richt-
linien für den Umgang mit grenzüberschreitendem 
Datenverkehr gibt (OECD, 2018g). Ein wesentlicher 
Schritt, diese Lücken zu schließen, stellt, zumindest in 
Europa, die DSGVO für den Umgang mit personenbe-
zogenen Daten dar (Kasten 4.2.6-3). Der Umgang mit 
und Zugang zu nicht personenbezogenen Daten wird 
dagegen auch in Europa bislang von denjenigen fak-
tisch kontrolliert, die die Daten erheben und Dritte von 
deren Nutzung ausschließen können, etwa durch Ver-
schlüsselung oder lokale Speicherung. Aus rechtlicher 
Sicht existiert kein volles Eigentums- oder Immaterial-
güterrecht für Daten in europäischen Rechtsordnungen 
(Schweitzer und Peitz, 2017: 61). Datenhandel bzw. 
-austausch und damit der Datenzugang im Bereich der 
nicht auf Personen beziehbaren privaten Daten basie-
ren wesentlich auf privatwirtschaftlich verhandel-
ten, bilateralen Verträgen. Für Daten des öffentlichen 
Sektors regelt die „PSI-Richtlinie“ über die Weiter-
verwendung von Informationen des öffentlichen Sek-
tors bereits jetzt einen Zugang für die Allgemeinheit, 
der zukünftig noch umfassender gestaltet werden soll 
(EU-Parlament, 2019).
Die Ausgestaltung von Zugangs- und Nutzungs-
möglichkeiten immaterieller, digitaler und digitalisierter 
Güter und ein bewusstes Aufbrechen bislang faktischer 
Kontrollmöglichkeiten bewegen sich nahezu unver-
meidlich in einem Spannungsverhältnis wirtschaftli-
cher, gesellschaftlicher und individueller Gründe für 
und gegen Offenheit. Den gesellschaftlichen Vortei-
len breiter Nutzung nicht rivaler Güter steht gegen-
über, dass mit zunehmender Offenheit wirtschaftli-
che Anreize zur Bereitstellung dieser Güter verloren-
gehen können. Es droht eine gesellschaftliche Unter-
versorgung. Zu dieser bekannten wirtschaftlichen wie 
gesellschaftlichen Ambivalenz treten im digitalen Raum 
vielfach noch notwendige Abwägungen und potenzi-
elle Konflikte mit dem Schutz der Privatsphäre hinzu 
(Kap. 8.3.1). 
Eine vollständige Auflösung dieses Spannungsver-
hältnisses wird nicht gelingen. Ebenso wenig erscheint 
eine pauschale, über verschiedene Lebens- und Wirt-
schaftsbereiche hinweg gültige Regelung möglich 
oder sinnvoll. Zu unterschiedlich ist die Vielzahl an 
Lebens- und Wirtschaftsbereichen, in denen Fragen 
des Zugangs und Nutzung von Daten sowie digitalen 
und digitalisierten Gütern relevant sind (Drexl, 2017). 
Die differenzierte Ausgestaltung von Zugangs- und 
Nutzungsmöglichkeiten ist zudem generell abzugren-
zen von der Definition und Durchsetzung vollständi-
ger Eigentumsrechte an digitalen und digitalisierten 
Gütern und insbesondere (nicht personenbezogenen) 
Daten. Letztere werden diskutiert, aber der besonde-
ren Rolle von Daten in Wirtschaft und Gesellschaft 
und den eigentlichen Herausforderungen bei der Aus-
gestaltung des Umgangs mit Daten eher nicht gerecht 
(Varian, 2018): Abgesehen von Fragen der Umset-
zung – gerade bei nicht personenbezogenen Daten ist 
oft schon die angemessene Zuordnung der Eigentums-
rechte unklar (Drexl, 2017) – würde die Definition von 
Eigentumsrechten primär die faktisch bereits gegebene 
Ausschließbarkeit Dritter von der Nutzung von Daten 
adressieren und mögliche wirtschaftliche Anreizprob-
leme mit Blick auf Investitionen in die Datenerhebung, 
die allgemein aber als eher gering eingeschätzt werden 
(Duch-Brown et al., 2017). Eigentumsrechte an Daten 
würden insofern gerade nicht dazu beitragen, aus 
gesellschaftlicher oder gesamtwirtschaftlicher Sicht zu 
starke Beschränkungen des Zugriffs auf (nicht perso-
nenbezogene) Daten zu lockern (Schweitzer und Peitz, 
2017; Jones und Tonetti, 2018).
Im Fall von Daten liegen die Mehrwerte breiter 
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Nutzungsmöglichkeiten etwa in den Synergieeffekten 
durch Kombination von Daten („Economies of Scope“; 
Duch-Brown et al., 2017; Dewenter und Lüth, 2018) 
oder dem Wert, den der Zugriff auf Datensätze für 
den weiteren Innovationsprozess hat. Dies verdeut-
licht etwa die Entwicklung von Systemen autonomen 
Fahrens, bei der die Kombination der „Trainingsdaten“ 
unterschiedlicher Hersteller und Entwickler grund-
sätzlich erfolgsversprechender wäre als der separate 
Aufbau entsprechender Datensätze durch einzelne 
Entwickler (Varian, 2018; Jones und Tonetti, 2018). 
Dennoch werden heute die faktischen Spielräume zur 
Beschränkung des Datenzugangs häufig genutzt, um 
angesichts der Bedeutung von Daten für neue (daten-
getriebene) Geschäftsmodelle und Innovationen einmal 
erlangte Wettbewerbsvorteile möglichst längerfristig 
zu verteidigen oder sogar auszubauen. Offenere, regu-
lierte Datenzugänge, gerade bei Daten, die kostengüns-
tig als Nebenprodukt eines Dienstes erhoben werden, 
können entsprechend dazu dienen, strukturelle Treiber 
von zunehmender Marktonzentration aufzubrechen, 
damit Räume für die Entwicklung konkurrierender 
Angebote und fairen Wettbewerb zu schaffen und so 
letztlich Eigenart und Teilhabe zu stärken (Kap. 4.2.2). 
Vernetzung, kollaborative Zusammenarbeit und 
Nicht-Rivalität im Konsum im digitalen Raum bieten 
zudem erhebliche Potenziale, die Teilhabe an zentralen 
Gütern deutlich zu verbessern. Güter wie Bildung, Wis-
sen und Kultur in ihrer digitalisierten Form können als 
neue (globale) Gemeingüter definiert und ihre Bereit-
stellung entsprechend organisiert und unterstützt wer-
den (Kap. 5.3.10). Speziell im entwicklungspolitischen 
Kontext kann darunter etwa auch die stärker zielgerich-
tete und zeitnähere Ausgestaltung der Entwicklungs-
zusammenarbeit fallen oder die Errichtung von Früh-
warnsystemen über Umweltkatastrophen oder Krank-
heitsausbrüchen (World Bank, 2016). Insbesondere die 
Informationen aus dem Monitoring von Umwelt und 
Ökosystemen können als globales (öffentliches) digita-
les Gemeingut allgemein zugänglich gemacht werden, 
um das Umweltbewusstsein zu stärken (Kap. 9.1.1.4, 
9.2.3.1).
Grundsätzlich ist bei der Frage von Zugangs- und Nut-
zungsmöglichkeiten digitaler bzw. digitalisierter Güter 
über den damit zusammenhängenden Energie- und 
Ressourcenverbrauch auch die ökologische Dimension 
von Nachhaltigkeit betroffen. Diese Umweltwirkungen 
sollten allerdings besser generell und damit unabhängig 
von der Frage des Zugangs zu bestimmten Daten sowie 
digitalen und digitalisierten Inhalten adressiert werden. 
Andernfalls besteht die Gefahr, dass zum Beispiel über 
die Umweltregulierung zwischen „guten“ und „schlech-
ten“ Daten unterschieden wird und damit Prinzipien der 
Netzneutralität im Internet verletzt werden. 
8.3.3 
Erhalt der Entscheidungssouveränität des 
 Menschen 
Algorithmische Entscheidungsunterstützung und -fin-
dung verbreitet sich durch die Fortschritte bei Metho-
den der Datenverarbeitung und -auswertung und der 
wachsenden Verfügbarkeit großer Datenmengen (Big 
Data, Kap. 3.3.2) zunehmend auch in gesellschaftlich 
relevanten Kernbereichen, etwa bei Justiz, Polizei-
arbeit oder Sozialsystemen (Kap. 5.3.3, 3.2.3). Mit die-
ser Entwicklung können, gerade bei einem unreflek-
tierten und intransparenten Einsatz derartiger Tech-
nologien, potenziell weitreichende Implikationen für 
die Entscheidungssouveränität auf individueller wie 
gesellschaftlicher Ebene verbunden sein. Damit wer-
den Fragen der Anwendung und geeigneten Regulie-
rung dieser Technologien zu einem wichtigen Koope-
rationsfeld für nachhaltige Digitalisierungs-Gover-
nance ( Kasten 4.3-2; Kap. 5.3.3). Die Schaffung poli-
tischer und rechtlicher Rahmenbedingungen, die den 
gesellschaftlichen Implikationen algorithmischer Ent-
scheidungsfindung Rechnung tragen, steht allerdings 
derzeit noch am Anfang. Zwar sind mittlerweile auf 
nationaler Ebene in mehreren Ländern Strategien etwa 
zum Umgang mit KI verabschiedet worden. Es mangelt 
jedoch international an einem gemeinsamen Problem-
verständnis und -bewusstsein. 
Nach Ansicht des WBGU sollte die Gewährleistung 
und der Schutz der Entscheidungssouveränität des 
Menschen als allgemeines Prinzip gesellschaftlicher 
und politischer Entscheidungsfindung auf globaler 
Ebene anerkannt werden (Kap. 9.4). Ein solches Prinzip 
wäre für die Achtung der Grenzziehung zwischen tech-
nischer Automatisierung und gesellschaftlicher Ausein-
andersetzung mit politischen, sozialen und rechtlichen 
Fragen unabdingbar (Kasten 4.3-2). Der WBGU sieht 
also die Sicherstellung der Entscheidungssouveränität 
des Menschen als übergeordnetes Ziel für den langfris-
tigen Erhalt handlungsfähiger Gesellschaften (Kap. 7) 
und somit als Teil der globalen Nachhaltigkeitsagenda. 
Zum globalen Kooperationsfeld wird algorithmische 
Entscheidungsfindung überdies dadurch, dass sie in 
Politikfeldern angewandt wird, die von ihrem Wesen 
her schon heute auf der zwischenstaatlichen und glo-
balen Ebene verankert sind. So werden durch den Ein-
satz algorithmischer Entscheidungssysteme die Regeln 
einiger globaler Politikfelder derzeit bereits maßgeblich 
neu gestaltet, wie zum Beispiel in der Cybersicherheit 
(Verschlüsselungstechnologien usw.) oder der Finanz-
wirtschaft (automatisierter Handel; Contratto, 2014). 
Auf internationaler Ebene ist daher eine Verständigung 
darüber nötig, wie geeignete Regelwerke zu entwickeln 
sind, die die Stabilität der entsprechenden internatio-
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nalen Systeme unter dem Einsatz algorithmischer Ent-
scheidungsfindung gewährleisten. Dabei sind die Spe-
zifika des Gesellschaftsbereiches, in dem maschinenge-
stützte Entscheidungsfindung angewendet wird, ent-
scheidend, d. h. in jedem globalen Politikfeld müssen 
voraussichtlich eigene Vereinbarungen zum Umgang 
mit den neuen Verfahren getroffen werden. Bewaff-
nete, ferngesteuerte Militärroboter (zumeist Drohnen, 
Kasten 3.3.5-2) werden beispielsweise bereits heute 
eingesetzt und verfügen über unterschiedliche Grade 
von Entscheidungsautonomie (Asaro, 2012; Krishnan, 
2016). Auf wirtschaftlicher Ebene sind dabei auch Fra-
gen möglicher Konzentrationsprozesse auf einzelne 
Unternehmen und mit diesen auf einzelne Entschei-
dungssysteme relevant (Kap. 4.2.2). In diesem Zusam-
menhang drohen nicht nur potenziell weitreichende 
Einflüsse auf individuelle, gesellschaftliche und poli-
tische Entscheidungen, etwa durch Beeinflussung und 
Kontrolle von Informationsströmen, sondern etwa auch 
Instabilitäten von ganzen Märkten wie etwa im Finanz-
system (Contratto, 2014). Es besteht hier die Gefahr 
zu starker Abhängigkeit von einzelnen Entscheidungs-
systemen, wenn es an konkurrierenden, unabhängigen 
Bewertungen der Daten fehlt.
Auch ist eine globale Verständigung über den mög-
lichen Ausschluss von bestimmten Einsatzgebieten 
nötig. Gerade wenn routinemäßig und institutiona-
lisiert in gesellschaftlichen Kernbereichen Entschei-
dungen automatisiert getroffen werden, besteht die 
Gefahr, dass gesellschaftliche Debatten zur Vermittlung 
zwischen unterschiedlichen Interessen und Werten, 
die solchen Entscheidungen letztlich zugrunde liegen, 
nicht mehr im notwendigen Ausmaße stattfinden: „[It] 
is critical to ensure that in key areas where automa-
tion is not  appropriate from a human rights perspective, 
it does not take place“ (Council of Europe, 2018: 44). 
Wo der Einsatz der Systeme mit hohen Risiken für 
die Hoheit des Menschen über die Gestaltung sozialer 
Systeme einhergeht, sollten auf internationaler Ebene 
Moratorien oder andere Instrumente, die eine Nutzung 
ausschließen, etabliert werden. 
Die Sicherstellung der Entscheidungssouveränität 
des Menschen erfordert sowohl normative Leitlinien 
als auch einen konkreten institutionellen Rahmen, in 
dem sich diese Leitlinien manifestieren können. Neben 
den allgemeinen Prinzipien guter Praxis bei der Nut-
zung von KI und algorithmischer Entscheidungsfin-
dung (Kasten 4.3-2) bedarf es in gesellschaftlich rele-
vanten Bereichen Leitlinien zum Erhalt der Entschei-
dungssouveränität des Menschen, die zum Beispiel in 
einer „Charta für ein nachhaltiges Digitales Zeitalter“ 
verankert werden können (Kap. 8.6; Kasten 9.3.1-1) 
oder der UN-Menschenrechtserklärung. Institutionell 
könnten diese Leitlinien dann etwa auf EU-Ebene in 
konkrete Regulierung übersetzt werden (Kap. 8.5). 
Bereichsabhängig ist auch die Erweiterung bestehender 
Dialogforen, Abkommen und Organisationen sinnvoll, 
um Entscheidungssouveränität zu verankern, wie etwa 
den Genfer Konventionen im Hinblick auf  autonome 
Waffen.
8.3.4 
Schutz der Alleinstellungsmerkmale des 
 Menschen im Mensch-Maschine-Verhältnis 
In ähnlicher Weise, wie der Mensch im Anthropozän 
(Crutzen und Stoermer, 2000; Crutzen, 2002; Rosol 
et al., 2018) prägender Einflussfaktor auf das Erdsys-
tem ist, steht die Menschheit zurzeit potenziell an der 
Schwelle zu einem Zeitalter, in dem der Mensch seinen 
eigenen Körper auf ebenso grundlegende und prägende 
Weise technisch verändert (Kap. 7.4). Diese langfris-
tige Möglichkeit macht das Mensch-Maschine-Verhält-
nis zu einem globalen Nachhaltigkeitsthema. Angesichts 
der neuen Möglichkeiten durch medizintechnische Ein-
griffe – Implantate, Augmentation von (Sinnes-)Orga-
nen, Hirn-Computerschnittstellen ( Themenkasten 5.3-2) 
– sowie der zunehmenden Interaktion von Menschen mit 
KI stellen sich grundlegende Fragen über das Verhält-
nis von Mensch und Maschine. Die Fähigkeit des Men-
schen zu Empathie, Emotionalität und sozialem Verbund 
sind Eigenarten, die ihn klar von Maschinen unterschei-
den (Kap. 7.4). Nur Menschen haben eigene Gründe für 
ihr Handeln – Motive, Gefühle, moralisches Empfinden 
(Nida-Rümelin und Weidenfeld, 2018). Die wechselsei-
tige Anerkennung dieser Beweggründe – und somit die 
Anerkennung als menschliche Akteure – kann allein der 
Interaktion zwischen Menschen zugrunde liegen; denn 
Maschinen verfügen nicht über intrinsische Gründe für 
ihr Handeln (Nida-Rümelin und Weidenfeld, 2018). Die 
bloße Simulation dieser Eigenarten durch KI wäre auch 
eben nur eine Simulation, somit nicht das Gleiche, wie 
diese Eigenarten selbst zu besitzen (Nida- Rümelin und 
 Weidenfeld, 2018). 
Obschon Zukunftsthema, ist die verantwortungs-
volle Antizipation von Veränderungen im Mensch-Ma-
schine-Verhältnis ein entscheidendes Feld für globale 
Kooperation im Digitalen Zeitalter (Kap. 9.4). Ähnlich 
wie in Bezug auf das Mensch-Umwelt-Verhältnis pla-
netarische Leitplanken eingehalten werden müssen, 
müssen auch Leitplanken für die Verschiebungen des 
Verhältnisses zwischen Mensch und Maschine im Digi-
talen Zeitalter diskursiv ausgehandelt und verbindlich 
vereinbart werden – sowohl im Hinblick auf die Tech-
nisierung des Menschen als auch auf die Vermenschli-
chung von Maschinen (Themenkasten 5.3-2; Kap. 7.4). 
Auch hier bietet sich eine Analogie zum Klimawandel 
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an: Die Abmilderung oder gar das Umkehren der Erder-
wärmung durch Geoengineering wird seit langem (Mar-
chetti, 1977) und seit einigen Jahren deutlich vermehrt 
(Blackstock und Low, 2018) als mögliche Antwort auf 
den Klimawandel diskutiert. Die Risiken derart inva-
siver, großskaliger, ungetesteter und teurer Einfluss-
nahme auf ein so komplexes System wie das Erdklima 
können allerdings immens sein. Es wird also entschei-
dend sein, durch multilaterale Vereinbarungen globale 
Leitlinien und Regeln sowie gegebenenfalls Verbote zu 
vereinbaren, bevor einzelne Akteure Fakten schaffen, 
die möglicherweise irreversibel sind. Das Gleiche gilt für 
das Verhältnis zwischen Mensch und Maschine. Dazu 
bedarf es einerseits eines globalen normativen Rah-
mens, etwa in Form einer Charta (Kasten 9.3.1-1). In 
Anbetracht der globalen, polyzentrischen Akteurss-
truktur (Kap. 4) kann die Schaffung eines gemeinsa-
men normativen Rahmens effektiv nur gelingen, wenn 
dieser Prozess antizipatorischer Governance auf glo-
baler, multilateraler Ebene angestoßen wird. Der Ein-
fluss des Menschen auf das Erdklima – also eine Aus-
wirkung der Interaktion zwischen Technologie und 
Erdsystem – hat sich bereits als Gegenstand internatio-
naler Politik im globalen Governance-System etabliert 
(Hamilton, 2017). Die Interaktion zwischen Technolo-
gie und Mensch ist noch nicht auf dieser Ebene ver-
ankert. Die Betrachtungen in diesem Gutachten haben 
aber gezeigt, dass das Mensch-Maschine-Verhältnis als 
Zukunftsthema schon heute Vordenken und Gestaltung 
erfordert. Ähnlich wie in der Klimawissenschaft (dort 
im IPCC) ist dabei international vernetzte Forschung 
entscheidend. Diese Forschung muss einerseits tech-
nische Entwicklungen und ihre Implikationen in den 
Blick nehmen, andererseits aber auch das Technik- und 
Zukunftsverständnis in der Wissenschaftsgemeinde in 
der nötigen Breite und Tiefe etablieren, die das holisti-
sche Verständnis der  Digitalisierung erfordert.
8.4
Elemente nachhaltiger Gestaltung des Digitalen 
Zeitalters auf globaler Ebene
Als Meilenstein und Anstoß des weltweiten Diskurses 
über nachhaltige Entwicklung gilt der Brundtland-Be-
richt „Unsere gemeinsame Zukunft“ von 1987, in dem 
das bis heute gültige Grundverständnis nachhalti-
ger Entwicklung formuliert wurde: „Nachhaltige Ent-
wicklung ist eine Entwicklung, die die Bedürfnisse der 
Gegenwart befriedigt, ohne zu riskieren, dass künftige 
Generationen ihre eigenen Bedürfnisse nicht befrie-
digen können.“ (WCED, 1987: Abs. 49). Der Brund-
landt-Bericht wurde zu einem wichtigen Wegberei-
ter des Erdgipfels von Rio des Janeiro: Die UN-Kon-
ferenz über Umwelt und Entwicklung 1992 (UNCED, 
Rio-Konferenz) ist bis heute wichtiger Referenzpunkt 
der internationalen Umwelt- und Entwicklungspolitik. 
Mit der Erklärung von Rio (u. a. mit dem damals inno-
vativen Prinzip der gemeinsamen, aber differenzier-
ten Verantwortung) und der Agenda 21 sowie mit der 
Vereinbarung völkerrechtsverbindlicher Abkommen 
zu Klima, Biodiversität und Desertifikation (den Rio- 
Konventionen UNFCCC, CBD, UNCCD) hatte die inter-
nationale Staatengemeinschaft erstmals die Dringlich-
keit gemeinsamen Handelns zum Schutz der natürli-
chen Lebengrundlagen der Menschheit anerkannt. 
Um die Ziele dieser Abkommen zu erreichen, besteht 
weiterhin dringender Handlungsbedarf. Digitale Tech-
nologien bieten dafür neue Potenziale, können aber 
gleichsam die Zielerreichung gefährden. Einschätzun-
gen darüber, ob die Potenziale digitaler Technologien 
für eine nachhaltige Entwicklung genutzt werden oder 
diese eher nicht nachhaltigen Entwicklungen stär-
ken, liegen bislang kaum vor (Kap. 8.2). Ausgehend 
von den Analysen in den Kapiteln 8.1 bis 8.3 ergeben 
sich zudem konkrete Bedarfe für eine Neuinterpreta-
tion von Nachhaltigkeit und die Weiterentwicklung der 
Global-Governance-Architekturen. Im Folgenden wer-
den Elemente eines normativen, organisatorischen und 
institutionellen Gerüsts der globalen Nachhaltigkeits-
politik unter den Bedingungen des digitalen Wandels 
benannt. Diese Elemente zeigen zugleich eine Rich-
tung auf, wie die Herausforderungen adressiert werden 
können, die sich mit Blick auf international agierende, 
marktmächtige Digitalunternehmen stellen (Kap. 4.2.2; 
Kasten 8.4-1). Die konkrete Ausgestaltung eines regu-
lativen Rahmens für die internationale Digitalwirtschaft 
bedarf weiterer, wissenschaftlich gestützter Debatten, 
Vorschläge und  Prüfung geeigneter Regulierungs- und 
Kontrollansätze. 
8.4.1 
Ökonomisches Paradigma als starker Hebel
Da die Dynamiken der Digitalisierung in hohem Maße 
durch wirtschaftliche Akteure geprägt werden, stellt 
eine Anpassung des ökonomischen Paradigmas an die 
mit der Digitalisierung verbundenen Herausforderun-
gen eine grundlegende Voraussetzung für den Über-
gang in ein nachhaltiges Digitales Zeitalter und die 
Entwicklung geeigneter Governance-Strukturen dar 
(Kap. 9.2.3). Disruptive technologische Entwicklun-
gen verbunden mit einem exponentiellen Anstieg der 
Weltbevölkerung haben bereits in der Vergangen-
heit zu Herausforderungen für Gesellschaft und Wirt-
schaftssystem geführt, welche das zur jeweiligen Zeit 
vorherrschende ökonomische Paradigma herausgefor-
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dert und  gewandelt haben. Die Entwicklung der sozi-
alen Markstwirtschaft als Leitbild europäischer Volks-
wirtschaften kann nicht zuletzt als langfristige Folge 
der Industriellen Revolution, wachsender Bevölkerung 
und der Folgen zweier verheerender Weltkriege gese-
hen werden. Aber auch die Entwicklung sozialistischer 
Wirtschaftssysteme im letzten Jahrhundert resultierte 
aus wirtschaftlichen und gesellschaftlichen Herausfor-
derungen einer zunehmend technisierten Welt. Auch 
die Verbreitung digitaler Technologien und die darauf 
aufbauenden Geschäftsmodelle brechen derzeit wirt-
schaftliche Strukturen und Pfadabhängigkeiten auf. 
Etablierte Unternehmen und Märkte werden herausge-
fordert und sehen sich starken, teilweise tiefgreifenden 
Kasten 8.4-1
Die Digitalwirtschaft als Gegenstand von Global 
Governance
Marktmächtige Unternehmen der Digitalwirtschaft agieren 
und gestalten bereits heute auf globaler Ebene digitale Tech-
nologien und deren Anwendung. Diese Unternehmen sind 
damit selbst Teil der heute bestehenden Governance-Struk-
turen, die im Themenfeld Digitalisierung bestehen (Kap. 8.1). 
Ihr globaler Aktionsraum und die in der Zwischenzeit hervor-
gehobene gesellschaftliche Bedeutung ihrer Angebote und 
Dienste machen diese Unternehmen jedoch zugleich notwen-
digerweise selbst zu einem Gegenstand von Global Governan-
ce für eine nachhaltige Gestaltung von Digitalisierung. Die 
folgenden Herausforderungen, die an verschiedenen Stellen 
im Gutachten diskutiert werden, stellen sich für Global Gover-
nance:
 > Durch das Wirken von Skalen- und Netzwerkeffekten 
haben Unternehmen der Digitalwirtschaft, insbesondere 
die Big Five, heute international sehr marktmächtige Posi-
tionen und eine erhebliche Finanzkraft erreicht. Diese Posi-
tion erlaubt es ihnen, in einem bislang nicht gekannten 
Maß Daten und Informationen aus privaten wie öffentli-
chen Räumen zu erfassen. Der meist exklusive Zugriff auf 
diese Daten verschafft den Unternehmen nicht nur gegen-
wärtig Wettbewerbsvorteile, sondern kann auch länger-
fristig die Entwicklung wettbewerbsfähiger, alternativer 
Angebote unterbinden (Kap. 4.2.2, 8.3.2). Wettbewerbs-
rechtliche Verfahren erfassten diesen Konzentrationsten-
denzen bislang oft nur unzureichend. Ihre Weiterentwick-
lung wird bereits intensiv diskutiert, um den Besonder-
heiten von datengetriebenen Geschäftsmodellen (Dienste 
gegen Daten), der oft unklaren Bestimmung von Markt-
segmenten und möglichen Substitutionsbeziehungen oder 
auch dem Wirken von Netzwerkeffekten zukünftig besser 
gerecht zu werden. Angesichts der Bedeutung von Daten 
für Geschäftsmodelle und Innovationen können einzelne, 
wettbewerbsrechtliche Verfahren jedoch auch bei stärkerer 
internationaler Harmonisierung zu kurz greifen. Die Aus-
gestaltung von Verpflichtungen zu höherer Interoperabili-
tät und offeneren, regulierten Datenzugängen sollte daher 
weiter geprüft und verfolgt werden (Kap. 9.2.3). Zu beach-
ten sind dabei auch die hohen entwicklungspolitischen 
Potenziale, die in der Ausgestaltung neuer Regime für die 
Zugänge und Nutzung digitaler und digitalisierter Güter 
bzw. Dienste und Daten liegen (Kap. 8.3.2).
 > Die marktmächtige Position der Unternehmen stellt darü-
ber hinaus auch mit Blick auf den Schutz der Privatsphäre 
und der Entscheidungssouveränität von Individuen und 
Gruppen eine Herausforderung dar. Durch Zusammen-
führung von Daten und Informationen aus unterschied-
lichen Lebensbereichen eines Individuums können sehr 
umfangreiche Profile erstellt werden, die für personali-
sierte Werbung, die Berechnung individualisierter Preise 
(Preisdifferenzierung) oder die personalisierte Ausgestal-
tung entscheidungsassistierender Systeme genutzt wer-
den können (Kap. 4.2.2, 8.3.1). Die Verknüpfung und 
Nutzung von Daten erfolgt dabei in der Regel intranspa-
rent, so dass Kriterien und Werte, die der Ausgestaltung 
eines digitalen Dienstes zugrunde liegen, für den Einzel-
nen kaum nachvollziehbar sind (Kap. 3.2.5). Zudem kön-
nen mit Hilfe der Verknüpfung von Daten und von Big Data 
und maschinellem Lernen Schlussfolgerungen über eigent-
lich geschützte Bereiche der Privatsphäre gezogen werden, 
ohne dass diese von heutigen Bestimmungen des Daten-
schutzes wie der DSGVO erfasst werden (Kap. 5.3.3).
 > Die Digitalisierung bringt erhebliche Herausforderungen 
bei der Besteuerung von Unternehmensgewinnen mit sich, 
die auch, aber nicht nur Unternehmen der Digitalwirtschaft 
betreffen. Digital gestützte Internationalisierung und Vir-
tualisierung unternehmerischer Tätigkeiten werfen Fra-
gen der geographischen Zuordnung und Bewertung auf. 
Zugleich wachsen die Möglichkeiten der Steuervermeidung 
im internationalen Steuerwettbewerb. In Kasten 4.2.2-2 
werden diese Herausforderungen und mögliche Refor-
mansätze für die Unternehmensbesteuerung im Detail dis-
kutiert. Internationale Kooperation ist dabei zentral. Die 
bereits laufenden internationalen Verhandlungsprozesse 
führten bislang aber noch zu keiner Einigung über konkrete 
Reformschritte (Kap. 8.1.3).
 > Die besondere, hervorgehobene Rolle von Unternehmen 
wie Google/Alphabet, Facebook oder Amazon spiegelt sich 
auch darin wider, dass die Angebote und Dienste dieser 
Unternehmen in vielen Ländern zu selbstverständlichen 
Teilen des Alltags geworden sind, sowohl im privaten wie 
öffentlichen und wirtschaftlichen Bereich (Kap. 8.1.1). 
Dies ermöglicht den Unternehmen, sehr umfangreich Daten 
zu erfassen, mit den bereits zuvor diskutierten Folgen und 
Herausforderungen. Zu beachten ist aber auch, dass die 
Unternehmen über Suchmaschinen oder soziale Netzwerke 
Dienste und Räume anbieten, die in der Zwischenzeit 
gesellschaftliche Relevanz erlangt haben, z. B. als zentrale 
Informationsquellen oder Foren für die gesellschaftliche 
( politische) Entscheidungsfindung. Als zunächst rein pri-
vatwirtschaftliche Angebote unterliegen die Dienste und 
ihre Nutzung durch Dritte bislang meist keiner oder einer 
ihrer Bedeutung nicht angemessenen Regulierung und 
Kontrolle durch gesellschaftlich bzw. demokratisch legiti-
mierte Instanzen. So bleibt meist weitgehend intranspa-
rent, inwieweit in der Ausgestaltung dieser Angebote 
gesellschaftliche Werte wie etwa die Diskriminierungsfrei-
heit beachtet werden. Ähnliches gilt für die Nutzung der 
neu geschaffenen, digitalen und damit inhärent internatio-
nalen Räume durch Dritte, etwa zu politischen Zwecken in 
Wahlkämpfen (Kap. 5.3.2, 5.3.5).
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Veränderungsdynamiken gegenüber (Kap. 4). Es ent-
stehen erneut Räume für einen Wandel des sich im Zuge 
der Industrialisierung in westlichen Marktwirtschaften 
herausgebildeten ökonomischen Paradigmas. Welche 
Richtung diese Transformationsdynamik konkret ein-
schlagen wird, ist derzeit nicht absehbar. Klarer denn 
je ist jedoch, dass rein privatwirtschaftlich getriebene 
Dynamiken ohne geeignete Rahmensetzung den Zielen 
nachhaltiger Entwicklung und den zu ihrer Umsetzung 
notwendigen Transformationsprozessen nicht vollstän-
dig gerecht werden dürften.
Weder dezentral organisierten noch zentral gesteu-
erten Wirtschaftssystemen ist es in der Vergangenheit 
gelungen, die Übernutzung natürlicher Ressourcen 
und die drohende Überschreitung planetarischer Leit-
planken adäquat zu adressieren. Trotz – oder vielleicht 
gerade wegen – der fortschreitenden wirtschaftlichen 
Globalisierung finden die notwendige Langfristpers-
pektive und die globalen Ansätze nach wie vor unzu-
reichend Eingang in politische Prozesse. Dies spiegelt 
sich auch in den tradierten Leistungsindikatoren gesell-
schaftlicher und ökonomischer Systeme wider. Indika-
toren wie Bruttosozialprodukt und Wirtschaftswachs-
tum stammen aus einer Zeit, in der steigender mate-
rieller Wohlstand vielfach mit zunehmender Wohlfahrt 
gleichgesetzt wurde. Gefährdungen des Gemeinwohls 
aufgrund des Raubbaus an natürlichen Lebensgrund-
lagen, Verteilungskonflikten und sonstige umweltbezo-
genen oder sozialen Externalitäten privatwirtschaftli-
chen Handelns spielen für diese Leistungsindikatoren 
keine Rolle. 
8.4.1.1 
Leitbilder und Leistungsindikatoren einer „leeren“ 
und einer „vollen“ Welt
Historisch stammen die aktuell verwendeten Leistungs-
indikatoren aus einer „leeren Welt“ (von Weizsäcker 
und Wijkman, 2018) mit weit weniger Menschen und 
scheinbar reichlich vorhandenen Ressourcenvorkom-
men. Fortschritt wurde in dieser Welt durch die bessere 
Versorgung mit Gütern (steigende Einkommen) oder 
durch die „produktivere“ Nutzung von Faktoren (wie 
Arbeit) grundsätzlich über monetäre Größen erfasst. So 
bezieht sich die Produktivität der Nutzung von Arbeit 
und Land beispielsweise auf die erzielte Wertschöp-
fung pro Arbeitsstunde oder pro Hektar Land. Da die 
natürlichen Lebensgrundlagen lange Zeit nicht als sys-
temisch knapp wahrgenommen wurden, erfassen tradi-
tionelle Leistungsindikatoren die Rückwirkungen öko-
nomischer Aktivitäten auf Ökosysteme und Umwelt gar 
nicht oder nur unzureichend.
Die Lage im 21. Jahrhundert hat sich gegenüber die-
ser Ausgangssituation jedoch grundsätzlich gewandelt: 
Die Menschheit lebt heute in einer vergleichsweise „vol-
len Welt“ mit über 7 Mrd. Menschen und einem durch-
schnittlichen Bruttosozialprodukt von ca. 10.000 US-$ 
pro Kopf (World Bank, 2019c). Während in der Ver-
gangenheit steigender Wohlstand ohne Entkopplung 
von Ressourcen- und Umweltverbrauch möglich war, 
stößt diese Entwicklung heute an die Grenzen natürli-
cher Ressourcen und Ökosysteme bzw. hat diese bereits 
seit Jahrzehnten überschritten. Steigender materieller 
Wohlstand, wie er durch die traditionellen Leistungs-
indikatoren gemessen wird, spiegelt entsprechend nicht 
mehr in gleichem Maße steigende Wohlfahrt wider. Um 
die Herausforderungen einer „vollen Welt“ adäquat 
abzubilden, braucht es daher neue oder zumindest wei-
terentwickelte, inklusive Leistungsindikatoren, die das 
klassische mit einem sozial-ökologischen Entwicklungs-
verständnis verbinden. 
8.4.1.2 
Auf dem Weg zu einem neuen (ökonomischen) 
Leitbild der Digitalisierung
Die Digitalisierung eröffnet für die Überwindung der 
Herausforderungen einer „vollen Welt“ (Kap. 8.4.1.1) 
große Potenziale, für deren Nutzung allerdings häufig 
geeignete Anreize fehlen. Diese fehlende Anreizsetzung 
spiegelt nicht zuletzt die Ausrichtung der Wirtschaft an 
tradierten Leitbildern wider. Für eine zukunftsgerechte 
Digitalisierung müssen entsprechend alternative, stär-
ker an der gesellschaftlichen Wohlfahrt orientierte Leit-
bilder von (digitalem) Fortschritt entwickelt und imple-
mentiert werden. Dafür und für die Einschätzung von 
Entwicklungspotenzialen können inklusive Leistungs-
indikatoren eine wichtige  Hilfestellung bieten.
Während das klassische, ökonomische Entwick-
lungsverständnis die Chancen neuer Technologien pri-
mär über ihren Beitrag zur materiellen Wohlstandsent-
wicklung beurteilt, bewertet das sozial-ökologische 
Entwicklungsverständnis das ökologische und soziale 
Potenzial von Innovationen. Um die Potenziale der 
Digitalisierung in beiden Dimensionen zu heben, gilt es, 
Orientierungen zu entwickeln, die ein inklusives Ent-
wicklungsverständnis zugrunde legen, das beide Pers-
pektiven kombiniert, und auch Nutzen und Kosten der 
Digitalisierung adäquat berücksichtigt (Abb. 8.4.1-1). 
Eine verstärkte Nachfrage nach solch integrativen Ent-
wicklungskonzepten und Leitbildern ist bereits heute 
bei vielen Akteuren aus Gesellschaft, Politik und Wirt-
schaft wahrzunehmen. 
Alternativen zu herkömmlichen Indikatoren sind bis-
her insbesondere aus dem Bestreben heraus entwickelt 
worden, ökologische und soziale Entwicklungsaspekte 
adäquater abzubilden. Beispiele reichen vom Konzept 
des „Genuine Savings“ (Hamilton, 2000), dem ökologi-
schen Fußabdruck (Wackernagel und Rees, 1996) bis hin 
zum Index der menschlichen Entwicklung (UNDP, 2019) 
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und dem Index für ökologische Nachhaltigkeit (Esty et 
al., 2005). Die Herausforderung besteht allerdings nach 
wie vor darin, diesen Indikatoren die notwendige Gel-
tung zu verschaffen und sie verstärkt im Rahmen poli-
tischer Prozesse zu berücksichtigen. Auch erste Ansätze, 
die gesamtwirtschaftlichen Effekte der Digitalisierung 
im Rahmen geeigneter Indikatoren zu erfassen, sind 
zu erkennen (Brynjolfsson et al., 2019a, b). Die Ent-
wicklung einer Metrik, die wirtschaftliche Entwicklung, 
Nachhaltigkeit und Digitalisierung umfassend berück-
sichtigt, steht allerdings noch aus. 
8.4.1.3 
Neue Hybridformen des Wirtschaftens
Lediglich neue, erweiterte Indikatoren zur Messung 
von wirtschaftlichem und gesellschaftlichem Fort-
schritt zu entwickeln, wird den Herausforderungen 
in einer „vollen Welt“ (Kap. 8.4.1.1) allerdings nicht 
gerecht. Diese Indikatoren müssen letztlich durch kon-
krete Rahmensetzung ins Bewusstsein der privatwirt-
schaftlichen Akteure rücken. Regulative Maßnah-
men, beispielsweise der Umwelt- und Ressourcenpo-
litik, können dabei zwar eine stärkere Wohlfahrtsori-
entierung tradierter Wohlstandsindikatoren erreichen, 
machen aber umfassende, alternative Wohlfahrts-
maße nicht überflüssig. Klar ist, dass ein zunehmen-
der Abschied von Laissez-faire-Prinzipien einer „leeren 
Welt“  unumgänglich ist. 
Privatwirtschaftliche Akteure verfügen zwar im 
Rahmen der Digitalisierung über erhebliche Potenzi-
ale, nachhaltige Entwicklung zu befördern, etwa durch 
ressourcenschonendere Produktionsverfahren, Moni-
toring und Schließen von Stoffkreisläufen (Kreislauf-
wirtschaft), der Dematerialisierung von Konsum oder 
auch durch Geschäftsmodelle, die auf der geteilten Nut-
zung von Wirtschaftsgütern basieren. Diese Potenziale 
werden allerdings in der Regel nur bei entsprechenden 
Renditeerwartungen gehoben (Kap. 4.2.2). Regulato-
rische Rahmensetzung determiniert entscheidend, mit 
welchen Technologien diese Renditeerwartungen ein-
hergehen. Eine Synchronisierung privatwirtschaftli-
cher Interessen und Gemeinwohlorientierung erscheint 
zumindest partiell möglich. 
In diesem Kontext gilt es auch, die Potenziale alter-
nativer, nicht primär rendite-orientierter Formen priva-
ten Wirtschaftens (z. B. genossenschaftliche Ansätze) 
zu eruieren. Auch dies setzt allerdings die Schaffung 
einheitlicher Bedingungen für wirtschaftliche Betä-
tigung voraus, welche positive und negative gesell-
schaftliche Folgen wirtschaftlichen Handelns ange-
messen berücksichtigen. Für die Bereitstellung von 
Gütern und Dienstleistungen, für die auch unter die-
sen Bedingungen trotz gesellschaftlicher Wünschbar-
keit keine Marktpotenziale bestehen, müssen zudem 
geeignete Finanzierungsinstrumente geschaffen wer-
den (Kap. 5.2.2). Bereits heute nimmt das Interesse an 
alternativen Formen des Wirtschaftens, wie Plattform-
kooperativen und bürgergetragenen Sharing-Dienste, 
für eine gemeinwohlorientierte Digitalisierung stetig zu 
(Kap. 5.2.2).
Inwieweit die Realisierung von Potenzialen der Digi-
talisierung zumindest partiell in staatliche Verantwor-
tung übergehen sollte, muss insbesondere im  Kontext 
digitaler Gemeingüter und öffentlich-rechtlicher IKT 
geprüft werden (Kap. 5.3.5, 5.3.10). Bei autonomen 
Mobilitätssystemen, Sharing-Diensten, Bereitstellung 
digitaler Bildungsressourcen – um nur einige Beispiele 
zu nennen – muss die Rolle des Staates im Verhält-
nis zur privatwirtschaftlichen Bereitstellung (sei sie 
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Hybride Formen des Wirtschaftens (Abb. 8.4.1-2), die 
Vorteile verschiedener Eigentumsstrukturen und Ent-
wicklungsverständnisse miteinander verbinden, kön-
nen für das Heben inklusiver Entwicklungspotenziale 
(nicht nur aber auch im Kontext der Digitalisierung) 
erhebliche Chancen bieten. 
8.4.2 
Umweltrechtsprinzipien und -instrumente im 
Kontext der Digitalisierung 
Zur Einhegung von negativen Auswirkungen auf die 
Nachhaltigkeitsziele durch Digitalisierung bedarf es einer 
klaren Zuweisung und Übernahme von Verantwortung 
durch staatliche, wirtschaftliche und  gesellschaftliche 
Kräfte, wie sie bereits im Umweltbereich  weitgehend 
konzipiert sind. Damit in einem polyzentrischen 
Akteursgefüge die Erreichung der Nachhaltigkeitsziele 
gelingen kann, sind gemeinsame Leitbilder und Leit-
prinzipien hilfreich. In den letzten 30 Jahren wurden 
im Umweltvölkerrecht Prinzipien, etwa das Vorsorge-, 
Verursacher-, Kooperations- und Integrationsprinzip als 
Grundlagen für Vereinbarungen, Institutionen, Verfah-
ren und Instrumente zum Schutz der Umwelt entwickelt 
und angewendet. Im Kontext der bereits erläuterten Her-
ausforderungen der  Digitalisierung können diese Erfah-
rungen unter Umständen wertvolle  Orientierungshilfen 
bieten (Kap. 9.3.2.1). 
8.4.2.1 
Das Vorsorgeprinzip
Das Vorsorgeprinzip wurde für Fälle entwickelt, in 
denen bei der Entwicklung und Anwendung von (inter-
nationalem) Umweltrecht wissenschaftliche Unsicher-
heit besteht (Sands et al., 2018: 230). Es wurde in meh-
reren Vereinbarungen des Soft Law und Hard Law auf-
genommen, etwa in Artikel 15 der Rio-Erklärung von 
1992 und Art. 3 Abs. 3 UNFCCC. Es besagt, dass „ange-
sichts der Gefahr irreversibler Umweltschäden [...] ein 
Mangel an vollständiger wissenschaftlicher Gewiss-
heit nicht als Entschuldigung dafür dient, Maßnah-
men hinauszuzögern, die in sich selbst gerechtfertigt 
sind“ (UNCED, 1992). Im deutschen Recht beinhalten 
Art. 20a GG und etwa § 5 Abs. 1 Nr. 2 Bundes-Imis-
sionsschutzgesetz (BImSchG) und im europäischen 
Recht Art. 191 Abs. 2 S. 2 Vertrag über die Arbeits-
weise der Europäischen Union (AEUV) den Vorsor-
geansatz (Calliess, 2013). Auch aufgrund seines nicht 
ganz eindeutigen Inhalts ist das Vorsorgeprinzip noch 
nicht als allgemeingültiges Völkergewohnheitsrecht 
anerkannt (SRU, 2011; Sands et al., 2018: 234). Vom 
Vorsorgeprinzip können Risiko- und Ressourcenvor-
sorge umfasst sein (Meßerschmidt, 2011: 286): Risi-
kovorsorge ist die Bewältigung von durch Ungewiss-
heit und Unsicherheit definierten Risikosituationen; 
Ressourcenvorsorge bedeutet, die gegenwärtigen Res-
sourcen mit Blick auf die Bedürfnisse künftiger Gene-
rationen zu schonen (Calliess, 2013). Das Vorsorge-
prinzip verpflichtet die Staaten zu vorsorgend-planen-
der Steuerung (Kloepfer, 2016) und der Ausschöpfung 
aller zugänglichen Erkenntnisquellen, einem Risikover-
gleich und der Begründung von Risikoentscheidungen 
(Schlacke, 2019). Vorsorge kann auch zu verfahrens-
rechtlicher Absicherung führen, etwa zu Beteiligungs-
rechten gesellschaftlicher Gruppen und Transparenz 
behördlicher Entscheidungen oder der Ermöglichung 
von Rückverfolgbarkeit zur potenziellen Gefahrenursa-
che, um spätere Handlungen des Staates vorzubereiten 
( Calliess, 2013). 
Abbildung 8.4.1-2
Auf dem Weg zu Hybrid-
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Zentral für die Risikovorsorge ist die naturwissen-
schaftliche Risikoermittlung (Calliess, 2013). Im Rah-
men der Digitalisierung ist besonders auch die gesell-
schaftswissenschaftliche Risikoermittlung von Rele-
vanz, da nicht nur physische und technische Risiken, 
sondern sich insbesondere auch das gesellschaftliche 
Zusammenleben durch den digitalen Wandel verändert. 
In einer Welt mit pluralen Risiken nehmen zudem Fol-
genabschätzungen eine immer zentralere Rolle ein, sei 
es mit Blick auf den Datenschutz, Umweltauswirkun-
gen oder anderer Risiken. Institutionen, die zur wis-
senschaftlichen Risikoermittlung und -bewertung auf 
globaler Ebene beitragen, sind etwa zwischenstaatliche 
Institutionen, die für politische Entscheidungsträger 
den Stand der wissenschaftlichen Forschung zusam-




Nach dem Verursacherprinzip (polluter pays principle) 
soll der- oder diejenige zur Vermeidung, Beseitigung, 
zur Verminderung oder zum Ausgleich einer Umwelt-
beeinträchtigung herangezogen werden, dem oder der 
diese zuzurechnen ist (Sands et al., 2018: 240). Das Ver-
ursacherprinzip gilt dabei nicht zwischen Staaten, son-
dern ist Leitlinie für die innerstaatliche Ebene (Sands 
et al., 2018: 241). Zwischen Staaten gilt völkerge-
wohnheitsrechtlich nicht das Verursacherprinzip, son-
dern das Verbot vorsätzlicher oder fahrlässiger grenz-
überschreitender Umweltschädigung (USA vs. Canada, 
1941). 
Das Verursacherprinzip ist u. a. in Grundsatz 16 der 
Rio-Erklärung niedergelegt (UNCED, 1992). Dieser 
Gedanke umfasst die private Verantwortung zur vor-
rangigen Pflicht der Vermeidung von Beeinträchtigun-
gen (zum Beispiel die Produktverantwortung von Her-
stellern), aber auch zur Kostentragung und Ausgleichs-
zahlung für Verluste, also die Haftung für Umweltschä-
den (Schlacke, 2019). Dahinter steht die Annahme, 
dass Verursacher*innen Beeinträchtigungen und Ver-
luste am zweckmäßigsten und am günstigsten selbst 
bekämpfen können (Kloepfer, 2016). Die Umwelt als 
frei verfügbares Gut soll zudem nicht sanktionslos 
geschädigt werden (Schlacke, 2019). Daneben soll die 
Anwendung des Verursacherprinzips zu Lasten- und 
Verteilungsgerechtigkeit beitragen (Kloepfer, 2016). 
Maßnahmen und Instrumente, die das Verursacher-
prinzip verwirklichen, sind neben Kostenerstattungs-
pflichten und der Internalisierung externer Kosten 
auch Verbote und Auflagen sowie zivilrechtliche Unter-
lassungsansprüche, Produkt- und Verfahrensnormen 
(Kloepfer, 2016: 193), etwa Regelungen zur Produkt-
verantwortung.
Im Kontext der Digitalisierung ist eine klare Verant-
wortungszuweisung zum Beispiel bei der Bereitstellung 
kritischer Infrastrukturen und im Rahmen automati-
sierter Entscheidungsfindung erforderlich. Gesamtge-
sellschaftliche Wertentscheidungen (z. B. privacy by 




Das Kooperationsprinzip besagt, dass Umweltschutz 
eine gemeinsame Aufgabe aller gesellschaftlichen 
Kräfte ist, nicht nur reine Staatsaufgabe. In Grund-
satz 5 der Rio-Erklärung ist auch ein globales Koope-
rationsgebot zur Armuts- und Ungleichheitsbekämp-
fung niederlegt (UNCED, 1992). Der Staat hat hierbei, 
eine federführende Funktion, da er dem Gemeinwohl 
verpflichtet und zu dessen Verwirklichung beauftragt 
ist. Die Kooperation dient einerseits des Einbezugs von 
Expertise für öffentliche Belange und andererseits der 
Förderung der Information und Akzeptanz durch Einbe-
ziehung der Beteiligten sowie der Entlastung des Staa-
tes (Schlacke, 2019). Bei der Orientierung am Koopera-
tionsprinzip sollte aber nicht außer Acht gelassen wer-
den, dass in Kooperationssituationen gegebenenfalls 
eine Kompromissbildung über den Kooperationsgegen-
stand (z. B. die Umwelt) erforderlich sein kann. Hier-
durch können Kosten für die Allgemeinheit entstehen. 
Kooperationen können zudem von Verhandlungspart-
nern aus wirtschaftlichen Gründen zur Verhinderung 
des Vollzugs genutzt werden (Schlacke, 2019).
Im Digitalen Zeitalter hat Kooperation zwischen 
den verschiedenen gesellschaftlichen Kräften beson-
dere Bedeutung, da sich die Gestaltungs- und Markt-
macht zunehmend auf Privatunternehmen verschiebt. 
Um diese Macht einzuhegen, bedarf es öffentlich-pri-
vater Kooperationen. Die Ausgestaltung dieser öffent-
lich-privaten Kooperation, die die Gestaltung des 
Digitalen Zeitalters als öffentliche Aufgaben begreift, 
gewinnt zunehmend an Bedeutung. Zentral ist, dass 
der Staat nicht nur die Fähigkeit bewahrt, die öffent-
lich-privaten Kooperationen federführend mitzugestal-
ten, sondern diese Funktion auch als zentrale Staats-
aufgabe akzeptiert und wahrnimmt. Darüber hinaus 
sollten alle relevanten Akteure zur Kooperation befä-
higt werden. Zudem sollte der Staat im Blick behalten 
und prüfen, ob Kräfte an Kooperationsfähigkeit verlie-
ren und ob diese zu stärken sind.
Konkrete Instrumente, die sich aus dem Kooperati-
onsprinzip ableiten und im digitalen Kontext fortent-
wickeln lassen, sind zum Beispiel der Einbezug Privater 
in die Rechtsetzung und -durchsetzung sowie der Ein-
bezug der Zivilgesellschaft in Entscheidungsverfahren 
und ihre Mobilisierung zur Rechtsdurchsetzung. 




Es gibt Ziele, wie den Umwelt- und Klimaschutz, die sich 
nicht sektoral verwirklichen lassen, sondern als Quer-
schnittsthemen in allen Bereichen vorangetrieben wer-
den müssen. Das umweltrechtliche Integrationsprinzip 
zielt genau darauf und besagt, dass Umweltbelange in 
alle gesellschaftlichen Bereiche, insbesondere auch bei 
der wirtschaftlichen Entwicklung, integriert und bei 
jedweder staatlichen Gestaltung berücksichtigt wer-
den müssen. Im internationalen Umweltrecht wird es 
als Bestandteil des Nachhaltigkeitsprinzips verstanden 
(Sands et al., 2018: 227), mit der Querschnittsklausel 
in Art. 11 AEUV ist es hochrangig im EU-Recht veran-
kert. Es umfasst, dass Umweltschutz bei der Durchfüh-
rung aller Teilbereiche des politischen und gesellschaft-
lichen Handelns (also auch etwa in der Wirtschafts- 
und Entwicklungspolitik) mitgedacht und dass inner-
halb der einzelnen Sektoren der Schutz der Umwelt 
beachtet werden muss (Kloepfer, 2016: 205). Auf inter-
nationaler Ebene ist es etwa in Grundsatz 3 der Rio-Er-
klärung niederlegt (UNCED, 1992). Instrumente zur 
Umsetzung des Integrationsprinzips sind zum Beispiel 
die Sammlung und Verbreitung von Umweltinformati-
onen, die Durchführung von Umweltverträglichkeits-
prüfungen (Sands et al., 2018) oder die Bestellung von 
Ombudspersonen, die für das Thema eintreten. Im Digi-
talen Zeitalter muss das Integrationsprinzip insbeson-
dere für Themen wie Privatsphärenschutz (inklusive 
Datenschutz- und Datensicherheit) und Cybersicher-
heit angewendet werden. Zugleich bedarf es einer Inte-
gration von Umweltschutz in die Aushandlungsräume 
zur Digitalisierung.
8.4.3 
Neujustierung der Nachhaltigkeits-Governance 
30 Jahre nach dem Erdgipfel von Rio de Janeiro
Die rasche weltweite Verbreitung digitaler Technolo-
gien erfordert dringend eine Anpassung der globa-
len Nachhaltigkeitspolitik, um rechtzeitig die Weichen 
für eine digitalisierte Nachhaltigkeitsgesellschaft stel-
len zu können. 30 Jahre nach dem Erdgipfel von Rio 
de Janeiro im Jahr 1992 (UNCED) bedarf es heute es 
einer Neujustierung der globalen Nachhaltigkeits- 
Governance (Kap. 9.3.1). Seine Errungenschaften, z. B. 
die Einrichtung der drei Rio-Konventionen UNFCCC, 
der CBD und der UNCCD, waren geprägt durch die poli-
tische Aufbruchsstimmung nach dem Ende des Kalten 
Krieges und die zukunftsgerichtete Antwort auf wach-
sende Herausforderungen wie die Erhaltung der natür-
lichen Lebensgrundlagen und die Überwindung zent-
raler Entwicklungsprobleme wie Armut oder Unterer-
nährung. Angesichts der derzeit wachsenden Hürden 
für multilaterale Zusammenarbeit sind die Bedingun-
gen für einen neuen Aufbruch aber deutlich schwieri-
ger als 1992. Allerdings könnte die erst in den letzten 
Jahren entstandene Krise des Multilateralismus erneut 
in wenigen Jahren überwunden sein. Dies betonte 
auch Bundeskanzlerin Angela Merkel in ihrer interna-
tional vielbeachteten Rede auf der Münchener Sicher-
heitskonferenz 2019 (Merkel, 2019). Um hierfür die 
richtigen Weichen zu stellen, schlägt der WBGU vor, 
dass sich Deutschland und die EU für einen UN-Gip-
fel zum Thema Digitalisierung und Nachhaltigkeit im 
Jahr 2022 – 30 Jahre nach der UNCED – einsetzen (UN 
 Conference for a Sustainable Digital Age; Kap. 9.3.1.1). 
Zentrales Thema der Konferenz mit globaler Perspek-
tive sollte sein, welcher großen Weichenstellungen es 
bedarf, um eine digital unterstützte, nachhaltige Ent-
wicklung zu erreichen und nicht nachhaltige Folgen 
des digitalen Wandels zu vermeiden. Als thematische 
Schwerpunkte bieten sich die Nutzung digitaler Tech-
nologien zur Unterstützung der Umsetzung der SDGs 
sowie neue Herausforderungen für globale Nachhal-
tigkeitspolitik nach dem Jahr 2030 an. Der Weltgip-
fel sollte die Empfehlungen des UN High-level Panel 
on Digital Cooperation (2019) sowie die Ergebnisse 
der Weltgipfel zu nachhaltiger Entwicklung seit 1992 
berücksichtigen (UNCED 1992,  Millennium-Gipfel 
2000, WSSD 2002, UN-Konferenz über nachhaltige 
Entwicklung 2012 sowie den Weltgipfeln zur Informa-
tionsgesellschaft von 2003 und 2005). Ein zentrales 
Ergebnis des UN-Gipfels könnte eine Charta der inter-
nationalen Staatengemeinschaft „Unsere Gemeinsame 
Digitale Zukunft“ sein. Dazu hat der WBGU einen Ent-
wurf vorgelegt (Kap. 8.6; Kasten 9.3.1-1). In einer sol-
chen Erklärung sollten die für die nachhaltige Gestal-
tung des Digitalen Zeitalters grundlegenden Themen 
aufgeführt, zentrale politische Ansatzpunkte identifi-
ziert sowie zentrale Hebel benannt bzw. Leuchttürme 
der Politikgestaltung vorgestellt werden. 
Zur Vorbereitung des vorgeschlagenen UN-Gipfels 
empfiehlt der WBGU die sofortige Einsetzung einer 
„Weltkommission für Nachhaltigkeit im Digitalen Zeit-
alter“ (World Commission for a Sustainable Digital 
Age) nach dem Vorbild der Brundtland-Kommission 
(Kap. 9.3.1.1). Letztere sollte damals Langzeitstra-
tegien entwickeln, Möglichkeiten zur Verbesserung 
der internationalen Kooperation aufzeigen, effektive 
Maßnahmen und Verfahren vorschlagen und gemein-
same ambitionierte Ziele für die Weltgemeinschaft lie-
fern (UNGA, 1983). Aufgabe der neuen Weltkommis-
sion sollte sein, die Ziele, Langzeitstrategien und eine 
Zukunftsvision für eine gemeinsame digitale Zukunft zu 
entwickeln. Insbesondere sollten die Risiken digitaler 
Technologien für die Transformation zur Nachhaltigkeit 
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identifiziert und Wege zu deren Einhegung beschrie-
ben werden. Zugleich sollte die Weltkommission die 
Bedingungen benennen, die die Entfaltung der Poten-
ziale digitaler Technologien für nachhaltige Entwick-
lung ermöglichen. Die Ergebnisse sollten in jedem Fall 
in die Weiterentwicklung der SDG-Agenda nach dem 
Jahr 2030 einfließen.
8.4.4 
Governance-Lücke: Adäquate institutionelle 
Kapazitäten für neue Herausforderungen
Neue globale Herausforderungen benötigen – neben der 
Stärkung zivilgesellschaftlicher und lokaler Fähigkei-
ten (Kap. 4.2, 9.3.3) – auch Veränderungen der Global 
Governance. Für eine nachhaltige Digitalpolitik bedarf 
es dabei Stimmen für Nachhaltigkeit in allen privaten, 
zwischenstaatlichen und transnationalen in allen Foren 
und Organisationseinheiten. Zentral ist nach Auffas-
sung des WBGU allerdings eine robuste institutionelle 
Verankerung des Themas Digitalisierung im UN-System 
(Kap. 9.3.1.2). Hierfür sieht der WBGU verschiedene 
Möglichkeiten: Zunächst sollten alle UN-Institutionen, 
die zu Entwicklungsfragen arbeiten (z. B. UN Environ-
ment, UNDP, UN-Habitat, IOM sowie Weltbank und 
regionale Entwicklungsbanken), das Thema der digi-
talen Transformation systematisch in ihre Arbeits- und 
Strategiebildungsprozesse aufnehmen. Darüber hin-
aus sollte „Digitalisierung“ als Querschnittsthema und 
im Zusammenspiel der UN-Organisationen stärker 
verankert werden. Über die bestehende United Nati-
ons Group on the Information Society (UNGIS) hinaus 
(Kap. 8.1.3) bedarf es daher einer robusteren institu-
tionellen Verankerung des Themas Digitalisierung im 
UN-System. Dazu sollte ein Mechanismus zur Siche-
rung der Zusammenarbeit zwischen Agenturen und 
der systemweiten Koordination eingerichtet werden 
(„UN Digitalization“ analog zur bereits bestehenden 
UN Energy; Kap. 9.3.1.2). Insbesondere sollten sich 
aber auch Staaten als Repräsentanten ihrer Bürger*in-
nen und des Allgemeinwohls nach dem Staatsverständ-
nis des gestaltenden Staats mit erhöhten Beteiligungs-
möglichkeiten (WBGU, 2011) für Gemeinwohlinteres-
sen, insbesondere Umwelt- und Privatsphärenschutz, 
digitale Teilhabe und die Entscheidungssouveränität 
des Menschen einsetzen. Das entspricht ihren Schutz- 
und Vorsorgepflichten bezüglich der mit Digitalisie-
rung zusammenhängenden Gefahren für die Gesell-
schaft, einzelne Bürger*innen sowie die Umwelt. Staa-
ten haben kraft ihrer Verfassungen in diesem Sinne die 
Aufgabe und Pflicht auf internationale Prozesse ein-
zuwirken (Hoffmann-Riem, 2016). Das bedeutet, dass 
Umweltschutz und andere Aspekte von Nachhaltig-
keit, wie der Schutz der Privatsphäre, in allen Agen-
den und Verfahren zur digitalen Entwicklung als Quer-
schnittsaufgabe verankert werden sollten. Die Global 
Commission on the Stability of Cyberspace sollte eben-
falls die Material- und Energieverbräuche des Cyber-
space behandeln – die beteiligten Staaten sollten hier-
auf hinwirken. Institutionen, die eine gesellschaftliche 
Kontrolle über Staaten und Unternehmen einfordern 
und ausüben können, sind etwa Ombudspersonen, die 
unterrepräsentierte Themen, wie Umwelt- und Klima-
schutz, in den Tech-Organisationen und -Unternehmen 
vertreten und auf die Agenda setzen. Ebenso wichtig 
sind Beteiligungsmöglichkeiten der Zivilgesellschaft. 
Hierfür sollten entsprechende Rahmenbedingungen 
geschaffen und Ressourcen bereitgestellt werden.
8.4.5 
Völkerrechtsverbindlicher Rahmen als optimale 
Lösung
Motoren der Fortentwicklung des Umweltvölker-
rechts bzw. der globalen Nachhaltigkeits-Governance 
waren wichtige internationale Abkommen wie die CBD, 
UNFCCC und die UNCCD. Solche Rahmenkonventio-
nen bieten Staaten die Möglichkeit, fortlaufend über 
ein Thema im Gespräch zu bleiben sowie weitere ins-
titutionelle Kapazitäten zu schaffen und Maßnahmen 
zu treffen. Sie sind die wohl sichtbarste, aber verhand-
lungstechnisch aufwändigste und im derzeitigen inter-
nationalen Umfeld politisch am schwierigsten erreich-
bare institutionelle Verankerung von Global Gover-
nance. Um eine Verzahnung von Nachhaltigkeitszie-
len und Digitalisierung zu erreichen, wäre aus Sicht des 
WBGU die Aushandlung einer „UN-Rahmenkonven-
tion für digitale Nachhaltigkeit und nachhaltige Digi-
talisierung“ erforderlich (Kap. 9.3.1.3). Nur so könn-
ten notwendige neue völkerrechtliche Verhandlungs-
räume für eine an globaler Nachhaltigkeit orientierte 
Digitalisierung geschaffen werden. Insbesondere soll-
ten die globale Zusammenarbeit für die Bewahrung 
und den Ausbau von Teilhabe im Digitalen Zeitalter, die 
Entscheidungssouveränität des Menschen beim Ein-
satz von algorithmenbasierter Entscheidungsfindung, 
KI und Automatisierung sowie Diskurse über die Ver-
änderungen des Mensch-Maschine-Verhältnisses als 
neue Themen auf die Agenda der internationalen Staa-
tengemeinschaft gesetzt werden. In jedem Fall sollte 
die Durchsetzung des digitalen Privatsphärenschut-
zes Gegenstand eines völkerrechtlich verbindlichen 
Abkommens sein, entweder als Protokoll zu einer Rah-
menkonvention für digitale Nachhaltigkeit und nach-
haltige Digitalisierung oder als eigenständiges Abkom-
men (Kap. 8.3.1.3). 




Zukünftige Entwicklungen sind zwar nicht vorherseh-
bar, aber wissenschaftliche Expertise kann Entschei-
dungsträgern helfen, sich auf mögliche Zukünfte bes-
ser vorzubereiten, insbesondere wenn auch disruptive 
Entwicklungen möglich erscheinen. Wissenschaft und 
Forschung können aber auch wesentlich zur Bewusst-
seinsbildung über die zentralen Herausforderungen des 
digitalen Wandels beitragen und auf diese Weise gesell-
schaftliche Akzeptanz befördern. Das Beispiel IPCC hat 
gezeigt, dass das Zusammenführen wissenschaftlicher 
Expertise für politische Entscheidungsträger eine wich-
tige Voraussetzung für faktenbasierte Politikgestaltung 
ist. Es wäre daher naheliegend und sinnvoll, ein zwi-
schenstaatliches oder internationales wissenschaftliches 
Gremium einzusetzen, das in regelmäßigen Sachstandbe-
richten den wissenschaftlichen Erkenntnisstand zu allen 
nachhaltigkeitsrelevanten soziotechnischen und ökolo-
gischen Aspekten der digitalen Transformation aufar-
beitet (Kap. 9.3.1.4). Ein solches Gremium könnte auf-
bauend auf den bisher gemachten Erfahrungen ähnlich 
der Struktur von IPCC oder IPBES aufgebaut werden.
8.5
Die EU als Vorreiterin für die Integration von 
Nachhaltigkeit und  Digitalisierung
Damit eine globale Integration von digitalem Wandel und 
Nachhaltigkeitstransformation gelingen kann, braucht es 
Staaten und Allianzen, die dieses Ziel ambitioniert ver-
folgen und in globale Prozesse einbringen. Die EU als 
Wirtschaftsraum und Raum geteilter Werte und Nor-
men sollte im Sinne ihrer Bürger*innen und globaler 
Nachhaltigkeit eine Alternative zu aus europäischer 
Sicht defizitären Regulierungsstrategien der Digitalisie-
rung im Sinne einer Laissez-faire-Mentalität (wie z. B. in 
den USA) und einer Nutzung digitaler Instrumente zur 
Ausübung autoritärer Staatsmacht (wie z. B. in China) 
bieten (Kap. 7.3). Eine sich konsequent davon abset-
zende visionäre Haltung der EU (Kap. 7.3, 9.3.2) kann 
globale Strahlkraft entfalten, trotz Herausforderungen 
für die politische Umsetzbarkeit. Dabei besteht das Ziel 
nicht darin, „einen Wettlauf zu gewinnen“, sondern „das 
Wohl der Menschheit und der Umwelt zu gewährleis-
ten“ ( Dignum, 2019).
8.5.1 
Strahlkraft und politische Umsetzbarkeit eines 
europäischen Modells
Der Vorschlag eines europäischen Modells für Nach-
haltigkeit und Digitalisierung (Kap. 9.3.2.1) sieht sich 
mit der Herausforderung konfrontiert, dass es auf glo-
baler Ebene Wirkung entfalten und – insbesondere 
auch angesichts der aktuellen weltpolitischen Lage 
und innereuropäischer Probleme – politisch durchsetz-
bar sein muss. Bei der Frage nach der globalen Strahl-
kraft und politischen Umsetzbarkeit eines europäi-
schen Modells für Nachhaltigkeit und Digitalisierung 
spielen das ökonomische Gewicht und die Soft Power 
(Nye, 2004) der EU eine Rolle. 
So kann die EU ihr wirtschaftliches Gewicht in die 
Waagschale werfen: Rechtliche Regulierung in großen 
Volkswirtschaften kann einen positiven Spill-over- 
Effekt entfalten, wenn sich Unternehmen global an 
die dort gültigen Standards halten (Kap. 4.2.6). In der 
Vergangenheit hat sich in der Tat ein Brüssel- Effekt 
gezeigt, bei dem die rechtliche Regulierung in der EU 
de facto auch außerhalb des Binnenmarktes übernom-
men wurde (Bradford, 2012). Um diesen Effekt im 
Sinne nachhaltiger Digitalisierung zu nutzen und zu 
verstärken und so den rechtlichen Rahmen für nach-
haltige Digitalisierung stärker zu kodifizieren, wäre es 
denkbar, entsprechende Regelungen in die Handelsab-
kommen der EU einzuarbeiten und so eine Koalition 
für gemeinsame hohe Standards zu bilden. In der Ver-
gangenheit hat die EU bereits die Verhandlungen zu 
Handelsverträgen genutzt, um grundlegende Arbeits-
rechte oder wirtschaftliche Entwicklungsstrategien mit 
Partnerländern zu verankern (Meunier und Nicolaïdis, 
2006). Im Streit um den Handel mit Fleisch von hor-
monbehandelten Rindern hat die EU beispielsweise die 
Auseinandersetzung innerhalb der Welthandelsorga-
nisation mit den USA nicht gescheut, wenn auch der 
Schutz europäischer Landwirt*innen eine Rolle gespielt 
haben könnte (Josling und Roberts, 2001; Kerr und 
Hobbs, 2002). Auch mit der Chemikalien-Verordnung 
REACH hat sie über die europäischen Grenzen hinweg 
Maßstäbe gesetzt und damit den internationalen Han-
del unmittelbar beeinflusst (Motaal, 2009). Im Klima-
schutz war die EU bereits Vorreiterin, auch wenn sie 
diesen Anspruch inzwischen ein Stück weit verloren 
hat (Fischer und Geden, 2015).
Internationale Reaktionen auf die DSGVO zeigen, 
dass EU-interne Regulierung auch zu Digitalthemen auf 
globaler Ebene wahrgenommen wird und Gewicht hat 
(Kasten 4.2.6-1). Auf diese Weise könnte die Vorreiter-
rolle der EU auf andere Länder und Regionen ausstrah-
len. Ein europäisches Modell für Nachhaltigkeit und 
Digitalisierung könnte dazu beitragen, die Verknüpfung 
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beider Aspekte in der internationalen Politik zu etab-
lieren und so auf mittlere und lange Sicht auf globaler 
Ebene Dialoge anstoßen, die letztlich auch über die EU 
hinaus zu angemessenen rechtlichen und institutionel-
len Rahmenbedingungen führen.
Einem europäischen Modell für Nachhaltigkeit und 
Digitalisierung stehen gegenwärtig ernste Probleme 
bezüglich des inneren Zusammenhalts der Mitglied-
staaten, der Rechtsstaatlichkeit einzelner Mitglied-
staaten und des gemeinsamen Verständnisses grund-
legender Freiheitsrechte gegenüber. Diese bestehen-
den Problemlagen erschweren die politische Umset-
zung der ambitionierten Integration von Digitalisierung 
und Nachhaltigkeit, wie sie in diesem Kapitel gefordert 
wird. Dabei handelt es sich nicht um ein originär euro-
päisches Problem. In der gesamten westlichen Welt, 
also auch z. B. in den USA, formieren sich Gegenbewe-
gungen gegen die liberale Weltordnung und deren Ins-
titutionen (Hale und Held, 2017; Ikenberry, 2018). 
Um ein europäisches Modell für Nachhaltigkeit und 
Digitalisierung politisch umsetzen zu können, müssen die 
sozialen Belange aller betroffenen Bevölkerungsgrup-
pen berücksichtigt werden. Eine gemeinsame Vision für 
eine nachhaltige digitale Zukunft, die den Menschen 
in den Mittelpunkt stellt, könnte einerseits ein neues 
gemeinsames Projekt für die Mitgliedstaaten sein und 
andererseits auch konkrete Ängste einzelner Bevölke-
rungsgruppen aktiv adressieren. So kann der sozioöko-
nomische Strukturwandel, den sowohl die Transforma-
tion zur Nachhaltigkeit als auch die Digitalisierung mit 
sich bringen, begleitet werden. Ähnlich wie auch beim 
Klimawandel (WBGU, 2018b; Feist und Messner, 2019) 
ist die Sicherstellung sozialer Kohäsion dabei gleicherma-
ßen normativ und strategisch geboten: Zum einen benö-
tigen beispielsweise die Betroffenen der arbeitsweltli-
chen Umwälzungen durch die Digitalisierung (Kap. 5.3.9) 
Unterstützung, zum anderen ist das erfolgreiche Setzen 
der Rahmenbedingungen für nachhaltige Digitalisierung 
an breite Akzeptanz in der Bevölkerung geknüpft. Um 
einen inklusiven Prozess zu gewährleisten, sollte die EU 
nicht allein handeln. Sie sollte stattdessen mit den Regie-
rungen der Mitgliedstaaten und nichtstaatlichen Akteu-
ren, die ebenfalls ein Interesse an einer aktiven, nachhal-
tigkeitsorientierten Gestaltung der Digitalisierung haben, 
den Schulterschluss suchen und deliberativ ambitionierte 
Lösungen entwickeln, die Alternativen zu den bisherigen 
Modellen aufzeigen. Eine solche stakeholderorientierte 
Herangehensweise würde zur politischen Umsetzbar-
keit eines europäischen Modells für Nachhaltigkeit und 
 Digitalisierung beitragen.
8.5.2 
Weichenstellungen in den politischen Prioritäten, 
Strategien und Programmen der EU 
Mit der Wahl eines neuen EU-Parlaments und der Neu-
besetzung der EU-Kommission beginnt im Jahr 2019 
für die EU eine neue Legislaturperiode. Da beste-
hende übergeordnete EU-Strategien 2020 auslaufen, 
besteht zurzeit ein Gelegenheitsfenster für die Integ-
ration von Nachhaltigkeits- und Digitalisierungsagen-
den und -politiken. Beide Themen sollten aufgrund 
ihrer Bedeutung in den übergeordneten Strategien und 
Prioritäten der EU sichtbar, in diese dauerhaft integ-
riert und in ihrer Wechselwirkung berücksichtigt wer-
den (Kap. 9.3.2.1). Für den Umweltschutz ist die Integ-
ration bereits durch die Querschnittsklausel des Art. 11 
AEUV verwirklicht: Umweltbelange müssen „bei der 
Festlegung und Durchführung der Unionspolitiken 
und -maßnahmen insbesondere zur Förderung einer 
nachhaltigen Entwicklung einbezogen werden“. Glei-
ches gilt für andere ökonomische und soziale Nachhal-
tigkeitsthemen, wie den Schutz vor der Diskriminie-
rung (Art. 10 AEUV), den Verbraucherschutz (Art. 12 
AEUV) oder den Schutz personenbezogener Daten von 
Individuen (Art. 16 Abs. 1 AEUV). Demgemäß besteht 
schon jetzt die Pflicht, die EU-Digitalpolitik nachhal-
tig zu gestalten. Aber auch die Nutzung digitaler Tech-
nologien als Instrumente und Werkzeuge, um andere 
Politikbereiche digital zu gestalten, bedarf immer der 
Ausrichtung an den in der Charta der Grundrechte der 
Europäischen Union verankerten Grundwerten sowie 
Umwelt- und Nachhaltigkeitsprinzipien der Union, ins-
besondere wenn es um den Erlass von Rechtsakten, die 
Errichtung von Institutionen und die Etablierung von 
Verfahren geht. 
In Zukunft sollten die allgemein gefasste, überge-
ordnete EU-Strategie und Prioritäten ausdrücklich an 
der Agenda 2030 ausgerichtet sein. Damit kann die EU 
ein Zeichen in die Welt senden, das die Nachhaltig-
keitsziele als politisches Leitbild stärkt. Als ökologische 
Themen sollten insbesondere eine digitalisierte Ener-
gie- und Klimaschutzunion und die mit einer Digitali-
sierungsoffensive versehene Kreislaufwirtschaft hohe 
politische Priorität erhalten. Möglich ist es auch, gene-
rell die Verschränkung von Digitalisierungs- und Nach-
haltigkeitspolitik als Priorität auf die politische Agenda 
zu setzen. 
Um das Potenzial der Digitalisierung für gesamtge-
sellschaftliche Ziele neben wirtschaftlichen Zielen zu 
heben, müssen Nachhaltigkeitsziele in der EU-Digita-
lisierungspolitik ein höheres Gewicht bekommen. Die 
Agenda 2030 hat die Ziele ausdifferenziert. Die Digi-
tale Agenda der EU sollte neu aufgelegt und mit den 
Nachhaltigkeitszielen zusammengeführt werden, um 
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die digitale Innovationskraft Europas auf das Zielsystem 
 auszurichten. Die Umweltrechtsprinzipien (Kap. 8.4.2), 
die im Umweltrecht der EU bereits gelten, können dabei 
für die Gestaltung der Digitalisierung fruchtbar gemacht 
werden. Gemäß des Prinzips der Ressourcenvorsorge 
(Art. 191 Abs. 1 AEUV; Kap. 8.4.2.1) muss dem stei-
genden Ressourcenbedarf für digitale Produkte und Inf-
rastrukturen mit schnellen Fortschritten beim Umstieg 
auf erneuerbare Energien und dem Aufbau einer mög-
lichst weitreichenden Kreislaufwirtschaft begegnet wer-
den. Das Prinzip der Risikovorsorge (Art. 191 Abs. 2 
AEUV; Kap. 8.4.2.1) verlangt sowohl die gesellschaftli-
chen Folgen der Nachhaltigkeitstransformation als auch 
gesellschaftliche Auswirkungen der Digitalisierung in 
den Blick zu nehmen und die gesamtgesellschaftliche 
Fähigkeit, mit Strukturwandel umzugehen und Resili-
enz aufzubauen, zu fördern. Um dabei die breite gesell-
schaftliche Unterstützung nicht zu verlieren, müssen 
den Menschen durch Zukunftsbildung sowohl Themen 
nachhaltiger Entwicklung als auch Digitalkompetenz ver-
mittelt werden. Darüber hinaus gilt es, die Dynamik und 
Breitenwirkung zu nutzen, die von einer Einbindung pri-
vatwirtschaftlicher Akteure ausgehen kann. Erforderlich 
ist indes, dass ein verbindlicher Rahmen für die Einhal-
tung von Nachhaltigkeitszielen und entsprechend erwei-
terter wirtschaftlicher Leistungsindikatoren in der EU 
gesetzt wird, um private und gesellschaftliche Interessen 
in Einklang zu bringen. Digitale Werkzeuge sollten für 
die Erreichung gesamtgesellschaftlicher Zielstellungen 
eingesetzt werden, wie z. B. Klima- und Umweltschutz, 
Klimaanpassung und Monitoring der Art und des Erfolgs 
der Zielverfolgung. Dies sollte höhere Bedeutung in poli-
tischen Strategien erhalten, auch um mögliche technolo-
gische „Game Changer“ zu identifizieren und zu fördern. 
Dabei sollten auch neue global relevante Kooperati-
onsfelder, wie der Schutz der Privatsphäre, die Teilhabe 
an digitalen und digitalisierten Gütern, die Gewährleis-
tung der Entscheidungssouveränität des Menschen und 
an menschlichen Bedürfnissen orientierte Mensch-Ma-
schine-Verhältnisse Gegenstand einer neuen Digitalen 
Agenda der EU werden (Kap. 8.3). Generell sollten Ethik, 
Privatheit, IT-Sicherheit, Nachhaltigkeit und faire Pro-
duktionsbedingungen in der Technikgestaltung und -rea-
lisierung sowie im Betrieb (ethics by, in and for design, 
privacy by design, security by design, sustainability and 
fairness by design) zentrale handlungsleitende Prinzi-
pien eines künftigen europäischen Digitalisierungsmo-
dells sein (Kap. 9.3.2). Schlüsselprojekte zur Umsetzung 
können der Aufbau nachhaltiger, öffentlich-rechtlicher 
europäischer IKT-Infrastrukturen (Kap. 5.3.5) und die 
Beteiligung an digitalen Gemeingütern (Kap. 5.3.10) 
sein.
Im Bereich der Nachhaltigkeits- und Umweltpolitik 
hat die EU im laufenden Prozess der Neuauflage einer 
EU-Nachhaltigkeitsstrategie als „Umsetzungs strategie 
für die Agenda 2030“, mit dem neuen „Umweltak-
tionsprogramm“ und mit der „Dekarbonisierungsstra-
tegie als Beitrag zum Pariser Übereinkommen“ die 
Chance, ambitionierte Schritte und konkrete Maßnah-
men zur Um- und Durchsetzung der Ziele für nachhal-
tige Entwicklung festzulegen. Die bestehenden Ansätze 
(Kap. 8.1.6) sollte die EU nun entschieden in den zu 
formulierenden Strategien und Programmen veran-
kern und insbesondere ambitionierte Schritte und kon-
krete Maßnahmen zur Umsetzung der SDGs festlegen 
und verfolgen. Zur Umsetzung sollten insbesondere 
die Potenziale des Monitorings ausgeschöpft werden. 
Mit einer „Europäischen Strategie für Nachhaltigkeit 
im Digitalen Zeitalter“ könnte die EU auch eine Pio-
nierrolle für die Vertiefung und Weiterentwicklung der 
weltweiten Nachhaltigkeitsagenda post-2030 einneh-
men. Die Strategie sollte bestehende Nachhaltigkeits-
ziele und neue Kooperationsbedarfe (Kap. 8.3) gemein-
sam adressieren und damit eine über 2030 hinausge-
hende Perspektive einnehmen. 
Dabei darf nicht aus dem Blick geraten, dass digi-
tale Technologien politischen Willen zur Lösung drin-
gender Nachhaltigkeitsprobleme nicht ersetzen können. 
Leitbilder und Leistungsindikatoren zur Messung des 
wirtschaftlichen Erfolgs, die Resilienz und Nachhaltig-
keit der Wirtschaft abbilden, können ein Umdenken 
der Unternehmen in Richtung Nachhaltigkeit befördern 
(Kap. 8.4.1). 
8.6
Zur Notwendigkeit einer Charta für ein 
 nachhaltiges Digitales Zeitalter
Global Governance für die Transformation zur Nachhal-
tigkeit im Digitalen Zeitalter braucht einen normativen 
Fix- und Bezugspunkt. Auf Basis der Analysen in die-
sem Gutachten hat der WBGU daher den Entwurf einer 
„Charta für ein nachhaltiges Digitales Zeitalter“ entwi-
ckelt (Kasten 9.3.1-1). Die Charta soll als Prinzipien-, 
Ziel- und Normensystem für die internationale Staa-
tengemeinschaft dienen – komplementär zur Agenda 
2030 und darüber hinaus sowie mit spezifischer glo-
baler Nachhaltigkeitsperspektive (Kap. 3.6.3). Sie ent-
hält kondensierte Leitlinien für nachhaltiges Handeln 
im Digitalen Zeitalter, sie deckt Herausforderungen der 
drei Digitalisierungsdynamiken ab und ist dabei institu-
tionell auf die multilaterale Ebene ausgerichtet, um so 
komplementär zur Agenda 2030 ein Zielsystem mit der 
nötigen globalen Perspektive bieten zu können.
Ausgehend des vom WBGU entwickelten normati-
ven Kompass (Kap. 2) formuliert der Entwurf zunächst 
Ziele und Grundsätze zum Schutz der Menschenwürde, 
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der natürlichen Lebensgrundlagen, der Teilhabe an und 
des Zugangs zu digitalisierter Infrastruktur und den 
zugrundeliegenden Technologien sowie der individu-
ellen und kollektiven Entfaltungsfreiheit im Digita-
len Zeitalter. Auf dieser Basis konkretisiert die Charta 
Handlungsleitlinien dazu, wie sich die Weltgemein-
schaft zu den Herausforderungen des Digitalen Zeital-
ters aufstellen sollte. Dazu enthält die Charta drei Kern-
elemente. So sollen erstens Digitalisierung im Sinne der 
Agenda 2030 gestaltet und digitale Technik zur Errei-
chung der SDGs genutzt werden. Zweitens sollten über 
die Agenda 2030 hinaus Systemrisiken (Kap. 7) ver-
mieden werden, d. h. zum Beispiel Rechte schützen, 
das Gemeinwohl fördern und Entscheidungssouveräni-
tät gewährleisten. Drittens müssen sich Gesellschaften 
prozedural auf zukünftige Herausforderungen vorbe-
reiten, indem sie etwa ethische Leitlinien vereinbaren 
und zukunftsorientierte Forschung und Bildung sicher-
stellen.
Deutschland und die EU sollten sich dafür einset-
zen, auf globaler Ebene einen Prozess für die Etablie-
rung einer solchen „Charta für ein nachhaltiges Digita-
les Zeitalter“ anzustoßen und selbst als Vorreiter Politik 
im Sinne der genannten Grundsätze gestalten. Der Vor-
schlag des WBGU (Kasten 9.3.1-1) ist dabei als Anstoß 
für eine breite gesellschaftliche Debatte zu verstehen, 
im Zuge derer die Charta weiter Gestalt annehmen soll 
(www.wbgu.de/de/publikationen/charta). Im Rahmen 
eines öffentlichen Konsultationsprozesses soll der Ent-
wurf der Charta weiterentwickelt werden.
Erhaltung der natürlichen 
Lebensgrundlagen Armutsbekämpfung  
und inklusive  Entwicklung Arbeit der Zukunft  und Abbau  von Ungleichheit
Zukunftsbildung
Big Data und  Privatsphäre
Fragilität und Autonomie 
technischer Systeme
Ökonomische und  politische 
Machtverschiebungen
Global Governance für die 
nachhaltige Gestaltung des 
Digitalen Zeitalters Neue normative  
Fragen – Die Zukunft  
des Homo sapiens
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Für Politik und Gesellschaft besteht die dringende Herausforderung darin, 
den digitalen Wandel in Richtung Nachhaltigkeit zu lenken. Hierfür gibt der 
WBGU eine Reihe von Handlungsempfehlungen, die sich primär an die deut-
sche Bundesregierung richten, aber auch anderen Akteuren Anknüpfungs-
punkte bieten. Alle Staaten, Organisationen, Unternehmen, Individuen sind 
gefragt, sich nicht nur an den Diskussionen über unsere gemeinsame digitale 
Zukunft zu beteiligen, sondern sie aktiv mitzugestalten. 
Der WBGU empfiehlt, die Digitalisierung ausdrücklich 
in den Dienst der Nachhaltigkeit zu stellen. Ohne aktive 
Gestaltung birgt der globale digitale Wandel das Risiko, 
die Gefährdung der natürlichen Lebensgrundlagen der 
Menschheit weiter zu beschleunigen. Ohne Regulierung 
und demokratische Kontrolle kann er auch den Zusam-
menhalt unserer Gesellschaften gefährden, Grund- und 
Menschenrechte verletzen und unsere Demokratien 
schwächen. Nur wenn die Nutzung digitaler Technolo-
gien in eine Strategie nachhaltiger Entwicklung einge-
bettet wird, kann sie auch einen positiven Beitrag für 
unsere gemeinsame digitale Zukunft leisten. Dies erfor-
dert, den Blick über das Jahr 2030, dem Zieljahr der 
UN-Nachhaltigkeitsziele (SDGs), hinaus zu richten. 
Damit nimmt der WBGU im Unterschied zu den meis-
ten Studien internationaler Organisationen zu diesem 
Thema eine längerfristige Perspektive ein. Langfristig-
keit erfordert eine adaptive Politikgestaltung und eine 
Kultur zukunftsorientierten Denkens, gestützt auf sys-
temisch angelegte Langfristanalysen und -szenarien. 
Der digitale Wandel findet in einer Zeit statt, in der 
entscheidende Weichen gestellt und unerwünschte 
Pfadabhängigkeiten aufgebrochen werden müssen, 
damit die Transformation zur Nachhaltigkeit gelingen 
kann. Erfahrungsgemäß steigt in solchen Phasen die 
Wahrscheinlichkeit grundsätzlicher Veränderungen 
(Systemumschwünge). Die Herausforderung für Politik 
und Gesellschaften besteht darin sicherzustellen, dass 
der digitale Wandel in Richtung Nachhaltigkeit gelenkt 
werden kann.
Um die vor uns liegenden Veränderungsmöglich-
keiten zu fassen, unterscheidet der WBGU „drei Dyna-
miken des Digitalen Zeitalters“ und deren Interak-
tion mit nachhaltiger Entwicklung (Abb. 9-1; Kap. 7). 
Diese Dynamiken beinhalten zeitlich versetzt sehr 
unterschiedliche Herausforderungen, aber alle erfor-
dern sofortiges Handeln. In der Ersten Dynamik steht 
die Umsetzung der Agenda 2030 im Zentrum und die 
Frage, welche Weichen gestellt werden müssen, um die 
Digitalisierung für die Erreichung der SDGs fruchtbar zu 
machen. Hier geht es um konkrete Politikmaßnahmen 
der Umsetzung, für die der WBGU ein Bündel an Emp-
fehlungen gibt, etwa zu urbaner und ländlicher Ent-
wicklung (Kap. 9.1). Die Zweite Dynamik betrifft die 
tiefgreifenden, strukturellen Veränderungen für Gesell-
schaft, Wirtschaft und Individuum durch die Digitali-
sierung, wie zum Beispiel neue Herausforderungen im 
Umgang mit Privatsphäre sowie umfassende Verände-
rungen der Marktdynamiken. Digitalisierung eröffnet 
neue Chancen, kann aber auch gewaltige Risiken erzeu-
gen: Derzeit bewegt sich der digitale Wandel auf einem 
nicht nachhaltigen Pfad. Hier geht es also um präven-
tive Politikgestaltung und darum, dass sich Gesellschaf-
ten besser auf tiefgreifende, teilweise disruptive Ver-
änderungen vorbereiten. Technikfolgenabschätzung, 
Risikoanalyse, die Verzahnung von Digitalisierungs- 
und Nachhaltigkeitsforschung und deren Integration in 
die Politik sind hier zentral (Kap. 9.2). In der Dritten 
Dynamik stellen sich Fragen über die Zukunftsfähigkeit 




schaften im Verhältnis zur sich entwickelnden natürli-
chen und technischen Umwelt. Hier stellen sich neue 
normative Fragen, die das Verhältnis zwischen Mensch 
und Maschine betreffen. Um diese Herausforderungen 
bewältigen zu können, sind gesellschaftliche Dialog-
prozesse zentral, um wünschenswerte Zukünfte abzu-
stecken. Dafür empfiehlt der WBGU u. a. die Einrich-
tung von Diskursarenen für grundsätzliche Fragen des 
Menschseins im Digitalen Zeitalter (Kap. 9.4). 
Bei allen Dynamiken liegt die Herausforderung darin, 
die Wucht der Digitalisierung mit den Zielen nachhalti-
ger Entwicklung in Einklang zu bringen. Angesichts der 
sich rasch ändernden Rahmenbedingungen bedarf aber 
auch die Verständigung über globale Nachhaltigkeit 
einer Weiterentwicklung. Übergreifend werden daher 
Vorschläge für eine Global-Governance-Architektur 
Abbildung 9-1
Drei Dynamiken des Digitalen Zeitalters.
Die Grafik zeigt den positiven Fall einer gelungenen Einhegung der Dynamiken durch Zielsetzung und Gestaltung. Alle drei 
Dynamiken laufen bereits heute parallel an, wenn auch mit unterschiedlicher Intensität; es handelt sich also nicht um eine 
strenge zeitliche Abfolge. Jede Dynamik besteht aus unterschiedlich verlaufenden Teilpfaden. Die Bezeichnung der Dynamiken 
spiegelt die jeweils erforderlichen Handlungsprioritäten wider.
Die Texte unterhalb der Abbildung geben Stichworte zu den Potenzialen (: obere Reihe) und den Risiken (: untere Reihe) der 
drei Dynamiken.
























Die Zukunft des Homo sapiens
 Nachhaltigkeit digital 
  unterstützen
 - Planetarische Leitplanken einhalten 
(Klima, Natur, Böden, Ozeane)
 - Soziale Kohäsion sichern (gegen 
Hunger, Armut, Ungleichheit; 
für Zugang zu Wasser, Gesundheit, 
Bildung, Energie)
 Neuer Humanismus
 - Vernetzte Weltgesellschaft als 
Weiterentwicklung von Aufklärung 
und Humanismus
 - Entwicklung von Welt(umwelt)-
bewusstsein
 - Kooperationskultur, Empathie, 
globale Solidarität
  Selbstbewusstsein des 
Homo sapiens stärken
 - Bewahrung des biologischen 
Menschen in seiner natürlichen 
Umwelt 
 - Ethisch reflektierte Weiter- 
entwicklung des Menschen 
 - Mensch-Maschine-Kollaboration 
gestalten
 Ökologische und gesell- 
 schaftliche Disruption
 - Mehr Emissionen und Ressourcen- 
nutzung
 - Mehr Ungleichheiten
 - Mehr Machtkonzentration
 - Erosion von Bürgerrechten und 
Privatheit
 - Erosion der Steuerungsfähigkeit des 
Staates
  Digital ermächtigter 
Totalitarismus
 - Ausgehöhlte Demokratien und digital 
ermächtigte Autokratien
 - Massive Ungleichheiten, Eliten-
herrschaft, Totalüberwachung und 
Freiheitsverlust
 - Umweltzerstörung und Verlust 
sozialer Kohäsion
  Entgrenzung von Mensch 
und Maschine
 - Missbrauch im Verhältnis 
Mensch-Maschine
 - Superintelligenz
 - Künstliche Evolution des Menschen
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sowie die mögliche Rolle der Europäischen Union (EU) 
diskutiert, die allen Dynamiken gerecht werden kann. 
Deutlich wird, dass die Politik ihren Modus ändern 
muss, von einer starken Gegenwartsorientierung, Kriti-
ker*innen würden sagen „Gegenwartsverwaltung“, hin 
zu einer stärkeren Zukunftsgestaltung, die nur gelingen 
kann, wenn Politik, Gesellschaft und Wirtschaft zusam-
menwirken. 
Für seine thematischen Analysen zur Verbindung 
von Digitalisierung und Nachhaltigkeit hat der WBGU 
einen exemplarischen Ansatz gewählt, der sich in 
„Schauplätzen des digitalen Wandels“ niederschlägt 
(Kasten 9-1). Diese geben einen vielfältigen Eindruck 
der Gestaltbarkeit der Digitalisierung im Dienst der 
Großen Transformation zur Nachhaltigkeit. Eine aus-
führliche Darstellung der Schauplätze inklusive spezifi-
scher Handlungs- und Forschungsempfehlungen findet 
sich in Kapitel 5. 
In seinem 2018 vorgelegten Impulspapier „Digi-
talisierung: Worüber wir jetzt reden müssen“ hat der 
WBGU Schlüsselfragen zu zehn Themenkomplexen for-
muliert (WBGU, 2018a). Die Strukturierung der Hand-
lungsempfehlungen lehnt sich im Wesentlichen an diese 
Themenkomplexe an. Dabei wird nicht der Anspruch 
erhoben, Antworten für alle im Papier gestellten Fra-
gen zu präsentieren. In vielen Fällen können bereits 
heute konkrete Vorschläge zur Gestaltung des digita-
len Wandels gemacht werden. In anderen Fällen geht 
es angesichts der bestehenden Unsicherheiten zunächst 
darum, gesellschaftliche Diskursräume zu schaffen, um 
das Verständnis für das Ausmaß der möglichen Verän-
derungen zu schärfen und normative Grundlagen für 
die Gestaltungsaufgabe zu entwickeln, die sich daraus 
ergibt. Denn die Digitalisierung ist keine Naturgewalt, 
sondern der Weg in unsere gemeinsame digitale Zukunft 
ist ein aktiv zu gestaltender Prozess.
Weichenstellungen für einen europäischen Weg zur 
digitalisierten Nachhaltigkeitsgesellschaft
Die EU sollte eine Vorreiterrolle für die Integration 
von Nachhaltigkeit und Digitalisierung wahrnehmen. 
Gerade durch die Verstärkung technologischer Innova-
tionen und deren systematische Verbindung mit nach-
haltigkeitsorientierten sozialen, kulturellen und ins-
titutionellen Innovationen könnte die EU dem globa-
len Technologiewettlauf eine besondere Prägung geben 
und Vorreiterin bei der Suche nach Pfaden zur digi-
talisierten Nachhaltigkeitsgesellschaft sein. In Teilbe-
reichen der Digitalisierung ist die EU bereits Vorreiter 
durch rechtliche Rahmensetzungen. Für Daten- und 
Privatsphärenschutz ist die EU-Datenschutz-Grund-
verordnung (EU, 2016) weltweit bislang einzigartig. 
Sie konkretisiert Grundrechte, indem sie Individuen vor 
der kommerziellen oder staatlichen unerlaubten Nut-
zung personenbezogener Daten schützt. Die EU arbei-
tet zudem an einem europäischen Datenraum, der Bür-
ger*innen und Unternehmen ein hoch entwickeltes, gut 
funktionierendes, transparentes System öffentlicher 
Daten, Informationen, Dienste und Standards bieten 
soll. Dieses System soll auch dazu beitragen, Wettbe-
werbsfähigkeit und Datenschutz zusammenzuführen, 
um im besten Falle Wettbewerbsvorteile für Unterneh-
men aus dem EU-Raum zu schaffen, z. B. im Wettbe-
werb mit China und den USA. 
Die EU hat ebenso eine Vorreiterrolle im Bereich der 
Nachhaltigkeitspolitik: So ist Umweltschutz als EU-Ziel 
in der Grundrechtecharta und im EU-Vertrag verankert. 
Ferner arbeitet die EU derzeit an einem neuen Umwelt-
aktionsprogramm und einer Dekarbonisierungsstrate-
gie als Beitrag zum Pariser Übereinkommen. Die EU ist 
jedoch (noch) keine Pionierin, wenn es um die drin-
gend notwendige, umsetzungsorientierte Verzahnung 
von Nachhaltigkeit und Digitalisierung geht. Überle-
gungen, wie digitaler Wandel für die Verwirklichung 
der SDGs genutzt werden kann oder welche ethischen 
Grundsätze für die Anwendung von Künstlicher Intelli-
genz (KI, Kap. 3.3.3) entwickelt werden sollten, stehen 
noch am Anfang. 
Für einen europäischen Weg zu digitalisierten Nach-
haltigkeitsgesellschaften schlägt der WBGU Weichen-
stellungen auf fünf unterschiedlichen Bühnen vor, um 
den tiefen Umbruch für Nachhaltigkeit im Digitalen 
Zeitalter zu meistern. Gelingen kann dieser Weg nur 
dann, wenn diese miteinander verzahnt werden.
1. Neuer Humanismus für das Digitale Zeitalter – 
das normative Fundament unserer Gesellschaften 
erneuern: Der WBGU entwickelt einige Grundzüge 
eines neuen Humanismus für das Digitale Zeital-
ter, um die fundamentalen und gefährdeten Errun-
genschaften von Humanismus und Aufklärung 
der vergangenen zwei Jahrhunderte zu verteidi-
gen und zugleich attraktive Zukunftsperspektiven 
für eine digitalisierte Nachhaltigkeitsgesellschaft 
zu  schaffen. Unsere Hoffnung ist, dass Europa zu 
einer solchen zivilisatorischen Anstrengung in der 
Lage sein könnte.
2. Charta für den Übergang zur digitalisierten Nach-
haltigkeitsgesellschaft: Gesellschaftliche Diskurse 
für einen neuen Humanismus brauchen einen Start-
punkt. Der WBGU hat auf der Grundlage seiner Ana-
lysen und Diskussionen wesentliche Prinzipien und 
Leitplanken für die digitalisierte Nachhaltigkeitsge-
sellschaft in einer Charta verdichtet, die sich die EU 
zu eigen machen kann. Zu diesen Leitzielen gehö-
ren der Schutz des Planeten sowie die Bewahrung 
der Integrität des Menschen, vor allem durch Schutz 
der Menschenwürde. Diese Charta umfasst zudem 




Schauplätze des digitalen Wandels
Die „Schauplätze des digitalen Wandels“ sollen exemplarisch 
einen vielfältigen Eindruck von der Gestaltbarkeit der Digita-
lisierung im Dienst der Großen Transformation zur Nachhal-
tigkeit geben. Im Gutachten werden konkrete Themen knapp 
vorgestellt und analysiert sowie jeweils Handlungs- und 
 Forschungsempfehlungen abgeleitet.
Industrieller Metabolismus
Digitalisierung verändert die energetischen und stofflichen 
Austauschbeziehungen (Metabolismus) in Unternehmen 
und Wertschöpfungsketten. Bei digitalen Geräten überwie-
gen derzeit die Umweltrisiken (z. B. Elektroschrott). In der 
Produktion bieten digitalisierte, im Sinne von Industrie 4.0 
koordinierte Fertigungsprozesse Potenziale für höhere 
 Ressourceneffizienz. Digitale Plattformen könnten eine enge 
Verknüpfung der Stoffströme zwischen Unternehmen ermög-
lichen. Die globalen Nachhaltigkeitsimplikationen und der 
Beitrag zur Kreislaufwirtschaft sind  ambivalent zu bewerten 
und verlangen vertiefte Analysen (Kap. 5.2.1).
Neue Ansätze des nachhaltigen Wirtschaftens
Digitale Technologien ermöglichen neue, kollektiv organi-
sierte und gemeinwohlorientierte Wirtschaftsformen. Dazu 
zählen neue Geschäftsmodelle (nachhaltiges digitales Unter-
nehmertum bzw. grüne digitale Startups) und Unternehmens-
formen (Plattformkooperativen), alternative Produktionsfor-
men (Prosumer, Commons-based Peer Production) sowie par-
tizipative Wertschöpfung (Sharing-Ökonomie). Verbundene 
Potenziale zu heben, erfordert passende rechtliche Rahmen-
bedingungen, wie auch entsprechende Wirtschaftsförderung 
und den Aufbau von Infrastrukturen (Kap. 5.2.2).
Nachhaltiges Konsumverhalten
Der Einsatz digitaler Technologien kann Konsument *innen 
dabei unterstützen, auf nachhaltige Weise zu konsumieren 
(z. B. durch suffiziente und ressourcenschonende Nutzung, 
Wiederverwenden, Reparieren und Teilen). Der Fokus liegt 
auf Entscheidungen der Konsument*innen über Art, Menge 
und Nutzung der Produkte. Es werden nachhaltigkeitsrele-
vante Formen „digitalisierten Konsums“ vorgestellt und Her-
ausforderungen und Potenziale des digitalisierten Konsums 
für die Erhaltung natürlicher Lebensgrundlagen aufgezeigt 
(Kap. 5.2.3). 
Onlinehandel
Onlinehandel nimmt rasant zu. Negativen Umwelteffekten 
durch Lieferdienste, Verpackungsmüll oder Retouren stehen 
positive Effekte durch reduzierte Privatfahrten oder optimier-
te Logistik gegenüber. Der Großteil des Umsatzes im Online-
handel konzentriert sich derzeit auf wenige Unternehmen, 
die den stationären Handel verdrängen. Die Möglichkeiten 
sinken, die Einhaltung von Umwelt- und Sozialstandards am 
Herkunftsort zu kontrollieren. Kommunen und Städte sollten 
Strategien entwickeln, um auf die Verdrängung des stationä-
ren Einzelhandels zu reagieren (Kap. 5.2.4). 
Elektroschrott in einer Kreislaufwirtschaft 
Digitalisierung ist ein Treiber für Ressourcenextraktion und 
schnell wachsende Mengen von Elektroschrott und toxischem 
Abfall. Um diesen Trend umzukehren, müssen Ziele der Kreis-
laufwirtschaft wie Ressourcenschonung, Langlebigkeit, Repa-
raturfreundlichkeit und Recycling bereits in Geschäftsmodel-
le und Produktdesigns integriert werden. Klare  Regulierung 
und Anreizsetzung, gesellschaftliche Verankerung sowie eine 
Forschungsoffensive sind Hebel, um Potenziale zu heben, die 
digitale Technik entlang des gesamten Produkt lebenszyklus 
bietet (Kap. 5.2.5).
Digitalisierung für Klimaschutz und Energiewende
Digitale Lösungen unterstützen die Integration fluktuieren-
der erneuerbarer Energien in die Energiesysteme und  können 
den Zugang zu moderner Energie in netzfernen Regionen 
 befördern. Problematisch können direkt und indirekt durch 
die Digitalisierung ausgelöste Steigerungen der Energienachfra-
ge sein. Langfristige Ziele müssen klar und verlässlich gesetzt 
werden, um Investitionen und Innovationen für den Klima-
schutz zu nutzen. Die Sicherheit der zunehmend komplexen 
Energiesysteme sowie der Datenschutz sollten von Anfang an 
mitbedacht werden (Kap. 5.2.6). 
Smart City und nachhaltige Stadtentwicklung 
Nachhaltige Stadtentwicklung unter dem Einsatz digitaler 
Technologien setzt voraus, dass Kommunen und Stadtgesell-
schaften ihre Gestaltungshoheit gegenüber der Digitalwirt-
schaft bewahren und eine eigene Technologiesouveränität 
aufbauen. Eine wachsende Zahl von Städten investiert aktiv 
in dezentrale digitale urbane Plattformen, offene Architek-
turen und Gemeinwohlorientierung. Setzt sich dieser Trend 
durch, besteht berechtigte Hoffnung, dass der digitale Wan-
del für eine inklusive, nachhaltige Stadtentwicklung genutzt 
werden kann (Kap. 5.2.7). 
Urbane Mobilität 
Digital gestützte Innovationen im Verkehrsbereich werden 
derzeit in vielen Städten erprobt und lassen disruptive Verän-
derungen erahnen. Offen sind vielfach der Umgang mit Daten 
sowie Fragen der Haftung. Die Lösung zentraler  Probleme 
urbaner Verkehrssysteme (z. B. hohe CO2- und Luftschad-
stoffemissionen, Flächenverbrauch, Lärmbelastung, steigende 
Fahrt- und Transportzeiten sowie Unfallrisiken) ist aber keine 
rein technologische Frage, sondern wird sich an der passen-
den Einbettung digitaler Lösungen in übergreifende Konzepte 
nachhaltiger urbaner Mobilität entscheiden (Kap. 5.2.8). 
Präzisionslandwirtschaft
Landnutzung ist ein zentrales Nachhaltigkeitsthema für Ernäh-
rungssicherung und Naturschutz. Die Digitalisierung darf nicht 
die Trends in der industriellen Landwirtschaft verstärken. Sie 
sollte dafür eingesetzt werden, dass Umweltschäden durch 
Düngemittel- und Pestizideinträge sinken sowie die Diversität 
von Anbauformen und Landschaftsgestaltung gefördert wird. 
Vertrauenswürdige Datensysteme, der Fokus auf Datenhoheit 
sowie Open Data und Open Source können helfen, zunehmen-
den Kontrollverlust sowie Abhängigkeit der Landwirt*innen 
von Agrarunternehmen zu verhindern (Kap. 5.2.9).
Landwirtschaft in Entwicklungsländern 
Kleinbauern und -bäuerinnen bewirtschaften den größten 
Teil der weltweiten Agrarflächen. Präzisionslandwirtschaft 
ist sehr kapitalintensiv und daher für die kleinbäuerliche 
Landwirtschaft in  Entwicklungsländern weniger geeignet. 
Dennoch kann die Digitalisierung über verbesserten Zugang 
zu Informationen, Beratung und Bildung eine Steigerung der 
Effizienz, der  Produktivität und der Nachhaltigkeit von Klein-
betrieben ermöglichen. Der Zugang zu Mobilkommunikation 
und die Organisation der Kleinbetriebe in Genossenschaften 
spielen dabei eine zentrale Rolle (Kap. 5.2.10). 
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Monitoring biologischer Vielfalt 
Die Digitalisierung verändert den Naturschutz auf fundamen-
tale und transformative Weise. Digital gestütztes Monitoring 
von Ökosystemen kann die Treiber der Biodiversitätskrise nicht 
direkt beeinflussen, aber es ist eine Quelle wertvollen Wis-
sens und eröffnet neue Möglichkeiten bei der Überwachung 
von Managementregeln und Verboten, die eine Übernutzung 
biologischer Ressourcen verhindern sollen. Die Vision eines 
globalen Systems für das Monitoring biologischer Vielfalt mit 
teilautomatisierten Bestandsaufnahmen von Arten und Öko-
systemleistungen wird realistischer (Kap. 5.2.11). 
Kollektives Weltbewusstsein 
Erdsystembewahrendes Handeln einzelner Menschen kann 
durch entsprechendes Problembewusstsein sowie kon-
kretes Handlungswissen motiviert werden. Neue digita-
le  Möglichkeiten, etwa Interaktivität, Gaming, virtuelles 
Naturerleben oder bürgerwissenschaftliche Projekte ( Citizen 
 Science) bieten neue Chancen zur Umweltbewusstseins-
bildung. Perspektivisch erwächst daraus eine neue Bereit-
schaft zu globaler Kooperation und einem starken Weltbür-
gerbewusstsein (Kap. 5.3.1).
Öffentlicher Diskurs 
Digitale Technologien verändern wie wir kommunizieren, 
wie wir gesellschaftliche Debatten wahrnehmen und wie 
wir daran teilnehmen können. Neue Partizipationsformen, 
algorithmische Vorstrukturierung von Medieninhalten, die 
Nutzung sozialer Medien und neue Formen der Redaktion 
von Inhalten restrukturieren den öffentlichen Diskurs. Neue 
Kompetenzen sowie adäquate rechtliche und institutionelle 
Rahmenbedingungen sind notwendig, damit auch langfristig 
die Fundamente demokratischer Meinungsbildung und jour-
nalistischer Qualität erhalten werden können (Kap. 5.3.2).
Scoring 
Scoring-Verfahren bilden menschliches Verhalten durch 
einen Zahlenwert ab. Sie werden in immer mehr gesellschaft-
lichen Kernbereichen (z. B. Gesundheitsversorgung, Straf-
verfolgung) als Entscheidungsgrundlage eingesetzt, oft ohne 
Wissen der Betroffenen. Potenziale für eine objektivere Ent-
scheidungsfindung werden durch mangelnde Transparenz 
über Einsatzgebiete, Methoden und Daten sowie fehlender 
Aufsicht unterwandert. Individuen sollten ein Recht auf 
rationale Entscheidungsbegründung erhalten. Wie Scoring 
gesellschaftliche Normen und moralische Standards beein-
flusst, sollte ein zentrales Forschungsthema sein (Kap. 5.3.3).
Zukunftsbildung
Die Digitalisierung wird bisher bei Bildungsangeboten nicht 
systematisch einbezogen. Die geplanten Förderungen von 
Digitalkompetenzen und Infrastruktur (z. B. im DigitalPakt 
Schule) erscheinen notwendig, aber nicht hinreichend. Das 
Zusammendenken von Digitalisierung und Nachhaltigkeit 
erfordert vielfältige Initiativen im Kontext Bildung. Der 
WBGU zeigt, wie Bildung im Sinne einer „Zukunftsbildung“ 
gestaltet werden könnte, welche Risiken kompensiert werden 
sollten (etwa sog. „Fake News“) und wo Potenziale für solida-
rische Lebensqualität gehoben werden können (Kap. 5.3.4).
Öffentlich-rechtliche IKT 
Informations- und Kommunikationstechnologien (IKT) haben 
gesellschaftlich stark an Bedeutung gewonnen und beein-
flussen zunehmend das Leben der Bürger*innen. Der öffent-
lichen Hand kommt eine Verantwortung für den Betrieb und 
die Inhalte einer öffentlich-rechtlichen IKT zu. Diese ist eine 
wichtige Voraussetzung für gleichberechtigte Teilhabe am 
gesellschaftlichen Leben, für die Bereitstellung von und den 
Zugang zu digitalen Gemeingütern und auch Standort faktor 
für Innovation, Wettbewerb, Beschäftigung und  nachhaltiges 
Wirtschaftswachstum (Kap. 5.3.5). 
Digitale Technik als Gender-Bender? 
Geschlechtergerechtigkeit ist trotz wachsender politischer 
Aufmerksamkeit in keinem Land der Welt erreicht. Bestehen-
de Genderungleichheiten und Stereotypen werden in sozio-
technischen Systemen wie dem Internet reproduziert, was zu 
neuer Benachteiligung führen kann. Gleichstellungsmaßnah-
men, auch jenseits des zweigeschlechtlichen Verständnisses, 
sind weiterhin notwendig. Emanzipatorisches Potenzial bietet 
digitale Technik durch Informationszugang und Vernetzung, 
Aufdeckung von Diskriminierung und  Sensibilisierung in 
digitalen Experimentierräumen (Kap. 5.3.6).
Selbstvermessung des Körpers
Angebote zur digitalen Selbstvermessung stellen Menschen 
Informationen über ihren eigenen Körper bereit und bieten 
den Vergleich zu anderen. Der WBGU zeigt daran beispielhaft 
die Implikationen der Digitalisierung des Gesundheitswesens 
sowie der allseitigen Datenerhebung und -verfügbarkeit. Der 
potenziell besseren Informationsbasis für Nutzer*innen ste-
hen starke Qualitätsdefizite mit Blick auf Datenschutz, -quali-
tät, -erhebung und -verarbeitung gegenüber. Zudem könnten 
Privatsphäre, persönliche Freiheit und Selbstbestimmung der 
Nutzer*innen eingeschränkt werden (Kap. 5.3.7).
Internationale Arbeitsteilung
Der fortschreitende digitale Strukturwandel in der interna-
tionalen Arbeitsteilung wird zu einer Neujustierung der Rolle 
von Entwicklungs- und Schwellenländern führen. Eindeutige 
Schlussfolgerungen zur Wirkung der Digitalisierung auf die 
internationale Organisation von Wertschöpfungsketten sind 
derzeit nur eingeschränkt möglich. Hohen potenziellen Ver-
lusten von Arbeitsplätzen durch digital gestützte Automati-
sierung und Prozesse der Rückverlagerung von Produktion 
stehen neue Zugänge zu Märkten vor allem durch digitale 
Plattformen gegenüber (Kap. 5.3.8).
Arbeitswelten der Zukunft
Arbeitsmärkte werden durch Digitalisierung und Nachhaltig-
keitstransformation tiefgreifend umgestaltet. Beschäftigungen 
werden dem Menschen auch in Zukunft erhalten bleiben. Offen 
ist, wie diese gesellschaftlich eingebettet und organisiert wer-
den können, damit die Funktionen von Erwerbsarbeit heute – 
Sicherung von Lebensunterhalt und gesellschaftlicher Teilhabe 
sowie Grundlage von Selbstwertgefühl – in Zukunft gewähr-
leistet werden. Digitaler Wandel und Nachhaltigkeitstransfor-
mation bieten aber Chancen, neue Leitbilder für nachhaltigere 
Arbeitswelten zu entwickeln und zu etablieren (Kap. 5.3.9).
Digitale Gemeingüter 
In Anlehnung an Gemeingüter im Allgemeinen sind digitale 
Gemeingüter Daten, Informationen, Bildungs- und Wissens-
artefakte im Gemeinwohlinteresse, die öffentlich und 
barriere frei zur Verfügung stehen. Sie sind vor ausgrenzender 
Inanspruchnahme zur Profitmaximierung und vor  Missbrauch 
zu schützen. Dazu sind sowohl organisatorische, regulatori-
sche als auch finanzielle Weichenstellungen wie Bereitstel-
lungspflichten nötig, um Gemeinwohlorientierung mittels 
digitaler Gemeingüter auszuprägen (Kap. 5.3.10).
9 Handlungsempfehlungen
374
Gerechtigkeit sowie Solidarität unter den Bedingun-
gen digitaler Umwälzungen. Schließlich beinhaltet 
sie die Stärkung von Welt(umwelt)bewusstsein und 
von Kulturen und Ordnungen globaler Koopera-
tion durch Nutzung digitaler Möglichkeiten sowie 
die Entwicklung von KI, welche menschliche Ent-
faltungsmöglichkeiten, gesellschaftliche Lernfähig-
keit und soziale Kohäsion unterstützt. Die Charta 
kann Ausgangspunkt zur Erneuerung der Nachhal-
tigkeitsparadigmen werden und unsere gemeinsame 
digitale Zukunft national, europäisch und global ins 
Zentrum der Anstrengungen stellen. Die Charta 
knüpft an die Agenda 2030 an und geht zugleich 
über sie hinaus, um normative Grundlagen unserer 
Gesellschaften im Digitalen Zeitalter zu markieren.
3. Bausteine einer handlungsfähigen Verantwortungs-
gesellschaft: Wissenschaft und Bildung sind Grund-
lagen für Freiheit, Teilhabe und Eigenart des Ein-
zelnen im Sinne zukunftsorientierter und krea-
tiver Teilhabegesellschaften. Die Anforderungen 
an unsere Gesellschaften können nicht nur durch 
 einzelne Instrumente (wie CO2-Steuer, Ressourcen-
bepreisung oder Novellierungen der bestehenden 
Weltwettbewerbsordnung) „gelöst“ werden. Viel-
mehr müssen handlungsfähige Verantwortungsge-
sellschaften entwickelt und gestärkt werden, damit 
die skizzierten Umbrüche gemeistert und gestaltet 
werden können. Der WBGU sieht hier folgende zen-
trale Bausteine, die – in ihrer Gesamtheit und wenn 
sie klug verbunden werden – die Architektur dieser 
Gesellschaften ergeben. Als Bausteine einer derarti-
gen handlungsfähigen Verantwortungsgesellschaft, 
die in der EU gefördert werden sollte, schlägt der 
WBGU vor:
 > Menschen müssen befähigt werden, die anste-
henden Umbrüche zu verstehen und mitzugestal-
ten. Umfassende Bildung für nachhaltige Ent-
wicklung im Digitalen Zeitalter ist der Schlüssel 
hierzu.
 > Wissenschaft sollte Zukunftswissen zur Gestal-
tung digitalisierter Nachhaltigkeit und nachhalti-
ger Digitalisierung erarbeiten. So wie vor vier 
Dekaden die Herkulesaufgabe bewerkstelligt 
wurde, Klima- und Erdsystemforschung mit sozi-
alwissenschaftlichen sowie ökonomischen Diszi-
plinen zu den heute etablierten Nachhaltigkeits-
wissenschaften zusammenzuführen, gilt es nun, 
diese rasch und eng mit der Digitalisierungsfor-
schung zu verzahnen. 
 > Staaten müssen selbst fähig sein zu gestalten: 
Staaten und öffentliche Institutionen sollten in 
ihre eigenen Fähigkeiten investieren, um digitale 
Kompetenzen für den Übergang zur Nachhaltig-
keitsgesellschaft auf- bzw. auszubauen.
 > Die Schaffung von Experimentierräumen und 
Diskursarenen in Deutschland und Europa würde 
es ermöglichen, Innovationen vorzubereiten und 
zu beschleunigen, Zukunft vorzudenken und 
Beispiele für Zukunftsgestaltung zu entwickeln.
 > Die neuen Machtkonstellationen müssen einge-
hegt werden, um demokratische Teilhabe zu 
sichern. Wichtige Beispiele angesichts der hohen 
globalen Mobilität der Digitalwirtschaft sind eine 
internationale Harmonisierung des Wettbe-
werbsrechts und der Unternehmensbesteuerung 
sowie grenzüberschreitend klar regulierte, diskri-
minierungsfreie und im Sinne der Interoperabili-
tät standardisierte Austauschprozesse in virtuel-
len Räumen.
 > Die digitalen Veränderungen haben prinzipiell 
weltumspannende Wirkung, so dass globale, 
regel- und fairnessbasierte Ordnungsmodelle 
nötig sind, die eine Verbindung von digitalem 
Wandel mit der Transformation zur Nachhaltig-
keit, wie sie in der Charta des WBGU vorgeschla-
gen werden, ermöglichen. Nur wenn die EU einen 
gemeinsamen Weg in diese Richtung entwickelt, 
können europäische Gesellschaften Einfluss auf 
die globale Neuordnung der Zukunft nehmen. 
 > Digitalisierung wird die Entwicklungschancen 
der Gesellschaften in Entwicklungs- und Schwel-
lenländern fundamental verändern, zum Guten 
wie zum Schlechten. Die internationale Koopera-
tion für nachhaltige Entwicklung und die Zusam-
menarbeit Deutschlands und der EU mit den Ver-
einten Nationen und anderen multilateralen 
Akteuren sollte daher in diese Richtung dringend 
ausgebaut werden.
4. Technologische Game Changer können Nachhaltig-
keitstransformationen beschleunigen: Die Digitali-
sierung bietet einen enormen Instrumenten- und 
Methodenkasten, der für die Nachhaltigkeitsziele 
effektiv und effizient zum Einsatz gebracht werden 
muss. Beispiele für technologische Game Changer, 
die die EU rasch voranbringen sollte, um in Koope-
ration und Wettbewerb mit anderen Staaten und 
den Vereinten Nationen Veränderungsprozesse in 
den europäischen Gesellschaften und in der Welt-
wirtschaft auszulösen, sind:
 > Die erweiterten Möglichkeiten einer digitalisier-
ten Erdfern- und -nahbeobachtung und die dafür 
benötigte Sensorik, Geräte und Infrastrukturen 
sollten weltweit ausgebaut und für ein umfassen-
des und echtzeitnahes Monitoring der natürli-
chen Erdsysteme, ihrer Zustände und ihrer Ent-
wicklung ertüchtigt werden. Daraus resultierende 
internationale digitale Gemeingüter (Kap. 5.3.10) 
sollen als Ausgangspunkt für die Etablierung und 
Digitalisierung für die Agenda 2030 und die Transformation zur Nachhaltigkeit nutzen  9.1
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Realisierung von Diensten und Anwendungen 
für ein Welt(umwelt)bewusstsein (Kap. 5.3.1) 
genutzt werden. 
 > Darauf aufbauend sollten die Nationalstaaten im 
Kontext der UN ein weltweit abgestimmtes und 
interoperables System einer digitalen SDG-Indi-
katorik etablieren, um so die Aktualität, Trans-
parenz, Vergleichbarkeit und Überprüfbarkeit 
digitalisierter nationaler und internationaler 
SDG- Reports zu verbessern. 
 > Parallel dazu sollten die für die SDG-Indikatorik 
und die Erdbeobachtung erfassten nachhaltig-
keits- und umweltorientierten Daten als digitale 
Gemeingüter zugänglich gemacht werden.
 > Nicht zuletzt sollten IKT-Infrastrukturen als Teil 
der öffentlich-rechtlichen Daseinsvorsorge 
(Kap. 5.3.5) diskriminierungsfrei bereitgestellt 
werden und so Teilhabe und die Herausbildung 
von „Qualitätsmedien“ auch im digitalen Raum 
begünstigt werden.
 > Unter Nutzung digitaler Technologien sollten 
weltweit Prozesse und Infrastrukturen etabliert 
werden, die eine Erfassung von Emissions- und 
Ressourcenfußabdrücken in traditionellen Wirt-
schaftszweigen wie auch der Digitalwirtschaft 
über die gesamte Wertschöpfungskette hinweg 
ermöglichen.
 > Die vielfältigen Potenziale von KI sollten für 
Nachhaltigkeitsfragen zum Einsatz kommen. Es 
geht beispielsweise darum, Stoffkreisläufe, Pro-
duktionsabläufe, Lieferketten, Nutzungskon-
texte und Konsummuster besser zu verstehen, 
wesentliche Trigger und Muster zu bestimmen 
sowie Optimierungspotenziale zu identifizieren 
und umzusetzen. 
 > Die Nutzung der Digitalisierung zur Ermittlung 
ökologischer Kenngrößen und Zusammenhänge 
(z. B. SDG-Erreichung, Fußabdrücke, Stoffkreis-
läufe) schafft die Informationsbasis für eine effi-
ziente Regulierung des Verbrauchs von Umwelt-
ressourcen. Insbesondere für das zentrale Ziel der 
Dekarbonisierung kann Digitalisierung den 
Unterschied machen, da sie neben ihrer zentralen 
Rolle in der Realisierung der Energieversorgung 
mit erneuerbaren Energien zudem dezidierte 
erzeugungs- und verbrauchsorientierte Regulie-
rungen ermöglicht. Diese können im Zusammen-
spiel mit Wirtschaftspolitiken zur Dekarbonisie-
rung Wirkung entfalten.
 > Keine dieser an die Digitalisierung gebundenen 
Hebel werden jedoch wirkmächtig, wenn nicht 
die Resilienz, Cybersicherheit und Vertrauens-
würdigkeit digitalisierter Infrastrukturen, ihre 
Langlebigkeit und Robustheit sowie auch eine 
dem Menschen vorbehaltene Entscheidungs-
hoheit bei gesellschaftsrelevanten Automatismen 
mit KI umfassend gewährleistet werden.
5. Nachhaltigkeit und Resilienz der Wirtschaft stärken: 
Digitalisierungsprozesse eröffnen nicht nur Chan-
cen eine grüne Ökonomie voranzubringen, son-
dern auch die Diversität und Resilienz von Wirt-
schaftsstrukturen zu stärken, indem die Privatwirt-
schaft durch weitere Wirtschaftsformen ergänzt 
wird. Digitalisierung wird auch von genossen-
schaftlichen, öffentlichen oder gemeinwohlorien-
tierten Unternehmen genutzt, um neue Geschäfts-
modelle hervorzubringen. Diese entstehende Diver-
sität knüpft erneut an die alten Stärken der euro-
päischen Nachkriegsökonomien an: eine starke 
Privatwirtschaft, die Vielfalt von Unternehmens-
formen sowie in Institutionen und Normensysteme 
eingebettete Märkte. Um die Potenziale der Digi-
talisierung zu nutzen ist es wichtig, neue Gleichge-
wichte zwischen unternehmerischem Wettbewerb, 
staatlicher Rahmensetzung, gesellschaftlicher Ver-
antwortung und Gemeinwohlorientierung zu fin-
den. Die durch das Pariser Klimaübereinkommen, 
die Agenda 2030 sowie die vom WBGU skizzierte 
Charta für die digitalisierte Nachhaltigkeitsgesell-
schaft gesetzten Leitplanken und Werte könnten so 
zur Richtschnur der Erneuerung Europas werden.
Immanuel Kant hatte die Aufklärung im Kern als „Ver-
änderung der Denkungsart der Menschen“ analysiert. 
Auf einer neuen Zivilisationsstufe im Digitalen Zeital-
ter stehen wir im Ringen um nachhaltige, global wie 
virtuell vernetzte, digitalisierte Gesellschaften und um 
Suchprozesse in Richtung eines neuen Humanismus vor 
einer ähnlichen Herausforderung: der Weiterentwick-
lung unserer Zivilisation, auf einem endlichen Planeten, 
im digitalen Anthropozän.
9.1
Digitalisierung für die Agenda 2030 und die 
Transformation zur Nachhaltigkeit nutzen
Der Einsatz digitaler Lösungen kann in vielen Fällen 
die Erreichung der Agenda-2030-Ziele befördern. Es ist 
aber auch notwendig, Risiken einzuhegen, die durch die 
Digitalisierung für die Erreichung der SDGs entstehen. 
Die Analyse des WBGU macht deutlich, dass es keine 
einfachen technologischen Lösungen für die Erreichung 
der SDGs gibt – sie müssen immer gesamtgesellschaft-
lich eingebettet sein (Kap. 8.2.1). Digitale Lösungen 
können fehlende politische Ambition, fehlende Regu-
lierung, fehlende Institutionen und fehlende Steue-
rungsinstrumente nicht ersetzen. Im Zentrum sollte 




Empfehlungen zu Digitalisierung und 
Nachhaltigkeit in der Fachliteratur 
In Vorbereitung der Ausarbeitung der beiden Empfehlungs-
kapitel dieses Gutachtens wurden für eine Sichtung bereits 
existierender Handlungsempfehlungen entsprechende Text-
passagen aus 90 Quelldokumenten, welche Digitalisierung 
implizit oder explizit im Nachhaltigkeitskontext verorten, in 
einer qualitativ-interpretativen Diskursanalyse zu kompakten 
Aussagen verdichtet. Die gesamte Analyse, sowohl für Hand-
lungs- als auch Forschungsempfehlungen, wird als gesonder-
tes Dokument unter www.wbgu.de als PDF zum Download zur 
Verfügung gestellt. Teilweise sind diese mehrfach in verschie-
denen Quellen enthalten. Im Ergebnis lässt sich feststellen, 
dass derzeit international und national ein starkes Gewicht 
auf Empfehlungen gelegt wird, die aus einer eher an tech-
nischen Lösungen orientierten Perspektive formuliert wur-
den. Digitalisierung wird vergleichsweise selten breiter und 
als soziotechnisches System rezipiert. Die Strukturierung der 
Themen erfolgte deckungsgleich zu den Kategorien des dem 
Gutachten vorangegangenen Impulspapiers zu  Digitalisierung 
und Nachhaltigkeit (WBGU, 2018a). 
Im Hinblick auf die Erhaltung natürlicher Lebensgrundla-
gen (Kap. 9.1.1) wird in mehreren Texten vorgeschlagen, glo-
bale Umweltprobleme mit Hilfe Künstlicher Intelligenz (KI) 
zu lösen, den ökologischen Fußabdruck von IKT im Lebens-
zyklus zu reduzieren, auf nationaler bis globaler Ebene Ener-
gielabel umzusetzen sowie in öffentlichen Einrichtungen so 
energieeffiziente Technologie wie möglich einzusetzen, um 
dort mit gutem Beispiel voranzugehen. Darüber hinaus reicht 
die inhaltliche Bandbreite von technologischer Optimierung 
(z. B. Indikatorik, Evaluation) und konkreten Regulierungsop-
tionen bzw. Standards bis hin zu einer fundamentalen Umge-
staltung der Wirtschaftsordnung (z. B. Sharing-Ökonomie).
Auch bezüglich Armutsbekämpfung und inklusiver Ent-
wicklung (Kap. 9.1.2) zielt einer der beiden häufigsten Vor-
schläge auf eine Problemlösung mittels KI. Jedoch wird 
demgegenüber in mehreren Texten gefordert, benachteilig-
te Gruppen (z. B. Kinder) vor negativen Auswirkungen der 
Digitalisierung zu schützen und diese stattdessen zu nutzen, 
um ihre Teilhabe zu fördern. Das weitere Spektrum umfasst 
sowohl generelle als auch partiell fokussierte Anti-Diskrimi-
nierungsvorschläge als auch technische Lösungen im Hinblick 
auf SDGs und generelle Probleme globaler und lokaler sozia-
ler Ungleichheit (z. B. Rohstoffe, digitale Teilhabe) sowie auf 
konkrete Probleme zugeschnittene Handlungsempfehlungen.
Beim Themenkomplex Arbeit der Zukunft und Abbau von 
Ungleichheit (Kap. 9.1.3) wird am häufigsten vorgeschla-
gen, die Rendite der Automatisierung zur Bewältigung ihrer 
Folgen einzusetzen, beispielsweise zur Finanzierung eines 
bedingungslosen Grundeinkommens. Eng verwandt sind 
spezifischere Vorschläge, die durch KI erzielte Produktivität 
sozial gerecht zu verteilen oder Daten zu besteuern. Wei-
terhin wird jedoch betont, dass Arbeit auch zukünftig eine 
wichtige Basis für Lebensunterhalt und Selbstbestimmung 
darstelle. Die restlichen Vorschläge betreffen Themen von 
Aus- und  Weiterbildung bis hin zu einer digitalen Revolution 
des Finanzsystems.
Auch im Bereich Wissen, Bildung und digitale Mündigkeit 
(Kap. 9.1.4) wird am häufigsten die KI thematisiert, allerdings 
im Hinblick auf den Diskurs zum Thema, welchen es als Dialog 
mit und in der Gesellschaft zu fördern gelte. Zusätzlich wird 
eine „digitale Aufklärung“ im Sinne der (Be-)Förderung indi-
vidueller und letztlich kollektiver Mündigkeit adressiert. In 
diesem Zusammenhang werden eine informierte öffentliche 
Digitalisierungsdebatte sowie Rechte auf Bildung zum selbst-
bestimmten digitalen Leben und auf freie digitale Meinungs-
äußerung ohne Zensur empfohlen. Die restlichen Vorschläge 
sind neben weiteren Anknüpfungspunkten zu Mündigkeit 
spezifischer ausgestaltet (z. B. verbraucherzentriertes Daten-
portals, Ausbildung einer neuen Generation angewandter 
KI-Ethiker*innen).
Der mit Abstand größte Anteil von Empfehlungen der 
analysierten Texte bezieht sich auf Big Data und Privatsphäre 
(Kap. 9.2.1). Am häufigsten wird im Hinblick auf Datenschutz 
gefordert, die Prinzipien privacy by design und by default 
durchzusetzen. Weitere Quellen adressieren Rechte auf 
Datenschutz und Privatsphäre sowie Selbstbestimmung über 
personenbezogene Daten sowie den Grundsatz der Daten-
sparsamkeit und wenden sich gegen Vorratsdatenspeicherung 
und gegen eine vermeintlich informierte Einwilligung per 
AGB. Auf technischer Seite wird Anonymisierung und Trans-
parenz bei Big-Data-Verarbeitung sowie die Sicherstellung 
und  Förderung von Datenportabilität bzw. -austausch ein-
gefordert. In Bezug auf algorithmische Entscheidungsfindung 
(ADM; Kap. 9.2.2) werden transparente und nachvollziehba-
re Prozesse sowie unabhängige menschliche Kontrollinstan-
zen insbesondere im Hinblick auf Bias, gefordert. Einige Quel-
len plädieren für einen „Algorithmen-TÜV“, andere generell 
für eine strengere gesetzliche Regulierung, menschliche Kon-
trolle insbesondere im Hinblick auf die Ziele sowie eine klare 
Verantwortung der Schöpfer*innen von ADM-Prozessen für 
deren Resultate. Die restlichen Empfehlungen adressieren 
weitere Aspekte, wie z. B. Stärkung von Datenschutzbeauf-
tragten, corporate data governance oder die Bewahrung per-
sönlicher Datenhoheit.
Das Thema Fragilität und Autonomie technischer Systeme 
(Kap. 9.2.2) wird neben eher generellen Empfehlungen einer-
seits spezifisch auf IT- und Datensicherheit sowie anderseits 
auf menschenrechtskonformes maschinelles Lernen adres-
siert. Am häufigsten wird die Verantwortung von (juristi-
schen) Personen für KI-Handlungen betont. Im Teilbereich 
IT- und Datensicherheit wird die Förderung offener Stan-
dards, Maximierung von Datensicherheit sowie die Sicher-
stellung der Unversehrtheit, Vertraulichkeit und Integrität 
von IKT empfohlen. Häufig geht es um die Bewahrung von 
menschlicher Autonomie und Kontrolle über die Technik, 
etwa wenn in gesellschaftlichen Kernbereichen gefordert 
wird, keine intransparenten KI-Verfahren einzusetzen. Wei-
tere Empfehlungen adressieren insbesondere die Entwicklung 
einer europäischen und globalen KI-Charta (Metzinger, 2018; 
Kap. 3.6.3), sowie weitere ethische Elemente (z. B. graduelle 
technologiebasierte Ethik für Robotik, ethische und rechtli-
che Standards für autonomes Fahren). 
Am häufigsten wird zum Thema ökonomische und politi-
sche Machtverschiebungen (Kap. 9.2.3) die Gewährleistung 
von Netzneutralität und eine stärkere Dezentralisierung von 
Plattformen gefordert. Die restlichen Empfehlungen umfas-
sen vielfältige Aspekte von der Ermächtigung der Bürger*in-
nen zu juristischen Prozessen über ein Recht auf nicht digi-
tales Wählen bis hin zu für die Öffentlichkeit transparenten 
IKT-Unternehmen, die Förderung gesellschaftlicher und öko-
nomischer Vielfalt oder Daten als demokratisches reguliertes 
Gemeingut. Weitere Empfehlungen adressieren verschiedene 
Themen von digitaler Öffentlichkeit über Softwareentwick-
lung im Einklang mit dem öffentlichen Interesse bis hin zu 
wirksamer Unternehmenshaftung. Jenseits davon wird die 
Modernisierung internationaler Verträge für Datensicherheit 
Digitalisierung für die Agenda 2030 und die Transformation zur Nachhaltigkeit nutzen  9.1
377
schaffen, um die Wucht der Digitalisierung in die rich-
tige Richtung zu lenken. Darüber hinaus bekommt die 
Agenda 2030 durch den digitalen Wandel aus Sicht des 
WBGU noch eine besondere Dringlichkeit, da die Errei-
chung der Ziele vielfach auch als Voraussetzung gese-
hen werden kann, Gesellschaften für die durch die 
Digitalisierung anstehenden umfassenden Umwälzun-
gen fit zu machen. In der Fachliteratur und aktuellen 
Berichten liegen bereits erste Ansätze zur nachhaltigen 
Digitalisierungsgestaltung vor (Kasten 9.1-1).
Der WBGU geht mit einem holistischen Blick in ver-
schiedenen Bereichen der bestehenden Nachhaltig-
keitsagenda exemplarisch in die Tiefe und gibt ausge-
wählte Empfehlungen. Die enge Verbindung zwischen 
den SDGs wird dabei deutlich (Kap. 8.2). Da viele der 
Themen auch nach dem Jahr 2030 aktuell sein wer-
den, gehen die Empfehlungen z. T. darüber hinaus und 
beziehen sich allgemein auf die Transformation zur 
Nachhaltigkeit.
9.1.1 
Digitalisierung und die Erhaltung der natürlichen 
 Lebensgrundlagen
Die Erhaltung der natürlichen 
Lebensgrundlagen bildet eine 
der drei Dimensionen des vom 
WBGU entwickelten norma-
tiven Kompasses (Kap. 2.2.1) 
und umfasst zum einen die 
Einhaltung planetarischer Leit-
planken (etwa zum Klimaschutz 
oder zur Erhaltung biologischer Vielfalt), zum anderen 
auch die Vermeidung lokaler Umweltprobleme. Diese 
Themen werden in verschiedenen SDGs aufgegriffen. 
Derzeit laufen viele Trends in Richtung steigender Gefahr 
der Überschreitung von Leitplanken, steigender Emis-
sionen und steigender Ressourcennutzung. Die Digita-
lisierung kann dazu beitragen, dies weiter zu verstär-
ken. Umso wichtiger ist es, die politischen, ökonomi-
schen und regulativen Rahmenbedingungen zu schaf-
fen, diese Trends umzukehren und die Potenziale der 
Digitalisierung zu nutzen, um die natürlichen Lebens-
grundlagen auch langfristig zu erhalten. Hierfür wer-
den im Folgenden beispielhaft Empfehlungen für aus-
gewählte Themen gegeben.
9.1.1.1 
Dekarbonisierung und Klimaschutz im Energie-
sektor vorantreiben, Rebound-Effekte vermeiden
Die erfolgreiche Umsetzung des Übereinkommens von 
Paris erfordert eine weitgehende Dekarbonisierung der 
globalen Energiesysteme bis Mitte des Jahrhunderts. Je 
nachdem, wie schnell die Treibhausgasemissionen sin-
ken, wird mittelfristig zusätzlich eine Entfernung von 
CO2 aus der Atmosphäre nötig sein, um die Ziele des 
Übereinkommens zu erreichen. Gleichzeitig soll bis 
2030 der Zugang aller Menschen zu nachhaltiger und 
moderner Energie gesichert werden (SDG 7). 
Der WBGU empfiehlt, weltweit auf einen beschleu-
nigten Ausbau erneuerbarer Energien hinzuwirken 
(WBGU, 2016b). Digitale Technologien übernehmen 
hier zunehmend wichtige Funktionen bei der System-
integration und können den Zugang zu Elektrizität in 
netzfernen Regionen ermöglichen. Sie erlauben zudem 
die Elektrifizierung von Sektoren, die bisher durch die 
Nutzung fossiler Energieträger gekennzeichnet sind. 
oder die Einbettung eines kollaborativen KI- Ökosystems in 
die Firmenstrategien von Erstausrüstern angeregt.
Zur bereits am Ende des vorigen Abschnitts berührten 
Global Governance für die nachhaltige Gestaltung des digi-
talen Zeitalters (Kap. 9.3.1) stehen die Weiterentwicklung 
internationaler juristischer Rahmenbedingungen, die Wah-
rung von Prinzipien der Stakeholderdiversität nach Region, 
Sprache, Gender, Interessen bei angestrebter Partizipation 
der Stakeholder untereinander auf gleicher Augenhöhe sowie 
 prozessuale Aspekte und vor allem die Internet-Governance 
im Fokus. Weitere Aspekte reichen von einer datengetriebe-
nen EU-Wirtschaftspolitik bis hin zur Verantwortung der Pri-
vatwirtschaft und der Forderung, dass diese die Menschen-
rechte respektiert.
Neue normative Fragen und die Zukunft des Homo sapi-
ens (Kap. 9.4) werden vergleichsweise selten aufgeworfen, 
adressieren jedoch heterogene Themen mit unterschiedlicher 
Aktualität und wissenschaftlicher Grundlage. Auf Basis der 
Unantastbarkeit menschlicher Würde auch im Digitalen Zeit-
alter werden „Neurorechte“ als internationale Konvention, 
die Privatheit neuronaler Daten oder strenge Regulierung 
ihres (Weiter-)Verkaufs, körperliche Integrität sowie keine 
maschinelle Entscheidung über Leben und Tod thematisiert. 
In diesem Zusammenhang wird auch gefordert, Forschung 
zu autonomen Waffensystemen zu unterbinden, keine voll-
automatisierten Waffensysteme einzusetzen oder drohnen-
basiertes Töten international zu ächten. Auch militärisches 
KI-Wettrüsten sei zu verhindern, ebenso wie die Schaffung 
eines postbiotischen Bewusstseins oder künstlichen Subjekts 
bzw. entsprechende Forschung. Eine andere Quelle spricht 
sich jedoch dafür aus, Superintelligenz nur ethisch geplant 
und gesteuert zu entwickeln.
Die Liste zeigt, dass innerhalb der Fachliteratur bereits 
einige Ansätze zur nachhaltigen Digitalisierungsgestaltung 
adressiert werden. Der WBGU schließt im vorliegenden Kapi-
tel in thematisch verbreiterter und inhaltlich konkreter Form 
daran an. Zu beachten ist jedoch, dass das vorab analysierte 
Material selektiv und nicht repräsentativ sein kann, da per-
manent weitere Publikationen erscheinen. 
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Damit die Transformation zur Nachhaltigkeit gelingt, 
darf die globale Nachfrage nach Energie allerdings nicht 
zu stark steigen (WBGU, 2011). Um die Potenziale und 
Risiken des digitalen Wandels für den Klimaschutz sys-
tematisch zu erfassen und daraus Ansatzpunkte für 
politisches Handeln abzuleiten, empfiehlt der WBGU 
die Einrichtung einer Digitalisierungskommission für 
Dekarbonisierung zu prüfen. 
Digitalisierung kann ohne klare Rahmenbedingun-
gen als Brandbeschleuniger des steigenden Energie- 
und Ressourcenbedarfs sowie der Treibhausgasemissio-
nen wirken (Kap. 8.2.2). Wenn Milliarden neue Geräte 
in den kommenden Jahren vernetzt werden, wird die 
Energienachfrage von Datenzentren und Übertragungs-
diensten steigen. Grundvoraussetzung, um die Poten-
ziale der Digitalisierung für die Transformation der 
Energiesysteme und den Klimaschutz zu nutzen, sind 
daher effektive Klima- und energiepolitische Rahmen-
bedingungen, wie sie der WBGU in früheren Gutach-
ten bereits ausgeführt hat (WBGU, 2011, 2016b). Dies 
umfasst bekannte (aber nicht ausreichend eingesetzte) 
klimapolitische Instrumente wie eine CO2-Bepreisung 
(Kap. 9.2.3.2) oder die Abschaffung von Subventionen 
fossiler Energieträger, aber auch eine geeignete Techno-
logieförderung. Langfristige Ziele müssen klar und ver-
lässlich gesetzt werden, um Investitionen in die richtige 
Richtung zu lenken. Auch rechtzeitige Infrastrukturin-
vestitionen sind notwendig, um Smart Grids für erneu-
erbare Energien großflächig Realität werden zu lassen.
Der WBGU empfiehlt zudem, Effizienzstandards für 
digitale Lösungen und digitalisierte Infrastrukturen zu 
etablieren sowie beispielsweise effiziente Datenzent-
ren zu zertifizieren, um einem steigenden Energiever-
brauch gegenzusteuern. Energie- und Ressourcenef-
fizienz sollten dezidierte Innovationsziele für digitale 
Technologien und Anwendungen sein. Um den Zugang 
aller Menschen zu modernen Energiedienstleistun-
gen in netzfernen Regionen zu schaffen, empfiehlt der 
WBGU zudem, die Potenziale von „virtuellen Kraftwer-
ken“ und Mini Grids auf Basis erneuerbarer Energien 
zu nutzen. Digitale Anwendungen können die derzeit 
häufig noch in solche Systeme eingebundenen Diesel-
generatoren überflüssig machen. Mini Grids erreichen 
weit höhere Serviceleistungen als etwa Solar Home 
Systems und können so auch in netzfernen Regionen 
eine produktive Energienutzung ermöglichen. Spezifi-
sche Empfehlungen für die Dekarbonisierung der Ener-
giesysteme beinhaltet auch Kapitel 5.2.1. 
9.1.1.2 
Kreislaufwirtschaft für mehr Ressourceneffizienz 
und Vermeidung von  Elektroschrott nutzen
Ein zentraler Baustein der Transformation zur Nachhal-
tigkeit ist die Überführung einer derzeit überwiegend 
auf lineare Wertschöpfungsketten ausgerichteten Wirt-
schaft in eine Kreislaufwirtschaft, die sich an den Prin-
zipien der nachhaltigen Ressourcennutzung orientiert 
und sich auf weitgehend  geschlossene Stoffkreisläufe 
stützt (Kap. 5.2.5). Die Ausrichtung auf die 3R-Strate-
gie „reduce, reuse, recyle“ sieht eine Priorisierung vor, 
bei der die Abfallvermeidung (z. B. durch Ökodesign, 
Suffizienz, Sharing) vor der Wiederverwendung steht 
(z. B. Aufbereitung, Reparatur, Refabrikation) und erst 
zuletzt auf das Recycling gesetzt wird. 
Die Digitalisierung trägt einerseits aufgrund der 
stark wachsenden Produktion elektronischer Geräte 
maßgeblich zur Verschärfung der Probleme der linea-
ren Wirtschaft bei, indem sie die Nachfrage nach strate-
gischen Metallen und die Menge an toxischem Elektro-
schrott steigert. Andererseits kann Digitalisierung hel-
fen, Kreisläufe sichtbar zu machen und Koordinations-
lücken zu schließen. Der WBGU empfiehlt daher eine 
transformative Strategie hin zur Kreislaufwirtschaft, 
die auf globaler Ebene den gesamten Lebenszyklus der 
Produkte in den Blick nimmt und sich systematisch 
digitaler Technologien bedient. Weitere wesentliche 
Bestandteile dieser Strategie sind das Monitoring von 
Stoffströmen, regulatorische Voraussetzungen in Form 
von Steuer- und Abgabensystemen (Kap. 9.2.3.2), 
neue Geschäftsmodelle, soziale Innovationen sowie 
gewandelte kulturelle Praktiken der Verbraucher*in-
nen. 
Digitale Ansätze sollten helfen, die Produktnut-
zungsdauer der Geräte zu beobachten, zu analysieren 
und möglichst zu verlängern, toxische und umwelt-
gefährdende Stoffe zu ersetzen, Exporte von Elektro-
schrott zu verhindern sowie die Wiederverwendungs-, 
Reparatur- und Recyclingfähigkeit der Produkte zu 
verbessern. Die entsprechende Weichenstellung kann 
durch eine globale Rahmensetzung mit Bezug auf das 
SDG 12 erfolgen, die 3R-Verbindlichkeiten festlegt. 
Doch sind in erster Linie nationale Regelungen erfor-
derlich, welche die Herstellerverantwortung erweitern, 
die Kreislaufwirtschaft in Beschaffungswesen und Aus-
schreibungen einbinden sowie Anreize für soziale Inno-
vationen setzen. 
Beispielsweise können der Aufbau eines digital 
gestützten globalen Monitoring-Systems für Elektro-
schrott sowie das Tracking und Vermeiden von Roh-
stoffen aus Konfliktregionen dazu beitragen, die Samm-
lungs-, Wiederverwendungs- und Recyclingquoten von 
Elektroschrott und anderen Geräten sowie die Wieder-
gewinnung strategischer Metalle erheblich zu steigern. 
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Die weltweite Einführung eines digitalen Produkt- 
bzw. Elektroschrottpasses unter Nutzung von Kon-
zepten des Internet der Dinge (IoT; Kap. 3.3.1) sollte 
geprüft werden. Zudem sollten (digitale) Optionen 
stärker genutzt sowie ausgebaut werden, die zur Über-
nahme von mehr Verantwortung durch Unternehmen 
und Konsument*innen beitragen. Anregungen für sozi-
ale Innovationen in der Bevölkerung sollten die Förde-
rung einer Reparaturkultur und generell die Steigerung 
des 3R-Bewusstseins betreffen, etwa durch Unterstüt-
zung von Informations-, Ersatzteil- und Gebraucht-
plattformen, Repair-Cafés und vereinfachte Rückga-
bemöglichkeiten für Geräte. Ansätze auf Unterneh-
mensseite sollten auf langlebige, reparatur- und recy-
clingfreundliche Produktdesigns ausgerichtet sein (z. B. 
Recht auf Reparatur) sowie auf nutzungsorientierte 
Geschäftsmodelle (Sharing-Ökonomie, Produkt-Ser-
vice-Systeme). Der Einsatz von digitaler Sensorik, 
Robotik und KI in Wertstoffsortieranlagen kann deren 
Effizienz deutlich unterstützen. Weitere konkrete Emp-
fehlungen bieten die Kapitel 5.2.1 und 5.2.5.
9.1.1.3 
Nachhaltige Landnutzung und Schutz von 
 Ökosystemen sicherstellen
Nachhaltige Landnutzung ist eines der wichtigsten 
Zukunftsthemen. Für die langfristige Versorgung der 
wachsenden Weltbevölkerung mit Nahrungsmitteln 
und Biomasse ist der Schutz von Böden und Land-
flächen vor Übernutzung und Degradation entschei-
dend. Das in der UN-Konvention zur Desertifikations-
bekämpfung (United Nations Convention to Combat 
Desertification – UNCCD) vereinbarte Ziel, die Land-
degradation zu stoppen, sollte nachdrücklich verfolgt 
werden. Gleichzeitig gilt es, den in der Biodiversitäts-
konvention (Convention on Biological Diversity – CBD) 
vereinbarten Stopp des Verlusts von biologischer Viel-
falt und Ökosystemleistungen umzusetzen. Digitale 
Technologien und Anwendungen können hier einen 
Beitrag leisten, sofern der politische Wille gegeben ist 
und entsprechende Rahmenbedingungen gesetzt wer-
den (Kap. 8.2.3). Dies ist derzeit vielfach nicht der Fall, 
so dass die meisten Biodiversitätsziele der CBD (Aichi-
Ziele) ohne erhebliche zusätzliche Anstrengungen 
nicht erreicht werden können. Laut Global Biodiver-
sity Outlook (CBD, 2014) zeigen entscheidende Treiber 
des Biodiversitätsverlusts – Verringerung des Verlusts, 
der Fragmentierung und der Übernutzung natürlicher 
Ökosysteme, die Verbreitung invasiver, gebietsfrem-
der Arten sowie nicht zuletzt der Klimawandel – keine 
Fortschritte oder sogar Rückschritte. Digitale Techniken 
(z. B. Drohnen oder Sensoren) sollten zunehmend als 
Hilfe bei der Umsetzung der Ziele und Politiken genutzt 
werden, um Schutz und nachhaltige Nutzung biologi-
scher Vielfalt zu fördern. So lassen sich z. B. akute Pro-
bleme der Wilderei in Afrika mit digitalen Methoden 
(z. B. Drohnen- oder Satellitentracking von Herden und 
Tieren) begegnen. Weitere Empfehlungen, wie Monito-
ring von Ökosystemen zur Erhaltung der biologischen 
Vielfalt eingesetzt werden kann, enthält Kapitel 5.2.11. 
Landwirtschaftliche Betriebe setzen derzeit meist 
auf Monokulturen und verwenden in großem Umfang 
Pestizide und Nährstoffe, was Ökosysteme, ihre Öko-
systemleistungen sowie ihre biologische Vielfalt belas-
tet. Es sollte vermehrt darum gehen, kleinskaligere, 
ökologisch kompatiblere Anbaumethoden zu fördern 
sowie Agrarchemikalien so sparsam wie möglich zu 
verwenden. Insofern bietet die Präzisionslandwirt-
schaft hier vielfältige Möglichkeiten. In Entwicklungs-
ländern sollten die Chancen einer digitalisierten Präzi-
sionslandwirtschaft vor allem aus einer Kombination 
arbeitsintensiver, manueller Tätigkeit zur Bewirtschaf-
tung kleiner Flächen (z. B. manuelle Mikrodüngung und 
-bewässerung) und dem Zugang zu aktuellen Informa-
tionen und Beratungsleistungen sowie dem Zugang zu 
Mikrofinanzierung gesehen werden. Digitale Methoden 
(z. B. digitalisierte Landkataster basierend auf Block-
chain-Technologien; Kap. 3.3.5) können helfen, die 
Landrechte der lokalen, kleinbäuerlichen Bevölkerung 
zu sichern. Empfehlungen zu den Schauplätzen Präzi-
sionslandwirtschaft und zur Digitalisierung der Land-
wirtschaft in Entwicklungsländern finden sich in den 
Kapiteln 5.2.9 und 5.2.10.
9.1.1.4 
Weltumweltbewusstsein und nachhaltigen 
 Konsum durch Digitalisierung unterstützen
Digitalisierung kann nachhaltiges Konsumverhalten auf 
verschiedene Arten unterstützen und dadurch einem 
wachsenden Weltumweltbewusstsein zu Geltung und 
Wirksamkeit verhelfen. Hierfür sollten glaubwürdiges 
und verlässliches Wissen, Daten und Informationen im 
Sinne einer transformativen Bildung über das Inter-
net oder die öffentlich-rechtliche IKT (Kap. 9.2.3.1) 
breit zugänglich bereitgestellt werden, etwa zu ökolo-
gischen Auswirkungen der Herstellung, Transport, Nut-
zung und Entsorgung bzw. Wiederverwendbarkeit von 
Produkten. Verlässliche Informations- und Bezugsquel-
len unterstützen die Entscheidungsfindung von Kon-
sument*innen in Bezug auf nachhaltigere wie etwa 
ressourcenschonendere oder energieeffizientere Pro-
dukte. Der WBGU empfiehlt, Hersteller und Handel zu 
verpflichten, digital aufbereitete Informationen über 
die Nachhaltigkeit von Produkten, wie etwa über die 
bei der Herstellung und beim Transport des Produkts 
entstandenen CO2-Emissionen, eingesetzten Ressour-
cen oder sozialen Auswirkungen (z. B. Kinderarbeit, 
Arbeitsschutz) zur Verfügung zu stellen. Denkbar hier-
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für sind z. B. digitale Plattformen und Links auf Ver-
kaufsplattformen oder Codes auf den Produkten. Auch 
voreingestellte Nachhaltigkeitsfilter in Online-Shops 
sind denkbar („sustainability by default“).
Ob Informationen über die Nachhaltigkeit Kaufent-
scheidungen von Verbraucher*innen tatsächlich beein-
flussen, hängt nicht zuletzt davon ab, ob diesen Infor-
mationen auch vertraut wird bzw. ob Mängel in Bezug 
auf die Qualität der Informationen gegebenenfalls 
sanktioniert werden können. Hier könnten etwa erwei-
terte Gewährleistungspflichten des Herstellers oder 
Händlers (Schlacke et al., 2016) nachhaltige Kauf- und 
Nutzungsentscheidungen unterstützen. Auch ein Recht 
auf Reparatur, inklusive weitreichender Offenlegungs-
pflichten der zur Reparatur benötigten Informationen 
für Drittanbieter (Kurz und Rieger, 2018b) erweitert 
die Möglichkeiten von Verbraucher*innen, ein Produkt 
nachhaltig nutzen zu können. 
Digitale Anwendungen zur Vernetzung und zum 
Explorieren von ressourcenschonenden Lebensstilen 
ermöglichen positive Auswirkungen auf die Umwelt im 
Sinne der Ressourcenschonung. Der WBGU empfiehlt, 
die Entwicklung und Verbreitung digitaler Werkzeuge 
wie etwa Plattformen für die ressourcenschonende 
gemeinschaftliche Nutzung, das Wiederverwenden und 
Reparieren, Teilen und Tauschen von Produkten und die 
damit zusammenhängenden Vernetzungen zu fördern 
(Kap. 5.2.2; 5.2.11). Somit werden hier Konsumprakti-
ken und soziale Innovationen zur Umsetzung der Kreis-
laufwirtschaft bzw. der 3R-Strategie „reduce, reuse, 
recycle“ adressiert. An der Entwicklung sollten auch 
potenzielle Nutzer*innengruppen so früh wie möglich, 
beispielsweise bereits bei der Erstellung von Nutzungs-
szenarien oder der Software im Rahmen von Plattform-
kooperativen (Kap 5.3.6), beteiligt werden. Auch kön-
nen Plattformen für das Teilen (Sharing-Plattformen) 
als öffentlich-rechtliche IKT (Kap. 5.3.5; Kap. 9.2.3.1) 
geschaffen werden (Peuckert und Pentzien, 2018: 56). 
Um Verbraucher- und Umweltschutz integrativ mit-
tels digitaler Lösungen – etwa im Onlinehandel – durch-
zusetzen, sollten Verbraucherschutzorganisationen 
finanziell und institutionell gestärkt werden. Ihre Kon-
trollfunktion, die sie über ihre  Abmahn- und Verbands-
klagerechte ausüben können, können sie auch für neue 
Formen des digitalisierten Konsums nur wahrnehmen, 
wenn sie personell und institutionell über ausreichende 
Kapazitäten verfügen.
Die voranstehenden Empfehlungen können der Wei-
terentwicklung des BMU/UBA-Leuchtturms „Wege 
und Bausteine einer digitalen Agenda für nachhalti-
gen Konsum“ dienen. Weitere exemplarische Empfeh-
lungen finden sich in den Schauplätzen zum Online-
handel (Kap. 5.3.2.4), zum Weltumweltbewusstsein 
(Kap. 5.3.1), zum Konsumverhalten (Kap. 5.2.3), zu 
Elektroschrott und Kreislaufwirtschaft (Kap. 5.2.11) 
und zur alternativen Ökonomie (Kap. 5.2.2). 
9.1.1.5 
Unternehmen in Gestaltung einer  digitalisierten 
nachhaltigen Zukunftswirtschaft einbinden
Unternehmen beeinflussen über ihre Rohstoff- und 
Energiebedarfe, Produktionsweisen und Distributions-
logistik sowie ihren Umgang mit Nebenprodukten und 
Reststoffen maßgeblich die Nachhaltigkeit der Waren-
produktion. Als Anwender digitaler Technologien, etwa 
zur Optimierung von Materialeinsatz und Prozessor-
ganisation, besitzen sie aber auch besondere Potenzi-
ale dafür, Digitalisierung und Nachhaltigkeit konstruk-
tiv zu verknüpfen. Sie sollten somit noch aktiver als 
bisher in die Gestaltung einer nachhaltigen, digitalen 
Zukunftswirtschaft eingebunden werden (Kap. 4.2.2), 
die innovative Technologien für eine ressourcenscho-
nende, emissionsarme Produktionsweise nutzt und in 
Wert setzt. Als „Agenten des Wandels“ bieten spezi-
alisierte Dienstleistungsunternehmen bereits seit lan-
gem technische und organisatorische Umweltberatung 
für Betriebe und verhelfen ihnen zu einer energie- und 
ressourceneffizienteren Produktion (Schulz, 2005). 
Wenn Entwicklung und Einsatz effizienzsteigernder 
digitaler Tools durch die wichtige Akteursgruppe der 
Nachhaltigkeitsberater*innen gezielt gefördert wer-
den (etwa durch kostenlose Bereitstellung solcher 
Tools und Best-Practice-Empfehlungen durch öffentli-
che Stellen oder Branchenverbände), können sie künf-
tig die nachhaltige industriell-gewerbliche Warenpro-
duktion in weiten Teilen der Wirtschaft noch wirkungs-
voller unterstützen. Auch die internationale Auswei-
tung von Initiativen, die mit Hilfe digitaler Plattformen 
bereits heute kooperative Kontakte von Unternehmen 
zu Umweltberater*innen koordinieren und systema-
tisch unterstützten (z. B. ÖkoBusinessPlan Wien) kann 
die Nachfrage nach betrieblicher Nachhaltigkeitsbera-
tung steigern helfen. 
Der WBGU empfiehlt auch für die  Warenproduzenten 
selbst die Ausweitung von Anreizmaßnahmen (z. B. 
Zertifikate) ergänzend zu steuerlichen Regelungen 
(Kap. 9.2.3.2). Denn anders als die letztgenannten 
Auflagen können Zertifikate positiv motivierend auf 
betriebliches Nachhaltigkeitsverhalten wirken und bin-
den potenziell weite Teile der Belegschaft in Initiativen 
zum Erreichen der Zertifizierung mit ein. Damit sollte 
die globale Verbreitung eines gesteigerten Verantwor-
tungsgefühls der Privatwirtschaft für digital unter-
stützte nachhaltige Produktion angeregt werden. Vor 
allem wenn Unternehmen ihre Umweltziele mit Mar-
keting- und Wettbewerbsvorteilen verbinden können, 
motiviert dies zur Nutzung von Digitalisierung für nach-
haltige Produktion. Anreize können neue Produktlabels 
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speziell für Produkte der Digitalwirtschaft bieten (z. B. 
nach dem Muster von Blauer Engel, bluesign), die mit 
Hilfe digitaler Dokumentation (z. B. unter Nutzung von 
Blockchains) oder Einbindung digital optimierter Prüf-
verfahren an Attraktivität und Glaubwürdigkeit gewin-
nen. Ähnliches gilt mit Blick auf internationale Gütesie-
gel oder auditbasierte Zertifizierungen für nachhaltiges 
Agieren von Unternehmen im Zuge der Einführung digi-
taler Technologien (Weiterentwicklung von Ansätzen zu 
Corporate Socio-Environmental bzw. Digital Responsibi-
lity; Loew und Rohde, 2013; Visser und Tolhurst, 2017). 
Entsprechend ausgezeichnete Betriebe bzw. deren Pro-
dukte und Dienstleistungen sollten in öffentlichen Aus-
schreibungsverfahren bevorzugt werden, z. B. im Bereich 
der Beschaffung von IKT-Infrastrukturen. Außerdem 
bestehen Bezüge zur Forderung nach mehr öko-zerti-
fizierten Warenangeboten zur Unterstützung des nach-
haltigen Konsums (Kap. 5.2.3). Die Ausgestaltung und 
Wirksamkeit solcher Gütesiegel für Nachhaltigkeit ließe 
sich durch eine eigene Prüforganisation kontrollieren.
Was die regulative Rahmensetzung betrifft, sollte 
sich Deutschland im EU-Expertenausschuss und in den 
Normungsausschüssen für international gültige EMAS- 
und ISO-Standards dafür einsetzen, die Potenziale der 
Digitalisierung für Ressourceneinsparungen in Produk-
tionsprozessen umfassend und systematisch zu nutzen. 
Die Standards für Umweltmanagementsysteme wie 
EMAS und ISO 14000 lassen sich bei Anwendung und 
regelhafter Integration digitalisierter Monitoring- und 
Kontrollverfahren noch anspruchsvoller setzen und 
wirksamer überprüfen. Die Ergebnisse der Konferenzen 
des World Circular Economy Forum (2017 und 2018) 
bieten Ansatzpunkte für die Etablierung international 
gültiger Standards einer digital optimierten Zertifizie-
rungsstrategie für  betriebliches  Umweltmanagement 
(Kap. 5.2.1).
Weitere Ansatzpunkte für Deutschland, eingebunden 
in die EU, bieten sich bei der Innovations- und Wirt-
schaftsförderung. So können  Ausschreibungen von 
BMBF oder EU zur internationalen Unternehmens-
kooperation etwa bei der Produktentwicklung oder 
zu gemeinsamen F&E-Aktivitäten von Betrieben und 
Forschungseinrichtungen gezielt darauf gerichtet wer-
den, Digitalisierung auf breiter Front für nachhaltigere 
Güterproduktion einzusetzen (z. B. verankert im Hori-
zont Europa-Programm). Ähnliches gilt für Förderini-
tiativen zu Spin-off-Firmengründungen, die innovative 
Ideen aus Forschungseinrichtungen bzw. Universitäten 
und Hochschulen oder etablierten Unternehmen anwen-
den und unternehmerisch umsetzen. Auch regionale För-
derformate sollten hier Schwerpunkte setzen (z. B. vom 
BMBF unterstützte Cluster-Förderung, Anreize zur inno-
vationsorientierten Regional entwicklung, Smart-Specia-
lisation-Ansatz der EU-Regionalförderung (Foray, 2014; 
Morgan, 2017). Neue Allianzen und innovative Unter-
nehmen lassen sich formen, die das beidseitig förderliche 
Zusammenspiel von Digitalisierung und Nachhaltigkeit 
auf globaler Ebene als Leitbild moderner Industrieent-
wicklung etablieren können und als „Industrie 5.0“ zu 
einem neuen, zeitgemäßen Standard erheben (exempla-
rische Empfehlungen zum Bereich der globalen Waren-
produktion sind in Kapitel 5.2.3  aufgeführt). 
9.1.2 
Armutsbekämpfung und inklusive Entwicklung
Die Bandbreite der Einschät-
zung von Potenzialen digita-
ler Technologien für die Ent-
wicklungszusammenarbeit 
(EZ) reicht von stark technik-
optimistisch geprägten Vor-
stellungen „alles wird digi-
tal gelöst“ bis zu jenen, die 
den digitalen Wandel zur Lösung der Kernprobleme 
menschlicher Entwicklung als wenig bedeutsam anse-
hen. Der WBGU zeigt, dass Digitalisierungsdynami-
ken die Umsetzung aller 17 SDGs beeinflussen. Damit 
gilt für die Zusammenarbeit mit Entwicklungs- und 
Schwellenländern, dass digitale Treiber des Wandels 
systematisch und sektorübergreifend berücksichtigt 
werden müssen. Digitalisierung sollte zu einer Quer-
schnittsaufgabe der EZ werden. Digitale Kompeten-
zen in Entwicklungsministerien und -organisationen, 
aber auch in den öffentlichen Institutionen der Part-
nerländer, sollten daher signifikant ausgebaut werden. 
Besondere Aufmerksamkeit verdient, dass digitale Pro-
zesse Strukturwandel in der internationalen Arbeits-
teilung durch  Automatisierung erzeugen, die die Mus-
ter der Integration der Entwicklungsländer in die Welt-
wirtschaft  verändern werden. Zugleich  entstehen in 
Entwicklungsländern neue Beschäftigungsmöglichkei-
ten durch digitale Plattformen. Wirtschafts-, beschäfti-
gungs- und innovationspolitische  Kooperationen müs-
sen diese digitalen Instrumente des Wandels systema-
tisch berücksichtigen. Mobilisiert werden sollten auch 
die digitalen Möglichkeiten, um Ressourcen- und Kli-
maeffizienz zu steigern und zugleich, z. B. durch Preis-
anreize,  Rebound-Effekte zu reduzieren. In der Zusam-
menarbeit mit Schwellenländern wird es stärker um 
Dialog, Wissenschaftskooperation und Zusammenar-
beit zur gemeinsamen Gestaltung des globalen digita-
len Wandels gehen: Da Entwicklungs- und Schwellen-
länder wichtige Partner der Global Governance sind, 
sollten grenzüberschreitende Herausforderungen der 
Digitalisierung thematisiert und angegangen werden. 
Vor diesem Hintergrund setzt der WBGU im Folgenden 
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beispielhaft Schwerpunkte bei den Themen Infrastruk-
turen und  Bildung sowie bei verbesserten Datenan-




Der Einsatz digitaler Technologien zur Armutsbekämp-
fung (SDG 1) kann nur gelingen, wenn die dafür not-
wendige analoge Grundlage vorhanden ist (Weltent-
wicklungsbericht „Digital Dividends“; World Bank, 
2016). Es bedarf zunächst des Ausbaus von Infrastruk-
turen, der Schaffung bezahlbarer Zugänge zu IKT sowie 
der Förderung digitaler Kompetenzen. Eine Strategie 
zur Nutzung der Potenziale digitaler Technik für ländli-
che Entwicklung muss vor allem diese analogen Lücken 
schließen, damit die digitale Kluft zwischen armen und 
reichen Teilen der Weltbevölkerung nicht noch größer 
wird. Wichtige Maßnahme zur erfolgreichen Nutzung 
der Potenziale der Digitalisierung für Armutsbekämp-
fung ist es also, die entsprechende Ressourcen und 
Wissensausstattung für die EZ sicherzustellen. 
Sind diese Voraussetzungen gegeben, bietet die Digi-
talisierung viele Chancen für die Armutsbekämpfung, 
insbesondere im häufig  infrastrukturell wenig erschlos-
senen ländlichen Raum von Entwicklungs- und Schwel-
lenländern. Sie  ermöglicht beispielsweise  verbesserten 
Zugang zu  Bildungsangeboten (Kap. 5.6.2), Gesund-
heitsdiensten (Onlinekonsultationen), Finanzdienst-
leistungen (Kredite, Zahlsysteme per Mobiltelefon), 
Märkten, Wetterinformationen und Agrarberatung 
(Kap. 5.3.2), staatlichen Dienstleistungen (etwa digita-
len Identitäten) sowie Beschäftigungsmöglichkeiten, die 
über digitale Plattformen vermittelt werden (Kap. 5.3.4). 
Auf Blockchain basierende Lösungen können die Bevöl-
kerung gleichzeitig von vielerorts nur eingeschränkt ver-
fügbaren Finanzdienstleistungen unabhängiger machen. 
Voraussetzung für deren umfassende Nutzung ist aller-
dings, dass die digitalen Lösungen an lokale sprachliche 
und kulturelle Gegebenheiten angepasst sind. 
9.1.2.2 
Entwicklungszusammenarbeit und -planung mit 
digitalen Technologien verbessern
Potenziell können Instrumente der EZ durch den Ein-
satz digitaler Technologien verbessert werden. Dabei 
kommt es darauf an, datengetriebene Ansätze mit 
einem lokalen und kontextspezifischen Verständnis zu 
verbinden. Anwendungsbereiche sind etwa humani-
täre Hilfe (z. B. bei Seuchenausbruch oder Naturkatast-
rophen), der Einsatz in der Fischereiwirtschaft zur Kon-
trolle von Beifang und Fangquoten oder zur Auffüllung 
von Lagerbeständen (z. B.  Impfstoffe). Große Potenzi-
ale bietet der Einsatz digitaler Technologien auch beim 
Monitoring, von der Umweltbeobachtung (Kap. 5.2.11) 
bis zur Messung von Entwicklungsfortschritten.
Datenanwendungen können auch für die Entwick-
lungsplanung genutzt werden. So ermöglichen etwa 
Echtzeitdaten mit Hilfe digitaler Technologien zeitnahe 
Entscheidungsfindung und Projektsteuerung: Laufende 
Entwicklungsaktivitäten können adaptiv gesteuert und 
auftretende Probleme unmittelbar behoben werden. 
Allerdings gibt es viele Barrieren, wie etwa Misstrauen 
in die Datenqualität, fehlende Kenntnis der verfügba-
ren Daten, Daten, die nicht adäquat in Informationen 
umgesetzt werden können sowie Informationen, die 
nicht auf die Bedürfnisse der Akteur*innen zugeschnit-
ten sind (Pawelke et al., 2017). Um dem entgegenzu-
wirken, bedarf es entsprechenden Fachwissens und 
institutioneller Kapazitäten und Verantwortung, etwa 
Datenbeauftragte oder Datenschutzbeauftragte. Beim 
Einsatz von Daten für Entwicklung stellen sich letztlich 
die gleichen Herausforderungen an Datenschutz und 
Schutz der Privatsphäre wie generell bei der Nutzung 
von Daten (Kap. 9.2.6). 
9.1.2.3 
Digitalisierung der Städte an Nachhaltigkeits-
kriterien ausrichten und inklusiv gestalten
Technologiesouveränität in der Stadtentwicklung 
verankern
Städte und die weltweite Wucht der Urbanisierung sind 
entscheidend für die Transformation zur Nachhaltig-
keit. Gleichzeitig sind Städte zentrale Arenen des digi-
talen Wandels (WBGU, 2016a; Kap. 4.2.5). Die urbane 
Digitalisierung darf dabei nicht nur technokratisch als 
Optimierungsaufgabe verstanden werden, vielmehr 
sollte jeglicher Technikeinsatz explizit in eine ökolo-
gisch nachhaltige und sozial inklusive Stadtentwick-
lung eingebettet werden. Dies bedeutet die Umsetzung 
der New Urban Agenda (UN Habitat, 2016b) und der 
SDGs ( insbesondere SDG 11: „Nachhaltige Städte und 
Siedlungen“) mit urbaner Digitalisierungspolitik sys-
tematisch zu verbinden. Damit die Nutzung digitaler 
Technologien in der Stadtentwicklung im Interesse des 
Gemeinwohls gelingt, müssen Kommunen und Stadt-
gesellschaften Gestaltungshoheit bewahren, Technolo-
giesouveränität aufbauen und sich zu Plattformanbie-
tern entwickeln. Hierzu sollte eine digitale (Technolo-
gie-)Souveränität robust in Stadtentwicklungsprozes-
sen verankert werden. Dabei sollten ein um die digitale 
Dimension erweitertes Recht auf Stadt anerkannt 
und entsprechende zivilgesellschaftliche und wissen-
schaftsgetriebene Initiativen gefördert werden. Darü-
ber hinaus ist eine personelle und institutionelle Stär-
kung des Themas Digitalisierung erforderlich. Während 
viele Städte und Kommunen diesen Schritt auch bereits 
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vollzogen haben, weisen insbesondere Städte in Ent-
wicklungs- und Schwellenländern erheblichen Nach-
holbedarf auf. Kommunen sollten prioritär Stellen für 
Datenbeauftragte, Datenschutzbeauftragte und Digital 
Innovation Officers sowie Kompetenzzentren für Digi-
talisierung in Stadtverwaltungen schaffen (Kap. 5.2.7).
Viele laufende Projekte zu digitaler Stadtentwick-
lung haben nur partiellen Bezug zu Nachhaltigkeits-
themen, sind tendenziell zu kleinteilig angelegt oder 
bekennen sich überwiegend nur rhetorisch zu Nach-
haltigkeitsanforderungen, ohne Konsequenzen für das 
Projektdesign. Beispielsweise thematisieren die aktuel-
len Leuchtturmprojekte im Rahmen der EU Smart Cities 
and Communities Initiative lediglich die Themen Ener-
gie und Mobilität; andere Aspekte nachhaltig-digitaler 
Stadtentwicklung werden nicht aufgegriffen. Die Inno-
vationsplattform Zukunftsstadt (BMBF, 2018c) hat 
zwar die erforderliche Zielbestimmung, die Projekte 
erscheinen aber noch relativ kleinteilig. Aus Sicht des 
WBGU besteht daher Bedarf an regionaler, substanzi-
eller Förderung urbaner Reallabore, die den erforder-
lichen Impuls für eine nachhaltige, digital unterstütze 
urbane Entwicklung geben können. Begleitend dazu 
sollte eine Nachhaltigkeitsindikatorik für Städte ent-
wickelt werden, die u. a. die SDGs und Wirkungen der 
Digitalisierung darauf abbilden kann.
Urbane Datenräume aufbauen 
Urbane Datenräume bezeichnen „den Raum, in 
dem urbane Daten erzeugt und verarbeitet werden“ 
( Schieferdecker et al., 2018: 219). Dies bezieht sich auf 
alle Daten, die für urbane Entwicklung relevant sind, 
einschließlich der Daten, die in Städten generiert und 
gesammelt werden. Damit sind urbane Datenräume 
das Fundament einer partizipativen, skalierbaren und 
zukunftsweisenden Digitalisierung des öffentlichen 
Raums. Voraussetzung für den Aufbau eines urbanen 
Datenraums ist die Bestandsaufnahme des kommuna-
len Datenbestands sowie der lokalen IKT-Infrastruktur. 
Darauf aufbauend sollte eine Strategie für die Nutzung 
des urbanen Datenraums entwickelt werden, die auf der 
Identifizierung der für die Stadtentwicklung zentralen 
strategischen Handlungsfelder beruht. Eine solche Her-
angehensweise empfiehlt sich aus globaler Sicht auch 
für die urbane Entwicklungspolitik, die Umsetzung der 
New Urban Agenda sowie der SDGs (Kap. 5.2.7). 
Wenn Kommunen bei der Gestaltung ihrer IKT- 
Infrastrukturen (Kap. 3.5.5) auf einzelne Herstel-
ler oder Betreiber setzen, kann eine kostenintensive 
Abhängigkeit entstehen. Generell sollte die Offenheit 
im Sinne standardbasierter Schnittstellen, Formate und 
Dienste, die nicht nur für Hersteller oder Betreiber, son-
dern für verschiedenste Akteure zugänglich sind, bei 
der Anschaffung von Systemen und Produkten sowie 
beim Outsourcing gefordert werden, um Hersteller-
abhängigkeit (Vendor Lock-ins) zu vermeiden (Schie-
ferdecker et al., 2018). Private Anbieter, die Daten im 
öffentlichen Raum sammeln, sollten zu einer Berichts-
legung an die Kommunen und Verfügbarmachung von 
Aggregationen der Daten verpflichtet werden. 
Um alle Akteure der Stadtentwicklung über urbane 
digitale Plattformen (Kap. 3.6, 4.1) einzubinden, 
sollten offene Schnittstellen und Formate sowie die 
Konformität von Standards für interoperable Mehr-
wert-Angebote zwingende Anforderungen bei der Rea-
lisierung urbaner digitaler Plattformen sein. Jede von 
der öffentlichen Hand beauftragte Software-Kompo-
nente sollte zudem möglichst als Open-Source-Soft-
ware für die Nutzung oder Weiterentwicklung durch 
Dritte zur Verfügung gestellt werden. Nur so wird ein 
dynamisches Ökosystem von verschiedenen Produk-
ten geschaffen, ohne dass eine Herstellerabhängigkeit 
entsteht, die möglicherweise relevante Akteure aus 
der urbanen digitalen Plattform ausschließt (DIN SPEC 
OUP; DIN, 2016).
9.1.2.4 
Nutzung digitaler Technologien in Strategien 
nachhaltiger und inklusiver Mobilität einbetten
Nachhaltige Mobilität ist ein wichtiger Aspekt der 
Agenda 2030. Im Folgenden konzentriert sich der 
WBGU auf den Teilaspekt der urbanen Personen-
mobilität. Die Lösung zentraler Probleme urbaner Ver-
kehrssysteme (z. B. hohe CO2- und Luftschadstoff-
emissionen, Flächenverbrauch, Lärmbelastung, stei-
gende Fahrt- und Transportzeiten sowie Unfallrisiken) 
ist ebenso keine rein technische Frage, sondern wird 
sich an der passenden Einbettung digitaler Lösungen 
in übergreifende Konzepte nachhaltiger urbaner Mobi-
lität entscheiden. Die Digitalisierung spielt aber eine 
wichtige Rolle im Diskurs zur Zukunft der Mobilität, 
da einer Kombination aus intelligenter Verkehrstech-
nik, geteilter Mobilität (z. B. Car Sharing, Bike Sha-
ring, Mitfahrdienste) bzw. Mobilität als Dienstleistung, 
Elektromobilität und autonomem Fahren Nachhaltig-
keitspotenziale zugesprochen werden. Mobilitätssys-
teme sollten frühzeitig auf Basis des Leitbilds nachhal-
tiger Mobilität entwickelt werden. Richtungsgeber*in-
nen der Entwicklung sollten demokratisch legitimierte 
Institutionen sein, nicht Fahrzeughersteller oder Digi-
talunternehmen; im Zentrum muss das Wohlergehen 
der Menschen stehen. Der WBGU empfiehlt daher, auf 
Ebene der Städte im Zusammenspiel mit der nationalen 
Ebene Leitbilder und Umsetzungspläne für eine digi-
tal unterstützte, nachhaltige urbane Mobilität (fort) zu 
entwickeln. Eine solche Stadt-, Raum- und Verkehrs-




Einen wichtigen Beitrag zur Förderung nachhalti-
ger Mobilität kann die Digitalisierung leisten, indem 
sie gesamtgesellschaftliche Kosten im Verkehrssektor 
transparent macht. Mit den neuen digitalen Technolo-
gien stehen Instrumente zur Verfügung, um nahe Echt-
zeit externe Effekte wie Emissionen, Flächenverbrauch, 
Zeitverluste usw. zu erfassen und zu bepreisen, etwa 
mittels intelligenter Verkehrsleitsysteme mit zeit- und 
auslastungsabhängigen Mautsystemen oder durch ent-
sprechende Tarifgestaltung von Mobilität als Dienst-
leistung. Gleichzeitig gilt es, ungerechtfertigte Subven-
tionen abzubauen. Diese Maßnahmen müssen aller-
dings im Hinblick auf ihre verteilungspolitischen Folgen 
eingebettet werden.
Um die Gestaltungshoheit öffentlicher Ent schei-
dungs träger für nachhaltige Mobilität zu wahren, 
sollte einer monopolistischen Datenkonzentration und 
marktbeherrschenden Stellungen einzelner privatwirt-
schaftlicher Akteure (z. B. Sharing-Anbieter, Mobili-
tätsdienstleister) vorgebeugt werden, da der Zugriff 
auf Daten zunehmend Voraussetzung für Planung und 
Steuerung digitalisierter Mobilität sind. Zudem müs-
sen öffentliche Akteure dazu befähigt werden, selbst 
digitale Daten zweckgebunden zu erheben und ein-
zusetzen. Eine besondere Aufmerksamkeit erfordern 
zudem der Datenschutz und der Schutz der Menschen 
vor Überwachung. Positions- und Mobilitätsdaten sind 
besonders sensibel, z. B. da aus ihnen unter Umständen 
selbst nach einer Anonymisierung auf die Identität des 
Trägers bzw. der Trägerin geschlossen werden kann und 
sie so herangezogen werden könnten, um einer Person 
weitere unabhängige Datensätze zuzuordnen. Entspre-
chend sollten schon bei der Konzeption solcher Vorha-
ben Fragen der Privatsphäre konsequent mitbedacht 
und der Schutz des Einzelnen vor Überwachung in die 
digitalen Lösungen eingebettet werden. 
In Entwicklungs- und Schwellenländern sollte 
zudem auch die Sicherung des Zugangs zu Mobilitäts-
dienstleistungen für ärmere Bevölkerungsgruppen im 
Vordergrund stehen (SDG 11). Neben dem Zugang zu 
öffentlichen Transportdienstleistungen sollten Sicher-
heit und Raum für den Fuß- und Radverkehr (walka-
bility und bikeability) prioritär behandelt werden. Dies 
erfordert u. a. politische Aufmerksamkeit und Investi-
tionen in Infrastrukturen für nichtmotorisierten Ver-
kehr, die nicht durch einen Fokus auf vordergründig 
sichtbarere Großprojekte in den Hintergrund gedrängt 
werden sollten.
9.1.3 
Arbeit der Zukunft und Abbau von Ungleichheit
Die Arbeitswelt und die Arbeits-
märkte stehen in absehbarer 
Zeit vor tiefgreifenden, struk-
turellen Veränderungen. Der 
digitale technische Fortschritt 
verändert Anforderungs- und 
Tätigkeitsprofile auf Arbeits-
märkten grundlegend. Die 
besondere, neue Qualität im historischen Vergleich 
liegt dabei in der Breite der betroffenen Fähigkeiten und 
Tätigkeiten und der Geschwindigkeit, mit der sich die-
ser Wandel vollzieht. Diese neue Qualität der Arbeits-
substitution trifft auf den in manchen Regionen ebenso 
tiefgreifenden Strukturwandel, der mit der klimapoli-
tisch notwendigen Abkehr von fossilen Energien und 
der mit ihnen verbundenen Technologien einhergeht. Die 
heute absehbaren großen gesellschaftlichen und politi-
schen Herausforderungen sieht der WBGU dabei ins-
besondere im Umgang mit den verteilungspolitischen 
Folgen der Strukturwandelprozesse durch Digitalisie-
rung und Dekarbonisierung, die sich in ganz verschie-
denen Dimensionen entfalten: zwischen menschlicher 
Arbeit und anderen, zum Teil neuen Faktoren von Wert-
schöpfung, zwischen Arbeit unterschiedlicher Qualifika-
tion, zwischen Generationen sowie zwischen verschie-
denen Regionen und Ländern. Gesellschaftliche Brüche 
zu vermeiden und gleichzeitig gesellschaftlichen Wan-
del so zu organisieren, dass die auch in Zukunft beste-
henden Beschäftigungsmöglichkeiten die gesellschaftli-
chen Funktionen von Erwerbsarbeit heute erfüllen kön-
nen, stellt letztlich die zentrale Gestaltungsherausforde-
rung dar. Der WBGU sieht diesen Prozess jedoch auch 
als Chance zur Gestaltung nachhaltigerer Arbeitswel-
ten. Vertiefte Empfehlungen in diesen Bereichen sind 
im Schauplatz „Nachhaltige Arbeitswelten der Zukunft” 
(Kap. 5.3.9) und im Schauplatz zur internationalen 
Arbeitsteilung (Kap. 5.3.8) zu finden.
9.1.3.1 
Arbeit der Zukunft als Nachhaltigkeitsaufgabe 
thematisieren
Der WBGU sieht Handlungsbedarf bei der Gestaltung 
und sozialpolitischen Begleitung des absehbaren Struk-
turwandels bei Qualifikationen und Tätigkeitsprofilen, 
um die negativ Betroffenen nicht abzuhängen und ins-
gesamt durch drohende Ungleichheit den gesellschaft-
lichen Zusammenhalt nicht zu gefährden. Dies umfasst 
auch die Erhaltung der finanziellen Handlungsspiel-
räume von Staat und Systemen der sozialen Sicherung 
vor dem Hintergrund steigender Mobilität von Arbeit, 
der Möglichkeit sinkender Beschäftigung und der 
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sonstigen Änderungen in der wirtschaftlichen Struk-
tur. Eine Reform der Finanzierungssysteme von Staat 
und öffentlichen Institutionen erscheint zudem ange-
zeigt, um die steuerlich bedingten Anreize zur Substi-
tution menschlicher Arbeit zu reduzieren. Diese resul-
tieren in vielen Ländern aus der auch heute noch hohen 
Belastung von Arbeitseinkommen, welche das allge-
meine Lohnniveau erhöht und Arbeit damit gegen-
über anderen Faktoren verteuert. Eine aufkommens-
neutrale Reduktion der steuerlichen Belastung von 
Arbeitseinkommen könnte beispielsweise im Rahmen 
einer umfassenden sozial-ökologischen Steuerreform 
mit angemessener Bepreisung von Umweltauswirkun-
gen und Ressourcenverbrauch erfolgen (Kap. 9.2.3.2).
Der WBGU empfiehlt darüber hinaus eine kontinu-
ierliche und grundsätzliche Auseinandersetzung mit 
den gesellschaftlichen Funktionen von Arbeit. Auch 
wenn Beschäftigungen dem Menschen erhalten blei-
ben werden, so ist doch die Frage, wie diese in Zukunft 
gesellschaftlich eingebettet und organisiert werden, 
damit die gesellschaftlichen Funktionen, die Erwerbs-
arbeit heute zugesprochen werden, unter Umständen 
sogar breiter und umfassender als heute gewährleis-
tet werden. Dazu müssen neue, erweiterte Leitbilder 
von Arbeit entwickelt und gesellschaftlich etabliert 
werden. Wenn heutige Formen von Erwerbsarbeit an 
Bedeutung verlieren, wird zudem ein gesellschaftli-
cher Konsens über neue Ansätze und Mechanismen 
zur Gewährleistung wirtschaftlicher und gesellschaft-
licher Teilhabe aller benötigt (Kap. 9.1.3.3). Aber auch 
neue Bildungsinhalte und -formate werden benötigt, 
damit mehr Menschen befähigt werden, Lebenssinn 
und Selbstwirksamkeit zu erfahren, ohne dass diese 
in dem Maße wie bislang an Beruf und Erwerbsarbeit 
geknüpft wären.
Neben Ausgestaltung und systematischer Über-
prüfung solch neuer Gesellschaftsentwürfe sollte aus 
Sicht des WBGU aber auch der Frage hohe Aufmerk-
samkeit gewidmet werden, wie der Übergang und die 
Phase des notwendigen gesellschaftlichen Wandels 
gelingen kann, ohne dass wachsende Ungleichheit und 
Zukunftsängste die soziale Kohäsion und damit letzt-
lich auch die politische Stabilität gefährden. Eine früh-
zeitige Auseinandersetzung dient einerseits der gesell-
schaftlichen Vorbereitung und Absicherung gegenüber 
den Herausforderungen, die in dem doppelten Struk-
turwandel durch Digitalisierung und Nachhaltigkeits-
transformation angelegt sind. Andererseits verspricht 
sie aus Sicht des WBGU eine Chance, neue und brei-
tere Möglichkeiten zur Führung eines selbstbestimm-
ten Lebens und zur individuellen Entfaltung im Rah-
men planetarischer Leitplanken aktiv zu entwickeln 
und zu etablieren.
9.1.3.2 
Sicherung und Förderung sozialer Standards im 
Arbeitsschutz
Angesichts der zunehmenden internationalen Mobi-
lität von Arbeit, etwa über das Vordringen digitaler 
Arbeitsplattformen, ist die Sicherung und Förderung 
des Arbeitsschutzes und der sozialen Absicherung von 
Arbeitnehmer*innen aus Sicht des WBGU ein zentra-
les Element der Gestaltung des Strukturwandels von 
Arbeitsmärkten. Um der Ausbeutung von Arbeitskräf-
ten und dem Unterlaufen nationaler Regelungen des 
Arbeitsschutzes vorzubeugen, empfiehlt der WBGU 
eine internationale Initiative zur Entwicklung und Eta-
blierung möglichst globaler Standards bzw. Mindest-
standards des Arbeitsschutzes und der sozialen Absi-
cherung auch im digitalen Raum. Auf dem sehr wahr-
scheinlich längeren Weg hin zu einem solchen interna-
tionalen Abkommen sind auch nationale Ansätze und 
Regelungen zu diskutieren und zu stärken, die Unter-
nehmen bei einer Aus- bzw. Verlagerung von Arbeit 
von Angestellten hin zu quasi-selbstständigen Arbeit-
nehmer*innen zur Einhaltung nationaler Mindeststan-
dards verpflichten. Auch die gezielte Förderung alter-
nativer, z. B. genossenschaftlicher Unternehmens-
formen kann das Potenzial haben, zu einer stärkeren 
Absicherung sozialer Standards beizutragen. Denkbar 
ist zudem, eine stärkere Organisation der Arbeitneh-
mer*innen, die in den neu entstehenden, quasi-selbst-
ständigen Beschäftigungsverhältnissen tätig sind, zu 
fördern, um ihre Verhandlungsmacht gegenüber Unter-
nehmen zu erhöhen. 
Darüber hinaus sollten nach Ansicht des WBGU in 
der Diskussion um Arbeitsschutz und den Bedingun-
gen menschenwürdiger Arbeit neue, im Zuge der Digi-
talisierung besondere Brisanz erhaltende Aspekte stär-
ker Berücksichtigung finden und etwa in die Definition 
der Internationalen Arbeitsorganisation (International 
Labour Organization – ILO) von „decent work“ (ILO, 
2018: 9) aufgenommen werden. Beispiele umfassen die 
Möglichkeiten der Überwachung am Arbeitsplatz (z. B. 
durch Aufzeichnung der Arbeitsschritte am Computer 
usw.) sowie Sicherheit und Gesundheit der Arbeitneh-
mer*innen in Zeiten neuer digitalisierter Werkzeuge 
(Technologien zur Verbesserung der menschlichen Leis-
tungsfähigkeit, z. B. Exoskelette).
9.1.3.3 
Monitoring und Verbesserung der 
 Funktionsfähigkeit der Arbeitsmärkte
Neben der finanziellen Handlungsfähigkeit öffentli-
cher Institutionen (Kap. 9.4) ist zur Gestaltung des 
Strukturwandels, etwa über Weiterbildungsprogramme 
und für eine informierte Auseinandersetzung mit der 
Zukunft der Arbeit, ein kontinuierliches Monitoring 
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der Arbeitsmärkte erforderlich. Der WBGU empfiehlt 
vor diesem Hintergrund, insbesondere in Entwick-
lungsländern die erweiterten Möglichkeiten der Infor-
mationserfassung und -verarbeitung durch die Digi-
talisierung gezielt für diese Zwecke zu nutzen. Tech-
nische, entscheidungsassistierende Systeme können 
zudem dazu eingesetzt werden, die Suchprozesse auf 
Arbeitsmärkten zu vereinfachen und Friktionen abzu-
bauen. So könnte die Vermittlung von Arbeitskräften 
beispielsweise durch die Einführung neuer Such- und 
Matching-Algorithmen verbessert werden, welche die 
Zusammenführung von Arbeitssuchenden und -anbie-
tern anhand einer intelligenten Erfassung von Beru-
fen, Qualifikationen und Tätigkeiten trotz zunehmend 
ausdifferenzierter Berufsprofile erlauben. Derartige 
Ansätze sollten allerdings nur verfolgt werden, wenn 
die Diskriminierungsfreiheit der Entscheidungsassis-
tenzsysteme sichergestellt werden kann. 
9.1.3.4 
Neue Mechanismen der Verteilung entwickeln und 
umfassend prüfen
Der WBGU sieht die Gefahr, dass die Entlohnung von 
Erwerbsarbeit im Zuge des digitalen Wandels immer 
weniger zur Gewährleistung ökonomischer Teilhabe 
und zu einer ausgewogenen Verteilung von Einkommen 
beitragen wird, selbst wenn Extremszenarien vollstän-
diger Automatisierung nicht eintreten werden. Zuneh-
mende Ungleichheit droht zwischen und innerhalb von 
Gesellschaften bzw. Ländern sowohl durch eine wach-
sende Spreizung der Gehälter von Arbeitnehmer*in-
nen unterschiedlicher Qualifikation als auch durch 
die gegenüber anderen Wirtschaftsgütern und Fakto-
ren abnehmende Bedeutung von Arbeit und somit von 
Arbeits- gegenüber Gewinneinkommen.
Die Einrichtung bzw. Weiterentwicklung von Syste-
men der sozialen Sicherung ist notwendig, um gerade in 
der näheren Zukunft drohenden Ungleichheitsentwick-
lungen begegnen und Menschen, die mit der Geschwin-
digkeit des technischen Fortschritts nicht Schritt halten 
können, auffangen zu können. Unterstützend können 
hier neue Formen der sozialen Sicherung wie Zeitban-
ken (Kap. 5.2.2.1) wirken. Ausgebaut und stärker ins-
titutionell verankert werden sollten nach Ansicht des 
WBGU dabei auch Wege und Spielräume der berufli-
chen Weiterbildung, denen  angesichts der Geschwin-
digkeit des technischen und gesellschaftlichen Wandels 
hohe Bedeutung für die Sicherung der wirtschaftlichen 
Teilhabe zukommt (Kap. 5.3.4, 9.1.4).
Da eine Kombination aus traditioneller sozia-
ler Sicherung und Strukturpolitik im engeren Sinn 
gerade längerfristig deutlich zu kurz greifen könnte, 
um eine breite Beteiligung der Bevölkerung an Wert-
schöpfung sicherzustellen und extremere Ungleichheit 
zu vermeiden, müssen bereits frühzeitig neue Kon-
zepte der Umverteilung und Beteiligung entwickelt 
und in Machbarkeitsstudien überprüft werden. Der-
artige Verteilungsmechanismen und ihre gesellschaft-
liche Akzeptanz sind zentrale Elemente neuer, erwei-
terter Arbeitsbegriffe und darauf aufbauender Gesell-
schaftsentwürfe. Mögliche Ansätze, die es eingehen-
der und systematischer als bislang zu prüfen gilt, sind 
Formen eines (bedingungslosen) Grundeinkommens 
oder auch Möglichkeiten zur breiteren Beteiligung an 
Unternehmen und deren wirtschaftlichen Gewinnen 
aus der Digitalisierung, wie beispielsweise auch durch 
die Etablierung und Förderung genossenschaftlicher 
Unternehmensformen (Kap. 5.2.2). Zu einer Aufwer-
tung gesellschaftlich wichtiger, heute jedoch kaum oder 
nicht entlohnter Tätigkeiten kann schließlich auch der 
Staat beitragen, indem derartige Tätigkeiten beispiels-
weise in formale Beschäftigungsverhältnisse über-
führt oder durch steuerliche Entlastungen finanziell 
gefördert werden. Ebenso wie die Inanspruchnahme 
der sozialen Sicherungssysteme bei der Abfederung 
des Strukturwandels in der kürzeren Frist setzt dies 
jedoch eine Stabilisierung und Stärkung der finanziel-
len Handlungsspielräume des Staates voraus, die über 
eine Reform und Anpassung der Steuer- und Abgaben-
systeme an die Herausforderungen der Digitalisierung 
und unter Nutzung ihrer Potenziale erreicht werden 
muss (Kap. 9.3.2.2). 
9.1.3.5 
Internationale Arbeitsteilung: Auf Strukturwandel 
vorbereiten
Die Veränderung von Qualifikationsanforderungen und 
die neuen, weiterreichenden Möglichkeiten der Auto-
matisierung im Zuge des digitalen technischen Fort-
schritts betreffen auch die wirtschaftliche Integration 
von Entwicklungs- und Schwellenländern in globale 
Wertschöpfungsketten. Eine aus Nachhaltigkeitssicht 
elementare Dimension der Verteilungswirkungen ver-
läuft daher zwischen Industrie- sowie Entwicklungs- 
und Schwellenländern. 
Große Teile der in Entwicklungs- und Schwellenlän-
der ausgelagerten Tätigkeiten können zukünftig auch 
von technischen Systemen übernommen und näher an 
Heimatmärkte und Endverbraucher*innen angesiedelt 
werden. Vergangene Entwicklungsmodelle, die auf der 
Ausnutzung von Standortvorteilen durch internatio-
nale Arbeitsteilung beruhten, werden so infrage gestellt. 
Gleichzeitig entstehen neue Zugänge durch digitale 
Plattformen und durch die Möglichkeiten, Dienstleis-
tungen weltweit standortunabhängig anzubieten. Aus 
Sicht des WBGU sollte dieser globalen Dimension des 
Strukturwandels zukünftig vermehrt Aufmerksamkeit 
geschenkt werden. Ob und unter welchen Vorausset-
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zungen im Zuge des digitalen Wandels und neu entste-
hender Arbeitsformen und Beschäftigungsverhältnissen 
auf digitalen Plattformen neue, nachhaltige Entwick-
lungsmodelle entstehen, sollte eingehender untersucht 
werden. Zentral ist der Aufbau von IKT-Infrastrukturen 
in Entwicklungs- und Schwellenländern, um der Gefahr 
einer neuen, digitalen Spaltung zu begegnen. Dies sollte 
durch den Aufbau von Kompetenzen im Umgang mit und 
bei der Entwicklung digitaler Technologien sowie ent-
sprechender Investitionen in Aus- und Weiterbildung 
begleitet werden. 
Um die Chancen für nachhaltige Entwicklung zu 
stärken, sollten aus Sicht des WBGU darüber hinaus 
international gültige Mindeststandards im Arbeits-
schutz auch für digitale Plattformen vereinbart wer-
den. Die Digitalisierung bietet hier Potenziale, die Ein-
haltung derartiger Verpflichtungen und Standards glo-
bal zu überprüfen und durchzusetzen.
9.1.4 
Wissen, Bildung und digitale Mündigkeit 
Menschen sind sinnsuchende 
und sozialisierte Wesen. Ihre 
Bildung begleitet die Entfal-
tung von Persönlichkeit, die 
Orientierung in sozialen und 
natürlichen Umfeldern sowie 
die Schaffung von und den 
Umgang mit Veränderungen. 
„Da Kriege im Geist der Menschen entstehen, muss 
auch der Frieden im Geist der Menschen verankert 
werden“ heißt es in der Verfassung der United Nati-
ons Educational, Scientific and Cultural Organization 
(UNESCO) von 1945. Für eine friedvolle und nachhal-
tige Zukunftsgestaltung brauchen Menschen also Bil-
dungsinhalte und -formate, die den jeweiligen Heraus-
forderungen entsprechen. Die Anforderungen einer Bil-
dung für nachhaltige Entwicklung oder Global Citizens-
hip Education sind inzwischen systematisch erfasst, 
aber erst selten zum Gegenstand konsequenter Umset-
zung geworden. Heute werden die Forderungen nach 
digitaler Kompetenz lauter. Der WBGU schlägt vor, die 
jeweiligen Ansätze in einem Konzept der Zukunfts-
bildung zusammenzuführen und mit entsprechenden 
Ressourcen und Verbindlichkeiten nun konsequent in 
die Breite zu  tragen. 
9.1.4.1 
Bildung für die digitalisierte Nachhaltigkeits-
gesellschaft frühzeitig konzipieren
Aufgrund der noch relativ hohen Unsicherheiten 
über die Auswirkungen des rapiden digital induzier-
ten soziotechnischen und gesellschaftlichen Wan-
dels gewinnt die Frage nach dem passenden Bildungs-
ideal und passenden Bildungsinstrumenten und -for-
maten weiter an Bedeutung. Aus Konzepten der 
Bildung für nachhaltige Entwicklung (BNE) sind wich-
tige Kompetenzen wie Multiperspektivität und kri-
tische Reflexion, Kreativität, Innovations- und Dia-
logfähigkeit, aber auch Umgang mit Unsicherheiten 
und Selbststeuerung bekannt. Sie decken sich in vie-
len Punkten mit den skizzierten Bildungsnotwendig-
keiten für den Umgang mit dem digitalen Wandel und 
zunehmend komplexeren Arbeitszusammenhängen. 
 Medienbildung bekommt hier eine erweiterte Bedeu-
tung und sollte um Grundwissen über digitale Techno-
logien, deren Geschichte und Technikfolgenabschät-
zung und die Qualitäten digitaler Informationsräume 
angereichert und erweitert werden. So können Men-
schen ihre Mündigkeit (gegenüber soziotechnischen 
Systemen bzw. ihren Herstellern und Betreibern sowie 
deren Interessen) bewahren und zugleich flexibel und 
offen auf neue technische Möglichkeiten und Entwick-
lungen reagieren. Persönlichkeitsbildung, Selbststeue-
rungskompetenzen und Mitgefühl helfen nicht nur im 
konstruktiven Umgang mit Unsicherheit, globaler Soli-
darität und transformativen Entwicklungen, sondern 
werden auch als Alleinstellungsmerkmale von Men-
schen gegenüber der digitalen und digitalisierten Tech-
nik inklusive KI diskutiert. In diesem Sinne sollte ein 
entsprechend zukunftsorientierter Bildungs- und Wei-
terbildungspakt für das 21. Jahrhundert auf nationaler 
und internationaler Ebene geschlossen werden. Voraus-
setzung dafür ist, dass der Zugang zu Bildung innerhalb 
und zwischen Ländern für alle sichergestellt wird. Ver-
tiefte Empfehlungen hat der WBGU für den Schauplatz 
Bildung (Kap. 5.3.4) ausgearbeitet. 
9.1.4.2 
Pakt der Zukunftsbildung  verhandeln
Im Kontext der Erneuerung des Weltaktionsprogramms 
Bildung für nachhaltige Entwicklung kann die Bundesre-
gierung die geschaffenen Abstimmungsstrukturen zwi-
schen Bund und Ländern nutzen, um in einem nächs-
ten Schritt die Integration aktueller Kompetenzforderun-
gen aus unterschiedlichen Perspektiven voranzutreiben:
 > Transformationskompetenzen: Sie sind grundlegend 
für einen Kontext der tiefen und schnellen Verände-
rungen von Gewohntem und einer dadurch verstärk-
ten Rolle ethisch-normativer Fragen als Orientierung 
in der Gestaltung des Neuen (z. B. Philosophie, 
9 Handlungsempfehlungen
388
 kognitive Flexibilität und Komplexität, kritisches, 
innovatives Denken und Umgang mit Unsicherheit 
und Verlust). 
 > Nachhaltigkeitskompetenzen: Sie sind ausgerichtet 
auf die Zielbestimmung, dass neu entstehende tech-
nologische, soziale, institutionelle und ökonomische 
Lösungen menschliches Wohlergehen innerhalb pla-
netarischer Leitplanken und unter Wahrung von 
Würde und Diversität ermöglichen sollen. Beispiele 
sind systemisches Denken, Integration von natur-
wissenschaftlichem, sozialwissenschaftlichem und 
technischem Wissen sowie Umgang mit Multi-
perspektivität und normativen Gewichtungen.
 > Antizipationskompetenzen: Sie sind speziell auf die 
Reflexion ausgerichtet, wie Theorien, Konzepte und 
Wirklichkeitsannahmen auf Zukunftsvorstellungen 
wirken und wie diese Vorstellungen von Zukunft 
wiederum die Handlungen und Entscheidungen der 
Gegenwart prägen. Beispiele sind die gezielte Suche 
nach abweichenden Sichtweisen, Sensibilität für 
strukturelle Macht etablierter Wissensbestände und 
Praktiken sowie Erfahrungswissen und Lernen durch 
Erleben oder Simulationen. 
 > Digitalkompetenzen: Sie sind speziell für die durch 
die Digitalisierung neu auftretenden Herausforde-
rungen technischer, organisatorischer, sozialer und 
(selbst-)regulatorischer Art wichtig. Beispiele sind 
das Verständnis für digitale Technologien, Methoden 
und Optionsräume, der Umgang mit digitalen 
Medien und Wissensquellen, digitale Geschäftsmo-
delle und soziotechnische wie psychologische 
Effekte digital vermittelter Kommunikation oder 
Steuerung.
9.1.4.3 
Bildung als Zukunftsinvestition ernst nehmen 
Neben einem Bildungspakt, in dem die inhaltlichen 
Schwerpunkte festgelegt sind, bedarf es auch eines 
Plans für die konsequente Umsetzung. Die gemeinsame 
Finanzierung des DigitalPakt Schule kann hier nur ein 
erster Schritt gewesen sein und ist in seinem Zeitraum 
zu kurz gefasst. Bezüglich der erfolgreichen Umset-
zung der Beschlüsse zur BNE liegen Vorschläge vor, die 
z. B. eine Roadmap von zehn Jahren und 14 Mrd. € an 
 Investitionen umfassen (Bündnis Zukunftsbildung). 
Ein entsprechend größeres Unterfangen ist bei zusätzli-
chen Inhalten und Ausstattungen erforderlich. Im Kon-
text der beruflichen Weiterbildung gilt es besonders in 
den Sektoren und Regionen zukunftsorientierte Ange-
bote zu verstärken, die von intensiven Veränderungs-
prozessen betroffen sind. Da Deutschland bei Bildungs-
ausgaben OECD-weit nach wie vor im unteren Viertel 
rangiert und Infrastrukturqualität wie Personaldecke in 
vielen Schulen und Kindertagesstätten unzureichend 
und stark schwankende Ausstattungen und Qualität 
seit langem dokumentiert sind, rät der WBGU zu einer 
großen Investitionsinitiative Zukunftsbildung, die auch 
Ungleichheiten in der Teilhabe an Bildung systematisch 
berücksichtigt. Effektive Evaluationsverfahren sollten 
dabei durch enge Zusammenarbeit mit Vorreitern aus 
der Bildungspraxis (Kindergärten, Schulen, Hochschu-
len, Universitäten, Weiterbildungsinstitutionen, Kom-
munen, Zivilgesellschaft) erstellt werden und ein hohes 
Ambitionsniveau sicherstellen. 
9.1.4.4 
Weltaktionsprogramm Bildung für nachhaltige 
Entwicklung prominent unterstützen
Nach dem Review des SDG 4 „Inklusive, gleichberech-
tigte und hochwertige Bildung gewährleisten und Mög-
lichkeiten lebenslangen Lernens für alle fördern“ im 
High-level Political Forum on Sustainable Development 
der Vereinten Nationen im Jahr 2019 (UN, 2019) soll-
ten auch in der internationalen Zusammenarbeit nach 
dem Monitoring die Umsetzungsbarrieren in den Mit-
telpunkt gestellt und eine institutionelle wie finanzielle 
Verstärkung für die Erreichung der Bildungsziele ange-
strebt werden. 
9.1.4.5 
Wissen als integralen Bestandteil von 
 Zukunftsgestaltung begreifen und organisieren 
Insbesondere zu gesellschaftlichen Umbruchzeiten mit 
hohen Verunsicherungen über zu erwartende Ände-
rungen ist die Auswahl und Qualität von Wissen für 
die Legitimation von Entscheidungen und auch die 
Antizipation möglicher Konsequenzen von besonderer 
Bedeutung. Für eine gesellschaftliche, sachlich orien-
tierte Verständigung über plausible, mögliche und wün-
schenswerte Zukünfte und deren politische wie tech-
nologische Gestaltung sind öffentliche Instanzen für 
diese Aufgabe sehr wichtig. Ergebnisse besonders bei 
umstrittenen Themen sollten öffentlich gut zugänglich 
und einfach verständlich dargestellt werden. Institu-
tionen wie das Science Media Center sind gute erste 
Schritte, jedoch in Zeiten zunehmend journalistisch 
unvermittelter Kommunikation über soziale Medien 
nicht mehr ausreichend. Auch sollten Futures Literacy 
und Anticipation, Disziplinen, die vorherrschende Rea-
litätsannahmen als prägend auf die Vorstellungen und 
Beurteilung von Zukunft reflektieren, als neues For-
schungsfeld und Bildungsthema aufgenommen und 
gezielt gefördert sowie in die Weiterentwicklung von 
Zukunftsforschung, Prognose und Technikfolgenab-
schätzung systematisch integriert werden. 
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9.2
Neue Nachhaltigkeitsherausforderungen durch 
die digitale Revolution
Durch die weltweite Verbreitung digitaler Technologien 
ergeben sich spezifische Risiken, Herausforderungen 
und auch Chancen, die im Nachhaltigkeitsleitbild der 
Agenda 2030 zwar implizit skizziert sind, aber in vielen 
Fällen nicht explizit in ihrer Tragweite formuliert wur-
den (Kap. 8.3). Die folgenden Empfehlungen zu den 
Themen Privatsphäre, Fragilität und Autonomie tech-
nischer Systeme, ökonomische und politische Macht-
verschiebungen zeigen exemplarische Möglichkeiten, 
diesen Herausforderungen zu begegnen. 
9.2.1 
Big Data und Privatsphäre
Global gesehen und  innerhalb 
von Gesellschaften gibt es noch 
kein gemeinsames Verständnis 
über den Umgang mit Daten 
(Kap. 8.3.1, 8.3.2). Datener-
hebung, Datenzusammenfüh-
rung, Datenhandel und Daten-
nutzung sind weitestgehend 
intransparent. Entscheidungen, die auf Grundlage von 
Datenauswertungen getroffen werden, können der-
zeit vielfach nicht nachvollzogen werden und es man-
gelt an individueller Kontrolle über die eigenen Daten, 
deren Verwertung oder Weiterverkauf. Kommunikati-
ons- und Verhaltensdaten, deren Wert sich dem Indi-
viduum nicht erschließt, werden als scheinbar kosten-
lose Gegenleistung für Dienstleistungen von (Digital-)
Unternehmen gesammelt und verwertet. Die Kontrolle 
über große Mengen an Persönlichkeitsprofilen kann 
zudem Einflussmöglichkeiten auf die gesellschaftli-
che und demokratische Willensbildung eröffnen, die 
die Grundlagen demokratischer Prozesse gefährden. 
Dadurch sind nicht nur Markt und Demokratie fun-
damental herausgefordert, sondern letztlich auch die 
Würde des Menschen durch eine mögliche Aushöh-
lung seiner Autonomie (Christl und Spiekermann, 
2016: 118 ff.). Der WBGU lehnt neben privater insbe-
sondere auch staatliche Massenüberwachung ab, da sie 
ihrem vorgeblichen Ziel, die Demokratie zu schützen, 
fundamental entgegengesetzt ist und ihre Grundlagen 
zerstört.
Angesichts des Anteils von Big Data daran, dass 
technische Voraussetzungen für eine totalitäre Dik-
tatur noch nie „so günstig wie heute“ waren (Grun-
wald, 2018: 54), zeigt die Entwicklung ihre Schatten-
seite: „Der moderne Mensch hat seine Umwelt und sein 
 Zusammenleben weitestgehend maschinenlesbar, also 
berechenbar gestaltet“ (Ullrich, 2017: 188). Somit gilt 
es, Menschen- und Grundrechte auf Privatleben und 
Meinungsfreiheit als Basis freier, demokratischer, fried-
licher und souveräner Gesellschaften langfristig zu ver-
teidigen und zu bewahren. Dazu ist es unabdingbar, 
sowohl Datenschutz, Datensicherheit, Manipulations-
freiheit und informationelle Selbstbestimmung als auch 
Datenqualität national, europäisch und global zu beför-
dern (Kap. 9.2.1.1, 9.2.1.2) und die digitale Öffent-
lichkeit und digitale Diskursräume zu erhalten und zu 
schützen (Kap. 9.2.1.3). Der Schutz der Privatsphäre 
sowie der demokratischen Öffentlichkeit im Digitalen 
Zeitalter sollten daher bei der Umsetzung der SDGs 
systematisch berücksichtigt und mit dem Ziel gestärkt 
werden, das Thema in einem Post-2030-Prozess zu 
verankern. Empfehlungen in diesem Bereich enthalten 
auch Kapitel 5.3.2, speziell zur Selbstvermessung der 
Gesundheit und dem Umgang mit digitalen Gesund-
heitsdaten siehe Kapitel 5.3.7. 
9.2.1.1 
Staatliche und privatwirtschaftliche Verantwort-
lichkeit für Privatsphärenschutz stärken
Der WBGU schließt sich den Empfehlungen zum Schutz 
der Privatsphäre und zur Stärkung der individuellen 
Souveränität an, wie sie von der Nationalen Akade-
mie der Wissenschaften Leopoldina (2018) und dem 
Sachverständigenrat für Verbraucherfragen (SVRV, 
2017) vorgelegt wurden. Insbesondere sollten Staaten 
aufgrund der Komplexität des Themas Daten(schutz)
behörden personell angemessen und mit breiter inter-
disziplinärer Kompetenz aufstocken, um Datenschutz-
rechte von Nutzer*innen gegenüber privaten und 
öffentlich-rechtlichen Akteuren bestmöglich zu wah-
ren. Zum besseren Schutz von Bürger*innen gegenüber 
der exzessiven Datennutzung durch staatliche Geheim-
dienste ist die effektivere Kontrolle geheimdienstlicher 
Datensammlung durch Parlamente zu gewährleisten. 
Die EU sollte Datensicherheit und Datenschutz als 
zukünftigen Standortvorteil wahrnehmen und aus-
bauen sowie das Schutzniveau der EU-DSGVO praktika-
bel operationalisieren und wo nötig, weiterent wickeln 
(Kap. 9.3.2.2). Die Zivilgesellschaft ist eine wichtige 
Stimme für die Durchsetzung von individuellem Pri-
vatsphärenschutz. Deshalb empfiehlt der WBGU in 
diesem Feld tätige NRO sowohl durch kommunikativen 
Austausch mit Datenschutzbehörden als auch wissen-
schaftlicher Forschung zu unterstützen (Kap. 10.2.4.3). 
NRO sollten befähigt werden, sich präventiv durch die 
Beteiligung an Vorabverfahren wie Datenschutzfol-
genabschätzungen oder durch Beschwerde- und Kla-
gemöglichkeiten einzubringen. Ohne dass die Verant-
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wortung auf Individuen abgewälzt werden darf, sollte 
jede*r Einzelne zum eigenen Privatsphärenschutz 
beitragen können. Dazu ist zunächst Kompetenz im 
Umgang mit IKT erforderlich (Kap. 9.1.4). Eine weitere 
Chance für mehr Nutzersouveränität sieht der WBGU in 
nutzerfreundlichen, zugänglichen technischen Werk-
zeugen für Datensouveränität im Sinne der Kontrolle 
über eigene Daten. Beispiele sind hier Projekte wie 
mydata.org und decode, welche technische Hilfsmittel 
für das Datenmanagement entwickeln. In der Techno-
logieentwicklung sollten für die Umsetzung der Prinzi-
pien Privatheit und Sicherheit by design, die zumindest 
innerhalb der EU verbindlich sind, hinreichende Mittel 
und Kapazitäten zur Verfügung gestellt werden. Ent-
sprechend sollte schon bei der Konzeption „smarter“ 
Vorhaben der Schutz des Privaten konsequent mitbe-
dacht werden, zum Beispiel mittels Datenschutzfolgen-
abschätzungen. Die Überwachungsfreiheit des Einzel-
nen muss in die verwendeten Technologien bereits ein-
gebettet werden (Kurz und Rieger, 2018a). 
Für einen breiten öffentlichen Diskurs, insbeson-
dere auch zu diesen Themen sollte die informatio-
nelle Mündigkeit (Ullrich, 2014) einzelner Menschen 
und der gesamten Gesellschaft auch im Rahmen einer 
digitalen Öffentlichkeit befördert werden (Kap. 9.1.4). 
Im Rahmen verantwortungsvoller Innovationspolitik 
sollte die digitalisierte Kommunikation für eine inter-
nationale Öffentlichkeit gemeinwohlorientiert gestaltet 
(Dabrock, 2018: 41) und über eine öffentlich-rechtliche 
IKT realisiert werden (Kap. 5.3.5). 
Für einen konsequenten Schutz von Privatheit und 
Öffentlichkeit sollte sich auch „[d]ie deutsche Wirtschaft 
[…] zu einem verantwortungsbewussten Umgang mit 
Daten bekennen“ – jedoch sollte aus Sicht des WBGU 
nicht diese allein, sondern eine noch stärkere EU-weite 
Datenschutzgesetzgebung und -anwendung „definieren, 
was einen verantwortungsvollen Datenhandel ausmacht“ 
(Lukas, 2018: 14) – insbesondere im Zusammenhang mit 
einem eigenen europäischen Modell (Kap. 9.3.2). Not-
wendige Voraussetzung dafür ist ein struktureller Wan-
del vom Big Data-Konzept zu einem Konzept der „Smart 
Data“ (Kap. 3.3.2), das in gesetzlichen Vorgaben wie der 
EU-DSGVO durch Grundsätze wie Zweckbindung und 
Datensparsamkeit bereits angelegt ist und im Sinne einer 
„Qualität der Daten“ statt „Quantität an Daten“ konkre-
tisiert werden sollte. 
9.2.1.2 
Völkerrecht zum internationalen Schutz der 
 Privatsphäre auf UN-Ebene schaffen 
Für das weltweite Menschenrecht auf Privatsphäre 
(Art. 12 der Allgemeinen Erklärung der Menschen-
rechte von 1948; Art. 17 Internationaler Pakt über bür-
gerliche und politische Rechte von 1966) sollte nach 
Ansicht des WBGU auf UN-Ebene eine „United Nations 
Privacy Convention“ eingerichtet werden (Kap. 8.3.1). 
Diese sollte die rechtliche Ausgestaltung zum Umgang 
mit Daten und dem Schutz der Privatsphäre in den Län-
dern und länderübergreifend adressieren. Privatsphäre 
sollte außerdem als ein integraler Bestandteil nachhal-
tiger Entwicklung verstanden und bei künftiger Wei-
terentwicklung globaler Nachhaltigkeitspolitik auf die 
Agenda gesetzt werden (Kap. 9.3.1). Die auf UN-Ebene 
eingerichteten Initiativen in Richtung eines globalen 
Rechts auf Privatsphäre (UN, 2017) sollten fortentwi-
ckelt und unterstützt werden. Dabei ist zu beachten, 
dass aufgrund kultureller Diversität die Vorstellung 
von Privatsphäre global gesehen sehr unterschiedlich 
betrachtet und Einstellungen darüber, welche Daten 
wie erhoben, genutzt oder geschützt werden sollten, 
variieren. Hierzu ist ein Diskurs auf internationaler 
Ebene ebenso nötig, wie die Stärkung lokaler Initiati-
ven und Akteure, welche diesen in den jeweiligen Staa-
ten befördern, um eine breite Multistakeholder-Gover-
nance zu schaffen.
9.2.1.3 
Digitalen Strukturwandel der Öffentlichkeit 
gemeinwohlorientiert und innovativ gestalten
Während einerseits Privatheit zunehmend „veröffent-
licht“ wird, ist die Öffentlichkeit im Digitalen Zeital-
ter (etwa in sozialen Medien) durch eine zunehmende 
Privatisierung gekennzeichnet. Neben stärkeren Mani-
pulationsrisiken wird durch die Macht der Plattform-
betreiber nicht zuletzt das Recht auf freie Meinungs-
äußerung bereits heute global tangiert (Cannataci et 
al., 2016), beispielsweise im Hinblick auf Upload-Fil-
ter. Für eine globale Nachhaltigkeitsperspektive ergibt 
sich jedoch nicht nur angesichts teils unklarer wissen-
schaftlicher Datenbasis und diesbezüglicher Befunde 
(etwa im Zusammenhang mit Filterblasen oder Echo-
kammern) ein eher ambivalentes Bild aus dem digitalen 
Strukturwandel der Öffentlichkeit (Fraser, 2010; Imhof, 
2011). Zunächst handelt es sich dabei um eine grund-
legende Transformation der Bedingungen der Möglich-
keit von Öffentlichkeit (Kap. 5.3.2). Der digitale Struk-
turwandel der Öffentlichkeit ist zwar nicht der einzige 
Grund, jedoch beschleunigend für deren gegenwärtige 
Krise. Die generelle Funktionsweise medialer Ökono-
mien der Aufmerksamkeit (Franck, 1998; Weischen-
berg, 2018) ist mindestens ebenso zentral. Unter die-
sem Begriff wurde bereits vor zwei Jahrzehnten nicht 
nur die zunehmende Fülle an Information als indivi-
duell „nicht mehr zu bewältigende Flut“ und „immer 
gewaltiger anwachsenden Schwall von Reizen“ thema-
tisiert, welche „eigens dazu hergerichtet sind, unsere 
Aufmerksamkeit in Beschlag zu nehmen“ (Franck, 
1998: 49). Der digitale Strukturwandel der Öffentlich-
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keit hat diese Situation keineswegs ent- sondern eher 
verschärft und die knappe Ressource individueller Auf-
merksamkeit erscheint im Digitalen Zeitalter umkämpf-
ter als je zuvor. Im Zentrum steht jedoch nicht Infor-
mation, sondern der Neuigkeitswert, so dass der Aktu-
alitätsdruck ebenso steigt wie der Konkurrenzdruck 
und die Tendenz zu einer personalisierten, konflikt- 
und emotionsgeladenen Berichterstattung (Weischen-
berg, 2018: 30 ff.). Der WBGU empfiehlt daher, jour-
nalistische Qualitätsstandards nicht Schnelligkeit und 
Reichweite unterzuordnen und sich noch stärker für die 
international teils massiv bedrohte Pressefreiheit ein-
zusetzen. Neben Medienkompetenz und Mündigkeit, 
welche eher im Bereich der Bildungspolitik zu verorten 
sind, empfiehlt der WBGU entsprechend emanzipatori-
sche Projekte zu fördern, welche sich der Chancen der 
Digitalisierung bemächtigen, um informierte öffentli-
che Diskursräume und -arenen (Kap. 9.4.4) auf inno-
vativen Wegen bereitzustellen (Puppis et al., 2017).
9.2.2 
Fragilität und Autonomie technischer Systeme
Die Sicherheit und Zuverläs-
sigkeit zunehmend vernetzter 
technischer Systeme und Ver-
fahren sind zentrale Voraus-
setzung für eine digitalisierte 
Nachhaltigkeitsgesellschaft. 
Dies gilt zunächst im Allge-
meinen für die Gesamtheit der 
IKT-Infrastrukturen (Kap. 9.2.2.1), wie auch im Beson-
deren für algorithmenbasierte Prozesse zur Entschei-
dungsunterstützung oder -findung (Kap. 9.2.2.2).
9.2.2.1 
Sicherheit der Digitalisierung als Voraussetzung 
für die Transformation zur Nachhaltigkeit
Sicherheit by design als Standard flächendeckend 
verankern
Der WBGU empfiehlt nachdrücklich Sicherheit by 
design im sicherheitskritischen IKT-Bereich einzufor-
dern. Dies erfordert den weiteren Ausbau entsprechen-
der Expertisen und einen inter- und transdisziplinären 
Austausch und die Aus- und Weiterbildung bei Betrei-
bern digitalisierter Infrastrukturen und von IKT. Cyber-
sicherheit sollte in der Ausbildung von Anbeginn mitge-
dacht und vermittelt werden. Von staatlicher sowie pri-
vatwirtschaftlicher Seite ist zu vermeiden, dass teils im 
vermeintlichen Dienst öffentlicher Sicherheit Lücken 
in der Cybersicherheit nicht geschlossen werden, um 
sie für aktive Eingriffe auszunutzen. Das Grundrecht 
auf Gewährleistung der Vertraulichkeit und Integrität 
informationstechnischer Systeme wird im Fall absicht-
lich offen gehaltener Lücken verletzt. Entgegen der bis-
herigen sicherheitspolitischen Praxis von Überwachung 
bis hin zu künftigen „Hack Backs“ wäre von staatlicher 
Seite vielmehr alles zu tun, um Methoden und Tech-
niken der Cybersicherheit flächendeckend einzusetzen 
und alles zu vermeiden, was diese schwächt. Der WBGU 
empfiehlt zudem einen Paradigmenwechsel von global 
zunehmenden digitalen Offensivstrategien hin zu einer 
defensiven Cyberstrategie: Im militärischen und nach-
richtendienstlichen Bereich sollte auf eine internatio-
nale Ächtung von Operationen hingearbeitet werden, 
die „direkt die Souveränität eines Staates beeinträch-
tigen, seine Regierungsfähigkeit angreifen und kriti-
sche zivile Infrastruktur wie Stromnetze, Produkti-
onsanlagen, Gesundheits- und Nahrungsmittelversor-
gung sowie Kommunikationsnetze zum Ziel haben“ 
(Kurz und Rieger, 2018a: 252ff.). Als ersten Schritt mit 
 Signaleffekt wäre aus Sicht des WBGU ein Moratorium 
zur Beschränkung weiterer Cyberaufrüstung zu begrü-
ßen. Anschließend sollten bestehende internationale 
Abkommen im Sinne einer globalen digitalen Friedens-
politik erweitert bzw. neue initiiert werden.
BSI-KritisV und IT-Sicherheitsgesetz 
weiterentwickeln
Die Verordnung zur Bestimmung Kritischer Infra-
strukturen nach dem BSI-Gesetz (BSI-KritisV) erfasst 
kritische Infrastrukturen aus den Sektoren Energie, 
Wasser, Ernährung, Informationstechnik und Telekom-
munikation, Transport und Verkehr, Gesundheit sowie 
Finanz- und Versicherungswesen. Der WBGU plädiert 
für die Weiterentwicklung der BSI-KritisV, um öffent-
lich-rechtliche IKT (Kap. 5.3.5) als kritische Infra-
struktur aufzunehmen. Zusätzlich sollte das IT-Sicher-
heitsgesetz, welches vor dem Hintergrund möglicher 
erheblicher IT-Sicherheitsvorfälle auf Basis von Cyber-
angriffen verabschiedet wurde, dahingehend wei-
terentwickelt werden, dass auch Störungen anderer 
Art gemeldet werden müssen, wenn die Cybersicher-
heit und funktionale Sicherheit kritischer Infrastruk-
turen bedroht ist. Derzeit müssen beispielsweise keine 
gewöhnlichen Störungen gemeldet werden, sofern 
diese mit den nach Stand der Technik zu ergreifenden 
Maßnahmen verhindert und ohne größere Probleme 
bzw. erhöhten Ressourcenaufwand bewältigt werden 
können, z. B. wie beim Eindringen gewöhnlicher Schad-
software oder Hardwareausfälle (BSI, 2019b). Außen 
vor sind so ebenso Ausfälle, die durch Qualitäts-, Kon-
figurations- oder Bedienfehler verursacht werden. Die 
Festlegung, dass zu den erheblichen IT-Sicherheitsvor-
fällen ebenso IT-Störungen und IT-Ausfälle zu melden 
sind, sollte angepasst werden. Darüber hinaus müssen 
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die Zulieferer, Hersteller und Betreiber kritischer Inf-
rastrukturen sowie die öffentliche Hand zu einer den 
Expert*innen und Herstellern zugänglichen Veröffent-
lichung von Lücken in der Cybersicherheit und Fehlern 
in der IKT kritischer Infrastrukturen verpflichtet wer-
den. 
Europäische Register für technische Systeme sowie 
deren Ausfälle und Schäden entwickeln
Zur Schaffung größerer Qualität und Sicherheit der auf 
dem Markt befindlichen IKT für kritische Infrastruk-
turen sollte parallel ein zentrales europäisches Regis-
ter angelegt werden, in dem diese aufbauend auf den 
ISO-Standards differenziert erfasst werden. Ein  Vorteil 
eines solchen Registers wäre die Schaffung größe-
rer Transparenz, Sicherheit und Ermöglichung konti-
nuierlicher Qualitätsverbesserung durch die Hersteller 
und Betreiber. Es könnte gleichzeitig als Frühwarnsys-
tem fungieren, um Risiken zu identifizieren und Wie-
derholungsschäden zu vermeiden. Zwecks größtmögli-
cher Neutralität sollte es von einem Verbund öffentli-
cher Stellen betrieben und verwaltet werden und ein 
Berechtigungskonzept mit Zugangsberechtigung nach 
Rollen zum Einsatz kommen. Wo zweckmäßig und mög-
lich sollte das Register ebenso für die breite Tech-Com-
munity einsehbar sein. Darüber hinaus wäre ein euro-
päisches Ausfall- und Schadensregister zu errichten, in 
dem IKT-Ausfälle und IKT-Schäden von Einrichtungen, 
Anlagen oder Teilen kritischer Infrastrukturen inklu-
sive öffentliche IKT erfasst werden. Es wäre auch über 
die Aufnahme von Meldungen erheblicher IT-Störun-
gen und IT-Ausfälle in der öffentlichen Verwaltung 
und bei Anbietern digitaler Dienste nachzudenken. Das 
Register sollte ebenfalls von einem Verbund neutraler 
öffentlicher Stellen geführt und verwaltet werden, und 
der vollständige Zugriff einem autorisierten Expert*in-
nenkreis vorbehalten sein. Für die breite Tech-Commu-
nity oder die Öffentlichkeit sollten jedoch Auszüge des 
Registers einsehbar sein. Dazu sollten Berechtigungs-
konzepte zum Einsatz kommen.
9.2.2.2 
Einsatz automatisierter Entscheidungen
Digitale Technologien übernehmen zunehmend kom-
plexe Kontroll- und Steuerungsaufgaben, von deren 
Verlässlichkeit Gesellschaften und Individuen abhängig 
sind. Eine Übertragung von Entscheidungen auf auto-
matisierte Systeme in gesellschaftlichen Kernbereichen 
sollte nur methodisch und demokratisch abgesichert 
erfolgen und für die Betroffenen nachvollziehbar sein 
(Kap. 8.3.3).
Big Data und algorithmische Entscheidungsprozesse 
– einklagbare Rechte schaffen
Es braucht mehr Transparenz über Verfahren, eine 
zivilgesellschaftliche Beteiligung, eine Verbesserung 
der Aufklärung von Betroffenen und staatliche Auf-
sicht im Rahmen algorithmischer Entscheidungsfin-
dung. Grundsätzlich ist diese ein politischer und kein 
rein technischer Prozess, der insbesondere in gesell-
schaftlichen Kernbereichen von Ideen, Normen und 
Interessen bestimmt wird. Entsprechend sollten Infor-
mations- und Kennzeichnungspflichten für Entschei-
dungsverantwortliche, eine präventive Kontrolle durch 
Erlaubnisvorbehalt für technische Systeme in kriti-
schen Anwendungsbereichen und Haftungsregeln brei-
ter diskutiert und etabliert werden. Dies gilt auch, wenn 
eine Entscheidung nur in Teilen automatisiert ist. Erste 
Ansätze wären Rechte auf kontrafaktische Erklärungen 
(Wachter et al., 2017) und auf rationale algorithmische 
Entscheidungsunterstützung und -findung (Wachter 
und Mittelstadt, 2018b). 
Bei auf Algorithmen basierender Entscheidungs-
unterstützung oder -findung oder ähnlichen automati-
sierten Prozessen sollten insbesondere in gesellschaft-
lichen Kernbereichen entsprechend nur auditierte Pro-
zesse bzw. zertifizierte Verfahren eingesetzt werden. So 
sollte durch staatliche Regulierung und gegebenenfalls 
explizite Zulassung digitaler Lösungen in gesellschafts-
kritischen Anwendungsbereichen gewährleistet werden, 
dass keine (Grund-)Rechtsverletzungen oder andere 
gesellschaftlichen Gefährdungen drohen. Zudem müs-
sen betroffene Individuen oder juristische Personen ein 
einklagbares Recht auf eine rationale Entscheidungs-
begründung erhalten. Der WBGU empfiehlt bei einer 
automatisierten Entscheidungsunterstützung bzw. -fin-
dung und dem Einsatz von KI in gesellschaftlichen Kern-
bereichen (Campolo et al., 2017; Villani, 2018), die letzt-
endliche Entscheidungshoheit (und  -verantwortung) 
beim Menschen zu belassen, insbesondere um dort Dis-
kriminierung zu vermeiden. Speziell zum Bereich Scoring 
sind weitere Empfehlungen in Kapitel 5.5.5 zu finden.
Haftung, Informations- und 
Kennzeichnungspflichten ausbauen
Der WBGU empfiehlt, im Rahmen demokratischer Pro-
zesse und Multistakeholder-Partizipation Kriterien, 
Standards und Grenzen der Übertragung von automa-
tisierten Entscheidungsunterstützungen und von Ent-
scheidungen auf technische Systeme in gesellschaftli-
chen Kernbereichen wie z. B. Justiz, Gesundheit, Wohl-
fahrt, Finanzen und Bildung sowie hinsichtlich der 
Anforderungen an Nachvollziehbarkeit und Einklagbar-
keit der Überprüfung automatisierter Entscheidungen zu 
erarbeiten, die über eine rein technische  Erklärbarkeit 
hinausgehen.
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Denkbar ist hier anstelle eines alleinigen „Algorith-
men-TÜV“ (Djeffal, 2018; SVRV, 2017) – ähnlich wie 
etwa bei heutigen Wirtschaftsprüfungsgesellschaf-
ten – die bestehenden IKT-bezogenen Zertifizierungs-
behörden mit Kompetenzen für Gütekriterien bei Sys-
temen für algorithmenbasierte Entscheidungsprozesse 
auszustatten und passende Auditing- bzw. Zertifizie-
rungsverfahren zu etablieren. In diesem Zusammen-
hang sind Regelungen (und eine potenzielle Verschär-
fung) der Verantwortung und Haftung privater Akteure 
als zusätzlicher Anreiz zur Entwicklung resilienter und 
sicherer Systeme (Scherer, 2016) sowie eine klare 
Güte- und Sicherheitskennzeichnung von software-
basierten Produkten und Diensten (Kurz und Rieger, 
2018a: 256ff.) umzusetzen. Die Krisenanfälligkeit und 
das Risiko systemischen Versagens steigt mit abneh-
mender Anzahl dezentraler, unabhängiger Komponen-
ten für algorithmenbasierte Entscheidungsunterstüt-
zung oder -systeme, wie sie eine zunehmende Mono-
polisierung oder Marktkonzentration zur Folge haben 
würde. Im Kontext der Resilienz sind deshalb flan-
kierend wettbewerbserhaltende und -stärkende Maß-
nahmen zur Erhöhung der Diversität auch bei sicher-
heitskritischen Komponenten (durch Basierung auf 
Standards, offene Schnittstellen und Interoperabilität; 
Kap. 9.2.3) ebenfalls wichtig. Vor diesem Hintergrund 
ist auch die aus der Finanzwirtschaft bekannte Prob-
lematik der Systemrelevanz (too big to fail) in Bezug 
auf die geforderte Regelung und Stärkung privatwirt-
schaftlicher Haftung zu adressieren, da sie bei sehr gro-
ßen, systemrelevanten Unternehmen ins Leere laufen 
kann. 
9.2.3 
Ökonomische und politische 
 Machtverschiebungen
Digitale Technologien verschie-
ben Macht und Einfluss zwi-
schen Staaten, Unternehmen 
und Bürger*innen (Kap. 8.4.1). 
Dabei wirken starke Netzwerk- 
und Skaleneffekte, die dazu 
führen, dass die Digitalisierung 
heute maßgeblich durch einige wenige, zumeist privat-
wirtschaftliche Akteure  gestaltet wird. Auch einzelne 
Staaten nutzen die digitale Technik bereits intensiv zur 
Steigerung ihrer staatlichen Macht. Die Digitalisierung 
wird nur dann bestehende soziale Ungleichheiten nicht 
verschärfen, wenn alle Menschen gleichermaßen die 
Chance bekommen, an ihren Potenzialen teilzuhaben. 
9.2.3.1 
Öffentlich-rechtliche IKT-Infrastrukturen und 
 digitale Gemeingüter schaffen
Ein zentraler Aspekt zur Erreichung der Transforma-
tion zur Nachhaltigkeit besteht in der Ermöglichung 
 substanzieller Teilhabe für alle Menschen („ normativer 
Kompass“; Kap. 2). Der WBGU argumentiert, dass im 
Digitalen Zeitalter neben klassischen Leistungen der 
Daseinsvorsorge wie Bildung, Gesundheitsversorgung 
oder Sicherheit auch der Zugang zu digitalen Infra-
strukturen zentrale Voraussetzung für ein menschen-
würdiges Leben und zur Mitwirkung an gesellschaft-
licher Entwicklung ist. Der Staat steht daher in der 
Verantwortung, einen allgemeinen Zugang zu öffent-
lich-rechtlichen Informations- und Kommunikati-
onsdiensten für Alle, und dabei insbesondere auch 
für benachteiligte Bevölkerungsgruppen, als Teil der 
Daseinsvorsorge zu gewährleisten (Kap. 5.3.5). Dies 
umfasst einen Teil des Internets sowie soziale Platt-
formen, die Daten, Informationen, Wissens- und Bil-
dungsangebote sowie Bürgerdienste anbieten können 
(Hanafizadeh et al., 2009: 388ff.), die öffentliche Funk-
tionen wahrnehmen sowie öffentlich oder aber privat 
betrieben werden. Die jeweiligen Ausprägungen öffent-
lich-rechtlicher IKT gilt es je nach Sektor hinsichtlich 
Inhalt, Qualität und Absicherung auszudifferenzieren.
Um die Mehrwerte der durch IKT durchdrungenen 
Gesellschaft für verschiedene Zwecke und möglichst 
alle Menschen weltweit nutzbar zu machen, spricht 
sich der WBGU zunächst für den Auf- und Ausbau 
neutraler IKT-Netzinfrastrukturen mit offenen inter-
nationalen Standards sowie interoperablen Schnittstel-
len und Formaten aus. Gefördert werden sollte zudem 
die Konzeption modularer und austauschbarer techni-
scher Komponenten, um so Abhängigkeiten von ein-
zelnen Herstellern und Infrastrukturanbietern zu ver-
meiden und damit sowohl Reparaturfähigkeit als auch 
digitale (Technologie-)Souveränität zu gewährleisten 
( Schieferdecker et al., 2018). Der öffentlichen Beschaf-
fung kann hierbei eine zentrale Rolle zukommen. Die 
Komponenten der öffentlich-rechtlichen IKT sind 
zudem an lokale Gegebenheiten und politische Ziele 
anzupassen (UNCTAD, 2018), wozu der offene Dialog 
und die Kooperation zwischen verschiedenen Stake-
holdern (lokale Behörden, Wirtschaft, Wissenschaft, 
Zivilgesellschaft) zur Förderung einer schnellen, nut-
zerzentrierten Einführung und Verbesserung öffent-
lich-rechtlicher IKT-Angebote empfohlen werden (The 
Earth Institute und Ericsson, 2016: 96ff.). Außerdem 
sollte Open-Source-Software unter Berücksichtigung 
von Prinzipien wie Interoperabilität, Wiederverwend-
barkeit, Sicherheit und Skalierbarkeit entwickelt und 
im Rahmen der öffentlichen Beschaffung bei öffentli-
chen IKT-Infrastrukturprojekten, wo sinnvoll und mög-
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lich, verwendet und gefördert werden (Schiefer decker 
et al., 2018). Der WBGU empfiehlt generell, beim Auf- 
und Ausbau öffentlich-rechtlicher digitaler Infrastruk-
turen deren Gemeinwohlorientierung ins Zentrum zu 
stellen, damit öffentliche Gelder vor allem auch öffent-
liche Güter schaffen. Neben Leistungsfähigkeit, Sicher-
heit (inklusive Vertrauenswürdigkeit) und Resilienz 
sollten auch gesellschaftliche Kontrollierbarkeit und 
diskriminierungsfreier Zugang sowie die Erhaltung der 
natürlichen Lebensgrundlagen gewährleistet sein und 
zu Leitprinzipien der öffentlichen Beschaffung werden. 
Die Bundesregierung sollte sich zudem sowohl natio-
nal als auch international für die Sicherung und Stär-
kung der Netzneutralität einsetzen sowie einen gleich-
berechtigten Netzzugang in ländlichen bzw. struktur-
schwachen Regionen fördern. Gleichzeitig sollte im 
Sinne von Green IT der ökologische Fußabdruck (z. B. 
Ressourcen- und Energieeffizienz, Recyclingfähigkeit) 
bereits bei der Entwicklung minimiert werden, d. h. der 
Auf- bzw. Ausbau und der Betrieb der öffentlich-recht-
lichen IKT-Infrastrukturen und -Dienste soll unter Ach-
tung und Erhaltung der natürlichen Lebensgrundlagen 
erfolgen. Zudem sind die Bedeutung digitaler Gemein-
güter (Digital Commons; Kap. 5.6.2) wie freie Bildung 
im Sinne von Open Education und Open Educational 
Resources, allgemein zugängliches Wissen mittels Open 
Access und Open (Government) Data und das digitali-
sierte Kultur- sowie Naturerbe in einer digitalen Nach-
haltigkeitsgesellschaft und der Bedarf ihrer Bereitstel-
lung und Absicherung national und international auf 
die politischen Agenden zu setzen. Digitale Gemeingü-
ter sind organisatorisch, technisch und rechtlich abzu-
sichern, z. B. mit Blick auf die Rechtssicherheit bei der 
Lizenzierung oder den dauerhaften Erhalt des Wissens. 
Zentral ist es, den inklusiven und chancengerechten 
Zugang zu digitalen Gemeingütern durch offene, bar-
rierefreie Formate und eine verbesserte Auffindbarkeit 
und Abrufbarkeit (etwa mittels internationaler Meta-
datenstandards) sicherzustellen und eine breite Mit-
wirkung an der Erstellung und Weiterentwicklung der 
digitalen Gemeingüter zu fördern, etwa durch Leucht-
turmprojekte. Ferner gilt es, Qualitätssicherungs- und 
Qualifizierungsmaßnahmen zu ergreifen, um die Bereit-
stellung und Nutzung qualitativ hochwertiger digitaler 
Gemeingüter sicherzustellen. Vertiefte Handlungsemp-
fehlungen zu öffentlich-rechtlicher IKT und digita-
len Gemeingütern finden sich in Kapitel 5.3.5 (Schau-
platz zu öffentlich-rechtlicher IKT) und Kapitel 5.3.10 
(Schauplatz zu Digital Commons). 
9.2.3.2 
Steuer- und Abgabensysteme reformieren
Der WBGU spricht Staaten und öffentlichen Institutio-
nen auch und gerade im Digitalen Zeitalter eine bedeu-
tende, gestaltende Rolle zu – sei es bei der Bereitstel-
lung digitaler Gemeingüter bzw. öffentlicher digitaler 
Infrastrukturen, der sozial- und bildungspolitischen 
Gestaltung des breiten Strukturwandels oder mit Blick 
auf die Gewährleistung wirtschaftlicher Teilhabe und 
die Eindämmung drohender Ungleichheitsentwicklun-
gen. Diese Rolle auszufüllen, erfordert auch längerfris-
tig stabile finanzielle Handlungsspielräume von Staaten 
und öffentlichen Institutionen. 
Die strukturellen Veränderungen der Arbeits-
märkte in Kombination mit der steigenden wirtschaft-
lichen Bedeutung immaterieller Wirtschaftsgüter wie 
Daten und digitalen Diensten werfen aus Sicht des 
WBGU allerdings erhebliche Zweifel auf, ob die heu-
tigen Steuer- und Abgabesysteme diese finanziellen 
Grundlagen längerfristig bereitstellen werden können 
(Kap. 5.3.3). Aus Sicht des WBGU sollte die Frage der 
Finanzierung von Staat und öffentlichen Institutionen 
möglichst mit der Ausgestaltung der Rahmenbedingun-
gen verknüpft werden, die für nachhaltige Entwicklung 
und einer diesem Ziel dienlichen Digitalisierung not-
wendig sind. In der Diskussion um die Herausforderun-
gen durch die Digitalisierung und möglicher Reform-
schritte wird diese Verbindung bislang meist jedoch 
nicht hergestellt. Dass zur angemessenen Besteuerung 
international tätiger Unternehmen neue Regelungen 
gefunden werden müssen, ist unzweifelhaft. Die dro-
hende Erosion der Finanzierungsgrundlagen von Staa-
ten im Zuge der Digitalisierung und Möglichkeiten der 
weiteren Harmonisierung internationaler Regeln der 
Besteuerung sollten und werden bereits heute intensiv 
diskutiert und ausgelotet (z. B. BEPS-Projekt auf Ebene 
von OECD und G20; OECD, 2015d). Steuern und Abga-
ben entfalten aber auch eine starke Lenkungswirkung, 
die aus Sicht des WBGU gezielt zur Förderung nachhal-
tiger Entwicklung und zur Gestaltung eines nachhalti-
gen Digitalen Zeitalters eingesetzt werden sollte. Leit-
gedanke der zukünftigen Ausgestaltung von Steuer- 
und Abgabensystemen sollte es daher sein, Produkti-
onsweisen und Verbrauchsverhalten, die diesen Zielen 
entgegenlaufen, zu belasten und umgekehrt heutige 
steuerliche Belastungen zu korrigieren, die nicht im 
Einklang mit den Zielen nachhaltiger Entwicklung ste-
hen. Übergreifend sieht der WBGU vor diesem Hinter-
grund drei Ansatzpunkte für Reformen. 
Besteuerung nicht angemessen bepreister 
natürlicher Ressourcen und externer Effekte
Die sehr weit gehenden Möglichkeiten des Monito-
rings und der Analyse von Umweltveränderungen soll-
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ten aus Sicht des WBGU zur konsequenten Ausrichtung 
von Steuer- und Abgabensysteme auf die Ziele nachhal-
tiger Entwicklung und insbesondere den Schutz natür-
licher Lebensgrundlagen genutzt werden: Umweltein-
flüsse bzw. -schädigungen, oder allgemein gesellschaft-
liche Folgen privaten Handelns, sollten umfassend 
bepreist werden, soweit diese nicht, oder nicht ange-
messen, von Marktpreisen erfasst werden. Mit einer sol-
chen (Neu-)Ausrichtung von Steuern und Abgaben kön-
nen einzelnen Akteuren, seien es Unternehmen oder pri-
vate Akteure, zeitnah und verursachergerecht (Preis-)
Signale über die gesellschaftlichen Konsequenzen ihres 
Handelns übermittelt werden. Dies lenkt den Blick der 
Akteure direkt auf den Schutz der natürlichen Lebens-
grundlagen und bringt, neben Anpassungen in Produkti-
onsweisen und Konsumverhalten, auch die weitere tech-
nologische Entwicklung wesentlich stärker in Einklang 
mit den Zielen nachhaltiger Entwicklung als bisher. Auch 
wenn diese Neuausrichtung von Steuern und Abgaben 
grundsätzlich alle Akteure betrifft, adressiert sie insbe-
sondere auch den Energie- und Ressourcenverbrauch 
von digitalen Anwendungen und Geräten und damit 
eine zentrale Herausforderung der Digitalisierung für 
nachhaltige Entwicklung bzw. den Schutz natürlicher 
Lebensgrundlagen. Zugleich werden Finanzierungsquel-
len erschlossen, die nicht unmittelbar an Erwerbsarbeit 
gebunden sind, und so eine Erosion staatlicher Finanzie-
rungsgrundlagen oder doch zumindest eine zunehmend 
ungleiche Verteilung der Finanzierungslasten von Staat 
und Sozialsystemen vermieden.
Entlastung von Arbeit
Derartig alternative Finanzierungsquellen schaffen 
Spielräume für den zweiten zentralen Reformansatz: 
Die hohe steuerliche Belastung von (Erwerbs-)Arbeit 
in vielen Ländern sollte nach Ansicht des WBGU über-
prüft und gegebenenfalls korrigiert werden. Diese Belas-
tung wirft nicht nur (verteilungspolitische) Fragen der 
zukünftigen Finanzierung öffentlicher Systeme und Ins-
titutionen auf. Sie setzt vielmehr auch starke und einsei-
tige Anreize auf Seiten von Unternehmen und Arbeitge-
bern, technische Automatisierungsmöglichkeiten auszu-
schöpfen und auszuweiten. Eine weitergehende Auto-
matisierung ist zwar nicht generell abzulehnen und zum 
Beispiel bei lebensgefährlicher Arbeit gesellschaftlich 
wünschenswert. Gerade auf kurze Sicht ist eine sehr 
einseitige Fokussierung auf die breite Substitution von 
(Erwerbs-)Arbeit anstelle etwa des Schutzes natürlicher 
Ressourcen jedoch nicht im gesellschaftlichen Interesse. 
Sie gefährdet die soziale Kohäsion und bietet zu wenig 
Raum für den gesellschaftlichen Wandel, der notwen-
dig ist, damit die gesellschaftlichen Funktionen von 
Erwerbsarbeit in Zukunft auch bzw. umfassender als 
heute gewährleistet werden.
Reform der Unternehmensbesteuerung
Zentral für den Erhalt der finanziellen Handlungs-
fähigkeit von Staaten ist ohne Zweifel die angemes-
sene Besteuerung von Unternehmensgewinnen. Prob-
leme des internationalen Steuerwettbewerbs und der 
aggressiven Steuerplanung international tätiger Unter-
nehmen für die Finanzierung von Nationalstaaten stel-
len sich nicht erst im Zuge der Digitalisierung. Die Digi-
talisierung trägt allerdings zu deren Verschärfung bei, 
indem sie generell die Internationalisierung und Mobi-
lität unternehmerischer Tätigkeiten befördert und die 
geographische Zuordnung und Bestimmung besteuer-
barer Wert durch die Verlagerung hin zu immateriellen 
Wirtschaftsgütern wie Daten erschwert.
Auch wenn gerade mit Blick auf Vertreter der Digi-
talwirtschaft ein wachsendes Missverhältnis zwischen 
den Möglichkeiten der Besteuerung eines Landes 
und dem Umfang von geschäftlichen Aktivitäten und 
Unternehmenserträgen nicht ansässiger, international 
agierender Unternehmen beklagt wird, sollten aus Sicht 
des WBGU keine Sonderregelungen für Unternehmen 
der „digitalen Wirtschaft“ verfolgt werden. Derartige 
Abgrenzungen zwischen Vertretern der digitalen und 
nicht digitalen Wirtschaft widersprechen nicht nur 
vielfach der Systematik bestehender Regelungen der 
Unternehmensbesteuerung. Sie erscheinen vor allem 
willkürlich und angesichts der Breitenwirkung der Digi-
talisierung gerade im Zeitverlauf zunehmend  unklar.
Grundsätzlich sind stattdessen Reformschritte 
innerhalb des bestehenden Systems der Unterneh-
mensbesteuerung denkbar, aber auch eine grundle-
gende Abkehr der Prinzipien der Unternehmensbe-
steuerung vom bisherigen Quellenlands- hin zu dem 
Bestimmungslandsprinzip. Innerhalb des bestehenden 
Systems, das die Rechte der Besteuerung an den Ort 
der Wertschöpfung knüpft, müssen neue Regelungen 
zur internationalen Zuordnung von Unternehmensge-
winnen bzw. Wertschöpfungsbeiträgen gefunden wer-
den. Ein Ansatzpunkt stellt dabei die weitere Ausar-
beitung des Konzepts digitaler Betriebsstätten dar. In 
Ergänzung müssen zudem heute noch nicht vollständig 
absehbare Kriterien zur Bestimmung der lokal auf ein 
bestimmtes Land entfallenden Wertschöpfungsanteile 
entwickelt werden. Würde auf internationaler Ebene 
(z. B. G20) die Vereinbarung von Mindestbesteue-
rungssätzen gelingen, könnte dabei der internationale 
Steuerwettbewerb eingedämmt werden. 
In einem weitergehenden Reformschritt kann das 
System zur Besteuerung von Unternehmenserträgen 
stärker in Richtung einer Umsatzbesteuerung ausge-
staltet werden. Einen ersten Schritt in diese Richtung 
stellt die umsatzsteuerliche Erfassung des nicht mone-
tären Tauschs von Daten gegen Dienstleistungen dar. 
Diese könnte auch unter Beibehaltung der heute gül-
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tigen Prinzipien der Unternehmensbesteuerung ein-
geführt werden, wirft allerdings in der konkreten 
Umsetzung durchaus komplexe Fragen der vollstän-
digen Erfassung und der Bewertung dieser Tauschge-
schäfte auf. Als sehr grundlegende Reform der Unter-
nehmensbesteuerung wird hingegen die Einführung 
einer bestimmungslandabhängigen Cash-Flow-Steuer 
diskutiert, durch die generell die Besteuerung an die 
erzielten Umsätze und damit nicht länger an den Ort 
der Wertschöpfung bzw. der international immer mobi-
leren Ort der Gewinnentstehung, sondern an den Ort 
der Endverbraucher*innen geknüpft würde. Ein derar-
tiger Schritt würde deutlich über die derzeit auf Ebene 
der EU und der OECD diskutierten Reformschritte hin-
ausgehen. Da er jedoch Anreize zur Gewinnverlage-
rung und damit den internationalen Steuerwettbewerb 
erheblich senken und eindämmen würde, sollten die-
ses Konzept und seine rechtlichen wie wirtschaftlichen 
Implikationen aus Sicht des WBGU in jedem Fall weiter 
geprüft werden. 
9.2.3.3 
Monopolisierungstendenzen vorbeugen und 
 Wettbewerb auf digitalisierten Märkten stärken
Das Vordringen digitaler Technologien in Wirtschaft 
und Gesellschaft wirkt sich grundsätzlich ambiva-
lent auf wirtschaftliche Konzentration und Wettbe-
werb aus. Starke Skalen- und Netzwerkeffekte und 
die zunehmende Bedeutung von Daten für erfolgrei-
che Produkte und Dienstleistungen sowie weiterge-
hende Innovationen lassen jedoch eine immer stärkere 
Konzentration auf einige wenige, dominante Akteure 
erwarten, wie sie sich heute aufgrund der vielfach noch 
unregulierten Digitalisierungsprozesse bereits abzeich-
net. Starke wirtschaftliche Konzentration ist aus Sicht 
des WBGU aus mehrfachen Gründen zu vermeiden: Sie 
zieht Verteilungswirkungen nach sich, die die Gefahren 
größerer Ungleichheit zwischen Ländern, aber auch 
innerhalb von Gesellschaften verschärfen. Sie behin-
dert aus systemischer Perspektive die innovations-
fördernden und systemstabilisierenden Kräfte eines 
Wettbewerbs von Entscheidungen unterschiedlicher, 
unabhängiger Akteure und Systeme zur Informations-
verarbeitung. Auf politischer Ebene besteht schließ-
lich die Gefahr, dass gesellschaftliche Entscheidungs-
prozesse und die gestaltende Rolle des Staates unter-
laufen werden, wenn einzelne privatwirtschaftliche 
Akteure zu dominant werden, vor allem da die Gestal-
tungsmacht dieser Akteure durch digitale Technolo-
gien deutlich erhöht werden kann. Zur Eindämmung 
solcher Konzentrationsprozesse sollte aus Sicht des 
WBGU das Wettbewerbs- bzw. Kartellrecht weiterent-
wickelt und dabei möglichst eine internationale Har-
monisierung angestrebt werden. Diese Weiterentwick-
lung der Ex-post-Kontrolle ist jedoch nicht hinreichend. 
Zusätzlich müssen die strukturellen Treiber von wirt-
schaftlicher Konzentration, die in dem Zusammenwir-
ken von Skalen- und Netzwerkeffekten und der Bedeu-
tung immaterieller Wirtschaftsgüter wie Daten begrün-
det sind, wirksam adressiert werden. 
Wirksame Ansätze der Wettbewerbskontrolle 
entwickeln und international abstimmen
Dass das Wettbewerbsrecht für eine effektivere Kon-
trolle und Sanktionierung von Marktmacht und deren 
Missbrauch in einer zunehmend digitalisierten, daten-
getriebenen Wirtschaft weiterentwickelt werden muss, 
ist weithin anerkannt. Erste Schritte wurden unternom-
men, und weitere Anpassungen sind bereits Gegen-
stand intensiver Diskussion. Diese sollte aus Sicht des 
WBGU in jedem Fall vertieft fortgesetzt werden. Ange-
sichts international tätiger Unternehmen und Plattfor-
men sollte dabei auch eine internationale Harmonisie-
rung der wettbewerbsrechtlichen Verfahren und Vorga-
ben verfolgt werden. 
Inhaltlich sollten aus Sicht des WBGU dabei vor allem 
wettbewerbsrechtliche Regelungen und Verfahren zur 
Bestimmung von Marktmacht und deren Missbrauch 
weiterentwickelt werden. Diese sollten insbesondere 
den Möglichkeiten, die sich aus dem Sammeln und Ver-
knüpfen von Daten für die Schaffung und Verteidigung 
dominierender Marktpositionen ergeben, auch abseits 
der Frage der Preissetzung von Produkten und Dienst-
leistungen gerecht werden. Der WBGU unterstützt auch 
die frühzeitige Auseinandersetzung von Wissenschaft 
und Kartellbehörden mit den Möglichkeiten (implizit) 
kollusiven Verhaltens algorithmenbasierter, autonom 
entscheidender Systeme. Eine bedeutsame Erweite-
rung der Reichweite wettbewerbsrechtlicher Kontroll-
möglichkeiten sieht der WBGU in der stärkeren Ver-
schränkung von Wettbewerbsrecht und Datenschutz 
bzw. Schutz der Privatsphäre. Diese sollte näher aus-
gelotet werden, um die Umgehung von Datenschutz-
bestimmungen mit Hilfe von Marktmacht effektiver 
als bislang sanktionieren zu können. Nicht nur wettbe-
werbsrechtlich, sondern auch aus Nachhaltig keitssicht 
kritisch sieht der WBGU die Kombination verschiede-
ner Geschäftsbereiche unter dem Dach einzelner Unter-
nehmen, wenn mit Hilfe der so möglichen verknüpften 
Daten Zugänge zu relevanten Gütern der Grundversor-
gung eingeschränkt, besonders zu schützende Bereiche 
der Privatsphäre bedroht oder etwa auch Prinzipien von 
Solidarität und Risikostreuung im Versicherungsbereich 
ausgehöhlt werden. Der WBGU empfiehlt zumindest zu 
prüfen, ob in Anlehnung an die Regulierung bekann-
ter Industrien mit starken Netzwerkeffekten, wie etwa 
der Energiewirtschaft, nicht die Kombination bestimm-
ter Geschäftsbereiche bzw. Tätigkeiten unter dem Dach 
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eines einzelnen Unternehmens kartellrechtlich unter-
sagt bzw. die Möglichkeiten für eine solche kartell-
rechtliche Zerschlagung geschaffen werden sollten. Auf 
diese Weise könnte etwa der missbrauchsfreie Zugang 
zu relevanten Dienstleistungen geschützt werden, wie 
etwa der Zugang zu Krediten, der durch die Verknüp-
fung umfassender Persönlichkeitsprofile aus sozialen 
Netzwerken oder großen Einkaufsplattformen mit dem 
Angebot von Finanzdienstleistungen gefährdet werden 
kann. Auch hier sollten möglichst internationale Krite-
rien und Regelungen  angestrebt werden.
Rolle von Daten für Machtkonzentration adressieren
Über die wirksame Kontrolle möglichen Missbrauchs 
marktbeherrschender Stellungen hinaus sieht der 
WBGU in der Kombination aus Netzwerk- und Skalen-
effekten und den Feedback-Effekten aus der Akkumu-
lation von Daten grundlegende strukturelle Treiber von 
Konzentration auf datenreichen bzw. datengetriebenen 
Märkten, die ein weitergehendes regulatorisches Ein-
greifen erfordern. Das Wettbewerbsrecht als nachgela-
gerter, auf konkrete Einzelfälle des Missbrauchs bereits 
bestehender marktbeherrschender Stellungen bezoge-
nes Kontrollinstrument greift hier zu kurz. Der WBGU 
schließt sich vielmehr der Auffassung an, dass zum 
Aufbrechen sich selbst verstärkender Machtpositionen 
und zum Abbau von Wettbewerbshemmnissen durch 
Beschränkungen der Datenverfügbarkeit regulierte 
Zugänge zu Daten entwickelt und durchgesetzt wer-
den sollten. Derartige Regelungen bewegen sich not-
wendigerweise in einem Spannungsfeld zwischen den 
Vorteilen von Offenheit und breiter Datenverfügbar-
keit sowie dem Schutz der Privatsphäre und möglicher 
(privat-)wirtschaftlicher Anreize zur Datenerhebung. 
Auch ist aufgrund der hohen Heterogenität der Berei-
che und Kontexte, aus denen heraus Daten gesammelt 
werden, eine pauschale Regelung des Datenzugangs 
ausgeschlossen. Freier oder zumindest klar regulier-
ter, diskriminierungsfreier und im Sinne der Interope-
rabilität standardisierter Zugang sollte aber etwa bei 
Daten durchgesetzt werden, die für die Weiterentwick-
lung von Produkten und Diensten wettbewerbsrelevant 
sind, keinen Personenbezug aufweisen und tendenzi-
ell als Beiprodukt sonstiger wirtschaftlicher Aktivitäten 
erhoben werden. Für umfassende, staatliche Rahmen-
setzungen zum Datenzugang in digitalen Marktwirt-
schaften müssen zunächst Möglichkeiten entwickelt 
werden, die eine präzisere Bestimmung und Abgren-
zung des (gesellschaftlichen) Werts von Daten und 
ihrer Relevanz für Wettbewerb und Innovation erlau-
ben. Einzelne Bereiche, in denen das gesellschaftliche 
Interesse an einer breiten, regulierten Datenverfügbar-
keit als besonders hoch einzuschätzen ist, lassen sich 
aus Sicht des WBGU aber bereits heute identifizieren. 
Dies gilt etwa im Bereich von Daten aus öffentlichen 
Räumen (Smart Cities) oder bei den neu zu  schaffenden 
digitalen Gemeingütern. 
9.3
Weltordnung des Digitalen Zeitalters
Um die Digitalisierung in den 
Dienst nachhaltiger  Entwicklung 
zu stellen, Risiken und Heraus-
forderungen zu begegnen und 
Chancen zu nutzen, ist eine 
politische bzw. gesellschaftli-
che  Gestaltung notwendig. Die 
enorme  Geschwindigkeit der 
Digitalisierungsprozesse erfordert eine adaptive Steu-
erung, für die die verschiedenen Governance-Ebenen 
ertüchtigt werden müssen. Erstens bedarf es internati-
onal einer Stärkung der Governance-Kapazitäten beim 
Thema nachhaltige Digitalisierung und Digitalisierung 
für Nachhaltigkeit (Kap. 8). Die folgenden Empfehlun-
gen geben erste Anstöße, wie eine  Verständigung über 
eine gemeinsame digitale Zukunft auf den Weg gebracht 
werden kann. Zweitens ist die EU gefordert, ihre Werte 
und ihren Weg in die digitale Zukunft zu entwickeln, 
und dabei eine aktiv gestaltende Rolle einzunehmen 
(Kap. 8.5).
9.3.1 
Global Governance für die nachhaltige 
 Gestaltung des Digitalen Zeitalters
International hat sich in den letzten Dekaden ein Ver-
ständnis von Nachhaltigkeit als Vision globalen, lang-
fristigen Wohlergehens herausgebildet, das durch die 
Agenda 2030, das Pariser Klimaübereinkommen sowie 
weitere multilaterale Pakte und Abkommen im Bereich 
Umwelt und Entwicklung zum Ausdruck kommt. Im 
Vergleich dazu stehen Bestrebungen einer internatio-
nalen Verständigung über einen regulatorischen Rah-
men und eine Kooperation im Bereich der Digitalisie-
rung und dem Einsatz digitaler Technologien noch am 
Anfang (Kap. 8.1). Die zentrale Herausforderung für 
die internationale Staatengemeinschaft besteht heute 
darin, eine gemeinsame Vorstellung für eine nachhal-
tige, digital unterstützte Zukunft zu entwickeln und 
sich auf gemeinsame Leitkonzepte, Prinzipien und 
regulatorische Rahmenbedingungen zu verständigen. 
Ähnlich wie der Brundtland-Bericht „Unsere gemein-
same Zukunft“ durch die Integration von Umwelt- und 
Entwicklungsthemen den Auftakt für ein globales Ver-




„Unsere gemeinsame digitale Zukunft“ – Entwurf 
einer Charta für ein nachhaltiges digitales 
Zeitalter
Präambel
Im Bewusstsein der Verantwortung aller Gesellschaften für 
unsere gemeinsame digitale Zukunft,
im Bewusstsein der Dringlichkeit für entschiedenes Han-
deln zur Begrenzung des anthropogenen Klimawandels und 
zur Bewahrung der natürlichen Lebensgrundlagen sowie im 
Bewusstsein der Verantwortung des Menschen im Anthropo-
zän als neue erdgeschichtliche Epoche,
im Bestreben, auf eine humanistische Vision für eine ver-
netzte Weltgesellschaft des Digitalen Zeitalters hinzuwirken, 
in der sich zivilisatorische und menschliche Potenziale voll 
entfalten,
in Anerkennung der Allgemeinen Erklärung der Men-
schenrechte, des Berichts der Weltkommission für Umwelt 
und Entwicklung, der Konferenz der Vereinten Nationen 
über Umwelt und Entwicklung, des Basler Übereinkommens 
über die Kontrolle der grenzüberschreitenden Verbringung 
gefährlicher Abfälle und ihrer Entsorgung, des durch die Ver-
einten Nationen gesponserten Weltgipfels zur Informations-
gesellschaft, der Agenda 2030 der Vereinten Nationen mit 
den  Zielen für nachhaltige Entwicklung, des Übereinkom-
mens von Paris sowie entsprechender Prozesse informeller 
 Initiativen,
erkennen die Unterzeichnenden die folgenden Ziele, 
Grundsätze, Freiheiten, Rechte und Pflichten an und beken-
nen sich zu ihrer Umsetzung. 
Ziele und Grundsätze
1. Die Würde des Menschen ist auch im digitalen Raum 
unantastbar. Alle Menschen haben das Recht auf digitale 
Identität, Souveränität, Datenschutz und Privatsphäre. 
Dazu gehören auch das Recht, sich der Digitalisierung 
im Privaten zu entziehen, sowie das Recht, informiert 
zu werden, wenn ein Interaktionspartner kein Mensch, 
 sondern ein technisches System ist.
2. Die Entwicklung digitaler Technologien und digitalisier-
ter Infrastrukturen wird stets so ausgerichtet, dass die 
natürlichen Lebensgrundlagen bewahrt bleiben. Die pla-
netarischen Leitplanken müssen eingehalten, globale und 
lokale Umweltprobleme müssen vermieden werden. Ver-
ursacher-, Kooperations-, Integrations- und Vorsorge-
prinzip sind als Leitprinzipien zu beachten.
3. Die Entwicklung digitalisierter Infrastrukturen wird stets 
so ausgerichtet, dass sie allen Menschen zugänglich ist 
und die gleichen Chancen eröffnet, sich gesellschaftlich 
einzubringen und zu verwirklichen. Für die zugrunde-
liegenden Technologien wie Mikroelektronik, Tele- und 
Datenkommunikationsnetze, Datenverarbeitung und 
künstliche Intelligenz sollen Informationen über die prin-
zipielle Funktionsweise weltweit für alle zugänglich sein. 
4. Die Rechte des Einzelnen zum Schutz der individuellen 
Entfaltungsfreiheit im digitalen Raum werden gewährleis-
tet. Dazu gehören informationelle Selbstbestimmung, der 
Schutz der Meinungsfreiheit und der digitalen Identität 
sowie der Schutz von Minderheiten und vor Diskriminie-
rung. Alle Menschen haben grundsätzlich das Recht, die 
über sie gespeicherten Daten einzusehen, zu korrigieren, 
über ihre Nutzung zu bestimmen und sie löschen zu las-
sen. Diese Rechte sind einklagbar.
Digitalisierung im Sinne der Nachhaltigkeitsziele
5. Die Potenziale der Digitalisierung sollen weltweit für die 
Erreichung der Ziele für nachhaltige Entwicklung (Agenda 
2030 und darüber hinaus) genutzt werden. In gesell-
schaftlichen Entscheidungen, die die Ziele für nachhaltige 
Entwicklung betreffen, sollen Lösungen auf Basis digita-
ler Technik erwogen werden.
6. Bei der Entwicklung digitaler Technologien und digita-
lisierter Infrastrukturen werden stets die ökologischen 
und sozialen Auswirkungen berücksichtigt. Die planeta-
rischen Leitplanken müssen eingehalten werden.
7. Die Digitalisierung wird gezielt für das Monitoring der 
UN-Nachhaltigkeitsziele und so die Absicherung von 
sozialen und ökologischen Standards eingesetzt.
8. Alle Staaten tragen zur Entwicklung digitaler Gemeingü-
ter zum Kultur- und Naturerbe und zum weltweiten Wis-
sensstand bei und gewährleisten deren Absicherung und 
allgemeine Zugänglichkeit über Generationengrenzen 
hinweg. 
Systemrisiken vermeiden
9. Alle Staaten und Unternehmen wirken aktiv auf die Mini-
mierung von Risiken für kritische Infrastrukturen hin. Sie 
sind verpflichtet, sich gegenseitig über Fehler und Sicher-
heitslücken zu informieren und für deren Behebung zu 
sorgen. Die Verantwortlichkeit für Schadensfälle wird 
stets klar definiert.
10. Der Einsatz digitaler Technologie verpflichtet. Sein 
Gebrauch soll zugleich dem Wohle der Allgemeinheit die-
nen. Digitale Lösungen dürfen nicht dazu benutzt wer-
den, Menschen zu unterdrücken, anlasslos zu überwa-
chen oder soziale Kontrolle auszuüben.
11. Alle Staaten haben die Pflicht, Betroffene bei der Anpas-
sung an die durch die Digitalisierung hervorgerufenen 
arbeitsweltlichen Umwälzungen im Sinne der oben defi-
nierten Grundsätze in angemessener Weise zu unterstüt-
zen.
12. Die Entscheidungssouveränität des Menschen beim Ein-
satz künstlicher Intelligenz und algorithmenbasierter 
Automatismen in gesellschaftlichen Entscheidungsfin-
dungsprozessen wird gewährleistet. Der Mensch behält 
das Letztentscheidungsrecht. Automatisierte Entschei-
dungsfindung und -unterstützung erfolgt stets nachvoll-
ziehbar, nur in klar definiertem Rahmen und unter Wah-
rung einer Korrekturmöglichkeit. Die Verantwortlichkeit 
für automatisierte Entscheidungsfindung und -unterstüt-
zung wird stets klar definiert.
13. Alle Staaten haben die Pflicht, das Recht des Einzelnen 
auf Eigenart und Unvollkommenheit zu bewahren. Gesell-
schaftlichem Druck zur Optimierung des menschlichen 
Körpers durch Technik muss entgegengewirkt werden. 
Alle Staaten vereinbaren auf multilateraler Ebene hierzu 
verbindliche Regeln und ethische Leitlinien.
14. Cyberangriffe unterliegen den Genfer Konventionen zu 
kriegerischen Auseinandersetzungen und ihren Zusatz-
protokollen, die um Angriffe auf kritische Infrastrukturen 
zu ergänzen sind. Der Einsatz vollautomatisierter autono-
mer Waffensysteme ist verboten. Der Schutz der Zivilbe-
völkerung hat höchste Priorität. 
Auf prozedurale Herausforderungen vorbereiten
15. Alle Staaten und Unternehmen entwickeln ethische Leit-
linien für die Konzeption, Entwicklung und Anwendung 
von digitalen Technologien und Lösungen im Hinblick auf 
die Menschenwürde und die Nachhaltigkeitsziele und 
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heute einen neuen Auftakt für ein globales Verständ-
nis über unsere gemeinsame digitale Zukunft. Dafür 
bedarf es gestärkter Global-Governance-Kapazitäten 
(Kap. 8.4).
9.3.1.1 
UN-Gipfel „Nachhaltigkeit im Digitalen Zeitalter“ 
anberaumen
Deutschland und die EU sollten sich für einen UN- 
Gipfel zum Thema „Digitalisierung und Nachhaltigkeit“ 
im Jahr 2022 einsetzen (30 Jahre nach UNCED in Rio) 
einsetzen („UN Conference for a Sustainable Digital 
Age“, Kap. 8.4.3). Zentrales Thema der Konferenz mit 
globaler Perspektive wäre, welcher großen Weichen-
stellungen es bedarf, um eine digital unterstützte, nach-
haltige Entwicklung zu erreichen und nicht nachhaltige 
Folgen des digitalen Wandels zu vermeiden. Als the-
matische Schwerpunkte bieten sich die Nutzung digita-
ler Technologien zur Unterstützung der Umsetzung der 
SDGs sowie neue Herausforderungen für globale Nach-
haltigkeitspolitik nach dem Jahr 2030 an. Der Welt-
gipfel sollte die Empfehlungen des High-level Panel 
on Digital Cooperation sowie die Ergebnisse der Welt-
gipfel zu nachhaltiger Entwicklung seit 1992 berück-
sichtigen (UNCED 1992, Millennium-Gipfel 2000, 
WSSD 2002, UN-Konferenz über nachhaltige Entwick-
lung 2012 sowie den Weltgipfeln zur Informationsge-
sellschaft von 2003 und 2005). Ein zentrales Ergeb-
nis des UN- Gipfels könnte eine Charta der internati-
onalen Staatengemeinschaft sein (Kasten 9.3.1-1). In 
einer solchen Erklärung sollten die für die nachhaltige 
Gestaltung des Digitalen Zeitalters grundlegenden Ziele 
und Grundsätze benannt, eine Digitalisierung im Sinne 
der Nachhaltigkeitsziele eingefordert, auf zu vermei-
dende Systemrisiken hingewiesen sowie zentrale poli-
tische Ansatzpunkte für Politikgestaltung identifiziert 
werden ( Kasten 9.3.1-2).
Zur Vorbereitung des vorgeschlagenen UN-Gipfels 
empfiehlt der WBGU die sofortige Einsetzung einer 
„Weltkommission für Nachhaltigkeit im Digitalen Zeit-
alter“ (World Commission for a Sustainable Digital Age) 
nach dem Vorbild der Brundtland Kommission. Aufgabe 
der Weltkommission sollte sein, die Ziele, Langzeitstra-
tegien und eine Zukunftsvision für digitalisierte Nach-
haltigkeitsgesellschaften zu entwickeln. Insbesondere 
sollten die Risiken digitaler Technologien für die Trans-
formation zur Nachhaltigkeit identifiziert und Wege zu 
deren Einhegung beschrieben werden. Zugleich sollte 
die Weltkommission die Bedingungen benennen, die 
die Entfaltung der Potenziale digitaler Technologien für 
nachhaltige Entwicklung ermöglichen. 
9.3.1.2 
Verankerung des Themas Digitalisierung und 
Nachhaltigkeit im UN-System sicherstellen
Für eine stärkere institutionelle Verankerung des The-
mas Digitalisierung und Nachhaltigkeit im UN-Sys-
tem sieht der WBGU verschiedene Möglichkeiten 
(Kap. 8.4.4): Zunächst sollten alle UN-Organisationen 
bzw. Institutionen, die zu Nachhaltigkeitsfragen arbei-
ten (z. B. UNDP, UN Environment, UN-Habitat, IOM, 
UNCTAD sowie Weltbank und regionale Entwicklungs-
banken), das Thema des digitalen Wandels systema-
tisch in ihre Arbeits- und Strategiebildungsprozesse 
aufnehmen. Darüber hinaus sollte „Digitalisierung“ als 
Querschnittsthema verankert werden. Dazu bietet sich 
die Einrichtung eines Mechanismus zur Sicherung der 
Zusammenarbeit zwischen Agenturen und der system-
weiten Koordination („UN Digitalization“ analog zum 
bestehenden UN Energy) an.
9.3.1.3 
Völkerrechtlicher Rahmen als unverzichtbarer 
Bestandteil
Auch im Digitalen Zeitalter ist das Völkerrecht wich-
tiger Bestandteil von Global Governance (Kap. 8.4.5). 
Neben der Aushandlung einer „United Nations  Privacy 
Convention“ (Kap. 8.3.1.3, 9.2.1.2) sollte sich die Bun-
desregierung für die Eröffnung eines globalen Dis-
kursraumes für neue Nachhaltigkeitsthemen der Digi-
talisierung einsetzen, die auch die Aushandlung einer 
„UN-Rahmenkonvention für digitale Nachhaltigkeit 
schaffen die notwendigen rechtlichen und organisatori-
schen Rahmenbedingungen für deren Umsetzung. 
16. Alle Staaten schaffen Institutionen, die über den Einsatz 
von digitalen Technologien beraten, wenn sie die Men-
schenwürde, die natürlichen Lebensgrundlagen, die Teil-
habe aller Menschen oder die Eigenart des Einzelnen 
unmittelbar betreffen. Alle Staaten schaffen die Voraus-
setzungen, dass sich die Zivilgesellschaft frühzeitig an 
diesen Prozessen beteiligen kann.
17. Alle Staaten befähigen ihre Bürger*innen durch techno-
logieorientierte Zukunftsbildung dazu, an der Nutzung 
digitaler Technik teilzuhaben und ein globales Verant-
wortungsbewusstsein und ein holistisches Verständnis 
ihrer Handlungsoptionen im Digitalen Zeitalter zu entwi-
ckeln und zukünftige Entwicklungen digitaler Technolo-
gien und digitalisierter Infrastrukturen aktiv mitzugestal-
ten. Dies bezieht insbesondere die Bildung für nachhal-
tige Entwicklung ein.
18. Alle Staaten kooperieren auf multilateraler Ebene im 
Sinne der in dieser Charta vereinbarten Ziele und Ver-
pflichtungen schaffen die notwendigen rechtlichen und 




und nachhaltige Digitalisierung“ beinhalten würde. 
Letztere wäre die sichtbarste, verhandlungstechnisch 
aber sicherlich aufwändigste Maßnahme. Insbeson-
dere sollten digitalisierte Infrastrukturen und Inter-
net-Governance, Teilhabe an Digitalgütern, wie Daten, 
der Schutz menschlicher Entscheidungssouveränität 
im Umgang mit algorithmenbasierter Entscheidungs-
findung, KI und Automatisierung und die Zukunft des 
Menschen im Mensch-Maschine-Verhältnis als neue 
Themen auf die Agenda der internationalen Staatenge-
meinschaft gesetzt werden.
Ausgangspunkte für völkerrechtliche Verträge über 
die Kooperation in diesen und anderen neuen Feldern 
von Global Governance könnten insbesondere die aus 
dem Umweltrecht bekannten Prinzipien wie das Vor-
sorgeprinzip, das Verursacherprinzip, das Koopera-
tionsprinzip und das Integrationsprinzip sein. In der 
Erforschung, Entwicklung und Anwendung autono-
mer und selbstlernender Systeme sollte z. B. Technik-
folgenabschätzung als fester Baustein verankert und 
behördliche Präventivkontrollen sichergestellt wer-
den ( Vorsorgeprinzip). Gemäß des Kooperationsprin-
zips sollten Unternehmen zu Förderern einer digi-
tal unterstützten Transformation zur Nachhaltigkeit 
gemacht werden, etwa durch Corporate eco-digital 
 Responsibility, Anreize (Privilegierung) sowie durch 
einen öffentlichen Diskurs zur Übertragung staatlicher 
bzw. privater Entscheidungen auf technische Systeme 
(Kooperationsprinzip). Haftungsrechtliche Lücken soll-
ten geschlossen und Verantwortlichkeiten (Produkt-
verantwortung) zugewiesen werden (Verursacherprin-
zip). Alte und neue Nachhaltigkeitsthemen (Ökologie, 
Privatsphäre) sollten als Querschnittsthemen in alle 
Bereiche des digitalen Wandels integriert werden (Inte-
grationsprinzip). Das Integrationsprinzip kann auch 
auf Digitalisierung selbst angewendet werden, das als 
neues Querschnittsthema und in Funktion eines Werk-
zeugs und der Schaffung neuer Herausforderungen in 
allen Prozessen mitgedacht werden sollte.
9.3.1.4 
Wissenschaftliches Gremium zu Digitalisierung 
und Nachhaltigkeit berufen
Wissenschaftliche Politikberatung, Technikfolgen-
abschätzung sowie eine breite Verankerung voraus-
schauender Expertise zu langfristigen Entwicklungen 
und Rückkopplungen zwischen ökologischen und digi-
talisierten soziotechnischen Systemen sollten institu-
tionell gestärkt werden, um eine „antizipative Gover-
nance“ zu etablieren. Das Beispiel IPCC hat gezeigt, 
dass das Zusammenführen wissenschaftlicher Expertise 
für politische Entscheidungsträger eine wichtige Vor-
aussetzung für faktenbasierte Politikgestaltung ist. Der 
WBGU schlägt vor, ein zwischenstaatliches bzw. inter-
Kasten 9.3.1-2
Systemrisiken im Digitalen Zeitalter vermeiden 
Um die Potenziale der Digitalisierung heben zu können, muss 
man sich der möglichen Systemrisiken im Digitalen Zeitalter 
bewusst sein. Digitale Systemrisiken sind denkbare großska-
lige Veränderungen in unseren Gesellschaften, die jeweils für 
sich genommen bereits Destabilisierungen unserer Gesell-
schaften auslösen könnten. Domino- und kumulative Ver-
stärkereffekte würden sich entsprechend breitenwirksam 
multiplizieren. 
Manche dieser Gefährdungen sind unumstritten (z. B. 
Disruptionen auf den Arbeitsmärkten), die Größenordnung 
der Veränderungen ist jedoch offen. Die Eintrittswahrschein-
lichkeiten anderer Systemrisiken sind signifikant (z. B. Über-
schreitung planetarischer Leitplanken, digitaler Autoritaris-
mus, weiterer Machtzuwachs großer Digitalunternehmen), 
während andere Eintrittswahrscheinlichkeiten aus heutiger 
Sicht eher niedrig sind (z. B. Akzeptanz von Human Enhan-
cement zur Schaffung eines optimierten Homo sapiens). Doch 
auch letztere Systemrisiken sind nicht zu vernachlässigen, 
denn würde der Schadensfall eintreten, hätten sie umfassen-
de Auswirkungen auf die Zukunft der Zivilisation. Der WBGU 
identifiziert Systemrisiken im Digitalen Zeitalter wie die fol-
genden:
 > Überschreitung planetarischer Leitplanken durch 
 digital getriebene, ressourcen- und emissionsintensive 
Wachstums muster.
 > Entmachtung des Individuums, Gefährdung der Privatheit 
und Unterminierung digitalisierter Öffentlichkeiten durch 
digital ermächtigten Autoritarismus bzw. Totalitarismus.
 > Unterminierung von Demokratie und Deliberation durch 
normativ und institutionell nicht eingebettete automati-
sierte Entscheidungsunterstützung oder -findung.
 > Dominanz von Unternehmen, die sich staatlicher Kon-
trolle entziehen, angetrieben durch weitere datenbasierte 
Machtkonzentration.
 > Disruption der Arbeitsmärkte durch umfassende Automa-
tisierung datengetriebener Tätigkeiten und Gefahr zuneh-
mender „Irrelevanz der menschlichen Arbeitskraft“ für die 
Wirtschaft.
 > Vertiefte Spaltung der Weltgesellschaft durch einge-
schränkten Zugang und Nutzung digitaler Potenziale 
hauptsächlich durch wohlhabende Minderheiten der Welt-
gesellschaft.
 > Missbrauch der Technisierung des Menschen auf Grundlage 
von Human-Enhancement-Philosophien und Methoden.
Es ist zudem wichtig, sich zu vergegenwärtigen, dass die digi-
talen Umwälzungen auf Gesellschaften treffen, die bereits 
durch Globalisierung, den Aufstieg neuer Mächte, Fluchtbe-
wegungen und autoritäre Populismen verunsichert sind. Die 
Bugwellen der Digitalisierung treffen zusammen mit der aktu-
ellen Krise Europas und des Westens sowie mit Frontalan-
griffen gegen eine kooperations- und regelbasierte multilate-
rale Weltordnung. Die Systemrisiken des Digitalen Zeitalters 
könnten sich mit den bereits existierenden Fliehkräften in 
vielen Gesellschaften verschränken und diese verstärken.
Weltordnung des Digitalen Zeitalters  9.3
401
nationales wissenschaftliches Gremium einzusetzen, 
das in regelmäßigen Sachstandberichten den wissen-
schaftlichen Erkenntnisstand zu allen nachhaltigkeits-
relevanten soziotechnischen und ökologischen Aspek-
ten des digitalen Wandels aufarbeitet. Ein solches Gre-
mium könnte aufbauend auf den bisher gemachten 
Erfahrungen ähnlich der Struktur von IPCC oder IPBES 
aufgebaut werden (Kap. 8.4.6). 
9.3.2 
Die EU als Vorreiterin für eine digitalisierte 
 Nachhaltigkeitsgesellschaft
Für die EU als größtem Binnenmarkt der Welt bietet 
sich mit einem eigenen Modell für eine digitalisierte 
Nachhaltigkeitsgesellschaft die Chance, sich internati-
onal als „nachhaltiger Lebens- und Wirtschaftsraum“ 
zu profilieren (RNE, 2018a; Kap. 8.5). Vor diesem Hin-
tergrund sollte sich die Bundesregierung im Kontext 
ihrer EU-Ratspräsidentschaft im Jahr 2020 dafür ein-
setzen, eine gemeinsame europäische Vision und Stra-
tegie für eine digital unterstützte Nachhaltigkeitsge-
sellschaft zu entwickeln und nachhaltige Entwicklung 
selbst als Leitidee für europäische Digitalisierungspo-
litiken zu  verankern. Ausgangspunkt für einen euro-
päischen Weg zu digitalisierten Nachhaltigkeitsgesell-
schaften ist die Vergewisserung auf gemeinsame Werte. 
Der WBGU sieht in einem neuen Humanismus für das 
Digitale Zeitalter ein Leitbild für die europäische Ent-
wicklung (Kap. 7). Wesentliche Elemente eines solchen 
Wertesystems sind auch in der Charta (Kasten 9.3.1-1) 
ausgeführt. 
9.3.2.1 
Weichenstellungen für die digitalisierte 
 Nachhaltigkeitsgesellschaft
Ein wichtiger Schritt für das europäische Modell ist, dass 
Nachhaltigkeit und Digitalisierung in ihrer Wechselwir-
kung in die EU-Politik integriert werden (Kap. 8.5.2). 
Die übergeordnete EU-Strategie sollte dieses Ziel aus-
drücken, mit einer klaren Ausrichtung auf die Agenda 
2030 sowie entschiedener Prioritätensetzung auf 
bekannten und neuen Nachhaltigkeitsthemen, die mit 
der digitalen Revolution einhergehen. Eine europäi-
sche Vision einer nachhaltigen digitalen Zukunft hätte 
neben dem Ziel der Schaffung eines digitalen Binnen-
marktes insbesondere die Erhaltung natürlicher Lebens-
grundlagen und den Schutz anderer Gemeinwohlinter-
essen im Blick. Schwerpunkte sieht der WBGU im Ener-
gie- und Klimaschutz sowie in der Kreislaufwirtschaft. 
Daneben ist die soziale Dimension beider Transformati-
onsprozesse wichtiges Element gelungener Integration 
( Kasten 8.5-1). 
Für die Weiterentwicklung der digitalen Agenda kön-
nen die Umweltrechtsprinzipien (Vorsorgeprinzip, Ver-
ursacherprinzip, Kooperationsprinzip und Integrations-
prinzip; Kap. 8.4.2) genutzt werden. Diese können auch 
Anhaltspunkte für eine nachhaltige Rahmensetzung für 
Digitalisierungsprozesse liefern. Entscheidende Treiber 
des digitalen Wandels sind bislang ökonomische Interes-
sen bzw. staatliche Überwachung und Kontrolle. Nach-
haltige Digitalisierungspolitik sollte vor allem Gemein-
wohlinteressen verfolgen.
Im derzeit entstehenden EU-Umweltaktionspro-
gramm und der EU-Dekarbonisierungsstrategie für das 
Pariser Übereinkommen sollte der digitale Wandel mit 
seinen Möglichkeiten und Risiken systematisch mitbe-
trachtet werden. Mit der Ausarbeitung einer „EU-Stra-
tegie für Nachhaltigkeit im Digitalen Zeitalter“ eröff-
net sich zudem die Möglichkeit, neue Nachhaltigkeits-
themen, wie Privatsphärenschutz, digitale Teilhabe, 
menschliche Entscheidungssouveränität und die Allein-
stellungsmerkmale des Menschen im Mensch-Maschi-
ne-Verhältnis auf die Nachhaltigkeitsagenda zu setzen 
(Kap. 8.3). Mit einer „EU-Strategie für Nachhaltigkeit 
im Digitalen Zeitalter“ könnte die EU zudem eine Pio-
nierrolle für die Weiterentwicklung der Agenda 2030 
einnehmen. Europa kann damit der globalen digitalen 
Entwicklung einen neuen Impuls geben (Kap. 8.4; Kas-
ten 8.5-1). 
Um diese Vision Realität werden zu lassen, sollten 
Investitionen und Innovationen in die entsprechende 
Richtung gelenkt werden, etwa indem eine nachhal-
tige, europäische IKT-Infrastruktur aufgebaut und 
digitale Technologien in Städten, Gemeinden und Regi-
onen erprobt werden (Kasten 10.3.2-1). Die Berück-
sichtigung neuer Indikatoren und Leitbilder zur Mes-
sung und Bewertung wirtschaftlichen Erfolgs bietet das 
Potenzial, Wandel in Richtung Gemeinwohl zu befördern 
(Kap. 8.4.1). Wichtige Beispielprojekte sind die Bereit-
stellung öffentlich-rechtlicher IKT und die Beteiligung 
an digitalen Gemeingütern (Kap. 9.2.3.1). Zentrale Vor-
aussetzung für die Entwicklung konkreter Elemente für 
das Gelingen dieses Modells sind Bildung und Forschung 
(Kap. 9.1.4, 10). 
9.3.2.2 
Datenschutz und Ethik bei Technik gestaltung als 
Wettbewerbs- und Standortvorteil ausbauen
Statt sich in einen globalen Wettbewerb einzufügen, 
der den eigenen Werten widerspricht, kann die EU als 
mächtige Akteurin offensiv eigene Regeln einbringen, 
um längerfristig den globalen Wettbewerb selbst zu ver-
ändern. Der mit der EU-DSGVO angelegte Schutz der 
Privatsphäre sollte als Standortvorteil aufgefasst und 
konsequent weiter ausgebaut werden (Kap. 9.3.2.2). 
Eine Teilnahme am internationalen Wettbewerb um 
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trainingsdatenintensives maschinelles Lernen mit China 
und den USA auf Kosten der Privatsphäre wäre ein Irr-
weg und würde die europäische Wertebasis untergra-
ben. Stattdessen sollten Nachhaltigkeit, faire Produkti-
onsbedingungen, Privatheit und Cybersicherheit in der 
Technikgestaltung und im Betrieb (ethics by, in and for 
design, privacy by design, security by design, sustai-
nability and fairness by design) zentrale handlungslei-
tende Elemente eines künftigen europäischen Digita-
lisierungsmodells werden. Wichtigste Referenz ist hier 
die EU-DSGVO und die Entwicklung eines nachhalti-
gen Umgangs mit Daten. Im Hinblick auf einen verant-
wortungsvollen Umgang mit Daten und Privatsphäre 
hätte sie ein Alleinstellungsmerkmal, wenn dieser kon-
sequent durchgesetzt und nicht im globalen Wettbe-
werb relativiert wird. Die EU sollte daher einen Wettbe-
werbsvorteil schaffen und dabei souverän Datenschutz 
und ethisch reflektierte Technikgestaltung als Stand-
ortvorteile wahrnehmen. 
Mit der EU-DSGVO wurde als weltweit höchster 
Standard ein erstes Interpretationsangebot für einen 
Umgang mit personenbezogenen Daten vorgelegt. 
Diese gilt es entschieden um- und durchzusetzen sowie 
stetig weiterzuentwickeln. Sie bezweckt den Schutz 
natürlicher Personen bei der Verarbeitung personenbe-
zogener Daten und dem freien Verkehr solcher Daten 
und schützt dadurch die Grundrechte und Grundfrei-
heiten natürlicher Personen. Ob diese Schutzzwecke 
erreicht werden, hängt aus Sicht des WBGU wesentlich 
von der Konsequenz ihrer Durchsetzung und konkreten 
Anwendung und Weiterentwicklung ab, u. a. durch die 
Datenschutzbehörden und die Rechtsprechung. Neben 
einer Stärkung staatlicher Vollzugsbehörden in den 
Mitgliedstaaten sollte die EU-DSGVO zivilgesellschaft-
liche Akteure in ihrer wichtigen Rolle für deren Durch-
setzung als Kooperationspartner*innen anerkennen 
und unterstützen. Es sollte eine gesamtgesellschaftliche 
Debatte zum Thema Privatsphäre initiiert und unter-
stützt werden. Der WBGU empfiehlt, einer exzessiven 
Überwachung und Profilbildung entschlossen entge-
genzuwirken. Dazu ist unter anderem eine leistungs-
starke ePrivacy-Verordnung (ePrivacy-VO) nötig. Des-
halb sollte die Bundesregierung auf EU-Ebene darauf 
hinwirken, dass die Blockade der ePrivacy-VO gelöst 
und diese im Sinne der Bürger*innen umgesetzt wird. 
Der gegenwärtig weitgehend blockierte Verhandlungs-
prozess zur ePrivacy-VO sollten im Gemeinwohlinter-
esse forciert werden. Diese und die Weiterentwicklung 
der EU-DSGVO hätten auch internationale Signalwir-
kung auf Drittstaaten, insbesondere auch Entwick-
lungsländer (Kuner et al., 2017). Wirksame Daten-
schutzinstrumente sollten sukzessive über multilaterale 
Prozesse als internationale Standards etabliert werden. 
Datenverarbeitung ist im Digitalen Zeitalter nicht nur 
Ursache für Privatheitsverletzungen, sondern auch für 
Machtkonzentrationen und ökonomische Fehlentwick-
lungen. Deshalb sollte die EU auch in Bezug auf nicht 
personenbezogene Daten Datenschutz zusammen mit 
den Datenpflichten auf die Agenda setzen. 
9.3.3 
Akteurskonstellationen für digitalisierte 
 Nachhaltigkeitsgesellschaften
Um die Digitalisierung in Richtung Nachhaltigkeit zu 
lenken, sind Akteursallianzen erforderlich, die nor-
mative Orientierungen, regulative Rahmenbedingun-
gen und faire Marktstrukturen gesellschaftlich voran-
treiben. Die Zusammenführung der Digitalisierung mit 
Nachhaltigkeitszielen ist ein politischer und kein tech-
nologischer Prozess. Der WBGU hat die Akteursgrup-
pen Individuen, Wirtschaft und Unternehmen, Zivilge-
sellschaft, Tech-Communities, Städte und Gemeinden, 
Staaten, transnationale Akteure und die internatio-
nale Staatengemeinschaft betrachtet (Kap. 4). Es las-
sen sich Trends ableiten, welche Akteursgruppen durch 
die Digitalisierung an Handlungs- und Gestaltungs-
spielraum gewinnen und welche verlieren. Aus der Ziel-
perspektive einer Großen Transformation zur Nachhal-
tigkeit ist es erforderlich, gestaltungsmächtige Akteure 
für die Transformation zu engagieren und Pionier*in-
nen des Wandels Handlungsspielräume zu eröffnen. Zu 
einigen Akteurskonstellationen wurden in Kapitel 9.1 
bis Kapitel 9.3 bereits spezifische Empfehlungen aus-
gesprochen. 
Der WBGU folgt dem Konzept polyzentrischer 
Governance, das Akteursgruppen in ihrer Interdepen-
denz betrachtet. Die folgenden Empfehlungen zielen 
darauf ab, vielfältige Akteure zu befähigen, im Digita-
len Zeitalter Verantwortung für die Transformation zur 
Nachhaltigkeit wahrzunehmen ( polyzentrische Verant-
wortungsarchitektur; WBGU, 2016b). Innerhalb einer 
polyzentrischen Verantwortungsarchitektur können 
starke Akteure wie Staaten oder internationale Organi-
sationen Impulse setzen und andere Akteure aktiv stär-
ken, z. B. um Koalitionen oder Gegengewichte zu mäch-
tigen Spielern zu bilden. Gestaltungsfähigkeit in Bezug 
auf digitale Prozesse muss bei einigen dieser potenzi-
ell starken Akteure erst noch hergestellt werden. Dazu 
sollten digitale Kompetenzen aufgebaut und mit den 
Anforderungen der Nachhaltigkeitstransformation ver-
bunden werden. 
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9.3.3.1 
Zivilgesellschaftliche Netzwerke für  individuelle 
und gemeinwohlbezogene Belange ausbauen 
Da Individuen in der digitalisierten Welt zahlreichen Vor-
strukturierungen und Komplexitäten ausgesetzt sind, 
benötigen sie Sachwalter ihrer kollektiven Interessen, 
die nicht kommerzielle Interessen vertreten (z. B. Ver-
braucherschutzorganisationen). Bestehende Organisa-
tionen schützen Individuen vor möglichen Verletzun-
gen von Individualrechten durch digitale Anwendungen 
nur bedingt. So werden die Interessen datengebender 
Nutzer*innen gegenüber kommerziellen Verwerter*in-
nen bislang nicht durch Sachwalter wie Gewerkschaften 
wahrgenommen. Hier bedarf es der Entwicklung neuer 
Formen und Vertretungsrechte. Zivilgesellschaftliche 
Organisation und bürgerschaftliches Engagement sind als 
Bindeglied zwischen Individuum und Gesellschaft, aber 
auch als Gegengewicht und Kontrollinstanz von staat-
licher und ökonomischer Macht im Digitalen Zeitalter 
besonders essenziell. Starke Netzwerke zivilgesellschaft-
licher Akteure können national wie global zu einem kri-
tischen Sensorium für ökologische, gesellschaftliche wie 
menschenrechtliche Missstände werden und in diesem 
Sinne überall auf der Welt gefördert und institutiona-
lisiert werden. 
9.3.3.2 
Tech-Communities als Verbündete für die 
 Transformation zur Nachhaltigkeit gewinnen
Aufgrund des immer stärker werdenden Einflusses 
der Tech-Communities (Kap. 4.2.4) sollten nachhaltig-
keitsrelevante Diskurse in dieser Akteursgruppe syste-
matisch und institutionell gefördert werden. Die Dis-
kussionen innerhalb der Tech-Community zu Values 
by Design, Corporate Social Responsibility, verant-
wortungsvollem Technikeinsatz sowie zur Ausgestal-
tung einer Professionsethik bieten gute Anknüpfungs-
punkte, um Potenziale für die Handlungs- und Gestal-
tungsfähigkeit in Richtung Nachhaltigkeitstransfor-
mation zu heben. Diese Inhalte sollten auch in der 
Aus- und Weiterbildung verankert werden. Neben 
einer verstärkten Corporate Social Responsibility sollte 
auch eine Technological Social Responsibility etabliert 
werden, damit Tech-Communities vermehrt zu Pionie-
ren der Transformation zur Nachhaltigkeit werden. Die 
durch das Bundesministerium der Justiz und für Ver-
braucherschutz (BMJV) ins Leben gerufene Corporate 
Digital-Responsibility-Initiative hat in Deutschland 
einen ersten Schritt zur Definition möglicher Prinzipien 
einer digitalen Verantwortung unternommen. Hieran 
kann angeknüpft werden. 
Ein „weizenbaum’scher Eid“ (Kap. 4.2.4) könnte als 
Professionsethik für nachhaltige Gestaltung und Nut-
zung digitaler Technologien dienen. Damit könnten die 
Tech-Communities zu generellen Prinzipien verpflich-
tet werden, die für die Entwicklung und die Anwen-
dung digitaler Technologien richtungsgebend sind. 
Diese Prinzipien sollten auch in Aus- und Weiterbil-
dung der Expert*innen verankert werden.
9.3.3.3 
Mainstreaming technischen Wissens und 
 Modernisierung staatlicher Institutionen 
Für die Transformation zur Nachhaltigkeit gilt es, die 
Digital- und Nachhaltigkeitskompetenzen öffentlicher 
Akteure gezielt zu stärken. Zur vollen Erschließung des 
Nachhaltigkeitspotenzials digitalisierten staatlichen 
Handelns sollte das Verständnis und technische Wis-
sen bezüglich der Chancen und Risiken der Digitalisie-
rung von der lokalen bis zur nationalen Ebene in allen 
staatlichen Institutionen sowie quer über alle relevan-
ten Themengebiete hinweg verankert werden (Main-
streaming). Staaten sollten außerdem verstärkt im Ver-
bund agieren und multilateral zusammenarbeiten, um 
an Handlungsfähigkeit (zurück) zu gewinnen. Dabei 
sollten sie sicherstellen, dass Bürgerrechte nicht einge-
schränkt und Privatheit nicht verletzt werden. Staaten 
obliegt im Digitalen Zeitalter in Bezug auf Gefährdun-
gen der Menschenwürde eine besondere Schutzpflicht, 
für deren Wahrnehmung sie sich wappnen müssen. 
9.3.3.4 
Ressourcen transnationaler und internationaler 
Organisationen für Nachhaltigkeit nutzen
Digitale Vernetzung, Virtualität und Wissenszuwachs 
können im besten Falle positive Treiber einer bereits 
in Gang gesetzten Herausbildung und Diversifizierung 
transnationaler Strukturen sein, die perspektivisch zu 
einer Art kritischer Weltgesellschaft oder einem Welt-
umweltbewusstsein kumulieren. Dafür bedarf es in 
transnationalen Netzwerken und Organisationsstruk-
turen, die sich mit digitalen und digitalisierten Infra-
strukturen befassen, eines Mainstreaming von Nach-
haltigkeitsthemen (z. B. bei ICANN). Diese Perspek-
tive könnte durch staatliche oder zivilgesellschaftli-
che Akteure aktiv eingebracht werden. Internationale 
Organisationen der Nachhaltigkeits-Governance, die 
mit ihrem faktenbasierten Berichtswesen und Reports 
eine zentrale globale Wissensressource darstellen, soll-
ten perspektivisch eine neue Rolle im Sinne einer infor-
mationellen Qualitätssicherung einnehmen. Zudem 
sollten internationale Organisationen, Ressourcen und 
Netzwerke eine Brücke zwischen transnational organi-
sierten Einheiten und Staaten bilden. Anschlussfähiges 





Neue normative Fragen – Die Zukunft des  
Homo sapiens
Mit der kontinuierlichen Wei-
terentwicklung der techni-
schen Systeme in ihren 
 Fähigkeiten und Fertigkeiten, 
der  Erweiterung menschlicher 
Fähigkeiten durch technische 
Systeme sowie den Versuchen, 
technischen Systemen menschenähnliche Fähigkeiten zu 
verleihen, wird immer wieder Neuland betreten. Daraus 
ergeben sich grundsätzliche ethische Fragen, die gesamt-
gesellschaftlich erörtert werden müssen (Kap. 7.4). Der-
zeit werden die Diskurse über die Kooperation und Kolla-
boration zwischen Mensch und Maschine sowie die phy-
sische (und soziale) Technisierung von Menschen durch 
Digitalisierung häufig mit Bildern utopischer oder dys-
topischer Science Fiction besetzt (Kap. 6). Dabei lenken 
die emotionale Aufladung und der in eine ferne Zukunft 
gerichtete Blick davon ab, dass bereits jetzt mögliche 
Grenzverletzungen mit sofortigem Regelungsbedarf 
vorliegen (Kap. 9.4.1). Bei den heute noch futuristisch 
erscheinenden Themen kann der um die Menschenwürde 
erweiterte normative Kompass des WBGU Orientierung 
bieten. Schon heute sind der Schutz vor Objektifizie-
rung von Individuen (Kap. 2.3.2), die Ermöglichung von 
Selbstbestimmung und freier Entfaltung der Persönlich-
keit sowie Diversität als Grundlage von Kreativität und 
Chance für die nötigen gesellschaftlichen Transforma-
tionen konkret herausgefordert. Sich bereits abzeich-
nende Entwicklungen führen unweigerlich zu Fragen 
danach, welche technischen Entwicklungen unter Ein-
beziehung ihrer möglichen Folgen wir zukünftig reali-
sieren wollen – und welche nicht. Hierfür ist die Schaf-
fung von Diskursräumen und Frühwarnsystemen erfor-




Auch wenn die Einschätzung der Entwicklung von 
 Gehirn-Computerschnittstellen (Brain Computer Inter-
face – BCI) und Neuroprothetik oftmals spekulativ ist, 
werden diese Technologien mittlerweile von Großin-
vestoren als bedeutend eingeschätzt. Dementspre-
chend große Forschungsbudgets und -aktivitäten in 
der Privatwirtschaft bleiben jedoch nicht ohne for-
schungsethische und gesellschaftliche Implikationen, 
denn „sinnvolle markttaugliche und klinisch verwert-
bare Entwicklung von Gehirn-Computer-Interfaces und 
auch Hirnstimulationsgeräten ist nur bei einer gleich-
berechtigten und intensiven Zusammenarbeit von phy-
siologischen, ingenieurwissenschaftlichen und klini-
schen Disziplinen möglich.“ (Birbaumer, 2017: 8). Dass 
in den Entwicklungsabteilungen von Konzernen oft-
mals medizintechnische Ingenieure ohne klinische Aus-
bildung und Erfahrung oder Zugang zu klinischen Grup-
pen tätig sind, erweist sich hier im Hinblick auf man-
gelnde Interdisziplinarität (Kap. 10) als ebenso proble-
matisch, wie die Entscheidung über und Ausgestaltung 
von Entwicklungen in Abhängigkeit von Gewinnerwar-
tungen und der Verfügbarkeit neuer technologischer 
Optionen ohne ethische Reflexion. Bereits heute wer-
den digital ansteuerbare Prothesen und Implantate zu 
kurativen Zwecken eingesetzt, teilweise ohne dass Ver-
schlüsselung oder Abschaltfunktion zwingend vorgese-
hen sind (Clausen et al., 2017). Hier gibt es dringenden 
Handlungsbedarf.
Auch wenn sich aktuell die Möglichkeiten zum 
Auslesen von Gedanken bislang auf geringem Niveau 
bewegen und bei Emotionen (etwa durch wissenschaft-
lich fragwürdige kommerzielle EEG-Geräte) bislang 
nicht bestehen, sind solche Entwicklungen in abseh-
barer Zeit im Prinzip möglich (Themenkasten 5.3-2; 
 Birbaumer, 2017). Daher müssen aus Sicht des WBGU 
jetzt die Weichen gestellt werden, um den Einsatz sol-
cher, möglicherweise kommerziell in ethisch proble-
matische Richtungen getriebenen Entwicklungen zu 
regeln. Da durch die rasche Entwicklung neuer Sen-
soren und maschineller Intelligenz „Gedankenlesen“, 
zumindest in eingeschränkter Form, in einigen Deka-
den möglich sein könnte, ist die herstellerseitige Ver-
pflichtung zu einer Unterbrechung mittels einer „Not-
Aus“-Schaltung bereits heute ebenso wichtig, wie die 
Gewährleistung größtmöglicher Sicherheit und Resi-
lienz solcher Systeme (Birbaumer, 2017: 32). Cybersi-
cherheit (Kap. 3.3.4) wäre in diesem Zusammenhang 
ein neuer zusätzlicher Garant für psychische Integrität. 
Angesichts der absehbaren quantitativen Zunahme 
von Neurodaten empfiehlt der WBGU weiterhin, ein 
individuelles Recht auf deren Privatheit im Modus 
„default opt-out“ zu schaffen, deren kommerzielle Nut-
zung und Weiterleitung streng zu regulieren und beste-
hende internationale Verpflichtungen (z. B. UN-Men-
schenrechtserklärung) um entsprechende „Neuro-
rechte“ zu erweitern (Yuste und Goering, 2017: 161ff.). 
Die rasante und teilweise schon weit fortgeschrittene 
Forschung und Entwicklung in diesem Bereich macht 
deutlich, dass dringend Räume und Institutionen für 
die frühzeitige Erörterung von möglichen Grenzzie-
hungen und Moratorien geschaffen werden müssen 
(Kap. 9.4.3).
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9.4.2 
Zulassungsstandards und „Frühwarnsysteme“ im 
Bereich der Mensch-Maschine-Interaktion 
Nicht nur die physische Technisierung von Men-
schen durch Maschinen wirft fundamentale Fragen 
auf, auch die Intensivierung und Neugestaltung von 
Mensch-Maschine-Interaktionen erfordern ein Vor-
ausdenken und Einhegen möglicher Gefahren im Hin-
blick auf  Gesellschaftspolitik und individuelle Wissens-
freiheit oder Entscheidungsautonomie (Kasten 4.3.3-1; 
Themenkasten 5.3-2; Birbaumer, 2017: 25 ff.). Bereits 
heute begleiten Alexa und Siri den Alltag von immer 
mehr Menschen in den Industrienationen. Angesichts 
der Tendenz von Menschen zur Anthropomorphisie-
rung von autonomen Systemen stellen sich drängende 
gesellschaftliche Fragen. Teilweise interagieren wir mit 
autonomen Systemen, ohne es zu wissen (Avatare, 
Bots, Serviceroboter), weshalb der WBGU nachdrück-
lich eine Kennzeichnungspflicht für Kommunikation 
mit einem maschinellen „ Gegenüber“ empfiehlt. Bereits 
heute werden zudem (teil-)autonome Roboter in vul-
nerablen Bereichen eingesetzt, etwa in der Pflege, bei 
dementen Patient*innen (Pflegeroboter Paro) oder im 
Kinderzimmer (etwa vernetzte Spielzeuge mit audiovi-
sueller Überwachungsfunktion). Aufgrund der poten-
ziell weitreichenden Folgen für die psychische Integ-
rität empfiehlt der WBGU generell für soziotechnische 
Innovationen, d. h. Produkte und Dienstleistungen im 
Zusammenhang mit Mensch-Maschine-Interaktion, 
entsprechende Zulassungsstandards festzulegen. Um 
mit den durch starke kommerzielle Interessen rasant 
vorangetriebenen Entwicklungen Schritt halten zu 
können, müssen neue und stärker antizipierende For-
men der Technikfolgenabschätzung entwickelt werden 
sowie Frühwarnsysteme, wenn es um besonders ver-
letzliche Zielgruppen (Kinder, Jugendliche usw.) geht.
9.4.3 
Verständnis des Verhältnis „Mensch – Maschine – 
Umwelt“ kontinuierlich anpassen 
Vom Menschen geschaffene digitale Technologien 
ermöglichen es nicht nur, den Planeten irreversibel zu 
verändern. Sie beeinflussen und verändern auch den 
Menschen und die vorherrschenden Menschenbilder 
(Kap. 7, 8.3.4). Das Verhältnis von Mensch, Maschine 
und Umwelt ist dabei dynamisch, denn alle drei Kom-
ponenten sind durch Technik und Gesellschaft veränder-
lich. Dennoch ist und bleibt Technik auch längerfristig 
Menschenwerk. Zur kritischen und verantwortungsbe-
wussten Antizipation künftiger Potenziale und Risiken 
technologischer Entwicklungen ist daher ein anderes, 
breiteres Zukunftsverständnis nötig anstelle eines ein-
seitig technologieorientierten. Neben einem Bildungs-
pakt (Kap. 9.1.4.2) empfiehlt der WBGU flankierend in 
der Wissenschaft die nötigen Grundlagen im Sinne von 
Zukunftsforschung, Prognose und Technikwandel wei-
terzuentwickeln (Kap. 10). Aufgrund der gesellschaft-
lichen Bedeutung, sehen wir hier eine starke Verpflich-
tung, die Forschungsergebnisse dem gesellschaftlichen 
Diskurs zugänglich zu machen, etwa durch neue For-
mate des Wissenstransfers wie Experimentierangebote, 
Roadshows oder Erprobung in Reallaboren.
9.4.4 
Effektive und inklusive Diskursarenen schaffen
Ein weiterer Baustein ist die Schaffung von Diskurs-
arenen durch die Bundesregierung, die Raum für 
 Diskussionen bieten, bei denen sich Zivilgesellschaft, 
Wissenschaft, Wirtschaft und Politik über Werte, Ziele 
und Grenzen digitaler Veränderungen austauschen kön-
nen (Kap. 7.4). Mit diesem Instrument soll der gesell-
schaftliche Diskurs organisiert werden, um das Bewusst-
sein für die sich im Kontext des digitalen Wandels neu 
stellenden ethischen Fragen zu schärfen und gesell-
schaftliche Antworten zu erarbeiten. Diese Arenen 
sollten in mehreren, miteinander vernetzten und sich 
ergänzenden Formaten organisiert werden. Ergebnisse 
der Diskursarenen sollten Eingang in parlamentarische 
Verfahren finden, etwa durch Stellungnahmen (mündlich 
oder schriftlich) in einschlägigen Bundestagsausschüs-
sen (z. B. zur Digitalen Agenda). Darüber hinaus könnte 
ein interministerieller oder Staatssekretärsausschuss für 
nachhaltige Digitalisierung eingerichtet werden.
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Der WBGU sieht technologischen Fortschritt nicht als Selbstzweck, sondern 
als Mittel zur Erreichung gesellschaftlicher Ziele. Vor diesem Hintergrund 
schlägt er eine Verschränkung der Nachhaltigkeits- und Digitalisierungsfor-
schung vor, um Wissenslücken zu schließen. Er legt zudem konkrete Vorschlä-
ge für die Weiterentwicklung der bestehenden Forschungsstrukturen vor und 
gibt inhaltliche Forschungsempfehlungen zu verschiedenen Aspekten an der 
Schnittstelle zwischen Digitalisierung und Nachhaltigkeit.
Der WBGU orientiert sich an den Fragen einer globa-
len gesellschaftlichen Zukunft innerhalb planetari-
scher Leitplanken. Forschung und Innovation sind bei 
der  Gestaltung einer konstruktiven Rolle von Digita-
lisierung für eine nachhaltige Entwicklung von gro-
ßer  Bedeutung. Technologischen Fortschritt sieht der 
WBGU dabei nicht als Selbstzweck, sondern als Mit-
tel zur  Erreichung gesellschaftlicher Ziele, insbeson-
dere eines menschenwürdigen Lebens für alle. Der 
WBGU begrüßt daher im Einklang mit seinem normati-
ven Kompass (Kap. 2) ausdrücklich die entsprechenden 
Grundüberzeugungen der Digitalstrategie des BMBF 
(2019) und deren kommende Umsetzung.
Im vorliegenden Gutachten wird die Transformation 
zur Nachhaltigkeit mit der Wirkmacht und Gestaltbar-
keit der Digitalisierung zusammengedacht. Für eine 
nachhaltige Entwicklung im Digitalen Zeitalter soll-
ten Nachhaltigkeitsfragen eine breite gesellschaftli-
che Einbettung in die Innovations- und Forschungs-
politik erfahren und auf nationaler wie europäischer 
Ebene mit internationaler Strahlkraft die zukunfts-
fähige Gestaltung des gesamten Innovationssystems 
prägen. Dabei spielen sowohl eine Transformations-
forschung, die darauf zielt, die Bedeutung der Digita-
lisierung für fundamentale gesellschaftliche Verände-
rungsprozesse besser zu verstehen, als auch eine trans-
formative Forschung, die mit ihren Forschungsergeb-
nissen Transformationsprozesse zu einer nachhaltigen 
Entwicklung anstößt und mit katalysiert, eine wichtige 
Rolle (WBGU, 2011: 23ff., 342). Der Beitrag der Wis-
senschaft liegt sowohl darin, entsprechende Diskurse 
anzuregen, als auch darin, diese fachlich zu fundieren, 
um neue Technologien für eine digitalisierte Nachhal-
tigkeit zu erarbeiten und sie für die Anwendung vor-
zubereiten.
Obwohl bereits verstanden wird, dass entlang der 
Großen Transformation zur Nachhaltigkeit und des digi-
talen Wandels gesellschaftliche Umbrüche zu erwarten 
sind, liegen aktuelle Forschungsschwerpunkte im Digita-
lisierungskontext, wie ein vom WBGU vorgenommenes 
Mapping der Diskurslandschaft zeigt ( Kasten 10.3-1), 
weiterhin auf der Technologie entwicklung, z. B. Big 
Data, Künstliche Intelligenz (KI) oder autonome Sys-
teme. Inhalte und Richtung dieser Forschung werden 
dabei vorrangig durch ökonomische Potenziale, nicht 
zuletzt im Kontext internationaler Wettbewerbsfähig-
keit, bestimmt. Ökologische und soziale Forschungsfra-
gen, letztere mit Ausnahme der Themenblöcke Wissen, 
Bildung und digitale Mündigkeit, werden weit weniger 
thematisiert. Dies betrifft ebenso die großen Zukunfts-
fragen zur Weiterentwicklung der Gesellschaft und des 
Menschen im Kontext des digitalen Wandels (Kap. 7). 
Gemessen an der Geschwindigkeit und Breite des digi-
talen Wandels existiert daher noch zu wenig belastba-
res Wissen über die Wirkung digitaler Technologien auf 
das Erdsystem, Gesellschaften und den Menschen. So 
sind gesellschaftspolitische Diskurse über die Auswir-
kungen der Digitalisierung – beispielsweise in Bezug auf 
die Arbeit der Zukunft oder den Energie- und Ressour-




und hohe Unsicherheit gekennzeichnet. Gleichermaßen 
sind auch die Potenziale und Risiken der Digitalisierung 
für die Realisierung der international vereinbarten Nach-
haltigkeitsziele (UN Sustainable Development Goals – 
SDGs, UNGA, 2015) und die Frage, wie durch digital 
gestützte Bildungsmaßnahmen Wissen und Handeln zur 
Großen Transformation gefördert werden kann, erst in 
Ansätzen erforscht (UN, 2018c). 
Dieser Status Quo legt sowohl eine Neuausrichtung 
der derzeitigen Forschungsschwerpunkte zum Thema 
Digitalisierung auf Nachhaltigkeit nahe, als auch die 
digitalisierungsbezogene Weiterentwicklung der Nach-
haltigkeitsforschung. Der WBGU schlägt entlang der 
drei Dynamiken des Digitalen Zeitalters (Kap. 7) die 
folgenden übergeordneten Forschungslinien vor, um 
bestehende Wissenslücken zu füllen und mehr Erkennt-
nisse zu Potenzialen und Risiken der Digitalisierung für 
eine Transformation zu einer nachhaltigen Wirtschafts- 
und Gesellschaftsstruktur zu bekommen:
 > Forschung zu Digitalisierung für Nachhaltigkeit (Erste 
Dynamik): Wie können digitale Technologien, 
 digitale und digitalisierte Infrastrukturen sowie 
 digitalisierte Systeme und Endgeräte selbst nachhal-
tig gestaltet werden, insbesondere auch in Bezug auf 
ihren Energie- und Ressourcenverbrauch sowie die 
Etablierung einer Kreislaufwirtschaft? Wie kann die 
Digitalisierung als Instrument zur Umsetzung der 
SDGs und zum  Klimaschutz eingesetzt werden?
 > Forschung zu nachhaltigen digitalisierten Gesell-
schaften (Zweite Dynamik): Wie können handlungs-
fähige Gesellschaften erhalten werden, die in der 
Lage sind, die systemverändernde Wirkmacht der 
Digitalisierung auf Erdsystem, Gesellschaft, Wirt-
schaft, den Menschen und Techniksysteme einzu-
ordnen und proaktiv nachhaltig zu gestalten sowie 
deren nicht intendierten Folgen zu begegnen? Wich-
tige Forschungsaufgaben sind die Untersuchung von 
Systemrisiken und -potenzialen, die Entwicklung 
neuer Teilhabeformen im Kontext der Arbeit der 
Zukunft, die Gestaltung von Mensch-Maschine-In-
teraktionen und die Befähigung des Individuums in 
digitalisierten Nachhaltigkeitsgesellschaften. Die 
Forschungsmittel zu den Auswirkungen von KI auf 
die digitalisierte Nachhaltigkeitsgesellschaft sollten 
deutlich erhöht werden.
 > Forschung zur Zukunft des Homo sapiens (Dritte 
Dynamik): Im Digitalen Zeitalter wird das Mensch-
sein selbst zum Thema nachhaltiger Entwicklung. 
Inwieweit sind alte und neue Menschenbilder ange-
sichts einer möglichen Verschränkung von Mensch 
und Technik sowie der zunehmenden Kooperation 
von Mensch und Maschine zu hinterfragen? Wie 
kann der Erhalt der Würde des Menschen sicherge-
stellt werden?
Nicht zuletzt muss sich das Wissenschaftssystem selbst 
dem digitalen Wandel stellen und entsprechend weiter-
entwickeln. Eine Schwerpunktsetzung auf Nachhaltig-
keitsziele in nahezu allen Disziplinen stellt dabei neue 
Anforderungen an deren strukturelle Ausgestaltung. Es 
sind verstärkt Diskurs- und Reflexionsräume innerhalb 
des Wissenschaftssystems nötig, um auf verschiedenen 
gesellschaftlichen Ebenen eine differenzierte, gemein-
schaftliche und rechtzeitige Auseinandersetzung mit 
ethischen und nachhaltigkeitsrelevanten Fragen zu 
ermöglichen und daraus Vorschläge für geeignete Rah-
menbedingungen zu entwickeln.
Zunächst erläutert Kapitel 10.1 die übergreifende 
Zielsetzung im Hinblick auf die Große Transformation 
zur Nachhaltigkeit (WBGU, 2011). In Kapitel 10.2 wer-
den auf dieser Basis konkrete Vorschläge für die Wei-
terentwicklung der bestehenden Forschungsstrukturen 
gemacht. Im Zuschnitt gegenwärtiger Programme ist es 
oft schwierig, Projekte an der Schnittstelle von Nach-
haltigkeit und Digitalisierung zu verorten. Es werden 
Institute und Programme vorgestellt, die erste Schritte 
unternommen haben, die Schnittstelle von Nachhaltig-
keit und Digitalisierung zu erforschen bzw. sich anbie-
ten würden, um eine engere Verschneidung der beiden 
Bereiche herbeizuführen. Weiterhin werden sowohl 
Vorschläge für bestehende Programme und Institutio-
nen an der Schnittstelle von Digitalisierung und Nach-
haltigkeit als auch an Akteure im Wissenschaftssystem 
gegeben, die den verstärkten Bedarf nach disziplinenü-
bergreifendem Austausch und der Einbindung wissen-
schaftsnaher Akteure mitberücksichtigen. Abschlie-
ßend erläutert Kapitel 10.3 inhaltliche Forschungsemp-




Die wissenschaftliche und öffentliche Unsicherheit 
über die Wirkung der Digitalisierung auf das Erdsys-
tem, Gesellschaften oder auch den Menschen steht 
derzeit in einem Missverhältnis zur aktuellen Dyna-
mik, Breite und Eingriffstiefe digitaler Entwicklun-
gen. In den Forschungsempfehlungen dieses Gutach-
tens geht es daher auch um den Erhalt und die Förde-
rung der Verständnis- und Innovationsfähigkeit, aber 
auch Diskursfähigkeit der Weltgesellschaft, um letzt-
endlich deren Gestaltungs- und Handlungsfähigkeit zu 
erhalten oder auch, wo nötig, wiederzuerlangen (Kap. 
7.5). Der Wissenschaft und Forschung kommt hierbei 
eine Schlüsselrolle zu. Kritische Analysen, Reflexion 
und das Eröffnen von Möglichkeits- und Diskursräu-
men für den digitalen Wandel sind daher unabdingbare 
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Übergeordnete Forschungsschwerpunkte 10.1 
Bestandteile der Gestaltung eines nachhaltigen Digita-
len Zeitalters und sollten als Beförderer und nicht als 
Hemmnisse für Innovations- und Wettbewerbsfähig-
keit verstanden werden. 
Die womöglich größte Herausforderung für die For-
schungsförderung liegt nach Ansicht des WBGU darin, 
auf diversen zusammenwirkenden Ebenen  Bedingungen 
für eine differenzierte, gemeinschaftliche und rechtzei-
tige Auseinandersetzung mit ethischen Fragen und der 
Konzipierung gesellschaftlicher Rahmenbedingungen 
für eine nachhaltige Digitalisierung und deren zukünf-
tige Absicherung zu schaffen. In diesem Zusammenhang 
gilt es, das reflexive Potenzial nicht nur in der Wissen-
schaft selbst, sondern in den vielfältigen öffentlichen 
Arenen des Digitalisierungsdiskurses weiter zu erhö-
hen. Hierzu könnten jenseits bestehender Formate für 
Wissenschaftskommunikation auch neue etabliert wer-
den, etwa im Bereich der Kunst, um wissenschaftliche 
Expertise für öffentliche Diskurse verstärkt zu aktivie-
ren. Dementsprechend gilt es für eine gelingende Große 
Transformation (WBGU, 2011), sowohl Transformations-
forschung für ein besseres  Gestaltungsverständnis der 
Digitalisierung als auch transformative Forschung mit 
dem Instrumentarium der Digitalisierung zu fördern. So 
sollte die Digitalisierung als neues Querschnittsthema in 
allen bestehenden Forschungsinitiativen zur Nachhaltig-
keit etabliert und das Nachhaltigkeitszielsystem in jede 
Digitalisierungsforschung eingebettet werden. 
Transformationsforschung „wendet sich gezielt der 
bevorstehenden Gestaltungsaufgabe der Transformation 
zu. Hier werden Übergangsprozesse  exploriert, um Aus-
sagen über Faktoren und Interdependenzen in Transfor-
mationsprozessen zu treffen. Historische Beispiele kön-
nen hier die Grundlage liefern, um beobachtete trans-
formative Momente zu  analysieren“ (WBGU, 2011: 23). 
Sie hilft im Kontext der Digitalisierung zu verstehen, 
was die relevanten Triebkräfte für das Verständnis der 
„Schlüsselfragen für eine digitale, nachhaltige Gesell-
schaft“ (WBGU, 2018a) sind. Methoden der Technik-
folgenabschätzung und Zukunftsforschung sind vor dem 
Hintergrund der drei Dynamiken wichtige Bausteine der 
Transformationsforschung. 
Gleichzeitig bietet die Digitalisierung das Instru-
mentarium, um empirische und Langzeitforschung auf 
eine qualitativ neue Stufe zu heben: So erlauben bei-
spielsweise Monitoring für die Erdbeobachtung, sozi-
ale Plattformen für Verhaltensforschung oder Industrie 
4.0 für die Kreislaufwirtschaft ein umfassendes Erken-
nen von Abhängigkeiten, komplexen Zusammenhängen 
und Implikationen. Datenanalysen, Zeitreihenanalysen, 
Mustererkennung, Modellbildung, Simulationen und 
Vorhersagen sind aufgrund der Genauigkeit der Beob-
achtungsmöglichkeiten, der Aktualität, des Umfangs 
und der Dauer der Beobachtungen um Magnituden der 
Abdeckung, der Präzision, Wiederholbarkeit und Nach-
vollziehbarkeit besser als bislang. Mit diesem Instru-
mentarium sind selbst so umfangreiche Beobachtungs- 
und Analyseaufgaben wie die Weiterentwicklung der 
SDG-Indikatorik in den Staaten und weltweit realisier-
bar. Eine erste SDG-Indikatorik wurde bereits mit den 
SDGs vorgelegt. Aufgrund von inhaltlichen und opera-
tiven Schwierigkeiten ist diese jedoch noch nicht umfas-
send umgesetzt. Ihre umsetzungsorientierte Weiterent-
wicklung sollte daher Gegenstand der Forschung sein. 
In Kombination mit der Vergemeinschaftung der For-
schungsdaten und -erkenntnisse als digitale Gemeingüter 
kann so auch die SDG-orientierte Wissensbasis auf- und 
ausgebaut und allseits zugänglich gemacht werden. 
Transformative Forschung entwickelt im Kontext der 
Digitalisierung zum einen unmittelbare digitalbasierte 
Methoden und Lösungsbausteine für nachhaltigkeits-
bezogene Herausforderungen (z. B. Innovationen für 
dezentrale Energieversorgung, automatisiertes Fahren 
im Kontext einer nachhaltigen Mobilität, Präzisions-
landwirtschaft, Kreislaufwirtschaft), zum anderen ini-
tiiert sie durch eine geeignete Rahmensetzung und Sen-
sibilisierung für Problemzusammenhänge gesellschaft-
liche Debatten über Nachhaltigkeitspotenziale und 
-risiken der Digitalisierung. Beide können sich zudem 
selbst mit digitalisierten Methoden und Instrumenten 
weiterentwickeln.
Die Verschränkung der Nachhaltigkeits- und Digita-
lisierungsforschung, bei der transformative Forschung 
nicht ohne das Zielsystem der SDGs und nicht ohne 
die IKT-Innovationsdynamiken auskommt, sollte durch 
eine Bildungsforschung für die digitalisierte Nachhaltig-
keitsgesellschaft begleitet werden. Dabei sind nicht nur 
die Ausprägung und Stärkung von Digital- und Nach-
haltigkeitskompetenzen zu untersuchen, sondern ins-
besondere die Vermittlung von Transformationskom-
petenzen zu den anstehenden Gestaltungsaufgaben 
und Gestaltungsoptionen zu erforschen. Ein Kanon zur 
Aus- und Weiterbildung von Digital-, Nachhaltigkeits- 
und Transformationskompetenzen sollte als Fundament 
in der digitalisierten Nachhaltigkeitsgesellschaft durch 
transformative Bildungsforschung vorbereitet und wis-
senschaftlich begleitet werden. 
10.2
Forschungsstrukturen – Transformations-
forschung und transformative Forschung im  
Digitalen Zeitalter
Sowohl strukturell als auch programmatisch sollte das 
deutsche Wissenschaftssystem weiterentwickelt wer-
den, um das für eine nachhaltige digitale Entwicklung 
benötigte Wissen zu erarbeiten und bereitzustellen und 
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die Rolle der Wissenschaft als Diskurs- und Reflexions-
raum zu stärken. Dabei sollte ein Mainstreaming des 
SDG-Zielkanons in jeder relevanten Disziplin, aber auf-
grund der IKT-Innovationsdynamiken insbesondere in 
der Digitalisierungsforschung erfolgen. Tabelle 10.2–1 
gibt einen Überblick über die Impulse, die der WBGU 
für die grundlagenorientierte Forschung zu Transfor-
mationsprozessen im Digitalen Zeitalter und der trans-
disziplinären anwendungsorientierten Forschung für 
den digitalen Wandel anregt. Sowohl für bestehende 
Forschungsprogramme (Kap. 10.2.1) wie auch für eta-
blierte Akteure im Wissenschaftssystem (Kap. 10.2.2) 
werden Vorschläge gemacht. Auch die institutionel-
len Kapazitäten in Deutschland sollten weiter ausge-
baut werden (10.2.3), auch vor dem Hintergrund, dass 
die Bundesregierung ihr Ziel, zusammen mit den Bun-
desländern und der Wirtschaft 3,5 % des BIP für For-
schung und Entwicklung bereitzustellen, weiterhin um 
0,5 % verfehlt (BMBF, 2018a). Weitere Forschungs-
empfehlungen finden sich bei den jeweiligen Schau-
plätzen (Kap. 5). Eine Übersicht über die Themen ist in 
Kasten 10.3-2 dargestellt.
10.2.1 
Forschungsprogramme und -strategien an der 
Schnittstelle von Digitalisierung und Nachhaltig-
keit ausbauen
Angesichts bestehender Umwelt- und Nachhaltigkeits-
probleme und der Dynamik der Digitalisierung besteht 
der dringende Bedarf, handlungsleitendes Wissen zu 
generieren. Allerdings finden sich unter den beste-
henden Forschungsprogrammen und -strategien der-
zeit nur wenige, die explizit Digitalisierung und Nach-
haltigkeit in den Kern ihrer Aktivitäten stellen. Beste-
hende Forschungsprogramme einer transformativen 
Forschung zur Begleitung der Digitalisierung sollten auf 
europäischer und nationaler Ebene neu aufgelegt oder 
weiterentwickelt werden. 
10.2.1.1 
Horizon Europe: Digitalisierte Nachhaltigkeit in 
Europa zentral verankern
Die EU bündelt ihre Forschungsförderprogramme in 
von der Europäischen Kommission verwalteten und 
zeitlich befristeten Forschungsrahmenprogrammen. Im 
Jahr 2021 wird das derzeit laufende Rahmenprogramm 
EU Horizon 2020 – mit einem Fördervolumen von 
77 Mrd. € das größte Forschungs- und Innovations-
programm weltweit (BMBF, 2018a: 39) – vom Nach-
folgeprogramm Horizon Europe (2021–2027) abgelöst. 
Wie in der Hightech-Strategie festgehalten, sollte sich 
die Bundesregierung dafür einsetzen, dass die SDGs 
und das Übereinkommen von Paris im neuen EU-For-
schungsrahmenprogramm verankert sind. Dieses basiert 
auf drei Säulen, welche zu diesem Gutachten anschluss-
fähig sind: (1) offene Wissenschaft, (2) globale Heraus-
forderungen und internationale Wettbewerbsfähigkeit 
sowie (3) offene Innovation (Abb. 10.2.1-1). 
Der WBGU empfiehlt jedoch angesichts der 
 Verschränkung von Digitalisierung und Nachhaltigkeit, 
diese drei Säulen einer „European Research Area“ stär-
ker zusammenzudenken und der Bundesregierung eine 
entsprechende Positionierung zur weiteren Implemen-
tierung des Paradigmas von „Responsible Research and 
Tabelle 10.2-1





Grundlagenorientierte Forschung zu 
 Transformationsprozessen im Digitalen Zeitalter
Stärkung der transformativen Forschung
 
Transdisziplinäre und anwendungsorientierte 
 Forschung für den digitalen Wandel
Forschungsinstitute zu den Grundfragen der 
 digitalisierten Nachhaltigkeit gründen
Impulse zur Weiterentwicklung grundlagenorientierter 
Forschung:
 > Einrichtung DFG-Senatskommission  
„Nachhaltigkeit in der Digitalisierungsforschung“
 > Universitäre und F&E-Leitlinien
Forschungsprogramme für Nachhaltigkeit bzw. 
 Digitalisierung wechselseitig aufeinander beziehen  
und transdisziplinär weiterentwickeln:
 > Horizon Europe
 > Future Earth
 > Hightech-Strategie 2025
 > BMBF-FONA
 > Energieforschungsprogramm
Impulse für nachhaltige Digitalisierung in der 
 industriellen Forschung:
 > Nachhaltigkeitslinien für F&E
 > Nachhaltigkeitsorientierte Zielindikatorik
Forschungsstrukturen – Transformations forschung und transformative Forschung im Digitalen Zeitalter   10.2
411
Innovation“ (RRI; Lindner et al., 2016). Dies wäre auch 
in generellen Anreizstrukturen und nicht nur wie bei 
„Horizon 2020“ im vergleichsweise gering budgetierten 
Teilprogramm „Wissenschaft von und mit der Gesell-
schaft“ zu verankern. Die Verantwortung der europäi-
schen und deutschen Wissenschaft angesichts der Her-
ausforderungen der Digitalisierung in Bezug auf eine 
globale nachhaltige Entwicklung ließe sich auf diesem 
Weg direkt stärken. So wie die Sicherung industrieller 
Wettbewerbsfähigkeit in der zweiten Säule nur zusam-
men mit globalen Nachhaltigkeitsherausforderungen 
sinnvoll gedacht werden kann, lassen sich auch offene 
Wissenschaft und Innovation nicht abgetrennt von 
verantwortungsvoller Technikgestaltung umsetzen. 
Der im Positionspapier der Bundesregierung (2018b: 5) 
zu „Horizon Europe“ angestrebte „breite Innovations-
begriff“ bezieht sich ausdrücklich neben technologi-
schen auch auf soziale Innovationen und betont neben 
gesteigerter Wertschöpfung auch im Sinne des Vorsor-
geprinzips die Bewältigung gesellschaftlicher Heraus-
forderungen. 
Im Einklang mit der dortigen Forderung, dass SDGs 
„auch als handlungsleitend für die Themensetzung und 
Ausschreibungen in den Clustern enthalten sind“, emp-
fiehlt der WBGU, übergeordnet noch eine konkreter an 
nachhaltiger und Nachhaltigkeit ermöglichender Digi-
talisierung orientierte „Mission“ auszuarbeiten und 
einzubringen. Im Report „Mission-Oriented Research & 
Innovation in the European Union“ (Mazzucato, 2018), 
der dem aktuellen EU-Kommissionsvorschlag zugrun-
deliegt, ist nicht nur an vielen Stellen ein klarer Bezug 
zur Digitalisierung vorhanden, sondern auch die SDGs 
nehmen dort eine zentrale Rolle ein. Eine entsprech-
ende, missionsorientierte systemische Politik nutzt 
„frontier knowledge to attain specific goals“ oder „big 
science deployed to meet big problems“ ( Mazzucato, 
2018: 4). 
Angesichts der Komplexität und Spezialisierung der 
heutigen Wissenschaft werden Offenheit und Kollabo-
ration zu kritischen Erfolgsfaktoren. Dies gilt sowohl 
innerhalb der Diversität Europas, als auch im globa-
len Wettbewerb insbesondere mit ökonomisch starken 
Staaten wie China oder den USA. Im Einklang mit der 
transformativen Perspektive des WBGU (2011) emp-
fiehlt der WBGU daher, die missionsorientierte For-
schung zu fundamentalen globalen Herausforderun-
gen (Grand Challenges) strukturell im kommenden 
Forschungsrahmenprogramm zu implementieren. Ziel 
ist es, wissenschaftliche Investitionen darauf auszu-
richten, diese interdisziplinär, fokussiert und problem-
orientiert in Verbindung von Grundlagenforschung und 
angewandter Forschung angehen zu können (Mazzu-
cato, 2018: 5 ff.).
Der WBGU schlägt zusätzlich auf dieser Basis vor, 
am Europäischen Innovations- und Technologieinstitut 
(EIT; EU-Kommission, 2018d) eine „Digital Sustainabi-
lity Knowledge and Innovation Community“ (KIC) als 
kooperative Wissens- und Innovationsgemeinschaften 
mit der Industrie zu schaffen, um größere Veränderun-
gen wie beispielsweise in Richtung einer Kreislaufwirt-
schaft zu realisieren.
Weiterhin empfiehlt der WBGU der Bundesregie-
rung, die Verhandlungen für das nächste Rahmenpro-
gramm (FP9, Start: 01.01.2021) stärker auf Themen 
in den Bereichen Nachhaltigkeit der Digitalisierung 
und digitale Nachhaltigkeit zu fokussieren, um wie im 
aktuellen Positionspapier (Bundesregierung, 2018c: 2) 
wichtige Beiträge für die nachhaltige Entwicklung der 
EU leisten zu können.
10.2.1.2 
Future Earth: Nachhaltigkeitsforschung in 
 Richtung Digitalisierung erweitern
Angesichts der in diesem Gutachten herausgearbeite-
ten Interdependenzen von Digitalisierung und Nach-
haltigkeit empfiehlt der WBGU, Digitalisierung im 
internationalen auf die Transformation zu globaler 
Nachhaltigkeit ausgerichteten Forschungsprogramm 
Future Earth als wichtigen Baustein zu integrieren. In 
diesem  Zusammenhang sollte ein globales Projekt zu 
Abbildung 10.2.1-1
Drei Säulen von Horizon Europe. 
Quelle: EU-Kommission, 2018d (eigene Übersetzung)
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„ eSustainability“ initiiert werden. Ein neuer inter- und 
transdisziplinärer Wissenschaftstypus (analog der in 
Kapitel 10.2 dargestellten Vorstellungen des WBGU) ist 
bereits zentrales Element der Vision für 2025 (Future 
Earth, 2014). „eSustainability“ kann nicht nur durch 
gesteigerten Output in den zentralen Themen von 
Future Earth maßgeblich zum Erreichen der SDGs bei-
tragen. Gleichzeitig werden damit auch die Realisierung 
einer entsprechenden neuen, die aktuellen Begrenzun-
gen überschreitenden kollaborativen Wissenschafts-
kultur befördert und dafür notwendige Voraussetzun-
gen geschaffen. Der WBGU empfiehlt weiterhin die 
Schaffung eines Knowledge-Action Networks „Digita-
lization“, um dieses und weitere Projekte am Scharnier 
von Nachhaltigkeit und Digitalisierung als forschungs-
strategischen Pfeiler zu verankern und fortlaufend aus-
zubauen.
10.2.1.3 
Hightech-Strategie 2025: Digitalisierung und 
Nachhaltigkeit stärker zusammendenken
Die Hightech-Strategie (BMBF, 2018b) bündelt seit 2006 
die Forschungs- und Innovationspolitik der Bundesre-
gierung über alle Ressorts hinweg. Mit den Weiterent-
wicklungen 2010, 2014 und 2018 wurde der ursprüng-
lich rein technisch-ökonomische Fokus der Strategie 
sukzessive stärker an gesellschaftlichen Herausfor-
derungen ausgerichtet. Seit 2014 bestehen vereinzelt 
Bezüge zu sozialen Innovationen sowie nachhaltigkeits- 
und sozial- bzw. geisteswissenschaftlicher Forschung. 
Mit der Überarbeitung 2018 sind diese Aspekte weiter 
gestärkt worden, was der WBGU begrüßt. Digitalisie-
rung wird in der Hightech-Strategie als zentrales Quer-
schnittsthema behandelt und soll in allen sechs Hand-
lungsfeldern vorangetrieben werden. Nachhaltigkeit ist 
dagegen im Zusammenhang mit Klimaschutz und Ener-
gie thematisch eher sektoral angelegt. Obwohl in der 
Hightech-Strategie festgehalten wird, dass sich die Bun-
desregierung dafür einsetzt, die SDGs und das Überein-
kommen von Paris im neuen EU-Forschungsrahmenpro-
gramm zu verankern, finden sie in der Hightech-Strate-
gie selbst keine Erwähnung. Die Hightech-Strategie 2025 
versteht sich als lernender Prozess, der Impulse für die 
Umsetzung und Weiterentwicklung der Strategie auf-
greift. Hierfür empfiehlt der WBGU, Nachhaltigkeitsas-
pekte noch stärker in der Hightech-Strategie zu berück-
sichtigen und konsequent mit der Wirkmacht der Digi-
talisierung zusammenzudenken. Dazu werden folgende 
konkrete Maßnahmen empfohlen:
1. Nachhaltigkeit sollte – wie auch Digitalisierung – in 
der Hightech-Strategie als Querschnittsthema ange-
legt werden, das in allen Handlungsfeldern glei-
chermaßen vorangetrieben wird. Außerdem sollte 
Digitalisierung für Nachhaltigkeit, im Sinne der Ent-
wicklung von digital gestützten, an den SDGs orien-
tierten Lösungen, als konkrete Mission in der High-
tech-Strategie ergänzt werden.
2. Wachstumsziele sollten kein Primat vor Wohlfahrt 
und Nachhaltigkeit erhalten. Hinsichtlich der inter-
nationalen Wettbewerbsfähigkeit gilt es, Wettbe-
werbsfähigkeit und Nachhaltigkeit politisch zusam-
mendenken. Anstelle des Fokus auf den Wachs-
tumsbegriff und internationale Wettbewerbsfähig-
keit sollten daher der Wohlfahrtsbegriff und die 
Nachhaltigkeitsziele als neues globales Entwick-
lungsparadigma im Vordergrund der Hightech-Stra-
tegie stehen. Die sozialen und ökologischen Dimen-
sionen von Innovationen als Strategieelemente 
zum Erreichen von Wohlfahrtszielen sollen weiter 
gestärkt werden.
3. Die nachhaltige Digitalisierung, im Sinne einer 
sicheren, ressourcenschonenden und energieeffi-
zienten Digitalisierung, soll als konkrete  Mission 
innerhalb der Hightech-Strategie ergänzt  werden. 
Bereits beim Aufbau und Betrieb digitaler und 
 digitalisierter Infrastrukturen und Anwendungen 
sollen Lösungen für einen nachhaltigen Umgang 
mit den benötigten Ressourcen und dem Energie-
verbrauch mitgedacht werden. 
10.2.1.4 
FONA4: Verknüpfung mit Digitalisierung 
 herstellen
Das BMBF-Rahmenprogramm „Forschung für nach-
haltige Entwicklung“ erarbeitet Entscheidungsgrund-
lagen für zukunftsorientiertes Handeln sowie innova-
tive Lösungen für eine nachhaltige Gesellschaft. Das 
vierte Rahmenprogramm „Forschung für nachhal-
tige Entwicklung“ (FONA4) sollte genutzt werden, um 
das Thema Digitalisierung in die Nachhaltigkeitsfor-
schungsprogrammatik einzuführen. Dabei sollte ins-
besondere die mögliche Rolle der Digitalisierung als 
Instrument zur effektiven Umsetzung der gesetzten 
Nachhaltigkeitsziele, beispielsweise durch verbessertes 
Monitoring oder vereinfachten Austausch von Umwelt-
daten mitberücksichtigt werden. 
Diese strategische Neuausrichtung stellt neue Anfor-
derungen an die bereits in FONA3 (BMBF, 2015) ange-
legte Forschung zur Vorsorge, da neue digitale Vor-
sorgethemen, wie Datensicherheit, Schutz der Privat-
sphäre oder Stabilität der Infrastrukturen dadurch auch 
in der Nachhaltigkeitsforschung an Relevanz gewinnen. 
Demzufolge sollte Forschung zur Vorsorge innerhalb 
von FONA4 weiter ausgebaut werden. Gleiches gilt für 
die in FONA angelegte sozial-ökologische Forschung, 
die Themen aufgreift, die gesellschaftliche Aushand-
lungsprozesse und Werte diskussionen umfassen, um 
Lösungsoptionen für den Übergang zu einer nachhalti-
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gen Gesellschaft zu finden. Durch die Verknüpfung von 




 Bundes regierung: Nachhaltigkeitswirkungen 
sowie die  internationale Perspektive stärken
Das Energieforschungsprogramm beschreibt die inhalt-
liche Ausrichtung und Instrumente der Forschungs-
förderung der Bundesregierung im Energiebereich. Es 
wurde erst kürzlich grundlegend überarbeitet und mit 
der jetzt aktuellen siebten Auflage an veränderte Rah-
menbedingungen und neue Herausforderungen bei der 
Umsetzung der energie- und klimapolitischen Zielset-
zungen in Deutschland angepasst. Viele, auch aus Sicht 
des WBGU bedeutsame Technologien und Ansätze zum 
Schutz der natürlichen Lebensgrundlagen, wie bei-
spielsweise Technologien für die Abscheidung von CO2 
sowie Verfahren und Materialien zum Schließen von 
Stoffkreisläufen, werden im Energieforschungspro-
gramm aufgegriffen. Hervorzuheben ist nach Ansicht 
des WBGU, dass mit der Überarbeitung die Ausrich-
tung des Programms auf systemische Forschungsfragen 
und systemübergreifende Forschungsthemen wesent-
lich gestärkt wurde. Darunter fällt interdisziplinäre 
Forschung zu den erforderlichen sozioökonomischen 
Voraussetzungen einer erfolgreichen Anwendung und 
Verbreitung neuer Technologien sowie zur praktischen 
Überprüfung von Technologien und regulatorischen 
Maßnahmen in Reallaboren. 
Neben dieser verstärkten Beachtung der Inter-
aktion von Gesellschaft und Technik für die erfolg-
reiche Anwendung neuer Technologien begrüßt der 
WBGU, dass mit der Überarbeitung die Digitalisierung 
und deren energiewirtschaftliche Folgen nun expli-
zit als Teil der systemübergreifenden Forschungsthe-
men sowie zusätzlich an zahlreichen weiteren Stellen 
integriert wurden, etwa im Zusammenhang mit neuen 
Mobilitätskonzepten, intelligenten Gebäuden und ins-
besondere im Zusammenhang mit der Sektorkopplung. 
Auf diese Weise wurde eine wesentliche Fehlstelle des 
bisherigen Energieforschungsprogramms behoben. Das 
aktuelle Programm nennt eine große Breite technischer 
wie nicht technischer Entwicklungen im Zuge der Digi-
talisierung und eine Vielzahl möglicher Anwendungs-
bereiche und Potenziale digitaler Technologien. Auch 
kritische Fragen, etwa nach den Folgen einer zuneh-
menden Vernetzung für die Sicherheit und Resilienz 
des Energiesystems oder den Datenschutz, werden 
nicht ausgeblendet. 
Vom Energiebereich ausgehende gesellschaftli-
che und ökologische Implikationen der Digitalisierung 
für nachhaltige Entwicklung werden vom Energiefor-
schungsprogramm jedoch kaum erfasst. Dem Leitge-
danken dieses Gutachtens folgend sollten Technologien 
sowie die Digitalisierung in den Dienst der Nachhaltig-
keit gestellt werden. Somit ist es aus Sicht des WBGU 
empfehlenswert, im Rahmen von Projekten bei der Ent-
wicklung von Technologien nicht nur Marktpotenziale, 
sondern auch gesellschaftliche und umweltbezogene 
Nachhaltigkeitswirkungen mitzudenken. Beispielsweise 
könnten Projektanträge zur Diskussion dieser Aspekte 
im Rahmen der Antragstellung verpflichtet werden. 
Eine solche Regelung würde die Integration von Nach-
haltigkeitsaspekten als Standard setzen, Abweichun-
gen davon müssten begründet werden. Kritisch sieht 
der WBGU überdies die sehr einseitige Ausrichtung auf 
Deutschland bzw. Industrieländer. Diese Ausrichtung 
vernachlässigt die besonderen gesellschaftlichen und 
strukturellen Voraussetzungen in Entwicklungs- und 
Schwellenländern für die Gestaltung nachhaltiger Ener-
giesysteme. Gesellschaftliche und strukturelle Voraus-
setzungen in Entwicklungs- und Schwellenländern für 
die Gestaltung nachhaltiger Energiesysteme sollten in 
der Forschungsförderung sowohl bei der Entwicklung 
neuer Energietechnologien als auch bei der Untersu-
chung der notwendigen Rahmenbedingungen für eine 
erfolgreiche und zügige Anwendung von Technologien 
wesentlich stärker berücksichtigt werden. 
10.2.2 
Empfehlungen an bestehende Akteure im 
 Wissenschaftssystem
Da es sich sowohl bei Digitalisierung als auch bei Nach-
haltigkeit um Querschnittsthemen handelt, die  zudem 
große Interdependenzen aufweisen, sollten beide The-
men von den zentralen Akteuren im Wissenschafts-
system auf die Agenda gesetzt und weiterverbreitet 
werden. Durch ein inter- und transdisziplinäres Main-
streaming dieser Themen lassen sich sowohl ein breites 
Nachhaltigkeitsverständnis im Sinne der SDGs als auch 
nachhaltige Gestaltung von mit Digitalisierung ver-
knüpfter Forschung in der Wissenschaft selbst sowie 
im Austausch mit der Wirtschaft und Gesellschaft ver-
ankern und sukzessive ausbauen. 
10.2.2.1 
DFG: Ständige Senatskommission für Nachhaltig-
keit in der Digitalisierungsforschung einrichten
Beim verschränkten Themenkomplex Nachhaltigkeit 
und Digitalisierung handelt es sich um ein politisch und 
gesellschaftlich kontrovers diskutiertes und sich schnell 
entwickelndes wissenschaftliches Thema, in dem mit 
wiederkehrendem gesetzlichen Regelungsbedarf mit 
deutlicher Relevanz für die Forschung zu rechnen ist 
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(DFG, 2018). Um innerhalb der DFG entsprechende 
Kompetenzen schärfen und bündeln zu können, emp-
fiehlt der WBGU der DFG die Einrichtung einer ständi-
gen Senatskommission „Nachhaltigkeit in der Digitali-
sierungsforschung“. Die Senatskommission hat die Auf-
gabe, auf digitale Entwicklungen hinzuweisen, die wis-
senschaftliche, ethische, rechtliche und soziale Fragen 
aufwerfen oder im Konflikt mit der  Erhaltung natürli-
cher Lebensgrundlagen stehen. Sie sollte den digitalen 
Wandel sorgfältig und vorausschauend beobachten, um 
rechtzeitig neue öffentliche Diskussionen anzustoßen 
und auf Forschungsbedarf hinzuweisen. Die Senats-
kommission „Nachhaltigkeit in der Digitalisierungsfor-
schung“ sollte außerdem auf Lücken in den forschungs-
politischen und öffentlichen Diskursen hinweisen. 
10.2.2.2 
Universitäten und Hochschulen: Leitlinien 
 formulieren und weiterentwickeln
Universitäten und Hochschulen können nicht nur als 
Bündelungsort von Forschung und Lehre, sondern auch 
als Akteure wichtige Impulse in die Gesellschaft senden. 
Einige Universitäten und Hochschulen haben bereits 
offizielle Nachhaltigkeitsleitlinien erarbeitet, mit denen 
beispielsweise die Übernahme ökologischer und sozia-
ler Verantwortung in Forschung, Lehre und Verwaltung 
präzisiert wird. Universitäten und Hochschulen soll-
ten für ihre eigene Praxis Leitlinien für einen nachhal-
tigen Umgang mit digitalen Methoden und Werkzeugen 
im Universitäts- und Hochschulbetrieb erarbeiten bzw. 
ergänzen und umsetzen. Dazu sollte der Austausch mit 
Fakultäten, die zum Thema Digitalisierung forschen, 
gesucht werden. Das BMBF-Projekt „Nachhaltigkeit an 
Hochschulen“ (HOCHN) sollte um das Thema Digitali-
sierung ergänzt werden.
10.2.2.3 
Akademien der Wissenschaften: Bezüge zur 
 Nachhaltigkeit stärker adressieren
Als weitere zentrale Säule des deutschen Wissen-
schaftssystems ist die Union der deutschen Akademien 
der Wissenschaften ein wichtiger Akteur mit Hebelwir-
kung für die Gestaltung der nationalen Wissenschafts-
praxis. Über dortige Arbeitsgruppen zu Digital Huma-
nities, zur Schaffung einer Nationalen Forschungsda-
teninfrastruktur (NFDI) sowie Digitalisierungszentren 
ist das Thema Digitalisierung bereits stark präsent. Aus 
Sicht des WBGU wäre es wünschenswert, noch ver-
stärkt Bezüge zur Nachhaltigkeit zu adressieren und 
gleichzeitig über die Säule Open Access hinaus die Ver-
wirklichung positiver Visionen offener und inklusiver 
Wissenschaft (Kap. 10.2.4.1) mit voranzubringen. Der 
WBGU begrüßt hierzu bereits angestoßene Initiativen, 
wie etwa an der Berlin-Brandenburgischen Akademie 
der Wissenschaften, und empfiehlt deren Ausweitung.
Im Bereich der Technikwissenschaften begrüßt der 
WBGU die Initiative „Deutschland entkoppelt“ der 
Deutschen Akademie der Technikwissenschaften aca-
tech und regt an, die Kreislaufwirtschaft systemisch 
in alle auf Ressourcen bezogene Forschungsfelder zu 
integrieren (acatech, 2017). Dies betrifft insbesondere 
den zunehmenden Elektroschrott (Kap. 5.2.5) aber 
auch andere Stoffströme. Zu untersuchen sind etwa 
die Ursachen und Vermeidungsstrategien zu steigen-
der Materialnachfrage, die Möglichkeiten von nachhal-
tigem Produktdesign, Materialsubstitution durch bio-
degradierbare Materialien und verbesserte Reparatur-
fähigkeit. Entsprechende Themen sollten in der inge-
nieurwissenschaftlichen Forschung und Lehre breiter 
verankert werden. Ebenso sollten Praktikabilität und 
Potenziale spezifischer Material- und Komponenten-
kreisläufe in den Blick genommen werden wie auch 
kreislauforientierte Konsumpraktiken und Geschäfts-
modelle.
10.2.2.4 
Wirtschaft: Ethik- und Nachhaltigkeitsaspekte in 
unternehmensinterne F&E integrieren
Die jährlichen Forschungs- und Entwicklungsausgaben 
in Deutschland werden zu zwei Dritteln von der Privat-
wirtschaft finanziert mit dem vorrangigen Ziel, unmittel-
bar in die Anwendung zu gehen und wirtschaftlich ver-
wertbare Ergebnisse zu erzielen. Sie konzentrieren sich 
vor allem auf Branchen der hochwertigen Technologie 
(BMBF, 2018a). Für eine verantwortungsvolle Innova-
tionsgestaltung empfiehlt der WBGU, in der privatwirt-
schaftlichen Hightech-Entwicklung systematisch Ethik 
und Nachhaltigkeit im Sinne von Responsible Research 
and Innovation (RRI, Lindner et al., 2016) mit zu berück-
sichtigen. Dazu sollten Unternehmen zum einen Leit-
linien erarbeiten, die Ethik und Nachhaltigkeit konse-
quent in die unternehmensinterne Forschung integrie-
ren. Zum anderen sollten sie über entsprechende Aus- 
und Weiterbildungsangebote Entwickler*innen für eine 
kritische Auseinandersetzung mit bewussten (z. B. pri-
vacy by design) und unbewussten (z. B. Genderstereo-
typen) Werteinschreibungen in Technologien befähi-
gen, beispielsweise bei der KI- und Algorithmen-Ent-
wicklung. Sie sollten zudem Forschung zur Verknüpfung 
von Design- und Professionsethos unterstützen (wie bei-
spielsweise die Initiative der IEEE zum „Ethically Alig-
ned Design“).
Die Forschungsförderung sollte Unternehmen ent-
sprechende Anreize setzen. BMBF und die EU soll-
ten in zukünftigen Förderlinien die Integration von 
Ethik und Nachhaltigkeit in unternehmensinterne For-
schung als Voraussetzung formulieren. So kann die 
Forschungsförderung in relevanten Bereichen etwa an 
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die Erhebung unternehmerischer Daten zu Ressour-
cenflüssen und Energieverbrauch sowie die Entwick-
lung von Monitoring-, Warn- und Prognosesystemen 
zu Grenzwertüberschreitungen bestehender Umweltre-
gulierung geknüpft werden, um Nachhaltigkeitsvorga-
ben stärker in Produktionsprozesse zu integrieren. Bei 
 Förderansätzen für F&E-Kooperationen auf Bundes- und 
EU-Ebene sollen Anreize geboten werden, bei der Kon-
sortien bildung Spezialist*innen für Digitalisierung mit 
solchen für nachhaltige Produktionsansätze in einem 
Projektrahmen zusammenzubringen. Weiterhin sollte 
auf EU-Ebene die Weiterentwicklung regionaler Inno-
vationssysteme unterstützt werden, die den Fokus auf 
die systemisch-synergetische Verschränkung von Digi-
talisierungskompetenzen und Sustainability Transitions 
Management setzen.
10.2.3 
Forschungsinstitut(e) zu den Grundfragen der 
digitalisierten Nachhaltigkeit gründen
Die institutionellen Kapazitäten der deutschen Umwelt- 
und Nachhaltigkeitsforschung wurden in den letzten 
Jahrzehnten sukzessive ausgebaut und die Forschungs-
ausgaben in Höhe von über 1,4 Mrd. € durch den Bund 
haben im internationalen Vergleich ein sehr hohes 
Niveau (BMBF, 2018a: 287). Auch Forschungsaktivitä-
ten zur Digitalisierung wurden vor allem in den letzten 
Jahren weiter ausgebaut. Das Weizenbaum-Institut für 
die vernetzte Gesellschaft (2017) oder das Cyber Valley 
zwischen Stuttgart und Tübingen mit seiner Internatio-
nal Max Planck Research School for Intelligent Systems 
(2017) sind nur zwei Beispiele für Neugründungen und 
Kapazitätsaufstockungen der letzten Jahre. Eine syste-
matische programmatische Verschneidung der beiden 
Themenblöcke Digitalisierung und Nachhaltigkeit steht 
jedoch aus. 
Als erster Schritt in diese Richtung wurde 2017 das 
bislang weltweit am umfassendsten für Grundlagen-
forschung an der Schnittstelle zwischen Internet und 
Gesellschaft geförderte Institut gegründet: Das Weizen-
baum-Institut für die vernetzte Gesellschaft erforscht 
aus gesellschafts- und sozialwissenschaftlicher Pers-
pektive die ethischen, rechtlichen, wirtschaftlichen, 
gesellschaftlichen und technischen Aspekte des digi-
talen Wandels. Zudem wurde ein  Forschungsgruppen 
übergreifender Querschnittsbereich zu Digitalisierung 
und Nachhaltigkeit etabliert, der erste Impulse für ein 
weiteres Forschungsinstitut liefern kann. 
10.2.3.1 
Neue Forschungsinstitute bei  
außeruniversitären Forschungseinrichtungen 
Der WBGU sieht weiteren Bedarf an finanziell unabhän-
gigen Forschungszentren, die zwar über ein technologi-
sches Wissensfundament verfügen, selbst jedoch keine 
Technologie entwickeln, sondern die Implikationen der 
Entwicklungen für heutige und nachfolgende Genera-
tionen in den Blick nehmen. Der WBGU regt daher die 
Gründung von Forschungsinstituten an, beispielsweise 
in der Leibniz-Gemeinschaft, Helmholtz-Gemeinschaft, 
Fraunhofer- oder Max-Planck-Gesellschaft oder als 
Bundes- oder Landesinstitute. Aus der Nachhaltig-
keitsperspektive sollten diese gegenwärtige und künf-
tige Forschungslücken (Kap. 10.3) schnellstmöglich 
schließen und nicht nur im Hinblick auf Qualität, son-
dern auch Geschwindigkeit der Forschung neue Maß-
stäbe setzen. Davon ausgehend, dass Technik nie ohne 
Betrachtung der Implikationen auf die Gesellschaft ent-
worfen, entwickelt und implementiert werden sollte, 
empfiehlt der WBGU, dass in den Instituten Potenzial- 
und Wirkungsforschung, insbesondere in Bezug auf 
globale Umweltauswirkungen etabliert und vorange-
trieben wird. 
10.2.3.2 
Initiative für ein neues Max-Planck-Institut zum 
Thema „Geo-Anthropologie“ umsetzen
Ein von der Max-Planck-Gesellschaft gesponserter 
 Beitrag in der Zeitschrift Nature (Rosol et al., 2018) 
regt die Schaffung einer neuen interdisziplinären For-
schung zur „Geo-Anthropologie“ an. Diese soll den 
globalen Wandel im Anthropozän systemisch analy-
sieren und dabei interdisziplinär die Expertisen von 
Natur-, Geistes- und Technikwissenschaften zusam-
menführen, um Perspektiven zur Erhaltung der natür-
lichen Lebensgrundlagen zu entwickeln. Mit Hilfe einer 
solchen grundlagenorientierten Transformationsfor-
schung (WBGU, 2011) können Transformationspro-
zesse im Digitalen Zeitalter besser verstanden werden. 
Der WBGU unterstützt daher die Initiative für ein neues 
Max-Planck-Institut zum Thema „Geo-Anthropologie“ 
(Rosol et al., 2018). 
10.2.4 
Das Wissenschaftssystem weiterentwickeln und 
neue Formen der Kooperation von Wissenschaft 
und Gesellschaft etablieren
Ausgehend von der durch die Perspektive transforma-
tiver Forschung (Kap. 10.1) aufgeworfenen Frage, ob 
„die Institutionen, die Binnenstrukturen von Hoch-
schulen und Wissenschaftseinrichtungen, die Reputati-
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onssysteme, die Qualitätssicherungssysteme, die Finan-
zierungsstrukturen oder die Karrierewege des heutigen 
Wissenschaftssystems noch angemessen [sind], um im 
Wissenschaftssystem entstandenes Wissen geeignet 
auf die Gesellschaft und ihre Herausforderungen bezie-
hen zu können“ ( Schneidewind, 2015: 89), bedarf es 
aus Sicht des WBGU sowohl einer konsequenten Wei-
terentwicklung und Implementierung offener Wissen-
schaft als auch neuer Formen der  Kooperation von Wis-
senschaft und Gesellschaft.
10.2.4.1 
Offene Wissenschaftsstrukturen zur gemeinsamen 
Wissensproduktion
Der WBGU teilt die programmatische Ausrichtung der 
Europäischen Kommission zu Open Science als auf 
kooperativer Arbeit basierender Ansatz mit neuen 
Möglichkeiten der Wissenserzeugung, -vermittlung 
und -kommunikation, der auf digitalen Infrastrukturen 
und kollaborativen Werkzeugen basiert. Dieser Ansatz 
zielt auf einen systemischen Wandel in allen Bereichen 
des wissenschaftlichen Arbeitens, beispielsweise von 
Standardpraktiken des akademischen Publizierens von 
Forschungsergebnissen hin zur Nutzung des gesam-
ten verfügbaren und im geteilten Austausch erzeug-
ten Wissens von Anbeginn des Forschungsprozesses 
(EU-Kommission, 2016: 33). Auf dieser Basis empfiehlt 
der WBGU:
 > Wissenschaft so offen und inklusiv wie möglich 
gestalten: Der WBGU empfiehlt, auf eine über die 
gegenwärtigen Anreize hinausgehende weitere Öff-
nung der Forschungspraxis hinzuwirken. Diese 
betrifft nicht nur Daten, Methoden und Ergebnisse, 
sondern den gesamten Prozess wissenschaftlichen 
Arbeitens. Gleichzeitig ist die Teilhabe innerhalb der 
Wissenschaft als auch wissenschaftsnah, z. B. durch 
Citizen Science, zu fördern. Angewandtes wissen-
schaftliches Arbeiten kann damit beschleunigt, bes-
ser in der Gesellschaft verankert und stärker am 
Gemeinwohl ausgerichtet werden. Effizienzsteige-
rung und verbesserte Demokratisierung wissen-
schaftlichen Wissens von der Entstehung bis zur 
Verbreitung schließen sich nicht aus, sondern kön-
nen sich gegenseitig befördern. Gleichzeitig können 
so gesellschaftliche Bedürfnisse im Sinne des 
Gemeinwohls direkter von der Forschung adressiert 
werden (Arza und Fressoli, 2017: 468).
 > Nachhaltigkeit, Digitalisierung und Open Science 
zusammenführen: In diesem Zusammenhang ist die 
Digitalisierung der Forschungspraxis konsequent um 
Nachhaltigkeitsziele anzureichern und nachhaltig-
keitsorientierte Forschung digital zu unterstützen. 
Dazu lässt sich das große Potenzial von Open bzw. 
Inclusive Science im Rahmen aktueller Entwicklun-
gen wie der European Open Science Cloud (EOSC) 
und nationaler Forschungsdateninfrastrukturen 
(RfII, 2018a, b), aber auch darüber hinaus nutzen. 
Die Prinzipien der bislang nur in Deutschland, den 
Niederlanden und Frankreich verankerten GO FAIR 
Initiative für Forschungsdaten – Findable, Accessi-
ble, Interoperable and thus Reusable (FAIR) – soll-
ten aus Sicht des WBGU nicht nur für die EOSC 
(Nature, 2017: 451) und international zum Standard 
werden, sondern zusätzlich auch Nachhaltigkeit bei 
der Infrastrukturgestaltung berücksichtigen. Zudem 
sollte jeder öffentlich geförderte F&E-Projektantrag 
neben Fragen zum Datenschutz und der Ethik auch 
standardisierte Fragen zur Nachhaltigkeit explizit 
beantworten. Die Forschungswürdigkeit eines Vor-
habens sollte den Beitrag und die Relevanz für die 
Nachhaltigkeitsziele berücksichtigen. 
 > Wissenschaftsforschung zu Open Science ausbauen: 
Mit Open Science assoziierte Konzepte von Open 
Access, Open Data, Open Source, Review,  Education 
bis hin zu Citizen Science bleiben zwangsläufig 
Gegenstand intensiver Debatten (Bartling und 
 Friesike, 2014). Im Detail sind jeweils noch viele 
Forschungsfragen zur konkreten Umsetzung offen, 
weshalb aus Sicht des WBGU entsprechend gezielte 
Forschungsförderung von Open Science und assozi-
ierten Konzepten nötig ist. Um die weitere Entwick-
lung wissenschaftlich begleitend mitzugestalten, 
wären spezifische Programme in der Wissenschafts-
forschung aufzulegen. 
10.2.4.2 
Digital unterstützte Wissenschaft in und mit der 
Öffentlichkeit – von lokal bis global
Der inklusive Charakter künftiger offener Wissenschaft 
betrifft auch den öffentlichen Wissenschaftsdiskurs 
(Wissenskommunikation) einschließlich der für Demo-
kratie und Mündigkeit relevanten Rückkanäle, z. B. 
Datenjournalismus auf Basis offener Daten, transdis-
ziplinäre Formate oder Citizen Science. Dieser Einbe-
zug Anderer gelingt nur vermittelt durch entsprechend 
vernetzte technische Infrastrukturen für die Wissen-
schaft (z. B. Forschungsinformationssysteme oder For-
schungsdateninfrastrukturen), die bislang von einigen 
wenigen, hauptsächlich privaten Anbietern dominiert 
werden. Demgegenüber ließen sich digitalisierte Infra-
strukturen in öffentlicher Hand (Kap. 5.3.5) angebun-
den an entsprechende wissenschaftliche Repositorien 
für die Organisation des gesellschaftlichen Wissens-
archivs (Kap. 5.3.10) und den transdisziplinären Diskurs 
nutzen. Die nationalen Initiativen zu Forschungsdaten-
infrastrukturen müssen dazu europäisch und internati-
onal vernetzt werden und weiter über Forschungsdaten 
hinausgehen. Inklusivität in diesem Sinne heißt auch, 
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dass die Wissenschaftler*innen selbst am Aufbau und 
Betrieb der digitalen Forschungsdateninfrastrukturen 
beteiligt werden, was zwar eine größere Freiheit, aber 
auch Mehraufwand mit sich bringt. An dieser Stelle 
ist es daher zentral, entsprechende Anreize zu schaf-
fen, an denen es bislang jedoch noch mangelt (Borg-
man, 2010; Klump, 2012), etwa in Form entsprechen-
der Karrierepfade ohne nachteilige Auswirkung auf die 
Wissenschaftslaufbahn oder expliziter Forschungsgel-
der zur Konzeption, Realisierung und Anwendung von 
Sustainability Research Software. Zudem ließen sich 
Potenziale der mittels digitaler und digitalisierter Infra-
strukturen erleichterten internationalen Forschungsko-
operationen unter verstärkter Einbeziehung von Ent-
wicklungs- und Schwellenländern im Sinne einer welt-
weiten Wissenserarbeitung und -kommunikation aus-
schöpfen. Im Hinblick auf globale soziale und digitale 
Ungleichheit könnte so der systematischen Verzerrung 
wissenschaftlichen Arbeitens und wissenschaftlicher 
Kommunikation zuungunsten dortiger Forscher*in-
nen weiter entgegengewirkt werden (Asamoah-Has-
san et al., 2017). In diesem Zusammenhang ließen 
sich ebenso Barrieren zwischen verschiedenen wissen-
schaftlichen Sprachräumen (kultureller als auch diszi-
plinärer Art) durch die Nutzung von Natural (inklusive 
Artificial) Language Processing (eine KI-Anwendung) 
weiter abbauen.
10.2.4.3 
Digital unterstützte Trans- und Interdisziplinarität 
zur Lösung gesellschaftlicher  Herausforderungen
Der Erfolg der modernen Wissenschaften beruht zum 
Großteil auf der Spezialisierung von Forschungsfeldern 
und der Ausdifferenzierung der Disziplinen. Ein neu 
entstehendes digitales Methodenspektrum und neue 
digitale Instrumente eröffnen Möglichkeiten zur weite-
ren Ausdifferenzierung der wissenschaftlichen Diszipli-
nen und für neue Disziplinen in den Schnittmengen. Der 
disziplinenübergreifende Austausch ist jedoch für eine 
nachhaltige digitale Entwicklung von besonderer Rele-
vanz. Zwar sind die MINT-Disziplinen (Mathematik, 
Informatik, Naturwissenschaften und Technik) essen-
ziell, um Expertise über die Gestaltbarkeit von Tech-
nologien und soziotechnischen Systemen zu erlangen, 
ein technischer Fokus allein reicht jedoch nicht aus, um 
vorausschauend handeln zu können. Das Wissen, das 
eine mündige Gesellschaft ausmacht (Kultur, Ideen und 
Werte usw.), wird insbesondere durch die Geistes- und 
Sozialwissenschaften entwickelt. Beispielsweise lassen 
sich große Zukunftsfragen, wie etwa zum Umgang mit 
Daten oder zur zunehmenden Vernetzung, nur inter-
disziplinär und im Dialog mit der Gesellschaft beant-
worten (Mainzer, 2016: 225). Darüber hinaus werden 
in Bezug auf die wechselseitige Verknüpfung von Digi-
talisierung und Nachhaltigkeit innovative Diskurse ver-
mehrt auch wissenschaftsnah geführt, beispielsweise 
bei NRO, Think Tanks und privaten Unternehmen. 
Transdisziplinäre Forschung, die den Anspruch hat, ein 
neuartiges Verhältnis zwischen Wissenschaft, Gesell-
schaft und Natur aufzubauen (Krohn et al., 2018), ist 
daher nach Ansicht des WBGU ein wichtiger Baustein 
der Wissenschaftskultur im Digitalen Zeitalter. Digitale 
Instrumente und Kooperationsformate (Kap. 10.2.4.1) 
sollten für die neuen Zusammenarbeitsformen entwi-
ckelt und genutzt werden. Dadurch lassen sich z. B. Teil-
nehmer*innen politischer Diskurse besser informieren. 
Solche Formate können evidenzbasiert über potenzi-
elle Auswirkungen der Digitalisierung und die Grenzen 
des aktuellen Wissensstandes aufklären (Kap. 5.3.2). 
Zudem wird eine Vielzahl von Perspektiven gezielt 
zusammengebracht, um Wissensentwicklung stär-
ker am Gemeinwohl auszurichten und ein nachhalti-
ges Digitales Zeitalter im Dialog mit der Gesellschaft zu 
befördern. Die Fähigkeit der Menschen, sich Zukünfte 
vorstellen zu können (Futures Literacy), bildet dabei 
eine Kernkompetenz (Kap. 5.3.4). 
10.2.4.4 
Relevanten Anteil der Forschung inter- und 
 transdisziplinär organisieren und Erkenntnis-
theorie stärker in die wissenschaftliche 
 Ausbildung  integrieren
Der WBGU empfiehlt, den Anteil der Forschungsgelder, 
die für inter- und transdisziplinäre Forschung verwen-
det werden, signifikant aufzustocken. Im Diskurs zur 
transdisziplinären Forschung werden Größenordnun-
gen von bis zu 20 % der öffentlichen Forschungsgelder 
empfohlen. Transdisziplinäre Prozesse bieten insbeson-
dere Potenziale im Kodesign und einer gemeinsamen 
Wissensproduktion von Wissenschaftler*innen und 
gesellschaftlichen Stakeholdern mit Blick auf die Erar-
beitung von Problemdefinitionen sowie den Umgang 
mit unbeabsichtigten Nebenfolgen für eine nachhaltige 
Digitalisierung. Beispielsweise wurden in einem umfas-
senden europäischen Expert-Round-Table-Prozess 
(Scholz et al., 2017) in zehn übergeordneten Themen-
feldern insgesamt 42 nicht intendierte, mögliche Nega-
tivwirkungen der Digitalisierung identifiziert. 
Um den Austausch über unterschiedliche wissen-
schaftliche Disziplinen hinweg zu unterstützen, sind 
Kenntnisse über die Voraussetzungen und Grenzen 
von Erkenntnis und das Zustandekommen von Wissen 
und anderen Formen von Überzeugungen von Vorteil. 
Der WBGU empfiehlt dazu, Erkenntnis- bzw. Wissen-
schaftstheorie stärker in der akademischen Ausbildung 
zu verankern, beispielsweise durch die stärkere Integ-
ration entsprechender Kurse in bestehende Graduier-




WBGU-Analyse zur Forschungs- und 
Empfehlungslandschaft am Beispiel KI
In Vorbereitung der Ausarbeitung der beiden Empfehlungs-
kapitel dieses Gutachtens wurden für eine Sichtung bereits 
existierender Forschungsempfehlungen Textpassagen aus 45 
Quelldokumenten, welche Digitalisierung implizit oder expli-
zit im Nachhaltigkeitskontext verorten, in einer qualitativ-in-
terpretativen Diskursanalyse zu kompakten Aussagen ver-
dichtet. Die gesamte Analyse, sowohl für Handlungs- als auch 
Forschungsempfehlungen, wird auf der Website des WBGU 
zum Download zur Verfügung gestellt. Teilweise sind diese 
Empfehlungen mehrfach in verschiedenen Quellen enthalten. 
Im Ergebnis lässt sich feststellen, dass derzeit international 
und national ein starkes Gewicht auf Forschungsempfehlun-
gen gelegt wird, die aus einer eher technischen Perspektive 
formuliert wurden und direkte Bezüge zu Nachhaltigkeit 
nur selten explizit deutlich werden. Die Strukturierung der 
Themen erfolgte deckungsgleich zu den Kategorien des dem 
Gutachten vorangegangenen Impulspapiers zu Digitalisierung 
und Nachhaltigkeit (WBGU, 2018a). Mit Ausnahme des The-
menblocks zu Wissen, Bildung und digitaler Mündigkeit wer-
den soziale und ökologische Forschungsfragen relativ wenig 
thematisiert, wie auch die großen Zukunftsfragen zur Weiter-
entwicklung des Menschen und damit verbundene Risiken. 
Einige Ansätze hierzu werden für die KI-Forschung formu-
liert, welche in den untersuchten Publikationen folgender-
maßen adressiert wird:
 > Chancen und Risiken von KI genauer erforschen;
 > ethische Reflexion als Voraussetzung für Forschungs-
förderung zu KI;
 > mehr ethische und juristische Forschung zu KI;
 > KI-Forschung am Gemeinwohl ausrichten;
 > interdisziplinäre Forschung zu KI-Standards;
 > Vorsorgeprinzip für KI und Robotik mittels Technikfolgen-
abschätzung etablieren;
 > Dual Use von KI und Robotik proaktiv antizipieren, Best 
Practices entwickeln;
 > KI für ökologischere Wirtschaft einsetzen mittels Green AI 
bzw. Open Ecological Data;
 > mehr Forschung zum Einsatz von KI in der Arbeitswelt;
 > Strategien gegen KI-Bias erforschen;
 > internationale Koordination von KI-Forschung ausbauen
 > evidenzbasierte KI-Forschung;
 > kein militärisch motiviertes KI-Wettrüsten in der  Forschung.
Die Liste zeigt, dass in diesem spezifisch auf das Gutachten-
thema zugeschnittenen Textkorpus bereits einige Ansätze 
zur nachhaltigen Digitalisierungsforschung mit KI adressiert 
werden. Der WBGU schließt in diesem Kapitel daran in the-
matisch verbreiterter und inhaltlich konkreterer Form an. 
Zu beachten ist jedoch, dass das vorab analysierte Material 
selektiv und nicht repräsentativ sein kann, da permanent 
weitere Publikationen erscheinen. KI wurde an dieser Stel-
le als Beispielthema ausgewählt, da es sich hierbei um ein 
Forschungsgebiet mit überproportional schnell zunehmen-
den Publikationszahlen handelt (Abb. 10.3-1). In den letz-
ten zehn Jahren hat sich die Anzahl der KI-Publikationen 
verneunfacht, während sich die Anzahl der Publikationen 
in Computerwissenschaften versechsfacht und die Zahl der 
Veröffentlichungen aller Disziplinen knapp verdreifacht hat, 
wie die Scopus-Datenbank zeigt (scopus.com). Zwar erlaubt 
diese trotz ihrer Größe keine repräsentative Abbildung der 
globalen Forschungslandschaft (Korpus-Bias), aber generelle 
Trendaussagen lassen sich ungeachtet etwaiger biblio- oder 
szientometrischer Bedenken treffen.
KI-Publikationen werden vor allem in computerwissen-
schaftlichen Journals veröffentlicht (Abb. 10.3–2). Dies lässt 
vermuten, dass dort eine technik- und anwendungsorientier-
te Perspektive dominiert, in der Digitalisierung und Nachhal-
tigkeit noch (zu) wenig miteinander verbunden werden. Ange-
sichts der fortschreitenden Nutzung von KI-Technologien in 
gesellschaftlichen Kernbereichen wäre es aus Sicht des WBGU 
wünschenswert, wenn sich innerhalb des künftig weiter zu 
erwartenden Wachstums von KI-Publikationen der Anteil 
erhöht, der außerhalb von Computerwissenschaften in einem 











































Wachstum der Anzahl der Publikationen zu KI im Vergleich zu Computerwissenschaften und Publikationen insgesamt.
Quelle: WBGU, eigene Darstellung auf Basis der Scopus-Datenbank (scopus.com)
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petenz und interdisziplinären Diskursfähigkeit sollten 
auch geistes- und sozialwissenschaftliche Perspektiven, 
dabei insbesondere Philosophie und Wissenschaftsge-
schichte, gestärkt werden.
Zudem empfiehlt der WBGU, jede akademische Aus-
bildung zu digitalisierungsorientierten bzw. digitalisie-
rungsnahen Berufsbildern um explizite Komponenten 
zur Digitalethik und den Methoden, Prozessen und 
Werkzeugen ihrer Umsetzung zu  erweitern (ACM Code 
of Ethics, IEEE CS/ACM Code of Ethics and Professio-
nal Practice usw.). 
10.2.4.5 
Drittmittel bereitstellen und Freiräume  schaffen, 
um stärker aus der Forschung in öffentliche 
 Diskurse hineinzuwirken 
Gerade im Themenfeld „Digitalisierung und Nachhaltig-
keit“ sind Wissenschaftler*innen sowie Wissenschafts-
einrichtungen als „öffentliche Intellektuelle“ gefordert, 
für Nachhaltigkeitspotenziale und Chancen sowie Risi-
ken und Herausforderungen der Digitalisierung zu sen-
sibilisieren. Das Engagement für die Synthese wissen-
schaftlicher Erkenntnisse sowie deren Transfer und 
die Wissenschaftskommunikation sollte innerhalb 
der Forschungsstrukturen bei der Bewertung akade-
mischer Leistungen sowie für die Berufung von Pro-
fessuren eine größere Rolle spielen. Der WBGU emp-
fiehlt daher zusätzliche Drittmittel bereitzustellen, auf 
die sich sowohl Wissenschaftler*innen als auch zivil-
gesellschaftliche Akteure bewerben können, um jen-
seits wissenschaftlicher Anreize stärker in öffentliche 
Diskurse hineinzuwirken. Einen zusätzlichen Anreiz 
könnten erweiterte Freiräumen liefern, etwa eine Ent-
lastung bei Lehrverpflichtungen und Verwaltungsauf-
gaben, die mit Digitalisierung effizienter gestaltet wer-
den  könnten. 
10.3
Inhaltliche Forschungsempfehlungen
Als Vorbereitung für den nachfolgenden Überblick zur 
möglichen Ausgestaltung einer inter- und transdiszi-
plinären Forschungsagenda an der Schnittmenge von 
Digitalisierung und Nachhaltigkeit hat der WBGU aktu-
elle Berichte und wissenschaftliche Publikationen im 
Hinblick auf darin enthaltene Forschungsempfehlun-
gen ausgewertet (Kasten 10.3-1). 
Bei den hier aufgeführten inhaltlichen Empfehlun-
gen zur soziotechnischen Forschung wird der Fokus auf 
die gesellschaftliche Einbettung von Innovationsdyna-
miken für eine nachhaltige  Entwicklung gelegt. Weitere 
Forschungsempfehlungen finden sich bei den jeweili-
gen Schauplatzthemen (Kasten 10.3-2). Somit können 
exemplarisch aus Sicht des WGBU die ersten Konturen 
künftiger Forschungsagenden skizziert werden. Diese 
haltigkeit erstellt wurde. Im Hinblick auf  Interdisziplinarität 
zeigt Abbildung 10.3-2 ein deutliches Missverhältnis zwischen 





































































Anzahl der wissenschaftlichen Publikationen zu KI.
Quelle: WBGU, eigene Darstellung auf Basis der Scopus-Datenbank (scopus.com)
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Herangehensweise verkörpert eine neue, integrative 
Sichtweise, beansprucht dabei jedoch keine vollstän-
dige, detaillierte Erfassung der jeweiligen Themenfel-
der. Auch in einschlägigen Diskursen zu Handlungs-
empfehlungen (Kap. 9) werden die Themen Digitalisie-
rung und Nachhaltigkeit bislang nur wenig miteinander 
in Bezug gesetzt. So sind beispielsweise im aktuellen 
KI-Eckpunktepapier der Bundesregierung (Bundesre-
gierung, 2018b) Nachhaltigkeits- und Umweltaspekte 
bisher unterrepräsentiert. Demgegenüber werden diese 
im aktuellen Bundesforschungsbericht (BMBF, 2018a) 
zwar vielfach adressiert, jedoch in der Regel nicht in 
einen Zusammenhang mit dem dort vertretenen Inno-
vationskonzept gestellt. Der WBGU plädiert für eine 
an den großen Zukunftsfragen orientierte Forschungs- 
und Innovationsagenda, in welcher Nachhaltigkeitsfra-
gen entlang der SDGs zum integralen Bestandteil wer-
den. In Anlehnung an die „drei Dynamiken des Digita-
len Zeitalters“ (Kap. 7) wird der folgende Teil gegliedert 
nach Empfehlungen für die Nutzung der Digitalisierung 
für Nachhaltigkeit (Kap. 10.3.1), für nachhaltige digi-
talisierte Gesellschaften (Kap. 10.3.2) sowie für die 
Zukunft des Homo sapiens (Kap. 10.3.3). 
10.3.1 
Forschung zur Digitalisierung für Nachhaltigkeit
Die Forschungslinie „Forschung zur nachhaltigen Digi-
talisierung“ beschäftigt sich mit der Frage, wie digi-
tale Technologien und der Aufbau digitaler und digi-
talisierter Infrastrukturen nachhaltig gestaltet werden 
können, insbesondere auch in Bezug auf ihre Energie- 
und weiteren Ressourcenverbräuche und im Hinblick 
auf die Etablierung einer Kreislaufwirtschaft. Weiter-
hin geht es um die Frage, wie die Digitalisierung als Ins-
trument zur Umsetzung der SDGs und zum Klimaschutz 
eingesetzt werden kann. Beide Forschungslinien sind 
Bestandteil dieses Kapitels.
10.3.1.1 
Forschung zum ökologischen Fußabdruck digitaler 
Lösungen und zur Kreislaufführung von  Produkten, 
Komponenten und Rohstoffen 
Angesichts des Infrastrukturausbaus und der steigen-
den Anzahl an Geräten und ihrer kurzen Lebensdauer 
wird mit weiter zunehmendem materiellen Ressour-
cenbedarf und Energieverbrauch durch die Digitali-
sierung gerechnet. Gleichzeitig ist eine Schließung der 
Stoffkreisläufe kritischer Rohmaterialien (z. B. strategi-
sche Metalle, Seltene Erden) gerade beim Elektronik-
schrott noch in weiter Ferne (Kap. 5.2.5). Zudem ist 
die Informationslage zu den ökologischen Wirkungen 
der  Digitalisierung keineswegs ausreichend. Eine qua-
Kasten 10.3-2
Schauplätze des digitalen Wandels 
In den Schauplätzen des digitalen Wandels (Kap. 5) werden 
zu verschiedenen Themen weitere Forschungsempfehlungen 
ausgesprochen. Hier erfolgt zur leichteren Auffindbarkeit eine 
Übersicht über die Themen mit den entsprechenden Verweisen.
 > Nachhaltige Industrie 4.0 und Kreislaufwirtschaft – wie 
Digitalisierung den industriellen Metabolismus verändert 
(Kap. 5.2.1)
 > Neue Formen (digitaler) Ökonomie: Ansätze des nachhal-
tigen Wirtschaftens im digitalen Zeitalter ( Kap. 5.2.2)
 > Digitalisierung des Konsums und nachhaltiges Konsumver-
halten: Förderung solidarischer Lebensstile (Kap. 5.2.3)
 > Nachhaltigkeit beim Onlinehandel: Status Quo und Per-
spektiven (Kap. 5.2.4)
 > Digitalisierung: vom Elektroschrottproblem zur Lösung für 
Kreislaufwirtschaft? (Kap. 5.2.5)
 > Digitalisierung für Klimaschutz und Energiewende 
(Kap. 5.2.6)
 > Smart City: Nachhaltige Stadtentwicklung mit Digitalisie-
rung? (Kap. 5.2.7)
 > Nachhaltige urbane Mobilität im digitalen Zeitalter 
(Kap. 5.2.8)
 > Präzisionslandwirtschaft: der nächste Schritt in die indus-
trialisierte Landwirtschaft? (Kap. 5.2.9)
 > Digitalisierung in der Landwirtschaft in Entwicklungslän-
dern (Kap. 5.2.10)
 > Digital unterstütztes Monitoring von Ökosystemen und 
biologischer Vielfalt (Kap. 5.2.11)
 > Digitalisierung als Chance zur Förderung eines kollektiven 
Weltbewusstseins für nachhaltige Entwicklung (Kap. 5.3.1)
 > Digitalisierung und öffentlicher Diskurs: das Ende rati-
onaler Argumentation oder die Chance einer globalen 
Agora? (Kap. 5.3.2)
 > Herausforderungen der Scoring-Gesellschaft (Kap. 5.3.3)
 > Von der Bildung für Digitalisierung und  nachhaltige 
 Entwicklung zur Zukunftsbildung (Kap. 5.3.4)
 > Öffentlich-rechtliche IKT als Teil der Daseinsvorsorge 
(Kap. 5.3.5)
 > Digitale Technik als Gender-Bender? (Kap. 5.3.6)
 > Digitale Selbstvermessung des Körpers: zwischen 
 Empowerment und Kontrollverlust (Kap. 5.3.7)
 > Internationale Arbeitsteilung und Digitalisierung: Folgen 
für Entwicklungs- und Schwellenländer (Kap. 5.3.8)
 > Nachhaltige Arbeitswelten der Zukunft (Kap. 5.3.9)
 > Digitale Gemeingüter (Kap. 5.3.10)
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lifizierte Abschätzung zur Entwicklung des globalen 
Bedarfs an Energie und Ressourcen der Digitalisierung 
wird durch eine unzureichende Datenlage erschwert 
(Köhler et al., 2018). Das Verständnis des ökologischen 
Fußabdrucks digitaler Technologien und ihrer Nutzung 
sollte durch entsprechende Forschungsvorhaben ver-
bessert werden. Der WBGU empfiehlt daher eine breit 
angelegte,  transformative Forschungsoffensive aus den 
 folgenden Bestandteilen:
1. Datenerhebung bezogen auf die materielle Zusam-
mensetzung des IKT-Bestandes und Abschätzung 
des weiteren Ressourcenbedarfs für den Ausbau 
technischer Infrastrukturen (Server, Rechenzentren 
usw.) und Geräte sowie Entwicklung eines globalen 
Fahrplans zum „Phase-Out“ toxischer Stoffe.
2. Erforschung verbesserter Ansätze zur Vermeidung 
oder Reduzierung von Elektroschrott über eine res-
sourcenschonende Geräteentwicklung, Optimie-
rung der Produktarchitektur, verbesserte Zielorien-
tierung und Informationszugänglichkeit über Wie-
dernutzung (z. B. Gebrauchtmarkt, Sharing und 
Services) sowie Reparierbarkeit bis hin zur Mate-
rialsubstitution und Entwicklung biologisch abbau-
barer  Elektronik (Kap. 5.2.5).
3. Entwicklung innovativer Verfahren zur digital 
gestützten, sicheren und lukrativen Weiterverarbei-
tung von Elektroschrott (Refabrikation), zu techni-
schen Lösungen für das Recycling von Wertstoffen, 
wie z. B. strategischen Metallen oder seltenen Erden 
aus Elektroschrott sowie zur Entwicklung und För-
derung entsprechender digitaler Plattformen, um 
Quoten von Wiederverwendung und Recycling 
deutlich zu steigern. 
4. Sozialwissenschaftliche Forschungen sollten beitra-
gen, die theoretischen und praktischen Grenzen der 
Kreislaufwirtschaft auszuloten, und die Notwen-
digkeit weiterer Maßnahmen wie Effizienz- und 
Suffizienzstrategien einschätzen zu können. Zudem 
sind wissenschaftliche Studien zu wirtschaftlichen 
Anreizen für die Verminderung der Nachfrage nach 
Produkten am Anfang der Designphase sowie für 
die Verlängerung von Produktlebenszeiten zu emp-
fehlen, die u. a. nations- oder regionsspezifische 
Einfluss- und Erfolgsfaktoren mit einbeziehen.
5. Forschung zur Erhebung und Minimierung des 
 Ressourcenbedarfs und des Energieverbrauchs ein-
zelner Technologien, z. B. Blockchain oder Deep 
 Learning; Entwicklung von Werkzeugen für Lebens-
zyklusanalysen unter Berücksichtigung  dieser 
 Faktoren.
6. Frühzeitige Einbindung von Verhaltenswissenschaf-
ten, z. B. Umweltpsychologie, in den  Forschungs- 
und Entwicklungsprozess neuer Technologien, 
da neue Lösungen (z. B. Smart Homes oder Smart 
Grids) nicht automatisch zur effizienteren  Nutzung 
und Ressourcenschonung führen, sondern nur 
dann, wenn auch die Motivation für Verhaltensän-
derungen angeregt wird (Schultz et al., 2015).
Spezifischere Empfehlungen zum Verhältnis von 
Digitalisierung und Elektroschrott finden sich in 
Kapitel 5.2.5. 
10.3.1.2 
Digitalisierung als Weichenstellerin der 
 Dekarbonisierung 
Die im Pariser Übereinkommen vereinbarten Klima-
schutzziele erfordern nicht nur eine Dekarbonisierung 
der Weltwirtschaft, sondern perspektivisch auch eine 
gezielte Entfernung von CO2 aus der Atmosphäre (IPCC, 
2018). Forschung zum Beitrag der Digitalisierung zur 
globalen Energiewende sollte daher systemisch ange-
legt sein, d. h. über die Sektoren Energie, Mobilität und 
Wärme hinaus. Der WBGU empfiehlt, die Vision eines 
zu 100 % auf erneuerbaren Energien beruhenden Ener-
giesystems konsequent zu verfolgen und als zentralen 
Forschungsauftrag zu verankern. Ein weiterer Schwer-
punkt sollte auf der Erforschung kostengünstiger und 
robuster Lösungen für eine verlässliche Stromversor-
gung in netzfernen Regionen in Schwellen- und Ent-
wicklungsländern liegen. Hier sind vielfältige Anwen-
dungen digitaler Technologien von Bedeutung, etwa 
für Mini Grids auf Basis erneuerbarer Energien (IRENA, 
2016). Schließlich gilt es, im Zuge der Digitalisierung 
die Verlässlichkeit und  Stabilität der Energieversorgung 
sowie den Privatsphären- und Datenschutz verstärkt in 
den Blick zu nehmen. Intelligente Stromnetze (Smart 
Grids), Zähler (Smart Meter) und Applikationen führen 
zudem zu neuen Komplexitäten der Energieversorgung 
und -nutzung, deren Implikationen ein weiteres For-
schungsthema sind. Spezifischere Empfehlungen zum 
Einfluss der Digitalisierung auf Klimaschutz und Ener-
giewende finden sich in Kapitel 5.2.6. 
10.3.1.3 
Nachhaltige Industrie 4.0 und ressourcen-
schonender industrieller Metabolismus
Der industrielle Metabolismus, das heißt die mit der 
Warenproduktion verbundenen Stoffströme und Ener-
gienutzungen, sollte über den digital optimierten, spar-
samen und konsequent auf Kreislaufwirtschaft und 
Recycling gestützten Einsatz von Materialien und 
Energie hinaus so gestaltet werden, dass die natürli-
chen Lebensgrundlagen gewahrt werden, zum Beispiel 
maßgebliche Beiträge zur Treibhausgasminderung leist-
bar sind. Innerhalb bestehender Forschungsinitiati-
ven zu Industrie 4.0 sollten systematisch anwendungs-
orientierte Vorschläge für eine verbesserte Koordina-
tion von Stoffströmen durch eine digitale Vernetzung, 
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Steuerung und Überwachung der Fertigungsprozesse 
erarbeitet werden. Vor allem sind die Potenziale von 
Additiven Fertigungsverfahren (3D-Druck) für eine 
bei Logistik wie Materialeinsatz ressourcenschonende 
Warenproduktion mit verbessertem Recyclingpoten-
zial auszuloten. Über Forschungsziele der auf Nach-
haltigkeit ausgerichteten, weiterentwickelten digitalen 
 Koordination industrieller Wertschöpfungsketten hin-
aus sollten Ideen dazu generiert werden, wie völlig neu-
artige, regenerative „technische Ökosysteme“ der digi-
talisierten Güterproduktion etabliert werden können 
(Moreno und Charnley, 2016). Erforscht werden sollen 
weiterhin Möglichkeiten, über IKT (z. B. IoT) produkti-
ons-, produkt- und nutzungsbezogene Daten innerhalb 
unternehmensübergreifender Wertschöpfungssys-
teme besser zu verknüpfen und mittels KI auszuwer-
ten, um für die Kreislaufwirtschaft neue Potenziale für 
ein umfassendes Tracking- und Monitoring-System von 
Ressourcenströmen zu  ermitteln und diese über digitale 
Plattformen zu vermarkten. Spezifischere Empfehlun-
gen zum Einfluss der Digitalisierung auf den Metabo-
lismus finden sich in Kapitel 5.2.1. 
10.3.1.4 
Forschung zur Digitalisierung für globale 
 Ernährungssicherung und Naturschutz 
Forschung und Entwicklung zur Digitalisierung der 
Landwirtschaft sollen sich am Ziel einer global nach-
haltigen Landnutzung ausrichten. Die Bundesregierung 
sollte ein Forschungsprogramm für Nachhaltigkeit, Res-
sourcenschonung und Vielfalt (z. B. Fruchtfolgen, Bio-
diversität) der Landwirtschaft unter Nutzung digitaler 
Lösungen auflegen. Insbesondere sollten die Potenziale 
und Risiken einer digitalisierten industriellen Landwirt-
schaft, einer dezidiert nachhaltigen Präzisionslandwirt-
schaft sowie die dazu benötigten Rahmenbedingungen 
und Anreize im Zentrum stehen (Kap. 5.2.9). 
Im Kontext der Entwicklungs- und Schwellenländer 
sollten die Potenziale für Effizienzgewinne in der klein-
bäuerlichen Landwirtschaft durch einen verbesserten 
Zugang zu Informationen und Wissen sowie der  Abbau 
von Barrieren für die Übernahme digitaler Innovatio-
nen auf klein- und mittelbäuerlicher Ebene erforscht 
werden (Kap. 5.2.10). 
Angesichts der rasanten technischen Entwicklung 
sind die mittel- bis langfristigen Potenziale und Risi-
ken eines digital unterstützten Naturschutzes noch zu 
wenig erforscht (Kap. 5.2.11). Beiträge für ein globales 
und umfassendes Biodiversitäts-Monitoring (z. B. Fern-
erkundung, Tracking, Bilderkennung und -auswertung, 
Datenmanagement) sowie für die digitale Unterstüt-
zung der Naturschutzpraxis (z. B. Bestandsaufnahmen 
bedrohter Ökosysteme und Arten, Bekämpfung von 
Wilderei) sollten im Fokus stehen. 
10.3.1.5 
Nutzung der Digitalisierung für eine  nachhaltige 
Stadtentwicklung 
Der WBGU hat bereits in seinem letzten Hauptgutach-
ten (WBGU, 2016a: 451 ff.) umfassende Forschungs-
vorschläge für eine nachhaltige Urbanisierung vor-
gelegt und auf die technologischen Transformations-
prozesse hingewiesen (WBGU, 2016a: 51ff. sowie 
 Seiten 53, 54, 393 und 399). Urbane Räume sind zur 
zentralen Organisationsform nahezu aller menschli-
chen Gesellschaften geworden, die sich jeweils auf 
„ihre eigene Art“ den Weg in eine nachhaltige Zukunft 
suchen. Zur Integration digitaler Lösungen sowie zur 
Nutzung digitaler Modellierung, Simulation und Pro-
gnose für städtische Nachhaltigkeit sollen empirische 
(Fall-)Studien bzw. Reallabore gefördert werden, die 
kritisch konstruktiv auf ökonomische, soziale und 
ökologische Implikationen digitaler Smart-City- und 
Smart-Communities-Ansätze schauen und diese ein-
gehend vor Ort empirisch untersuchen. Gleichermaßen 
sollen international vergleichende Untersuchungen zu 
maßgeblichen Unterschieden bei Motivation, Maßnah-
menportfolio, Akteursgefüge und Umsetzungsdynami-
ken von Smart-City-Ansätzen in verschiedenen Län-
dern bzw. Regionen erfolgen, um internationale Lern-
prozesse zu Nachhaltigkeitsfragen der urbanen Stra-
tegie- und Projektentwicklung voranzubringen. Ein 
besonderer Fokus sollte auf den Beitrag verschiede-
ner IKT-Anwendungen zur Erreichung von Umweltzie-
len gesetzt werden sowie auf ihre Akzeptanz (z. B. für 
Mobilität, Wohnen, Arbeiten, Sicherheit, Umwelt-Mo-
nitoring), um ihre Einsatz- und Verbreitungspotenziale 
quer über Bevölkerungsschichten einschätzen zu kön-
nen. Denn nur bei entsprechend breiter Nutzung der 
neuen digitalen Möglichkeiten sind auch nennenswerte 
digitalisierungsbedingte Umwelteffekte erzielbar (z. B. 
Einsparungen bei Energie- und Wasserbedarfen, effi-
zientere Nutzung vieler weiterer materieller Ressour-
cen, Emissionsreduktionen). Die Technologieentwick-
lung erfolgt derzeit hauptsächlich in Industrieländern, 
jedoch werden knapp 90 % des Wachstums der urba-
nen Bevölkerung bis 2050 in Asien und Afrika erwar-
tet (UN DESA, 2015). Daher sollten digitale Techno-
logien für die Stadtentwicklung vor dem Hintergrund 
verschiedener Kontextsituationen und Kulturräume 
untersucht werden. So können Best Practices erkannt 
und nachhaltige Lösungen umgesetzt werden. Spe-
zifischere Handlungsempfehlungen zur nachhaltigen 
Stadtentwicklung mittels Digitalisierung finden sich in 
Kapitel 5.2.7.
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10.3.1.6 
Neue Entwicklungsmodelle für Entwicklungs- und 
Schwellenländer
Forschungsbedarf besteht bei der Frage, welche neuen 
Entwicklungsmodelle sich für Entwicklungs- und 
Schwellenländer im Zuge der Digitalisierung ergeben 
können. Digitale Technologien können etwa helfen, ins-
titutionelle Probleme in Entwicklungs- und Schwellen-
ländern zu überwinden oder Zugänge zu Märkten und 
notwendigen Dienstleistungen (z. B. Finanzierungen) zu 
eröffnen. Zu erforschen ist in diesem Zusammenhang, 
mit welchen Instrumenten der Innovations- und Wirt-
schaftsförderung eine Teilhabe dieser Länder an der digi-
talen Ökonomie hergestellt oder gesichert werden kann. 
Zunächst sollten die Voraussetzungen, unter denen Ent-
wicklungs- und Schwellenländer diese neuen Entwick-
lungspotenziale für sich nutzen können, untersucht wer-
den. Zu analysieren wäre dabei auch, was die Entwick-
lungszusammenarbeit (EZ) mit Blick auf mögliche neue 
Entwicklungsmodelle und -chancen leisten kann. Auch 
die Auswirkungen der Digitalisierung auf Handelsstruk-
turen und Arbeitsteilung und damit im weiteren Sinn auf 
ein grundlegendes Entwicklungsmodell der vergange-
nen Jahre sind bislang nicht eindeutig abzusehen. Stu-
dien beschränken sich bislang noch auf die Darstellung 
von Einzelfällen. Schon mit Blick auf die grundlegende 
Frage nach der Zukunft bzw. der zukünftigen Gestalt 
globaler Wertschöpfungsketten und der internationalen 
Arbeitsteilung besteht daher erheblicher Forschungsbe-
darf. Für weitergehende Handlungsempfehlungen, auch 
für die zukünftige EZ, wäre darüber hinaus ein tieferes 
Verständnis der Faktoren notwendig, die darüber ent-
scheiden, ob und wann Arbeitsschritte automatisiert und 
beispielsweise in Industrieländer rückverlagert werden 
oder nicht (Kap. 5.3.8). Parallel ermöglicht die Digitali-
sierung einen intensiveren Austausch von Forschungs-
ergebnissen und aufbereiteten Erfahrungen (Pawelke et 
al., 2017: 11), der aus Sicht des WBGU insbesondere für 
eine nachhaltige Gestaltung der Digitalisierung in Entwi-
cklungs- und Schwellenländern und spezifische Innova-
tion in dortigen Kontexten zu forcieren ist.
10.3.2 
Forschung für digitalisierte 
 Nachhaltigkeits gesellschaften 
Die übergeordnete Forschungslinie „Digitalisierte 
Nachhaltigkeitsgesellschaften“ sollte sich mit der Frage 
beschäftigen, wie Gesellschaften die systemverän-
dernde Wirkmacht der Digitalisierung auf Erdsystem, 
Gesellschaft, Wirtschaft, den Menschen und Technolo-
gie einordnen, nachhaltig gestalten sowie auftretenden 
Emergenzen begegnen können.
10.3.2.1 
Arbeit der Zukunft: Neue Teilhabeformen 
 entwickeln 
Gegenwärtig gewährleistet hauptsächlich Erwerbs-
arbeit breite gesellschaftliche und ökonomische Teil-
habe und ist dabei zugleich von zentraler Bedeutung 
für das Selbstwertgefühl vieler Menschen. Die teil-
weise Substitution manueller und geistiger Erwerbsar-
beit durch intelligente Maschinen berührt damit sehr 
tiefgehende Aspekte des gesellschaftlichen Zusam-
menhalts und persönlichen Lebens. Sie wirft Fragen 
nach weiterentwickelten Arbeitsformen, beispielsweise 
einer Schwerpunktverlagerung auf soziale Arbeit, aber 
auch die Frage nach möglichen alternativen Lebenszie-
len, -stilen und -entwürfen auf. Vorstellungen davon, 
wie alternative und gleichzeitig  anreizkompatible 
Mechanismen der Verteilung von Arbeit und Einkom-
men bzw. Wohlstand aussehen können, die passende 
Anreize zur Beteiligung an Gesellschaft und Wirtschaft 
sowie für (Weiter-)Bildung, Forschung und Entwick-
lung setzen, sind bislang noch nicht hinreichend ent-
wickelt und auf ihre breiteren, gesellschaftlichen Impli-
kationen hin untersucht. Im Raum steht darüber hin-
aus die Frage der politischen Folgen eines durch ein 
weiterentwickeltes Verständnis von Arbeit verursach-
ten gesellschaftlichen Wandels, etwa welche Folgen die 
Gewährleistung wirtschaftlicher Teilhabe über breite 
Umverteilungsmechanismen für Stabilität und Funk-
tion demokratischer politischer Systeme haben können. 
Die spezifischen Herausforderungen in Entwicklungs- 
und Schwellenländern und Veränderungen der interna-
tionalen Arbeitsteilung sollten bei diesen Fragen noch 
stärker herausgearbeitet und in den Blick genommen 
werden. Spezifischere Empfehlungen zum Themen-
komplex Digitalisierung und Arbeit finden sich in den 
Kapiteln 5.3.8 und 5.3.9.
10.3.2.2 
Finanzierungskonzepte für Staat und 
 Sozialsysteme erarbeiten
Heute stützt sich die Finanzierung staatlicher Systeme 
noch überwiegend auf die Besteuerung des (bislang 
vorrangig immobilen) Faktors Arbeit. Auch die sozi-
alen Sicherungssysteme sind in vielen Ländern insti-
tutionell an die Erwerbsarbeit gekoppelt. Sowohl mit 
Blick auf die zukünftigen finanziellen Handlungsspiel-
räume und die Leistungsfähigkeit von Staat und Sys-
temen der sozialen Sicherung als auch mit Blick auf 
mögliche Verzerrungen der Preise von Arbeit im Ver-
gleich zu Produktionsfaktoren wie (Finanz-)Kapital 
oder Daten müssen bestehende Steuer- und Abgaben-
systeme grundlegend überprüft werden. Gleichzeitig 
besteht erheblicher Forschungsbedarf, wie alternative 
Systeme der Besteuerung ausgestaltet werden kön-
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nen, die finanzielle Handlungsspielräume des Staates 
erhalten, wenn sich im Zuge der Digitalisierung Wert-
schöpfung weiter zu immateriellen Wirtschaftsgütern 
wie Daten verlagert, menschliche Arbeit leichter subs-
tituierbar und noch umfassender mobil wird oder im 
Extremszenario menschliche Arbeit vollständig durch 
Maschinen erledigt wird (Kap. 5.3.9).
10.3.2.3 
Forschung zur Gestaltung der Mensch-Maschine-
Interaktionen 
Der WBGU empfiehlt die frühzeitige und umfassende 
Erforschung der möglichen Wirkungen der Interak-
tion mit (teil-)autonomen technischen Systemen. Mög-
liche Forschungsfragen sind: Wie müssen solche Sys-
teme gestaltet sein, um wünschenswerte Interaktio-
nen zu unterstützen, und welche möglichen negativen 
Implikationen müssen in den Blick genommen wer-
den? Das Zusammenleben mit autonomen Systemen 
wirft vielfältige Fragen zur Wirkung der Interaktion 
mit solchen Systemen auf: Welche Formen der Interak-
tion sind erstrebenswert? Wie müssen Systeme gestal-
tet sein, um angemessene und sichere Interaktionen zu 
fördern und dysfunktionale Interaktionen zu unterbin-
den? Welche Gruppen gilt es zu differenzieren (bei-
spielsweise Kinder oder psychisch eingeschränkte Per-
sonen)? Hier sind Gesellschaftswissenschaften, insbe-
sondere die psychologische Forschung, frühzeitig in die 
soziotechnischen Entwicklungen einzubeziehen.
10.3.2.4 
Technik- und experimentelle Folgenabschätzung 
für den Umgang mit großer Unsicherheit
Aufgrund der Dynamik digitaler Transformationspro-
zesse bildet der Umgang mit Unsicherheiten beispiels-
weise bezüglich unerwarteter oder unbeabsichtigter 
Nebenfolgen (unintended side effects bzw. unseens) 
eine besondere Herausforderung. Der WBGU emp-
fiehlt, Innovationen und (neue) regulatorische Ins-
trumente in Reallaboren in einem zeitlich befriste-
ten, räumlich abgegrenzten sowie rechtlich angepass-
ten (Experimentierklauseln, Sondergenehmigungen 
usw.) und gut gesichertem Feld ergebnisoffen zu  testen 
( Kasten 10.3.2-1). 
Begleitend zu Reallaboren wären weitere Experimen-
tierräume zu stärken (z. B. Governance Barcamps), die 
explizit auf das Mitdenken möglicher Folgen fokussiert 
sind. Hier ist der Aufbau von Kapazitäten für eine IT-ori-
entierte Governance-Forschung bzw. IT-unterstützte 
Governance-Formate von hoher  Bedeutung. 
10.3.2.5 
Forschung für einen nachhaltigen Umgang mit 
Daten
Die Wirkungen der europäischen Datenschutz-Grund-
verordnung (EU-DSGVO) in der Praxis sollten empi-
risch überprüft und Vorschläge zur Weiterentwick-
lung erarbeitet werden. Es ist zu untersuchen, wie bei-
spielsweise Datenzugangsregime oder eine Daten-Sha-
ring-Verpflichtung im Detail ausgestaltet werden 
können. Dabei ist den technischen, prozessualen als 
auch regulatorischen Anforderungen zum Schutz per-
sonenbezogener Daten Rechnung zu tragen, auch mit 
Blick auf das Risiko zukünftiger „De-Anonymisierung“ 
von derzeitig nicht personenbezogenen Daten. Wie ist 
eine Kontrolle durch entsprechende Aufsichtsbehörden 
für digitale Produkte und Dienstleistungen auszuge-
stalten, z. B. mit Blick auf die Durchsetzung von Daten-
pflichten, Datenschutz, Datensicherheitsstandards oder 
auch möglichen Diskriminierungen von Nutzer*innen. 
Es sollte untersucht werden, wie Mehrwerte der Daten-
verfügbarkeit und der Verfügbarkeit bestimmter digi-
taler Produkte und Dienste für die Gesellschaft und 
Öffentlichkeit bestimmt, gemessen und nachvollzogen 
werden können. Zudem sollte erforscht werden, wie 
öffentliche, datenbasierte Güter (Kap. 5.3.10) in aus-
reichender Qualität und Menge bereitgestellt werden 
können.
10.3.2.6 
Forschung zu sozialen Plattformen
Neue Entwicklungen in sozialen Plattformen soll-
ten kontinuierlich durch die Forschung begleitet wer-
den, z. B. mit Blick darauf, wie sich Gruppendynami-
ken, Selbstdarstellungen oder das Teilen persönlicher 
Informationen (z. B. Fitness- und Bewegungsdaten auf 
Fitness-Plattformen, Meinungen oder ähnlich private 
Informationen) auf Wohlbefinden, Lebensqualität und 
soziale Interaktionen von Menschen auswirken können 
(Kap. 5.3.7). Zudem sollte erforscht werden, welche 
Gütekriterien an soziale Plattformen, ihre Dienste und 
Applikationen anzulegen sind und wie diese zu vermit-
teln, zu überprüfen und zu verbessern sind. Sowohl hier 
als auch generell ist gezielte Bildung (Kap. 5.3.4, 9.1.4) 
und entsprechende Bildungsforschung nötig, um Men-
schen zum kompetenten und verantwortungsbewuss-
ten Umgang mit neuen Technologien und der hohen 
Dynamik des (technischen) Fortschritts zu befähigen. 
Auch die Wirkungsmöglichkeiten sozialer Plattformen 
auf nachhaltiges und umweltbewusstes Verhalten soll-
ten vertieft erforscht werden (Kap. 5.2.3).
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10.3.2.7 
Bildungsforschung zur Befähigung des 
 Individuums in einer digitalisierten 
 Nachhaltigkeitsgesellschaft
Zur Vermittlung von Transformationswissen und -han-
deln empfiehlt der WBGU zu untersuchen, wie durch 
(digitalisierte) Bildungsmaßnahmen Wissen und Han-
deln zur Großen Transformation (WBGU, 2011) geför-
dert werden kann, idealerweise durch ein Institut für 
Bildungsforschung zum und im nachhaltigen Digita-
len Zeitalter. Dies betrifft insbesondere Forschung zur 
Förderung von Kreativität, Kooperation und Innova-
tion sowie zu Umweltbewusstsein und Zukunftsfä-
higkeit (Futures Literacy). Zum  beständigen Ausbau 
von Reflexionsfähigkeit ist transformative Bildung zu 
stärken. Parallel könnten im Rahmen von Kooperati-
onen mit bestehenden Einrichtungen weitere Reflexi-
onsräume geschaffen werden, etwa in den Bereichen 
Science-Fiction, Kunst, Kultur und der Integration von 
Wissensformen. Weiterhin ist Forschung zur Ermög-
lichung von Teilhabe benachteiligter Gruppen nötig, 
um zu untersuchen und zu evaluieren, welche digita-
lisierten Bildungsangebote Teilhabe auch benachtei-
ligter Gruppen (insbesondere bezüglich Gender, Alter, 
Herkunft) ermöglichen und wie Wissenserwerb digi-
tal gefördert werden kann. Studien, die Auswirkungen 
digital vermittelter Inhalte auf die Kompetenzen der 
Lernenden zum Inhalt haben, sollten weiter gefördert 
werden. Sehr wahrscheinlich wird dazu eine Schwer-
punktverlagerung in der Bildungspolitik notwendig 
werden. Es müssen Fähigkeiten gestärkt werden, die 
Menschen zu einem selbstbestimmten, sinnstiftenden 
Leben ohne die heutigen Arbeitsmarktstrukturen befä-
higen. Zu diesen Kompetenzen zählen Fähigkeiten der 
sozialen Interaktion, Empathie, Kreativität und eine 
schnelle Auffassungs- bzw. Anpassungsfähigkeit (im 
Sinne einer hohen Reaktionsfähigkeit gegenüber uner-
warteten Ereignissen usw.), weniger jedoch die Ver-
mittlung von Detailwissen. Spezifischere Empfehlun-
gen zum Thema Bildung im Digitalen Zeitalter finden 
sich in Kapitel 5.3.4.
Kasten 10.3.2-1
Reallabore
Für die nachhaltige Gestaltung der globalen digitalen Trans-
formation in den unterschiedlichsten Lebensbereichen gibt es 
keine universell gültigen Blaupausen. Angesichts der vielen 
nicht vorhersehbaren und schnellen technologischen Ent-
wicklungen bleibt dieser Gestaltungsprozess auch ein mit 
vielen Unsicherheiten verbundener Such- und Lernprozess. 
Besondere Herausforderungen digitaler Veränderungen 
liegen zum einen darin, dass Veränderungen auf eine kom-
plexe Art und Weise in Gesellschaften wirken, so dass sich 
absehbare Auswirkungen jenseits etablierter Prognoseräume 
abspielen. Zum anderen entsteht ein Gestaltungs- und Regu-
lierungsbedarf, bevor alle Auswirkungen absehbar sein wer-
den. In diesen realweltlichen Bedingungen gilt es, die digitale 
Innovationskraft Europas an den nachhaltigen Entwicklungs-
zielen auszurichten. 
In Anbetracht dieser Herausforderungen empfiehlt der 
WBGU der EU die Einrichtung von „Europäische(n) Reallabo-
ren für eine nachhaltige und digitale Zukunft“ (European labs 
for a sustainable and digital future). In Reallaboren können 
Wissenschaftlerinnen und Akteur*innen durch Ausprobieren 
und Experimentieren gemeinsam Wissen und Problemlösun-
gen für die nachhaltige Gestaltung der digitalen Transformati-
on erarbeiten. Reallabore ermöglichen es, mit Innovationen in 
einem geschützten Rahmen zu experimentieren und zugleich 
schnellere und umfassendere Erkenntnisse zu erlangen. 
Derzeit werden in mehreren europäischen Ländern Real-
labore (auch „Living Labs“ oder „Citizen-Science-Projekte“ 
genannt) durchgeführt, einige davon auch länderübergrei-
fend (Deutscher Bundestag, 2018). Auf Ebene der EU sind 
Reallabore bisher nicht etabliert, obwohl sie bedeutende 
Chancen für die Weiterentwicklung einer europäischen Visi-
on, die Stärkung der europäischen Innovationskraft und die 
Steigerung der Lebensqualität für europäische Bürger*innen 
bereithalten. Anbinden ließen sich europäische Reallabore im 
Forschungskontext an die Tätigkeiten des European Institute 
of Innovation and Technology (EIT) im Rahmen von „Inno-
vation Communities“ (wie z. B. EIT Climate-KIC). Neben der 
Weiterentwicklung der bestehenden transdisziplinären Inno-
vations- und Forschungsansätze des EIT zu ganzheitlichen 
europäischen Reallaboren empfiehlt der WBGU auch die Ein-
richtung zu neuen Themen, beispielsweise zur nachhaltigen 
Zukunft der Arbeit.
Reallabor „Nachhaltige Zukunft der Arbeit“
Arbeitsmärkte sind ein wichtiger Garant für gesellschaftliche 
Inklusion. Gerade jüngere und Bevölkerungsgruppen und 
Migrant*innen sind zunehmend von neuen Erwerbs- und 
Arbeitsrealitäten wie New Work, plattformbasierten Arbeits-
verträgen und zeitlicher und räumlicher Entgrenzung von 
Erwerbsarbeit betroffen. Dies eröffnet sowohl Chancen als 
auch Risiken für die Lebensqualität und den sozialen Zusam-
menhalt sowie die Ausrichtung an einem zukunftsfähigen 
Konzept der nachhaltigen Arbeit (Kap. 5.3.9). Ein europäi-
sches Reallabor zur „Nachhaltigen Zukunft der Arbeit“ könn-
te mit neuen Formen sozialer Sicherung (z. B. ökologisches 
Transformationseinkommen;  Swaton, 2018) und arbeits-
rechtlicher Organisation experimentieren, die auch die beson-
deren Herausforderungen länderübergreifender Arbeits- und 
Lebenswelten in der EU berücksichtigen. Das Reallabor würde 
damit auch eine Pionierfunktion für den stattfindenden Aus-
bau der sozialen Säule der EU darstellen. An dieser Schnitt-
stelle von Nachhaltigkeits- und Digitalisierungsherausforde-
rungen gilt es, die Energien aus Wissenschaft, Unternehmen, 
Universitäts- und Hochschulbildung sowie Zivilgesellschaft 





Forschung zur Zukunft des Homo sapiens 
Eine übergeordnete Forschungslinie „Forschung zur 
Zukunft des Menschen und Erhalt der Menschen-
würde“ sollte sich mit der Frage beschäftigen, welche 
Grenzen alter und neuer Menschenbilder angesichts 
der Verschränkung von Mensch und Technologie sowie 
der Gestaltung von Maschinen mit (zunächst vermeint-
lich) menschlichen Eigenschaften deutlich werden. Bei 
allen künftigen Entwicklungen sollten generell auch 
Individuen oder Gruppen berücksichtigt werden, die 
sich digitalen Entwicklungen entziehen möchten – dies 
gilt ausdrücklich auch im Hinblick auf Forschungsethik.
10.3.3.1 
Digitale Anthropologie: Wie verändert sich das 
Menschenbild?
Im Digitalen Zeitalter wird das Menschsein selbst 
zum Thema nachhaltiger Entwicklung. Die physische 
und soziale Verschmelzung des Menschen mit digita-
ler Technik einerseits und die Vermenschlichung von 
Technik anderseits stellen die Frage nach der  conditio 
humana auf neuartige brisante Weise. Bei philosophi-
schen Überlegungen jenseits des anthropozentrischen 
Humanismus, bei denen der Mensch im Mittelpunkt 
steht, muss zur Einbettung des Menschen in die reale 
Welt bzw. in seinen „natürlichen“ Körper daher auch 
zukünftig immer wieder analysiert werden, wie sich das 
Menschenbild im Verhältnis zur Umwelt, mit Zunahme 
der technischen Möglichkeiten dynamisch weiter-
entwickelt (Coeckelbergh, 2013b, 2017). Der WBGU 
 empfiehlt nachdrücklich, die Menschenwürde (Kap. 
2) ins Zentrum entsprechender anthropologischer und 
ethischer Debatten zu stellen und diese in entspre-
chend verantwortungsbewusster Forschung und Ent-
wicklung zu verankern. 
10.3.3.2 
Wirkungen der Digitalisierung auf Kognition, 
 Emotion und soziales Leben erforschen
Da die Digitalisierung und dabei insbesondere die viel-
fältigen Interaktionsformen zwischen Mensch und 
Maschine auch künftig zentrale Lebensaspekte wie 
Kognition, Emotion und soziales Leben beeinflussen 
werden, gilt es, diese durch gezielte Förderung inter-
disziplinär zu erforschen (SVRV, 2017: 17 ff.). Dabei 
sind Verhaltensänderungen auf psychischer wie sozia-
ler Ebene systematisch zu untersuchen. Dies sollte aus 
Sicht des WBGU ausdrücklich auch in positiver Hin-
sicht für nachhaltige Zwecke erfolgen, etwa der Beför-
derung eines „Weltbewusstseins für nachhaltige Ent-
wicklung“ (Kap. 5.3.1). Ebenfalls relevante Themen 
sind z. B. Wirkungen von Multitasking (besonders bei 
Kindern) auf Kognition (d. h. Prozesse der Aufmerk-
samkeit, des Erinnerns, des Denkens, Problemlösens 
und der Kreativität), der Einfluss digitaler Medien-
nutzung (z. B. soziale Netzwerke) auf soziale Zugehö-
rigkeit und Emotionsmanagement oder Auswirkun-
gen von Überwachung am Arbeitsplatz sowie Gesund-
heit und Sicherheit in Zeiten von der Technisierung des 
Menschen.
10.3.3.3 
Erforschung der Zukunft der menschlichen 
 Zivilisation 
Im Zuge der zunehmenden internationalen Vernetzung 
empfiehlt der WBGU die Erforschung neu entstehen-
der Risiken für die menschliche Zivilisation unter Nut-
zung eines interdisziplinären Ansatzes. Generell ist im 
Sinne des Vorsorgeprinzips verantwortungsbewusste 
Innovation, Forschung zu Ethik, Technikfolgenabschät-
zung und der proaktive Technikwandel im Hinblick auf 
den Dual-Use-Charakter von Technologien, wie etwa KI 
und Robotik, auch international auszuweiten. Hierfür 
sollte zu neuen internationalen  Kooperationsformaten 
geforscht werden, auch unter Berücksichtigung künftig 
nötiger Grenzen der  Entwicklung. 
Eine zeitnahe Umsetzung der Handlungs- und For-
schungsempfehlungen wird es erlauben, die Potenziale 
des digitalen Wandels für die Große  Transformation zur 
Nachhaltigkeit zu nutzen und seine Risiken einzuhe-
gen. Dieses WBGU-Gutachten versteht sich als Anstoß 
für lang anstehende Diskussionen und Initiativen auf 
allen Ebenen und mit allen Akteursgruppen.
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Additive Fertigung / 3D-Druck
Bezeichnet verschiedene Verfahren, bei denen „das 
gewünschte Bauteil auf der Grundlage eines digita-
len 3D-Modells durch gezieltes schichtweises Auftra-
gen des Ausgangsmaterials sukzessive aufgebaut“ wird 
(Caviezel et al., 2017: 9). Da der Fertigungsprozess 
einige Gemeinsamkeiten mit dem 2D-Druck aufweist, 
wird umgangssprachlich auch der Begriff „3D-Druck“ 
verwendet (Bourell, 2016: 2). → Kap. 3.3.5.4
Agenda 2030
Bezeichnet den im September 2015 von allen UN-Mit-
gliedsstaaten verabschiedeten Aktionsplan für Mensch, 
Planet, Wohlstand, Frieden und Partnerschaft (UNGA, 
2015). Kernstück zur effektiven Umsetzung bis 2030 
sind die 17 Ziele für nachhaltige Entwicklung (Sustaina-
ble Development Goals – SDGs), die ökologische, sozi-
ale und ökonomische Dimensionen von Nachhaltigkeit 
verknüpfen. Die Agenda 2030 ist universell, d.h. für 
alle Länder, gültig, jedoch völkerrechtlich unverbind-
lich. Ihre Annahme gilt als multilateraler Meilenstein 
und zentraler Referenzpunkt der globalen Anstren-
gungen hin zu einer inklusiven, verantwortlichen und 
emissionsarmen Lebens- und Wirtschaftsweise welt-
weit. → Kasten 2.1-1.
Anthropozän
Bedeutet das Zeitalter des Menschen und lehnt sich 
namentlich an geologische Zeitalter (etwa das Paläozän 
oder das Holozän) an. Der Begriff wurde von Nobel-
preisträger Paul Crutzen gemeinsam mit Eugene Sto-
ermer im Jahr 2000 geprägt und bezeichnet ein Erd-
zeitalter, in dem die Einwirkungen menschlicher Akti-
vitäten auf die Umwelt eine globale Dimension erreicht 
haben. Dies führt zu teilweise erheblichen Verände-
rungen der Ökosysteme bis hin zu deren Zerstörung. 
Zu den  weiteren wichtigen Veränderungen durch den 
Menschen zählen der Klimawandel oder auch das ant-
arktische Ozonloch. → Kap. 2
Aktuatoren
Sind elektrotechnische Baueinheiten, die informations-
technische Signale in Veränderungen von physika-
lischen Größen beispielsweise mittels mechanischer 
Bewegungen wandeln. Sie wirken so aktiv auf ihre 
Umgebung ein und steuern Objekte (Hoepner et al., 
2016: 10). 
Algorithmus
Ist im Allgemeinen eine Handlungsvorschrift zur Lösung 
eines gegebenen Problems (genauer gesagt einer Prob-
lemklasse). Algorithmen sind immer explizit und wohl 
definiert, auch wenn sich entlang konkreter Daten und 
Berechnungen nicht immer die jeweilige Ausprägung 
ihrer Handlungsvorschrift in der Anwendung eines 
Algorithmus nachvollziehen lässt. Mathematisch ent-
spricht ein Algorithmus einer berechenbaren Funktion; 
informationstechnisch ist ein Algorithmus eine deter-
ministische Berechnungsvorschrift. → Kap. 3.2.3
Autonomie
Bezeichnet ein → Kerncharakteristikum des → Digi-
talen Zeitalters, nach dem technische Systeme selbst-
ständig Entscheidungen treffen und komplexe Prozesse 
steuern und optimieren. Sie können dazu beitragen, 
fundiertere ökonomische, politische und soziale Ent-
scheidungen zu treffen, aber auch gesellschaftlichen 
Kontrollverlust, Machtmissbrauch oder die Untermi-
nierung von Privatheit und Freiheit zur Folge haben. 
→ Kap. 3.4.3
Big Data
Fasst als Begriff Entwicklungen von Methoden, Tech-
nologien und Lösungen für die Erfassung, Aufberei-
tung, Speicherung und Analyse umfangreicher struk-
turierter als auch unstrukturierter Daten zusammen. 
So können großvolumige, heterogene, volatile, auch 
unscharfe Datenmengen in immer kürzerer Zeit verar-
beitet werden. Big Data bildet als komplexes soziotech-
nisches Phänomen die Grundlage, um die entlang der 
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Digitalisierung exponentiell steigenden Datenvolumina 
wertschöpfend einzusetzen. → Kap. 3.3.2
Big Five
Bezeichnet die fünf marktbeherrschenden Digitalkon-
zerne Google/Alphabet, Apple, Facebook, Amazon 
und Microsoft (auch GAFAM genannt), die mit Blick 
auf ihren Marktwert zu den fünf wertvollsten Aktien-
gesellschaften der Welt gehören (Barwise und Watkins, 
2018: 21). 
Blockchain / Distributed-Ledger-Technologie
Bezeichnet Methoden, bei denen eine erweiterbare 
Liste von Datensätzen (die „Blöcke“) mittels krypto-
graphischer Verfahren (die „Kette“) miteinander ver-
kettet sind. Die allgemeineren Distributed-Led-
ger-Technologien („verteilte Register“) gelten als Inno-
vation mit weitreichenden gesellschaftlichen und 
technologischen Veränderungen (Schlatt et al., 2016) 
für  Kryptowährungen, Kataster, Gesundheitsdaten, 
 Wahlen. → Kap. 3.3.5.5 
Cybersicherheit
Auch Informationssicherheit (security) genannt, 
bezieht sich auf den gesamten Bereich der Sicherheit 
in der Informations- und Kommunikationstechnik und 
beschreibt das Ziel, die Risiken, die sich aus dem Ein-
satz von IKT aufgrund von Bedrohungen und Schwach-
stellen ergeben, mittels angemessener Sicherheitsmaß-
nahmen auf ein tragbares Maß zu senken (BSI, 2019a). 
Im Unterschied zur funktionalen Sicherheit (safety) 
bezeichnet Cybersicherheit den Schutz der internen 
Werte eines Systems, d. h. den Schutz nach innen, die 
bei Missbrauch auch immaterielle Schäden nach außen 
verursachen können, beispielsweise bei der Verletzung 
der → Privatsphäre einer Person. → Kap. 3.3.4
Datenschutz 
Bezeichnet Maßnahmen, mit denen natürliche Per-
sonen vor der Verletzung ihrer Persönlichkeitsrechte 
geschützt werden und umfasst Maßnahmen zum 
Schutz vor missbräuchlicher Datenverarbeitung, zum 
Schutz des Rechts auf informationelle Selbstbestim-
mung, zum Schutz der Privatsphäre bei einer Daten-
verarbeitung oder zur Gewährleistung der Selbstbe-
stimmung über personenbezogene Daten. → Kap. 3.3.4 
Datensicherheit
Bezeichnet als Teil von → Cybersicherheit Maßnah-
men, bei denen es um den Schutz technischer Systeme 
und insbesondere den Schutz der Daten vor Verlust 
oder Zerstörung bzw. Manipulation durch Unbefugte 
– und damit wiederum bei personenbezogenen Daten 
ebenso um den → Datenschutz – geht. Datensicher-
heit wird durch Schwachstellen in Software, Schadsoft-
ware, Identitätsdiebstähle und gezielte komplexe sozio-
technische Angriffe herausgefordert (Rescorla, 2005). 
→ Kap. 3.3.4 
Dekarbonisierung
Beschreibt den Prozess des Übergangs von kohlen-
stoffreichen Energiequellen (Kohle) zu weniger koh-
lenstoffintensiven (Erdöl und Erdgas) und zunehmend 
zu CO2-emissionsfreien Energieträgern (Solarenergie, 
Windkraft, Wasserkraft). → Kap. 5.2.6
Digitale Gemeingüter
Sind in Anlehnung an Gemeingüter im Allgemeinen alle 
digitalisierten Daten-, Informations- und Wissens güter, 
die als nicht rivale Ressourcen im Gemeininteresse 
möglichst breit, öffentlich zugänglich gemacht werden 
sollten und technisch über eine → öffentlich-rechtliche 
IKT bereitzustellen sind. → Kap. 5.3.10
Digitale Kluft (digital divide)
Bezeichnet die räumlichen und sozialgruppenspezifi-
schen Unterschiede im Zugang zu digitalen Angebo-
ten und zum (Breitband-)Internet sowie entsprechende 
Unterschiede in den Kompetenzen zum Umgang mit 
IKT. → Kap. 5.3.5
Digitalisierung
Wird vom WBGU umfassend als die Entwicklung und 
Anwendung digitaler sowie digitalisierter Techniken 
verstanden, die sich mit allen anderen zivilisatorischen 
Techniken und Methoden verzahnt und diese erweitert. 
→ Kap. 3.1
Digitales Zeitalter
Bezeichnet die sich seit der der Einführung der elek-
tronischen Datenverarbeitung in den 1950er-Jahren 
entstehende neue Gesellschaftsformation mit neuen 
Akteursgruppen und einer flexibilisierten und globali-




Dynamiken des Digitalen Zeitalters
Verdeutlichen die Optionsräume und Handlungsbe-
darfe im Zusammenhang von → Digitalisierung und 
→ Großer Transformation zur Nachhaltigkeit: (1) „Digi-
talisierung für Nachhaltigkeit“, bei der Nachhaltigkeit 
digital unterstützt werden kann bzw. ökologische und 
gesellschaftliche Disruptionen entstehen können, (2) 
„nachhaltige digitalisierte Gesellschaften“, die einen 
neuen Humanismus erfordern und digital ermächtigten 
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Totalitarismus verhindern sollen, (3) „die Zukunft des 
Homo sapiens“, bei der es um die Stärkung des Selbst-
bewusstseins des Homo sapiens im Widerstreit zur Ent-
grenzung von Mensch und Maschine geht. Diese drei 
Dynamiken laufen bereits heute parallel an, wenn auch 
mit unterschiedlicher Intensität; es handelt sich nicht 
um eine strenge zeitliche Abfolge. → Kap. 7
Governance
Bezeichnet Steuerungs- und Regelungsstrukturen 
auf unterschiedlichsten Ebenen, die von hoheitli-
chen Akteuren, nicht hoheitlichen Akteuren oder bei-
den Akteursgruppen gemeinsam etabliert werden. Das 
Konzept ist ursprünglich in Abgrenzung zum Begriff 
Government (Regierung) entstanden und besagt, dass 
politische Steuerung nicht nur hierarchisch vom Staat, 
sondern auch von zivilgesellschaftlichen Akteuren 
wie Nichtregierungsorganisationen und Unternehmen 
wahrgenommen wird. → Kap. 8
Große Transformation zur Nachhaltigkeit
Ist ein die → planetarischen Leitplanken berücksich-
tigender umfassender Wandel zur Nachhaltigkeit, 
der einen Umbau der nationalen Ökonomien und der 
Weltwirtschaft innerhalb dieser Leitplanken vorsieht, 
um irreversible Schädigungen des Erdsystems sowie 
von Ökosystemen und deren Auswirkungen auf die 
Menschheit zu vermeiden (WBGU, 2011).
Intelligente Stromnetze (Smart Grids)
Bezeichnen die informationstechnische Vernetzung und 
Steuerung von Stromerzeugern, Speichern, Verbrau-
cherinnen und Verbrauchern sowie Betriebsmitteln wie 
Energieübertragungs- und verteilnetzen der Elektrizi-
tätsversorgung. Dies ermöglicht eine Optimierung der 
miteinander verbundenen Bestandteile (WBGU, 2011).
Internet
Ist ein weltweites Netz von Informations- und Kom-
munikationsnetzen und Rechnern, das die Nutzung 
von Diensten wie WWW (Hypertext-Dokumente), 
Email (elektronische Post) oder Messaging (elektroni-
sche Nachrichten) über vielfältige, auch mobile Endge-
räte ermöglicht. Der Datenaustausch erfolgt über stan-
dardisierte Internetprotokoll-Stacks, für die beispiels-
weise das Internetprotokoll in Version 4 und 6 (IPv4, 
IPv6) zentral sind. → Kap. 3.3.1
Internet der Dinge (Internet of Things – IoT)
Bezeichnet die zunehmende Vernetzung und damit 
Verschmelzung digitaler und physischer Infrastruktu-
ren (Horvath, 2012: 1). Technologisch betrachtet han-
delt es sich um Gegenstände bzw. Dinge jeder Art, die 
mittels physischer Identitätsträger wie Barcodes, QR- 
Codes, RFID oder Smartcards mit einer eindeutigen 
Identität versehen werden und sich über Kommunika-
tionstechnologien wie Bluetooth, Near-Field Communi-
cation oder Mobilfunk mit dem → Internet oder auch 
untereinander vernetzen können (Fraunhofer FOKUS, 
2016: 4). → Kap. 3.3.1
Interoperabilität
Beschreibt die Fähigkeit verschiedener IKT-basierter 
Systeme, miteinander zu kommunizieren und zusam-
menzuarbeiten. Die Gewährleistung von Interoperabi-
lität ist vor allem in der Telekommunikation und darauf 
aufbauender digitaler Plattformen sowie im → Internet 
der Dinge von Bedeutung (Schieferdecker et al., 2018).
IT-Plattform
Bezeichnet aus technischer Sicht im weiteren Sinne 
eine Software, die als Basis für die Entwicklung von 
Applikationen dient, während es sich im engeren Sinne 
um die technische Grundlage für die Entwicklung, Ver-
marktung und Umsetzung von Smart Services über 
Onlinemarktplätze und digitale Ökosysteme handelt 
(Engels et al., 2017). Der WBGU spricht allgemeiner 
von IKT-Plattformen, die mit Informations- und Kom-
munikationstechnologien auch die Kommunikation 
und → Vernetzung umfassen. 
Kerncharakteristika des Digitalen Zeitalters
Benennen die fünf wesentlichen Eigenschaften der 
→ Digitalisierung im zivilisatorischen Kontext und 
ermöglichen es, Entwicklungstrends und die Rich-
tung des digitalen Wandels zu verstehen. Sie umfas-
sen (1) → Vernetzung, (2) → Kognition, (3) → Auto-
nomie, (4) → Virtualität und (5) → Wissensexplosion. 
Der WBGU hat zudem die Technisierung des Menschen 
(→  Abb. 3.4-1) analysiert, sie jedoch in Wirkung und 
Breite (noch) nicht als Kerncharakteristikum benannt. 
→ Kap. 3.4
Kognition
Bezeichnet ein → Kerncharakteristikum des → Digita-
len Zeitalters, nach dem technische Systeme mittels der 
Methoden des → Internets der Dinge, → Big Data und 
→ Künstlicher Intelligenz wahrnehmen, lernen, analy-
sieren, bewerten und → autonom agieren können. Sol-
che Systeme werden unser Menschenbild, die Wirt-
schaft, Arbeitsmärkte, Lernprozesse, unser Wissen, 
unseren Umgang mit Technik, Gesellschaft und Natur 
grundlegend verändern. → Kap. 3.4.2
Kreislaufwirtschaft
Bezeichnet eine Alternative zur dominierenden 
„ linearen“ Wertschöpfungskette, bei der Rohstoffe 
durch Bergbau gewonnen, zu Produkten verarbeitet, 
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nach Ende der Lebensdauer verbrannt oder als Abfall 
deponiert werden (EMF, 2014). Die u. a. von den UN 
geforderte „3R-Strategie“ (reduce, reuse, recycle) gilt 
als Leitidee der Kreislaufwirtschaft. → Kap. 5.2.5 
Künstliche Intelligenz (KI)
Bezeichnet „eine Disziplin innerhalb der Informatik, 
die sich mit der Entwicklung von Softwaresystemen 
befasst, welche Funktionen bereitstellen, deren Aus-
führung das erfordert, was typischerweise mit dem 
Wort Intelligenz bezeichnet wird“ (Burgard, 2018). 
Ebenso wie bei „Intelligenz“ gibt es bis heute keine ein-
heitliche Definition von Künstlicher Intelligenz (KI), 
sondern plurale Verständnisse. Grundsätzlich zeichnen 
sich intelligente Systeme durch die Fähigkeit aus, (teil-
weise) selbstständig und effizient Probleme zu lösen 
(Mainzer, 2016: 2). → Kap. 3.3.3 
Maschinelles Lernen
Bezeichnet „Verfahren, bei denen Computeralgo-
rithmen aus Daten lernen, beispielsweise Muster zu 
erkennen oder gewünschte Verhaltensweisen zu zei-
gen, ohne dass jeder Einzelfall explizit programmiert 
wurde“ ( Burchardt, 2018: 13). Grundlage dafür sind 
große Mengen bereits kategorisierter Trainingsdaten, 
wobei deren Qualität und Gestaltung das Ergebnis ver-
zerren kann. So können sich z. B. „bestimmte kultu-
relle Prägungen oder Vorurteile der Entwickler […] in 
den Trainingsdaten wiederfinden“ (Welzel und Grosch, 
2018: 4). → Kap. 3.3.3, 3.2.4
Monitoring
Bezeichnet die systematische Beobachtung (in der Erd-
beobachtung Überwachung genannt) von Objekten, 
Prozessen oder Umgebungen, beispielsweise in Bezug 
auf ihre Eigenschaften, ihr Verhalten oder die Einhal-
tung von Grenzwerten. Es kann der Erfassung von Daten 
für den Erkenntnisgewinn dienen oder auch die Grund-
lage von Steuerungsprozessen sein. → Kap. 3.3.5.1, 
5.2.11
Nachhaltige Entwicklung
Wurde 1987 von der Brundtland-Kommission als Ent-
wicklung definiert, die den Bedürfnissen der heutigen 
Generation entspricht, ohne die Möglichkeiten zukünf-
tiger Generationen zu gefährden, ihre eigenen Bedürf-
nisse zu befriedigen und ihren Lebensstil zu wählen. 
Heute existiert eine Vielzahl von Nachhaltigkeitsdefi-
nitionen. Allen gemeinsam ist der Anspruch, dass öko-
nomische, soziale und umweltverträgliche Entwicklung 




Benennt die zentralen, bei der → Großen Transforma-
tion zur Nachhaltigkeit zu berücksichtigenden Dimen-
sionen (1) „Erhaltung der natürlichen Lebensgrundla-
gen“: planetarische Leitplanken einhalten sowie lokale 
Umweltprobleme vermeiden bzw. lösen, (2) „Teilhabe“: 
universelle Mindeststandards für substanzielle, poli-
tische und ökonomische Teilhabe gewährleisten, (3) 
„Eigenart“: Wert von Vielfalt als Ressource für gelin-
gende Transformation sowie Bedingung für Wohlbefin-
den und Lebensqualität anerkennen (WBGU, 2016a). 
Die Menschenwürde war bislang implizit der normative 
Ausgangspunkt des WBGU. Ohne die drei Kompassdi-
mensionen ist sie nicht zu realisieren, aber im Digitalen 
Zeitalter wird sie zunehmend herausgefordert. Deshalb 
benennt der WBGU zudem die Unantastbarkeit, die 
Achtung sowie den Schutz der Würde explizit als Ori-
entierungshilfe im Sinne der Transformation zur Nach-
haltigkeit. → Kap. 2
Öffentlich-rechtliche IKT
Bezeichnet nach dem Verständnis des WBGU Informa-
tions- und Kommunikationstechnologien, die eine zen-
trale, gesamtgesellschaftliche Bedeutung einnehmen 
und für deren Realisierung der Staat eine besondere 
Verantwortung hat. Dazu zählen ein öffentlich-rechtli-
cher Teil des → Internets inklusive sozialer Plattformen, 
über den öffentliche Daten-, Informations-, Wissens- 
und Bildungsangebote und Bürgerdienste zugänglich 
sind und die zentralen Prinzipien wie der zunehmend 
gefährdeten Netzneutralität als auch der Inklusivität 
oder Barrierefreiheit unterliegen. → Kap. 5.3.5
Open Data (offene Daten)
Bezeichnen Datenbestände, die ohne jegliche Ein-
schränkung im Interesse der Allgemeinheit zur freien 
Nutzung inklusive der Weiterverbreitung und freien 
Weiterverwendung zugänglich gemacht werden 
( Schieferdecker et al., 2018). → Kap. 10.1.1
Open Source
Bezeichnet Software, deren Quellcode offengelegt und 
frei zugänglich ist. In Abhängigkeit von den Nutzungs-
bestimmungen kann die Software durch Anwender*-
innen frei genutzt oder verändert werden (Schieferde-
cker et al., 2018). → Kap. 10.1.1
Planetarische Leitplanken
Sind quantitativ definierte Schadensgrenzen deren 
Überschreitung nicht tolerierbare oder gar katastro-
phale Folgen hätte. Sie sind wissenschaftlich abgeleitet, 
enthalten aber immer eine bewertende Komponente. 
Ein Beispiel ist die Klimaschutzleitplanke, nach der eine 
Erhöhung der global gemittelten Temperatur um mehr 
483
Glossar 12
als 2 °C gegenüber dem vorindustriellen Wert verhin-
dert werden soll. Nachhaltige Entwicklungspfade ver-
laufen innerhalb des durch die planetarischen Leitplan-
ken eingegrenzten Bereichs. Dahinter steht die Ein-
sicht, dass es kaum möglich ist, eine wünschenswerte, 
nachhaltige Zukunft im Sinne eines zu erreichenden 
Zustands zu definieren. Man kann sich aber auf die 
Abgrenzung eines Bereichs einigen, der als inakzepta-
bel anerkannt wird und den die Gesellschaft vermeiden 
will. Die Einhaltung der Leitplanken ist ein notwendi-
ges, aber nicht hinreichendes Kriterium für Nachhaltig-
keit (WBGU, 2007: 16, 2009: 14). → Kap. 2.2.1.1
Pfadabhängigkeit
Bezeichnet Situationen, in denen eine laufende Ent-
wicklung durch historische Entwicklungen oder Ent-
scheidungen bestimmt wird und damit einem Pfad 
folgt, dessen Struktur sich im Laufe der Zeit verfestigt 
(Lock-in-Effekt). Dass sich beispielsweise eine Tech-
nologie gegenüber einer anderen durchsetzt, ist nicht 
unbedingt auf ihre Überlegenheit zurückzuführen, 
sondern kann das Ergebnis historischer Zufälligkeiten 
und eines sich selbst verstärkenden Prozesses sein.
Polyzentrische Verantwortungsarchitektur
Auch polyzentrische → Governance genannt bezeich-
net Governance-Systeme, in denen vertikale Gover-
nance-Strukturen und horizontale Governance-Struk-
turen über verschiedene Ebenen hinweg miteinan-
der verschränkt sind. Verantwortung geht so nicht nur 
von einem Ort aus, sondern verteilt sich auf verschie-
dene Akteure und Institutionen auf den verschiedenen 
Governance-Ebenen (WBGU, 2016a: 381ff.). → Kap. 4
Präzisionslandwirtschaft
Bezeichnet eine Landwirtschaft, in der mittels digitaler 
Systeme Dünge- und Pflanzenschutzmittel sowie Was-
ser entsprechend der Bedürfnisse der Pflanzen und der 
Bodenqualität präzise ausgebracht werden ( Gebbers 
und Adamchuk, 2010). Dazu werden → Sensorik 
(z. B. Messgeräte für Bodenfeuchte und Nährstoffe), 
→ Monitoring (z. B. digitale Erfassung und Auswertung 
meteorologischer Daten, Einsatz von Drohnen zur Bild-
erkennung), satellitengestützte Positionsbestimmung 
(z. B. digitale Karteien der Flächen) und →  Aktuatorik 
(z. B. zur Dosierung der Düngemittel) für die intelli-
gente Steuerung der landwirtschaftlichen Maschinen 
genutzt (Walter et al., 2017). → Kap. 5.2.9
Privatheit 
Bezeichnet den Anspruch von Individuen, Gruppen 
oder Institutionen zu entscheiden, wann, wie und in 
welchem Ausmaß Informationen über sie an andere 
weitergegeben werden (Westin, 1970).
Privatsphäre
Umfasst im rechtlichen Sinne gem. Art. 7 EU-Grund-
rechtecharta „die Identität und Entwicklung der Per-
son, sowie das Recht, Beziehungen zu anderen Perso-
nen und der Außenwelt zu knüpfen und zu pflegen“ 
(Sydow, 2018). Der Schutz von → Privatheit wird juris-
tisch mit dem Begriff des Schutzes der Privatsphäre 
adressiert und hat die Aufgabe, die engere persönliche 
Lebenssphäre und die Erhaltung ihrer Grundbedingun-
gen zu gewährleisten, die sich durch die traditionellen 
Freiheitsgarantien nicht abschließend erfassen lassen 
(BVerfG, 1969; BVerfG, 1973). → Kap. 8.3.1
Prosument*innen
Vereint als Begriff die Worte „Produzent*in“ (Herstel-
ler) und „Konsument*in“ (Verbraucher) und verbin-
det die beiden Marktrollen in einer Person. Der Begriff 
wurde in sozialen Plattformen geprägt, auf denen Nut-
zer*innen sowohl eigene Informationen bereitstellen 
als auch konsumieren. Er findet sich ebenso in priva-
ten Haushalten, die selbst erneuerbare Energie erzeu-
gen (z. B. mit einer Photovoltaikanlage) und diesen 
Strom selbst verbrauchen als auch ins Netz einspeisen 
sowie Strom der Stromversorger konsumieren, sobald 
die Eigenversorgung nicht ausreicht.
Quantum Computing
Zielt auf die Entwicklung von Quantencomputern 
(Aharonov, 1999; Feynman, 1986), die im Unterschied 
zu herkömmlichen Computern auf eine „ganz neue Art 
des Rechnens“ beruhen: „Während in einem klassischen 
Computer ein Bit entweder auf 0 oder auf 1 gesetzt ist, 
kann ein Quantenbit (Qubit) beide Werte gleichzeitig 
annehmen, anders ausgedrückt, sich in zwei Zustän-
den gleichzeitig befinden.“ (Homeister, 2015: 1f.). Ein 
Qubit ist ein Zweizustands-Quantensystem, das prin-
zipiell unendlich viele Zustände einnehmen kann, von 
denen aber zwei durch Messung sicher unterscheidbar 
sind. Auf dieser Grundlage ergibt sich bei bestimmten 
Problembereichen ein großer Geschwindigkeits vorteil 
gegenüber klassischen Computern, wodurch z. B. kom-
plexe Klimamodelle effizienter berechnet werden 
könnten. Jedoch könnten klassische Computer in den 
allermeisten Anwendungsfällen vorerst ersetzt werden, 
sondern nur in den spezifisch berechnungsintensiven. 
→ Kap. 3.2.6
Resilienz
Bezeichnet im technischen Sinn die Fähigkeit von 
 Systemen, mit widrigen Ereignissen, d. h. mensch-
lich bzw. technisch verursachten Katastrophen (z. B. 
terroristische Anschläge, industrielle Großunfälle) 
oder Naturkatastrophen (z. B. Wetterextreme, Erd-
beben, Vulkanausbrüche) umzugehen, ihnen vorzu-
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beugen, sich vor ihnen zu schützen, sie zu verkraften 
und sich ihnen anzupassen (Scharte et al., 2014: 121f.) 
und so auf eine „Minimierung von potenziellen oder 
bereits eingetretenen Schäden für leibliches und mate-
rielles Wohlergehen der Bevölkerung [hinzuwirken]“. 
(Scharte et al., 2014: 54). → Kap. 3.3.4
Robotik
Beschäftigt „sich mit dem Entwurf, der Gestaltung, der 
Steuerung, der Produktion und dem Betrieb von Robo-
tern, z. B. von Industrie- oder Servicerobotern. Bei men-
schenähnlichen Robotern geht es auch um die Herstel-
lung von Gliedmaßen und Haut, um Mimik und Gestik 
sowie um natürlichsprachliche Fähigkeiten“ (Bendel, 
2016: 191f.). Ziel ist „die Entwicklung von Systemen, 
welche die Automatisierung menschlicher Tätigkeitsfel-
der vorantreiben“ (Kehl und Coenen, 2016: 120). Dabei 
unterscheidet sich der Grad an Mensch-Maschine-In-
teraktion jedoch oft ebenso stark, wie sich z. B. Indust-
rie-, Teleroboter oder Drohnen von menschenähnlichen 
Robotern unterscheiden → Kap. 3.3.5.3
Scoring
Wird in der Regel für die Zuordnung von Zahlenwerten 
zu einer natürlichen Person in ihrer Rolle als Verbrau-
cher*in, Bürger*in, Arbeitnehmer*in usw. verwendet. 
Scoring kann auch die Aggregation von verschiede-
nen Merkmalsausprägungen zu einem einzelnen Wert 
bezeichnen – oftmals mittels statistischer Verfahren. 
→ Kap. 5.3.3
Sustainable Development Goals (SDGs)
→ Agenda 2030
Sensoren
Sind elektrotechnische Baueinheiten, die zur qualita-
tiven oder quantitativen Messung bestimmter physi-
kalischer, chemischer, biologischer oder informations-
technischer Eigenschaften und Größen (wie Beschleu-
nigung und Kraft, Wärme, Temperatur, Feuchtigkeit, 
Druck, Schall- und Lichtintensität sowie elektrische 
und magnetische Felder) verwendet werden können 
(Gayetskyy et al., 2005: 2). Sie sind „technische Sinnes-
organe“, die eine digitale Abbildung ihrer Umgebung 




Bezeichnet beim WBGU eine Lebensqualität, die sich 
nicht nur an den eigenen Bedürfnissen und denen des 
unmittelbaren (z. B. familiären) Umfelds orientiert, 
sondern die Prinzipien intra- und intergenerationeller 
Gerechtigkeit mit einbezieht (WBGU, 2016a).
Soziale Kohäsion
Bezeichnet den Zusammenhalt von Mitgliedern eines 
sozialen Gebildes und bezieht sich damit auf das Ver-
hältnis der Gruppenmitglieder untereinander. Gruppen-
kohäsion wird gemessen über die Attraktivität, die die 
Gruppe auf die einzelnen Mitglieder ausübt. Es wird 
davon ausgegangen, dass sich soziale Kohäsion auf die 
Solidarität der Gruppenmitglieder untereinander aus-
wirkt und die Gruppe gegenüber Einflüssen von außen 
stärkt. Im politischen Kontext wird die Stärkung sozia-
ler Kohäsion als Ziel von Gesellschaftspolitik gesehen. 
Transformation
→ Große Transformation zur Nachhaltigkeit
Transformationsforschung  
Beschäftigt sich mit den Rahmenbedingungen der 
Transformation und deren Gestaltungsmöglichkei-
ten. Sie analysiert also die zugrunde liegenden Trei-
ber, kausalen Beziehungen, Prozesse und Dynamiken 
historischer und aktueller Transformationen, um dar-
aus Schlüsse für künftige Transformationen ziehen zu 
können. Um Systemzusammenhänge zu verstehen und 
adäquat zu berücksichtigen, bedarf es einer inter- und 
transdisziplinären Ausrichtung der Transformationsfor-
schung (WBGU, 2011, 2016a).
Transformative Forschung 
Zielt darauf ab, Lösungen für spezifische Probleme im 
gesellschaftlichen Wandel in Form von technischen 
oder sozialen Neuerungen zu entwickeln und diese in 
Gesellschaft und Wirtschaft zu verbreiten. Eine trans-
disziplinäre Einbeziehung gesellschaftlicher und wirt-
schaftlicher Akteure in den Prozess der Wissensge-
nerierung erhöht die Chancen der späteren Anwen-
dung und Akzeptanz der entstehenden Innovationen 
(WBGU, 2011, 2016a). 
Turing-Test
Bezeichnet ein Gedankenexperiment des britischen 
Mathematikers und KI-Pioniers Alan Turing aus dem 
Jahr 1950, bei dem ein Mensch entweder mit einer rea-
len Person oder einem Computer verbunden ist, ohne 
zu wissen, mit wem von beiden er gerade interagiert. 
Sollte es dabei nicht möglich sein, Mensch und Maschine 
voneinander zu unterscheiden, hätte der Computer den 
„Test“ bestanden. Dabei ging es Turing entgegen der 
Rezeption der letzten Jahrzehnte jedoch ausdrücklich 
nicht darum, Computer praktisch auf „Intelligenz“ zu 
testen, sondern lediglich im Kontext seiner Zeit „Klar-
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heit darüber zu gewinnen, was man unter einer denken-
den Maschine versteht und was ihre Existenz bedeuten 
würde“ (Walsh, 2018: 69). → Kap. 3.3.3
Urbane Daten
Bezeichnen sämtliche Arten von Daten, die im urba-
nen Kontext relevant sind, unabhängig von der kon-
kreten Datenlokalisation, der Datenhaltung sowie den 
Schutzrechten und lizenzrechtlichen Bestimmungen, 
denen diese Daten unterliegen. Urbane Daten können 
auch Daten umfassen, die über den unmittelbaren kom-
munalen Kontext hinausgehen (Schieferdecker et al., 
2018) → Kap. 5.2.7
Vernetzung
Bezeichnet ein → Kerncharakteristikum des → Digita-
len Zeitalters, nach dem technische Systeme sowie Per-
sonen, Dinge, Prozesse und Organisationen auf unter-
schiedlichen Handlungsebenen omnipräsent miteinan-
der vernetzt werden. Das schafft qualitativ neuartige, 
auch grenzüberschreitende ökonomische, soziale, kultu-
relle, institutionelle und politische Vernetzungsstruktu-
ren mit interdependenten Infrastrukturen und Prozes-
sen. → Kap. 3.4
Virtualität
Bezeichnet ein → Kerncharakteristikum des → Digi-
talen Zeitalters, nach dem in der virtuellen Welt neue 
Räume für menschliche Gesellschaften entstehen. So 
können das Erdsystem, Ökosysteme und weit entfernte 
Kulturen unmittelbar erfahrbar gemacht werden, aber 
auch Naturbezug suggerieren, während die reale Natur 
zunehmend degeneriert. → Kap. 3.4
Virtuelle Welten
Bezeichnen erweiterte Realitäten (im Englischen: 
 augmented realities oder AR) als auch virtuelle  Realitäten 
(im Englischen: virtual realities oder VR). AR beschreibt 
eine interaktive Umgebung, in der über Endgeräte (z. B. 
Smartphones, spezielle Brillen, PCs oder Fernseher) 
 virtuelle Inhalte in korrekter Perspektive in das Umfeld 
der Nutzerin bzw. des Nutzers eingeblendet werden und 
so die Realität erweitern (Dörner et al., 2016: 33). Wäh-
rend mit Hilfe von AR-Anwendungen die Wirklichkeit 
erweitert wird, gehen VR-Anwendungen einen Schritt 
weiter. Hier wird die reale Welt ausgeblendet und eine 
vollkommen neue Welt geschaffen (van Looy, 2017: 57). 
Eine solche virtuelle Realität ist „eine von Computern 
und entsprechenden Programmen simulierte Welt, die 
dem Nutzer durch spezielle Techniken und Schnittstel-
len vermittelt wird und mit der er interagieren kann“ 
(Brockhaus, 2017). → Kap. 3.3.5
Welt(umwelt)bewusstsein
Bezeichnet laut WBGU das digitalisierte Wissen und 
weltweit verbreitete individuelle Bewusstsein für erd-
systembewahrendes Handeln und die Entwicklung 
→ solidarischer Lebensstile. → Kap. 5.3.1
Wissensexplosion
Bezeichnet ein → Kerncharakteristikum des → Digi-
talen Zeitalters, nach dem digitale Methoden jede Art 
der quantitativen und qualitativen Forschung moder-
nisieren und mittels Datenerfassung und -verarbeitung 
sowie Modellbildung, Simulation und Visualisierung 
neue Zugänge für das Verständnis und die Gestaltung 
unserer natürlichen und gesellschaftlichen Realitäten 
bieten. Sie ist ebenso Gundlage für einen weltumspan-
nenden Austausch und das → Welt(umwelt)bewusst-
sein. → Kap. 3.4
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Unsere gemeinsame digitale Zukunft
Das Gutachten „Unsere gemeinsame digitale Zukunft“ macht deutlich, dass  
Nachhaltigkeitsstrategien und -konzepte im Zeitalter der Digitalisierung grundlegend  
weiter ent wickelt werden müssen. Nur wenn der digitale Wandel und die Transformation 
zur Nachhaltigkeit konstruktiv verzahnt werden, kann es gelingen, Klima- und  
Erdsystemschutz  sowie soziale Fortschritte menschlicher Entwicklung voranzubringen. 
Ohne aktive  politische Gestaltung wird der digitale Wandel den Ressourcen- und  
Energieverbrauch sowie die Schädigung von Umwelt und Klima weiter beschleunigen. 
Daher ist es eine vordringliche politische Aufgabe, Bedingungen dafür zu schaffen, die 
Digitalisierung in den Dienst nachhaltiger Entwicklung zu stellen.
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