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Abstract
We propose the coneǫ-dominance approach to improve convergence and diversity in
multiobjective evolutionary algorithms (MOEAs). A coneǫ-MOEA is presented and
compared with MOEAs based on the standard Pareto relation (NSGA-II, NSGA-II*,
SPEA2, and a clustered NSGA-II) and on the ǫ-dominance (ǫ-MOEA). The comparison
is performed both in terms of computational complexity and on four performance in-
dicators selected to quantify the quality of the final results obtained by each algorithm:
the convergence, diversity, hypervolume, and coverage of many sets metrics. Sixteen
well-known benchmark problems are considered in the experimental section, includ-
ing the ZDT and the DTLZ families. To evaluate the possible differences amongst the
algorithms, a carefully designed experiment is performed for the four performance
metrics. The results obtained suggest that the coneǫ-MOEA is capable of presenting
an efficient and balanced performance over all the performance metrics considered.
These results strongly support the conclusion that the coneǫ-MOEA is a competitive
approach for obtaining an efficient balance between convergence and diversity to the
Pareto front, and as such represents a useful tool for the solution of multiobjective
optimization problems.
Keywords
Multiobjective optimization, evolutionary algorithms, genetic algorithms, epsilon-
dominance, cone epsilon-dominance.
1 Introduction
Applied design problems are usually expressed as optimization problems that involve
multiple and often conflicting objectives. The goal of solving these multiobjective op-
timization problems (MOPs) is to find a set of trade-off solutions, known as Pareto-
optimal or nondominated solutions, in which each solution represents different com-
promises for the objectives. In this context, multiobjective evolutionary algorithms
(MOEAs) have been widely recognized as suitable approaches to solve MOPs, mainly
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due to their robustness and generality. In general, researchers have found that MOEAs
are more practical compared to the preference-based classical approaches, since the
user gets an opportunity to analyze a range of other trade-off solutions before choosing
the preferable one. Besides, the MOEA search procedure is also algorithmically effi-
cient as the population evolves simultaneously towards many different regions of the
Pareto-optimal front (Zitzler et al., 2000; Coello Coello et al., 2002; Deb et al., 2005a).
In the design of a MOEA, the algorithm is often required to find a well-distributed
set of solutions near to the global Pareto front, thus enabling the decision-maker to
choose the most suitable design by considering some higher-level problem informa-
tion. Essentially, a high-quality approximation set should approach the true Pareto
front as close as possible, and be well-spread along its extension (Zitzler et al., 2001).
This fact implies that the evaluation of the quality of Pareto approximated sets achieved
by evolutionary multiobjective algorithms represents itself a multi-criteria problem,
in which convergence and diversity have to be considered simultaneously. To con-
sider this compromise, most MOEAs incorporate an external archive in which the
nondominated solutions estimated during the search process are stored. The exter-
nal or memory archives impose an elitist mechanism to MOEAs, and only the so-
lutions that are globally nondominated with respect to all the solutions generated
so far by the MOEA are maintained. As the external archive size is usually finite,
some truncation techniques have been developed in order to enforce a good distri-
bution of solutions into the archive, in order to obtain a good characterization of the
global Pareto front. In general, a Pareto-based fitness assignment method is usu-
ally designed in order to guide the search toward the global Pareto-optimal front,
whereas the population diversity is commonly promoted by employing density es-
timation methods such as clustering (Zitzler and Thiele, 1999), crowding (Deb et al.,
2002), adaptive grids (Knowles and Corne, 2000), entropy (Farhang-Mehr and Azarm,
2002), or relaxed forms of Pareto dominance (Ikeda et al., 2001; Laumanns et al., 2002;
Herna´ndez-Dı´az et al., 2007; Sato et al., 2007; Batista et al., 2011b). To help contextual-
ize the scope of this work, some of these techniques are reviewed throughout the text.
In the current paper, we propose a relaxed form of dominance called coneǫ-
dominance that is incorporated into a steady-state MOEA. The coneǫ-MOEA is con-
trasted to five well known approaches, namely the NSGA-II (two versions of this
method are considered) (Deb et al., 2002), the ǫ-MOEA (Deb et al., 2003, 2005a), the
SPEA2 (Zitzler et al., 2001) and the clustered-NSGA-II (Deb et al., 2003), both in terms
of computational complexity and on a number of performancemetrics selected to quan-
tify the convergence and diversity preservation abilities of the algorithms. After ana-
lyzing the results obtained, both in terms of statistical significance and magnitude of
effects, it becomes clear that the proposed coneǫ-MOEA is capable of achieving an effi-
cient balance between convergence and diversity, and as such represents an interesting
and competitive approach to the solution of MOPs.
The paper is organized as follows: Section 2 reviews the basic definitions of the
multiobjective optimization problem and the usual dominance criterion. Section 3 dis-
cusses some of themost popular relaxed dominance criteria, and Section 4 reports some
practical diversity preservation methods employed in MOEAs. Section 5 contains a de-
tailed description and mathematical definition of the coneǫ-dominance approach. Sec-
tion 6 describes the MOEAs, the test problems, the performance metrics, and the sta-
tistical design employed in the evaluation of the proposed strategy. Section 7 presents
a comprehensive analysis of the performance of the proposed approach and the other
algorithms compared. Finally, the conclusions are outlined in Section 8.
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2 Mathematical Background
2.1 Multiobjective Optimization Problem
Multiobjective optimization problems can be stated, without loss of generality, as:
min
x
f (x) = [f1(x), . . . , fm(x)]
T
subject to:


gi (x) ≤ 0, i = 1, . . . , ng
hj (x) = 0, j = 1, . . . , nh
x ∈ X
(1)
where x ∈ X is the vector of optimization variables; X ⊂ Rn is the optimization
domain, defined by the Cartesian product of the domains of each optimization vari-
able; f (·) : X 7→ Rm are the objective functions of the problem; g (·) : X 7→ Rng and
h (·) : X 7→ Rnh represent the inequality and equality constraints of the problem, respec-
tively; and the set of feasible solutions is represented by Ω ⊆ X. In this context, the goal
of multiobjective evolutionary algorithms is to obtain a diverse set of estimates of the
Pareto optimal set, which contains the nondominated solutions of the multiobjective
problem.
2.2 The Standard Dominance Relation
Pareto dominance (Deb, 2001) has been the most commonly adopted criterion used to
discriminate among solutions in the multiobjective context, and therefore it has been
the basis to developmost of the MOEAs proposed so far, e.g., SPEA (Zitzler and Thiele,
1999) and NSGA-II (Deb et al., 2002).
By definition, a feasible solution x ∈ Ω Pareto dominates another point x′ ∈ Ω if
the following relation holds:
f (x) ≤ f (x′) and f (x) 6= f (x′) (2)
in which the relation operators ≤ and 6= are defined as:
f (a) ≤ f (b)⇔ fi(a) ≤ fi(b), ∀ i ∈ {1, . . . ,m} (3)
f (a) 6= f (b)⇔ ∃ i ∈ {1, . . . ,m} : fi(a) 6= fi(b) (4)
in which a and b represent two different decision vectors. In short, this dominance is
usually expressed as f (x) ≺ f (x′).
All solutions that are not dominated by any other decision vector of a given set are
called nondominated regarding this set. In this way, the Pareto optimal set P is defined
as the set of nondominated solutions:
P = {x∗ ∈ Ω | ∄ x ∈ Ω : f (x) ≺ f (x∗)} . (5)
The image of this set in the objective space is called the Pareto front F = f (P), i.e.:
F = {y = f (x) : x ∈ P} . (6)
3 Relaxed Dominance Criteria
A few years ago, Ikeda et al. (2001) proposed a relaxed dominance criterion to deal with
dominance resistant solutions, i.e., solutions that are extremely inferior to others in at
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least one objective, but hardly-dominated. The idea behind this approach, called α-
dominance, is to set lower and upper bounds of trade-off rates between two objectives,
such that solutions characterized by a small improvement in some objectives (com-
pared to the amount of detriment in one objective), which would be nondominated ac-
cording to the standard Pareto dominance, would be rejected. Since there is no explicit
formula for the calculation of α, its choice is usually left to the designer, representing a
difficult and problem-dependent task. Furthermore, even though the selective pressure
induced by the α-approach improves the convergence of aMOEA, there is no guarantee
of finding a representative well-spread estimation of the real Pareto front.
Following Ikeda’s work, Laumanns et al. (2002) proposed two relaxed dominance
methods: the additive and the multiplicative ǫ-dominance schemes. These mecha-
nisms act as an archiving strategy to ensure both properties of convergence towards
the Pareto-optimal front and diversity among the solutions found. These archiving
approaches essentially promote the convergence to a representative well distributed
approximation of the global Pareto front, always preserving the best solutions found
at intermediate iterations of the algorithm. These techniques guarantee that no two
archived solutions can share a given ǫi neighborhood on the i
th objective (with i =
1, . . . ,m, m being the number of objectives), with the ǫ values usually provided by the
designer to control the size (resolution) of the solution set. However, useful ǫ values are
normally not known before executing aMOEA, since the equations used to estimate the
values of ǫ are only valid for the case of linear Pareto fronts. This leads to difficulties
in computing appropriate values of ǫ to provide the desired number of nondominated
points, since the geometrical features of the Pareto-optimal front are commonly un-
known by the designer, and the ǫ-dominance strategy can lose a high number of viable
solutions when the ǫ values are badly estimated. Moreover, this approach tends to ne-
glect viable solutions since it does not allow two points with a difference of ǫi in the
ith objective to be mutually nondominated. Because of this property, it is usually not
possible to obtain solutions at the corners of the estimated Pareto front, contributing
negatively to the spread of solutions along its extension (Herna´ndez-Dı´az et al., 2007).
The ǫ-dominance concept has been used and adapted in a number of studies, e.g. to im-
prove the convergence characteristics of MOEAs (Zhao and Suganthan, 2010; Li et al.,
2011; Herna´ndez-Dı´az et al., 2011), to address specific problems (Aguirre and Tanaka,
2009), or to tackle many-objective optimization problems (Pasia et al., 2011).
An alternative ǫ-dominance strategy to overcome some of the limitations of ǫ-
dominance was later proposed by Herna´ndez-Dı´az et al. (2007). This technique, called
Pareto adaptive ǫ-dominance (paǫ-dominance for short), considers not only a differ-
ent ǫ value for each objective, but a vector ǫ = (ǫ1, . . . , ǫm) associated to the objectives
f = (f1, . . . , fm) depending on the geometrical characteristics of the Pareto-optimal
front. In this way, different intensities of dominance are considered for each objec-
tive according to the position of each solution along the Pareto front. The size of the
boxes, defined by the ǫ values, is adapted depending on the corresponding position
in the objective space, so that smaller boxes are created where needed (e.g., at the ex-
tremes of the Pareto front), and larger ones in other less problematic parts of the front.
Unfortunately, this approach also has some drawbacks. There are problems in which
paǫ-dominance is not able to maintain a good distribution of solutions at the extreme
parts of the Pareto front. Moreover, the adaptive vector ǫ depends on the quality of
the front used for its estimation (Herna´ndez-Dı´az et al., 2007). In fact, this affects the
spread of solutions along the front and also has a negative effect on the performance of
the method.
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Sato et al. (2007) proposed to control the dominance area of solutions in order to
induce appropriate selective pressure and ranking (in the objective domain) inMOEAs.
This strategy controls the degree of contraction or expansion of the dominance area of
solutions by modifying the fitness value of each objective function, which is attained
by changing a user-defined parameter Si, for all i = 1, . . . ,m. As shown in (Sato et al.,
2007), when Si < 0.5, the i
th fitness value fi(x) is increased to f
′
i(x) > fi(x). On
the other hand, when Si > 0.5, fi(x) is decreased to f
′
i(x) < fi(x). At last, when
Si = 0.5, f
′
i(x) = fi(x), which is equivalent to conventional dominance. However, since
different rankings can be produced, the optimum parameter S∗ that yields maximum
search performance depends strongly on the problem. In addition, either convergence
or diversity can be emphasized by contracting or expanding the dominance area, but
not always both simultaneously (Sato et al., 2007).
To address some of the limitations discussed above, a relaxation of the strict dom-
inance concept based on an extension of the ǫ-dominance criterion and on the use of
cones to control the dominance region of solutions was suggested in (Batista et al.,
2011b). The main idea of this relaxation was to maintain the good convergence pro-
perties of ǫ-dominance while simultaneously improving the control over the diversity
and resolution of the estimated Pareto front, providing a dominance relation that is less
sensitive to the geometrical features of the front. As seen before, some relaxed forms
of dominance are sensitive to the loss of efficient solutions, mainly those located in cer-
tain portions of the front, e.g., segments with degenerated tradeoffs (small gains for
one objective at the expense of large losses in another) and the extremes of the front.
This loss of potentially interesting solutions is an undesired characteristic in many
cases, since it usually leads to degradation in the diversity of the fronts obtained. In
fact, the design of effective mechanisms to maintain diversity remains as a key issue
in a number of cases, for instance, when extending particle swarm optimizers to solve
multiobjective optimization problems (Villalobos-Arias et al., 2005). Additionally, bet-
ter diversity in the sampling of the Pareto front might be useful for (i) some interac-
tive decision-making tools based on reconstructing the Pareto front (Chen et al., 2002;
Chankong and Haimes, 2008); (ii) the search for design rules and principles, such as
in the innovization concept advanced by Deb and Srinivasan (2006a); or (iii) a posteriori
analysis of the Pareto front to identify the variables that are relevant for the tradeoffs
(Deb and Srinivasan, 2006b). As shown in (Batista et al., 2011b), since the influence on
the ordering of points performed by the cone of dominance can be limited to a local
neighborhood in the objective space, the coneǫ-criterion enables the approximation of
nondominated points in some adjacent boxes that would otherwise be ǫ-dominated,
including the extreme parts of the front, which contributes positively for the perfor-
mance of the method. In this work we expand and improve the concepts initially intro-
duced in that preliminary work, providing greater insight into its characteristics and
addressing some of the questions regarding the diversity promoting properties of the
coneǫ-dominance.
4 Diversity Preservation into MOEA’s Memory Archive
As indicated before, some techniques have been suggested over the years in order to
approach and maintain a good distribution of solutions in the space of objectives. The
ones that are used in this work are discussed in this section.
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4.1 Clustering
In optimization problems defined in continuous search domains, the Pareto-optimal set
can be extremely large or even infinite. Nevertheless, since approximating a large set
of nondominated solutions is useless from the decision maker’s point of view, pruning
the external archive while maintaining some desirable characteristics is necessary or
even mandatory. For instance, the SPEA proposed by Zitzler and Thiele (1999) uses
a clustering technique named average linkage method. This approach is employed to
prune the contents of the bounded memory archive of SPEA. In a general way, (i) each
external nondominated solution compose initially a distinct cluster; (ii) the two closest
ones amalgamate into a larger one; (iii) the second step is repeated until the desired
number is achieved; finally, (iv) the reduced nondominated set is obtained by selecting
a representative solution per cluster.
Another example concerns to the clustering technique used in SPEA2 (Zitzler et al.,
2001). This mechanism presents similarities with the truncation method of SPEA, how-
ever it does not loose boundary points. In short, when the nondominated front exceeds
the archive limit, the point which has the smallest distance to the k nearest ones in
the archive is deleted, at each stage, thus reducing the memory archive to its desired
size. Also, if there are several solutions with minimum distance, the tie is broken by
considering the second smallest distance and so forth.
Some different clustering techniques have also been adopted in MOEAs for main-
taining diversity in their memory archives and even in decision variable space, e.g.,
(Pulido and Coello Coello, 2004; Janson and Merkle, 2005; Padhye et al., 2009).
4.2 Crowding Distance
The crowding distance mechanism was suggested by Deb et al. (2002) to perform di-
versity preservation in the NSGA-II. This algorithm uses the Pareto dominance to rank
the solutions into different fronts (rank based on dominance depth). In each front, the
crowding distance of a solution is estimated by calculating the sum of the Euclidean
distances among the two neighboring solutions from either side of the solution along
the objectives. As illustrated in Fig. 1(a), the crowding distance of a solution i is given
by the sum f
(i)
1 + f
(i)
2 .
Variations of the crowding comparison operator have been used by several re-
searchers to maintain diversity in a memory archive, e.g., (Raquel and Naval, 2005;
Wang et al., 2010).
4.3 Pareto ǫ-Dominance
Since the performance of the multiplicative ǫ-approach proposed by Laumanns et al.
(2002) tends to be more sensitive to the geometrical characteristics of a frontier
(Herna´ndez-Dı´az et al., 2007), only the additive scheme will be discussed hereinafter.
Formally, supposing that all objectives fi, i ∈ {1, . . . ,m}, are to be minimized, and
also that 1 ≤ fi ≤ K , for all i, then, given a vector y ∈ R
m and ǫ > 0, y is said to
ǫ-dominate y ′ ∈ Rm, denoted as y
ǫ
≺ y ′, if and only if,
yi − ǫ ≤ y
′
i, for all i ∈ {1, . . . ,m} . (7)
As introduced by Laumanns et al. (2002), a two-level selection mechanism is im-
plemented in the ǫ-dominance approach. First, it creates a hypergrid in the objective
spacewhere each box uniquely contains one solution vector. Basically, a box-level dom-
inance relation is used, so that the algorithm always maintains a set of nondominated
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boxes, thus guaranteeing the diversity property. Second, if two vectors share the same
box, the usual Pareto dominance relation is applied, so that the best one is selected and
convergence is guaranteed. However, if none of these two vectors dominates the other,
it is usual to keep the point closest to the origin of the box, i.e., to the corner where all
objectives would have the lowest values within that box (Deb et al., 2003, 2005a).
The ǫ-dominance mechanism generates a hypergrid in the objective space with
((K − 1) /ǫ)
m
boxes which accommodate a maximum of ((K − 1) /ǫ)
m−1
non ǫ-
dominated points. Then, supposing that the designer wants a maximum of T non
ǫ-dominated points in the archive, the ǫ value can be easily calculated as:
ǫ =
K − 1
T 1/(m−1)
· (8)
It should be noted, however, that the ǫ-dominance strategy is only able to obtain
this number T in cases where the Pareto-front is linear. For other cases (see Fig. 1(b))
this value is merely an upper limit, with the actual number of nondominated points
found being much smaller (Herna´ndez-Dı´az et al., 2007). Also, it is interesting to note
that the given definitions can be generalized by considering a different ǫ value for each
objective.
(a) Crowding distance assignment. (b) Diversity access by ǫ-dominance.
Figure 1: (a) Crowding distance assignment used by the NSGA-II. For example, the
crowding measure for the solution i is given by f
(i)
1 + f
(i)
2 . (b) Distribution achieved
by ǫ-dominance. It is normal to lose the extreme points of the Pareto front, as well as
points located in segments of the front that are almost parallel to the objective axes. As
shown, the points () are ǫ-Pareto, and the points (), although Pareto-optimal, are ǫ-
dominated. This illustrates the fact that a high number of nondominated solutions can
be lost if the decison maker does not take into account, or does not know beforehand,
the geometric features of the true Pareto front of the problem to be solved.
5 The Pareto Cone ǫ-Dominance Strategy
Before we present the formal definition of the coneǫ-approach, a conceptual interpre-
tation is given (Batista et al., 2011b). Figure 2 contrasts both the ǫ-dominance and the
coneǫ-dominance strategies, and emphasizes the grid generated in the objective space
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and the different areas dominated by a solution y . In order to get a nondominated solu-
tion set, the coneǫ-dominance mechanism entails both the area dominated by the cone
and by the standard Pareto dominance, i.e., the shaded region in Fig. 2(b). Indeed,
the hypervolume dominated by y using the coneǫ-dominance approach represents a
relaxation of that dominated by y when using the usual dominance. As illustrated, the
proposed relaxation enables the approximation of nondominated points in some adja-
cent boxes that would be ǫ-dominated. Essentially, since the influence on the ordering
of points performed by the coneǫ-dominance is limited to a local neighborhood in the
objective space, its effects are less dramatic than those of the ǫ-dominance, whichmakes
it possible to obtain a better distribution of solutions.
Note that the coneǫ-approach differs in some aspects from all the mechanisms re-
viewed in this paper: (i) the selection pressure is ensured by using both the Pareto
criterion and the cone of dominance; (ii) the convergence and diversity preservation of
the solutions found are simultaneously guaranteed bymeans of the hypergrid adopted;
and (iii) a well-spread nondominated archive is expected due to the local effect of the
cone in the objective domain. This last feature is illustrated in the Fig. 3.
The coneǫ-dominance can also be seen as a hybrid between ǫ-dominance and the
proper efficiency with respect to cones discussed in (Miettinen, 1998). The use of cones
into the MOEA’s structure can also be found in (Branke et al., 2001; Shukla et al., 2010;
Hirsch et al., 2011).
(a) ǫ-dominance. (b) coneǫ-dominance.
Figure 2: Illustration of the region dominated by a solution y regarding the use of the ǫ
and coneǫ concepts for a two-objective minimization problem.
5.1 Basic Definitions
In this section we present the basic definitions needed for the formal presentation of
the coneǫ-approach (Batista et al., 2011b).
Definition 1. (Cone)A set C is a cone if λy ∈ C for any y ∈ C and ∀ λ ≥ 0. ✷
Definition 2. (Generated cone) For two vectorsw1 andw2, the cone generated by these
vectors is the set C = {z : z = λ1w1 + λ2w2, ∀ λ1, λ2 ≥ 0}. ✷
Extending the generated cone concept to m dimensions, we have that the hy-
percone generated by the vectors wi, for all i ∈ {1, . . . ,m}, is the set C =
{z : z = λ1w1 + . . .+ λiwi + . . .+ λmwm, ∀ λi ≥ 0}.
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(a) Diversity by coneǫ-dominance. (b) Diversity by ǫ-dominance.
Figure 3: (a) Distribution performed by the coneǫ-approach in a connected Pareto front.
(b) The ǫ-relation is very sensitive to the geometry of the frontier and, therefore, ineffi-
cient to estimate representative solutions of the Pareto set.
The definitions above form the basis for a mechanism to control the hypervolume
dominated by a specific cone C. For the 2D case (see Fig. 4), it is easy to see that, with
respect to the origin of the box, w1 = [ǫ1 κǫ2]
T
and w2 = [κǫ1 ǫ2]
T
. The cone C can,
therefore, be rewritten as:
C =
{
z :
z︷ ︸︸ ︷[
z1
z2
]
=
Ψ︷ ︸︸ ︷[
ǫ1 κǫ1
κǫ2 ǫ2
] λ︷ ︸︸ ︷[
λ1
λ2
]
, ∀ λ1, λ2 ≥ 0
}
(9)
in which the parameter κ ∈ [0, 1) controls the opening of the cone C, and Ψ is the cone-
dominance matrix, which in fact controls the hypervolume dominated by C. Notice that
the coneǫ-dominance strategy tends toward the ǫ-dominance strategy when κ→ 0, and
degenerates into the usual Pareto dominance for κ = 1.
For the general case withm-objectives we have:
Ψ(ǫi, κ) =


ǫ1 κǫ1 . . . κǫ1
κǫ2 ǫ2 . . . κǫ2
...
...
. . .
...
κǫm κǫm . . . ǫm

 · (10)
which can be used to define the coneǫ-dominance strategy.
Definition 3. (Cone ǫ-dominance) Given two vectors y , y ′ ∈ Rm, y is said to coneǫ-
dominate y ′ if and only if, y Pareto-dominates y ′ or the solution of the linear system
Ψλ = z , with z = y ′ − [y − ǫ], and ǫi > 0, gives λi ≥ 0 ∀ i ∈ {1, . . . ,m}. Equivalently,
we say y
cone ǫ
≺ y ′ if and only if,
(y ≺ y ′) ∨ (Ψλ = z | λi ≥ 0 for all i = {1, . . . ,m}) . (11)
✷
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Observe that this in fact represents a relaxed form of Pareto dominance, since the
Pareto-dominated region of any given point is a subset of the coneǫ-dominated re-
gion. Moreover, it is reasonably easy to verify that both the properties of convergence
and diversity are satisfied by this criterion. The convergence property is ensured by
the Pareto-dominance characteristics of the coneǫ criterion and by the storing of non-
dominated solutions in the archive population of a MOEA. As for the diversity, since
each box accommodates only a single vector, this property is also guaranteed.
5.2 Maintaining a Cone ǫ-Pareto Front
Similarly to the ǫ-dominance, the archive update function for the coneǫ-dominance stra-
tegy also employs a two level concept. At the first, a discretization of the objective space
into boxes is used, with a single solution within each box. Any algorithm based on the
coneǫ-dominance relation always maintains a set of nondominated solutions according
to this criterion, which ensures the diversity property. To this end, every solution in the
archive is assigned a box index b ∈ Rm:
bi(y) =
{
ǫi ⌊yi/ǫi⌋ , i ∈ {1, . . . ,m} , for minimizing fi
ǫi ⌈yi/ǫi⌉ , i ∈ {1, . . . ,m} , for maximizing fi
(12)
where ⌊·⌋ and ⌈·⌉ return the closest lower and upper integer to their argument, respec-
tively.
On the second level, if two vectors share the same box, the former solution is only
replaced if it is Pareto dominated within the box, or else by a point closest to the origin
of the box, thus guaranteeing convergence. Algorithm 1 summarizes these concepts.
5.3 Evaluating the Archive Size
Assume that all objectives fi, i ∈ {1, . . . ,m}, are to be minimized, and also that 1 ≤
fi ≤ K , for all i. As discussed previously, the coneǫ-dominance approach divides the
objective space into ((K − 1) /ǫ)
m
boxes, each allowed to contain a single solution in
the archive population H. Since the usual dominance relation ensures a monotonic
Figure 4: Mechanism used in the coneǫ-dominance approach to control the hypervo-
lume dominated by a specific cone.
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Algorithm 1: Archive update function performed by coneǫ-dominance.
Input: H, Ψ, y
1 begin
2 if y is coneǫ-dominated by any y ′ ∈ H then
3 Reject y ;
4 else if y shares the same box with an archive member y ′ then
5 if y dominates y ′ or y is closer to the origin of the box than y ′ then
6 Delete all of the coneǫ-dominated archive members;
7 Replace y ′ by y ;
8 else
9 Reject y ;
10 else if y coneǫ-dominates any y ′ ∈ H then
11 Delete all of the coneǫ-dominated archive members;
12 Insert y into the archive;
13 else
14 Insert y into the archive;
Output: H′
front between the extreme boxes of the hypergrid, the maximum number of boxes that
can be “touched” by any front is limited. However, the estimation of feasible solutions
inside these touched boxes depends on the connectivity of the Pareto front and on the
value of κ.
In general, the number of “touched” boxes is maximum if a connected monotonic
front exists between the extreme boxes of the hypergrid. Figures 5(a) and 5(b) illus-
trate two possible situations in which the number of estimated coneǫ-Pareto solutions
is maximum, i.e., equal to the number of boxes that are touched by the front which is
equal to five and seven, respectively. These values are calculated by a simple relation
governed by the number of objectives, the range of the objective values, and the values
(a) Connected front. (b) Concave surface. (c) Disconnected front.
Figure 5: Illustration of the relation between ǫ and the size of the archive H
(Batista et al., 2011b).
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of ǫi:
|H| ≤ m
[(
m−1∏
i=1
K − 1
ǫi
)
−
(
m−2∏
i=1
K − 1
ǫi
)]
+ 1 . (13)
It must be emphasized, however, that the maximum size of H cannot be reached
for a problem where the Pareto front is disconnected. Nevertheless, the coneǫ-
dominance relation is still likely to estimate one solution for each box touched by the
front.
In the particular case where ǫi = ǫ, ∀i ∈ {1, . . . ,m}, the previous expression can be
rewritten as:
|H| ≤ m
[(
K − 1
ǫ
)m−1
−
(
K − 1
ǫ
)m−2]
+ 1 . (14)
Figure 5(c) illustrates a problem where the Pareto front is disconnected, which
means that the maximum size ofH cannot be reached. However, the coneǫ-dominance
relation is still likely to estimate one solution for each box touched by the front.
The ǫ value that provides a maximum of T nondominated points in the archive,
according to the coneǫ-criterion, can be easily calculated from (14) by solving (15):(
T − 1
m
)
ǫ(m−1) + (K − 1)m−2 ǫ− (K − 1)m−1 = 0 . (15)
Finally, observe that specific bounds on the objective values are not used in the
Alg. 1 and are not required to ensure the convergence. They are only employed to
demonstrate the relation between ǫ and the size of the archiveH.
6 Experimental Design and Validation of the Proposed Approach
To validate the proposed coneǫ-dominance approach, six algorithms are considered for
the experimental study: the first two are the well-knownNSGA-II (Deb et al., 2002) and
SPEA2 (Zitzler et al., 2001) methods, both based on the standard Pareto dominance re-
lation; the third is a modified NSGA-II, in which the crowding distance is re-calculated
after each point removal in order to improve diversity; the fourth is a clustering version
of the NSGA-II, in which the crowding distance procedure is replaced with a cluster-
ing approach; the fifth is a steady-state MOEA based on the ǫ-dominance strategy; and
the sixth is implemented by modifying the last one, replacing the ǫ-dominance mecha-
nism with the coneǫ-dominance approach. The comparison of the two last methods
will enable us to show the performance of the same algorithm with and without coneǫ-
dominance. Furthermore, this study will contrast the ability of the coneǫ-criterion in
maintaining diversity against operators which handle diversity efficiently, e.g., the clus-
tering operator (Zitzler and Thiele, 1999) used in the C-NSGA-II and the truncation
method of SPEA2 (Zitzler et al., 2001).
The multiobjective evolutionary algorithms are briefly described next:
1. NSGA-II: This algorithm was proposed by Deb et al. (2002). In general terms, the
parent and offspring populations are combined and evaluated using the fast non-
dominated sorting approach, an elitist approach, and an efficient crowding me-
chanism to implement density estimation. When the memory archive set is greater
than its capability, only those solutions that are maximally apart from their neigh-
bors, according to the crowding measure, are maintained. In the original NSGA-II
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the crowding measure is calculated only once, and this information is used to re-
move a specific number of solutions with the smallest crowding value. Conside-
ring a population withN points, the computational complexity isO
(
mN2
)
for the
nondominated sort, O (mN logN) for the crowding distance assignment, which
makes the algorithm computationally fast, and O (N logN) for the crowded com-
parison operator. In this way, the overall complexity of the NSGA-II is dominated
by the nondominated sorting procedure, i.e., O
(
mN2
)
. Though the NSGA-II has
been shown to perform quite well for two or three-objective problems, its crow-
ding operator is not adequate in maintaining a good distribution of solutions in a
problem having many objective functions (Deb et al., 2005a).
2. SPEA2: The SPEA2 (Zitzler et al., 2001) presents some differences with respect to
its predecessor, SPEA (Zitzler and Thiele, 1999): (i) it employs a fine-grained fit-
ness assignment strategy; (ii) it uses a nearest neighbor density estimation tech-
nique which guides the search more efficiently; (iii) the archive size is fixed; (iv)
it has an enhanced archive truncation method that guarantees the preservation of
boundary solutions; and (v) only members of the archive participate in the mating
selection process. The computational complexity of the fitness assignment proce-
dure is controlled by the density estimator,O
(
mN2 logN
)
, but the worst run-time
complexity of the SPEA2 is dominated by the truncation operator, that isO
(
mN3
)
.
However, on average the complexity will beO
(
mN2 logN
)
since the sorting of the
distances governs the overall complexity (Zitzler et al., 2001).
3. NSGA-II*: Instead of using the standard NSGA-II’s crowding distance mecha-
nism, the NSGA-II* performs an improved diversity preservation approach by re-
calculating the crowding distance after each point removal. In this situation, the
worst-case complexity of the crowding distance assignment isO (m(2N) log(2N)).
This means that the overall complexity of the NSGA-II* is O
(
mN2
)
, which is due
to the nondominated sorting procedure, as observed for the NSGA-II. However, a
better distributed set of solutions is supposed to be achieved with the NSGA-II*.
4. C-NSGA-II: This method was discussed in (Deb et al., 2003), and is a straightfor-
ward replacement of the NSGA-II’s crowding mechanism with the clustering ap-
proach used in SPEA (Zitzler and Thiele, 1999), which has a computational com-
plexity of O
(
mN3
)
, involving Euclidean distance calculations. In spite of the
larger computational time required by this method, the clustered NSGA-II is ex-
pected to find a better distributed set of nondominated solutions than the original
NSGA-II.
5. ǫ-MOEA: This approach was proposed by Deb et al. (2003, 2005a), and con-
sists of a steady-state MOEA based on the ǫ-dominance concept introduced in
Laumanns et al. (2002). In this method, two populations, evolutionary popula-
tion and archive population, are evolved simultaneously, and two offspring solu-
tions are created by using one solution from each population. Each offspring is
then used to update both parent and archive populations in a steady-state manner,
thereby providing better chances of creating good offspring solutions. Note, how-
ever, that the archive population is updated based on the ǫ-dominance concept,
whereas an usual domination concept is used to update the parent population.
Since a fitness assignment method is not implemented in the ǫ-MOEA, its com-
plexity includes only the operations of maintaining and truncating the memory
population, being these techniques handled together in the archive update process.
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The computational complexity of the ǫ-MOEA, for the entire population, requires
comparisons of O
(
mN2
)
in the worst case. However, it is important to note that
a computational time of O
(
mN2
)
is required in addition due to the simultaneous
evolution of two independent populations (Li et al., 2011). A careful observation
reveals that the ǫ-MOEA procedure emphasizes nondominated solutions, main-
tains the diversity in the archive by allowing only one solution inside each hy-
perbox on the Pareto-optimal front, and represents an elitist approach (Deb et al.,
2003).
6. coneǫ-MOEA: This algorithm is a modification of the ǫ-MOEA, in which we in-
clude coneǫ-dominance instead of the regular ǫ-dominance concept. Due to the
small differences regarding the archive update strategies of these methods, a sim-
ilar discussion can be made for the time complexity of the coneǫ-MOEA. In this
way, considering one updating operation of a single offspring (see Algorithm 1),
the complexity order of total comparisons required is O (mN) to check the Pareto
dominance and O
(
m2N
)
to check the cone of dominance, in which the m2 time
cost refers to a linear system solution by factorization. However, since no further
comparisons are required if the candidate solution is dominated at the beginning
of the process, the average time complexity gets lower, and the best case run-time
required is O (m). In a straightforward manner, the computational complexity of
the coneǫ-MOEA, for the entire population, requires a run-time of O
(
(mN)2
)
in
the worst case.
Based on the previous discussion, and without considering the effect of special
data structures, it is possible to sort the algorithms with respect to computational com-
plexity. In this way, the sequence of run-time efficiency from the lowest to highest is:
C-NSGA-II, SPEA2, coneǫ-MOEA, NSGA-II*, NSGA-II, and ǫ-MOEA. These methods
have been implemented in Matlab, and some of them are based on the source codes
available in (KanGAL, 2011)1. Further information about test problems, performance
metrics, parameter settings, and statistical design are presented in the following sec-
tions.
6.1 Benchmark Test Problems
In a previous work (Batista et al., 2011b), we performed a limited simulation study in
which the choice of problems was directed by the geometrical characteristics of the
Pareto fronts rather than the difficulty of solving each test problem. Now, in order
to carry out a more appropriate analysis, we consider more complex test problems,
each providing a different kind of challenge formultiobjective evolutionary algorithms.
First, we have chosen two continuous and simple tests, Deb52 (Deb, 1999) and Poloni’s
problem (Poloni, 1995), both employed in the previous work (Batista et al., 2011b). The
five two-objective ZDT problems were also selected (Zitzler et al., 2000). Since this pa-
per deals only with continuous-parameter problems, the ZDT5 problem was not con-
sidered as it is defined for binary strings. At last, we consider nine three-objective
DTLZ test problems (Deb et al., 2005b). In this study, the constraints were handled
using a simple penalty method (fi + 1000
∑ng
j=1max (0, gj)) for all the algorithms. Fur-
ther details about these benchmark problems are presented in Table 1 and throughout
the paper.
1The implementation of the algorithms, the samples of the true Pareto fronts used, and the raw and
processed results of the experiments can be retrieved from (Batista et al., 2011c).
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Table 1: Analytical test problems adopted in the experimental study.
Problem n Bounds Objective functions Pareto front
P1: Deb52 2 [0, 1] f1(x) = 1 − exp(−4x1) sin4(10πx1) Concave
f2(x) = g(x2)h(x1) ; g(x2) = 1 + x
2
2
h(x1) =


1 −
(
f1(x)
g(x2)
)10
if f1(x) ≤ g(x2)
0 otherwise.
P2: Pol 2 [−π, π] f1(x) = 1 + (A1 − B1)2 + (A2 − B2)2 Nonconvex and
f2(x) = (x1 + 3)
2 + (x2 + 1)
2 disconnected
A1 = 0.5 sin 1− 2 cos 1 + sin 2− 1.5 cos 2
A2 = 1.5 sin 1− cos 1 + 2 sin 2− 0.5 cos 2
B1 = 0.5 sin x1 − 2 cosx1 + sin x2 − 1.5 cosx2
B2 = 1.5 sin x1 − cosx1 + 2 sin x2 − 0.5 cosx2
P3: ZDT1 30 [0, 1] f1(x) = x1 ; f2(x) = 1−
√
x1/g(x) Convex
g(x) = 1 + 9
(∑n
i=2 xi
)
/(n− 1)
P4: ZDT2 30 [0, 1] f1(x) = x1 ; f2(x) = 1− (x1/g(x))2 Nonconvex
g(x) = 1 + 9
(∑
n
i=2 xi
)
/(n− 1)
P5: ZDT3 30 [0, 1] f1(x) = x1 ; f2(x) = 1−
√
h− h sin (10πx1) Disconnected
g(x) = 1 + 9
(∑
n
i=2 xi
)
/(n− 1) and h = x1/g(x) convex parts
P6: ZDT4 10 x1 ∈ [0, 1] f1(x) = x1 Nonconvex
xi ∈ [−5, 5], f2(x) = 1 −
√
x1/g(x) (multimodal
i = 2, ..., n g(x) = 1 + 10 (n− 1) +∑n
i=2
(
x2i − 10 cos (4πxi)
)
problem)
P7: ZDT6 10 [0, 1] f1(x) = 1 − exp(−4x1) sin6(6πx1) Nonconvex
f2(x) = 1 − (f1/g(x))2 (nonuniform
g(x) = 1 + 9
[(∑n
i=2 xi
)
/(n− 1)]0.25 search space)
P8: DTLZ1 7 [0, 1] f1(x) = 0.5x1x2(1 + g(xm)) Linear
f2(x) = 0.5x1(1 − x2)(1 + g(xm)) hyperplane
f3(x) = 0.5(1− x1)(1 + g(xm))
g(xm) = 100
(
|xm|+
∑
xi∈xm
hi
)
hi = (xi − 0.5)2 − cos(20π(xi − 0.5))
P9: DTLZ2 n [0, 1] f1(x) = (1 + g(xm))
∏m−1
i=1 cos(x
α
i π/2) Concave surface
fj(x) = (1 + g(xm))
(∏m−j
i=1 cos(x
α
i π/2)
)
sin(xαMπ/2)
fm(x) = (1 + g(xm)) sin(x
α
1 π/2) ;M = m− j + 1
g(xm) =
∑
xi∈xm
(xi − 0.5)2 ; α = 1
n = m+ k − 1 , k = 10 and j = 2, . . . ,m− 1
P10: DTLZ3 12 [0, 1] f1 , f2 and f3 as in DTLZ2 Concave surface
g(xm) = 100
(
|xm|+
∑
xi∈xm
hi
)
hi = (xi − 0.5)2 − cos(20π(xi − 0.5))
P11: DTLZ4 12 [0, 1] f1 , f2 and f3 as in DTLZ2 with α = 100 Concave surface
P12: DTLZ5 12 [0, 1] f1(x) = (1 + g(xm)) cos(θ1) cos(θ2) Concave curve
f2(x) = (1 + g(xm)) cos(θ1) sin(θ2)
f3(x) = (1 + g(xm)) sin(θ1)
θ1 = x1π/2 and θ2 =
pi
4(1+g(r))
(1 + 2g(r)x2)
g(xm) =
∑
xi∈xm
(xi − 0.5)2
P13: DTLZ6 12 [0, 1] f1 , f2 and f3 as in DTLZ5 Concave curve
g(xm) =
∑
xi∈xm
x0.1i
P14: DTLZ7 22 [0, 1] f1(x) = x1 ; f2(x) = x2 ; f3(x) = (1 + g(xm))h Disconnected
h = 3−∑2
i=1
[
fi
1+g (1 + sin(3πfi))
]
(noncontiguous
g(xm) = 1 +
9
20
∑
xi∈xm
xi convex regions)
P15: DTLZ8 30 [0, 1] fi(x) = 0.1
∑10j
j=10(i−1)+1
xi ; i = 1, 2, 3 Combination of
gi(x) = f3(x) + 4fi(x)− 1 ≥ 0 ; i = 1, 2 a straight line
g3(x) = 2f3(x) + f1(x) + f2(x)− 1 ≥ 0 and a hyperplane
P16: DTLZ9 30 [0, 1] fi(x) =
∑10j
j=10(i−1)+1
x0.1i ; i = 1, 2, 3 Concave curve
gi(x) = f
2
3 (x) + f
2
i (x)− 1 ≥ 0 ; i = 1, 2
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6.2 Performance Metrics
Evolutionary multiobjective optimization techniques are required to consider two dif-
ferent goals, i.e., beyond acquiring convergence to the Pareto-optimal front, an equally
important task is to find and maintain a diverse set of solutions. In addition, achiev-
ing these goals in a small computational time is also an important issue in MOEAs.
To consider this multi-criterion nature in the evaluation of multi-objective algorithms,
regarding the convergence and diversity of the solutions found, we have used four
different metrics.
In order to assess how near the solutions found are from the Pareto-optimal front,
the convergence metric (γ), proposed by Deb et al. (2002), was considered. This quality
indicator, see Fig. 6(a), measures the distance between the obtained nondominated
frontH and a detailed sampling of the true Pareto-optimal frontH∗:
γ =
∑|H|
i=1 di
|H|
(16)
where di is the Euclidean distance, in the objective space, between the solution i ∈ H
and the nearest member of H∗, and the operator | · | returns the cardinality of the set
in its argument. So, the lower the γ value the better the convergence of the solutions in
H. As illustrated in the Fig. 6(a), a result with γ = 0 means H ⊆ H∗, in which all the
estimated solutions are Pareto-optimal.
Because MOEAs are required to achieve an interesting trade-off between the con-
vergence and distribution of the solutions approximated, the diversity metric (∆)
(Deb et al., 2002) was also used. This quality indicator measures the extent of spread
achieved among the obtained nondominated solutions in H. Considering that it is de-
sirable to obtain a set of solutions that spans the entire Pareto-optimal region, the ∆
value is defined as:
∆ =
∑m
i=1 d
e
i +
∑|H|
i=1
∣∣di − d¯∣∣∑m
i=1 d
e
i + |H| d¯
(17)
where dei denotes the Euclidean distance between the extreme points inH andH
∗ along
the ith coordinate, and di measures the Euclidean distance of each point in H to its
closest neighbor. Therefore, a lower∆ value indicates a better distribution of solutions,
as can be seen from Fig. 6(b). Notice that a result with∆ = 0means the extreme points
of H∗ have been found and di equals to d¯ for all i.
The third metric, known as S-metric or Hypervolume (HV ) metric
(Zitzler and Thiele, 1999), calculates the hypervolume enclosed by the estimated
front H and a reference point yref dominated by all solutions in this front. Regarding
a minimization MOP, the larger the dominated hypervolume, the better the front is
(see the Fig. 6(c)). For all test problems, the reference point was defined as 10% greater
than the upper boundaries of the real Pareto-optimal front. Formally, this metric is
described as the Lebesgue measure Λ of the union of hypercubes hi defined by a
nondominated point y i and yref :
HV (H) = Λ
({⋃
i
hi | y i ∈ H
})
= Λ

⋃
y∈H
{y ′ | y ≺ y ′ ≺ yref}

 (18)
Even though this metric estimates both convergence and diversity of the solutions inH,
it is more sensitive to the convergence of the points towards the Pareto-optimal front,
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and it prefers convex regions to non-convex ones (Zitzler et al., 2007). For instance, as
shown in Fig. 6(c), the contribution of the solution i′ to theHV measure is greater than
that of the solution i′′.
In order to evaluate the convergence of each algorithm in contrast to all others, a
generalization of the Coverage of Two Sets metric (Zitzler and Thiele, 1999) is proposed
here. This metric, called here the Coverage of Many Sets (CS), quantifies the domina-
tion of the final population of one algorithm over the union of the remaining ones. The
proposed CS function is stated as:
CS(Xi, Ui) =
|a′′ ∈ Ui; ∃ a′ ∈ Xi : a′  a′′|
|Ui|
(19)
where Xi and Ui are sets of objective vectors, and a
′  a′′ means that a′ covers a′′, that
is, either a′ ≺ a′′ or a′ = a′′. Function CS maps the pair (Xi, Ui) to the interval [0, 1], in
which Xi, for all i = 1, . . . , k, denotes the final Pareto front resulting from algorithm i,
and Ui, defined as:
Ui =
k⋃
j=1
j 6=i
Xj (20)
represents the union of the final Pareto fronts of all the k algorithms, except i. The value
CS (Xi, Ui) = 1 implies that all points in Ui are dominated by or equal to points in Xi.
The opposite, CS (Xi, Ui) = 0, represents the situation when none of the points in Ui
are covered by the set Xi. Note that for k = 2, the CS metric tends to the Coverage
of Two Sets proposed in (Zitzler and Thiele, 1999). Although the measures CS (Xi, Ui)
and CS (Ui, Xi) are not complementary, by simplicity this study considers only the
comparisons CS (Xi, Ui), for all i = 1, . . . , k. Figure 6(d) shows the CS measures for
a particular k = 3 case. As illustrated, CS (X1, U1) = 4/12, CS (X2, U2) = 8/12, and
CS (X3, U3) = 0, indicating the superior quality of the front X2, followed by X1 and
X3, respectively.
For the first two metrics, a detailed sampling of the true Pareto-optimal front of
each problemmust be known. Since we are dealing with test problems, the true Pareto-
optimal front is not difficult to obtain. In this work, we have used uniformly spaced
Pareto-optimal solutions as the approximation of the true Pareto-optimal front. The
reference fronts used here can be retrieved online (Batista et al., 2011c).
6.3 Parameter Settings
With the objective of providing a comparison baseline for the performance of the
proposed coneǫ-dominance strategy, some parameter settings were adopted for all
the algorithms: population size N = 100, and probabilities of crossover and muta-
tion pxover = 1 and pmut = 1/n, respectively. Since all test problems involve real-
valued decision variables, we have used the simulated binary crossover (SBX) oper-
ator (Deb and Agrawal, 1995) and the polynomial mutation operator (Deb and Goyal,
1996) to create the offspring solutions. The crossover (ηxover) and mutation (ηmut) dis-
tribution indices adopted for each problem are shown in Table 2. Furthermore, for a
fair comparison, all algorithms are iterated for a fixed number of solution evaluations:
100,000 evaluations for ZDT4 and DTLZ8; 50,000 for DTLZ9; 30,000 for DTLZ3 and
DTLZ4; and 20,000 for the remaining ones.
In order to obtain a final archive population size of 100 solutions, we have used the
ǫ values showed in Table 3. The calculated ǫ values have been obtained following the
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Table 2: Crossover and mutation distribution indices adopted for the algorithms.
Deb52, Pol, ZDT1, ZDT3 ZDT4, DTLZ1, ZDT2,
ZDT6, DTLZ2, DTLZ4 DTLZ3 DTLZ5–DTLZ9
ηxover 15 2 2
ηmut 20 20 5
Table 3: Calculated (first line) and estimated (second line) ǫ values for the algorithms
ǫ-MOEA and coneǫ-MOEA. These values have been obtained in order to get roughly
100 solutions in the archive at the end of the run. The sign “–” means that it was not
necessary to estimate values for ǫ. In these cases, the specific calculation method has
provided adequate values.
Two-Objective Test Problems
Alg. Deb52 Pol ZDT1 ZDT2 ZDT3 ZDT4 ZDT6
ǫ [0.0083,0.010] [0.16,0.25] ǫi = 0.010 ǫi = 0.010 [0.0085,0.018] ǫi = 0.010 [0.0072,0.0093]
[0.003,0.003] [0.038,0.038] ǫi = 0.0075 ǫi = 0.0076 ǫi = 0.0026 ǫi = 0.0065 ǫi = 0.0067
c [0.0164,0.0198] [0.3168,0.4950] ǫi = 0.0198 ǫi = 0.0198 [0.0168,0.0356] ǫi = 0.0198 [0.0143,0.0184]
– [0.20,0.33] – – [0.012,0.025] – –
Three-Objective Test Problems
Alg. DTLZ1 DTLZ2 DTLZ3 DTLZ4 DTLZ5
ǫ ǫi = 0.05 ǫi = 0.10 ǫi = 0.10 ǫi = 0.10 [0.007,0.007,0.01]
[0.02,0.02,0.05] [0.06,0.06,0.066] [0.06,0.06,0.066] ǫi = 0.062 ǫi = 0.005
c ǫi = 0.0798 ǫi = 0.1595 ǫi = 0.1595 ǫi = 0.1595 [0.014,0.014,0.02]
[0.05,0.05,0.0833] – – – ǫi = 0.025
Alg. DTLZ6 DTLZ7 DTLZ8 DTLZ9
ǫ [0.007,0.007,0.01] [0.086,0.086,0.3386] [0.075,0.075,0.10] ǫi = 0.010
ǫi = 0.005 ǫi = 0.05 [0.02,0.02,0.04] ǫi = 0.025
c [0.014,0.014,0.02] [0.1372,0.1372,0.5404] [0.12,0.12,0.16] ǫi = 0.0198
ǫi = 0.017 [0.12,0.12,0.30] ǫi = 0.03 [0.27,0.27,0.25]
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(a) Convergence metric (γ). (b) Diversity metric (∆).
(c) S-metric (HV). (d) Coverage of many sets (CS).
Figure 6: Quality indicators adopted in the experimental study. In these illustrations,
the sets H∗ and H represent the global Pareto front and the estimated one, respec-
tively. According to letter (c), the contribution of the solution i′ for the HV measure
is greater than that of the solution i′′. In (d), the coverage of many sets measures are
CS (X1, U1) = 4/12, CS (X2, U2) = 8/12, and CS (X3, U3) = 0, indicating the superior
quality of the frontX2, followed by X1 andX3.
guidelines provided by Laumanns et al. (2002) for the ǫ-MOEA (8), and by Batista et al.
(2011b) for the coneǫ-MOEA (15). Since both ǫ-dominance and coneǫ-dominance may
lose nondominated points, we have employed estimated ǫ values to get roughly 100
solutions in the final archive. For the ǫ-approach, the estimated values were obtained
from (Deb et al., 2003, 2005a), whereas for the coneǫ-approach the estimation was per-
formed by testing different ǫ values to get roughly 100 solutions in the archive at the
end of the run.
Note that, for the coneǫ-MOEA, the estimated ǫ values on Table 3 differ from the
calculated ones only in eight of the sixteen problems, amongwhich three have a discon-
nected Pareto-optimal front, and a non adequate calculated ǫ value was expected. On
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the other hand, in the ǫ-MOEA all ǫ values have changed. This phenomenon suggests
that the coneǫ-dominance approachmay be less susceptible to the loss of nondominated
solutions than the ǫ-dominance. This situation is clear from Fig. 7, which shows the
distribution of solutions obtained on problems Deb52 and Pol in order to get T = 30
and T = 50 solutions, respectively. The number of solutions approximated by both
approaches is indicated in the figure by considering the cardinality of the final Pareto
front |H|. In this simulation, the ǫ values were calculated using (8) for the ǫ-MOEA and
(15) for the coneǫ-MOEA. The boxes within which a solution lies are also shown in the
figure. It is interesting to notice that all solutions are nondominated according to the
ǫ-dominance or the coneǫ-dominance depending on the strategy adopted, and each box
is occupied by only one solution. Furthermore, the coneǫ-approach has achieved a bet-
ter spread of solutions in both tests, even in the Pol problem, which has a disconnected
Pareto-optimal front. Because of the loss of efficient solutions by both strategies, only
the “estimated” ǫ values are considered in the remainder of the experimental study.
As the coneǫ-dominance criterion is influenced by the κ parameter, we have per-
formed some preliminary testing to observe the effect of different κ values on the per-
formance of the coneǫ-MOEA. Table 4 shows the effect of this parameter on the values
of the unary metrics γ, ∆ and HV for the benchmark problems Deb52, ZDT1, and
DTLZ2 with three and four objective functions. In this simple test, intermediate values
for κ seem to yield reasonably good performance values for all metrics, from which a
value of κ = 0.5 was chosen for all experiments conducted in this work. However, as
the number of objectives increases, smaller values of κ (i.e., κ → 0) seem to be more
adequate, at the cost of the loss of some nondominated solutions since the effect of the
cone of dominance approximates that one of the ǫ-approach.
6.4 Statistical Design
To evaluate the possible differences in the performance of the methods tested, we have
employed tests designed to detect statistically significant differences and to estimate
their sizes. The tests were performed independently for each of the quality metrics
described previously, and are outlined in the following paragraphs.
The raw dataset used for this analysis was composed of the final Pareto-front ob-
tained on 50 independent runs of each algorithm on each problem, from which the
quality criteria described earlier were calculated. The statistical tests were then per-
formed using these calculated values.
In order to detect whether any of the six algorithms presented a significant overall
difference (i.e., when integrated over the whole test set), we employed a randomized
complete block design (Montgomery, 2008), with the algorithms as levels of the exper-
imental factor Algorithm, and the problems as blocking levels. The statistical model
considered by this experimental design can be defined, e.g., for the ∆metric, as:
y∆ijk = µ
∆ + τ∆i + β
∆
j + ǫ
∆
ijk (21)
in which y∆ijk represents the value of this metric on the k
th run of the ith algorithm on
the jth problem; µ∆ is the mean of ∆ over all observations; τ∆i is the contribution due
to the ith algorithm; β∆j is the component due to the j
th problem (block); and ǫ∆ijk is the
residual.
For each metric considered, the ANOVA was applied2 to test the null hypothesis
of absence of difference among the six algorithms evaluated over all problems against
2In all tests reported, the assumptions of the parametric ANOVA were verified by means of residual
analysis. While small deviations from the normality assumption were detected, these were deemed unim-
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Table 4: Influence of different κ values on the performance of the coneǫ-MOEA on test
problems Deb52, ZDT1, and DTLZ2 with three and four objective functions. Median
(M) and standard deviation (SD) over 30 independent runs are shown. Intermediate
values for κ seem to yield reasonably good performance values for all metrics. A more
appropriate study is required in order to formally characterize the effect of this para-
meter.
Metric κ ; Deb52
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99
γ M 0.0006 0.0006 0.0005 0.0006 0.0005 0.0006 0.0006 0.0006 0.0006 0.0006 0.0006
SD < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 0.0001 0.0001
∆ M 0.6766 0.6813 0.5244 0.2991 0.2552 0.2432 0.2648 0.2892 0.3147 0.3194 0.3199
SD 0.0004 0.0021 0.0025 0.0027 0.0034 0.0039 0.0017 0.0019 0.0016 0.0042 0.0066
HV M 0.2735 0.2779 0.2794 0.2802 0.2806 0.2806 0.2806 0.2806 0.2806 0.2806 0.2806
SD < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4
|H| M 19.00 51.00 74.00 93.00 101.00 101.00 101.00 101.00 101.00 101.00 101.00
SD < 10−4 < 10−4 0.2537 0.3457 0.4842 < 10−4 < 10−4 < 10−4 0.1826 0.1826 0.1826
Metric κ ; ZDT1
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99
γ M 0.0103 0.0069 0.0055 0.0059 0.0074 0.0040 0.0042 0.0051 0.0053 0.0050 0.0038
SD 0.0072 0.0038 0.0057 0.0047 0.0049 0.0042 0.0060 0.0058 0.0040 0.0050 0.0034
∆ M 0.3046 0.5543 0.3678 0.2084 0.1818 0.1812 0.1898 0.1937 0.1934 0.1956 0.1891
SD 0.0122 0.0607 0.0480 0.0408 0.0235 0.0220 0.0234 0.0251 0.0240 0.0232 0.0155
HV M 0.8435 0.8561 0.8602 0.8607 0.8598 0.8652 0.8650 0.8636 0.8633 0.8638 0.8657
SD 0.0115 0.0066 0.0094 0.0079 0.0082 0.0069 0.0099 0.0096 0.0066 0.0083 0.0057
|H| M 37.00 63.00 84.50 98.00 100.00 101.00 101.00 101.00 101.00 101.00 101.00
SD 0.6397 5.7211 2.8730 5.0901 3.8201 0.5467 0.8584 0.9371 0.9377 1.3515 0.7112
Metric κ ; DTLZ2 (m = 3)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99
γ M 0.0062 0.0069 0.0072 0.0070 0.0074 0.0079 0.0074 0.0076 0.0074 0.0078 0.0072
SD 0.0002 0.0013 0.0015 0.0013 0.0012 0.0014 0.0010 0.0019 0.0007 0.0014 0.0009
∆ M 0.0503 0.6066 0.3029 0.2411 0.2386 0.2308 0.2274 0.2175 0.2079 0.2173 0.1982
SD 0.0041 0.0422 0.0357 0.0302 0.0264 0.0219 0.0316 0.0275 0.0306 0.0295 0.0239
HV M 0.6731 0.7149 0.7383 0.7435 0.7458 0.7469 0.7467 0.7469 0.7470 0.7470 0.7471
SD 0.0066 0.0042 0.0023 0.0012 0.0007 0.0006 0.0005 0.0005 0.0005 0.0005 0.0003
|H| M 21.00 69.00 88.00 93.00 94.50 95.00 95.00 95.00 95.00 95.00 94.00
SD 1.3047 3.1639 2.8367 2.0424 1.7750 1.9464 2.2894 2.0197 1.5643 2.2614 1.7100
Metric κ ; DTLZ2 (m = 4)
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 0.99
γ M 0.0001 0.0311 0.0385 0.0312 0.0449 0.0404 0.0445 0.0488 0.0590 0.0489 0.0534
SD 0.0001 0.0198 0.0218 0.0239 0.0283 0.0240 0.0369 0.0281 0.0284 0.0241 0.0304
∆ M 0.1390 0.4700 0.3602 0.3296 0.3299 0.3429 0.3377 0.3258 0.3253 0.3304 0.3319
SD 0.1173 0.0304 0.0307 0.0226 0.0255 0.0263 0.0187 0.0262 0.0210 0.0254 0.0259
|H| M 14.00 79.50 90.00 92.00 95.00 96.00 95.50 97.00 98.00 95.50 97.00
SD 1.9815 4.9642 4.8476 4.2372 4.6307 4.2129 5.8530 5.0496 4.5945 4.6233 4.3423
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(a) coneǫ-MOEA distribution on test Deb52:
ǫ = (0.0535, 0.0645), |H| = 31, T = 30.
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(b) ǫ-MOEA distribution on test Deb52:
ǫ = (0.0277, 0.0333), |H| = 12, T = 30.
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(c) coneǫ-MOEA distribution on test Pol:
ǫ = (0.6180, 0.9804), |H| = 38, T = 50.
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(d) ǫ-MOEA distribution on test Pol:
ǫ = (0.3151, 0.5000), |H| = 09, T = 50.
Figure 7: Efficient solutions generated by coneǫ-MOEA and ǫ-MOEA considering cal-
culated ǫ values to provide a maximum of T solutions in the final archive. The number
of solutions approximated by each approach is indicated by the cardinality of the final
Pareto front |H|. The presented fronts are the outcome of a typical run.
it two-sided alternative, i.e. (again, using the ∆metric as an example):
H
∆
0 : τ
∆
i = 0, ∀i
H∆1 : τ
∆
i 6= 0 for any i
(22)
After the significance tests, estimators of the block effects were obtained
(Montgomery, 2008) and subtracted from the samples, thus allowing for problem-
independent pairwise comparisons of the algorithms. Bootstrap estimations of the dis-
tribution of the means (Davison and Hinkley, 1997) for each algorithm on each metric
were then obtained, which enabled the use of simple two-sample t-tests and parametric
estimators of the differences of means (Montgomery and Runger, 2006) for the post-hoc
pairwise comparisons. These comparisons allow not only the determination of statis-
portant, since the test is robust to moderate departures from normality in balanced designs with large sample
sizes (Montgomery, 2008).
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tical significance, but also the estimation of the magnitude of the differences, which is
important in assessing the practical significance of results (Ellis, 2010).
Besides the overall analysis performed using the design above, statistical tests
were also performed for each problem independently, in order to assess the relative
performance of the algorithms on each of the test problems. For each problem and
performance metric, the null hypotheses used were those of equality of mean values
against two-sided alternative hypotheses. An one-way ANOVA design was used in
these tests, and effect size estimators were also calculated using bootstrap, allowing
post-hoc pairwise comparisons between each pair of algorithms. In all cases, the sig-
nificance level used was 99%.
7 Results and Discussion
The results obtained for the four performance metrics considered, using the estimated
values of ǫ, are summarized in this section. The analysis of the results is divided in four
parts. In the first we present an overall analysis of the results, based on the observed
general performance of the algorithms tested on the four performance criteria defined
in the previous section. The second part consists of a detailed analysis of the behavior
of each algorithm for the individual problems, in terms of their known properties and
geometrical characteristics of the Pareto fronts. The third part consists of a cardinality
analysis regarding the number of solutions estimated by both ǫ and coneǫ-approaches,
and their effects on the performance of the methods. Finally, possible extensions are
dicussed in the fourth part.
7.1 Overall Analysis
The results obtained in the overall analysis are summarized in Tables 5 and 6, and on
Fig. 8. From these results, a few considerations can be made over the relative perfor-
mance of the six algorithms on the test set used.
First of all, the diversity metric ∆ presented an interesting ordering of perfor-
mance, with the SPEA2 presenting the best performance, the C-NSGA-II in second
(+0.13)3, the coneǫ-MOEA in third (+0.15), the NSGA-II* in fourth (+0.28), the ǫ-MOEA
in fifth (+0.32) and the NSGA-II ranking last (+0.36). Table 5 shows that the magnitude
of the differences for this metric are considerable from a practical point of view, with an
absolute difference of 36% between the best (SPEA2) and worst (NSGA-II) algorithms.
The differencemagnitudes reported in Table 5 also suggest that even though the coneǫ-
MOEA has occupied the third position in this rank, its difference from the C-NSGA-II
is of little effect from a practical point of view. It is also relevant to have in mind that the
computational complexity of the coneǫ approach is significantly inferior to those of the
two first ones (SPEA2 and C-NSGA-II). Figure 8 and Table 6 provide the estimated ab-
solute values and confidence intervals for each algorithm, which provide the necessary
information for the derivation of the significance-based ranks given in Table 6.
The performance ordering of the convergence metric γ shows that the ǫ-MOEA
was able to significantly outperform all other approaches in this metric, with the coneǫ-
MOEA (+0.06), the NSGA-II (+0.06) and the NSGA-II* (+0.07) tied in second, and the
SPEA2 (+0.10) and C-NSGA-II (+0.12) tied in fifth. The effect sizes in this metric are
also significant, with an absolute difference between the best (ǫ-MOEA) and the worst
(C-NSGA-II and SPEA2) of around 12%. Figure 8 and Tables 5 and 6 again provide de-
tailed information on the magnitude of the differences and their statistical significance.
3The numbers in parentheses represent the difference in performance between a given algorithm and the
best average result.
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Table 5: Overall pairwise differences. The numbers indicate the point estima-
tor for the difference between the row algorithm and the column algorithm (after
removing problem effects). Differences marked with an asterisk indicate signifi-
cance at the 99% familywise confidence level, adjusted using Tukey’ HSD procedure
(Montgomery and Runger, 2006).
∆metric
Algorithm NSGA-II ǫ-MOEA coneǫ-MOEA C-NSGA-II SPEA2
ǫ-MOEA -0.03*
coneǫ-MOEA -0.20* -0.17*
C-NSGA-II -0.23* -0.19* -0.02*
SPEA2 -0.36* -0.32* -0.15* -0.13*
NSGA-II* -0.08* -0.04* 0.12* 0.15* 0.28*
Ordering∗∗: SPEA2 C-NSGA-II coneǫ-MOEA NSGA-II* ǫ-MOEA NSGA-II
γ metric
Algorithm NSGA-II ǫ-MOEA coneǫ-MOEA C-NSGA-II SPEA2
ǫ-MOEA -0.06*
coneǫ-MOEA -4e-3 0.06*
C-NSGA-II 0.06* 0.12* 0.07*
SPEA2 0.04* 0.10* 0.04* -0.02
NSGA-II* 6e-3 0.07* 0.01 -0.06* -0.03*
Ordering∗∗: ǫ-MOEA coneǫ-MOEA NSGA-II NSGA-II* SPEA2 C-NSGA-II
CS metric
Algorithm NSGA-II ǫ-MOEA coneǫ-MOEA C-NSGA-II SPEA2
ǫ-MOEA 1e-3
coneǫ-MOEA 0.01 9e-3
C-NSGA-II -0.04* -0.04* -0.05*
SPEA2 -0.05* -0.06* -0.06* -0.01
NSGA-II* -0.04* -0.04* -0.05* -3e-3 9e-3
Ordering∗∗: coneǫ-MOEA ǫ-MOEA NSGA-II C-NSGA-II NSGA-II* SPEA2
HV metric
Algorithm NSGA-II ǫ-MOEA coneǫ-MOEA C-NSGA-II SPEA2
ǫ-MOEA -4e-3
coneǫ-MOEA 2e-3 6e-3
C-NSGA-II -9e-3 -5e-3 -0.01*
SPEA2 -8e-3 -4e-3 -0.01* 9e-4
NSGA-II* -0.01* -6e-3 -0.01* -1e-3 -2e-3
Ordering∗∗: coneǫ-MOEA NSGA-II ǫ-MOEA SPEA2 C-NSGA-II NSGA-II*
** Ordering from best to worst. Horizontal bars indicate the absence of statistically significant differences.
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Figure 8: Individual 99% confidence intervals for the estimated average performance
of the six algorithms on each metric. The dotted line marks the overall mean result for
the metric.
The generalized coverage metric CS presented an ordering with the coneǫ-MOEA,
ǫ-MOEA (−9e − 3), and NSGA-II (−0.01) tied in first, and the C-NSGA-II (−0.05),
NSGA-II* (−0.05), and SPEA2 (−0.06) tied in fourth. Here the magnitudes of the ef-
fects were relatively modest, with an absolute difference of about 6% between the best
and worst performing algorithms. Given the relatively low absolute average values for
this metric (see Table 6), it is reasonable to suppose that in most cases all algorithms
were finding at least some solutions very close to the true Pareto front, which would
contribute to lowering the value of this metric for all others. However, the lack of other
works to use as a comparison baseline for this metric makes it difficult to make any
conclusive statement about the practical significance of these effect sizes.
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Table 6: Aggregation of overall results. The values indicate the estimated global mean
and standard error for each algorithm (after removing problem effects), and the value
in parentheses is the algorithm rank within each metric. Ties were treated using the
mean rank method, so that the sum of ranks is always the same for each metric. The
final ranking is then calculated as an ordering of the average ranks.
Algorithm ∆ γ HV CS Avg. Rank Final Rank
NSGA-II
0.64±4e-3 0.40±6e-3 0.95±2e-3 0.14±5e-3
3.5 3
(6) (3) (3) (2)
ǫ-MOEA
0.61±8e-3 0.34±7e-3 0.94±2e-3 0.14±5e-3
2.88 2
(5) (1) (3.5) (2)
coneǫ-MOEA
0.44±5e-3 0.40±6e-3 0.95±2e-3 0.15±4e-3
2.5 1
(3) (3) (2) (2)
C-NSGA-II
0.42±5e-3 0.47±6e-3 0.94±2e-3 0.10±4e-3
4.13 5.5
(2) (5.5) (4) (5)
SPEA2
0.29±4e-3 0.44±6e-3 0.94±2e-3 0.09±4e-3
3.88 4
(1) (5.5) (4) (5)
NSGA-II*
0.57±5e-3 0.41±5e-3 0.94±2e-3 0.10±4e-3
4.13 5.5
(4) (3) (4.5) (5)
Finally, the hypervolume metric HV had a somewhat more complex ordering
structure, with no statistically significant difference among the coneǫ-MOEA, NSGA-II
(−2e − 3), and ǫ-MOEA (−6e − 3); among the NSGA-II, ǫ-MOEA, SPEA2 (−0.01) and
C-NSGA-II (−0.01) algorithms; and also among the ǫ-MOEA, SPEA2, C-NSGA-II, and
NSGA-II* (−0.01) methods. The horizontal bars at the bottom of the HV section of
Table 5 illustrate this ordering of algorithms. In any case, the magnitudes of the diffe-
rences were of very little practical significance, with an average absolute difference of
only about 1% between the best and worst-ranking algorithms. It is also important to
notice here that, as explained in the next section, this quality metric is not an adequate
indicator to be used with problems such as DTLZ8 and DTLZ9, and was not calculated
for these two problems.
Table 6 shows a rank analysis of the algorithms, in which the results of the four
metrics are ranked and aggregated using a simple averaging criterion, and an overall
rank is calculated for the algorithms. No statistical analysis of significance was possi-
ble for the rank analysis, due to the non-independence of the four performancemetrics,
which could bias the results of most inferential procedures. However, the final ranks
suggest that the coneǫ-MOEA was capable of presenting an efficient and balanced per-
formance over all the performance metrics considered. The ǫ-MOEA comes in a close
second, mainly due to its poor performance on the ∆ metric. The NSGA-II ranked
third, also mainly as a consequence of its very poor diversity performance. The SPEA2
was ranked fourth, and the C-NSGA-II and NSGA-II* were tied in the last place. From
the observation of their performance rankings on all metrics other than the∆, it is pos-
sible to observe that both the SPEA2 and the C-NSGA-II seem to have attained good
diversity performance at the cost of their convergence properties. As for the NSGA-II*,
the modification of the crowding distance procedure seems to have indeed improved
its diversity when compared against the original NSGA-II, but not enough to be com-
petitive with the coneǫ-MOEA, C-NSGA-II or SPEA2 algorithms.
To conclude this overall analysis, Fig. 9 illustrates the compromise between the
convergence and diversity obtained for each algorithm. From this figure, it is possible
to notice that the best tradeoffs with respect to these two performance indicators are
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Figure 9: Compromise between convergence (γ) and diversity (∆) for each algorithm.
The bars represent 99% confidence intervals.
obtained by the SPEA2, coneǫ-MOEA and ǫ-MOEA. As expected from the data shown
in Table 6, the coneǫ-MOEA is shown to provide an efficient balance between conver-
gence and diversity, which makes it an interesting and competitive approach for the
solutions of MOPs in which a good sampling of the Pareto optimal front is desired.
7.2 Problemwise Analysis
The discussion presented in this section consists of an analysis of the behavior of each
algorithm for the individual problems. The results obtained for each problem are sum-
marized in Tables 7 and 8.
The Deb52 problem tests the ability of the MOEA to find non-convex Pareto-
optimal solutions (Deb, 1999). As this simple and continuous problem has only two
decision variables, all algorithms presented a similar performance in terms of the γ,
HV and CS measures. On the other hand, the SPEA2 achieved the best ∆ value, fol-
lowed by coneǫ-MOEA, C-NSGA-II, NSGA-II* and NSGA-II, respectively. Since the
optimal frontier of this problem is represented by a “strong” concave curve, and the
ǫ-mechanism is sensitive to the loss of feasible solutions, the ǫ-MOEA ranked last in
this metric.
The Pol problem, although simple, provides difficulties by introducing disconti-
nuities in the non-convex Pareto front (Poloni, 1995). As the parameter space is also
mapped with two variables, very small differences were observed for the HV and CS
indicators. The coneǫ-MOEA found the second best ∆ value, and a convergence mea-
sure similar to that of the approaches based on the NSGA-II. As an illustration, Fig. 7
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Table 7: Problemwise comparison of the algorithms on the four performance metrics
used, for problems Deb52, Pol and the ZDT family. The values reported represent the
mean and standard error obtained for each combination of algorithm, problem and
performance metric.
Problem Metric NSGA-II ǫ-MOEA coneǫ-MOEA C-NSGA-II SPEA2 NSGA-II*
Deb52
γ 0.58±7e-3 0.56±3e-3 0.56±2e-3 0.58±1e-2 0.55±7e-3 0.55±6e-3
∆ 0.53±8e-3 0.99±6e-4 0.32±3e-4 0.33±6e-3 0.20±3e-3 0.41±8e-3
HV 0.99±7e-5 0.99±6e-5 0.99±0 0.99±1e-4 0.99±3e-5 0.99±7e-5
CS 0.02±7e-4 0.03±10e-4 0.03±8e-4 0.02±8e-4 0.03±9e-4 0.02±8e-4
Pol
γ 0.20±2e-2 0.13±6e-4 0.19±2e-2 0.19±9e-3 0.15±2e-3 0.16±2e-3
∆ 0.58±1e-2 0.98±9e-4 0.29±6e-3 0.38±7e-3 0.24±3e-3 0.36±8e-3
HV 1.00±1e-5 1.00±5e-6 1.00±4e-6 1.00±3e-5 1.00±4e-6 1.00±8e-6
CS 0.04±1e-3 0.04±1e-3 0.04±2e-3 0.04±10e-4 0.06±1e-3 0.05±1e-3
Zdt1
γ 0.16±2e-2 0.30±3e-2 0.23±3e-2 0.18±2e-2 0.30±2e-2 0.19±2e-2
∆ 0.79±1e-2 0.70±4e-3 0.37±6e-3 0.50±8e-3 0.29±7e-3 0.56±1e-2
HV 0.99±10e-4 0.98±2e-3 0.98±2e-3 0.98±9e-4 0.98±1e-3 0.98±1e-3
CS 0.33±2e-2 0.20±3e-2 0.27±3e-2 0.30±2e-2 0.15±2e-2 0.27±2e-2
Zdt2
γ 0.43±9e-3 0.65±8e-3 0.30±4e-3 0.80±1e-2 0.41±8e-3 0.41±8e-3
∆ 0.76±1e-2 0.56±3e-3 0.38±4e-3 0.50±7e-3 0.28±4e-3 0.58±1e-2
HV 0.99±1e-4 0.99±7e-5 0.99±4e-5 0.98±1e-4 0.99±8e-5 0.99±9e-5
CS 0.07±3e-3 0.04±2e-3 0.13±3e-3 0.01±6e-4 0.08±3e-3 0.07±3e-3
Zdt3
γ 0.16±2e-2 0.15±1e-2 0.17±10e-3 0.19±1e-2 0.35±3e-2 0.24±2e-2
∆ 0.67±1e-2 0.85±1e-2 0.57±2e-2 0.49±1e-2 0.33±7e-3 0.50±2e-2
HV 0.98±2e-3 0.97±3e-3 0.97±2e-3 0.97±2e-3 0.95±4e-3 0.97±3e-3
CS 0.41±3e-2 0.36±3e-2 0.33±2e-2 0.29±2e-2 0.12±2e-2 0.24±3e-2
Zdt4
γ 0.27±2e-2 0.32±2e-2 0.35±2e-2 0.47±2e-2 0.69±2e-2 0.57±2e-2
∆ 0.61±9e-3 0.59±1e-2 0.48±1e-2 0.58±1e-2 0.53±1e-2 0.68±1e-2
HV 0.84±9e-3 0.80±1e-2 0.79±1e-2 0.73±1e-2 0.62±1e-2 0.66±2e-2
CS 0.73±3e-2 0.58±4e-2 0.57±3e-2 0.41±4e-2 0.15±2e-2 0.21±4e-2
Zdt6
γ 0.06±3e-2 0.04±1e-2 0.04±2e-2 0.04±1e-2 0.01±3e-3 0.03±2e-2
∆ 0.52±1e-2 0.24±1e-2 0.27±1e-2 0.37±9e-3 0.18±8e-3 0.37±2e-2
HV 0.96±1e-2 0.98±7e-3 0.98±10e-3 0.97±7e-3 0.99±1e-3 0.98±10e-3
CS 0.18±2e-2 0.11±2e-2 0.18±2e-2 0.10±1e-2 0.21±2e-2 0.21±2e-2
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Table 8: Problemwise comparison of the algorithms on the four performance metrics
used, for the DTLZ family. The values reported represent the mean and standard error
obtained for each combination of algorithm, problem and performance metric.
Problem Metric NSGA-II ǫ-MOEA coneǫ-MOEA C-NSGA-II SPEA2 NSGA-II*
Dtlz1
γ 0.23±7e-3 0.13±1e-3 0.17±2e-2 0.39±1e-2 0.18±2e-3 0.17±2e-3
∆ 0.34±3e-3 0.12±2e-3 0.05±1e-2 0.20±2e-2 0.08±1e-3 0.34±4e-3
HV 0.95±6e-4 0.92±4e-4 0.95±2e-4 0.96±5e-4 0.97±1e-4 0.96±5e-4
CS 0.02±8e-4 0.01±9e-4 0.03±1e-3 0.00±5e-4 0.02±1e-3 0.02±10e-4
Dtlz2
γ 0.62±10e-3 0.70±7e-3 0.48±8e-3 0.75±1e-2 0.55±8e-3 0.48±6e-3
∆ 0.81±10e-3 0.42±4e-3 0.42±6e-3 0.29±5e-3 0.16±3e-3 0.83±9e-3
HV 0.89±9e-4 0.92±4e-4 0.94±1e-4 0.90±7e-4 0.93±4e-4 0.89±9e-4
CS 0.03±1e-3 0.02±8e-4 0.06±2e-3 0.01±6e-4 0.03±1e-3 0.04±1e-3
Dtlz3
γ 0.35±2e-2 0.25±1e-2 0.42±3e-2 0.50±3e-2 0.32±2e-2 0.26±1e-2
∆ 0.33±9e-3 0.19±1e-2 0.29±2e-2 0.22±3e-2 0.15±2e-2 0.34±8e-3
HV 0.90±10e-4 0.91±2e-2 0.91±1e-2 0.91±1e-3 0.93±3e-4 0.90±9e-4
CS 0.02±1e-3 0.03±2e-3 0.04±2e-3 0.00±5e-4 0.02±2e-3 0.02±2e-3
Dtlz4
γ 0.32±8e-3 0.41±2e-2 0.53±3e-2 0.34±1e-2 0.33±1e-2 0.30±3e-3
∆ 0.67±2e-2 0.37±3e-2 0.43±2e-2 0.36±4e-2 0.22±3e-2 0.66±8e-3
HV 0.88±1e-2 0.86±2e-2 0.86±2e-2 0.84±2e-2 0.87±2e-2 0.90±7e-4
CS 0.04±2e-3 0.02±1e-3 0.03±2e-3 0.02±2e-3 0.03±2e-3 0.03±1e-3
Dtlz5
γ 0.14±2e-3 0.26±3e-3 0.56±3e-2 0.22±5e-3 0.15±2e-3 0.13±1e-3
∆ 0.74±2e-2 0.78±5e-3 0.83±9e-3 0.43±6e-3 0.26±4e-3 0.61±1e-2
HV 0.99±1e-4 0.99±7e-5 0.98±3e-5 0.98±1e-4 0.99±4e-5 0.99±1e-4
CS 0.06±2e-3 0.02±1e-3 0.04±1e-3 0.03±1e-3 0.05±2e-3 0.07±2e-3
Dtlz6
γ 0.84±8e-3 0.94±3e-3 0.83±3e-3 0.83±5e-3 0.84±7e-3 0.84±8e-3
∆ 0.78±1e-2 0.99±6e-4 0.45±6e-4 0.51±7e-3 0.32±5e-3 0.62±1e-2
HV 0.99±1e-4 0.99±4e-5 0.99±2e-5 0.99±9e-5 0.99±3e-5 0.99±1e-4
CS 0.02±6e-4 0.03±8e-4 0.04±8e-4 0.03±8e-4 0.03±8e-4 0.01±7e-4
Dtlz7
γ 0.74±9e-3 0.47±2e-3 0.74±10e-3 0.86±9e-3 0.67±8e-3 0.74±10e-3
∆ 0.78±1e-2 0.55±9e-3 0.71±9e-3 0.56±1e-2 0.52±8e-3 0.78±8e-3
HV 0.92±1e-3 0.91±1e-3 0.93±7e-4 0.91±1e-3 0.94±6e-4 0.92±9e-4
CS 0.06±2e-3 0.08±2e-3 0.06±2e-3 0.02±1e-3 0.09±3e-3 0.07±2e-3
Dtlz8
γ 0.45±2e-2 0.03±10e-4 0.24±5e-3 0.52±1e-2 0.83±9e-3 0.58±1e-2
∆ 0.82±9e-3 0.69±9e-3 0.70±9e-3 0.49±8e-3 0.36±8e-3 0.80±1e-2
CS 0.11±4e-3 0.20±3e-3 0.24±4e-3 0.10±3e-3 0.10±3e-3 0.09±3e-3
Dtlz9
γ 0.90±5e-3 0.16±7e-3 0.57±5e-3 0.64±7e-3 0.77±7e-3 0.90±5e-3
∆ 0.62±5e-3 0.71±1e-2 0.52±6e-3 0.49±6e-3 0.45±4e-3 0.61±6e-3
CS 0.11±8e-3 0.51±1e-2 0.34±7e-3 0.23±8e-3 0.24±8e-3 0.13±7e-3
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gives a good idea of the convergence and distribution of the solutions accomplished by
both ǫ-approaches in a particular case.
The ZDT1 30-variable problem has a convex Pareto-optimal front (Zitzler et al.,
2000). The NSGA-II approaches achieved the best γ and CS values. The coneǫ-MOEA
also ranked well in these metrics. Because of the coneǫ-concept, this method achieved
the second best spread of solutions. The SPEA2 obtained the overall best value in
this metric. The ZDT2 30-variable problem represents the counterpart of ZDT1, and
tests the ability of the MOEA to approximate non-convex Pareto-optimal solutions
(Zitzler et al., 2000). The coneǫ-MOEA has significantly outperformed the other meth-
ods in the γ and CS indicators. Regarding the diversity found, the SPEA2 and the
coneǫ-MOEA were the two best ones. No significant differences were observed for the
HV indicator in both problems.
As we have observed for the Pol test, the ZDT3 problem provides difficulties by
introducing discontinuities in the objective space, with a Pareto front consisting of se-
veral disconnected convex parts. However, the Pareto-optimal set in the 30-variable
parameter space has no discontinuity (Zitzler et al., 2000). The coneǫ-MOEA ranked
third in the γ and CS measures. The ǫ-MOEA and the SPEA2 presented either a good
convergence or diversity: the ǫ-MOEA found the best γ value and the worst ∆ mea-
sure; on the other hand, the SPEA2 ranked first for the diversity measure at the cost of
the worst γ value.
The ZDT4 10-variable problem contains a number of local Pareto-optimal fronts
and, therefore, tests the ability of the MOEA to deal with multimodality, providing
challenges for a MOEA to converge to the global Pareto front (Zitzler et al., 2000). In
this problem, the coneǫ-MOEA has achieved the best spread of solutions. On the other
hand, the NSGA-II performed better in terms of convergence, HV and CS, followed
by the ǫ-MOEA and coneǫ-MOEA in these metrics.
In the ZDT6 10-variable problem, the Pareto-optimal solutions are nonuniformly
distributed along the global Pareto front (Zitzler et al., 2000). Essentially, very small
differences were observed for both convergence and hypervolume metrics. The SPEA2
presented the best diversity, followed by the ǫ-MOEA and the coneǫ-MOEA. For the
CS indicator, the ǫ-MOEA and the C-NSGA-II ranked last.
The three-objective DTLZ1 test problem has seven decision variables, and the
Pareto-optimal solutions lie on a plane satisfying
∑m
i=1 fi = 0.5, such that fi ∈ [0, 0.5]
for all i = {1, 2, 3} (Deb et al., 2005b). Small differences were observed for the algo-
rithms regarding the HV and CS metrics. The ǫ-MOEA has achieved the best con-
vergence, followed by the coneǫ-MOEA and the NSGA-II*, and the coneǫ-method has
outperformed the other algorithms in finding a well-distributed set of solutions. The ǫ-
MOEAwas better than the NSGA-II -based methods in terms of diversity, possibly due
to the use of the ǫ-dominance, which tends to avoid the clumping of solutions. Figure
10 presents a visual comparison between the outcome of a typical run of each MOEA
considered in this study. It can be seen that the distribution of solutions obtained by
the NSGA-II and NSGA-II* are poorer than the other MOEAs.
The DTLZ2 12-variable test problem has a spherical Pareto-optimal front satisfy-
ing
∑m
i=1 f
2
i = 1, such that fi ∈ [0, 1] for all i = {1, 2, 3} (Deb et al., 2005b). For the
hypervolume and coverage of many sets quality indicators, the use of coneǫ-dominance
was able to provide a small advantage over the other approaches. Additionally, the
coneǫ-MOEA and NSGA-II* have achieved the best convergence, and the clustering
techniques employed in SPEA2 and C-NSGA-II provided the overall best∆ values. Al-
though no significant differencewas found between the coneǫ-MOEA and the ǫ-MOEA
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Figure 10: Efficient solutions generated for problem DTLZ1, considering the estimated
ǫ values provided in Table 3. The fronts presented are the outcome of a typical run.
for the diversity metric, it can be seen from Fig. 11 that the border regions of the Pareto
front were better mapped by the coneǫ-method. Notice that, even though these fronts
are the outcome of a single run, both the ǫ and the coneǫ-concepts yielded very sim-
ilar distributions of points in all runs. In the case of the ǫ-MOEA, there seems to be
a considerable gap between the boundary solutions and their nearest neighbors. This
happens because of the gentle slope near the boundary solutions on a spherical surface,
and the fact that the ǫ-dominance does not allow any point to be nondominated within
an ǫi in the i
th objective (Deb et al., 2003, 2005a).
The DTLZ3 12-variable test problem has a large number of local Pareto-optimal
fronts and investigates the ability of the MOEA to converge to the global Pareto front.
As in the previous problem, the global front satisfies
∑m
i=1 f
2
i = 1, such that fi ∈ [0, 1]
for all i = {1, 2, 3} (Deb et al., 2005b). In this problem, the coneǫ-MOEA ranked fourth
in the ∆ and fifth in the γ metric. The SPEA2 and ǫ-MOEA presented the best overall
values in these indicators, respectively. Small differences were observed for the other
two quality measures.
The DTLZ4 12-variable test problem introduces a nonuniform density of solutions
on the three-objective Pareto-optimal set, and so it investigates the ability of the MOEA
to maintain a good distribution of solutions on the corresponding front. The global
optimal front is the surface represented by
∑m
i=1 f
2
i = 1, in which fi ∈ [0, 1] for all i =
{1, 2, 3} (Deb et al., 2005b). As this problem has a greater density of solutions near the
f1–f2 and f1–f3 planes, some runs of all the algorithms achieved solutions only in these
regions. In this problem, the NSGA-II* was the best in terms of convergence, followed
by NSGA-II, SPEA2, C-NSGA-II, and ǫ-MOEA, which presented an advantage over the
coneǫ-method. Concerning the spread of solutions, the best methods were the SPEA2
and C-NSGA-II, followed by both ǫ-approaches. Although there is a difference in ∆ in
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Figure 11: Efficient solutions generated for problem DTLZ2, considering the estimated
ǫ values provided in Table 3. The fronts presented are the outcome of a typical run.
favor of the ǫ-MOEA when compared with the coneǫ-MOEA, it can be seen from Fig.
12 that the border regions of the Pareto front were better mapped by the coneǫ-method.
Note again that, even though these fronts are the outcome of a single run, both the ǫ
and the coneǫ-concepts yielded similar distributions of solutions in all runs. Regarding
theHV and CS metrics, only small differences were observed between the algorithms.
The three-objective 12-variable DTLZ5 problem has a Pareto-optimal front satis-
fying
∑m
i=1 f
2
i = 1, in which fi ∈ [0, 1] for all i = {1, 2, 3}. This problem tests the
ability of the MOEA to find a lower-dimensional Pareto curve while dealing with a
higher-dimensional objective space (Deb et al., 2005b). In this problem, the NSGA-II*
achieved the best convergence, closely followed by the NSGA-II and SPEA2. For the
diversity indicator, the clustering-based methods (SPEA2 and C-NSGA-II) provided
the best overall ∆ values. The coneǫ-MOEA performed worst in these metrics. The
DTLZ6 problem is basically a harder version of the DTLZ5 (Deb et al., 2005b). In this
case, the coneǫ-MOEA presented the best and the second best performances in finding
well-converged and well-distributed solutions, respectively. Once more, the HV and
CS metrics presented very small differences between the algorithms tested.
The 22-variable DTLZ7 problem has a disconnected set of Pareto-optimal areas in
the search space, and tests the ability of the algorithm to maintain subpopulations in
different Pareto front regions (Deb et al., 2005b). The ǫ-MOEA has outperformed the
other methods in the convergence indicator, and the SPEA2 achieved the best∆ value,
closely followed by ǫ-MOEA and C-NSGA-II. The coneǫ-method ranked fourth in this
measure. Again, the HV and CS metrics presented very small differences between the
algorithms, with positive gains in favor of the SPEA2 in both cases. Figure 13 shows the
outcome of a typical run of each algorithm considered in this study. Since the influence
on the ordering of points performed by the cone of dominance was limited to a local
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Figure 12: Efficient solutions generated for problem DTLZ4, considering the estimated
ǫ values provided in Table 3. The fronts presented are the outcome of a typical run.
neighborhood in the objective space when using κ = 0.5, the coneǫ-method was not
able to estimate a well-spread approximation of the global Pareto front (see Fig. 13(f)),
which may also have adversely affected the convergence of the approach. Due to this
feature, both the coneǫ-MOEA and the NSGA-II presented a very similar distribution
of solutions on this test. Note, however, that the performance of the coneǫ-approach
should be improved by considering a smaller κ value, and a more desirable quality for
the convergence and diversity of the solutions could be found.
In the three-objective 30-variable DTLZ8 problem, the overall Pareto-optimal front
is a combination of a straight line and a hyperplane. This problem involves ng = 3 ine-
quality constraints: the straight line is the intersection of the first ng−1 constraints, and
the hyperplane is represented by the last one. MOEAs may find difficulty in achieving
solutions in both the Pareto regions and also in maintaining a good distribution of solu-
tions on the hyperplane (Deb et al., 2005b). In this study, the constraints were handled
using a simple penalty method (fi + 1000
∑ng
j=1max (0, gj)) for all the algorithms. As
discussed elsewhere (Deb et al., 2003, 2005a,b), the domination-basedMOEAs suffer, in
this particular problem, from what is known as the “redundancy problem”. In gene-
ral terms, even though some solutions are found on the global Pareto front, there exist
many other weakly nondominated solutions in the final archive. In Fig. 14(a), these “re-
dundant solutions” are those that are on the adjoining surfaces of the Pareto-optimal
front, and their presence in the final nondominated set is very difficult to eradicate in
real-parameter MOEAs (Ikeda et al., 2001). Due to this feature, the obtained set of so-
lutions may wrongly find a higher-dimensional surface than the Pareto-optimal front,
although the global Pareto front may be of smaller dimension. As a direct consequence,
the S-metric (HV ) is not appropriate for this problem, as the redundant solutions may
affect the hypervolume indicator, and was not considered in this case. Figure 14(e)
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Figure 13: Efficient solutions generated for problem DTLZ7, considering the estimated
ǫ values provided in Table 3. The fronts presented are the outcome of a typical run.
shows that many of these redundant solutions get ǫ-dominated by the Pareto-optimal
solutions found. In the case of the coneǫ-approach, as the cone of dominance presented
a local effect in the objective space when using κ = 0.5, and only few redundant solu-
tions were removed from the archive (see Fig. 14(f)). Again, it is important to observe
that a global effect can be performed by choosing a smaller κ value (e.g, a κ→ 0would
achieve the same results as the ǫ-dominance). From Table 8, it can be seen that the
clustering-based methods achieved the best ∆ values. Although no significant differ-
ence was found between the ǫ-methods in finding well-distributed solutions, they have
outperformed the NSGA-II andNSGA-II* in this indicator. The ǫ-MOEA found the best
result for the γ metric, followed by the coneǫ-algorithm. The overall best CS measure
was obtained by the coneǫ-MOEA.
The 30-variable DTLZ9 problem is also created using the constraint surface ap-
proach employed by the DTLZ8 test. The Pareto-optimal front is a curve in a three-
dimensional objective space, and the density of solutions gets thinner towards the
Pareto-optimal region. This curve lies on the intersection of all the inequality cons-
traints. As in the previous problem, the DTLZ9 test investigates the ability of the
MOEA to dealwith redundant solutions (Deb et al., 2005b). Again, the constraints were
handled using a penalty method (fi + 1000
∑ng
j=1max (0, gj)) for all the algorithms. A
two-dimensional plot of the Pareto-optimal curve on the f1–f3 plane allows an easier
visualization of the solutions obtained (see Fig. 15). From Table 8, it can be seen that
the clustering-based methods and the coneǫ-MOEA have presented the best measures
in terms of solution diversity. However, the ǫ-MOEA strongly outperformed all other
approaches in terms of γ andCS values, followed by the coneǫ-MOEA in these metrics.
Once again, the S-metric (HV ) was not considered in this problem since redundant so-
lutions may affect the ability of the hypervolume indicator to adequately quantify the
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Figure 14: Efficient solutions generated for problem DTLZ8, considering the estimated
ǫ values provided in Table 3. The fronts presented are the outcome of a typical run.
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Figure 15: Efficient solutions generated for problem DTLZ9, considering the estimated
ǫ values provided in Table 3. The fronts presented are the outcome of a typical run.
Technical Report, n. 2013/01, 2013 35
Cone ǫ-Dominance: An Approach for EMO L.S. Batista et al.
Ca
rd
in
al
ity
Deb52 Dtlz1 Dtlz2 Dtlz3 Dtlz4 Dtlz5 Dtlz6 Dtlz7
Dtlz8 Dtlz9 Pol Zdt1 Zdt2 Zdt3 Zdt4 Zdt6
PSfrag replacements
coneconeconeconeconeconeconecone ǫǫǫǫǫǫǫǫ
0
0
20
20
40
40
60
60
80
80
100
100
Figure 16: Distribution of cardinalities of the final fronts returned by the ǫ-MOEA and
coneǫ-MOEA for the test problems considered.
7.3 Cardinality analysis
It is interesting to verify that the estimated values of ǫ used for the ǫ-MOEA and coneǫ-
MOEA were able to provide final archive sizes of approximately 100 solutions. To
be more precise, the mean and standard error for the cardinality of the ǫ-MOEA was
96.6 ± 0.51, and for the coneǫ-MOEA it was 98.2 ± 0.40. While both approaches had
mean values slightly smaller than the nominal 100 (which was achieved in all runs by
the NSGA-II, NSGA-II*, C-NSGA-II and SPEA2), the analysis of the results obtained
does not indicate that this had any deleterious effect on these two algorithms. Figure
16 illustrates the distribution of the cardinalities of the final fronts obtained by the ǫ-
MOEA and coneǫ-MOEA for the 16 test problems considered.
While the results above suggest no evidence that the mean final population sizes
of the algorithms are different, some questions remain open to question. In particular
the issue of whether the ǫ- or coneǫ-dominance criteria are capable of producing com-
petitive or superior results when exactly the same number of points is considered is a
point that deserves some attention.
To address the issue above, a complementary experiment was performed in order
to isolate the possible effects of different cardinalities from the effects of the dominance
criteria themselves. The experiment takes advantage from the fact that the test pro-
blems employed in this work have known, very finely-sampled Pareto-optimal fronts,
and was designed as follows.
A number of desired points was chosen, and each dominance criteria was allowed
to choose a set of exactly the prescribed size. In the case of the ǫ-dominance, the values
of ǫ were calculated using (8), and afterwards adjusted using small perturbations until
the desired number of solutions was reached. For the coneǫ-dominance, eleven values
of κ were chosen, covering the entire range of this parameter. For each value, the ǫ va-
lues were calculated using (15), and then adjusted to match the desired cardinality. For
the one-at-a-time crowding distance and the clustering criteria from SPEA1/C-NSGA-
II and SPEA2, no parameters other than the desired set size had to be set.
After each of the dominance criteria returned the selected sample from the Pareto
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set, the quality metrics∆ andHV were calculated for the sets4, and compared using the
criteria as the experimental factor levels, and both Problem and Cardinality as blocking
factors. The parameters used in the experiment were:
• Cardinality: twenty values of cardinality, from 181 to 200 points, were used;
• Problems: six problems from the test set were used: DEB52, POL, DTLZ2, DTLZ7,
ZDT1 and ZDT3;
• Criteria: the criteria tested were:
– Crowding distance (CD), as implemented in the NSGA-II*;
– Clustering (CL1), as implemented in the C-NSGA-II;
– Clustering (CL2), as implemented in the SPEA2;
– ǫ-dominance (ǫ);
– coneǫ-dominance (cone);
• κ values: the kappa values were chosen so as to cover the entire variation range
of this parameter. Nine equally-spaced points were included (0.1, 0.2, . . . , 0.9)
together with two extreme points (0.01 and 0.99);
The analysis of this experiment was performed in two parts: first, the effects of the
κ values on the performance of the coneǫ-criterion on the ∆ and HV metrics was in-
vestigated. The best-, median-, and worst-case instances of the coneǫ-dominance were
then included in an overall comparison against the performance of the remaining cri-
teria. In both cases, the randomized complete block design (Montgomery, 2008) was
used, with both Problems and Desired Cardinality as blocking factors.
Figure 17 shows the results concerning the effects of κ on the performance of the
coneǫ-dominance approach in this matched-cardinality experiment. These results sug-
gest that, for the test problems employed, the performance of this approach regarding
both metrics is reasonably robust to variations in the value of κ within a broad range,
with no significant differences for κ ≥ 0.3. As the value of κ is reduced below 0.3, the
performance concerning the ∆ metric significantly worsens, with a marked decrease
in the effectiveness of the criterion for κ = 0.01. For the HV metric no statistically
significant differences were detected.
From the results of the κ analysis, three cases were selected for the overall analysis:
worst, median, and best case performance. Since the HV metric presented no signifi-
cant differences, the point estimator of the ∆ metric was used as the ranking variable.
The worst, median, and best cases were, respectively, κ = 0.01, κ = 0.5 and κ = 0.8.
These three variants of the coneǫ approach were compared with the remaining criteria,
yielding the results shown in Figure 18.
These results suggest an interesting view of the ability of the dominance criteria
examined to maintain a diverse set of solutions. As expected, the HV metric did not
present relevant differences5, as the criteria were already working on samples taken
from the Pareto-optimal set. As for the ∆ metric, it can be seen that the statistical
ordering of the results, at the 99% confidence level, was:
4In this case comparisons of the γ andCSmetrics would be pointless, since all criteria are alreadyworking
on samples of the Pareto-optimal front.
5While the differenceswere statistically significant, the practical effect is essentially zero, as themagnitude
of the differences for this metric is vanishingly small.
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Figure 17: Effect of different κ values on the performance of the coneǫ-dominance, after
removing problem and cardinality effects. The bars represent 99% confidence intervals,
and the dotted line shows the grand mean for each metric.
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These results suggest that the only criterion significantly better than the best- and
median-case coneǫ-approach was the clustering mechanism used in the SPEA2. The
ǫ-dominance had the worst diversity performance in this experiment, followed by the
worst-case coneǫ which, with κ = 0.01, was close to the condition where it effectively
becomes equal to the ǫ criterion. In general, the coneǫ-dominance criterion seems to be
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a competitive alternative to the clustering and crowding distance approaches as long as
it employs its usual values for the κ parameter, e.g., the median case κ = 0.5 used in the
experiments reported throughout this paper. Moreover, the ǫ-based methods were not
designed for the purpose of imposing an ordering on a non-dominated set, while the
clustering and crowding distance methods allow for this ordering, making them less
sensitive, in terms of diversity metrics, to the removal of points. These characteristics
may explain the statistical ordering observed in the experiment.
7.4 Possible Extensions
From the results discussed previously, one can notice that while generally effective, the
coneǫ-method appears to have difficulties in dealing with the redundant solutions (see
Fig. 15(f)), which may negatively affect its behavior. In problems where redundant so-
lutions are known to exist, the performance of the coneǫ-approach could be improved
by using smaller κ values. More importantly, some authors argue that the probability
of occurrence of this “redundancy problem” becomes higher as the number of objec-
tives is increased (Deb et al., 2005b). Indeed, an extension of the coneǫ-concept should
be used to handle these classes of problems. A simple and efficient strategy can be ob-
tained by extending the area cone-dominated by a solution, e.g., as in the α-dominance
(Ikeda et al., 2001). Since in this case the cone of dominance ensures the Pareto opti-
mality, only a single linear system should be solved, thus decreasing the computational
complexity of the method. Also, the adoption of a hypergrid in the objective domain
remains very useful in order to guarantee the convergence and the diversity preserva-
tion during the evolution of a MOEA. However, a deeper investigation on the char-
acteristics and performance of the coneǫ-dominance on many-objective optimization
problems (MaOPs) is left for a future work. Preliminary results on the ability of the
ǫ- and coneǫ-dominance criteria to adequately order sets of points in multi and many-
objective optimization problems can be found in (Batista et al., 2011a).
8 Conclusions
In this paper we presented a relaxed form of dominance, named the coneǫ-dominance,
for improving the convergence and diversity preservation capabilities of multiobjec-
tive evolutionary algorithms. This alternative dominance criterion can be seen as a
hybridization of the concepts of ǫ-dominance and of proper efficiency with respect to
cones. After presenting the mathematical definition of the coneǫ-dominance, we incor-
porated this concept into a steady-state MOEA, and showed that the computational
complexity of this MOEA is O
(
(mN)2
)
in the worst case.
A comprehensive evaluation of the coneǫ-dominance strategy was also presented.
We employed sixMOEAs to evaluate the relative effectiveness of the proposedmethod-
ology: NSGA-II, SPEA2, C-NSGA-II, ǫ-MOEA, NSGA-II*, and coneǫ-MOEA. The per-
formance of these algorithms was quantified by means of four different metrics, se-
lected to evaluate the convergence and diversity of the final fronts obtained by each
algorithm: the convergence metric (γ), the diversity metric (∆), the hypervolume or
s-metric (HV ), and a proposed generalized form of the coverage of two sets metric,
named the coverage of many sets (CS). For the experimental design, sixteen two- and
three-objective test problemswere selected, including the classic DTLZ and ZDT bench-
mark families.
The results obtained for the four metrics were analyzed both in terms of statistical
significance and magnitude of the differences. From the analysis of the effect sizes,
calculated for each algorithm on each metric after removing the problem effects, we
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could conclude that the coneǫ-MOEA was capable of providing an efficient balance
between convergence and diversity. These results strongly support the conclusion that
the proposed algorithm is an interesting and competitive approach for the solutions of
multiobjective optimization problems.
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