It is a many valued function of z. We shall take as its principal branch that which lies in the z-plane cut along the negative real 524 R. S. PATHAK axis. It is a fact that W k>m (z) = W ki -m (z) [7, p. 11] , therefore, we lose no generality in restricting according to 0 <J Re m < °°. The asymptotic behaviors of Whittaker functions for large values of z are the following [2, pp. 734-735] . For any fixed ε > 0 and \z\ -• oo, ( 3 ) e-W'Wu^z) = e~^z 
0{\z\-λ )}
(--^ + e < arg « <-7Γ -ε) .
Δ
The other results that we shall need are the following differentiation formula [7, p. 25] ( 6) jL{e-^χ™~^W k , m (x)} --e ax and the indefinite integral [2, p. 733] (a -ί) J ^^^/(
7) --lm
--(fc Now, we reproduce Meijer's inversion theorem in the original form.
THEOREM (Meijer) . Let F(s) respectively, where Δ x and V x are defined as below:
oo JO
REMARK. The operator Δ x can be applied on any C°°(JB + ) function φ any number of times which satisfies the asymptotic orders
where a + 2 Re k < 0. If φ {r \x) possess exponentially small aymptotic orders as x-+ oo, then this condition does not apply. The operator F x can be applied to any C°°(J? + ) function φ any number of times which satisfies the asymptotic orders 
J CO
This proves the lemma.
COROLLARY. 
The differentiation and integration operators as defined in Lemma
where σ f is called the abscissa of definition.
LEMMA 2. Let Re m ^ 0, and let a and b (>a) be two real numbers. Then, for Re ζ ^ 6, ζ Φ 0, -π < arg ζ <; π and 0 < t < °o, (20) \e where A is a constant independent of ζ αwd £, emώ λ r = Re (m + fe).
Proof. The proof can be given by following the technique of Zemanian [14, p. 184] These estimates can easily be obtained from the series representation (2) and the asymptotic expansion (3).
THEOREM 1. (Analiticity of F(s)). For Res>σ f , let F(s) be the Meijer transform of fe ^a'™' defined by (19). Then, F(s) in analytic and
where Re m ^ 0.
Proof. Using the differentiation formula (6), series representation (2) and the asymptotic expansion (3) we observe that d/dsK(st) ê a >m (I) and hence the right-hand side of (21) is meaningful. Using Lemma 2 and following the technique of Zemanian [14] used in proving Theorem 6.5-1, p. 185, the proof can be given. 5* Inversion and uniqueness. In this section we shall prove an inversion theorem for the distributional Meijer transform and then deduce an uniqueness theorem. LEMMA 
For Res > σ ff let F(s) be defined by (19). Let φe D(I), and set
(by Lemma 2) .
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This proves that I{τ)e^k a ' m and hence the right-hand side of (22) [c, d] Proof. In view of the definitions of the operators Δ x and F x , we have -(fc Now, break up the integration (24) into integrations on c < t < τ -δ, τ -δ <t <τ + δ and τ + δ < t < d where 0 < δ < c and denote the corresponding integrals by I 19 J 2 , and I z respectively. We shall show first that
converges uniformly to zero on 0 < τ < oo as r -> oo. If either τ + δ^c or τ -8 ^> d, then J 2 Ξ 0 and φ n (τ) = 0. Therefore, we consider the case c -< §<r<ίZ+δ. Now, for s -σ ± ir where σ > 0 is fixed, using the asymptotic orders (3), (4), and (5) It is a simple exercise to show that the second and third terms on the right-hand side of (26) Then Cr(ίc, τ) is a continuous function of (x, τ) for x + τ > 0 and r > 0. Consequently, the first term in (27) can be made less than ε/3 for all r > 1 by choosing δ small enough, say δ = <5 2 . Now, fix δ -min (δ lf δ 2 ). Since the second term in (27) converges uniformly to zero on 0 < Γ < oo asr->w, we conclude that Since ε > 0 is arbitrary, V r (τ) converges uniformly to zero on 0<τ< oo as r->oo. Following the technique of Zemanian [14, it can be shown that
e^τ^Ifc)
and e aτ τ k+m l z (τ) converge uniformly to zero on 0 < τ < oo as r-> oo. This proves the lemma. Now, we are able to establish the following inversion theorem.
THEOREM 2 (Inversion). Let F(s) be the distributional Meijer transform of fe^ϊ m '(I) for Res > σ f defined by
where Re m ^ 0, Re (m -k) ^ 0 and Re k < 1/2. Tftew for each φ(x) e lim ( (29) '-co \2τα Γ(l + 2m)
where σ is any fixed number greater than a.
Proof. Recall the definitions (10) and (11) of K(x) and H(x) respectively. The theorem will be proved by establishing the following string of equalities.
(30) (-L \ F(s)H(st)ds, φ(t)
Since ^(t) is of compact support (30) is a repeated integral on (£, ft)) and consequently (30) equals (31). Since by Theorem 1 F(s) is analytic, for fixed r we can change the order of integration and arrive at (32). To which an application of Lemma 3 yields (33). Now, (33) goes into (34) by Lemma 4.
From the above inversion theorem the following uniqueness theorem can be deduced as a corollary. 6. An operation-transform formula* Now, we shall obtain an operation-transform formula which may be used in solving certain integrodiffierential equations.
We define an operator Δ*:
for all /e^* m '(I) and φe^k' m (I). Let us call Δ% as the adjoint of the operator Δ x defined by (14). It can also be shown that for all r -1, 2, 3, and φ(x) e ^k a > m (I),
It can be readily seen from the definitions of the operators Δ x and V x given in §2 that if / is a regular generalized function in ^* m '(J) generated by a member of D(I), then Δϊf = VJ . Sufficiency. Let g be a real number greater than 1 and let n be a positive integer such that n -# is greater than or equal to the degree of P b (\s\) . Then, s~nF(s) satisfies the assumptions of Meijer's theorem stated in §1 and therefore, for Res > c > 6,
Using the series representation (1) and the asymptotic expansions (4) and (5) Proof. The proof is analogous to a number of proofs available in the literature [10, pp. 272-274; 6, pp. 14-15] and therefore is omitted.
8* Applications* Now we will apply our inversion theory to the solution of certain integrodifferential equations.
(a) Solution of P{A*)u = g. Let P be any polynomial. For Rem^O and Rek <^ -Rew< 1/2, consider the operational equation
where g is a given Meijer transformable generalized function and u is unknown generalized function. Now to determine u, using (35) we apply the distributional Meijer transformation to (41) and get P(-8)U(8)=G (8) where G(s) = ^/^, m g for Re s > σ g . Let σ p be the largest of the real parts of the roots of P( -s) = 0. Then G(s)/P( -s) satisfies hypotheses of Theorem 4 on some half-plane {s | Re s ^ b > max (0, σ g , σ p )} and hence it is a distributional Meijer transform of some u e ^l*™'. We may apply the inversion formula (29) to get u. Thus -Jσ-ίr in the sense of equality in D\I) 9 which is a solution of (41). This solution is in fact a restriction of u e ^\' m \I) to D(I), and is unique in view of the corollary following Theorem 2.
By arguments preceding Theorem 3 one can easily verify that u as determined by (42) is also a solution to the distributional integrodifferential equation 
