ABSTRACT
INTRODUCTION
Most biological functions involve the coordinated actions of many proteins in the cell, and the complexity of biological systems arises as a result of such interactions. It is therefore important to understand biological systems through the analysis of the relationships amongst many proteins. The functional behaviors of proteins in the biological system can be represented by a graph with the proteins as nodes and with their functional interactions as edges. Examples of such biological networks include metabolic networks, proteinprotein interaction networks, gene regulatory networks and signaling networks. A grand challenge in recent computational biology is to infer the structures of such biological networks from various genomic data and molecular information. Recent developments in biotechnology have contributed to an increasing amount of highthroughput experimental data on transcriptome and proteome. Such datasets are useful sources to computationally infer large biological networks.
To infer the biological network of a species of interest, there are two possible information sources, intra-species information such as genomic data and cross-species information such as evolutionary data. The first type of information includes genomic or experimental data about genes or proteins of the target species, for example, gene order information for the chromosomes of bacterial genomes (Overbeek et al., 1999) , phylogenetic profiles (Pellegrini et al., 1999) , and gene expression patterns (Kharchenko et al., 2004) . Recently, a variety of supervised statistical methods for inferring biological networks based on the integration of these types of data have been developed based on dimension reduction and binary classification framework, and they have been tailored to infer how likely the existence of each link is within the protein set. Examples of metric learning include kernel canonical correlation analysis (Yamanishi et al., 2004) , dimension reduction and the em-algorithm (Kato et al., 2005) . A typical binary classification framework such as a support vector machine with pairwise kernels (P-SVM; BenHur and Noble, 2005) takes pairs of proteins as inputs for the classifiers. Owing to the applicability to many biological networks and their good predictive performance, the supervised network inference methods are becoming popular tools in bioinformatics Simultaneous inference of biological networks of multiple species and computational biology. However, they require considerable computational resources and they suffer from serious scalability problems. For example, the time complexity of the quadratic programming problem for the P-SVM is O(m 6 ), where m is the number of proteins in the largest network, and even worse, the space complexity is O(m 4 ), which is just for storing the kernel matrix.
The other type of information that can be used for inferring biological networks is evolutionary information about the conservation of protein interactions, called interlog (Matthews et al., 2001; Walhout et al., 2000) . This concept is based on the assumption that, if protein α interacts with protein β in one species, then their orthologous proteins α and β in other species are likely to interact with each other. This idea is used not only for inferring physical protein-protein interactions but also for automatic metabolic pathway reconstructions for the fully sequenced genomes (Moriya et al., 2007) . However, the interlog approach cannot work if significant sequence homology is not detected across different species, which means the number of detectable interactions is limited and it is impossible to predict species-specific interactions in any biological network. To date, the genome-databased approach and the evolutionary-information-based approach have been studied separately for inferring biological networks (Kato et al., 2005; Matthews et al., 2001; Walhout et al., 2000; Yamanishi et al., 2004 Yamanishi et al., , 2005 , but both kinds of information should be complementary to each other for prediction reliability. Recall that all of the existing supervised network inference methods are supposed to infer an individual biological network from genomic data for each species. Therefore, we believe that it will be more effective to use genomic data and evolutionary information simultaneously, rather than to use genomic data alone, in the framework of supervised network inference. The effectiveness was confirmed for a gene regulatory network in an unsupervised context (Tamada et al., 2005) .
In this article, we describe a new semi-supervised learning method that we call Link Propagation for inferring the biological networks of multiple species from genome-wide data and evolutionary information. While the existing methods infer each of the networks individually based only on genomic similarity information of each species (Fig. 1a) , the proposed method can simultaneously infer multiple networks by also exploiting cross-species evolutionary information such as sequence similarities among the protein sequences of different species (Fig. 1b) . The proposed method is an extension of the semi-supervised learning method called label propagation (Zhou et al., 2004; Zhu et al., 2003) , which is used in various bioinformatics applications (Hwang et al., 2008; Mostafavi et al., 2008; Tsuda et al., 2005; Weston et al., 2004) . To the best of our knowledge, we are the first to extend the semi-supervised approach to network inference (Fig. 2 ).
An important feature of the proposed method is its computational efficiency. The proposed method is far more efficient than the P-SVM, which is one of the state-of-the-art network inference methods using the same similarity definition as that of our new method. By applying the computational technique called 'vec-trick' (Laub, 2005; Vishwanathan et al., 2007) , we can reduce the time complexity and the space complexity for solving a system of linear equations of the new method. The time complexity of the accelerated conjugate gradient algorithm is O(m 5 ) and its space complexity is only O(m 2 ), which are smaller than those of the P-SVM, since the time complexity of the P-SVM is O(m 6 ) and the memory requirement of the P-SVM is O(m 4 ). In our empirical experiments, we improved the speed by 100 times. Also, the method is quite simple and easily implementable without optimization packages.
The method was used for the simultaneous reconstruction of the metabolic networks of three species, Caenorhabditis elegans, Helicobacter pylori and Saccharomyces cerevisiae, using intra-species and cross-species information. We extracted the intra-species information from the microarray gene expression data of each species, and obtained the cross-species information from the amino acid sequence similarities of the proteins of the three species. The experimental results showed that (i) the simultaneous network inference of the multiple species improved the predictive performance, and (ii) the accuracy of the proposed algorithm is competitive with the conventional approaches such as the P-SVM, while the computational cost is lower. 
MATERIALS

Gold standard metabolic network
In this study, we are focusing on the metabolic networks of three species: C.elegans, H.pylori and S.cerevisiae. The information about these metabolic networks was obtained from the KEGG PATHWAY database (Kanehisa et al., 2008) . The metabolic network of each species is represented by a graph with proteins as nodes, and with enzyme-enzyme relationships as links. A link indicates that two proteins are enzymes that catalyze successive reactions in known pathways. The number of nodes in the metabolic networks of C.elegans, H.pylori and S.cerevisiae is 532, 291 and 722, respectively. The number of links for the three species is 2892, 492 and 2323, respectively. In total, we obtained a network with 1545 nodes and 5707 links. Note that our analysis is not restricted to the intersection of the three networks, and the metabolic network of each species consists of not only core reactions but also species-specific reactions. We constructed three adjacency matrices A (1) , A (2) , and A (3) representing the metabolic networks of C.elegans, H.pylori and S.cerevisiae, respectively.
Cross-species sequence similarity
The amino acid sequences of the proteins for the three species were obtained from the KEGG GENES database (Kanehisa et al., 2008) . We computed the sequence similarities between two proteins g and g using a normalized Smith-Waterman score, which is computed as s(g,g )/( s(g,g) s(g ,g )), where s(·,·) is the original Smith-Waterman score (Smith and Waterman, 1981) . We normalized the score because we wanted to make the sequence similarity and the expression similarity have the same range so that we could use them combined in one model. Applying this operation to all protein pairs across the three species, we constructed three cross-species sequence similarity matrices W (1,2) , W (2,3) , and W (3,1) for (i) C.elegans versus H.pylori, (ii) H.pylori versus S.cerevisiae and (iii) S.cerevisiae versus C.elegans, respectively. Note that W (1,2) = W (2,1) , W (2,3) = W (3,2) and W (3,1) = W (1,3) .
Gene expression data
If we use only the cross-species sequence information, inferable parts of the networks are limited to their core parts because of the divergent evolution problem. However, the use of the gene expression data helps inferring evolutionarily divergent parts.
The gene expression profiles of the three species were obtained from the multiple-species gene recommender (MSGR) (Chen et al., 2007) , where the original data were constructed based on the Gene Expression Omnibus (Stuart et al., 2003) . The gene expression profiles of C.elegans, H.pylori and S.cerevisiae were 1209, 293 and 753 microarray hybridization measurements, respectively. Therefore, each enzyme in the above three species is represented by a vector x whose dimensions are 1209, 293 and 753 dimensions, respectively. After the missing values were replaced with the mean value in each experiment, the gene expression similarity was evaluated with the Gaussian RBF (radial basis function) kernel k(x,x ) ≡ exp(−||x−x || 2 /(2γ 2 )) with γ ≡ 2. We constructed three gene expression similarity matrices W (1,1) , W (2,2) and W (3,3) for C.elegans, H.pylori and S.cerevisiae, respectively.
METHOD
Problem setting
We are considering the problem of inferring the biological networks of n species (in our case n = 3). Let m (k) be the number of nodes (i.e. proteins) in the network of the k-th species, and m be the number of nodes in the largest network. Let A (k) be the adjacency matrix for the k-th network (k = 1,2,...,n), where the (i,j)-th element [A (k) ] i,j ≡ 1 if a link exists between the i-th node and the j-th node in the k-th network, and
..,A (n) ) the ordered set of the adjacency matrices. Note that we assume A (k) is symmetric in our experiments, but the discussion in this article holds for directed networks if we consider [A (k) ] i,j as a directed link from the i-th node to the j-th node.
Our goal is to infer whether or not a link exists for each of the node pairs whose corresponding element of A is 0. For this purpose, our algorithm provides an ordered set of n matrices F = (F (1) ,F (2) ,...,F (n) ), where F (k) is an m (k) ×m (k) matrix. The (i,j)-th element of F (k) , which we refer to as link strength between the i-th and the j-th nodes in the k-th network, represents how likely it is that a link exists between them. A large value of link strength indicates a high confidence that a link exists, and a small value indicates a high confidence that there is no link. One possible use of link strength is to prioritize the protein pairs whose link statuses should be confirmed in actual biological experiments.
Besides the known parts of the networks, we can also exploit biological information about the nodes (proteins) such as protein sequences and gene expressions. We assume that we are given n 2 non-negative similarity matrices
is the similarity matrix between the nodes in the k-th network and the nodes in the -th network. The (i,j)-th element
indicates the non-negative similarity value between the i-th node in the k-th network and the j-th node in the -th network. Note that W (k, ) = W ( ,k) . In our experiments, the intra-species similarity matrices (W (k, ) for k = ) were defined by the gene expression, and the cross-species similarity matrices (W (k, ) for k = ) were constructed from the protein sequence similarities.
Here is the summary of our task: INPUT:
• An ordered set of n adjacency matrices A = ({A (k) } n k=1 ) representing the known parts of the n networks.
• The n 2 similarity matrices {W (k, ) } n k, =1 representing the similarities among the nodes.
Simultaneous inference of biological networks of multiple species
OUTPUT:
The n matrices F = ({F (k) } n k=1 ) representing the link strengths for all pairs of nodes. 1
Formulation
Our goal is to estimate the link strength by leveraging the known parts of the networks and the node similarities.
Our approach to inferring the unknown parts of the networks is based on the link propagation principle, which is, 'If two pairs of nodes are similar to each other, then the two pairs have similar link strengths' (Fig. 2) . This can be regarded as a pairwise extension of the hypothesis used in the label propagation method (Zhou et al., 2004; Zhu et al., 2003) , which is a wellknown semi-supervised learning method. The label propagation method was originally introduced for another task which is to classify nodes (e.g. proteins) in networks. Some of the nodes are given class labels (e.g. protein classes), and we want to infer the class labels for the other nodes whose class labels are unknown. The label propagation method uses the label propagation principle, that is, 'If two nodes are similar to each other, they are likely to belong to the identical category'. Since we are concerned with links between two nodes, we extend this principle to pairs of nodes. For example, let us consider two node pairs, (i (k) ,j (k) ) in the k-th network and (i ( ) ,j ( ) ) in the -th network. Note that this includes the case of k = . The hypothesis says that, if the two pairs are similar to each other, their link strength [ ( ) should be close to each other.
To formulate this as the objective function of a minimization problem, we need to define a similarity metric between two node pairs. We define the similarity matrix between the node pairs in the k-th network and the node pairs in the -th network as an m (k) 2 ×m ( ) 2 matrixW (k, ) , where the ( ( ) indicates the similarity between the (i (k) ,j (k) )-pair and the (i ( ) ,j ( ) )-pair. It is natural to regard that two pairs of nodes as similar to each other if the two nodes from different pairs are similar to each other (See also Fig. 2) . In this article, we define the similarity matrix for node pairs as the Kronecker product of the node-wise similarity matrices,
where ⊗ denotes the Kronecker product. This is equivalently expressed in an element-wise manner as
This similarity metric is the same as the one used in the kernel methods (Basilico and Hofmann, 2004; Ben-Hur and Noble, 2005; Oyama and Manning, 2004) . To represent the link propagation principle, we define the objective function
where A * ≡ (A (1) * ,A (2) * ,...,A (n) * ) and A (k) * is an m (k) ×m (k) matrix which represents the target values defined as
Here, the vec operation for a matrix refers to a vector constructed by stacking all the columns of the matrix. When the vec operation is applied to the ordered set of matrices F, it indicates that vec F ≡ vec vec F (1) ,vec F (2) ,...,vec F (n) . Also, L in Equation (2) is the
Laplacian matrix defined as
whereD (k) is an m (k) 2 ×m (k) 2 diagonal matrix whose diagonal elements are defined
To obtain the F which minimizes Equation (2), we set ∂J/∂vec F = 0 to find the stationary point, so we obtain the linear equation
To find a solution for the linear Equation (4), we use an accelerated version of the conjugate gradient method (Golub and Van Loan, 1996) . Although the naive application of the conjugate gradient method needs O(m 4 ) space and O(m 6 ) time, we can reduce them to O(m 2 ) space and O(m 5 ) time thanks to the equation called 'vec-trick' (Laub, 2005; Vishwanathan et al., 2007) . The details of the algorithm are described in the Supplementary Material.
RESULTS
Experimental settings
We performed experiments to confirm that the simultaneous inference of the networks of multiple species achieved a higher predictive performance than inferring each network individually. Also, we compared the proposed method with one of the state-of-theart existing methods [the pairwise SVM (Ben-Hur and Noble, 2005) ] to confirm that the proposed method outperformed the existing method in accuracy and execution time.
Inferring each of the networks individually corresponds to inferring them by using only the intra-species similarity matrices. So, for individual inferences, we used W (k, ) for k = , and set all of the elements of W (k, ) for k = to 0. For simultaneous inference, we used W (k, ) for all (k, ). We used the expression similarities defined by the Gaussian kernel (with γ ≡ 2) as W (k, ) for k = (as the intra-species similarity), and the sequence similarities defined by the normalized Smith-Waterman score as W (k, ) for k = (as the cross-species similarity). See Section 2 for the details. All of the similarity matrices were further combined with the polynomial kernel of order 2.
For the second set of results, we compared the proposed method with the P-SVM (Ben-Hur and Noble, 2005) , which is one of the state-of-the-art network inference methods. Since the (tensor product) pairwise kernel (Basilico and Hofmann, 2004; Ben-Hur and Noble, 2005; Oyama and Manning, 2004) used in the P-SVM is basically identical to the similarity metric we use, 2 the P-SVM can also be extended to simultaneous network inference. As the base-kernel matrix for the pairwise kernel matrix, we used the same {W (k, ) } n k, =1 as used in the proposed method. 3 Just as in the proposed method, we can realize both individual network inference 2 It is not always true that the pairwise similarity matrix for simultaneous prediction is a positive-definite kernel, but we verified that the one used in our experiments was positive-definite. 3 The P-SVM gives the link strength for a node pair ( ) , where the α's are the model parameters. and simultaneous network inference by changing the definition of the pairwise kernel matrix. Note that the kernel function was made symmetric, since the networks were symmetric. 4 Since the size of the pairwise kernel matrices were too large to construct explicitly in the available memory, it was not possible to use the standard SVM implementations such as SVM light (Joachims, 2003) . Therefore, we trained the models of the P-SVM by using an online learning algorithm that processes one training example at each training step, so it is computationally and spatially efficient. In our experiments, we used PUMMA (Ishibashi et al., 2008) , whose solutions asymptotically converge to those of the SVM with the squared hinge loss. As the baseline method, we used the kernel regression method called the Nadaraya-Watson estimator (Bishop, 2006) using the same pairwise kernel.
The hyperparameter for regularization in the P-SVM was set to C ≡ 1. All of the training data were processed three times in the training phase for better convergence. The hyperparameters for the proposed method were set as σ ≡ 10 −3 and ≡ 10 −5 .
The results were evaluated by the area under the receiver operating characteristic (ROC) curve (AUC) averaged over five trials (Gribskov and Robinson, 1996) , where each trial used a randomly sampled 25%, 50% or 75% of all of the node pairs as training data. ROC curve plots the true positive rates against the false positive rates, and AUC indicates the area under the curve to evaluate overall performance. More intuitively, AUC is the rate of the prediction value for a randomly picked link being larger than that for a randomly picked no-link in the test set. Table 1 shows the comparison of the individual inferences (with only the intra-species expression similarities) and simultaneous inference (including the cross-species sequence similarities) using the method. The averaged AUCs with their SDs are shown for each training data ratio (25%, 50% and 75%) and for each species and for the whole network. We can see that simultaneous inference improved the performance (by at most 0.06 in AUC) in almost all of the cases. The results imply that the cross-species similarities effectively convey useful information for inference of the network of the other species. The performance improvement for C.elegans was larger than those for H.pylori and S.cerevisiae. We guess this comes from the difference of link density; the link density for C.elegans, H.pylori and S.cerevisiae was 0.020, 0.012 and 0.009, respectively. So the network for C.elegans was the most dense. One idea to correct this imbalance might be to give different weights to each network. Table 2 shows the comparison of the proposed method, the P-SVM and the baseline method using kernel regression. We can see that the proposed method consistently outperformed the others. One of the reasons for this is that the proposed method is a semi-supervised learning method that can exploit the information of the test node pairs whose link status is unknown, while the other methods (the P-SVM and the kernel regression) are simple supervised learning methods which exploit only the information of the training pairs whose link status is known.
Results
Simultaneous inference versus individual inferences
The proposed method versus the P-SVM
Finally, Figure 3 shows a comparison of the execution times using the proposed method and the P-SVM. The total execution times for training and test are shown in log-scale, since P-SVM consists of training phase and test phase, and the proposed method does this at the same time. The execution times for individual inference are the sums of the execution times of individual inference for each species. All of the algorithms were implemented in R for Microsoft ® Windows XP ® on an Intel ® Core ™ 2 Duo CPU T8300 2.40 GHz CPU with 2.0 GB of RAM. Note that all of the training data were processed three times with the on-line P-SVM in the training phase.
Evidently, the proposed method was consistently and significantly faster than the P-SVM. We can see that the proposed method was more than 100 times faster (with 25% training data) and more than 300 times faster (with 75% training data) than the P-SVM. The differences would be reduced if we reduce the number of iterations in the on-line SVM algorithm, but the differences are still assured. Also, although only some fraction of the training data is used in most applications, such remedies will degrade the predictive performance as seen in the previous results (Table 2) .
DISCUSSION AND CONCLUSION
We created a new and efficient semi-supervised learning method for inferring biological networks of different species simultaneously. The main features of the proposed method are: (i) simultaneous inference of multiple biological networks; (ii) semi-supervised learning to exploit the information of protein pairs with unknown links; (iii) computational efficiency; and (iv) simple and easy to implement. Predictive performances are measured in AUC. The proposed method is competitive with the P-SVM that is one of the state-of-the-art methods.
Fig. 3.
Comparison of execution time on a logscale. The proposed method is consistently and significantly faster than the P-SVM (a state-of-the-art existing method).
Several supervised learning approaches have been proposed for network inference, such as an EM-based approach (Kato et al., 2005) , dimension reduction approaches (Vert and Yamanishi, 2005; Yamanishi et al., 2005) , a naive Bayesian approach (Rhodes et al., 2005) and a mixture-of-experts approach (Qi et al., 2007) . However, it is not clear how to extend those models to simultaneous network inference of multiple species. Also, Bleakley et al. (2007) proposed an approach called the local model. Jaimovich et al. (2006) proposed a more elaborate model using relational Markov networks incorporating interdependency among interactions. We have not directly compared the proposed method with such existing methods, but the main focus of the present article is to investigate the merits of simultaneous inference of multiple networks. The pairwise kernel that we used in our experiments is designed to infer proteinprotein interactions (Ben-Hur and Noble, 2005) . However, as seen in our experimental results, they are not scalable to moderately large networks, and so sampling techniques are often used, which degrade the predictive performance. Vert et al. (2007) proposed another interesting pairwise kernel called the metric learning pairwise kernel. It is an open problem to extend this within our framework. While these approaches basically focus on inferring symmetric networks, there have also been several attempts to modify such approaches to infer asymmetic networks, such as the interactions between proteins and chemical compounds (Jacob and Vert, 2008; Nagamine and Sakakibara, 2007; Yamanishi, 2009; Yamanishi et al., 2008) . Our method can also be applied to asymmetric networks. Futschik et al. (2005) compared networks from multiple species to find overlapping parts, and Kalaev et al. (2008) used a similar idea to find protein complexes. A project related to our work is the Bayesian network model by Tamada et al. (2005) , where both evolutionary information and gene expression data are used for estimating gene regulatory networks. Since their approach is unsupervised, it cannot exploit the information from the known parts of the network, and instead calls for statistical assumptions such as conditional independence, which do not necessarily hold for real networks. In addition, there are limitations on the number of genes and species that can be handled and on how the heterogeneous structured data can be integrated. In contrast, our approach is semisupervised, which allows it to exploit the information about known networks. Ours is also scalable and easily integrates various kinds of data.
One promising future direction for this research is to use all of the various kinds of possible genomic and experimental data in genomes, transcriptomes, proteomes and interactomes. The predictive performance would be improved by increasing the number of species with fully sequenced genomes and by using all of the possible genome-wide data for each species. Although we used only the gene expression data as intra-species information, the other kinds of data can easily be integrated by using the (weighted) sums of the similarity matrices in a manner similar to the other kernel-based supervised methods (Ben-Hur and Noble, 2005; Kato et al., 2005; Yamanishi et al., 2004 Yamanishi et al., , 2005 . Also, the proposed method can also be applied to inferring other kinds of biological networks such as physical protein-protein interaction networks and gene regulatory networks, and combination of the proposed
