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Models can be useful for predicting average development and variation of disease. For example, temporal disease progress curves are used for the characterization and comparison of epidemics. The study of the variation in fitted parameters allows the identification of factors favoring disease progression (8, 45) . However, empirical models must fit the data closely for an accurate comparison of epidemics and elucidation of the mechanisms involved. Spatial components of plant disease epidemics are characterized with mathematical approaches based on dispersal (e.g., use of the observed disease gradient to elucidate the form of contact distribution) or with more statistical approaches involving spatial characterization based on indices (23, 31) . Statistical approaches of this type may be more directly useful for the development of sampling plans (32) and for guiding decisions concerning control interventions. Several approaches have been developed to estimate epidemiological parameters from spatial disease data (44, 46) which differ by the spatial scale or by the number of cycles at which the disease is observed. It is generally most informative to consider both spatial and temporal dynamics when trying to understand and quantify the processes and factors governing the spread of an epidemic and underlying its variability (22, 24, 25, 29, 34, 42, 46) . Stochastic models and parameter estimation have been used to consider disease progression and spatial characterization together in situations of moderate spatial heterogeneity, in which the plants are spatially referenced and disease intensity is measured as a binary variable (21, 30) . Spatiotemporal approaches seem to be particularly useful for studies of disease initiated by isolated foci and spreading on plants in rows, within a constrained spatial structure (35) changing considerably over time and space, thereby altering the conditions for spore dispersal and the rate of invasion.
Powdery mildew caused by Erysiphe necator is the most widespread disease on Vitis vinifera worldwide and is the main target for fungicide treatments on grapevines (1, 36) . The vine is characterized by a high degree of spatial structure at the plant and field levels, exhibiting rapid changes over time. The disease remains difficult to control because (i) there is no forecast system for epidemics initiated by ascospores able to predict the timing and amount of primary infections and (ii) the signs of the disease are difficult to detect in the vineyard in the first 30 to 40 days after the onset of the epidemic (three to four pathogen generations) without careful check. However, the harvest damage to grape berries depends on the early development of the disease on leaves of susceptible cultivars. The leaves are infected first, and there is a spatial relationship between frequency maps for diseased leaves early in the season and frequency maps for bunches of grape with high disease severity later in the season (6, 38) . Indeed, grape berries are susceptible to the disease over a relatively short period (17) (18) (19) and the severity of damage to the grape and the wine (7, 11) depends on the number of spores infecting the plant. Blaise and Gessler (4, 43) and Sall (4, 43) showed that the apparent rate of infection depends on temperature and moisture conditions and that host growth may slow down or even stop infections. These findings were obtained using deterministic models based on modified Van der Plank equations, taking host growth into account. However, these models could not be used to study the dependence of infection rate on spore dispersion or hostpathogen interactions, variations which are nonnegligible at the start of the epidemic. Based on these findings and on our experience, we think that early disease development must be taken into account in efforts to control powdery mildew epidemics. This may be particularly true for precision agriculture approaches, in which it is necessary to predict the average disease development and changes in disease over space and time.
In this study, powdery mildew epidemics on grapevines were modeled with the aim to (i) characterize disease spread, focusing on disease velocity and disease gradient; (ii) identify factors responsible for variations in disease spread; and (iii) predict spatial variations in disease spread and intensity, based on early disease detection. Deterministic models handled by statistical methods in discrete time are used. With this approach, disease progression can be described with simple models based on small numbers of parameters, and variability can be assessed by analyzing the parameters. We first used a nonspatial logistic model to analyze disease development over time, on plots and for epidemics initiated by a single focus. The limits of this model for prediction are identified. We then used a spatiotemporal logistic model to analyze the variation in disease intensity over time and distance from the source of the initial inoculum. This model may be considered to be a stochastic version of the deterministic model proposed by Jeger (29) . The model is first developed at the focus level, on artificially inoculated plots in which the primary infection could be controlled in time and space. The aim was to assess the variability of focus development on different scales (site, plot, and direction) and to identify the scale at which the model was able to identify potential variability factors and to predict spatial variations in disease. We then validated, at plot level, the ability of the model to characterize an epidemic for which several primary natural foci are detected during a first round of inspection, and to predict disease variation.
MATERIALS AND METHODS
Spread of the epidemic from a single focus. Field experimental design. The experiment was conducted in 1998 on V. vinifera cv. Cabernet-Sauvignon vines in Martillac, Bordeaux (France). The experimental area consisted of three replicate plots (P1, P2, and P3), each containing 49 vines in a vineyard of 85 vines by 23 rows. Spacing was 1 m between vines and 1.5 m between rows. The vines were "guyot" pruned, traditionally topped and trimmed, and sprayed against downy mildew, Botrytis spp., and insects when necessary.
Inoculation. Inoculation was performed on 5 May (phenological stage E to F on the Baggiolini scale) (2), as described by Cartolaro and Steva (9), on one shoot of the chosen vine, close to the center of the vine. The inoculated vine was located in the center of the experimental plot. The inoculum consisted of a monoconidial isolate collected from one field the previous year. The vines were almost free from powdery mildew and cleistothecia the year before the experiment. Therefore, the amount of primary inoculum already present in the field was negligible, making it unlikely that primary foci other than those created by inoculation would become established.
Disease assessment. On each of the 49 vines in each plot, the lower surfaces of the leaves of three to four shoots per vine were checked for powdery mildew colonies. Because the precise assessment of disease severity (proportion of leaf area diseased) is time consuming for large samples, we rated disease incidence (proportion of leaves with at least one colony). Shoots were distributed on each of the two main canes and marked at bud break. The number of diseased leaves was assessed during vine growth, from the beginning of June to the end of July, at 31 (4 June), 37 (10 June, beginning of flowering), 45 (18 June), 51 (24 June), 59 (3 July), 65 (9 July), 73 (17 July), 80 (24 July), and 87 (31 July) days after inoculation. Only the vines located on the transects corresponding to the eight cardinal directions were used in the spatial analyses (four vines per transect). Because of the difficulty of detecting powdery mildew colonies early in infection, the same leaves were assessed throughout the entire season, to confirm the assessments made on previous scoring dates. For each vine, vigor was assessed at the end of July on a scale with five classes corresponding to a visible decrease in leaf density due to the production of smaller numbers of secondary leaves.
Models. Disease development over time was analyzed at plot scale by fitting a logistic model similar to that proposed by Van der Plank (50) to the data, with disease incidence ratings (y) increasing with time (t) as described by equation 1:
where y represents the frequency of diseased leaves on the plot at time t, with K = ln((1 -y 0 )/y 0 ), a parameter related to the quantity of primary inoculum y 0 , and r is a constant indicating the rate of increase of disease per unit per time. There are several assumptions underlying this model: random dispersion (no aggregation), and constant host surface (no host growth) (53) .
The progression and spread of disease within plots was studied with a model similar to that proposed by Jeger (29) for polycyclic epidemics with rates of progression independent of time and space. Disease incidence ratings (y) at time (t) and relative to the distance from the source of inoculum (d) can then be described by equation 2:
where y represents the frequency of diseased leaves in a vine at time t and at a distance d from a primary source of inoculum, assuming that the total number of available leaves is constant over time; b is the rate of decrease in disease with distance from the source (disease gradient slope); and c is the rate of isopath movement (horizontal disease velocity or increase in the disease incidence ratings at distance d and time t) and K has the same signification as for equation 1. At the leaf level,
represents the probability that a leaf at distance d, taken at random at date t, is found to be diseased. Consequently,
is the probability that a leaf at distance d, found to be healthy at date t k-1 will be found to be diseased at date t k . Taking into account the number of diseased and available healthy leaves at each date, the change in this probability corresponds to the change in probability of a leaf becoming infected, as a function of space and time and taking shoot growth into account. Similarly, for the temporal model (equation 1),
is the probability that a leaf, randomly selected from the plot and healthy at date t k-1 will be found to be diseased at date t k . By using a logistic type model, it is assumed that all new colonies on the inoculated plots resulted from disease spread from the inoculated vine.
Spread of the epidemic from multiple natural foci. Experimental design. The experimental plot consisted of 330 vines at the INRA experimental station at Couhins in 1999. This plot (P4) had not been treated for powdery mildew during the year before the experiment. P4 consisted of five rows, each containing 66 vines of Cabernet-Sauvignon, with 2 m between rows and 1 m between plants along the row. Pruning was restricted to ensure that there was an average of six shoots per vine. Leaves from two shoots per plant were scored. At the first assessment date (12 May), four foci were located: F1 on row 2 vine 4 (R2-V4), F2 on R2-V19, and F3 and F4 on rows 2 and 3 on vines 35 (R2-V35 and R3-V35). F2 corresponded to a sporulating flag shoot (identified by polymerase chain reaction [PCR] as biotype I or A, as defined earlier) (12,13) whereas F1, F3, and F4 were restricted to small colonies resulting from ascospore infections (biotype III or B). Six assessments were performed, on 12 May, 26 May, 2 June (day 153, beginning of flowering), 15 June, and 1 and 20 July. The natural contamination giving rise to the three foci resulting from ascospore infections was estimated to have occurred on 3 May based on the pattern of rainfall, the phenology of the plot, and the latent period (20, 41) . Disease assessments were synchronized with the life cycle of the fungus based on the estimated latency period, except at the end of the epidemic (between 1 and 20 July), where approximately two cycles can be expected.
Model. The model used to describe disease spread from multiple foci was derived from equation 2 by introducing an additional parameter (a) to take into account the potential anisotropy of the horizontal disease spread. We defined the distance D i between an unspecified leaf attached to a vine located at C(x,y) and a vine with primary disease (primary focus) located at C i (0,0) as follows:
with d x being the distance between C and C i within the row and d y the distance between C and C i across rows.
Assuming that each leaf on an unspecified vine V could be contaminated independently by spores from each of the I primary foci between dates t k-1 and t k , the probability (1 -P) for that leaf to be diseased verifies the relationship:
is the probability of each leaf, located at position C, at a distance D i from a focus located at position C i becoming contaminated between dates t k-1 and t k , with
Using the logistic model, we assumed that all new colonies observed in the plot resulted from dispersion from the four primary foci.
Statistics. The general approach was to (i) assess the values of the parameters by maximum likelihood methods; (ii) determine, using likelihood-ratio tests, the pertinent scale for parameter assessment to rule out several hypotheses about the spread of the epidemic, (iii) determine confidence intervals for each of the parameters allowing the identification, through comparisons, of factors altering the velocity with which the epidemic spreads; and (iv) validate the model by comparing different variables of interest calculated from the data with those obtained from simulations, based on the parameter values provided by the estimation procedure. The variables studied were (i) changes in the frequency of newly diseased leaves over time, (ii) a variogram to measure the intraplot variability, and (iii) changes over time in the average number of newly infected leaves in a row to measure disease spread.
Parameter estimation. Parameters were estimated using maximum likelihood methods (10) .
is the number of leaves infected between dates k-1 and k on this vine. Assuming that the leaves are independent, the probability of these leaves
becoming infected, among the total number of leaves available for infection
follows the binomial probability distribution:
with V and K corresponding to the total number of vines and evaluation dates, respectively.
Parameters were estimated such that P was maximal or the L was minimal, with
The likelihood of the spread of the epidemic from multiple natural foci is
Hypothesis testing. In the experiment in which plots were artificially inoculated, likelihood ratio tests were used to determine the most pertinent level for parameter estimation (overall experiment, plot, direction, or direction per plot). Three submodels were defined: m 1 , identical parameters for the three plots; m 2 , different parameters for the different plots; and m 3 , parameters dependent on the eight cardinal directions. The consistency of these submodels was assessed by comparison with the more complex general model (m G ), including one parameter per cardinal direction for each experimental plot. This made it possible to test the following hypotheses: no effect of plot or direction on spread (m 1 = m G ), a plot effect but no direction effect (m 2 = m G ), or same direction of spread for the three plots (m 3 = m G ) ( Table  1) . Models were compared using likelihood ratio tests (10) . The principle was to restrict the parameters in the likelihood expression, thereby reducing the total number of unknown parameters. Similarly, in the naturally infected plot experiment, likelihood ratio tests were used to identify the most pertinent level for each parameter studied (focus or plot) and to test hypotheses about disease spread (Table 2 ). In the more complex general model (m G ), spread is dependent on time and on each primary focus. Note that the power of the test depends of the number of available data. Confidence intervals of the parameters. Once a model was chosen, profile likelihood confidence intervals (α = 5%) were calculated for each parameter (51) . For a given parameter θ, let L(θ) = log(P(θ)) be the profile-likelihood at θ (i.e., the value of the logarithm of likelihood at value θ, with maximization for the other parameters). If θ denotes the estimated parameter, the confidence interval is defined as the set of all θ such that 2(log( θ ) -log(θ)) ≤ q(α), with q(α) the (1 -α)th percentile of the χ 2 distribution with 1 degree of freedom (df). This confidence intervals are based on asymptotic results; the more the data, the more exact are the confidence interval.
Model validation. The variability in statistical models results from their stochastic component (an individual leaf has only a certain probability of being diseased) and from the variability of the estimated parameters. Both types of variability were taken into account, using a parametric bootstrap (14) . For the singlefocus model, based on the binomial distribution of the estimated probability, we simulated changes in leaf infection 1,000 times for each vine (spatial model) or each plot (temporal model) at each time point, so as to obtain a set of values for newly infected leaves. The confidence interval was obtained by calculating quantiles for this set of values. The observed values of the probability of leaves to be infected were compared with simulated values in two-tailed tests with a significance level of 5%. For the multiplefocus model, three variables of interest providing a description of the disease on various scales were calculated. The first variable studied was the change over time in the frequency of newly diseased leaves at the plot level. The second variable studied was the change over time in the number of newly infected leaves as a function of the distance (d) between vines at the within-plots level (a measure of the within-plots variability). This variable is represented, for each assessment date (k + 1), by the variogram:
where I and J are the vine and row numbers, respectively, and n i and n i+d are the number of newly infected leaves on vines i and i + d, respectively. This empirical variogram measured the similarity between plant disease levels depending on their distance. The third variable was the change over time in the average number of newly infected leaves in a given row (a measure of the disease extension along the row)
with n i the number of newly infected leaves on vines i in row j. Observed values of these variables of interest were compared graphically with simulated values.
RESULTS

Spread of the epidemic from a single focus. Description of the disease: a high level of variation between plots with common characteristics of disease spread.
The temporal progression of the disease on individual plots assessed by measuring the incidence of disease on leaves (mean proportion of leaves per vine with at least one colony) or the incidence of the disease on vines (mean proportion of vines with at least one diseased leaf) followed an Sshaped curve for P2 and P3 (Fig. 1) . For P1, the observations of the incidence of disease on leaves stop before they reach an asymptote. The temporal progression of the disease was highly variable on the three plots, with a frequency of diseased leaves at the end of the season of 33% (P1) to 86% (P2). The empirical evolution of the incidence of disease on leaves versus the incidence of disease on vines (Fig. 2) does not show much discrepancy with a distribution of diseased leaves under the assumption of a binomial distribution (infected leaves uniformly distributed among all vines). Only P2 displayed a slightly more aggregated pattern of disease (Fig. 2) . However, aggregation levels remained low, with 20% of the leaves diseased and 95% of vines affected at 50 or 65 days (plot P2 or P3, respectively) after inoculation ( Figs.  1 and 2 ). This high level of spread was reached only 76 days after inoculation on plot P1. Spatial heterogeneity was also observed, with a high frequency of diseased leaves along the west and northwest directions of plot P2, and the highest frequency of diseased leaves lying in the direction of the prevailing wind (east and northeast) for plot P3 (Fig. 3) . In plot P1, disease severity decreased toward the north. The spatial differences in disease spread between the three plots appeared to be related to the vigor of the vines (Fig. 4) .
Disease progression over time: the early part of the epidemic is well described by the logistic model. A leaf becoming infected Fig. 2 . Observed relationship between two levels of spatial hierarchy of grape powdery mildew: incidence at leaf scale (IL = proportion of diseased leaves per vine with at least one colony) and incidence at vine scale (IV = proportion of vines with at least one diseased leaf) for three plots (P1, P2, and P3), and simulated relationship according to a binomial distribution of infected leaves (IV = 1 -[1 -IL] leaves number ) (27, 33) . was accurately described by the temporal logistic model (equation 1) for plots P3 and P1, provided it was restricted to the first eight assessment dates, and for plot P2, provided it was restricted to the first five dates, and even then, predictions were poor for some dates (Fig. 5) . Based on the first part of the epidemic (the first five dates), the rate of infection over time differed significantly between three plots, reaching 0.08 for P1, 0.10 for P3, and 0.13 for P2, with no significant difference in K (7.28 for P1, 7.97 for P3, and 7.85 for P2, with the corresponding likelihood values of 425.9, 619.4, and 1,342), indicating no significant difference in primary inoculation. Between 37 and 51 days after inoculation-a period during which young berries were highly susceptible to infection-the probability of a leaf becoming infected increased from 3 to 10% for P2 and from <1 to 2% for P3. For plot P2, the frequency of diseased leaves was >0.5 beyond 59 days after infection. Due to the symmetry of the logistic model, a decrease of p(t k-1 ,t k ) was predicted, whereas the observed probability (available healthy leaves becoming diseased) actually continued to increase until day 73. By day 59, the disease had spread to every vine in P2. This may have increased the probability of new leaves becoming diseased on each vine and may, therefore, represent the limit of validity of the logistic model.
Characterization of disease progression in space: a high level of within-plots variation related to the variation in vine vigor.
Likelihood ratio tests comparing the spread of the epidemic from a single focus (equation 2), at different levels, showed that a hypothesis predicting a common pattern of behavior at any site or plot or in any particular direction could be rejected (Table 3) . Global disease spread was better described by the most complex model (m G ), based on direction per plot. Most of the differences between the submodels and the general model were due to high levels of variation in the slope of disease gradient in space (b), which varied with the plot and the direction: b varied from 0.12 (P2, direction 7 [west]) to 1.99 (P1, direction 1 [north]) (Table 3 ; Fig. 6 ). The slope of disease gradient was especially lower (wider spread) in the areas in which plant vigor was greatest (compare directions 6 and 7 with directions 1 and 2 in plot P2) ( Table 3) .
Plot P3, with the most homogeneous levels of vine vigor, had the smallest slope for disease gradient in the direction of the prevailing winds (compare directions 2 to 3 with directions 6 to 7) (Table 3 ). In contrast, b was steeper, either because of low vigor (direction 1 for P1) or because of row direction (direction 5 for P2 and P3) when compared with the values on either side (directions 4 and 6). Thus, on average, the disease could spread by up to c = 1.1 m day -1 in the zones of highest vigor on plot P2 (directions 6 and 7) and spread very little, at c = 0.04 m day -1 , in the low-vigor zones of P1 (direction 1). These results suggest that the disease may spread twice as fast in the direction of the prevailing wind than in other directions. For example, the velocity of spread on plot P3 reached a mean of 0.26 m day -1 for directions 2 to 3, versus only 0.15 m day -1 for directions 6 to 7. Furthermore, the velocity of spread may be up to six times higher in a zone of high vigor than in a zone of moderate vigor, reaching 1.05 m day -1 in plot P2 for directions 6 to 7. Along the rows (continuous canopy), the mean rate of disease velocity of spread remained at 0.15 m day -1 for the entire epidemic period. Parameter K, related to primary disease level, was almost isotropic and could be approximated by an equation defining a circle. It differs significantly between the various plots and directions and tended to be lower in zones of low vigor (P1, directions 1, 2, and 8).
Model validation: the early part of the epidemic is well predicted by the spatiotemporal logistic model. Based on the simulated number of infected leaves at each distance and time, the spatiotemporal logistic model (equation 2) correctly predicted disease variations at vine level (except for direction 7), for the first five assessment dates (up to 59 days after inoculation) on the most homogeneous plot, P3 (Fig. 6) . The model based on eight assessment dates underestimated disease levels (with values <0.05). During the initial period, estimates of the velocity of disease spread (c) were generally close to the mean for the whole assessment period, with steeper disease gradients (b), indicating dispersion over shorter distances, associated with lower rates of progression over time. For P2, the model correctly predicted disease variations (except for directions 3 and 6) over the same time period. The disease velocity was slower than that for the epidemic as a whole. After day 59 (2 July), the model underestimated the probability of a leaf becoming infected for both plots, resulting in poor prediction of disease spread at vine level (P < 0.05). For plot P1, disease levels were low, probably due to the low vigor of the vines, resulting in poor prediction of disease spread at the vine level regardless of the period considered.
Spread of the epidemic from multiple natural foci. Description of the disease: disease development is similar to that on a small, artificially inoculated plot. The temporal progression of the disease was similar to that observed on P2, with 15% of leaves and 88% of vines showing signs of disease by 15 June (≈43 days after the observation of the primary foci) (Fig. 7C) . Overall, disease development on quadrats of 45 vines surrounding primary foci was similar to the entire plot. It took a maximum delay of 12 days to reach similar levels of disease between quadrats of the same size (45 vines) separated by ≈15 to 16 m and including the four primary foci (V4-F1, V19-F2, and V35-F3F4) or not including those foci (V50) (Figs. 7A and B and 8) . The overall aggregation pattern was very similar to that in plots P3 and P1 (Fig. 7C) .
Characterization of primary foci: disease gradient and velocity are focus dependent. The hypotheses accepted in the likelihood ratio tests (Table 2 , models M1 and M2) were consistent with a constant rate of disease spread over time, with parameters b (gradient slope), c (velocity of spread), and K (inverse of initial inoculum) dependent on the focus, and identical anisotropy for each focus (a constant), consistent with prevailing wind direction or row structure, having the strongest effects on disease spread ( Table 4 ). The disease spread faster along the between-rows direction, as indicated by the a value. Focus F1 (R2-V4) was unusual in that foliar disease incidence did not increase on the source vine. Therefore, estimates of parameter values were incorrect with, for example, negative disease velocity. Disease spread from F2 (R2-V19) was much slower than that from F3 and F4, with a lower velocity of spread (by a factor of 30) and a steeper slope of disease gradient. F3 and F4 displayed very similar characteristics with a similar velocity of spread. In this plot (P4) with multiple natural foci, the velocity of spread of focus F2 was lower than that on inoculated plot P1 to P3 (one-half that of P1 and one-eighth that of P2) and those of foci F3 and F4 were much higher than that on the inoculated plots (13 times higher than for P1 and 4 times higher than for P2).
Model validation: the early part of the epidemic determining the risk of damage to grape is well predicted by the logistic model. The change in the probability of a leaf becoming infected over time was well described by the spatiotemporal multiplefocus model, at least until early July (≈3 weeks after flowering). Thereafter, the model overestimated the probability of a leaf becoming infected (Fig. 9) . The probability of a leaf becoming infected during the 13 days after flowering (between flowering on 2 June and 15 June) increased from 2.5 to 13%, values similar to those predicted by the temporal logistic model for the artificially inoculated plot with vigorous growth, P2 (3.5 to 16.1% between flowering on 10 June and 24 June). 
w Effect studied, model designation, experiment, and level tested S = experiment, P = plot, D = direction, and D/P= direction per plot.
x K = constant related to the quantity of primary inoculum, b = the rate of decrease of the disease severity with the distance d to the source, and c = disease velocity. y Days to progress of 1 m. z Restricted (null) hypothesis is a subset of the unrestricted (general) hypothesis, direction, experiment, or plot effect. When the null hypothesis is a subset of the alternative hypothesis, 2Δl is distributed according to a χ 2 distribution with p degrees of freedom under the null hypothesis, where p is the difference in the number of free parameters between the general and restricted model. The assumption is then rejected if the 2ΔL value is significantly larger than a χ 2 percentile with p degrees of freedom (p = df G-df submodel); χ 2 indicates χ 2 threshold.
The empirical variograms along the rows at each assessment date (Fig. 10) provided information about the spatial distribution of new infections on leaves measuring the similarity between plant disease levels depending on their distance. Their slope indicates that the difference in the number of leaves becoming diseased increased with the distance between vines, demonstrating the existence of spatial heterogeneity. This structure was maintained until the end of the epidemic. Just before flowering (day 146), the variogram was within the confidence interval, indicating that the model correctly predicted intraplot variation. However, from day 153 (2 June) to day 166 (15 June), the model underestimated spatial variation. In the observed epidemic, no strong distance effect was observed after day 166 (variations of disease with distance stabilized).
The model described well the distribution of numbers of newly infected leaves along the row (spatial extension of the disease) (Fig. 11) . Foci F2 and F3-F4 dominated the model and the data, although the model predicted less variation than was actually observed around the foci. At the end of the epidemic, the model did not take into account a possible saturation effect, with a lack of healthy leaves available for infection.
DISCUSSION
In this study, the spatiotemporal progression and spread of powdery mildew epidemics on vines was described and analyzed by fitting simple logistic models to disease data obtained in the field. We considered changes in the probability of a leaf becoming infected over time without using more complicated models, including specific parameters for host growth or host susceptibility (26, 52) . Models characterizing the progression and spread of the epidemic were fitted to count data and subjected to statistical analysis. With these models, we were able to predict changes in disease over time and of its extension within the plot. However, crop heterogeneity prevented prediction of variability of the disease at the vine scale. Our approach, by taking into account the variability of parameters and the ability of the models to predict disease at different scales, improved our knowledge of environmental factors directly or indirectly (through the crop structure) affecting the probability of the host becoming infected.
The logistic model was able to predict the overall spread of the disease over time throughout the entire plot, at least for the main part of the epidemic. Better predictions were obtained for the multiple foci model, which takes into account the lack of independence of primary foci. Just after flowering, when the disease is transmitted from leaves to grape clusters, the probability of new infection increases from 2.5 to 13% in 15 days. This increase in the probability of infection at this time point in vine growth may be a good indicator of epidemics associated with a high risk of damage.
However, because the logistic model does not explicitly take secondary spread into account, its use should be limited to the first part of the epidemic, before the disease spreads to all vines. The model could be used on small plots to compare epidemics in different environments (vigor, with or without secondary shoots, various isolates, inoculum pressure, date of inoculation, cultivars, and so on). Disease prediction at vine level, based on the multiple-foci spatiotemporal model, should be restricted to the first part of the epidemic just before flowering (end of May). The spatiotemporal model is able to predict the average disease extension (Fig. 11) on the plot. Spatial prediction could also be substantially improved by considering the multiplication of sec- ondary colonies and foci (40) and by using predictions conditionally on previously observed data. This approach might also correct possible uncertainties concerning the nonidentification of unidentified primary foci due to late ascospore release and disease censoring. Prediction methods based on a single snapshot (30) , such as the highest phenological stage reached after flowering, could probably not be used in this situation because such methods require the conservation of basic spatial patterns over time and can deal with only moderate spatial heterogeneity.
Artificially inoculated plots, on which primary infection was easy to monitor over space and time, gave a precise characterization of disease spread. An analysis of these plots showed potentially high levels of variation in the spread of the disease over time and space in a given year and area. Comparisons of parameter value at different scales (site, plot, and direction) and by analysis of the qualitative relationships between disease and vigor maps showed that the spatial spread of powdery mildew was strongly related to the vigor of the vine and, to a lesser extent, to the direction of the prevailing wind only visible on the most homogenous plot. Both these factors decreased the slope of disease gradient parameter (spread over a longer distance in vigorous crops or in the direction of the prevailing wind). Row structure had the opposite effect, with the velocity of spread of the epidemic being slowed down along the row. The extreme values (0.04-1.1 m day -1 ) indicate that there may be a difference of up to 25 days between the onset of disease in favorable (high vigor, adjacent rows) and unfavorable (low vigor, within row) areas. This delay may considerably change the level of damage (6) . The average value for the site, 0.25 m day -1 , is within the range of observed values in airborne pathogen: velocities of 0.09 to 0.9 m day -1 have been reported for wheat (49) or oat crown rust (3). Our comparison of parameters provides the first demonstration of the vigor effect on powdery mildew disease spread. Although not surprising for a biotrophic fungus highly dependent on the physiological state of its host (15, 28, 39) , this effect on disease spread in the field was quantified for the first time here. The difference in disease between the two plots with high (P2) and moderate (P3) mean levels of vigor was detected in the epidemic as early as the second assessment date (10 June, beginning of flowering). Vigorous vines may be more susceptible due to a higher propensity of their tissues to become infected or to the production of larger amounts of inoculum on vigorous vines due to the larger number of diseased secondary leaves. Recent studies (47, 48) have shown that the greater development of secondary leaves on vigorous vines is a key factor in the higher disease severity on leaves and grape berries. However, only controlled studies of infection process (e.g., after in vitro inoculation) for various host architecture would make it possible to determine which of the two hypotheses (higher source of inoculum or higher susceptibility of the source) is correct.
In the naturally infected plot with multiple foci, similar disease characteristics were observed: potential heterogeneity between Fig. 7 . Progression of powdery mildew over time during natural epidemics with A, incidence at leaf scale and B, incidence at vine scale for all 330 vines or for quadrats of similar sizes (45 vines) ≈15 to 16 m apart, including (V4-F1, V19-F2, and V35-F3F4) or not including (V50) the four primary foci. C, Observed relationship between two levels of spatial hierarchy: incidence at leaf scale (proportion of diseased leaves per vine with at least one colony) and incidence at vine scale (proportion of vines with at least one diseased leaf) for the whole plot, and simulated relationship according to a random (binomial) distribution of infected leaves (line).
foci and the slowing down of disease spread along the row, with dispersion supported by the prevailing wind. The velocity and extent of disease spread were also found to be of an order of magnitude similar to those for spread from an isolated focus. The spatial model predicted more limited spatial spread for F2 than for F3 and F4, with the probability of infection decreasing rapidly with distance from the center of the focus (almost zero at 6 m from the center of the focus). Several hypotheses may account for these variations and may be related to the models themselves, or to the biology of the system. These hypotheses include (i) an effect of the genetic origin of the isolates initiating the primary foci (biotype A for F2 and biotype B for F3 and F4): a lower level of aggressiveness or percentage germination of biotype A might have limited spread from F2 (37); (ii) the orientation of the plot with respect to the prevailing wind direction may have favored more intensive infection of the northeastern part of the plot; and (iii) a progressive gradient of vigor or physiological state of the vines, not visually identified, may have led to variation.
The velocity of disease spread was highly variable and depended on the focus considered. However, the rate of horizontal y K = constant related to the quantity of primary inoculum, b = the rate of decrease of the disease severity with the distance d to the source, c = disease velocity, and a = anisotropy of the horizontal disease spread. z Foliar disease incidence did not increase on the source vine, leading to incorrect parameters estimations.
spread was similar for the various foci of the naturally infected plot P4 (0.06 to 1.8 m day -1 ) and for the foci of the inoculated plots P1, P2, and P3 (0.04 to 1.1 m day -1 ). Furthermore, the similar relationship between disease incidence at the leaf scale and at the vine scale for plots of 49 vines or 330 vines in two different years indicates strong characteristics for the dispersion process: a dispersion of conidia with similar proportion of short and long distance and not tightly dependant on climate (27, 33) . This finding is consistent with mathematical models showing that there is an optimal proportion of spores dispersed at short and long distances for an efficient disease spread (54) . This optimal proportion of spores dispersed at short and long distances is affected by row structure (5, 16, 54) . Factors affecting the amount of spores produced, such as vigor and pathogen aggressiveness, may also affect the numbers of spores traveling over longer distances and, therefore, the rate of invasion.
For disease control as part of an integrated pest management system or in precision agriculture, in which treatments are re)-stricted to a minimum, it would be important to be able to predict disease variation at flowering, and the area or plots with a potential high risk of disease and variability in disease at this period. Indeed, the amount of disease on leaves at flowering is a good predictor of damage on grape. Our results demonstrate the major effects of disease variability due to crop effects (vigor and row structure) and pathogen variability during this period. The temporal logistic model correctly predicted disease variation at flowering and, if the spatiotemporal model failed to predict disease variation at the vine scale, it is able to predict average disease extension on the plot. Prediction of disease extension in areas with the potential highest risk of disease extension may be useful for precision agriculture. The power of prediction would depend on the amount of data available and on identification of the primary foci. 
