Abstract-Feature selection for text classification is a well-studied problem and the goals are improving classification effectiveness, computational efficiency, or both. In this paper, we propose a two-stage feature selection algorithm based on a kind of feature selection method and latent semantic indexing. Traditional wordmatching based text categorization system uses vector space model to represent the document. However, it needs a high dimensional space to represent the document, and does not take into account the semantic relationship between terms, which can also lead to poor classification accuracy. Latent semantic indexing can overcome the problems caused by using statistically derived conceptual indices instead of individual words. It constructs a conceptual vector space in which each term or document is represented as a vector in the space. It not only greatly reduces the dimensionality but also discovers the important associative relationship between terms. Because of the too much calculation time of constructing a new semantic space, in this algorithm, firstly we apply a kind of feature selection method to reduce the term dimensions. Secondly, we construct a new reduced semantic space between terms based on latent semantic indexing method. Through some applications involving spam database categorization, we find that our two-stage feature selection method performs better.
INTRODUCTION
Feature selection is of considerable importance in pattern classification, data analysis, medical data processing, machine learning, and data mining applications. For many pattern classification problems, a good feature selection method can reduce the cost of feature measurement, and increase classifier efficiency and classification accuracy [1] . Therefore, feature selection can serve as a pre-processing tool of great importance before solving the classification problems.
The most common filters methods include document frequency, information gain (IG), mutual information (MI), Chi-Square statistic (CHI) and odds Ratio. The mentioned above methods are compared in [2] . Odds ratio method is proposed and applied multi-class naïve bayes classifier on reuters-21578 corpus simply in [3] . A new feature selection method by using Support Vector Machine (SVM) is proposed and the different feature selection methods are analyzed in [4] .
The method is superior to other methods at specific situations. Two desirable constraints that any reasonable feature selection functions should satisfy are defined and a new feature selection function is presented in [5] .
Text representation is an important process to perform text categorization. A major problem of text representation is the high dimensionality of the feature space. The feature space with a large number of terms is not only unsuitable for a classifier but also easily to cause the overfitting problem. The ambiguity meaning of terms can also prohibit the classifier to choose the categories deterministically, and will directly decrease the categorization accuracy. Latent Semantic Indexing (LSI) [6] uses Singular Value Decomposition (SVD) technique to decompose a large term-document matrix into a set of k orthogonal factors, it is an automatic method that can transform the original textual data to a smaller semantic space. Latent Semantic Indexing has been applied to text categorization in many previous works, SVD is used for noise reduction so as to improve the computational efficiency in text categorization in [7] , LSA is performed and term-by-document matrix in conjunction with background knowledge in text categorization is expanded in [8] , more recently, the supervised LSI [9] has been proposed to improve the performance in text categorization.
This paper proposes a two-stage feature selection algorithm. We combine the feature-based method and semantic-method to reduce the vector space. Firstly, we select features by using a kind of feature selection method such as document frequency, Chi-square and mutual information. The method tends to construct a reductive feature vector space. Secondly, we apply Latent Semantic Indexing to constructs a new conceptual vector space on the basis of the reductive feature vector space. LSI can greatly reduce the dimensionality and discover the important associative relationship between terms. The proposed method not only reduces the number of dimensions drastically, but also overcomes the problems existing in the vector space model used for text representation. We conduct a series of experiments to evaluate the proposed method on two spam filtering corpora. The spam filtering problem can be viewed as a special case of text categorization, with the categories being spam or no-spam. The empirical evaluation results suggest that our proposed method generally outperforms benchmark techniques.
II. LITERATURE REVIEW

A. Support Vector Machine
Support Vector Machine is a new and very popular technique for data classification in the machine learning community. The following concepts are Statistical Learning Theory and structural minimization principle [10] . SVM has been shown to be very effective in the field of text categorization because it can handle high-dimensional data by using kernels. When SVM for pattern classification is used, the basic idea is to find the optimal separating hyperplane that gives the maximum margin between the positive and negative samples. Assume that we have a set of training samples {(x , )} 
where y is the result of classification, w is the normal weight vector corresponding to those in the feature vector x , and b is the bias parameter in the SVM model that is determined by the training process. Maximizing the margin can be achieved through the following optimization problem 
III. TWO-STAGE FEATURE SELECTION METHOD
In the proposed method, feature selection is carried out in two main steps. First, we construct a new reductive feature space by a traditional feature selection method. In the first stage, the original features dimension is decreased from m to t . Second, we select features by LSI method in the basis of the new reductive feature space that constructed in the first stage.
In the second stage, the features dimension is decreased from t to k . We combine the feature-based method and semanticmethod to reduce the vector space.
A. Construct a New Reductive Feature Space
In order to drop the too much calculation time of constructing a new semantic space from old feature space, we firstly apply a kind of traditional feature selection method to reduce the number of features. The traditional feature selection methods include DF, CHI, MI et al.. We list the methods in table Ⅰ.
A study of the effects of various feature selection methods on an SVM text classifier is described in [11] . An evaluation methodology is proposed for determining the feature selection method or methods that are most likely to provide the best results.
In our method, assumed that ( , ) A m n is the original termdocument matrix. Through the above mentioned feature selection method, we can select ( ) t t m < features, and so the new term-document matrix is ( , ) B t n . 
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B. Construct a New Reductive Semantic Feature Space
The semantic feature space method attempts to appropriately capture the underlying conceptual similarity between terms and documents which is helpful for improving the categorization accuracy. This method requires singular value decomposition techniques. Singular value decomposition is a well developed method for extracting the dominant features of large data sets and for reducing the dimensionality of the data. Our corpus can be represented as a term-document matrix ( ) B t n × which obtained by constructing the new reductive feature space. Once a term represented by a document matrix is constructed, singular value decomposition is used to decompose it in order to construct a semantic vector space which can be used to represent conceptual term-document associations. The singular value decomposition of B is defined as
where ∑ = ) , , , (
is a diagonal matrix of singular values. U and V are the matrices of term vectors and document vectors, respectively. To reduce the dimensionality, we can simply choose the k largest singular values and the corresponding left and right singular vectors. The best approximation of A with a rank-k matrix is given by
comprised of the first k columns of the matrix U and captures most of the important underlying structure in the association of terms and documents, while ignoring noise due to word choice. SVD is a mathematical concept which is also commonly used in Latent Semantic Indexing methods. LSI is originally proposed as an information retrieval method. In LSI, the effect of this huge dimensional reduction on the data is a muting of the noise caused by synonymy and an enhancing of the latent patterns that indicate semantically similar terms. This means that k B can actually be a better representation of the data than the original term-document matrix.
When we apply the LSI method, each document in the feature vectors (1 ) t × can transform to our desired kdimensional vectors Therefore, in our experiment, each document is represented by
where d ′ is the new reduced feature vector and 
IV. EXPERIMENTS AND RESULTS
All experiments that have been done in this paper with software are written in matlab. Standard pre-processing is performed on the raw data. Stop words are eliminated, and stemming is performed with all the data sets. SVMlight [12] package was used as an implementation of SVMs.
A. Spam and Text Classification
In this subsection, we introduce a model for spam categorization. Indeed, electronic mail has gained immense usage in everyday communication for different purposes due to its convenient, economical, fast, and is easy to use nature over traditional methods. However, the volume of spam emails has increased as well. This growing problem on the Internet is costly from different points of view [13] . Several solutions have been proposed to overcome the spam problem. Among the proposed methods, much interest has focused on the machine learning techniques in spam filtering. From the machine learning viewpoint, spam filtering based on the textual content of e-mail can be viewed as a special case of text categorization, with the categories being spam or non-spam.
B. Text Corpora
Many techniques, generally handling the spam problem as a case of text categorization, have been developed to separate spam emails from legitimate ones. In our experiments, we use three large publicly available datasets. The first data set is LingSpam [14] , the second data set is collected by Andrew Farrugia [15] . The two data sets represent collect email messages including header, subject, and body text without any alteration, converted to feature vector format indicating the number of occurrences of a given feature (word) in messages. Table Ⅱ shows a description of the three tested data sets.
C. Performance Measures
To evaluate the utility of the various feature selection methods used, we use the F1-measure, a measure that combines precision and recall, two commonly used measures of text categorization performance.
Precision is defined as the ratio of correct classification of documents into categories to the total number of attempted classifications, namely, true positive precision ture positive false positive = + .
Recall is defined as the ratio of correct classifications of documents into categories to the total number of labeled data in the testing set, namely, true positive recall ture positive false nagative = + .
F1-measure is defined as the harmonic mean of precision and recall. Hence, a good classifier is assumed to have a high F1-measure, which indicates that classifier performs well with respect to both precision and recall, namely, 
D. Results
Figs.1, 2 display the F1-measure performance curves for SVM on LingSpam corpus and Andrew Farrugia corpus after term selection using DF, MI, CHI and LSI, respectively. The x axis is the number of selected features. The y axis is the change in F1-measure value.
As shown in the Figs.1, 2 , LSI is superior to DF, MI and CHI feature selection methods slightly. Especially when the selected features number is 50 in Fig.1 Tables Ⅲ, Ⅳ show our two-stage method performances about F1-measure, accuracy and AUC value for the different corpora by using SVM classifier. Moreover, accuracy is used as an indication of overall performance. The AUC value is used as an evaluation criterion, also. The AUC value is the area under the ROC curve. Table Ⅲ shows the obtained results about LingSpam corpus when the first step feature selection method is DF method and the size of selection features is 10%. In our experiments in LingSpam corpus, the performances are compared when using the following values for the number of LSI dimensions, k: 25, 50, 75, 100 and 125. For F1-measure and for accuracy, the best performances are equal, 0.9897 are obtained when the number of dimensions is 50. For AUC value, when the number of dimensions is 100, the best performance is obtained. Table Ⅳ shows the obtained results about Andrew Farrugia corpus when the first step feature selection method is DF method and the size of selection features is 5%. In our experiments in Andrew Farrugia corpus, the performances are compared when using the following values for the number of LSI dimensions, k: 25, 50, 75, 100 and 125. For F1-measure and for AUC value, the best performances of 0.8855 and 0.9597 are obtained when the number of dimensions is 100. For accuracy, when the number of dimensions is 125, the best performance of 0.8408 is obtained.
When using the SVM classifier, the F1-measure, accuracy and AUC value for the two-stage feature selection method represent a statistically significant increase from the other feature selection methods, regardless of the text corpus used. In comparison to the other feature selection methods, the twostage feature selection method appears to perform competitively according to the performances, shows the statistically significant increase consistently in two text categorization tasks. The paper proposes a two-stage feature selection algorithm. Firstly, we select features by a kind of traditional feature selection method to reduce the feature numbers observably. Secondly, we apply LSI to construct a new conceptual vector space. The two-stage feature selection method conjugates the vector space model and semantic feature space model. The proposed method not only reduces the number of dimensions drastically, but also overcomes the problems existing in the vector space model used for text representation. Through some applications involving spam database categorization, we find that our two-stage feature selection method outperforms other traditional feature selection methods. Then future works can be devoted to many other problems such as protein sequences in molecular biology, image categorization and text compression.
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