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The paper presents an experimental study on approximation of continuously distributed 
geometric objects by equations with integer coefficients. The problem considered here is, given 
an equation of a geometrrc object with real coefficients, to find a set of integer coefficients that 
gives a good approximation to the original equation. This problem is reduced to a problem 
called a simultaneous Diophantine approximation problem, for which no efficient method to 
give the best solution has yet been found. Here considered are three heuristic methods: a naive 
method, a method based on the continued fraction theory, and a method using the basis 
reduction technique. These methods together with a brute-force exhaustive search method are 
studied using randomly generated data, and also proposed is a hybrid method, which seems 
allowable from both the viewpoint of time complexity and the viewpoint of quality of 
approximation. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Computers usually use only a finite length of memory space to represent real 
numbers. Hence, it is an important problem to find good finite-precision 
approximations to continuously distributed data. This paper studies the problem of 
finding good discrete approximations to continuously distributed geometric objects. 
In other words, when a geometric object represented by an equation with real coef- 
ficients is given, we want to replace the real coefficients by integers with certain 
finite digits in such a way that the resultant equation approximates to the original 
equation well in some appropriate criterion. 
This problem plays a particularly important role when we want to avoid 
topological inconsistencies caused by numerical errors in computation. In digital 
computers, geometric data are usually treated in a finite degree of precision, so that 
numerical errors are inevitable. These errors sometimes result in misjudgment about 
topological structures of objects, and thus prevent theoretically correct algorithms 
from giving correct answers. One approach to circumventing this problem is to 
reduce all the computation for determining topology to integer calculation [ 14, 121. 
For this purpose, original geometric data themselves should be represented by 
integers, and moreover in order to avoid overflow in the course of integer calcula- 
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tion, we want to make the number of digits to represent original data as small as 
possible. The results of the present paper will give one of the important support 
techniques for the design of such inconsistency-free manipulation of geometric 
objects. 
After defining the problem in Section 2, we consider three heuristic methods in 
Section 3 and observe their performance in Section 4. Since each method has its 
own merit and demerit, a hybrid method is also proposed. 
2. FINITE-PRECISION APPROXIMATION OF AN EQUATION 
First, let us consider geometric objects represented by linear equations. Let 
(x 1, . . . . x,) be an n-dimensional Cartesian coordinate system and consider a hyper- 
plane represented by 
a,x,+a,x,+ ... +a,x,+a,+, = 0, (1) 
where a,,a,, . . . . a,,, are real numbers. Equation (1) represents a line if n = 2, and 
a plane if n = 3. Let Qi, . . . . Q,, 1 be positive integers. We wish to find n + 1 integers 
b &ii * 3 . . . . such that 1 bi 1 < Qi (i = 1, . . . . n + 1) and that 
b,x,+b,x,+ ... +b,x,+b,+L=O (2) 
is a good approximation to the original hyperplane (1). 
By a good approximation, we mean that the hyperplane represented by Eq. (2) 
is close to the original hyperplane, but how we can define the closeness is a difficult 
question. In the present paper, therefore, we will tentatively define that the 
approximation is good if the ratio of bi to bj is close to the corresponding ratio of 
ai to aj for all i and j. However, the precise definition of the goodness will be 
postponed until we move to a slightly different form of the problem. 
In the above formulation of the problem, Qi intuitively corresponds to the maxi- 
mum absolute value of an integer that is allowed for the representation of the ith 
coefficient ai. We do not place a common upper bound for the coefficients, 
but place different upper bounds for different coefficients. The reason for this 
can be understood if we look at Fig. 1. This figure shows all the lines that can be 
represented by equations of the form 
ax+by+c=O (3) 
whose parameters a, b, and c are all integers. Figure l(a) shows the case where all 
the three parameters are chosen from the same set of integers : - 3 < a, b, c < 3. On 
the other hand, (b) shows the case where the last parameter c is chosen from a 
larger set of integers: - 3 < a, b < 3, and - 9 < c d 9. The region represented there 
is the square defined by - 3 < x, y < 3 in both cases. We can see that the represen- 
table lines are denser at the center in (a), whereas they are distributed uniformly in 
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(b). This phenomenon stems from the fact that in Eq. (3) the first two terms, ax and 
by, are the multiples of two values, so that, if we assume that a, b, x, and y are as 
large as O(L), the first two terms can be as large as 0(L2); in order to fulfill the 
equality the last term, in which c appears alone, should be as large as 0(L2). The 
uniformness of representable objects is an important feature when we try to 
represent continuously distributed data by discrete objects. For this reason we place 
different upper bounds for different coefficients. 
FIG. 1. All the lines that can be represented by equation ax + by + c = 0 with integer coetlicients. 
The region is {(x, y)l-33x, y<3} in both (a) and (b): (a) -3,<a,b,c<3; (b) -3<a,b<3 and 
-9SCG9. 
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Obviously, for any nonzero scale factor s, Eq. (1) is equivalent to 
sa,x,+su,x,+ ..’ +sa,x,+su,+, = 0. (4) 
Let k be an integer such that Isa,/ = Qk and ISUJ < Qi (16 i < n + 1) for some S. 
Then, we can expect that, for almost all choices of 6,) . . . . b,, 1 such that 1 b,l < Qk 
and the ratio of b, to bj is close to the ratio of ui to uj for all i and j, all the other 
constraints lbil < Qi (i = 1, . . . . k - 1, k + 1, . . . . n + 1) are automatically satisfied. 
Dividing both the sides of Eq. ( 1) by uk, we get 
wlxl+ ... +w,-,Xk_,+Xk+W~X~+~+ .‘. +w,_,x,+w,=o, (5) 
where wi = ui/uk for i = 1, . . . . k - 1, and wi = ui+ i/uk for i = k, . . . . n. Hence, instead of 
considering our original problem, we will consider a more tractable problem, the 
problem of finding good rational approximations pi/q to wi (i = 1, . . . . n) such that 
14 G Qk. 
In order to evaluate the quality of the approximation, we measure the goodness 
of the approximation by an approximation error defined as 
E,(P,, . . . . p q)=max w.-5 n, 
il ! l 4’ 
However, sometimes another error defined by 
is also considered. 
Thus our problem is the following. 
PROBLEM 1. Given n reals wi, . . . . w, and a positive integer Q, find n + 1 integers 
p,, . . . . p, and q such that 141 < Q and the error E, in Eq. (6) is small. 
In this problem, we search for rational approximations with small value of the 
error E,, but not with the smallest. This is because the problem of finding the 
rational approximation with the smallest error is very hard and we make use of 
several heuristics to get solutions that are close to the optimal one. 
If we get a solution of Problem 1, the corresponding solution of the original 
problem can be obtained by bi = pi for i = 1, . . . . k - 1, b, = q, and bi+ , = p, for 
i = k, . . . . n. 
We have considered the linear equation represented by (1). The same formulation 
is possible even if geometric objects are represented by polynomial equations. Let 
us consider an equation represented by 
n+l 
iTl U,(Xl )yXp . . . (xmp = 0, (8) 
571/39/2-S 
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where m denotes the dimension of the space in which the geometric object is 
considered, it + 1 denotes the number of terms, eii (i= 1, . . . . n + 1; j= 1, . . . . m) are 
nonnegative integers, and ai (i = 1, . . . . n + 1) are real coefficients. For example, if the 
geometric object is a quadric curve (such as an ellipse, a parabola, or a hyperbola), 
the corresponding equation is given by 
alX2+a2~*+a,xy+a,x+a,y+a,=0; (9) 
thus m = 2 and n + 1 = 6. Suppose that we want to replace the real coefficients ai by 
integer coefficients, say bi, in such a way that the resultant equation approximates 
to the original geometric object well and each b, does not exceed its upper bound 
Q. Then, by the same argument as above, we can reduce the problem to 
Problem 1. In this way, the problem of the approximation of a real-coefficient 
equations by an integer-coefficient equation reduces to the form of Problem 1, if the 
original equation is represented by the form of the summation of monomials. 
It is known that Problem 1 has a solution such that E2(pI, . . . . . p,,, q) c Q-l”’ 
(Dirichlet’s theorem [4, p. 1701). It is also known being NP-complete to judge, 
for given positive real E, whether Problem 1 has a solution such that 
E2( ~1, . . . . p,, q) < E [7]. However, the NP-completeness of the problem is with 
respect to the problem size n; we need not be disappointed too much because our 
main purpose is to consider the case where n is very small, i.e., n = 2 or 3. 
3. SEVERAL HEURISTIC METHODS 
We consider several different approaches to Problem 1 both from the viewpoint 
of goodness of approximations and from the viewpoint of computational 
complexity. 
3.1. Naive Method 
For any real number w, let [w] denote the integer that satisfies w - 0.5 < [w] < 
w+O.5; that is, [w] denotes the integer that is nearest to w with the convention 
that [k - 0.5]= k for any integer k. For any integer q, we have qw - 0.5 < [qw] < 
qw + 0.5, and hence 1 [qw] - qwl < 0.5, which means that 
L-VI 1 I I w-- %a- 4 (10) 
This inequality implies that the worst-case error of the approximation of w by 
[qw]/q becomes smaller as 141 becomes larger. This observation naturally leads to 
the next method, which we call a naive method, for solving Problem 1. In this 
method the possible largest value is chosen for q; that is, q is determined by q = Q, 
andp, are determined by pi= [Qw,] (i= 1, . . . . n). This method finds the approxima- 
tion in a constant time, and the approximation error E, is bounded by 1/(2Q). 
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3.2. Exhaustive Search Method 
Since the common denominator q is restricted to 141 <Q, we can try the 
approximation for all possible values of q. For this purpose, we need only to apply 
the naive method for each q. That is, for each value of q we approximate w, by 
pi/q = [qwi]/q, and thus find the integers pl, . . . . p,, q that make the error E, 
smallest. We call this method the exhaustive search method. For any q and w,, the 
smallest value of Iwi - pi/q1 is given by pi = [qwi], and consequently the exhaustive 
search method gives the best result. 
It should be noted that we need not check all values of q, but we need to check 
only q = Q/2, Q/2 + 1, . . . . Q; this is because, if the smallest value of E, is attained 
by some q such that 14) < Q/2, the same smallest value of E, is attained also by 2q. 
Nevertheless, the exhaustive search method still requires O(Q) processing time. 
3.3. Continued Fraction Method 
If n = 1, the best solution of Problem 1 can be found efficiently by employing the 
theory of continued fractions and Farey series [4, 131. Suppose that w is a positive 
real number. First, let us define rO and k,, by r,,= w and k,= Lr,J, where j-r_] 
denotes the integral part of r. Next, let us define rl, k, , r2, k,, . . . . in this order by 
1 
ri = 
- ki_ 1 
and ki = LrJ, ri-l (11) 
until k, = rl for some 1 (this eventually occurs if w is rational while never occurs if 
irrational). Finally, let us define ui/vi by 
U’=k,,+ 1 
vi 1 ’ 
k, + 1 
k,+ ... 
k,_., +; 
1 
(12) 
where we assume that the greatest common divisor of ui and vi is 1. ui and vi satisfy 
the recurrence relations 
u;=ui_,+kiui_l, vi=vi_2+kivi_1 (i= 1, 2, . ..). (13) 
ui/vi is called the ith convergent. Rationals defined by 
U(k) 
I= Ui-2 + kui- 1 
v!Q vi_2+kviP1’ 
k = 1, 2, . . . . k, - 1, (14) 
are called quasi-convergents. 
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For any real w and integers p and q (q > 0), p/q is said to give a best approxima- 
tion of w if 
(15) 
for any integers r and s such that 0 c s < q. It is known that any best approximation 
of w is either convergent ui/ui or quasi-convergent ujk)/vik) such that k > kJ2 [ 13, 
pp. 138-1411. Therefore, for real w and integer Q, we can find the best approxima- 
tion, which we shall denote by CF(w, Q), of w such that q is largest subject to 
[q( <Q in the following way. First we find and fix i such that ui_i <Q < vi. 
Next, we search for k that is the largest integer subject to kJ2 < k and 
sik) = ui_* + kvi_ 1 < Q (note that the quasi-convergent ujk)/~jk) goes near to w 
monotonically as k becomes larger provided that k < ki, so that it is sufficient to 
check the quasi-convergent with the largest denominator not greater than Q). If 
such k exists, we select as CF(w, Q) either ui_ ,/vi_ 1 or nik)/uik) that is closer to w. 
Otherwise, we set CF( w, Q) = ui_ l/oi _ , . 
It is known that any convergent ui/ui satisfies 1 w - ui/oij < l/v?, so that we get 
lw- Ww, Q,l< (16) 
These are fundamental results in continued fraction theory and are used for study 
of rational numbers that can be represented by a computer [ 111, for local deforma- 
tion of geometric objects [3], etc. 
This process requires O(log Q) time, because the worst case arises when 
k,=kZ= . . . = 1 and in this case the denominator vi of the ith convergent ui/vi is 
the i + 1 th Fibonacci number F(i + 1) ; recall that Fibonacci series is defined by 
F(i) = F(i- 1) + F(i- 2) and F(0) = F(1) = 1, and that F(i) is of the exponential 
order of i. 
Using this result, we can find a solution of Problem 1 for given n. Let R = Q1@, 
and ai/bi = CF(wi, R) for i = 1, ,.., n. Then q=b,bl...b,, and pi= 
b, ... bi-laibi+l . ..b. (i= 1, . . . . n) give a solution of Problem 1. We call this 
method the continued fraction method. The approximation error in this method is 
bounded only by Iwi-ai/bil < l/b?, we cannot expect good quality of the 
approximation because the bound is not less than l/Q”“. 
3.4. Basis Reduction Method 
Basis reduction proposed by Lenstra et al. [9, 5, lo] is a heuristic method to find, 
given a finite number of independent vectors, a nonzero short vector that is a linear 
combination of the given vectors with integer coefftcients, where a “short” vector 
means a vector whose Euclidean norm is small. This method, starting with the 
given list of independent vectors, modifies the list of vectors by the repetition of first 
constructing Gram-Schmidt orthogonal basis, next finding a new list of linear com- 
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binations of the vectors that is near to orthogonal and has the same Gram-Schmidt 
orthogonal basis, and finally’ renumbering the vectors in the list in the increasing 
order of their lengths; the repetition terminates when no more change is possible, 
and the first vector in the list gives a short vector. This basis reduction technique 
was first proposed in the context of factorization of polynomials using root 
approximations [ 81. 
There are also some attempts to find the shortest vector [6, 2, 13. However, they 
are not fast enough for practical use. 
As pointed out in [9, 101, the technique can be used for the simultaneous 
Diophantine approximation in the following way. We find a short vector that is a 
linear combination, say 
b=plb,+ ... +Pnb,-qb,+,, (17) 
of (n + 1 )-dimensional vectors b, = (1, 0, . . . . 0), b, = (0, 1, 0, . . . . 0), . . . . b, = 
(0, . . . . 0, 1, 0), and b,+l = (wl, w2, . . . . w,, e) with integer coefficients pl, . . . . p,, and 
-4, where e is a positive parameter whose role will be made clear in the following. 
The basis reduction technique finds short vector b in polynomial time with respect 
to the number of bits required to represent the problem, and the resultant vector 
is assured to be short enough to satisfy 
lb1 $ 2”‘21(b,, . . . . b,, 1 L (18) 
where I(b,, . . . . b,,,) is the length of the shortest nonzero vector that is a linear 
combination of b, , . . . . b, + 1 with integer coefficients. 
Suppose that b is short so that all of its components have absolute values that 
are not greater than a certain small number, say E. Then we get 
)qwi-piI <E (i= 1, . . . . n) and lqlede. (19) 
If e > s/Q, we have 141 < Q, and hence p,, . . . . pn, and q give a solution of Problem 1. 
The parameter e has the property that a smaller value of e gives a larger value of 
141. Hence if the inequality 141 < Q is not satisfied, we make the parameter e larger 
to get a smaller value of (41; the best value of e is searched for by a binary search. 
For this purpose we first find two values of e, say e, and e2, such that e, is large 
enough to satisfy the inequality 141 <Q and e2 is small enough not to satisfy the 
inequality, and next check the inequality using the value e3 = exp((log e, + log e,)/2) 
in order to restrict the search range to (e2, e3) or to (e,, el). We call this method 
the basis reduction method. 
4. EXPERIMENTS 
These four methods are applied to randomly generated lines on a plane. An 
example is shown in Fig. 2. As shown in (a), a lot of points are generated along a 
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FIG. 2. Randomly generated lines and their approximations: (a) original data; (b) naive method; 
(c) exhaustive search method; (d) continued fraction method; (e) basis reduction method; (f) hybrid 
method. 
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fixed line, and from each point generated is a pair of half lines going out in an acute 
angle. Both the points and the lines are generated in double-precision floating- 
point representations. In the figure, the points are generated on line 
x--fiy+ lOOO(fi- 1) =0 and the square area 999.O<x, y< 1001.0 is shown. 
The generated half lines are approximated by the four methods, where the coef- 
ficients of Eq. (2) are restricted to 16,1 < 16383, (6,j < 16383, and lb,] < 16383’ 
(16,383 is the maximum number that can be represented in 14 bits). (Recall the dis- 
cussion in Section 2 for the advantage of using a double size of memory for the last 
coefficients.) The approximated half lines and the points of intersections of the pairs 
of half lines are shown in (b)-(e); (b) shows the result of the naive method, (c)the 
exhaustive search method, (d) the continued fraction method, and (e) the basis 
reduction method. The computer program is written in C language, and runs in 
VAX 8600 System. The CPU times required to approximate 100 lines are 0.03s for 
the naive method, 178.16s for the exhaustive search method, 0.48s for the continued 
fraction method, and 21.58s for the basis reduction method. From the figures we 
can observe: the exhaustive search method gives the best result but requires too 
much time; the basis reduction method gives the second best result with allowable 
processing time, but several points of intersection of the half lines go out far from 
the original positions; the naive method and the continued fraction method run 
very fast, but give only poor results. 
In the basis reduction method, several points of intersection of the half lines go 
out far from the original positions. This is because the basis reduction method finds 
integers that make the error E, in Eq. (7) small, but not necessarily the error E, in 
Eq. (6) small. For E, to be small does not necessarily imply for E, to be small. In 
particular, if a small value of E, is attained by a small value of 141, the value of 
E, becomes relatively large. Indeed, very small values of (ql are chosen in the 
exceptionally bad cases in Fig. 2(e). 
Figure 2(f) shows the result of a hybrid method, in which the basis reduction 
method is first applied to each line, and, if the error defined by Eq. (6) is not 
smaller than a certain prespecilied threshold, the naive method and the continued 
fraction method are also applied and the best result is chosen. This hybrid method 
gives the most satisfactory result. 
Another version of a hybrid method is to apply all the three methods and to 
choose the best result. Which version we should adopt depends on the allowed time 
of processing in each particular application situation. 
In order to see time complexity, the four methods are applied to Problem 1 with 
various values of Q. Figure 3 shows the result. The horizontal axis represents the 
value of Q, and the vertical axis represents the time required for finding approxima- 
tions of 100 lines generated at random. .As shown in the figure, the time complexity 
of the naive method is constant, while that of the exhaustive search method is of 
O(Q)). Being linear in Q implies being exponential in log Q, where log Q 
corresponds to the number of bits provided for the representation of the absolute 
value of Q, so that the exhaustive search method is not practical. The time com- 
plexities of the other two methods are inbetween; their slopes are very gentle so 
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FIG. 3. Computation times required by the four methods to approximate randomly generated lines. 
that these methods are allowable from the time complexity point of view. This 
experimental result shows a good accordance with the theoretical prediction. 
5. CONCLUDING REMARKS 
Several heuristic methods are constructed to find a set of integers that 
approximate an equation of a geometric object with real coefficients, and they are 
applied to randomly generated lines on a plane. The experiments show that the 
hybrid method consisting of the basis reduction method as fundamental and the 
other two methods as additional gives good results with relatively small computa- 
tion time. 
One of open problems related to the present topic is to find a good measure for 
evaluating the quality of the approximations. Our empirical observation is that at 
least for linear equations the error El defined in Eq. (6) affords a good measure. In 
general, however, other types of evaluation measures seem necessary, because the 
effect of parameter perturbations to the deformations of the represented object is 
not uniform; some parameters are more sensitive than others. Hence, each 
geometric object may require its own evaluation measure. How to find such a 
measure is a problem for future. 
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