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Abstract
In this paper, moderate deviations for finite population are given under weaker conditions. As by-products, some exponential
inequalities for finite population are also established.
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1. Introduction and results
Let X1, . . . ,Xn be a simple random sample drawn without replacement from a finite population {a}N =
{a1, . . . , aN } with μ =∑Nj=1 aj and σ 2N = VarX1, where n < N . Let
p = pN = n/N, q = 1 − p, ω2N = Npq
and let
tn = √n(X¯ − μ)/(σˆ√q ),
where X¯ =∑nj=1 Xj/n and σˆ 2 =∑nj=1(Xj − X¯)2/(n − 1).
By the finite population limit theorem (see [5]), the distribution of tn can be approximated by a normal distribution.
There are two approaches for estimating the error of the normal approximation. One approach is to investigate the
absolute error via Berry–Esseen bounds and Edgeworth expansions. This has been done by many researchers. We
only refer to Rao and Zhao [12] and Bloznelis [2] for Berry–Esseen bounds; Babu and Singh [1] and Bloznelis [3]
for Edgeworth expansions. Another approach is to investigate the relative error of P(tn  x) to 1 − Φ(x). In this
direction, Hu, Robinson and Wang [8] derived the following results: there is an absolute constant A > 0 such that
exp
{−A(1 + x)3β3N/ωN} P(tn  x)1 − Φ(x)  exp
{
A(1 + x)3β3N/ωN
} (1)
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function. From (1), we can get the following moderate deviation result.
Theorem 1.1. Assume that β3N/ωN → 0. Then there exists an absolute constant A > 0 such that
lnP(tn  x)
ln(1 − Φ(x)) → 1 (2)
holds uniformly in 0 x min{(1/A)ωNσN/maxk |ak − μ|, o(1)ωN/β3N }.
Theorem 1.1 provides a uniform moderate deviation result for finite student’s statistic. But the proof of (1) is quite
complicated. As follows, we give another moderate deviation theorem, which only requires a Lindeberg condition.
Theorem 1.2. Assume that q > α for some constant 0 < α < 1. Let xn be a sequence of positive real numbers such
that xn → ∞ and xn = o(ωNσN). Assume that for any ε > 0,
(
σ 2Nω
2
N
)−1 N∑
j=1
(aj − μ)2I
(|aj − μ| > εσNωN/xn)→ 0. (3)
Then we have
lnP(tn  xn)
ln(1 − Φ(xn)) → 1. (4)
In applications, usually p is relatively small. Thus the condition q > α looks reasonable in some sense. But for the
completeness of the theory, it is better to cancel this condition. This is an open question.
This paper is organized as follows. Major steps of the proofs of Theorems 1.1–1.2 are given in Section 2. Proof of
a proposition used in the proof of Theorem 1.1 is offered in Sections 3–4. In Section 3, as preliminaries, we provide
some lemmas for the proof of the proposition. Throughout this paper, we shall use C to denote an absolute positive
constant whose value may differs at each occurrence.
2. Proof of theorems
Proof of Theorem 1.1. By (1), there exists an absolute constant A > 0 such that∣∣∣∣ lnP(tn  x)ln(1 − Φ(x)) − 1
∣∣∣∣ (1 + x)3β3N/ωN| ln(1 − Φ(x))| (5)
holds uniformly in 0 x  (1/A)ωNσN/maxk |ak − μ|. Since (see, for example, [10, Section 41.2])
xΦ ′(x)/
(
1 + x2) 1 − Φ(x)Φ ′(x)/x for x > 0, (6)
and 0 < 1−Φ(1) 1−Φ(x) 1/2 for 0 x  1, there exists an absolute constant A1 > 0 such that |ln(1 − Φ(x))|
A1(1 + x)2. Thus
(1 + x)3β3N/ωN
| ln(1 − Φ(x))|  (1/A1)(1 + x)β3N/ωN → 0 (7)
holds uniformly in 0 x  o(1)ωN/β3N . Theorem 1.1 follows immediately from (5) and (7). 
To prove Theorem 1.2, we shall show the following proposition for self-normalized sum Sn/Vn, where
Sn =
n∑
j=1
Xj , V
2
n =
n∑
j=1
X2j .
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lim
n→∞x
−2
n lnP(Sn/Vn 
√
qxn) = −1/2. (8)
The proof of Proposition 2.1 will be provided in Section 4.
In the independent case, this kind of self-normalized moderate deviations has been studied in many papers, we refer
to Shao [13] for iid random variables X1,X2, . . . with X1 belonging to domain of attraction of some normal or stable
distribution; Jing, Shao and Wang [9] and Shao [14] for the case that a Lindeberg-type condition for independent
random variables is satisfied.
Proof of Theorem 1.2. Without loss of generality, we assume that μ = 0 and σ 2N = 1. By (6), as xn → ∞, we have
x−2n log
(
1 − Φ(xn)
)→ −1/2. (9)
Similarly to [4] in the iid case, we get
{tn  xn} = {Sn/Vn √qx˜n}, (10)
where x˜n = xnn1/2/(n + x2nq − 1)1/2. Noting that xn = o(ωN), we have
x˜n/xn = n1/2/
(
n + x2nq − 1
)1/2 → 1. (11)
It is easy to verify that x˜n satisfies the condition of Proposition 2.1. Then Theorem 1.2 follows directly from Proposi-
tion 2.1 and (9)–(11). 
3. Preliminary lemmas
In this section, we will provide some lemmas that will be used in the proof of Proposition 2.1.
Throughout this section, we assume that μ = 0 and σ 2N = 1. Let 1/2 > η = ηε > 0 that will be specified later and
define that τ = η2ωN/xn. Set
SH =
n∑
j=1
XjI
(|Xi | τ), V 2H =
n∑
j=1
X2j I
(|Xi | τ),
SG =
n∑
j=1
XjI
(|Xi | > τ), V 2G =
n∑
j=1
X2j I
(|Xi | > τ),
Wn = SH − ESH .
Lemma 3.1. Let X˜1, . . . , X˜n be a random sample drawn without replacement from {c}N = {c1, . . . , cN } and let
Y˜1, . . . , Y˜n be a random sample drawn with replacement from {c}N . Then for any continuous and convex function
f (x),
Ef
(
n∑
j=1
X˜j
)
Ef
(
n∑
j=1
Y˜j
)
.
Lemma 3.1 can be found in [6].
Lemma 3.2. Let εj , 1  j  N , be iid random variables with P(ε1 = 1) = 1 − P(ε1 = 0) = p and BN =∑N
j=1(εj − p). For any random variable Z with E|Z| < ∞,
E(Z|BN = 0) = 1
Gn(p)
πωN∫
−πωN
EZeitBN/ωN dt, (12)
where Gn(p) = 2πωNCn pnqN−n.N
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π∫
−π
eikt dt =
{
2π if k = 0,
0 if k = 0.
The proof of (12) is now obvious. 
Lemma 3.3. If {xn} is a sequence of positive real numbers, then for any ε > 0,
P(Wn  xnωN) exp
(−(1 − ε)x2n/2)
holds for sufficiently large n and sufficiently small η.
Proof. By the Chebyshev inequality, for any t > 0,
P(Wn  xnωN) e−txnωNEetWn. (13)
Let εj ,1 j  N be iid random variables with P(ε1 = 1) = 1 − P(ε1 = 0) = p and BN =∑Nj=1(εj − p), then by
Lemma 3.2,
EetWn = E
[
exp
{
t
N∑
j=1
εj bj
} ∣∣∣ BN = 0
]
= 1
Gn(p)
∫
|φ|πωN
E exp
{
t
N∑
j=1
εj bj + iφBN/ωN
}
dφ
= 1
Gn(p)
∫
|φ|πωN
N∏
j=1
E exp
{
t (εj − p)bj + iφ(εj − p)/ωN
}
dφ,
where bj = aj I (|aj |  τ) − 1N
∑N
k=1 akI (|ak|  τ) and Gn(p) = 2πωNCnNpnqN−n. By the inequality 1 + x  ex ,
we have∣∣Eet(εj−p)bj+iφ(εj−p)/ωN ∣∣2 = ∣∣petbj q+iqφ/ωN + qe−tpbj−ipφ/ωN ∣∣2
= p2e2tbj q + q2e−2tpbj + 2pqetbj (q−p) cos(φ/ωN)
 exp
{
p2e2tbj q + q2e−2tpbj + 2pqetbj (q−p) cos(φ/ωN) − 1
}
.
Since ex−1−x
x2
is increasing on R and |bj | 2τ , we obtain
N∏
j=1
∣∣Eet(εj−p)bj+iφ(εj−p)/ωN ∣∣

N∏
j=1
exp
{[
p2e2tbj q + q2e−2tpbj + 2pqetbj (q−p) cos(φ/ωN) − 1
]
/2
}
= exp
{[
p2
N∑
j=1
(
e2tbj q − 1 − 2tbj q
)+ q2 N∑
j=1
(
e−2tbj p − 1 + 2tbjp
)]/
2
+ pq
N∑
j=1
[(
etbj (q−p) − 1 − tbj (q − p)
)
cos(φ/
√
nq ) + cos(φ/ωN) − 1
]}
 exp
{
1
32τ 2
(
e4tτ − 1 − 4tτ)(8p2q2 + 2pq(q − p)2) N∑
j=1
b2j + Npq
[
cos(φ/ωN) − 1
]}
= exp
{
1
16τ 2
(
e4tτ − 1 − 4tτ)pq N∑b2j + Npq[cos(φ/ωN) − 1]
}
.j=1
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1 − cos(φ/ωN)
{
φ2/(6ω2N) for |φ| ωN/2,
1 − cos(1/2) for ωN/2 |φ| πωN,
and
N∑
j=1
b2j 
N∑
j=1
a2j I
(|aj | τ)N.
Combing the above estimate, we obtain
EetWn C exp
{
1
16τ 2
(
e4tτ − 1 − 4tτ)ω2N
}
,
where we used the estimate (see, for instance, [7])
π/
√
2Gn(p) = 2πωNCnNpnqN−n 
√
2π. (14)
Then it follows from (13) that
P(Wn  xnωN) C exp
{
−txnωN + 116τ 2
(
e4tτ − 1 − 4tτ)ω2N
}
.
Choosing t = 14τ ln(1 + 4η2) and using (1 + x) ln(1 + x) − x  x
2
2(1+x) for x > 0, we obtain
P(Wn  xnωN) C exp
{
− ω
2
N
16τ 2
[(
1 + 4η2) ln(1 + 4η2)− 4η2]}
 C exp
{
− x
2
n
2(1 + 4η2)
}
 C exp
{−(1 − ε)x2n/2}
provided that 11+4η2 > 1 − ε. The proof of Lemma 3.3 is complete. 
Lemma 3.4. Let K(x) = ln(peqx + qe−px). For any fixed C0 > 0, if |t | < C0τ−1, then
EetWn = (Bn(p))−1
(
N∑
j=1
K ′′j
)−1/2
exp
{
N∑
j=1
Kj
}
(1 + R),
where Bn(p) =
√
2πCnNp
nqN−n, Kj , K ′j and K ′′j are the values of K(x), K ′(x) and K ′′(x) evaluated at x = tbj +
αN(t), where αN(t) is the unique solution of the equation
N∑
j=1
K ′(tbj + α) = 0 (15)
and where bj = aj I (|aj | τ) − 1N
∑N
k=1 akI (|ak| τ), |R| C1/ωN and C1 is a positive constant only depending
on C0.
Proof. Lemma 3.4 follows directly from Theorem 3.1 in [8]. 
Lemma 3.5. If xn satisfies the condition of Theorem 1.2, then for any ε > 0,
P(Wn  xnωN) exp
(−(1 + ε)x2n/2)
holds for sufficiently large n and sufficiently small η.
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with some positive constant C0(> tτ) only depending only on η and δ. Since
K ′(x) = pq(e
qx − e−px)
peqx + qepx
{
> 0, x > 0,
< 0, x < 0,
and |tbj | < 2tτ , we have ∑Nj=1 K ′(tbj + α) > 0 for any α > 2tτ and ∑Nj=1 K ′(tbj + α) < 0 for any α < −2tτ ,
which means that the solution of Eq. (15) satisfies |αN(t)| 2tτ . By Lemma 3.1 of [8],
N∑
j=1
K ′′j  e12C0Npq,
which together with (14) implies
Bn(p)
(
N∑
j=1
K ′′j
)1/2
 C2Gn(p) C3,
where C2, C3 are positive constants depending only on η and δ. Noting that K(x) 0 and lnx ∼ x − 1(x → 1), for
any δ1 > 0, we have
Kj  (1 − δ1)
(
peq(tbj+αN (t)) + qe−p(tbj+αN (t)) − 1) (16)
for sufficiently small η. And if η is small enough such that |tbj + αN(t)| 4tτ = 4η2/(1 − δ) < 1, then
eq(tbj+αN (t))  1 + q(tbj + αN(t))+ q2(tbj + αN(t))22
(
1 − 4tτ
3
− 4
2t2τ 2
12
− · · ·
)
 1 + q(tbj + αN(t))+ q2(tbj + αN(t))22 (1 − 2tτ )
and
e−p(tbj+αN (t))  1 − p(tbj + αN(t))+ p2(tbj + αN(t))22 (1 − 2tτ ).
These estimates together with (16) yield that
N∑
j=1
Kj 
1 − δ1
2
pq
N∑
j=1
t2b2j (1 − 2tτ ).
Observe that
N∑
j=1
b2j 
N∑
j=1
a2j −
N∑
j=1
a2j I
(|aj | > τ)= (1 − o(1))N.
Combining all the above facts and using Lemma 3.4, it is easy to get that for any β > 0, we have
E exp{tWn} C4 exp
{
N∑
j=1
Kj
}
 exp
{
(1 − β)t2ω2N/2
} (17)
for sufficiently large n and sufficiently small η, where C4 is a positive constant depending only on η and δ.
Furthermore,
EetWn = −
∞∫
−∞
ety dqn(y) = t
∞∫
−∞
etyqn(y) dy = t
5∑
k=1
Ik, (18)
where qn(y) = P(Wn  y) and I1, . . . , I5 are the integrals of etyqn(y) over the intervals (−∞,0), (0, t (1 − δ)ω2N),
(t (1 − δ)ω2 , t (1 + δ)ω2 ), (t (1 + δ)ω2 ,8tω2 ) and (8tω2 ,∞), respectively. Clearly,N N N N N
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0∫
−∞
ety dy = 1.
In the interval y ∈ (8tω2N,∞), by Lemma 3.3,
qn(y) exp
{−y2/(4ω2N )} exp{−2ty}
holds for sufficiently large n and sufficiently small η. Thus
tI5  t
∞∫
8tω2N
e−ty dy < 1.
Taking account of (17), we obtain
tI1 + tI5 < 2 < EetWn/4. (19)
For y ∈ I2 ∪ I4, by Lemma 3.3, we have that for every fixed γ > 0,
qn(y) exp
{
− y
2
2ω2N
(1 − γ )
}
holds for sufficiently large n and sufficiently small η. Then similarly to the proof of Lemma 7.2 in [11], we have
tI2 + tI4 EetWn/4 (20)
for sufficiently large n and sufficiently small η.
Taking account of the equality xnωN = t (1 − δ)ω2N , we get
tI3  2δt2ω2N exp
{
t2(1 + δ)ω2N
}
P(Sn  xnωN).
In view of (18)–(20) we have tI3 EetWn/2. Using (17), we find that
P(Sn  xnωN)
1
4δt2ω2N
exp
{−t2ω2N(1 + β + 2δ)/2} exp
{
− x
2
n
2(1 − δ)2 (1 + β + 3δ)
}
for sufficiently large n. Let ε be an arbitrary positive number. We can choose δ and β so that
(1 + β + 3δ)(1 − δ)−2 < 1 + ε.
Then the proof is complete. 
4. Proof of Proposition 2.1
Proof of Proposition 2.1. It suffices to prove that for any 0 < ε < 1/2,
P(Sn/Vn 
√
qxn) exp
(−(1 − ε)x2n/2) (21)
and
P(Sn/Vn 
√
qxn) exp
(−(1 + ε)x2n/2) (22)
for sufficiently large n. Observe that
P(Sn/Vn 
√
qxn) P
(
SH/VH  (1 − η)√qxn
)+ P
(
n∑
j=1
XjI
(|Xj | > τ)/Vn √qηxn
)
 P
(
SH  (1 − η)3/2xnwN
)+ P (V 2H  (1 − η)n)+ P
(
n∑
I
(|Xj | > τ)> q(ηxn)2
)
.j=1
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EV 2H = n −
n∑
j=1
EX2j I
(|Xj | > τ)= (1 − o(1))n (1 − η/2)n
for sufficiently large n. Hence by the Hoeffding inequality for the sum of a random sample drawn without replacement
from a finite population (see [6])
P
(
V 2H  (1 − η)n
)= P (V 2H − EV 2H −ηn/2) exp
{
− (ηn/2)
2
2n
N
∑N
j=1 a4j I (|aj | τ)
}
 exp
{
− (ηn/2)
2
2τ 2n
}
= exp
{
− x
2
n
8η2q
}
 exp
{−2x2n} (23)
provided that η < 1/4 and that n is sufficiently large. By condition (3), we have
nP
(|X1| > τ) nτ−2EX21I(|X1| > τ)= pτ−2
N∑
j=1
a2j I
(|aj | > τ)= o(x2n).
Therefore by Lemma 3.1, we have
P
(
n∑
j=1
I
(|Xj | > τ)> q(ηxn)2
)
 e−tq(ηxn)2E exp
{
t
n∑
j=1
I
(|Xj | > τ)
}
 e−tq(ηxn)2
(
E exp
{
tI
(|X1| > τ)})n
 exp
{−tq(ηxn)2 + n(et − 1)P (|X1| > τ)}
(
enP (|X1| > τ)
q(ηxn)2
)qη2x2n
= (o(1)/q)qη2x2n  exp(−2x2n) (24)
for n sufficiently large, where we choose t = ln( q(ηxn)2
nP (|X1|>τ) ). Since
ESH 
n
N
N∑
j=1
|aj |I
(|aj | > τ) pτ−1 N∑
j=1
|aj |2I
(|aj | > τ)= o(1)τ−1ω2N = o(1)xnωN, (25)
by Lemma 3.3, we have
P
(
SH  (1 − η)3/2xnωN
)
 P
(
Wn  (1 − 2η)xnωN
)
 exp
{−(1 − ε)x2n/2} (26)
for sufficiently large n and sufficiently small η. This proves (21) by (23), (24) and (26).
We next prove (22). By (3), we have
|SG|
N∑
j=1
|aj |I
(|aj | > η2ωN/xn) xn
η2ωN
N∑
j=1
|aj |2I
(|aj | > η2ωN/xn)= o(xnωN).
Note that if V 2H  (1 − η)n, then |SG|/Vn  |SG|/VH = o(
√
qxn). Thus for sufficiently large n,
P(Sn/Vn 
√
qxn) = P(SH/Vn √qxn − SG/Vn)
 P
(
SH/Vn  (1 + η)√qxn
)− P (V 2H  (1 − η)n). (27)
Also by (3), we have
V 2G 
N∑
j=1
a2j I
(|aj | > η2ωN/xn)= o(ω2N )= o(n).
This implies that for sufficiently large n,
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(
SH/Vn  (1 + η)√qxn
)
 P
(
SH  (1 + η)√qxn
(
V 2H + ηn
)1/2)
 P
(
SH  (1 + η)√qxn
(
V 2H + ηn
)1/2
,V 2H  (1 + 2η)n
)
 P
(
SH  (1 + η)(1 + 3η)1/2ωNxn
)− P (V 2H > (1 + 2η)n). (28)
Similarly to the proof (23), we have
P
(
V 2H > (1 + 2η)n
)
 exp
{
− (ηn)
2
2p
∑N
j=1 a4j I (|aj | τ)
}
 exp
{−2x2n} (29)
for sufficiently large n and sufficiently small η. By (25) and Lemma 3.5, we have
P
(
SH  (1 + η)(1 + 3η)1/2ωNxn
)
 P
(
Wn 
[
(1 + η)(1 + 3η)1/2 + η]ωNxn) exp{−(1 + ε)x2n/2} (30)
for sufficiently large n and sufficiently small η.
Then (22) follows from (23) and (27)–(30). The proof of Proposition 2.1 is complete. 
Remark. In the proof, the condition q > α is only used in (24).
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