Alcohol intoxication is well known to decrease performance in response time (RT) tasks (e.g., Schweizer and Vogel-Sprott, [@CR44]). For instance, alcohol intoxication leads to higher mean RT and lower accuracy in tasks that involve response inhibition (e.g., Mulvihill et al. [@CR26]; Easdon and Vogel-Sprott [@CR4]; Fillmore et al. [@CR8]; Marczinski and Fillmore [@CR23]; Schweizer et al. [@CR46]), response mapping (e.g., Schweizer et al. [@CR45]), selective attention (e.g., Fillmore et al. [@CR7]), working memory (e.g., Grattan-Miscio and Vogel-Sprott [@CR11]), simulated driving (e.g., Burian et al. [@CR2]), and learning (e.g., Schweizer et al. [@CR46]).

Aside from the large body of research on the effects of alcohol on tasks involving RT, effects of alcohol intoxication on psychological processes have also been amply documented. In the context of research on alcohol intoxication, psychological processes can be usefully subdivided in cognitive processes and motor processes. With respect to the former, research has shown that alcohol intoxication impairs cognitive processing (e.g., Fillmore and van Selst [@CR6]; Fillmore [@CR5]). Examples include acute drops in evoked potentials in visual systems associated with the processing of motion (Neill et al. [@CR27]), impairments in sensory processing in general (e.g., Lewis et al. [@CR19]; MacArthur and Sekuler [@CR22]; Hindmarch et al. [@CR16]), decreases in memory (Maylor and Rabbitt [@CR24]; Saults et al. [@CR41]), and impairments in performance monitoring (Ridderinkhof et al. [@CR39]).

In addition to the negative effects on cognitive processes, research has also demonstrated debilitating effects of alcohol intoxication on motor processes (e.g., Drew et al. [@CR3]; Guppy [@CR12]; Volkow et al. [@CR52]; Hindmarch [@CR15]; Maylor and Rabbitt [@CR25]; Abroms et al. [@CR1]; Marczinski and Fillmore [@CR23]). Moreover, Hernandez et al. ([@CR13]) and Hernandez et al. ([@CR14]) showed that the adverse effects of alcohol intoxication on motor performance are apparent at a higher alcohol dose than the adverse effects of alcohol intoxication on cognitive performance.

Despite all this work, to date no precise quantitative account exists of the interplay between cognitive and motor processes on the performance in RT tasks after alcohol consumption. For instance, does the increase in mean RT after alcohol consumption signify a drop in information processing, a more cautious response strategy, slower motor processes, or a combination of the previous factors? And to what extent, and at which alcohol doses, do each of these psychological processes deteriorate?

One way to quantify the underlying processes that determine performance on a task is by using a cognitive process model. Cognitive process models propose concrete mechanisms that drive observed behavior; therefore, a cognitive process model is a means to translate what is observed but relatively uninformative to what is unobserved and relatively informative. An example of such a successful cognitive process model is the diffusion model for response times and accuracy (Ratcliff [@CR30]; van Ravenzwaaij and Oberauer [@CR47]). The diffusion model allows for a decomposition of RT data into its constituent components, such as the rate of information processing, response caution, and time needed for stimulus encoding and motor processes (i.e., response execution).

In this study, we investigate the effects of alcohol on RT performance from the perspective of the diffusion model. Specifically, we administered three different doses of alcohol to 18 psychology students in a double-blind design. We will then assess the effect of alcohol on RT and accuracy in the moving dots task, a perceptual decision-making task that is often used in neuroscience (e.g., Newsome et al. [@CR28]; Gold and Shadlen [@CR10]). In the moving dots task, participants have to determine whether a cloud of dots appears to move to the left or to the right. While a small proportion of the dots move coherently, a larger proportion moves randomly. We will analyze the data with the diffusion model and explore at what dose and to what extent both cognitive and non-decision processes are affected by alcohol.

The diffusion model {#Sec1}
===================

In the diffusion model for speeded two-choice tasks (Ratcliff [@CR30]; Wagenmakers [@CR56]; van Ravenzwaaij and Oberauer [@CR47]), stimulus processing is conceptualized as the accumulation of noisy evidence over time. A response is initiated when the accumulated evidence reaches a predefined threshold (Fig. [1](#Fig1){ref-type="fig"}).Fig. 1The diffusion model and its parameters. Evidence accumulation begins at *z*, proceeds over time guided by drift rate *v*, and halts when either the upper or the lower boundary is reached, the distance between which is boundary separation *a*. Observed RT is an additive combination of the time during which evidence is accumulated and the non-decision time *T*~er~. Note that non-decision time consists of stimulus encoding (prior to the decision process) and response execution (after the decision process)

The model applies to tasks in which the participant has to decide quickly between two alternatives. For instance, in the moving dots task, participants have to decide whether a cloud of dots appears to move to the left or to the right. The RTs in this task generally do not exceed 1.0 or 1.5 s.

The four key components of the diffusion model are (1) the rate of information processing, quantified by drift rate *v*; (2) response caution, quantified by boundary separation *a*; (3) a priori bias, quantified by starting point *z*; and (4) non-decision time, quantified by *T*~er~.

The model assumes that the decision process starts at *z*, after which information is accumulated with a signal-to-noise ratio that is governed by mean drift rate *v*. Values of *v* near zero produce long RTs and high error rates. Boundary separation *a* determines the speed--accuracy tradeoff; lowering *a* leads to faster RTs at the cost of a higher error rate. For the simple diffusion model, *z* is fixed to .5*a*. Together, these parameters generate a distribution of decision times DT. The observed RT, however, also consists of non-decision time *T*~er~, which in part can be subdivided in stimulus encoding (prior to the decision process) and motor execution (after the decision process). The model assumes that *T*~er~ simply shifts the distribution of DT, such that RT = DT + *T*~er~ (Luce [@CR21]). The full model includes parameters that specify across-trial variability in drift rate, *η*, starting point, *s*~z~, and non-decision time, *s*~t~, (e.g., Ratcliff and Tuerlinckx [@CR33]). For the remainder of this paper, we will be working with the simple "EZ" diffusion model that uses the mean and variance of the RT and the error rate to calculate *v*, *a*, and *T*~er~ (Wagenmakers et al. [@CR57]).[1](#Fn1){ref-type="fn"}

The main advantages of a diffusion model analysis are twofold. First, the model takes into account entire RT distributions, both for correct and incorrect responses. Second, the model allows researchers to decompose observed RTs and error rates into latent psychological processes.

The diffusion model has been successfully applied to a wide range of experimental paradigms, including perceptual discrimination, letter identification, lexical decision, recognition memory, implicit association, and signal detection (e.g., Ratcliff [@CR30]; Ratcliff et al. [@CR35], [@CR36]; Klauer et al. [@CR18]; Wagenmakers et al. [@CR58]; van Ravenzwaaij et al. [@CR49]; Ratcliff et al. [@CR38]).

Recently, the diffusion model has also been used in more clinical settings. For instance, research on the effects of sleep deprivation by Ratcliff and van Dongen ([@CR34]) showed that following sleep deprivation, information processing is negatively affected (evident in a decrease in drift rate), and people respond somewhat more cautiously (evident in a slight increase in boundary separation), presumably in an attempt to compensate for the lower rate of information processing. In a study on the effects of incorrect responses on people with different trait levels of anxiety by White et al. ([@CR60]), it was concluded that following an error, high-anxiety people respond more cautiously (evident in an increase in boundary separation), whereas low-anxiety people did not. Recently, work has been done to map diffusion model estimates on neurological correlates, such as neural firing rates of monkeys (Ratcliff et al. [@CR37]) and EEG components of humans (Philiastides et al. [@CR29]).

While the detrimental effects of alcohol on observed data from perceptual discrimination are known, a precise quantification of the interplay of these underlying processes is as yet unknown. For this particular experiment, multiple hypotheses could be entertained. One possibility is that alcohol only affects the cognitive component, indicated by a decrease in the information processing parameter drift rate. Alternatively, alcohol could negatively affect the motor component, indicated by a decrease in the non-decision time parameter. Hernandez et al. ([@CR14]) showed that alcohol intake affects cognitive processes at lower doses, but motor processes at higher doses. A decrease in boundary separation (i.e., response caution) with alcohol intake would also be possible as alcohol intake is known to increase risk taking (e.g., Burian et al. [@CR2]). Of course, any combination of these effects is possible.

Method {#Sec2}
======

Participants {#Sec3}
------------

Eighteen male students from the University of Amsterdam, aged 18 to 25, participated in all three conditions in exchange for a monetary reward of 80 euros. Participants were screened for health problems, alcohol and drug abuse.[2](#Fn2){ref-type="fn"}

Materials {#Sec4}
---------

The amount of alcohol administered to participants was based on Widmark's Formula:$$\documentclass[12pt]{minimal}
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                \begin{document}$$ {\text{BAC}} = \left( {A/rW} \right) - \zeta t{,} $$\end{document}$$where BAC is the blood alcohol concentration (in grams per liter), *A* is the weight of the alcohol consumed since the commencement of drinking (in grams), *W* is the weight of the person (in kilograms), *r* is the alcohol distribution ratio (in liters per kilogram), which is on average 0.68 for men, *t* is the amount of hours elapsed since the commencement of drinking, and *ζ i*s the decay factor (Watson et al. [@CR59]). Each participant returned to the lab for three different sessions. In three sessions, the participant was assigned to one of three conditions (counterbalanced and double blind): the placebo condition (0 g/l BAC), the moderate condition (0.5 g/l BAC), and the high condition (1 g/l BAC). This led to six possible orders of administration, with three participants per order.

Pilot work showed *ζ* to be approximately 0.15. We administered vodka that contains 37.5% alcohol. An amount of vodka of 100 ml contained 37.5 ml of alcohol, which is approximately 30 g. Thus, each participant was required to drink an amount of vodka (in milliliters) equal to 1.28 times their body weight (in kilograms) in the moderate condition and double that amount in the high condition. For example, a man weighing 70 kg would be required to drink 90 ml of vodka in the tipsy condition and 180 ml of vodka in the drunk condition.

Participants were required to drink two 0.4-l milkshake cups of fluid. Both cups consisted of half the amount of vodka the participant had to consume, then filled up with multifruit juice. On top of all these, six drops of mint oil was added, as earlier tests had shown this to mask both the taste and the scent of the alcohol.

Procedure {#Sec5}
---------

The whole experiment was administered by two experimenters. Experimenter \#1 would supervise the entire session, while experimenter \#2 prepared the alcoholic drinks and administered the breathalyzer measurements. Each participant started the experiment at 3 p.m. Upon entering, the participant was welcomed by experimenter \#1. If it was the participant's first session, the participant received a general instruction about the procedure and signed an informed consent form. Then, the participant was asked whether he had drank alcohol the night before, whether he had a light lunch, and whether he had consumed any tea, coffee, or cola earlier that day (the required answers were no, yes, no). Next, experimenter \#2 entered to administer the first breathalyzer measurement to the participant. If the BAC read 0 (which it invariably did), the participant was given his first milkshake cup by experimenter \#2, who then left. To finish the first cup, the participant was allowed 15 min, after which the second cup was brought in. The participant was allowed 30 min to finish the second cup. After finishing the two cups, the participant received a glass of water and was required to wait for another 20 min for the alcohol to take its full effect. During the consumption of the alcoholic beverages and the following 20 min, the participant could choose to watch either a Lion King DVD or a David Attenborough DVD. After this, experimenter \#1 momentarily left and experimenter \#2 administered a second breathalyzer measurement. The participant then completed the moving dots task (25 to 45 min after alcohol consumption). Subsequently, experimenter \#1 momentarily left and experimenter \#2 administered a third breathalyzer measurement. Participants then completed a task designed to measure risk taking: the Balloon Analogue Risk Task, or BART, the results of which are published elsewhere (van Ravenzwaaij et al. [@CR48]). Finally, a last breathalyzer measure (experimenter \#2) and an unrelated task (experimenter \#1) were administered. Upon completion of the experiment, the participant was delivered home by taxi.

Task {#Sec6}
----

The task was administered on a 17-in. screen (resolution, 1,280 × 1,024 pixels). Participants were seated approximately 80 cm from the screen. In each of the three sessions, a moving dots task was administered with two blocks of 200 trials each. On every trial, the stimulus consisted of 120 dots, 40 of which moved coherently and 80 of which moved randomly. After each 50-ms frame, the 40 coherently moving dots moved 1 pixel in the target direction. The other 80 dots were relocated randomly. On the subsequent frame, each dot might switch roles, with the constraint that there were always 40 dots moving coherently between a given set of frames. This setup elicits the impressions of the cloud of dots moving systematically in one direction, even though the cloud remains centered. Each dot consisted of 3 pixels, the entire cloud of dots was 250 pixels. Pixels were uniformly distributed over this pixel range.

Participants indicated their response by pressing one of two buttons with their left or right index finger. Prior to each stimulus, a fixation cross was displayed for an interval chosen at random out of 500, 800, 1,000 or 1,200 ms. Subsequent to fixation, participants had 1,500 ms to view the stimulus and give a response. The stimulus disappeared as soon as a response was made. If, for a given trial, the participant's response was slower than 1,000 ms, participants saw the message "too slow" at the end of the trial. The moving dots task took approximately 20 min.

Results {#Sec7}
=======

The mean number of days between sessions for participants was 11.1 (SD = 8.6); participants never had two sessions on adjoining days. Prior to administration of the moving dots task, breathalyzer measurements showed a mean reading of 0 (SD = 0), 0.32 (SD = 0.10), and 0.91 g/l (SD = 0.16) BAC for the placebo, moderate, and high conditions, respectively. Directly after administration of the moving dots task, breathalyzer measurements showed a mean reading of 0 (SD = 0), 0.28 (SD = 0.09), and 0.88 g/l (SD = 0.13) BAC for the placebo, moderate, and high conditions, respectively. In the next two subsections, we will first present the behavioral results (mean RT and accuracy) and then the modeling results.

Behavioral results {#Sec8}
------------------

For each participant, we excluded all RTs below 275 ms as these were unlikely to be non-guessing responses. This led to the exclusion of 0.5% of all RTs. Figure [2](#Fig2){ref-type="fig"} shows the within-subject effects for mean RT and accuracy. For the presented post hoc analyses, we report Bayesian posterior probabilities in addition to conventional *p* values. When we assume, for fairness, that the null hypothesis and the alternative hypothesis are equally plausible a priori, a default Bayesian *t* test (Rouder et al. [@CR40]) allows one to determine the *posterior* plausibility of the null hypothesis and the alternative hypothesis. We denote the posterior probability for the null hypothesis as *p*^Bayes^~*H*0~. When, for example, *p*^Bayes^~*H*0~ = .9, this means that the plausibility for the null hypothesis has increased from .5 to .9. Posterior probabilities avoid the problems that plague *p* values, allow one to directly quantify evidence in favor of the null hypothesis, and arguably relate more closely to what researchers want to know (e.g., Wagenmakers [@CR55]).Fig. 2The within-subject effects of alcohol dose (*top panels*) and test session (*bottom panels*) on mean RT (*left panels*) and response accuracy (*right panels*). *Error bars* represent 95% confidence intervals with individual subject error partialed out

For mean RT, a higher alcohol dose led to higher mean RTs, with mean RTs of 440, 465, and 476 for the placebo, the moderate, and the high condition, respectively (*F*(2,28) = 11.82, *p* \< .001). A paired *t* test revealed that the increase from placebo to moderate (*t*(17) = 2.48, *p* \< .05, *p*^Bayes^~*H*0~ = .31) and the increase from placebo to high (*t*(17) = 4.70, *p* \< .001, *p*^Bayes^~*H*0~ = .01) were significant, although only the latter contrast was convincing according to the Bayesian *t* test. Mean RTs were lower for later sessions, with mean RTs of 479, 448, and 454 for sessions 1, 2, and 3, respectively (*F*(2,28) = 9.34, *p* \< .001), indicating a practice effect. A paired *t* test revealed that only the decrease from session 1 to session 2 (*t*(17) = 3.99, *p* \< .001, *p*^Bayes^~*H*0~ = .03) was significant.

For response accuracy, a higher alcohol dose led to more errors, with accuracies of 96.3%, 95.7%, and 94.3% for the placebo, the moderate, and the high condition, respectively (*F*(2,28) = 6.47, *p* \< .01). A paired *t* test revealed that the difference between moderate and high (*t*(17) = 2.27, *p* \< .05, *p*^Bayes^~*H*0~ = .39) and the difference between placebo and high (*t*(17) = 3.63, *p* \< .01, *p*^Bayes^~*H*0~ = .05) were significant, although only the latter contrast was convincing according to the Bayesian *t* test. No significant training effect on accuracy could be established.

In sum, we found that alcohol increased mean RT from 440 to 476 ms. from placebo to high, which is a normal mean RT effect for these alcohol doses (e.g., MacArthur and Sekuler [@CR22]). We also found that alcohol decreased accuracy up to 2% for the high dose.

While informative, these results do not tell us what underlying psychological processes are responsible for the drop in performance. In order to answer this question, we now turn to the diffusion model analyses.

Diffusion model results {#Sec9}
-----------------------

In order to fit the diffusion model to the data, we used a range of fitting routines, including DMAT (Vandekerckhove and Tuerlinckx [@CR50]), fast-dm (Voss and Voss [@CR53], [@CR54]), and a Bayesian diffusion model (Vandekerckhove et al. [@CR51]). Ultimately, it turned out that the simple "EZ" algorithm (Wagenmakers et al. [@CR57]; for applications, see e.g., Schmiedek et al. [@CR42]; Schmiedek et al. [@CR43]; Kamienkowski et al. [@CR17]) provided the best fitting diffusion parameters. The EZ algorithm takes as input RT mean, RT variance, and percentage correct, and computes from these the three key diffusion model parameters drift rate *v*, boundary separation *a*, and non-decision time *T*~er~. The EZ diffusion model parameters are computed such that the error rate is described perfectly. EZ calculates diffusion model parameters for each participant and each condition separately. Effects on the diffusion model parameters are displayed in Fig. [3](#Fig3){ref-type="fig"}.Fig. 3The within-subject effects of alcohol dose (*top panels*) and test session (*bottom panels*) on drift rate *v* (*left panels*), boundary separation *a* (*middle panels*), and non-decision time *T*~er~ (*right panels*). *Error bars* represent 95% confidence intervals with individual subject error partialed out

The top panels of the figure show within-subject effects of alcohol dose, and the bottom panels show within-subject effects of session. The left panels display alcohol and training effects on the drift rate parameter *v*. For drift rate, a higher alcohol dose led to a lower rate of information processing (*F*(2,28) = 13.08, *p* \< .001). A paired *t* test revealed that the decrease from moderate to high (*t*(17) = 2.66, *p* \< .05, *p*^Bayes^~*H*0~ = .19) and the decrease from placebo to high (*t*(17) = 4.96, *p* \< .001, *p*^Bayes^~*H*0~ \< .001) were significant. Information processing was higher for later sessions (*F*(2,28) = 8.08, *p* \< .01), indicating a practice effect. A paired *t* test revealed that the increase from session 1 to session 2 (*t*(17) = 2.78, *p* \< .05, *p*^Bayes^~*H*0~ = .16) and the increase from session 1 to session 3 (*t*(17) = 2.66, *p* \< .05, *p*^Bayes^~*H*0~ = .19) were significant.

The middle panels display alcohol and training effects on the boundary separation parameter *a*. For boundary separation, no alcohol effect could be established. Also, participants did not respond more or less cautiously in later session.

The right panels display alcohol and training effects on the non-decision time parameter *T*~er~. For non-decision time, a higher alcohol dose led to slower non-decision processes (*F*(2,28) = 10.61, *p* \< .001). A paired *t* test revealed that the increase from moderate to high (*t*(17) = 3.52, *p* \< .01, *p*^Bayes^~*H*0~ = .04) and the increase from placebo to high (*t*(17) = 3.90, *p* \< .01, *p*^Bayes^~*H*0~ = .01) were significant. The 19 ms increase in *T*~er~ accounts for about 54% of the effect of alcohol on RT from the placebo to the high condition. No training effect on non-decision time could be established.

In sum, the increase in RT and the lower accuracy for higher alcohol doses seem to be caused by a decreased rate of information processing, reflected by lower values of the drift rate parameter. In addition to the effect of information processing, the higher RTs are likely to be caused by a slowdown of motor processes, reflected by an increase in the non-decision time parameter.

Model predictives {#Sec10}
-----------------

In cognitive modeling, model fit can be assessed by means of *model predictives*. Model predictives are simulated data generated from the cognitive model, based on the parameter estimates for the real data. If the generated data closely resemble the real empirical data, then the model fit is deemed adequate (e.g., Gelman and Hill [@CR9]).

For this experiment, we used the diffusion model parameter estimates of *v*, *a*, and *T*~er~ for each participant and each condition separately to generate 10,000 RT trials each. We then calculated the 0.1, 0.3, 0.5, 0.7, and 0.9 RT quantiles for both the real data set and the simulated data set and compared these. The real and simulated RT quantiles can be compared in Fig. [4](#Fig4){ref-type="fig"}.Fig. 4Posterior predictives indicate that the model fits the data well. *Black symbols* empirical data, *gray symbols* synthetic data based on the model parameter estimates

Figure [4](#Fig4){ref-type="fig"} shows a quantile probability plot (e.g., Ratcliff [@CR31]), where the left-hand side represents error RTs for the five quantiles, and the right-hand side represents correct RTs for those same quantiles. The outermost points represent the placebo condition, the ones next to them represent the moderate condition, and the innermost points represent the high condition. The black symbols in the figure show the empirical data, and the gray dots are the simulated data that were generated using the best-fitting parameter estimates.

For response accuracy, the correspondence between the empirical data and the synthetic data can be judged by the horizontal disparity between the data points and the model points. Figure [4](#Fig4){ref-type="fig"} shows that the diffusion model captures the error rate very well, as is expected from the EZ transformation rules. The right part of Fig. [4](#Fig4){ref-type="fig"} shows that the correct RTs of the empirical data and the synthetic data are very close to each other (e.g., the vertical disparity is small), indicating that the diffusion model describes the data well.

The model fit for the error RTs is much worse than the fit for the correct RTs. This is not surprising as participants had an average error rate of less than 5%, meaning that five quantiles had to be computed from fewer than 20 observations per participant. The relatively large statistical uncertainty about the error RT quantiles partly explains the relatively poor correspondence between the real and the simulated data for the error responses (see also e.g., Ratcliff et al. [@CR36], [@CR38]). Another reason for the misfit is that the EZ algorithm predicts that error RTs are just as fast as correct RTs; in the data, error RTs appear to be systematically faster. This aspect of the data can be captured by variability in the starting point of information accumulation (see e.g., Ratcliff and Rouder [@CR32]); however, with a low 5% error rate the inclusion of extra parameters turned out to be problematic, and for more complicated models, predictive performance suffered. It is of note that for 95% of the RT data, the model fit is very good. The only information the EZ algorithm receives about the RT distribution is its variance, and Fig. [4](#Fig4){ref-type="fig"} shows that the model nonetheless captures the shape of the entire RT distribution.

Concluding comments {#Sec11}
===================

In this study, we decomposed the alcohol-induced performance decrement into meaningful psychological processes. This was achieved by fitting the diffusion model on RT data from the moving dots task, administered to participants on three separate occasions. The three test moments differed in the amount of alcohol participants had consumed prior to the start of the experiment.

The results showed that participants slowed down 36 ms from a sober state to a state in which participants have a blood alcohol concentration of 1 g/l. Their error rate also increased by 2%. Consistent with the behavioral findings of Fillmore and van Selst ([@CR6]) and Fillmore ([@CR5]), our diffusion model analysis revealed that the relatively poor performance following alcohol intake is partly caused by a lower drift rate, signifying a decrease in the rate of information processing. Furthermore, we replicated the often-found deterioration of motor behavior following alcohol intake (e.g., Drew et al. [@CR3]), which in our diffusion model corresponded to an alcohol-induced increase in non-decision time. Our results are also consistent with the finding by Hernandez et al. ([@CR13]) and Hernandez et al. ([@CR14]) that the negative effects of alcohol on motor processes manifest itself at a higher alcohol dose than the negative effects on cognitive performance.

The novelty of our study lies in the diffusion model analysis of the data, which allowed for a precise quantification of the contribution of both the cognitive and the non-decisional aspects of decision making on the performance following alcohol intake. In this study, we found that the non-decision component accounted for approximately 54% of the alcohol-induced RT increase, whereas the remaining 46% was accounted for by a decrease in the rate of information processing.

One may wonder whether alcohol always affects drift rate and non-decision time without affecting boundary separation (i.e., the response caution parameter). It stands to reason that this is not the case; in certain situations, people might realize that they are negatively affected by alcohol and correspondingly adjust their boundary separation. Of course, this might also happen when people incorrectly assume they are under influence of alcohol.

Without a detailed examination of RT distributions, both for correct and error responses, it is impossible to assess separately the effects of alcohol on the rate of information processing, response caution, and non-decision processes. This study highlights an important advantage of cognitive modeling. Instead of just detecting a decrease in performance, cognitive modeling allows a researcher to directly relate performance decrements to their constituent cognitive components.
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The simple, or EZ, diffusion model is particularly suitable for sparse data with up to 400 observations per participant. Estimating the full diffusion model for this number of trials causes numerical instability.

We only tested men in order to preclude confounding effects due to the menstrual cycle (e.g., Linnoila et al. [@CR20]).
