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STATISTICAL THRESHOLDS FOR TENSOR PCA
AUKOSH JAGANNATH, PATRICK LOPATTO, AND LE´O MIOLANE
Abstract. We study the statistical limits of testing and estimation for a rank one deformation of
a Gaussian random tensor. We compute the sharp thresholds for hypothesis testing and estimation
by maximum likelihood and show that they are the same. Furthermore, we find that the maximum
likelihood estimator achieves the maximal correlation with the planted vector among measurable
estimators above the estimation threshold. In this setting, the maximum likelihood estimator exhibits
a discontinuous BBP-type transition: below the critical threshold the estimator is orthogonal to the
planted vector, but above the critical threshold, it achieves positive correlation which is uniformly
bounded away from zero.
1. Introduction
Suppose that we are given an observation, Y , which is a k-tensor of rank 1 in dimension N subject
to additive Gaussian noise. That is,
Y = λ
√
NX⊗k +W, (1.1)
where X ∈ SN−1, the unit sphere in RN , W is an i.i.d. Gaussian k-tensor with Wi1...ik ∼ N (0, 1),
and λ ≥ 0 is called the signal-to-noise ratio.1 Throughout this paper, we assume that X is drawn
from an uninformative prior, namely the uniform distribution on SN−1. We study the fundamental
limits of two natural statistical tasks. The first task is that of hypothesis testing: for what range of
λ is it statistically possible to distinguish the law of W , the null hypothesis, from the law of Y , the
alternative? The second task is one of estimation: for what range of λ does the maximum likelihood
estimator of X, x̂MLλ (Y ), achieve asymptotically positive inner product with X?
When k = 2, this amounts to hypothesis testing and estimation for the well-known spiked matrix
model. Here, maximum likelihood estimation corresponds to computing the top eigenvector of Y .
This problem was proposed as a natural statistical model of principal component analysis [34]. It is
a fundamental result of random matrix theory that there is a critical threshold below which the
spectral theory of Y and W are asymptotically equivalent, but above which the maximum likelihood
estimator achieves asymptotically positive inner product with X—called the correlation of the
estimator with X—where the correlation increases continuously from 0 to 1 as λ tends to infinity
after N [25, 6, 51, 7, 26, 17, 13]. This transition is called the BBP transition after the authors of [6]
and has received a tremendous amount of attention in the random matrix theory community. Far
richer information is also known, such as universality, large deviations, and fluctuation theorems. For
a small sample of work in this direction, see [43, 12, 15, 14]. More recently, it has been shown that
the BBP transition is also the transition for hypothesis testing [47]. See also [23, 9, 53, 8, 39, 40, 2]
for analyses of the testing and estimation problem with different prior distributions.
Our goal in this paper is to understand the case k ≥ 3, which is called the spiked tensor problem.
This was introduced [54] as a natural generalization of the above to testing and estimation problems
where the data has more than two indices or requires higher moments, which occurs throughout data
science [42, 24, 3]. In this setting, it is known that there is an order 1 lower bound on the threshold
for hypothesis testing which is asymptotically tight in k [54, 52] and an order 1 upper bound on the
1We note here that none of our results are changed if one symmetrizes W , i.e., if we work with the symmetric
Gaussian k-tensor.
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threshold for estimation via the maximum likelihood [47, 52]. On the other hand, if one imposes a
more informative, product prior distribution, i.e., X ∼ µ⊗N0 for some µ0 ∈ Pr(R), the threshold for
minimal mean-square error estimation (MMSE) has been computed exactly [38, 41, 10] as has the
threshold for hypothesis testing under the additional assumption that µ0 is compactly supported
[52, 19, 20]. We note that by a standard approximation argument (see Proposition 5.8 below),
the results of [41, 10] also imply a sharp threshold λc for which the MMSE achieves non-trivial
correlation for the uniform prior considered here.
The authors of [11] and [55] began a deep geometric approach to studying this problem by
studying the geometry of the sub-level sets of the log-likelihood function. In [11], the authors
compute the (normalized) logarithm of the expected number of local minima below a certain energy
level via the Kac-Rice approach and show that there is a transition at a point λs such that for λ < λs
this is negative for any strictly positive correlation, and for λ > λs it has a zero with correlation
bounded away from zero. The work [55] study the (normalized) logarithm of the (random) number
of local minima via a novel (but non rigorous) replica theoretic approach. In particular, they
predict that this problem exhibits a much more dramatic transition than the BBP transition. They
argued that there are in fact two transitions for the log-likelihood, called λs and λc. First, for
λ < λs, all local maxima of the log-likelihood only achieve asymptotically vanishing correlation. For
λs < λ < λc, there is a local maximum of the log-likelihood with non-trivial correlation but the
maximum likelihood estimator still has vanishing correlation. Finally, for λc < λ the maximum
likelihood estimator has strictly positive correlation. In particular, if we let m(λ), denote the limiting
value of the correlation of the maximum likelihood estimator and X, they predict that m(λ) has a
jump discontinuity at λc. Finally, they predict that λc should correspond to the hypothesis testing
threshold. We verify several of these predictions.
We obtain here the sharp threshold for hypothesis testing and estimation by maximum likelihood
and show that they are equal to λc. Furthermore, we compute the asymptotic correlation between
x̂MLλ and X, (x̂
ML
λ , X), where (·, ·) denotes the Euclidean inner product. We find that the maximum
likelihood estimator achieves the maximal correlation among measurable estimators, and that it
is discontinuous at λc. This is in contrast to the matrix setting (k = 2), where this transition is
continuous. As a consequence of these results, the threshold λc is also the threshold for multiple
hypothesis testing: the maximum likelihood is able to distinguish between all of the hypotheses
λ > λc. Finally, as a consequence of our arguments, we compute the maximum of the log-likelihood
for fixed correlation m, call it Eλ(m), and find that, for λs < λ < λc, Eλ(m) has a local maximum
at some ms > 0.
These testing and estimation problems have received a tremendous amount of attention recently
as they are expected to be an extreme example of statistical problems that admit a statistical-to-
algorithmic gap: the thresholds for estimation and detection are both order 1 in N ; on the other
hand, the thresholds for efficient testing and estimation are expected to diverge polynomially in
N , λalg = O(N
α). Indeed, this problem is known to be NP-hard for all λ [30]. Sharp algorithmic
thresholds have been shown for semi-definite and spectral relaxations of the maximum likelihood
problem [32, 31, 35] as well as optimization of the likelihood itself via Langevin dynamics [4].
Upper bounds have also been obtained for message passing and power iteration [54], as well as
gradient descent [4]. Our work complements these results by providing sharp statistical thresholds
for maximum likelihood estimation and hypothesis testing.
Let us now discuss our main results and methods. We begin this paper by computing the sharp
threshold for hypothesis testing. There have been two approaches to this in the literature to date.
One is by a modified second moment method [47, 52], which yields sharp results in the limit that k
tends to infinity after N . The other approach, which we take here, is to control the fluctuations of
the log-likelihood and yields sharp results for finite k. The key idea behind this approach is to prove
a correspondence between the statistical threshold for hypothesis testing and a phase transition,
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called the “replica symmetry breaking” transition, in a corresponding statistical physics problem.
For more on this connection see Section 2 below.
Previous approaches to making this connection precise apply to the bounded i.i.d. prior setting
[38, 52, 19, 20]. There one may apply a techincal, inductive argument of Talagrand [57] related to
the “cavity method” [44] to control these fluctuations. This approach uses the boundedness and
product assumption on µ0 in an essential way, neither of which hold in our setting (though we note
here the work [49] which applies for λ sufficiently small). Our main technical contribution in this
direction is a simpler, large deviations based approach which allows us to obtain the sharp threshold
without using the cavity method. This argument applies with little modification to the product
prior setting as well, though we do not investigate this here. For more on this see Remark 1.3.
We then turn to computing the threshold for maximum likelihood estimation. We begin by directly
computing the almost sure limit of the normalized maximum likelihood, which is an immediate
consequence of the results of [33, 21]. Combining this with of the results of [41] (and a standard
approximation argument), we then obtain a sharp estimate for the correlation between the MLE and
X for λ > λc and find that it matches that of the Bayes-optimal estimator, confirming a prediction
from [28]. The fact that the MLE has non-trivial correlation down to the information-theoretic
threshold λc is surprising in this setting as it is not expected to be true for all prior distributions.
See, e.g., [27].
1.1. Main results. Let us begin by stating our first result regarding hypothesis testing. Consider
an observation Y of a random tensor. Let PNλ denote the law of (1.1). The null hypothesis is then
PN0 and the alternative P
N
λ . Define for t ∈ [0, 1),
fλ(t) = λ
2tk + log(1− t) + t (1.2)
and let
λc = sup
{
λ ≥ 0
∣∣∣ sup
t∈[0,1)
fλ(t) ≤ 0
}
. (1.3)
Our goal is to show that PNλ and P
N
0 are mutually contiguous when λ < λc and that for λ > λc there
is a sequence of tests TN which asymptotically distinguish these distributions. More precisely, we
obtain the following stronger result regarding the total variation distance between these hypotheses
which we state in the case k even for simplicity.
Theorem 1.1. For k ≥ 6 even,
lim
N→∞
dTV (P
N
0 , P
N
λ ) =
{
0 if λ < λc
1 if λ > λc.
The preceding result shows us that the transition for hypothesis testing occurs at λc. Let us now
turn to the corresponding results regarding maximum likelihood estimation.
It is straightforward to show that maximizing the log-likelihood is equivalent to maximizing
(Y, x⊗k) over the sphere, x ∈ SN−1. The maximum likelihood estimator (MLE) x̂MLλ is then defined
as2
x̂MLλ = arg maxx∈SN−1(Y, x
⊗k). (1.4)
Our second result is that the preceding transition is also the transition for which maximum
likelihood estimation yields an estimator which achieves positive correlation with X.
2 As shown in Proposition A.1, x 7→ (x⊗k, Y ) admits almost surely a unique maximizer over SN−1 if k is odd, and
two maximizers x∗ and −x∗ if k is even. In the case of even k, x̂MLλ is simply picked uniformly at random among
{−x∗, x∗}.
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Let q∗(λ) be defined by
q∗(λ) =
{
0 if λ < λc
arg maxt∈[0,1) fλ(t) if λ > λc.
(1.5)
As shown in Lemma A.4, the function fλ admits a unique positive maximizer on [0, 1) when λ > λc,
so that this is well-defined. Let zk denote the unique zero on (0,+∞) of
ϕk(z) =
1 + z
z2
log(1 + z)− 1
z
− 1
k
. (1.6)
Finally, let
GSk =
√
k√
1 + zk
(
1 +
zk
k
)
. (1.7)
We then have the following.
Theorem 1.2. Let λ ≥ 0 and k ≥ 3. The following limit holds almost surely
lim
N→∞
1√
N
max
x∈SN−1
(
x⊗k, Y
)
=

GSk if λ ≤ λc
√
k
1 + λ2q∗(λ)k−1√
1 + λ2kq∗(λ)k−1
if λ > λc.
(1.8)
Furthermore, we have that for λ 6= λc
lim
N→∞
∣∣∣(x̂MLλ , X)∣∣∣ = √q∗(λ). (1.9)
As a consequence of Corollary 5.9, the maximum likelihood estimator achieves maximal correlation.
Unlike the case k = 2, the transition in q∗(λ) is not continuous. See Figure 1.1.
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Figure 1.1. Asymptotic correlation lim
N→∞
1
N |〈x̂MLλ , X〉| =
√
q∗(λ) as a function of
the signal-to-noise ratio λ, for different values of k.
Let us pause for a moment to comment on the importance of the assumption that the prior is a
uniform spherical prior, as opposed to, e.g., a bounded i.i.d. prior as in earlier works.
Remark 1.3. The argument for the main hypothesis testing result Theorem 1.1 does not use in an
essential way the spherical nature of the prior. The key idea is to show that a certain rate function
has a locally quadratic lower bound near its zero, implying a CLT-type upper bound on fluctuations
of the corresponding random variable. This estimate extends to rather broad families of problems
which satisfy the “positive replicon eigenvalue” condition. See [5] for more on this condition and
how it implies such bounds. However, the sphericity assumption is used in an essential way in the
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estimation section. The point here is that the variational problem that arises in the spherical setting
has a very explicit form. As a result, one can obtain exact expressions for the transition as well as
the optimizers. Using these exact expressions, we can verify that the maximum likelihood estimator
is information-theoretically optimal, which plays a vital role in our argument. One can obtain a
corresponding variational representation for other priors, but the variational problem is in general
substantially less transparent.
Regarding the second threshold. While the regime λs < λ < λc and the expected transition at
λs are not relevant for testing and estimation, it has a natural interpretation from the perspective of
the landscape of the maximum likelihood. In [11, 55], this is explained in terms of the complexity.
There is also an explanation in terms of the optimization of the maximum likelihood. We end this
section with a brief discussion of this phase. Let λs be given by
λs =
√
(k − 1)k−1
k(k − 2)k−2 . (1.10)
Consider the constrained maximum likelihood,
Eλ(m) = lim
N→∞
1
N
max
x∈SN−1, (X,x)=m
{
λN(X,x)k +
√
N(W,x⊗k)
}
. (1.11)
This limit exists and is given by an explicit variational problem (see (5.5) below). For λ > λs, let√
qs(λ) be the (unique) positive, strict local maximum of fλ. By Lemma A.4, this is well-defined
and satisfies qs(λ) = q∗(λ) for λ > λc. In [55], it is argued by the replica method that Eλ(m) has a
local maximum at
√
qs(λ) for all λ > λs. Establishing this rigorously is a key step in our proof of
Theorem 1.2. In particular, we prove the following.
Proposition 1.4. For λ > λs, the function Eλ has a strict local maximum at
√
qs(λ). It is a
global maximum of Eλ if and only if λ ≥ λc. For λ ≤ λc the global minimum of Eλ is achieved at
m = 0.
The proof of this result immediately follows by combining Lemma 5.6 with Lemmas A.4–A.5 below.
It is easy to verify (by direct differentiation) that the map λ 7→ Eλ(
√
qs(λ)) is strictly increasing
on (λs,+∞). We have also that Eλc(
√
qs(λc)) = GSk by Lemma 5.6 and Lemma A.5, so we get
that for λs < λ < λc the strict local maximum at
√
qs(λ) has Eλ(
√
qs(λ)) strictly less than the
maximum likelihood. In fact, (5.5) can be solved numerically, as it can be shown that one may
reduce this variational problem, in the setting we consider here, to a two-parameter family of
problems in three real variables. This is discussed in Remark 5.10 below. In particular, see Figure
1.2 for an illustration of these two transitions in the case k = 4.
Let us now compare this with the complexity based approach in [11, 55]. In [11], the authors
computed the expected number of local maxima of a fixed likelihood and correlation (called the
annealed 0-complexity) on the exponential in N scale. They showed that for λ < λs this expectation
scales like O(e−cN ) for correlations q > 0, and O(exp(cN)) for a suitable range of likelihoods when
q = 0, whereas for λs < λ, the show that at qs, the logarithm of this quantity is o(N). Furthermore,
they find that once λ > λc, this exponent is maximized at a value of likelihood that is larger than
the value for correlation q = 0. While this argument does not show that this behavior is typical,
it was argued in [55], via a novel (but non-rigorous) replica method, that the same result holds
for the log-number of local maxima (called the quenched 0-complexity) with high probability. In
contrast, in this paper we bypass the analysis of critical points and instead obtain a similar picture
by directly computing the almost sure limit of the constrained maximum likelihood, .
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Figure 1.2. Asymptotic constrained maximum likelihood Eλ(m) for p = 4 with
λ = 1, 1.299, 1.35, 1.405, 1.5. Here λs ≈ 1.299 and λc ≈ 1.405. For λ < λs, the
function is (numerically) seen to be monotone. A secondary maximum occurs at the
transition λ = λs. This local maximum is bounded away from m = 0. Finally, at the
information theoretic threshold λc, the maximum likelihood is now maximized at
this second point.
Acknolwedgements. A.J. would like to thank G. Ben Arous for encouraging the preparation of
this paper. A.J. and L.M. would like to thank the organizers of the BIRS workshop “Spin Glasses
and Related Topics” where part of this research was conducted. This work was conducted while
A.J. was supported by NSF OISE-1604232 and P.L. was partially supported by the NSF Graduate
Research Fellowship Program under grant DGE-1144152.
2. Proof of Theorem 1.1 and connection to spin glasses
In this section, we prove Theorem 1.1. In particular, we connect the phase transition for the
hypothesis testing problem to a phase transition in a class of models from statistical physics, which
is proved in the remaining sections.
Let us begin by explaining this connection. First note that the null hypothesis is a centered
Gaussian distribution on the space of k-tensors in RN , whereas the alternative corresponds to one
with a random mean λ
√
NX⊗k. Thus by Gaussian change of density, the likelihood ratio, dPλ/dP0,
satisfies
L(Y ) =
dPλ
dP0
(Y ) =
∫
exp
(
λ
√
N(Y, x⊗k)−N λ
2
2
)
dx,
where dx denotes the uniform measure on SN−1. Observe that the total variation distance satisfies
dTV (Pλ, P0) = EP0
(
(1− L(Y ))1{L(Y )≤1}
)
=
∫ 1
0
P0(L(Y ) ≤ s)ds. (2.1)
We will show that this probability tends to zero almost everywhere when λ < λc.
Let us now make the following change of notation, motivated by statistical physics. For x ∈ SN−1
and λ ≥ 0, define
H(x) =
√
N(W,x⊗k), Z(λ) =
∫
exp(−λH(x)) dx. (2.2)
We view H as a function on SN−1, which is called the Hamiltonian of the spherical k-spin glass
model in the statistical physics literature [22]. The log-likelihood ratio then has an interpretation in
terms of what is called a “free energy” in the statistical physics literature. More precisely, define
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the free energy at temperature λ for the spherical k-spin model by
FN (λ) =
1
N
logZN (λ) (2.3)
and observe that under the null hypothesis,
1
N
logL(Y ) = FN (λ)− λ
2
2
. (2.4)
The key conceptual step in our proof is to connect the phase transition for hypothesis testing to
what is called the “replica symmetry breaking” transition in statistical physics. While it is not
within the scope of this paper to provide a complete description of this transition, we note that
one expects this transition to be reflected in the limiting properties of FN : if λ is small FN should
fluctuate around λ2/2, but for large λ it should be much smaller than λ2/2. A sharp transition
is expected to occur at λc. For an in-depth discussion of replica symmetry breaking transitions
see [44]. In the remainder of this section we reduce the proof of our main result to the proof that
the phase transition for the fluctuations of FN does in fact occur at λc. We then prove this phase
transition exists in the next two sections.
Let us turn to this reduction. By (2.1) and the equivalence noted above,
dTV (P0, Pλ) =
∫ 1
0
P0
(
FN (λ)− λ
2
2
<
log(x)
N
)
dx. (2.5)
We have the following theorem of Talagrand, which we state in a weak form for the sake of exposition.
Here and in the following, unless otherwise specified P and E will always denote integration with
respect to the law of the Gaussian random tensor W .
Theorem 2.1 (Talagrand [56]). For every λ > 0, EFN (λ) is a convergent sequence. Furthermore,
lim
N→∞
EFN ≤ λ
2
2
,
with equality if and only if λ ≤ λc.
With this in hand, it suffices to show the following.
Theorem 2.2. For k ≥ 4 even,  > 0 and λ < λc, there is a constant C > 0 such that for every
N ≥ 1 and x > 0,
P
(∣∣∣∣FN (λ)− λ22
∣∣∣∣ > xN
)
≤ C 1
x2N
k−4
4
− .
Proof. The proof of this theorem will constitute the next two sections. Let us begin by making the
following elementary observations, which will reduce the theorem to certain fluctuation theorems.
To this end, observe that by Chebyshev’s inequality,
P
(∣∣∣∣FN (λ)− λ22
∣∣∣∣ > η/N) ≤ N2η2
(
Var(FN ) +
(
EFN − λ
2
2
)2)
. (2.6)
The key point in the following will be to quantify the rate of convergence in Talagrand’s theorem
when λ < λc. This rate of convergence will also allow us to control the variance of FN . More
precisely, in the subsequent sections we will prove the following two theorems.
Theorem 2.3. Fix k ≥ 4 even and λ < λc. For any  > 0 there is a C(λ, ) > 0 such that for
N ≥ 1 ∣∣∣∣EFN − λ22
∣∣∣∣ ≤ CN−k/4+.
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Theorem 2.4. Fix k ≥ 4 even. For λ < λc and  > 0, for N ≥ 1
Var(FN ) ≤ C(λ)
Nk/4+1−
.
The desired result then follows upon combining Theorem 2.3 and Theorem 2.4 with (2.6). 
We can now prove the main theorem.
Proof of Theorem 1.1. Suppose first that λ < λc. Then by Theorem 2.2 combined with (2.5),
the total variation distance vanishes for k ≥ 6 even.
Suppose now that λ > λc. Note
P(FN ≤ EFN − ) ≤ exp(−N2/2)
by Gaussian concentration (see, e.g., [16, Theorem 5.6]). By Jensen’s inequality EFN (λ) ≤ λ2/2,
and by Talagrand’s theorem, we know that
EFN → F 6= λ2/2,
so for some  > 0,
lim
N→∞
P(FN (λ)− λ
2
2
< −) = 1.
The desired result then follows by using this to lower bound the right side of (2.5). 
3. Rate of convergence of the mean and Decay of variance.
In this section, we prove Theorem 2.3. In the following we will make frequent use of the measure
piλ(dx) ∝ exp(−λH(x)) dx
where H is as in (2.2) and 0 < λ. We call this the Gibbs measure, which we normalize to be a
probability measure. Observe that this normalization constant is given exactly by logZ(λ). Here
and in the remaining sections, we will let 〈·〉 denote expectation with respect to the (random)
measure piλ. We will suppress the dependence on λ whenever it is unambiguous as it will always be
fixed. Throughout this section, λ will always be fixed and less than λc. It will also be useful to
define the quantity
F2,N (u, η;λ) =
1
N
log
∫ ∫
||(x,y)|−u|<η
exp(−λH(x)− λH(y)) dx dy,
where (x, y) denotes the Euclidean inner product. Evidently this is related to the large deviations
rate function for the event (x, y) ≈ u. To simplify notation, for X1, X2 ∼ piλ, we let
R12 = (X
1, X2).
The starting point for our analysis is the estimate of the rate of convergence of EFN to λ2/2.
Proof of Theorem 2.3. In the following, let
ψ(λ) =
λ2
2
− EFN .
By Jensen’s inequality, ψ(λ) ≥ 0.
Let us now turn to an upper bound. Recall H from (2.2). Observe that H is centered and has
covariance
EH(x1)H(x2) = N(x1, x2)k.
It then follows that
d
dλ
ψ(λ) = λ− 1
N
E 〈H〉 = λE
〈
Rk12
〉
,
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where the first equality is by definition of the Gibbs measure and the second follows by Gaussian
integration by parts for Gibbs expectations, (A.6). We now claim that
d
dλ
ψ(λ) = λE
〈
Rk12
〉
≤ Cψ(λ) + C
Nk/4−kδ/2
. (3.1)
for some constant C > 0 and δ > 0 sufficiently small. With this claim in hand, we may apply
Gronwall’s inequality and the lower bound from above to obtain
0 ≤ ψ(λ) ≤
(
ψ(0) +
1
Nk/2−kδ
)
exp (Cλ) =
C(λ)
Nk/2−kδ/2
,
as desired. Let us now turn to the proof of this claim.
Observe that the maps W 7→ F2,N (u, 1N ;λ) and W 7→ FN (λ) are uniformly λ/
√
N -Lipschitz, so
that Gaussian concentration of measure (see for instance [16], Theorem 5.6) implies that there are
constants C, c> 0 depending only on λ and k such that for any δ ∈ (0, 1/2), with probability at
least 1− C exp(−cN2δ),
F2,N (u,
1
N
;λ)− EF2,N (u, 1
N
;λ) ≤ 1
N1/2−δ
, FN (λ)− EFN (λ) ≤ 1
N1/2−δ
.
Thus, on this event, call it A(u, δ),
1
N
log pi⊗2
(
|R12| ∈ (u− 1
N
, u+
1
N
)
)
= F2,N (u,
1
N
,λ)− 2FN (λ).
≤ 2
(
λ2
2
− EFN (λ)
)
+
(
EF2,N (u,
1
N
,λ)− λ2
)
+
C
N1/2−δ
.
(3.2)
As we shall show in Corollary 4.4, for every δ > 0 there is some c > 0 such that for N ≥ 1 and for
all N−1/2+δ ≤ u ≤ 1;
EF2,N (u,
1
N
,λ)− λ2 ≤ −cu2.
Let
v =
1
c
(
2ψ(λ) +
C
N1/2−δ
+
1√
N
)
.
Then for u2 ≥ v, on A(u, δ),
pi⊗2(|R12| ∈ (u− 1
N
, u+
1
N
)) ≤ exp(−
√
N). (3.3)
Consequently, if we take {ui}Li=1 to be the centers of a partition of the interval [v, 1] into intervals
of size 2/N , then if we let A(δ) = ∩iA(ui, δ),
E
〈
Rk12
〉
≤ E
(〈
Rk121R212>v
〉
1A(δ)
)
+ E
(〈
Rk121R212≤v
〉
1A(δ)
)
+Ne−cN
2δ
.
≤ N exp(−
√
N) + vk/2 +Ne−cN
2δ
,
where we use that L ≤ N . From this it follows, by the inequality (x+ y)k ≤ 2k−1(xk + yk), that
E
〈
Rk12
〉
≤ C
(
ψ(λ)k +
1
Nk/4−kδ/2
)
(3.4)
for some C > 0, δ small enough and N ≥ 1. The claim (3.1) then follows since ψ(λ) ≤ λ2c for
all λ ≤ λc. For this last claim, observe that EFN (λ) is convex in λ with EFN (0) = 0 and right
derivative ddλEFN (0
+) = 0, so that EFN ≥ 0. As a result, ψ(λ) ≤ λ2 ≤ λ2c . 
Notice that by the above argument, we also have the following.
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Corollary 3.1. For any k ≥ 4 even and λ < λc and η > 0, there is a C(λ, η) > 0 such that for N
sufficiently large,
E
〈
|R12|k
〉
≤ C(λ, η)
Nk/4−kη/2
.
Proof. By Theorem 2.3, we have, for N large enough,
ψ(λ) ≤ C(λ, η)
Nk/4−kη/2
.
Combining this with (3.1) yields the desired inequality. 
We are now in a position to prove the variance decay.
Proof of Theorem 2.4. By the Gaussian Poincare´ inequality (see for instance [16, Theorem 3.20]),
Var(FN (λ)) ≤ 1
N2
E
∑
1≤i1,...,ik≤N
(
∂Wi1...ik logZ(λ)
)2
=
λ2
N
E
∑
1≤i1,...,ik≤N
〈xi1 · · ·xik〉2 =
λ2
N
E
〈
Rk12
〉
The result then follows by combining this with Corollary 3.1. 
4. The Parisi functional and large deviations
The main technical tool we need is a bound on the following expected value, which is related to
large deviations of |R12| from its mean:
E
1
N
log pi⊗2(|R12| ∈ (u− η, u+ η)) = EF2,N (u, η)− 2EFN .
We relate the quantities EF2,N (u, η) and EFN to explicit Parisi-type formulas. In the following, let
ξ(t) = λ2tk and θ(t) = tξ′(t)− ξ(t). For u,Λ ∈ [0, 1] and m ∈ [1, 2], define
P(u,m,Λ) = ξ(1) + (1−m)θ(u)− Λu+ 1
m
log
1 + ξ′(u)− Λ
1 + (1−m)ξ′(u)− Λ (4.1)
− 1
2
(
log(1 + ξ′(u) + Λ) + log(1 + ξ′(u)− Λ)) . (4.2)
Then we have the following from [56]. See also [50, 37] for alternative presentations.
Theorem 4.1. For k ≥ 2 even, there exists a constant C(k) > 0 such that for every N ≥ 1, η > 0,
m ∈ [1, 2], Λ ∈ [0, 1], and 0 < u < 1, we have
EF2,N (u, η;λ) ≤ P(u,m,Λ) +R (4.3)
where |R| ≤ Cη + C logNN .
Proof. We first observe that by symmetry of H(x), it suffices to prove the same estimate for
F˜2,N (u, η) =
1
N
log pi⊗2(R12 ∈ (u− η, u+ η)).
We apply [50, Eq. 2.22] with the choice of parameters
Q0 = Q1 = Q2 = 0, Q3 =
(
u u
u u
)
, Q4 =
(
1 u
u 1
)
,
m = (0, 1/2,m/2, 1), A3 =
(
1 + ξ′(u) −Λ
−Λ 1 + ξ′(u)
)
, (4.4)
to obtain
EF˜2,N (u, η) ≤ P(u,m,Λ) +R,
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where the error term R in [50, Eq. 2.22] satisfies
R = Cη − 2
(
1
N
logP
(
N∑
i=1
X2i ≥ N
)
+
b− 1− log b
2
)
,
where b = (1 + ξ′(u)), the Xi are i.i.d. gaussian random variables with variance 1/b, as given in
[50, Eq. 2.14], and C > 0 is universal. Using the elementary bound of Lemma A.7, it follows that
|R| ≤ C
(
η + logNN
)
. Modifying C appropriately yields the desired. 
Lemma 4.2. For k ≥ 4 even, λ < λc and  > 0, there are constants C, c > 0 such that for every
N ≥ 1, and c > u ≥ N−1/2+, we have
EF2,N
(
u,
1
N
;λ
)
≤ λ2 − Cu2.
Proof. Observe that P(u, 1,Λ) is C2 in (u,Λ) and (0, 0) is a critical point with Hessian
Hess(P)(0, 0) =
(
0 −1
−1 1
)
.
This has an eigenvector of the form (1, x) for some x > 0 with strictly negative eigenvalue −µ < 0.
It follows that for (u,Λ) = (u, ux) we have
P(u, 1, ux) ≤ P(0, 1, 0)−Ku2 = λ2 −Ku2
for u ≤ c for some K, c > 0 independent of N . Combining this with (4.3), we obtain
EF2,N (u, η;λ) ≤ λ2 −Ku2 + C
(
η +
logN
N
)
.
If we choose η = 1/N and decrease K, the result follows since u2 ≥ N−1+ > logN/N for  > 0 and
N ≥ 1. 
Lemma 4.3. For λ < λc and  > 0, there are K,C > 0 such that for every u > , and N ≥ 1
EF2,N (u,
1
N
) ≤ λ2 −K + C · logN
N
.
Proof. Notice that
d
dm
∣∣∣∣
m=1
P(s,m, 0) = −(sξ′(s)− ξ(s)) + ξ′(s)− log(1 + ξ′(s))= φλ(s),
where φλ is defined by (A.1). By Lemma A.4 we have φλ(s) < 0 for all λ < λc and s ∈ (0, 1].
Note that P(u, 1, 0) = λ2. Thus for every 0 < u ≤ 1, P(u,m, 0) < λ2 for some m > 1. Observe
that Φ(u) = infm P(u,m, 0) is upper-semicontinuous. Thus for any  > 0, there exists K()> 0 such
that for all u ∈ [, 1],
Φ(u) < λ2 −K().
In particular, for such u, it follows that
EF2,N (u,
1
N
) ≤ λ2 −K() + C
(
logN
N
)
for u > , which implies the desired result. 
Combining these two results, we obtain the following.
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Corollary 4.4. For λ < λc and  > 0 sufficiently small, there is a c > 0 such that for N ≥ 1,
EF2,N (u,
1
N
;λ) ≤ λ2 − cu2,
for all N−1/2+ < u ≤ 1.
Proof. Fix λ and  > 0. By Lemma 4.2, there is some c1, c2 > 0 such that for all N ≥ 1 and
N−1/2+ < u < c1,
EF2,N (u, η) ≤ λ2 − c2u2
Now for c1 < u < 1, let K(c1) be as in Lemma 4.3. Then K(c1)u
2 < K(c1), so that, if we take
c = min{c2,K(c1)} the result follows. 
5. Estimation
In this section, we prove Theorem 1.2. We begin by providing a lower bound for the maximum
likelihood for every λ ≥ 0 using results on the ground state of the mixed p-spin model recently proved
in [33, 21]. We then use the information-theoretic bound on the maximal correlation achievable by
any estimator from [41] to obtain the matching upper bound. We end by proving the desired result
for the correlation (x̂MLλ , X). In the remainder of this paper, for ease of notation, we let
Hλ(x) = H(x) + λN(x,X)
k, (5.1)
where H(x) is as in (2.2).
5.1. Variational formula for the ground state of the mixed p-spin model. We begin by
recalling the following variational formula for the ground state of the mixed p-spin model. Consider
the Gaussian process indexed by x ∈ SN−1:
YN (x) =
√
N
∑
p≥1
ap
∑
1≤i1,...,ip≤N
gi1,...,ipxi1 . . . xip ,
where gi1,...,ip are i.i.d. standard Gaussian random variables and
∑
p≥1 2
pa2p <∞. The covariance of
YN is given by
E
[
YN (x)YN (y)
]
= Nξ((x, y)),
where ξ(t) =
∑
p≥1 a
2
pt
p. Let C denote the subset of C([0, 1]) of functions that are positive, non-
increasing and concave. For any h ≥ 0, we let Ph : C → R be
Ph(φ) =
∫
ξ′′(x)φ(x) +
1
φ(x)
dx+ (h2 + ξ′(0))φ(0).
Set
G(ξ, h) = 1
2
min
φ∈C
Ph(φ). (5.2)
Let us recall the following variational formula. For x ∈ SN−1, we write x = (x1, . . . , xN ).
Theorem 5.1 ([21, 33]). For all h ≥ 0,
lim
N→∞
1
N
max
x∈SN−1
{
YN (x) + h
√
N
N∑
i=1
xi
}
= G(ξ, h),
almost surely and in L1.
Remark 5.2. While the results of [21, 33] are stated with ξ′(0) = 0, they still hold when ξ′(0) > 0 by
replacing ξ 7→ ξ(t)− ξ′(0)t and h2 7→ h2 + ξ′(0) . To see this, simply note that the Crisanti-Sommers
formula still holds in this setting by the main result of [18]. The reformulation from [33, Eq. (1.0.1)]
is then changed by this replacement by simply repeating the integration by parts argument from
[33, Lemma 6.1.1]. From here the arguments are unchanged under the above replacement.
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5.2. The lower bound. By Borell’s inequality, the constrained maximum likelihood (1.11) concen-
trates around its mean with sub-Gaussian tails. In particular, combining this with Borell-Cantelli
we see that
Eλ(m) = lim
N→∞
1
N
E
[
max
x∈SN−1, (x,X)=m
{
λN(x,X)k +H(x)
}]
. (5.3)
Clearly, lim 1NE
[
maxSN−1 Hλ
] ≥ Eλ(m) for all m ∈ [−1, 1]. Recall the definition of λs from (1.10)
and qs(λ), see, e.g., Lemma A.4. If we apply this for λ > λs and m =
√
qs(λ) >
√
1− 1k−1 (by
Lemma A.4), Lemma 5.6 below will immediately yield the following lower bound.
Lemma 5.3. For all λ > λs,
lim
N→∞
E
[ 1
N
max
x∈SN−1
Hλ(x)
]
≥
√
k
1 + λ2qs(λ)
k−1√
1 + λ2kqs(λ)k−1
. (5.4)
We now turn to the proof of Lemma 5.6. We begin by observing the following explicit representation
for Eλ.
Lemma 5.4. For all m ∈ [−1, 1] the limit in (1.11) exists and
Eλ(m) = λm
k + G(ξm, 0), (5.5)
where ξm(t) = (m
2 + (1−m2)t)k −m2k.
Proof. We begin by observing that by rotational invariance,
1
N
E
[
max
x∈SN−1, (x,X)=m
{
λN(x,X)k +H(x)
}]
= λmk +
1
N
E
[
max
x∈SN−1, x1=m
H(x)
]
.
Let x ∈ SN−1 such that x1 = m. Then
H(x)
(d)
=
√
Nmkg1,...,1 +
√
N
k−1∑
j=0
(
k
j
)1/2
mj
∑
2≤i1,...,ik−j≤N
gi1,...,ik−jxi1 . . . xik−j ,
where
(
(gi1,...,ip)1≤i1,...,ip≤N
)
p≤k are i.i.d.
standard Gaussians.
So that E
[
maxx∈SN−1, x1=mH(x)
]
= E
[
maxx∈SN−2 Hm(x)
]
, where Hm is given by:
Hm(x) =
√
N
k−1∑
j=0
(
k
j
)1/2
mj(1−m2)(k−j)/2
∑
1≤i1,...,ik−j≤N−1
gi1,...,ik−jxi1 . . . xik−j .
The function Hm is a Gaussian process with covariance
E
[
Hm(x)Hm(y)
]
= Nξm((x, y)),
where ξm is given by
ξm(t) =
k−1∑
j=0
(
k
j
)
m2j(1−m2)k−jtk−j = (m2 + (1−m2)t)k −m2k. (5.6)
We conclude using Theorem 5.1 to obtain the result. 
We now observe that for m large enough, this formula has a particularly simple form.
Lemma 5.5. For all |m| ≥
√
1− 1k−1 we have:
Eλ(m) = λm
k +
√
k(1−m2). (5.7)
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Proof. In the setting of Theorem 5.1 it was also shown in [33, 21] that if ξ′(1) + h2 ≥ ξ′′(1) then
G(ξ, h) = √ξ′(1) + h2. Since
ξ′m(t) = k(1−m2)(m2 + (1−m2)t)k−1
ξ′′m(t) = k(k − 1)(1−m2)2(m2 + (1−m2)t)k−2,
the condition ξ′m(1) ≥ ξ′′m(1) corresponds to (k − 1)(1−m2) ≤ 1, i.e. |m| ≥
√
1− 1k−1 . When this
holds, we get that
Eλ(m) = λm
k + G(ξm, 0) =
√
ξ′m(1) = λm
k +
√
k(1−m2)
by (5.5). 
We end with the desired explicit formula for Eλ(
√
q
s
(λ)).
Lemma 5.6. For all λ > λs,
√
qs(λ) is a local maximizer of Eλ and if we write x(λ) = λ
2kqk−1s (λ),
Eλ
(√
qs(λ)
)
=
√
k√
1 + x(λ)
(
1 +
x(λ)
k
)
.
Proof. Differentiating the expression (5.7) for m ≥
√
1− 1k−1 yields
E′λ(m) = λkm
k−1 −
√
km√
1−m2 = k
1
1−m2
(
λkmk−1 +
√
km√
1−m2
)−1(
λ2km2k−2 − λ2km2k −m2
)
so that the functions φλ, fλ and m
2 7→ Eλ(m) have precisely the same monoticity on [1− 1k−1 , 1)
(recall the expression of the derivatives f ′λ and φ
′
λ given by (A.3)). Lemma A.4 gives that qs(λ) is a
local maximum of fλ and φλ for λ > λs,
√
qs(λ) is therefore a local maximum of Eλ.
Let us now compute Eλ(
√
qs(λ)). By Lemma A.4, qs(λ) =
x(λ)
1+x(λ) . Consequently,
Eλ(qs(λ)
1/2) = λqs(λ)
k/2 +
√
k(1− qs(λ)) =
√
k√
1 + x(λ)
(
1 +
x(λ)
k
)
. 
5.3. The upper bound. We prove here the upper bound.
Lemma 5.7. For all λ ≥ 0,
lim
N→∞
E
[ 1
N
max
x∈SN−1
Hλ(x)
]
≤ GSk +
∫ λ
0
q∗(t)k/2 dt. (5.8)
We defer the proof of this momentarily to observe the following information-theoretic bounds
which will be useful in its proof.
Proposition 5.8. Assume that X is uniformly distributed over SN−1, independently from W . Then
for all λ ∈ (0,+∞) \ {λc}
lim
N→∞
E
[∥∥∥X⊗k − E[X⊗k∣∣Y ]∥∥∥2] = 1− q∗(λ)k.
This result follows from [41, 10] by approximating the uniform measure on SN by an i.i.d. Gaussian
measure. For the completeness, we provide a proof in Appendix A.3. As a consequence of this, we
have the following.
Corollary 5.9. Assume that X is uniformly distributed over SN−1, independently from W . Then
for all measurable functions x̂ : (RN )⊗k → SN−1 and for all λ 6= λc we have
lim
N→∞
E
[(
x̂(Y ), X
)k] ≤ q∗(λ)k/2.
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Proof. Compute
E
[∥∥∥X⊗k − (√q∗(λ)x̂(Y ))⊗k∥∥∥2] = E[∥∥X⊗k∥∥2]+ q∗(λ)kE[∥∥x̂(Y )⊗k∥∥2]− 2q∗(λ)k/2E[(x̂(Y ), X)k]
= 1 + q∗(λ)k − 2q∗(λ)k/2E
[(
x̂(Y ), X
)k]
.
Recall that the posterior mean, E(X⊗k|Y ), uniquely achieves the minimal mean squared error over
all square-integrable tensor-valued estimators, T̂ (Y ), for X⊗k. The proposition follows then from
Proposition 5.8 which gives
lim
N→∞
E
[∥∥∥X⊗k − (√q∗(λ)x̂(Y ))⊗k∥∥∥2] ≥ lim
N→∞
E
[∥∥∥X⊗k − E[X⊗k∣∣Y ]∥∥∥2] = 1− q∗(λ)k. 
With this in hand we may now prove Lemma 5.7.
Proof of Lemma 5.7. By Proposition A.1 and an application of an envelope-type theorem (see,
e.g., Proposition A.3), the map λ 7→ 1NE
[
maxSN−1 Hλ(x)
]
is differentiable for λ ≥ 0, with derivative
∂
∂λ
E
[ 1
N
max
x∈SN−1
Hλ(x)
]
= E
[
(x̂MLλ , X)
k
]
. (5.9)
By [33, 21] we know that 1NE[maxSN−1 H0
]→ GSk. The reverse Fatou lemma gives then
lim
N→∞
E
[ 1
N
max
x∈SN−1
Hλ(x)
]
≤
∫ λ
0
lim
N→∞
E
[(
x̂MLγ , X
)k]
dγ + GSk ≤
∫ λ
0
q∗(γ)k/2 dγ + GSk,
where the second inequality follows from Corollary 5.9. 
5.4. Proof of first part of Theorem 1.2. By an elementary but tedious calculation (see
Lemma A.6) the right sides of (5.4) and (5.8) are equal for λ ≥ λc (recall that q∗(λ) = qs(λ)
for such λ). Thus for all λ > λc,
E
[ 1
N
max
x∈SN−1
Hλ(x)
]
−−−−→
N→∞
√
k
1 + λ2q∗(λ)k−1√
1 + λ2kq∗(λ)k−1
. (5.10)
We will now prove that for λ ≤ λc, ĎMN (λ) −−−−→
N→∞
GSk, where ĎMN (λ) is defined by
ĎMN (λ) = E [ 1
N
max
x∈SN−1
Hλ(x)
]
.
Notice that ĎMN (λ) is convex as an expectation of a maximum of linear functions. By (5.9), it
follows that ĎM ′N (0+) ≥ 0. (When k is odd, we use rotational invariance to see that it is in fact
zero.) Consequently, ĎMN is non-decreasing on [0,+∞).
By [33, 21] (see Theorem 5.1), limN→∞ ĎMN (0) = GSk. By (5.10) and Lemma A.6,
lim
λ→λ+c
lim
N→∞
ĎMN (λ) = GSk.
Consequently, we obtain that for all λ ∈ [0, λc], limN→∞ ĎMN (λ) = GSk.
The almost sure convergence of (1.8) follows then from the convergence of the expectation ĎMN (λ),
combined with Borell’s inequality for suprema of Gaussian processes (see for instance [16, Theorem
5.8]) and the Borel-Cantelli Lemma. 
Remark 5.10. By (5.5) , Eλ is given by a variational problem over the space C. We first observe
that one can easily solve this variational problem numerically due to the following simple reductions.
First note that if we let ξm be as in (5.6), then (1/
√
ξ′′m)′′ is strictly positive, where the prime
denotes differentiation in t. Thus by [33, Theorem 1.2.4], the minimizer φ must be of the form
φ(s) =
∫ 1
s dνs where νs = θ1δa + θ2δb, where a, b ∈ [0, 1] and θi ≥ 0. Thus the variational problem
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(5.5) is a variational problem over 4 parameters which can be solved numerically. These observations
then rigorously justify the starting point of the discussion in [55, Section 4], namely the “RS” and
“1RSB” calculation in [55, Sect. 4.B] in the regime they analyize, called the “T = 0” regime there.
We refer the reader there for a more in-depth discussion, see [55, Sect. 4.C].
5.5. Proof of second part of Theorem 1.2. We now turn to the second part of Theorem 1.2,
namely (1.9). Let MN (λ) denote
MN (λ) =
1
N
max
x∈SN−1
Hλ(x).
Fix λ > 0. By (1.8) and Lemma A.6
lim
N→∞
MN (λ) = `(λ) =
{
GSk if λ ≤ λc
GSk +
∫ λ
0 q∗(γ)
k/2 dγ if λ > λc.
Let λ ∈ (0,+∞) \ {λc}. By Proposition A.1 and the Milgrom-Segal envelope theorem (see Proposi-
tion A.3), MN is differentiable in λ with derivative
M ′N (λ) =
(
x̂MLλ , X
)k
,
almost surely. As MN is convex in λ (it is a maximum of linear functions), we see that for any
0 < h < λ,
MN (λ− h)−MN (λ)
h
≤M ′N (λ) ≤
MN (λ+ h)−MN (λ)
h
.
By taking the N →∞ limit, we get that almost surely
`(λ− h)− `(λ)
h
≤ lim
N→∞
(x̂MLλ , X)
k ≤ lim
N→∞
(x̂MLλ , X)
k ≤ `(λ+ h)− `(λ)
h
. (5.11)
Since ` is differentiable for λ 6= λc, we may take h → 0 to obtain limN→∞(x̂MLλ , X)k = q∗(λ)k/2
almost surely, which proves (1.9). 
A. Appendix
A.1. Uniqueness of minimizers and envelope theorems. This section gathers some basic
lemmas that will be useful for the analysis.
Proposition A.1. Recall the definition (5.1) of Hλ. We have the following
• If k is odd, then Hλ has almost surely one unique maximizer over SN−1.
• If k is even, then Hλ has almost surely two maximizers over SN−1, x∗ and −x∗.
Proof. We note the following basic fact from the theory of Gaussian processes, see, e.g. [36].
Lemma A.2. Let (Z(t))t∈T be a Gaussian process indexed by a compact metric space T such that
t 7→ Z(t) is continuous almost surely. If the intrinsic quasi-metric, d(s, t)2 = Var (Z(s)− Z(t)), is
a metric, i.e., d(s, t) 6= 0 for s 6= t, then Z admits a unique maximizer on T almost surely.
Observe Hλ is continuous on the compact SN−1. For x1, x2 ∈ SN−1, we have
Var
(
Hλ(x
1)−Hλ(x2)
)
= 2N
(
1− (x1, x2)k).
If k is odd, then the proposition follows directly from the Lemma. If k is even, we apply the
Lemma on the quotient space SN−1/ ∼ where ∼ denotes the equivalence relation defined by
x1 ∼ x2 ⇔ (x1 = x2 or x1 = −x2). 
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We recall the following envelope theorem of Milgrom and Segal [45]. Let X be a set of parameters
and consider a function f : X × [0, 1]→ R. Define, for t ∈ [0, 1]
V (t) = sup
x∈X
f(x, t) ,
X∗(t) =
{
x ∈ X ∣∣ f(x, t) = V (t)} .
Proposition A.3 (Corollary 4 from [45] ). Suppose that X is nonempty and compact. Suppose that
for all t ∈ [0, 1], f(·, t) is continuous. Suppose also that f admits a partial derivative ft with respect
to t that is continuous in (x, t) over X × [0, 1]. Then
• V ′(t+) = max
x∗∈X∗(t)
ft(x
∗, t) for all t ∈ [0, 1) and V ′(t−) = min
x∗∈X∗(t)
ft(x
∗, t) for all t ∈ (0, 1].
• V is differentiable at t ∈ (0, 1) is and only if
{
ft(x
∗, t)
∣∣∣x∗ ∈ X∗(t)} is a singleton. In that
case V ′(t) = ft(x∗, t) for all x∗ ∈ X∗(t).
A.2. Study of the asymptotic equations. Define, for all q ∈ [0, 1]
φλ(q) = λ
2kqk−1 − log(1 + λ2kqk−1)− λ2(k − 1)qk. (A.1)
Lemma A.4. We have for all λ > 0,
max
q∈[0,1)
fλ(q) = max
q∈[0,1]
φλ(q)
Furthermore, if we let λs =
√
(k−1)k−1
k(k−2)k−2 :
• For λ < λs, then the functions fλ and φλ are decreasing on [0, 1).
• For λ > λs, the functions fλ and φλ have a strict local minimum at qu(λ) and a strict local
maximum at qs(λ) where 0 < qu <
k−2
k−1 < qs < 1, and both functions are strictly monotone
on the intervals (0, qu), (qu, qs) and (qs, 1). Moreover, qs(λ) is strictly increasing in λ and
satisfies:
qs(λ) =
λ2kqs(λ)
k−1
1 + λ2kqs(λ)k−1
. (A.2)
Finally, for λ > λc, q∗(λ) = qs(λ) is the unique maximizer of fλ and φλ over [0, 1).
Proof. We have for q ∈ [0, 1)
φ′λ(q) =
k(k − 1)λ2qk−1
1 + λ2kqk−1
h(q) and f ′λ(q) =
h(q)
1− q (A.3)
where h(q) = λ2kqk−1 − λ2kqk − q. It suffices therefore to study the variations of fλ. Notice also
that
φλ(q) = fλ(q) + h(q)− log(1 + h(q)).
Since f ′λ(q) = 0 implies h(q) = 0, this implies that
max
q∈[0,1]
φλ(q) = max
q∈[0,1)
fλ(q)
and that these maxima are achieved at the same points. Let us now study the sign of the polynomial
h(q):
h(q) = qkλ2
(
qk−2 − qk−1 − 1
kλ2
)
. (A.4)
One verifies easily that the polynomial qk−2 − qk−1 achives its maximum at k−2k−1 and that the value
of this maximum is (k−2)
k−2
(k−1)k−1 . We get that for λ < λs, h
′(q) < 0 for all q > 0. For λ > λs we get
that h admits exactly 3 zeros on R: 0 < qu(λ) < qs(λ) < 1. Since the maximum of h is achieved at
k−2
k−1 we get that qu(λ) <
k−2
k−1 < qs(λ). qu < qs are the positive roots of q
k−2 − qk−1 = 1
kλ2
: qu is
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therefore strictly decreasing and qs is strictly increasing in λ. This proves the two points of the
lemma; (A.2) simply follows from the fact that h(qs(λ)) = 0. The last statement of Lemma A.4 is
then an immediate consequence of the definition of λc. 
Recall that zk is defined as the unique zero of ϕk(z) =
1+z
z2
log(1 + z)− 1z − 1k on (0,+∞).
Lemma A.5. The mapping λ 7→ qs(λ) is C∞ on (λs,+∞). Moreover λ2kqs(λc)k−1 = zk.
Proof. The first part follows from a straightforward application of the implicit function theorem.
We get in particular that the mapping λ 7→ qs(λ) is continuous for λ > λs. So by definition of λc
and Lemma A.4, φλc(qs(λc)) = 0. Let us write x = λ
2kqs(λc)
k−1.
0 = φλc(qs(λc)) = x− log(1 + x)−
k − 1
k
xqs(λc) = x− log(1 + x)− k − 1
k
x2
1 + x
,
because qs(λc) =
x
1+x (see (A.2)). This gives that ϕk(x) = 0 and thus x = zk. 
Lemma A.6. Let λ > λc and write x(λ) = λ
2kqs(λ)
k−1. Then we have√
k√
1 + x(λ)
(
1 +
x(λ)
k
)
= GSk +
∫ λ
λc
qs(γ)
k/2dγ .
Proof. Let us write g(λ) =
√
k√
1+x(λ)
(
1 + x(λ)k
)
. By Lemma 5.6,
√
qs(λ) is a local maximizer of Eλ
and thus a critical point of Eλ. This gives
g′(λ) = ∂λ
[
Eλ(
√
qs(λ))
]
= ∂λEλ(
√
qs(λ)) = qs(λ)
k/2.
The lemma follows then from the fact that x(λc) = zk by Lemma A.5 and the definition (1.7) of
GSk. 
A.3. Proof of Proposition 5.8. For P0 a probability distribution over (RN )⊗k with finite second
moment, we define the free energy
FP0(γ) =
1
N
E log
∫
P0(dx) exp
(√
γN(x,W ) + γN(x,X0)− 1
2
γN‖x‖2
)
where X0 ∼ P0 and Wi1,...,ik ∼ N (0, 1) are independent. Proposition A.1 from [46] states that for
two probability distributions P1, P2 on (RN )⊗k with finite second moment, we have∣∣FP1(γ)− FP2(γ)∣∣ ≤ γ2(
√
EP1‖X1‖2 +
√
EP2‖X2‖2
)
W2(P1, P2),
where W2(P1, P2) denotes the Wasserstein distance of order 2 between P1 and P2. Let µN be
the distribution of X⊗k when X ∼ Unif(SN−1) and let νN be the distribution of X⊗k when
X ∼ N (0, 1N IdN ). Let us compute a bound on W2(µN , νN ). Let X be drawn uniformly over SN−1,
and G ∼ N (0, Id), independently from X. Then (X⊗k, (‖G‖X/√N)⊗k) is a coupling of µN and
νN , so that, by definition W2,
W2(µN , νN )
2 ≤ E∥∥X⊗k − (X‖G‖/√N)⊗k∥∥2 = E[(( 1
N
N∑
i=1
G2i
)k/2 − 1)2]
where we use that E||X||k = 1. By the law of large numbers, it then follows that
lim
N→∞
|FµN (γ)− FνN (γ)| → 0.
Recall the definition (A.1) of φλ(q) and define L(γ) =
1
2 maxq∈[0,1] φ√γ(q) =
1
2 maxq∈[0,1) f√γ(q),
where the equality comes from Lemma A.4. Now, [41, Theorem 1] gives that for all λ ≥ 0,
FνN (γ)→ L(γ) as N →∞, which implies FµN (γ)→ L(γ).
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The “I-MMSE Theorem” from [29] (see [46, Proposition 1.4] for a statement of this result closer
to the notations used here) gives that γ 7→ FµN (γ) is convex and differentiable over [0,+∞) and
F ′µN (λ
2) =
1
2
(
1− E
[∥∥X⊗k − E[X⊗k∣∣Y ]∥∥2]) .
By Griffith’s lemma for convex functions, F ′µN converges to L
′ for each λ > 0 at which L is
differentiable. For γ < λ2c , L(γ) = 0, so L is differentiable on (0, λ
2
c) with derivative equal to
0. For γ > λ2c , we know by Lemma A.4 that f
√
γ admits a unique maximizer q∗(
√
γ) on [0, 1].
Proposition A.3 gives that L is differentiable at γ with derivative
L′(γ) =
1
2
(∂γf√γ)(q∗(
√
γ)) =
1
2
q∗(
√
γ)k.
We conclude that
lim
N→∞
1
2
(
1− E
[∥∥X⊗k − E[X⊗k∣∣Y ]∥∥2]) = lim
N→∞
F ′µN (λ
2) =
{
0 if λ < λc
1
2q∗(λ)
k if λ > λc.

A.4. Elementary lemmas. We collect here the following elementary lemmas which are used in
the above.
Lemma A.7. Let {Xi} be standard normal random variables, and let SN = 1bN
∑N
i=1X
2
i . There is
a C > 0 such that for N ≥ 1 and b > 1 (possibly varying in N),
1
N
logP(SN ≥ 1) ≥ −1
2
(b− 1− log b)− 2 log b
N
− C · logN
N
. (A.5)
Proof. If we let K = N/2, then
P(SN ≥ 1) = 1
Γ(K)
∫ ∞
bK
yK−1e−y dy.
In the integrand, we may bound yK−1 ≥ (bK)K−1, yielding
P(SN ≥ 1) ≥ (bK)
K−1
Γ(K)
∫ ∞
bK
e−y dy =
(bK)K−1
Γ(K)
e−bK .
By Stirling’s approximation, it then follows that
1
K
logP(SN ≥ 1)≥− (b− 1− log b)− log b
K
−C · logK
K
,
for some C > 0 from which the result follows. 
The following result is an elementary consequence of Gaussian integration by parts. For a proof
in the discrete setting, see, e.g., [48, Lemma 1.1]. The proof in our setting then follows by an
elementary approximation argument.
Lemma A.8. Let a(x) and b(x) be centered Gaussian processes on SN−1 for any N ≥ 1, with
smooth covariances, continuous mutual covariance
C(x1, x2) = Ea(x1)b(x2),
which is assumed to be smooth and such that Emax a(x) is finite. Then if we let pi(dx) = exp(b(x))dx/Z,
where Z is chosen so that this is a probability measure,
E
∫
a(x) dpi = E
∫ ∫
C(x1, x1)− C(x1, x2) dpi⊗2 (A.6)
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Proof. By the assumption on the covariances, the processes a(x) and b(x) are a.s. smooth [1]. By
the law of large numbers, there is a collection of points (y`) ∈ SN−1, such that the empirical measure
En = 1
n
n∑
`=1
δy`
converges weak-* to the uniform measure. Evidently, if we let
pin =
∑n
`=1 exp(b(y
`))δy`∑n
`=1 exp(b(y
`))
,
then pin → pi weak-* a.s. By Gaussian integration by parts, [48, Lemma 1.1],
E
∫
a(x)dpin = E
∫ ∫
C(x1, x1)− C(x1, x2)dpi⊗2n .
Since, max a(x), has bounded mean. The result then follows by applying the dominated convergence
theorem to each side of this equality. 
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