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Abstract
We show that if a real x ∈ 2ω is strongly HausdorffHh-random, where h
is a dimension function corresponding to a convex order, then it is also ran-
dom for a continuous probability measure µ such that the µ-measure of the
basic open cylinders shrinks according to h. The proof uses a new method to
construct measures, based on effective (partial) continuous transformations
and a basis theorem for Π01-classes applied to closed sets of probability mea-
sures. We use the main result to give a new proof of Frostman’s Lemma,
to derive a collapse of randomness notions for Hausdorff measures, and to
provide a characterization of effective Hausdorff dimension similar to Frost-
man’s Theorem.
1 Introduction
The duality between measures and the sets they “charge” is a central theme in
modern analysis. A particular good example of this duality is fractal geometry.
While it initially studied fractal properties of sets in Euclidean or other metric
spaces, the geometric analysis is now widely applied to measures, too. The books
by Mattila [28] and Edgar [6] reflect this quite well.
A cornerstone of this development was the work by Frostman [8]. He realized
that there is a close connection between the Hausdorff dimension of a set and the
energies of measures residing on it. If a (Borel) set A is large in the sense that its
Hausdorff dimension exceeds s, then there is a probability measure that resides on
A such that its s-energy is finite.
∗reimann@math.berkeley.edu
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This article develops an effective analogue to Frostman’s work. The main the-
orem shows that if a real x is strongly random for a Hausdorff measure Hh, there
exists a probability measure µ such that the measure of the basic open cylinders
shrinks according to h and such that x is µ-random.
The paper should be seen as an instance or further starting point of a more
general endeavor, namely the investigation of how the complexity of a real (logical
or randomness theoretic) relates to the complexity of the measures for which the
real is random. The idea is that the study of duality between the complexity of sets
and measures leads to interesting insights and questions when transferred to an
effective setting. Recent work by Theodore Slaman and the author [37, 36] gives
evidence for this.
While a real is non-trivially random (i.e. there exists a probability measure such
that x is µ-random and µ({x}) = 0, see [37]) if and only if it is not recursive, the
question which reals are random for continuous probability measures found quite
unexpected answers. In particular, every real that is not random for such a measure
with respect to Σ01-tests is ∆
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1. However, a complete characterization of such reals
is yet unknown. This paper can also be seen as a contribution to this question,
by excluding uncountable Π01 classes of nontrivial Hausdorff measure and giving a
sufficient criterion for randomness for a continuous measure.
The techniques used to prove the main result are quite different from the clas-
sical setting. In the latter, tools like the Hahn-Banach theorem and the properties
of weak convergence play a major role. In the effective setting, these are replaced
rather by recursion theoretic techniques such as basis theorems for Π01 classes and
the Gacs-Kucera reducibility result. The title of this article refers to applying these
techniques to sets of (representations of) measures instead of sets of reals. As an
easy corollary, we obtain a new proof of the classical result based on the effective
techniques.
This raises the hope that the effective theory might in turn contribute to the
classical setting, via relativization, as it did in the case of effective descriptive set
theory. Recently, Kjos-Hanssen [18, 19] has obtained results in this direction.
The outline of the paper is as follows. In Section 2, we first present a brief
account of measure theory on Cantor space. The basic notion is that of an outer
measure derived from a premeasure. We will then put particular emphasis on defin-
ing a representation of the space of probability measures that is a Π01 subset of 2
ω
.
Finally, we introduce randomness for arbitrary outer measures.
Section 3 presents the main results. We first deal with basis theorems for Π01
sets (of measures). After giving some background from the classical theory, we
prove that every real that is strongly Hausdorff random is also random with respect
to a certain continuous probability measure.
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Section 4 presents a number of applications of the main result. First, we give
a new proof of Frostman’s Lemma. Then we investigate randomness notions for
Hausdorff measures. Several test notions based on uniformly r.e. tests have been
proposed, most of which are equivalent on probability measures but differ on Haus-
dorff measures. We use the relation between randomness for Hausdorff measures
and continuous probability measures to show that in a certain sense strong ran-
domness is indeed the strongest possible randomness notion. As an easy corollary,
we obtain that the dimension notions induced by such randomness notions coin-
cide. Finally, we use the main theorem to derive an effective version of Frostman’s
result, showing that Hausdorff and capacitary dimension coincide.
We conclude with a few remarks on analogous results for packing dimension,
and discuss an open question as well as directions for further research.
We assume familiarity with the basic notions of measure theory and descriptive
set theory, as treated in [15]. Furthermore, we presuppose some knowledge in
algorithmic randomness and computability theory, as can be found in [26] or [5].
2 Measures and Randomness on Cantor Space
In this section we briefly review the basic notions of measure on the Cantor space
2ω. We make use of the special topological structure of 2ω to give a unified treat-
ment of a large class of measures, not necessarily σ-finite. This way, we do not
have to distinguish between probability measures and Hausdorff measures, for in-
stance.
2.1 Outer measures on Cantor space
We work in 2ω as a compact Polish space. A countable basis of the topology is
given by the cylinder sets
Nσ = {x : x↾n= σ},
where σ is a finite binary sequence. We will occasionally use the notation N(σ)
in place of Nσ to avoid multiple subscripts. 2<ω denotes the set of all finite binary
sequences. If σ, τ ∈ 2<ω, we use ⊆ to denote the usual prefix partial ordering.
This extends in a natural way to 2<ω ∪ 2ω. Thus, x ∈ Nσ if and only if σ ⊂ x.
Finally, given U ⊆ 2<ω, we write NU to denote the open set induced by U, i.e.
NU =
⋃
σ∈U Nσ.
The following method to construct outer measures has been referred to as
Method I [33, 39].
Definition 1. Let 2<ω be the set of all finite binary sequences. A premeasure is a
mapping ρ : 2<ω → R≥0.
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If ρ is a premeasure, define the set function µρ : P(2ω) → R≥0 by letting
µρ(A) = inf

∑
σ∈U
ρ(σ) : A ⊆ NU
 , (2.1)
where we set µρ(∅) = 0. It can be shown that µρ is an outer measure, i.e. a real-
valued, non-negative, monotone, subadditive set function. A measure is given by
restricting an outer measure to the σ-algebra of measurable sets. Since we are
mostly interested in nullsets, which are always measurable, we do not make the
distinction between measures and outer measures here, and will subsequently refer
to an outer measure simply as a measure. Furthermore, we will always assume that
an outer measure ν is derived from a premeasure as in (2.1). (Rogers [39] studies
in great detail the relations between measures, outer measures, and premeasures.)
Of course, the nature of the outer measure µρ obtained via (2.1) will depend
on the nature of the premeasure ρ. We will study two important classes of outer
measures: probability measures and Hausdorff measures.
2.2 Probability measures
A probability measure ν is any measure that is based on a premeasure ρ which
satisfies ρ(∅) = 1 and
ρ(σ) = ρ(σ⌢0) + ρ(σ⌢1) (2.2)
for all finite sequences σ. The resulting measure µρ preserves ρ in the sense that
µρ(Nσ) = ρ(σ) for all σ. This follows from the Caratheodory extension theorem.
We denote by P the set of all probability measures on 2ω. In the following, we will
often identify probability measures with their underlying premeasure, i.e. we will
write µ(σ) instead of µ(Nσ).
If ρ is a probability premeasure, then µρ is a Borel measure, i.e. all Borel sets
are measurable, and their measure is a finite real number in [0, 1].
It will later be important to identify the subset of 2ω on which a probability
measure ‘resides’. The support supp(µ) of a probability measure µ is the smallest
closed set F ⊆ 2ω such that µ(2ω \ F) = 0.
For ρ(σ) = d(Nσ) = 2−|σ| we obtain the Lebesgue measure λ on 2ω, which is
the unique translation invariant measure µ on 2ω for which µ(Nσ) = d(Nσ). Here d
denotes the diameter function derived from the standard metric on Cantor space,
d(x, y) =

2−N if x , y and N is minimal such that x(N) , y(N),
0 if x = y.
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Dirac measures are probability measures concentrated on a single point. For
x ∈ 2ω, we define
ρ(σ) =

1 if σ ⊂ x,
0 otherwise.
For the induced outer measure we obviously have µρ(A) = 1 if and only if x ∈ A,
and µρ(A) = 0 if and only if x < A. The corresponding measure is denoted by δx.
If, for a measure µ and x ∈ 2ω, µ({x}) > 0, then x is called an atom of µ.
Obviously, x is the unique atom of δx. A measure that does not have any atoms is
called continuous.
2.3 Hausdorffmeasures
Hausdorff measures are of fundamental importance in geometric measure theory.
They share the common feature that the premeasures they stem from only depend
on the diameter of an open set. Therefore, the resulting measure will be translation
invariant.
A dimension function h is a nonnegative, nondecreasing, continuous on the
right function defined on all nonnegative reals. Assume, furthermore, that h(t) > 0
if and only if t > 0. Define the premeasure ρh as
ρh(Nσ) = h(d(Nσ)) = h(2−|σ|).
The resulting measure µρh will in general not be a Borel measure. Therefore,
one refines the transition from a premeasure to an outer measure, also known as
Method II [33, 39]. The resulting outer measure is denoted by Hh. Again, we
will mostly be concerned with Hh-nullsets. It is not hard to see that for any set
A, Hh(A) = 0 if and only if µρh(A) = 0, that is, the nullsets obtained from a
premeasure via Method I and Method II coincide. Hence in the case of nullsets
we can work with the less involved definition via Method I and therefore refer the
reader to the above references for details on Method II.
Due to the special nature of the standard metric d on 2ω, only diameters of the
form 2−n, n ∈ N, appear. So we can take any nondecreasing, unbounded function
h : N → R≥0 (in fact, h : N → N suffices), and set ρh(Nσ) = 2−h(|σ|). Such
functions h are called orders. The resulting Hausdorff measure will, in slight abuse
of notation, also be denoted by Hh. Finally an order is called convex, if for all n,
h(n+1) ≤ h(n)+1. Let H be the set of premeasures corresponding to convex order
functions.
Reimann and Stephan [38] studied the class of geometrical premeasures. These
satisfy the following condition: There are real numbers p, q such that
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(G1) 1/2 ≤ p < 1 and 1 ≤ q < 2;
(G2) (∀σ ∈ 2<ω) (∀i ∈ {0, 1}) [ρ(σ⌢i) ≤ pρ(σ)];
(G3) (∀σ ∈ 2<ω) [qρ(σ) ≤ ρ(σ⌢0) + ρ(σ⌢1)].
The class G ⊆ P∪H of all geometrical premeasures comprises all premeasures
based on orders of the form h(n) = αn, 0 < α ≤ 1, as well as many probability
measures such as all non-degenerate Bernoulli measures and measures satisfying
(3.8) for a geometrically increasing order.
Among the numerous Hausdorff measures, the family of t-dimensional Haus-
dorff measures Ht given by h(n) = tn, where 0 ≤ t ≤ 1 is arguably most prominent.
It is not hard to see that for any set A, Hs(A) < ∞ implies Ht(A) = 0 for all t > s.
Likewise, Hr(A) = ∞ for all r < s. Thus there is a critical value where Hs ‘jumps’
from ∞ to 0. This value is called the Hausdorff dimension of A, written dimH A.
Formally,
dimH A = inf{s : H
s(A) = 0}.
Hausdorff dimension is a central notion in fractal geometry and has recently re-
ceived a lot of attention in the effective setting, too. We will not dwell further on
this here but refer to [7, 28, 27, 34].
2.4 Representations of premeasures
To define randomness, we want to incorporate measures into the effective aspects
of a randomness test. For this purpose, we have to represent it in a form that makes
it accessible for recursion theoretic methods. Essentially, this means to code a
measure via an infinite binary sequence or a function f : N→ N.
The way we introduced it, an outer measure on 2ω is completely determined
by its underlying premeasure defined on the cylinder sets. It seems reasonable to
represent these values via approximation by rational intervals.
Definition 2. Given a premeasure ρ, define its rational representation rρ by letting,
for all σ ∈ 2<ω, q1, q2 ∈ Q,
〈σ, q1, q2〉 ∈ rρ ⇔ q1 < ρ(σ) < q2. (2.3)
The real rρ encodes the complete information about the premeasure ρ in the
sense that for each σ, the value ρ(σ) is uniformly recursive in rρ.
While the rational representation is defined for every premeasure, it does not
reflect well the richer structure of certain families of measures, such as the set of
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probability measures. In particular, the set of reals z such that z is the rational
representation of a probability measure is not Π01. Since we will need to exploit
this structure later, in the following we introduce an alternative representation for
probability measures.
An effective representation of probability measures has been developed else-
where (for example in [10]), but we found none of the accounts completely ade-
quate for our purposes. Therefore, in the following we give a succinct description
of how to devise a Π01-class in 2
ω of representations of probability measures. In
general, our approach follows the framework of Moschovakis [32], with a few
adaptations regarding compactness. Each step can be justified by resorting to the
accordant results in [32].
2.5 The space of probability measures on Cantor space
Recall that P denotes the set of all probability measures on 2ω. P can be given a
topology (the so-called weak topology) by defining µn → µ if µn(B) → µ(B) for
all Borel sets B whose boundary has µ-measure 0. This is equivalent to requiring
that
∫
f dµn →
∫
f dµ for all bounded continuous real-valued functions f on 2ω. In
Cantor space, the weak topology is also generated by sets of the form
Mσ,p,q = {µ ∈ P : p < µ(Nσ) < q}, (2.4)
where σ ∈ 2<ω and p < q are rational numbers in the unit interval. The sets Mσ,p,q
form a subbasis of the weak topology.
It is known that if X is Polish and compact metrizable, then so is the space of all
Borel probability measures on X (see for instance [15]). Therefore, P is compact
metrizable and Polish. A compatible metric is given by
dmeas(µ, ν) =
∞∑
n=1
2−ndn(µ, ν),
where
dn(µ, ν) = 12
∑
|σ|=n
|µ(Nσ) − ν(Nσ)|.
We want to find an effective presentation ofP reflecting its properties. A count-
able, dense subset D ⊆ P is given by the set of measures which assume positive,
rational values on a finite number of rationals, i.e. D is the set of measures of the
form
ν∆,Q =
∑
σ∈∆
Q(σ)δσ⌢0ω ,
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where ∆ is a finite set of finite strings (representing dyadic rational numbers) and
Q : ∆→ [0, 1] ∩ Q such that ∑σ∈∆ Q(σ) = 1.
A straightforward calculation shows that for µ, ν ∈ D, the following two rela-
tions are recursive:
dmeas(µ, ν) < q and dmeas(µ, ν) ≤ q,
for rational q ≥ 0.
We fix an effective enumeration of D = {ν0, ν1, . . . }. D is called a recursive
presentation. We can invoke the basic machinery of (effective) descriptive set the-
ory to obtain a recursive surjection
π : ωω → P
and a Π01 set P ⊆ ω
ω such that π|P is one-to-one and π(P) = P. (See Moschovakis
[32], 3E.6.) This is achieved via an effective Lusin scheme, a family of sets mirror-
ing the tree structure of ωω.
However, since P is compact, we would like to have a representation that is not
only closed but effectively compact, that is, a Π01 subset of 2
ω
. We can obtain such
a representation, but we have to give up injectivity for this. We can use the com-
pactness of P to devise a finitely branching Souslin scheme for P. More precisely,
there exists a finite branching T ⊂ ω<ω and a family (Uσ)σ∈T of non-empty open
sets in P such that
(1) Uǫ = P,
(2) for all σ ∈ T , Uσ = ⋃σ⌢i∈T Uσ⌢i,
(3) for all σ⌢i ∈ T , Uσ⌢i ⊆ Uσ,
(4) for σ ∈ T , dmeas(Uσ) ≤ 2−|σ|.
We can even assume that T is uniformly branching, i.e. for every level n, the num-
ber of immediate extensions of a string of length n in T is unique. Since P is
complete, for every p ∈ [T ], ⋂
n
Up↾n , ∅.
In fact, ⋂n Up↾n contains a single measure µp. Hence we can call p a representation
of µp. Note that since the Uσ⌢i are not necessarily disjoint, a measure can have
multiple (in fact, continuum many) representations this way.
The Uσ can be chosen as open balls with respect to dmeas centered on measures
from D. More precisely, we can use the effectiveness of the metric dmeas to find a
recursive, increasing sequence (ln) of natural numbers such that
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(i) Uσ is of the form B2−n(µ), where µ ∈ D is concentrated on strings of length
ln (or, more formally, on reals of the form σ⌢0ω, where |σ| = ln),
(ii) all sets of measures of this form appear as a Uσ.
(iii) the mapping σ 7→ (∆,Q) such that Uσ = B2−n(ν∆,Q) is computable.
Summing up, we obtain the following representation.
Proposition 1. There exists a recursive sequence (rn) and a continuous surjection
π : [T ] → P,
where T ⊂ ω<ω is the full (rn)-branching tree, i.e. every node in T of length n has
exactly rn immediate successors.
Now P = [T ] is a compact subset of ωω. By a standard embedding, this corre-
sponds to a closed subset of 2ω. We can therefore assume that P is a Π01 subset of
2ω, represented by a recursive, pruned tree TP ⊆ 2<ω such that [TP] = P.
Every element in P is an intersection of the nested Uσ, corresponding to a path
through T . This path in turn represents a Cauchy sequence of measures in D. We
will therefore call the representation given by P the Cauchy representation of P.
2.6 Randomness
We briefly review the definition of randomness in the sense of Martin-Lo¨f for ar-
bitrary outer measures. We refer to [35, 37] for more details on this approach to
randomness for arbitrary measures.
Martin-Lo¨f’s concept of randomness is based on the fact that every nullset for
a measure defined via Method I (and Method II, as is easily seen) is contained in
a Gδ-nullset. Essentially, a Martin-Lo¨f test is an effectively presented Gδ nullset
(relative to some parameter z).
Definition 3. Suppose z ∈ 2ω is a real. A test relative to z, or simply a z-test, is a
set W ⊆ N × 2<ω which is recursively enumerable in z. A real x passes a test W if
x <
⋂
n N(Wn), where Wn = {σ : (n, σ) ∈ W}.
Passing a test W means not being contained in the Gδ set given by W . The
condition ‘r.e. in z’ implies that the open sets given by the sets Wn form a uniform
sequence of Σ01(z) sets, and the set
⋂
n N(Wn) is a Π02(z) subset of 2ω. To test for
randomness, we want to ensure that W actually describes a nullset.
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Definition 4. Suppose ρ is a premeasure on 2ω. A z-test W is correct for µρ if∑
σ∈Wn
ρ(Nσ) ≤ 2−n. (2.5)
Any test which is correct for µρ will be called a z-test for µρ, or µρ-z-test. (As
always, we will drop the subscript ρ if the premeasure is clear from the context.)
Finally, we incorporate the information given by the (representation of the)
premeasure into the test notion to define randomness with respect to arbitrary outer
measures.
Definition 5. Suppose ρ is a premeasure on 2ω and z ∈ 2ω is a real. Let pρ be a rep-
resentation of ρ, i.e. either the rational representation rρ, or in case of a probability
measure a Cauchy representation p ∈ P such that π(p) = µρ. A real is µρ-random
relative to z and representation pρ, if it passes all pρ ⊕ z-tests which are correct for
µρ.
An obvious objection to this definition of randomness is that it is representation
dependent. In fact, Levin [24, 25] and recently Ga´cs [10] have given definitions of
randomness independent of the underlying measure. There are arguments in favor
of and against both approaches (see also [35]). In the context of this paper, the
major problem with the representation independent approach is that it is quite diffi-
cult to make the measures subject to a classification in terms of logical complexity,
such as Turing degrees, see [29].
In the following, when we say that a real is µ-random, we mean that there exists
a representation of µ such that the real is µ-random relative to that representation.
3 Effectively closed sets of measures, randomness, and capacities
3.1 Effectively closed sets and randomness
Levin [23] was the first to use Π01 classes of measures in algorithmic randomness.
He observed that, given a test W , the set of probability measures µ such that W is
correct for µ is Π01. Levin was interested in devising uniform tests for randomness,
and he proved the following related result.
Theorem 1 (Levin [23]). Given an effectively closed set S of probability measures,
there exists a test U such that for any x that passes U there exists a measure µ ∈ S
such that x is µ-random.
A result in a similar spirit has recently been shown independently by Downey,
Hirschfeldt, Miller, and Nies [4] and Reimann and Slaman [37].
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Theorem 2. Let z ∈ 2ω, and let T ⊆ 2<ω be an infinite tree recursive in z. Then,
for every real R which is λ-random relative to z, there is an infinite path y through
T such that R is λ-random relative to z ⊕ y.
Theorem 2 will be the essential ingredient in constructing measures that make
a given real random. The basic paradigm for this is:
Transform a λ-random real and find among the admissible transformed
measures one that conserves randomness.
More precisely, we want to make a real x random. To do so, we Turing reduce it to
a λ-random real. The Turing reduction induces a partial continuous transformation
of 2ω, which in turn induces a transformation of Lebesgue measure. If we can show
that the set of admissible image measures is Π01, we can use Theorem 2 to find one
representation that, when added as a parameter to a λ-test, preserves randomness.
Subsection 3.3 will present an elaborate example of this technique. Before, we
will motivate this by presenting some background from geometric measure theory.
3.2 Capacities and Hausdorff dimension
The calculation of Hausdorff dimension is often a very difficult task, in particular,
obtaining a lower bound. One of the standard tools is the mass distribution prin-
ciple (see [7]). A mass distribution on A ⊆ 2ω is a probability measure such that
supp(µ) ⊆ A.
Theorem 3. Let A ⊆ 2ω, and let µ be a mass distribution on A. Suppose further
that for some s ≥ 0 there are c, δ > 0 such that
µ(B) ≤ cd(B)s (3.1)
for all B ⊆ 2ω with d(B) < δ. Then
s ≤ dimH(A).
Theorem 3 can be generalized by classifying mass distributions on A according
to whether they satisfy (3.1) for some s. This approach is closely related to the
notion of capacity, which first was studied in the context of potential theory.
Definition 6. Let µ be a mass distribution on 2ω, 0 ≤ t ≤ 1. The t-potential at
x ∈ 2ω due to µ is defined as
φt(x) =
∫
d(x, y)−tdµ(y). (3.2)
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The t-energy of µ is given by
It(µ) =
∫
φt(x)dµ(x) =
"
d(x, y)−tdµ(y)dµ(x). (3.3)
Observe that if a mass distribution satisfies for some c, s ∈ R
µ(σ) ≤ c2−|σ|s for all σ ∈ 2<ω, (3.4)
it follows immediately that φt(A) ≤ const for all t < s, hence It(µ) < ∞. On the
other hand, if It(µ) < ∞, (3.4) holds for a suitable restriction of µ.
Definition 7. Let s > 0. The s-capacity of a class A ⊆ 2ω is defined as
Cs(A) = sup
{
1
Is(µ) : µ mass distr. on A with µ(2
ω) = 1
}
.
(As potentials and capacities may be infinite, we adopt the convention that
1/∞ = 0.) We note from the definition that a set has positive s-capacity if and
only if there is a mass distribution µ on it such that Is(µ) < ∞. This suggests the
following definition.
Definition 8. The capacitary dimension of a class A ⊆ 2ω is
dimc(A) = sup{s : Cs(A) > 0}.
With little effort it can be shown that
dimc(A) = sup{s : ∃c ∃µ mass distr. on A with (∀σ ∈ 2<ω) [µ(σ) ≤ c 2−|σ|s] }.
Furthermore, the capacitary dimension of a Borel set is equal to its Hausdorff di-
mension.
Theorem 4 (Frostman [8]). Let A be a Borel set in 2ω. Then
dimc(A) = dimH(A).
3.3 Capacitability of strongly complex reals
We will now show that every strongly h-complex real is “effectively capacitable”.
Note that Hh-almost every real is strongly h-complex. We will see later that strong
complexity is actually a necessary assumption to prove effective capacitability,
hence the following result completely describes to what extend Frostman’s Lemma
holds effectively.
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First, we introduce strong h-complexity. Kjos-Hanssen, Merkle, and Stephan
[21] defined a real to be complex if there exists a computable order function h such
that
(∀n) [K(x↾n) ≥ h(n)], (3.5)
where K denotes prefix-free Kolmogorov complexity. If x is complex via h, then
we call x h-complex. Reimann [34] showed that x is h-complex if and only if it is
Hh-random.
One can introduce variants of complexity for reals by replacing K in (3.5) by
another type of Kolmogorov complexity. A (continuous) semimeasure is a function
η : 2<ω → [0, 1] such that
∀σ [η(σ) ≥ η(σ⌢0) + η(σ⌢1)]. (3.6)
Levin [41] proved the existence of an optimal enumerable semimeasure M. A
semimeasure is enumerable if the set {(σ, q) ∈ 2<ω × Q : q < η(σ)} is r.e. For any
enumerable semimeasure η there exists a constant c such that for every σ,
η(σ) ≤ cM(σ).
The a priori complexity of a string σ is defined as − log M(σ). Given a computable
order h, we say a real x ∈ 2ω is strongly h-complex if
(∀n) [− log M(x↾n) ≥ h(n)], (3.7)
Note that up to a constant, − log M(σ) ≤ K(σ) for all σ. Hence (3.7) implies (3.5),
which justifies the name strongly complex. In particular, every strongly h-complex
real is Hh-random.
Finally, given an order h, we say x is h-capacitable if there exists a probability
measure µ such that, for some γ,
(∀σ) [µ(σ) ≤ γ2−h(|σ|)], (3.8)
and such that x is µ-random. In the following, we will call a probability measure µ
satisfying (3.8) h-bounded.
Theorem 5 (Effective Capacitability Theorem). Suppose x ∈ 2ω is strongly h-
complex, where h is a computable, convex order function. Then x is h-capacitable.
Proof. By a theorem of Kucˇera [22] and Ga´cs [9] there exists a Martin-Lo¨f random
real R such that x ≤T R. In fact, there exists a Turing functional Φ and a Π01 set
B ⊆ 2ω such that all elements of B are Martin-Lo¨f random and for any y ∈ 2ω there
exists a S ∈ B such that y = Φ(S ).
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For every σ ∈ 2<ω we define
Pre(σ) = {τ : Φ(τ) ⊇ σ & ∀τ′ ⊂ τ(Φ(τ′) + σ)}.
λ(Pre(.)) is an enumerable semimeasure.
It follows that λ(Pre(.)) is multiplicatively dominated by an optimal enumerable
semimeasure M. There exists a constant c such that for every σ,
λ(Pre(σ)) ≤ cM(σ).
Since x is strongly Hh-complex, there exists a constant c′ such that for all n,
− log M(x↾n) ≥ h(n) − c′.
We conclude that there exists a constant c′′ such that for all n,
λ(Pre(x↾n)) ≤ cM(x↾n) ≤ c′′2−h(n)
Now consider the co-r.e. tree
T = {σ ∈ 2<ω : for all n ≤ |σ|, λ(Pre(σ↾n)) ≤ c′′ 2−h(n)}.
From the above, x ∈ [T ], i.e. x is an infinite path through T .
Next we define a set of probability measures B by transforming Lebesgue mea-
sure via Φ.
We want to preserve the randomness of R when transforming with Φ. There-
fore, we require for every µ ∈ B that
(∀σ ∈ T ) [λ(Pre(σ)) ≤ µ(σ)]. (3.9)
This way, a possible µ-test covering x would “lift” to a λ-test covering R. Further-
more, we want to meet the requirement given by (3.8):
µ(σ) ≤ γ2−h(|σ|) , (3.10)
for some constant γ.
We first show that there exists such a probability measure µ (and a suitable
constant γ). This is achieved by the following lemma.
Lemma 1. Suppose T ⊆ 2<ω is a non-empty tree. Suppose further that η is a
semimeasure on 2<ω, and that there exist a convex order h and a constant γ such
that η(τ) ≤ γ 2−h(τ) for all τ ∈ T. Then there is a probability measure µ such that
for all σ ∈ 2<ω,
µ(σ) ≤ γ 2−h(|σ|). (3.11)
and for all τ ∈ T,
η(τ) ≤ µ(τ). (3.12)
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Proof. We construct a measure inductively along T . Let µ(ǫ) = 1. Given µ(σ) and
both σ⌢0 and σ⌢1 are in T , we want to define µ(σ⌢0) and µ(σ⌢1) such that
µ(σ) = µ(σ⌢0) + µ(σ⌢1),
and such that
η(σ⌢i) ≤ µ(σ⌢i) ≤ γ 2−h(|σ|+1).
Such µ(σ⌢0) and µ(σ⌢1) exist for the following reason. We have
η(σ⌢0) + η(σ⌢1) ≤ η(σ) ≤ µ(σ),
by the assumption that η is a semimeasure and the inductive hypothesis. On the
other hand, since h is a convex order,
2−h(|σ|+1) + 2−h(|σ|+1) ≥ 2 · 2−h(|σ|)−1 = 2−h(|σ|) ≥ (1/γ) µ(σ).
Since the mapping from [0, 1] × [0, 1] to R given by
(s, t) 7→ η(σ⌢0) + s[γ 2−h(|σ|+1) − η(σ⌢0)] + η(σ⌢1) + t[γ 2−h(|σ|+1) − η(σ⌢1)]
is continuous, the assertion follows from the intermediate value theorem.
If either σ⌢0 or σ⌢1 is not in T , say σ⌢1, let µ(σ⌢0) = γ 2−h(|σ|+1) and
µ(σ⌢1) = µ(σ) − γ 2−h(|σ|+1).
If neither σ⌢0 nor σ⌢1 is in T we let µ(σ⌢0) = µ(σ⌢1) = µ(σ)/2, i.e. if
we are not on the tree any longer, we distribute the mass uniformly henceforth.
Requirement (3.11) then follows from the convexity of h. 
Browsing through the tree T as in the proof of the preceding lemma, one can
effectively exclude (using the effectiveness of the metric dmeas) more and more
basic open neighborhoods from B. Each new level of T , and the enumeration of
Pre, refines the consistency requirements (3.11) and (3.12). Hence there exists aΠ01
set PM of (representations of) measures satisfying (3.9) and (3.10). Furthermore,
Lemma 1 shows that PM is not empty.
Finally, we show that there exists an element pµ ∈ PM such that x is µ-random
relative to representation pµ. By Theorem 2 there exists a pµ ∈ PM such that R is
λ-random relative to pµ (as a parameter of relative randomness, not as a measure).
We claim that x is µ-random relative to representation pµ. Assume W = (Wn) is a
µ-test (hence r.e. in pµ) that covers x. We define another test V = (Vn): We start
enumerating Pre(σ) into Vn if and only if σ is enumerated into Wn, and enumerate
Pre(σ) into Vn as long as σ is not removed from T , i.e. as long as λ(Pre(σ)) ≤
c′′ 2−h(|σ|).
It follows from the definition of PM that V is a pµ-test (again, as a parameter,
not a measure) that is correct for λ. Furthermore, V covers R. But R is λ-random
relative to pµ, contradiction. This completes the proof of Theorem 5. 
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Theorem 5 can be relativized in a straightforward way. Suppose h : N → N is
an arbitrary convex order. We say a real x is strongly h-complex relative to z ∈ 2ω
if
(∀n) [− log Mh⊕z(x↾n) ≥ h(n)],
where Mh⊕z is a optimal among all semimeasures enumerable in h ⊕ z.
Corollary (Kjos-Hanssen and Reimann). Suppose x is strongly h-complex relative
to z ∈ 2ω, where h is a convex order function. Then there exists an h-bounded
measure µ such that x is µ-random relative to h ⊕ z.
We now can immediately deduce a sufficient criterion for continuous random-
ness.
Corollary. Suppose x is strongly h-complex, where h is a convex order function
with h ≤T x. Then x is random for a continuous probability measure.
4 Consequences of effective capacitability
4.1 A new proof of Frostman’s Lemma
Theorem 5 yields a new proof of Frostman’s Lemma [8].
Theorem 6. If A is a compact subset of 2ω with Hs(A) > 0, then there exists a
probability measure µ such that supp(µ) ⊆ A, and such that there exists a constant
γ such that for all σ ∈ 2<ω,
µ(σ) ≤ γ2−|σ|s.
The problem is to make the support of µ contained in A while at the same time
respect the upper bound on the basic open sets. There are several known proofs
of Frostman’s Lemma. It can be obtained as a consequence of the existence of
compact subsets with finite Hs-measure (see [7]), which is even more difficult to
prove. Other proofs either construct a sequence of measures such that any limit
point in the weak topology (which exists by compactness) will have the desired
properties (see [28]). Alternatively, one can use the MaxFlow-MinCut Theorem
(as in [31]). A different approach, which works in general metric spaces, was
given by Howroyd [13], introducing weighted Hausdorff measures and using the
Hahn-Banach Theorem. These proofs make essential use of compactness.
The new proof given here is an easy consequence of the effective capacitability
theorem.
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New proof of Theorem 6. Let A ⊆ 2ω be closed with Hs(A) > 0. It follows there
exists a z ∈ 2ω such that A is Π01(z). Since Hs(A) > 0, there exists an x ∈ A that is
strongly Hs-complex relative to s ⊕ z. By Corollary 3.3 there exists a probability
measure µ such that x is µ-random relative to s⊕z and µ is s-bounded with constant
γ.
Since A is Π01(z) and contains a µ-z-random real, it follows that µ(A) > 0. We
restrict µ to A, written µ↾A, by putting µ↾A (X) = µ(X ∩ A). This yields a measure
with support contained in A (note that A is closed). Finally, normalizing
ν =
µ↾A
µ(A)
yields a probability measure ν satisfying (3.8) with constant γ/µ(A). 
Note that the new proof is of a profoundly effective nature. It features the
Kucera-Gacs Theorem, which does not have a classical counterpart (the Lebesgue
measure of an upper Turing cone over a non-recursive real is zero). Compactness is
used in the form of a basis result for Π01 classes. Finally, the problem of assigning
non-trivial measure to A is easily solved by making an element of A random.
It seems that the general idea, using Lebesgue-random reals along with Turing
or other reductions to construct measures, can be applied to other settings, too.
Finally, it should be noted that the restriction to Cantor space is not actually a loss
of generality, since it can be extended to other metric spaces, including Euclidean
space, using net measures (see for example [39]).
4.2 Effective capacities and randomness notions
Theorem 5 was proved for strongly Hh-random reals. In the following we show
that this assumption is necessary. The proof also yields that in a reasonable sense,
strong randomness is the “strongest” possible randomness notion for Hausdorff
measures based on uniformly enumerable tests. As a corollary, we get that any
dimension concept induced by such a randomness notion will coincide with the
standard effective Hausdorff dimension.
Randomness notions
We give here a crude definition of a randomness notion that is sufficient for our pur-
poses. For an exhaustive treatment, one should probably reformulate randomness
as a notion of forcing (similar to the correspondence between Solovay genericity
and weak randomness), and compare the strength of the forcing notions. However,
in view of the results presented here, such an effort does not seem justified, and
might only obscure things.
17
To keep notation simple, we identify premeasures with their representation(s).
Definition 9. A notion of randomness R uniformly assigns to a premeasure ρ a
collection of sets W ⊆ N × 2<ω r.e. in ρ such that ⋂Wn is a ρ-nullset.
More precisely, a notion of randomness R is a set R(ρ) ⊆ N definable in second
order arithmetic from a parameter ρ such that
e ∈ R(ρ) ⇒
⋂
n
Wρe,n is ρ-null,
where Wρe is the e-th r.e. in ρ subset of N×2<ω under a canonical enumeration, and
We,n = {σ : (n, σ) ∈ We}. Furthermore, we require a certain uniform consistency
between tests: There exists a (partial) recursive function f such that
if ρ, η are premeasures, e ∈ R(ρ), η ≤ ρ pointwise and ρ ≤T η,
then f (e) ↓ ∈ R(η) and Wρe = Wηf (e).
A real x is ρ-random for notion R if for all e ∈ R(ρ), x < ⋂n Wρe,n.
We consider the following examples. It is easy to see that they all satisfy the
consistency requirement, since any ρ-test is also an η-test for any η ≤ ρwith ρ ≤T η.
(a) Martin-Lo¨f randomness. This is given by
RML(pρ, k) ≡ Premeasure(ρ) & (∀n)
[∑
{ρ(σ) : σ ∈ Wρk,n} ≤ 2−n
]
.
(b) Solovay randomness [40].
RS (pρ, k) ≡ Premeasure(ρ) & (∀n)
[
Wk,n+1 ⊆ Wk,n &
|Wk,n \ Wk,n+1| , 0 and finite &
∑
{ρ(σ) : σ ∈ Wρk,1} ≤ 1
]
.
(c) Strong randomness (Calude, Staiger, and Terwijn [1]). Here we need to quan-
tify over open sets. These can be coded as reals. Given z ∈ 2ω, let Vz be the
subset of 2<ω given by σ ∈ Vz ⇔ z(σ) = 1.
Rstr(pρ, k) ≡ Premeasure(ρ) & (∀n)(∀z)
[
(Vz ⊆ Wk,n & Vz prefix-free )
⇒
∑
{ρ(σ) : σ ∈ Vz} ≤ 2−n
]
.
(d) Vehement randomness (Kjos-Hanssen [18]).
Rv(pρ, k) ≡ Premeasure(ρ) & (∀n)(∃z)
[
N(Vz) ⊇ N(Wk,n) &
∑
{ρ(σ) : σ ∈ Vz} ≤ 2−n
]
.
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Comparison of randomness notions
Given a premeasure ρ, we say a notion of randomness R0 is as strong as a notion
R1 on ρ, written R0 ρ R1 every ρ-random for R0 is also ρ-random for R1. For a
set Γ of premeasures, we define R0 Γ R1 if and only if for all ρ ∈ Γ, R0 ρ R1.
Finally, we write R0 ≡Γ R1 if R0 Γ R1 and R0 Γ R1.
Recall that P denotes the set of all probability measures, H the set of convex
Hausdorff premeasures, and G the set of all geometrical premeasures.
It is easy to see that
RML P∪H RS .
However, Reimann and Stephan [38] showed that for all computable geometrical
premeasures ρ for which (G3) holds for some q > 1,
RML ρ RS .
Furthermore, they showed that
RS G Rstr,
and for any computable, length-invariant, geometrical premeasure ρ,
RS ρ Rstr.
By noting that every open covering in 2ω has a prefix-free subcovering, it fol-
lows that
Rstr P∪H Rv. (4.1)
Calude et al. [1] showed that for a computable order h,
x is strongly h-complex iff x is strongly Hh-random.
It follows that every strongly Hh-random real is h-capacitable.
We now use the effective capacitability theorem to show that strong random-
ness Rstr is the strongest possible randomness notion among a family of “reason-
able” (in the sense of Definition 9) randomness concepts. Let H∗ denote the family
of all computable convex Hausdorff premeasures.
Theorem 7. Suppose R is a randomness notion such that Rstr H∗ R and Rstr ≡P
R. Then Rstr ≡H∗ R.
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Proof. Let x be strongly Hh-random for computable h. The effective capacitability
theorem implies that x is µ-random for some h-bounded probability measure µ.
Assume x is not Hh-random for R. Then there exists an Hh-test W for R that
covers x. It follows directly from the fact that µ is h-bounded and the consistency
property of the randomness notion R that W is also a µ-test for R. Thus x is not
µ-random for R, contradicting the assumption Rstr ≡P R. 
Hence any randomness notion that is as strong as strong randomness but that
coincides with strong randomness on probability measures actually coincides with
strong randomness on all computable Hausdorff premeasures.
Corollary. Rstr ≡P∪H∗ Rv, that is for probability and computable Hausdorff mea-
sures, strong and vehement randomness coincide.
Proof. By Theorem 7 and (4.1) it suffices to prove that Rstr ≡P Rv. We will
actually show that RML ≡P Rv.
We need the following Lemma.
Lemma 2. If W ⊆ 2<ω is r.e. then there exists a prefix-free r.e. set U ⊆ 2<ω such
that N(U) = N(W).
Proof of Lemma. We enumerate a set U ⊆ 2<ω as follows. Whenever σ is enu-
merated into W , check whether an initial segment of σ has already been enu-
merated into U. If so, do nothing. Otherwise, if no extension of σ has been
enumerated into U at this time, enumerate σ into U. If extensions of σ have
been enumerated into U already, say τ1, . . . , τk, choose strings ξ1, . . . , ξm such that
S = {τ1, . . . , τk, ξ1, . . . , ξm} is prefix-free and NS = Nσ. Now it is easy to see that
U has the desired properties. 
To complete the proof of Corollary 4.2, let µ be a probability measure and
suppose W is a vehement µ-test. Let (Vn) be a sequence of open sets such that for
each n, N(Vn) ⊇ N(Wn) and ∑{µ(σ) : σ ∈ Vn} ≤ 2−n. By the previous lemma,
for each n there exists (uniformly in n) a prefix-free r.e. set Un ⊆ 2<ω such that
N(Wn) = N(Un). Note that for a prefix-free set U ⊆ 2<ω, µ(NU) = ∑{µ(σ) : σ ∈
U}. Hence for all n,∑
{µ(σ) : σ ∈ Un} = µ(N(Un)) ≤ µ(N(Vn)) ≤ {µ(σ) : σ ∈ Vn} ≤ 2−n,
and thus U = {Un} defines a Martin-Lo¨f µ-test that covers the same reals that W
does. 
Finally we note that a similar argument yields that strong randomness is a nec-
essary condition for effective capacitability. This was observed by Bjørn Kjos-
Hanssen [17].
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Corollary (Kjos-Hanssen). If x is not strongly Hh-random then x is not effectively
h-capacitable.
Proof. Assume x is not strongly Hh-random. Let µ be an h-bounded probability
measure. Let W = {Wn} be a vehement Hh-test covering x, and let V be such
that for each n, N(Vn) ⊇ N(Wn) and ∑{µ(σ) : σ ∈ Wn} ≤ 2−n. As in the proof of
Corollary 4.2, let Un be a prefix-free r.e. set generating the same open set as Wn
does. Then∑
{µ(σ) : σ ∈ Un} = µ(N(Un)) ≤ µ(N(Vn)) ≤ {µ(σ) : σ ∈ Vn} ≤ 2−n,
and hence U = {Un} forms a µ-test covering x. Thus x cannot be µ-random. 
4.3 Effective capacities and effective dimension
Given a randomness notion R, one can define a corresponding effective Hausdorff
dimension by putting
dimRH(x) = inf{s ∈ Q : x is not Hs-random for R}.
We refer to [7, 28, 27, 34, 12] for definitions and background on classical and
effective dimension concepts. Although it has been shown in [38] that various
randomness notions do not agree on Hausdorffmeasures and yield a strict hierarchy
of randomness concepts, we will see now that they all yield the same dimension
concept. Furthermore, we use the effective capacitability theorem to prove a new
characterization of effective dimension.
Theorem 8. For any real x,
dimRMLH (x) = dimRSH (x) = dimRstrH (x) = dimRvH (x).
Proof. By the results of the previous subsection, it suffices to show that for any s <
t, x not being strongly Hs-random implies x not being (Martin-Lo¨f) Ht-random.
Suppose W = {Wn} is a strong Hs-test. We show that∑
{2−|σ|t : σ ∈ Wn}
can be uniformly bounded by a geometric sequence effectively converging to 0.
This can be used to enumerate W as a Martin-Lo¨f Ht-test.
Partition Wn into “prefix-levels” W (0)n ,W (1)n , . . . , where σ is in W (k)n if and only
if there are k proper prefixes of σ in W .
Then ∑
{2−|σ|t : σ ∈ W (0)n } ≤
∑
{2−|σ|s : σ ∈ W (0)n } ≤ 2−n,
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and in general, since every string in W (k)n has length at least k,∑
{2−|σ|t : σ ∈ W (k)n } ≤
∑
{2−|σ|s 2−k(t−s) : σ ∈ W (k)n } ≤ 2−n 2−k(t−s) .
Hence ∑
{2−|σ|t : σ ∈ Wn} ≤ 2−n
∑
k
2−k(t−s) = 2−n 1
1 − 2−(t−s)
.

This answers a question by Kjos-Hanssen. The result was independently ob-
tained by Kjos-Hanssen [16] and Miller [30].
Finally, we use the effective capacitability theorem to give a new characteriza-
tion of effective dimension, which reflects the duality between the complexity of a
real and the capacity of a measure making it random.
Theorem 9. For any real x ∈ 2ω,
dimRMLH (x) = sup{s ∈ Q : x is h-capacitable for h(n) = sn}, (4.2)
where the supremum is assumed to be zero if the set is empty.
Proof. Denote the set on the right hand side of (4.2) by C. Obviously, C is the
intersection of Q with an interval. If dimRMLH (x) ≥ s > 0, then by Theorem 5 s ∈ C.
Hence sup C ≥ dimRMLH (x). On the other hand, suppose t > dimRMLH (x) and µ is a
probability measure such that for all σ, µ(σ) ≤ γ 2−t|σ|. Since t > dimRMLH (x), there
exists a Ht-test that covers x. But every Ht-test is also a µ-test. Hence, t < C,
which implies t ≥ sup C and therefore dimRMLH (x) ≥ sup C. 
5 Concluding remarks and open questions
The paper has established an exact correspondence between randomness for Haus-
dorff measures and for probability measures, as inspired by the classical theory
which has proved extremely helpful in geometric measure theory. We believe that
the effective relation is useful to a similar extent when dealing with randomness for
Hausdorff measures, since probability measures are usually nicer to deal with.
Frostman’s Lemma has been extended to packing measures by Cutler [3]. For
details on packing measures and packing dimension, see [7].
Theorem 10. If A is a compact subset of 2ω with dimP(A) ≥ t > 0, then there exists
a probability measure µ such that supp(µ) ⊆ A, and for each x ∈ 2ω it holds for
infinitely many n that
µ(x↾n) ≤ γ2−nt.
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The effective analogue of this does not hold, in fact it fails in a striking way.
Recently, Conidis [2] has constructed a countable Π01-class of effective packing
dimension 1. By an observation of Kjos-Hanssen and Montalba´n [20], no member
of a countable Π01-class can be random for a continuous measure, in particular, it
cannot be random for a measure as in Theorem 10.
This adds to the evidence that non-trivial effective packing dimension can-
not really be seen as an indicator of random content, whereas non-trivial effective
Hausdorff dimension can, although the computational properties of such reals can
be quite different from Martin-Lo¨f random reals (see recent work by Miller [30]
and Greenberg and Miller [11]).
Open questions
Recent breakthroughs by Miller [30] and Greenberg and Miller [11] on the so-
called dimension problem have shown that not every Hh-random real computes a
λ-random real, even when h is a well-behaved order function such as h(n) = tn,
where t can be arbitrarily close to 1. In light of these results it would be very
interesting to have a classification of the reals which do compute a λ-random real.
One way to ensure this is to be random for a measure which the real itself computes
(by results of Levin [41] and Kautz [14]).
Question. For which strongly Hh-random x does there exist a continuous mea-
sure µ ≤T x such that x is µ-random?
It follows directly from the construction in the proof of Theorem 5 that the
complexity of µ does not exceed that of x by much.
Corollary. If x is strongly Hh-random, where h is a computable order function,
then x is random for a continuous probability measure µ such that pµ ≤T x′.
But besides the usual basis theorems for Π01-classes, we do not seem to have
much more control over µ.
It is known that µ cannot always be very simple.
Theorem 11 (Reimann [34]). For every computable convex order function h there
exists a real x such that x is Hh-random but not random for any computable prob-
ability measure.
Finally, it would be a fascinating yet probably difficult endeavor to investigate
how much of the results (also those from [36]) could be transfered to a repre-
sentation independent setting using Miller’s framework of degrees of continuous
functions [29].
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