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1.2.1 - Mélanges instantanés
1.1 Contexte général
Le problème de séparation de sources (BSS) a été formulé autour de 1982 par
Bernard Ans, Jeanny Hérault et Christian Jutten [Hér, HJA85, AHJ85, HJD86],
dans le cadre de la modélisation neurale. Il semble que le problème ait également
été esquissé de manière indépendante dans le cadre des communications [BNCS82].
Depuis le milieu des années 90, le problème de séparation a été abordé par de
nombreux chercheurs ayant des compétences dans différents domaines : traitement
du signal, statistiques, réseaux de neurones, etc.
Le problème de séparation apparaît dans de nombreux systèmes multi-
capteurs : des réseaux d’antennes en acoustique ou en électromagnétisme [MLS07],
des réseaux d’électrodes dans l’électroencéphalographie [MBJ+96,Vig97], le trai-
tement d’image hyperspectrale, le watermarking, le prétraitement pour la classifi-
cation [CA02], etc.
1.2 Modèles directs
Le modèle direct décrit la modélisation choisie pour décrire le passage entre les
sources originales et les mélanges observés. On se limitera ici aux mélanges linéaires
invariants dans le temps. Les mélanges linéaires invariants dans le temps peuvent
se modéliser à l’aide d’une opération de convolution. Cependant, on s’intéressera
aussi au cas particulier des mélanges instantanés. L’estimation des sources à partir
des observations, étant donné un modèle direct, est appelée problème inverse.
On abordera ici le problème de séparation de sources selon les deux catégories
suivantes :
1. les mélanges instantanés,
2. les mélanges convolutifs.
1.2.1 Mélanges instantanés
La séparation de sources a été étudiée initialement pour les mélanges instanta-
nés [HJA85]. Il a reçu une attention considérable pour ses applications potentielles
dans le traitement de la parole [MLS07], bien que le modèle convolutif semble plus
adapté à cette application [CJ10], le traitement biomédical et les communications
numériques [AC98,MBO00]. Le modèle de mélange instantané peut être formulé
comme suit :
x(t) = As(t), 1  t  T, (1.1)
où
— s(t) = [s1(t), s2(t), . . . , sN(t)]T est le vecteur des N sources inconnues au
temps t,
— x(t) = [x1(t), x2(t), . . . , xM(t)]T est le vecteur des M signaux observés au
temps t,
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Modèles directs
— A 2 RM⇥N est la matrice de mélange inconnue qui est supposée être de
rang plein.
Ce modèle peut être réécrit en regroupant les échantillons sous forme matricielle
comme suit :
X = AS, (1.2)
avec
— S 2 RN⇥T la matrice regroupant les N sources de taille T ,
— X 2 RM⇥T la les M observations de taille T ,
— A 2 RM⇥N .
Le problème peut être divisé en trois cas selon le nombre de sources N et le
nombre de capteurs M :
1. surdéterminé si M > N ,
2. déterminé si M = N ,
3. sous-déterminé si M < N .
Le but général de la séparation de source est d’estimer la matrice de mélange
A et les sources originales S à partir des mélanges X (la figure 1.1 montre une
illustration de séparation de sources). On distinguera deux types de mélanges,
qu’on appelera :
— non-aveugle, lorsque le système de mélange A est parfaitement connu. Par
exemple, en magneto/electro-encéphalographie la matrice de gain peut-être
modélisée de façon réaliste [GSH+13].
— aveugle dans les autres cas. Bien que dans certains cas, il serait parfois
plus juste de parler de système "myopes", si par exemple seul le nombre de
sources à estimer est connu.
Dans le cas sur-déterminé non-aveugle, les sources peuvent être estimées par
pseudo-inverse de la matrice de mélange. Mais le cas sous-déterminé est déjà diffi-
cile dans le sens où le problème est alors mal posé (il n’y pas unicité de la solution).
Dans le cas aveugle (où l’on doit estimer la matrice de mélange et les sources) il
existe plusieurs couples de solutions (A,S). Pour surmonter ce problème, des hypo-
thèses supplémentaires doivent être ajoutées. Les hypothèses habituelles reposent
sur la parcimonie [ZP01], l’indépendance [Com94], la non-négativité [Vir07a] et les
statistiques de second ordre [BAMCM97].
Lors de l’estimation de la matrice de mélange et des sources, il existe une
ambiguïté de permutation ainsi qu’une ambiguïté d’échelle. On peut voir dans le
modèle de mélange (1.2) que si nous permutons deux colonnes de la matrice de
mélange A et les deux lignes correspondantes de la matrice de sources S, nous
aurons toujours la même observation X. De même, la multiplication d’une colonne
de A et la division d’une ligne de S par une même constante ne changera pas
les mélanges X. Ceci montre que l’estimation à la fois de la matrice de mélange
et des signaux sources n’est pas unique et on peut seulement les estimer à une
permutation et un facteur d’échelle près.
11
1.2.2 - Mélanges convolutifs
Signal 1
Signal 2
La séparation
Le mélange
Figure 1.1 – Illustration d’un processus de séparation de deux sources à partir
de deux observations.
1.2.2 Mélanges convolutifs
Le problème plus général de séparation de sources pour les mélanges convolutifs
a été envisagé au début des années 1990 [Com90]. La différence entre le modèle
convolutif et le modèle instantané est que les valeurs retardées des signaux de
source contribuent à la sortie à un instant donné. Plus précisément, un signal
d’observation xm 2 RT est décrit par un mélange :
xm(t) =
NX
n=1
simgmn (t), (1.3)
où simgmn 2 RT est l’image de la source n au capteur m :
simgmn (t) =
KX
l=1
amn(l)sn(t  l), (1.4)
où t représente le temps et amn 2 RK est la réponse impulsionnelle du système
de mélange liant la source n au capteur m. Sous forme matricielle, le processus de
mélange peut aussi être écrit comme :
X = A ? S, (1.5)
où
— X 2 RM⇥T est la matrice des observations,
— S 2 RN⇥T est la matrice des sources inconnues,
— A 2 RM⇥N⇥K est le système de mélange contenant les M ⇥ N filtres de
longueur K.
— l’opérateur ? est un opérateur linéaire de CN⇥T ! CM⇥T qui désigne le
mélange convolutif tel que défini par (1.3).
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Modèle avec du bruit vs modèle sans bruit
Ce modèle est une généralisation de (1.2) et a déjà été utilisé dans les télécom-
munications [AMLM97], où les modèles de canaux incluent souvent la propagation
multi-voies et le traitement audio [MLS07], où la réverbération est souvent consi-
dérée. Encore une fois, le cas non aveugle de ce modèle peut être trouvé dans
certaines applications [KVG10,LGH17]. Cependant, le problème est toujours dif-
ficile, en particulier dans le cas sous-déterminé.
1.3 Modèle avec du bruit vs modèle sans bruit
La formulation pour les mélanges instantanés (1.2) peut être généralisée pour
inclure le bruit additif N 2 RM⇥T qui peut également être considéré comme un
terme d’erreur :
X = AS+N. (1.6)
Lorsque le niveau de bruit est élevé, cela rend la séparation plus difficile. Afin
d’estimer la matrice de mélange et les sources, il faut aborder la séparation et le
problème de débruitage en même temps. Dans le cas déterminé, l’identification de
la matrice de mélange ne suffit pas.
Ce terme de bruit ou d’erreur peut également être ajouté à la formulation (1.5) :
X = A ? S+N. (1.7)
Le modèle ci-dessus est le plus général pour les mélanges linéaires invariants dans
le temps.
1.4 Prétraitements
Avant le processus de séparation, certains prétraitements peuvent être néces-
saires.
1.4.1 Détermination du nombre de sources
Dans le cadre aveugle, pour certaines applications, le nombre de sources peut
être inconnu [AGB10]. Dans ce cas, la détermination du nombre de sources est
une question importante. Pour les mélanges instantanés sans bruit surdéterminés,
le nombre de sources peut être estimé à partir de la matrice de covariance des
observations : le nombre de valeur propre non nulle de cette matrice de covariance
est égal au nombre de sources. Cependant, dans d’autres cas, la détermination du
nombre de sources n’est pas facile. Dans [YR04, AGB10], le nombre de sources
est estimé avec le système de mélange. Les auteurs de [LCA04] ont développé un
algorithme qui ne nécessite que la limite supérieure du nombre de sources (voir
dans la section 3.3.1 pour plus de détails.).
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1.4.3 - Blanchiment
1.4.2 Réduction de dimensions
Une technique de prétraitement commune pour les données multidimension-
nelles consiste à réduire sa dimension, c’est-à-dire le nombre d’observations dans
l’application de séparation de sources. Cela nous permet d’éliminer la redondance
dans les observations, de sorte que le coût de calcul peut être allégé. Ce prétrai-
tement présente de grands avantages, en particulier pour les mélanges instantanés
sur-déterminés lorsque le nombre de sources est connu. Pour ce faire, l’analyse
en composantes principales (PCA) est souvent utilisée. L’un des avantages de ce
prétraitement est la réduction du bruit [HKO04].
1.4.3 Blanchiment
Outre la réduction de dimensions, la PCA peut également être utilisée pour
effectuer le blanchiment comme un prétraitement. Ce prétraitement est particu-
lièrement intéressant pour les mélanges instantanés car il réduit le nombre de
variables à estimer dans la matrice de mélange [HKO04]. Un tel prétraitement
pour les mélanges convolutifs est plus sophistiqué [TM17].
1.5 Évaluation des performances
L’évaluation des performances de séparation est une question importante
car elle permet d’évaluer un algorithme ou de comparer plusieurs algorithmes
entre eux. En pratique, les méthodes d’évaluation diffèrent selon les applica-
tions [DPO+12]. Cependant, pour les mélanges synthétiques, pour lesquels les
sources d’origine sont disponibles, nous utilisons les méthodes d’évaluation pro-
posées dans [VSB+07]. Nous notons l’image de source estimée sous forme de vec-
teur ˆsimgmn =
⇥
simgmn (1), s
img
mn (2), . . . , s
img
mn (T )
⇤T , alors le vecteur ˆsimgmn est décomposée
comme :
ˆsimgmn = s
obj
mn + e
spat
mn + e
int
mn + e
art
mn, (1.8)
où sobjmn est une version modifiée de la source d’origine simgmn par une distorsion
autorisée. espatmn , eintmn et eartmn sont respectivement les termes d’erreur de distortion
spatiale, d’interférences et d’artefacts. Ces quatre termes représentent la partie de
ˆsimgmn perçue comme provenant de la source recherchée simgmn , de la distortion par
filtrage, d’autres sources indésirables et d’autres artefacts.
À partir de la décomposition (1.8) de ˆsimgmn , les critères de performance numé-
riques sont définis en calculant les rapports d’énergie exprimés en décibels (dB)
pour chaque source n :
— Le rapport source / distorsion :
SDRn := 10 log10
P
m ksobjmnk2P
m ke
spat
mn + eintmn + e
art
mnk2
. (1.9)
— Le rapport source / interférence :
SIRn := 10 log10
P
m ksobjmn + espatmn k2P
m keintmnk2
. (1.10)
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— Le rapport image de source / distorsion spatiale :
ISRn := 10 log10
P
m ksobjmnk2P
m ke
spat
mn k2
. (1.11)
— Le rapport source / artefact :
SARn := 10 log10
P
m ksobjmn + espatmn + eintmnk2P
m keartmnk2
. (1.12)
Pour les mélanges instantanés, comme l’image de la source est seulement une
version pondérée de la source originale :
simgmn = amnsn.
Dans cette thèse, nous nous concentrons sur le SDR et le SIR pour les mélanges
instantanés pour des raisons de simplicité, même si le SAR est important pour
illustrer le niveau de l’artefact dans les estimations.
1.6 Approche et présentation du manuscrit
1.6.1 Approche retenue
Dans cette thèse, nous abordons les mélanges instantanés et les mélanges convo-
lutifs séparément.
Dans la première partie, nous étudions spécifiquement deux approches pour
les mélanges instantanés : l’analyse en composantes indépendantes et l’analyse en
composantes parcimonieuses. Nous montrons que les deux approches peuvent être
formulées comme un problème d’optimisation à l’aide des décompositions parci-
monieuses dans un dictionnaire temps-fréquence. Sur cette base, nous proposons
un nouveau cadre d’optimisation et abordons le problème de séparation de sources
avec des techniques d’optimisation.
Dans la deuxième partie, nous nous concentrons sur les mélanges convolutifs.
Nous avons profité des outils développés précédemment pour les mélanges instanta-
nés, ainsi que les décompositions morphologiques et la parcimonie structurée pour
obtenir une meilleure performance de séparation. Nous avons également étudié les
méthodes de factorisation en matrices non-négatives (NMF) pour les mélanges des
signaux de musique et développé de nouveaux algorithmes combinant la NMF et
l’hypothèse de parcimonie.
1.6.2 Structure du document
Ce manuscrit est organisé comme suit.
— Le chapitre 2 présente les outils temps-fréquence, la notion de parcimonie
et la méthode de factorisation en matrices non négatives (NMF) qui seront
essentiels pour les approches présentées dans cette thèse.
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La première partie consacrée aux mélanges instantanés est composée des deux
chapitres suivants.
— Le chapitre 3 présente les méthodes de l’état de l’art pour les mélanges
instantanés qui seront les fondements des méthodes présentées dans la suite.
— Le chapitre 4 présente les liens entre l’analyse en composantes indépen-
dantes et l’analyse en composantes parcimonieuses. Ces deux approches
sont unifiées dans un cadre d’optimisation pour la séparation de sources
des mélanges instantanés.
Dans la deuxième partie, les mélanges convolutifs sont abordés. Quatre cha-
pitres y sont consacrés.
— Le chapitre 5 présente l’état de l’art pour les mélanges convolutifs.
— Le chapitre 6 présente une étude essentiellement expérimentale pour exploi-
ter la structure en "couches morphologiques" ou "modèle hybride" dans le
cadre de la séparation non aveugle.
— Le chapitre 7 revisite le cadre proposé au chapitre 4 et propose de nouveaux
algorithmes pour les mélanges convolutifs basés sur l’optimisation.
— Le chapitre 8 combine les méthodes NMF avec l’hypothèse de parcimonie
et présente de nouvelles approches pour les mélanges convolutifs avec des
signaux musicaux.
Enfin, le chapitre 9 conclut la thèse et apporte des perspectives de recherche.
16
2
Dictionnaires temps-fréquence,
parcimonie et factorisation en matrice
non-négative
Sommaire
2.1 Analyse temps-fréquence : transformée de Gabor . . . 18
2.1.1 La transformée continue . . . . . . . . . . . . . . . . . . 18
2.1.2 Transformée de Gabor discrète . . . . . . . . . . . . . . 18
2.1.3 Trame . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2 Coefficients d’analyse vs coefficients de synthèse . . . . 20
2.3 Parcimonie . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3.1 Représentation parcimonieuse . . . . . . . . . . . . . . . 21
2.3.2 Interprétation statistique . . . . . . . . . . . . . . . . . 22
2.4 Optimisation : descente proximale . . . . . . . . . . . . 22
2.4.1 ISTA (Iterative Shrinkage/Thresholding Algorithm) . . 23
2.4.2 FISTA (Fast Iterative Shrinkage/Thresholding Algorithm) 24
2.4.3 Algorithme PALM . . . . . . . . . . . . . . . . . . . . . 24
2.4.4 Algorithme BC-VMFB . . . . . . . . . . . . . . . . . . . 25
2.5 Factorisation en matrice non-négative . . . . . . . . . . 26
17
2.1.2 - Transformée de Gabor discrète
Dans cette section, nous introductions les méthodes de décompositions dans
les dictionnaires temps-fréquence, l’analyse en composantes parcimonieuses. Nous
présentons ensuite deux algorithmes d’optimisation particuliers qui permettrons
d’aborder les mélanges aveugles. Enfin nous présentons la factorisation en matrice
non-négative.
2.1 Analyse temps-fréquence : transformée de Ga-
bor
Compte tenu d’un signal observé sur un intervalle de temps, sa transformée de
Fourier classique estime le contenu en fréquence mais "perd" l’information tem-
porelle. Pour analyser l’évolution du spectre avec le temps, les transformées de
Fourier à court terme (STFT-Short Time Fourier Transform) forment une classe
importante de décomposition temps-fréquence locale [Mal99].
2.1.1 La transformée continue
En 1946, Gabor [Gab46] a introduit des atomes de Fourier fenêtrés pour
mesurer les "variances en fréquence" des sons. Une fenêtre réelle et symétrique
'(t) = '( t) est décalée par u et modulée par la fréquence ⇠ :
'u,⇠(t) = e
i2⇡⇠t'(t  u), (2.1)
puis normalisée de sorte que k'u,⇠k = 1 pour tous les (u, ⇠) 2 R2. La transformée
de Fourier à fenêtre obtenue pour un signal x 2 L2(R) est alors :
Sx(u, ⇠) = hx,'u,⇠i =
Z +1
 1
x(t)'(t  u)e i2⇡⇠tdt. (2.2)
Cette transformation est également appelée transformée de Fourier à court terme
(STFT) car la multiplication par '(t   u) localise l’intégrale de Fourier dans le
voisinage de t = u.
On peut alors définir une densité d’énergie appelée spectrogramme comme suit :
Psx(u, ⇠) = |Sx(u, ⇠)|2 . (2.3)
La transformée de Gabor est à l’origine définie comme la STFT lorsque la fe-
nêtre '(t) est gaussienne. Suivant [BDKT13], on emploiera ici le terme "transfor-
mée de Gabor" pour la version discrétisée de la STFT, avec un sous-échantillonnage
en temps et en fréquence.
2.1.2 Transformée de Gabor discrète
Nous considérons une fenêtre réelle symétrique discrète ' [t], t = 0, 1, . . . , T 1,
de longueur T , le dictionnaire de Gabor peut être construit par les fenêtres décalées
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et modulées suivantes :
'⌧,f [t] = ' [t  ⌧T/LT ] exp
 
2⇡if(t  ⌧ T
LT
)
LF
!
, (2.4)
où LF est le nombre de bandes fréquentielles, LT est le nombre de trames tempo-
relles. ⌧ = 0, 1, . . . , LT   1 et f = 0, 1, . . . , LF   1 sont respectivement les indices
temporel et fréquentiel. Chaque atome donc peut être représenté par un vecteur
'⌧,f 2 CT . Le dictionnaire matriciel de Gabor   2 CT⇥K peut être ensuite obtenu
en concaténant les '⌧,f sous formes suivantes :
  =
⇥
'0,0,'1,0, . . . ,'LT 1,0,'0,1,'1,1, . . . ,'LT 1,1, . . . ,'0,LF 1,'1,LF 1, . . . ,'LT 1,LF 1
⇤
,
(2.5)
où K = LT ⇥LF est le nombre d’atomes du dictionnaire, chaque '⌧,f représentant
une colonne de la matrice  .
Étant donné un signal discret x [t] , t = 0, 1, . . . , T  1, sa transformée de Gabor
discrète peut être alors représentée par :
x̃ [⌧, f ] = hx,'⌧,fi =
T 1X
t=0
x [t]' [t  ⌧T/LT ] exp
✓
 2⇡if(t  ⌧T/LT )
LF
◆
, (2.6)
soit sous forme matricielle :
˜x =  Hx, (2.7)
où x 2 RT et ˜x 2 CK sont respectivement le signal et sa transformée de Gabor
discrète.
Étant donné les coefficients de Gabor x̃ [⌧, f ], si la matrice   admet une inverse
à gauche, la transformée de Gabor inverse est donnée par :
x [t] =
LT 1X
⌧=0
LF 1X
f=0
x̃ [⌧, f ] '̃ [t  ⌧T/LT ] exp
✓
2⇡f(t  ⌧T/LT )
LF
◆
, (2.8)
où '̃ [t] est la fenêtre de synthèse qui est la fenêtre duale de ' [t] (voir dans [Mal99]
pour plus de détails). De même, si on dénote :
'̃⌧,f [t] = '̃ [t  ⌧T/LT ] exp
✓
 2⇡f(t  ⌧T/LT )
LF
◆
, (2.9)
et par ˜'⌧,f 2 CT le vecteur correspondant, on peux réécrire la transformée de
Gabor inverse sous la forme matricielle :
x = ˜ 
H
˜x, (2.10)
avec ˜  2 CK⇥T l’opérateur de synthèse construit comme :
˜  =
⇥
˜'0,0, ˜'1,0, . . . , ˜'LT 1,0, ˜'0,1, ˜'1,1, . . . , ˜'LT 1,1, . . . , ˜'0,LF 1, ˜'1,LF 1, . . . , ˜'LT 1,LF 1
⇤H
.
(2.11)
et qui correspond à l’inverse à gauche canonique de la matrice  .
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2.1.3 Trame
Si le plan temps-fréquence est "suffisamment échantillonné", de sorte que la
matrice   admette une inverse à gauche, la famille '⌧,f est une trame de CT ,
c’est-à-dire que l’on peut reconstruire tout signal x 2 RT à partir de ses coefficients
de Gabor  Hx [Mal99]. Plus précisément, il existe deux constantes A,B > 0 telles
que :
Akxk22  k Hxk22  Bkxk22 . (2.12)
Lorsque A = B, la trame est dite ajustée. Lorsque les vecteurs '⌧,f sont de plus
normalisés, la trame est orthogonale si et seulement si A = B = 1. Cependant,
le théorème de Balian-Low affirme qu’il est impossible de construire une trame
de Gabor qui est une base orthogonale (K = T ) [Mal99]. Par conséquent, si une
transformée de Gabor est une trame, alors elle est redondante (ou surcomplète)
et il existe une infinité de façons de reconstruire un signal à partir d’une famille
d’atomes de Gabor donnée.
Si une trame ajustée préserve l’énergie (i.e. A = B = 1), qu’on appelle trame
de Parseval, on a alors ˜  =  H et on peut simplement reconstruire un signal à
partir de ses coefficients par :
x =   Hx, (2.13)
en particulier
  H = I, (2.14)
qui est la matrice identité. Dans cette thèse, les dictionnaires considérés sont des
trames de Parseval.
2.2 Coefficients d’analyse vs coefficients de syn-
thèse
Soit un signal s 2 RT et un dictionnaire redondant   2 CT⇥K , les coefficients
obtenus par la transformée :
˜s =  Hs (2.15)
sont appelés coefficient d’analyse. Par la suite, nous adopterons la notation ˜· pour
parler des coefficients d’analyse d’un signal.
Si nous supposons de plus que le dictionnaire   est une trame de Parseval,
alors le signal peut être reconstruit à partir de ses coefficients d’analyse :
 ˜s =   Hs = s. (2.16)
Comme le dictionnaire est redondant, une telle reconstruction n’est pas unique.
Cela signifie qu’il existe une infinité de coefficients ↵ qui satisfont :
s =  ↵. (2.17)
Ces coefficients s’appellent coefficients de synthèse. Par la suite, nous adopteront
la lettre grecque ↵ pour désigner les coefficients de synthèse d’un signal s. Il est
important de noter que si le dictionnaire  est orthogonal, les coefficients d’analyse
˜s et les coefficients de synthèse ↵ sont égaux.
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2.3 Parcimonie
La parcimonie signifie que, dans un vecteur ou une matrice, seuls quelques élé-
ments sont non nuls. Popularisée en traitement du signal par [CDS01], la notion de
parcimonie est largement utilisée dans le traitement du signal et de l’image [Ela10].
En particulier, il apparaît dans [ZP01] pour le problème de séparation de sources
aveugle. Cette hypothèse est exploitée par "l’analyse en composantes parcimo-
nieuses" (SCA – Sparse Components Analysis).
2.3.1 Représentation parcimonieuse
Pour la résolution de problèmes inverses, et donc en particulier pour la sépara-
tion de sources, on peut utiliser le point de vu "synthèse" de la parcimonie. Cela
consiste à trouver le vecteur de coefficients temps-fréquence le plus parcimonieux
permettant de reconstruire (ou approcher) le ou les signaux recherchés.
La norme `0 qui compte le nombre d’éléments non nuls dans un vecteur peut
être utilisée pour cette tâche. Pour un signal x 2 RT et un dictionnaire   2 CT⇥K
donné, on cherche (
min
↵2CK
k↵k0
s.c. x =  ↵.
(2.18)
Cependant, il s’agit d’un problème d’optimisation combinatoire donc NP-
difficile [BSFM07]. Pour surmonter cette difficulté, les auteurs de [CDS01] ont
proposé de convexifier la contrainte en remplaçant la norme `0 par la norme `1 :
(
min
↵2CK
k↵k1
s.c. x =  ↵.
(2.19)
Ce problème est connu comme la poursuite de base (Basis Pursuit) [CDS01] dans
la communauté de traitement du signal. Plusieurs recherches se sont concentrées
sur les conditions d’équivalence entre ces deux problèmes [GN03,EB02,Fuc04].
La contrainte de reconstruction exacte dans (2.19) x =  ↵ est souvent re-
laxée, afin de prendre en compte le terme de bruit additif, à l’aide d’une pénalité
quadratique :
Q(↵) = kx  ↵k22. (2.20)
Ce problème peut être formulé comme suit :
(
min
↵2CK
k↵k1
s.c kx  ↵k22  ✏,
(2.21)
où ✏ est une tolérance d’erreur. Sa forme lagrangienne est aussi souvent considérée :
min
↵2CK
1
2
kx  ↵k22 +  k↵k1, (2.22)
où le paramètre   est lié à la tolérance d’erreur ✏ dans (2.21) et il peut être considéré
comme un équilibre entre le terme d’erreur kx  ↵k22 et le terme de parcimonie
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k↵k1. Ce problème est connu sont les noms de Basis Pursuit Denoising [CDS01]
ou LASSO [Tib96].
2.3.2 Interprétation statistique
En termes statistiques, on dit qu’un vecteur c 2 RT a une distribution parci-
monieuse si son histogramme a un fort pic à l’origine avec une queue lourde. Un
modèle fréquemment employé est la famille de distribution gaussienne générali-
sée [Vin07,ZP01]
pc(c) / exp( ✓kck ), (2.23)
où   est le paramètre qui contrôle le niveau de parcimonie.
Soit le problème de représentation parcimonieuse (2.22) avec la distribu-
tion (2.23) comme information a priori pour le coefficient ↵. De plus, nous suppo-
sons que l’erreur de reconstruction e = x  ↵ suit une distribution gaussienne de
moyenne nulle et de variance  2b . Alors, selon l’inférence bayésienne, la distribution
a posteriori de ↵ est :
pp(↵) / exp( 
kx  ↵k22
2 2b
  ✓k↵k ). (2.24)
L’estimateur du maximum a posteriori (MAP) de (2.24) donne :
↵MAP = argmin
↵
  log pp(↵) = argmin
↵
1
2 2b
kx  ↵k22 + ✓k↵k . (2.25)
Prenons   = 1, alors (2.25) revient à (2.22) avec   =  2b✓.
2.4 Optimisation : descente proximale
Le problème d’optimisation (2.22) n’est pas différentiable en raison du terme
k↵k1. On choisit ici d’utiliser la méthode de descente proximale. Pour présenter
cette méthode, nous définissons d’abord l’opérateur proximal [CP11].
Définition 1. Soit ' une fonction semi-continue inférieurement. Pour un vecteur
y 2 CT donné, l’opérateur proximal associé à la fonction ' est donné par :
prox'(y) = argmin
x2CT
1
2
ky   xk22 + '(x). (2.26)
En particulier, lorsque '(x) =  kxk1, l’opérateur proximal devient l’opérateur
de seuillage doux noté S  :
prox kxk1(y) = S (y) . (2.27)
S  est donné coordonnée par coordonnée :
8k,S (yk) =
yk
|yk|
(|yk|   )+ , (2.28)
avec (x)+ = max (0, x).
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2.4.1 ISTA (Iterative Shrinkage/Thresholding Algorithm)
Nous réécrivons la fonction d’intérêt (2.22) comme suit :
argmin
↵
Q(↵) +  k↵k1, (2.29)
où Q(↵) = 12kx  ↵k22.
Avec l’opérateur proximal précédemment défini, l’optimisation non différen-
tiable (2.22) peut être abordée par un algorithme de seuillage itératif. Il existe plu-
sieurs façons de développer cet algorithme (voir dans [CP11,Wei08] pour plus de dé-
tails), nous montrons ici l’approche Majoration-Minimisation (MM) [HL04,JF07].
Nous définissons d’abord la fonction majorant tangent.
Définition 2. La fonction x 7!M(x,y) est majorant tangent pour Q au point y
si (
8x M(x,y)   Q(x)
M(y,y) = Q(y). (2.30)
Dans les algorithmes de Majoration-Minimisation, la minimisation d’une fonc-
tion Q est obtenue en effectuant une minimisation successive de la fonction majo-
rante tangente pour Q [CIM11]. Alors le problème d’optimisation initial (2.22) est
remplacé par une séquence de sous-problèmes correspondants à la règle de mise à
jour MM :
↵(j+1) = argmin
↵
M(↵,↵(j)). (2.31)
où j est l’itération courante.
Pour le problème du LASSO (2.29), on peut choisir M sous la forme quadra-
tique suivante :
M(↵,↵(j)) = Q(↵(j))+ hr↵Q(↵(j)), (↵ ↵(j))i+
 
2
k↵ ↵(j)k22+ k↵k1. (2.32)
La fonction M ci-dessus satisfait aux conditions (2.30) pour tout     L où L est
la constante de Lipschitz de r↵Q(↵). On peut alors écrire la minimization (2.31)
à l’aide de l’opérateur de seuillage doux (2.27) :
↵(j+1) = argmin
↵
hr↵Q(↵(j)),↵i+
 
2
k↵ ↵(j)k22 +  k↵k1
= argmin
↵
1
2
    ↵
(j)   r↵Q(↵
(j)
)
 
 ↵
    
2
2
+
 
 
k↵k1
= S / 
✓
↵(j)   r↵Q(↵
(j)
)
 
◆
.
(2.33)
avec rQ(↵) =   H (x  ↵) pour la pénalité quadratique.
Cet algorithme est aussi appelé Iterative Shrinkage/Thresholding Algorithm
(ISTA) [DDDM04] et nous le présentons dans l’algorithme 1, avec le choix par-
ticulier   = L. Le taux de convergence d’ISTA est O(1
j
) où j est le nombre
d’itérations.
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Algorithme 1 : ISTA
Initialisation : ↵(1) 2 CK , j = 1 ;
repeat
rQ(↵(j)) =   H
 
x  ↵(j)
 
;
↵(j+1) = S /L
⇣
↵(j)   rQ(↵(j))
L
⌘
;
j = j + 1;
until convergence;
2.4.2 FISTA (Fast Iterative Shrinkage/Thresholding Algo-
rithm)
Les auteurs de [BT09] donne une version accéléré de l’algorithme ISTA : FISTA
(Fast Iterative Shrinkage/Thresholding Algorithm) qui a un taux de convergence
de O( 1
j2
). Nous donnons ici la version étudiée dans [CD15], plus simple, avec des
garanties de convergence sur les itérés (les ↵(j)) au lieu de l’image des itérés (les
Q(↵(j)) +  k↵(j)k1).
Algorithme 2 : FISTA
Initialisation : ↵(1) 2 CK , z(1) 2 CK , j = 1 ;
repeat
rQ(z(j)) =   H
 
x  z(j)
 
;
↵(j+1) = S /L
⇣
zj   rQ(z
(j))
L
⌘
;
z(j+1) = ↵(j+1) + j
j+4(↵
(j+1)  ↵(j)) ;
j = j + 1;
until convergence;
2.4.3 Algorithme PALM
Dans cette sous-section, nous présentons l’algorithme PALM qui sera utile dans
différentes parties de cette thèse. PALM (Proximal Alternating Linearized Me-
thod) [BST13] est conçu pour résoudre le problème d’optimisation non convexe
suivant :
min
x,y
F (x) +Q(x,y) +G(y), (2.34)
où F (x) et G(y) sont des fonctions semi-continues inférieurement, Q(x,y) est une
fonction lisse avec un gradient Lipschitz sur n’importe quel ensemble borné. La
méthode proximale proposée dans [BST13] met à jour l’estimation de (x,y) via :
x(j+1) = argmin
x
F (x) + hx  x(j),rxQ(x(j),y(j))i+
t1,(j)
2
kx  x(j)k22, (2.35)
y(j+1) = argmin
y
G(y) + hy   y(j),ryQ(x(j+1),y(j))i+
t2,(j)
2
ky   y(j)k22, (2.36)
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où t1,(j) et t2,(j) sont deux paramètres de pas.
Avec l’opérateur proximal défini dans (2.26), l’étape de minimisation (2.35)
peut être écrite comme suit (c.f. [BST13]) :
x(j+1) = argmin
x
F (x) + hx  x(j),rxQ(x(j),y(j))i+
t1,(j)
2
kx  x(j)k22
= argmin
x
F (x) + hx,rxQ(x(j),y(j))i+
t1,(j)
2
kx  x(j)k22
= argmin
x
F (x) +
t1,(j)
2
kx 
✓
x(j)   1
t1,(j)
rxQ(x(j),y(j))
◆
k22
= proxF/t1,(j)(x
(j)   1
t1,(j)
rxQ(x(j),y(j))),
(2.37)
et (2.36) peut être écrite comme :
y(j+1) = proxG/t2,(j)
✓
y(j)   1
t2,(j)
ryQ(x(j+1),y(j))
◆
. (2.38)
Il est montré dans [BST13] que la séquence générée par les règles de mise à
jour (2.37) et (2.38) converge vers un point critique de (2.34).
2.4.4 Algorithme BC-VMFB
Pour le problème d’optimisation général (2.34), BC-VMFB (block-coordinate
variable metric forward backward) traite le problème (2.34) en utilisant les règles
de mise à jour suivantes :
x(j+1) = argmin
x
F (x) + hx  x(j),rxQ(x(j),y(j))i+
t1,(j)
2
kx  x(j)k2U2,(j) , (2.39)
y(j+1) = argmin
y
G(y) + hy  y(j),ryQ(x(j+1),y(j))i+
t2,(j)
2
ky  y(j)k2U2,j , (2.40)
où U1,(j) et U2,(j) sont des matrices définies positives. Ainsi, kxk2U est la norme
pondérée :
kxk2U = hx,xUi. (2.41)
Avec cette norme pondérée, l’opérateur proximal peut ensuite être généralisé
comme suit :
proxU, := argmin
y
 (y) +
1
2
ky   xk2U, (2.42)
et (2.39) et (2.40) peuvent alors être réécrits comme :
x(j+1) = proxU1,(j),F/t1,(j)
✓
x(j)   1
t1,(j)
rxQ(x(j),y(j))U1,(j)
 1
◆
, (2.43)
y(j+1) = proxU2,(j),G/t2,(j)
✓
y(j)   1
t2,(j)
ryQ(x(j+1),y(j))U2,(j)
 1
◆
, (2.44)
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Il est montré dans [CPR16] que la séquence générée par (2.43) et (2.44) converge
vers un point critique de (2.34). L’algorithme BC-VMFB est une généralisation de
PALM : lorsque U1,(j) = U2,(j) = I, 8j, il se réduit au PALM. En pratique, les
choix des matrices U1,(j) et U2,(j) dépendent des applications. Si la fonction Q(x,y)
est une fonction deux fois différentiables par rapport à x et y, les matrices U1,(j)
et U2,(j) sont alors habituellement choisies comme les approximations des matrices
Hessiennes de Q(x,y) par rapport à x au point x(j) et par rapport à y au point
y(j), respectivement [CPR13]. Cet algorithme est conçu pour avoir une vitesse de
convergence supérieur à PALM, avec les U1,(j) et U2,(j) bien choisies [CPR16].
2.5 Factorisation en matrice non-négative
La factorisation en matrices non négatives (NMF) est une technique de réduc-
tion de dimensions [FBD09]. Étant donné une matrice de données V = {vft} de
dimensions F ⇥ T avec des éléments non-négatifs, la NMF cherche une factorisa-
tion :
V ⇡WH, (2.45)
où W = {wfk} et H = {hkt} sont des matrices non négatives de dimensions
F ⇥ K et K ⇥ T , respectivement. K est généralement choisi de telle sorte que
FK +KT ⌧ FT , réduisant ainsi la dimension des données.
La factorisation (2.45) est habituellement recherchée par le problème de mini-
misation :
min
W,H 0
D(V,WH), (2.46)
où D(V,WH) est une fonction de coût définie par :
D(V,WH) =
FX
f=1
TX
t=1
d(vft, [WH]ft), (2.47)
où d(x, y) est une fonction de coût scalaire. Pour cela, la distance euclidienne
(EU) [LS01], la divergence de Kullback-Leibler (KL) [LS01] et la divergence
d’Itakura-Saito (IS) [Fév11] sont souvent utilisées :
dEU(x, y) =
1
2
(x  y)2, (2.48)
dKL(x, y) = x log
x
y
  x+ y, (2.49)
dIS(x, y) =
x
y
  log x
y
  1. (2.50)
Pour les divergences ci-dessus, des règles de mise à jour multiplicative peuvent
être appliquées pour résoudre le problème de factorisation (2.46). Pour la distance
euclidienne (EU), nous pouvons appliquer les règles de mise à jour suivantes :
Hkt  Hkt
⇥
WTV
⇤
kt
[WTWH]kt
, (2.51)
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Wfk  Wfk
⇥
VHT
⇤
fk
[WHHT ]fk
. (2.52)
Pour la divergence KL, les règles de mise à jour suivantes peuvent être appliquées :
Hkt  Hkt
P
f WfkVft/ [WH]ftP
f Wfk
, (2.53)
Wfk  Wfk
P
t HktVft/ [WH]ftP
t Hkt
. (2.54)
Il est montré dans [LS01] que la divergence EU et KL sont invariantes avec ces
règles de mise à jour si et seulement si W et H sont un point stationnaire.
Pour la divergence IS, nous avons les règles de mise à jour suivantes :
Hkt  Hkt
⇥
WT ((WH) 2  V)
⇤
kt
[WT (WH) 1]kt
, (2.55)
Wfk  Wfk
⇥
((WH) 2  V)HT
⇤
fk
[(WH) 1HT ]fk
, (2.56)
où   est le produit matriciel de Hadamard. Les propriétés de convergences de ces
règles de mise à jour sont étudiées dans [FBD09,FI11].
La divergence IS est particulièrement intéressante pour les applications au-
dio [FBD09]. Après la définition de la distribution gaussienne multivariée com-
plexe circulaire, le théorème suivant montre que l’utilisation de la divergence IS
correspond à un estimateur de maximum de vraisemblance.
Définition 3. Soit x 2 CF qui suit une loi gaussienne multivariée complexe cir-
culaire de moyenne µ et de matrice de covariance ⌃. Sa densité de probabilité est
donnée par :
Nc(x;µ,⌃) =
1
det ⇡⌃
exp
 
 (x  µ)H⌃ 1(x  µ)
 
. (2.57)
Théorème 4. Considérons le modèle génératif défini par :
xn =
KX
k=1
ckn, 8n = 1, . . . , N, (2.58)
où xn et ckn appartiennent à CF et
ckn ⇠ Nc (0, hkndiag(wk)) . (2.59)
Les composantes c1n, . . . , ckn sont supposées mutuellement indépendantes et in-
dépendamment distribuées. Soit V une matrice donnée par ses éléments vfn =
|xfn|2. Alors, l’estimateur de maximum de vraisemblance de W et H sachant
X = [x1, . . . ,xN ] est équivalente à la NMF de V, telle que V = WH, où la
divergence IS (2.50) est utilisée.
On peut se référer à [FBD09] pour la démonstration détaillée.
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3.1.1 - ICA
Dans ce chapitre, nous présentons une sélection de méthodes de l’état de l’art
pour les mélanges instantanés. Pour ces mélanges, les méthodes sont principa-
lement basées sur l’hypothèse d’indépendance et la propriété de parcimonie des
signaux [CJ10]. Ces deux caractéristiques a priori différentes des signaux se révè-
leront fortement liées. Nous montrons dans ce chapitre une sélection de méthodes
basées sur ces deux hypothèses. De plus, les hypothèses et les méthodes diffèrent
selon le scénario envisagé : surdéterminés, sous-déterminés, avec ou sans bruit.
Nous présentons différentes méthodes selon trois catégories :
1. Les mélanges déterminés sans bruit,
2. Les mélanges déterminés avec du bruit,
3. Les mélanges sous-déterminés avec ou sans bruit.
3.1 Mélanges déterminés sans bruit et les mé-
thodes d’ICA
Nous rappelons le modèle de mélanges déterminés sans bruit (1.2) ici :
X = AS, (3.1)
où
— X 2 RM⇥T est la matrice d’observation,
— A 2 RM⇥N est la matrice de mélange supposée être de rang plein,
— S 2 RN⇥T est la matrice des signaux des sources.
Nous supposons ici que M = N . Dans ce cas, si la matrice de mélange est inver-
sible, l’identification de la matrice de mélange conduit directement à la séparation
des sources. Le problème de séparation de sources revient alors à l’estimation de
l’inverse de la matrice de mélange.
3.1.1 ICA
Pour cette estimation, la méthode d’analyse en composantes indépendantes
(ICA) a été proposée dans [Com94]. Dans le cadre de l’ICA, les sources
s1, s2, . . . , sN sont supposées être des variables aléatoires indépendantes avec une
fonction de densité de probabilité conjointe ps telle que :
ps(s1, s2, . . . , sN) =
NY
n=1
psn(sn), (3.2)
où psn est la fonction de densité de probabilité marginale de sn.
La séparation des sources nécessite un moyen de mesurer l’indépendance, ce qui
n’est pas trivial car l’indépendance statistique est vérifiée par la fonction de densité
de probabilité, généralement inconnue et difficile à estimer. Dans ce contexte, les
méthodes d’ICA ont alors l’intention de trouver une matrice de séparation, appelée
aussi matrice de démixage, W telle que les sources estimées :
Y = WX (3.3)
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soient aussi indépendantes que possible. En effet, il est montré dans [Dar53] que
l’indépendance conduit à une matrice W qui satisfait :
WA = PD, (3.4)
où P est une matrice de permutation et D est une matrice diagonale si au plus
une des sources est générée à partir d’une distribution gaussienne. Autrement dit,
maximiser l’indépendance entre les sources estimées conduit à une estimation de
S à une permutation et un facteur d’échelle près.
3.1.2 Prétraitement et contrainte d’orthogonalité
Un prétraitement de blanchiment est souvent effectué sur les mélanges X pour
les méthodes d’ICA [HKO04]. On recherche une matrice carrée Wb telle que :
Xb = WpX (3.5)
soit décorrelé et normalisé :
XbX
T
b = T I. (3.6)
Avec le modèle de mélange (3.1), nous avons :
XbX
T
b = WbXX
TWTb = WbASS
TATWTb = T I. (3.7)
Comme les sources sont supposées indépendantes, les méthodes d’ICA tiennent
compte de la contrainte de décorrélation :
E(s(t)s(t)T ) = D, (3.8)
où s(t) est une concaténation des sources s = [s1(t), s2(t), . . . , sN(t)]T et D est une
matrice diagonale. En pratique, comme le nombre d’échantillons est important,
seule la décorrélation numérique est prise en compte :
SST ' TD. (3.9)
En raison de l’ambiguïté de l’échelle, sans perte de généralité, cette hypothèse peut
être écrite comme :
SST = I. (3.10)
En combinant les deux équations (3.7) (3.10), nous avons :
WbAA
TWTb = I. (3.11)
Alors si nous considérons Ab = WbA, les mélanges après le prétraitement de
blanchiment Xb peuvent être écrit comme :
(
Xb = AbS
s.c. AbATb = I.
(3.12)
Cela montre qu’avec le prétraitement de blanchiment, la matrice de séparation
W doit vérifier :
WWT = WTW = I. (3.13)
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3.1.3 Mesures d’indépendances
Le critère d’indépendance est basé sur (3.2) qui ne peut être facilement for-
mulé en tant que fonction de critère. Par conséquent, beaucoup de méthodes sont
proposées pour "approcher" une telle mesure.
— Non-gaussianité : avec le théorème de la limite centrale, l’intuition nous
dit que le mélange des signaux indépendants devrait conduire à une sorte de
gaussianisation. Il est alors naturel de considérer que la séparation conduit
à des processus qui s’écartent des processus gaussiens. Sachant que les va-
riables aléatoires gaussiennes ont des cumulants d’ordre supérieur qui dis-
paraissent, un grand nombre d’algorithmes ont été proposés basé sur les
statistiques d’ordre supérieur [HKO04,BAMCM97,Car99].
— Maximisation de l’information : l’information mutuelle peut être utili-
sée comme un critère pour la séparation de sources pour les mélanges instan-
tanés [CJ10]. Bell et Sejnowski [BS95] ont montré que maximiser l’entropie
des sources estimées (minimiser leurs informations mutuelles) peut être vu
comme une mesure d’indépendance.
— Maximum de vraisemblance : le maximum de vraisemblance a égale-
ment été proposé pour résoudre le problème de séparation de source. Il a
été montré qu’il est équivalent à la méthode de maximisation de l’informa-
tion [Car97,PP+97].
Il est montré dans [LGBS00] que la plupart des algorithmes d’ICA sont liés. Dans
ce chapitre, nous nous intéressons aux méthodes dans les deux catégories suivantes
1. L’ICA basé sur la maximisation de l’information (Infomax)/maximum de
vraisemblance,
2. L’ICA basé sur la poursuite des projections (maximisation de la non-
gaussianité).
Nous montrerons en effet dans le chapitre 4 que ces méthodes peuvent être for-
mulées comme un problème d’optimisation et qu’elles ont un lien fort avec les
méthodes basées sur la parcimonie (elles-mêmes présentées dans la section 3.2).
3.1.4 ICA basé sur l’Infomax/maximum de vraisemblance
Nous définissons d’abord l’information mutuelle.
Définition 5. Soit y1,y2, . . . ,yN , N vecteurs aléatoires de densité conjointe py et
de densités marginales respectives py1 , py2 , . . . , pyN . L’information mutuelle entre
ces vecteurs est la divergence de Kullback-Leibler (KL) (ou l’entropie relative) entre
les densités
QN
n=1 pyn et py :
I(y1,y2, . . . ,yN) =  E log
QN
n=1 pyn
py
, (3.14)
où E est l’opérateur de l’espérance relative à la densité de probabilité py.
Cette mesure est non-négative et ne peut s’annuler que si les vecteurs aléatoires
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sont mutuellement indépendants. Elle s’écrit également comme suit :
I(y1,y2, . . . ,yN) =
NX
n=1
H(yn) H(y1,y2, . . . ,yN), (3.15)
où H(y1,y2, . . . ,yN) et H(yn) sont l’entropie commune et les entropies margi-
nales :
H(y1,y2, . . . ,yN) =  E log py, (3.16)
H(yn) =  E log pyn . (3.17)
L’entropie peut être considérée comme une mesure de l’incertitude. Plus la
valeur est basse, plus nous disposons d’informations connues sur un système donné.
Par conséquent, avec un algorithme qui cherche à minimiser l’information mutuelle,
nous recherchons des composantes qui sont maximalement indépendantes [LCG10].
L’ICA par minimisation de l’information mutuelle repose sur le lemme suivant :
Lemme 6. Soit x un vecteur aléatoire et y = g(x) où g est une transformation
inversible différentiable avec Jacobien (matrice de dérivées partielles) g0. Alors :
H(y) = H(x) + E log | det g0(x)|. (3.18)
L’information mutuelle entre les variables aléatoires reste inchangée lorsqu’on
applique à chacune d’elles une transformation inversible. Elle reste également in-
changée si l’on permute les variables aléatoires (la fonction g devient un opérateur
composant par composant). Ceci est cohérent avec le fait qu’on ne peut séparer
les sources qu’à un facteur d’échelle et une permutation près.
Pour séparer les sources, on cherche une matrice de séparation W telle que
les vecteurs yn, 1  n  N composant la n-ième ligne de la matrice Y = WX
soient aussi indépendantes que possible selon un critère d’information mutuelle.
Du Lemme 6 et du modèle de mélange (3.1), ce critère peut être formulé comme
suit :
min
W
NX
n=1
H(yn)  log | detW|, (3.19)
et plus précisément :
max
W
E
 
NX
n=1
log
 
pn(w
T
nX)
 
!
+ log | detW|, (3.20)
où wn est le vecteur composant la n-ième ligne de W, pn est la fonction de la
densité de probabilité de la source n.
ICA par maximum de vraisemblance
Pour calculer la vraisemblance, on postule d’abord une densité de probabi-
lité pS(S) pour les sources S. Alors sa transformation X = AS par une matrice
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inversible A a une densité [CJ10] :
pX(X,A) =
pS(A
 1X)
| detA| . (3.21)
Puisque nous recherchons A 1 tels que les sources estimées Y = A 1X, nous
avons donc RX = ARYAT et donc detRX = | detA|2 detRY où RX = 1TXXT et
RY =
1
T
YYT . Cela donne :
pX(X,A) =
e⌥(A
 1X)
(detRX)1/2
, (3.22)
où
⌥(Y) = log pS(Y) +
1
2
log detRY. (3.23)
Cette fonction de Y n’est déterminée que par le modèle de distribution des sources
pS. Par conséquent, la vraisemblance dépend de A uniquement via A 1X. L’esti-
mation du maximum de vraisemblance est donc :
ˆAMV = argmax
A
⌥(A 1X). (3.24)
Supposons que la matrice d’observation X est une réalisation d’une variable
aléatoire afin que, pour toute valeur de A, on puisse définir la valeur moyenne de
la fonction ⌥(A 1X), on a alors :
E(⌥(Y)) =  dKL(pY, pS) + cst, (3.25)
où dKL(p, q) =
R
p log p
q
est la divergence de Kullback-Leibler et cst est une
constante. De (3.25), nous pouvons voir qu’il existe un lien direct entre la vrai-
semblance et l’information mutuelle. Étant donné que les sources sont supposées
indépendantes, nous avons :
dKL(pY, fS) = dKL(pY,
Y
i
psi) = dKL(pY,
Y
i
pyi) + dKL(
Y
i
pyi ,
Y
i
psi). (3.26)
Avec la définition (3.14), on a :
dKL(pY, fS) = I(Y) +
NX
i=1
dKL(pyi , psi). (3.27)
On peut voir que si pour une distribution de Y donnée, le modèle de source
psi le plus probable est sélectionné, c’est-à-dire si (idéalement) psi = pyi , alors
le contraste de vraisemblance se réduit à l’information mutuelle, car dans ce cas
dKL(pyi , psi) = 0.
3.1.5 ICA par poursuite de projections
Avec le théorème de la limite centrale, la non gaussiannité peut être utilisée
comme une mesure d’indépendance. Pour ce faire, nous devons avoir une mesure
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quantitative de la non gaussianité d’une variable aléatoire. Le kurtosis est le cu-
mulant de quatrième ordre d’une variable aléatoire :
kurt(y) = E(y4)  3(E(y2))2. (3.28)
Pour une variable aléatoire gaussienne, le kurtosis est nul.
Par conséquent, le kurtosis peut être utilisé comme une mesure de la non-
gaussianité et on peut reformuler l’ICA comme :
max
W
X
n
kurt(wTnX), (3.29)
où wn est le vecteur composant la n-ième ligne de W.
Le FastICA [HO97] est une méthode itérative pour ICA. Il maximise le
contraste orthogonal de la forme :
J(W) =
NX
n=1
E
 
gn(w
T
nXb)
 
. (3.30)
Les données Xb sont des mélanges pré-blanchies et la matrice de séparation W est
contrainte à être orthogonale. gn est une fonction non linéaire et en choisissant
gn(x) = g(x) = x
4, 1  n  N, (3.31)
la fonction de contraste (3.30) équivaut à (3.29).
FastICA estime la matrice de séparation W composante par composante. Pour
une composante wn, la règle de mise à jour est la suivante (on peut se référer
à [HKO04] pour plus de détails) :
wn  E
 
Xbg
0
(wTnXb)
 
  E
 
g00(wTnXb)
 
wn. (3.32)
Ensuite, une orthogonalisation de Gram-Schmidt est effectuée pour respecter la
contrainte d’orthogonalité :
wn  wn  
n 1X
i=1
wTnwiwi, (3.33)
suivie par une projection de normalisation :
wn  wn/kwnk. (3.34)
Une telle approche peut être formulée comme un problème d’optimisation avec
une contrainte d’orthogonalité comme suit :
(
max
W
J(W)
s.c. WTW = I.
(3.35)
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3.1.6 ICA dans le domaine transformé
Comme mentionné précédemment, une hypothèse d’ICA est que au plus une
des sources suit une distribution gaussienne. Cependant, pour les signaux audio,
la distribution des échantillons temporels peut être vue comme gaussienne [KT05].
Pour contourner cet inconvénient, l’ICA dans le domaine transformé est habituel-
lement considérée [PAB+01].
Si l’on applique la transformée de Gabor   aux deux membres de l’égali-
tés (3.1), on obtient :
X  = AS 
˜X = A˜S
˜x(f, ⌧) = A˜s(f, ⌧) 8f, ⌧,
(3.36)
où ˜x(f, ⌧) 2 CM (resp. ˜s(f, ⌧) 2 CN) représente le mélange (resp. les sources) pour
la case temps-fréquence (f, ⌧). Pour chaque source n, ces coefficients dans le do-
maine temps-fréquence ˜sn = {s̃n(f, ⌧)} peuvent être modélisés par une distribution
gaussienne généralisée (2.23) :
ps̃n(˜S) / exp( ✓k˜snk ), (3.37)
avec   < 2 pour exploiter la parcimonie.
De (3.36), nous voyons que, en raison de la linéarité, le modèle dans le domaine
temporel et celui dans le domaine temps-fréquence partagent la même matrice de
mélange A. Une telle approche peut être trouvée dans [HHO97] pour le traitement
d’image avec des ondelettes et dans [KS15] pour fMRI (l’imagerie par résonnance
magnétique fonctionnelle) où une stratégie d’apprentissage de dictionnaire est uti-
lisée pour choisir le domaine transformé.
Une autre transformation souvent utilisée avant la séparation avec les méthodes
ICA est la réduction de la dimension (voir dans la section 1.4.2 pour plus d’expli-
cation). Souvent avec la méthode PCA (Principal component analysis), la trans-
formation vise à simplifier le problème de séparation en transformant les mélanges
surdéterminés en mélanges déterminés.
3.2 Parcimonie et séparation de mélanges surdé-
terminés : GMCA
En plus de l’indépendance, la parcimonie est une autre hypothèse utili-
sée pour le problème de séparation de source [BSFM07, YR04, LAC+06, ZP01].
Dans [BSFM07], les auteurs abordent la séparation pour les mélanges instantanés
déterminés avec du bruit pour les images :
X = AS+N, (3.38)
Sur la base de l’hypothèse de parcimonie, ils ont développé l’algorithme GMCA
(Generalized Morphological Components Analysis) qui est robuste au bruit.
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Formulation du problème
Supposons que nous ayons D bases orthonormées { i}i=1,2,...,D. En désignant
D =
⇥
 T1 , . . . , 
T
D
⇤T une concaténation de ces bases orthonormées, on suppose que
les sources sont parcimonieuses dans le dictionnaire D.
Les auteurs de [BSFM07] ont développé l’algorithme GMCA qui cherche un
schéma de séparation, grâce à l’estimation de la matrice de mélange A, qui conduit
aux sources S les plus parcimonieuses dans le dictionnaire D. Ceci est exprimé par
la formulation d’optimisation suivante dans sa forme lagrangienne :
argmin
A,S
NX
n=1
DX
d=1
ksn,d Td k1 + kX ASk2F , (3.39)
où chaque ligne de S est telle que sn =
PD
d=1 sn,d. Pour la source n, les sn,d sont
les composantes morphologiques, supposées parcimonieuses dans la base  d.  est
un hyper-paramètre qui équilibre l’attache aux données kX ASk2F et le terme de
pénalité
PN
i=1
PD
d=1 ksn,d Td k1.
Version adaptée pour les signaux audio
Les dictionnaires utilisés dans (3.39) sont des transformées en ondelettes et la
transformée de cosinus discrète globale ou locale. Pour les signaux audio, nous
préférons le dictionnaire de Gabor. Soit   2 CT⇥K la matrice d’un dictionnaire de
Gabor contenant K atomes temps-fréquence. Comme le dictionnaire de Gabor est
redondant, les sources S peuvent être représentés par leurs coefficients de synthèse
↵ 2 CN⇥K comme :
S = ↵ H . (3.40)
Sans considérer les composantes "morphologiques", nous pouvons reformuler di-
rectement l’approche GMCA sous forme "synthèse" comme suit :
argmin
A,↵
kX A↵ Hk2F +  k↵k1. (3.41)
Algorithme pour GMCA
Un algorithme d’optimisation alternée a été utilisée dans [BSFM07] pour ré-
soudre le problème d’optimisation (3.39). Ici nous présentons l’algorithme adapté
à la version "synthese" (3.41) dans l’algorithme 3. Dans cet algorithme 3, on a :
— Q(↵,A) = 12kX A↵ 
Hk2F .
— r↵Q(↵,A) =  (X A↵ H) ,
— PC est la projection de normalisation pour chaque colonne de A : si ˜A =
PC(A), alors
˜an =
an
kank
, n = 1, 2, . . . , N, (3.42)
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où ˜an et an sont respectivement les n-ièmes colonnes de ˜A et A. Cette
projection est conçue pour respecter la contrainte de la matrice de mé-
lange kank = 1 pour éviter les solutions triviales à cause de l’ambiguïté de
l’échelle.
Algorithme 3 : GMCA
Initialisation : ↵(1) 2 CN⇥K , A(1) 2 RM⇥N , j = 1 ;
repeat
1. r↵Q(↵(j),A(j)) =  AT (X A↵(j) H)  ;
2. ↵(j+1) = S /L
⇣
↵(j)   r↵Q(↵(j),A(j))
L
⌘
;
3. S(j+1) = ↵(j+1) H ;
4. A(j+1/2) = XS(j+1)T (S(j+1)S(j+1)T ) 1 ;
5. A(j+1) = PC(A(j+1/2)) ;
6. j = j + 1;
until convergence;
L’algorithme 3 et l’algorithme dans [BSFM07] sont construit sur le même prin-
cipe : à chaque itération, les sources S sont mises à jour (via leurs coefficients
de synthèses) par une étape de type "ISTA", alternativement avec la matrice de
mélange A mise à jour par moindre carré avec normalisation des colonnes.
Cet algorithme montre de bonnes performances dans les cas déterminés, en
particulier en présence de bruit blanc gaussien. Cependant, ce type de BCD
(Block-Coordinate Descent) n’a pas de garantie de convergence, principalement
en raison de l’étape de normalisation supplémentaire. Il est également mentionné
dans [BSFM07] que cet algorithme ne fonctionne pas dans le cas sous-déterminé.
Nous pensons que cela est dû à l’algorithme empirique dans l’algorithme 3. Dans le
chapitre 4, basé sur la formulation avec fonction indicatrice pour la normalisation,
nous proposons un algorithme avec preuve de convergence qui fonctionne dans le
cas sous-déterminé.
3.3 Parcimonie et séparation de mélanges sous-
déterminés
Outre les mélanges déterminés, l’hypothèse de parcimonie est souvent utili-
sée pour les mélanges sous-déterminés. Nous rappelons ici le modèle de mélange
instantané sans bruit :
X = AS, (3.43)
avec
— X 2 RM⇥T ,
— S 2 RN⇥T ,
— A 2 RM⇥N ,
— M < N .
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La parcimonie a été initialement exploitée après transformation linéaire du
mélange par un dictionnaire, c’est ce que nous appelons la parcimonie à l’analyse.
En même temps, la parcimonie à la synthèse pour le problème de séparation des
sources a également été étudiée. Ainsi, dans cette section, nous présentons les
méthodes de séparation pour les mélanges sous-déterminés en deux catégories :
1. Les méthodes basées sur la parcimonie à l’analyse (parcimonie par trans-
formation),
2. Les méthodes basées sur la parcimonie à la synthèse.
3.3.1 Parcimonie à l’analyse
Comme dans le cas (sur)-déterminé, nous appliquons la transformée   2 CT⇥K
de chaque côté du modèle de mélange (3.43) :
X  = AS 
˜x(f, ⌧) = A˜s(f, ⌧), 8f, ⌧. (3.44)
où ˜x(f, ⌧) 2 CM (resp. ˜s(f, ⌧) 2 CN) représente le mélange (resp. les sources) pour
la case temps-fréquence (f, ⌧).
Les sources sont généralement supposées être parcimonieuses après la trans-
formée [YR04, AD05, LAC+06, AGB10] (voir la figure 3.1 pour une illustration).
Sur la base de l’hypothèse de parcimonie, un cas extrême a été étudié : les si-
gnaux sont supposés être extrêmement parcimonieux dans le domaine transformée
(le domaine temps-fréquence) tels que dans chaque case temps-fréquence, il n’y
a qu’une seule source activée ou dominante. Aussi appelé l’hypothèse des sources
disjointes [YR04] dans le domaine temps-fréquence, cette hypothèse s’écrit avec le
modèle de mélange (3.44) comme suit :
˜x(f, ⌧) ⇡
NX
n=1
ans̃n(f, ⌧) ⇡ an⇤ s̃n⇤(f, ⌧), (3.45)
où n⇤ est l’index de la source activée pour la case temps-fréquence (f, ⌧).
Initialement proposée dans [YR04], cette hypothèse simplifie en grande partie
le problème de séparation : estimer la matrice de mélange revient à identifier des
lignes passant par l’origine (on suppose ici que les sources ont des moyennes nulles)
qui sont simplement définies par leur angle par rapport à l’origine (voir la figure 3.2
pour une illustration). Dans ce cas, le nombre de sources est égal simplement au
nombre de lignes.
Par conséquent, les méthodes de séparation basées sur la parcimonie à l’analyse
pour les mélanges sous-déterminés sont généralement conçues en deux étapes :
1. La matrice de mélange est d’abord estimée,
2. Les sources sont ensuite estimées avec la matrice de mélange obtenue.
La deuxième étape peut également être visualisée en tant que séparation non-
aveugle.
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Figure 3.1 – Illustration d’un signal de parole. Haut : signal dans le domaine
temporel. Bas : Signal dans le domaine temps-fréquence par transformée de Gabor.
Il n’y a que peu d’atomes de valeur importante dans le plan temps-fréquence.
(L’échelle de couleur est en dB).
Estimation de la matrice de mélange
Dans [YR04], les auteurs proposent l’algorithme DUET (Degenerate Unmixing
Estimation Technique) lorsque le nombre de capteurs M = 2. Sans perte de géné-
ralité, le modèle de mélange (3.44) peut être réécrit comme suit :
✓
x̃1(f, ⌧)
x̃2(f, ⌧)
◆
=
✓
1 . . . 1
a1 . . . aN
◆
0
B@
s̃1(f, ⌧)
...
s̃N(f, ⌧)
1
CA . (3.46)
Avec l’hypothèse disjointe stricte (une seule source activée dans chaque case
temps-fréquence), (3.46) peut être réécrit comme suit :
✓
x̃1(f, ⌧)
x̃2(f, ⌧)
◆
=
✓
1
an⇤
◆
s̃n⇤(f, ⌧). (3.47)
A partir de la formulation ci-dessus, il est alors évident que, pour les cases temps-
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Figure 3.2 – Illustration du nuage de points de deux mélanges à partir de trois
signaux audio. Haut : le nuage de points dans le domaine temporel. Bas : le nuage
de points dans le domaine temps-fréquence. Les points sont regroupés autour de
trois lignes qui correspondent à trois sources.
fréquence où seule la n⇤-ième source est activée, on a :
x̃1(f, ⌧)
x̃2(f, ⌧)
=
1
an⇤
. (3.48)
Nous pouvons voir que ce ratio peut être utilisé comme un indicateur pour estimer
la matrice de mélange en utilisant des méthodes de regroupement.
L’hypothèse disjointe stricte est relativement forte. Dans [YR04], les auteurs
ont illustré que la représentation temps-fréquence des signaux vocaux est presque
disjointe. Une hypothèse plus faible est que, à un point temps-fréquence, l’une des
sources est bien plus énergétique que toutes les autres.
Cette hypothèse de disjonction au sens large a été ensuite relaxée dans [AGB10,
AD05, LAC+06, BZ01]. Dans [AGB10], les auteurs supposent que pour chaque
source, il y a au moins une région temps-fréquence où cette source est dominante.
Ils ont soutenu que cette région peut fournir des estimations locales robustes de la
direction de source correspondante. Ils ont exploité une mesure de confiance locale
basée sur un modèle statistique. Ils ont ensuite proposé un algorithme de regrou-
pement pour fusionner les informations de toutes les régions temps-fréquence en
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fonction de leur niveau de confiance.
Estimation des sources
Après la première étape, les signaux sources sont ensuite estimés avec la matrice
de mélange obtenue.
Dans [YR04], les sources sont estimées par une technique de masquage. Encore
une fois, sur la base de l’hypothèse de disjonction des sources dans le plan temps-
fréquence, on peut créer un masque temps-fréquence correspondant à chaque source
et appliquer chaque masque au mélange pour produire les représentations temps-
fréquence des sources originales. Plus précisément, en définissant
Mn(f, ⌧) =
(
1, s̃n(f, ⌧) 6= 0
0, sinon,
(3.49)
qui est la fonction indicatrice pour le support de sn, on obtient la représentation
temps-fréquence de sn via :
s̃n(f, ⌧) = Mn(f, ⌧)x̃1(f, ⌧), 8⌧, f. (3.50)
Nous notons que si la matrice de mélange peut être estimée avec des versions
relaxées de l’hypothèse de disjonction des sources dans le plan temps-fréquence, la
technique de masquage est basée sur l’hypothèse disjointe la plus stricte qui n’est
pas réaliste. Pour mieux adapter l’hypothèse disjointe relaxée des coefficients des
sources, les auteurs de [LAC+06,BZ01] transforment le problème d’estimation des
sources en un problème d’optimisation :
8
<
:
argmin
S̃
k˜Sk1
s.c. ˜X = A˜S.
(3.51)
Une fois que la matrice de mélange A est estimée, l’hypothèse de disjonction des
sources est donc relaxée en hypothèse de parcimonie.
3.3.2 Parcimonie à la synthèse
La parcimonie à la synthèse a été utilisée pour la séparation dans [ZP01]. Nous
rappelons d’abord le modèle de mélange sous-déterminé avec du bruit additif (1.6) :
X = AS+N. (3.52)
Les auteurs de [ZP01] ont formulé le problème de séparation de sources avec par-
cimonie à la synthèse comme un problème d’optimisation comme suit :
argmin
A,↵
1
2
kX A↵ Hk2F +  k↵k1 + g(A), (3.53)
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où la norme `2 pour l’attache aux données correspond au bruit gaussien dans le
domaine temporel dans le cadre de l’inférence bayésienne. La norme `1 est une pé-
nalité convexe pour exploiter la parcimonie. g(A) est la contrainte de normalisation
pour éviter la solution triviale en raison de l’ambiguïté d’échelle :
g(A) = ıC(A) =
⇢
0 si kank = 1, n = 1, 2, . . . , N
+1 sinon, (3.54)
où an est la n-ième colonne de A.
Cette approche par optimisation implique une estimation conjointe de la ma-
trice de mélange A et de la représentation des sources ↵. Ce problème d’opti-
misation avait été considéré comme difficile en terme de calcul en raison de la
non-différentiabilité et de la non convexité de la fonctionelle (3.53) [CJ10]. En
même temps, en raison du manque de technique d’optimisation efficace, la qualité
de la solution peut souffrir de la présence de faux minima locaux.
Dans [ZP01], les auteurs ont proposé d’utiliser une relaxation lisse de la norme
`1 pour résoudre le problème. Cependant, il est montré dans [Nes05] que la per-
formance peut être limitée, principalement en raison du paramètre de lissage qui
équilibre entre le taux de convergence et le niveau d’approximation.
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4.1.1 - Difficultés
Dans ce chapitre, nous considérons le problème de séparation pour les mé-
langes instantanés. Nous étudions les liens existants entre l’ICA et l’analyse en
composantes parcimonieuses (SCA). Si les méthodes d’ICA conviennent bien aux
mélanges (sur)-déterminés sans bruit, SCA a démontré sa robustesse en sous-
déterminé et au bruit. En utilisant le point de vue de synthèse, nous proposons un
nouveau cadre d’optimisation qui englobe les deux approches.
Ce chapitre a fait l’objet de l’article [FK15a] publié dans la conférence EU-
SIPCO, ainsi que l’article [FK17a] soumis à IEEE Transactions on Signal Proces-
sing.
Nous rappelons d’abord le modèle de mélange avec du bruit (1.6) :
X = AS+N. (4.1)
Ce qui donne, en utilisant la synthèse temps-fréquence :
X = A↵ H +N, (4.2)
où
— X 2 RM⇥T contient M mélanges de T échantillons,
— S 2 RN⇥T sont les N sources de T échantillons.
— A 2 RM⇥N est la matrice de mélange qui est supposée être de plein rang.
—   2 CT⇥K est le dictionnaire matriciel des formes d’onde temps-fréquence
(les atomes de Gabor).
— ↵ 2 RN⇥K sont les coefficients temps-fréquence de synthèse de S.
— N 2 RM⇥T est le bruit additif, supposé être blanc et gaussien.
Ici, nous nous en tenons au modèle simple du bruit blanc gaussien. Si le problème
du bruit spatialement corrélé a été largement étudié et peut être abordé par une
étape de blanchiment, la prise en compte du bruit spatialement et temporellement
corrélé est plus complexe [KG15]. Nous avons laissé l’étude du bruit non blanc
dans le problème inverse aux travaux ultérieurs.
4.1 Séparation de sources et parcimonie à la syn-
thèse
Nous rappelons la formulation afin d’estimer conjointement la matrice de mé-
lange A et les coefficients de synthèse des sources ↵ (3.53) :
min
A,↵
1
2
kX A↵ Hk2F +  k↵k1 + ıC(A), (4.3)
où ıC(A) est la fonction indicatrice définie dans (3.54).
4.1.1 Difficultés
Cette formulation a été proposée au début des années 90 [ZP01], mais n’a
pas attiré beaucoup d’attention à cause du manque d’outil d’optimisation effi-
cace [CJ10]. Ce problème a deux difficultés :
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1. Non-convexe : Comme la matrice de mélange A et les coefficients de
synthèse des sources ↵ sont inconnus, le problème d’optimisation n’est pas
convexe.
2. Non différentiable : En raison de la norme `1, le problème n’est pas
différentiable.
Pour la non-différentiabilité, dans [ZP01], les auteurs ont proposé d’utili-
ser une technique d’approximation lisse pour s’attaquer au problème. Pour la
non convexité, la méthode BCD (Block-Coordinate Descent) est souvent utili-
sée [Tse01]. Le principe est que nous fixons d’abord la matrice de mélange A et
effectuons l’optimisation par rapport aux coefficients de synthèse ↵ :
min
↵
1
2
kX A↵ Hk2F +  k↵k1. (4.4)
Nous faisons ensuite l’optimisation par rapport à A avec ↵ fixé :
min
A
1
2
kX A↵ Hk2F + ıC(A). (4.5)
Cependant, en raison du terme non différentiable  k↵k1 et de la contrainte
ıC(A), on a besoin de plusieurs sous-itérations pour résoudre les deux sous-
problèmes [CW05].
4.1.2 Un algorithme convergent : BSS-PALM
Dans ce chapitre, nous proposons d’utiliser l’algorithme PALM [BST13] pour
résoudre le problème (4.3). PALM est un algorithme d’optimisation non convexe
(voir la section 2.4.3 pour plus de détails). De l’algorithme de mise à jour (2.35)
et (2.36), nous faisons les substitutions suivantes dans la formule générale (2.34) :
F (↵) =  k↵k1,
Q(↵,A) =
1
2
kX A↵ Hk2F ,
G(A) = ıC(A),
(4.6)
et les choix particuliers :
t1,(j) = L1,(j), (4.7)
t2,(j) = L2,(j), (4.8)
où j est l’itération courante, L1,(j) et L2,(j) sont les constantes de Lipschitz de
↵ 7! Q(↵,A(j)) et A 7! Q(↵(j),A) respectivement.
Avec les substitutions (4.6), l’opérateur proximal (2.37) devient le seuillage
doux élémentaire (2.27) :
proxF/t1,(j)(X) = S /t1,(j)(X) , (4.9)
L’opérateur proximal (2.38) se réduit à la projection de normalisation pour chaque
colonne PC(A) comme dans (3.42).
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Algorithme 4 : BSS-PALM
Initialisation : ↵(1) 2 CN⇥K , A(1) 2 RM⇥N , L1,(1) = kA(1)k2F ,
L2,(1) = k↵(1) Hk2F , j = 1 ;
repeat
1. r↵Q
 
↵(j),A(j)
 
=  A(j)T
 
X A(j)↵(j) H
 
  ;
2. ↵(j+1) = S /L1,(j)
 
↵(j)   1
L1,(j)
r↵Q(↵(j),A(j))
 
;
3. rAQ(↵(j+1),A(j)) =  (X A(j)↵(j+1) H) ↵(j+1)
H ;
4. A(j+1) = PC
 
A(j)   1
L2,(j)
rAQ(↵(j+1),A(j))
 
;
5. L1,(j+1) = kA(j+1)k2F ;
6. L2,(j+1) = k↵(j+1) Hk2F ;
7. j = j + 1 ;
until convergence;
Avec les opérateurs proximaux ci-dessus, nous présentons l’algorithme proposé
dans l’algorithme 4. Dans ce qui suit, nous nous référons à cet algorithme comme
BSS-PALM. Dans l’algorithme 4, Les étapes 1 et 2 mettent les coefficients de
synthèse ↵ à jour avec la matrice de mélange A estimée. Les étapes 3 et 4 mettent
à jour la matrice de mélange A pour les coefficients de synthèse ↵ estimée. Les
étapes 5 et 6 ré-estiment les deux constantes de Lipschitz.
Dans cet algorithme, l’hyper-paramètre   doit être choisi a priori.   est direc-
tement liée au niveau de parcimonie des sources estimées. Le choix de cet hyper-
paramètre sera discuté dans la section expérimentale (section 4.5).
4.2 Une revisite de sparse-ICA
Les méthodes d’ICA sont basées sur l’hypothèse d’indépendance des sources,
tandis que l’approche SCA est basée sur la parcimonie, qui est une propriété ma-
thématique différente que l’indépendance. Ces deux types de méthodes ont été
considérés comme complètement différentes [CJ10]. Cependant, nous montrons
dans cette section qu’elles sont fortement liées. En outre, nous développons un
nouveau cadre pour combiner ces deux approches.
Pour SCA, nous généralisons d’abord (4.3) comme suit :
min
A,↵
1
2
kX A↵ Hk2F +  h(↵) + g(A), (4.10)
où les fonction h et g sont respectivement les termes de pénalité pour ↵ et A.
Interprétation par maximum a posteriori
La minimisation (4.10) peut s’interpréter comme le maximum a posteriori
(MAP) du modèle bayésien suivant :
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— Le bruit additif suit une loi normale centrée de variance  20 : N ⇠ N (0,  20),
où  0 est la variance du bruit qui est liée au paramètre   dans (4.10),
— Les coefficients de synthèse ↵ des sources suivent une loi proportionnelle à
exp(  h(↵)),
— La matrice de mélange A suit une loi proportionnelle à exp( g(A)).
Ainsi, l’estimateur joint du maximum a posteriori de ce modèle revient à minimiser
sa logvraisemblance négative, et donc au problème d’optimisation (4.10).
ICA ou SCA?
Pour l’ICA, il a été affirmé dans [DRT+09] que deux des méthodes ICA les
plus utilisées pour l’imagerie par résonnance magnétique fonctionnelle (fMRI) –
Infomax et FastICA – séparent des sources parcimonieuses plutôt que des sources
indépendantes. La conclusion est que la conception mathématique d’un meilleur
outil d’analyse pour l’imagerie fMRI cérébrale devrait mettre l’accent sur d’autres
caractéristiques, comme la parcimonie, plutôt que l’indépendance. Une explication
donnée est que la minimisation `1 basée sur la parcimonie peut être connectée
à InfoMax et FastICA, car ces deux méthodes d’ICA supposent souvent impli-
citement que les composantes indépendantes suivent une distribution gaussienne
généralisée, qui inclut les sources parcimonieuses modélisées par la minimisation
`1.
Cette conclusion est discutée dans [CPP+13] où les auteurs montrent que ces
deux algorithmes sont en effet pertinents pour la récupération des sources fMRI in-
dépendantes. Cependant, les connexions entre ICA et SCA apparaissent à plusieurs
reprises. Dans [DF01], il est montré que les méthodes ICA fonctionnent mieux dans
le domaine transformé comme les curvelets ou les ridgelets, et justifient l’utilisa-
tion de la kurtosis dans ICA par un point de vue de codage parcimonieux. Cette
remarque a déjà été faite dans [HHO97] à la fin des années 90. L’indépendance
peut être considérée comme une conséquence de la parcimonie et l’estimation de
la matrice de mélange pour les mélanges sous-déterminés est effectuée en exploi-
tant la parcimonie des sources dans le domaine transformé ce qui signifie que cette
estimation conduit implicitement aux sources indépendantes.
Revenons au modèle ICA sous forme matricielle (3.1) :
X = AS, (4.11)
et nous supposons pour l’instant que M = N . Comme les sources sont supposées
indépendantes, les méthodes d’ICA tiennent compte de la contrainte de décorré-
lation numérique :
SST = I. (4.12)
Dans ce qui suit, nous montrons que les méthodes ICA basées sur Infomax et les
méthodes basées sur la poursuite de la projection sont fortement liée à l’approche
SCA (4.10).
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4.2.1 ICA par Infomax/Maximum de vraisemblance
Nous rappelons le critère utilisé par la méthode d’ICA basée sur Info-
max (3.20) :
max
W
E
 
NX
n=1
log
 
pn(w
T
nX)
 
!
+ log(| detW|), (4.13)
sous la contrainte d’orthogonalité comme montré dans (3.13) :
WWT = WTW = I, (4.14)
où pn est la densités de probabilité de la source sn.
Les auteurs de [ZP01] ont montré que la formulation (4.10) et le problème (4.13)
sont équivalents dans le scénario déterminé sans bruit, avec   une base orthogo-
nale. Plus précisément, lorsque  est une base orthogonale, il existe une équivalence
entre les coefficients de synthèse ↵ tels que S = ↵ H et les coefficients d’analyse
˜S. Alors, on a :
˜X = A˜S = A↵, (4.15)
avec ˜X = X  les coefficients d’analyse de X. En notant W = A 1, (4.15) devient :
W ˜X = ˜S = ↵. (4.16)
En réinjectant (4.16) dans (4.10), l’optimisation devient :
min
S̃,W
1
2
kW ˜X  ˜Sk2F +  h(˜S) + g(W) . (4.17)
Dans le cas non bruité on a donc :
kW ˜X  ˜Sk2F = 0. (4.18)
Avec les choix :
g(W) =  N log(| detW|), (4.19)
et
h(˜S) = h(W ˜X) = E
 
NX
n=1
log
⇣
pn(w
T
n
˜X)
⌘!
, (4.20)
où wn est le vecteur composant la n-ième ligne de W, on retrouve l’objectif (4.13).
D’autre part, si l’on suppose que la pénalité h(↵) dans (4.10) est séparable
source par source :
h(↵) =
NX
n=1
hn(↵n),
alors la formulation ci-dessus reflète implicitement l’indépendance statistique des
sources en utilisant l’interprétation par maximum a posteriori (MAP) dans le
contexte bayésien.
Par conséquent, ICA par Infomax/maximum de vraisemblance sur les coeffi-
cients d’analyse et le SCA dans sa forme générale (4.10) sont équivalent lorsque
  est orthonormale. Par conséquent, lorsque la pénalité h est séparable source
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par source, celle-ci reflète une hypothèse d’indépendance des sources si l’on prend
l’interprétation du MAP. Ce lien montre que l’approche parcimonieuse (4.10) avec
les coefficients de synthèse ↵ peut être considérée comme une généralisation des
techniques Infomax/maximum de vraisemblance capable de traiter des mélanges
avec du bruit et en sous-déterminés.
Enfin, les choix possibles présentés dans [ZP01] pour les densités des sources pn
dans les approches de type Infomax/Maximum de vraisemblance aboutissent à une
pénalité h qui favorisent effectivement la parcimonie des sources. On trouve en par-
ticulier le choix d’une distribution de type gaussienne généralisée qui aboutissent
à une pénalité du type
h(↵) =
NX
n=1
X
f,⌧
|↵n(f, ⌧)|
1
  (4.21)
où   > 1 est le paramètre de forme de la distribution gaussienne généralisée.
4.2.2 ICA par poursuite de projection
Nous rappelons d’abord la formulation de l’ICA par poursuite de projec-
tion (3.35), sur les coefficients d’analyse :
(
max
W
J(W ˜X)
s.c WWT = WTW = I,
(4.22)
où J est une mesure de non gaussianité. Si ˜X est le mélange pré-blanchi (dans le
domaine transformée), l’étude faite dans la sous-section 3.1.2 montre qu’on peut
ré-écrire ce problème d’optimisation sur W comme un problème d’optimisation
joint sur A et ˜S par simple changement de variables :
8
<
:
max
A,S̃
J(˜S)
s.c. ˜S˜ST = I et ˜X = A˜S,
(4.23)
Un exemple courant pour le critère J est le kurtosis des coefficients. Si l’on
note ˜sn = {s̃n(⌧, f} l’ensemble des coefficients temps-fréquence de la source n,
supposées de moyenne nulle, ce critère peut s’écrire
J(˜S) =
NX
n=1
Kurt(˜sn) =
NX
n=1
P
⌧,f |s̃n(f, ⌧)|4⇣P
⌧,f |s̃n(f, ⌧)|2
⌘2 .
Il est important de noter que la maximisation du kurtosis équivaut à minimiser le
critère de parcimonie `p
`q
définie dans [Li14] avec p = 2 et q = 4, qui a été utilisée
pour la déconvolution aveugle. De plus, d’autres choix sont également possibles,
comme l’approximation lisse de la norme `0 tel que proposée dans [GWZ+16] ou
l’approximation avec la nég-entropie utilisées dans FastICA (voir [CJ10]).
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Si   est une base orthogonale dans (4.10), et si l’on fait le choix particulier :
h(˜S) = J(˜S), (4.24)
avec la contrainte de décorrélation numérique
˜S˜ST = I, (4.25)
on voit que la formulation (4.10), lorsque  ! 0 (c’est à dire, pour une contrainte
de reconstruction parfaite des observations en l’absence de bruit additif), est une
généralisation de (4.23).
Par conséquent, lorsque   est une base orthogonale, ICA basée sur Info-
max/maximum de vraisemblance et sur la poursuite de projection peuvent être
formulées comme un problème d’optimisation (4.10) pour les mélanges déterminés
sans bruit.
4.2.3 Vers une formulation générale de Sparse-ICA
L’avantage de (4.10) par rapport à l’ICA est qu’il peut traiter les mélanges sous-
déterminés et / ou les mélanges avec du bruit. Pour le cas général (déterminé,
sous-déterminé, avec et sans bruit), nous proposons la formulation suivante de
"Sparse-ICA" : 8
<
:
min
A,↵
1
2
kX A↵ Hk2F + h(↵) + g(A)
s.c. S = ↵ H et SST = D,
(4.26)
où D 2 RN⇥N est une matrice diagonale. Afin de prendre en compte l’indépendance
des sources, on supposera que la pénalité h est séparable selon les sources :
h(↵) =
NX
n=1
hn(↵n).
Dans ce chapitre, pour des raisons de simplicité, nous nous en tenons à la norme
`1 pour les coefficients de synthèse :
8
<
:
min
A,↵
1
2
kX A↵ Hk2F +  k↵k1 + ıC(A)
s.c. ↵ H ↵H = D.
(4.27)
4.3 Algorithmes pour Sparse ICA
Le problème d’optimisation (4.27) est difficile en raison des facteurs suivants :
— Non convexe : le problème n’est pas convexe par rapport aux inconnues.
— Non différentiable : en raison du terme  k↵k1, le problème n’est pas
différentiable.
— Contrainte quadratique : La contrainte ↵ H ↵H = D est quadratique.
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Malgré les difficultés, dans ce chapitre, nous proposons d’utiliser trois algorithmes
pour résoudre le problème :
1. Dans un cas particulier, le problème peut être abordé par un algorithme
basé sur l’optimisation alternée.
2. Dans le cas général, nous proposons d’utiliser une méthode de type "mé-
thodes des directions alternées" (alternating direction method of multipliers
– ADMM).
3. Basé sur l’algorithme de type ADMM, nous proposons une version simpli-
fiée.
4.3.1 Une modification simple de BSS-PALM
Dans cette sous-section, nous considérons un cas particulier : les mélanges dé-
terminés sans bruit.
Nous considérons d’abord le problème d’optimisation suivant
min
A,↵
1
2
kX A↵ Hk2F +
µ
2
kAk22 +  k↵k1 + ıC(A). (4.28)
Par rapport à (4.27), nous ignorons la contrainte de décorrélation ↵ H ↵H = D
et ajoutons un terme de pénalité pour la matrice de mélange µ2kAk22. Cependant,
un regard plus attentif montre que les problèmes (4.28) et (4.3) sont en fait équi-
valents : la fonction indicatrice ıC(A) force la normalisation de chaque colonne de
A, µ2kAk22 est donc une constante qui ne change pas le minimiseur.
Nous montrons que, en résolvant le problème (4.28) avec l’algorithme BC-
VMFB [CPR13], la contrainte de décorrélation numérique sera satisfaite à la
convergence.
A partir de l’algorithme de mise à jour (2.43) et (2.44) présenté en 2.4.4, pour
le problème (4.28), nous choisissons les substitutions suivantes :
F (↵) =  k↵k1,
Q(↵,A) =
1
2
kX A↵ Hk2F +
µ
2
kAk2F ,
G(A) = ıC(A),
(4.29)
et les choix particuliers :
U1,(j) = L(j)I,
U2,(j) =
@Q(↵(j+1),A)2
@2A
= ↵(j+1) H ↵(j+1)
H
+ µI,
t1,(j) = t2,(j) = 1.
(4.30)
où L(j) est la constantes de Lipschitz de la fonction ↵ 7! Q(↵,A(j)).
Nous présentons l’algorithme obtenu dans l’algorithme 5. Dans cet algorithme,
les étapes 1 et 2 mettent à jour les coefficients de synthèse ↵ pour la matrice de
mélange A(j) estimée. Les étapes 3, 4 et 5 mettent à jour la matrice de mélange A
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Algorithme 5 : BSS-Regu
Initialisation : ↵(1) 2 CN⇥K , A(1) 2 RM⇥N , L(1) = kA(1)k2F , j = 1 ;
repeat
1. r↵Q
 
↵(j),A(j)
 
=  A(j)T
 
X A(j)↵(j) H
 
  ;
2. ↵(j+1) = S /L(j)
 
↵(j)   1
L(j)
r↵Q(↵(j),A(j))
 
;
3. rAQ(↵(j+1),A(j)) =  (X A(j)↵(j+1) H) ↵(j+1)
H
+ µA(j) ;
4. U2,(j+1) = ↵(j+1) H ↵(j+1)H + µI ;
5. A(j+1) = proxU2,(j+1),ıC
⇣
A(j)  rAQ(↵(j+1),A(j))U2,(j+1)
 1
⌘
;
6. L(j+1) = kA(j+1)k2F ;
7. j = j + 1 ;
until convergence;
grâce à l’opérateur de proximal généralisé (dans l’étape 5). L’étape 6 met à jour
la constante de Lipschitz L.
Dans l’algorithme 5, l’étape de mise à jour de la matrice de mélange peut être
réécrite :
A(j+1/2) = A(j)   ( X ↵(j+1)H +A(j)↵(j+1) H ↵(j+1) + µA(j))
(↵(j+1) H ↵(j+1)
H
+ µI) 1
= X ↵(j+1)
H
(↵(j+1) H ↵(j+1)
H
+ µI) 1,
(4.31)
A(j+1) = proxU2,(j+1),ıC(A
(j+1/2)
). (4.32)
Comme le choix du paramètre µ ne change pas le minimiseur, en choisissant µ
suffisamment grand, la mise à jour de A devient :
A(j+1/2) = X ↵(j+1)
H
,
a(j)n = a
(j+1/2)
n /ka(j+1/2)n k, n = 1, 2, . . . , N.
(4.33)
où a(j+1/2)n est la n-ième colonne de la matrice A(j+1/2).
Grâce à (4.33), nous donnons l’algorithme BSS-Regu simplifié dans l’algo-
rithme 6
La proposition suivante illustre que les sources estimées sont décorrélées pour
les mélanges sur-déterminées sans bruit.
Proposition 7. Soit (A⇤,↵⇤) un minimiseur de (4.28) obtenu avec l’algorithme 6,
et soit S⇤ = ↵⇤ H . Alors, si M   N , S⇤S⇤T = D lorsque   ! 0, où D est une
matrice diagonale.
Démonstration. L’hyper-paramètre   permet une balance entre l’attache aux don-
nées 12kX A↵ 
Hk2F et le terme de pénalité k↵k1. Cependant,  ! 0 ne signifie
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Algorithme 6 : BSS-Regu simplifié
Initialisation : ↵(1) 2 CN⇥K , A(1) 2 RM⇥N , L(1) = kA(1)k2F , j = 1 ;
repeat
1. r↵Q
 
↵(j),A(j)
 
=  A(j)T
 
X A(j)↵(j) H
 
  ;
2. ↵(j+1) = S /L(j)(↵(j)   r↵Q(A
(j),↵(j))
L(j)
) ;
3. A(j+1) = PC(X ↵(j+1)
H
) ;
4. L(j+1) = kA(j+1)k2F ;
5. j = j + 1 ;
until convergence;
pas que le terme de pénalité n’a plus d’influence. Lorsque  ! 0, la minimisation
de (4.28) revient au problème (voir [Wei08]) :
(
min
A,↵
k↵k1 + ıC(A)
s.c. X = A↵ H .
(4.34)
D’une part, si (A⇤,↵⇤) est le minimiseur de (4.34), on a :
X = A⇤S⇤ = A⇤↵⇤ H . (4.35)
D’autre part, à la convergence, l’étape de mise à jour pour A garantit que :
A⇤ = XS⇤
T
D, (4.36)
où D est une matrice diagonale pour s’assurer la contrainte de normalisation sur
chaque colonne de A. Ensuite en combinant les deux équations ci-dessus, on a :
A⇤ = A⇤S⇤S⇤
T
D. (4.37)
Sous la condition M   N , cela signifie que :
S⇤S⇤
T
= D 1. (4.38)
Cet algorithme convient dans le cas déterminé sans bruit avec la contrainte de
décorrélation. Cependant, on peut toujours appliquer cet algorithme dans d’autres
cas. Même si la contrainte de décorrélation n’est alors pas garantie, l’utilisation
des dérivées de second ordre dans (4.30) permet de voir cet algorithme comme
une version accélérée de BSS-PALM. Même si le terme ↵(j+1) H ↵(j+1)H est
négligeable devant µI lorsque µ est grand, l’utilisation de la dérivée de second
ordre accélère encore la convergence de l’algorithme [CPR13]. Ce phénomène est
aussi supporté par les expériences.
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4.3.2 Approche de type ADMM pour Sparse ICA
Dans le cas général, nous proposons d’utiliser une approche de type ADMM
pour résoudre le problème (4.27).
ADMM (Alternating Direction Method of Multipliers) est une méthode
pour l’optimisation convexe avec contrainte linéaire [BPC+11]. Nous reformulons
d’abord le problème en introduisant une variable supplémentaire comme suit :
8
<
:
arg min
A,↵,S
1
2
||X A↵ H ||2F +  ||↵||1 + ıC(A) + ıdeco(S)
s.c. S = ↵ H ,
(4.39)
où ıdeco est une fonction indicatrice de la contrainte de décorrélation pour S :
ıdeco(S) =
⇢
0 si SST = D, avec D diagonale
+1 sinon. (4.40)
Nous présentons d’abord la proposition [EO03] suivante qui est cruciale pour
l’algorithme proposé.
Proposition 8. Soit s(t) 2 RN un vecteur aléatoire de moyenne nulle avec une
matrice de covariance définie positive ⌃s. Soit W la transformation de décorréla-
tion optimale qui minimise l’erreur de moyenne quadratique (MSE) entre l’entrée
s(t) et la sortie y(t) = Ws(t), de sorte que sa matrice de covariance ⌃y est dia-
gonale : (
min
W
E((s(t)  y(t))2)
s.c. y(t) = Ws(t), ⌃y =  2yI
alors W =  y⌃
 1/2
s .
En supposant que la matrice de covariance empirique SST converge vers la
matrice de covariance ⌃s, on peut donc choisir en pratique W =  y(SST ) 1/2
lorsque T est grand.
Cette opération nous permet de trouver des signaux décorrélés qui partagent
le même niveau d’énergie  y qui est connu. Cependant, à partir du modèle di-
rect (4.1), nous voyons que nous n’avons aucune garantie que les signaux estimés
partagent le même niveau d’énergie en particulier dans les cas sous-déterminés.
Pour résoudre ce problème, dans cette thèse, nous avons choisi de garder l’énergie
de la sortie comme le même niveau d’énergie des signaux d’entrée S qui conduit
à :
W = (diag
 
SST
 
)
 1/2
(SST ) 1/2 (4.41)
où diag désigne la matrice formée à partir des éléments diagonaux de la matrice.
Nous appliquons alors l’approche LPADMM (Linearized Preconditioned Alter-
nating Direction Method of Multipliers) [OCLPJ15] pour résoudre le problème.
Nous formulons d’abord le Lagrangien augmenté comme suit :
L(A,↵, s,⌘) =
1
2
||X A↵ H ||2F +  ||↵||1 + ıC(A)
+ ıdeco(S) + h⌘,S ↵ Hi+
 
2
kS ↵ Hk2F ,
(4.42)
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où ⌘ est la variable duale et   est le paramètre de pénalité. Si on note F (A,↵,S,⌘)
la partie différentiable :
F (A,↵,S,⌘) =
1
2
||X A↵ H ||2F + h⌘,S ↵ Hi+
 
2
kS ↵ Hk2F , (4.43)
et le terme d’erreur :
Q(↵,A) =
1
2
kX A↵ Hk2F , (4.44)
LPADMM minimise le Lagrangien augmenté (4.42) en mettant à jour itérativement
les variables primales et duales selon les règles de mise à jour suivantes :
↵(j+1) = argmin
↵
hr↵F (A(j),↵(j),S(j),⌘(j)),↵i+  k↵k1 +
LF,(j)
2
k↵(j)  ↵k2F ,
(4.45)
S(j+1) = argmin
S
h⌘(j),S ↵(j+1) Hi+  
2
kS ↵(j+1) Hk2F + ıdeco(S), (4.46)
A(j+1) = argmin
A
Q(↵(j),A) + ıC(A), (4.47)
⌘(j+1) = ⌘(j) +  (S(j+1)  ↵(j+1) H). (4.48)
Dans le sous-problème (4.45), LF,(j) est la constante de Lipschitz de
r↵F (A(j),↵(j),S(j),⌘(j)) avec
r↵F (A(j),↵(j),S(j),⌘(j)) =  A(j)
T
(X A(j)↵(j) H)  ⌘(j)   (S(j) ↵(j) H) .
(4.49)
En utilisant l’opérateur de seuillage-doux (2.27), (4.45) peut être réécrit comme :
↵(j+1) = argmin
↵
hr↵F (A(j),↵(j),S(j),⌘(j)),↵i+  k↵k1 +
LF,(j)
2
k↵(j)  ↵k2F
= argmin
↵
 k↵k1 +
LF,(j)
2
k↵  (↵(j)   r↵F (A
(j),↵(j),S(j),⌘(j))
LF,(j)
)k2F
= S /LF,(j)
✓
↵(j)   r↵F (A
(j),↵(j),S(j),⌘(j))
LF,(j)
◆
.
(4.50)
Le sous-problème (4.46) peut être formulé comme suit :
S(j+1) = argmin
S
h⌘(j),S ↵(j+1) Hi+  
2
kS ↵(j+1) Hk2F + ıdeco(S)
= argmin
S
h⌘(j),Si+  
2
kS ↵(j+1) Hk2F + ıdeco(S)
= argmin
S
 
2
kS ↵(j+1) H + ⌘
(j)
 
k2F + ıdeco(S),
(4.51)
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et peut être formulé avec la contrainte de décorrélation :
8
><
>:
S(j+1) =argmin
S
 
2
    S ↵
(j+1) H +
⌘(j)
 
    
2
F
s.c. SST = D, avec D diagonale.
(4.52)
Ce problème se résout grâce à la proposition 8. On cherche des signaux S décorrélés,
qui sont le plus proche de ↵(j+1) H + ⌘
(j)
 
en gardant leurs niveaux d’énergie par
une transformation linéaire.
Enfin, le sous-problème (4.47) est abordé par descente de gradient projeté :
A(j+1) = PC
✓
A(j)   1
L(j)
rAQ(A(j),↵(j+1))
◆
, (4.53)
où L(j) est la constante de Lipschitz de la fonction :
rAQ(A(j),↵(j+1)) =  (X A(j)↵(j+1) H) ↵(j+1)
H
. (4.54)
Nous présentons l’algorithme obtenu dans l’algorithme 7 et nous l’appelons
BSS-LPADMM dans ce qui suit. Dans cet algorithme, les étapes 1 et 2 mettent à
jour les coefficients de synthèse ↵ pour la matrice de mélange A(j) fixée. L’étape
3 reconstruire les sources dans le domaine temporel à partir des coefficients de
synthèses estimés. Les étapes 4, 5 et 6 permettent de faire la projection de dé-
corrélation (on cherche des signaux décorrélés qui sont le plus proches des sigaux
reconstruits par une transformation linéaire). Les étapes 7 et 8 mettent à jour
la matrice de mélange A pour les sources ainsi estimées. Les étapes 10, 11 et 12
mettent à jour la variable duale et les constantes de Lipschitz.
La convergence des algorithmes ADMM dans un contexte non-convexe est ac-
tuellement à l’étude [WYZ15,YPC15], bien qu’ils soient utilisés en pratique pour
des problèmes non convexe [CW13].
4.3.3 Une version simplifiée de BSS-LPADMM
L’algorithme BSS-LPADMM résout directement le problème (4.27) mais est
soumis à un lourd coût de calcul. Par conséquent, nous concevons ici une version
simplifiée dans l’algorithme 8 que nous appelons BSS-Deco.
Dans cet algorithme, les étapes 1 et 2 mettent à jour les coefficients de syn-
thèse ↵ pour le système de mélange estimé A(j). Les sources S sont ensuite ré-
synthétisées à partir des coefficients de synthèse dans l’étape 3. On fait ensuite la
projection de décorrélation des sources dans les étapes 4, 5 et 6. Enfin, la matrice
de mélange est estimée, suivie d’une normalisation sur chaque colonne dans l’étape
7. On met à jour la constante de Lipschitz dans l’étape 8.
Comparé au BSS-LPADMM, nous avons mis la variable dual ⌘ et le paramètre
de pénalité   à zéro. Pour l’étape de mise à jour de la matrice de mélange A, nous
utilisons la même stratégie de BSS-Regu simplifié (l’algorithme 6) mais avec la ver-
sion décorrélée des sources estimées. Malgré le manque de preuve de convergence,
les expériences confirment ses bonnes performances.
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Algorithme 7 : BSS-LPADMM
Initialisation : ↵(1) 2 CN⇥K , S(1) 2 RN⇥T , A(1) 2 RM⇥N ,
LF,(1) = kA(1)k2F +  , L(1) = k↵(1) Hk2F , ⌘(1) 2 RN⇥T , j = 1;
repeat
1. r↵F (A(j),↵(j),S(j),⌘(j)) =
 A(j)T (X A(j)↵(j) H)   ⌘(j)    (S(j)  ↵(j) H)  ;
2. ↵(j+1) = S /LF,(j)(↵(j)   1LF,(j)r↵F (A
(j),↵(j),S(j),⌘(j))) ;
3. S(j+1/2) = ↵(j+1) H   ⌘(j)/  ;
4. ⌃S(j+1/2) = S(j+1/2)S(j+1/2)
T ;
5. WS(j+1/2) = (diag(⌃S(j+1/2)))1/2⌃
 1/2
S(j+1/2)
;
6. S(j+1) = WS(j+1/2)S(j+1/2) ;
7. rAQ(A(j),↵(j+1)) =  (X A(j)↵(j+1) H) ↵(j+1)
H ;
8. A(j+1) = PC
 
A(j)   1
L(j)
rAQ(A(j),↵(j+1))
 
;
9. ⌘(j+1) = ⌘(j) +  (S(j+1)  ↵(j+1) H) ;
10. LF,(j+1) = kA(j+1)k2F +   ;
11. L(j+1) = k↵(j+1) Hk2F ;
12. j = j + 1 ;
until convergence;
Algorithme 8 : BSS-Deco
Initialisation : ↵(1) 2 CN⇥K , A(1) 2 RM⇥N , L(1) = kA(1)k2F , j = 1 ;
repeat
1. r↵Q(↵,(j) A(j)) =  (X A(j)↵(j) H) ↵(j)
H ;
2. ↵(j+1) = S /L(j)(↵(j)   1L(j)r↵Q(↵
(j),A(j))) ;
3. S(j+1/2) = ↵(j+1) H ;
4. ⌃S(j+1/2) = S(j+1/2)S(j+1/2)
T ;
5. WS(j+1/2) = (diag(⌃S(j+1/2)))1/2⌃
 1/2
S(j+1/2)
;
6. S(j+1) = WS(j+1/2)S(j+1/2) ;
7. A(j+1) = PC(XS(j+1)
T
) ;
8. L(j+1) = kA(j+1)k2F ;
9. j = j + 1;
until convergence;
4.4 Paramètres pratiques
4.4.1 Nombre de sources
En pratique, le nombre de sources est généralement inconnu. En même temps,
les méthodes de séparation diffèrent pour différents cas selon le nombre des sources,
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il est donc important d’estimer ce nombre de sources avant la séparation. Les mé-
thodes d’estimation du nombre de sources peuvent être divisées en deux catégories.
— Le nombre de sources est estimé avec la matrice de mélange :
Comme présenté précédemment, la méthode DUET [YR04] et l’algorithme
Demix [AGB10] sont basés sur l’hypothèse de parcimonie. Ils estiment la
matrice de mélange en utilisant des méthodes de regroupement. Avec ces
méthodes, le nombre de sources est estimé avec la matrice de mélange.
— L’algorithme est robuste pour le nombre de sources estimé : L’algo-
rithme de [LCA04] est basé sur la minimisation de la norme `1. Les auteurs
ont montré que leur algorithme proposé était robuste au nombre de sources.
Cela signifie que seule une limite supérieure grossière du nombre de sources
est nécessaire. Ils ont montré par des expériences que si le nombre réel de
sources est inférieur à celui estimé, en utilisant leur algorithme proposé,
les canaux de sources supplémentaires seront d’énergie faible et n’ont pas
d’influence sur les autres canaux de sources.
Basé également sur la minimisation de la norme `1, les expériences montrent
que les méthodes proposées sont aussi robustes au nombre de sources.
Nous avons alors utilisé une stratégie présentée dans l’algorithme 9 pour estimer
le nombre de source en éliminant les canaux de sources supplémentaires pendant
les itérations. Dans l’algorithme 9, IM et Im sont les indices des sources qui cor-
respondent respectivement à la source de l’énergie maximale et minimale. EIM et
EIm sont l’énergie correspondante. 1/✏ est un seuil qui est empiriquement fixé à
3.5 dans nos expériences. La figure 4.1 affiche les résultats de la séparation avec
BSS-Deco et soutient la robustesse de l’algorithme proposé au choix du nombre de
sources.
Algorithme 9 : BSS-Deco avec détermination du nombre de sources
repeat
1. Mettre à jour ↵, S et A selon les règles pour une itération de
l’algorithme 8 ;
2. if EIM/EIm > 1/✏ then
Éliminer SIm , ↵Im et AIm
3. j = j + 1 ;
until convergence;
4.4.2 Prétraitement de blanchiment
Le prétraitement de blanchiment est souvent utilisé pour les méthodes ICA dans
le cas déterminé, et améliore largement les performances. Dans les expériences
suivantes, nous effectuons ce prétraitement pour les méthodes ICA dans le cas
déterminé. Pour les algorithmes proposés, nous comparons dans le cas déterminé
les résultats avec et sans tel prétraitement.
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4.5 Expériences
Après la présentation de la configuration expérimentale, nous discutons deux
paramètres pratiques :
— le choix de l’hyper-paramètre  ,
— la robustesse au choix du nombre de sources inconnu.
Nous comparons ensuite tous les algorithmes proposés en :
— (sur)-déterminé,
— sous-déterminé.
Nous avons également évalué les algorithmes avec un bruit blanc Gaussien additif
dans les deux cas.
Les algorithmes sont évalués sur des mélanges créés avec dix ensembles de si-
gnaux utilisés dans [FK14], issus de la base de données SiSEC2011 [ANV+12], avec
un taux d’échantillonnage à 11 kHz et une durée de 6 s. La matrice de mélange a
été générée aléatoirement suivant une distribution normale (générée par la fonc-
tion randn sous Matlab) avec des colonnes normalisées. La transformée de Gabor
a été calculée avec une fenêtre de Hann ajustée avec un recouvrement de 50%,
d’une longueur de 512 échantillons (environ 46.5 ms) à l’aide de la boîte à outils
LTFAT [STB12]. Dans tous les algorithmes proposés, la matrice de mélange A et
les coefficients de synthèse ↵ des sources sont initialisés par des signaux aléatoires
suivant une distribution normale de moyenne nulle et de l’écart type   = 1.
Les performances de séparation ont été évaluées à l’aide du rapport si-
gnal/distorsion (SDR) et du rapport signal/interférence (SIR) [VGF06]. Le SDR
indique la qualité globale de chaque source estimée par rapport à la cible, alors
que le SIR révèle la quantité de diaphonie résiduelle provenant des autres sources.
Une plus grande valeur de SDR/SIR signifie une meilleure qualité de séparation.
En pratique, les algorithmes proposés BSS-PALM, BSS-Regu et BSS-Deco dif-
férent essentiellement dans l’estimation de la matrice de mélange. Pour montrer
l’amélioration apportée par la connaissance parfaite de la matrice de mélange, nous
présentons deux méthodes oracles "non aveugles" lors des comparaisons. Ces deux
oracles sont notés BSS-Oracle (correspondant à la version non aveugle de BSS-
PALM, BSS-Regu 1 et BSS-Deco), et BSS-LPADMM-Oracle (correspondant à la
version non aveugle de BSS-LPADMM). Plus précisément, BSS-Oracle est basé
exclusivement sur la parcimonie, alors que BSS-LPADMM-Oracle est basé sur la
parcimonie et la décorrélation.
Enfin, le paramètre   pour BSS-ADMM a été fixé empiriquement à   = 0.05.
4.5.1 Choix de l’hyper-paramètre  
Plusieurs méthodes ont été étudiées pour le choix automatique de l’hyper-
paramètre   dans les problèmes inverses, tel que le GSURE projeté (voir [GEE11]
et ses références) ou SUGAR [DVFP14]. Cependant, la plupart des méthodes pro-
posées impliquent de calculer plusieurs solutions pour plusieurs  , puis de choisir la
1. Par la suite, on note BSS-Regu pour BSS-Regu simplifié dans l’algorithme 6.
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meilleure solution selon certains critères. Si une telle méthode aveugle est nécessaire
pour certaines applications, il peut également être nécessaire de laisser l’utilisa-
teur décider quelle est la meilleure solution. En particulier pour la restauration
de signal (audio, image, vidéo. . . ), le meilleur résultat acceptable ne correspond
pas toujours à des critères "objectifs". Une telle discussion peut être trouvée par
exemple dans [EVHH11] pour le signal audio.
Nous nous attachons dans ce chapitre à des choix simples pour l’hyper-
paramètre   :
— Si on suppose que le mélange est sans bruit, on choisit   ! 0 pour ne
pas effectuer de "débruitage" sur l’estimation. En pratique, pour une petite
valeur de  , nous avons utilisé l’astuce de continuation aussi connue sous le
nom de redémarrage à chaud ou de continuation de point fixe [HYZ08] : on
exécute d’abord l’algorithme avec une grande valeur de  , puis on diminue
dans chaque itération le paramètre jusqu’à la valeur souhaitée.
— Si du bruit est ajouté, alors nous choisissons le   donnant les meilleurs ré-
sultats en terme de SDR pour chaque algorithme. Ce choix est rarement
le meilleur choix d’un point de vue subjectif, et ne peut pas être automa-
tiquement fait en pratique. Cependant, il semble être le plus équitable, en
donnant le meilleur résultat possible du point de vue du SDR (le SDR don-
nant la qualité globale de chaque source estimée par rapport à l’objectif).
En plus de ces deux choix "par défaut", nous proposons également une discussion
sur l’influence de   sur les résultats et proposons des choix numériques empiriques.
4.5.2 Robustesse au nombre de sources
Les expériences suivantes montrent que les algorithmes proposés ont des com-
portements similaires quant à la robustesse au nombre de sources.
Par souci de simplicité, nous ne montrons que les résultats obtenus dans le
cadre sans bruit pour l’algorithme BSS-Deco. D’autres algorithmes conduisent à
des résultats similaires, ou lorsque le mélange est corrompu par un bruit blanc
gaussien.
Dans ces expériences, Nous avons fixé le nombre de microphones à M = 3.
Nous avons fait varier le nombre réel de sources Nr et sa borne supérieure N de
2 à 5. Nous avons utilisé la stratégie proposée dans l’algorithme 9 pour éliminer
les canaux sources supplémentaires pendant les itérations. Les résultats ne sont
évalués que lorsque le nombre estimé de sources correspond au nombre réel de
sources. Les résultats sont représentés dans la figure 4.1 et confirment que les
performances de séparation sont robustes au nombre de sources choisies.
Dans ce qui suit, nous supposons que le nombre de sources est parfaitement
déterminé.
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Figure 4.1 – Performances en fonction de la limite supérieure du nombre de
sources pour différents cas.
4.5.3 Séparation (sur)-déterminée
Dans ce contexte, le nombre de sources est fixé à N = 3 et le nombre de micro-
phones varie de trois à dix (3, 5, 7 et 10). Nous évaluons d’abord les algorithmes
dans le cas sans bruit.
Le cas sans bruit
Dans ce cas, nous fournissons les résultats obtenus par EFICA [KTO06] et
l’identification aveugle du second ordre (SOBI) [BAMCM97] comme référence pour
les approches d’ICA en utilisant la boîte à outils [CAS+07]. Dans le cas sans bruit,
le blanchiment et la réduction de dimension utilisés dans ICA sont justifiés. Nous
présentons donc les résultats obtenus par tous les algorithmes – à l’exception de
l’approche ICA classique – avec et sans cette étape de prétraitement. Les résultats
sont résumés dans le tableau 4.1.
Il est clair que l’étape de prétraitement améliore grandement les résultats pour
BSS-PALM et GMCA, qui surpassent les autres approches d’environs 18 dB.
La bonne performance de GMCA a déjà été signalée dans [BSFM07]. Parmi les
approches proposées, BSS-PALM a la meilleure performance pour les mélanges
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Table 4.1 – Performances des différents algorithmes pour les mélanges sans bruit
(sur)-déterminé pour N = 3 (SDR/SIR). Sur une ligne, la meilleure performance
est en noir et gras. Si la différence entre une performance et la meilleure est infé-
rieure à 1 dB, elle est affichée en gras grisé. La dernière ligne montre les résultats
avec blanchiment (avec blanchiment, les performances sont très similaire avec dif-
férent M , donc on n’affiche que celui avec M = 10).
M BSS-PALM BSS-Regu BSS-LPADMM BSS-Deco GMCA EFICA SOBI
3 17.0/17.0 45.0/45.0 41.6/41.6 45.8/45.8 17.8/17.8 - -
5 19.4/19.4 45.8/45.8 44.3/44.3 46.0/46.0 18.0/18.0 - -
6 25.6/25.6 46.0/46.0 45.7/45.7 46.1/46.1 22.8/22.8 - -
7 29.9/29.9 46.7/46.7 45.6/45.6 46.9/46.9 27.5/27.5 - -
10 39.3/39.2 47.5/47.7 48.2/48.2 47.6/47.9 38.3/38.3 - -
B 66.0/66.0 48.4/48.4 48.4/48.4 48.3/48.3 66.6/68.4 49.5/49.5 37.3/37.3
(sur)-déterminés sans bruit avec le prétraitement de blanchiment. Cependant, sans
l’étape de prétraitement, leurs performances sont les plus mauvaises. Nous croyons
que les bonnes performances relatives de BSS-Regu, BSS-LPADMM et BSS-Deco
sont dues à la contrainte de décorrélation. Il est également intéressant de noter
que les performances des algorithmes proposés s’améliorent avec le nombre d’ob-
servations lorsqu’une telle étape de prétraitement n’est pas utilisée.
Le cas bruité
Dans cette expérience, nous nous limitons au cas déterminé, c’est-à-dire M = 3,
N = 3. Nous montrons d’abord la performance de séparation en fonction du niveau
de bruit en entrée. Les résultats sont résumés dans la figure 4.2.
Encore une fois, BSS-Regu, BSS-LPADMM et BSS-Deco se comportent de
la même manière en SDR et surpassent BSS-PALM surtout avec un SNR d’en-
trée élevé : pour un SNR= 21.6 dB, BSS-Regu, BSS-LPADMM et BSS-Deco sur-
passent GMCA d’environs 5 dB. En termes de SIR, BSS-LPADMM et BSS-Deco
conduisent aux meilleures performances, comparables à BSS-LPADMM-Oracle (les
différences ne dépassent pas 0.3 dB).
L’un des résultats les plus remarquables est que les deux réglages de l’oracle
fonctionnent de la même manière que les algorithmes "aveugles" correspondants
en termes de SDR, alors que BSS-PALM et BSS-Oracle obtiennent les deux pires
SIR. Ce dernier point soutient l’intuition que la contrainte de décorrélation est
particulièrement importante pour améliorer le SIR.
Nous montrons ensuite la performance en fonction du nombre de microphones
dans le cas bruité. Dans ces expériences, un bruit blanc gaussien est ajouté pour
atteindre un SNR d’entrée de 7.6 dB. Les résultats sont résumés sur la figure 4.3.
Des remarques similaires à celles du paragraphe précédent peuvent être faites :
BSS-LPADMM et BSS-Deco atteignent les meilleures performances, comparables
à BSS-LPADMM-Oracle, à la fois pour le SDR et le SIR, tandis que BSS-Oracle
affiche de mauvaises performances en terme de SIR. Comme prévu, les SDR et SIR
augmentent avec M pour tous les algorithmes.
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Figure 4.2 – Performances en fonction du SNR d’entrée dans le scénario déterminé
(M = 3, N = 3).
À partir d’une vue maximum a posteriori (MAP) dans un contexte bayésien,
l’hyperparamètre   dans les algorithmes proposés est lié à la variance du bruit
d’entrée et contrôle le niveau de parcimonie des sources estimées (niveau de la
parcimonie ici signifie le pourcentage de valeur zéro dans le vecteur ou la matrice).
Par conséquent, nous présentons les performances des algorithmes proposés en
fonction du niveau de parcimonie de l’estimation sur la figure 4.4.
Dans ce cas, le comportement du SDR et du SIR est comparable. Nous pou-
vons remarquer que, pour BSS-Regu, BSS-LPADMM et BSS-Deco, la meilleure
performance est obtenue lorsque le niveau de parcimonie est d’environ 85%. Em-
piriquement, ce niveau de parcimonie correspond numériquement à   '   où   est
l’écart-type du bruit d’entrée. Cette observation nous permet de choisir le meilleur
hyperparamètre en pratique si la variance du bruit est connue.
4.5.4 Mélanges sous-déterminés
Le nombre de microphones varie de deux à cinq et le nombre de sources varie
de trois à six. Nous comparons les algorithmes proposés aux approches à l’état de
l’art où la matrice de mélange est d’abord estimée à l’aide de Demix [AGB10], alors
que les sources sont estimées par le masquage temps-fréquence (DUET) [YR04], ou
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Figure 4.3 – Performances en fonction du nombre de microphones dans un scé-
nario bruité surdéterminé avec N = 3 et un SNR d’entrée égal à 7.6 dB.
par minimisation `1 des coefficients d’analyse [LAC+06]. Nous désignons ces deux
méthodes par Demix-DUET et Demix-`1 respectivement. Nous devons souligner
que, par expérience, Demix ne peut pas fonctionner lorsque le nombre de sources
est supérieur à 5 avec un nombre de microphone M = 2.
Le cas sans bruit
Nous fixons d’abord le nombre de sources à N = 6. La table 4.2 montre l’évolu-
tion du SDR et du SIR par rapport au nombre de microphones. Comme la méthode
DUET est développée pour le cas de deux microphones, ses performances ne sont
pas affichées.
Sauf pour M = 2, Demix-`1 atteint le meilleur SDR, mais la différence avec
BSS-Deco et BSS-Regu est inférieure à 1 dB, tandis que BSS-Deco surpasse
d’autres approches en terme de SIR. On peut remarquer que BSS-LPADDM-Oracle
est également surpassé par BSS-Deco. Ce résultat montre que l’algorithme BSS-
LPADMM proposé peut être sensible aux minima locaux.
On fixe dans la suite le nombre de microphone à M = 2. Nous donnons l’évo-
lution des SDR et SIR par rapport au nombre de sources dans la figure 4.5.
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Figure 4.4 – Performances en fonction du niveau de parcimonie des sources esti-
mées pour un SNR = 7.58 dB dans le scénario déterminé (M = 3, N = 3).
Comme prévu, les performances s’effondrent lorsque N augmente. Pour N  4,
toutes les approches à l’exception de BSS-PALM et Demix-DUET fournissent des
résultats comparables en terme de SDR. BSS-Deco atteint le meilleur SIR (plus
grand que BSS-Oracle et proche de BSS-LPADMM-Oracle). Pour N   5, les
performances de BSS-Deco s’effondrent en terme de SDR, mais surpassent d’autres
algorithmes non-oracle en terme de SIR. BSS-Regu a le comportement contraire.
Le cas bruité
La figure 4.6 montre les résultats de séparation des algorithmes proposés en
fonction du SNR d’entrée, avec un nombre de sources fixé à N = 3 et un nombre
de microphones à M = 2.
De nouveau, les deux algorithmes oracles surpassent les autres en terme de
SDR, alors que seul BSS-LPADMM-Oracle surpasse d’autres approches en terme
de SIR, soutenant encore le fait que la prise en compte de la décorrélation améliore
le SIR.
D’un point de vue du SDR, tous les algorithmes sont comparables, sauf Demix-
DUET. BSS-PALM et Demix-`1 fonctionnent un peu moins bien, mais la différence
est inférieure à 1 dB. La principale différence entre les algorithmes est d’un point
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Table 4.2 – Performances des différents algorithmes dans un environnement sans
bruit et sous-déterminé avec un nombre de sources N = 6 (SDR/SIR). Sur une
ligne, la meilleure performance est en noir et gras. Si la différence entre une per-
formance et la meilleure est inférieure à 1 dB, elle est affichée en gras grisé.
M BSS-PALM BSS-Regu BSS-ADMM BSS-Deco BSS-Oracle BSS-LPADMM-Oracle Demix-`1
2 01.4 / 05.9 02.5 / 06.9 01.9 / 06.2 01.3 / 07.8 03.0 / 07.9 02.5 / 09.2 -
3 07.5 / 11.5 07.7 / 12.0 06.4 / 12.6 07.5 / 14.3 07.9 / 12.5 06.7 / 13.0 08.0 / 12.1
4 12.9 / 17.0 12.7 / 16.9 11.8 / 18.1 12.9 / 19.7 13.3 / 18.0 12.1 / 18.6 13.2 / 17.1
5 15.3 / 17.1 19.5 / 23.6 17.7 / 24.1 20.1 / 26.3 20.2 / 24.7 18.7 / 24.6 20.1 / 24.1
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Figure 4.5 – Performances en fonction du nombre de sources dans le scénario
sous-déterminé (M = 2)
de vue du SIR : BSS-LPADMM et BSS-Deco surpassent clairement les autres
approches, y compris BSS-Oracle.
Nous présentons sur la figure 4.7 les performances de séparation en fonction du
niveau de parcimonie de l’estimation pour un SNR en entrée de 23.43 dB.
Pour BSS-Regu, BSS-LPADMM et BSS-Deco, les meilleures performances sont
obtenues lorsque le niveau de parcimonie est d’environ 80% en termes de SDR et
environ 90% en termes de SIR. Pour BSS-PALM, la performance diminue rapide-
ment à mesure que le niveau de parcimonie est décroissant de 95%. Pour choisir le
meilleur hyperparamètre   pour les algorithmes proposés, un compromis doit être
réalisé entre le SDR et le SIR : une légère amélioration du SDR peut conduire à
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Figure 4.6 – Performances en fonction du SNR d’entrée dans le scénario sous-
déterminé (M = 2, N = 3).
une forte diminution du SIR.
4.5.5 Comparaison des temps de calculs
Nous terminons cette section d’expérimentations en donnant quelques indi-
cations sur le temps de calcul des différents algorithmes. Le tableau 4.3 montre
le temps de calcul pour les algorithmes basés sur la parcimonie précédemment
mentionnés avec 20000 itérations, qui sont le nombre d’itérations utilisées dans la
pratique pour les expériences.
Table 4.3 – Temps de calcul pour différents algorithmes. La durée des signaux est
6 s. Le taux d’échantillonage est 11 kHz. Le nombre de microphones est M = 2,
le nombre de sources est N = 3.
BSS-Regu BSS-PALM BSS-LPADMM BSS-Deco GMCA Demix-`1
2790 s 1430 s 4780 s 2840 s 1600 s 1280 s
Le coût de calcul de BSS-LPADMM est important, ce qui est principalement
due au temps de convergence lent et le coût de calcul important de chaque itération.
Demix-`1 est relativement rapide par rapport aux algorithmes proposés parce que
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Figure 4.7 – Performances en fonction du niveau de parcimonie dans le cas sous-
déterminé (M = 2, N = 3) avec SNR=23.4 dB.
l’algorithme travaille dans le domaine temps-fréquence, ce qui évite la transformée
de Gabor et la transformée de Gabor inverse dans chaque itération. Les temps de
calcul pour EFICA et SOBI en utilisant la boîte à outils ICALAB [CAS+07] et la
méthode Demix-DUET sont inférieurs à 1 seconde.
4.6 Conclusion
Dans ce chapitre, nous avons étudié le lien entre certaines méthodes d’ICA
et les approches SCA pour le problème de séparation aveugle de source avec des
mélanges instantanés. En combinant la contrainte de décorrélation dans le domaine
temporel et l’optimisation de la parcimonie de synthèse, nous avons proposé un
nouveau cadre de Sparse ICA pour généraliser ICA dans le scénario bruyant et
sous-déterminé. Nous avons conçu plusieurs algorithmes itératifs pour résoudre le
problème.
Les expériences numériques confirment clairement que, compte tenu de la dé-
corrélation, les améliorations en terme de SIR ne permettent pas de dégrader le
SDR. Cette affirmation est particulièrement soutenue par le fait que les algorithmes
proposés BSS-LPADMM et BSS-Deco surpassent l’algorithme Oracle de séparation
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de source non-aveugle sans aucune contrainte de décorrélation.
En ce qui concerne le temps de calcul des diverses approches utilisées dans la
section expérimentale, il semble que les approches ICA demeurent les plus compé-
titives pour les mélanges sans bruit surdéterminé. Cependant, pour les mélanges
bruités surdéterminés, BSS-Deco semble être beaucoup plus robuste que GMCA
par rapport au SNR d’entrée et au nombre de sources inconnues, GMCA étant
déjà connu pour être plus robuste au bruit que les méthodes d’ICA [BSFM07].
Enfin, pour les mélanges sous-déterminés (avec ou sans bruit), BSS-Deco semble
être très compétitif : alors que son coût de calcul est deux fois supérieur à celui de
Demix-`1, l’amélioration SIR est d’environ 1 dB pour un SNR d’entrée de 10 dB et
2 dB pour un SNR d’entrée de 20 dB, tandis que le SDR est légèrement supérieur
(moins de 1 dB).
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CHAPITRE 5. ÉTAT DE L’ART : LES MÉLANGES CONVOLUTIFS
Dans ce chapitre, nous présentons les méthodes de l’état de l’art pour les mé-
langes convolutifs. Pour ces mélanges, un grand nombre de méthodes sont basées
sur un modèle en "bande étroite" dans le domaine temps-fréquence. Récemment,
une nouvelle méthode basée sur le modèle d’approximation convolutive dans le do-
maine temps-fréquence du système de mélange a été proposée pour mieux appro-
cher les mélanges [LGH17]. En même temps, le modèle dans le domaine temporel
en "bande large" a également été étudié pour le cas non aveugle [KVG10]. Par
conséquent, dans ce chapitre, nous présentons les méthodes de séparation selon le
modèle de mélange :
1. Approximation "instantanée" en bande étroite.
2. Approximation "convolutive" en bande étroite.
3. Modèle en bande large.
5.1 Approximation "instantanée" en bande étroite
Dans le problème du "cocktail", les signaux sont généralement mélangés de
manière convolutive avec réverbération. Puisque le temps de réverbération d’une
pièce normale est d’environ 300 ms, nous avons besoin d’estimer un millier de
coefficients pour modéliser les filtres de séparation, avec un taux d’échantillonnage
de 8 KHz. Cela rend le problème de séparation beaucoup plus difficile que pour
les mélanges instantanés. Parmi les différentes tentatives, les approches dans le
domaine temps-fréquence sont utilisées : les signaux observés dans le domaine
temporel sont convertis dans le domaine temps-fréquence par une transformée de
Gabor. Ce type d’approche est appelé modèle en bande étroite [PSB03, SAM11,
KVG10].
Nous rappelons d’abord le modèle de mélange convolutif avec du bruit (1.7)
sous la forme suivante, pour la m-ième observation xm(t) :
xm(t) =
NX
n=1
KX
l=1
amn(l)sn(t  l) + nm(t). (5.1)
où K est la longueur du noyau de convolution amn(l). Avec l’approximation "ins-
tantanée" en bande étroite, le modèle dans le domaine temps-fréquence s’écrit :
x̃m(f, ⌧) =
NX
n=1
ãmn(f)s̃n(f, ⌧) + ñm(f, ⌧), 1  ⌧  LT , 1  f  LF . (5.2)
où LT et LF sont respectivement le nombre d’échantillons temporel et fréquentiel.
x̃m(f, ⌧) et s̃n(f, ⌧) sont respectivement les coefficients d’analyse des observations
xm(t) et des sources sn(t). ãmn(f) est la transformée de Fourier sur LF points du
noyau amn(t). ñm(f, ⌧) est le terme de bruit dans le domaine temps-fréquence qui se
compose du bruit de fond additif et de composantes réverbérantes en dehors de la
fenêtre d’analyse. Avec les notations vectorielles ˜x(f, ⌧) = [x̃1(f, ⌧), . . . , x̃M(f, ⌧)]T ,
˜an(f) = [ã1n(f), . . . , ãMn(f)]
T et ˜n(f, ⌧) = [ñ1(f, ⌧), . . . , ñM(f, ⌧)]T , nous avons :
˜x(f, ⌧) =
NX
n=1
˜an(f)s̃n(f, ⌧) + ˜n(f, ⌧). (5.3)
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Comme le modèle de mélange convolutif (5.1) est approché par la multiplication
à valeur complexe dans chaque bande fréquentielle, cette approximation est égale-
ment appelée approximation multiplicative de la fonction de transfert [AC07a].
Cette approximation n’est valable que lorsque la longueur de la fenêtre de
Gabor est supérieure à la longueur du noyau de convolution dans le domaine
temporel. Par conséquent, le choix de la longueur de la fenêtre pour la transformée
de Gabor provoque un problème pratique. Une longue fenêtre aura une meilleure
approximation en bande étroite et une bonne résolution en fréquence, mais une
résolution en temps limitée. La résolution en temps peut être améliorée avec un
fort recouvrement temporel des fenêtres, ce qui conduit cependant à un coût de
calcul plus important.
5.1.1 Méthodes de séparation en deux étapes
À partir du modèle (5.3), nous pouvons voir que si nous supprimons la fréquence
d’indice f , le modèle se réduit au mélange instantané (1.6). Cela signifie que le
mélange convolutif peut être approché comme plusieurs mélanges instantanés dans
les bandes fréquentielles.
Il est alors naturel de considérer les méthodes existantes pour les mélanges
instantanés. Cependant, pour la séparation aveugle, il existe l’ambiguïté de per-
mutation : on ne peut pas déterminer l’ordre des sources estimées. L’ordre des
sources estimées dans chaque bande fréquentielle doit être aligné de sorte que les
composantes en fréquence d’une même source soient regroupées. C’est ce qu’on
appelle le problème de permutation de la séparation de source dans le domaine
fréquentiel [SAMM07]. Par conséquent, nous présentons ici les méthodes en deux
étapes :
1. Séparation de sources dans chaque bande fréquentielle.
2. Résolution du problème de permutation.
Séparation de sources dans chaque bande fréquentielle
Théoriquement, les méthodes pour les mélanges instantanés peuvent être di-
rectement appliquée. Cependant, il existe des différences entre les mélanges dans
le domaine temps-fréquence et les mélanges instantanés classiques dans le domaine
temporel :
— Valeur complexe : pour les applications audio, le dictionnaire de Gabor
est souvent considéré. Dans ce cas, les signaux dans le domaine temps-
fréquence et la matrice de mélange dans chaque bande fréquentielle sont à
valeur complexe.
— Nombre d’échantillons : le nombre d’échantillons est souvent limité en
raison de l’approximation en bande étroite.
De même que pour les mélanges instantanés dans le cas (sur)-déterminé,
les méthodes d’ICA peuvent être utilisées (voir [SMAM04] et les références).
Nous nous concentrons ici sur les méthodes pour les mélanges sous-déterminé.
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Dans ce cas, les méthodes sont généralement basées sur l’hypothèse de parcimo-
nie [WKSM07,SAM11] et d’information spatiale [DVG10].
Méthode parcimonieuse Dans [WKSM07, SAM11], l’hypothèse disjointe des
sources est considérée dans le domaine temps-fréquence pour chaque bande fré-
quentielle. Avec le modèle de mélange (5.3), cette hypothèse s’écrit comme :
˜x(f, ⌧) ⇡
NX
n=1
˜an(f)s̃n(f, ⌧) = ˜an⇤(f)s̃n⇤(f, ⌧). (5.4)
L’indice n⇤ dépend de chaque case temps-fréquence (f, ⌧) et représente l’indice de
la source dominante pour la case temps-fréquence correspondante. Dans ce qui suit,
nous désignons par ⇥n⇤ l’ensemble des indices (f, ⌧) où la source n⇤ est dominante.
De même que pour les mélanges instantanés, les méthodes de regroupement
sont considérées pour estimer la matrice de mélange et les sources sont ensuite
estimées avec la technique de masquage [SAM11] ou par l’optimisation avec une
pénalité de norme `1 pour exploiter la parcimonie [WKSM07]. Cependant, comme
la matrice de mélange et les sources sont à valeur complexe, les informations de
phase doivent être prises en compte.
Dans [SAM11], les auteurs ont utilisé une technique de masquage "doux" pour
effectuer la séparation. Le principe est de classer chaque case temporelle ⌧ dans
chaque bande fréquentielle f en N classes, où N est le nombre de source. Les pro-
babilités a posteriori P (Cn|˜x(f, ⌧)) sont calculées qui représentent les probabilités
que les vecteurs ˜x(f, ⌧) appartienne à la n-ième classe Cn.
Les auteurs éliminent d’abord l’effet de l’amplitude des sources avec une étape
de normalisation (comme la séparation est effectuée fréquence par fréquence, dans
ce qui suit, nous ignorons l’indice de fréquence f autant que possible par souci de
simplicité) :
˜x(⌧) ˜x(⌧)k˜x(⌧)k =
˜an⇤
k˜an⇤k
· s̃n⇤(⌧)ks̃n⇤(⌧)k
, ⌧ 2 ⇥n⇤ . (5.5)
Ils supposent ensuite que les signaux d’observation suivent une fonction de densité
gaussienne à valeur complexe de la forme :
p(˜x(⌧)|˜an,  n) =
1
(⇡ 2n)
M 1 exp( 
k˜x(⌧)  (˜aHn ˜x(⌧)) · ˜ank2
 2n
), (5.6)
où ˜an 2 CM sont les centroïdes avec la norme d’unité k˜ank2 = 1 et  2n sont les
variances. Avec le modèle de mélange (5.4), la fonction de densité de l’observation
p(˜x(⌧)) peut être décrite par :
p(˜x(⌧)|✓) =
NX
n=1
↵np(˜x(⌧)|˜an,  n), (5.7)
avec ✓ l’ensemble des paramètres :
✓ = {˜a1,  1,↵1, . . . , ˜aN ,  N ,↵N}. (5.8)
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Les taux de mélange ↵n devraient satisfaire
PN
n=1 ↵n = 1 et 0  ↵n  1, et sont
modélisés par une distribution de Dirichlet comme suit :
p(↵1, . . . ,↵N) =
 (N ·  )
 ( )N
NY
n=1
↵  1n , (5.9)
où   est un hyper-paramètre et   est la fonction gamma.
Un algorithme de type Expectation-Maximization (EM) est ensuite utilisé pour
estimer les paramètres ✓ et les probabilités a posteriori P (Cn|x(⌧)) pour tous
les ⌧ : dans l’étape "Expectation", les probabilités a posteriori P (Cn|x(⌧)) sont
calculées, et dans l’étape "Maximization", on met à jour les paramètres ✓. Les
étapes sont décrites dans l’algorithme 10. Dans l’algorithme, nous désignons par
✓0 les paramètres de l’itération courante.
Algorithme 10 : Séparation par masquage doux
1. Calculer les probabilités a posteriori :
P (Cn|˜x(⌧),✓0) =
↵0np(˜x(⌧)|˜a0n,  0n)PN
n=1 ↵
0
np(˜x(⌧)|˜a0n,  0n)
,
où ✓0 = {˜a01,  01,↵01, . . . , ˜a0N ,  0N ,↵0N}.
2. Mettre à jour les centroïdes ˜an en calculant le vecteur propre
correspondant à la plus grande valeur propre de :
Rn =
LT 1X
⌧=0
P (Cn|˜x(⌧),✓0) · ˜x(⌧)˜xH(⌧),
où LT est le nombre d’échantillons temporels.
3. Mettre à jour les variances  2n :
 2n =
PLT
⌧ P (Cn|˜x(⌧),✓0) · k˜x(⌧)  (˜aHn ˜x(⌧)) · ˜ank2
(M   1) ·
PLT
⌧ P (Cn|˜x(⌧),✓0)
. (5.10)
4. Mettre à jour les rapports de mélange ↵n :
↵n =
PLT
⌧ P (Cn|˜x(⌧),✓0) +    1
LT +N · (   1)
. (5.11)
À la fin de l’algorithme 10, les probabilités a posteriori sont utilisées pour
effectuer la séparation par masquage :
Mn(⌧) =
(
1, si P (Cn|˜x(⌧))   P (Cn0 |˜x(⌧)), 8n0 6= n
0, sinon.
(5.12)
Le même processus est fait pour chaque bande fréquentielle f pour obtenir le
masquage Mn(f, ⌧).
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Méthode par modélisation de rang plein Dans [DVG10] la séparation est
effectuée en exploitant l’information spatiale. Cette méthode permet de généraliser
l’approximation "instantanée" en bande étroite.
Nous notons l’image de la source n dans le domaine temporel cn(t) 2 RM
comme suit :
cn(t) = s
img
n (t) =
X
l
an(l)sn(t  l). (5.13)
Avec le modèle en bande étroite, nous avons alors dans le domaine temps-
fréquence :
˜cn(f, ⌧) ⇡ ˜an(f)s̃n(f, ⌧). (5.14)
Si l’on suppose que ˜cn(f, ⌧) est une variable aléatoire gaussienne de moyenne
nulle, l’information spatiale peut être exploitée en examinant sa matrice de cova-
riance : Rc̃n(f, ⌧) = E
 
˜cn(f, ⌧)˜c
H
n (f, ⌧)
 
. Cette matrice peut être factorisée comme
Rc̃n(f, ⌧) = vn(f, ⌧)Rn(f), (5.15)
où vn(f, ⌧) sont les variances scalaires variant dans le temps qui encodent la puis-
sance spectro-temporel des sources. Rn(f) sont des matrices de covariance spatiale
invariantes dans le temps de taille M ⇥M qui codent leur positions et leur répar-
titions spatiales.
Comme le vecteur ˜cn(f, ⌧) suit une distribution gaussienne à moyenne nulle
avec la matrice de covariance Rc̃n(f, ⌧) dans (5.15), le vecteur des coefficients de
Gabor du signal d’observation ˜x(f, ⌧) est également une gaussienne à moyenne
nulle avec la matrice de covariance :
Rx̃(f, ⌧) =
NX
n=1
vn(f, ⌧)Rn(f). (5.16)
Sous ce modèle, la séparation des sources peut être obtenue avec un filtrage de
Wiener multicanal si les variances vn(f, ⌧) et les paramètres spatiaux Rn(f) sont
estimés :
ˆcn(f, ⌧) = vn(f, ⌧)Rn(f)R
 1
x̃ (f, ⌧)˜x(f, ⌧). (5.17)
Si l’on regarde plus en profondeur la matrice de covariance Rn(f), on voit
qu’avec l’approximation à bande étroite (5.14), Rn(f) peut être exprimée comme :
Rn(f) = ˜an(f)˜a
H
n (f), (5.18)
qui est une matrice de rang un. Ce modèle de matrice de covariance spatiale a été
étudié dans [OF10].
Pour généraliser l’approximation en bande étroite, les auteurs de [DVG10] ont
étudié la matrice de covariance spatiale Rn(f) sous la contrainte de rang plein.
Ce modèle améliore la mauvaise correspondance entre les données observées et le
modèle de rang un (5.18).
Pour effectuer la séparation avec Rn(f) de rang plein, il faut estimer les para-
mètres vn(f, ⌧) et Rn(f) à partir des observations ˜x(f, ⌧). Les auteurs de [DVG10]
ont proposé de les estimer au sens du maximum de vraisemblance avec l’algorithme
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EM initialisé par une classification hiérarchique [WKSM07]. Nous présentons une
itération dans l’algorithme 11. Dans l’algorithme tr désigne la trace d’une ma-
trice carrée. Dans l’étape "Expectation", le filtre de Wiener Wn(f, ⌧), la moyenne
ˆcn(f, ⌧) et ˆRc̃n(f, ⌧) la covariance de l’image spatiale de la source n conditionnée
par les paramètres estimés sont mis à jour, et dans l’étape "Maximization", on
met à jour la variance vn(f, ⌧) et la covariance spatiale Rn(f, ⌧) de la source n.
Algorithme 11 : Séparation par l’information spatiale de rang plein
1. Mettre à jour la moyenne conditionnelle ˆcn(f, ⌧) par le filtre de Wiener :
Wn(f, ⌧) = Rc̃n(f, ⌧)R 1x̃ (f, ⌧),
ˆcn(f, ⌧) = Wn(f, ⌧)˜x(f, ⌧).
2. Mettre à jour les matrices de moment d’ordre 2 a posteriori ˆRcn(f, ⌧) :
ˆRc̃n(f, ⌧) = ˆcn(f, ⌧)ˆc
H
n (f, ⌧) + (I Wn(f, ⌧))Rc̃n(f, ⌧),
où Rc̃n(f, ⌧) est définie dans (5.15) et Rx̃(f, ⌧) dans (5.16).
3. Mettre à jour les variances vn(f, ⌧) :
vn(f, ⌧) =
1
M
tr(R 1n (f) ˆRc̃n(f, ⌧)). (5.19)
4. Mettre à jour les covariances spatiales Rn(f) :
Rn(f) =
1
LT
LTX
⌧=1
1
vn(f, ⌧)
ˆRc̃n(f, ⌧). (5.20)
Permutation
La résolution du problème de permutation consiste à réorganiser les indices
des sources estimées et les vecteurs colonnes dans les matrices de mélange afin
que le même indice corresponde à la même source sur toutes les fréquences. Plus
précisément, nous devons déterminer une permutation :
⇧f : {1, . . . , N}! {1, . . . , N} , (5.21)
sur toutes les fréquences. On note ⇧f (n) = l si la n-ième estimée est permuté à la
l-ième dans la bande fréquentielle f . Différentes méthodes ont été proposées pour
résoudre ce problème de permutation. Généralement, elles peuvent être divisés en
deux catégories :
1. Méthodes basées sur la différence de temps d’arrivée (TDOA). La
matrice de mélange dans chaque bande fréquentielle a une signification phy-
sique si l’on applique un modèle de propagation au processus de mélange.
Sur la base de ce modèle de propagation, l’alignement en fréquence peut
être abordé en fonction de la différence de temps d’arrivée [SAMM07].
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2. Méthodes basées sur la corrélation entre fréquences. Pour les sources
non stationnaires (e.g. la parole), il existe une forte corrélation entre les
composantes de fréquence du même signal de source. Par conséquent, une
telle corrélation inter-fréquence peut être utilisée pour le problème d’aligne-
ment [MIZ01, IM99,AK00,SMAM04] .
Nous décrivons ici les méthodes basées sur la corrélation entre fréquences. On
peut se référer à [SAMM07] pour une explication détaillée des méthodes basées
sur TDOA.
Formulation du problème Pour chaque bande de fréquence f , soit vfn(⌧) un
signal à valeur réelle qui représente l’activité du n-ième signal estimé ŝn(f, ⌧) :
vfn(⌧) = V(ŝn(f, ⌧)). (5.22)
Le coefficient de corrélation entre deux de ces séquences vfn(⌧) et v
f
l (⌧) est défini
comme suit :
⇢(vfn, v
f
l ) =
rnl   µnµl
 n l
, (5.23)
où rnl = E(vfnv
f
l ), µn = E(vfn) et  n =
q
E(vf,2n )  µ2n sont respectivement la
corrélation, la moyenne, et l’écart-type.
La méthode pour chercher les permutations est basée sur l’algorithme K-
moyenne : dans chaque itération, on calcule d’abord des centroïdes sur les fré-
quences pour chaque source, on cherche ensuite des permutations qui maximisent
les coefficients de corrélation entre les signaux estimés dans chaque bande fréquen-
tielle et les centroïdes.
Plus précisément si les permutations ⇧f pour chaque fréquence f sont données,
on peut alors calculer les centroïdes sur toutes les fréquences pour chaque source
n comme suit :
cn(⌧) =
1
LF
LFX
f=1
vfl (⌧)|l=⇧f (n), (5.24)
et un "coût" de corrélation peut être obtenu pour chaque fréquence f :
Qf =
NX
n=1
⇢(vfl (⌧), cn(⌧))|l=⇧f (n). (5.25)
En fixant les centroïdes actuels, on cherche ensuite des permutations qui maxi-
misent ce "coût" de corrélation pour chaque fréquence :
⇧f  argmax
⇧f
Qf (⇧f ). (5.26)
Ces deux étapes (5.24) et (5.26) sont itérées jusqu’à la convergence. Nous ap-
pelons cette méthode la permutation globale.
La corrélation entre deux fréquences f et g se produit principalement lorsque
ces deux fréquences sont proches, ou dans une relation harmonique (e.g. f ⇡ 2g).
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Ce phénomène est utilisé pour une optimisation locale plus fine pour le problème
de permutation. Nous l’appelons la permutation locale. Pour déterminer la permu-
tation pour la fréquence f , au lieu de prendre en compte les signaux de toutes les
autres fréquences, on considère seulement un ensembre R(f) :
⇧f  argmax
⇧
X
g2R(f)
NX
n=1
⇢(vfl , v
g
l0)|l=⇧(n),l0=⇧g(n), (5.27)
où l’ensemble R(f) est de préférence constitué de fréquences g où un coefficient
de corrélation élevé serait atteint correspondant à la même source. Les fréquences
adjacentes A(f) et les fréquences harmoniques H(f) peuvent être sélectionnées de
sorte que R(f) = A(f) [H(f), avec :
A(f) = {f   3 f, f   2 f, f   f, f + f, f + 2 f, f + 3 f} , (5.28)
H(f) = {round(f/2)  f, round(f/2), round(f/2) + f, 2f   f, 2f, 2f + f} ,
(5.29)
où  f dépend de la fréquence d’échantillonnage. round(f) sélectionne la fréquence
la plus proche de f dans la grille temps-fréquence.
En pratique, nous effectuons d’abord la permutation globale, puis la permuta-
tion locale [SAM11].
Activité du signal Le choix de la fonction d’activité du signal (5.22) joue un
rôle crucial pour le problème de permutation. Dans [MIZ01,SMAM04,WKSM07],
les enveloppes d’amplitude sont utilisées pour représenter l’activité des signaux
estimés :
vfn(⌧) = |ŝn(f, ⌧)|. (5.30)
En raison de la large gamme dynamique des signaux (en particulier les signaux
de parole), cette mesure est ensuite améliorée par le rapport de puissance défini
comme suit [SAM07] :
vfn(⌧) =
kan(f)ŝn(f, ⌧)k2PN
l=1 kal(f)ŝl(f, ⌧)k2
. (5.31)
De même, il est montré dans [SAM11] que, avec le modèle statistique (5.6), la
séquence de probabilité a posteriori est également une meilleure mesure de l’activité
du signal que l’amplitude :
vfn(⌧) = P (Cn|˜x(f, ⌧)). (5.32)
5.1.2 Méthode en une étape : NMF
La factorisation en matrices non négatives (NMF) est une technique de réduc-
tion de dimensions [FBD09] (voir la section 2.5 pour plus de détails). Elle a été uti-
lisée dans diverses applications, y compris la séparation aveugle de sources [Vir07a].
Cette technique a d’abord été utilisée pour le cas monocanal et a ensuite été éten-
due pour le cas multicanal.
85
5.1.2 - Méthode en une étape : NMF
NMF et séparation de source monocanal
La méthode NMF est appliquée dans [Vir07a] pour la séparation de source
musicale dans le cas monocanal. Dans ce cas, le mélange s’écrit dans le domaine
temporel :
x(t) =
NX
n=1
sn(t), (5.33)
et dans le domaine temps-fréquence :
x̃(f, ⌧) =
NX
n=1
s̃n(f, ⌧). (5.34)
Dans [Vir07a], les auteurs ont supposé que la matrice des coefficients d’ampli-
tude de l’observation |x̃(f, ⌧)| peut être modélisée comme une combinaison linéaire
de fonctions de base. Notons ˜X 2 RLF⇥LT+ tel que ˜Xf⌧ = |x̃(f, ⌧)|, où LF et LT
sont respectivement le nombre de bandes de fréquence et de trames temporelles,
cette hypothèse s’écrit :
|x̃(f, ⌧)| ⇡
KX
k=1
w(f, k)h(k, ⌧), (5.35)
et sous forme matricielle :
˜X ⇡WH, (5.36)
où W 2 RLF⇥K+ et H 2 RK⇥LT+ . K est généralement choisi de telle sorte que
LFK +KLT ⌧ LFLT .
Dans (5.36), les matrices W et H ont des significations physiques : chaque
colonne de W représente un motif fréquentiel et chaque ligne de H contient les
coefficients d’activation du motif correspondant.
L’application de la méthode NMF pour la séparation musicale est basée sur
l’hypothèse suivant : une source sonore peut être représentée par une somme de
plusieurs composantes (motif fréquentiel) et chaque composante obtenue dans la
matrice W (chaque colonne de W) appartient à une seule source. Autrement
dit, la NMF nous permet de décomposer le mélange en plusieurs composantes
et la séparation peut être réalisée en regroupant simplement les composantes qui
appartiennent à la même source. Cette hypothèse a été discutée dans [Vir07b]
pour différents scénarios musicaux et a été utilisée dans un grand nombre d’algo-
rithmes [OF10,SKAU13,AOD+10].
D’après le Théorème 4 dans la section 2.5, la NMF avec la divergence IS
correspond à l’estimateur du maximum de vraisemblance d’un modèle génératif
de la somme des distributions gaussiennes circulaires de valeur complexe. Pour
l’application de séparation de source monocanale, cela correspond au modèle sui-
vant [OF10] :
s̃n(f, ⌧) ⇠ Nc
 
0,
X
k2Kn
w(f, k)h(k, ⌧)
!
, (5.37)
où Kn est l’ensembre des index de composantes pour la source n.
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=
X = W • H
Figure 5.1 – Illustration de NMF pour un spectrogramme d’un signal audio.
Sur la base de ce modèle génératif, les auteurs de [OF10,AOD+10,SKAU13] ont
généralisé la NMF pour la séparation de source de monocanal au cas multicanal.
NMF multicanal
Nous donnons le modèle de mélange convolutif avec l’approximation en bande
étroite sous la forme suivante :
˜x(f, ⌧) = ˜A(f)˜s(f, ⌧) + ˜n(f, ⌧), (5.38)
où
— ˜x(f, ⌧) = [x̃1(f, ⌧), . . . , x̃M(f, ⌧)]T ,
— ˜s(f, ⌧) = [s̃1(f, ⌧), . . . , s̃N(f, ⌧)]T ,
— ˜n(f, ⌧) = [ñ1(f, ⌧), . . . , ñM(f, ⌧)]T ,
— ˜A(f) 2 CM⇥N telle que
h
˜A(f)
i
mn
= ãmn(f).
Avec le modèle de mélange (5.38), on suppose que les données ˜x(f, ⌧) ont une
distribution gaussienne de moyenne nulle avec la matrice de covariance [OF10] :
Rx̃(f, ⌧) = ˜A(f)Rs̃(f, ⌧) ˜A
H
(f) +Rñ(f, ⌧), (5.39)
où Rs̃(f, ⌧) est la matrice de covariance de ˜s(f, ⌧) et Rñ(f, ⌧) la matrice de co-
variance de ˜n(f, ⌧). Avec le modèle génératif des sources (5.37), chaque source
peut être décrite par une somme des composantes gaussiennes indépendantes de
moyenne nulle :
s̃n(f, ⌧) =
X
k2Kn
̃k(f, ⌧), (5.40)
où la variance de ̃k(f, ⌧) est w(f, k)h(k, ⌧). Si on dénote le nombre d’éléments de
Kn par |Kn|, en concaténant les ̃k(f, ⌧) pour toutes les sources, le processus de
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mélange (5.38) peut être modifié comme :
˜x(f, ⌧) =
 !
A(f)˜(f, ⌧) + ˜n(f, ⌧) (5.41)
où ˜(f, ⌧) = [̃1(f, ⌧), . . . ,K(f, ⌧)]T 2 CK avec K =
PN
n=1 |Kn|.
 !
A(f) est la
matrice de mélange étendue de dimension M ⇥ K, avec des éléments définis par
 !a mk(f) = ãmn(f) si et seulement si k 2 Kn. Ainsi, pour chaque bande fréquentielle
f , le modèle (5.41) est essentiellement un modèle de mélange linéaire avec M
canaux et K sources élémentaires de type gaussien avec des coefficients de mélange
structurés (c’est-à-dire que des sous-ensembles de sources élémentaires arrivent
dans la même direction). Nous notons :
R̃(f, ⌧) = diag([w(f, k)h(k, ⌧)]k) (5.42)
la covariance de ˜(f, ⌧).
Pour estimer les paramètres, comme dans le cas monocanal, l’estimateur du
maximum de vraisemblance est considéré qui conduit au problème de minimisation
suivant :
C(✓) =
LFX
f=1
LTX
⌧=1
tr
 
˜x(f, ⌧)˜xH(f, ⌧)R 1x̃ (f, ⌧)
 
+ log detRx̃(f, ⌧), (5.43)
où ✓ = { ˜A(f), w(f, k), h(k, ⌧),Rñ(f, ⌧), 8f, ⌧, k} est l’ensemble de tous les para-
mètres. Ce problème est ensuite abordé par l’algorithme EM dont nous présentons
une itération dans l’algorithme 12. Dans l’étape "Expectation", on calcule les es-
pérances des statistiques naturelles conditionnées sur les paramètres estimés. Dans
l’étape "Maximization", ces paramètres sont mis à jour.
Cette méthode a ensuite été généralisée dans [AOD+10] avec un modèle de
covariance spatial de rang plein. Au lieu de considérer la matrice de covariance
des sources Rs̃(f, ⌧) dans (5.39), les auteurs imposent un modèle statistique sur
chaque image spatiale de la source ˜cn(f, ⌧) :
˜cn(f, ⌧) ⇠ Nc (0,Rc̃n(f, ⌧)) , (5.50)
où la covariance Rc̃n(f, ⌧) s’écrit :
Rc̃n(f, ⌧) = vn(f, ⌧)Rn(f). (5.51)
Tout comme dans (5.15), la matrice de covariance spatiale Rn(f) encode les pro-
priétés spatiales et est supposée être de rang plein. De même que pour le mo-
dèle (5.37), la variance de la source vn(f, ⌧) est supposée comme suit :
vn(f, ⌧) =
X
k2Kn
w(f, k)h(k, ⌧). (5.52)
Avec (5.50), (5.51) et (5.52), les images spatiales ˜cn(f, ⌧) des sources peuvent
être considérées comme une somme de composantes gaussiennes indépendantes de
moyenne nulle :
˜cn(f, ⌧) =
X
k2Kn
˜⇠k(f, ⌧), (5.53)
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Algorithme 12 : Séparation par NMF-multicanal
— Mettre à jour les espérances conditionnelles des statistiques naturelles
(étape "Expectation") :
ˆRx̃x̃(f) = Rx̃x̃(f) =
1
LT
LTX
⌧=1
˜x(f, ⌧)˜xH(f, ⌧),
ˆRx̃s̃(f) =
1
LT
LTX
⌧=1
˜x(f, ⌧)ˆsH(f, ⌧),
ˆRs̃s̃(f) =
1
LT
LTX
⌧=1
ˆs(f, ⌧)ˆsH(f, ⌧)+Rs̃(f, ⌧) Gs̃(f, ⌧) ˜A(f)Rs̃(f, ⌧), (5.44)
ûk(f, ⌧) =
h
ˆ(f, ⌧)ˆH(f, ⌧) +R̃(f, ⌧) G̃(f, ⌧)
 !
A(f)R̃(f, ⌧)
i
kk
,
(5.45)
où ˆs(f, ⌧) = Gs̃(f, ⌧)˜x(f, ⌧), Gs̃(f, ⌧) = Rs̃(f, ⌧) ˜AH(f)R 1x̃ (f, ⌧),
ˆ(f, ⌧) = G̃(f, ⌧)˜x(f, ⌧), G̃(f, ⌧) = R̃(f, ⌧)
 !
AH(f)R 1x̃ (f, ⌧),
Rx̃(f, ⌧) = ˜A(f)Rs̃(f, ⌧)A
H
(f) +Rn(f),
Rs̃(f, ⌧) = diag
⇣⇥P
k2Kn w(f, k)h(k, ⌧)
⇤
n
⌘
,
R̃(f, ⌧) = diag ([w(f, k)h(k, ⌧)]k) et mettre à jour
 !
A :  !a mk(f) = ãmn(f)
si et seulement si k 2 Kn.
— Mettre à jour les paramètres (étape "Maximization") :
˜A(f) = ˆRx̃s̃(f) ˆR
 1
s̃s̃ (f), (5.46)
Rñ(f) = diag
⇣
ˆRx̃x̃(f)  ˜A(f) ˆRHx̃s̃(f)  ˆRx̃s̃(f)AH(f) + ˜A(f) ˆRs̃s̃(f) ˜AH(f)
⌘
,
(5.47)
w(f, k) =
1
LT
X
⌧
ûk(f, ⌧)
h(k, ⌧)
, (5.48)
h(k, ⌧) =
1
LF
X
f
ûk(f, ⌧)
w(f, k)
. (5.49)
avec les matrices de covariance :
R⇠̃k(f, ⌧) = w(f, k)h(k, ⌧)Rn(f), k 2 Kn. (5.54)
Comparé à (5.39), cette fois, le mélange ˜x(f, ⌧) est un vecteur gaussien à
moyenne nulle avec la matrice de covariance :
Rx̃(f, ⌧) =
X
n
Rc̃n(f, ⌧) +Rñ(f), (5.55)
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où la matrice Rñ(f) est la covariance du bruit ˜n(f, ⌧), le bruit étant supposé
stationnaire dans le temps.
L’estimateur du maximum de vraisemblance conduit alors à une fonction
de coût qui est sous la même forme que (5.43) avec les paramètres ✓ =
{Rn(f), w(f, k), h(k, ⌧),Rñ(f), 8f, ⌧, k}. Ce problème est ensuite abordé par l’al-
gorithme EM. On présente cet algorithme dans l’algorithme 13. L’étape "Ex-
pectation" consiste à calculer les statistiques naturelles conditionnelles ˆRc̃n(f, ⌧),
ˆR⇠̃k(f, ⌧) et
ˆRñ(f, ⌧) qui sont respectivement les covariance de ˜cn(f, ⌧), ˜⇠k(f, ⌧)
et ˜n(f, ⌧). L’étape "Maximization" consiste à ré-estimer les paramètres ✓ avec les
statistiques mises à jour.
Algorithme 13 : Séparation par NMF-multicanal avec covariance spatiale
de rang plein
— Mettre à jour les espérances conditionnelles des statistiques naturelles
(étape "Expectation") :
ˆRc̃n(f, ⌧) = ˆcn(f, ⌧)ˆc
H
n (f, ⌧) + (I Gn(f, ⌧))Rcn(f, ⌧), (5.56)
ˆR⇠̃k(f, ⌧) =
ˆ⇠k(f, ⌧)ˆ⇠
H
k (f, ⌧) + (I ⌅k(f, ⌧))R⇠̃k(f, ⌧), (5.57)
ˆRñ(f) = ˆn(f, ⌧)ˆn
H
(f, ⌧) + (I Gñ(f, ⌧))Rñ(f, ⌧), (5.58)
où ˆcn(f, ⌧) = Gn(f, ⌧)˜x(f, ⌧), ˆ⇠k(f, ⌧) = ⌅k(f, ⌧)˜x(f, ⌧),
ˆn(f, ⌧) = Gñ(f, ⌧)˜x(f, ⌧) et Gn(f, ⌧) = Rc̃n(f, ⌧)(R 1x̃ (f, ⌧)),
⌅k(f, ⌧) = R⇠̃k(f, ⌧)(R
 1
x̃ (f, ⌧)), Gñ(f, ⌧) = Rñ(f)(R
 1
x̃ (f, ⌧))
— Mettre à jour les paramètres (étape "Maximization") :
Rn(f) =
1
LT
LTX
⌧=1
1
vn(f, ⌧)
ˆRc̃n(f, ⌧), (5.59)
où vn(f, ⌧) =
P
k2Kn w(f, k)h(k, ⌧).
w(f, k) =
1
LT
LTX
⌧=1
v̂k(f, ⌧)
h(k, ⌧)
, (5.60)
h(k, ⌧) =
1
LF
LFX
f=1
v̂k(f, ⌧)
w(f, k)
, (5.61)
où v̂k(f, ⌧) = 1M tr
⇣
R 1n (f)
ˆR⇠̃k(f, ⌧)
⌘
, k 2 Kn.
Rñ(f) =
1
LT
LTX
⌧=1
ˆRñ(f, ⌧). (5.62)
les éléments hors diagonale de Rñ(f) sont mis à zéro pour que le bruit soit
décorrélé spatialement.
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Les deux algorithmes ci-dessus (l’algorithme 12 et l’algorithme 13) conduisent à
de bonnes performances de séparation. Cependant, les résultats sont très sensibles
à l’initialisation et les algorithmes sont lents à converger. En pratique, les deux
algorithmes sont initialisés avec des initialisations oracles perturbées qui ne sont
pas disponibles dans les applications réelles. Dans [OF10], les auteurs ont égale-
ment proposé un algorithme de mise à jour multiplicative (MU) pour accélérer la
convergence, mais l’information mutuelle entre les canaux est rejetée. Un modèle
de covariance spatiale basé sur la direction de l’arrivée est proposé dans [NV14]
qui peut éviter l’initialisation d’oracle. Cependant, le modèle n’est testé que sur
les mélanges surdéterminés.
Par rapport à la NMF monocanale (5.35), la NMF multicanale nous permet
non seulement de décomposer les observations en plusieurs composantes, mais
également de regrouper automatiquement les composantes qui appartiennent à
la même source. On voit clairement de (5.54) que pour un indice de source n
donné, la k-ième composante w(f, k)h(k, ⌧) est caractérisée par Rn(f), 8k 2 Kn,
8f, ⌧ . Autrement dit, on peut voir Rn(f) comme une indicatrice pour regrouper
les composantes w(f, k)h(k, ⌧), 8f, ⌧ . Cependant, comme Rn(f) est une matrice à
valeur complexe, le calcul (l’algorithme 12 et l’algorithme 13) prend beaucoup de
temps. Dans le chapitre 8, nous illustrons que le regroupement peut être simplifié
si l’on ajoute une hypothèse de parcimonie forte sur les sources.
Sur la base du même modèle statistique que [AOD+10], les auteurs de [SKAU13]
ont généralisé la divergence IS dans le cas multicanal puis développé les règles de
mise à jour multiplicatives pour le problème de séparation. Bien que l’algorithme
puisse être initialisé de manière aléatoire, il est sensible à l’initialisation du re-
groupement des motifs fréquentiels, ce qui rend le résultat de séparation instable.
Les auteurs de [KOS+16] ont stabilisé l’algorithme de [SKAU13] en combinant la
NMF avec l’analyse en vecteurs indépendants (IVA, Independent Vector Analysis),
mais l’approche dérivée ne fonctionne que dans le scénario déterminé par la nature
d’IVA.
5.2 Approximation "convolutive" en bande étroite
Nous rappelons d’abord le modèle de mélange dans le domaine temporel (1.3) :
xm(t) =
NX
n=1
simgmn (t), (5.63)
où simgmn est l’image de la source n au capteur m :
simgmn (t) =
KX
l=1
amn(l)sn(t  l). (5.64)
L’approximation (5.2) n’est théoriquement valable que si la longueur de la ré-
ponse impulsionnelle du filtre de mélange est inférieure à la longueur de la fenêtre
de Gabor. En pratique, cela est rarement le cas, puisque la fenêtre de Gabor est li-
mitée pour assurer la stationnarité locale des signaux audio [LGH17]. Pour pallier
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l’inconvénient de l’approximation en bande étroite, une approximation convolu-
tive de la fonction de transfert est introduite dans [AC07b, TCG09] qui est éga-
lement appelée approximation de filtrage en sous-bandes [GVMGO16]. L’image
d’une source est approchée par :
s̃imgmn (f, ⌧) =
LX
l=0
ãmn(f, l)s̃n(f, ⌧   l), (5.65)
où ãmn(f, l) est la réponse impulsionnelle dans le domaine temps-fréquence et L
est la longueur du noyau de convolution. Avec les notations vectorielles, il peut
être écrit comme :
˜x(f, ⌧) =
NX
n=1
L 1X
l=0
˜an(f, l)s̃n(f, ⌧   l). (5.66)
Le noyau de convolution dans le domaine temps-fréquence ãmn(f, ⌧) est lié à
la réponse impulsionnelle dans le domaine temporel amn(t) par :
ãmn(f, ⌧) = [amn(t) ⇤ ⇣f (t)] |t=⌧T/Lt , (5.67)
qui représente la convolution par rapport à l’indice de temps t évalué avec une
résolution de T/Lt qui est défini dans (2.6), avec
⇣f (t) = e
2⇡ift/LF
X
j
'(j)'̃(t+ j), (5.68)
où LF est le nombre de bandes fréquentielles. '(j) et '̃(j) désignent respectivement
les fenêtres d’analyse et de synthèse de la transformée de Gabor [LGH17] (voir la
section 2.1.2 pour plus de détails).
Ce modèle a été utilisé pour la séparation non-aveugle [LGH17] (les filtres
de mélange sont connus). Le cas aveugle pour ce modèle était considéré comme
étant coûteux en termes de calculs en raison du grand nombre de coefficients à
estimer [GVMGO16].
5.3 Modèle en bande large
Les auteurs de [KVG10] ont plaidé pour un retour à la modélisation dans le
domaine temporel, tout en exploitant la parcimonie des sources dans le domaine
temps-fréquence. Cette étude a été le point de départ d’études ultérieures visant à
définir des pénalités sur les filtres de mélange dans le domaine temporel [VBGB14].
5.3.1 L’opération de mélange convolutif et ses opérateurs
adjoints
Nous rappelons le modèle convolutif avec du bruit dans le domaine temporel :
xm(t) =
NX
n=1
amn(t) ⇤ sn(t) + nm(t). (5.69)
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Avec des notations matricielles, le modèle peut être réécrit comme dans (1.7) :
X = A ? S+N, (5.70)
où
— X 2 RM⇥T est la matrice d’observation,
— A 2 RM⇥N⇥K est le système de mélange,
— S 2 RN⇥T est la matrice des sources,
— N 2 RN⇥T dénote le bruit.
L’opérateur ? est l’opérateur de mélange convolutif de RN⇥T ! RM⇥T . Cet
opérateur est une combinaison de la convolution et du processus de mélange. Pour
définir ses opérateurs adjoints par rapport aux sources S et par rapport au système
de mélange A, nous avons d’abord réexaminé l’opérateur de convolution par la
proposition suivante :
Proposition 9. Étant donné un s 2 CT , et un noyau de convolution a 2 CL, la
convolution définie par :
x(t) =
L 1X
l=0
a(l)s(t  l) (5.71)
peut être représentée sous forme matricielle comme :
x = As, (5.72)
où x 2 CT et A 2 CT⇥T s’écrit :
A =
0
BBBBB@
a(L) a(L  1) . . . a(1) 0 . . . 0
0 a(L) a(L  1) . . . a(1) . . . 0
...
... . . . . . . . . . . . .
...
0 0 . . . 0 0 a(L) a(L  1)
0 0 . . . 0 0 0 a(L)
1
CCCCCA
. (5.73)
Normalement, la longueur du signal après la convolution est supérieure à la
longueur du signal d’origine. Dans cette thèse, par souci de simplicité, nous im-
pliquons une troncature après la convolution pour que x et s soient de même
longueur.
Avec la proposition précédente, nous définissons l’opérateur adjoint de la convo-
lution par rapport au noyau a et réécrivons le processus de mélange convolutif.
Définition 10. Etant donné un signal x 2 CT et un noyau de convolution a 2 CL,
pour la convolution qui est défini dans (5.71), l’opérateur adjoint par rapport au
noyau a peut être représenté par la multiplication matricielle suivante :
  = AHx, (5.74)
où la matrice A est affichée dans (5.73).
Proposition 11. Supposons que s1, s2, . . . , sN 2 CT sont N signaux de source et
x1,x2, . . . ,xM sont M signaux d’observation sous forme de vecteurs. Amn est le
noyau de convolution de la n-ième source au m-ième capteur sous forme matricielle
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comme dans (5.73). Alors l’opérateur de mélange convolutif peut être formulé avec
une multiplication matricielle entre une matrice par bloc construite par Amn et un
vecteur de concaténation des sn :
0
BBB@
x1
x2
...
xM
1
CCCA
=
0
BBB@
A11 A12 . . . A1N
A21 A22 . . . A2N
...
... . . .
...
AM1 AM2 . . . AMN
1
CCCA
0
BBB@
s1
s2
...
sN
1
CCCA
. (5.75)
Avec la proposition ci-dessus, nous trouvons maintenant l’opérateur adjoint du
mélange convolutif par rapport au système de mélange. La proposition suivante
présente le résultat.
Proposition 12. Supposons que  1, 2, . . . , N 2 CT sont N signaux de source
et x1,x2, . . . ,xM sont M signaux d’observation sous forme des vecteurs. Amn est
le noyau de convolution de la n-ième source au m-ième capteur sous forme matri-
cielle comme dans (5.73). L’opérateur adjoint du mélange convolutif par rapport
au système de mélange est un opérateur linéaire et peut être exprimé avec la mul-
tiplication matricielle suivante :
0
BBB@
 1
 2
...
 N
1
CCCA
=
0
BBB@
AH11 AH21 . . . AHN1
AH12 AH22 . . . AHN2
...
... . . .
...
AH1M AH2M . . . AHNM
1
CCCA
0
BBB@
x1
x2
...
xM
1
CCCA
. (5.76)
Afin d’adapter aux notations matricielles dans (5.70), dans ce qui suit, nous
utilisons :
⌃ = AH ?X (5.77)
pour cet opérateur.
La proposition suivante montre que l’opérateur de convolution peut être ex-
primé en utilisant une autre forme de multiplication matricielle.
Proposition 13. Pour un signal s 2 CT et un noyau de convolution a 2 CL
donné, la convolution définie par (5.71) peut être représentée sous forme matricielle
comme :
x = Sa, (5.78)
où S 2 CT⇥L est
S =
0
BBBBB@
s(L) s(L  1) s(L  2) . . . s(1)
s(L+ 1) s(L) s(L  1) . . . s(2)
...
...
... . . .
...
0 . . . 0 s(T ) s(T   1)
0 . . . 0 0 s(T )
1
CCCCCA
. (5.79)
La proposition ci-dessus conduit à la définition suivante :
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Définition 14. Pour un signal s 2 CT et un noyau de convolution donné b 2 CL,
l’opération adjointe de la convolution définie dans (5.71) par rapport à la source s
peut être représenté par la multiplication matricielle suivante :
b = SHx, (5.80)
où la matrice S est définie dans (5.79).
Avec la proposition 13, nous montrons une autre expression du mélange convo-
lutif par la proposition suivante :
Proposition 15. Supposons que s1, s2, . . . , sN 2 CT sont N signaux de source
et x1,x2, . . . ,xM sont M signaux d’observation sous forme de vecteurs. amn est
le noyau de convolution de la n-ième source au m-ième capteur sous forme de
vecteur. Alors le m-ième mélange peut être exprimé comme :
xm =
X
n
Snamn, (5.81)
où Sn est construie à partir de sn sous la forme de (5.79).
Cette proposition conduit à la définition de l’opérateur suivant :
Définition 16. Supposons que s1, s2, . . . , sN 2 CT sont N signaux de source et
x1,x2, . . . ,xM sont M signaux d’observation sous forme de vecteurs. l’opérateur
adjoint du mélange convolutif par rapport à la source s est de CM⇥T ! CM⇥N⇥L,
et peut être représenté par :
bmn = SHn xm, (5.82)
où Sn est construie à partir de sn sous la forme de (5.79).
Afin d’adapter au modèle de mélange (5.70), dans ce qui suit, nous désignons
cet opérateur comme :
B = X ? SH . (5.83)
5.3.2 Séparation de source non aveugle
On considère le problème de séparation non aveugle pour les applications audio,
ce qui signifie que le système de mélange est connu. Nous désignons   2 CT⇥K
l’opérateur de Gabor qui préserve l’énergie telle que
S = ↵ H , (5.84)
où ↵ 2 CN⇥K sont les coefficients de synthèse des sources S. Les auteurs
de [KVG10] ont formulé la séparation en tant que problème d’optimisation comme
suit :
min
↵
1
2
kX A ?↵ Hk2F +  g(↵). (5.85)
La fonction g est le terme de régularisation. Le choix de la norme `1 pour ce terme
de régularisation est connu pour induire la parcimonie sur le plan temps-fréquence :
min
↵
1
2
kX A ?↵ Hk2F +  k↵k1. (5.86)
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Un tel problème de minimisation d’une combinaison linéaire de norme `2 et `1
est connu comme la poursuite de base [CDS01] dans le domaine de traitement du
signal et LASSO (Least Absolute Shrinkage and Selection Operator) [FHT01] en
statistique (voir la section 2.3.1 pour plus de détails).
Cependant, l’utilisation de la norme `1 a un inconvénient. Comme   est l’hy-
perparamètre qui équilibre entre l’attache aux données et le terme de régularisa-
tion, lorsque   est grand, l’influence du terme de régularisation est plus forte, par
conséquent la plupart des coefficients de Gabor estimés d’une source sont mis à
zéro. En particulier, les hautes fréquences sont généralement neutralisées, car les
coefficients de Gabor associés ont des valeurs absolues plus faibles. Pour contour-
ner ce comportement indésirable, l’utilisation de la norme mixte `1,2 est proposée
dans [KVG10] :
k↵k21,2 =
X
⌧,f
 
NX
n=1
|↵n(f, ⌧)|
!2
. (5.87)
Si la minimisation de la norme `1 induit la parcimonie sur l’ensemble de la matrice
considérée, la minimisation de la norme `1,2 induit la parcimonie pour chaque case
temps-fréquence. Par conséquent, cette norme favorise la disjonction maximale
des représentations temps-fréquence, sans contraindre la proportion de coefficients
Gabor significatifs pour chaque source.
Nous écrivons la formulation avec la norme `1,2 ici et nous nous référons à cette
formulation comme E-LASSO dans ce qui suit :
min
↵
1
2
kX A ?↵ Hk2F +  k↵k21,2. (5.88)
Les problèmes d’optimisation (5.86) et (5.88) sont convexes mais non diffé-
rentiables. Les auteurs de [KVG10] ont abordé ces problèmes avec l’algorithme
FISTA (voir la section 2.4.2 pour plus de détails). Nous notons la fonction
Q(↵) = 12kX   A ? ↵ 
Hk2F et donc rQ(↵) =  AH ? (X   A ? ↵ H) . Nous
présentons la forme générale de l’algorithme pour les deux problèmes dans l’algo-
rithme 14.
Algorithme 14 : FISTA pour LASSO (5.86) et E-LASSO (5.88)
Initialisation : ↵(1) 2 CN⇥K , z(1) = ↵(1), j = 1,
repeat
rQ(z(j)) =  AH ? (X A ? z(j) H)  ;
↵(j+1) = S⇤ /L
⇣
z(j)   rQ(z(j))
L
⌘
;
z(j+1) = ↵(j+1) + j
j+4(↵
(j+1)  ↵(j)) ;
j = j + 1;
until convergence;
Dans l’algorithme 14, l’opérateur S⇤ /L dépend de la norme utilisée. Pour le
LASSO, l’opérateur de seuillage S⇤ /L est un seuillage doux (2.27). On peut se
référer à [KVG10] pour l’opérateur de seuillage correspondant au E-LASSO. L
est la constante de Lipschitz de la fonction rQ(↵) et elle peut être calculée par
l’itération de puissance dans l’algorithme 15.
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Algorithme 15 : Calcul de la constante de Lipschitz en utilisant l’itération
de puissance
Initialisation : V 2 CN⇥K ;
repeat
W = (AH ?A ?V H)  ;
L = kWk1 ;
V = W
L
;
until convergence;
5.3.3 Estimation du système de mélange
Dans [BSVG14], les auteurs se concentrent sur la contrepartie du problème de
séparation de source non aveugle : l’estimation de la réponse impulsionnelle de la
pièce (RIR) en supposant que les sources et les signaux d’observations sont connus.
Basé sur le modèle convolutif (5.70), les auteurs formulent le problème comme
une optimisation :
argmin
A
1
2
kX A ? Sk2F +  P(A). (5.89)
Le choix de la pénalité P(A) dépend des hypothèses sur les RIRs A (on peut
voir dans la figure 5.2 l’illustration d’une réponse impulsionnelle d’une pièce).
Les études sur la déréverbération ou l’interpolation de RIR ont supposé que les
RIRs sont formés par des échos à des instants distincts, de sorte qu’ils sont par-
cimonieux [LCKL07,SAG10,MDO11]. La théorie statistique de l’acoustique de la
pièce [Kut16] suppose que les échantillons d’une RIR suivent une distribution gaus-
sienne avec une enveloppe d’amplitude décroissante de façon exponentielle. Plus
précisément, compte tenu du temps de réverbération de la pièce RT60, l’enveloppe
d’amplitude est définie par :
⇢(t) =  10 3t/RT60 , (5.90)
où   est un facteur de l’échelle.
Sur la base des deux hypothèses ci-dessus, les auteurs de [BSVG14] ont proposé
quatre pénalités :
P1(A) = k
A
 
k1 =
X
m,n,t
|amn(t)|
 
, (5.91)
P2(A) =
1
2
kA
 
k22 =
X
m,n,t
|amn(t)|2
2 2
, (5.92)
P1,⇢(A) =
X
m,n,t
|amn(t)|
⇢(t)
, (5.93)
P2,⇢(A) =
X
m,n,t
|amn(t)|2
2⇢2(t)
. (5.94)
Ces quatre pénalités favorisent différentes propriétés et aboutissent à des résultats
différents. Il est montré dans [BSVG14] par des expériences que P1,⇢(A) et P2,⇢(A)
97
5.3.3 - Estimation du système de mélange
temps (ms)
0 20 40 60 80 100 120
am
pl
itu
de
-0.02
-0.01
0
0.01
0.02
0.03
0.04
0.05
Figure 5.2 – Illustration d’une réponse impulsionnelle d’une pièce pour un temps
de réverbération RT60 = 130 ms.
conduisent à des meilleures performances. On peut se référer à [BSVG14] pour une
discussion plus détaillée.
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CHAPITRE 6. SÉPARATION NON AVEUGLE DES MÉLANGES
CONVOLUTIFS SOUS-DÉTERMINÉS PAR SEUILLAGE STRUCTURÉ
Dans ce chapitre, nous considérons le problème de séparation des mélanges
convolutifs dans le cas sous-déterminé pour les sources audio. Nous supposons
que les noyaux de convolution sont connus ou estimés parfaitement. Cependant
même si les noyaux sont connus, ce problème de séparation reste difficile. Dans
le cas sous-déterminé, nous avons moins de microphone que de sources. De plus,
les mélanges convolutifs nous obligent à effectuer la séparation et la déconvolu-
tion en même temps. Sur la base de l’hypothèse de parcimonie, nous avons lié
le Windowed-Group-Lasso [KSD13] au problème de séparation pour obtenir une
représentation parcimonieuse plus fiable. Ensuite, nous intégrons le modèle mor-
phologique/hybride dans le modèle en étudiant l’utilisation de l’union de deux
trames de Gabor.
Ce chapitre est l’objet de la publication [FK14] dans la conférence ICASSP.
6.1 Modèle et formulation
Nous rappelons tout d’abord le modèle des mélanges convolutifs dans le do-
maine temporel avec un bruit additif (5.70) :
X = A ? S+N, (6.1)
où
— X 2 RM⇥T est la matrice d’observation,
— A 2 RM⇥N⇥K est le système de mélange,
— S 2 RN⇥T est la matrice des sources,
— N 2 RM⇥T dénote le bruit.
Les auteurs de [KVG10] ont proposé un problème d’optimisation parcimonieuse
pour ce type de mélanges :
min
↵
1
2
kX A ?↵ Hk2F +  k↵k1, (6.2)
et ils ont proposé d’utiliser l’algorithme FISTA pour le résoudre. Nous montrons
que cette méthode peut être améliorée en utilisant le Windowed-Group-Lasso et
le modèle morphologique/hybride [DT02,ESDQ05].
6.2 Windowed-Group-Lasso : un opérateur de
seuillage structuré
Quand on regarde les coefficients d’analyse temps-fréquence d’un signal audio,
on peut remarquer qu’il existe un effet de groupement des coefficients en temps et
en fréquence. L’une des limitations principales de l’estimation de LASSO (6.2) est
que tous les coefficients sont traités de façon indépendante. Cependant, l’utilisation
d’une pénalité de type Group-Lasso [YL06] n’est pas directement possible sur les
coefficients temps-fréquence. Plus précisément, on ne peut définir les groupes indé-
pendants comme une information a priori à prendre en compte dans l’optimisation.
Pour éviter cela, certains auteurs ont étudié différents types de Group-Lasso avec
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chevauchement, comme dans [JOV09, Bay11]. Cependant, la performance de ces
méthodes est limitée en raison du coût de calcul élevé.
Groupement 
fréquentiel
Groupment
temporel
Figure 6.1 – Illustration de groupement dans le plan temps-fréquence d’un signal
audio.
Dans ce chapitre, la stratégie choisie pour obtenir une représentation parci-
monieuse plus fiable est d’utiliser l’opérateur de seuillage structuré : Windowed-
Group-Lasso (WG-Lasso). L’opérateur de WG-Lasso a été d’abord défini
dans [KT09] et étudié plus en profondeur dans [KSD13]. L’idée est d’utiliser l’infor-
mation de voisinage d’un coefficient donné à l’intérieur des opérateurs de seuillage,
afin d’exploiter les propriétés de persistance temps-fréquence. En utilisant cette
structure de voisinage, WG-Lasso est défini par l’opérateur suivant, pour chaque
indice temps-fréquence (f, ⌧) :
SWGL  (↵(f, ⌧)) = ↵(f, ⌧)
0
@
1   qP
f 0,⌧ 02N (f,⌧) |↵(f 0, ⌧ 0)|2
1
A
+
, (6.3)
où N (f, ⌧) représente le voisinage de l’indice (f, ⌧) et il est pré-défini en pratique.
Cet opérateur de seuillage nous permet de sélectionner un coefficient si l’énergie
de son voisinage est suffisamment grande. Par conséquent, un "gros" coefficient
isolé peut être écarté, mais un "petit" coefficient au milieu des grands peut être
conservé. L’opérateur de WG-Lasso est une généralisation du seuillage doux (2.28) :
si le voisinage ne contient qu’un seul élément, il revient au seuillage doux classique.
Nous notons Q(↵) = 12kX A ?↵ 
Hk2F et L la constante de Lipschitz de
rQ(↵) =  AH ? (X A ?↵ H)  (6.4)
qui peut être calculée par l’algorithme 15. Avec l’opérateur SWGL  définié ci-
dessus (6.3), nous présentons l’algorithme proposé dans l’algorithme 16 qui est
simplement une généralisation de l’algorithme 14.
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Algorithme 16 : FISTA avec WGL
Initialisation : ↵(1) 2 CN⇥K , z(1) = ↵(1), j = 1,
repeat
rQ(z(j)) =  AH ? (X A ? z(j) H)  ;
↵(j+1) = SWGL /L
⇣
z(j)   rQ(z(j))
L
⌘
;
z(j+1) = ↵(j+1) + j
j+4(↵
(j+1)  ↵(j)) ;
j = j + 1;
until convergence;
6.3 Analyse en composantes morphologiques
Dans [DT02] et [ESDQ05], les auteurs ont supposé qu’un signal peut être ex-
primé comme la somme de deux couches morphologiques. L’hypothèse sous-jacente
est que chaque classe de composantes a une décomposition parcimonieuse dans une
trame spécifique. Plus précisément, pour les sources audio S :
S = Ston + Strans = ↵ton 
H
ton +↵trans 
H
trans, (6.5)
où  ton 2 CT⇥Kton est une trame de Gabor adapté aux signaux tonals et
 trans 2 CT⇥Ktrans aux transitoires. ↵ton 2 CN⇥Kton et ↵trans 2 CN⇥Ktrans sont
respectivement les coefficients de synthèse de S dans les deux couches. L’avantage
d’une telle décomposition est qu’il nous permet d’exploiter les modèles de signal
dans chaque couche morphologique. On peut se référer à [GN03] pour une étude
plus théorique des décompositions hybrides.
Étant donné le modèle hybride (6.5) ci-dessus, une façon naturelle de généraliser
la méthode LASSO (6.2) est de remplacer la décomposition utilisant une seule
trame de Gabor par une décomposition avec deux trames de Gabor :
min
↵
ton
,↵
trans
1
2
kX A?(↵ton Hton+↵trans Htrans)k2F+  (µgton(↵ton) + (1  µ)gtrans(↵trans)) .
(6.6)
où   est un hyperparamètre équilibrant l’attache aux données et les régularisations.
0  µ  1 est un hyperparamètre équilibrant les deux régularisations tonale gton
et transitoire gtrans. Ces deux pénalités peuvent être la norme `1, et peuvent aussi
être la pénalité qui correspond au seuillage WGL, même si une telle pénalité n’a
pas forcément une expression explicite.
Nous notons
Q(↵ton,↵trans) =
1
2
kX A ? (↵ton Hton +↵trans Htrans)k2F , (6.7)
et donc
r↵
ton
Q(↵ton,↵trans) =  AH ?
 
X A ? (↵ton Hton +↵trans Htrans)
 
 ton, (6.8)
r↵
trans
Q(↵ton,↵trans) =  AH ?
 
X A ? (↵ton Hton +↵trans Htrans)
 
 trans. (6.9)
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L’algorithme 16 peut être généralisé dans l’algorithme 17. Dans l’algorithme 17, L1
est L2 sont respectivement les constantes de Lipschitz de r↵
ton
Q(↵ton,↵trans) et
r↵
trans
Q(↵ton,↵trans) et peuvent être calculées avec l’algorithme 15. Les voisinages
pour les opérateurs SWGL,1 /L1 et S
WGL,2
 /L2
sont pré-définis et peuvent être différents
pour s’adapter à la couche tonale et à la couche transitoire. Ces paramètres seront
étudiés dans la section d’expérimentation suivante.
Algorithme 17 : FISTA avec WGL et deux trames de Gabor
Initialisation : ↵(1)ton 2 CN⇥Kton , ↵
(1)
trans 2 CN⇥Ktrans , z
(1)
ton = ↵
(1)
ton,
z
(1)
trans = ↵
(1)
trans, j = 1.
repeat
rz
ton
Q(z
(j)
ton, z
(j)
trans) =  AH ?
⇣
X A ? (z(j)ton Hton + z
(j)
trans 
H
trans)
⌘
 ton ;
rz
trans
Q(z
(j)
ton, z
(j)
trans) =  AH ?
⇣
X A ? (z(j)ton Hton + z
(j)
trans 
H
trans)
⌘
 trans ;
↵(j+1)ton = SWGL,1 /L1
✓
z
(j)
ton  
rz
ton
Q(z
(j)
ton
,z
(j)
trans
)
L1
◆
;
↵(j+1)trans = SWGL,2 /L2
✓
z
(j)
trans  
rz
trans
Q(z
(j)
ton
,z
(j)
trans
)
L2
◆
;
z
(j+1)
ton = ↵
(j+1)
ton +
j
j+4(↵
(j+1)
ton  ↵
(j)
ton);
z
(j+1)
trans = ↵
(j+1)
trans +
j
j+4(↵
(j+1)
trans  ↵
(j)
trans);
j = j + 1
until convergence;
6.4 Expériences
Après la présentation de la configuration expérimentale, nous évaluons les algo-
rithmes proposés dans le cas sous-déterminé. Plus précisément, nous étudions les
influences de la taille des fenêtres de Gabor et celle des voisinages pour l’opérateur
SWGL et également le bénéfice du modèle hybride.
6.4.1 Configuration expérimentale
Pour les expériences présentées dans ce chapitre, nous avons évalué les algo-
rithmes pour dix ensembles de sources de paroles masculines et/ou féminines de
différentes nationalités et dix ensembles de sources de musique (voix chantante et
divers instruments). Les signaux ont été échantillonnés à 11 kHz. Les systèmes de
mélange ont été simulés par la technique d’image [SK02]. Le nombre de micro-
phones et le nombre de sources ont été respectivement fixés à 2 et à 4. La distance
entre deux microphones a été fixé à d = 1 m et le temps de réverbération était
RT60 = 250 ms.
Dans toutes les expériences, la transformée de Gabor a été calculée avec des
fenêtres ajustées et un chevauchement de 50% à l’aide de la boîte à outils lt-
fat [STB12]. Le centre des voisinages est toujours choisi comme l’échantillon consi-
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déré pour SWGL. Afin d’évaluer uniquement les différentes méthodes en fonction
de l’efficacité de séparation des sources, nous n’avons pas ajouté du bruit. Afin
d’éviter une évaluation complexe des hyperparamètres   et µ dans (6.6), nous
choisissons le paramètre le plus naturel, c’est-à-dire   ! 0 (en pratique, nous
avons choisi   = 10 8) pour obtenir une reconstruction parfaite du mélange (et
ensuite, ne pas effectuer de débruitage) et µ = 0.5 afin de ne pas favoriser une
couche spécifique. On peut certainement améliorer les résultats en jouant avec ces
hyperparamètres, au prix d’un coût de calcul supplémentaire.
Les performances de séparation ont été évaluées à l’aide du rapport si-
gnal/distorsion (SDR) et du rapport signal/interférence (SIR) [VGF06].
6.4.2 Modèle monocouche
Nous illustrons tout d’abord l’avantage de la parcimonie structurée (WGL) sur
le LASSO, c’est-à-dire dans le cas où un seul dictionnaire de Gabor est utilisé.
Dans ce cas, il reste principalement deux paramètres pour influencer la qualité de
séparation : la taille de la fenêtre de Gabor et la taille du voisinage pour WGL.
Nous rappelons que WGL se réduit à seuillage doux classique lors que la taille du
voisinage est 1.
On présente sur les figures 6.2 et 6.3 les variations du SDR et du SIR en fonction
de la taille du voisinage, pour différentes tailles des fenêtres. La forme du voisinage
est sur la ligne horizontale du spectrogramme afin de tenir compte de la structure
dans la direction temporelle.
Notons que le SDR du LASSO pour les sources de parole atteint sa valeur maxi-
male (7.9 dB) lorsque la fenêtre de Gabor est de 512 échantillons (46.5 ms) et que le
maximum (8.6 dB) du WG-Lasso est atteint avec la même largeur de fenêtre quand
la taille du voisinage est 3. Pour les sources musicales, le SDR (6.1 dB) maximum
de LASSO est obtenue lorsque la fenêtre est de 1024 échantillons (93, 1 ms) et que
le maximum (6.7 dB) de WG-Lasso est atteint avec une fenêtre de 512 échantillons.
Cependant, la différence entre la performance (SDR et SIR) de WG-Lasso avec la
fenêtre de 512 échantillons et 1024 échantillons n’est pas significative.
On remarque que l’algorithme avec WG-Lasso est relativement robuste au choix
du voisinage : il y a une augmentation significative de la performance du Lasso au
WG-Lasso avec le voisinage égale à 3, mais élargir encore le voisinage n’améliore pas
les performances. Les mêmes remarques s’appliquent pour le SIR qui est également
amélioré.
En conclusion, dans le cas où il n’y en a qu’une seule trame de Gabor (la décom-
position morphologique n’est pas prise en considération), la meilleure performance
est atteint lorsque la fenêtre de Gabor a une taille de 512 échantillons et la taille
du voisinage est de 3 pour les mélanges de parole et de musique.
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Figure 6.2 – Performances de séparation pour différentes tailles du voisinage pour
WG-Lasso pour les sources de parole.
6.4.3 Modèle hybride
Nous présentons ici les résultats avec le modèle hybride. Dans ce cas, les choix
des paramètres sont plus délicats : la taille de la fenêtre de Gabor pour les deux
couches est variable, de même que la taille du voisinage pour WGL.
Taille des fenêtres de Gabor pour LASSO avec deux trames de Gabor
Nous évaluons d’abord l’algorithme avec décomposition morphologique, mais
seulement avec l’opérateur de seuillage doux classique. Dans ce cas, la taille de la
fenêtre de Gabor varie de 28 (23.3 ms) à 211 (186.2 ms) pour la partie tonale et
de 25 (2.9 ms) à 28 pour la partie transitoire. Les tableaux 6.1 et 6.2 illustrent la
variation des SDR et SIR.
Table 6.1 – SDR/SIR avec différentes tailles de fenêtres de Gabor pour les sources
de parole.
Taille de la fenêtre pour la partie tonale
256 512 1024 2048
Taille de la
fenêtre pour
la partie transitoire
32 6.5/11.9 8.0/13.9 7.7/13.5 6.3/12.0
64 6.2/11.7 7.8/13.7 7.5/13.3 6.2/11.8
128 6.0/11.4 7.7/13.6 7.4/12.3 6.2/12.0
256 6.3/12.2 7.7/13.7 7.8/13.9 7.1/13.1
Comme le montrent les tableaux, la meilleure condition pour les sources de pa-
role est la fenêtre de longueur 512 pour la partie tonale et 32 pour la transitoire ; le
meilleur pour les sources de musique est la fenêtre de longueur 2048 pour le tonal
et 256 pour le transitoire. Par ailleurs, on constate que la performance est relative-
ment robuste par rapport au choix de la fenêtre de Gabor pour la partie transitoire
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Figure 6.3 – Performances de séparation pour différentes tailles du voisinage pour
WG-Lasso pour les sources de musique.
Table 6.2 – SDR/SIR avec différentes tailles de fenêtres de Gabor pour les sources
de musique
Taille de la fenêtre pour la partie tonale
256 512 1024 2048
Taille de la
fenêtre pour
la partie transitoire
32 4.6/8.0 5.3/8.5 5.8/8.9 5.9/8.9
64 4.6/8.0 5.4/8.6 5.9/9.1 6.0/9.1
128 4.9/8.2 5.4/8.7 6.0/9.2 6.2/9.3
256 5.1/9.0 5.4/8.7 6.0/9.3 6.2/9.3
pour les deux types de source. Pour les signaux de parole, les tendances observées
lorsque l’on considère le choix de la fenêtre pour la partie tonale sont similaires aux
tendances lorsqu’une trame Gabor est utilisée. Cependant, des tendances similaires
n’apparaissent pas pour les sources musicales.
Taille des voisinages pour WG-Lasso avec la décomposition morpholo-
gique
Maintenant, nous prenons en considération la décomposition morphologique et
l’opérateur de seuillage structuré SWGL. Dans ce cas, pour les signaux de parole,
nous avons d’abord fixé la taille de la fenêtre de Gabor pour la couche tonale à
512 échantillons et à 32 pour la couche transitoire. La taille des voisinages pour
les deux couches varie entre 1 et 9. Pour la partie tonale et la partie transitoire,
les voisinages sont sur les points temps-fréquence adjacents sur la ligne horizontale
verticale du spectrogramme du spectrogramme, respectivement. La performance
est présentée dans le tableau 6.3.
On voit que la meilleure performance est atteinte lorsque le voisinage est de 3
pour la couche tonale et 5 pour la transitoire. En plus d’améliorer le SDR et le SIR,
l’algorithme est également robuste par rapport au choix des voisinages lorsque la
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Table 6.3 – Performance (SDR/SIR) du WG-Lasso à deux couches en fonction
de la taille différente de voisinage pour les signaux de parole
Signaux de parole, fenêtres 512-32 Taille du voisinage pour la partie tonale
1 3 5 9
Taille du
voisinage pour
la partie transitoire
1 8.0/13.9 8.4/14.0 7.7/13.1 6.7/11.9
3 8.2/14.2 9.0/14.7 8.4/13.9 7.7/12.8
5 8.2/14.2 9.0/14.8 8.5/14.0 7.8/12.9
9 8.1/14.2 9.0/14.8 8.4/13.9 7.7/12.8
Signaux de parole, fenêtres 256-32 Taille du voisinage pour la partie tonale
1 3 5 9
Taille du
voisinage pour
la partie transitoire
1 6.5/11.9 7.9/13.2 7.7/13.0 7.0/12.2
3 6.7/12.2 8.6/14.0 8.6/13.9 7.8/12.8
5 6.6/12.2 8.8/14.2 8.8/14.0 8.3/13.3
9 6.6/12.2 8.7/14.1 9.1/14.5 8.4/13.4
taille des voisinages est comprise entre 3 et 5.
Pour les sources musicales, nous définissons les tailles des fenêtres de Gabor
pour les deux couches à (2048, 256) et (512, 32) respectivement. Les performances
sont illustrées dans le tableau 6.4.
Table 6.4 – Performance (SDR/SIR) du WG-Lasso à deux couches en fonction
de la taille différente de voisinage pour les signaux de musique
Signaux de musique, fenêtres 2048-256 Taille du voisinage pour la partie tonale
1 3 5 9
Taille du
voisinage pour
la partie transitoire
1 6.2/9.3 6.7/9.6 6.7/9.5 6.5/9.3
3 6.4/9.5 7.1/9.9 7.2/10.0 7.1/9.8
5 6.3/9.4 7.0/9.9 7.1/9.9 7.1/9.7
9 6.1/9.3 6.8/9.7 7.0/9.7 7.0/9.6
Signaux de musique, fenêtres 512-32 Taille du voisinage pour la partie tonale
1 3 5 9
Taille du
voisinage pour
la partie transitoire
1 5.3/8.5 5.9/8.9 6.0/8.8 5.9/8.6
3 5.4/8.7 6.3/9.3 6.4/9.3 6.4/9.1
5 5.5/8.8 6.4/9.4 6.6/9.4 6.6/9.2
9 5.4/8.7 6.4/9.4 6.6/9.3 6.6/9.1
En conclusion, la meilleure performance avec décomposition morphologique est
obtenue lorsque les tailles des fenêtres sont (512,32) pour les signaux de parole,
et (2048,256) pour la musique. La taille des voisinages entre 3 et 5 semble être
favorable pour les deux types de sources.
Nous pouvons résumer tous les résultats dans le tableau 6.5, qui montre la
variation de SDR/SIR pour Lasso et WG-Lasso avec et sans la décomposition
morphologique. On peut remarquer que l’algorithme avec la décomposition mor-
phologique surpasse la méthode sans la décomposition morphologique pour Lasso
et WG-Lasso. Il est intéressant de noter que les performances sont améliorées de
plus de 1 dB en terme de SDR et de SIR pour la parole. Pour les signaux musicaux,
si le SDR est amélioré de 1 dB, le SIR reste le même.
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Table 6.5 – SDR/SIR : Deux Gabor vs Un Gabor
Lasso Lasso WG-Lasso WG-Lasso
+1Gabor +2Gabors +1Gabor +2Gabors
Signaux de parole 7.9/14.3 8.0/13.9 8.6/14.6 9.1/14.5
Signaux de musique 6.0/9.9 6.2/9.3 6.7/10.0 7.2/10.0
6.5 Conclusion
Dans ce chapitre, nous avons étudié de manière expérimentale le problème de
séparation de sources avec des mélanges convolutifs où le système de mélange est
connu. Sur la base de l’hypothèse de parcimonie, nous avons intégré l’opérateur
de seuillage structuré dans un algorithme existant. Nous avons également pris en
compte la décomposition morphologique. Nous avons montré par des expériences
que les algorithmes développés surpassaient les méthodes existantes pour les si-
gnaux de parole et les signaux musicaux.
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Dans ce chapitre, nous étudions le problème de séparation de source aveugle
pour les mélanges convolutifs sous-déterminés. Sur la base d’une approximation en
bande étroite, le problème est abordé en deux étapes : l’étape de séparation dans
chaque bande fréquentielle et l’étape d’alignement (ou résolution du problème de
permutation) qui permute l’ordre des sources estimées afin que les composantes
fréquentielles provenant d’une même source soient regroupées. Nous proposons un
algorithme qui se concentre sur l’étape de séparation aveugle par analyse en com-
posantes parcimonieuses. Ensuite, nous généralisons l’algorithme en utilisant le
modèle d’approximation convolutive en bande étroite. Diverses pénalités sont dis-
cutées pour le noyau de convolution. Nous montrons que les algorithmes proposés
fonctionnent mieux que les méthodes existantes.
7.1 Approximation "instantanée" en bande étroite
Sur la base de l’hypothèse de parcimonie des sources, nous formulons dans
cette section le problème de séparation en tant que problème d’optimisation dans le
domaine temps-fréquence. Nous proposons ensuite deux algorithmes pour résoudre
le problème avec garantie de convergence.
7.1.1 Modèle en bande étroite
Nous rappelons le modèle de mélanges convolutifs avec du bruit dans le domaine
temporel (5.1) :
xm(t) =
NX
n=1
amn(t) ⇤ sn(t) + nm(t), 1  t  T, 1  m M, (7.1)
où T est le nombre d’échantillons temporels. N est le nombre de sources et M est
le nombre d’observations.
Avec l’approximation "multiplicative" en bande étroite, le modèle dans le do-
maine temps-fréquence s’écrit dans l’équation (5.3) :
˜x(f, ⌧) =
NX
n=1
˜an(f)s̃n(f, ⌧) + ˜n(f, ⌧), 1  f  LF , 1  ⌧  LT , (7.2)
où LF est LT sont respectivement le nombre de composantes fréquentielles et de
trames temporelles dans le domaine temps-fréquence.
Nous formulons le processus de mélange dans la bande de fréquence f avec des
notations matricielles comme suit :
˜Xf = ˜Af ˜Sf + ˜Nf , (7.3)
où, pour la composante fréquentielle f :
— ˜Xf 2 CM⇥LT est la matrice d’observations,
— ˜Af 2 CM⇥N est la matrice des coefficients d’analyse des mélanges,
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— ˜Sf 2 CN⇥LT est la matrice des coefficients d’analyse des sources,
— ˜Nf 2 CM⇥LT est le bruit qui contient les coefficients Gabor du bruit additif
et aussi le résidu en raison de l’approximation en bande étroite.
Pour estimer les coefficients d’analyse des sources ˜Sf dans (7.3), par définition
(voir la section 2.1 pour plus de détails), idéalement, il faudrait que ˜Sf soit obtenue
par la transformée de Gabor des signaux sources correspondant. Autrement dit,
on doit estimer ˜Sf tel qu’il existe une matrice des sources S 2 RN⇥T qui satisfait
˜Sf = [S ]f , (7.4)
où   2 CT⇥K est le dictionnaire de Gabor défini dans (2.5) avec K le nombre
d’atomes. [·]f désigne la ligne f de la matrice. Cette tâche est un problème difficile
parce que cela rejoute des contraintes au problème. Pour contourner cette difficulté,
nous remplaçons les coefficients d’analyse ˜Sf par les coefficients de synthèse ↵f 2
CN⇥LT dans (7.3) et on obtient :
˜Xf = ˜Af↵f + ˜Nf . (7.5)
7.1.2 Parcimonie et séparation de source
Pour le modèle (7.5), l’hypothèse de parcimonie est souvent utilisée [SAM11,
WKSM07] (voir la section 5.1.1 pour plus de détails). Toutefois, la performance
de ces méthodes est limitée principalement parce que :
— Ces méthodes sont basées sur l’hypothèse de sources disjointes : dans chaque
case temps-fréquence, il n’y a qu’une seule source supposées active ou au
moins dominante. Cette hypothèse peut s’avérer trop forte en pratique.
— Ces méthodes sont basées sur la méthode de masquage, par conséquent
l’erreur de modèle due à l’approximation en bande étroite n’est pas prise
en compte.
— Les méthodes sont essentiellement développées dans des cas sans bruit et
peuvent être peu robuste à l’ajout d’un bruit additif.
Les deux premières limitations rendent les algorithmes existant principalement
adaptés pour le cas où le noyau de convolution est court par rapport à la fenêtre de
Gabor. Dans les applications audio, cette situation correspond à une réverbération
faible.
7.1.3 Formulation du problème
Sur la base de l’hypothèse de parcimonie, nous proposons d’estimer conjointe-
ment la matrice de mélange ˜Af et les sources ↵f dans chaque bande fréquentielle
f par le problème d’optimisation suivant :
min
Ãf ,↵f
k ˜Xf   ˜Af↵fk2F +  fk↵fk1 + g( ˜Af ), (7.6)
où g( ˜Af ) est la fonction indicatrice pour éviter des solutions triviales en raison de
l’ambiguïté d’échelle :
g( ˜Af ) = ıC( ˜Af ) =
⇢
0 si k˜af,nk = 1, n = 1, 2, . . . , N
+1 sinon. (7.7)
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où ˜af,n est la n-ième colonne de ˜Af .
Étant inspiré par la formulation (4.3), cette formulation présente les avantages
suivants :
— Dans (7.6), nous avons choisi la forme lagrangienne au lieu de l’optimisation
avec contrainte linéaire pour permettre l’erreur de reconstruction. Une telle
formulation nous permet de tenir compte du terme de bruit ˜Nf qui contient
le bruit additif et l’erreur de modèle.
— La régularisation `1 exploite la parcimonie des coefficients temps-fréquence
des sources, qui est une hypothèse moins forte que la disjonction des sources.
7.1.4 Algorithme
Le problème (7.6) est un problème d’optimisation avec un terme non convexe et
un terme non différentiable. Nous proposons d’utiliser l’algorithme PALM [BST13]
et BC-VMFB [CPR16] pour résoudre le problème. Ces deux algorithmes ont déjà
été utilisés pour les mélanges instantanés dans le chapitre 4.
N-PALM
La méthode PALM [BST13] est conçue pour traiter les problèmes d’optimisa-
tion non convexes. De la formule générale (2.34) présentée dans la section 2.4.3,
pour le problème (7.6), nous faisons les substitutions suivantes :
F (↵f ) =  k↵fk1,
Q(↵f , ˜Af ) =
1
2
k ˜Xf   ˜Af↵fk2F ,
G( ˜Af ) = ıC( ˜Af ),
(7.8)
et les choix particuliers :
t1,(j) = L1,(j), (7.9)
t2,(j) = L2,(j), (7.10)
où L1,(j) et L2,(j) sont respectivement les constantes Lipschitz de
r↵fQ(↵
(j)
f ,
˜A
(j)
f ) =   ˜A
(j)H
f (
˜Xf   ˜A(j)f ↵
(j)
f ), (7.11)
et
rÃfQ(↵
(j+1)
f ,
˜A
(j)
f ) =  ( ˜Xf   ˜A
(j)
f ↵
(j+1)
f )↵
(j+1)H
f . (7.12)
Nous présentons l’algorithme dans l’algorithme 18. Nous nous référons à cet
algorithme comme N-PALM ("Narrow band PALM") dans la suite.
Dans l’algorithme 18, PC est la projection de normalisation. L’hyperparamètre
  est présélectionné. Le choix de cet hyper-paramètre sera discuté lors des expé-
riences dans la section 7.3.
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Algorithme 18 : N-PALM
Initialisation : ↵(1)f 2 CN⇥LT , ˜A
(1)
f 2 CM⇥N , L
(1)
1 = k ˜A
(1)
f k2F , L
(1)
2 = k↵
(1)
f k2F ,
j = 1 ;
repeat
1. r↵fQ
⇣
↵(j)f ,
˜A
(j)
f
⌘
=   ˜A(j)
H
f
⇣
˜Xf   ˜A(j)f ↵
(j)
f
⌘
;
2. ↵(j+1)f = S /L(j)1
✓
↵(j)f   1L(j)1
r↵fQ(↵
(j)
f ,
˜A
(j)
f )
◆
;
3. rÃfQ(↵
(j+1)
f ,
˜A
(j)
f ) =  ( ˜Xf   ˜A
(j)
f ↵
(j+1)
f )↵
(j+1)H
f ;
4. ˜A(j+1)f = PC
✓
˜A
(j)
f   1L(j)2
rÃfQ(↵
(j+1)
f ,
˜A
(j)
f )
◆
;
5. L1,(j+1) = k ˜A(j+1)f k2F ;
6. L2,(j+1) = k↵(j+1)f k2F ;
7. j = j + 1 ;
until convergence;
N-Regu
L’algorithme ci-dessus peut être accéléré. Considérons le problème d’optimisa-
tion suivant :
min
Ãf ,↵f
1
2
k ˜Xf   ˜Af↵fk2F +
µ
2
k ˜Afk2F +  k↵fk1 + ıC( ˜Af ) (7.13)
Cette optimisation équivaut au problème (7.6). Nous proposons d’aborder le pro-
blème (7.13) en utilisant l’algorithme BC-VMFB [CPR13]. A partir de l’optimi-
sation sous forme générale (2.34), pour le problème (7.13), nous choisissons les
substitutions suivantes :
F (↵f ) =  k↵fk1,
Q(↵f , ˜Af ) =
1
2
k ˜Xf   ˜Af↵fk2F +
µ
2
k ˜Afk2F ,
G( ˜Af ) = ıC( ˜Af ),
(7.14)
et les choix particuliers :
U1,(j) = L1,(j)I,
U2,(j) =
@Q( ˜Af ,↵
(j+1)
f )
2
@2 ˜Af
= ↵(j+1)f ↵
(j+1)H
f + µI,
t1,(j) = t2,(j) = 1.
(7.15)
Étant similaire à l’algorithme 5 pour les mélanges instantanés, l’étape de mise
à jour de la matrice de mélange peut être écrite comme :
˜A
(j+1/2)
f =
˜Xf↵
(j+1)H
f (↵
(j+1)
f ↵
(j+1)H
f + µI)
 1,
˜A
(j+1)
f 2 proxU2,(j),ıC( ˜A
(j+1/2)
f ).
(7.16)
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Comme le choix du paramètre µ ne change pas le minimiseur de (7.13), en choi-
sissant µ suffisamment grand, la mise à jour de ˜Af devient :
˜A
(j+1/2)
f =
˜Xf↵
(j+1)H
f ,
˜a
(j+1)
f,n = ˜a
(j+1/2)
f,n /k˜a
(j+1/2)
f,n k, n = 1, 2, . . . , N,
(7.17)
où ˜a(j+1)f,n est la n-ième colonne de ˜A
(j+1)
f .
Nous donnons l’algorithme dans l’algorithme 19 et nous nous référons à cet
algorithme comme N-Regu ("Narrow band optimisation with REGUlarisation")
dans la suite.
Algorithme 19 : N-Regu
Initialisation : ↵(1)f 2 CN⇥LT , ˜A
(1)
f 2 CM⇥N , L(1) = k ˜A
(1)
f k2F , j = 1 ;
repeat
1. r↵fQ
⇣
↵(j)f ,
˜A
(j)
f
⌘
=   ˜A(j)
H
f
⇣
˜Xf   ˜A(j)f ↵
(j)
f
⌘
;
2. ↵(j+1)f = S /L(j)(↵
(j)
f   1L(j)r↵fQ(↵
(j)
f ,
˜A
(j)
f ) ;
3. ˜A(j+1)f = PC( ˜Xf↵
(j+1)H
f ) ;
4. L(j+1) = k ˜A(j+1)f k2F ;
5. j = j + 1 ;
until convergence;
7.2 Approximation "convolutive" en bande étroite
L’approximation multiplicative en bande étroite modélise bien la convolution
uniquement lorsque le noyau de convolution est plus petit que la longueur de la
fenêtre de Gabor. L’approximation "convolutive" en bande étroite est un modèle
plus général. Nous formulons dans cette section la séparation aveugle comme un
problème d’optimisation dont nous discutons la pénalité sur le noyau de convo-
lution dans le domaine temps-fréquence. Ensuite, nous proposons un algorithme
convergent pour résoudre le problème d’optimisation.
7.2.1 Modèle
Comme on l’a vu à la section 5.2, l’approximation "convolutive" en bande
étroite est une généralisation de l’approximation multiplicative en bande étroite.
En particulier, dans chaque bande de fréquence f (5.66) :
˜x(f, ⌧) =
NX
n=1
L 1X
l=0
˜an(f, l)s̃n(f, ⌧   l). (7.18)
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où L est la longueur de noyau de convolution dans le domaine temps-fréquence.
Avec l’opérateur de mélange convolutif ? défini à la section 5.3, le modèle peut
être réécrit comme :
˜Xf = ˜Af ? ˜Sf + ˜Nf , (7.19)
où ˜Xf , ˜Sf et ˜Nf sont définies dans (7.3). ˜Af 2 CM⇥N⇥L est le système de mélange
à la fréquence f tel que :
˜Af,mn⌧ = ãmn(f, ⌧), (7.20)
où ˜Af,mn⌧ est un élément scalaire de ˜Af à la position (m,n, ⌧). Par la suite, nous
notons également ˜Af,mn le vecteur de taille L dans ˜Af à la position (m,n).
L’opérateur de mélange convolutif ? est de CN⇥LT ! CM⇥LT . Lorsque L = 1,
ce modèle se réduit au modèle multiplicatif (7.5).
Les avantages pour la séparation de source multicanal du modèle convolu-
tif (7.19) par rapport à l’approximation multiplicative (7.3) ont été montrés
dans [LGH17] pour le cas non aveugle. Plus précisément, ce modèle d’approxi-
mation nous permet de prendre en compte la diffusion de l’information entre les
trames temporelles dans le domaine temps-fréquence pour mieux adapter la convo-
lution dans le domaine temporel, en particulier lorsque le noyau de convolution est
long (dans l’application audio, cela correspond à une réverbération plus forte).
Encore une fois, pour simplifier le problème, nous remplaçons les coefficients
d’analyse ˜Sf par les coefficients de synthèse ↵f . Il est alors naturel de remplacer
la multiplication dans (7.6) par la convolution :
min
Ãf ,↵f
k ˜Xf   ˜Af ?↵fk2F +  k↵fk1 + g( ˜Af ), (7.21)
où g( ˜Af ) est la contrainte de normalisation telle que :
g( ˜Af ) =
8
><
>:
0, si
sX
m,⌧
| ˜Af,mn⌧ |2 = 1,
+1, sinon.
(7.22)
qui est une contrainte de pénalité pour évider les solutions triviales. Dans ce qui
suit, nous considérons également un terme de régularisation pour le noyau de
convolution P( ˜Af ).
7.2.2 Régularisation pour les noyaux de convolution
Le système de mélange modélise la propagation entre les sources et les cap-
teurs, donc diffère selon les différentes applications. Dans l’application audio, ce
système de mélange modélise la réverbération de la pièce. Compte tenu de la salle
(taille, coefficient de réflexion des murs, etc.) et la position relative des sources
aux microphones, la réponse impulsionnelle de la pièce (RIR) suit des lois phy-
siques [GVMGO16]. Sur la base de la régularisation de la réponse impulsionnelle
de la pièce proposée dans [BSVG14] (voir la section 5.3.3 pour plus de détails),
nous considérons le terme de pénalité dans le domaine temps-fréquence.
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Le noyau dans le domaine temps-fréquence ãmn(f, ⌧) est directement lié au
noyau de convolution du domaine temporel amn(t) par :
ãmn(f, ⌧) = [amn(t) ⇤ ⇣f (t)] |t=⌧T/Lt . (7.23)
Cela montre qu’une pénalité peut également être considérée pour le noyau de
convolution dans le domaine temps-fréquence. Dans ce chapitre, nous nous concen-
trons sur la pénalité dans le domain temporel P2,⇢ pour forcer une amplitude qui
décroît de façon exponentielle. Un autre avantage de P2,⇢ est qu’il est différen-
tiable. Le terme de pénalité correspondant dans le domaine temps-fréquence pour
ãmn(f, ⌧) peut être écrit comme :
P( ˜Af ) =
X
m,n,⌧
|ãmn(f, ⌧)|2
2⇢̃2f (⌧)
, (7.24)
où ⇢̃f (⌧) est le coefficient de décroissance dans le domaine temps-fréquence qui
dépend du coefficient de décroissance dans le domaine temporel ⇢(t) et de la fenêtre
de transformée de Gabor.
7.2.3 Formulation et algorithme
Avec la régularisation pour le noyau dans le domaine temps-fréquence (7.24),
(7.21) peut être modifiée comme suit :
argmin
Ãf ,↵f
1
2
k ˜Xf   ˜Af ?↵fk2F +  k↵fk1 + P( ˜Af ) + g( ˜Af ). (7.25)
Ce problème d’optimisation est non différentiable et non convexe. Nous proposons
d’utiliser l’algorithme PALM pour résoudre le problème.
C-PALM
Sur la base de la formulation générale d’optimisation (2.34) présentée en 2.4.3,
nous effectuons les substitutions suivantes :
F (↵f ) =  k↵fk1,
Q(↵f , ˜Af ) =
1
2
k ˜Xf   ˜Af ?↵fk2F + P( ˜Af ),
G( ˜Af ) = g( ˜Af ),
(7.26)
et les choix particuliers :
t1,(j) = L1,(j), (7.27)
t2,(j) = L2,(j), (7.28)
où L1,(j) et L2,(j) sont les constantes Lipschitz de r↵fQ(↵
(j)
f ,
˜A
(j)
f ) et
rÃfQ(↵
(j+1)
f ,
˜A
(j)
f ) respectivement avec :
r↵fQ(↵
(j)
f ,
˜A
(j)
f ) =   ˜A
(j)H
f ? (
˜Xf   ˜A(j)f ?↵
(j)
f ), (7.29)
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et
r
Ã
(j)
f
Q(↵(j+1)f ,
˜A
(j)
f ) =  ( ˜Xf   ˜Af ?↵
(j+1)
f ) ?↵
(j+1)H
f +rÃfP( ˜A
(j)
f ), (7.30)
où rÃfP( ˜A
(j)
f ) est le gradient de P( ˜Af ) par rapport à ˜Af à la j-ième itération,
qui est donné par : h
rÃfP( ˜Af )
i
mn⌧
=
ãmn(f, ⌧)
⇢̃4f (⌧)
. (7.31)
Nous présentons l’algorithme proposé C-PALM ("Convolutive PALM") dans
l’algorithme 20. Dans l’algorithme, Pg est la projection de normalisation qui cor-
Algorithme 20 : C-PALM
Initialisation : ↵(1)f 2 CN⇥LT , ˜A
(1)
f 2 CM⇥N , j = 1 ;
repeat
1. r↵fQ
⇣
↵(j)f ,
˜A
(j)
f
⌘
=   ˜A(j)
H
f ?
⇣
˜Xf   ˜A(j)f ?↵
(j)
f
⌘
;
2. ↵(j+1)f = S /L(j)↵f
✓
↵(j)f   1L(j)↵f
r↵fQ(↵
(j)
f ,
˜A
(j)
f )
◆
;
3. rÃfQ(↵
(j+1)
f ,
˜A
(j)
f ) =  ( ˜Xf   ˜A
(j)
f ?↵
(j+1)
f ) ?↵
(j+1)H
f +rÃfP( ˜A
(j)
f ) ;
4. ˜A(j+1)f = Pg
 
˜A
(j)
f   1L(j)
Ãf
rÃfQ(↵
(j+1)
f ,
˜A
(j)
f )
!
;
5. Mettre à jour L(j)↵f et L
(j)
Ãf
avec les algorithmes 21 et 22 ;
6. j = j + 1 ;
until convergence;
respond à la contrainte g( ˜Af ) dans (7.22) :
˜Af,mn⌧  
˜Af,mn⌧qP
m,⌧ | ˜Af,mn⌧ |2
. (7.32)
Les constantes de Lipschitz LÃf et L↵f dans l’algorithme 20 peuvent être cal-
culées à l’aide de l’algorithme de l’itération de puissance dans l’algorithme 21 et
l’algorithme 22. Dans les deux algorithmes, la norme k · k1 est la valeur absolue
maximale parmi tous les éléments.
Il est clair que le calcul des constantes de Lipschitz nécessite des sous-itérations,
qui augmente donc la charge de calcul. Si nous supposons que les sources sont
indépendantes dans chaque bande de fréquence f , nous montrons ci-dessous que
ce calcul peut être largement simplifié.
Calcul rapide de la constante Lipschitz
Nous nous concentrons sur le calcul de la constante Lipschitz LÃf . De l’algo-
rithme 22, on peut voir que LÃf dépend de la fonction F( ˜Af ) = ( ˜Af ? ↵f ) ? ↵
H
f
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Algorithme 21 : Calcul de L↵f par l’itération de puissance
Initialisation : ↵f 2 CN⇥LT ;
repeat
1. W = ˜AHf ? ˜Af ?↵f ;
2. L↵f = kWk1 ;
3. ↵f = WL↵f ;
until convergence;
Algorithme 22 : Calcul de LÃf par l’itération de puissance
Initialisation : ˜Af 2 CM⇥N⇥L ;
repeat
1. W = ( ˜Af ?↵f ) ?↵Hf +rÃfP( ˜Af ) ;
2. LÃf = kWk1 ;
3. ˜Af = WLÃf
;
until convergence;
et rÃfP( ˜Af ). La fonction rÃfP( ˜Af ) est séparable, i.e. si on dénote ˆAf =
rÃfP( ˜Af ), alors :
ˆAf,mn = Pmn( ˜Af,mn). (7.33)
où Pmn est une fonction qui ne dépend que de ˜Af,mn. Dans ce qui suit, nous
montrons d’abord que la fonction F( ˜Af ) = ( ˜Af ?↵f )?↵Hf est également séparable
et nous illustrons ensuite que cette séparabilité peut réduire le coût de calcul de
la constante Lipschitz LÃf .
De la proposition 13, nous avons la proposition suivante :
Proposition 17. Soit si, sj 2 CT deux signaux et un noyau de convolution donné
a 2 CL. Soit Si,Sj 2 CT⇥L deux matrices définies dans (5.79), alors :
SHi Sj =
0
BBB@
PT
l=L si(l)sj(l)
PT
l=L si(l)sj(l   1) . . .
PT
l=L si(l)sj(l   L+ 1)PT 1
l=L 1 si(l)sj(l + 1)
PT
l=L 1 si(l)sj(l) . . .
PT
l=L 1 si(l)sj(l   L+ 2)
...
... . . .
...PT L+1
l=1 si(l)sj(l + L  1)
PT L+2
l=1 si(l)sj(l   2 + L) . . .
PT
l=1 si(l)sj(l)
1
CCCA
.
(7.34)
De plus, quand L⌧ T , alors on a :
SHi Sj ⇡
0
BBB@
 ij(0)  ij(1) . . .  ij(L  1)
 ij( 1)  ij(0) . . .  ij(L  2)
...
... . . .
...
 ij(1  L)  ij(2  L) . . .  ij(0)
1
CCCA
. (7.35)
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où  ij(⌧) est la fonction de corrélation empirique entre si et sj définie comme :
 ij(⌧) =
T ⌧X
l=1
si(l + ⌧)sj(l). (7.36)
De la proposition ci-dessus, on voit que si L ⌧ T , la matrice SHi Sj ne dé-
pend que de la fonction de corrélation numérique  ij(⌧). Par conséquent, si nous
supposons que si et sj sont indépendants et L⌧ T , nous avons :
 ij(⌧) = 0, 8⌧, i 6= j, (7.37)
et
SHi Sj = 0. (7.38)
La conclusion ci-dessus conduit à la proposition suivante pour la fonction
F( ˜Af ) = ( ˜Af ? ↵f ) ? ↵Hf . Nous rejetons l’indice de fréquence f le plus possible
par souci de simplicité :
Proposition 18. Soit  1, 2, . . . , N 2 CLT , N signaux sources indépendants
dans la bande fréquentielle f , et ˜A 2 CM⇥N⇥L le système de mélange.  n est la
matrice construite à partir de  n comme dans (5.79). ↵ 2 CN⇥LT est la matrice
obtenue en concaténant les  n par : ↵ = [ 1, 2, . . . , N ]
T . En plus, nous suppo-
sons que L⌧ LT . Alors la fonction ˆA = F( ˜A) = ( ˜A ?↵) ?↵H peut être exprimé
comme suit :
ˆAmn =  
H
n n
˜Amn. (7.39)
Démonstration. Nous notons ˜X = ˜A ?↵. De la proposition 15, nous avons :
˜Xm =
NX
j=1
 j ˜Amj. (7.40)
Alors pour ˆA, on a :
ˆAmn =  
H
n
NX
j=1
 j ˜Amj
=
NX
j=1
 Hn j
˜Amj,
(7.41)
Comme les sources sont indépendantes, on a alors
 Hn j = 0, si n 6= j, (7.42)
et on a donc :
ˆAmn =  
H
n n
˜Amn. (7.43)
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De la proposition ci-dessus, nous voyons que la fonction F( ˜A) = ( ˜A ?↵) ?↵H
est séparable. Par conséquent, la fonction ( ˜A ? ↵) ? ↵H +rÃP( ˜A) est séparable
et nous notons :
hmn( ˜Amn) =  
H
n n
˜Amn + Pmn( ˜Amn). (7.44)
La constante de Lipschitz de la fonction hmn est alors donnée par la proposition
suivante :
Proposition 19. La constante de Lipschitz de la fonction hmn est :
Lmn = Ln +
s
max
⌧
(
1
⇢̃8(⌧)
). (7.45)
où Ln est la constante de Lipschitz de l’application linéaire :
 Hn n =
0
BBB@
 n(0)  n(1) . . .  n(L  1)
 n( 1)  n(0) . . .  n(L  2)
...
... . . .
...
 n(1  L)  n(2  L) . . .  n(0)
1
CCCA
, (7.46)
avec  n(⌧) la fonction d’autocorrélation empirique de  n :
 n(⌧) =
LT ⌧X
l=1
 n(l + ⌧) n(l). (7.47)
Démonstration. Nous considérons la définition de la constante de Lipschitz pour
la fonction hmn( ˜Amn). Pour ˜Amn,1, ˜Amn,2 2 CL, on cherche Lmn tel que :
khmn( ˜Amn,1)  hmn( ˜Amn,2)k  Lmnk ˜Amn,1   ˜Amn,2k. (7.48)
Comme hmn est linéaire, on peut avoir :
khmn( ˜Amn,1)  hmn( ˜Amn,2)k = khmn( ˜Amn,1   ˜Amn,2)k, (7.49)
et en notant ˜Amn = ˜Amn,1   ˜Amn,2, on cherche Lmn tel que :
khmn( ˜Amn)k  Lmnk ˜Amnk. (7.50)
De la fonction (7.31) (7.33), on obtient :
khmn( ˜Amn)k = k Hn n ˜Amn + Pmn( ˜Amn)k
 k Hn n ˜Amnk+ kPmn( ˜Amn)k
 Lnk ˜Amnk+
vuutX
⌧
˜A2mn⌧
⇢̃8(⌧)

 
Ln +
s
max
⌧
(
1
⇢̃8(⌧)
)
!
k ˜Amnk.
(7.51)
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La constante de Lipschitz LÃ de la fonction ( ˜A ?↵) ?↵H +rÃP( ˜A) peut être
ensuite calculée par :
LÃ = maxm,n
(Lmn). (7.52)
Démonstration. Nous notons H( ˜A) = ( ˜A ? ↵) ? ↵H + rÃP( ˜A) et k ˆAk2F =P
m,n,⌧
ˆA2mn⌧ . On a :
kH( ˜A)kF =
 
X
m,n
k ˆAmnk2
!1/2

 
X
m,n
L2mnk ˜Amnk2
!1/2

 
X
m,n
(max
m,n
L2mn)k ˜Amnk2
!1/2
= (max
m,n
Lmn)k ˜AkF .
(7.53)
Le calcul de la constante de Lipschitz par la méthode ci-dessus dépend forte-
ment de la matrice dans (7.46). La méthode présente un avantage surtout si la
longueur du noyau de convolution dans le domaine temps-fréquence L n’est pas
très large (voir dans la section expérimentale 7.3.3 pour un exemple).
7.3 Expériences
7.3.1 Méthodes de permutation
Nous comparons les résultats des algorithmes proposés (N-Regu 1 et C-PALM)
aux méthodes Bin-wise [SAM11] et Full-rank [DVG10]. Nous utilisons les mé-
thodes existantes pour résoudre,le problème de permutation. Pour N-Regu, nous
comparons la méthode basée sur TDOA utilisée dans [DVG10] et la corrélation
inter-fréquences utilisée dans [SAM11]. Pour C-PALM, nous n’avons utilisé que la
méthode de permutation proposée dans [SAM11].
Pour les méthodes Bin-wise, Full-rank, N-Regu et C-PALM, nous avons égale-
ment conçu un alignement de permutation oracle. Dans chaque bande fréquentielle,
nous cherchons la permutation qui maximise la corrélation entre les sources esti-
mées et les sources d’origine. Un tel alignement de permutation oracle a l’intention
de montrer la meilleure permutation possible afin de mieux comparer les méthodes
de séparation.
1. Étant la version accelérée de N-PALM, N-Regu fonctionne mieux que N-PALM, par consé-
quent, nous ne présentons pas N-PALM.
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7.3.2 Configuration expérimentale
Nous avons évalué les algorithmes proposés pour des mélanges de parole stéréo
(M = 2) contenant trois sources (N = 3). Les mélanges ont été échantillonnés à
11 kHz et tronqués à 6 s. Les réponses impulsionnelles de la salle ont été simulées
via la boîte à outils [LJ08]. La distance entre les deux microphones est 4 cm. Le
temps de réverbération (RT60) a été défini à 50 ms, 130 ms, 250 ms et 400 ms. La
figure 7.1 montre la configuration de la pièce. Pour chaque situation, nous avons
créé 10 mélanges, la valeur moyenne des résultats sur les 10 mélanges est présentée.
Taille de la salle:
4.45m 
×3.55m×2.5m
Microphones sources 
distance 1.2m
Hauteur des microphones 
et des sources: 1.2m
Figure 7.1 – Configuration de la pièce.
Nous avons choisi une transformée de Gabor avec une fenêtre de Hann de
longueur 512 échantillons (46.5 ms) avec 50% de chevauchement, en utilisant l’im-
plémentation LTFAT [STB12]. La performance de séparation a été évaluée à l’aide
du rapport signal sur distorsion (SDR), du rapport signal sur interférence (SIR),
du rapport entre l’image de source et la distorsion spatiale (ISR) et du rapport
signaux sur artefacts (SAR) [VGF06].
7.3.3 Choix des paramètres
Dans toutes les expériences, nous choisissons le   qui correspond au meilleur
SDR. Dans le cas sans bruit, ce choix nous permet de prendre l’erreur d’approxima-
tion en considération. Dans chaque cas, nous présentons également la performance
en fonction du niveau de parcimonie 2 des sources estimées, à laquelle   est forte-
ment liée.
Il est important de noter que cet hyperparamètre   diffère dans chaque bande
2. Le niveau de parcimonie ici signifie le pourcentage d’éléments nuls dans un vecteur ou une
matrice. Un niveau de parcimonie plus élevé signifie un vecteur ou une matrice plus parcimo-
nieuse.
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de fréquences car le niveau de parcimonie dans chaque bande peut être très dif-
férent (pour les signaux de parole, les composantes à haute fréquence sont plus
parcimonieuses que celles à basse fréquence). Théoriquement, différents hyperpa-
ramètres doivent être déterminés pour chaque bande de fréquence. Pour des raisons
de simplicité, nous avons choisi un seul   pour toute les bandes et nous effectuons
un prétraitement de blanchiment pour chaque bande. Les expériences montrent
que ce choix peut conduire à des bonnes performances.
Pour la méthode C-PALM, comme le temps de réverbération est inconnu pour
la séparation aveugle, nous fixons empiriquement la longueur de noyau de convo-
lution L = 3 et le paramètre de pénalité ⇢̃f (⌧) = [3.03, 3, 2.97]T .
7.3.4 Mélanges convolutifs sous-determinés sans bruit
Nous avons d’abord évalué les algorithmes dans le cas sans bruit.
Performance d’un cas particulier
La figure 7.2 montre les performances pour le cas RT60 = 130 ms.
SDR SIR ISR SAR
Pe
rfo
rm
an
ce
0
1
2
3
4
5
6
7
8
9
N-Regu avec TDOA
N-Regu avec correlation
C-PALM
Bin-wise
Full-rank
Figure 7.2 – Performance de séparation de sources pour le cas RT60 = 130 ms
sans bruit.
On voit que C-PALM a les meilleures performances en termes de SDR et SIR.
Nous constatons qu’il surpasse les algorithmes de référence (Bin-wise et Full-rank)
d’environ 1 dB en SDR. On remarque que N-Regu avec TDOA fonctionne mieux
que N-Regu avec corrélation en terme de SDR, SIR et ISR. La méthode Bin-wise
a le meilleur ISR qui est l’avantage de la méthode de masquage.
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7.3.4 - Mélanges convolutifs sous-determinés sans bruit
Performance en fonction de niveau de parcimonie
Nous montrons les performances de N-Regu et C-PALM en fonction du niveau
de parcimonie des sources estimées la figure 7.3.
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Figure 7.3 – Performance de séparation des sources en fonction de niveau de
parcimonie pour le cas RT60 = 130 ms sans bruit.
Le C-PALM a surpassé N-Regu en termes de SDR, SIR et ISR. Comme le
nombre de sources est 3, le niveau de parcimonie de la méthode Bin-wise est de
66.6%. Full rank n’exploite pas la parcimonie, donc le niveau de parcimonie est 0.
Il est intéressant de noter que, pour la méthode N-Regu avec TDOA, le niveau de
parcimonie qui correspond à la meilleure performance en termes de SIR est environ
75%. Cette remarque montre que la meilleure performance de N-Regu en terme
de SIR est obtenue non seulement en classifiant les coefficients temps-fréquence
des observations, mais aussi en rejetant les coefficients qui correspond à l’erreur
d’approximation. C-PALM atteint sa meilleure performance lorsque le niveau de
parcimonie est environ 30%. Pour tous les algorithmes, l’ISR et la SAR diminuent
lorsque le niveau de parcimonie est plus élevé. Une telle tendance peut également
être observée pour SDR et SIR mais avec quelques variations.
Performance en fonction du temps de réverbération
Nous montrons la performance des algorithmes en fonction du temps de ré-
verbération RT60. La distance entre deux microphones est toujours d = 4 cm. La
figure 7.4 montre les résultats.
En termes de SDR et de SIR, les méthodes existantes dépassent celles proposées
lorsque RT60 = 50 ms. Nous croyons que la mauvaise performance de C-PALM
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Figure 7.4 – Performance de séparation de sources en fonction du temps de
réverbération.
dans cette situation est due au paramètre de pénalité ⇢̃f (⌧) pré-fixé. Cependant,
les méthodes proposées surpassent toujours les algorithmes de référence dans des
conditions de plus forte réverbération (RT60 = 130 ms et 250 ms). Il est également
important de noter que C-PALM fonctionne mieux que N-Regu en terme de SDR
et SIR dans ces situations.
Versions oracles
Enfin, nous comparons N-Regu, C-PALM et la méthode de référence Bin-wise
avec leur versions oracles (avec permutation oracle) en fonction du temps de ré-
verbération RT60. La figure 7.5 montre les résultats.
Tout d’abord, en comparant avec la figure 7.4, nous voyons que tous les algo-
rithmes sont dominés par leurs versions oracle. Cela montre que les méthodes de
permutation existantes peuvent encore être améliorées. Deuxièmement, Bin-wise
et Full-rank surpassent les méthodes proposées en termes de SDR et SIR et ISR
pour RT60 = 50 ms. Cependant, cela n’est plus vrai pour des conditions de ré-
verbération plus élevées (RT60 = 130, 250 et 400 ms). Dans ces conditions de plus
forte réverbération, la version oracle de C-PALM domine les versions oracles des
autres algorithmes en terme SDR et SIR, en particulier en termes de SDR. Une
telle observation confirme que l’algorithme C-PALM améliore en grande partie les
performances de séparation dans des conditions de forte réverbération.
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Figure 7.5 – Performances de séparation des sources en fonction du temps de
réverbération avec les versions oracles.
7.3.5 Mélanges convolutifs sous-déterminés avec du bruit
Dans cette sous-section, nous évaluons les algorithmes pour les mélanges convo-
lutifs sous-déterminés avec du bruit. Dans ce qui suit, nous n’évaluons N-Regu
qu’avec la permutation TDOA pour des raisons de simplicité.
Performances en fonction du SNR en entrée
Dans un premier temps, nous ajoutons du bruit blanc gaussien avec différentes
variances qui conduisent à différents SNR en entrée dans le domaine temporel. Les
figures 7.6 et 7.7 montrent les performances de séparation en fonction du SNR en
entrée pour les temps de réverbération RT60 = 50 ms et 130 ms.
N-Regu proposé continue de surpasser les méthodes Bin-wise et Full-rank d’en-
viron 2 dB en termes de SDR et de SIR pour RT60 = 50 ms et 1.5 dB pour
RT60 = 130 ms. C-PALM fonctionne mieux que les méthodes existantes en SDR,
mais est surpassé par N-Regu d’environ 1 dB pour RT60 = 50 ms et 0.5 dB pour
RT60 = 130 ms. Il obtient les mêmes performances que l’état de l’art en terme de
SIR et la pire performance en terme d’ISR. Les observations ci-dessus montrent
que le N-Regu proposé est relativement robuste au bruit. Nous croyons que la
relativement faible performance de C-PALM est due à la flexibilité du modèle de
approximation convolutive et à l’alignement de permutation basé sur la corrélation
entre fréquences. La deuxième conjecture est supportée par la comparaison entre
les versions oracle pour RT60 = 130 ms figurant sur la figure 7.8.
En termes de SDR et de SIR, il est clair que l’écart entre N-Regu et C-PALM
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Figure 7.6 – Performances de séparation en fonction du SNR en entrée. RT60 =
50 ms.
diminue lorsque le bruit d’entrée devient plus fort. Cette remarque confirme que
l’étape de séparation de C-PALM est sensible au bruit d’entrée. En outre, en
termes de SIR, C-PALM avec permutation oracle est toujours meilleur que N-
Regu avec la permutation oracle, tandis que le C-PALM avec permutation basée sur
corrélation est dominé par N-Regu avec la permutation basée sur TDOA d’environ
1 dB (figure 7.7). Cette observation montre que la performance de C-PALM peut
être largement améliorée pour les mélanges bruyants si une meilleure méthode
d’alignement de permutation est développée.
Performances en fonction de niveau de parcimonie
Nous montrons la performance de séparation des méthodes proposées en fonc-
tion du niveau de parcimonie. Le temps de réverbération est de RT60 = 50 ms
et le rapport signal sur bruit d’entrée est de 9.87 dB. Les méthodes de référence
Bin-wise et Full-rank sont également affichées. Les résultats sont reportés sur la
Figure 7.9.
Nous voyons que pour les méthodes proposées, seul l’ISR diminue à mesure que
le niveau de parcimonie augmente. Il est intéressant de noter que, pour C-PALM
et N-Regu, le niveau de parcimonie correspondant au meilleur résultat en terme
de SDR et SIR est d’environ 75%.
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Figure 7.7 – Performances de séparation en fonction du SNR en entrée. RT60 =
130 ms.
Performances en fonction du temps de réverbération
Nous montrons les performances de séparation en fonction du temps de réver-
bération RT60 avec SNR d’entrée = 15 dB. Figure 7.10 montre les résultats.
On peut voir que le N-regu proposé améliorer constamment les méthodes exis-
tantes en termes de SDR et de SIR. C-PALM fonctionne mieux que les méthodes
existantes en terme de SDR, mais est surpassé par N-Regu en terme de SDR, SIR
et ISR.
7.3.6 Temps de calcul
Nous terminons la section expérimentale en présentant le temps de calcul des
algorithmes présentés dans la table 7.1.
Table 7.1 – Temps de calcul pour différents algorithmes.
C-PALM N-Regu Bin-wise Full Rank
4960.7 s 1388.8 s 152.9 s 3415.4 s
L’algorithme C-PALM est d’un temps de calcul important principalement en
raison de l’opérateur de mélange convolutif dans chaque itération.
128
Conclusion
SNR (dB)
5 10 15 20 25
SD
R
 (d
B)
-1
0
1
2
3
4
SNR (dB)
5 10 15 20 25
SI
R
 (d
B)
2
3
4
5
6
7
SNR (dB)
5 10 15 20 25
IS
R
 (d
B)
3
4
5
6
7
8
SNR (dB)
5 10 15 20 25
SA
R
 (d
B)
-1
0
1
2
3
4
5
6
N-Regu avec permutation oracle
C-PALM avec permutation oracle
Bin-wise avec permutation oracle
Full-rank avec permutation oracle
Figure 7.8 – Performances de séparation en fonction du SNR en entrée avec
permutation oracle. RT60 = 130 ms.
7.4 Conclusion
Dans ce chapitre, nous avons développé plusieurs algorithmes pour le problème
de séparation aveugle de source sous-déterminé avec des mélanges convolutifs
avec/sans bruit. En particulier, nous avons développé les algorithmes N-PALM
et N-Regu pour l’approximation multiplicative en bande étroite et l’algorithme
C-PALM pour l’approximation convolutive en bande étroite.
Dans le cadre sans bruit, les évaluations numériques montrent que C-PALM
est le meilleur, surtout dans des scénarios de forte réverbération. Dans le cas avec
du bruit, N-Regu surpasse les autres algorithmes.
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Figure 7.9 – Performances de séparation des sources en fonction de niveau de
parcimonie pour RT60 = 50 ms et un SNR en entrée de 9.87 dB.
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Figure 7.10 – Performances de séparation des sources en fonction de temps de
réverbération RT60 avec un SNR en entrée de 15 dB.
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CHAPITRE 8. SÉPARATION AVEUGLE DES MÉLANGES
CONVOLUTIFS SOUS-DÉTERMINÉS : PARCIMONIE ET RANG
FAIBLE
Dans ce chapitre, nous considérons le problème de séparation aveugle pour les
mélanges convolutifs sous-déterminés, pour les sources de musique. Basée sur l’hy-
pothèse de parcimonie dans le domaine temps-fréquence et de l’hypothèse de rang
faible du spectrogramme des sources, nous développons la méthode STRAUSS
(SparsiTy and low-Rank AmplitUde based Source Separation). Les évaluations
numériques montrent que la méthode proposée surpasse les approches NMF mul-
ticanaux existantes, alors qu’elle est exclusivement basée sur l’information d’am-
plitude.
Ce chapitre est l’objet de la publication [FK17b] dans la conférence ICASSP.
8.1 Modèle et hypothèses
Nous rappelons d’abord le modèle de mélange dans le domaine temps-fréquence
avec l’approximation "instantanée" en bande étroite (5.2) sous la forme suivante :
x̃m(f, ⌧) '
NX
n=1
ãmn(f)s̃n(f, ⌧), 1  m M, 1  f  LF , 1  ⌧  LT , (8.1)
où LF et LT sont respectivement le nombre total de bandes fréquentielles et de
trames temporelle dans le domaine temps-fréquence. N est le nombre de sources
et M est le nombre d’observations. Ici, nous simplifions le modèle en ignorant le
terme de bruit.
Les auteurs de [SKAU13,AOD+10,OF10] ont abordé ce problème de séparation
en utilisant les méthodes de type NMF. Cependant, la performance est limitée car
elles sont sensibles aux initialisations et sont généralement de coût de calcul élevé.
Dans ce chapitre, nous proposons une nouvelle méthode basée sur la NMF
multicanale en utilisant uniquement l’amplitude des coefficients de Gabor des ob-
servations. Nous appelons la méthode proposée STRAUSS (SparsiTy and Low-
Rank Amplitude based Source Separation). Cette méthode est basée sur les deux
hypothèses suivantes :
— Parcimonie : pour chaque case temps-fréquence observée, une seule source
au plus contribue aux mélanges. Cette hypothèse est largement considérée
pour le problème de séparation des sources audio [WKSM07,SAM11,YR04].
— Rang faible : le spectrogramme de chaque source peut être décomposé par
NMF. Cette hypothèse est la base des méthodes de NMF multicanale pour
la séparation des mélanges convolutifs.
Bien qu’il soit mentionné dans [SKAU13] que l’information de phase est cruciale
pour la séparation, nous montrons qu’en se concentrant sur l’information d’ampli-
tude, les algorithmes proposés surpassent les approches de l’état de l’art.
8.2 Méthode proposée
Cette méthode est conçue en trois étapes :
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1. les spectrogrammes de l’observation sont décomposés en composantes de
rang un à l’aide d’une décomposition NMF jointe,
2. une classification des motifs fréquentiels obtenues par la NMF jointe est
réalisée en utilisant une technique de classification spectrale,
3. les sources estimées sont reconstruites via filtrage de Wiener.
8.2.1 NMF jointe
Les méthodes de type NMF pour la séparation de sources consistent générale-
ment à décomposer les observations en plusieurs composantes, puis à les classer,
afin que chaque composante soit affecté à une seule source. Pour la NMF mul-
ticannale existante, les matrices de covariances spatiales qui caractérisent l’infor-
mation spatiale des sources sont utilisées pour réaliser la classification. Dans cette
sous-section, nous montrons qu’en combinant l’hypothèse des sources disjointes et
l’hypothèse de rang faible, une telle classification peut se faire à l’aide d’une NMF
jointe qui se concentre uniquement sur l’information d’amplitude de l’observation.
Combinaison des deux hypothèses
Nous considérons l’hypothèse des sources disjointes dans le domaine temps-
fréquence : dans chaque case de temps-fréquence, une seule source est activée.
Avec la formulation (8.1), cette hypothèse s’écrit :
x̃m(f, ⌧) ⇡ ãmn⇤(f)s̃n⇤(f, ⌧), (8.2)
où n⇤ est l’indice de la source dominante qui dépend de l’indice temps-fréquence
(f, ⌧). Nous notons ⇥n⇤ , l’ensembre des indices (f, ⌧) où la n⇤-ième source est
dominante.
L’hypothèse de rang faible peut être formulée comme suit :
|s̃n(f, ⌧)| =
X
k2Kn
wkn(f)h
k
n(⌧), w
k
n(f), h
k
n(⌧)   0, (8.3)
où Kn est l’ensemble des indices des composantes qui appartiens à la n-ième source.
|Kn| est le nombre d’éléments dans Kn qui doit satisfaire |Kn|⌧ min{LF , LT}.
Au lieu de l’amplitude du spectrogramme |s̃n(f, ⌧)|, une telle hypothèse de rang
faible peut également se faire sur l’amplitude au carré [FBD09] :
|s̃n(f, ⌧)|2 =
X
k2Kn
wkn(f)h
k
n(⌧), w
k
n(f), h
k
n(⌧)   0. (8.4)
Dans la suite, nous nous concentrons sur l’hypothèse de rang faible des ampli-
tudes (8.3). L’algorithme proposé peut s’adapter directement aux modules au
carré, et la section expérimentale 8.3.6 comparera les deux approches.
Pour les capteurs i et `, nous examinons le produit de leurs coefficients temps-
fréquence
p
|x̃i(f, ⌧)||x̃`(f, ⌧)|. En combinant les deux hypothèses ci-dessus (8.2)
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et (8.3), on a :
p
|x̃i(f, ⌧)||x̃`(f, ⌧)| =
p
|ãin⇤(f)||ã`n⇤(f)| · |s̃n⇤(f, ⌧)|,
=
X
k2Kn⇤
p
|ãin⇤(f)||ã`n⇤(f)| · wkn⇤(f)hkn⇤(⌧),
=
X
k2Kn⇤
w̃kn⇤(f)h
k
n⇤(⌧), 8(f, ⌧) 2 ⇥n⇤ , (8.5)
où w̃kn⇤(f) =
p
|ãin⇤(f)||ã`n⇤(f)| · wkn⇤(f), 8(f, ⌧) 2 ⇥n⇤ .
Nous pouvons voir que pour un indice temps-fréquence (f, ⌧) donné,p
|x̃i(f, ⌧)||x̃`(f, ⌧)| a la même structure de factorisation que |s̃n(f, ⌧)| dans (8.3).
Cela signifie que le terme
p
|x̃i(f, ⌧)||x̃`(f, ⌧)| a également la structure de rang
faible. Avec les notations matricielles, cette propriété peut être formulée dans la
proposition suivante. Dans la suite, pour une matrice X, nous notons Xf⌧ l’élément
scalaire de la matrice à la position (f, ⌧).
Proposition 20. Soit une matrice positive ˜Xi` 2 RLF⇥LT+ telle que ˜Xi`f⌧ =p
|x̃i(f, ⌧)||x̃`(f, ⌧)|. Soit K =
PN
n=1 |Kn|. Alors, ˜Xi` a une structure de rang
faible et peut être factorisé tel que :
˜Xi` = ˜Wi` ˜H,
avec
˜W 2 RLF⇥K+ , ˜Wi`fk =
p
|ãin⇤(f)||ã`n⇤(f)| · wkn⇤(f),
et
˜H 2 RK⇥LT+ , ˜Hk⌧ = hkn⇤(⌧).
Dans les deux formulations ci-dessus, (f, ⌧) 2 ⇥n⇤ et k 2 Kn⇤.
On peut remarquer que pour tout (i, `), les factorisations de ˜Xi` partagent la
même matrice d’activation ˜H, à une permutation près en raison de l’ambiguïté
de permutation. De plus, cette proposition montre que chaque colonne de ˜Wi`
contient un motif fréquentiel qui vient d’une seule source, disons n⇤, et est une
version pondérée du motif correspondant wkn⇤(f).
Le cas stéréo
Considérons un cas particulier où nous n’avons que deux capteurs (M = 2),
qui correspond au scénario des mélanges stéréo pour les applications audio. De la
proposition 20, nous avons pour le premier capteur :
˜X11 = ˜W11 ˜H, (8.6)
pour le deuxième capteur :
˜X22 = ˜W22 ˜H, (8.7)
et le terme croisé
˜X12 = ˜X21 = ˜W12 ˜H, (8.8)
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avec, pour (f, ⌧) 2 ⇥n⇤ et k 2 Kn⇤ :
˜W11fk = |ã1n⇤(f)|wkn⇤(f), (8.9)
˜W22fk = |ã2n⇤(f)|wkn⇤(f), (8.10)
et
˜W12fk =
p
|ã1n⇤(f)||ã2n⇤(f)| · wkn⇤(f). (8.11)
Pour tout k, le rapport entre ˜W11fk et ˜W12fk dépend uniquement du système de
mélange :
R1fk =
˜W11fk
˜W12fk
=
s
|ã1n⇤(f)|
|ã2n⇤(f)|
, 8(f, ⌧) 2 ⇥n⇤ , 8k 2 Kn⇤ , (8.12)
où R1 est une matrice de la même taille que ˜W11 et ˜W12. Le rapport entre ˜W12fk
et ˜W22fk a le même résultat :
R2fk =
˜W12fk
˜W22fk
=
s
|ã1n⇤(f)|
|ã2n⇤(f)|
, 8(f, ⌧) 2 ⇥n⇤ , 8k 2 Kn⇤ . (8.13)
De (8.12) et (8.13), on peut voir que les colonnes de R1 (ou R2) dépendent
uniquement de la source. Cela signifie que R1 (ou R2) peut caractériser la propriété
spatiale des sources : si la k-ième et la `-ième colonne de R1 (ou R2) sont indexées
par la même indice n⇤, alors ces deux colonnes sont identiques.
NMF jointe par optimisation
Pour obtenir ˜W11, ˜W22, ˜W12 et ˜H, nous proposons la formulation suivante :
˜W11, ˜W22, ˜W12, ˜H = argmin
W11,W22,W12,H
D( ˜X11,W11H)
+D( ˜X22,W22H) +D( ˜X12,W12H),
(8.14)
où D(X,Y) est la divergence entre deux matrices non-négatives :
D(X,Y) =
LFX
f=1
LTX
⌧=1
d(Xf⌧ ,Yf⌧ ), (8.15)
où d(x, y) est la divergence scalaire entre deux valeurs non-négatives. Deux choix
habituellement utilisés pour l’application audio sont la divergence KL (2.49) et la
divergence IS (2.50).
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Règles de mises à jour multiplicatives
Le problème de minimisation (8.14) peut être résolu en utilisant les règles de
mise à jour multiplicatives. Sur la base des règles de mise à jour multiplicatives
pour la divergence KL dans (2.53) et (2.54) et la divergence IS dans (2.55) et (2.56),
nous donnons les règles de mise à jour développées comme suit. Pour la divergence
IS :
W11  W11  
s
(
˜X11/ ˆX11
2
)HT
ˆX11
 1
HT
, (8.16)
W22  W22  
s
(
˜X22/ ˆX22
2
)HT
ˆX22
 1
HT
, (8.17)
W12  W12  
s
(
˜X12/ ˆX12
2
)HT
ˆX12
 1
HT
, (8.18)
H H 
s
W11
T
(
˜X11/ ˆX11
2
) +W22
T
(
˜X22/ ˆX22
2
) +W12
T
(
˜X12/ ˆX12
2
)
W11
T
ˆX11
 1
+W22
T
ˆX22
 1
+W12
T
ˆX12
 1 , (8.19)
et pour la divergence KL :
W11fk  W11fk
P
⌧
Hk⌧ X̃
11
f⌧
X̂11f⌧P
⌧ Hk⌧
, (8.20)
W22fk  W22fk
P
⌧
Hk⌧ X̃
22
f⌧
X̂22f⌧P
⌧ Hk⌧
, (8.21)
W12fk  W12fk
P
⌧
Hk⌧ X̃
12
f⌧
X̂12f⌧P
⌧ Hk⌧
, (8.22)
Hk⌧  Hk⌧
P
f
W11fkX̃
11
f⌧
X̂11f⌧
+
P
f
W22fkX̃
22
f⌧
X̂22f⌧
+
P
f
W12fkX̃
12
f⌧
X̂12f⌧P
f W
11
fk +
P
f W
22
fk +
P
f W
12
fk
. (8.23)
8.2.2 Méthode de classification
Nous avons vu précédemment que le ratio R1 (ou R2) peut être utilisé pour
la classification. Cependant, l’hypothèse de sources disjointes n’est pas toujours
valable surtout lorsque le noyau de convolution est long (forte réverbération). Par
conséquent, avant de faire la classification, nous éliminons les valeurs aberrantes
dues à l’erreur de modèle de la manière suivante :
Rfk =
8
<
:
R1fk+R
2
fk
2 si
     ˜W
11
fk
˜W22fk  
⇣
˜W12fk
⌘2     < ",
0 sinon,
(8.24)
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où " est la limite d’erreur prédéfinie.
Après cette étape, pour effectuer la classification pour chaque colonne de R,
nous utilisons le clustering spectral [NJW+02] comme suit :
1. Définir d’abord la matrice de distance P 2 RK⇥K+ , telle que :
Pi,j = C(ri, rj), (8.25)
où C(x,y) est la corrélation parcimonieuse entre deux vecteurs qui calcule
le coefficient de corrélation sur le support commun des deux vecteurs. ri et
rj sont respectivement la i-ième et la j-ième colonne de R.
2. Définir D comme la matrice diagonale dont le (i, i)-ème élément est la
somme de la i-ème ligne de la matrix P et construire la matrice L =
D 1/2PD 1/2.
3. Trouver  1, 2, . . . , N les N vecteurs propres qui correspondent aux plus
grandes valeurs propres de L et former la matrice ⇤ 2 RK⇥N :
⇤ = [ 1 2 . . . N ] . (8.26)
4. Normaliser chaque ligne de ⇤ par :
⇤ij =
⇤ij
(
P
j ⇤
2
ij)
1/2
. (8.27)
5. Traiter chaque ligne de ⇤ en tant que point dans RN , en les regroupant en
N groupes via l’algorithme de K-moyenne.
6. Attribuer l’i-ième colonne de R à la classe n si et seulement si la ligne i de
la matrice ⇤ a été assignée à la classe n.
8.2.3 Reconstruction des sources
Nous notons Vimg1,n ,V
img
2,n 2 RLF⇥LT+ respectivement les amplitudes des coeffi-
cients de Gabor des images de la n-ième source pour le premier et le deuxième
capteur. Après la classification, ces deux matrices peuvent être construites comme
suit : h
Vimg1,n
i
f⌧
=
X
k2Kn
˜W11fk
˜Hk⌧ . (8.28)
et h
Vimg2,n
i
f⌧
=
X
k2Kn
˜W22fk
˜Hk⌧ . (8.29)
Les sources séparées sont ensuite estimées à partir de l’amplitude de leurs coeffi-
cients de Gabor en utilisant le filtre de Wiener [F1́0].
ŝimgm,n(f, ⌧) =
⇥
Vimgm,n
⇤
f⌧
P
n
h
Vimgm,n
i
f⌧
x̃m(f, ⌧), m = 1, 2. (8.30)
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8.2.4 Initialisation
Un inconvénient de la NMF existante pour la séparation multicanale est que
l’algorithme est sensible à l’initialisation. Dans ce chapitre, nous proposons deux
approches d’initialisation pour les algorithmes proposés :
1. Initialisation aléatoire : nous initialisons les algorithmes avec des ma-
trices aléatoires qui suivent une répartition uniforme entre 0 et 1.
2. Initialisation déterministe : nous initialisons les algorithmes avec la mé-
thode complexe-SVD [BMR15] : à partir de la matrice des coefficients de
Gabor de valeur complexe de l’observation ˜Xc, nous effectuons d’abord la
décomposition SVD comme suit :
˜Xc = U⌃V
H . (8.31)
Ensuite, les algorithmes sont initialisés par
W = [|u1||u2| . . . |uK |] , (8.32)
et
H = [|v1||v2| . . . |vK |]T , (8.33)
où ui et vj sont respectivement la i-ième et la j-ième colonne de U et V.
La méthode STRAUSS est résumée dans l’algorithme suivant :
1. Calculer les matrices d’amplitude ˜X11, ˜X22 et ˜X12 à partir des observations ;
2. Trouver ˜W11, ˜W22, ˜W12 et ˜H en résolvant (8.14) avec l’initialisation aléa-
toire ou déterministe ;
3. Calculer R selon (8.12), (8.13) et (8.24) ;
4. Effectuer la classification en N groupes pour les colonnes de R en utilisant
la classification spectrale ;
5. Reconstruire les sources estimées en utilisant le filtrage de Wiener (8.30).
Dans certains cas [FBD09], le module au carré du spectrogramme d’observation
est supposée être de structure de rang faible comme formulé dans (8.4). Pour cette
hypothèse, dans l’algorithme, nous pouvons simplement remplacer les matrices
d’amplitude ˜X11, ˜X22 et ˜X12 par les matrices de modules au carré.
8.2.5 Discussions
Relation avec NMF multicanale
Il semble que l’approche proposée soit liée à la NMF multicanale. Les formula-
tion (8.9), (8.10) et (8.11) semblent cohérentes avec (5.54) si l’on suppose que les
sources sont spatialement décorrélées. Cependant l’hypothèse de parcimonie dans
l’approche proposée nous permet de diviser l’étape de NMF jointe et l’étape de re-
goupement qui facilite l’initialisation de l’algorithme (voir la section 8.3.2 pour les
expériences). De plus, le calcul basé seulement sur l’amplitude des spectrogrammes
accélère énormément notre approche par rapport aux méthodes NMF multicanale
traditionales (voir dans la section 8.3.7 pour une comparaison en temps de calculs).
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Interprétation statistique
La divergence IS pour NMF dans l’application audio est particulièrement in-
téressante car une telle formulation correspond à l’estimateur du maximum de
vraisemblance lorsque les sources sont supposées suivre une somme de réparti-
tion gaussienne circulante de valeur complexe [Fév11]. Considérons maintenant la
formulation de NMF conjointe suivante avec divergence IS :
argmin
W11,W22,H
D( ˜X11,W11H) +D( ˜X22,W22H). (8.34)
La formulation ci-dessus est égale à l’estimateur de maximum de vraisemblance
avec le modèle statistique suivant pour les coefficients de Gabor des sources :
sn(⌧, f) ⇠ Nc
 
0,
X
k2Kn
wn(f, k)hn(k, ⌧)
!
, (8.35)
sous l’hypothèse que les deux observations x̃1(f, ⌧) et x̃2(f, ⌧) sont indépen-
dantes. Une telle hypothèse d’indépendance n’est pas valable avec le modèle d’ap-
proximation multiplicative en bande étroite. Cependant, le terme supplémentaire
D( ˜X12,W12H) dans (8.14) joue un rôle de compensation de cette hypothèse d’in-
dépendance.
8.3 Expériences
8.3.1 Configuration expérimentale
Nous avons évalué les algorithmes proposés pour des mélanges de musique
stéréo (M = 2) contenant trois instruments (N = 3). Les mélanges ont été échan-
tillonnés à 14.7 kHz et tronqués à 8 s pour éviter un grand coût de calcul. Les
réponses impulsionnelles de la salle ont été simulées via la boîte à outils [LJ08]. La
distance entre les deux microphones est de 4 cm, 26 cm, 50 cm et 1 m. Le temps
de réverbération (RT60) a été défini à 50 ms, 130 ms, 250 ms et 400 ms. Pour
chaque situation, nous avons créé 10 mélanges en utilisant des sources provenant
de la base de données [Vin08] et des enregistrements musicaux produits profession-
nellement dans [ANV+12]. Nous n’avons testé aucun signal de parole, en raison
des riches variations dans les signaux de parole qui nécessitent potentiellement des
bases convolutives [Sma07].
Nous avons choisi une transformée de Gabor avec une fenêtre de Hann de
longueur 1024 échantillons (69.7 ms) avec 50% de recouvrement, en utilisant l’im-
plémentation LTFAT [STB12].
La performance de séparation a été évaluée à l’aide du rapport signal sur
distorsion (SDR), du rapport signal sur interférence (SIR), du rapport entre
l’image de source et la distorsion spatiale (ISR) et du rapport signal à artefacts
(SAR) [VGF06]. Le résultat moyen sur les 10 mélanges est donné.
Pour les algorithmes proposés, le rang de la décomposition NMF des obser-
vations a été fixé à K = 12, en utilisant 500 itérations pour les mises à jour
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multiplicatives. Le paramètre dans (8.24) a été fixé à ✏ = 10 4. Nous nous référons
à l’algorithme avec initialisation aléatoire comme STRAUSS-KL ou STRAUSS-
IS selon la divergence utilisée et celui avec la technique d’initialisation par la
complexe-SVD comme STRAUSS-IS-SVD ou STRAUSS-KL-SVD.
À des fins de comparaison, nous avons également développé des versions oracle
pour les algorithmes proposés : après la décomposition avec la NMF initialisée
par la technique complexe-SVD, les sources originales ont été utilisées comme
référence pour la classification. Plus précisément, la classification est basée sur les
corrélation entre les composantes obtenues et les sources d’origine. Ces versions
oracles sont conçues pour illustrer la meilleure classification réalisable, et sont
notées par STRAUSS-IS-Oracle et STRAUSS-KL-Oracle. Les méthodes Oracle
sont initialisée avec la méthode complex-SVD. Nous montrons la performance de
séparation de Full-rank [DVG10] et MNMF [SKAU13] comme base de référence.
MNMF est initialisé avec les parametrès indiqués dans [SKAU13]. Full-rank est
initialisé avec le clustering hiérarchique comme indiqué dans [DVG10].
8.3.2 Résultats de séparation pour un cas particulier
Dans un premier temps, nous fixons le temps de réverbération à RT60 = 250 ms
et la distance entre deux microphones à d = 4 cm. La figure 8.1 montre les résultats
de séparation.
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Figure 8.1 – Performance de séparation. Pour STRAUSS-IS/KL et MNMF, la
barre représente la valeur moyenne et la barre d’erreur représente la valeur maxi-
male et minimale sur les 10 essais.
On peut noter que, pour les algorithmes proposés, les résultats obtenus par
la technique d’initialisation complexe-SVD sont meilleurs que la performance
moyenne avec des initialisations aléatoires sur 10 essais. Bien que l’amélioration de
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STRAUSS-IS-SVD par rapport à STRAUSS-IS n’est pas significative (0.28 dB en
SDR, 0.1 dB en SIR, 0.34 dB en SIR et 0.35 dB en SAR), cette observation montre
que l’approche proposée peut-être initialisé de façon déteministes, ce qui est un
grand avantage pour les applications réeles. On peut aussi noter que STRAUSS-IS
surpasse les résultats moyens de la méthode MNMF en termes de SDR et SIR. Les
résultats des versions oracles montrent que le SDR, SIR, ISR et SAR peuvent être
améliorés d’environ 4 dB en utilisant uniquement l’amplitude des sources.
Dans ce qui suit, nous montrons uniquement les résultats de STRAUSS-IS/KL-
SVD.
8.3.3 Performance en fonction du temps de réverbération
Sur la figure 8.2 nous montrons la performance des approches STRAUSS-
IS/KL-SVD en fonction du temps de réverbération (RT60) avec une distance de
microphone d = 4 cm. Les résultats de Full-rank et MNMF sont également pré-
sentés.
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Figure 8.2 – Performance des algorithmes en fonction du temps de réverbération.
En terme de SDR, SIR et ISR, les approches de STRAUSS-SVD semblent être
robustes au temps de réverbération et surpassent les approches de l’état de l’art
dans les situations de forte réverbération (RT60   130 ms) en terme de SDR et
SIR. En fait, en terme de SDR, la performance de STRAUSS-SVD augmente à
mesure que le temps de réverbération augmente. Ces observations montrent que
la méthode STRAUSS-SVD a son avantage surtout dans les situations de forte
réverbération.
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8.3.4 Performance en fonction de la distance entre micro-
phones
La figure 8.3 montre la performance des algorithmes proposés en fonction de
la distance des microphones, pour un temps de réverbération RT60 = 250 ms.
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Figure 8.3 – Performance des algorithmes en fonction de la distance des micro-
phones.
En terme de SDR et SIR, bien que STRAUSS-IS-SVD diminue légèrement
au fur et à mesure que la distance augmente, l’algorithme semble robuste à la
distance des microphones et surpasse les méthodes de l’état de l’art. MNMF, Full-
rank et STRAUSS-IS-SVD semblent être robustes en terme d’ISR et SAR lorsque
la distance des microphones évolue.
8.3.5 Mélanges avec du bruit
Dans cette sous-section, nous avons testé la méthode STRAUSS pour les mé-
langes convolutifs sous-déterminés avec du bruit additif. Pour chaque mélange,
nous avons ajouté un bruit blanc gaussien dans le domaine temporel du niveau
SNR différent. Les algorithmes STRAUSS sont initialisés avec la technique de
complexe-SVD. Les versions oracles des algorithmes proposés, MNMF [SKAU13]
et Full rank [DVG10] sont également présentées pour la comparaison.
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Performances en fonction du SNR d’entrée
Dans un premier temps, nous avons fixé la distance des microphones à d = 4 cm
et le temps de réverbération à RT60 = 250 ms. Nous montrons la performance avec
différents SNR d’entrées. La figure 8.4 montre les résultats.
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Figure 8.4 – Performances des algorithmes en fonction du SNR d’entrées (Dis-
tance des microphones : d = 4 cm. Temps de réverbération RT60 = 250 ms).
Nous pouvons voir que en terme de SDR et de SAR, la performance des algo-
rithmes proposés (STRAUSS-IS/KL-SVD) diminue à mesure que le bruit d’entrée
augmente. Cependant, STRAUSS semble être robuste en ce qui concerne le SIR et
l’ISR. Il est également intéressant de constater que STAUSS-KL-Oracle fonctionne
mieux que STAUSS-IS-Oracle, alors que STRAUSS-IS dépasse STRAUSS-KL dans
la plupart des cas. Par rapport aux méthodes existantes, STRAUSS se comporte
mieux en termes de SDR et de SAR pour la plupart des SNR d’entrée.
Performances en fonction du temps de réverbération
Nous fixons le SNR en entrée et la distance des microphones et nous modifions
le temps de réverbération. La figure 8.5 montre les résultats avec une distance
entre les microphones d = 4 cm et un SNR d’entrée 15 dB.
Il est clair que les deux algorithmes proposés sont relativement robustes au
temps de réverbération. L’écart entre les algorithmes proposés et leurs versions
oracle reste presque inchangé à mesure que le temps de réverbération évolue. L’ap-
proche STRAUSS marche mieux que les méthodes existantes en terme de SDR et
de SAR et reste au même niveau en matière de SIR. MNMF fonctionne mieux que
STRAUSS en termes d’ISR.
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Figure 8.5 – Performances des algorithmes en fonction du temps de réverbération
(Distance des microphones d = 4 cm, SNR d’entrée 15 dB)
8.3.6 Module vs module au carré
Dans cette sous-section, nous avons testé les algorithmes basés sur l’amplitude
au carré des spectrogrammes d’observation. Dans ce qui suit, nous nous référons à
ces algorithmes comme STRAUSS-IS-2 et STRAUSS-KL-2. Ces deux algorithmes
sont initialisés par la technique complex-SVD. Les résultats des algorithmes qui
sont basés sur l’amplitude sont également présentés à des fins de comparaison.
Performances en fonction du temps de réverbération, sans bruit
Nous considérons les mélanges sans bruit. La figure 8.6 présente les résultats
de séparation en fonction du temps de réverbération. La distance des microphones
d = 4 cm.
Nous voyons clairement que les algorithmes STRAUSS-SVD surpassent le
STRAUSS-2 pour les quatre indicateurs, à l’exception de la divergence IS lorsque
RT60 = 250 ms, en termes de SIR. Cette observation montre que les méthodes
basées sur l’amplitude du spectrogramme d’observation sont mieux adaptées à la
séparation dans le cas sans bruit. On peut également voir que STRAUSS-IS-2 se
comporte mieux que STRAUSS-KL-2 en termes de SDR et de SIR.
Performances en fonction du SNR en entrée
Nous testons les algorithmes pour les mélanges sous-déterminés avec du bruit
additif. Le bruit blanc gaussien avec des variances différentes est ajouté aux mé-
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Figure 8.6 – Performances des algorithmes en fonction du temps de réverbération
sans bruit. (Distance entre les microphones d = 4 cm)
langes qui conduisent aux différents SNR d’entrée. La distance entre les micro-
phones d = 4 cm et le temps de réverbération RT = 250 ms. La figure 8.7 montre
les résultats.
Nous voyons que STRAUSS-SVD fonctionne mieux que STRAUSS-2 en terme
des quatre indications. Les deux dernières remarques montrent que l’approche
STRAUSS basé sur l’amplitude des spectrogrammes marche mieux que celui qui
est basé sur le module au carré pour des sources de musique avec ou sans bruit.
8.3.7 Temps de calcul
Le temps de calcul des algorithmes STRAUSS, MNMF et de la méthode de Full-
rank, dans le cas RT60 = 250 ms et d = 4 cm est présenté dans le Tableau 8.1. Les
résultats présentés correspondent au processus de séparation avec un seul mélange.
Table 8.1 – Temps de calcul pour différents algorithmes
STRAUSS-IS STRAUSS-KL MNMF Full Rank
92.6 s 36.7 s 2381.4 s 3415.4 s
Il est clair que les algorithmes proposés sont beaucoup plus rapides que les
approches existantes. L’accélération est due à l’ignorance de l’information de phase
des observations dans le domaine temps-fréquence.
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Figure 8.7 – Performances (SDR et SIR) des algorithmes en fonction de SNR
d’entrée. (Temps de réverbération RT60 = 250 ms. Distance des microphones d =
4 cm.)
8.4 Conclusion
Dans ce chapitre, nous avons développé un nouvel algorithme de type NMF
pour les mélanges convolutifs multicanaux basé uniquement sur l’information
d’amplitude. L’évaluation numérique montre que les algorithmes proposés sur-
passent deux méthodes existantes tout en étant plus efficaces en terme de temps
de calcul, en particulier pour les mélanges avec une forte réverbération.
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9.2.1 - Séparation basée sur la norme nucléaire
Ce chapitre vise à conclure cette thèse. Nous résumons nos contributions dans
un premier temps, puis nous suggérons quelques directions de recherche. Les pu-
blications liées à ces travaux sont répertoriées à la fin.
9.1 Contributions
La première contribution de cette thèse est l’étude de plusieurs méthodes
d’ICA. Avec la parcimonie à la synthèse, nous avons trouvé une formulation qui
permet de combiner les deux approches ICA et SCA. Nous avons obtenus des ré-
sultats prometteurs dans le cas général pour les mélanges instantanés : déterminés,
sous-déterminés, avec et sans bruit additif.
Ensuite, grâce à la parcimonie à la synthèse, nous avons pu intégrer les décom-
positions morphologiques et la parcimonie structurée. Dans cette partie du travail,
nous nous sommes concentrés sur la séparation non-aveugle pour les mélanges
convolutifs. Cependant, il est important de mentionner que cette combinaison peut
être utilisée dans d’autres scénarios de problème de séparation.
Inspiré par les algorithmes proposés pour les mélanges instantanés, nous avons
pu concevoir des algorithmes pour les mélanges convolutifs dans le scénario sous-
déterminé. Ensuite, avec l’étude du noyau de convolution et un modèle plus général
récemment proposé, nous avons généralisé les algorithmes.
Enfin, nous avons pu intégrer le modèle NMF au problème de séparation ba-
sée sur la parcimonie. Après l’étude de l’hypothèse de parcimonie et du modèle
NMF, nous avons pu créer un algorithme qui a des résultats prometteurs pour les
mélanges convolutifs dans le scénario sous-déterminé.
9.2 Perspectives
9.2.1 Séparation basée sur la norme nucléaire
Dans le chapitre 4, nous avons étudié certaines méthodes d’ICA et proposé une
formulation qui combine ICA et SCA. Outre la parcimonie, l’hypothèse de rang
faible avec la norme nucléaire est un autre modèle très utilisé dans le traitement du
signal et de l’image [CLMW11]. Par rapport à la NMF, un grand avantage est que
la norme nucléaire peut prendre en compte l’information de phase des coefficients
temps-fréquence d’un signal afin d’éviter la reconstruction d’un signal uniquement
à partir de son spectrogramme. Un tel modèle est déjà utilisé dans [HCSHJ12] pour
le problème de séparation monocanale. Par conséquent, il peut être intéressant
d’exploiter le lien entre l’ICA et les méthodes de séparation basées sur la norme
nucléaire.
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9.2.2 Séparation non aveugle par "dépliage" de seuillage ité-
ratif
Dans le chapitre 6, nous avons intégré l’opérateur de seuillage structuré dans
le cadre de la séparation de sources pour les mélanges convolutifs. L’opérateur de
seuillage structuré a pour but d’exploiter la structure des signaux dans le domaine
temps-fréquence. Récemment, les auteurs de [GL10] ont proposé de "déplier" l’al-
gorithme ISTA en tant que réseau supervisé pour apprendre l’opérateur de seuillage
optimal pour un certain type d’application. L’idée est de trouver l’opérateur de
seuillage le plus approprié pour une certaine classe de signaux. Une idée similaire
a été utilisée pour le problème de séparation de sources dans [LRHW15].
9.2.3 Alignement de permutation avec l’approximation
"convolutive" en bande étroite
Dans le chapitre 7, nous avons proposé un algorithme basé sur le modèle d’ap-
proximation "convolutive" en bande étroite. Nous avons utilisé la méthode d’ali-
gnement de permutation existante en fonction de la corrélation entre fréquences.
Comme un modèle de permutation très utilisé, TDOA [SAMM07] est bien déve-
loppé et obtient de bon résultats. Cependant, le modèle TDOA est actuellement
adapté uniquement au modèle d’approximation "instantanée" en bande étroite. Il
semble intéressant de généraliser le modèle TDOA avec l’approximation "convolu-
tive" en bande étroite.
9.2.4 Parcimonie, NMF et information de phase
Dans le chapitre 8, nous avons combiné l’hypothèse de parcimonie et le modèle
NMF pour la séparation des mélanges convolutifs. La méthode proposée est unique-
ment basée sur l’amplitude du spectrogramme. Une telle ignorance de l’information
de phase nous permet d’accélérer l’algorithme proposé par rapport aux algorithmes
existants, mais limite la performance car l’information de phase semble pertinente
pour la séparation. La NMF avec phase a été étudiée récemment dans [KK16] et
il semble pertinent d’intégrer l’information de phase dans le cadre de séparation
proposée.
9.3 Publications
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Titre : Séparation aveugle de source: de l’instantané au convolutif
Keywords : Séparation de source, Problèmes inverses, Transformée de Gabor, Représenta-
tion parcimonieuse, Factorisation en matrices non-négatives, Optimisation
Résumé : La séparation aveugle de source consiste à estimer les signaux de sources uniquement
à partir des mélanges observés. Le problème peut être séparé en deux catégories en fonction
du modèle de mélange: les mélanges instantanés, où le retard et la réverbération (effet multi-
chemin) ne sont pas pris en compte, et des mélanges convolutifs qui sont plus généraux mais plus
difficiles. De plus, le bruit additif au niveau des capteurs et le cas des mélanges sous-déterminés,
où il y a moins de capteurs que de sources, ajoutent à la complexité du problème.
Dans cette thèse, nous avons étudié le lien entre deux méthodes existantes pour les mé-
langes instantanés: l’analyse en composantes indépendantes (ICA) et l’analyse en composantes
parcimonieuses (SCA). Nous avons ensuite proposé une nouvelle formulation générale permet-
tant d’aborder aussi bien les cas (sur)déterminés que sous-déterminés, avec ou sans bruit. Les
évaluations numériques montrent l’avantage des approches proposées.
Dans une deuxième partie, nous nous intéresseront aux mélanges convolutifs. Une première
étude expérimentale sur les mélanges non aveugles de signaux audio permettent de montrer
l’avantage des approches hybrides et du seuillage structuré.
La formulation proposée est généralisée pour les mélanges convolutifs. En intégrant un nou-
veau modèle d’approximation, les algorithmes proposés améliorent les résultats par rapport à
l’était de l’art, en particulier dans les scénarios bruyants et / ou de forte réverbération.
Enfin, en exploitant le modèle NMF (factorisation en matrice non-négative), nous avons com-
biné l’hypothèse de rang faible et de parcimonie. Un nouvel algorithme pour les mélanges convo-
lutifs sous-déterminés est proposé, se basant exclusivement sur le module des spectrogrammes
des mélanges. Les expériences illustrent la bonne performance des algorithmes proposés pour
les signaux de musique, en particulier dans des scénarios de forte réverbération.
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Title : Blind source separation: from instantaneous to convolutive
Keywords : Source separation, Inverse problem, Gabor Transform, Sparse representation,
Nonnegative matrix factorisation, Optimization
Abstract : Blind source separation (BSS) consists of estimating the source signals only from
the observed mixtures. The problem can be divided into two categories according to the mixing
model: instantaneous mixtures, where delay and reverberation (multi-path effect) are not taken
into account, and convolutive mixtures which are more general but more complicated. Moreover,
the additive noise at the sensor level and the underdetermined setting, where there are fewer
sensors than sources, make the problem even more difficult.
In this thesis, we first studied the link between two existing methods for instantaneoux mix-
tures: independent component analysis (ICA) and sparse component analysis (SCA). We then
proposed a new formulation that works in both determined and underdetermined cases, with
and without noise. Numerical evaluations show the advantage of the proposed approaches.
Secondly, the proposed formulation is generalized for convolutive mixtures with speech signals.
By integrating a new approximation model, the proposed algorithms work better than existing
methods, especially in noisy and/or high reverberation scenarios.
Then, we take into account the technique of morphological decomposition and the use of struc-
tured sparsity which leads to algorithms that can better exploit the structures of audio signals.
Such approaches are tested for under-determined convolutive mixtures in a non-blind scenario.
At last, being benefited from the NMF model, we combined the low-rank and sparsity assump-
tion and proposed new approaches for under-determined convolutive mixtures. The experiments
illustrate the good performance of the proposed algorithms for music signals, especially in strong
reverberation scenarios.
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