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Abstract
In the application of on-line, dynamic process optimisation, adaptive estimation
of the system states and parameters is usually needed to minimise the unavoidable
model-process mismatch. This work presents an integrated approach to optimal model
adaptation and dynamic optimisation, with specific focus on batch processes. An ac-
tive approach is proposed whereby the input variables are designed so as to maximise
the information content of the data for optimal model adaptation. Then, this active
adaptation method is combined with the objective of process performance to form a
multi-objective optimisation problem. This integrative approach is in contrast to the
traditional adaptation method, where only the process performance is considered and
adaptation is passively carried out by using the data as is. Two strategies for solv-
ing the multi-objective problem are investigated: weighted average and constrained
optimisation, and the latter is recommended for the ease in determining the balance
between these two objectives. The proposed methodology is demonstrated on a simu-
lated semi-batch fermentation process.
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1. Introduction
Model-based dynamic optimisation is an established technology to facilitate safe,
economic and environmentally benign operation of manufacturing processes, particu-
larly for those operating in batch or semi-batch modes. The basic principle of dynamic
process optimisation is to formulate a model-predicted performance measure, which is
then optimised to give the desired time trajectory of the input variables (for example,
the trajectory of temperature or flow rate until the end of batch). In theory, dynamic
optimisation can be carried out off-line, and the pre-calculated input trajectory can
be implemented on-line by using a conventional regulatory controller. However, this
feed-forward approach relies too much on the availability of high-quality model, and is
too sensitive to model-process mismatch. This mismatch is not completely avoidable
because of, for instance, lack of understanding of process mechanisms, use of simpli-
fying assumptions, measurement errors, and continuous change of process behaviour
due to, for example, catalyst deactivation and heat exchanger fouling. Therefore, a
more desired approach is on-line optimisation: the optimisation problem is repeatedly
solved during the process operation, when new measurements are collected and used
to update the model and its prediction [1, 2, 3]. This feed-back feature of on-line
dynamic optimisation is similar to that of model predictive control, though the latter
normally focuses on optimally tracking a certain pre-computed trajectory. Because of
this similarity, the following analysis of existing studies in the literature does not stress
the difference between on-line optimisation and control unless necessary.
A key task of dynamic optimisation is the on-line adaptation of the model by using
new measurements so as to minimise the model-process mismatch. This adaptation
stage can be active and “open-loop”: by suspending the process optimiser, the input
variables can be purposely designed to collect the maximal information for model up-
date. For batch processes, the method of optimal design of experiments (DoE) [4, 5] has
ample algorithms to serve this purpose, such as the A-optimal and D-optimal designs.
Alternatively, adaptation can be passive and “closed-loop”: the model is updated whilst
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the inputs are still determined by the process optimiser. Typical methods for updating
mechanistic models include extended Kalman filters, particle filters, moving horizon
estimation (MHE), among others [6, 7, 8, 9, 10]. However, both approaches have flaws.
In the absence of process optimiser, open-loop adaptation interrupts the normal pro-
cess operation and is costly due to additional experimental resources, off-spec products,
and sometimes even safety violations. Conversely, closed-loop adaptation is convenient
and maintains the usual operation; yet it lacks the capability of adjusting inputs so as
to attain the data that are optimal for model adaptation.
As a consequence, integration of active and closed-loop model adaptation has be-
come a desired choice, giving rise to the emergence of closed-loop identification. Never-
theless, previous work was primarily focused on adapting linear models for continuous
processes around steady-states [11, 12, 13]. In contrast, batch processes usually require
highly non-linear models and do not have steady-states. In addition, very limited effort
was devoted to the optimal design of inputs; notable methods include adding random
“dithering” signal to inputs [14], spectral analysis [13], and persistent excitation [11].
These approaches to the design of inputs are also limited to linear continuous processes
around steady-states. Similar idea to combine process optimisation/control with opti-
mal model adaptation was reflected in dual control methods, which have mainly been
applied to, again, linear continuous processes [15, 16, 17]. It was recognised that dual
control is potentially useful for non-linear batch processes [18]; however, to the best
knowledge of the authors, this has not been explored.
The primary aim of this paper is to develop an integrative approach to simultaneous
active model adaptation and dynamic process optimisation. This approach may be
viewed as a hybrid route whereby the inputs are designed through a trade-off between
optimal model adaptation and optimal process operation. We will extend the concept
of such integration from within linear continuous systems to complex batch processes.
From another perspective, the present study may also be viewed as extending the off-
line integration of process optimisation and parameter estimation [19, 20, 21] to on-line
applications. Such integration may also be regarded as a trade-off between exploration
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(of the decision space) and exploitation (of the model): exploration aims to improve
the model by collecting the most informative data, whilst exploitation is to rely the
current model for decision making.
The rest of this paper is organised as follows. Section 2 gives the detailed formu-
lation of the integrated dynamic optimisation and active model adaptation problem.
The solution strategy will also be discussed, including three components: (i) the design
of objective function for optimal process operation, (ii) the design of objective function
for optimal model parameter adaptation, and (iii) MHE for the update of system states
and parameters. The proposed methodology will be demonstrated in Section 3 using a
simulated fed-batch bioreactor that is well known in the literature for studying control
and optimisation algorithms [20]. Finally, concluding remarks are given in Section 4.
2. Problem formulation and solution strategy
Consider the following generic state-space model for a batch process:
xt+1 = f(xt,p,ut) +wt (1)
yt = h(xt,p) + vt (2)
where x is the state vector, y is the measurement vector, and t denotes the time
index. The state function f(·) describes the system dynamics that depends on the
state at time t, the model parameters p, and the input variables ut (also termed
manipulated variables). The process noise (wt) is utilised to describe the random
mismatch between the model and the actual process. The measurement is a function
(h(·)) of states and parameters subject to noise vt. Note that the noise terms (wt and
vt) are assumed additive, following the convention in process control. In addition, if
no specific information is available, both noise terms are assumed to be independent
and identically distributed (i.i.d.) according to a multivariate normal distribution:
pw(wt) = N(0,Q), pv(vt) = N(0,R), where p denotes the probability distribution
function (pdf ). The common practice is to restrict Q and R to diagonal matrices. The
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measurement noise covariance R is usually derived from the precision properties of
measurement devices. The covariance matrix for the process noise needs to be either
tuned or estimated in order to infer the system states. A variety of methods have been
reported to address this issue [22, 23, 24].
Given the process model, the proposed approach iterates between on-line dynamic
optimisation, and model adaptation through state and parameter estimation. The flow
chart is illustrated in Figure 1. The detailed solution methods are presented in the rest
of this section.
2.1. On-line dynamic optimisation
The basic concept of on-line dynamic optimisation, similar to that of model pre-
dictive control, is to repeatedly (at each time step) solve an open-loop optimal control
problem subject to the system dynamics and the constraints for states and inputs. For
batch processes, the usual performance measure is a function of the end-batch (time
F ) states and parameters ψ[xF ,p]:
min
ut,...,uF
J = min
ut,...,uF
{ψ[xF ,p] + λφ[ut, . . . ,uF ]} (3)
subject to g ({x,u}t,...,F ,p) ≤ 0
and the process model in eqs. (1)(2)
where t is the current time and λ is a weighting factor to penalise a certain function of
the inputs. This function, φ, can be used to discourage the abrupt change of the inputs
or the deviation from a certain nominal input profile. Without loss of generality, we
set λ = 0 in this study and focus on the end-batch process performance, which needs
to be predicted by solving the system model from the current estimate of states xt and
parameters p. The state and parameter estimation problem will be discussed in detail
in Section 2.3. Other objective functions can also be designed in order to, for example,
track a certain reference state trajectory. The constraints include those imposed on
functions of the states, inputs and model parameters (g(·)), as well as the state space
5
model (eqs. (1)(2)). The inputs are usually parameterised to be piecewise constant or
linear with respect to time.
2.2. On-line optimisation with active model adaptation
It is well understood from off-line process optimisation studies [19, 20, 21] that the
optimal inputs in terms of process performance is often not optimal in the sense of
adapting model parameters to changing process characteristics. As a result, simply
accepting the measurements that are produced by the process optimisation-oriented
inputs is undesired for model adaptation. Instead, an active approach should be con-
sidered to generate data that contain more information for model update. The measure
of data information can be borrowed from the literature of DoE, such as the Fisher
information matrix F given below:
F =
∫ F
t
(
∂yτ
∂p
)T
R
(
∂yτ
∂p
)
dτ (4)
where the derivative of the measurement (yτ ) with respect to the model parameter p
at time τ is still a function of p, and it should be evaluated at the current estimate p∗.
The derivative can be obtained using the following relation:
∂y
∂p
=
∂h
∂p
+
∂h
∂x
∂x
∂p
(5)
where ∂x/∂p also varies with time:
d
dt
(
∂x
∂p
)
=
∂f
∂x
∂x
∂p
+
∂f
∂p
(6)
which can be solved along with the ordinary differential equations representing the
process (eq. (1) is the corresponding discrete form).
Therefore, in order to produce data that are more informative for parameter esti-
mation, a certain scalar function of F should be optimised. The usual choices include
(but are not limited to) [25]:
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• A-criterion (average criterion): min [Tr(F−1)]. This is to minimise the average
parameter estimation error, or equivalently to maximise the trace of F.
• E-criterion (eigenvalue criterion): max [λmin(F)]. This is to maximise the smallest
eigenvalue of F, or equivalently to minimise the largest parameter error whilst
ignoring other parameters.
• Modified E-criterion: min [λmax(F)/λmin(F)] = min [σ(F)]. This ME-criterion is
to minimise the condition number of the Fisher information matrix, σ(F), with
known optimum of unity.
Notably, different criteria have different aims and there are no consensus as to
which is the most appropriate in practice. For example, the A-criterion considers
the aggregate effect of all parameters but may be insensitive to the most uncertain
parameter, which, in contrast, is of exclusive interest to the E-criterion. In this study,
we adopt the ME-criterion that may provide a good balance between the most and
least uncertain parameters.
Following the formulation of optimal process operation and optimal model adapta-
tion, the overall problem becomes multi-objective optimisation that seeks to minimise
J in eq. (3) and σ(F) simultaneously. Given the possible conflict between objectives,
the aim of multi-objective optimisation is to find the set of Pareto (non-dominant)
solutions. Standard methods are: weighted aveage, converting all but one criteria into
constraints, and evolutionary algorithms [26]. Nevertheless, in the context of automatic
process operation, presenting the full set of Pareto points to a decision maker is not a
viable approach. Instead, a simple weighted average is typically utilised [20]:
min
ut,...,uF
[(1− α)J + ασ(F)] (7)
A major challenge of this weighted objective function is the selection of α. Suppose
that the process performance measure, J , is the end-batch production in the unit of
grams, whilst the condition number is usually in the order of 106 or even larger. It is
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extremely difficult to determine an appropriate α prior to the operation of an actual
batch. If the multi-objective problem is converted into constrained optimisation, it is
also difficult to determine the bound for either J or σ(F).
In the present work, we propose a two-step solution. First, the process perfor-
mance J is optimised alone, without considering the objective for optimal parameter
estimation. Given this optimum Jˆ , the second step is to solve the following constrained
optimisation problem:
min
ut,...,uF
[σ(F)] , subject to J < Jˆ + (1− β)(Jworst − Jˆ) (8)
where Jworst is the worst (i.e. maximal) possible value for J , and thus (Jmax − Jˆ) de-
fines the range of performance degradation. Therefore, (1 − β) may be intepreted as
performance sacrifice that we are willing to tolerate so that to obtain better parameter
estimate. Although β is still a user-determined term, its selection is much more intu-
itive. For example, β = 0.99 might be a reasonable choice; it represents a possible 1%
performance degradation, leaving certain freedom to explore the process inputs that
are more informative for parameter estimation. In some practical situations where the
performance objective is to maximise the end-batch production, Jworst could be set to
0 (no product produced), as in the case study presented in Section 3.
An alternative to the proposed approach in eq. (8), still in two steps, is to optimise
the information content of the data first (i.e. σˆ(F) = min σ(F)), and then optimise
the process performance (i.e. min J) subject to an allowable maximal sacrifice on
information content. However, the best information content could mean very poor
process performance (c.f. the case study in Figure 3 when α is close to 1). It is
not clear how much sacrifice on information content should be allowed to obtain good
process performance. In addition, it is practically easier to determine the allowable
sacrifice on process performance in exchange for better parameter estimation, since
optimal process performance is the ultimate goal. Therefore, this alternative method
is not explored further.
The use of both the weighted average and the two-step approach will be further
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discussed in the case study. Next, we outline the MHE algorithm that is used for state
and parameter estimation.
2.3. State and parameter estimation using MHE
The estimation of states and (or) parameters in a dynamic system is usually cast
into a filtering problem, whereby the well-known Kalman filter is an optimal solution
if the state function is linear and the states are normally distributed [7]. When these
assumptions do not hold, approximate methods need to be utilised, such as the ex-
tended Kalman filters, unscented Kalman filters [27, 28] and more recently particle
filters [6, 29, 10]. These filters are sequential in the sense that they infer the system
states at the current time step by utilising the current measurement only. The past
information is implicitly included via the use of prior distribution for the states. As
such, these filters are efficient in terms of computation, which may be a necessity for
industrial process optimisation and control. However, these afore-mentioned filters are
not directly applicable to constrained state estimation problems (e.g. states must be
non-negative).
In contrast, MHE [9, 10] formulates the state and (or) parameter estimation problem
over a finite time horizon, making use of the information from multiple time steps in
the past. The state constraints can be explicitly incorporated in MHE by devising a
constrained optimisation problem. Specifically, at time step t, MHE attempts to solve
the following problem over a time horizon of h steps (from t− h + 1 to t):
min
xt−h+1,...,xt,p
{
V (xt−h+1) +
t−1∑
j=t−h+1
Lw(wj) +
t∑
j=t−h+1
Lv(yj − h(xj ,p))
}
(9)
subject to xj+1 = f (xj ,p,uj)+wj in addition to other constraints (if any) on the states
and parameters. In the above formula, the first term summarises the information about
xt−h+1 obtained from the past up to time t− h. Rigorously, V (xt−h+1) is the negative
probability of xt−h+1 conditional on the measurement sequence {y1, . . . ,yt−h}. In the
terminology of MHE, V (·) is called “arrival cost” and may be approximated by using
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an extended Kalman filter [9, 10]. Lw and Lv are the negative log-likelihood functions,
respectively: Lw(w) = − log pw(w), Lv(v) = − log pv(v), where pw and pv are the
pdf for process and measurement noises discussed previously. In particular, a normal
distributed process noise, pw(w) = N(0,Q), means
Lw(w) =
dw
2
(2π) +
1
2
det(Q) +
1
2
wTQ−1w (10)
where dw is the dimension ofw; similar expression can be obtained for the process noise
pdf pv(v) = N(0,R). Note that apart from the current states and parameters, MHE
also obtains a sequence of “smoothed” past states from time t− h+ 1 to t− 1. These
smoothed past states, although not used for the purpose of predictive optimisation and
control, may be important information for post-analysis of the dynamic systems.
The solution to the optimisation problem in eq. (9) provides the estimate of current
system states, which are required to optimise the predicted process objective function.
The performance of MHE depends on the choice of the time horizon, h. In theory,
longer time horizon carries more measurements and thus should give more accurate
estimation. However, the dimension of the optimisation problem is (h × dx + dp)
where dx and dp are the dimensions of the states and parameters, respectively. High
dimensional optimisation tends to suffer from the issue of local optima, and thus in
practice it may not always give better results than using a small h.
3. Case study
3.1. The fed-batch fermentation process
The simulated well-mixed fed-batch bioreactor [20] used in this study has been
well studied in various applications, in particular in experimental design [30, 31]. The
process dynamic behaviour is described by the following set of differential equations:
10
dS
dt
= −σX +
u
V
(Sin − S) (11)
dX
dt
= µX −
u
V
X (12)
dV
dt
= u (13)
where u (L/h) is the feed flow rate of substrate; the state variables and their initial
values at the beginning of a batch are given in Table 1. The specific growth rate is of
the Haldane type:
µ =
µmS
Kp + S + S2/Ki
(14)
with three parameters, µm, Kp and Ki. The substrate consumption rate is given by
σ =
µ
Y
+m (15)
where the yield Y and maintenance factor m are assumed to be fixed. The objective
of the process is to maximise the biomass production, VFXF , at the end of the batch.
All parameter values are given in Table 2. For the purpose of illustrating the pro-
posed methodology, two parameters, Kp and Ki, are assumed to be unknown and will
be adapted during dynamic optimisation of the batch process. Some initial guess of
both parameters is used at the beginning of the process. To simulate parameter dis-
crepancy, the true parameter values are multiplied by a factor r to give the initial guess,
where for simplicity the same r value is applied to both Kp and Ki. A range of r will be
tested to explore the impact of the severity of such parameter discrepancy on the perfor-
mance of process optimisation and model adaptation: r ∈ {0.5, 1.0, 1.5, 2.0, 2.5, 3.0},
r = 1.0 meaning no initial mismatch in parameters. Estimation of Kp and Ki is a
typical scenario to investigate the trade-off between optimal process operation and
model adaptation. Eq. (14) suggests the importance of these two parameters in opti-
mal process performance, because the maximal specific growth rate is achieved when
S =
√
KpKi. Usually, an intermediate value of S is desired to encourage biomass
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production. However, as far as parameter estimation is concerned, a small value of
S is preferred for the estimation of Kp (because µ is sensitive to the change in Kp)
but not for that of Ki, whilst a large S is helpful for the estimation of Ki but not Kp.
Such conflict of goals requires multi-objective optimisation as described in the pervious
methodology section.
(Tables 1 and 2 about here)
The batch duration, F , is fixed to 40 h, and the sampling (measurement) interval
is 4 h. This long sampling time was chosen because in many industrial fermentation
processes, the substrate concentration is only measured a few hours apart, through
physical sampling and off-line analysis. The feed rate u is constrained to be no more
than 1 L/h. We assume that only two out of three states, i.e. the substrate concen-
tration S and reactor volume V , are directly measurable at each sampling interval.
In simulation, the state and measurement noises are assumed to be independent and
identically distributed, following zero mean Gaussian with diagonal covariance matrix:
diag[Q] = [0.01, 0.01, 0.01]2 and diag[R] = [0.1, 0.05]2; the former is meant to introduce
a certain level of random model-process mismatch whilst the latter reflects typical noise
in the measurements. The time horizon for MHE is fixed to four sampling steps (i.e.
16 h), which was found in prelimary runs to be adequate whilst keeping computation
reasonable. More details about the process can be found elsewhere [20]. The integrated
model adaptation and optimisation were carried out at every sampling time.
Direct dynamic optimisation with respect to {ut, . . . , uF} is computationally ex-
pensive due to the high dimension of the input sequence. Unlike predictive control for
tracking reference trajectory, the challenge originates from the need to predict end-
batch performance, and thus optimisation of input from current time t to the end of
batch. In addition, high dimentional optimisation often suffers from the difficulty in
finding (near) global optimum, even if advanced algorithms like multiple shooting are
used. Instead, we adopt an indirect approach to constrain the form of the feed rate
profile, following the strategy used by Versyck and van Impe [20]. In particular, a
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fixed optimal “set-point” for the substrate concentration, S¯, is sought such that the
objective function is optimised. Note that although S¯ is fixed at each time step, it
may have different values when moving from one time step to the next during which
the optimisation problem is re-solved. This on-line optimisation approach accounts for
the feed-back from the actual process behaviour, and it is in contrast to the off-line
optimisation reported in [20]. Given S¯, the feed rate at time t (i.e. St) is determined
by a simple “on-off” strategy according to the following three scenarios:
1. St > S¯ + ǫ: no substrate is supplied, so that existing substrate can be consumed
until the set-point is reached.
2. St < S¯ − ǫ: substrate is supplied at the maximum feed rate (1 L/h), in order to
bring S to the set-point as soon as possible.
3. St ∈ [S¯ − ǫ, S¯ + ǫ]: the feed rate is given by the following control law to keep the
substrate concentration constant: u = σXV/(Sin − Sˆ).
Here a tolerance factor, ǫ, is chosen to be 0.05 so as to avoid drastic change of feed
rate whilst fairly tracking the set-point. The feed rate is parameterised as piece-wise
constant within each “optimisation horizon”, which is chosen to be 0.05 h, giving rise
to negligible discretisation error in terms of realising the optimal set-point S¯. Direct
parameterisation of u to such small time interval would result in a very high dimensional
optimisation problem. This “on-off” strategy, though being simple, is still widely used
in fermentation and other industries for batch manufacturing [32, 20].
The overall substrate feed is also constrained by availability, which is set to 3 L.
Ideally, the entire substrate will be fed before the end of batch and fully utilised.
However, we have adopted a fixed batch duration of 40 h, which may be justified by
ease of scheduling when compared with variable batch duration.
3.2. Results and discussions
A typical process trajectory is illustrated in Figure 2 without any initial parameter
discrepancy (r = 1.0). The substrate feed rate was determined by dynamic optimi-
sation, only maximising the end-batch biomass production. Thus the figure shows
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a typical batch with high performance: the production was 327.7 g. Although the
biomass concentration (X) was not directly measured, MHE was quite effective in
estimating it from the substrate concentration (S) and liquid volume (V ). The two
parameters were also fairly followed, except for small mismatch towards the end of
the batch (Figure 2(b)). The feed rate profile is also typical for a well performing
bioprocess [20]: all substrate was fed into the reactor and consumed by the end of the
batch. Nevertheless, the results in this figure were obtained without any parametric
model-process mismatch; only a small amount of random distrubance was introduced
as state noise wt. Next, we explore the effectiveness of the proposed active adaptation
approach when subjecting to various degrees of parameter discrepancy.
(Figure 2 about here)
Figure 3 summarises the end-batch biomass production VFXF when using the
weighted objective function in eq. (7) for dynamic optimisation, as a function of the
weighting factor α. Note that α = 0 means no active adaptation, and the feed rate
was solely designed to maximise VFXF . On the other side, α = 1 corresponds to no
consideration of production and the only objective was to minimise the ME-criterion
for optimal parameter estimation. Although the logrithm α axis does not allow the il-
lustration of α = 0, the result from α = 10−20 was verified to be numerically equivalent.
The results confirm that the combination of process performance and data informa-
tion is potentially useful: when α moves from 10−20 to until 10−3, the production is
improved in some cases. To be specific, Table 3 lists the baseline (α = 10−20) and
the best production. This improvement can be attributed to better and more rapid
update of the model parameters so as to rectify the misleading model predictions as
early as possible. To verify this hypothesis, Figures 4 and 5 compare the process profile
and state/parameter estimation between the baseline (α = 10−20) and best (α = 10−5)
cases when r = 0.5. The noticeable spikes in the feed rate are due to the use of the
on-off operation strategy, and they would be avoided should a filtering method be used
(e.g. the simple moving average filter). Clearly, the parameter estimates adapted to
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the actual values more quickly when active adaptation was included in the objective
function. As a result, the prediction of the end-batch production was more accurate
by using active adaptation, as illustrated in panel (d) of both figures. Note that panel
(d) compares the predicted and the “actual” final production, should the entire input
sequence be applied until the end of the batch. In on-line dynamic optimisation, the
input sequence is applied only until the next sampling time, and the optimal control
problem is re-solved; the re-designed input sequence thus results in a different “actual”
production at each time step.
(Figures 4 and 5 about here)
(Table 3 about here)
Another observatin from Figure 3 and Table 3 is that the method of active adap-
tation and optimisation is more needed when model-process mismatch becomes larger.
As expected, when no initial parameter mismatch is present, the proposed active adap-
tation does not give significant improvement, nor does it deteriorate the process signif-
icantly until α > 10−8. However, when the initial parameter guess is three times of the
true values (r = 3.0), the production can be increased from 179.5 g to 282.7 g, i.e. an
improvement of 57.4%. Nevertheless, these results also highlight the major challenge
when applying the weighting strategy in practice: how to determine the optimal weight
α? It may be natural to avoid the values close to unity, since this would place too little
emphasis on maximising production, as manifested in Figure 3. However, even some
small values, e.g. α = 10−12 in Figure 3(c) and α = 10−10 in Figure 3(d), resulted in
dramatically reduced production. It seems that the objective function does not vary
smoothly with α, especially in the presence of large parameter discrepancy. In addi-
tion, the optimal α varies significantly from case to case. Such difficulty mainly lies
in the lack of physical meaning of the Fisher information matrix’s condition number,
which was used to measure the information content of the data for model update. The
values of production and condition number are different in several orders of magnitude,
making the determination of an appropriate weight extremely problematic.
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To address the above issue regarding the choice of the weight, we further explore the
two-step constrained optimisation strategy, formulated in eq. (8). Figure 6 summarises
the production as a function of β, 1−β being the fraction of performance sacrifice that
can be tolerated in the hope to obtain better parameter estimate. Intuitively, β should
be chosen to be close to unity, and this is consistent with the results in Figure 6.
Focusing on the region where β ≥ 0.9, the detailed results are given in Table 4. In four
out of the six cases (except r = 0.5 and r = 1.0) with varying parametric discrepancy,
the maximal improvement is better than that obtained from weighted approach. More
importantly, the choice of β, though still remaining a subjective matter, is much easier
than that of α. Although it is still not possible to identify the best β a priori, it appears
that a value greater than 0.95 would give practically useful improvement over the
baseline case. Nevertheless, the optimal value of β clearly depends on the magnitude
of model-process mismatch. When such mismatch is very significant like in the case of
r = 3.0, a smaller value of β (0.95) appears to be helpful to allow more emphasis on
the information content of the data, giving rise to more rapid adaptation of the model
to the process.
(Figure 6 about here)
(Table 4 about here)
4. Concluding remarks
This paper presents an active approach to model adaptation in conjunction with
on-line dynamic optimisation, with particular interest in batch processes. The input
variables are designed to optimise two often conflicting objectives: to maximise the
information content of the data for optimal model adaptation, and to optimise the de-
fined process performance. This integrative approach is in contrast to the traditional
adaptation method, where only the process performance is considered and adapta-
tion is passively carried out by using the data as is. Two strategies for solving the
multi-objective problem are explored: weighted average and constrained optimisation.
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Through demonstration on a simulated fed-batch fermentation process, we recommend
the two-step constrained optimisation approach, because it is easier to determine an
appropriate balance between these two objectives. The presented work was focused on
parametric mismatch between the model and the process. If the model significantly
deviates from the process because of structural mismatch (e.g. important process phe-
nomena not modelled), then more advanced adaptation methods are needed [33], and
accordingly the proposed active approach will need to be re-designed. This aspect
requires more follow-on studies.
The proposed methodology can be further refined. For example, it may be desired
to monitor the model-process mismatch by using the estimated parameter uncertainty,
based on which the tuning factor β in the constrained optimisation can be adjusted
on-line. If the uncertainty is high, then β should be set to slightly away from unity,
reflecting the emphasis on updating the model. Conversely, β can be set to very close
to unity, when the model-process mismatch becomes negligible, to allow more focus on
the process performance. Such an approach is currently under investigation.
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Table 1: System states.
State Description Initial value
S (g/L) Substrate concentration 0
X (g/L) Biomass concentration 1.5
V (L) Bioreactor volume 7
23
Table 2: Model parameters.
Parameter Description Nominal value
µm (h
−1) Maximal specific growth rate 2.1
Kp (g/L) Half-saturation constant 50
Ki (g/L) Substrate inhibition constant 0.5
Y (g/g) Yield 0.47
m (g/g) Maintenance factor 0.29
Sin (g/L) Feed substrate concentration 500
F (h) Batch duration 40
24
Table 3: End-batch production (g) by optimising the weighted objective function. The value of α for
the baseline case is 10−20.
r Baseline Best Best α Improvement
0.5 294.0 334.9 10−5 13.9%
1.0 327.7 331.3 10−15 1.1%
1.5 311.3 322.5 10−8 3.6%
2.0 306.7 306.7 10−20 0.0%
2.5 231.7 289.6 10−5 25.0%
3.0 179.5 282.7 10−3 57.4%
25
Table 4: End-batch production (g) by the two-step approach to optimising the constrained objective
function. The baseline case corresponds to β = 1, and it is the basis for calculating the relative
improvement. The maximal production under each case is in boldface. The production worse than
the baseline is illustrated in brackets.
r β
1 0.995 0.99 0.95 0.9 Max improvement
0.5 294.0 315.8 325.1 305.1 (253.6) 10.6%
1.0 327.7 328.7 (326.6) (313.3) (294.1) 0.3%
1.5 311.3 327.7 320.4 313.1 (278.4) 5.2%
2.0 306.7 314.1 334.0 311.0 (280.2) 8.9%
2.5 231.7 320.2 289.5 285.8 252.3 38.2%
3.0 179.5 248.4 282.0 300.9 288.1 67.6%
26
Figure 1: The flow chart of the overall approach.
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Figure 2: The process trajectory and state/parameter estimation results for the case r = 1.0, i.e.
no initial parameter discrepancy. The weighted objective function with α = 10−20 was used for
optimisation, numerically equivalent to no active adaptation. The end-batch production was 327.7 g.
(a) Substrate (S) and biomass (X) concentration; (b) Parameter estimation; (c) Reactor volume and
feed rate.
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Figure 3: The end-batch biomass production VFXF as a function of the weighting factor α, subjecting
to initial parameter discrepancy in terms of the multiplier r: (a) r = 0.5, (b) r = 1.0, (c) r = 1.5, (d)
r = 2.0, (e) r = 2.5, (f) r = 3.0.
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Figure 4: The process trajectory and state/parameter estimation results for the case r = 0.5. The
weighted objective function with α = 10−20 was used for optimisation, numerically equivalent to
no active adaptation. The end-batch production was 294.0 g. (a) Substrate (S) and biomass (X)
concentration; (b) Parameter estimation; (c) Reactor volume and feed rate; d) Predicted end-batch
production at each sampling interval.
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Figure 5: The process trajectory and state/parameter estimation results for the case r = 0.5. The
weighted objective function with α = 10−5 was used for optimisation, and the end-batch production
was 334.9 g. (a) Substrate (S) and biomass (X) concentration; (b) Parameter estimation; (c) Reactor
volume and feed rate; (d) Predicted end-batch production at each sampling interval.
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Figure 6: The end-batch biomass production VFXF as a function of the constraint fraction β, sub-
jecting to initial parameter discrepancy in terms of the multiplier r: (a) r = 0.5, (b) r = 1.0, (c)
r = 1.5, (d) r = 2.0, (e) r = 2.5, (f) r = 3.0.
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