Requirments for current and future Unmanned Air Vehicles with longer flight endurances have led to a need for an autonomous soaring capability. This paper investigates aircraft flight path guidance for search and localization of Regions of Interest, consisting of atmospheric phenomena. The problem is posed as an offline agent learning problem, of localizing atmospheric thermal locations and then guiding an Unmanned Air Vehicle to soar from one to another. Q-learning is used as the learning algorithm. The computational navigation solution used here is a basic grid algorithm that assigns thermal locations and intensities, with the representation being specified states, actions, goals, and rewards that are used to accomplish the agent learning. The approach is validated with a simulation of a powered Unmanned Air Vehicle. Results presented in the paper show that the autonomous agent can learn how to navigate to a thermal quickly and efficiently by controlling bank angle, while simultaneously monitoring its inertial position and heading angle.
I. Introduction
I n this paper, search and localization guidance will initially be applied to a powered UAV but will be eventually used for autonomous soaring of UAVs, a task that can theoretically permit them to stay airborne for many hours or even several days at a time. Thermal updrafts and their intensities can be located and tracked to allow a glider UAV with a nominal endurance of two hours to soar through the air for a maximum of 14 hours. Motion in a fixed-dimension spiral path can be used to explore the atmosphere for thermals, while the aircraft simultaneously keeps track of the updraft's target position. 1 An aircraft can easily make use of a thermal gust's energy to permit higher wing loadings and smaller battery size, which consequently facilitates larger payload and increased cruise speed. Search and localization guidance using thermal updrafts can additionally be accomplished by centering a vehicle about a thermal, or using inter-thermal gusts. Reward signals can be cast in terms of net lift, while the states are a thermal locator's estimate of thermal size and strength. 2 An optimum trajectory generation algorithm that promotes greater autonomy of an aircraft can improve flight range and endurance promoted by a thermal gust. 3 Thermal updrafts' locations and intensities can be mapped using on-board sensors. Specifically, infrared cameras can be used to locate thermals, and real time trajectories for dynamic soaring applications can be produced. 4 Furthermore, memory components can map available energy based on previous sensor readings and a history of learning. 5 Other research presents maintaining a wind map based on data collected during flight, as well as using currently available maps to generate energy-gain paths. A path generator can then plan paths based on energy efficiency and field exploration. 6 Once thermal updrafts are located, the amount of vertical velocity and the drifting motion of the center of the thermal can be considered. 7 Thermal centering controllers can be used to represent the thermal's location and size. Maximum climb rate can be achieved at the center of the updraft; bank angle can be changed based on the climb rate to move the aircraft's circular path to coincide with the center of the updraft. 8 A UAV can track a moving, non-predefined target, such as a thermal, by changing its turn rate and speed. Tracking a moving thermal can be improved by examining wind disturbance rejection controls.
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This paper develops a learning agent for guiding a powered UAV from one thermal location to another by considering the control of the UAV to be a Reinforcement Learning problem. This is done as a precursor to autonomous soaring using unpowered UAVs. To initiate the Reinforcement Learning process, one simply needs to define a set of states and actions that are used in a specific type of Reinforcement Learning algorithm, known as Q-learning. The Q-learning algorithm involves updating a Q-matrix that contains the states, actions, and the value of a certain state-action pair. The states for this problem consist of bank angle, heading angle, and position in the global coordinate system. Upon defining a goal, without supervision the agent determines the thermals' intensities and ranks them in order of highest intensity and smallest distance from the aircraft. If there is only one thermal, that updraft becomes the goal. The aircraft then tracks the thermal and navigates to it using the most efficient route. Rewards are based on the global position of the aircraft and thermals.
II. Q-Learning
Reinforcement Learning is a machine learning technique that uses reinforcing rewards from the environment to improve a policy that determines the best states of a system or the best actions to take given the current state of the system. The most widely used Reinforcement Learning technique is known as Watkins' Q-learning. Q-learning is a temporal-difference method that uses the current estimate of the action-value function to determine how to maximize rewards from the environment in an off-policy manner. It is called off-policy because the policy being used for decision making during an episode is not necessarily the same policy that is being updated with rewards.
While the policy being updated is typically a greedy policy utilizing the action-value function, the policy used during an episode for choosing actions can be exploratory. An agent is given a specific goal, and through interaction with its environment it will either explore to discover better actions for the future, or exploit the knowledge it has already acquired to guarantee an increase in positive reward. 10 An -greedy policy uses a probability, , to determine whether an action will be exploration or exploitation.
A learned action-value function, Q, is often referred to as the Q-matrix. The Q-matrix contains nearly all possible combinations of state-action pairs once learning is complete. Therefore, the more states or the more actions that are available to an agent, the bigger the Q-matrix becomes. In Q-learning, the final Q-matrix will be optimal if every state-action pair is visited infinitely many times. Since this is not possible, learning is typically ended once the performance is deemed "good enough". As the Q-matrix becomes large, more learning episodes are required for the agent to appropriately experience every state-action pair. Along with specific state-action pairs are corresponding values in the Q-matrix based on the amount and magnitude of rewards given. The values contribute to the policy function. A higher value listed in the Q-matrix for a state-action pair signifies a high benefit of existing in that state and taking that action. However, in order to update or add values to the Q-matrix, an agent needs to explore. If an agent explores, it acts without knowing if it will receive a positive, negative, or zero reward. However, without exploring, an agent could likely never learn the most efficient route to a goal. A balance between exploring and exploiting knowledge is required in the Reinforcement Learning process. It is for this reason that an -greedy policy is used. The specific update rule that is used for evolving the Q-matrix is shown in Equation 1.
In Equation 1, α is the learning rate, γ is the discount factor, k indicates the current timestep, r is the reward, s is the state, a is the action, s is the next state, and a is the next action. Both α and γ are always between 0 and 1. The learning rate establishes the importance of new information compared to previously obtained information. If the value of α is 0, the agent only considers the old information and does not learn anything new; if the value is 1, the agent simply considers the new information without regard to previously gained information. Furthermore, γ measures the importance of knowing the value of future rewards when choosing an action. If γ is near 0, then the agent will primarily consider immediate rewards, while a value approximately equal to 1 will cause the agent to focus mainly on future rewards. This update rule is used in Watkins' Q-learning as shown in the full algorithm below.
Watkins' Q-learning Algorithm: Choose a from s using policy derived from Q(e.g., −greedy)
Take action a, observe r, s
until s is terminal
III. Representations
For the search and localization guidance task involving the use of Regions of Interest consisting of thermal updrafts, close consideration to states, actions, goals, rewards, and other parameters is important. This particular experiment involves a mathematical simulation model of a UAV moving in two dimensions. States are chosen to be bank angle, heading angle, and X and Y position in the global coordinate system. The three actions that are available to the vehicle include a five degree increase or decrease in bank angle, or no change in bank angle.
For this simulation, the starting state includes arbitrary values of bank angle, heading angle, and X and Y global positions. The available actions are presented in increments of five degrees change in bank angle to permit a continuous and smooth incremental learning process. Four states are included in the method because this is a minimum amount of states needed for this agent to still adequately learn how to reach a goal. If more states were used, there would consequently be more state-action pair combinations. This would require more learning episodes to be completed to allow the agent more opportunities to sample all possible state-action combinations. It is therefore important to keep the amount of states and actions to a minimum.
The goals for this experiment are based on the thermal updrafts. Specifically, they are the magnitudes of the velocity in the center of the thermal. The values of the velocity are assumed to be known prior to the learning. An agent will notice if it has reached a goal if the X and Y coordinates of the state in which it is currently located is within a certain pre-defined range of the X and Y global positions of the center of the thermal. Rewards are subsequently based on the position of the aircraft. A reward of +20 is given if the agent reaches a goal, and a negative reward of the same magnitude is rendered if the agent reaches the boundary of the grid. Any other action that does not immediately place the agent in the goal range or a position on the boundary receives a reward of zero. Magnitudes of the rewards are somewhat subjective. A reward with a very large magnitude can lead to values with large magnitudes in the Q-matrix. However, these values will still principally be proportional to values in the Q-matrix calculated based on rewards of smaller magnitudes. Rewards of less than unity would obviously cause values in the Q-matrix to be unnecessarily minuscule. The magnitude of the rewards has no major effect on the learning process.
IV. Air Vehicle Modeling
The UAV model in the simulations is Pegasus. It has a wingspan of 144 in, and its fuselage is 75 in long and about 15 in wide. Its average cruise speed is in the range of 30-50 m/s. A model of Pegasus is shown in Figure 1 . The equations of motion used in the simulation are for constant altitude turning flight. 
V. Agent Learning
Learning begins with a declaration of a state that the user chooses or is chosen randomly by the computer. An action matrix is declared, and includes as inputs the values that can be added to the bank angle. Variables representing the size of the action matrix, and the number of states are also created for easy reference throughout the program. The Q-matrix is formed at this time as an empty matrix that can be expanded as values are added to it. It has the same amount of columns as there are actions. In this instance, it begins as three cells because there are three actions available for the agent. Inside each of these three cells is another matrix with number of columns equal to the amount of states plus one additional column to contain the values of the corresponding state-action pair. Because the agent is allowed to explore at the very beginning of the learning process, it chooses any of the three actions available at random. A new function, nextstate is called. Its inputs include the state in which the agent existed prior to its move, the action that it chose to take, the action matrix, time step, cruise speed, gravitational constant, and the number of states.
Since the bank angle, heading angle, and X and Y position that comprise the new state will exist to infinite decimal places, their values are rounded to the closest four decimal places at the end of the nextstate function.
Next, another function is called to determine the reward that the agent deserves after a certain move. As previously mentioned, the agent will receive a positive reward for reaching the goal range, a negative reward for reaching a boundary point, or a reward of zero for any other move that does not immediately lead the agent to the goal. In order to prevent the agent from more easily maximizing its total reward by changing its bank and heading angle as opposed to its position, the reward function only gives rewards based on X and Y position. The Q-matrix is updated in a proceeding function. The reward value is placed in a cell of the Q-matrix based on the action taken and the state that the agent was in before the action. The agent's current state now becomes the new starting state and a new cycle begins. When the agent reaches the predefined goal, the episode ends and a new episode initiates.
At this point, an agent can either take actions randomly or greedily. A greedy action involves an agent choosing an action that it already knows will lead to a high reward. Before any action is chosen, however, the egreedy function is called. It takes as inputs the current state, the Q-matrix, the number of actions, and the current value of . The function outputs the action-value of the current state and selected action, as well as the best action that the agent should take if it is going to exploit its knowledge. Otherwise, the egreedy function will choose a random action for the agent to take.
As new states are being determined based on the chosen action, the heading angle, bank angle, and X and Y position values will not be whole numbers. Instead of rounding the X and Y coordinates and heading angle immediately in the learning process, these values remain continuous during the process of calculating the X and Y coordinates and bank and heading angle for the next state. However, at the time that the values in the Q-matrix need to be updated, the X and Y coordinates and heading angle are rounded according to the discretization matrix. This allows exact states in the Q-matrix to be found and updated. Heading and bank angle values are rounded to the closest number evenly divisible by five. On the other hand, X and Y coordinate position values are rounded to numbers evenly divisible by 50. This rounding is important because an agent is required to move from one grid point to another. The grid is separated in increments of 50 m in both the abscissa and ordinate axis. At this point, the k-nearest neighbor algorithm is used to transfer the agent to the closest point on the grid. The next state is then calculated using the actual values of X and Y coordinates and heading angle. Importantly, the bank angle is kept as a value divisible by 5 during the learning process and the Q-matrix update process. Consequently, the agent behaves more realistically; the X and Y coordinates and heading angle are rounded only in the process of updating the Q-matrix and determining the next best action.
An important step in this process is saving the Q-matrix at various time increments. This enables additional learning for the agent that can ensure a more precise Q-matrix. In this example, the Q-matrix is saved every 200 episodes. Furthermore, the code allows the user to begin the Q-learning process and terminate it whenever is necessary. Later, the user can choose to continue the learning where it previously left off and upload the already partially learned Q-matrix. Consequently, the previously learned Q-matrix can be improved. As each new simulation is completed, files named according to the current date are saved with the values of all parameters and of course the Q-matrix. This organizes each process and expedites retrieval of previous files when needed.
The Monte Carlo method is finally used to determine the amount of times that the agent reached the goal. The Monte Carlo process completed here also noted the path of the agent, the action it took at each state, and the amount of positive and negative rewards given. These values are stored in separate matrices. Based on this data, one can determine the effectiveness of the learning process. Additionally, because the Q-learning process ends as soon as the agent discovers the goal, it is necessary to end the cycle in the Monte Carlo episodes once the agent found the goal. In reality, an aircraft does not stop moving once it reaches a goal. However, to ensure the proper performance of the learning process, it is sufficient to code a break at the time that the agent reaches the goal.
VI. Simulation
The objective of the simulation described in this paper is to show how Q-learning affects the way an agent navigates through its environment. It is desirable that this learning method be precise and time efficient. The mathematical simulation of the UAV was executed using the commercial Matlab software program.
The simulation involves an agent beginning the Q-learning process along the boundary of the grid. Initial X and Y boundary coordinate positions are random, but the large magnitude of episodes required promotes initial experience at every boundary point. The agent starts at every grid point on the boundary including the corners of the grid. Furthermore, initial heading and bank angle of the aircraft is properly defined for this simulation. Specifically, if the agent begins at a boundary point that is along the X axis, its initial state consists a 0 degree heading angle. If the agent begins along the Y axis, its initial heading angle is 90 degrees. For every starting boundary condition, the agent begins with a 0 degree bank angle and a heading angle that allows the agent to be pointing directly to the center of the grid. Consequently, an agent starting at a corner grid point possesses a 45, -45, 135, or -135 degree heading angle depending on the location of the corner. These values are determined based on the parameter constraints chosen by the user.
When the action taken to affect the bank angle is known, the subsequent state can be determined using Equations 2, 3, 4, and 5 relating aircraft dynamics:ψ
where ψ is the heading angle, φ is the bank angle, g is the gravitational constant, and u is the vehicle's cruise speed. These equations are used because only constant cruise speed and constant radius turns are considered. The agent is assumed to move at a constant cruise speed of 35 m/s, the time step is established as 2 s, and the acceleration of gravity used is 9.8 m/s 2 . Before the Q-learning process begins, a thermal location and intensity are randomly generated using a script that involves running a check case of a NASA DFRC updraft model. It is displayed on a grid that is a 1000 m square in the X and Y coordinate system. It should be noted that these dimensions can be altered to allow for a greater learning space. However, for initial learning, it is significant to begin the process on a grid this size. The global position of the maximum intensity in the center of the updraft is known and presented in the updraft model, and the velocity at this coordinate is stored as the goal for the learning process. The user declares a range of velocities that acts as an invisible radius around the thermal. The agent will attempt to at least reach the thermal somewhere in its range to receive a positive reward. In this case, the maximum of the range is 4 m/s and the minimum is slightly greater than 0 m/s. Specifically, the minimum range value will always be 95 percent of the maximum intensity velocity. This ensures that positive reward values are not given to the agent when it is in an area with a zero velocity thermal gust.
The program is initially set to run about 150,000 episodes. Within each episode, the agent is allowed 500 cycles, or opportunities, to take an action. The parameters are simply a basic starting point to observe the learning process. Not all cycles will always be used within each episode however. If the agent reaches a boundary point, for example, the cycle will end and a new episode will begin. Other constants are also initialized before the learning occurs. The learning rate is set to 0.1 and the discount factor takes a value of 0.7. The value of , the parameter utilized in the -greedy method that promotes random action, is initially unity. This means that the agent will begin the process solely exploring and choosing actions at random. After every 5 percent of episodes are completed, will decrease by 0.05 to ensure exploitation. However, this value is not permitted to reach a number less than 0.05 because it is not necessary to completely ignore the exploring process.
Certain constraints are required for several parameters. For the two-dimensional learning process described in this paper, both X and Y coordinates are restricted between 0 and 1000 m to prevent the aircraft to enter negative coordinate positions outside of the grid. The heading angle is permitted to exist between -180 and 180 degrees, while bank angle is required to be between -45 and 45 degrees. These values can potentially be altered, but they are reasonable and effective for this specific simulation.
VII. Numerical Examples
The first simulation completed 150,000 episodes. One thermal was placed at the coordinates (732.0689, 702.2730) which rounds to the grid point (750, 700). One trajectory chosen by the agent is shown below in Figure 2 This simulation involved requiring the agent to travel to the closest most intense thermal. In the learning process, reward-shaping was created based on updraft velocity. When the locations and intensities of the three updrafts were known, the distance from the starting point of the agent to the center of each thermal was calculated using a simple distance formula. For this simulation, velocity was given twice as much significance as distance. Therefore, if the agent traveled to the thermal of highest velocity, it would receive a reward twice as great as traveling to the thermal with the shortest distance from the agent's initial state. In the code, these metrics relating the rewards based on velocity and distance are represented as variables and can be altered if necessary. A single trajectory of this simulation is shown in Figure 4 . The agent began learning at the grid point (1000, 950) with a heading angle of -90 degrees and a bank angle of 0 degrees. Through learning, the agent appropriately chose to travel to the thermal at the location (181.0450,815.9635). Figure  5 shows the agent's time history for this specific trajectory. 
VIII. Conclusions and Future Work
Results presented in the paper demonstrate the potential for Reinforcement Learning, specifically Qlearning, to guide an Unmanned Air System to a specified Region of Interest from a specified starting state. There are several conclusions that can be drawn from these results:
1. The Q-learning technique is effective at navigating a UAV to fixed thermal locations. In the first simulation, the agent reached the goal about 85 percent of the time; in the second simulation, the agent reached the goal approximately 99 percent of the time.
2. As more learning episodes are completed, the navigation ability of the UAV improves. In the first simulation, for example, 100,000 episodes were completed and a Monte Carlo test showed that the agent reached the goal 81 percent of the time. After 50,000 more episodes were completed based on learning previously obtained, the first simulation generated success 84 percent of the time. This relation shows that the success for the first simulation increased about 3 percent after completing 50,000 more learning episodes.
3. Adding additional thermals increases the computational complexity linearly. When comparing the two simulations, the second simulation with three goals was approximately three times more computationally expensive than the first simulation.
4. Adding additional thermals to the navigation area increases the probability that the UAV will find a thermal updraft.
Future work will extend the approach to the autonomous soaring problem. This will be done by making the learning more precise by refining the grid spacing using the Adaptive Action Grid Technique.
11 Additionally, an agent will learn how to maneuver in a three dimensional space. This will involve changes in altitude and will require an update and expansion of the state and action matrices. Eventually, this machine learning process will be efficient and applicable to the autonomous soaring of a real sailplane.
