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ON THE HOCHSCHILD HOMOLOGY OF SMASH BIPRODUCTS
A. KAYGUN AND S. SÜTLÜ
Abstract. We develop a new spectral sequence in order to calculate Hochschild homology of smash
biproducts (also called twisted tensor products) of unital associative algebras A#B provided one of A or B
has Hochschild dimension less than 2. We use this spectral sequence to calculate Hochschild homology
of quantum tori, multiparametric quantum affine spaces, quantum complete intersections, quantum Weyl
algebras, deformed completed Weyl algebras, and finally the algebra Mq(2) of quantum 2 × 2-matrices.
Introduction
In this paper we investigate the Hochschild homology of a class of product algebras called the smash
biproducts [5] (or also referred as the twisted tensor products [6]) that include Hopf-cross products and
Ore extensions. Then we effectively calculate Hochschild homologies of quantum tori, multiparametric
(quantum) affine spaces [16, 30], quantum complete intersections [3], quantum Weyl algebras [26],
deformed completed Weyl algebras [9, 21], and the quantum matrix algebra Mq(2) [1, 18].
Our strategy relies on splitting the Hochschild complex into a (twisted) product of two Hochschild
complexes induced by the decomposition of the underlying algebra. Then we combine the homologies
of the individual pieces via a suitable spectral sequence. In doing so, we do not rely on any ad-hoc
resolutions of the underlying algebras as bimodules over themselves. The key observation is that if one
of the component algebras has Hochschild homological dimension less than 2, then the spectral sequence
degenerates on the E2-page yielding the result immediately. We refer the reader to Section 2 for technical
details.
Here is a plan of the paper: In Section 1 we recall basic definitions and tools needed to work with smash
biproduct algebras, and then in Section 2 we construct our homological machinery. Section 3 contains
our calculations. In Section 3.3 we calculate the Hochschild homologies of the quantum plane k[x]#k[y],
the quantum cylinder k[x]#k[y, y−1], and the quantum torus k[x, x−1]#k[y, y−1]. Next, in Section 3.4 we
calculate theHochschild homology of themultiparametric affine space S(Xν ,Λ) [16], aswell as a particular
case of quantum Weyl algebras [26]. The Hochschild homology of the quantum complete intersection
algebra Ca,b := k 〈x, y〉/〈xa, xy − qyx, yb〉 for every a, b > 2 [3] is computed in Section 3.5. In Section
3.7, we deal with the quantum Weyl algebra S(Xµ,Yν,Λ) [26] in full generality. Subsection 3.6 deals with
the (g, D)-deformed Weyl algebra Apol
g,D
:= S(V ) ⋊U(g), and its completion Ag,D := Ŝ(V ) ⋊U(g) [9, 21].
Although deformed Weyl algebras are Hopf-cross products, neither component is necessarily of low
Hochschild homological dimension. Nevertheless, our method plays a critical role in identifying the
(continuous) Hochschild homology of Ag,D with its dense subalgebra A
pol
g,D
. In particular, we obtain the
results [12, Thm. 2.1] and [13, Thm. 4] for the for the completed Weyl algebra A2n, since the Hochschild
homology of Apol2n is already known. The last subsection, Subsection 3.8, is devoted to the Hochschild
homology of the quantum matrix algebra Mq(2). The fact that the algebra Mq(2) is a short tower of Ore
extensions [18] makes it amenable for the tools we develop here. In fact, all quantum matrix algebras
Mq(n) are towers of Ore extensions [1, 15, 18]. However, the growth of the lengths of these towers
renders the arguments we use in the present paper ineffective. As such, the homology of the algebras
Mq(n) for n > 2, and the quantum linear groups [23] demand a different approach, which we postpone to
a subsequent paper.
1
2 A. KAYGUN AND S. SÜTLÜ
Notation and Conventions. We fix a ground field k of characteristic 0. All algebras are assumed to be
unital and associative, but not necessarily finite dimensional. We use k[S] and k{S} to denote respectively
the free commutative and free noncommutative polynomial algebras generated by a set S. We also use
〈S〉 to denote either the k-vector space spanned, or the two-sided ideal, generated by the set S depending
on the context. If G is a group, k[G] denotes the group algebra of G over k.
1. Smash biproducts, Hopf-cross products, and Ore extensions
1.1. The smash biproduct of algebras.
Let us now recall from [5] the smash biproduct of algebras, which are also called the twisted tensor
products [6]. Let A and B be two algebras, and let R : B ⊗ A −→ A ⊗ B be a linear map written as
R(b ⊗ a) =: Ra ⊗ bR making the diagrams
(1.1) B
1⊗B
""❋
❋❋
❋❋
❋❋
❋
B⊗1
||①①
①①
①①
①①
B ⊗ A
R // A ⊗ B
A
1⊗A
bb❋❋❋❋❋❋❋❋❋ A⊗1
<<①①①①①①①①①
B ⊗ B ⊗ A
B⊗R //
µB⊗A

B ⊗ A ⊗ B
R⊗B // A ⊗ B ⊗ B
A⊗µB

B ⊗ A
R // A ⊗ B
B ⊗ A ⊗ A
R⊗B
//
B⊗µA
OO
A ⊗ B ⊗ A
A⊗R
// A ⊗ A ⊗ B
µA⊗B
OO
commutative. We shall call any such map a distributive law. One can then show that A ⊗ B is a unital
associative algebra with the multiplication
(a ⊗ b)(a′ ⊗ b′) := a(Ra′) ⊗ (bR)b′,
for any a, a′ ∈ A and b, b′ ∈ B, and with the unit 1 ⊗ 1 ∈ A ⊗ B, if and only if the diagrams in (1.1)
commute, [5, Thm. 2.5]. We will use A#RB to denote this algebra.
Let us note that the natural inclusions
iA : A −→ A#RB, a 7→ a ⊗ 1, iB : B −→ A#RB, b 7→ 1 ⊗ b
are algebra maps, and that the map
Ψ := µA#RB ◦ (iA ⊗ iB) : A ⊗ B −→ A#RB
is an isomorphism of vector spaces. Then, the map R can be recovered as
R = Ψ−1 ◦ µA#RB ◦ (iB ⊗ iA).
Let us next review a few (more concrete) examples of this construction.
1.2. Ore extensions.
Let A be an algebra, and k[X] be the polynomial algebra in one indeterminate. Let α : A → A be an
algebra homomorphism, and δ : A → A be a derivation. Then the invertible distributive law defined as
R : k[X] ⊗ A −→ A ⊗ k[X], R(X ⊗ a) := α(a) ⊗ X + δ(a) ⊗ 1
yields the Ore extension associated to the datum (A, α, δ), i.e. A#Rk[X]  A[X, α, δ], [5, Ex. 2.11].
We refer the reader to [25, 18] for an account of the Ore extensions in the quantum group theory.
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1.3. Hopf-cross products.
We note from [5, Ex. 4.2] that the smash biproduct construction covers Hopf-cross products, i.e. algebras
of the form A ⊗ H where H is a Hopf algebra and A is a (left) H-module algebra. The latter means that
there is an action ⊲ : H ⊗ A → A which satisfies
(1.2) h ⊲ (ab) = (h(1) ⊲ a)(h(2) ⊲ b)
for any h ∈ H, and any a, b ∈ A. Then, there is an algebra structure on A ⋊ H := A ⊗ H given by
(a ⊗ h)(b ⊗ g) = a(h(1) ⊲ b) ⊗ h(2)g,
for any a, b ∈ A, and any h, g ∈ H, with unit 1 ⊗ 1 ∈ A ⋊ H. Now letting
(1.3) R : H ⊗ A → A ⊗ H, R(h ⊗ a) = h(1) ⊲ a ⊗ h(2)
for any a ∈ A and any h ∈ H it follows from (1.2) that A ⋊ H = A#RH.
1.4. Algebras with automorphisms.
Let A be any unital associative algebra, and let G be a group acting on A via automorphisms. Consider
the distributive law R : k[G] ⊗ A → A ⊗ k[G] given by
(1.4) R(g ⊗ a) = (g ⊲ a) ⊗ g
for every a ∈ A and g ∈ G. Let us denote the smash biproduct algebra A#Rk[G] simply by A#G. This is
a special case of the smash product given by the distributive law (1.3) for the Hopf algebra H = k[G].
1.5. Algebras with derivations.
Let g be a Lie algebra, and A a unital associative algebra on which g acts by derivations; that is,
X ⊲ (ab) = (X ⊲ a)b + a(X ⊲ b)
for any a, b ∈ A, and any X ∈ g. Then,
R : U(g) ⊗ A → A ⊗ U(g), R(X ⊗ a) = (X ⊲ a) ⊗ 1 + a ⊗ X
determines an invertible distributive law, and hence the smashed biproduct algebra A#RU(g) which we
simply denote by A#g.
Let us note that the above conditions endows A with a U(g)-module algebra structure, that is, the algebra
A#g is a special case of the Hopf crossed product A ⋊ H with H = U(g), and the distributive law (1.3).
2. Homology of smash biproducts
2.1. The bar complex.
Given an associative algebra A, together with a right A-module V and a left A-module W , one can form
the two sided bar complex
(2.1) CB∗(V, A,W) :=
⊕
n>0
V ⊗ A⊗n ⊗ W
together with the differentials d : CBn(V, A,W) −→ CBn−1(V, A,W), n > 1, defined as
d(v ⊗ a1 ⊗ · · · ⊗ an ⊗ w) = v · a1 ⊗ a2 ⊗ · · · ⊗ an ⊗ w
+
n−1∑
j=1
(−1)jv ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ w(2.2)
+ (−1)nv ⊗ a1 ⊗ · · · ⊗ an−1 ⊗ an · w.
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2.2. Hochschild homology.
Now, let A be a k-algebra and V be an A-bimodule, or equivalently, a right module over the enveloping
algebra Ae := A ⊗ Aop. Then the Hochschild homology of A, with coefficients in V , is defined to be
H∗(A,V ) := Tor
Ae
∗ (A,V).
Equivalently, see for instance [20, Prop. 1.1.13], the Hochschild homology of A, with coefficients in the
A-bimodule V , is the homology of the complex
CH∗(A,V) :=
⊕
n>0
CHn(A,V), CHn(A,V ) := V ⊗ A
⊗ n
with respect to the differential b : CHn(A,V) −→ CHn−1(A,V), defined for n > 1 as
b(v ⊗ a1 ⊗ · · · ⊗ an) = v · a1 ⊗ a2 ⊗ · · · ⊗ an
+
n−1∑
j=1
(−1)jv ⊗ a1 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an(2.3)
+ (−1)nan · v ⊗ a1 ⊗ · · · ⊗ an−1.
2.3. Hochschild homology with invertible distributive laws.
Let R : B ⊗ A → A ⊗ B be an invertible distributive law, and V an A#RB-bimodule, that is, the diagram
(2.4) B ⊗ A ⊗ V

// B ⊗ V
""❋
❋❋
❋❋
❋❋
❋❋
V ⊗ A
||①①
①①
①①
①①
①
V ⊗ B ⊗ Aoo

V
A ⊗ B ⊗ V //
GG
A ⊗ V
<<①①①①①①①①
V ⊗ B
bb❋❋❋❋❋❋❋❋
V ⊗ A ⊗ Boo
GG
is commutative. We now introduce a bisimplicial complex computing the Hochschild homology, with
coefficients, of the algebra A#RB. We shall need an iterative use of the distributive law (and its inverse),
as such, we make use of the notation
R(bj ⊗ ai) =
R j iai ⊗ b
R j i
j
, R−1(ai ⊗ bj) =
L j i bj ⊗ a
L j i
i
.
Proposition 2.1. Given a smash biproduct algebra A#RB with an invertible distributive law R : B ⊗ A →
A ⊗ B, and an A#RB-bimodule V , the isomorphism
v ⊗ (a1, b1) ⊗ · · · ⊗ (an, bn) 7→
a
L11 ...Ln1
1 ⊗ · · · ⊗ a
L(n−1)(n−1)L(n−1)n
n−1 ⊗ a
Lnn
n ⊗ v ⊗
L11b1 ⊗
L21L22b2 ⊗ · · · ⊗
Ln1...Lnnbn
identifies the Hochschild homology complex of the algebra A#RB, with coefficients inV , with the diagonal
of the bisimplicial complex given by Bp,q(A,V, B) := A⊗ p ⊗ V ⊗ B⊗ q with the structure maps
∂hi (a1 ⊗ · · · ⊗ aq ⊗ v ⊗ b1 ⊗ · · · ⊗ bp)
:=

a1 ⊗ · · · ⊗ aq ⊗ v ⊳ b1 ⊗ · · · ⊗ bp if i = 0,
a1 ⊗ · · · ⊗ aq ⊗ v ⊗ b1 ⊗ · · · ⊗ bibi+1 ⊗ · · · ⊗ bp if 1 6 i 6 p − 1,
Rp1a1 ⊗ · · · ⊗
Rpqaq ⊗ b
Rp1...Rpq
p ⊲ v ⊗ b1 ⊗ · · · ⊗ bp−1 if i = p,
∂vj (a1 ⊗ · · · ⊗ aq ⊗ v ⊗ b1 ⊗ · · · ⊗ bp)
:=

a2 ⊗ · · · ⊗ aq ⊗ v ⊳
R11...Rp1a1 ⊗ b
R11
1 ⊗ · · · ⊗ b
Rp1
p if j = 0,
a1 ⊗ · · · ⊗ ajaj+1 ⊗ aq ⊗ · · · ⊗ v ⊗ b1 ⊗ · · · ⊗ bp if 1 6 j 6 q − 1,
a1 ⊗ · · · ⊗ aq−1 ⊗ aq ⊲ v ⊗ b1 ⊗ · · · ⊗ bp if j = q.
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Proof. We observe that
∂hp∂
v
0 (a1 ⊗ · · · ⊗ aq ⊗ v ⊗ b1 ⊗ · · · ⊗ bp)
=∂hp
(
a2 ⊗ · · · ⊗ aq ⊗ v ⊳
R11...Rp1a1 ⊗ b
R11
1 ⊗ · · · ⊗ b
Rp1
p
)
=
Rp2a2 ⊗ · · · ⊗
Rpqaq ⊗ b
Rp1...Rpq
p ⊲
(
v ⊳ R11...Rp1a1
)
⊗ b
R11
1 ⊗ · · · ⊗ b
R(p−1)1
p−1
=
Rp2a2 ⊗ · · · ⊗
Rpqaq ⊗
(
b
Rp1...Rpq
p ⊲ v
)
⊳ R11...Rp1a1 ⊗ b
R11
1 ⊗ · · · ⊗ b
R(p−1)1
p−1
=∂v0
(
Rp1a1 ⊗ · · · ⊗
Rpqaq ⊗ b
Rp1...Rpq
p ⊲ v ⊗ b1 ⊗ · · · ⊗ bp−1
)
=∂v0 ∂
h
p (a1 ⊗ · · · ⊗ aq ⊗ v ⊗ b1 ⊗ · · · ⊗ bp).
For 1 6 i 6 p − 1 and 1 6 j 6 q − 1, the commutativity ∂h
i
∂v
j
= ∂v
j
∂h
i
follows from the commutativity
of the second diagram in (1.1). 
Considering the spectral sequence associated to the filtration by the rows (or the columns) of the bicomplex
given in Proposition 2.1, we obtain the following result.
Theorem 2.2. Let R : B ⊗ A → A ⊗ B be an invertible distributive law, and let V be an A#RB-bimodule.
Then there are two spectral sequences whose E1-terms are given by
(2.5) E1p,q = Hq(A,CHp(B,V)),
′E1p,q = Hp(B,CHq(A,V ))
which converge to the Hochschild homology of the smash biproduct A#RB, with coefficients in V .
Corollary 2.3. Let g be a Lie algebra action on an algebra A by derivations, and let G be a group action
on an algebra B by automorphisms. Let also V be an A#g-bimodule, and W a B#G-bimodule. Then there
are two spectral sequences such that
(2.6) Hp+q(A#g,V ) ⇐
′E1p,q = Hp(g,CHq(A,V )
ad),
and
(2.7) Hp+q(B#G,W) ⇐
′E1p,q = Hp(G,CHq(B,W)
ad).
2.4. Homology of smash biproducts by amenable algebras.
We will call a unital associative algebra B as amenable if it has Hochschild homological dimension 0, in
other words B is a Be-flat module [17]. In the discrete (algebraic) case, the typical examples are group
algebras k[G] of finite groups where the characteristic of the field k does not divide the order of the group
G. In the measurable case, as in the case dealt originally in [17], the typical examples are of the form
L1(G) where G is an amenable group. In particular, all compact groups and locally compact abelian
groups are amenable, [24, Chap.3].
In the sequel, we make frequent use of the notation
(2.8) VB :=
V
[B,V]
=
V
〈bv − vb | v ∈ V, b ∈ B〉
 H0(B,V )
and
(2.9) VB := {v ∈ V | bv = vb, for all b ∈ B}  H0(B,V)
for every B-bimodule V .
Theorem 2.4. Let A and B be two unital associative algebras, where B is amenable, and let R : B ⊗ A →
A ⊗ B be an invertible distributive law. Then,
Hn(A#RB,V)  Hn(A,V)B
for any n > 0, and for any A#RB-bimodule V .
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Proof. By Theorem 2.2 we have
H∗(A#RB,V) ⇐
′E1p,q = Hp(B,CHq(A,V)).
Since B is amenable, we have
′E1p,q  Hp(B,CHq(A,V)) 
{
CHq(A,V )B if p = 0,
0 otherwise.
Furthermore, since B is flat as a left Be-module, the functor ( · ) ⊗Be B is exact. As such,
H∗(A#RB,V) ⇐
′E2p,q =
{
Hq(A,V)B if p = 0,
0 otherwise.
The result then follows from the spectral sequence consisting of only one column. 
In particular, for V = A and B = k[G], where G is a finite group, we have the following.
Corollary 2.5. Let G be a finite group acting on a unital associative algebra A by automorphisms. Then
H∗(A#G, A)  HH∗(A)kG  HH∗(A)
G,
where HH∗(A)
G denotes the space of G-invariants (under the diagonal action).
2.5. Homology of smash biproducts by smooth algebras.
A unital associative k-algebra B is called smooth if B has Hochschild cohomological dimension 1, i.e. the
kernel of the multiplication map µB : B ⊗ B → B is Be-projective; [27, Lemma 2.3]. Such algebras are
also referred as quasi-free; [7]. Among the most basic examples of smooth algebras, there are k[x] and
k[x, x−1], see [20, Ex. 3.4.3]. Similarly, we call an algebra m-smooth ifΩB |k has Hochschild homological
dimension m. As such, an ordinary smooth algebra is 0-smooth. In [29], a smooth algebra is defined to
an algebra B whose projective Be-resolution is finite, and contains only finitely generated Be-modules.
The quintessential example is B = S(V ); the polynomial algebra with m + 1 = dimk(V)-indeterminates
which is m-smooth.
Lemma 2.6. Let B be a smooth algebra, and V a B-bimodule. Then,
H1(B,V )  V
B
 H0(B,V).
Proof. Since B is smooth
0 → ker(µB) → B ⊗ B → B → 0
is a Be-projective resolution of B. Then we immediately see that
H1(B,V)  ker (V ⊗Be ker(µB) → V) .
The claim then follows from ker(µB) being generated, as a Be-module, by the elements of the form
1 ⊗ x − x ⊗ 1 ∈ Be. 
Theorem 2.7. Let A and B be two algebras with B being smooth, and let R : B ⊗ A → A ⊗ B be an
invertible distributive law. Then, for any A#RB-bimodule V ,
Hn(A#RB,V)  Hn(CH∗(A,V)B) ⊕ Hn−1(CH∗(A,V)
B)
for all n > 0.
Proof. In view of the smoothness of B, Theorem 2.2 implies that the 1st page ′E1p,q of the spectral
sequence of Theorem 2.2 consists of two columns at p = 0 and p = 1. Then by (2.8)
′E20,q = Hq(H0(B,CH∗(A,V)))  Hq(CH∗(A,V)B),
and by Lemma 2.6
′E21,q = Hq(H1(B,CH∗(A,V)))  Hq(CH∗(A,V)
B)
as we wanted to show. 
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3. Computations
3.1. Galois extensions.
Let K/k be a finite Galois extension, and let G be the Galois group of this extension. Accordingly, we
have the K-algebra K#G, and from Theorem 2.4 we obtain
Hn(K#G, K) = Hn(K)
G .
The homology of K , on the other hand, is given by
HHn(K) =
{
K if n = 0,
0 otherwise,
when regarded as a K-algebra. Finally G being the Galois group of the extension K/k, we have KG = k.
Hence,
Hn(K#G,K) =
{
k if n = 0,
0 otherwise.
3.2. Group rings with faithful characters.
Let G be a group and let σ : G → k× be a character. Let us define
(3.1) R : k[x, x−1] ⊗ k[G] → k[G] ⊗ k[x, x−1], R(xn ⊗ g) := σ(g)ng ⊗ xn
for any n > 0, and any g ∈ G. Then (3.1) obeys the diagram (1.1), and we have the smash biproduct
algebra k[G]#k[x, x−1]. Now, since k[x, x−1] is smooth, we have by Theorem 2.7
Hn(k[G]#k[x, x
−1]) Hn
(
CH∗(k[G], k[G]#k[x, x
−1])k[x,x−1]
)
⊕ Hn−1
(
CH∗(k[G], k[G]#k[x, x
−1])k[x,x
−1]
)
.
On the other hand,[
x, g1 ⊗ · · · ⊗ gn ⊗ (g0 ⊗ x
ℓ−1)
]
= (σ(g0g1 · · · gn) − 1)g1 ⊗ · · · ⊗ gn ⊗ (g0 ⊗ x
ℓ)
Now, assume σ is faithful, i.e. σ(g) = 1 if and only if g = e. In view of the faithfulness of the character
we get
CH∗(k[G], k[G]#k[x, x
−1])k[x,x−1] = 0,
whereas
CH∗(k[G], k[G]#k[x, x
−1])k[x,x
−1]
 CH(e)∗ (k[G]) ⊗ k[x, x
−1],
where
CH(e)n (k[G]) := 〈g1 ⊗ · · · ⊗ gn ⊗ g0 ∈ CHn(k[G]) | g1 · · · gng0 = e〉 .
In order to compute the homology of this subcomplex we shall need the following lemma which goes back
to Eilenberg and MacLane [10]. (See [28] for a history of Hochschild (co)homology of group algebras.)
Lemma 3.1. Let G be an arbitrary group and consider CH∗(k[G]). Now, consider the subcomplex
CH(e)∗ (k[G]) generated by homogeneous tensors of the form g0 ⊗ · · · ⊗ gn such that the product g0 · · · gn
is the unit element. Then
H∗(CH
(e)
∗ (k[G])  H∗(k[G], k).
Proof. The morphism of complexes CHn(k[G], k) → CH
(e)
n (k[G], k[G]), given by
g1 ⊗ · · · ⊗ gn 7→ g1 ⊗ · · · ⊗ gn ⊗ g
−1
n · · · g
−1
1 ,
is an isomorphism. 
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Accordingly, we have
H∗
(
CH∗(k[G], k[G]#k[x, x
−1])k[x,x
−1]
)
 H∗(k[G], k) ⊗ k[x, x
−1],
and hence
HHn(k[G]#k[x, x
−1])  Hn−1(G, k) ⊗ k[x, x
−1].
Let G be a finitely generated abelian group of the form G = G f × Gt where Gt is the maximal torsion
subgroup and G f is the maximal torsion-free subgroup of G. Since Hn(Gt, k) = 0 for n > 1, we see that
the higher homology is determined G f . Let a be the free rank of G. Then
HHn(k[G]#k[x, x
−1])  k(
a
n−1) ⊗ k[x, x−1].
3.3. Smash products of Lorentz polynomials.
Below, we shall consider the Hochschild homology of the smash products of polynomial algebra k[x]
and the Laurent polynomial algebra k[x, x−1] in various combinations, but always with the particular
distributive law given by
R(y j ⊗ xi) = qi j xi ⊗ y j
for some fixed q ∈ k× which is not a root of unity.
3.3.1. The quantum plane.
Let us begin with A = k[x] and B = k[y]. In this case, for any xi1 ⊗ · · · ⊗ xim ⊗ xi y j ∈ CHm(A, A#RB),
we have [
y
j, xi1 ⊗ · · · ⊗ xim ⊗ xi
]
=
(
q(i1+...+im+i)j − 1
)
xi1 ⊗ · · · ⊗ xim ⊗ xiy j,
that is,
CHm(A, A#RB)B  CHm(k, B/k) ⊕ CHm(A)
whereas,
CHm(A, A#RB)
B
 CHm(k, B).
Accordingly, we see that
HHn(A#RB) Hn(CH∗(A, A#RB)B) ⊕ Hn−1(CH∗(A, A#RB)
B)


k[x] ⊕ yk[y] if n = 0,
k[x] ⊕ k[y] if n = 1,
0 if n > 2.
3.3.2. The quantum cylinder.
We now consider A = k[x] and B = k[y, y−1]. In this case, for any xi1 ⊗ · · ·⊗ xim ⊗ xiy j ∈ CHm(A, A#RB)
so that i1 + . . . + im + i , 0, we may choose j1, j2 ∈ Z such that j1 + j2 = j and that j1 , 0 to get[
y
j1, xi1 ⊗ · · · ⊗ xim ⊗ xi y j2
]
=
(
q(i1+...+im+i)j1 − 1
)
xi1 ⊗ · · · ⊗ xim ⊗ xi y j,
that is,
CHm(A, A#RB)B  CHm(k, B)  CHm(A, A#RB)
B.
Accordingly, we see that
HHn(A#RB) 
{
k[y, y−1] if n = 0, 1,
0 if n > 2.
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3.3.3. The quantum torus.
We continue with A = k[x, x−1] and B = k[y, y−1]. In this case, for any xi1 ⊗ · · · ⊗ xim ⊗ xiy j ∈
CHm(A, A#RB) so that i1 + . . . + im + i , 0, we may choose j1, j2 ∈ Z so that j1 + j2 = j and that j1 , 0
to get [
y
j1, xi1 ⊗ · · · ⊗ xim ⊗ xi y j2
]
=
(
q(i1+...+im+i)j1 − 1
)
xi1 ⊗ · · · ⊗ xim ⊗ xi y j,
that is,
CHm(A, A#RB)B = CHm(A, A#RB)
B

〈
xi1 ⊗ · · · ⊗ xim ⊗ xi y j | i1 + . . . + im + i = 0
〉
,
Just like we did in Lemma we next identify the above complexes with the complex computing the
homology of the group algebra k[Z] with coefficients in k[y, y−1] via
CHn(A, A#RB)B CHn(A, A#RB)
B → CHn(k[Z], k[y, y
−1]),
xℓ1 ⊗ · · · ⊗ xℓn ⊗
(
x−ℓ1−...−ℓn ⊗ y j
)
7→ ℓ1 ⊗ · · · ⊗ ℓn ⊗ y
j,
where the right Z-module structure on k[y, y−1] is given by y j ⊳ i := qi j , and the left Z-module structure
is trivial. As such,
HHn(A#RB)  Hn
(
CH∗(A, A#RB)B
)
⊕ Hn−1
(
CH∗(A, A#RB)
B
)

Hn(k[Z], k[y, y
−1]) ⊕ Hn−1(k[Z], k[y, y
−1]).
It is then evident, in view of [4, Ex.III.1.1], that
HHn(A#RB) 

k if n = 0,
k ⊕ k if n = 1,
0 if n > 2.
3.4. The multiparametric affine space.
The multiparametric affine space S(Xν,Λ) defined in [16, Subsect. 3.1] is the algebra generated by
Xν := {x1, . . . , xν} subject to the relations
(3.2) xj xi = qi, j xi xj,
where for 1 6 i, j 6 ν, and the structure constants Λ := (qi, j ) form a set of nonzero elements in k
satisfying
(3.3) qi,i = 1, qi, jqj,i = 1,
for all i < j. For the sake of simplicity, we are going to drop Λ from the notation.
Now, we can write S(Xν) as an iterated sequence of smash biproducts
S(Xν) = k[x1]# · · · #k[xn]︸               ︷︷               ︸
ν-times
= S(Xν−1)#k[xν]
In view of Theorem 2.7, we have
HHn(S(Xν)) Hn
(
CH∗
(
S(Xν−1), S(Xν)
)
k[xν]
)
⊕ Hn−1
(
CH∗
(
S(Xν−1), S(Xν)
)k[xν]) .
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3.4.1. The free case.
Now, let us assume for 1 6 i, j 6 ν that Λ generates a free abelian group of rank ν(ν − 1)/2 in k×. Then,
CH∗
(
S(Xν−1), S(Xν)
)
k[xν ]
 CH∗
(
S(Xν−1), S(Xν−1)
)
,
and
CH∗
(
S(Xν−1), S(Xν)
)k[xν]
 CH∗
(
k, k[xν]
)
.
It is then immediate to see that
HHn(S(Xν)) 

k ⊕
⊕ν
i=1 xik[xi] if n = 0,⊕ν
i=1 k[xi] ⊗ xi if n = 1,
0 if n > 2,
which is the case r = 0 in [26, Thm. 4.4.1].
3.4.2. The non-free case.
Hochschild complex admits the Nν-grading on S(Xν,Λ) where we have
HH∗(S(Xν)) =
⊕
(m1,...,mν )∈Nν
HH
(m1,...,mν )
∗ (S(Xν)),
The same grading applies to both CH∗
(
S(Xν−1), S(Xν)
)
k[xν ]
and CH∗
(
S(Xν−1), S(Xν)
)k[xν ]. Then it suffices
to consider only the components with multi-degree (m1, . . . ,mν) ∈ Nν.
Now, consider the cone C in the lattice Nν of elements (m1, . . . ,mν) ∈ Nν with the property that
(3.4)
ν∏
i=1
q
mi
j,i
= 1
for every 1 6 j 6 ν. This translates into
(3.5) xj ·
(
x
m1
1 . . . x
mν
ν
)
=
(
x
m1
1 . . . x
mν
ν
)
· xj
for 1 6 j 6 ν. Hence, it follows at once from (3.4) and (3.5) that
dimk HH
(m1,...,mν )
n (S(Xν)) =
{(h(m1,...,mν )
n
)
if (m1, . . . , mν) ∈ C
0 otherwise,
where we define
h(m1, . . . , mν) = #{mi | mi > 0},
i.e. it counts the number of mi > 0. Our result agrees with [16, Thm. 3.1.1], and also with [30, Thm.
6.1].
3.5. Quantum complete intersections.
Given two integers a, b > 2, and q ∈ k which is not a root of unity; let Ca,b be the quotient of the
algebra k{x, y} generated by two noncommuting indeterminates divided by the two sided ideal given by
the relations
(3.6) xa, yx − qxy, yb
as given in [3]. We note that the choice of a = b = 2 yields the quantum exterior algebra [2]. A linear
basis of this algebra is given by monomials of the form xi y j where 0 6 i < a and 0 6 j < b.
Now, consider the truncated polynomial algebras Ta := k[x]/〈xa〉, and Tb := k[y]/〈yb〉 determined by
a, b > 2. Then
R : Tb ⊗ Ta → Ta ⊗ Tb; R(y
j ⊗ xi) := qi j xi ⊗ y j,
an invertible distributive law. Thus we have Ca,b  Ta#RTb .
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The Hochschild homology of a truncated polynomial algebra Ta := k[x]/〈xa〉 has the periodic resolution
(P∗, ∂∗) where Pn = Ta ⊗ Ta and
∂n =

1 ⊗ x − x ⊗ 1 if n is odd,
a−1∑
i=0
xi ⊗ xa−1−i if n is even.
for n > 1 [19, Sect. 5.9], see also [20, E.4.1.8]. Tensoring (over Ta ⊗ Ta) with a Ta-bimodule U, then
Hn(Ta,U) appears as the homology of the complex
(3.7) · · · // U
∂4 // U
∂3 // U
∂2 // U
∂1 // U // 0,
where for n > 1,
(3.8) ∂n(u) =

xu − ux if n is odd,
a−1∑
i=0
xiuxa−1−i if n is even.
More precisely, for any m > 1 and xi1 ⊗ · · · ⊗ xim ⊗ xi y j ∈ CHm(Ta,Ta#RTb) we have
∂n
(
xi1 ⊗ · · · ⊗ xim ⊗ xiy j
)
=
{(
qi1+· · ·+im+i − 1
)
xi1 ⊗ · · · ⊗ xim ⊗ xi y j+1 if n is off,∑b−1
s=0 q
(i1+· · ·+im+i)s xi1 ⊗ · · · ⊗ xim ⊗ xi yb−1+j if n is even.
We now see that HHq(Ta)  ka−1 for q > 0, as in [20, Prop. 5.4.15] Accordingly, by Theorem 2.2 we get
Hp(Tb,CH∗(Ta,Ca,b)) =

CH∗(k,Tb/k) ⊕ CH∗(Ta), if p = 0,
CH∗(k,Tb/〈yb−1〉) if p is odd,
CH∗(k,Tb/k) if p > 0 is even.
Then the 1st page of the spectral sequence (2.5) appears as
HH∗(Ca,b) ⇐
′E1p,q 

CHq(k,Tb/k) ⊕ CHq(Ta) if p = 0,
CHq(k,Tb/〈yb−1〉) if p is odd,
CHq(k,Tb/k) if p > 0 is even.
Finally, since Hq(k,Tb/〈yb−1〉) = 0 = Hq(k,Tb/k) for q > 0, the vertical homology yields
′E2p,q 

Tb/k ⊕ k
a if p = q = 0
ka−1 if p = 0 and q > 0,
Tb/〈y
b−1〉 if p is odd and q = 0,
Tb/k if p > 0 is even and q = 0,
0 otherwise.
In other words,
dimk HHn(Ca,b) =
{
a + b − 1 if n = 0,
a + b − 2 if n > 1,
as in [3, Thm. 3.1].
3.6. The deformed (completed) Weyl algebras.
Let g be a finite dimensional Lie algebra, and V be a vector space. Let also S(V ) denote the symmetric
algebra onV , and Ŝ(V ) be the completed symmetric algebra overV , i.e. the algebra of formal power series
in dim(V )-many variables. We note that the algebra Ŝ(V ) is isomorphic to the dual algebra S(V )∨ of S(V )
viewed as the coalgebra of polynomials over dim(V )-many commuting variables.
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Let us now recall the (g, D)-deformed Weyl algebras from [9, 21]. Given D : g → Hom(V, Ŝ(V )),
extending it to a morphism D : g → Der(Ŝ(V )) of Lie algebras [21, Subsect. 1.2], one arrives at the
Hopf-cross product, Ag,D := Ŝ(V ) ⋊U(g), called the (g, D)-deformed (completed) Weyl algebra.
We are going to identify the (continuous) Hochschild homology of the algebra Ag,D with the homology
of its dense subalgebra Apol
g,D
:= S(V ) ⋊U(g).
Proposition 3.2. If D(g)(v) ∈ k 〈1〉 ⊕ V , for any g ∈ g and any v ∈ V , then there is an isomorphism
of the form HH∗(A
pol
g,D
)  HHcont∗ (Ag,D), where the right hand side refers to the continuous Hochschild
homology.
Proof. It follows at once from the hypothesis that, the distributive law between Ŝ(V ) and U(g) restricts to
a degree preserving distributive law between S(V ) and U(g). As such, we have a subcomplex
CH∗ (S(V ) ⋊U(g))(m) ⊆ CH∗ (S(V) ⋊U(g))
of terms whose total degree in S(V ) is less than or equal to m ∈ N. This collection yields a projective
system of complexes together with the natural epimorphisms
(3.9) CH∗ (S(V ) ⋊U(g))(m+1) → CH∗ (S(V ) ⋊U(g))(m)
The system satisfies the Mittag-Leffler condition [8, 11] by definition. Then we conclude from [11, Prop.
2 and Thm. 5] that
(3.10) HHcont∗ (Ag,D)  lim
←−
m
HH∗ (S(V ) ⋊U(g))(m)
where the left hand side is the continuous Hochschild homology of Ag,D .
On the other hand, since the distributive law is degree preserving, the collection CH∗ (S(V) ⋊U(g))(m)
forms also an injective system of complexes via the natural embeddings
(3.11) CH∗ (S(V) ⋊U(g))(m) → CH∗ (S(V ) ⋊U(g))(m+1) ,
which results in
CH∗ (S(V ) ⋊U(g)) = lim
−→
m
CH∗ (S(V ) ⋊U(g))(m) .
Since the homology HH∗ (S(V ) ⋊U(g)) is bounded and finite dimensional at every degree, by Corol-
lary 2.3, we see that there is an index N ∈ N such that for every m > N the natural injections in (3.11),
and therefore the natural projections in (3.9), induce quasi-isomorphisms. In other words,
HH∗
(
S(V ) ⋊U(g)
)
 HHcont∗
(
Ŝ(V ) ⋊U(g)
)
as we wanted to show. 
In particular, for the Weyl algebra Apol2n , and its completion A2n, in view of the fact that the Hochschild
homology of Apol2n is known, see for example [19, Sect. 5.10], we get [12, Thm. 2.1] and [13, Thm. 4] in
(3.12) HHcontm (A2n)  HHm(A
pol
2n ) =
{
k if m = 2n
0 otherwise
for any n > 1 and any m > 0, as an immediate corollary to Proposition 3.2.
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3.7. QuantumWeyl algebras.
In this subsection we are going to discuss the Hochschild homology of quantumWeyl algebras S(Xµ,Yν,Λ)
generated by Xµ := {x1, . . . , xµ} and Yν := {y1, . . . , yν}, subject to the relations
xi xj − qi, j xj xi, yiyj − qi, j yj yi, yj xi − qi, j xi yj, xi yi − yixi + 1(3.13)
for all i , j where 1 6 i 6 µ, 1 6 j 6 ν, and Λ := (qi, j ) of (3.3). Since there is a an isomorphism of
algebras of the form S(Xµ,Yν,Λ) → S(Xν,Yµ,Λt ) given by
xi 7→ −yi, yj 7→ xj,
we may assume, without loss of generality, that ν > µ. We also assume that Λ generates a free abelian
group of rank ν(ν− 1)/2 in k× as in [26]. For simplicity, from now on we are going to drop the parameter
matrix Λ from the notation.
3.7.1. The case µ = ν.
Let ν = µ, and let A2(xi, yi) be the copy of the ordinary Weyl algebra in S(Xµ,Yµ) generated by xi and yi
for 1 6 i, j 6 µ. We recall also the A2(x1, y1)e-resolution
0 → A2(x1, y1)
e ∂2−−→ A2(x1, y1)
e ⊕ A2(x1, y1)
e ∂1−−→ A2(x1, y1)
e → 0,
where
∂2(a ⊗ b) = (ax1 ⊗ b − a ⊗ x1b)e1 − (ay1 ⊗ b − a ⊗ y1b)e2,
and
∂1((a1 ⊗ b1)e1 + (a2 ⊗ b2)e2) = a1y1 ⊗ b1 − a1 ⊗ y1b1 + a2x1 ⊗ b2 − a2 ⊗ x1b2,
for A2(x1, y1), [19, Sect. 5.10]. Since S(Xµ,Yµ)  S(Xµ−1,Yµ−1)#A2(x1, y1), in view of Theorem 2.2, we
have
HH∗(S(Xµ,Yµ)) ⇐
′E1p,q = Hp
(
A2(x1, y1),CHq
(
S(Xµ−1,Yµ−1), S(Xµ,Yµ)
) )
.
Now we note that [
y1, x
a2
2 y
b2
2 ⊗ · · · ⊗ x
aµ
µ y
bµ
µ ⊗ x
a
1 y
b
1
]
= (q
B2−A2
1,2 · · · q
Bµ−Aµ
1,µ − 1)x
a2
2 y
b2
2 ⊗ · · · ⊗ x
aµ
µ y
bµ
µ ⊗ x
a
1 y
b+1
1
+ aq
B2−A2
1,2 · · · q
Bµ−Aµ
1,µ x
a2
2 y
b2
2 ⊗ · · · ⊗ x
aµ
µ y
bµ
µ ⊗ x
a−1
1 y
b
1 ,
and that [
x1, x
a2
2 y
b2
2 ⊗ · · · ⊗ x
aµ
µ y
bµ
µ ⊗ x
a
1 y
b
1
]
= (q
A2−B2
1,2 · · · q
Aµ−Bµ
1,µ − 1)x
a2
2 y
b2
2 ⊗ · · · ⊗ x
aµ
µ y
bµ
µ ⊗ x
a+1
1 y
b
1
+ bq
A2−B2
1,2 · · · q
Aµ−Bµ
1,µ x
a2
2 y
b2
2 ⊗ · · · ⊗ x
aµ
µ y
bµ
µ ⊗ x
a
1 y
b−1
1 ,
where Ai and Bj , 2 6 i, j 6 µ, denote the total degree of xi and yj respectively. Hence, upon tensoring
the above resolution with the complex CH∗(S(Xµ−1,Yµ−1), S(Xµ,Yµ)) we see that
′E1p,q 
{
CHq(S(Xµ−1,Yµ−1), S(Xµ,Yµ))A2(x1,y1) if p = 2,
0 otherwise.
The invariant subcomplex consists of the tensors whose total degree of xi terms is equal to the total degree
of yi terms for each 2 6 i 6 µ, with no x1 or y1 terms. Moreover, this subcomplex is a direct summand
(as differential graded modules) of the Hochschild complex CHq(S(Xµ,Yµ)), as such, we see that
′E22,q  Hq
(
CH∗(S(Xµ−1,Yµ−1), S(Xµ,Yµ))
A2(x1,y1)
)
= HHq
(
S(Xµ−1,Yµ−1)
)A2(x1,y1) .
In other words,
HHn(S(Xµ,Yµ)) = HHn−2
(
S(Xµ−1,Yµ−1)
)A2(x1,y1) .
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Reducing recursively then, we obtain
(3.14) HHn(S(Xµ,Yµ)) 
{
k if n = 2µ,
0 otherwise.
3.7.2. The case ν > µ.
Considering
S(Xµ,Yν)  S(Xµ,Yν−1)#Rk[yν],
Theorem 2.7 yields
HHn
(
S(Xµ,Yν)
)
Hn
(
CH∗
(
S(Xµ,Yν−1), S(Xµ,Yν)
)
k[yν ]
)
⊕ Hn−1
(
CH∗
(
S(Xµ,Yν−1), S(Xµ,Yν)
)k[yν])
.
It is evident from the commutation relations (3.13) that
CH∗
(
S(Xµ,Yν−1), S(Xµ,Yν)
)
k[yν]
CH∗
(
S(Xµ,Yν−1), S(Xµ,Yν−1)
)
⊕ CH∗
(
k, k[yν]/k
)
.
and that the k[yν]-invariant subcomplex CH∗
(
S(Xµ,Yν−1), S(Xµ,Yν)
)k[yν] may be written as a direct sum
of CH∗
(
k, k[yν]
)
and a complex with the same total degree of xi’s and yi’s, for each 1 6 i 6 µ. However,
since these complexes are accompanied with an extra ⊗yν, the reduction performed in the previous
subsection reveals that the homology (on the next page) of the latter is trivial. As a result,
HHn(S(Xµ,Yν)) HHn(S(Xµ,Yν−1)) ⊕ Hn
(
CH∗
(
k, k[yν]/k
) )
⊕ Hn−1
(
CH∗
(
k, k[yν] ⊗ yν
) )
.
Hence, inductively, we see that
HHn(S(Xµ,Yν)) 

⊕ν
j=µ+1 yj k[yj] if n = 0,⊕ν
j=µ+1 k[yj] ⊗ yj if n = 1,
k if n = 2µ,
0 otherwise,
as in [26, Thm. 4.4.1].
3.8. The algebra of quantum matrices.
Given q , 1, the algebra Mq(2) of quantum matrices is defined in [18, Def. IV.3.2] as the quotient algebra
generated by {a, b, c, d} subject to the relations
ba = qab, db = qbd,
ca = qac, dc = qcd,
bc = cb, ad − da = (q−1 − q)bc.
Wenote also that the center of Mq(2) is generated by the quantum determinant Dq := ad−q−1bc ∈ Mq(2),
see [22, Thm. 1.6]).
More importantly, Mq(2) is a tower of Ore extensions A1 ⊆ A2 ⊆ A3 ⊆ Mq(2) given by
A1 = k[a], A2  A1[b, α1, 0], A3  A2[c, α2, 0], Mq(2)  A3[d, α3, δ],
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see, for instance, [18, Sect. IV.4]. The structure morphisms αi : Ai → Ai are given as
α1(a) := qa,
α2(a) := qa, α2(b) := b,
α3(a) := a, α3(b) := qb, α3(c) := qc.
for i = 1, 2, 3, and δ : A3 → A3 is given as
δ(bjck) := 0 δ(aibjck) := (q − q−1)
1 − q2i
1 − q2
ai−1bj+1ck+1.
Let us also recall from [14, Lemma 1] the relations
(3.15) dna = adn − q
(
1 − q−2n
)
bcdn−1, dan = and + q
(
q−2n − 1
)
an−1bc.
It follows from Theorem 2.2 that
HH∗(Mq(2)) ⇐ E
1
i, j := Hj(A3,CHi(k[d], Mq(2))),
where, setting Ui := CHi(k[d], Mq(2)), the same results yields also
H∗(A3,Ui) ⇐
′E1m,n := Hm(k[c],CHn(A2,Ui)) =

CHn(A2,Ui)k[c] if m = 0,
CHn(A2,Ui)k[c] ⊗ c if m = 1,
0 if m > 2.
On the next step we note that [
k[c], Mq(2)
]
=
〈
arbsctdℓ | r , ℓ, t > 0
〉
,
and hence,
Mq(2)[
k[c], Mq(2)
] := 〈arbsdℓ, aℓbsctdℓ | r, s, ℓ > 0, t > 0〉.
Following the ideas of Proposition 2.1 we may identify the (A2, or vertical) homology of the complex
CHn(A2,Ui)k[c]

〈
ar1bs1 ⊗ · · · ⊗ arnbsn ⊗ arn+1bsn+1dℓ1 ⊗ dℓ2 ⊗ · · · ⊗ dℓi+1 | ru, sv, ℓw > 0
〉
⊕
〈
ar1bs1 ⊗ · · · ⊗ arnbsn ⊗ arn+1bsn+1ctdℓ1 ⊗ dℓ2 ⊗ · · · ⊗ dℓi+1 |
ru, sv, ℓw > 0, t > 0,
∑
u
ru =
∑
w
ℓw
〉
with the total homology of the bicomplex
CHα,β(A2,Ui)k[c]

〈
ar1 ⊗ · · · ⊗ arβ ⊗ arβ+1bsdℓ1 ⊗ dℓ2 ⊗ · · · ⊗ dℓi+1 ⊗ bs1 ⊗ · · · ⊗ bsα | ru, s, ℓw > 0
〉
⊕
〈
ar1 ⊗ · · · ⊗ arβ ⊗ arβ+1bsctdℓ1 ⊗ dℓ2 ⊗ · · · ⊗ dℓi+1 ⊗ bs1 ⊗ · · · ⊗ bsα |
ru, s, t, ℓw > 0, t > 0,
∑
u
ru =
∑
w
ℓw
〉
.
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The homology of this bicomplex, in turn, is approximated by the spectral sequence
H∗
(
CH∗(A2,Ui)k[c]
)
= H∗
(
CH∗,∗(A2,Ui)k[c]
)
⇐ ′E1α,β 

〈
ar1 ⊗ · · · ⊗ arβ ⊗ arbsctdℓ ⊗ dℓ1 ⊗ · · · ⊗ dℓi |
r, r1, . . . rβ, s, t, ℓ, ℓ1, . . . , ℓi > 0, r1 + . . . + rβ + r = ℓ1 + . . . + ℓi + ℓ
〉〈
ar1 ⊗ · · · ⊗ arβ ⊗ ardℓ ⊗ dℓ1 ⊗ · · · ⊗ dℓi | r, r1, . . . rβ, s1, . . . , sα, ℓ, ℓ1, . . . , ℓi > 0
}〉
if α = 0,〈
ar1 ⊗ · · · ⊗ arβ ⊗ arbsctdℓ ⊗ dℓ1 ⊗ · · · ⊗ dℓi |
r, r1, . . . rβ, s, t, ℓ, ℓ1, . . . , ℓi > 0, r1 + . . . + rβ + r = ℓ1 + . . . + ℓi + ℓ
〉
⊗ b if α = 1,
0 if α > 2.
(3.16)
Noticing, in view of 3.15, that[
a, aℓ−1bsctdℓ
]
= (1 − qs+t )aℓbsctdℓ − q(1 − q−2ℓ )aℓ−1bs+1ct+1dℓ−1,
in the vertical homology we arrive at
H∗
(
CH∗(A2,Ui)k[c]
)
⇐′E2α,β 

CHi(k, k[b, c]) ⊕ CHi(k[d], k[a, d]) if α = 0, β = 0,
a ⊗ CHi(k, k[a]) if α = 0, β = 1
CHi(k, k[b, c]) ⊗ b if α = 1, β = 0,
0 otherwise.
(3.17)
Now, on the other hand,
Mq(2)
k[c]

〈{
arbsctdr | r, s, t > 0
}〉
,
as such,
CHn(A2,Ui)
k[c]

〈
ar1bs1 ⊗ · · · ⊗ arnbsn ⊗ arbsctdℓ ⊗ dℓ1 ⊗ · · · ⊗ dℓi |
r, r1, . . . rn, s, s1, . . . , sn, t, ℓ, ℓ1, . . . , ℓi > 0, r1 + . . . + rn + r = ℓ1 + . . . + ℓi + ℓ
〉
.
Similarly above, we may identify the (A2, or vertical) homology of this complex with the total homology
of the bicomplex
CHµ,ν(A2,Ui)
k[c]

〈
ar1 ⊗ · · · ⊗ arν ⊗ arbsctdℓ ⊗ dℓ1 ⊗ · · · ⊗ dℓi ⊗ bs1 ⊗ · · · ⊗ bsµ |
r, r1, . . . rν, s, s1, . . . , sµ, t, ℓ, ℓ1, . . . , ℓi > 0, r1 + . . . + rν + r = ℓ1 + . . . + ℓi + ℓ
〉
.
Now, following the same line of thought in (3.16) and (3.17), we obtain
H∗
(
CH∗(A2,Ui)
k[c] ⊗ c
)
⇐′E2α,β


CHi(k, k[b, c]) ⊗ c if α = 0, β = 0,
CHi(k, k[b, c]) ⊗ b ⊗ c if α = 1, β = 0,
0 otherwise.
We thus conclude,
H∗(A3,Ui) ⇐
′E2m,n 

CHi(k, k[b, c]) ⊕ CHi(k[d], k[a, d]) if m = 0 and n = 0,
a ⊗ CHi(k, k[a]) ⊕ CHi(k, k[b, c]) ⊗ b if m = 0 and n = 1,
CHi(k, k[b, c]) ⊗ c if m = 1 and n = 0,
CHi(k, k[b, c]) ⊗ b ⊗ c if m = 1 and n = 1,
0 otherwise.
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As such,
HH∗(Mq(2)) ⇐E
1
i, j
:=Hj(A3,CHi(k[d], Mq(2)))


CHi(k, k[b, c]) ⊕ CHi(k[d], k[a, d]) if j = 0,
a ⊗ CHi(k, k[a]) ⊕ CHi(k, k[b, c]) ⊗ b ⊕ CHi(k, k[b, c]) ⊗ c if j = 1,
CHi(k, k[b, c]) ⊗ b ⊗ c if j = 2,
0 if j > 3,
and
HH∗(Mq(2)) ⇐E
2
i, j


k[b, c] ⊕ k[a, d] if j = 0 and i = 0,
k[d] ⊗ d if j = 0 and i = 1,
a ⊗ k[a] ⊕ k[b, c] ⊗ b ⊕ k[b, c] ⊗ c if j = 1 and i = 0,
k[b, c] ⊗ b ⊗ c if j = 2 and i = 0,
0 if j > 3 or i > 1.
In other words, we obtain
HHn(Mq(2)) 

k[b, c] ⊕ k[a, d] if n = 0,
k[a] ⊕ k[b, c] ⊕ k[b, c] ⊕ k[d] if n = 1,
k[b, c] if n = 2,
0 if n > 3.
Remark 3.3. We note that the result above does not follow [16, Coroll. 2.5] since the extension
Mq(2) = A3[d, α3, δ] does not satisfy the hypothesis therein.
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