1. Introduction {#sec0001}
===============

The advent and spread of 2019 novel coronavirus (SARS-CoV-2) has posed a global health crisis with a sharp rise in cases and deaths since its first detection in Wuhan, China, in December 2019. The infection causes illness ranging from common cold to extreme respiratory disease and death [@bib0001]. Currently, the prime epidemiological risk factor for 2019 novel coronavirus disease includes close contact with infected individuals with an incubation period of 2--14 days [@bib0002]. The case mortality rate is projected to range from 2 to 3% [@bib0003]. Various drugs are being assessed in line with previous researches into therapeutic treatments for SARS and MERS, however, there is no robust evidence for any significantly improved clinical outcome [@bib0004]. Apparent risk of acquiring the disease has led many governments to institute a variety of control procedures like quarantine, isolation and lock-down measures. Despite rigorous global containment measures, the frequency of the novel coronavirus disease continues to rise, with over 4.5 million confirmed cases and over 300,000 deaths worldwide as on 17^*th*^ May, 2020 [@bib0005]. Although countries around the world have enhanced capacity building of the laboratory systems and response procedures, yet, there is a need for proper disease surveillance systems. Comprehending the initial transmission of the virus and analyzing the effectiveness of control measures are crucial in assessing the prospects for continued transmission in newer locations. This necessitates tracking the course of the pandemic to be able to foresee its emergence for a better response.

Prospective studies on modeling and forecasting of the epidemic have been carried out to provide analytical predictions on the size and end phase of the spread. Wu et al. [@bib0006] have used a susceptible exposed infectious recovered (SEIR) meta-population model to simulate the epidemic across all major cities in China. Early dynamics of transmission and control of COVID-19 within and outside Wuhan has also been studied using a stochastic transmission dynamic model [@bib0007]. Another study used the SEIR compartmental model to predict the feasibility for conducting the summer Olympics of 2020 in Japan [@bib0008]. Similarly, Abdullah et al. [@bib0009] presented a stochastic SIR model to predict the spread of COVID-19 in Kuwait. A classical SEIR type mathematical model is also presented by Mandal et al. [@bib0010] to study the qualitative dynamics of COVID-19 in India. Further work has been carried out by Ndairou et al. [@bib0011], with special focus on the transmissibility of super-spreader individuals in Wuhan, China.

Besides the above mentioned compartmental models, some other methods have been used to model and forecast the COVID-19 spread. For example, in Tomar and Gupta [@bib0012], a data-driven estimation method like long short-term memory (LSTM) is used for the prediction of total number of COVID-19 cases in India for a 30-days ahead prediction window. In addition to this, global epidemic and mobility model (GLEAM), an agent-based mechanistic model has also been used for daily forcasts of COVID-19 activity [@bib0013]. Harun, et al. [@bib0014] have used Box-Jenkins (ARIMA) and Brown/Holt linear exponential smoothing methods to estimate and forecast the number of COVID-19 cases in the G8 countries. Furthermore, Al-qaness et al. [@bib0015] have incorporated a modified version of flower pollination algorithm (FPA) coupled with the salp swarm algorithm (SSA) to forecast the number of cases of COVID-19 for ten days in China.

As on 17^*th*^ May 2020, India has observed a total cases of 90,927 with 2872 deaths [@bib0016], [@bib0017]. The very first case was reported on 30^*th*^ January 2020, in a coastal state of Kerela (southern India) when a student returned from Wuhan, China. Subsequently, the number of positive cases in India rose rapidly due to the arrival of many passengers via airways [@bib0018]. An overview of the spread of COVID-19 in India is shown in [Fig. 1](#fig0001){ref-type="fig"} . It can be easily seen that the virus has spread to entire country with the worst hit states being Maharashtra (30,706 cases), Gujarat (10,988), Tamil Nadu (10,588), Delhi (9333), Rajasthan (4960), and Madhya Pradesh (4789). [Figs. 2](#fig0002){ref-type="fig"} and [3](#fig0003){ref-type="fig"} show the trend of rising new cases and deaths in India.Fig. 1Heat map of COVID-19 in Indian (as of 17 May 2020).Fig. 1Fig. 2(Top:) cumulative cases in India till 17 May 2020, (bottom:) daily new cases till 17 May 2020.Fig. 2Fig. 3(Top:) cumulative deaths in India till 17 May 2020, (bottom:) daily new deaths till 17 May 2020.Fig. 3

This manuscript demonstrates a control-theoretic, data-driven estimation technique to derive a time-series model from the historical data collected from [@bib0005], [@bib0016] up-to 17^*th*^ May 2020. The model is then used for the prediction of the total number of cases and deaths in most affected states of India for the next 30 days. The paper is sectioned as follows: [Section 2](#sec0002){ref-type="sec"} describes the system identification method employed. [Section 3](#sec0004){ref-type="sec"} presents the predicted cases and deaths along-with some discussions. Finally, conclusions are presented in [Section 4](#sec0005){ref-type="sec"}.

2. Data driven forecasting of COVID-19 in India {#sec0002}
===============================================

To estimate the spread of COVID-19 in India, we used a predictive error minimization (PEM) based system identification technique to identify a discrete-time, single-input, single-output (SISO) model [@bib0019], [@bib0020], [@bib0021]. Different models were identified for different states based on the data collected. The models were then verified on the testing data and upon validation, the models were used to predict the total number of cases and deaths for the next 30-days in the 10 worst hit states in India.

2.1. Model development {#sec0003}
----------------------

The discrete-time, identified model can be realized in the state-space from given as:$$\begin{array}{r}
\begin{array}{rcl}
{x\left( t + T_{s} \right)} & = & {\mathit{Ax}\left( t \right) + \mathit{Ku}\left( t \right)} \\
{y\left( t \right)} & = & {\mathit{Cx}\left( t \right)} \\
\end{array} \\
\end{array}$$where the *y*(*t*) represents total number of cases or deaths of a particular area which is proportional to system state vector $x\left( t \right) \in \mathbb{R}^{n},u\left( t \right)$ is the time series input and *T~s~* is the sampling interval. Here, the unknowns to be identified are $A \in \mathbb{R}^{n \times n},K \in \mathbb{R}^{n \times 1}$ and $C \in \mathbb{R}^{1 \times n}$ which are in canonical form. Also, *n* is the dimension of the state-space model.

The identification problem can thus be posed as to selecting a model set $\mathcal{M}\left( \theta \right)$ (indexed by a finite dimensional parameter vector θ) and evaluating a member from the set which best describes the recorded input-output relation according to a given criterion. One such criteria is given by Ljung [@bib0022] which is defined as :$$v_{N}\left( \theta,z^{N} \right) = \frac{1}{N}\sum\limits_{t = 1}^{N}l\left( t,\theta,\epsilon\left( t,\theta \right) \right)$$where $\epsilon\left( t,\theta \right) = \left( y_{0} - {\hat{y}}_{0},\ldots,y_{N} - {\hat{y}}_{N} \right)$ is referred as the prediction error, *l*(.) is a scalar measure of fit, $z\left( t \right) = \left\lbrack y^{T}\left( t \right),u^{T}\left( t \right) \right\rbrack$ and *N* is length of data-set. Typical choices of $l\left( t,\theta,\epsilon \right)$ can be seen in Ljung [@bib0022].

The identified model thus minimizes the 1-step ahead prediction and the error $\epsilon\left( t,\theta \right)$ between the measured *y*(*t*) and predicted values $\hat{y}\left( t \right)$ is used to make the future prediction about the system. The prediction error identification estimate is thus given as:$${\hat{\theta}}_{N} = \arg\min\limits_{\theta \in D_{\mathcal{M}}}v_{N}\left( \theta,z^{N} \right)$$

Here, we have taken:$$v_{N}\left( \theta,z^{N} \right) = \frac{1}{N}\sum\limits_{t = 1}^{N}\frac{1}{2}\epsilon^{2}\left( t,\theta \right)$$and the least-square problem has been solved iteratively via the *Levenberg-Marquardt* method [@bib0023], [@bib0024], [@bib0025].

The choice of model structure and its size is of crucial importance as it dictates the quality of long-term prediction and parameter estimation. The selection of model size *n* was made on the basis of the decay of the *Hankel* singular values of the system [(1)](#eq0001){ref-type="disp-formula"} [@bib0026], [@bib0027].

3. Results and discussions {#sec0004}
==========================

[Fig. 4](#fig0004){ref-type="fig"}, [Fig. 5](#fig0005){ref-type="fig"}, [Fig. 6](#fig0006){ref-type="fig"}, [Fig. 7](#fig0007){ref-type="fig"}, [Fig. 8](#fig0008){ref-type="fig"}, [Fig. 9](#fig0009){ref-type="fig"}, [Fig. 10](#fig0010){ref-type="fig"}, [Fig. 11](#fig0011){ref-type="fig"}, [Fig. 12](#fig0012){ref-type="fig"}, [Fig. 13](#fig0013){ref-type="fig"} show the dynamics of the forecasted response for the most infected states of India along-with a 10-step predicted response comparison with the validation data. Further results are presented in [Table 1](#tbl0001){ref-type="table"} . As seen from [Table 1](#tbl0001){ref-type="table"}, Maharashtra has recorded the highest number of COVID-19 cases accounting for 36% of the total country's caseload. It has also witnessed the sharpest rise in COVID-19 deaths with Mumbai being the epicenter of the pandemic in India. The constant influx of tourists, reliance on public transportation and population destiny have cumulatively made the metropolitan city hospitable for corona virus. Even though the state is conducting more tests, the violation of physical distancing rules by individuals particularly in containment zones result in the mixing of infected with healthy population. Moreover, unlike other red zones of Maharashtra, Mumbai faces shortage of ICU beds and dedicated COVID-19 hospitals. According to the prediction made herein, it would be inevitable that Mumbai and its suburbs would continue to see an upsurge in the number of cases and deaths for at least up to 17^*th*^ June 2020.Fig. 4(Top): 30-day prediction for number of cases in Maharashtra, (bottom): 30-day prediction for the number of deaths in Maharashtra. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 4Fig. 5(Top): 30-day prediction for number of cases in Gujarat, (bottom): 30-day prediction for the number of deaths in Gujarat. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 5Fig. 6(Top): 30-day prediction for number of cases in Tamil Nadu, (bottom): 30-day prediction for the number of deaths in Tamil Nadu. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 6Fig. 7(Top): 30-day prediction for number of cases in Delhi, (bottom): 30-day prediction for the number of deaths in Delhi. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 7Fig. 8(Top): 30-day prediction for number of cases in Rajasthan, (bottom): 30-day prediction for the number of deaths in Rajasthan. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 8Fig. 9(Top): 30-day prediction for number of cases in Madhya Pradesh, (bottom): 30-day prediction for the number of deaths in Madhya Pradesh. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 9Fig. 10(Top): 30-day prediction for number of cases in Uttar Pradesh, (bottom): 30-day prediction for the number of deaths in Uttar Pradesh. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 10Fig. 11(Top): 30-day prediction for number of cases in Andhra Pradesh, (bottom): 30-day prediction for the number of deaths in Andhra Pradesh. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 11Fig. 12(Top): 30-day prediction for number of cases in Punjab, (bottom): 30-day prediction for the number of deaths in Punjab. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 12Fig. 13(Top): 30-day prediction for number of cases in Telangana, (bottom): 30-day prediction for the number of deaths in Telangana. Red line shows the start of prediction window, dark blue:  ± 3 std. deviation, light blue:  ± 5 std. deviation. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)Fig. 13Table 1COVID-19 scenario in worst hit states of India upto 17 May 2020 along-with predicted values.Table 1StateFirst case recorded (2020)Total cases as on 17 MarSamples taken as on 17 MarTotal deaths as on 17 MarPredicted cases upto 17 JunPredicted deaths upto 17 JunPredicted mortality rate upto 17 JunMaharashtra10 Mar30,7602,474,0401135309,20072892.35%Gujarat20 Mar10,988143,60062596,80014,77015.2%Tamil Nadu18 Mar10,585326,72074117,4002850.24%Delhi03 Mar9333135,79112959,4303230.54%Rajasthan03 Mar4960231,94612620,670215010.4%Madhya Pradesh22 Mar4789103,89824316,86013157.79%Uttar Pradesh04 Mar4258172,21910418,6008324.47%Andhra Pradesh19 Mar2355238,9984499591431.43%Punjab18 Mar194651,8123224,4101040.42%Telangana14 Mar150913,750343207762.36%

Gujarat has recorded the second highest COVID-19 mortality rate in the country in spite of reporting its first case as late as March 20. The COVID-19 mortality rate of Ahmedabad city is 6.8%, which is double the national average. Officials acknowledge that while Gujarat had its guard up sufficiently fast, there was a delay in testing. Even by mid of March, the daily average was as less as 15 tests per day, going up to 200/day by the end of March. According to the data driven identification scheme employed herein, the mortality rate in Gujarat may increase as high as 15.2% up to 17^*th*^ June 2020.

Tamil Nadu, although being the third worst hit Indian state in terms of COVID-19 cases has witnessed the least number of mortalities with 1 among 143 positive cases succumbing to the disease (see [Fig. 6](#fig0006){ref-type="fig"}). This is attributed to its credibility as a trusted medical center of the country. Chennai has the highest medical tourism in India with the state's average being above the national average in the health sector. This may be the reason that the predictable mortality rate of Tamil Nadu projected in this study is least among the rest of the states in consideration (see [Table 1](#tbl0001){ref-type="table"}).

As per our prediction based on data up to 17th May 2020, Delhi along with other states would continue to see marginal surge in the number of COVID-19 cases owing to the relaxations in lock-down measures. The impact of removing the curbs will be more evident by the mid of June 2020. The under-funding of the healthcare system, paucity of testing labs, violations of the lock-down protocols and inadequate quarantine facilities arranged by states and union territories are the biggest hurdles in combating the spread.

4. Conclusions {#sec0005}
==============

The study concerns the spread of COVID-19 in India. A control-theoretic approach is used to develop an epidemic model to simulate and predict the disease variations in 10 most affected states of India. Results depict a rapid increase in the number of cases in the coming days. However, it is pertinent to mention that the future estimation provided, is subject to certain system parameters and can vary based on the external inputs like lock-down measures, social-distancing, vaccine/drug development, rapid testing, etc. Information provided by our model could help establish a realistic assessment of the situation for the time-being and in the near future in order to apply the appropriate public health measures.
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