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Abstract
While the traditional viewpoint in machine learning and statistics assumes training
and testing samples come from the same population, practice belies this fiction. One
strategy—coming from robust statistics and optimization—is thus to build a model robust
to distributional perturbations. In this paper, we take a different approach to describe
procedures for robust predictive inference, where a model provides uncertainty estimates
on its predictions rather than point predictions. We present a method that produces
prediction sets (almost exactly) giving the right coverage level for any test distribution
in an f -divergence ball around the training population. The method, based on conformal
inference, achieves (nearly) valid coverage in finite samples, under only the condition that
the training data be exchangeable. An essential component of our methodology is to
estimate the amount of expected future data shift and build robustness to it; we develop
estimators and prove their consistency for protection and validity of uncertainty estimates
under shifts. By experimenting on several large-scale benchmark datasets, including Recht
et al.’s CIFAR-v4 and ImageNet-V2 datasets, we provide complementary empirical results
that highlight the importance of robust predictive validity.
1 Introduction
The central conceit of statistical machine learning is that data comes from a population, and
that a model fit on a training set and validated on a held-out validation set will generalize
to future data. Yet this conceit is at best debatable: indeed, Recht, Roelofs, Schmidt, and
Shankar [29] create new test sets for the central image recognition CIFAR-10 and ImageNet
benchmarks, and they observe that published accuracies drop by between 3–15% on CIFAR
and more than 11% on ImageNet (increases in error rate of 50–100%), even though the authors
follow the original dataset creation processes. Given this drop in accuracy—even in carefully
reproduced experiments—shift in the data generating distribution is inevitable, and should
be an essential focus, given the growing applications of machine learning.
∗Research supported by the NSF under CAREER Award CCF-1553086 and HDR 1934578 (the Stanford
Data Science Collaboratory), Office of Naval Research YIP Award N00014-19-2288, and the Stanford DAWN
Consortium.
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To address such distribution shifts and related challenges, a growing literature advocates
fitting predictive models that adapt to changes in the data generating distribution. For
example, researchers suggest reweighting data to match new test distributions when covariates
shift [37, 15], while work on distributional robustness [4, 14, 11, 12, 6, 5, 32] considers fitting
models that optimize losses under worst-case distribution changes. Yet the resulting models
often are conservative, appear to sacrifice accuracy for robustness, and even more, they may
not be robust to natural distribution shifts [38]. The models also come with few tools for
validating their performance on new data.
Instead of seeking robust models, we instead advocate focusing on models that provide
validity in their predictions: a model should be able to provide some calibrated notion of
its confidence, even in the face of distribution shift. Consequently, in this paper we revisit
cross validation, validity, and conformal inference [40] from the perspective of robustness,
advocating for more robust approaches to cross validation and equipping predictors with
valid confidence sets. We present a method for robust predictive inference under distributional
shifts, borrowing tools both from conformal inference [40] and distributional robustness. Our
method can allow valid inferences even when training and test distributions are distinct, and
we provide a (in our view well-motivated, but still heuristic) methodology to estimate plausible
amounts of shift to which we should be robust.
To formalize, consider a supervised learning problem of predicting labels y ∈ Y from data
x ∈ X , where we assume we have a putative predictive model that outputs scores s(x, y)
measuring error (so that s(x, y) < s(x, y′) means that the model assigns higher likelihood
to y than y′ given x). For example, for a probabilistic model p(y | x), a typical choice
is the negative log likelihood s(x, y) = − log(p(y | x)). For a distribution Q0 on X × Y,1
we observe (Xi, Yi)
n
i=1
iid∼ Q0. Future data may come from Q0 or a distribution Q near—
in some appropriate sense, deriving from distribution shift—to Q0, and we wish to output
valid predictions for future instances (X,Y ) ∼ Q, where Q is unknown. The goal of this
paper is twofold: first, given a level α ∈ (0, 1) and an uncertainty set Q of plausible shifted
distributions, we wish to construct uniformly valid confidence set mappings Ĉ : X ⇒ Y of the
form Ĉ(x) = {y ∈ Y | s(x, y) ≤ q} for a threshold q, which provide 1− α coverage, satisfying
Q(Y ∈ Ĉ(X)) ≥ 1− α for all Q ∈ Q. (1)
Second, we propose a methodology for finding a collection Q of plausible shifts, providing
convergence theory and a concomitant empirical validiation on real distribution shift problems.
1.1 Background: split conformal inference under exchangeability
To set the stage, we review conformal predictive inference [40, 22, 23, 24, 1]. The setting here
is a supervised learning problem where we have exchangeable data {(Xi, Yi)}n+1i=1 ⊂ X × Y,
and for a given confidence level α ∈ (0, 1) we wish to provide a confidence set Ĉ(Xn+1) such
that P(Yn+1 ∈ Ĉ(Xn+1)) ≥ 1− α. Standard properties of quantiles make such a construction
possible. Indeed, assume that S1, . . . , Sn+1 ∈ R are exchangeable random variables; then,
the rank rank(Sj) of any Sj among {Si}n+1i=1 —its position if we sort the values of the Si—is
evidently uniform on {1, . . . , n+1}, assuming ties are broken randomly. Thus, for probability
distributions P on R, defining the familiar quantile
Quantile(β;P ) := inf
{
s ∈ R : P (S ≤ s) ≥ β}, (2)
1We always write Q for a probability on X×Y and P for the induced distribution on s(X,Y ) for (X,Y ) ∼ Q.
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and Quantile(β; {Si}ni=1) to be the corresponding empirical quantile on {Si}ni=1, we have
P
(
Sn+1 ≤ Quantile
((
1 + n−1
)
(1− α), {Si}ni=1
)) ≥ P(rank(Sn+1) ≤ d(n+ 1)αe) ≥ 1− α.
Using this idea to provide confidence sets is now straightforward [40, 24]. Let {(Xi, Yi)}ni=1
be a validation set—we assume here and throughout that we have already fit a model on
training data independent of the validation set {(Xi, Yi)}ni=1—and assume we have a scor-
ing function s : X × Y → R, where a large value of s(x, y) indicates that the point (x, y)
is non-conforming. In typical supervised learning tasks, such a function is easy to con-
struct. Indeed, assume we have a predictor function µ (fit on an independent training set);
in the case of regression, µ : X → R predicts E[Y | X], while for a multiclass classifi-
cation problem µ : X → Rk, and µy(x) is large when the model predicts class y to be
likely given x. Then natural nonconformity scores are s(x, y) = |µ(x)− y| for regression and
s(x, y) = −µy(x) for classification. As long as {(Xi, Yi)}n+1i=1 are exchangeable, if we define
Q̂n,1−α := Quantile
(
(1 + n−1)α; {s(Xi, Yi)}ni=1
)
, the confidence set
Ĉn(x) :=
{
y ∈ Y | s(x, y) ≤ Q̂n,1−α
}
, (3)
immediately satisfies
P(Yn+1 ∈ Ĉn(Xn+1)) = P
(
s(Xn+1, Yn+1) ≤ Q̂n,1−α
)
≥ 1− α, (4)
whatever the scoring function s and distribution on (Xi, Yi) [40, 24]. The coverage state-
ment (4) depends critically (as we shall see) on the exchangeability of the samples, failing if
even the marginal distribution over X changes, and it does not imply conditional coverage:
we have no guarantee that P(Y ∈ Ĉ(X) | X) ≥ 1− α.
1.2 Related work
The machine learning community has long identified distribution shift as a challenge, with
domain adaptation strategies and covariate shift two major foci [37, 28, 2, 42, 26], though
much of this work focuses on model estimation and selection strategies, and one often assumes
access to data (or at least likelihood ratios) of data from the new distribution. We argue that
a model should instead provide robust and valid estimates of its confidence rather than simply
predictions that may or may not be robust. There is a growing body of work on distributionally
robust optimization (DRO), which considers worst-case dataset shifts in neighborhoods of the
training distribution; these have been important in finance and operations research, where
one wishes to guard against catastrophic losses [30, 3, 4]. In DRO in statistical learning [33, 5,
13, 14, 35], the focus has also been on improving estimators rather than inferential predictive
tasks. We extend this distributional robustness to apply in predictive inference.
Vovk et al. [40]’s conformal inference provides an important tool for valid predictions.
The growing applications of machine learning and predictive analytics have renewed interest
in predictive validity, and recent papers attempt to move beyond the standard exchangeability
assumptions upon which conformalization reposes [39, 8], though this typically requires some
additional assumptions for strict validity. Of particular relevance to our setting is Tibshirani
et al.’s work [39], which considers conformal inference under covariate shift, where the marginal
over X changes while P (Y | X) remains fixed. Validity in this setting requires knowing a
likelihood ratio of the shift, which in high dimensions is challenging. In addition, as Jordan
[19] argues, in typical practice covariate shifts are no more plausible than other (more general)
shifts, especially in situations with unobserved confounders. For this reason, we take a more
general approach and do not restrict to specific structured shifts.
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1.3 A few motivating examples
Standard validation methodology randomly splits data into train/validation/test sets, artifi-
cially enforcing exchangeabilty). Thus, to motivate for the challenges in predictive validity
even under simple covariate shifts—we only modify the distribution of X, returning later
to more sophisticated real-world scenarios—we experiment on nine regression datasets from
the UCI repository [10]. We repeat the following 50 times. We randomly partition each
dataset into disjoint sets Dtrain, Dval, Dtest, each consisting of 1/3 of the data. We fit a ran-
dom forest predictor µ using Dtrain and construct conformal intervals of the form (3) with
s(x, y) = |µ(x) − y|, so that Ĉn(x) = {y | |µ(x) − y| ≤ tˆ} for a threshold tˆ achieving cov-
erage at nominal level α = .05 on Dval, as is standard in split-conformal prediction [40, 24].
We evaluate coverage on tiltings of varying strength on Dtest: letting v be the top eigen-
vector of the test X-covariance Σtest and xtest be the mean of X over Dtest, we reweight
Dtest by probabilities proportional to w(x) = exp(av
T (x − xtest)) for tilting parameters
a ∈ ±{0, .02, .04, .08, .16, .32, .64}. Essentially, this shift asks the following question: why
would we not expect a shift along the principal directions of variation in X on future data?
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Figure 1. Empirical coverage for the prediction sets generated by the standard conformal
methodology across nine regression data sets and 50 random splits of each data set, with an
exponential tilting in X space along the first principal component of X. The horizontal axis
gives the value of the tilting parameter a; the vertical the coverage level. A green line marks
the average coverage, a black line marks the median coverage, and the horizontal red line marks
the nominal coverage .95. The blue bands show the coverage at deciles over 50 splits.
Figure 1 presents the results: even when the covariate shifts are small, which corresponds
to tilting parameters a with small magnitude, prediction intervals from the standard conformal
methodology frequently fail to cover (sometimes grossly) the true response values. While this
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is but a simple motivating (essentially) simulation, if we expect some shift in future data—say
along the directions of principal variation in X, as the data itself is already variable along
that axis—it seems that standard validation approaches [36, 16] provide too rosy of a picture
of future validity [29], as they enforce exchangeability by randomly splitting data.
2 Robust predictive inference
Of course, standard cross validation and conformalization methodology makes no claims of
validity without exchangeability [40, 1, 36], so their potential failure even under simple co-
variate shifts is not completely surprising. The coverage (4) relies on the exchangeability
assumption between the training and test data, and evidently can quickly collapse when the
test distribution violates that assumption, as Section 1.3 shows. These observations thus call
for a notion of confidence more robust to potential future shifts.
Assume as usual that we have a score function s : X × Y → R, and observe data
{(Xi, Yi)}ni=1 such that {Si}ni=1 := {s(Xi, Yi)}ni=1 iid∼ P0, so that P0 is the push-forward of
(X,Y ) ∼ Q0 under s(X,Y ). For a set P(P0) of potential future score distributions on R, our
goal is to achieve coverage (1) for all distributions Q on pairs (X,Y ) that induce a distribution
P on s(X,Y ) such that P ∈ P(P0), that is,
Q ∈ Q(s,P(P0)) := {Q s.t. for (X,Y ) ∼ Q, the score s(X,Y ) ∼ P ∈ P(P0)} .
Our focus is exclusively on validating our predictive model, not changing it, so we follow
standard conformal practice [40, 1] and use confidence sets Ĉ(x) to be of the form Ĉ(x) =
{y ∈ Y | S(x, y) ≤ t} for a threshold t ∈ R. For confidence sets of this form, the choice
t := maxP∈P(P0) Quantile(1 − α, P ) is the smallest q ∈ R such that P (S ≤ q) ≥ 1 − α for
every distribution P ∈ P(P0) of the scores. Our general problem to achieve coverage (1) with
uncertainty Q(s,P(P0)) thus reduces to the optimization problem
maximize Quantile(1− α; P ) subject to P ∈ P(P0). (5)
In the next section, we characterize solutions to this problem, showing in Section 2.2 we show
how to use the characterizations to achieve coverage on future data.
2.1 Characterizing and computing quantiles over f-divergence balls
It remains to specify a set of distributions P(P0) that makes problem (5) computationally
tractable and statistically meaningful. We thus consider various restrictions on the likelihood
ratio dP/dP0 for P ∈ P(P0). Following the distributionally robust optimization literature
(DRO) [3, 33, 5, 11, 14, 35], we consider f -divergence balls. Given a closed convex function
f : R → R satisfying f(1) = 0 and f(t) = +∞ for t < 0, the f -divergence [9] between
probability distributions P and Q on a set Z is
Df (P ||Q) :=
∫
z∈Z
f
(
dP (z)
dQ(z)
)
dQ(z).
Jensen’s inequality guarantees that Df (P ||Q) ≥ 0 always, and familiar examples include
f(z) = z log z, which induces the KL-divergence, and f(t) = 12(t − 1)2, which gives χ2-
divergence. We consider a slight restriction of the collection of all f -divergences and consider
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those for which f is 1-coercive, meaning that limz→∞ f(z)/z =∞. We study problem (5) in
the case where P(P0) is an f -divergence ball, where f is 1-coercive, of radius ρ around P0:
Pf,ρ(P0) := {P s.t. Df (P ||P0) ≤ ρ} . (6)
Unlike most work in the DRO literature, instead of trying to build a model minimizing a DRO-
type loss, we assume we already have a model and wish to robustly validate it: no matter
the model’s form, we wish to provide predictive confidence sets that are valid and robust to
distribution shifts. By the data processing inequality, all distributions Q on (X,Y ) satisfying
Df (Q||Q0) ≤ ρ induce a distribution P on s(X,Y ) satisfying Df (P ||P0) ≤ ρ, so solving
problem (5) with Pf,ρ(P0) provides coverage for all sufficiently small shifts on (X,Y ) ∼ Q0.
We show how to solve problem (5) for fixed f and ρ defining the constraint (6) by charac-
terizing worst-case quantiles, essentially reducing the problem to a one-parameter (Bernoulli)
problem. The choice of f and ρ determine plausible amounts of shift—appropriate chioces are
a longstanding problem [13]—and we defer approaches for selecting them to the sequel. For
α ∈ (0, 1) and any distribution P on the real line, we define the (α, ρ, f)-worst-case quantile
QuantileWCf,ρ (α;P ) := sup
Df (P1||P )≤ρ
Quantile(α; P1).
Key to our results both here and on valid coverage in Section 2.2 is that this worst-case
quantile is a standard quantile of P at a level that depends only on f, ρ, and α, but not on P .
Proposition 1. Define the function gf,ρ : [0, 1]→ [0, 1] by
gf,ρ(β) := inf
{
z ∈ [0, 1] : βf
(
z
β
)
+ (1− β)f
(
1− z
1− β
)
≤ ρ
}
.
Then the inverse
g−1f,ρ(τ) = sup{β ∈ [0, 1] : gf,ρ(β) ≤ τ}
guarantees that for all distributions P on R and α ∈ (0, 1),
QuantileWCf,ρ (α;P ) = Quantile(g
−1
f,ρ(α);P ).
See Appendix A.1 for a proof of the proposition.
Proposition 1 shows that it is easy to compute gf,ρ and g
−1
f,ρ, as they are both solutions
to one-dimensional convex optimization problems and therefore admit efficient binary search
procedures. In some cases, we have closed forms; for example for f(t) = (t − 1)2, we have
gf,ρ(β) = [β −
√
2ρβ(1− β)]+. Letting g = gf,ρ for shorthand, we sketch how to compute g−1
efficiently. Computing the inverse g−1(τ) is equivalent to solving the optimization problem
maximize
0≤β,z≤1
β subject to z ≤ τ, βf
(
z
β
)
+ (1− β)f
(
1− z
1− β
)
≤ ρ.
We seek the largest β ≥ τ feasible for this problem (as β = τ is feasible); because h(β, z) =
βf(z/β) + (1− β)f((1− z)/(1− β)) is convex and minimized at any z = β with h(z, z) = 0,
for β ≥ τ it is evident that inf0≤z≤τ h(β, z) = h(β, τ). Thus may equivalently write
g−1f,ρ(τ) = sup
{
β ∈ [τ, 1] | βf
(
τ
β
)
+ (1− β)f
(
1− τ
1− β
)
≤ ρ
}
,
which a quick binary search over feasible β ∈ [τ, 1] solves to accuracy  in time log 1−τ .
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2.2 Achieving coverage with empirical estimates
With the characterization of QuantileWC, we can define the corresponding prediction set
Cf,ρ(x;P ) := {y ∈ Y | s(x, y) ≤ QuantileWCf,ρ (1− α;P )}. (7)
As we observe only a sample {Si}ni=1 iid∼ P0, we use the empirical plug-in to develop confidence
sets (7) (and therefore in problem (5)), considering Ĉn,f,ρ(x) := Cf,ρ(x; Pˆn). By doing this,
Proposition 1 allows us to derive guarantees for the prediction set (7) from standard quantile
statistics. In particular, the next proposition, whose proof we give in Appendix A.2, lower
bounds future coverage conditionally on the validation set {(Xi, Yi)}ni=1 and relates future
test coverage to the amount of shift.
Proposition 2. Let Sn+1 = s(Xn+1, Yn+1) ∼ Ptest is independent of {Si}ni=1 iid∼ P0, and let
ρ? = Df (Ptest||P0) ∈ [0,∞). Let F0 be the c.d.f. of P0. Then the confidence set Ĉn,f,ρ(x) :=
Cf,ρ(x; Pˆn) satisfies
P
(
Yn+1 ∈ Ĉn,f,ρ(Xn+1) | {(Xi, Yi)}ni=1
)
≥ gf,ρ?
(
F0
(
QuantileWCf,ρ (1− α; Pˆn)
))
= gf,ρ?
(
F0
(
Quantile(g−1f,ρ(1− α); Pˆn)
))
.
With the two preceding propositions, we turn to the main coverage theorem and a few
corollaries, which provide the validity of coverage as long as the true shift between P0 and
Ptest is no more than our guess. We provide the proof of the theorem in Appendix A.3.
Theorem 1. Assume that Sn+1 = s(Xn+1, Yn+1) ∼ Ptest is independent of {Si}ni=1 iid∼ P0, and
let ρ? = Df (Ptest||P0) <∞. Then
P
(
Yn+1 ∈ Ĉn,f,ρ(Xn+1)
)
≥ gf,ρ?

⌈
ng−1f,ρ(1− α)
⌉
n+ 1
 .
The theorem as stated is a bit unwieldy, so we develop a few relatively straightforward
corollaries, whose proofs we provide in Appendix A.4. In each, we assume that the ρ we use
to construct the confidence sets (7) satisfies ρ ≥ ρ? = Df (Ptest||P0), which guarantees validity.
Corollary 2.1. Let the conditions of Theorem 1 hold, but additionally assume that ρ? =
Df (Ptest||P0) ≤ ρ. Then for cα,ρ,f := g−1f,ρ(1− α)g′f,ρ(g−1f,ρ(1− α)) <∞, we have
P
(
Yn+1 ∈ Ĉn,f,ρ(Xn+1)
)
≥ 1− α− cα,ρ,f
n+ 1
.
If instead we replace α in the definition (7) of the confidence set Cf,ρ(x;P ) with
αn := 1− gf,ρ
(
(1 + 1/n)g−1f,ρ(1− α)
)
= α−O(1/n),
we can construct the corrected empirical confidence set
Ĉcorrn,f,ρ(x) :=
{
y ∈ Y | s(x, y) ≤ QuantileWCf,ρ (1− αn; Pˆn)
}
.
We then have the correct level α coverage:
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Corollary 2.2. Let the conditions of Corollary 2.1 hold. Then
P
(
Yn+1 ∈ Ĉcorrn,f,ρ(Xn+1)
)
≥ 1− α.
Summarizing, the empirical prediction sets Ĉn,f,ρ and Ĉ
corr
n,f,ρ achieve nearly or better than
1−α coverage if the f -divergence between the new distribution Ptest and the current distribu-
tion P0 remains below ρ. When this fails, Theorem 1 shows graceful degradation in converage
as long as the divergence between Ptest and the validation population P0 is not too large.
3 Adaptive procedures for estimating future distribution shift
While the results in the previous section apply for a fixed shift amount ρ, a fundamental
challenge is—given a validation data set—to determine the amount of shift against which to
protect. We suggest a methodology to identify shifts motivated by two (somewhat opposi-
tional) perspectives: first, the variability in predictions in current data is suggestive of the
amount of variability we might expect in the future; second, from the perspective of pro-
tection against future shifts, that there is no reason future data would not shift as much as
we can observe in a given validation set. As a motivating thought experiment, consider the
case that the data is a mixture of distinct sub-populations. Should we provide valid coverage
for each of these sub-populations, we expect our coverage to remain valid if the future (test)
distribution remains any mixture of the same sub-populations. In empirical risk minimization
(ERM)-based models, we expect rarer sub-populations to have higher non-conformity scores
than average, and building on this intuition, our procedures look for regions in validation data
with high non-conformity scores, choosing ρ to give valid coverage in these regions.
We adopt a two-step procedure to describe the set of shifts we consider. Abstractly, let
V be a (potentially infinite) set indexing “directions” of possible shifts, and to each v ∈ V
associate a collection Rv of subsets of X . (Typically, we take V ⊂ Rd when X ⊂ Rd.) Then
for each R ∈ R := ⋃v∈V Rv ⊂ P(X ), we consider the shifted distribution
dQR(x, y) =
1{x ∈ R}
Q0(X ∈ R)dQ0(x, y) = dQ0(x, y | x ∈ R), (8)
which restricts X to a smaller subset R of the feature space without changing the conditional
distribution of Y | X. The intuition behind the approach is twofold: first, conditionally valid
preditors remain valid under covariate shifts of only X (so that we hope to identify failures
of validity under such shifts), and second, there may exist privileged directions of shift in the
X -space (e.g. time in temporal data or protected attributes in data with sensitive features)
for which we wish to provide appropriate 1− α coverage.
Example 1 (Slabs and Euclidean balls): Our prototypical example is slabs (hyperplanes)
and Euclidean balls, where we take V ⊂ Rd, both of which have VC-dimension O(d). In the
slab case, for v ∈ Rd we define the collection of slabs orthogonal to v,
Rv =
{
{x ∈ Rd | a ≤ vTx ≤ b} s.t. a < b
}
.
In the Euclidean ball case, we consider Rv = {{x ∈ Rd | ‖x− v‖2 ≤ r} s.t. r > 0}, the
collection of `2-balls centered at v ∈ V = Rd. 3
Given δ ∈ (0, 1), we define the worst coverage for a confidence set mapping C : X ⇒ Y
over R-sets of size δ by
WC(C,R, δ; Q) := inf
R∈R
{Q (Y ∈ C(X) | X ∈ R) s.t. Q(X ∈ R) ≥ δ} (9)
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Our goal is to find a (tight) confidence set Ĉ such that WC(Ĉ,R, δ;Q0) ≥ 1 − α, which, in
the setting of Section 2, corresponds to choosing ρ > 0 such that
WC(Ĉn,f,ρ,R, δ; Q0) ≥ 1− α.
That is, we seek 1− α coverage over all large enough subsets of X-space.
Unfortunately, the computation of the worst coverage (9) is usually challenging when the
dimension d of the problem grows (e.g. in Example 1), since it typically involves minimizing a
non-convex function over a d-dimensional domain. This makes the estimation of quantity (9)
intractable for large values of d, and also hints that requiring such coverage to hold uniformly
over all directions v ∈ V may be too stringent for practical purposes. However, for a fixed v ∈
Rd, both setsRv in Example 1 admit O(d·n)-time algorithms for computing WC(C,Rv, δ; Q̂n)
for any empirical distribution Q̂n with support on n points, which in the slab case is the
maximum density segment problem [27]. Thus instead of the full worst coverage (9), we
typically resort to a slightly weaker notion of robust coverage, where we require coverage
to hold for “most” distributions of the form (8). In the next two sections, we therefore
consider two approaches: one that samples directions v ∈ V, seeking good coverage with high
probability, and the other that proposes surrogate convex optimization problems to find the
worst direction v, which we can show under (strong) distributional assumptions is optimal.
3.1 High-probability coverage over specific classes of shifts
Our first approach is to let Pv be a distribution on v ∈ V that models plausible future shifts.
A natural desiderata here is to provide coverage with high probability, that is, conditional on
Ĉ, to guarantee that for a hyperparameter 0 < αv < 1 and for v ∼ Pv,
Pv
[
WC(Ĉ,Rv, δ; Q0) ≥ 1− α
]
≥ 1− αv. (10)
That is, we require that with Pv-probability 1−αv over the direction v of shift, the confidence
set Ĉ(X) provides 1−α coverage over all R ∈ Rv satisfying Q0(X ∈ R) ≥ δ. The coverage (10)
becomes more conservative as αv decreases to 0, reducing to condition (9) at αv = 0.
Before presenting the procedure, we index the confidence sets by the threshold q for the
score function s, providing a complementary condition via the robust prediction set (7).
Definition 3.1. For q ∈ R, the prediction set at level q is
C(q)(x) := {y ∈ Y | s(x, y) ≤ q}.
For a distribution P on R, the value ρ provides sufficient divergence for threshold q if
Cf,ρ(x;P ) ⊃ C(q)(x) for all x ∈ X .
By the definition (7) of Cf,ρ and Proposition 1, we see that ρ gives sufficient divergence for
threshold q if and only if
QuantileWCf,ρ (1− α;P ) = Quantile(g−1f,ρ(1− α;P )) ≥ q.
To output a confidence set Ĉ satisfying the high probability worst-coverage (10), we wish
to find q ∈ R such that Pv[WC(C(q),Rv, δ; Q0) ≥ 1 − α] ≥ 1 − αv. Notably, any choice of
ρ satisfying QuantileWCf,ρ (1 − α;P0) ≥ q yields a prediction set Cf,ρ(·;P0) that both provides
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Algorithm 1 Worst-subset validation procedure
Input: sample {(Xi, Yi)}ni=1 with empirical distribution Qˆn; score function s : X ×Y → R
with empirical distribution Pˆn on {s(Xi, Yi)}ni=1; levels α, αv ∈ (0, 1); divergence function
f : R+ → R; smallest subset size δ ∈ (0, 1); number of sampled directions k ≥ 1.
Do: Sample {vj}kj=1 iid∼ Pv, and let Pˆv,k be their empirical distribution and set
q̂δ := inf
{
q ∈ R : Pˆv,k
(
WC(C(q),Rv, δ; Q̂n) ≥ 1− α
)
≥ 1− αv
}
. (11)
Set ρˆδ to be any sufficient divergence level for threshold q̂δ.
Return: confidence set mapping Ĉ : X ⇒ Y with Ĉ(x) := C(q̂δ)(x) or Ĉ(x) := Cf,ρˆδ(x; Pˆn).
coverage for covariate shifts QR of the form (8) across most directions v ∈ V, in agreement
with (10), and enjoys the protection against distribution shift we establish in Section 2 for
the given value ρ (including against more than covariate shifts). Algorithm 1 performs this
using plug-in empirical estimators for P0, Q0 and Pv.
We can show that procedure 1 approaches uniform 1−α coverage if the subsets in R have
finite VC-dimension. To achieve almost exact coverage, we will sometimes require
Assumption A1 (Score continuity). The distribution of the scores under P0 is continuous.
Theorem 2. Let Ĉ be the prediction set Alg. 1 returns. Assume that R = ⋃v∈V Rv has
VC-dimension VC(R) < ∞. Then there exists a universal constant c < ∞ such that the
following holds. For all t > 0, defining
α±t,n := α± c
√
VC(R) log n+ t
δn
, and δ±t,n = δ ± c
√
VC(R) log n+ t
n
,
then with probability at least 1− e−t over {Xi, Yi}ni=1 iid∼ Q0 and {vi}ki=1 iid∼ Pv,
Pv
(
WC(Ĉ,Rv, δ+t,n; Q0) ≥ 1− α+t,n
)
≥ 1− αv − c
√
1 + t
k
.
If additionally Assumption A1 holds, then
Pv
(
WC(Ĉ,Rv, δ−t,n; Q0) ≤ 1− α−t,n
)
≥ αv − 1
k
− c
√
1 + t
k
.
See Appendix B for a proof of the theorem.
Theorem 2 shows that procedure 1 approaches uniform 1 − α coverage if the subsets in
R have finite VC-dimension. More precisely, the estimate ρˆδ almost achieves the randomized
worst-case coverage (10): with probability nearly 1−αv over the direction v ∼ Pv, Ĉ provides
coverage at level 1 − α − O(1/√n) for all shifts QR (as in Eq. (8)) satisfying R ∈ Rv and
Q0(X ∈ R) ≥ δ. The second statement in the theorem is an insurance against drastic
overcoverage: while we cannot guarantee that the worst coverage is always no more than
1 − α, we can guarantee that—if the scores are continuous—then the empirical set Ĉ has
worst coverage no more than 1−α+O(1/√n) for at least a fraction αv of directions v ∼ Pv.
In a sense, this is unimprovable: if the worst coverage W = WC(C,Rv, δ;Q0) is continuous
in v, the best we could expect is that Pv(W ≥ 1− α) = 1− αv while Pv(W < 1− α) = αv.
As a last remark, we note that when the scores are distinct, there is a complete equivalence
between thresholds q and divergence levels ρ in Algorithm 1; see Appendix B.1 for a proof.
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Lemma 3.1. Assume that the scores s(Xi, Yi) are all distinct. Define ρf,α(q;P ) := sup{ρ ≥
0 | QuantileWCf,ρ (1− α;P ) ≤ q} and let ρ̂δ = ρf,α(q̂δ, Pˆn). Then C(q̂δ) = Cf,ρ̂δ(·; Pˆn).
3.2 Finding directions of maximal shift
In this section, we revisit worst potential shifts, designing a (heuristic) methodology to esti-
mate the worst direction and protect against it, additionally providing sufficient conditions
for consistency. For a confidence set mapping C : X ⇒ Y , we define the worst shift direction
v?(C) := argmin
v∈V
WC(C,Rv, δ; Q0), (12)
which evidently satisfies
WC(C,Rv?(C), δ; Q0) = WC(C,R, δ; Q0) := inf
v∈V
WC(C,Rv, δ; Q0).
If we could identify such a worst direction and it is consistent across thresholds q in our
typical definition C(x) = {y ∈ Y | s(x, y) ≤ q} (a strong condition), then the procedures in
the preceding sections allow us to choose thresholds to guarantee coverage. The intuition here
is that there may exist a preferred direction with higher variance in predictions, for example,
time in a temporal system. A more explicit example comes from heteroskedastic regression:
Example 2 (Heteroskedastic regression): Let the data (X,Y ) ∈ Rd × R follow the model
Y = µ?(X) + h(vTvarX)ε
where h : R → R+ is non-decreasing, ε ∼ N(0, 1) independent of X, which generalizes the
standard regression model to have heteroskedastic noise, with the noise increasing in the
direction vvar. Evidently the oracle (smallest length) conditional confidence set for Y | X = x
is the interval [±z1−α/2
√
h(vTvarx)] where z1−α is the standard normal quantile. The standard
split conformal methodology (Section 1.1) will undercover for those x such that vTvarx is large—
shifts of X in the direction v? = vvar may decrease coverage significantly. 3
With this example as motivation, we propose identifying challenging directions for dataset
shift by separating those datapoints (Xi, Yi) with large nonconformity scores s(Xi, Yi) from
those with lower scores. One could use any M-estimator to find such a discriminator; for
simplicity in Algorithm 2 we make this concrete with a linear regression estimator. To enable
our coming analysis, we elaborate slightly and modify notation to reflect that the scoring
function sn may change with sample size n. We also refine Definition 3.1 of the confidence
sets to explicitly depend on both the threshold q and score s.
Definition 3.2. For q ∈ R and a score s : X × Y → R, the s-prediction set at level q is
C(q,s)(x) := {y ∈ Y | s(x, y) ≤ q}. (13)
The intuition behind Algorithm 2 is simple: we seek a direction v in which shifts in X make
the given nonconformity score sn large, then guarantee coverage for shifts in that direction
and, via the distributionally robust confidence set Cf,ρˆ the procedure returns, any future
distributional shift for which the distribution Pnew of scores s(X,Y ) satisfiesDf (Pnew||P0) ≤ ρˆ.
Because we need only solve a single M-estimation problem—rather than a large sample of
direction v as in Alg. 1—the estimation methodology is more computationally efficient.
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Algorithm 2 Worst-direction validation given a score function
Input: sample {(Xi, Yi)}ni=1; score function sn : X × Y → R independent of the sample;
coverage rate 1−α ∈ (0, 1); divergence function f : R+ → R; smallest subset size δ ∈ (0, 1).
Initialize: Split sample {(Xi, Yi)}ni=1 into {(Xi, Yi)}n1i=1, {(Xi, Yi)}n1+n2i=n1+1 with empirical
distributions Qˆn1 , and Qˆn2 (resp. Pˆn1 and Pˆn2 for the scores).
Do: Regress sn(X,Y ) against X on the first sample distribution Qˆn1 :
v̂ = argmin
v∈Rd
{
1
n1
n1∑
i=1
(
sn(Xi, Yi)− vTXi
)2}
.
Use the second subsample to set the threshold q̂δ to
q̂δ := inf
{
q ∈ R : WC(C(q,sn),Rvˆ, δ; Qˆn2) ≥ 1− α
}
. (14)
Set ρˆδ := ρf,α(q̂δ; Pˆn2) = sup{ρ ≥ 0 | QuantileWCf,ρ (1− α; Pˆn2) ≤ q} as in Lemma 3.1.
Return: the confidence set mapping Ĉn(x) = C
(q̂δ,sn)(x) = Cf,ρˆδ(x; Pˆn2).
3.2.1 Population-level consistency of the worst direction
The consistency of Procedure 2 or a similar M-estimation procedure seeking worst directions
requires strong assumptions, somewhat oppositional to the distribution-free coverage we seek
(though again we still have the distributionally robust protections). Yet it is still of interest to
understand conditions under which the method 2 is consistent; as we show here, in examples
such as the heteroskedastic regression (Ex. 2), this holds. We turn to our assumptions.
We restrict ourselves to linear shifts, taking V = Sd−1 = {v ∈ Rd | ‖v‖2 = 1}, and defining
Rv :=
{
{x ∈ Rd | vTx ≥ a}
}
a∈R
.
A challenge is that the worst direction v?(C
(q,s)) may vary substantially in q. One condition
sufficient to ameliorate this reposes on stochastic orders [34], where for random variables U
and V on R, we say U stochastically dominates V , written U  V , if P(U ≥ t) ≥ P(V ≥ t) for
all t ∈ R. Letting L denote the law of a random variable, we write L(U)  L(V ) if U  V .
Assumption A2. There is a direction v? ∈ V such that
L(s(X,Y ) | XT v? ≥ τ)
is increasing in the stochastic dominance order as τ increases. Moreover, for all u ∈ V, t ∈ R,
with P(XTu ≥ t) ≥ P(XT v? ≥ τ), we have
L(s(X,Y ) | XT v? ≥ τ)  L(s(X,Y ) | XTu ≥ t).
The intuition is that covariate shifts in direction v? increase nonconformity and that v? is the
worst such direction. Under Assumption A2, confidence sets share the same worst shift v?:
Lemma 3.2. Let Assumption A2 hold and the distribution of XT v? be continuous. Then for
all q ∈ R, the worst shift (12) for the confidence set (13) satisfies v?(C(q,s)) = v?.
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We present the (nearly immediate) proof of Lemma 3.2 in Appendix C.1. While Assump-
tion A2 is admittedly strong, the next lemma (whose proof we provide in Appendix C.2)
shows that it holds in the heteroskedastic regression case of Example 2.
Lemma 3.3. Assume the regression model of Example 2, Y = µ?(X) + h(XT vvar)ε, with
noncomformity score
s(x, y) = (y − µ?(x))2 or s(x, y) = |y − µ?(x)|.
If X ∼ N(0, I), then v? = vvar satisfies Assumption A2.
We can also show that various M-estimators can identify the direction v? when As-
sumption A2 holds. We present one such plausible result here, providing the proof in Ap-
pendix C.2.1.
Proposition 3. Let Assumption A2 hold and assume that for some Σ  0, Σ−1/2X is ro-
tationally invariant with finite second moments. Additionally, suppose that s(X,Y ) ≥ 0,
E [s(X,Y )X] 6= 0, and E[s(X,Y )2] <∞. Then v? is proportional to the least-squares solution
v? ∝ argmin
v∈Rd
E
[(
s(X,Y )− vTX)2] . (15)
Example 2 with X ∼ N(0,Σ) and typical nonconformity scores satisfies the conditions of
Proposition 3. While in more general models least squares estimation need not find the worst
shift direction, Proposition 3 suggests it may be a reasonable heuristic.
3.2.2 Asymptotic estimation of the worst direction
With the population level recovery guarantees we establish in Proposition 3, it is now of
interest to understand when we may recover the optimal worst direction and corresponding
confidence set C using Algorithm 2, which has access only to samples from the population
Q0. An immediate corollary of Theorem 2 ensures that, under the same conditions, Algo-
rithm 2 returns a confidence set mapping Ĉn that satisfies, conditionally on sn and vˆ and
with probability 1− e−t over the second half of the validation data,
WC(Ĉn,Rvˆ, δ+t,n2 ; Q0) ≥ 1− α+t,n2 and WC(Ĉn,Rvˆ, δ−t,n2 ; Q0) ≤ 1− α−t,n2 . (16)
Recalling the definition (9), it remains to understand how close we can expect the uniform
quantity WC(Ĉn,R, δ; Q0) to be to 1 − α. By the bounds (16), if the worst coverage is
continuous in v ∈ V and sn and vˆ are appropriately consistent, we should expect a uniform
1− α coverage guarantee in the limit as n→∞.
To present such a consistency result, we require a few additional assumptions.
Assumption A3 (Consistency of scores and directions). As n→∞, we have
‖sn − s‖2L2(Q0) :=
∫
X×Y
(sn(x, y)− s(x, y))2 dQ0(x, y) = oP (1) and ‖v̂ − v∗‖ = oP (1).
Assumption A4 (Continuous distributions). For (X,Y ) ∼ Q0, the random variables s(X,Y )
and vTX have continuous distributions for all v ∈ V.
Assumption A5 (Distinct scores). The scores are asymptotically distinct in probability,
Qn0 [there exist i, j ∈ [n], i 6= j s.t. sn(Xi, Yi) = sn(Xj , Yj)] p→ 0.
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Assumption A5 is a technical assumption that will typically hold whenever Assumption A4
holds, for example, if sn belongs to a parametric family.
Under these assumptions, Theorem 3 proves that we asymptotically provide uniform cov-
erage at level 1− α over all shifts QR, R ∈ R. See Appendix C.3 for a proof.
Theorem 3. Let Assumptions A2, A3, and A4 hold. Then Algorithm 2 returns a confidence
set mapping Ĉn that satisfies
WC(Ĉn,R, δ; Q0) = 1− α+ un + εn
where un ≥ 0 and εn p→ 0 as n→∞. If additionally Assumption A5 holds, then un p→ 0.
To conclude, we see that the M-estimation-based procedure 2 to find the worst shift
direction can be consistent. Yet even without the (strong) assumptions Theorem 3 requires,
we believe the methodology in Algorithm 2 (and Alg. 1) is valuable: it is important to look
for variation in coverage within a dataset and to protect against possible future dataset shifts.
4 Empirical analysis
Given the challenges arising in the practice of machine learning and statistics, this paper
argues that methodology equipping models with a notion of validity in their predictions—
e.g., conformalization procedures as in this paper—is essential to any modern prediction
pipeline. Section 1.3 illustrates the need for these sorts of procedures, showing that the
standard conformal methodology is sensitive to even small shifts in the data, through (semi-
synthetic) experiments on data from the UCI repository. In Section 2, we propose methods
for robust predictive inference, giving methodology that estimates the amount of shift to
which we should be robust. Fuller justification requires a more careful empirical study that
highlights both the failures of non-robust prediction sets on real data as well as the potential
to handle such shifts using the methodology here. To that end, we turn to experimental work.
We begin our empirical study with fully synthetic experiments (Sec. 4.1)—where we know the
precise model—to demonstrate a few successes and failures. Resuming the evaluation on the
semi-synthetic data from Section 1.3, we assess our own methodology on the UCI datasets in
Section 4.2, before turning to an evaluation centered around the new MNIST, CIFAR-10, and
ImageNet test sets in Section 4.3. Importantly, these datasets exhibit real-world distributional
shifts, as we discuss. In the first two sets of experiments, we use slabs (recall Example 1) for
the plausible shifts, while in the last, we use halfspaces.
4.1 Synthetic data
We begin by evaluating our procedures on synthetic data to illustrate the issues at play. As
any inferential procedure must trade between a confidence set’s coverage and size, we wish
to understand how our procedures for robust predictive inference trade these criteria under
distributional shifts. We pay special attention to the scoring function s(x, y)’s influence on
these criteria; its (mis)specification is critical to the formation of our prediction sets.
We consider the following setting. The validation data follow a standard regression model,
yval,i = x
T
val,iθ0 + εi, i = 1, . . . , n,
where the predictors xval,i ∈ R10 and the noise εi are independent draws from a standard
normal distribution. To isolate and probe the impact of the (mis)specification of the scoring
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function, we consider the following family of squared error scoring functions. Let θ0, θ1 ∈ R10
be a pair of orthonormal vectors, and let θt =
√
1− t2θ0 + tθ1, t ∈ [0, 1], interpolate between
θ0, θ1. For t ∈ [0, 1], we consider the scoring function
st(x, y) = (y − xT θt)2,
which moves from well-specified (t = 0) to completely misspecified (t = 1).
We consider the standard conformal methodology (Sec. 1.1) and our robust variants.
Letting Q̂n,1−α,t denote the (1 + n−1)α quantile of the scores for a fixed value of t, the
standard split conformal confidence set (3) at a test point xtest is
Cˆn,t(xtest) =
{
y ∈ R | st(xtest, y) ≤ Q̂n,1−α,t
}
= xTtestθt ± Q̂1/2n,1−α,t. (17)
When the model is correct (t = 0), the oracle confidence set is xTtestθ0 ± z1−α/2, where z1−α/2
is the 1− α/2 quantile of a standard Gaussian, to which the interval (17) converges.
At each test point and misspecification parameter t, we also form our robust prediction
sets Cf,ρ,t, which replace the (1−α) quantile in (17) with the worst-case quantile (see Section
2.1). To finish the specification of our prediction sets, we set ρ by sampling k = 5000 directions
of shift from the uniform distribution on the sphere (see Alg. 1 in Section 3.1), choosing the
smallest value of ρ with worst-case coverage at the level αv = .05 across all subsets of size at
least δ = 1/3. We form the prediction sets with the chi-square divergence (i.e. f(t) = (t−1)2).
To simulate distribution shift, we generate the responses according to the model
ytest = x
T
testθ0 + ε,
but, importantly, we now have that xtest ∼ N(2e1, I). We evaluate the coverage and size of
the bands (17) on this shifted version of the validation set, averaging the results over 20 runs.
The validation and test sets each contain 5000 samples (there is no training set in this setup).
Figure 2 presents the results. When t = 0, the model is correct, and so in this case
we expect the prediction sets coming from the (oracle) standard conformal methodology as
well as our robust prediction sets to attain coverage at the nominal level .95. Because our
methodology seeks protection from worst-case shifts, even when the scoring function is well-
specified, random fluctuations in the score across directions v necessitate somewhat wider
robust prediction sets relative to the standard conformal methodology. The figure bears out
both of these intuitions—and, in particular, we see that the robust sets are actually only
slightly larger than those from standard conformal.
On the other hand, when t > 0, the model is incorrect. We expect the prediction set sizes
to grow as the level of misspecification increases, and indeed the figure reflects this behav-
ior. Now, if the validation and test points were in fact exchangeable, then we would expect
standard conformal to nonetheless give proper coverage (just with potentially larger predic-
tion sets). In a distribution shift setup, however, the standard conformal guarantees break
down, whereas our procedures should maintain validity as long as the divergence between the
validation and test populations is not too large. The results broadly match our expectations.
In fact, from the figure, we can see a serious degradation in coverage for standard conformal
as the level of misspecification t grows even in this simple covariate shift setup; moreover,
even for a given uncertainty set size (right figure), the standard split-conformal methodology
provides lower coverage than our distributionally robust confidence sets. In contrast, our
procedures give proper coverage across a reasonably wide range of misspecification values t,
providing some protection against covariate shift even with misspecification.
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Figure 2. Empirical coverage and average size for the prediction sets generated by the standard
conformal methodology (“SC”) and the chi-squared divergence, across 20 random splits of the
synthetic data. We set ρ according to the sampling-based strategy (“χ2-S”) for estimating the
amount of shift that we describe in Section 3.1, Alg. 1. The horizontal red lines mark the
marginal coverage .95, and length of the oracle prediction set (i.e., 2z1−α/2).
4.2 UCI datasets
We now revisit the experiments in Section 1.3, focusing on evaluating our methodology for
robust predictive inference. Throughout these experiments, to illustrate the various issues
at play, we fix the desired robustness level ρ = .01, corresponding (approximately) to the
median chi-squared divergence between the natural and tilted empirical distributions across
the nine data sets and values of the tilting parameter a. We therefore expect Algorithm 1,
which emphasizes robustness to worst-case shifts, to restore the coverage level for the tiltings
from Section 1.3 that possess (roughly) this level of shift.
Figure 3 presents the results for the chi-squared divergence (the results for the Kullback-
Leibler divergence are similar). Although not perfect, we see that the methodology often
restores validity for the shifts from Section 1.3. In particular, we see clearly improved perfor-
mance over the standard conformal methodology on the abalone, delta ailerons, kinematics,
puma, and airfoil datasets (cf. Figure 1); indeed, on all of these datasets, our methodology
consistently yields average coverage above the nominal level, whereas standard conformal fails
to do so on all of these datasets. In line with our expectations, the chi-squared divergence
between the natural and shifted distributions is roughly in the expected range for each of these
datasets (the divergence values are .03, .02, .04, .05, and 3.65, respectively), while the level
of divergence for the remaining datasets (ailerons—which still covers—banking, and Boston
and California housing) is higher. We note in passing that in other experiments we omit for
brevity, the trends above hold for other types of shifts.
4.3 CIFAR-10, MNIST, and ImageNet datasets
We finally consider an evaluation of our procedures on the CIFAR-10, ImageNet, and MNIST
datasets [20, 31, 21], which continue to play a central role in the evaluation of machine learning
methodology. Yet concerns about overfitting to these benchmarks motivate Recht, Roelofs,
Schmidt, and Shankar [29] to create new test sets for both CIFAR-10 and ImageNet by
carefully following the original dataset creation protocol. Though these new test sets strongly
resemble the original datasets, as Recht et al. observe, the natural variation arising in the
creation of the new test sets yield evidently significant differences, giving organic dataset
shifts on which to evaluate our procedures.
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Figure 3. Empirical coverage for the prediction sets generated by the chi-squared divergence,
following the same experimental setup from Section 1.3. The horizontal axis gives the value of
the tilting parameter a; the vertical the coverage level. A green line marks the average coverage,
a black line marks the median coverage, and the horizontal red line marks the nominal coverage
.95. The blue bands show the coverage at various deciles.
We evaluate on the three datasets as follows. We use 70% of the original CIFAR-10,
MNIST, and ImageNet datasets for training, and treat the remaining 30% as a validation set.
We fit a standard ResNet-50 [17] to the training data, and use the negative log-likelihood
s(x, y) = − log pθ(y | x), where pθ(y | x) is the output of the (top) sigmoid layer of the
network, as the scoring function on the validation data for our conformalization procedures.
We compare our procedures to the split conformal methodology on three new datasets nom-
inally generated identically to the initial datasets: the CIFAR-10.1 v4 dataset [29], which
consists of 2,000 32×32 images from 10 different classes; the QMNIST50K data, which ex-
tends MNIST to consist of 50,000 28×28 images from 10 classes [43]; and the ImageNetV2
Threshold0.7 data [29], consisting of 10,000 images from 200 classes. In each test of robust
predictive inference, we set the level of robustness according to the data-driven strategies we
detail in Section 3: sampling directions of shift from the uniform distribution on the unit
sphere (Alg. 1), estimating the shift direction via regression (Alg. 2) or via classification,
which replaces the regression step in Alg. 2 with a support vector machine (SVM) to separate
the largest 50% of scores s(Xi, Yi) from the smallest. Finally, for the CIFAR-10 and MNIST
datasets, we set the level α = .05; for the ImageNet dataset, we set α = .1.
Figures 4, 5, and 6 present the results for each setup over 20 random splits of the data. As is
apparent from the figures, we see that the standard conformal methodology fails to correctly
cover. As both the new CIFAR-10 and ImageNet test sets exhibit larger degradations in
classifier performance (increased error) than does the MNIST test set [29], we expect the
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Figure 4. Empirical coverage and average size for the prediction sets generated by the standard
conformal methodology (“SC”) and the chi-squared divergence, across 20 random splits of
the CIFAR-10 data. We set ρ according to the sampling (“χ2-S”), regression (“χ2-R”), and
classification-based (“χ2-C”) strategies for estimating the amount of shift that we describe in
Section in 3. The horizontal red line marks the marginal coverage .95.
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Figure 5. Empirical coverage and average size for the prediction sets generated by the standard
conformal methodology (“SC”) and the chi-squared divergence, across 20 random splits of
the MNIST data. We set ρ according to the sampling (“χ2-S”), regression (“χ2-R”), and
classification-based (“χ2-C”) strategies for estimating the amount of shift that we describe in
Section in 3. The horizontal red line marks the marginal coverage .95.
failure of standard conformal to be pronounced on these two datasets. Indeed, the split
conformal method (Sec. 1.1) provides especially poor coverage on these datasets, where it
yields average coverage .88 (instead of the nominal .95) and .8 (instead of the nominal .9) on
the new CIFAR-10 and ImageNet test sets, respectively. On the other hand, our inferential
methodology consistently gives more coverage regardless of the strategy used to estimate the
amount of divergence ρ. The uniformity in coverage across the three strategies is notable, as
our procedures for estimating the amount of shift assume some structure for the underlying
shift, which is unlikely to be consistent with the provenance of the new test sets.
In our experiments, estimating the direction of shift using either regression or classification
(Alg. 2) is faster than sampling directions (Alg. 1); the former takes time O(ndmin{n, d})
and the latter O(knd), where k is the number of sampled directions v, using a linear-time im-
plementation for computing the worst coverage (maximum density segment) along a direction
v [27]. The difference of course depends on the desired sampling frequency k.
Finally, the aforementioned validity does not (apparently) come with a significant loss
in statistical efficiency: Figures 4, 5, and 6 show that our confidence sets are not substan-
tially larger than those coming from standard conformal inference—which may be somewhat
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Figure 6. Empirical coverage and average size for the prediction sets generated by the standard
conformal methodology (“SC”) and the chi-squared divergence, across 20 random splits of
the ImageNet data. We set ρ according to the sampling (“χ2-S”), regression (“χ2-R”), and
classification-based (“χ2-C”) strategies for estimating the amount of shift that we describe in
Section in 3. The horizontal red line marks the marginal coverage .9.
surprising, given the relatively large number of classes present in the ImageNet dataset.
5 Discussion and conclusions
We have presented methods and motivation for robust predicitve inference, seeking protection
against distribution shift. Our arguments and perspective are somewhat different from the
typical approach in distributional robustness [4, 14, 13, 6, 32], as we wish to maintain validity
in prediction. A number of future directions and questions remain unanswered. Perhaps the
most glaring is to fully understand the “right” level of robustness. While this is a longstanding
problem [13], we present approaches to leverage the available validation data. Alternatives
might be compare new covariates and test data X to the available validation data. Tibshirani
et al. [39] suggest an importance-sampling approach for this, reweighting data based on like-
lihood ratios, which may sometimes be feasible but is likely impossible in high-dimensional
scenarios. It would be interesting, for example, to use projections of the data to match X-
statistics on new test data, using this to generate appropriate distributional robustness sets.
We hope that the perspective here inspires renewed consideration of predictive validity.
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A Proofs of results on robust inference
A.1 Proof of Proposition 1
We provide several properties of gf,ρ(β) = inf{z ∈ [0, 1] : βf( zβ ) + (1 − β)f( 1−z1−β ) ≤ ρ},
deferring their proof to Sec. A.1.1.
Lemma A.1 (Properties of gf,ρ). Let f be continuous near 1 and 1-coercive. Then the
function gf,ρ satisfies the following.
(a) (β, ρ) 7→ gf,ρ(β) is a convex function, continuous on β ∈ [0, 1] and in ρ > 0.
(b) For β ∈ [0, 1] and ρ > 0, gf,ρ(β) ≤ β. For ρ > 0, equality holds for β ∈ {0, 1} and strict
inequality holds for β ∈ (0, 1) and ρ > 0.
(c) gf,ρ is non-increasing in ρ and non-decreasing in β. Moreover, for all ρ > 0, there exists
β0(ρ) := sup{β ∈ (0, 1) | gf,ρ(β) = 0}, and gf,ρ is strictly increasing for β > β0(ρ).
(d) Let g−1f,ρ(t) = sup{β : gf,ρ(β) ≤ t} as in the statement of Proposition 1. Then for β ∈ (0, 1),
gf,ρ(τ) ≥ β if and only if g−1f,ρ(β) ≤ τ .
We now define the worst-case cumulative distribution function, which generalizes the c.d.f.
of a distribution in the same way the worst-case quantile generalizes standard quantiles.
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Definition A.1 (f -worst-case c.d.f.). Let ρ > 0 and consider any distribution P on the real
line. The (f, ρ)-worst-case cumulative distribution function is
FWCf,ρ (t; P ) := inf
{
P1(S ≤ t) | S ∼ P, Df (P1||P ) ≤ ρ
}
. (18)
Proposition 1 will then follow from the coming lemma.
Lemma A.2. Let P be a distribution on R with c.d.f. F . Then
FWCf,ρ (t; P ) = gf,ρ(F (t)). (19)
Deferring the proof of this lemma as well (see Sec. A.1.2), let us see how it implies Proposi-
tion 1. Observe that for all β ∈ (0, 1), and any real distribution P with c.d.f. F , we have
QuantileWCf,ρ (β; P ) = inf
{
q ∈ R | FWCf,ρ (q, P ) ≥ β
}
(i)
= inf
{
q ∈ R | gf,ρ(F (q)) ≥ β
}
(ii)
= inf
{
q ∈ R | F (q) ≥ g−1f,ρ(β)
}
= Quantile(g−1f,ρ(β); P ),
where equality (i) uses Lemma A.2 and (ii) follows because by Lemma A.1, as gf,ρ(τ) ≥ β if
and only if g−1f,ρ(β) ≤ τ .
A.1.1 Proof of Lemma A.1
It is no loss of generality to assume that f ′(1) = 0 and f ≥ 0, as replacing f by f0(t) :=
f(t) + f ′(1)(t− 1) generates the same f -divergence and evidently inft f0(t) = f0(1) = 0.
(a) Let fper(t, β) = βf(t/β) be the perspective of f , which is convex. Then gf,ρ(β) is the
partial minimization of the convex function (ρ, β, z) 7→ z+I(fper(z, β)+fper(z, 1−β) ≤ ρ)
and hence convex, where I(·) is the convex indicator function, +∞ if its argument is false
and 0 otherwise. Any convex function is continuous on the interior of its domain. (See
[18, Ch. IV] for proofs of each of these claims.)
To see that gf,ρ is continuous from the left at β = 1 and that gf,ρ(1) = 1, we use the
1-coercivity of f . For β near 1, we use our w.l.o.g. assumption that f ≥ 0 to note that
lim
β↑1
{
βf
(
z
β
)
+ (1− β)f
(
1− z
1− β
)}
≥ lim
β↑1
(1− β)f
(
1− z
1− β
)
= lim
t→∞
1
t
f(t(1− z)),
and the last quantity is infinite unless z = 1. Therefore, for each  > 0 there exists δ > 0
such that β ≥ 1− δ implies that (1− β)f((1− z)/(1− β)) > ρ for all z < 1− δ, and g is
continuous at β = 1.
That gf,ρ is right continuous β = 0 is immediate because g is non-decreasing and convex.
(b) The non-strict inequality is immediate by considering z = β and using that f(1) = 0.
The strict inequality is immediate because f is continuous near 1, while the equalities are
as in the previous part of the proof.
(c) That ρ 7→ gf,ρ(β) is non-increasing is evident. As g is nonnegative, convex, and gf,ρ(0) = 0
(where we use the standard convention that 0f(0/0) = 0), it must therefore be non-
decreasing. That gf,ρ(β) > 0 is strictly increasing in β > β0(ρ) is again immediate by
convexity as gf,ρ(0) = 0.
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(d) Let g = gf,ρ for shorthand. Suppose that g(τ) ≥ β > 0. Then as g is strictly increasing
when it is positive, we have g(t) > g(τ) ≥ β for all t > τ , so that g−1(β) ≤ t for any
t > τ , or g−1(β) ≤ τ .
Now, assume the converse, that is, that g−1(β) ≤ τ , and assume for the sake of contra-
diction that g(τ) < β. By part (b), we must therefore have τ < 1. As g is continuous
by part (a), we have g(τ + ) ≤ β for all sufficiently small  > 0, contradicting that
g−1(β) ≤ τ . Thus we must have g(τ) ≥ β.
A.1.2 Proof of Lemma A.2
Recall that P is a real distribution with c.d.f. F . The result is immediate if F (t) ∈ {0, 1}, as
the 1-coercivity of f implies that any P1 satisfying Df (P1 || P ) <∞ is absolutely continuous
with respect to P , guaranteeing that P1(S ≤ t) = F (t) ∈ {0, 1}, so that FWCf,ρ (t;P ) = F (t) =
gf,ρ(F (t)). From this point onward, fix t ∈ R so that 0 < F (t) = P (S ≤ t) < 1.
The inequality FWCf,ρ (t; P ) ≤ gf,ρ(F (t), ρ) is immediate:
inf {P1(S ≤ t) | Df (P1||P ) ≤ ρ}
≤ inf
{
P1(S ≤ t) | Df (P1||P ) ≤ ρ, dP1
dP
is constant on {S ≤ t} and {S > t}
}
.
The reverse inequality is a consequence of the data processing inequality [25]. Fix t ∈ R. Let
P1 be a distribution satisfying Df (P1||P ) ≤ ρ. We show how to construct P˜ with Df (P˜ ||P ) ≤
Df (P1||P ) and P˜ (S ≤ t) = P1(S ≤ t). Indeed, define the Markov kernel K by
K
(
ds′ | s) ∝ { dP (s′)1{s′ ≤ t} , if s ≤ t
dP (s′)1{s′ > t} , if s > t.
Then P = K · P , while P˜ := K · P1 satisfies
Df (P˜ ||P ) = Df (K · P1||K · P ) ≤ Df (P1||P ) ≤ ρ
by the data processing inequality. Now we observe that
dP˜ (s) =
(
P1(S ≤ t)
P (S ≤ t) 1{S ≤ t}+
P1(S > t)
P (S > t)
1{S > t}
)
dP (s).
By construction, P˜ (S ≤ t) = P (S ≤ t), and it is immediate that
Df (P˜ ||P ) = P (S ≤ t)f
(
P ′(S ≤ t)
P (S ≤ t)
)
+ P (S > t)f
(
P ′(S > t)
P (S > t)
)
.
Matching the expression of Df (P˜ ||P ) to the definition of gf,ρ gives gf,ρ(F (t)) ≤ P1(S ≤ t).
Taking the infimum over all possible distributions P1 concludes the proof.
A.2 Proof of Proposition 2
Since ρ? = Df (Ptest||P0) <∞, the definition of FWCf,ρ and Lemma A.2 imply that for all q ∈ R,
Ftest(q) ≥ FWCf,ρ? (q, P0) = gf,ρ?(F0(q)).
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Applying this inequality with q := QuantileWCf,ρ (1 − α; Pˆn) = Quantile(g−1f,ρ(1 − α); Pˆn), we
obtain
P
(
Yn+1 ∈ Cˆn,f,ρ(Xn+1) | {(Xi, Yi)}ni=1
)
(i)
= Ftest(Quantile
WC
f,ρ (1− α; Pˆn))
≥ gf,ρ?(F0(QuantileWCf,ρ (1− α; Pˆn)))
(ii)
= gf,ρ?(F0(Quantile(g
−1
f,ρ(1− α); Pˆn))),
where equality (i) uses that s(Xn+1, Yn+1) ∼ Ptest is independent of {(Xi, Yi)}ni=1 and (ii) is
Proposition 1.
A.3 Proof of Theorem 1
We require the following lemma to prove the theorem.
Lemma A.3 (Quantile coverage [40, 24, 1]). Assume that {Si}ni=1 iid∼ P0 with c.d.f. F0, and
let Pˆn be their empirical distribution. Then for all β ∈ (0, 1),
E
[
F0
(
Quantile(β; Pˆn)
)]
≥ dnβe
n+ 1
.
We include the brief proof of Lemma A.3 below for completeness, giving the proof of
Theorem 1 here. By Proposition 2, for ρ? = Df (Ptest||P0) <∞, we have
P
(
Yn+1 ∈ Cˆn,f,ρ(Xn+1) | {(Xi, Yi)}ni=1
)
≥ gf,ρ?(F0(Quantile(g−1f,ρ(1− α); Pˆn))).
Marginalizing over (Xi, Yi), this implies that
P
(
Yn+1 ∈ Cˆn,f,ρ(Xn+1)
)
≥ E
[
gf,ρ?(F0(Quantile(g
−1
f,ρ(1− α); Pˆn))
]
(i)
≥ gf,ρ?
(
E
[
F0(Quantile(g
−1
f,ρ(1− α); Pˆn)
])
(ii)
≥ gf,ρ?

⌈
ng−1f,ρ(1− α)
⌉
n+ 1
 ,
where inequality (i) is a consequence of Jensen’s inequality applied to gf,ρ? (recall Lemma A.1(a)),
while inequality (ii) uses Lemma A.3 and that β 7→ gf,ρ(β) is non-decreasing.
Proof of Lemma A.3 Let Sn+1 ∼ P0 independent of {Si}ni=1. Then
E [F0 (Quantile(β; Pn))] = P (Sn+1 ≤ Quantile(β; Pn))
≥ P(Rank of Sn+1 in {Si}n+1i=1 ≤ dnβe) =
dnβe
n+ 1
,
where we break ties uniformly at random to define the rank of Sn+1 in {Si}n+1i=1 , ensuring by
exchangeability that it is uniform on {1, . . . , n+ 1}.
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A.4 Proof of Corollaries 2.1 and 2.2
When ρ? = Df (Ptest||P0) ≤ ρ, Lemma A.1 guarantees that gf,ρ ≥ gf,ρ? , so Theorem 1 gives
P(Yn+1 ∈ Cˆn,f,ρ) ≥ gf,ρ

⌈
ng−1f,ρ(1− α)
⌉
n+ 1
 . (20)
To prove Corollary 2.1, note that as gf,ρ in convex, it has (at least) a left derivative g
′
f,ρ,
which satisfies
gf,ρ
(⌈
ng−1f,ρ(1− α)
⌉
n+ 1
)
≥ gf,ρ
(
ng−1f,ρ(1− α)
n+ 1
)
≥ 1− α− g
−1
f,ρ(1− α)g′f,ρ(g−1f,ρ(1− α))
n+ 1
.
This gives the first corollary.
For the second corollary, replacing Cˆ in Eq. (20) with Cˆcorr gives
P(Yn+1 ∈ Cˆcorrn,f,ρ) ≥ gf,ρ

⌈
ng−1f,ρ
(
gf,ρ
(
(1 + 1/n)g−1f,ρ(1− α)
))⌉
n+ 1

= gf,ρ

⌈
n(1 + 1/n)g−1f,ρ(1− α)
⌉
n+ 1
 ≥ gf,ρ (g−1f,ρ(1− α)) ≥ 1− α.
B Proof of Theorem 2
Throughout the proof, we will typically not assume that the scores s(Xi, Yi) are distinct, and
thus will not make Assumption A1. Some inequalities will require the assumption, which
implies the distinctness of the scores, and we will highlight those.
Recall that {(Xi, Yi)}ni=1 iid∼ Q0 and {s(Xi, Yi)}ni=1 iid∼ P0, that for all q ∈ R
C(q)(x) = {y ∈ Y | s(x, y) ≤ q} ,
and that we use P0(· | X ∈ R) as shorthand for the law of s(X,Y ) for (X,Y ) ∼ Q0(· | X ∈ R).
We also use Qˆn and Pˆn for the empirical distributions f Q and P , respectively. Observe that
for all q ∈ R and 0 < δ < 1, WC(C(q),Rv, δ; Q0) ≥ 1− α if and only if
sup
R∈Rv :Q0(R)≥δ
Quantile(1− α;P0(· | X ∈ R)) ≤ q.
By a VC-covering argument (cf. [7, Sec. A.4] or [1, Thm. 5]), there exists a universal con-
stant Cε <∞ such that the following holds. For t > 0, define n(t) := Cε
√
VC(R) log(n) + t
n
.
Then with probability at least 1− 12e−t over {Xi, Yi}ni=1, the following equations hold simul-
taneously for all v ∈ V:
sup
s∈R
∣∣∣∣∣∣∣ infR∈RvQˆn(R)≥δ Pˆn (s(X,Y ) ≤ s | X ∈ R)− infR∈RvQˆn(R)≥δ P0 (s(X,Y ) ≤ s | X ∈ R)
∣∣∣∣∣∣∣ ≤
εn(t)√
δ
(21)
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and
sup
R∈Rv
∣∣∣Qˆn(X ∈ R)−Q0(X ∈ R)∣∣∣ ≤ εn(t). (22)
We assume for the remainder of the proof that inequalities (21) and (22) hold.
Define the empirical quantile
q̂n(v, δ) := sup
R∈Rv
{
Quantile(1− α; Pˆn(· | X ∈ R)) s.t. Qˆn(X ∈ R) ≥ δ
}
.
We first give a lemma on its coverage.
Lemma B.1. Let the bounds (21) and (22) hold. Then
WC(C(q̂n(v,δ)),Rv, δ+n (t); Q0) ≥ 1− α+n (t)
WC(C(q̂n(v,δ)),Rv, δ−n (t); Q0)
(A1)
≤ 1− α−n (t)
(23)
simultaneously for all v ∈ V, where the second inequality requires Assumption A1.
Proof Applying the bounds (21), we can bound the worst-case quantiles via
sup
R∈Rv
{
Quantile(1− α+n (t);P0(· | X ∈ R)) s.t. Qˆn(X ∈ R) ≥ δ
}
≤ q̂n(v, δ) ≤ sup
R∈Rv
{
Quantile(1− α−n (t);P0(· | X ∈ R)) s.t. Qˆn(X ∈ R) ≥ δ
}
.
(24)
The inclusions
{R ∈ R | Q0(X ∈ R) ≥ δ − εn(t)} ⊂ {R ∈ R | Qˆn(X ∈ R) ≥ δ}
⊂ {R ∈ R | Q0(X ∈ R) ≥ δ + εn(t)}
are an immediate consequence of inequality (22), and, in turn, imply that for all α ∈ (0, 1),
sup
R∈Rv
Q0(X∈R)≥δ+n (t)
Quantile(1− α;P0(· | X ∈ R)) ≤ sup
R∈Rv
Qˆn(X∈R)≥δ
Quantile(1− α;P0(· | X ∈ R))
≤ sup
R∈Rv
Q0(X∈R)≥δ−n (t)
Quantile(1− α;P0(· | X ∈ R)).
Combining these inclusions with the inequalities (24), we thus obtain
qinfn (v) := sup
R∈Rv
{
Quantile(1− α+n (t);P0(· | X ∈ R)) s.t. Q0(X ∈ R) ≥ δ+n (t)
}
≤ q̂n(v, δ) (25)
≤ sup
R∈Rv
{
Quantile(1− α−n (t);P0(· | X ∈ R)) s.t. Q0(X ∈ R) ≥ δ−n (t)
}
=: qsupn (v).
The infimum and supremum quantiles satisfy
WC(C(q
inf
n (v)),Rv, δ+n (t); Q0) ≥ 1− α+n (t)
WC(C(q
sup
n (v)),Rv, δ−n (t); Q0)
(A1)
= 1− α−n (t),
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where the inequality always holds and the equality requires Assumption A1.
We now observe that for any fixed (v, δ) ∈ V×(0, 1), the function q 7→WC(C(q),Rv, δ; Q0)
is non-decreasing, since the confidence sets C(q)(x) increase as q increases. Recalling inequal-
ities (25), we conclude that
WC(C(q̂n(v,δ),Rv, δ+n (t); Q0) ≥WC(C(q
inf
n (v)),Rv, δ+n (t); Q0) ≥ 1− α+n (t)
and
WC(C(q̂n(v,δ)),Rv, δ−n (t); Q0) ≤WC(C(q
sup
n (v)),Rv, δ−n (t); Q0) = 1− α−n (t),
simultaneously for all v ∈ V, with the second inequality requiring Assumption A1.
Recall that q̂δ in Algorithm 1 is the (1 − αv)-empirical quantile of {q̂n(vi, δ)}ki=1. Then
inequalities (23) in Lemmma B.1 and that WC(C(q),Rv, δ; Q0) is non-decreasing in q imply
Pˆv,k
[
WC(C(q̂δ),Rv, δ+n (t); Q0) ≥ 1− α+n (t)
]
≥ Pˆv,k [q̂δ ≥ q̂n(vi, δ)] ≥ 1− αv,
while under Assumption A1, we have the converse lower bound
Pˆv,k
[
WC(C(q̂δ),Rv, δ−n (t); Q0) ≤ 1− α−n (t)
]
≥ Pˆv,k [q̂δ ≤ q̂n(v, δ)] ≥ αv − 1
k
,
using the second inequality of Lemma B.1.
For q ∈ R, define the functions f+q (v) := 1
{
WC(C(q),Rv, δ+n (t); Q0) ≥ 1− α+n (t)
} ∈ {0, 1}
for all q ∈ R. The set of functions {f+q }q∈R is uniformly bounded (by 1) and each is non-
decreasing in q ∈ R so that its VC-dimension cannot exceed 1. Thus, there exists a universal
constant C <∞ such that, with probability 1− 4−1e−t [e.g. 41, Thm. 4.10, Ex. 5.24],
sup
q∈R
∣∣∣Pˆv,kf+q − Pvf+q ∣∣∣ ≤ C√1 + tk .
Similarly, if we define f−q (v) := 1
{
WC(C(q),Rv, δ−n (t); Q0) ≤ 1− α−n (t)
} ∈ {0, 1}, then with
probability at least 1 − 4−1e−t, we have supq∈R |Pˆv,kf−q − Pvf−q | ≤ C
√
1+t
k . Combining the
statements, we see that with probability 1−e−t over the draw (Xi, Yi)ni=1 iid∼ Q0 and {vi}ki=1 iid∼
Pv, we have
Pvf+q̂δ = Pv
[
WC(C(q̂δ),Rv, δ+n (t); Q0) ≥ 1− α+n (t)
]
≥ 1− αv − C
√
1 + t
k
,
and under Assumption A1,
Pvf−q̂δ = Pv
[
WC(C(q̂δ),Rv, δ−n (t); Q0) ≤ 1− α−n (t)
] (A1)
≥ αv − 1
k
− C
√
1 + t
k
.
B.1 Proof of Lemma 3.1
Let Si = s(Xi, Yi) for shorthand, and assume w.l.o.g. that S1 ≤ · · · ≤ Sn. We will show that
if q̂ ∈ {Si}i≥dn(1−α)e, then if
ρ̂ = ρf,α(q̂; Pˆn) then q̂ = Quantile
WC
f,ρ̂ (1− α; Pˆn). (26)
27
Evidently this implies that C(q̂)(x) = Cf,ρ̂(x; Pˆn) for all x ∈ X , giving the lemma, so for the
remainder, we show the equivalence (26).
Recall the definition g−1f,ρ(τ) = sup{β ∈ [τ, 1] | βf( τβ )+(1−β)f( 1−τ1−β ) ≤ ρ} in the discussion
following Proposition 1. Suppose that q̂ = Sj , where j ∈ [n], which immediately implies that,
for all (j − 1)/n < β ≤ j/n, q̂ = Quantile(β; Pˆn). By Proposition 1, we therefore see that if
ρ ≥ 0 satisfies (j − 1)/n < g−1f,ρ(1− α) ≤ j/n, then
QuantileWCf,ρ (1− α; Pˆn) = q̂.
In addition, as the scores Si are all distinct, Quantile
WC
f,ρ (1− α; Pˆn) > q̂ if g−1f,ρ(1− α) > j/n,
making ρf,α in this case equal to
ρf,α(q̂; Pˆn) = sup{ρ ≥ 0 | g−1f,ρ(1− α) ≤ j/n}.
The mapping ρ 7→ g−1f,ρ(τ) is concave and nonnegative. As f is 1-coercive by assumption, we
also have that it is defined on R+, and it is continuous strictly increasing on R++. Its inverse
(as a function of ρ) is therefore continuous, which implies in particular that g−1
f,ρf,α(q̂;Pˆn)
(1 −
α) = j/n, and hence equality (26) holds.
C Proofs related to finding worst shift directions
C.1 Proof of Lemma 3.2
Fix q ∈ R and δ ∈ (0, 1). For (u, t) ∈ Sd−1 ×R such that P(XTu ≥ t) ≥ δ, there exists τ such
that P(XT v? ≥ τ) = P(XTu ≥ t) by continuity of the distribution of XT v?. Then
P(s(X,Y ) > q | XT v? ≥ τ) ≥ P(s(X,Y ) > q | XTu ≥ t)
by Assumption A2, which implies that
WC(C(q),Rv? , δ; Q0) ≤ P(s(X,Y ) ≤ q | XTu ≥ t).
The result follows by taking the infimum over all (u, t) ∈ Sd−1×R such that P(XTu ≥ t) ≥ δ.
C.2 Proof of Lemma 3.3
The first condition of the assumption is immediate, as for any R-valued random variable Z,
we have L(Z | Z ≥ τ)  L(Z | Z ≥ t) for τ ≥ t (cf. [34, Thm. 1.A.15]). I now claim that if
(Z1, Z2)
iid∼ N(0, 1), then for any β ∈ [−1, 1] and τ ∈ R,
L(Z1 | Z1 ≥ τ)  L(βZ1 +
√
1− β2Z2 | Z1 ≥ τ). (27)
The result is clear when β = 1, so let β < 1. Let γ denote the 2-dimensional Gaussian
measure, let t > τ , and define the halfspaces A1 = {z1 ≥ t}, A2 = {βz1 +
√
1− β2z2 ≥ t},
and B = {z1 ≥ τ}. Then γ(A1) = γ(A2) by the rotational symmetry of Gaussians, and
A1 ∩B = A1 while A2 ∩B ( A2. Thus
P(Z1 ≥ t | Z1 ≥ τ) = γ(A1 ∩B)
γ(B)
>
γ(A2 ∩B)
γ(B)
= P(βZ1 +
√
1− β2Z2 ≥ t | Z1 ≥ τ).
28
If t < τ , then P(Z1 ≥ t | Z1 ≥ τ) = 1 ≥ P(βZ1 +
√
1− β2Z2 ≥ t | Z1 ≥ τ), proving the
dominance (27).
We can now show the second condition of Assumption A2. Without loss of generality, let
u ∈ Sd−1. Then writing X = (I − uuT )X + uuTX, we have
vTvarX = v
T
var(I − uuT )X + vTvaruuTX dist=
√
1− β2Z2 + βZ1
for β = vTvaru and Zi
iid∼ N(0, 1). Notably, if P(uTX ≥ t) ≥ P(vTvarX ≥ τ), then t ≤ τ , and
therefore
L(vTvarX | vTvarX ≥ τ)  L(vTvarX | vTvarX ≥ t)
(?)
 L(vTvarX | uTX ≥ t)
where inequality (?) is the dominance (27). As h is increasing, we therefore obtain that
L(s(X,Y ) | vTvarX ≥ τ) = L(h(vTX)2ε2 | vTvarX ≥ τ)
 L(h(vTvarX)2ε2 | uTX ≥ t) = L(s(X,Y ) | uTX ≥ t)
as desired.
C.2.1 Proof of Proposition 3
We begin with a few preliminaries on stochastic orders on random vectors. For random vectors
U and V ∈ Rd, we say that U stochastically dominates V in the upper orthant order if for
each t ∈ Rd we have P(U ≥ t) ≥ P(V ≥ t), written U uo V (see [34, Ch. 6], where this is
called the usual stochastic order). We also have the following.
Lemma C.1. Let U, V ∈ R2. Then U uo V if and only if for all non-negative and non-
decreasing functions f, g,
E[f(V1)g(V2)] ≤ E[f(U1)g(U2)]. (28)
If additionally U1
dist
= V1 and E[|f(V1)g(V2)|] and E[|f(U1)g(U2)|] <∞, then E[f(V1)g(V2)] ≤
E[f(U1)g(U2)] for all non-negative and non-decreasing f and non-decreasing g.
Proof The equivalence of inequality (28) and U uo V is [34, Eq. (6.B.4)]. For the second
result, consider the sequence gm(x) := [g(x) +m]+ −m for m = 1, 2, . . .. Then gm ↓ g, while
E[f(U1)gm(U2)] ≥ E[f(V1) [g(V2) +m]+]−mE[g(V1)] = E[f(V1)gm(V2)].
Dominated convergence gives the result.
We now show that
(s(X,Y ), XT v?) uo (s(X,Y ), XTu) (29)
for any vector u satisfying ‖Σ1/2v?‖2 = ‖Σ1/2u‖2. Without loss of generality, we assume
‖Σ1/2v?‖2 = 1. Then for all q ∈ R and t ∈ R,
P(s(X,Y ) ≥ q,XT v? ≥ t) = P(s(X,Y ) ≥ q | XT v? ≥ t)P(XT v? ≥ t)
(?)
≥ P(s(X,Y ) ≥ q | XTu ≥ t)P(XTu ≥ t)
= P(s(X,Y ) ≥ q,XTu ≥ t),
29
where inequality (?) uses Assumption A2 and that X˜ := Σ−1/2X has an isotropic disitribution,
so that P(XTu ≥ t) = P(X˜TΣ1/2u ≥ t) = P(X˜TΣ1/2v? ≥ t) = P(XT v? ≥ t) and XTu dist=
XT v?. In particular, Lemma C.1 yields
E
[
s(X,Y )XTu
] ≤ E [s(X,Y )XT v?]
for all u ∈ Rd such that ‖Σ1/2u‖2 = ‖Σ1/2v?‖2, because E[|s(X,Y )XTu|] < ∞ by Cauchy-
Schwarz. As a result, using the assumption in the proposition that E[s(X,Y )X] 6= 0, we have
the fixed point
v? = argmin
u∈Rd
{
E
[
s(X,Y )XTu
] | ‖Σ1/2u‖2 = ‖Σ1/2v?‖2} .
By a direct change of variables via X˜ = Σ−1/2X, this is equivalent to
Σ1/2v? = argmin
u˜∈Rd
{
u˜TE
[
s(X,Y )X˜
]
| ‖u˜‖2 =
∥∥∥Σ1/2v?∥∥∥
2
}
.
Rewriting, we obtain
v? ∝ Σ−1E [Xs(X,Y )] = E [XXT ]−1 E [Xs(X,Y )] = argmin
u
E[(s(X,Y )−XTu)2].
C.3 Proof of Theorem 3
The proof of the theorem is technical, so we state and prove several lemmas on worst coverage
regularity and convergence (Section C.3.1), combining all the pieces in Section C.3.2.
C.3.1 Lemmas on worst coverage estimation
Lemma C.2. Let Assumption A4 hold. Then the function (q, v, δ) 7→WC(C(q,s),Rv, δ; Q0)
is continuous on R× V × (0, 1) and uniformly continuous on R× V × [δ, 1) for any δ > 0.
Proof We use C(q) as shorthand for C(q,s), and we consider a sequence {(qn, vn, δn)}n≥1 →
(q, v, δ) ∈ R×V×(0, 1). We will show that {WC(C(qn),Rvn , δn; Q0)}n≥1 converges by proving
that the sequence has a unique accumulation point. We therefore assume without loss of
generality that
WC(C(qn),Rvn , δn; Q0) −→n→∞ ` ∈ [0, 1], (30)
and we successively prove that ` ≤WC(C(q),Rv, δ; Q0) and WC(C(q),Rv, δ; Q0) ≤ `. Com-
bining claims C.1 and C.2 immediately gives the continuity claim in Lemma C.2.
Claim C.1. The limit ` in Eq. (30) satisfies ` ≤WC(C(q),Rv, δ;Q0).
Proof Let ε > 0, and consider t ∈ R such that P(XT v ≥ t) ∈ (δ, 1) and
Q0
(
s(X,Y ) ≤ q | XT v ≥ t) ≤WC(C(q),Rv, δ; Q0) + ε.
Next, consider tn ∈ R such that Q0(XT vn ≥ tn) = max{δn, Q0(XT v ≥ t)}. As we may
consider a subsequence, we assume without loss of generality that {tn}n≥1 converges to t˜ ∈
[−∞,∞]. Then we have by Slutsky’s lemma that XT vn − tn d→XT v − t˜, and thus
Q0(X
T v ≥ t˜) = lim
n→∞Q0(X
T vn ≥ tn) = Q0(XT v ≥ t) ≥ δ,
30
as XT v has a continuous distribution (the above relation also proves that t˜ ∈ R, since 0 <
Q0(X
T v ≥ t) < 1). Since we either have {XT v ≥ t˜} ⊂ {XT v ≥ t} or {XT v ≥ t} ⊂ {XT v ≥
t˜}, the above relation also shows that
Q0(s(X,Y ) ≤ q | XT v ≥ t˜) = Q0(s(X,Y ) ≤ q | XT v ≥ t) ≤WC(C(q),Rv, δ; Q0) + ε.
Finally, if we define ∆n,v := X
T vn −XT v − tn + t˜ p→ 0, we have∣∣Q0(s(X,Y ) ≤ qn, XT vn ≥ tn)−Q0(s(X,Y ) ≤ q,XT v ≥ t˜)∣∣
≤ Q0 (|s(X,Y )− q| ≤ |qn − q|) +Q0(t˜−∆n,v ≤ XT v < t˜) +Q0(t˜ ≤ XT v < t˜−∆n,v)
−→
n→∞ 0,
(31)
where the first (resp. second and third) term converges to 0 as the distribution of s(X,Y )
(resp. XT v) is continuous under Q0. This proves that
Q0(s(X,Y ) ≤ qn | XT vn ≥ tn) −→
n→∞ Q0(s(X,Y ) ≤ q | X
T v ≥ t˜) ≤WC(C(q),Rv, δ; Q0) + ε,
and thus ` ≤WC(C(q),Rv, δ; Q0) + ε. As ε > 0 was arbitrary, we have the claim.
Claim C.2. The limit ` in Eq. (30) satisfies ` ≤WC(C(q),Rv, δ;Q0).
Proof By definition of the worst-coverage, we can find {tn}n≥1 such that Q0(XT vn ≥ tn) ≥
δn for all n ≥ 1, and
Q0(s(X,Y ) ≤ qn | XT vn ≥ tn) −→
n→∞ `.
As we may always consider a subsequence, we again assume that tn → t ∈ [−∞,∞]. Next,
observe that, by continuous mapping and Slutsky’s lemma, XT vn − tn d→XT v− t (where the
limit distribution is continuous but potentially infinite if t ∈ {−∞,∞}), so
Q0(X
T v ≥ t) = lim
n
Q0(X
T vn ≥ tn) ≥ δ (32)
by the Portmanteau theorem, which also proves that t <∞.
If t = −∞, then Q0(XT vn ≥ tn)→ 1. As the distribution of s(X,Y ) is continuous under
Q0, this ensures that
Q0(s(X,Y ) ≤ qn | XT vn ≥ tn)→ Q0(s(X,Y ) ≤ q) ≥WC(C(q),Rv, δ; Q0),
and proves that ` ≥ WC(C(q),Rv, δ; Q0). If t ∈ R, then with derivation mutatis mutandis
identical to that to develop the convergence (31), we obtain that
Q0(s(X,Y ) ≤ qn, XT vn ≥ tn)−Q0(s(X,Y ) ≤ q,XT v ≥ t) →
n→∞ 0.
With equation (32), this directly shows that
WC(C(q),Rv, δ; Q0) ≤ Q0(s(X,Y ) ≤ q | XT v ≥ t)
= lim
n→∞Q0(s(X,Y ) ≤ q | X
T vn ≥ tn) = `
31
as desired.
For the proof of the uniform continuity claim, let R¯ = [−∞,∞] be the usual com-
pactification of R. We extend the worst-coverage function to R¯ × V × (0, 1] by setting
WC(C(−∞),Rv, δ; Q0) = 0, and WC(C(+∞),Rv, δ; Q0) = 1 for all (v, δ) ∈ V × (0, 1], and
WC(C(q),Rv, 1; Q0) = P0(S ≤ q) for all (q, v) ∈ R× V. The bound
1− δ−1P0(S > q) ≤WC(C(q),Rv, δ; Q0) ≤ δ−1P0(S ≤ q),
valid for all (q, v, δ) ∈ R × V × (0, 1), ensures that the extension itself is continuous on
R¯× V × (0, 1], as if {(qn, vn, δn)}n≥1 → (q, v, δ), with q ∈ {−∞,∞} or δ = 1, we still have
WC(C(qn),Rvn , δn; Q0) −→n→∞ WC(C
(q),Rv, δ; Q0) =

P0(S ≤ q) if δ = 1 and q ∈ R
0 if q = −∞
1 if q =∞.
The set R¯×V× [δ, 1] is compact, whence Heine’s theorem ensures that the function (q, v, δ) 7→
WC(C(q),Rv, δ; Q0) is uniformly continuous on R¯×V × [δ, 1]. The restriction of the function
to R× V × [δ, 1) is then also uniformly continuous.
Lemma C.3. As n→∞ (n1, n2 →∞), the confidence set mapping Ĉn from Alg. 2 satisfies
1− α ≤WC(Ĉn,Rvˆ, δ; Q̂n2) ≤ 1− α+ un,
where un ∈ [0, α], and un p→ 0 if Assumption A5 holds.
Proof The lower bound is immediate by definition of Ĉn. For the upper bound, we have
WC(Ĉn,Rvˆ, δ; Q̂n2) ≤ 1− α+
1
n2δ
whenever the scores {sn(Xi, Yi)}ni=n1+1 are all distinct, which occurs eventually with high
probability under Assumption A5.
Lemma C.4. Let Assumption A4 hold. Then as n→∞, the worst coverages under Q̂n2 and
Q0 satisfy the Glivenko-Cantelli result
sup
q∈R
∣∣∣WC(C(q,sn),Rvˆ, δ; Q̂n2)−WC(C(q,sn),Rvˆ, δ; Q0)∣∣∣ a.s.→ 0.
Proof Let ε > 0 be arbitrary. Recalling equations (21) and (22) in the proof of Theorem 2,
there exists a universal constant c <∞ such that conditionally on sn and the first half of the
validation set (hence vˆ), we have with probability at least 1− ε over {(Xi, Yi)}ni=n1+1 that
sup
q∈R
∣∣∣ inf
R∈Rvˆ
Qn2 (X∈R)≥δ
Qn2 (sn(X,Y ) ≤ q | X ∈ R)− inf
R∈Rvˆ
Qn2 (X∈R)≥δ
Q0 (sn(X,Y ) ≤ q | X ∈ R)
∣∣∣
≤ c
√
log(n2/ε)
n2δ
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and
sup
q∈R,R∈Rvˆ
|Qn2(X ∈ R)−Q0(X ∈ R)| ≤ c
√
log(n2/ε)
n2
.
Setting δ±n := δ ± c
√
log(n2/ε)
n2
, these two statements ensure that with probability 1 − ε over
{(Xi, Yi)}ni=n1+1, simultaneously for all q ∈ R,
WC(C(q,sn),Rvˆ, δ−n ; Q0)− c
√
log(n2/ε)
n2δ
≤WC(C(q,sn),Rvˆ, δ; Q̂n2)
≤WC(C(q,sn),Rvˆ, δ+n ; Q0) + c
√
log(n2/ε)
n2δ
.
To conclude, we claim that for all q ∈ R, v ∈ V, scores s, and 0 < δ0 < δ1 < 1, we have
WC(C(q,s),Rv, δ1; Q0)− δ1 − δ0
δ1
≤WC(C(q,s),Rv, δ0; Q0). (33)
Temporarily deferring the proof of inequality (33), this shows in particular that for all q ∈ R,
WC(C(q,sn),Rvˆ, δ−n ; Q0) ≥WC(C(q,sn),Rvˆ, δ; Q0)−
δ−n − δ
δ
,
and that
WC(C(q,sn),Rvˆ, δ+n ; Q0) ≤WC(C(q,sn),Rvˆ, δ; Q0) +
δ+n − δ
δ
.
We thus have, conditionally on sn and vˆ, which are independent of the sample {(Xi, Yi)}ni=n1+1,
that with probability at least 1− ε
sup
q∈R
|WC(C(q,sn),Rvˆ, δ; Q̂n2)−WC(C(q,sn),Rvˆ, δ; Q0)| ≤ c
√
log(n2/ε)
n2
(
δ−1/2 + δ−1
)
.
The Borel-Cantelli lemma then gives the almost sure convergence.
We return to demonstrate the claim (33). We have by definition that
WC(C(q,s),Rv, δ0;Q0) = min
{
infR∈Rv{Q0(s(X,Y ) ≤ q | X ∈ R) : δ1 ≤ Q0(X ∈ R)},
infR∈Rv{Q0(s(X,Y ) ≤ q | X ∈ R) : δ0 ≤ Q0(X ∈ R) < δ1}
}
.
If the topmost term achieves the minimum, the claim (33) is immediate, so we may instead
assume that the bottom term achieves it. Assumption A4 ensures the existence of a1 ∈ R
such that Q0(X
T v ≥ a1) = δ1 satisfying
WC(C(q,s),Rv, δ1; Q0) ≤ Q0(s(X,Y ) ≤ q | XT v ≥ a1)
as WC is an infimum over all such shifts. Then for any a0 ≥ a1 such that Q0(XT v ≥ a0) ≥ δ0,
we in turn have
Q0(s(X,Y ) ≤ q | XT v ≥ a1) = δ−11 Q0(s(X,Y ) ≤ q,XT v ≥ a1)
≤ δ−11
(
Q0(s(X,Y ) ≤ q,XT v ≥ a0) +Q0(a1 ≤ XT v < a0)
)
≤ Q0(s(X,Y ) ≤ q | XT v ≥ a0) + δ1 − δ0
δ1
,
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where we have used that Q0(X
T v ≥ a0) ≤ δ1. Taking an infimum over all such a0 gives the
statement (33) above.
Lemma C.5. Let Assumptions A3 and A4 hold. Then the score functions sn and s offer
uniformly close worst coverage in the sense that
sup
q,v
{∣∣∣WC(C(q,sn),Rv, δ; Q0)−WC(C(q,s),Rv, δ; Q0)∣∣∣ | q ∈ R, v ∈ V} = oP (1).
Proof We need to show
sup
q,v
∣∣∣∣ infa:Q0(X∈Rv,a)≥δ P0(sn ≤ q | X ∈ Rv,a)− infa:Q0(X∈Rv,a)≥δ P0(S ≤ q | X ∈ Rv,a)
∣∣∣∣ = oP (1),
for which it is sufficient to prove that
sup
a
{|Q0(sn(X,Y ) ≤ q,X ∈ Rv,a)−Q0(s(X,Y ) ≤ q,X ∈ Rv,a)| | Q0 (XT v ≥ a) ≥ δ} p→ 0.
Fix ε > 0. Under Assumption A4, the distribution of S is continuous, so that q 7→ P0(S ≤
q) is continuous, monotone, and has finite limits in ±∞, so that it is uniformly continuous.
Thus, there exists η = η(ε) > 0 such that
sup
q∈R
P0(q < S ≤ q + η) ≤ ε.
Now, define
Bn := {(x, y) ∈ X × Y | |sn(x, y)− s(x, y)| ≥ η},
and observe that for all q ∈ R, v ∈ V and a ∈ R, we have
Q0(sn(X,Y ) ≤ q,XT v ≥ a) ≤ Q0(Bn) +Q0(s(X,Y ) ≤ q + η,XT v ≥ a)
≤ Q0(Bn) +Q0(s(X,Y ) ≤ q + η,XT v ≥ a)
≤ Q0(Bn) +Q0(s(X,Y ) ≤ q,XT v ≥ a) + ε,
and similarly
Q0(s(X,Y ) ≤ q,XT v ≥ a) ≤ Q0(Bn) +Q0(sn(X,Y ) ≤ q,XT v ≥ a) + ε.
These imply that
sup
a
{ ∣∣Q0(sn(X,Y ) ≤ q,XT v ≥ a)−Q0(s(X,Y ) ≤ q,XT v ≥ a)∣∣ | Q0 (XT v ≥ a) ≥ δ}
≤ ε+Q0(Bn),
and we conclude using Markov’s inequality and Assumption A3 that
Q0(Bn) ≤
‖sn − s‖2L2(Q0)
η2
p→ 0,
which gives the result.
34
Lemma C.6. Let Assumptions A3 and A4 hold. Then as n1 →∞,
sup
q
|WC(C(q,s),Rvˆ, δ; Q0)−WC(C(q,s),Rv? , δ; Q0)| = op(1).
Proof Fix ε > 0. By Lemma C.2, (q, v) 7→WC(C(q,s),Rv, δ; Q0) is uniformly continuous,
so there exists η > 0 such that for all v, v′ ∈ V with ‖v − v′‖2 ≤ η,
sup
q
|WC(C(q,s),Rv′ , δ; Q0)−WC(C(q,s),Rv, δ; Q0)| ≤ ε,
and thus
P
[
sup
q
|WC(C(q,s),Rvˆ, δ; Q0)−WC(C(q,s),Rv? , δ; Q0)| > ε
]
≤ P [‖vˆ − v?‖2 > η] .
Assumption A3 that vˆ
p→ v? then gives the lemma.
C.3.2 Finalizing the proof of Theorem 3
Lemma C.5 shows that Ĉn = C
(qˆδ,sn) satisfies
sup
v∈V
|WC(Ĉn,Rv, δ; Q0)−WC(C(qˆδ,s),Rv, δ; Q0)| = op(1),
which implies
|WC(Ĉn,R, δ; Q0)−WC(C(qˆδ,s),R, δ; Q0)| = op(1). (34)
Combining Lemmas C.4, C.5 and C.6, we additionally see that
WC(C(qˆδ,s),Rv? , δ; Q0) C.6= WC(C(qˆδ,s),Rvˆ, δ; Q0) + oP (1)
C.5
= WC(C(qˆδ,sn),Rvˆ, δ; Q0) + oP (1)
C.4
= WC(C(qˆδ,sn),Rvˆ, δ; Q̂n2) + oP (1).
As WC(C(qˆδ,sn),Rvˆ, δ; Q̂n2) = 1 − α + un for some un ≥ 0 by Lemma C.3, where un
p→ 0
under Assumption A5, we have
WC(C(qˆδ,s),Rv? , δ; Q0) = 1− α+ un + oP (1). (35)
With Lemma 3.2, Assumption A2 ensures that WC(C(qˆδ,s),Rv? , δ; Q0) = WC(C(qˆδ,s),R, δ; Q0),
so we can conclude that
WC(Ĉn,R, δ; Q0) (34)= WC(C(qˆδ,s),R, δ; Q0) + op(1)
Lem. 3.2
= WC(C(qˆδ,s),Rv? , δ; Q0) + op(1) (35)= 1− α+ un + op(1).
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