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a b s t r a c t
Suppose D is an acyclic orientation of a graph G. An arc of D is said to be independent if its
reversal results in another acyclic orientation. Let i(D) denote the number of independent
arcs in D, and let N(G) = {i(D) : D is an acyclic orientation of G}. Also, let imin(G) be the
minimumofN(G) and imax(G) themaximum.While it is known that imin(G) = |V (G)|−1 for
any connected graphG, the present paper determines imax(G) for complete r-partite graphs
G.We then determineN(G) for any balanced complete r-partite graphG, showing thatN(G)
is not a set of consecutive integers. This answers a question raised byWest. Finally, we give
some complete r-partite graphs Gwhose N(G) is a set of consecutive integers.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
An orientation of a graph is a digraph obtained from the graph by assigning a direction to each edge. An acyclic orientation
is an orientation without (directed) cycles. For an acyclic orientation D of a graph, Edelman (as quoted in [7]) defined an arc
to be dependent if its reversal creates a cycle. Let d(D) denote the number of dependent arcs in D.
Given a graphG, let n(G) be the number of vertices, let e(G) be the number of edges, and let dmax(G) (respectively, dmin(G))
be the maximum (respectively, minimum) of d(D) over all acyclic orientations D of G. Edelman (as quoted in [2]) showed
that
dmax(G) = e(G)− n(G)+ 1 (1)
for any connected graphG. A graphG is fully orientable if every number between dmin(G) and dmax(G) is achievable as d(D) for
some acyclic orientation D of G. West [7] and Lih, Lin, and Tong [3] showed that complete bipartite graphs and outerplanar
graphs are fully orientable, respectively.West [7] askedwhether there is any graph that is not fully orientable. Fisher et al. [2]
further proved that a connected graph with χ(G) < g(G) is fully orientable, where χ(G) is the chromatic number of G (the
minimumm such that G has a properm-coloring), and g(G) is the girth of G (the minimum length of a cycle in G).
A cover graph is the underlying graph of the Hasse diagram of a finite partially ordered set. Having an acyclic orientation
with no dependent arcs is equivalent to being a cover graph [5]. Recognition of cover graphs is NP-complete [1,4]. Fisher
et al. [2] showed that dmin(G)/e(G) ≤ (m − 2)/m for any graph G with χ(G) = m and that Grötzsch’s graph is not a cover
graph. Later, Rödl and Thoma [6] determined the supremum of dmin(G)/e(G) over the set of graphs Gwith a given chromatic
number and a given girth.
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This paper studies the subject on complete r-partite graphs. A complete r-partite graph is one whose vertex set can
be partitioned into r subsets, called partite sets, such that two vertices are adjacent if and only if they are in distinct
subsets. If these r partite sets are of sizes n1, n2, . . . , nr , then we denote the graph by Kn1,n2,...,nr . For the case when
n1 = n2 = . . . = nr = n, we call the complete r-partite graph balanced and denote it by Kr(n) for short.
For convenience,we present the results in terms of independent arcs,which are arcs that are not dependent. Equivalently,
an arc of an acyclic orientation is independent if its reversal creates another acyclic orientation. For an acyclic orientation D,
let i(D) denote the number of independent arcs in D. For a graph G, let
N(G) = {i(D) : D is an acyclic orientation of G},
and let imin(G) (respectively, imax(G)) be the minimum (respectively, maximum) number in N(G). Notice that for any graph
Gwe have
imax(G) = e(G)− dmin(G) and imin(G) = e(G)− dmax(G). (2)
Consequently, imin(G) = n(G) − 1 for any connected graph G. In this paper, we determine imax(G) for complete r-partite
graphs G. We then determineN(G) for balanced complete r-partite graphs G, showing that they are not fully orientable. This
answers the question raised by West [7]. Finally, we give some fully orientable complete r-partite graphs.
2. The value of imax(Kn1,n2,...,nr )
Suppose D is an orientation of a graph G. A source of D is a vertex of in-degree zero. Every acyclic orientation has at least
one source. The source sequence of D is the sequence S(D) = (S1, S2, . . . , St) defined recursively by
D0 = D, S0 = ∅,Dj = Dj−1 − Sj−1 and Sj = {v ∈ V (Dj) : v is a source in Dj}
until Dt+1 has no vertices. In the definition, t is called the length of S(D) and is denoted by |S(D)|. It is easy to see that
(S1, S2, . . . , St) is a partition of V (G) satisfying the following conditions:
(S1) Any two vertices in the same Sj are not adjacent.
(S2) For j ≥ 1, any vertex x ∈ Sj+1 is adjacent to some vertex y ∈ Sj.
Conversely, any partition (S1, S2, . . . , St) of V (G) satisfying (S1) and (S2) determines a unique acyclic orientation D of G
having the partition as its source sequence. The acyclic orientation D is precisely the digraph obtained from G by assigning
an orientation to any edge xywith x ∈ Sj and y ∈ Sk and j < k from x to y. In this paper, for convenience, we assume Sj = ∅
for j ≤ 0 or j ≥ t + 1. With this understanding, we allow S1 = ∅ or St = ∅ in the notion (S1, S2, . . . , St) if necessary. We
also have that:
(S3) All arcs joining consecutive subsets of S(D) are independent.
While a general graph may have independent arcs other than those described in (S3), a complete r-partite graph has no
other independent edges. This is because if i ≤ j − 2 and vk ∈ Sk for i ≤ k ≤ j, then reversing arc vivj creates a cycle
vi, vi+1, . . . , vj, vi in the new orientation. This, together with (S1), (S2), and their converse, gives the following lemma.
Lemma 1. A partition (S1, S2, . . . , St) of the vertex set of a complete r-partite graph G is the source sequence of an acyclic
orientation D of G if and only if each Sj is a nonempty subset of a partite set and two consecutive sets Sj and Sj+1 are subsets





For convenience, we let w(x1, x2, . . . , xt) = ∑t−1j=1 xjxj+1 and often write w(|S1|, |S2|, . . . , |St |) = ∑t−1j=1 |Sj||Sj+1| for
formula (3). We use ns(D) to denote (|S1|, |S2|, . . . , |St |) when we care only about the sizes of S1, S2, . . . , St . Using this
notation, i(D) = w(ns(D)). To determine imax(G) for a complete r-partite graph G, we need to maximize the value in
formula (3).
First, a useful lemma.
Lemma 2. If D is an acyclic orientation of a complete r-partite graph G with |S(D)| > r, then G has another acyclic orientation
D′ with |S(D′)| ∈ {|S(D)| − 1, |S(D)| − 2} and i(D′) ≥ i(D).
Proof. Assume S(D) = (S1, S2, . . . , St). Since t > r , there exist Sj and Sk with |j − k| ≥ 2 such that Sj and Sk are subsets of
the same partite set of G. Without loss of generality, assume that |Sj−1| + |Sj+1| ≤ |Sk−1| + |Sk+1|. For the case when Sj−1
and Sj+1 are subsets of different partite sets of G, we consider the acyclic orientation D′ with source sequence
S(D′) = (S1, . . . , Sj−1, Sj+1, . . . , Sk−1, Sj ∪ Sk, Sk+1, . . . , St).
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Then, |S(D′)| = |S(D)| − 1 and
i(D′)− i(D) = |Sj|(|Sk−1| + |Sk+1| − |Sj−1| − |Sj+1|)+ |Sj−1||Sj+1| ≥ 0.
For the case when Sj−1 and Sj+1 are subsets of the same partite set of G, we consider the acyclic orientation D′ with source
sequence
S(D′) = (S1, . . . , Sj−2, Sj−1 ∪ Sj+1, Sj+2, . . . , Sk−1, Sj ∪ Sk, Sk+1, . . . , St).
Then, |S(D′)| = |S(D)| − 2 and
i(D′)− i(D) = |Sj|(|Sk−1| + |Sk+1| − |Sj−1| − |Sj+1|)+ |Sj−2||Sj+1| + |Sj−1||Sj+2| ≥ 0.
The lemma then follows. 
According to Lemma 2, we know that imax(Kn1,n2,...,nr ) is attained by an acyclic orientation D with |S(D)| = r . We then
only need to find a permutation (x1, x2, . . . , xr) of (n1, n2, . . . , nr)with maximumw(x1, x2, . . . , xr).
Let (y[1], y[2], . . . , y[t]) be the order statistics of (y1, y2, . . . , yt), which is its permutation with y[1] ≤ y[2] ≤ . . . ≤ y[t].
Lemma 3. Among all permutations (x1, x2, . . . , xt) of a sequence (y1, y2, . . . , yt) of positive real numbers, (y[1], y[3], y[5], . . . ,
y[6], y[4], y[2]) attains the maximum value of w(x1, x2, . . . , xt).
Proof. Assume that x = (x1, x2, . . . , xt) is a permutation of (y1, y2, . . . , yt) such that w(x1, x2, . . . , xt) is maximum. We
only need to show that
xj = y[2j−1] for 1 ≤ j ≤ d t2e and xj = y[2t−2j+2] for d
t
2
e < j ≤ t .
Suppose k is the first index such that y[k] is not equal to the corresponding xj as desired. We assume that k = 2p− 1 is odd
(the case when k is even can be argued similarly). We also assume that (x1, x2, . . . , xt) is chosen so that k is maximum. Now,
x = (y[1], y[3], . . . , y[2p−3], xp, xp+1, . . . , xq = y[k], . . . , xt−p, xt−p+1, y[2p−2], . . . , y[4], y[2]),
where p+1 ≤ q ≤ t−p+1. Replace the segment (xp, xp+1, . . . , xq−1, xq) in x by its inverse segment (xq, xq−1, . . . , xp+1, xp)
to get a new permutation (x′1, x
′
2, . . . , x
′
t) of (y1, y2, . . . , yt). Then,
w(x′1, x
′
2, . . . , x
′
t)− w(x1, x2, . . . , xt) = (xp − xq)(xq+1 − y[2p−3]) ≥ 0
since xp > y[k] = xq and xq+1 ≥ y[2p−2] ≥ y[2p−3]. Therefore, we find another permutation (x′1, x′2, . . . , x′t) of (y1, y2, . . . , yt)
such thatw(x′1, x
′
2, . . . , x
′
t) is also maximum and whose k
′ is larger than the k for x. This is a contradiction to the choice of x.
The theorem then follows. 
We now conclude the main theorem of this section.
Theorem 4. If r ≥ 2, then imax(Kn1,n2,...,nr ) = w(n[1], n[3], n[5], . . . , n[6], n[4], n[2]).
Proof. The theorem follows from Lemmas 1–3. 
3. General propositions
In this section we establish general propositions that are useful for the next two sections.
First, a lemma for deriving an acyclic orientation D′ of a complete r-partite graph G from another D such that i(D′) is
related to i(D). This is particularly useful in determining some values to be in N(G).
Lemma 5. Suppose D is an acyclic orientation of a complete r-partite graph G with S(D) = (S1, S2, . . . , St).
(1) If 1 ≤ j ≤ t−1, |Sj−1|+|Sj+1| = |St |+1, and Sj and St are subsets of different partite sets of G, then for each 0 ≤ z ≤ |Sj|−1
there is an acyclic orientation Dz of G such that i(Dz) = i(D)− z.
(2) If |St−2| = 1, |St−1| = x and |St | = y, then for each 0 ≤ z ≤ (x − 1)y there is an acyclic orientation Dz of G such that
i(Dz) = i(D)− z.
Proof. (1) For 0 ≤ z ≤ |Sj| − 1, consider the acyclic orientation Dz of G with S(Dz) = (S1, . . . , Sj−1, S ′j , Sj+1, . . . , St , S ′t+1),
where S ′j ∪ S ′t+1 = Sj and |S ′t+1| = z. Then,
i(D)− i(Dz) = |Sj−1||Sj| + |Sj||Sj+1| − |Sj−1||S ′j | − |S ′j ||Sj+1| − |St ||S ′t+1|
= (|Sj−1| + |Sj+1|)(|Sj| − |S ′j |)− |St ||S ′t+1|
= (|St | + 1)z − |St |z = z
and so i(Dz) = i(D)− z.
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(2) We shall prove the assertion by induction on x + y. The case of x = 1 is obvious. Suppose x ≥ 2. For the case when
0 ≤ z ≤ x − 1 = |St−1| − 1, since |St−2| + |St | = |St | + 1, by (1), there is an acyclic orientation Dz of G such that
i(Dz) = i(D) − z. In particular, S(Dx−1) = (S1, S2, . . . , St−2, S ′t−1, St , S ′t+1), where |S ′t−1| = 1, |St | = y, |S ′t+1| = x − 1 and
i(Dx−1) = i(D)− (x− 1). For the case when x ≤ z ≤ (x− 1)y, we have 1 ≤ z − (x− 1) ≤ (y− 1)(x− 1). By the induction
hypothesis, there is an acyclic orientation Dz of G such that i(Dz) = i(Dx−1)− (z− (x−1)). Then, i(Dz) = i(D)− z as desired.

Now, three constructions.
Lemma 6. If n1 + n2 + n3 − 1 ≤ z ≤ n1 + n2n3, then z ∈ N(Kn1,n2,n3).
Proof. Suppose the partite sets of Kn1,n2,n3 are V1, V2 and V3 with each |Vi| = ni. Consider an acyclic orientation D of Kn1,n2,n3
with S(D) = (V1, {v}, V2, V3−{v}), where v ∈ V3. Then, i(D) = w(n1, 1, n2, n3−1) = n1+n2n3. According to Lemma 5(2),
for 0 ≤ z ≤ (n2−1)(n3−1) = n2n3−n2−n3+1 there is an acyclic orientationDz such that i(Dz) = i(D)−z = n1+n2n3−z,
which takes all values between n1 + n2 + n3 − 1 and n1 + n2n3. 
Lemma 7. Suppose r ≥ 4 and G = Kn1,n2,...,nr with ni ≤ nr−1 ≤ nr for 1 ≤ i ≤ r − 2. If imin(G) ≤ z ≤
w(n1 − 1, n2, n3, . . . , nr−2, 1, nr , nr−1), then z ∈ N(G).
Proof. Suppose the partite sets of G are V1, V2, . . . , Vr with each |Vi| = ni. Consider the acyclic orientation D1 of G with
S(D1) = (V1 − {v}, V2, V3, . . . , Vr−2, {v}, Vr , Vr−1), where v ∈ V1. Then, i(D) = w(n1 − 1, n2, n3, . . . , nr−2, 1, nr , nr−1).
Suppose acyclic orientations D1,D2, . . . ,Dj are constructed with S(Dj) = (S1, S2, . . . , Sm, A1, A2, . . . , Ak, Vr , Vr−1), where
each |Ai| = 1. If m ≥ 2, then choose v ∈ Sm and construct an acyclic orientation Dj+1 with S(Dj+1) = (Sm −
{v}, S1, S2, . . . , Sm−1, {v}, A1, A2, . . . , Ak, Vr , Vr−1). Notice that i(Dj)− i(Dj+1) = (|Sm−1|−|S1|+1)(|Sm|−1) ≤ (nr−1)nr−1.
Ifm = 1, then the construction procedure stops and we have a sequence of acyclic orientations D1,D2, . . . ,Df of the above
form, where i(Df ) = w(x, 1, . . . , 1, nr , nr−1) = imin(G)+ (nr − 1)nr−1 and i(Dj)− i(Dj+1) ≤ (nr − 1)nr−1 for 1 ≤ j ≤ f − 1.
Applying Lemma 5(2) to all Dj’s gives the desired result. 
4. Balanced complete r-partite graphs
This section is devoted to determining N(Kr(n)), from which we conclude that Kr(n) is not fully orientable for r ≥ 3 and
n ≥ 2.
Note that imin(Kr(n)) = rn− 1 ≤ (r − 1)n2 = imax(Kr(n)) for r ≥ 2. For the case of n = 1, we have imin(Kr(n)) = r − 1 =
imax(Kr(n)). Hence we restrict to n ≥ 2 in this section.
Lemma 8. If n ≥ 2, then z ∈ N(K3(n)) for 3n− 1 ≤ z ≤ 2n2 − 2n+ 2.
Proof. Suppose V1, V2 and V3 are the partite sets of K3(n).
Case 1: n2 + n − 1 ≤ z ≤ 2n2 − 2n + 2. In this case, we consider the acyclic orientation Dx,y of K3(n) with
S(Dx,y) = ({v}, V2 − B, C, B, V1 − {v}, V3 − C), where v ∈ V1, ∅ 6= B ⊂ V2, ∅ 6= C ⊆ V3, |B| = x and |C | = y. We
then have i(Dx,y) = w(1, n− x, y, x, n− 1, n− y) = n2 + x(n− 2)+ y for 1 ≤ x ≤ n− 1 and 1 ≤ y ≤ n, which takes all
values between n2 + n− 1 and 2n2 − 2n+ 2.
Case 2: 3n − 1 ≤ z ≤ n2 + n − 2. For this case, by Lemma 6, there is an acyclic orientation Dz with i(Dz) = z for
3n− 1 ≤ z ≤ n2 + n. 
Lemma 9. If r ≥ 4 and n ≥ 2, then z ∈ N(Kr(n)) for rn− 1 ≤ z ≤ (r − 1)n2 − n.
Proof. Suppose V1, V2, . . . , Vr are the partite sets of Kr(n).
Case 1: (r − 1)n2 − 2n + 1 ≤ z ≤ (r − 1)n2 − n. In this case, we consider the acyclic orientation Dx of Kr(n)
with S(D) = ({v}, B, V3, . . . , Vr−1, V1 − {v}, Vr , V2 − B), where v ∈ V1, ∅ 6= B ⊆ V2 and |B| = x. Then, i(Dx) =
w(1, x, n, . . . , n, n−1, n, n− x) = (r−1)n2−2n+ x, which takes all values between (r−1)n2−2n+1 and (r−1)n2−n
as x takes all values between 1 and n.
Case 2: (r − 2)n2 ≤ z ≤ (r − 1)n2 − 2n. In this case, we consider the acyclic orientation Dx,y of Kr(n) with S(Dx,y) =
({v}, V2 − B, C, B, V4, V5, . . . , Vr , V1 − {v}, V3 − C), where v ∈ V1, ∅ 6= B ⊂ V2, |B| = x, ∅ 6= C ⊆ V3 and |C | = y. Then,
i(Dx,y) = w(1, n− x, y, x, n, . . . , n, n− 1, n− y) = (r − 2)n2− n+ x(n− 1)+ y, which takes all values between (r − 2)n2
and (r − 1)n2 − 2n+ 1 as 1 ≤ x ≤ n− 1 and 1 ≤ y ≤ n.
Case 3: rn − 1 ≤ z ≤ (r − 2)n2 − 1. For this case, by Lemma 7, there is an acyclic orientation Dz with i(Dz) = z for
rn− 1 ≤ z ≤ imax(Kr(n))− n2 + n = (r − 2)n2 + n. 
Lemma 10. For any acyclic orientation D of a complete r-partite graph G with |S(D)| = t, there exists an acyclic orientation D′
of G with ns(D′) = (n1, n2, . . . , nt) and n[j] = 1 for 1 ≤ j ≤ t − r such that i(D) ≤ i(D′) = w(n1, n2, . . . , nt).
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Proof. Suppose S(D) = (S1, S2, . . . , St). We shall prove that there is an acyclic orientation D′ with S(D′) = (S ′1, S ′2, . . . , S ′t)
such that i(D) ≤ i(D′) and for any partite set Vj of G partitioned into⋃ S ′jk all S ′jk are of size 1 except at most one. The lemma
then follows.
Suppose a partite set Vj of G is partitioned into
⋃
1≤k≤a Sjk . Assume k
∗ is the index for which the sum |Sjk∗−1| + |Sjk∗+1|
is maximum among all jk. Consider a new orientation D′ whose S(D′) = (S ′1, S ′2, . . . , S ′t) satisfying that all S ′p = Sp except
S ′jk∗ contains |Vj| − a + 1 vertices of Vj and other S ′jk contains exactly one vertex. It is then easy to check that i(D) ≤ i(D′).
Repeating the same process for all partite sets of G gives the desired D′. 
Lemma 11. If r ≥ 3 and n ≥ 2 and D is an acyclic orientation of Kr(n) with |S(D)| ≥ r + 3, then i(D) ≤ (r − 1)n2 − n− 2.
Proof. According to Lemma 2, i(D) ≤ i(D′) for some acyclic orientation D′ with |S(D′)| = t ∈ {r + 3, r + 4}. By Lemmas 3
and 10,
i(D′) ≤ w(n1, n2, . . . , nt) ≤ w(n[1], n[3], n[5], . . . , n[6], n[4], n[2]),
where n[j] = 1 for 1 ≤ j ≤ t − r .
For the case of t = r + 3, according to the partitions of the partite sets into S1, S2, . . . , St , there are three possibilities for
w(n[1], n[3], n[5], . . . , n[6], n[4], n[2]):
w(1, 1, n− 1, n, . . . , n, n− 1, n− 1, 1) = (r − 1)n2 − 2n ≤ (r − 1)n2 − n− 2,
w(1, 1, n− 1, n, . . . , n, n− 2, 1) = (r − 1)n2 − n− 2,
w(1, 1, n, . . . , n, n− 3, 1) = (r − 1)n2 − n− 2.
For the case of t = r+4,w(n[1], n[3], n[5], . . . , n[6], n[4], n[2]) = w(1, 1, n[5], . . . , n[6], 1, 1) = w(1, 1, n[6], n[8], . . . , n[7], n[5],
1) + 1 ≤ w(1, 1, n′5, n′6, . . . , n′t , 1), which is obtained from w(1, 1, n[6], n[8], . . . , n[7], n[5], 1) by increasing the largest
n[j] < n by 1 and is one of the three sequences in the case of t = r + 3. The value is then at most (r − 1)n2 − n− 2.
The lemma then follows. 
Lemma 12. If n ≥ 2 and D is an acyclic orientation of K3(n) with |S(D)| ≥ 7, then i(D) ≤ 2n2 − 2n.
Proof. As in the proof of Lemma 11, we may assume |S(D)| = t ∈ {7, 8}. We also have that i(D) ≤
w(n[1], n[3], n[5], . . . , n[6], n[4], n[2]), where n[j] = 1 for 1 ≤ j ≤ t − 3.
For the case of t = 7, according to the partitions of the partite sets into Sj’s, there are four possibilities for
w(n[1], n[3], n[5], n[7], n[6], n[4], n[2]):
w(1, 1, n− 2, n− 1, n− 1, 1, 1) = 2n2 − 3n+ 2 ≤ 2n2 − 2n,
w(1, 1, n− 2, n, n− 2, 1, 1) = 2n2 − 2n− 2 ≤ 2n2 − 2n,
w(1, 1, n− 3, n, n− 1, 1, 1) = 2n2 − 2n− 2 ≤ 2n2 − 2n,
w(1, 1, n− 4, n, n, 1, 1) = 2n2 − 2n− 2 ≤ 2n2 − 2n.
For the case of t = 8, w(n[1], n[3], n[5], n[7], n[8], n[6], n[4], n[2]) = w(1, 1, 1, n[7], n[8], n[6], 1, 1) = w(1, 1, n[6], n[8], n[7],
1, 1)+ 1 ≤ w(1, 1, n′5, n′6, n′7, 1, 1), which is obtained fromw(1, 1, n[6], n[8], n[7], 1, 1) by increasing the largest n[j] < n by
1 and is one of the four sequences in the case of t = 7. The value is then at most 2n2 − 2n.
The lemma then follows. 
We are now ready to determine N(Kr(n)).
Theorem 13. If n ≥ 2, then N(K3(n)) = N3,n where N3,n = {2n2 − xn− 2y : 0 ≤ x ≤ 1, 0 ≤ y ≤ n− 1}⋃{z : 3n− 1 ≤ z ≤
2n2 − 2n+ 2}.
Proof. Suppose D is an acyclic orientation of K3(n) with S(D) = (S1, S2, . . . , St).
For |S(D)| = 3, i(D) = w(n, n, n) = 2n2 ∈ N3,n.
For |S(D)| = 4, i(D) = w(x, n, n, n− x) = 2n2 or w(x, n, n− x, n) = 2n2 − xn, where 1 ≤ x ≤ n− 1. These values are
in N3,n.
For |S(D)| = 5, by symmetry there are five possibilities for i(D) as shown below.
(1) i(D) = w(x, n, n− x− y, n, y) = 2n2 − (x+ y)n, where 1 ≤ x, y, n− x− y ≤ n− 2.
(2) i(D) = w(n− x, n− y, x, y, n) = n2 + xy, where 1 ≤ x, y ≤ n− 1.
(3) i(D) = w(x, y, n− x, n, n− y) = 2n2 − xn, where 1 ≤ x, y ≤ n− 1.
(4) i(D) = w(x, n− y, n, n− x, y) = 2n2 − 2xy, where 1 ≤ x, y ≤ n− 1.
(5) i(D) = w(x, n− y, n, y, n− x) = n2 + (x+ y)n− 2xy, where 1 ≤ x, y ≤ n− 1.
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The values in cases (1) and (2) are at most 2n2− 2n+ 2 and hence in N3,n. The values in cases (3), (4) and (5) are also in N3,n.
Suppose |S(D)| = 6. If each partite set of the graph is partitioned into two Sj’s, then like for the proofs of Lemma 12,
i(D) ≤ w(1, 1, n− 1, n− 1, n− 1, 1) = 2n2 − 2n+ 1 and so i(D) ∈ N3,n. Otherwise, K3(n) has a partite set partitioned into
two Sj’s of sizes x and n− x, and another partite set partitioned into three Sj’s of sizes a, b and n− a− b. By symmetry, there
are five possibilities for i(D) as shown below.
(1) w(n− x, a, x, b, n, n− a− b) = n2 + bx.
(2) w(n− x, a, n, n− a− b, x, b) = n2 + (a− b+ x)n− 2ax.
(3) w(n, a, x, n− a− b, n− x, b) = n2 + (a− b)x.
(4) w(a, n− x, n, n− a− b, x, b) = 2n2 − bn− 2ax.
(5) w(a, n, n− x, n− a− b, x, b) = n2 + (n− b)(n− x).
The values in cases (1), (3) and (5) are at most 2n2− 2n+ 1 and hence in N3,n. The values in cases (2) and (4) are also in N3,n.
For |S(D)| ≥ 7, according to Lemma 12, i(D) ≤ 2n2 − 2n and hence i(D) ∈ N3,n These show that N(K3(n)) ⊆ N3,n.
On the other hand, by Lemma 8, z ∈ N(K3(n)) for 3n− 1 ≤ z ≤ 2n2 − 2n+ 2. These, together with the values of i(D) for
|S(D)| = 3 and case (4) for 5 ≤ |S(D)| ≤ 6, give that N3,n ⊆ N(K3(n)). 
Theorem 14. If r ≥ 4 and n ≥ 2, then N(Kr(n)) = Nr,n where Nr,n = {(r − 1)n2 − 2y : 0 ≤ y ≤ n− 1}⋃{z : rn− 1 ≤ z ≤
(r − 1)n2 − n}.
Proof. Suppose D is an acyclic orientation of Kr(n) with S(D) = (S1, S2, . . . , St).
For |S(D)| = r , i(D) = w(n, n, . . . , n) = (r − 1)n2 ∈ Nr,n.
For |S(D)| = r + 1, i(D) = w(x, n, . . . , n, n − x) = (r − 1)n2 or w(x, n, . . . , n, n − x, n, . . . , n) = (r − 1)n2 − xn or
w(n, . . . , n, x, n, . . . , n, n− x, n, . . . , n) = (r − 2)n2, where 1 ≤ x ≤ n− 1. These values are in Nr,n
Suppose |S(D)| = r+2. For the case when there are four Sj’s of size less than n that are consecutive, by symmetry, either
i(D) = w(n−a, n−b, a, b, n, . . . , n) = (r−2)n2+ab ≤ (r−1)n2−n or i(D) = w(n, . . . , n, n−a, b, a, n−b, n, . . . , n) =
(r − 2)n2 − ab ≤ (r − 1)n2 − n, and so i(D) ∈ Nr,n. For the other case, we can apply Lemma 2 by suitably choosing Sj and
Sk to get an orientation D′ such that |S(D′)| = r + 1 and i(D) ≤ i(D′). As in the previous case i(D′) ≤ (r − 1)n2 − n except
when ns(D′) = w(x, n, . . . , n, n− x). The exceptional case can occur only when ns(D) = (x, . . . , y, . . . , n− y, . . . , n− x)
or ns(D) = (x, . . . , n − y, . . . , n − x, y) by symmetry. For the former case, we in fact can merge S1 and Sr+2 to get a
new D′ whose ns(D′) is not the type w(z, n, . . . , n, n − z). For the latter case, we can merge S1 into Sr+1 to get a new
D′ whose ns(D′) is not the type w(z, n, . . . , n, n − z), except when ns(D) = (x, n − y, n, . . . , n, n − x, y). In this case
i(D) = w(x, n− y, n, . . . , n, n− x, y) = (r − 1)n2 − 2xy ∈ Nr,n.
For |S(D)| ≥ r + 3, by Lemma 11, i(D) ≤ (r − 1)n2 − n− 2 and hence in Nr,n. These show that N(Kr(n)) ⊆ Nr,n.
On the other hand, by Lemma 9, z ∈ N(Kr(n)) for rn− 1 ≤ z ≤ (r − 1)n2 − n. These, together with the values of i(D) for
|S(D)| = r and the last case for |S(D)| = r + 2, give that Nr,n ⊆ N(Kr(n)). 
As a consequence, we see that Kr(n) is not fully orientable for r ≥ 3 and n ≥ 2. This answers the question raised by
West [7].
5. Fully orientable complete r-partite graphs
In this section, we focus on fully orientable complete r-partite graphs. The following result was proved by West [7]. For
completeness, we give an alternative proof by using Lemma 5(2).
Theorem 15 ([7]). If 1 ≤ m ≤ n, then Km,n is fully orientable.
Proof. First, imin(Km,n) = m + n − 1 and imax(Km,n) = w(m, n) = mn. We may assume n ≥ 2. Consider an acyclic
orientation D of Km,n with S(D) = (S1, S2, S3), where |S1| = 1, |S2| = m and |S3| = n− 1. Notice that i(D) = mn. According
to Lemma 5(2), for each 0 ≤ z ≤ (m − 1)(n − 1) there is an acyclic orientation Dz such that i(Dz) = i(D) − z = mn − z,
which takes all values betweenmn− (m− 1)(n− 1) = m+ n− 1 andmn. The theorem then follows. 
Theorem 16. If 1 ≤ m ≤ n, then K1,m,n is fully orientable.
Proof. First, imin(K1,m,n) = m+ n and imax(K1,m,n) = w(1, n,m) = mn+ n. Consider an acyclic orientation D of K1,m,n with
S(K1,m,n) = (S1, S2, S3), where |S1| = 1, |S2| = n and |S3| = m. Notice that i(D) = mn + n. According to Lemma 5(2), for
each 0 ≤ z ≤ (n− 1)m there is an acyclic orientation Dz such that i(Dz) = i(D)− z = mn+ n− z, which takes all values
betweenmn+ n− (n− 1)m = m+ n andmn+ n. The theorem then follows. 
Theorem 17. If 1 ≤ m ≤ n ≤ p = m+ 1, then Km,n,p is fully orientable.
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Proof. First, imin(Km,n,p) = m+ n+ p− 1 and imax(Km,n,p) = w(m, p, n) = (m+ n)p.
For 0 ≤ x ≤ n−1 and 0 ≤ y ≤ p−1, consider an acyclic orientation Dx,y of Km,n,p with ns(Dx,y) = (x,m, p− y, n− x, y).
Then, i(Dx,y) = w(x,m, p− y, n− x, y) = (m+ n)p− x(p−m)− ymwhich takes all values betweenmn+ p and (m+ n)p.
We now view this graph as Kp,m,n. By Lemma 6, there is an acyclic orientation Dz with i(Dz) = z form+ n+ p− 1 ≤ z ≤
p+mn. The theorem then follows. 
Theorem 18. If 1 ≤ m ≤ n ≤ p ≤ q = m+ 1, then Km,n,p,q is fully orientable.
Proof. First, imin(Km,n,p,q) = m+ n+ p+ q− 1 and imax(Km,n,p,q) = w(m, p, q, n) = mp+ pq+ qn.
For 0 ≤ x ≤ n−1 and0 ≤ y ≤ q−1, consider an acyclic orientationDx,y ofKm,n,p,qwith ns(Dx,y) = (x,m, p, q−y, n−x, y).
Then, i(Dx,y) = w(x,m, p, q− y, n− x, y) = mp+ pq+ qn− x(q− m)− ypwhich takes all values betweenmn+ pq+ 1
andmp+ pq+ qn.
By Lemma 7, we have z ∈ N(Km,n,p,q) for m + n + p + q − 1 ≤ z ≤ w(m − 1, n, 1, q, p) = mn + pq + q. The theorem
then follows. 
Theorem 19. For r ≥ 3 and n ≥ 2, the complete r-partite graph G = K1,n,...,n is fully orientable.
Proof. First, imin(G) = (r − 1)n and imax(G) = w(1, n, . . . , n) = (r − 2)n2 + n.
Consider an acyclic orientationDwith |S(D)| = r and ns(D) = (1, n, n . . . , n). Then, i(D) = (r−2)n2+n. By Lemma 5(1),
z ∈ N(G) for (r − 2)n2 + 1 ≤ z ≤ (r − 2)n2 + n.
Consider an acyclic orientation Dwith |S(D)| = r + 1 and ns(D) = (1, 1, n− 1, n, . . . , n, n). Then, i(D) = (r − 2)n2. By
Lemma 5(1), z ∈ N(G) for (r − 2)n2 − n+ 2 ≤ z ≤ (r − 2)n2.
Consider an acyclic orientationDwith |S(D)| = r+1 and ns(D) = (1, 1, n, . . . , n, n−1, n). Then, i(D) = (r−2)n2−n+1.
By Lemma 5(1), z ∈ N(G) for (r − 2)n2 − 2n+ 2 ≤ z ≤ (r − 2)n2 − n+ 1.
Consider an acyclic orientation Dx,y with |S(D)| = r + 3 and ns(D) = (1, 1, x, n − y, n − x, n, . . . , n, n − 1, y). Then,
i(Dx,y) = (r − 2)n2 − x(n − 1) − n + 1 − y for 1 ≤ x ≤ n − 1 and 0 ≤ y ≤ n − 1. Therefore, z ∈ N(G) for
(r − 3)n2 + 1 ≤ z ≤ (r − 2)n2 − 2n+ 2.
By Lemma 7, z ∈ N(G) for (r − 1)n ≤ z ≤ w(0, n, . . . , n, 1, n, n) = (r − 3)n2 + 2n. The theorem then follows. 
Theorem 20. For r ≥ 3, the complete r-partite graph G = Kn,...,n,n+1 is fully orientable.
Proof. First, imin(G) = rn and imax(G) = w(n, . . . , n, n+ 1, n, . . . , n) = (r − 1)n2 + 2n.
Consider an acyclic orientation Dwith |S(D)| = r , ns(D) = (n, n+ 1, n, . . . , n) and i(D) = (r − 1)n2 + 2n. By Lemma 5
(1), z ∈ N(G) for (r − 1)n2 + n ≤ z ≤ (r − 1)n2 + 2n.
Since there is an acyclic orientation D with |S(D)| = r + 1, ns(1, n, . . . , n) and i(D) = (r − 1)n2 + n, a proof similar to
that for Theorem 19 gives that z ∈ N(G) for (r − 1)n ≤ z ≤ (r − 1)n2 + n. The theorem then follows. 
The problem of characterizing fully orientable complete r-partite graphs remains open.
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