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The detection of event-related potentials (ERPs) in the electroencephalogram
(EEG) signal is a fundamental component in non-invasive brain-computer inter-
face (BCI) research, and in modern cognitive neuroscience studies. Whereas
the grand average response across trials provides an estimation of essential
characteristics of a brain-evoked response, an estimation of the differences
between trials for a particular type of stimulus can provide key insight about the
brain dynamics and possible origins of the brain response. The research in ERP
single-trial detection has been mainly driven by applications in biomedical engi-
neering, with an interest from machine learning and signal processing groups
that test novel methods on noisy signals. Efficient single-trial detection tech-
niques require processing steps that include temporal filtering, spatial filtering,
and classification. In this paper, we review the current state-of-the-art methods
for single-trial detection of event-related potentials with applications in BCI.
Efficient single-trial detection techniques should embed simple yet efficient
functions requiring as few hyper-parameters as possible. The focus of this paper
is on methods that do not include a large number of hyper-parameters and can be
easily implemented with datasets containing a limited number of trials. A bench-
mark of different classification methods is proposed on a database recorded
from sixteen healthy subjects during a rapid serial visual presentation task. The
results support the conclusion that single-trial detection can be achieved with an
area under the ROC curve superior to 0.9 with less than ten sensors and 20 trials
corresponding to the presentation of a target. Whereas the number of sensors is
not a key element for efficient single-trial detection, the number of trials must
be carefully chosen for creating a robust classifier.
c© 2016 Elsevier Ltd. All rights reserved.
1. Introduction
An event-related potential (ERP) is the measured brain re-
sponse evoked by specific sensory, cognitive, or motor event.
More generally, it is any stereotyped electrophysiological re-
sponse to a stimulus. The ERP technique provides a powerful
non-invasive tool for exploring the human brain, particularly
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for research related to the temporal measurement of cognitive
mechanisms [52]. An ERP component corresponds to the scalp-
recorded neural activity generated from cortical sources and can
be reliably measured using electroencephalography (EEG), a
procedure that measures electrical activity of the brain over time
using electrodes placed on the scalp [51]. Since EEG measure-
ments reflect thousands of simultaneous post-synaptic neural
activations, the brain response to a single stimulus or event of
interest is not usually visible in the EEG recording of a single
trial [16]. Therefore, experimenters typically average many trials
2together in order to see the brain’s response to a stimulus. This
causes random brain activity to be averaged out, and the relevant
waveform to remain, i.e. the ERP. One of the most widely stud-
ied ERP components, first reported over 50 years ago, is the P3
ERP component, a large positive wave that peaks around 300 ms
after the stimulus onset [77]. The P3 is often used to index pro-
cessing related to stimulus categorization and as an input signal
in many brain computer interface (BCI) systems for both patients
and healthy individuals [25, 26]. The P3 has been traditionally
studied using a two-stimulus oddball task where an infrequent
“oddball” target stimulus is presented among a series of frequent
non-target distractor stimuli where only the infrequent target
stimulus requires a response by the observer [67]. The targets
of interest produce significantly larger P300 amplitudes than
non-target distracters and do so even when both targets and non-
target distracters are equiprobable [41]. The latency of the P3
is correlated with the reaction time to a target stimulus making
the latency at which this component peaks a useful metric for
estimating the time it takes to evaluate and categorize a target
stimulus [22, 29]. Targets that are easier to categorize produce
faster reaction times and earlier P3 peak latencies than more
difficult targets. For reviews on the P3 ERP see [54, 67]. Other
ERPs components such as the N2 (a negative wave that peaks
150-350ms post-stimulus), which usually precedes the P3, have
been used with single-trial detection as a single component, or
with the P3. This ERP component has been extensively studied
to find out its relationship with selective attention to specify
stimulus location in certain area of the visual field [46]. In the
subsequent sections of this paper, the ERP definition includes
the brain response relative to any sensory, cognitive, or motor
event stimulus. Hence, it includes both visual evoked potentials
(VEPs), and auditory evoked responses (AEPs) [45]. Finally,
to limit the scope of this paper dedicated to ERP single-trial
detection, this paper focuses on multivariate pattern analysis
(MVPA) methods that allow the extraction of meaningful and
reliable information about the presence of a particular ERP at
the single-trial level (e.g. P3; target vs. non-target trial). This
differs from methods that extract relevant information from a
population of trials by using features from each individual trial
(e.g. amplitude or latency measurements across trials). In this
later case, while the analysis is performed at the single-trial level,
only the group analysis can provide information about neural
processes.
In typical ERP analysis in cognitive neuroscience, the grand
average response across trials is used to analyze and compare
differences between ERP characteristics (amplitude, latency)
across subjects. Furthermore, multivariate approaches have been
used since the early days of ERP analysis (e.g. the quantitative
analysis of averaged evoked potentials [23, 24]). In addition,
the graphical representation of sorted ERPs based on the latency
or the amplitude of a particular component provides a tool to
analyze brain evoked response. However, it is important to be
cautious about the interpretation of ERP experiments. In most of
the ERP experiments, the different ERP waveforms are isolated
by using the grand average response. Yet, the variations across
trials may not be captured by the grand average response, which
may provide a biased view of the single-trial waveforms. This
effect is enhanced when ERP component latencies vary signifi-
cantly across trials. Hence, it is ideally better to not assume that
an averaged ERP waveform represents the single-trial waveform
prototype. Only a few studies have taken this information into
account [58], by extracting shift-invariant features from the EEG
signal [9].
Modeling trial-to-trial variability in EEG signal has become
a major focus in single-trial classification. Latencies at the
single-trial level are typically by peak-picking and template-
matching [76]. Already in [47], it was shown at the single-trial
level that the latency of P3 corresponds to stimulus evaluation
time and is independent of response selection. In [21], they
have developed a method based on an ERP-image visualization
tool in characteristic such as potential and spectral power are
represented as color coded horizontal lines that are then stacked
to form a 2-D colored image. Moving-window smoothing across
trial epochs can make otherwise hidden ERP features in the data
more perceptible. Stacking trials in different orders, for example
ordered by subject reaction time, by context-related information
such as inter-stimulus interval, or some other characteristic of
the data (e.g., latency-window mean power or phase of some
EEG source) can reveal aspects of the multifold complexities of
trial-to-trial EEG data variability.
In this paper, we define a complete ERP signal-trial detection
pipeline that includes temporal filtering, spatial filtering, and
classification. For each component, we review the best methods
and the best parameters that are currently used. We compare the
performance of several state-of-the art techniques from the BCI
literature in order to assess the performance of these different ap-
proaches to highlight the most efficient pre-processing steps and
classification procedure. To compare the different techniques,
we consider a database of 16 healthy subjects performing a vi-
sual target detection task, and where it can be expected to find
a major N2 and P3 component with a high amplitude. More-
over, this task illustrates how oddball paradigms have evolved to
complex and more applied problems that can be applied in novel
BCI systems for potential threat detection with a direct impact
on society. The remainder of this paper is organized as follows:
First, we present how ERPs detection is used in BCI in Sec-
tions 2 and 3. After the description of the experimental protocol
related to the data used in this paper, in Section 4, we describe
the system architecture in Section 5. The pre-processing and
classification techniques are detailed in Sections 6 and 7. Finally,
the results are presented in Section 8 and discussed in Section 9.
2. Brain-computer interface
Brain-Computer Interface (BCI) or Brain-Machine Interface
(BMI) systems have been introduced as a new means of commu-
nication for severely disabled people who are unable to commu-
nicate with conventional devices (e.g. mouse, keyboard, switch),
for rehabilitation purposes [60, 82], and to enhance performance
of healthy individuals [49]. BCIs based on ERP detection re-
quire subjects to pay attention to a specific sequence of stimuli
(typically visual or auditory) in order to produce a robust and
detectable ERP. The stability of the spatial distribution, the am-
plitude, and the latency of a brain evoked responses are key fea-
tures that allow robust single-trial detection. It is now possible
3to reliably detect brain evoked responses using efficient signal
processing methods that denoise the signal and enhance its main
discriminant characteristics. This principle has been used in BCI
to detect specific event-related potentials [82]. Virtual keyboards
based on the detection of ERPs have been used in BCI, the most
famous variation is the P300 speller [27], and new variations
based on other ERP components have been proposed [36]. A
large number of studies have been dedicated directly to the P300
speller, in order to understand the impact of its parameters, and
how this system can be efficiently used [31]. While the P300
ERP is relatively stable in P300 speller paradigms, accurate and
reliable detection of the specific neural responses often requires
averaging multiple responses. For instance, it is common that
about ten trials are averaged in BCI virtual keyboards to optimize
the accuracy [15]. The requirement of several trials is mainly
due to the noise in the signal coming from eye movements, mus-
cular contractions, and ongoing brain activity that is unrelated
to the experimental task. Although averaging the signal from
multiple brain responses can increase the efficiency of detection,
it also decreases the information transfer rate of the BCI due to
the increase of time to acquire additional trials that are needed
to reach a robust decision [7]. Moreover, there exist tasks where
it is not possible to repeat the visual stimuli: they appear only
one time [9]. It happens in paradigms where the repetition may
have an effect on the brain evoked response (use of memory), or
when the application does not allow the repetition of the stimuli,
e.g. when a subject watches a video; each frame of the video
is presented only one time. In situations where novel incoming
stimuli are presented in real-time, it may not be possible to re-
peat the presentation of visual stimuli in order to combine the
decision scores from their corresponding brain responses. For
this reason, single-trial detection has to be used for target detec-
tion where it is not possible to determine if an image belongs to
a target or a non-target class by considering multiple presenta-
tions of the same image. Yet, if images can be presented several
times, it is possible to combine the decision outputs from the
different presentations like in the P300 speller [27]. Thus, the
real time constraint justifies the necessity to find new strategies
for increasing the performance of single-trial detection. Finally,
the N2pc (posterior-contralateral) has been used in some recent
BCI studies [2, 59, 75] to extract information about the spatial
location of targets in images: a stronger deflection amplitude is
expected in the area of the visual cortex which is opposite to the
location of the visual stimulus.
3. Rapid Serial Visual Presentation tasks
Rapid Serial Visual Presentation (RSVP) tasks are well suited
for ERP based BCI paradigms [37, 73]. In the RSVP paradigm,
a rapid sequence of images is presented to subjects in the
same location on a screen, which makes this type of BCI gaze-
independent [17, 34, 68]. The presentation rate of the RSVP
sequence is determined by the stimulus onset asynchrony (SOA)
(in ms) or the frequency of image presentation (in Hz) (see
Fig. 1). The stream of images contains different types of visual
stimuli, which can be clustered into different groups. With two
groups of stimuli, there is typically a set of images representing
Fig. 1. Main parameters during the presentation of the stimuli during an
RSVP task. ISI: inter-stimulus interval, SOA: stimulus onset asynchrony,
TTI: target-to-target interval.
targets (images that are relevant to the task and for the subject),
and a set of images representing non-targets (images that the
subject should ignore or that are irrelevant). The number of tar-
get images is significantly lower than the number of non-target
images. This difference of distribution between target and non-
target images is needed to obtain a high target-to-target interval
(TTI). With more non-target images and a random normal distri-
bution of images over time, the TTI will increase, leading to an
increase of the P3 amplitude, and an increase in P3 amplitude
would likely result in better discriminant features for the classi-
fier. Previous studies have shown that visual processing needed
during a go/no-go categorization task can be achieved under
150 ms [78]. In [19], it was suggested that the inter-stimulus
interval (ISI) and probability do not independently affect P3 am-
plitude, and that TTI offers a strong explanation of the reported
relations between P3 amplitude and both ISI and probability.
Moreover, variations of the SOA have several important conse-
quences on the ERP: reducing the SOA increases the perceptual
difficulty of the task, increasing the likelihood for errors [44, 69],
decreasing the SOA will involve a decrease of the TTI. In BCI,
RSVP tasks have been used to increase information throughput
for image analysis by sorting and triaging images based on the
characteristics of the evoked responses [3, 30, 64–66, 83], and
face recognition tasks [6, 79].
For the creation of a single-trial method, it is important to take
into account the aforementioned concerns. First, the distribution
of classes is typically unbalanced for binary classification as
one class will have a larger number of trials than the other
one, e.g. non-target vs. target in oddball paradigm where the
target has a low probability (e.g. 10%). Second, the number
of available trials for training a classifier, or tuning parameters
of the model through grid search is limited. Because the EEG
signal is noisy and the number of available trials for creating a
model is typically low, feature reduction and selection methods
must be applied to train classifiers. The next section presents
the RSVP task that is considered to illustrate the use of ERP
single-trial classification.
4. Experimental protocol
4.1. Subjects
Eighteen participants volunteered for the study. All partic-
ipants provided written informed consent, reported normal or
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Fig. 2. (a) Rapid Serial Visual Presentation task. (b) Representative exam-
ples of stimuli on target (bottom) and non-target trials (top). The inset with
a target is depicted for illustration purposes, and did not appear in actual
stimuli.
corrected-to-normal vision, and reported no history of neurolog-
ical problems. Two participants were excluded from analysis
because there were excessive noise artifacts in the recorded EEG
signal. The resulting 16 participants had an average age of
33.5 years (13 males, 15 right handed). The voluntary, fully in-
formed consent of the persons used in this research was obtained
as required by federal and Army regulations. The investiga-
tor has adhered to Army policies for the protection of human
subjects [80, 81].
4.2. Visual stimuli and procedure
The data were previously used in [12, 57], and are briefly de-
scribed here. Participants were seated 75 cm from a Dell P2210
monitor, and viewed a series of simulated images from a desert
metropolitan environment in a rapid serial visual presentation
(RSVP) paradigm (Fig. 2(a)). Images (960 × 600 pixels, 96 dpi,
subtending 36.3 × 22.5) were presented using E-prime software
on a Dell Precision T7400 PC. Images were presented at a rate
of 2 Hz, i.e. with a stimulus onset asynchrony of 500 ms, with
no inter-stimulus interval. Images contained either a scene with-
out any people (non-target) or a scene with a person holding
a gun (target). A total number of 110 target images and 1346
non-target images were presented to each participant. Scenes
in which a target appeared were also presented without the per-
son in the non-target condition. All stimuli appeared within
6.5 degrees of center of the monitor. The goal of the task was
to classify target images from non-target images. Participants
responded to targets by either pressing a button or by silently
counting. Single-trial detection was conducted from the session
in which the subjects had only to count the number of target im-
ages. Electrophysiological recordings were digitally sampled at
1024 Hz from 64 scalp electrodes arranged in a 10-10 montage
using a BioSemi Active Two system (Amsterdam, Netherlands).
Impedances were kept below 25 kΩ. External leads were placed
on the outer canthus of both eyes and above and below the right
orbital fossa to record EOG.
5. System architecture
Single-trial detection requires several steps that transform the
signal information into different subspaces, from the raw EEG
to the classifier output. Several approaches have been proposed
in the literature, and the best methods include a deep hierarchi-
cal architecture. In shallow architectures, features are extracted
from the EEG signal and are then given as input to a classifier.
In deep architectures, the raw EEG signal is successively trans-
formed into different subspaces through optimization procedures.
The optimization steps can be independent, e.g., a first stage
that maximizes the signal to noise ratio, then a second stage
that minimizes the mean square error for the classification, or
dependent, i.e., the first and second stages are linked together to
minimize the error rate of single-trial detection. In deep architec-
tures with independent steps, we can distinguish two categories
based on the subspaces on which the signals are projected. With
hierarchical linear discriminant analysis (H-LDA), each trial is
decomposed into different windows, and a classifier is used for
each window, and then the decisions from the different windows
are combined to obtain the final decision. While the architecture
of H-LDA has several stages, it does not belong to the regular
deep architecture type as the first stage directly projects the infor-
mation into the decision stage. The two stages correspond here
to a multi-classifier system where different classifiers are used
on different parts of the inputs, and another classifier combines
the decisions. However, this process can be seen as a means
to do both spatial and temporal filtering in a single step as the
decision obtained from a window of the ERP signal merges the
information in both space and time. If the width of the window
is equivalent to a sampling point, then the resulting decision
for each sampling point will correspond to spatial filtering (e.g.
linear filtering with LDA). Another solution consists of setting
all the parameters of the model (spatial filters and classifier) in a
single step by using a convolutional neural networks [15]. With
this type of approach using stochastic learning, the architecture
of the network and the learning rates must be carefully chosen.
We consider X ∈ RNt×Ns the recorded EEG signal, where Nt
is the total number of sampling points, and Ns is the number of
sensors. M is the number of different types of ERPs that are
present in the signal. For two types of ERPs, e.g., target and non-
target, M = 2. We denote by θ j ∈ RNC j the vector containing
the triggers of all the responses corresponding to the event of
the class C j, 1 ≤ j ≤ M. Therefore, each trial i of the class C j
can be represented by a matrix Pi, j ∈ RNt1×Ns where Nt1 is the
number of sampling points that include the effect of the stimulus
on the brain activity after the stimulus onset at θ j(i), 1 ≤ i ≤ NC j .
The recorded EEG signal can be defined as the addition of the
evoked responses for each stimulus, i.e., the ERPs, and the noise.
In the raw EEG signal, the noise arises from various sources.
The noise in the ERP, (i.e. signal that does not represent in-
formation about the experimental conditions), has four main
origins: the ongoing brain activity not related to the task, the ex-
perimental design, the electrical activity produced by the subject
outside of the brain (e.g. muscle artifacts), and activity produced
by the environment (e.g. electrical line noise) . First, it is the
EEG activity that does not correspond to a stimulus response.
For instance, ongoing alpha waves can be a source of problem
5if an ERP component has a strong activity in the alpha band.
The second source of noise is the ERP variation across trials
due to ongoing brain activity and differences across stimuli of
the same class (e.g. different images corresponding to the same
class of expected ERPs). This variation will be higher if there
exists a large variation across stimuli in an experimental condi-
tion (e.g. brightness, contrast, possible meaning of the stimulus
for the user). For instance, each possible item to select in the
P300 speller is different, hence there should be theoretically as
many target ERPs as items in the P300 speller. During RSVP
tasks with natural images, each ERP will be different as each
image can be different. The third type of noise is related to
all the electrical activity that is not produced by the brain but
present in the recorded EEG signal such as blinks and muscle
activity. Typically blinks and other physiological artefacts can
be removed from the EEG signal with independent component
analysis (ICA) [42, 56]. The signal can be therefore decomposed
as:
X =
M∑
j=1
NC j∑
i=1
Di, jPi, j + H0 (1)
where the matrix Di, j ∈ RNt×Nt1 is a Toeplitz matrix, Di, j has null
values except for Di, j(θ j(i)−1+ s, s) = 1, 1 ≤ s ≤ Ns. Hence, the
result of the product Di, jPi, j represents a signal of size Nt × Ns
that contains only the ith ERP of the class C j, and X represents
the sum of all the evoked responses, with the noise H0.
As there exists a common pattern between the evoked re-
sponses of a same class, each response can be decomposed into
two components, the condition relevant ERP (Pc j), and the dif-
ference across trials that can be attributed to the specificity of
the current stimulus (Hi, j).
Pi, j = Pc j + Hi, j (2)
In the next sections, we denote by D j the expression:
NC j∑
i=1
Di, j,
which represents the projection of the representative ERP of
the class C j on the different stimuli recorded in the signal X.
The grand average response for the trials corresponding to the
presentation of an event of the class C j can be defined as follows:
Σ j =
1
NC j
NC j∑
i=1
Pi, j (3)
Finally, the grand average difference between the events of the
classes C j1 and C j2 can expressed by:
Σ∆ = Σ j1 − Σ j2 (4)
6. Pre-processing
6.1. Temporal filtering
Temporal filtering can be achieved with linear filters such as
Butterworth or Chebyshev. Decimation can be used to reduce
the number of sampling points in the signal. Decimation has
two effects: first to decrease the processing time of the different
algorithms, second to decrease the number of features that have
to be processed. To avoid aliasing, the decimation parameter
must take into account the parameters of temporal filtering. For
instance, a maximum cutoff frequency of fsr/2 Hz can be set
in a signal of a sampling rate fsr Hz, yet it is often set to fsr/3
Hz. In the following evaluations, the signal is downsampled to
64 Hz and bandpassed between 0.1 Hz and 21.33 Hz. In the
literature, some methods use a lowpass filter at 10.66 Hz [50].
In [48], the signal is downsampled to 51.2 Hz, and bandpassed
between 1 and 17 Hz. In [5], it was suggested that the best low
cutoff frequency is 0.1 and the best high cutoff frequency is 15
Hz. The time segment that is used for the classification depends
on the ERP components that appear between two conditions. In
the case of target vs. non-target image classification, i.e. all the
oddball paradigms with visual stimuli, the time segment includes
all the signal poststimulus until around 800 ms. Hence, all the
so-called P3 classifiers also include all the ERP components that
appear before the P3, such as the N2.
6.2. Spatial filtering
Spatial filtering has a key role in single-trial detection as it
enhances the signal and reduces the number of features. Spa-
tial filtering techniques can be divided into several categories
based on their purpose. Data driven approaches such as principal
component analysis (PCA) and ICA [18] can be applied without
any knowledge about the events/triggers corresponding to the
stimuli/response onsets. Therefore, these methods do not exploit
the particular differences between the brain responses evoked
in one condition versus another condition. Spatial filters based
on PCA determine filters that are uncorrelated and do not ex-
tract information related only to the discrimination of two types
of signals. ICA provides spatial filters that can be particularly
relevant for source localization in the brain. The sources of the
signal are estimated by optimizing a criterion such as the negen-
tropy [39, 40]. While ICA filters can help to remove the noise
(e.g. eye blinks), they do not provide explicitly discriminant
filters. In [38], no statistical difference in classification accura-
cies was found before and after using ICA. A strong assumption
in spatial filtering methods in single-trial detection is that the
differences observed in the EEG signal across trials within a
class are not related to variation of the neural sources. Hence,
a steady spatial distribution is expected over time for the gen-
eration of a particular type of ERP. With linear spatial filtering
methods of a signal X, U ∈ RNs×N f corresponds to the set of N f
spatial filters, and XU is the obtained signal after spatial filtering.
Linear discriminant spatial filtering methods are typically based
on the maximization of a value such as the signal-to-signal plus
noise ratio (SSNR). In such a case, the optimized spatial filters
Uˆ are defined by:
Uˆ = argmax
U
SSNR(U) (5)
with
SSNR(U) =
Tr(UT AU)
Tr(UT BU)
(6)
where Tr(.) denotes the trace operator, A represents an estimation
of the signal power (e.g. the information relative to a specific
ERP), and B represents the signal plus noise, or noise power,
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tion about the noise or the other ERPs, and A is a covariance
matrix, then the obtained spatial filters are equivalent to what
can be achieved with principal component analysis. Within
the xDAWN framework [72] (see Appendix A), the SSNR is
evaluated with:
A = (̂Xc j)
T
(D j)T D jX̂c j/Nt (7)
B = XT X/Nt (8)
with (̂X jc) being the least mean square, defined by:
(̂Xc j) = ((D j)T D j)−1(D j)T X (9)
7. Classification
7.1. Binary classification
Algorithms for classification typically require a training
database containing a representative number of trials from each
experimental condition. The number of required trials depends
on what ERP components are expected to differ with respect to
the experimental design. For regular ERP analysis, it is usually
suggested, per condition, to use about 50 trials for large compo-
nents such as the P3, and about 200 trials for the N2 wave, and
up to 800 trials for small component such as the P1 [51]. The
number of trials will depend on the experimental paradigm and
its hypotheses. If the difference is assumed to occur at a late
stage (e.g. the P3 versus no P3), then the number of required
trials can be lower than if a difference of ERP across condi-
tions should appear at P1. Overall, the number of trials will be
strongly related to the difference of amplitude that is observed
with the grand average waveform. If the difference of amplitude
is small, then more trials will probably be required to model this
difference.
The choice of the classifier is highly dependent to the num-
ber of available trials. In addition, for a person who wishes to
exploit a classifier like a black box, some techniques are more
interesting than others as they require less hyper-parameters.
Despite the current strong interest in deep learning architecture
for classification such as convolutional neural network, a large
number of parameters must be determined in these models such
as the number of neurons in each layer, the type of sigmoid
functions, and the learning rate. After appropriate preprocessing,
linear classifiers have been proven successful for binary classi-
fication. Linear discriminant analysis (LDA) and its variants,
e.g., stepwise LDA, Bayesian LDA (BLDA) [35, 55] (see Ap-
pendix B), and support vector machines (with no particular
kernel) have been successfully used. For instance, SVM has
been effective in BCI competitions with appropriate features,
showing state-of-the art performance [70].
A common problem with LDA based techniques is the esti-
mation of an accurate covariance matrix in high dimensional
space (sensor or spatial filters). In order to solve this problem,
Blankertz et al. [4] have proposed regularization of LDA by
shrinkage (covariance-regularized LDA). It involves the esti-
mation of a parameter γ ∈ [0, 1] such that γ = 0 represents
the unregularized LDA, and γ = 1 assumes spherical covari-
ance matrices. Another solution to deal with the problem of the
covariance matrix in LDA is the creation of artificial training
examples based on ERP characteristics such as the jitter effect.
It increases the size of the database and has the advantage of
being readily implemented for multiple classifiers. By adding
deformed brain response signals in the training database, the
number of trials is increased to estimate the covariance matrix,
and the obtained classifier becomes invariant to small signal
deformations that may occur in each trial. This technique re-
quires apriori knowledge of the problem, i.e., the relationships
between input features. An estimation of the variations across
trials within a same class can directly provide the value of the
parameters to use. In the case of artificial trials that are shifted in
time (before and after the stimulus onset), it is strictly equivalent
as providing additional shifted onsets in the list of events. In
such a case, only the inputs (the list of triggers for each class)
can be updated within the classification procedure. In the next
section, we consider additional examples that are shifted in both
directions with 31.25 ms, equivalent to two time points at 64 Hz.
7.2. Performance evaluation
A cross validation (CV) procedure is often used to assess
the performance of a classifier. It is however worth noting that
the type of cross validation can have a significant impact on
the classification results and their interpretations [1]. CV is a
model validation technique for assessing how the results of a
classifier will generalize to a new independent data set. It is
principally used for classification and prediction, and then the
goal is to estimate how accurately a classifier will perform in
practice. In a supervised classifier, a model is usually given a
data set of labeled data on which training is run, and a data set
of unlabeled data against which the model is tested. Exhaustive
CV are typically not used because it is computationally expen-
sive to learn and test a classifier on all possible ways to divide
the original data set into a training and a validation set. Hence,
non-exhaustive CV approaches are used because they do not
compute all ways of splitting the original data set. Leave-one-
out cross-validation involves using a single data point as the
validation set, and the remaining data as the training set. This
type of CV is often used when a database does not contain a
sufficient number of trials, and it is better to dedicate as many
trials as possible for training the classifier. On one hand, this
may be inappropriate for the evaluation of BCI systems because
the signals that are before and after the signal that is tested, are
used during training, allowing the classifier to better capture the
variability of the signal over time. Because the EEG signal is
assumed to be non-stationary with fluctuations due to the sub-
ject’s attention on the task, and the current subject’s fatigue level,
leave-one-out CV may not represent a realistic estimation of the
classifier performance during the test. On the other hand, this ap-
proach allows the classifier to become tolerant to non-stationary
characteristics of the EEG signal, and the classifier will be able
to better capture the difference between two conditions.
Performance analysis is typically assessed by the area under
the ROC curve (AUC) [28], due to the imbalanced class dis-
tribution. In addition, the AUC is a tool that only shows the
potential performance of the method, and it does not represent
what will happen during the test. Four databases should be ide-
ally considered to properly evaluate a single-trial classification
7system in a BCI setting: a training database to determine the
parameters of the classifier, a validation database to determine
the hyper-parameters of the classifier, a test database to deter-
mine the decision threshold, and finally an evaluation database
to estimate the overall performance. The decision threshold
can be selected to maximize the f-score in the training data-set,
where the f-score is defined by:
f-score = 2 · precision · recall
precision + recall
(10)
precision = TP/(TP + FP) (11)
recall = TP/(TP + FN) (12)
where TP, FP, and FN corresponds to the number of true positive,
false positive, and false negative decisions.
7.3. Information transfer rate
The performance of a BCI can be evaluated by the information
transfer rate (ITR) [74] in bits per minute (bpm) defined by
ITR = 60T · ϑ where
ϑ = log2(Nout) + Plog2(P) + (1 − P)log2( 1−PNout−1 ) (13)
and P being the probability of the good detection, i.e., the accu-
racy, Nout being the number of possible different outputs, and T
being the time in seconds of recorded EEG signal that is required
to take the decision among the Nout outputs.
This equation is not suited for the evaluation of single-trial
detection because there is no balanced prior probability for the
two classes. This is why the Nykopp definition of the ITR is
more suitable:
ψ = ϑ0 − ϑ1 (14)
ϑ0 = −
Nout∑
j=1
p(w j) · log2(p(w j)) (15)
ϑ1 = −
Nout∑
i=1
Nout∑
j=1
p(wi) · p(w j|wi) · log2(p(w j|wi)) (16)
with p(w j|wi) being the element (i, j) in the confusion matrix of
the classification results.
7.4. Sensor selection
The goal of sensor selection is to select the most relevant
sensors to extract information. Whereas spatial filters combine
all the input channels into a set of new channels (i.e. from
sensors to virtual sensors), sensor selection reduces the overall
number of channels to select the most relevant ones. Backward
elimination (BE) is typically used for sensor selection. In BE,
the whole set of sensors is first used, and then the sensor that has
the less negative impact on the classifier performance (AUC) is
removed. In the evaluation, we consider the procedure where
two sensors are removed at each stage.
8. Results
8.1. ERP analysis
Figure 3 depicts the grand-average waveforms of target and
non-target trials. The ERPs for each sensor and all the trials are
sorted based on the maximum value between 300 and 700 ms.
The topographic maps of the spatial distribution of the P3,
obtained as the mean amplitude between 300 and 700 ms, is
presented for each subject in the first and fourth row of Fig. 4.
The spatial distribution obtained by the first component of the
xDAWN approach is depicted in the second and fifth rows, while
the corresponding spatial filter is represented in rows three and
six. These figures show the relative similar distribution between
the P3 spatial distribution and the distribution obtained through
xDAWN. It is also worth noting the difference between spatial
distribution and spatial filter as both have different meanings and
use. Furthermore, as the spatial filters are set to maximize the
SSNR, there is no control on the sign of the filters, i.e. if all the
weights are multiplied by -1 it will not change their discriminant
power. For this reason and to facilitate the comparisons across
subjects, the weights of the spatial distributions and the spatial
filters are set so the amplitude of Pz has the same sign as in the
spatial distribution of the P3, and its sign drives the sign of the
other channels.
The grand average waveforms corresponding to the presenta-
tion of target (bold line) and non-target stimuli with the four best
spatial filters (SF1 to SF4) obtained with xDAWN with a time
segment of 800 ms post stimulus are presented in Fig 5. The
grand average waveform with the best spatial filter (SF1) shows
the significant contribution of the late ERP components for the
detection of target vs. non-target trials.
8.2. Single-trial performance
The performance over time, from -125 ms to 1000 ms, using
an LDA classifier is depicted in Fig. 6. In this figure an LDA
classifier is used for different time segments of size 31.25 ms,
every 31.25 ms. The best performance is achieved at 500 ms,
with an average AUC of 0.777 ± 0.084, which is significantly
above chance level. The AUC stays around 0.5 until 200 ms
where the AUC increases to reach a peak at 500 ms, and then
decreases progressively. This analysis confirms that the most
discriminant information for single-trial detection in this data is
in a late ERP component (P3), and that early components have a
significant impact on the classification. Particularly, the p-value
of pairwise comparisons between the AUC obtained from each
subject and chance level (AUC=0.5) is 0.04 at 62.5 ms, and 0.02
at 93.75 ms. These results clearly indicate that while single-
trial detection cannot be achieved with early ERP component
because the performance is very low, they have still a significant
discriminant contribution. The red circles in the figure represents
the time point where a significant difference is obtained with a
Wilcoxon signed-rank test, after a Bonferoni correction. It shows
the possibility of discriminating between target and non-target
above chance level as early as 125 ms, with an AUC=0.54. It
is worth mentioning that at 218 ms, the average AUC is 0.58,
yet it is not significantly above chance when compared across
subjects.
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Fig. 3. Grand average waveform corresponding to the presentation of target (bold line) and non-target stimuli with the electrodes Fz, Cz, Pz, Oz, P4, P3,
O1 and O2, with the corresponding sorted trials. The areas correspond to envelope +/- the standard error across subjects of the ERP waveform.
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Fig. 4. Topoplots representing the spatial distribution of the P3 [300-700 ms], the discriminant spatial distribution (SD) obtained through xDAWN (first
best filter), and its corresponding spatial filter (SF).
The AUC for different classifiers is depicted in Fig 7, 8, and 9.
The value of the mean AUC across subjects is given in Table 1
and 2. These results correspond to an evaluation with a 5-fold
cross-validation procedure, using a time segment of 800 ms
starting after the stimulus onset. H-LDA corresponds to Hierar-
chical LDA with the use of 4 segments (every 200 ms) which
are processed with LDA, then the LDA classifier of each time
segment is used as a spatial filter, the final classifier being LDA.
The same principle is used for H-BLDA and H-swLDA, where
each segment is classified with BLDA (sw-LDA for H-swLDA),
and the final classifier is also BLDA (sw-LDA for H-swLDA).
With the shift option, trials shifted by 2 time points before and
after the stimulus onsets are added to the training database. The
best performance is obtained with xDAWN+BLDA+Shift with
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Fig. 5. Grand average waveform corresponding to the presentation of target (bold line) and non-target stimuli with the four best spatial filters obtained
with xDAWN (0-800ms). The areas correspond to envelope +/- the standard error across subjects of the filtered ERP waveform.
Fig. 6. AUC performance over time with an LDA classifier using a window of 31.25 ms. The bold line represents the average AUC across subjects and the
blue envelope represents ± the standard deviation.
an AUC=0.954 ± 0.030 across subjects. The results are almost
similar with xDAWN+BLDA only (AUC=0.953±0.032) (no sta-
tistical difference). The results confirm the efficiency of spatial
filtering (xDAWN and the LDA/BLDA/swLDA based spatial fil-
ters) for both LDA, BLDA, and swLDA. Pairwise comparisons
confirm the superiority of xDAWN+BLDA over the other meth-
ods. Classifiers without spatial filtering for reducing the number
of features (LDA and SVM) could not provide a decision above
chance level. The estimated ITR for xDAWN+BLDA+Shift is
40.62 ± 0.63 bits per minute, after using a decision threshold
maximizing the f-score.
The performance in relation to the sampling rate and the low-
pass filtering option is depicted in Fig. 10. In this evaluation,
the AUC corresponds to a cross-validation procedure on the
whole recorded signal by using xDAWN spatial filters with a
BLDA classifier and artificial shifted trials to enrich the training
database. The results indicate that it is possible to achieve an
above chance performance with all the different signals and with
less than 10 trials representing a target. With both the minimum
and maximum number of trials, the best performance is obtained
with a signal at 64 Hz and a lowpass filter set to 21.33 Hz, with
an AUC of 0.770 with 5 target trials, and 0.934 with 55 target
trials. Decreasing the sampling rate to 32 Hz and therefore de-
creasing the number of features does not improve single-trial per-
formance. As the number of available trials for training can have
a significant impact on the performance, we compare the perfor-
mance between xDAWN+BLDA and xDAWN+BLDA+Shift.
Fig. 11 presents the AUC as a function of the number of targets
in the training database. First, the results indicate that at least 50
trials corresponding to a target must be present in order to reach
a reliable AUC. Second, the addition of shifted trials allows for a
significant increase in performance when the number of trials is
low. These results explain that the requirement of a high number
of trials is the temporal variability of the brain evoked responses.
8.3. Sensor selection evaluation
The performance obtained with different subsets of sensor is
depicted in Fig. 13. The AUC increases in relation to the number
of sensors. Yet, with only 2 sensors that are specific to each
subject, it is possible to obtain an average AUC of 0.867. With
the whole set of 64 sensors, the average AUC is 0.923. These
results indicate that a low number of sensors, which are specific
to an individual, can be enough for single-trial detection. The
rank of the sensors is displayed for each subject in Fig. 12.
9. Discussion
Single-trial detection of ERPs in EEG/MEG signals is a key
element in brain-computer interface systems. Single-trial detec-
tion requires preprocessing using adapted techniques in relation
10
Fig. 7. AUC performance for different methods (BLDA, xDAWN+BLDA, xDAWN+LDA, xDAWN+BLDA+Shift, and xDAWN+LDA+Shift).
Fig. 8. AUC performance for different methods (xDAWN+SVM, swLDA, xDAWN+swLDA, and xDAWN+swLDA+Shift).
Fig. 9. AUC performance for different methods (H-LDA, H-BLDA, H-swLDA, H-LDA+Shift, H-BLDA+Shift, H-swLDA+Shift).
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Table 1. Single-trial performance for linear classifiers, with and without spatial filtering.
BLDA BLDA LDA BLDA LDA SVM swLDA swLDA swLDA
xDAWN x x x x x x x
Shift x x x
mean AUC 0.937 0.953 0.930 0.954 0.949 0.893 0.928 0.941 0.947
sd AUC 0.042 0.032 0.045 0.032 0.033 0.108 0.042 0.037 0.034
Table 2. Single-trial performance for hierarchical approaches.
H-LDA H-BLDA H-swLDA H-LDA H-BLDA H-swLDA
Shift x x x
mean AUC 0.885 0.942 0.934 0.919 0.944 0.941
sd AUC 0.044 0.039 0.044 0.040 0.037 0.039
(a) fsr=256 Hz (b) fsr=128 Hz
(c) fsr=64 Hz (d) fsr=32 Hz
Fig. 10. AUC (xDAWN+BLDA+artificial shifted trials) for signals of differ-
ent sampling rates (256, 128, 64 and 32 Hz) and lowpass filtering options
in relation to the number of targets for training.
to the expected brain responses. The different preprocessing
steps include bandpass filtering and downsampling. The present
results indicate that bandpass filtering between 0.1 and 21.33 Hz,
with downsampling the signal to 64 Hz provide an efficient per-
formance. Downsampling the signal is a fast and simple way
to reduce the number of time points before classification. In
addition, we have shown that spatial filtering is a key component
for both enhancing the signal, and decreasing the number of
features. This preprocessing step is particularly relevant if there
is no prior information about the spatial distribution of a brain
response, i.e., if all the electrodes are selected to cover the whole
scalp. Finally, if spatial filtering is used before classification,
the choice of the classifier is not critical. In addition, increas-
ing the number of trials through the addition of shifted trials
(or shifted stimuli onsets) can provide an additional increase
Fig. 11. AUC performance as a function of the number of trials correspond-
ing to a target. The envelopes represent the standard error across subjects.
of performance when there exists a large difference of latency
across trials. Methods that are well suited for motor-imagery
detection such as common spatial patterns are not optimal for
the detection of event-related potentials. It can be sufficient to
only use a classifier with bandpass filtered EEG as input when
the number of trials is large enough (superior to 50), and the
type of ERP component to detect is clearly identified; however,
the analysis of the spatial distribution through spatial filtering
can reduce the number of features and enhance the signal given
as input to a classifier.
Single-trial detection cannot be applied successfully on any
ERP. The same basic principles that apply for ERP analysis
should be applied for single-trial detection. It is critical to have
prior information about the type of ERP components that will be
present. Key characteristics such as the inter stimulus interval,
the stimulus onset asynchrony, the target-to-target interval, and
the target probability will have an effect on the amplitude of
ERP components such as the P3, and they will have an effect on
single-trial detection [10, 15], and latency [58]. In the present
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Fig. 12. Sensor ranking for each subject (red represents a high rank, blue
represents a low rank).
Fig. 13. AUC performance across different number of sensors.
study, we have shown that it is possible to obtain above aver-
age classification performance with a limited number of trials
corresponding to the presentation of a target. This performance
indicates that single-trial detection can be used as a reliable tool
to determine the presence of a large ERP component when the
lowest number of trials in one class is low (e.g. about 20 trials).
The choice of the architecture and the classifier remains dif-
ficult, and depends mainly on the number of available trials.
Whereas linear methods stay popular as they are efficient and
easy to implement [63], it has been shown that Gaussian SVM
and the neural networks can outperform linear classifiers [48].
With a large number of trials, non-linear classifiers and deep
architecture should be able to capture high level features related
to the variability of the signals over time. However, because ac-
quiring EEG signal for a specific subject is time consuming, and
the EEG signal has non-stationary properties, tracking changes
or adapting the system over time may be more judicious in BCI
settings. The choice of the method should be driven by the
amount of available data for training, and to what extent the
signal can change over time. Linear classifiers (e.g. linear SVM,
LDA) are often favored over non-linear ones due to their simplic-
ity, which helps to prevent overfitting on the noisy and limited
signals [61, 62]. With that said non-linear classifiers have been
successfully utilized in BCI [11, 20, 61]. Complex neuroimag-
ing signals may be intrinsically non-linear and require non-linear
classifiers, therefore, it is important to consider the whole pre-
processing pipeline that is used before the classification. Domain
knowledge can help reduce and select features with non-linear
or linear techniques, and then apply a linear classifier. Because
EEG signal is typically subject specific, the amount of trials
can be scarce, and therefore efficient model regularization is
difficult due to the extensive hyperparameter space. However, it
is suggested that the Gaussian processes classifier is capable of
learning relevant non-linearities in data while tuning the kernel
hyperparameters without requiring extensive cross-validation
and without overfitting [43]. The same principles apply to other
neuroimaging data such as fMRI where linear classifiers have
been mainly used (e.g. to decode object category from voxel
activity in ventral temporal cortex [32], to decode the orientation
of a grating rendered subjectively invisible by a mask [33]).
The methods presented in this paper, while proven efficient
on single-trial detection of ERPs in EEG, can also be used with
magnetoencephalography (MEG) [8, 13]. Single-trial detection
of event-related fields can be achieved with the same methods.
While the results presented in this article are based on responses
to visual stimuli, the same methods can be used for ERPs based
on auditory stimuli. Moreover, spatial filtering is particularly
significant when the number of sensors is high (256 in high
density EEG, 306 with MEG). Using a specific time segment that
isolates an ERP component, single-trial detection performance
can be useful for determining which components are influenced
by an experimental condition (e.g. target vs. non-target in an
oddball paradigm). Classification over different time segments
can show temporal differences in processing stages between
conditions.
Current methods for single-trial detection are still limited
in their ability to capture and adjust their output based on the
global state of the individual. First, they do not take into account
fluctuations of brain responses over time that can have a key
impact on the accuracy. Fatigue, mind wandering, and change
of task difficulty can result in different brain states that impact
the spatial distribution of the evoked responses over time. New
models should be proposed to account for the non-stationary
distributions of the features contained in this variability. Second,
the difference across trials is not properly taken into account
as current methods do not include mechanisms to shift ERPs
based on the grand average model, without including informa-
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tion about the reaction time. Moreover, popular techniques only
take advantage of the presence of a large ERP component for
its detection, and the binary classification stays at the level of
“present” versus “absent”. Single-trial classification methods
could benefit by focusing beyond the detection of a late ERP
component. Brain decoding techniques can be improved by
increasing the transfer rate of information complexity; i.e. not
only the presence of a particular stimulus, but its class, and
its spatial location. For example, a multi-class classification
problem may focus on distinguishing between rare targets, rare
non-targets, and frequent non-targets where the two rare stimuli
produce similar overlapping components (i.e. P3a, P3b) thereby
increasing the number of stimuli type to detect [14]. Second,
early components, e.g. P1/N1, are not currently used because
of their low signal-to-noise ratio. Single-trial detection of the
P1/N1 can provide information about the spatial location of the
stimulus in relation to where the subject is paying attention [53].
10. Conclusion
In this paper, a comprehensive description of an automatic
pipeline for single-trial detection of event-related potentials has
been presented. The proposed strategy has been proven suc-
cessful on a binary classification problem during a rapid serial
visual presentation task. More particularly, spatial filters based
on the xDAWN framework followed by a linear classifier trained
with data that include artificial shifted trials provide the best
performance. Furthermore, a key interest in the approach is the
reproducibility of the results as the presented methods have a lim-
ited number of hyperparameters, and do not use any stochastic
or randomized approach.
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Appendix A. xDAWN
The xDAWN spatial filtering technique [71, 72] is described
as follows. The enhanced signal XU ∈ RNt×Ns is composed
of three terms: the ERP responses on a target class (D1A1),
a response common to all stimuli, and non-targets confound
(D2A2), and the residual noise (H), that are all filtered spatially
with U ∈ RNs×N f , N f being the number of spatial filters, 1 ≤
N f ≤ Ns.
XU = (D1A1 + D2A2 + H)U. (A.1)
where {D1,D2} ∈ RNt×N1 are two Toeplitz matrices, N1 is the
number of sampling points representing the target and superim-
posed evoked potentials, and H ∈ RNt×Ns . The spatial filters Uˆ
maximize the SSNR defined by:
SSNR(U) =
Tr(UT AˆT1 D
T
1 D1Aˆ1U)
Tr(UT XT XU)
(A.2)
where Aˆ1 ∈ RN1×Ns represents the least mean square estimation
of A1:
Aˆ =
[
Aˆ1
Aˆ2
]
= ([D1; D2]T [D1; D2])−1[D1; D2]T X (A.3)
where [D1; D2] ∈ RNt×2N1 is obtained by concatenation of D1
and D2. In the SSNR definition, Aˆ1 is replaced by BT1 X where B
T
1
is a part of the least mean square estimation; a QR decomposition
is applied on D1 = Q1R1 and X = QxRx. Then, a singular value
decomposition (SVD) of R1BT1 Qx provides ΦΛΨ
T , where Φ and
Ψ are two unitary matrices, and Λ is a diagonal matrix with
non-negative diagonal elements in decreasing order. Finally, the
spatial filters are Uˆ = R−1x Ψ, ordered by decreasing order of
relevance impact, and the first N f filters are used.
Appendix B. BLDA
The BLDA technique [55] provides a set of weights w ∈ Rm+1,
m being in the number of features, that are defined as follows.
We denote by N+ and N−, the number of examples belonging to
class C1 and class C2, respectively, with n = N+ + N−, the total
number of examples. We set the ground truth y as y(i) = n/N+
if the example x(i) belongs to the class C1, y(i) = n/N− if x(i)
belongs to the class C2, 1 ≤ i ≤ n. The matrix X ∈ Rm+1 × Rn
contains the information relative to the n examples:
X =

x1(1) . . . x1(n)
...
. . .
...
xm(1) . . . xm(n)
1 . . . 1
 (B.1)
The classifier output yˆ(i) for the example x(i) is defined by:
yˆ(i) =
m+1∑
j=1
w( j) · x( j, i) (B.2)
The overall error is estimated by:
err =
n∑
i=1
(y(i) − yˆ(i))2 (B.3)
The parameters of the classifier, w, are obtained by the following
equation:
w = β · V · u2 (B.4)
where V ∈ R(m+1)2 and λ ∈ Rm+1 correspond to the Eigen vectors
and the Eigen values of XXT , respectively, and u1 = VT Xy′.
Then, we define u2 as
u2(i) =

u1( j)
βλ j+α
if ( j ≤ m)
u1( j)
βλ j+bα
if ( j = m + 1)
(B.5)
Then, γ, α, and β are defined by:
γ =
βλm+1
βλm+1 + bα
+
m∑
j=1
βλ j
βλ j + α
(B.6)
α =
γ
m+1∑
j=1
w( j)2
(B.7)
β =
n − γ
err
(B.8)
The estimation of γ, α, and β is obtained with the Algorithm 1.
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Algorithm 1 BLDA.
1: (α1, β1)← (25, 1), (∆α,∆β)← (∞,∞)
2: t ← 1, tmax ← 100,  ← 10e − 4, bα ← 10e − 8
3: while ((∆α > ) || (∆β > )) & (t < tmax) do
4: (αt−1, βt−1)← (αt, βt)
5: Compute w, γ, (αt, βt)
6: (∆α,∆β)← (|αt − αt−1|, |βt − βt−1|)
7: t ← t + 1
8: return w
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