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INTRODUCTION 
Certains problemes de theorie du contr6le optimal conduisent a des 
equations du type 
P’+PA +A*P+#(P) =F, 
P(O) = PO 7 
ou P(t) est un operateur lineaire continu sur H et #(P) une non 
1inCaritC d&pendant du probleme CtudiC, dont les exemples les plus 
simples sont PDP ou P(N + B*PB)-lP. 
Ces equations ont d’abord CtC introduites dans le cas oh H est de 
dimension finie par Kalman [4, 51. 
Le cas oh H est de dimension inikie et A operateur non borne a CtC 
etudie par Lions[6]. 
L’Ctude directe, saris faire appel a un probleme de contrGle, des 
equations obtenues a CtC entreprise par Temam [8] qui a CtudiC les 
solutions Hilbert-Schmidt et par Da Prato [2, 31 qui a Ctudit le 
cas oti +(t, P) est obtenu a partir d’une fonction holomorphe satis- 
faisant certaines conditions. 
Les resultats obtenus ici, par des methodes differentes, contiennent 
une partie des resultats exposes dans Temam et Da Prato et certains 
resultats qui semblent nouveaux. Afin de donner des methodes 
&&-ales on s’est abstenu de traiter des problemes tels que la regularite 
des solutions; la plupart des resultats obtenus dans cet article resultant 
de mtthodes iteratives lineaires, un grand nombre de theoremes de 
regularite lineaires doivent pouvoir Ctre gCnCralisCs aux situations non 
lineaires etudiees ici; mais I’Ctude detaillee ne ferait qu’alourdir 
I’exposC saris introduire d’idtes nouvelles. 
Le but recherche Ctait de trouver un cadre suffisamment general 
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pour expliquer les resultats qualitatifs et quantitatifs obtenus 
auparavant et de developper une mtthode d’attaque des problemes 
nouveaux pouvant intervenir dans cette theorie. Tous les problemes 
connus (par l’auteur) rentrant dans ce cadre on espere que les exemples 
nouveaux seront tous du type Ctudit dans cet article. 
1. LE PROBLBME LIN~AIRR 
On considere dans ce chapitre les problemes du type 
P’+PA+BP=F, 
P(0) = P, ou bien P(0) - P(T) = K. 
(1) 
P(t) sera un operateur lineaire continu sur un espace de Banach E et A 
et B des operateurs non bornes sur E. 
1.1. Cadre Gt%t!ral 
Une premiere question importante est celle du sens a donner 21 
I’lZquation (1). 
Par analogie avec le cas de la dimension finie, et A et B independant 
de t, oh la solution de (1) est donnee par 
p(t) = e-Btpoe--‘t + Iot e-B(t-s)F(s) e-M-8) ds (2) 
on considere le systeme suivant 
-y’ + Ay = 0 
Y(T) = h 
P’ + BP = FY 
PW = PoY(O) 
et on d&nit P(T) par 
(3) 
P(T)h = p(T) oh p(t) est lie A h par (3). (4) 
D&INITION 1. Par d&G&ion la solution de (1) sera don&e par (3), 
(4). I 
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“Formellement” la vkrification est immkdiate. En effet on a 
p(t) = P(t) y(t) et done 
WY(t) = w)Y(t) + WY’W + =Y9YW 
= (p’(t) + P(V + Bw))Y(q 
on prend 1 = T et on fait varier h E E pour obtenir 1’8quation (1). 
Hypoth&es sur A, B 
On suppose que A(t) et B(t) sont des opkrateurs non born& dans E 
tels que 
Le problkme -y’ + Ay = 0 a une solution continue 
r(t) = h 
pour tout h E E avec une majoration /I y(s)llE < +(s, t) 11 h IIE oii la (5) 
fonction #, dCfini pour 0 < s < t, est localement bornke. 
Le problhme y’ + By = 0 a les memes propriMs 
Y(S) = h 
avec IIr(t)lh < $(t, 4 II h IIE 0 < s < t. 
(5)bis 
Alors 
y’ + By = f aura une solution pour f EL’(O, T; E) 
~(4 = h 
(6) 
qui est continue et vkifie la majoration 
II YWIIE < W, 4 II h HE + jst W, 4 Ilf (4lh da. (6)bis 
On suppose naturellement que ces probkmes ont une solution unique. 
Compte tenu de (5), (6) on a alors 
PROPOSITION 1. Sow les hypothks (5), (6) la solution de (1) dkjinie 
par (3), (4) vbr$e 
II W)IlP(E.E) < $v, 0) II pll h.m MA T) 
EXEMPLE 1. Si A est gCnCrateur infinitQima1 d’un semi-groupe 
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G(t) vkrifiant j/ G(t)11 < iVIew” et B d’un semi groupe G’(t) vhifiant 
II G’(t)11 d M’ euJ’t on a l’estimation 
11 P(T)]1 < MM’e(W+W’)T I/ P, jj + j T MM ‘e(w+w’)(T-s) /I F(s)11 ds (7)bis 
0 
et done P -+ PA + BP dkfinit un opkrateur non born& sur .Z(E, E) 
qui est gCnCrateur infinitksimal d’un semi groupe G(t) vkrifiant 
11 G(t)11 < MM’ e(w+w’)t. m 
PROPOSITION 2. Si A et B sont gt%.Grateurs inJinitt%maux de semi- 
groupes alors t -+ P(t) est fortement continu 6 droite. 
De’monstration. Soit h E E et P( T)h = k. Alors 
(/ G(s)h - h 1~ < E(S) qui tend vers 0 quand s -+ 0, 
iI G’(s)k - k 11 < E’(S) qui tend vers 0 quand s + 0. 
Considkrons les systkmes 
-y’ + Ay = 0 -ys’ + Ay, = 0 
P’ + BP = FY 
(8) et 
P,’ + BP, = FY, 
W.s 
Y(T) = h Y,(T + 4 = h 
P(O) = PoY(O) P,(O) = Pay,(O). 
Alors ys( T) = G(s)h et done on a 
1) ys(t) - y(t)l~ < E(S) Mew(T-t) pour 0 < t < T. 
Par conskquent sur [0, T] on a 
(PS - P’) + B(P~ -P) = F(Y~ - Y) 
(Ps - P)(O) = Po(Ys(O) - Yo) 
et done 
HP,(T) - p(T)ll G CC(S) (II P II + ~oT~iFo!l dt). 
Sur [T T + $1 on a II r,(t)11 d M ewsll h II. 
Si on dCfinit qS par 
q; + Bq, = FY.~ 
q,(T) = PC’) - k 
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Comme p,( T + S) = q,( T + s) + G’(s)h on voit que 
II P(T + 4h - WY I/ < c (E(S) + +) + I:” I! F(t)ll dt). l 
On s’intkesse aussi aux solutions pkiodiques et plus gCnCralement 
aux solutions vtrifiant P(0) - P(T) = K. 
La mkthode classique consiste alors B considkrer les itQations 
P;,, + P,+d + BP,,, = F, 
P,+,(O) = P,(T) + K. 
(9) 
PROPOSITION 3. Si #(T, 0) #(O, T) = A < I. La me’thode itkratz’ve 
(9) converge uniforme’ment SW [0, T] vets la solution unique du probkme 
P'+PA+BP=F, 
P(0) ==P(T)+K. 
(9)bis 
On a l’estimation 
II W)l/ d & (II K II + s,’ #(T, 4 II W Ch T) d+ (10) 
De’monstration. On part de P, solution de 
P,'+P,A+BP, =F, 
P,(O) = 0. 
Puis on remarque que 
Pn+1 - P,)’ + (P,,, - pnw + wn+, - pn> = 0, 
P7b+1 - P?l)(O> = P, - P7+l)V)* 
Done d’aprks (7) on a 
IlPn,, - PnW)ll G VW 0) WA T) ll(P, - P,-J(O)ll. 
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Comme 
ll(P, - Po)(O)II < ‘II K II +,joT W, 4 II WI b(s, j”) ds 
on obtient l’estimation (10). 1 
Remarque 1. 11 est souvent utile de remplacer A par A + ;I(t)l 
oh I designe l’identid. 
On doit alors remplacer #(s, t) par +(s, t) exp( -Ji A(7) do). 
En effet si 
-Y’ -I- AY +;I(t)y = 0 on pose, 
r(t) = h, 
z(s) = y(s) exp(Ji A(T) d7) et z verifie 
--z’+Az=O, 
z(t) = h. 1 
EXAMPLE 2. Si A et B sont les generateurs infinitesimaux de 
semigroupes verifiant 11 G(t)11 < A4 eat et 11 G’(t)// < M’ eo’r alors le 
probleme 
P’ + PA + BP + A(t)P = F 
P(0) = P(T) + K 
aura une solution unique (dependant continuement de F et K) sous 
l’hypothese 
MM’ exp [(w + w’)T - jr h(s) ds] < 1. 1 (11) 
1.2. Cadre Hilbertien 
L’intCr&t de ce perfectionnement est que l’on peut prendre B = A*, 
ce qui correspond a la majorite des applications pratiques. 
On suppose que 
si --z’ + AZ = 0 et p’ + A*p = g 
on a OF(dtf, z(t)) dt = (P(T), W)) - (P(O), 40)) I 
(12) 
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oh ( , ) dksigne le produit scalaire dans le Hilbert N. Alors on a 
PROPOSITION 4. Si 
P’ f- PA + A*P = F aoec F*(t) = F(t) Vt 
P(0) = PO 
et p,* = P, , alon (12) imp&p P*(t) = P(t) Vt. 
Dkmonstration. Soit h, K E H. On dCfinit y, x, p, q par 
-y’+Ay =0 
Y(T) = h 
p’+A*p=Fy 
P(O) = POYP) 
done p(T) = P(T)h, 
--z’+Az=O 
z(T) = K 
q’+A*q =Fz 
done 
4(O) = pow 
q(T) = P( T)K. 
Alors 
PW, 4 = (Pm 40 = (P(O), 43) + Jp(~)Y(~)~ m> & 
= P,Y@), 40)) + Jo’ WY, 4 dt 
= (y(O), R,*+9) + lr (Y, F*x) dt 
= (Y(O), R&D + lT (Y,W dt 
= (YV), q(T)) 
= (k P(T), 4. I 
Une notion tr&s importante ici est la notion de positivid. On 
dcrira P 2 0 si P = P* et (Ph, h) 3 0 Vh E H. On a alors le rtsultat 
suivant: 
PROPOSITION 5. Si 
P’ + PA + A*P = F > 0. Alors P(t) > 0. 
P(0) = P, > 0 
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De’monstration. En prenant k = h dans la demonstration 
precedente on a 
Pm, 4 = P(o)YmYm + ~‘wMt),y(t)) dt 
0 
et cette quantite est done positive. i 
Dans le cas des solutions periodiques on a le resultat analogue. 
PROPOSITION 6. Si 
P’ + PA + A*P = F. Si F = F*, K = K* alors on a P(t) = P*(t). 
P(0) = P(T) + K 
SideplusF 3 0, K 3 OalorsonaP > 0. 
De’monstration. Dans la methode iterative (9) on voit que si 
P, = P,* on a P,+r = Pz+IetquesiP, 2 OonaP,,, > 0. fl 
Ce cadre hilbertien permet aussi de traiter le cas des operateurs 
Hilbert-Schmidt. 
Si R est un operateur Hilbert-Schmidt on notera 111 R II/ sa norme 
Hilbert-Schmidt; c’est-a-dire 
/II R /II2 = 1 II Rei II; oti ei est une base orthonormee. 
z 
On se rappellera que si S E Z(H, H) et R Hilbert-Schmidt on a RS 
et SR Hilbert-Schmidt avec 
III RS /Ii < III R III II S I_LP(H.H) et Ii1 SR III G Ill R Ill II S IIP;P(H,H) . 
On notera a,(H, H) l’espace des operateurs Hilbert-Schmidt muni 
de la norme ci-dessus. 
Alors avec les notations (5) (6) on a l’analogue des majorations (7) 
et (10). 
PROPOSITION 7. Si 
P’ + PA + BP = F awec F ~Ll(0, T; a,(H, N)) et 
P(0) = PO 
PO E a2(H, H) alors P EL~(O, T; u2(H, H)) avec 
Ill V)III < #CT, 0) Ill Po III WA T) + I,’ W, 4 Ill Wll +(s, T) A. (13) 
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Si #(T, 0) $(O, T) = h < 1 ah pour F ~Ll(0, T; CT,(H, H)) et 
K E u2(H, H) le problhe 
p’ + PA + BP = F a me solution unique vkifiant 
P(0) = P(T) + K 
De’monstration. Si 
--y + Ay = 0 on a y(s) = R(s, t)h et on a 
Y(T) = h 
p’+Bp =fonap(T) = s(t,s)p, +~or~(T,~)f(s)~~ 
P(O) = PO 
avec 11 S(T, s)ll < ~,4( T, s). Done 
P(T) = S(T, 0) P&O, T) + /‘S(T, s)F(s) R(s, T) ds 
0 
d’oh la majoration (13). 
Le cas pkriodique resulte alors immkdiatement de cette majoration 
et de la methode iterative utiliske (9). m 
Remarque 2. Par la mCme dCmonstration on peut obtenir l’analogue 
de la Proposition 7 pour des operateurs nucleaires. 1 
1.3. Cadre Variationnel 
En plus de I’espace de Hilbert H on se donne un espace de Hilbert 
V C H, V dense dans H. 
H &ant identifie ?t son antidual on a V C H C V’. 
On fait sur A et B les hypoth&ses suivantes 
A EL~(O, T; S?(V, V’)) et 
ge(A(t)u, u) 2 a0 II u II? + a(t) I u Ii Vu E V 
avec a0 > 0 et a(t) bornee (ou seulement integrable). 
Hypothtse analogue pour B avec /IO > 0 et p(t). 
(15) 
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Comme I’inclusion V C H est continue on a 
Alors on a 
Colul ~llull vu E v. 
ht> = exp (-I: (44 + ~~~02) do) 
W 4 = exp (-J‘,’ (BW + Poco2) do). 
Comme le probleme 
(16) 
(17) 
p’ + Bp = f a une solution non seulement pour 
PM = PO 
f E Ll(O, T; H) mais aussi pour f EJV(O, T; V’) on peut se permettre 
des hypotheses plus g&r&ales sur F. Plus precisement on a: 
PROPOSITION 8. Sz’ 
F EL=‘(O, T; 64( V, V’)) + L2(0, T; .Z( V, H)) + L2(0, Tj 9(H, V’)) 
+ W, T; Y(H, H)) 
et PO E Z(H, H); alors la solution de 
P’ + PA + BP = F whijie P EL~(O, T; Y(H, H)) et 
P(0) = PO 
P est fortement continu ci d&e. 1 
Ce r&&at decoule des majorations classiques. La continuite forte 
de P est un peu plus delicate qu’a la Proposition 2. 
En utilisant les thtoremes de regularid sur le probleme 
y’+Ay =f 
Y(O) =yo 
on peut obtenir des theorlmes de regularit du type suivant. 
PROPOSITION 9. Si A’(t) et B’(t) EL*(O, T; 64( V, V’)), PO E 9(H, H). 
Si F E L2(0, T; 64( V, V)) ou si F et F’ E L’(O, T; LY( V, H)) alon 
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Remarquons que I’hypothese sur P, n’a pas change’. Ce manque de 
regularit sur P, &ant compense par l’effet rtgularisant du probleme 
consider& 
On peut aussi ameliorer les resultats dans le cadre Hilbert-Schmidt. 
Pour cela on note u2(X, Y) l’espace des operateurs T verifiant 
i; I$3 ll;)l’e = III T III a , (r cz r) < + co oh e, est une base orthonormee 
. 
On a alors: 
PROPOSITION 10. 2% P, E u&H, H); 
F eL2(0, T; u2(K H)) + L2(0, T; 02(K V)) + WA T; 4Y H)) 
et si 
alors on a 
l’injection de V dhns H est compacte (18) 
P EL~(O, T; u,(H, V)) n L2(0, T; u2( V, H)) n L”(0, T, u2(H, H)) 1 
Remmque 3. D’aprb la Proposition 7 le resultat 
P EL”(O, T; u2(H, H)) 
est vrai si F ~Lr(0, T; u&H, H)) sans I’hypothtse (18). 1 
2. LE PROBL~ME NON LIN~IRR 
2.1. Fonctions d’Opt!rateurs 
Si f est une fonction holomorphe definie sur un ouvert D du plan 
complexe on peut definirf (P), oh P est un operateur de LZ’(E, E) dont 
le spectre est dans D, a I’aide de l’integrale de Dunford 
f(P) = & j))(r - PI-l dz (1) 
oh C est une courbe de Jordan fermee entourant le spectre de P et 
parcourue dans le sens positif. 
Si f, converge vers f uniformCment sur un voisinage du spectre de P 
f,(P) converge vers f (P) en norme. 
Si C entoure le spectre de P et de Q on a 
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et done 
IIf - f(Q)11 < C, II P - Q II 
pour Q voisin de P. f holomorphe sur le spectre de P. 
(2) 
Si P = P* (dans le cas ou E est un espace de Hilbert) le spectre de 
P est reel et on peut dCfinirf(P) pourf continue sur le spectre. On a le 
resultat classique suivant 
LEMME 1. Si f est continue sur [a, b] avec 01 <f(t) < /3 pour 
tE[a,b]onaoll~f(P)~~~poura~dP~bl. 
Si P, converge vers P fortement alors f(PJ converge vers f(P) 
fortement. 
Dkmonstration. On approche f par des polynomes f, . 
Si f, est de de& Y et x E F on considere le sous-espace engendre 
par x, Px,..., P’x. On se ramene sur ce sous-espace au mCme probleme. 
Mais en dimension finie on peut utiliser la base des vecteurs propres 
de P. 
Si Vi est sous-espace propre de P pour la valeur propre ;Ii , il l’est 
pour f (P) pour la valeur propre f (&). 
Pour la continuite il suffit de la verifier sur les polynomes. 1 
Une question naturelle est celle des hypotheses B mettre surf pour 
avoir l’inegalite (2). Pour les operateurs Hilbert-Schmidt on a le 
resultat suivant Da Prato [-I. 
LEMME 2. Si f est Zipschitxienne SW [a, b] avec maxi f’ / =z K, si 
P,QEo,(H,H)avecal ,<P,Q < Mona 
IMP) -f(Q)II! G K Ill P - Q /il. (3) 
Dtmonstration. Si R = Q - P il faut estimer (d/d) f (P + tR)j 1=,, . 
Si on approche f par des polynomes on peut utiliser la formule (1) qui 
donne alors 
$f(P + tR) ItzO = & &)(a - P)-’ R(z - P)-’ dz 
P est un operateur hermitien compact, il admet done une base 
orthonormale de vecteurs propres ei correspondant aux valeurs 
propres X i. Alors 
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Si Xi # hi l’intkgrale vaut (f(A,) -f(Ai))/(Ai - ~j) majorke en 
valeur absolue par K. 
De m$me si Ai = Ai puisque l’intkgrale vautf’(&). Done 
l(&f(P + tR) /t=oei, q)I G K I(&, ej>la 
Comme & I(R ei , ej)’ = 111 R ]]I2 on a bien 
(11 ;fP + W Lo (11 G K Ill R Ill. I 
Remarque 1. Pour avoir P E 02(H, H) et al < P < b1 il faut 
0 E [a, b]. (Sauf si dim H < +a~). 
On auraf(A) E az(H, H) si et seulement sif(0) = 0. 1 
Pour la norme de Z?(H, H) on a le r&ultat moins fort suivant: 
LEMME 3. Si f E Wf,$(R) avec 1 < p < 2 et s > 1 + (l/p) on a: 
Vr 37,: -rI < P, Q < rl 3 (/f(P) -f(Q)\! < C, // P - Q (I. 
De’monstration. On peut toujours supposer f pkriodique de pCriode 
T > 2r en modifiantf hors de [-Y, +r]. On dkcomposef en sCrie de 
Fourier:f(t) = C a, e 2inntlT et d cause de l’hypothkse on a n”a, E P’(Z). 
On remarque alors que 11 eiA - ei* 11 < II A - B/I pour A = A*, 
B = B* et on en dCduit 
IIf(f(Q)li~~l~p-QII c In% ,<Ci!P-Qll. I 
n*Z 
Une classe t&s importante de fonctions est celle des fonctions 
continues sur [a, b] telles que a1 < P ,< Q < b1 impliquef(P) <f(Q). 
Ces fonctions “monotones” ont CtC caractCrisCes par Loewner [7]. 
TH~OR~ME 1. Une fonction f dkjinie sur [a, b] est monotone sur 
9(H, H) si et seulement si f se prolonge au demi plan Im x > 0 en une 
fonction analytique vhijant Imf(z) > 0. 1 
Ce rksultat peut &re prCcisC par le . 
THBOR~ME Ibis. Si f (x) = x: a,xn a comme rayon de convergence 
R et d&Sit une application monotone alors f peut s’krire 
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ou 9 est une fonction born&e non akroissante. Si R = + 00 on a 
f(x) = a,x avec a, > 0. 1 
Remarque 2. Dans les applications les fonctions d’operateurs font 
apparaitre des parametres tels que t ou d’autres operateurs de 3’(H, H). 
Les propriMs de ces fonctionnelles seront en g&&-al faciles a 
obtenir. 
Le cas des applications monotones est important. On se rapellera 
que cette classe est stable par addition, multiplication par un nombre 
> 0, composition (il est utile de se rappeler que l’application 
P + --P-l est monotone pour P 3 0). 1 
Voici cependant un exemple ou la monotonie est moins Cvidente. 
EXEMPLE 1 (Bismut [l]). Si N = N* 3 0 est inversible alors la 
fonctionnelle 
4(P) = i Bi*PB$ - (i: Bi’PD#v + i D,*PD,)-l (i Ll,*pq 
i=l i=l i-l i=l 
definie pour P = P* > 0 est une application monotone. 
Dkmonstration. Soit Q = Q* > 0; il faut montrer que la dCrivCe 
(d/dt) $(P + tQ)l I=o est 2 0. 
Pour simplifier l’ecriture posons R = xi Di*PBi; Si = Di*QB, et 
M = (N + xi D,*P D&l. 
La d&i&e cherchee vaut alors 
T Bi*QBi - (C&*)MR-R*M(CS,)+ R*M(CDt*QD,)MR. i i i 
Ceci vaut x:i X, ou on a pose 
X, = Bi*QBi-Bi*QDiMR-R*MD,*QB, $R*MD,*QD$MR. 
Soit x E H. Posons Q = T2 avec T = T* > 0, TBix = a et 
TD,MRx = b. Alors 
(Xix, 4 = (a, 4 - (h a) - (a, 4 + (h b) t 0. I 
2.2. Existence Locale 
4(P) designera une fonctionnelle pouvant faire intervenir t ou 
d’autres operateurs. 
Pour chaque t on suppose que $(t, P) est defini sur un ouvert de 
-qE, q. 
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On considke alors le probkme: 
P’ +PA +BP +4(P) = 0, 
P(0) = P, . 
(4) 
Une premiere methode consiste a utiliser les iterations 
K,, + P,+J + BP,,, + Wn) = 0, 
Pn+dO) = PO * 
(5) 
G&e a la majoration (7) de la Proposition 1.1, on peut obtenir un 
thCor&me d’existence locale. 
THBORBME 2. Soit P, verifiant P, EL~(O, T; ,Ep(E, E)), P,(O) = P,-, 
et +(P,) eLl(O, T; 2Z’(E, E)). Supposons de phs que 3~ > 0: 
II W, 81) - $6 QJ < ;I&) II 81 - Qz II pour t E [O, Tel 
II W) - Qi II G E et ;i,(t) l Ll(O, T,), 0 < T, < T. (6) 
Alors il exikte 0 < t, < T, tel que (5) dkjinit une suite unifmmkment con- 
vergente sur [0, t,,] vers UM solution de (4). Si on peut choisik E arbitraire- 
merit grand alors la solution est unique parmi les P E L*(O, tl , 9(E, E)). 
Dtfmonstration. L’unicite r&&e du fait qu’une solution P de (4) 
&ant bornee dans Y(E, E) on peut trouver E tel que 11 P - P, jl < E 
pour t E [0, S,] et l’unicid dans cette classe rksulte du thCor&me des 
contractions utilise: 
11 existe R tel que 
II pn+, - P,(t)11 < K /‘iI 11 P,(s) - P,-i(s)/1 ds pour t assez petit 
0 
et 
II P, - RWI G k J’b II W’,W)l/ ds. 
Si on choisit to tel que 
h otO/l W&Nll ds < 5 s et k ‘k(s) ds < l/2. j 0 
Alors il y aura convergence uniforme sur [0, t,,] vers l’unique solution 
vdrifiant 11 P(t) - PI(t)11 < c sur [0, to]. B 
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THBORBME 2bis. Si E est un Hilbert; si $(t, P)* = ~$(t, P) pour 
P = P*; si I3 = A * et P, * = P, alors la solution de (5) vki$e 
P*(t) = P(t) SW [O, t,] 1 
THBORBME 2ter. Si E est un Hilbert; P, eLm(O, T; a,(E, E)), 
P,(O) = P, E a,(E, E); +(P1) ~Ll(0, T; oz(E, E)) et si 3~ > 0: 
Ill 40, Qd - W> Qdll < Z(t) III 81 - Qz III POUY 
Ill W) - Q1 Ill < E; ;I, E wo, T,) 
(6)bis 
Alors 3t, > 0 tel que: la solution ve’ri$e P EL~(O, to , oz(E, E)) 1 
2.3. Existence Globale 
On voudrait savoir si la solution trouvee au paragraphe precedent 
existe sur [0, co[. 
La methode precedente permet quelquefois de conclure: 
TH~ORBME 3. WI +(t, QJ - d(t, QJII G W> II Q1 - Q2 II vQ1 9 Q2, 
avec ;I E I&,(0, +a~) et si +(t, 0) E I&,(0, CO; -Ep(E, E)) alors la 
solution de (4) v&rijie P E Li&(O, 00 ; L?(E, E)), et la m&ode (5) converge 
uniformtment SUY tout intervalle borne’. 
Dtmonstration. La majoration (7) du chapitre I donne 
VT < -too 3kr jl I’,+&> - F’,(t)ll < b j%W II P,a - Pn-I(S ds. 
0 
On va montrer la convergence uniforme sur [0, T]. Pour cela on note 
Cf(t) = K, Ji ;I(s)f(s) ds et il suffit de montrer qu’il existe p E N tel 
we 
II CPfIILm(O,TJ d UP) IlfllL~lmco,n ~f~~=W, 0. 
Soit 
X est un intervalle fermi non reduit a 0: il contient x0 dtfini par 
K, p A(s) ds = 9.11 suffit de montrer que X est ouvert. Pour cela on 
remarque d’abord que 
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etdoncquesiy > xet(IfII < 1 sur Oyona 
Done 3y > x et y E X. Done X, ouvert et ferme, coincide avec [0, T]. 
Remarquons que si A EL”‘(O, T) on a plus simplement 
II ~n+k+&) - Pn+kOll < Mmp(o,r, II p, - pn-, lIp(o,n &+;), I 
Si on fait I’hypothbe suivante: 4 est lipschitzienne sur les born&s, 
c’est-a-dire 
VR > 0 3&+5'(0, T): 
(7) 
/I P, II < R, II P, II < R =, II d@, PA - 4(c P2)ll d&(f) II P, - P2 II 
on a le theoritme 
THJZORBME 4. Si 4 v&i& (7) avec T < + 00 et si la solution P 
existe SW [0, T], alors il existe l > 0 tel que si 
tgoy, II W) - WI G E 
alors la me’thode itkrative (5) converge uniformbent SW [0, T]. 
Dimonstration. Soit R = 2 maxlerO,rl 11 P(t)& 
On d&nit a,(t) par 
G+&) = b /o’&t(4 4s) ds et a&) = 1. 
Alors, comme au Theo&me 3 on a (Y, converge vers 0 uniformement 
sur [0, T]. Soit /I = max nErE[G,r~ 01Js). Alors si on choisit E = R/2,3 
on voit que I’on aura 
II P,@)ll < R 
R 
et II w - P&)ll G 23 %W. I 
Remarque 3. MCme si (7) a lieu avec T = + co il se peut que le 
nombre c(T) trouve au Theo&me 4 tende vers 0 quand T tend 
vers + 00. 
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Par exemple pour H = R considerons l’equation 
y’ = y2 
Y(O) = 0 
dont la solution est y = 0. 
Choisissons y,, = 4or > 0. 
Alors compte tenu de la minoration m(t) > a2n+2(&)2”-1 valable 
pour n > 0 on voit que m(t) tend vers + co pour t >, 1 /a (et m&me 
pour t >, 1/2ar). 1 
Remarque 4. Naturellement les ThCoremes 3 et 4 s’ttendent au cas 
des operateurs Hilbert-Schmidt avec les modifications naturelles sur 
les normes. 1 
On cherche done maintenant une amelioration de la methode 
iterative (5) qui donne directement des renseignements globaux sur la 
solution. En particulier si la solution existe sur [0, co[ et est bornee 
on voudrait I’approcher par des it&es bornees. 
Le point fondamental est d’utiliser les propriCtCs de positivite de 
l’operateur, c’est-a-dire la Proposition 5 du Chapitre I; ceci nous 
am&e done a nous placer dans le cadre hilbertien avec B = A*. 
On considere le probleme 
P’ +PA +A*P ++(t,P) = 0 
P(0) = P, (8) 
avec P,* = PO ; +(t, P)* = $(t, P) si P*=P . 
On considere une methode iterative du type 
pa+l + p&4 + M) + (A * -I- M*) p,+1- pa - M*pn + Pd= O 
pn+16-4 = PO (9) 
oh M est g choisir de man&e convenable. 
Plus prtcistment on aimerait trouver P-(t) et P+(t) tel que si 
P-(t) < p,(t) < P+(t) P our t E [0, T] on ait aussi P-(t) < P,+l(t) < 
P+(t) sur [O, Tl. 
(Dans la suite, db qu’interviennent des inegalitb de ce type les 
operateurs seront supposes autoadjoints.) 
THiORIE DU CONTRbLE OPTIMAL 19 
On fait done l’hypothbe suivante: 
11 existe P-(t), P+(t), M(t) tels que: 
(a) Pm* = P- EL~(O, T; 9(H, H)); #(P-) EL’(O, T; B(H, H)), 
(b) P+* = P, EL~(O, T; Y(H, H)); +(P+) l Ll(0, T; -Ep(H, H)), 
(c) P-(t) < P+(t) sur [O, Tl, 
(d) MEW, T; -W% W), 
(4 ~;IEW, 0 II #tt, Qd - NC Qdl G &I II Ql - QZ II
pour P-(t) d Ql , Q2 < P+(t), 00) 
(f) Si P-(t) < Q(t) < P+(t) sur [0, T] alors la solution de 
P’ + P(A + M) + (A* + M*)P = QM + M*Q - d(t, 8) 
P(0) = P, 
vkrifie P-(t) < P(t) < P+(t). 
Remarque 5. 
(1) (lO)f/entraine P-(O) < P, < P+(O). 
(2) (10)(f) sera rCalisC si on a par exemple 
R- = Pm’ + P-(A + M) + (A* + M*) P- EL’@, T; p(H, H)) 
R, = P,’ + P+(A + M) + (A* + M*) P, EL’@, T; p(H, H)) 
et R(t) d QJW) + M*WQ + W,Q) G R+(t) 
si P-(t) < Q < P+(t). 
Wd 
On a (10) (g) - (10)/f d’apres la Proposition 5 du Chapitre I. 
(3) Un cas trb important pour les applications est celui oh on a 
A(t) > 0 ou, plus precisement, si la solution de 
y’+Ay =o 
Y(S) = Yr 
vCrilie Ir(t)l < IyI 1 pour t 2 s 
ce qui correspond a +(s, t) = yS(t, s) = 1 avec les notations du 
paragraphe 1.1. 
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On peut dans ce cas choisir P-(t) = u-(t)l; P+(t) = u+(t)1 et 
M(t) = m(t)1 et on peut remplacer (10) (f) par 
u-(t) < 0 < u+(t); u- et u+ absolument continues 
(u-’ + 2mu-)I d 2mQ - #(Q) d (u+’ + ‘hu+)Z 
pour u-(t)1 < Q < u+(t)1 
et 21~(0)1 < P, ,< U+(O)1. 
(10)bis 
En effet il suffit de vkrifier que si 
I 
P' + (A* + mZ)P + P(A + mZ) < (24,’ + 2m(t)I 
P(O) < u+(O)Z 
on a P < u+l. 
On pose P = e-3M(t)@ p(t) = eZM(%+ avec M(t) = ji m(s) ds et on 
est amed g montrer que 
I 
$2’ + QA + A*Q d p’(t)Z 
Q(O) G PW 
et f(t) 2 0 
entrainent Q(t) < p(t)l. 
Si p’(t) > 0, compte tenu du fait que4(s, t) = #(t, s) = 1 on a 
et done 
II Q(t)ll G ~(0) + lot P’(S) ds = ~(0 
Q(t) G P(W 
Sinon soit v(t) = 11 Q(t)li. 
On choisit u(t) drifiant a(O) = 0, u’(t) 2 0 et u’(t) v(t) + p’(t) 3 0. 
Soit alors R = eafr)Q; R vkifie 
Alors on a 
R’ + RA + A*R < a’R + p’(t) eaI 
< (do + p’) eaZ 
R(0) < v(O)Z. 
II R(t)ll < ~(0) + 1” (a’~ + $1 e= ds 
0 
soit 
es%(t) < e a%(t) + Jot (p’ - w’) ea ds. 
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Done 
f 
,,t (ZJ’ - p’) .P ds < 0 et done w  < p. 
(4) La condition (lO)( ) e n’est prise que pour P-(t) < Q < P+(t). 
Dans certaines applications la fonction C$ n’est pas definie pour tout Q. 
Par exemple pour 4(P) = (I + P)-’ on essaiera de prendre P-(t) = 
u-(t)1 avec U- > - 1. 1 
THSORBME 5. Si les conditions ( 10) sont v&ijikes alors le probl2me (8) 
admet une solution unique ve’rz$ant P-(t) < P(t) < P+(t) sur [0, T]. La 
me’thode ite’rative (9) converge uniformbment sur [0, T] (ou sur tout 
intervalle borne’ si T = + CCJ) quel que soit P, ve%rifant P-(t) < 
P, ,< P+(t) t E [O, Tl. 
De’monstration. Grace a (IO) on a P-(t) < P, < P+(t) et, comme 
au ThCoreme 3 il existe K: tel que P, -+ P,+k est une contraction 
stricte, d’ou la convergence uniforme et I’unicite. 1 
Remarque 6. Si on remplace (10)(e) par 
3;IWO, V l/l4(t,Q,) - &,QQ,)//l < iI(t) III Q1 - Qz III 
(10e)bis 
pour p-(t) < Q1, Q2 <p+(t) et Q, ,Q2~4Ht ff). 
Alors si PO E a(H,H), si P, E Lm(O,T;S?(H,H)), +(Pr) E L’(0, T,2(H,H)) 
alors P, converge vers P dans L”(0, T; (J~(H, H)). 
I1 n’est pas necessaire que I’on ait P- ou P, dans L”(0, T; u,(H,H)) a 
EXEMPLE 1. On consider-e le probleme 
1 
P’ + PA + A*P +f(t, P) = F(t) 
P(0) = P, (11) 
avec A > 0 (au sens de la Remarque 5.) F*(t) = F(t); P,* = P, et 
f(t, z) une fonction reelle definie sur un intervalle convenable. 
g-W d F(t) ,< g+(t)1 et a-l < P, < a+l. (12) 
On cherche alors p-(t) et p+(t) verifiant 
P-(t) d 0 P-(O) < fL 
P-’ +f(t, P-) < g- 
P+(t) 3 0 P+(O) b a+ 
(12) 
P+’ +.ftt, P+) b g+ * 
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On pose alors 
(14) 
alors d’apres le Lemme 1 du Chapitre 2 on a 
GW- -.fWY d 2mQ -f(Q) 
d CW+ - f(~+jY pour P-W d Q G P+W 
et les conditions de (10)bis) sont satisfaites. 
Pour verifier (lO)( ) e on utilise le Lemme 3: par exemple si 
[p-(t), p+(l)] C [cu, fl] il suffit d’avoir 
f~Ll(0, T; WP[OL, #!I) 
s>l+i 
P' 
l<p<2. 
Par contre si P, E a,(H, H) etf(t, O).Z - F(t) EL’(O, T; a,(H, H)) alors 
on aura P EL~(O, T; as(H, H)) pourvu qu’on verifie (lO)(e bis). Pour 
cela on utilise le Lemme 2 et il suffit d’avoir 
f E WO, T; C+, PI>. (16) 
Bien entendu tant qu’on peut definir p- et p, verifiant (13) on aura 
existence et unicite de P(t) verifiant 
P-W < P(t) B p+(W. I 
EXEMPLE 2. Si zf(t, 2) > 0 Vz alors la solution de (11) v&&e 
II WI d II Po II + 5’ IIWII ds. 
0 
En effet on peut choisir p+(t) = 11 P, 11 + ]A 11 F(s)11 ds et p-(t) = 
-p+(t)* I 
EXEMPLE 3. Si f(t, 0) = 0 et f(t, z) 3 0 pour z >, 0 alors si 
PO > 0 et F(t) > 0 la solution verifie P(t) > 0 avec la majoration de 
1’Exemple 2. 
En effet on choisit p, comme a l’exemple ci-dessus et p- = 0. 1 
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EXEMPLE 4. Si 3or, /I E R: a < 0 < B avecf(t, 41 O(t) \<f(t, P)A 
oJ<Ps </?IalorsonacJ<P(1) <jX 
En effet on choisit p-(t) = OL et p+(t) = /3. 1 
Naturellement tous les renseignements qualitatifs sur les inegalites 
differentielles (13) d onnent des resultats convernant les propriCtCs de 
la solution de (11). 
Examinons en detail deux equations type. 
EXEMPLE 5. 
I 
P’ + PA + A*P + UP + bP2 = F(t) 
P(0) = P, (17) 
avec A > 0, a et b constantes, b > 0. 
(Si b < 0 on change P en -P; si b = 0 le probleme est lineaire.) 
Posons 
+-(;I) = (-u - da” + 4b;i)/2b, 
$+(2) = ((-a + da” + 4GI)/2b) pour ;I > -u2/4b, 
lercasa GO. 
THBORBME 6. (1) Si F(t) 2 f-I uvec f- > 0; Si P, > K-1 avec 
k- > #-(f-) ah 
P(t) 3 min(O, K-)1 
(2) Si F(t) E J%,(O, co ; 9(H, H)) et PO < K+I alors 
(3) siF(t) <f+l avec f, > 0 et P, < k+I alors 
P(t) G -4k9 ++(f+w 
et 
Remanp 7. (1) S’ 1 I es conditions (1) ne sont pas satisfaites il se 
peut que la solution n’existe que sur un intervalle fini. C’est ce qui se 
produit dans le cas A = 0, F(t) = f-I et P, < k+I avec k, < 4~(f-). 
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(2) Pour la deuxihme majoration de (3) on utilise 
P+(t) = Ulb(t + cl> + 4+U+) 
avec c > 0 assez petit. 
L’intkrCt de cette majoration est d’Ctre indkpendante de P, . 1 
2tme cas a > 0. 
THBORBME 6bis. (1) SiF(t) 3 f-I avec f- > 0; Si P, > k-1 avec 
k- >, $-(f-), ah 
P(t) 2 min(O, k-)1. 
(2) si F(t) >, f-I avec -a2/4b < f- < 0; si P, 2 k-1 avec 
k- 2 +-(f-), ah 
P(t) >, min@- , b+(f-))I. 
(3) Si F E L&,(0, 0~) ; =Y(H, H)) et P, < k+l, ah 
P(l) < [max(O, k,) e-at + I,’ f~-~(~-~) // F(s)11 ds] 1. 
(4) Si F < f+I et P, < k+I et f+ > -a2/4b, alors 
p(t) d max(0, k+ , ++(f+W, 
et 
P(t) < max (0, & + ++(.f+)) 1. I 
On a bien sur I’analogue de la Remarque 7. 1 
EXEMPLE 6. 
P’ + PA + A*P + aP + bP(I + cP)-1 P = F(t) 
P(0) = P, 
avec A >, 0, a, b, c constantes b > 0, c > 0. 
ler cas. a < -b/c. 
Posons 
9-m = 
CA - a - dc”;I2 + 2(2b + ac)iI + a2 
2(b + UC> 
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THBOR~ME 7. (1) Si F(t) > f-I awec f- > 0 et si P, > k-1 uvec 
k- 2 #-(f-) > -I/c alors P(t) 3 min(O, k-)1. 
(2) Si F EL~,,,(O, GO; LZ’(H, H)) et P(t) < k+I alors 
P(t) < [rnax(O, R,) e-al + J” eeact+) /I F(s)(j ds] I. 1 
0 
2kme cas. a = -b/c. 
On pose 4-(A) = -c;I/(b + ?;I) pour A > -b/9. 
THBORBME 7 bis. (1) Identique au (1) du The’orsme 7 avec le nouveau 
4- * 
(2) Si F EL:,,(O, co; P(H, H)) et P, < k+I alors 
I 
3dme cas. -b/c < a < 0. 
On reprend pour I,L- pour #-(A) la fonction du ler cas et 
CJ - a + dc”A” + 2(2b + acpI+ 
Icl+ca = - 2(b + 4 
dCfinie pour 
A > --(a + 4 + VW + aq - a2c2 = a,,, . 
, 
C2 
THBORBME 7 ter. (I) Identique uu (1) du ThLordme 7. 
(2) Si F EL&.(O, 00; 9(H, H)) et P, < k+I alors 
(3) Si F < f+I avecf, 3 0 et PO < k+I ators 
P(t) d max(k+ y #+(f+W I 
&me cus. a > 0. 
THBORBME 7 quarto. (1) Identique au (1) du Thbortme 7. 
(2) Si F(t) 3 f-1 avec ;Imin <f- < 0 et P, > k-l avec 
k- 3 #-(f-) alms P(t) >, min(k, #+(f-))I. 
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(3) SiF EL~,,,(O, co; .2’(H, H)) et P(t) < K+I alon 
P(t) < [max(O, k,) e-0: + jOz?-.+., 11 F(s)jl A] I. 
(4) Si F(t) < f+Iuoec f+ >, 0 et P, < k+l don 
P(t) < max@+ , #+U+W I 
EXJZMPLE 7. 
P’ + PA + A*P + UP - f Bf*P& + PDP = F(t) 
i-l 
P(0) = PO 
uvec A > 0; Bi , D E P(H, H); u E R. 
On suppose 
D = D* avec d,I < D < d,I et dl 3 0; d, > 0 
2 Bi*Bi < bI 
k-l < P, = p,* d k+l. 
DCfinissons 
(19) 
(19)bis 
d,*Gb = 
b - a f d(b - a)” + 4d,;I si di > o. 
2di 
THBORBME 8. (1) Si F(t) > f-I uvec f- 2 0 et PO > k-1 avec 
K- >, $2-(f-) ulors P(t) > min(O, k-)1. 
(2) Si a > b et 0 > f- > -(b - U)"/4d2 , d k > +2-(f-) uh 
P(t) 2 mink , d2+(f-))I- 
(3) Si F E L&,(0, 00 ; =Y(H, H)) et PO < k+l &YS 
P(t) < [max(O, A+) e’b-o’t + jot db--O)’ I( F(s)\1 ds] 1 
Sib > uetd, > Oon 
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P(t) < max ( 
0, & 1 +cl+(~+)p I 
Pour le choix de m dans le ThCorkme 9 on remarquera que si 
p-(t)1 < Q < p+(t)1 avec p-(t) B 0 < p+(t), ah 
(2m - a + b)pJ - dzpe21 < (2m - a)Q + c B,*QBi - QDQ 
* 
< (2m - a + b) PJ - d,p+21 
poum que m(t) 2 (42) + 4p+(t). I 
2.4. Prop&h de Monotonic 
On s’intkesse maintenant A une dasse d’bquations ayant la propriM 
suivante: 
La solution de 
I P’+PA+A*P++(t,P)=F P(0) = PO w-9 
est une fonction monotone de P,, et F. 
D~~FINITION 1. On dira que Q est une sous solution de (20) si 
Q ELY~,(O, T; -9(ff, H)), Q’ + QA + A*& EU(O, T; -!Wh f0) et 
I 
Q’+QA +A*Q+#,Q) <F, 
Q(O) G Qo . 
De m&me on parlera de sur solutions en changeant le sens des in~galids 
ci-dessus. 1 
Remarque 8. On aurait pu utiliser cette dCfinition au paragraphe 
prCddent mais elle est plus adapt&e au cas particulier que l’on va 
ttudier. 1 
Remurque 9. Comme Ii la Remarque 5(3) du paragraphe prtc6dent 
on pew inclure dans la dCfinition le cas oh A > 0, Q(t) = q(t)I avec 
De m&me pour les sur solutions. 1 
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L’hypothlse fondamentale est alors la suivante: 
On connait une sous-solution P- et une sur solution P, 
vkrifiant P- < P, et une d&composition 
$(4 P) = @)P + #l@, P> + P$&, P>P 
oh qS1 et & sont des fonctions dkroissantes de P 
pour P- ,< P < P, et a EL’(O, T). 
(21) 
Remarque 10. Si a(t) < 0 le terme a( t)P peut rentrer dans le terme 
4,(P). Si a(t) 3 0 on peut formellement le faire rentrer dans le terme 
P&(P)P avec &(P) = a(t)P-l mais cela fait apparaitre une fausse 
singularit en 0. 1 
EXEMPLE 8. 
(a) +,(P) = -i B,*PB, , 
i=l 
i&(P) = D > 0. 
(6) c$~(P) comme ci-dessus pour 
P >, 0: $2(P) = (iV + iI c,*pq 
avec N 3 0 inversible. 
(c) Pour 
P > 0: qb,(P) = -i &*PBi 
i=l 
+ (; B,*PD,)(N + $ D,*PD,)-1 ($ D,*PB,), 
9*(P) = C (A’ + f D,*PD,)-1 C*. 
1 
Pour la dkcroissance de c$~(P) voir l’exemple 1 du paragraphe 2.1. B 
On consid&re aussi l’hypothbe: 
3jIELI(O, T) (ou &,(O, co) si T= +c0) 
II $4, Qd - A@, Qdl G ;i(t> II 81 - Qz IL i = 1, 2. (22) 
pour P-(t) < Q1 , Qz d P+(t) pour t E [O, Tl. 
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Remarque Il. Si $(t, P) = f(t, P) avec f(t, a) fonction continue 
sur un intervalle reel z E [a, b], la condition (21) implique que f se 
prolonge au demi plan Im x > 0 en une fonction analytique (voir 
ThCoreme 1 du paragraphe 2.1). La condition (22) n’est done pas tres 
restrictive. Elle interdit cependant de considerer des fonctions du 
typef(t,z)=-YO<ol<lpourx>O. 1 
On peut affaiblir l’hypothese (22) par 
si P-(t) < P, < P+(t) et si P, converge de man&-e monotone 
vers P pour la topologie forte, alors q$(t, P,) converge vers (23) 
&(t, P) pour la topologie forte, i = 1,2. 
Remarque 12. L’hypothbe (23) p ermet de considerer certaines 
non linearit& exclues par l’hypothese (22) comme d(t, P) = -Pa; 
0 < Q: < 1 P > 0. Mais alors on n’est plus assures de l’unicite. 
M&me pour A = 0 l’equation 
i 
P'-pm =() 
P(0) = 0 
a une infinite de solutions (si dim H > 1) P = (t2/4) M oti M est 
une projection orthogonale. 1 
On considere alors la methode iterative (9) avec M dependant de KZ: 
PA+1 + P,+,(A + J&J + (A * + a*) Pn+1 
- P,M, - M,*P, + +(t, P,) = F (24) 
Pn+1(0) = PO 
et on choisit M, par la formule 
Mn = C2Pn) P, + AnI 
(24)bis 
avec 2/T, > a + II P+ - P- II max(ll+~(P->ll, II d2P+W 
THI!OR~ME 9. Sous la hypothbes (21), (22) la me’thode (24), (24)bis 
converge (unijormkment SW tout intervalle bornt) vers la solution unique 
de (20) pour tout P, vki.ant P- < Pi < P, . 
Si P, = P- la suite P, converge en croissant et tous les P, sont des 
sous-solutions. 
Si Pr = P, la suite P, converge en dkrozhant et tous les P, sont des 
sur solutions. 
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THBO&ME 9 bis. Sous Zes hypothhses (21), (23) la me’thode (24), 
(24)bis avec P, = P- converge en croissant vers la plus petite sohkm 
de (20) vkiJiant P- < P < P, . 
De plus tous les P, sont des sowsolutions. 
Si on prend PI = P, la suite P, , sur-solutions, converge en &croissant 
vers la plus grande solution de l’@ation vkzfiant P- < P < P+ . 
De’monstration. (1) SiP-<PP,<P+onaP-<P,+,<P+. On 
aura P- < P,+1 si on montre que 
P-’ + P&I + IV,) + (A* + A&*) P- - P,M, - K*P, + $(t, P,) <F. 
Compte tenu du fait que P- est sous solution il suffit de montrer que 
(P- - P,) M, + M,*(P- - P,) + b(t, P,) - d(& P-) G 0 
soit 
(2% - u)(P- - P,) + {+,(Pn) - h(P-)> + P-(&(PJ - #,(P-)) P 
- (P- - P,)&(PJ(P- - P,) < 0. 
Mais on a 
et 
De plus 
+,(P,) - &(P-) < 0 d’aprb (23). 
-(P- - P,) &(P,)(P- - P,) G II h(Pn)ll (P- - PA” 
< II MPJll II pa - p- II (Pa - p-1. 
Comme 
et 
II +n(P,)II < m=4l MP+)lL II 5W-M) 
IlP,-P-II <up+--pII 
il suffit done d’avoir 22% - a > 11 P, - P, II max(ll W+IL II AWlI) 
c’est-h-dire la condition (24)bis. 
De mCme on a P,+l < P, . 
(2) Si P, est une sous solution on a P, < PA+1 et P,+1 est une 
sous-solution. 
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Pour montrer P, < P,+l il suffit d’avoir 
I 
P,’ + P,(A + M,) + (A* + M,*) P, - P,M, - K*P,* + +(t, P,) < F 
P,(O) G PO 
c’est-a-dire P, sous solution. 
Pour montrer que Pn+l est une sous solution il suffit de montrer que 
Pn+1 - P,) Ma -t Mn*Pn+l - P,) + 4(4 P,) - d(4 Pn+1) 3 0. 
Comme au numero 1 cette quantite s’ecrit: 
MPJ - Wn+1)~ + P,+&2PJ - +2P~+l)~ pn+1 
+ G&l - W,,l - Pn) - P9z+1 - pn> 42PnPn+1 - Pm) 
qui est positif db que 2;I, - a > II q$(P,)II II P,+, - P, II (car 
P, < P,,,) et cette condition est &ah&e. 
De m&me si P, est une sursolution on a P, 3 P,+1 et P,+l est aussi 
une sur solution. 
(3) Sous les hypotheses du Theoreme 9 la convergence est 
uniforme sur tout intervalle borne: 
Si on pose 
on a 
%l(t) = II P,(t) - pm-l(Oll 
II W, - MB-1 II G k(t) II P,(t) - Pn-l(Oll = W 4) 
(on peut choisir ;I, independant de KI d’apres (24)bis). 
D’autre part on sait que 11 P,(t)11 < C et 11 M,(t)ll < Z(t) avec k(t) et 
Z(t) ELl(0, T). 
On aura done une majoration du type 
avec /3 ELl(0, T) 
on conclut comme au ThCoreme 3 que la convergence de P, est 
uniforme sur tout intervalle borne. 
(4) Sous les hypotheses du Theoreme (9)bis avec P, = P- ou P, 
la suite P, converge fortement vers P solution de l’equation. En effet 
si P, = P,* est une suite croissante bornee on sait qu’elle converge 
fortement [/I P,x - P,x /I2 < (Pm - P&v, x) 11 P, - Pm II pour m > n 
et done P,x est une suite de Cauchy]. 
Alors P,’ + P,A + A*P, converge fortement vers G = F - +((t, P) 
sw17/1-3 
32 LUC TARTAR 
et par conskquent P vCrifie P’ + PA + A*P = G d’aprk le para- 
graphe 1.1 qui d&nit la solution P. 
(5) Si P, = P- la limite est la plus petite solution &&ant 
P- < P < P, * 
En effet si Q est une solution vkifiant P- < Q < P, on peut 
choisir Q comme sursolution ?t la place de P, alors on a P, < 
P n+l \< Q et done la limite est < Q. 
De m&me si P, = P, la limite est la plus grande solution vkrifiant 
P- < P < P, . i 
THBOREME 10. Sous les hypothbes (21), (23) la plus petite solution 
vt!ri$ant P- < P < P, ainsi que la plus grande sont des fonctions 
croissantes de P, et Fpour P-(O) < P, < P+(O) et F ~Ll(0, T; 64(H, H)) 
vbi$ant 
P-’ + P-A + A*P- + +(t, P-) < F d P,’ + P+A + A*P+ + $(t, P,) 
Dkmonstration. Soit 
I 
Fl < F2 satisfaisant les conditions ci-dessus. 
Plcl G pm 
Soit Qz une solution correspondant g F2 , PzO vCrifiant P- < Q2 < P, . 
Alors Q2 est une sursolution pour le probkme correspondant g Fl , 
P,, . Comme P- est une sous solution de ce probkme il existe une 
solution Q1 du problkme Fl , P,, vCrifiant P- < QI < Qz < P, . On 
peut prendre pour Q2 la plus petite solution et aussi pour Q1 d’oti 
I’CnoncC. De m&me pour les plus grandes solutions. 1 
Remarque 13. Sous les hypothbes (21), (22) Ia solution unique est 
de m&me une fonction croissante de F et P, (avec les m&mes conditions 
sur F et P,,). 1 
EXEMPLE 9 Bismut [I]. A 3 0. 
! 
P’+PA+A*P+uP++,(P)+P~~~~(P)P=F>O 
P(0) = P, 3 0 
avec 
$,(P) = -@&*pB, + (+*PD,)(” + $ D,*PD,)-l($ D,‘PB,), 
4,(P) = c (Iv + .f D+*Pzq c*. 
1 
Comme P, > 0 et F Z 0, 0 est une sous solution. 
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On cherche une sur solution sous la forme p(t)1 avec p 3 0 avec 
I 
we; ; fW + fA(Pw) + p”(t) ~2(PW 3 F 
, * 
Par exemple si al - CF Bi*Bi > d, cy. E R on peut choisir 
p(t) = 11 P, 1~ e-ort + j-” e-rr(t-s) /I F(s)11 ds. 
0 
Si CII > 0 on a P(t) < max(jj P, 11; (I/a) max, 11 F(s)ll)l. Si 01 < 0 et si 
al-xBi*Bg+ 
* 
,,.&i*Di,l [(~B,*D,)(~D,*B~) -cc*] 3EIavecE>O 
alors on a P(t) < AIavec ;I > (( P, (1 et 
2.5. Solutions Pkriodiques 
La classe de non linearit& CtudiCe au paragraphe precedent est aussi 
particulierement adaptee au cas des solutions periodiques. 
On considere le probleme 
I P’+PA +A*P +$(t,P) =F P(0) = P(T) + K. (25) 
DEFINITION. On dira que Q est une sous-solution du probleme 
(25) siQ EL&(O, T; 9(H, H)); Q’ + QA + A*Q ~Ll(0, T; ,Ep(H, H)) 
et 
! 
Q’ +QA +A*Q +4(&Q) \<F 
Q(O) G Q(T) + K. 
On definit les sur-solutions de man&e analogue. 1 
Remarque 13. Comme a la Remarque 5(3) du paragraphe 2.3 et la 
Remarque 9 du paragraphe 2.4 on peut inclure dans la definition le cas 
oti A 3 0, Q(t) = q(t)1 avec 
De m&me pour les sur-solutions. 1 
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On fait alors i’hypothese (analogue a (21)). 
I 
On connait une sous solution P- et une sur-solution P, du 
probleme (25) verifiant P- & P, et une decomposition 
$(t, P) = a(t)P + (bI(t, P) + P&(t, P)P oh $r et & sont des (26) 
fonctions decroissantes de P pour P- d P < P, et a EU(O, 2’). 
On rajoute l’hypothese 
I 
a EWA 0 II #i(t, Qd - (bi(t, Qdll G h(t) II 81 - Qz II 
pour i = 1,2 et P-(t) < Q1 , Q2 < P+(t) t E [O, T]. (26)bis 
Ou bien l’hypothese moins forte 
I 
+(t, P) ELl(O, T; 9(H, H)) pour P- d P < P, et 
P EL-(O, T, 9(H, H)); et si P- < P, < P, avec P, convergeant 
de maniere monotone vers P pour la topologie forte alors +i(Pn) (26)ter 
converge vers +j(P) pour la topologie forte, j = 1,2. 
On considere alors la methode iterative 
pi&+* + P,,(A + Mn) + (A* + M,*)P, 
- P&I, - M,*P, + +(t, P,) = F 
P,+dO) = p?a+m + K 
(27) 
avec M, dCfini (comme 24 bis) par 
I 
ma = +2Pn) p, + &I 
M, 2 a + II P, - P- II max(ll hP+>II, II MP-)I) (27)bis 
et ir, assez grand pour qu’on sache resoudre 27. 
THBOR~ME 11. Sous Zes hypothBses (26), (26)ter la me’thode (27) awec 
P, = P- converge en croissant vers lapluspetite solution de (25) vbifiant 
P- < P < P, . La me’thode (27) avec PI = P, converge en dkroissant 
vers la plus grande solution de (25) ve’rzjiant P- < P < P, . Ces deux 
solutions particu&es sont des fonctions croissantes de F et K vbi$ant 
P-’ + P-A + A*P-. + +(P-) d F < P,’ + P+A + A*P+ + #‘+) 
et 
P-(O) - P-(T) < K < P+(O) - P+(T). 
D4monstration. Analogue B la dkmonstration des Thtorkmes 9 bis 
et 10. Au lieu d’utiliser la Proposition 5 du Chapitre 1 on utilise la 
Proposition 6. B 
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EXEMPLE 10. 
I 
P’ + PA + A*P + a(t)P + PDP = F 
P(0) =P(T)+K 
avec A 2 0, a(t) > 0, F > 0, K > 0 et D > d1, d > 0. Une sous 
solution est alors don&e par P- = 0. 
On cherche une sur solution de la forme P+(t) = p(t)1 et on 
cherche p vkrifiant 
1 
pa0 P(O) z P(T) + II K II 
P’ + UP + dP2 b II Wll. 
Si a(t) > OL > 0 il suffit de prendre pour p la solution de 
c’est-&dire 
avec 
I P’ + q = IIFII P(0) = P(T) + II KII 
p(t) = s’ (/ F(s)11 eMa+@ ds + Ce-“t 
0 
C(1 - e+T) = ~orll F(s)// e-O(r-s) ds + I/ K I/. 
Si u(t) > 0 seulement on peut poser p = 1 + q et chercher q 
vkrifiant 
1 
Q + 24 2 IIFII 
4(O) b 4(T) + II KII. I 
Remarque 14. On n’a pas nkessairement I’unicid. 
Par exemple si +(P) = P2 - P, avec A = 0, F = K = 0 on peut 
choisir P- = 0 et P, = I qui sont solutions. On peut trouver des sur 
solutions plus grandes que 1, (P, = a.I avec a 3 1 convient) mais il 
est impossible de trouver des sous solutions kgatives autres que 0. 
11 semble difficile de trouver un contre exemple h I’unicitC dans 
lequel ni P- , ni P, ne soient solutions. a 
En rajoutant quelques hypothbes SupplCmentaires (qui ne sont pas 
t&s restrictives pour les applications) on peut obtenir l’unicitk 
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On fait I’hypothese suivante: 
x(P) = &(t, P) + P&(t, P)P est convexe pour P- < P d P, 
c’est-a-dire 0 + (~(t, (1 - B)P + SQ)x, X) est convexe Vx E H Vt. (28) 
(X est derivable au sens: il existe une application lineaire bornee L,: 
d (~(6 P + AQz>x, 4 lizo = (UQh 4 dA 
pour P- < P < P, Vt. 
(28)bis 
On a alors le 
THBORBME 12. Sous Zes hypoth&es (26), (26)ter, (28), (28)bis et si 
P-’ + P-A + A *P- + 4(t, PJ - F < --oil avec 01 > 0 il y a 
unicite’ de la solution pbiodique et la mbthode (27) converge pour toute 
don&e initiale vbi$ant P- < P, < P, . 
Remarque 15. Naturellement on peut remplacer l’hypothese sur 
P- par une hypothese analogue sur P, , si x est concave. 
D’autre part si on remarque que (a1 + P)-’ et P(a1 + P)-lP sont 
convexes on voit que les fonctions holomorphes de P I’hypothese (28) 
ne supprime que des termes du type -P3 (qui, apparemment, n’est 
jamais intervenu dans les applications). 1 
De’monstration. Si P,(_, designe l’iteration correspondant a la 
don&e initiale P- , Pn(+) celle correspondant a P- et P, celle corre- 
spondant a P, arbitraire verifiant P- < P, < P, on voit que l’on a 
P,(-, < p, d Pa(+) * L’identitC de la solution minimale et de la 
solution maximale montre alors que P, converge vers cette solution. 
Soit done P, la solution minimale et P, + R une autre solution, avec 
R 3 0. 
On a done 
I P,‘+P,A+A*P,+aP,+x(P,)=F P,(O) = P,(T) + K 
I 
(PO + R)’ + (P, + WA + A*(P, + R) + a(P, + R) + x(P,, + R) = F 
(PO + R)(O) = 0% + R)(T) + K. 
Si /z < 0 on a a cause de la convexite de x: 
x(po + jlR) - (1 - ;i) x(PO) - Ax(PO + R) > 0. 
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En multipliant l’kquation en P, par (1 - ;I), celle en P, + R par ;I et 
en ajoutant on obtient alors: 
(P, + ;IR)’ + (P,, + ARIA + A “(P, + AR) 
+ a(P, + AR) + x(Po + ;IR) 3 F 
(P, + ;IR)(O) = (P, + ;IR)( T) + K 
et done P, + ;IR est une sur solution. 
Si on montre que P, + ;IR > P- on voit qu’il existe une solution Q 
vkrifiant P- < Q < P, + ;-IR ,< P, et done R = 0 puisqu’on doit 
aussi avoir P, < Q. 
L Ctant dCfini par (28)bis on a 
xPo + RI 2 x(Po) + L(R), 
x(F) > x(Po) - w, - P-1. 
Done 
(1 - ;I) x(Po) + ;ix(Po + R) < x(P,) + L(;IR) 
,< L(P, + ;IR - P-) + x(PJ. 
On a done 
i 
(PO + AR)’ + (P, + ;IR)A + A ‘(P, + AR) 
+ a(Po + AR) + L(P, + ;IR - P-) + x(p-) 2 F 
PO + ;IR)(O) = (P, + ;IP)( T) + K. 
11 existe p > 0 assez grand tel que le problkme 
I Q’+QA +A*Q +aQ +L(Q) +pQ = G Q(O) = Q(T) + J 
soit bien posC et vCrifie Q 2 0 quand G > 0, J > 0. 
EnposantQ=P,+;-IR-PP_ona 
Q’+QA+A*Q+aQ+L(Q)i-PQ 
>F-~~‘-PP_A-A*P---~--x(~-)+~Q 
> a~ + p(~o - p-) + dR 
>cxI+p;IR 
Q(O) 3 Q(T)- 
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On choisit done & < 0 tel que LX + piI,-, 11 R 11 > 0 et on obtient 
Q>O. I 
Remarque 16. On peut aussi remplacer la mkthode (27) par la 
mCthode suivante: 
I 
K,, + P,+d + A*Pn+l +d(c Pn,,) = F 
P,+,(O) = pm + K (29) 
et utiliser les rksultats du paragraphe prCcCdent si P- < P,(t) < P, 
pour t E [0, T] on a 
P,+JO) = P,(T) + K 3 P-(T) + K > P-(O) 
et < P+(T) + l-c < P+(O)* 
Done P- est sous solution et P, sur solution (au sens du paragraphe 
2.4) pour le problhme (29). 
Si P,-l d P, , il est clair, compte tenu du ThCorkme 10, que 
pn G pm+1 * 
Par conskquent la mCthode (29) avec comme don&e initiale P- 
converge en croissant vers la solution minimale vkrifiant 9 < P \< P,. 
Si on prend comme don&e initiale P, la suite P, converge en dkcrois- 
sant vers la solution maximale. u 
Remarque 17. Compte tenu de la remarque ci-dessus on voit qu’on 
peut rksoudre des probkmes du type 
I P’+PA +A*P +$(t,P) =F P(O) = w-9 
on remplacera dans (29) la condition P,+,(O) = P,(T) + K par 
P,+,(O) = $P?J- 
On supposera que P- vkrifie P-(O) < $(P-) P+(O) > $(P+). 
On supposera que $ est croissant pour P- < P < P, et que si Q,, 
converge vers Q de man&e monotone (pour la topologie forte) on a 
#(Q,) converge vers +(Q). 
Alors si on part de P- on obtient une suite croissante convergeant 
vers la solution minimale et si on pert de P, une suite dkcroissante 
convergeant vers la solution maximale. 1 
2.6. Comportement b l’lnfini 
Toujours avec la mCme classe d’opkrateurs on va pouvoir Ctudier le 
comportement 21 l’infini de P(t). 
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On supposera: 
I 
A, F et 4 independants de t 
P- , P, indtpendants de t. (30) 
Les hypotheses restant celles du paragraphe 2.4 (21), (22). On a alors: 
TH~OR&ME 13. La solution de 
jP’+PA+A*P+$(P) =F 
(P(0) = P- 
est croissante en t et converge quand t tend vers l’infini vers une solution 
PI”_, du probkme stationnaire PA + A*P + r+(P) = F. La solution de 
I 
P’+PA+A*P+$(P) =F 
P(0) = P, 
est dtkroissante en t et converge quand t tend vers l’in$ni vers une solution 
P;, du probkme stationnaire. 
Toutes les solutions Q du probEme stationnaire vk$ant P- < Q < P, 
vbifient P;“_, < Q < Pg, . 
De’monstration. La solution correspondant a la don&e initiale P- 
verifie P- < P < P, . 
La solution Q correspondant a la donnee initiale P(E) verifie d’aprb 
le paragraphe 2.4, Q > P. 
Mais comme les don&es sont independantes de t on a Q(t) = 
P(t + E), On a done P(t) < P(t + 6) VJE > 0. 
Done P(t) converge en croissant vers PT”-, (pour la topologie forte). 
Alors P,(t) = P(t + n) verifie P,(t) -+ PC, 
Done P, tend vers la solution de 
(Q’+QA +A*Q =F-#(my,) 
(Q(o) = PC, 
et done P;“_, est solution de cette equation c’est-a-dire est une solution 
stationnaire. 
De mCme pour Pi”+, . 
Si maintenant Q est une solution stationnaire verifiant P- < Q < P, 
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alors on peut la considerer comme une sous solution ou une sur 
solution. 
En remplacant P, par Q on voit que P(t) 6 Q pour tout t et done 
P;“_, <Q. 
De m&me Q < P;“,, . 1 
Remarque 18. (1) Si on remplace I’hypothbe (22) par (23) alors 
on voit que c’est la solution minimale de 
I P’fPA +A*P+$(P) =F P(0) = P- 
qui est croissante en i! et elle converge aussi vers la solution minimale 
du probleme stationnaire. 
(2) On pourrait obtenir directement l’existence de solutions 
stationnaires par une mtthode analogue a celle deja utilisee a con- 
dition de resoudre a chaque iteration un probleme du type 
PA+A*P+;IP=F. 1 
THJ?OR&ME 14. La solution minimale Pp, et la solution maximale 
6 sont des for&ions croissantes de F tant que 
P-A + A *P- + $(P-) < F < P+A + A *P+ + $(P+). 
De’monstation. Si FI < F, . On peut prendre comme sur solution 
du probleme avec FI la solution minimale correspondant a F2 on aura 
done P;“_,, < Prhp . De m&me on prendra comme sous solution du 
probleme avec F2 la solution maximale correspondant a FI . 1 
TH~ORBME 15. Si le probl2me stationnaire a une seule solution P” 
vhjiant P- < P” < P, . Alors pour tout P, vkijant P- < P, < P, 
la solution P(t) correspondant ci la don&e initiale P, converge (pour la 
topologie forte) vers P” quand t tend vers l’injni. 
De’monstration. Si Q-(t) est la solution correspondant a la don&e 
initiale P- et Q+(t) correspondant a P, , on a 
Mais 
Q-(t) G p(t) G Q+(t). 
Q-(t) -+ Pr-, = Pm fortement 
Q+(t) + P;“,, = Pm fortement 
et done P(t) 4 P” fortement. 1 
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Comme dans le cas des solutions periodiques on peut obtenir des 
theoremes d’unicid permettant d’appliquer le Thtoreme 15. 
TH$OR&ME 16. Si P$i(P)P + $z(P) est conwxe (hypoth&e (28, 
(28)bis) et si P-A + A*P- + $(P-) <F - orI avec a: > 0 il y a 
uni.citC des solutions vbifant P- < P < P, . 
Dtmonstration. Analogue a celle du Theoreme 12. 
Soit x(P) = P&(P)P + &(P). Soit PO la solution minimale et 
P, + R, (R 3 0) une autre solution en utilisant la convexite de x on a, 
pour A < 0 
x(Po + ;IR) - (1 - iI) x(Po) - ;Ix(P, + R) 2 0 
alors P, + ;IR est une sur-solution. 
11 faut montrer ensuite que P, + ;IR > P- . Compte tenu de 
xPo + W 9 x@‘o) + WI 
et 
XP-) 3 x(&J - wo - p-1 
on voit que Q = PO + ;IR - P- verifie 
QA+A*Q+aQ+L(Q)>F-P-A-A*P---(P-)>&I. 
Mais, d’aprb le lemme qui suit, il existe p > 0 tel que 
QA + A*Q + L(Q) + ~LQ > 0 implique Q 3 0. 
I1 suffit done d’avoir aI + p(P,, - P- + ;iR) > 0. On choisit done 
,& < 0 tel que (Y + ;IOp I( R 11 > 0. 1 
LEMME 3. Si A est gtkkrateur injkithimal d’un semi groupe G(t) 
vkifant j( G(t)\] < Mewl; si(lL(P)j( < R // P (I. Alorspour p > 2w + M2k 
le problhe PA + A *P + PP + L(P) = E admet une solution unique 
v++nt II P II < (M2/(-(2u + Jf2h) + P)) II E II. 
De plus E > 0 implique P 2 0. 
De’monstration. Soit c(t) le semi groupe qui a P, E .Ep(H, H) fait 
correspondre P(t) oh P est la solution de 
! P’+PA+A*P+pP+L(P)=O P(0) = P, . 
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D’apres l’exemple 1 du Chapitre 1( 1) on a 
/I P(T)11 < M2d2w-u)T 11 P, jl + J-‘M 2e(2w-“)(r-t) IIL(P(t))l/ dt 
0 
&oh l’on tire 11 P( T)lj < M2e(20+Mtk--r)T 11 P, 11. 
La solution de PA + A*P + PP + L(P) est alors la limite de Q(t) 
verifiant 
1 
&--~. + A*Q + PQ + L(Q) = E 
c’est-a-dire 
P = jm G(t)(E) dt. 
0 
De plus la solution Q est 3 0 si E > 0 et done on a le lemme. 1 
Donnons quelques exemples oh I’hypothbe de convexite est 
verifiee. 
EXEMPLE 11. Si N = N* > 0 inversible alors 
est decroissante et convexe pour P > 0. 
On considere P > 0 et P + R > 0 et on prend la d&i&e seconde 
par rapport B t de +(P + tR). 
En posant X = (N + xy D,*PD,)-l et Y = CT D,*RD, on trouve 
2XYXYX qui est 3 0 puisque X 2 0. 1 
EXEMPLE 12. Si N = N* > 0 inversible alors 
P ---)r P (N + i D,*PD,)-l P 
i 
est convexe pour P > 0. 
Comme B 1’Exemple 11 on trouve comme d&iv&e seconde 
2RX.R - 2RXYXP - 2PXYXR + 2PXYXYXP 2 0; B 
EXEMPLE 13. 
m = -li 4*p4 + (i B,*PD,)(N + 5 D,*PD,)-l (i D,*p&) 
i , i i 
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(oti N = N* > 0 inversible) est decroissante (Exemple 1 du para- 
graphe 2.1) et convexe pour P > 0. 
En posant 
X = (N + $ Di*PDi)-‘; Y = t Di*RDi, 
Si = i D,*PBi et Ti = ~ Di*RBi 
1 I 
on obtient comme derivee seconde, 
i 12Ti*XTi + 2S,*XYXYXS< - 2Ti*XYXSi - 2Si*XYXTi 1 
et chaque crochet est > 0. 1 
En conbinant les Exemples 11, 12, 13 on a done de nombreux 
theoremes d’unicid pour les probkmes stationaires ainsi que des 
theoremes de comportement h I’infini en utilisant les ThCoremes 15 
et 16. 
2.7. Solutions PtKodiques (2) 
Dans le cas des optkateurs Hilbert-Schmidt on peut obtenir 
I’existence de solutions periodiques pour des non linear it&s differentes 
de celles CtudiCs en 2.4, 5, and 6. 
On fait les hypotheses suivantes: 
I A 2 0; +(t, P) = f(t, P) oh f(t, z) est une fonction de classe Cl dans un intervalle convenable F - f(O)1 EL’(O, T; u&f, H)), K E a#, H). (31) 
11 existe deux fonctions bornkes p - (t) < 0 < p + (t) telles que 
C&-‘(t) + f(4 &@))I~ + F < 0 < l$,‘W + fk P + (W + F 
EM-‘) - I’-Wl~ G K G CP+P) - P+G’W 
-g (4 4 3 h(t) pour P-(t) S z <p+(t) (32) 
s %(t) df > 0. 0 
THBORBIVW 17. Sous les hypoth&es (31), (32) il existe me solution 
unique P EL’=(O, T; u#fZ, H)) wb+znt P-(t)1 < P(t) < p+(t)l 
I 
P’+PA +A*P+f(t,P) =F 
P(0) = P(T) + K. 
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De’monstration. Pour p-(O).Z < P, < p+(O)1 et P, E ~~(29, H) on peut 
resoudre 
I L($yP ‘*’ +f(t’ ‘) = F (Theo&me 6bis 2.3) 0 
on a P EL”(O, T; a,(H, H)) et 
P, -+ P(T) + K est done une application qui conserve les operateurs 
Hilbert-Schmidt verifiant p-(O)1 < P < p+(O)l. 
11 suffit de savoir que cette application est une contraction stricte 
pour avoir l’existence et l’unicite d’une solution periodique, si Q 
correspond a la donnee initiale Q. , on a: 
(P - 8)’ + (P - Q)A + A*(P - Q) + p(t)@’ - Q) 
= /-4W’ - Q> - f(P) + f(Q)- 
On choisit p(t) 3 (8f/&)(t, z) Vz E [p-(t), p+(t)] alors p(t)z -f(t, x) 
est lipschitzien de rapport < CL(L) - h(t) et done d’apres le Lemme 2 
(2.1) on a 
Ill &)P - Q) - fk P> +f(c Q)lll G (CL(~) - W !/i P - 8 III. 
On a alors 
l/l P -Q Ill (t) < Ht. 0) i’l PO - Qo iI1 + [‘b(h S)(CL(S) - h(s)) l/l P - Q III ds 
0 
Oti 
et on obtient /I/ P - Q II/ (t) < II/ PO - Q. 111 exp(-ji X(a) dcr) en 
prenant t = Ton voit l’utilite de la condition Ji h(o) do > 0. B 
Compte tenu du fait que l’analogue du Lemme 2(2.1) n’est pas vrai 
pour la norme de Z(H) H), la methode ci-dessus ne peut &tre &endue 
au cas general. 
Remarque 19. Esquissons sur un exemple une autre methode 
applicable au cas 9(H, 27). 
On supposera A > 0 et $(t, P) = a(t) P3 + b(t) P2 + c(t)P avec 
a(t) > 0 (le cas a(t) < 0 rentre dans le cadre 2.5) p-(t)1 une SOUS 
bolution, p+(t)1 une sur solution. 
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On suppose que (2.9 + 2bz: + c > x(t) pour p-(t) < z < p+(t) et 
JiA(t) dt > 0. Alors il existe une solution unique du problkme 
P’+PA+A*P++(P)=F;P(O)=P(T)+K. 
On considcre pour cela le problkme 
i 
P’fPA +A*P+aP3+bP2+c =F 
P(0) = P, 
pour P-(O)1 < P, < p+(O)1 on a une solution vkrifiant 
et I’application P, + P( 2’) + K conserve le convexe p-(O)1 < P < 
p+(O)l. On veut montrer que c’est une contraction stricte. 
On remarque que P, --+ P est dtkivable et que sa d&iv&e est 
l’application Q0 -+ Q oti Q est la solution de 
I 
;;ofE;+ A*Q + u(QP” + P,QP + P”Q) + b(QP + FQ) + CQ = 0 
0’ 
On peut montrer que // Q(t)11 < I/ Q. Ii exp(-Jb h(s) ds). 11 suffit de 
voir que les &sultats du paragraphe 2.3 sont applicables avec comme 
sur solution q(t)1 et sous solution -q(t)1 oh q(t) = exp(-Jk h(s) ds) 
et M = aP2 + bP + (c/2)1. La condition i vkrifier est que 
2aP2 + 2bP + c1 > aP2 d’oh la condition. 
Comme la majoration sur la d&i&e ne fait pas intervenir P on voit 
que si P est solution pour la don&e initiale P,, on aura 
II P(t) - P(t)ll < II PO - PO II exp (-lot W ds). I 
Remurque 20. Le cas Hilbert-Schmidt aurait don& 
s 
T  
3az2 + 2bz + c 3 p(t) et p(t) dt > 0; 
0 
condition moins restrictive que la prCcCdente. 
Notons aussi que la m&me mCthode appliquke g une non-1inCaritC 
P5 + KP semble donner la condition suivante: 
s 
T  
v(t) dt > 0 avec v(t) = k - max(I p-(t)/", I p+(t)14) 
0 
condition tr&s difT&ente de P3 + KP oti k > 0 est suffisant. Cette 
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difference (apparente) entre les non linearit& de type Pa et P5 a deja 
CtC remarquee (pour une autre methode) par Da Prato. u 
2.8. Comportement h l’In$ni (2) 
Comme au paragraphe precedent on peut obtenir des resultats dans 
le cadre Hilbert-Schmidt. 
On fait les hypotheses suivantes: 
A 3 0; +(t, P) = f(P) oh f est de classe Cl dans un voisinage 
de l’intervalle [p- , p,] p- < 0 < p, . f(p-)l < F < f(p+)l; 
f(O)I - F E 4f, H) (33) 
af 
az >,;I>0 pour p- d z < p, . 
TH~OR&ME 18. Sous l’hypoth&e 33 la solution de 
I 
P’+PA+A*P+f(P)=Favecp~I~P,~p+l 
P(0) = P, 
converge dans u2(H, H) vers l’unique solution de 
PJ + A*Pm +f(Pm> = F 
vkrijant P, E a,(H, H) et p-I < P, < p+I. 
Dtmonstration. D’aprb la demonstration du Theoritme 17, si Q est 
la solution correspondant a la don&e initiale Q,, on a 
I/i p(t) - QW < Ill PO - So Ill ewzt. 
On en deduit d’abord l’unicid d’une solution stationnaire. Puis en 
posant Q,, = P(E) avec E > 0 on voit que 
Ill P(t) - W + ~)lll d e-At III PO - %Iil 
ce qui montre que ]I/ P(t)/11 est borne et que P(t) est une suite de 
Cauchy dans a,(H, H). 1 
Remarque 2 1. La methode indiquee a la remarque 19 permet 
d’obtenir le resultat suivant: 
Si az2 + 2bz + c > A > 0 sur l’intervalle [p-, p+] avec 0 E [p-, p,]. 
Alors pour (ap-” + bpp2 + cp-)I < F < (ap,” + bp2 + cp+)lla solu- 
tion de 
1 
P’+PA +A*P+aP3+bP2+cP =F 
P(0) = P, 
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et p-I < P, < p+I converge dans L?(H, H) (pour la convergence en 
norme) vers I’unique solution du problkme stationnaire vhifiant 
P-I < p < PJ I 
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