Electromagnetic inverse problems can be formulated using exact non-linear integral equations similar to the traditional linearized equations. It has been suggested by other workers that, while these exact equations are correct, they are not an appropriate basis for general inversion algorithms, in particular for magnetotelluric soundings. In this paper we present a general inversion algorithm based on the exact equation for magnetotelluric soundings. The integral equation is derived directly from the 1-D electromagnetic induction equation using elementary operations, and it is solved numerically by iterations using linear programming techniques. At each iteration the equation is approximated by a linear relationship similar to that of traditional linearization, except that the data and the conductivity profile are not referred to as perturbations, although a reference model is still needed for computing derivatives. It is argued that the method is a natural extension of the Niblett-Bostick transformation for magnetotelluric soundings. The performance of the method is illustrated using numerical experiments and applications to field data.
INTRODUCTION
The aim of the magnetotelluric method is to investigate the electrical conductivity distribution of the Earth. To this end, observations of natural electromagnetic fields are recorded on the surface of the Earth for later interpretation. The mathematical process to estimate the conductivity distributions from a given set of data is necessarily a non-linear problem. Linearized inverse methods are based on approximations of Maxwell's equations by a sequence of linear integral equations. The nonlinear problem is then reduced to a sequence of linear problems which are solved using linear analysis. Several successful approaches to linearized inversion for a 1-D earth have been reported in the literature (e.g. Oldenburg 1979 Oldenburg ,1983 Constable, Parker & Constable 1987; Smith & Booker 1988) . Linearized inversion has proved to be very flexible and it can be easily generalized to higher dimensions.
There are alternative approaches which do not use linearization but also reduce to the solution of a sequence of linear problems. These are based on exact integral equations derived from Maxwell's equations (e.g. Coen, Quercia & Mackiewicz 1983; Whittall & Oldenburg 1986 ). These methods represent valid options to linearization. Their main contribution to the subject consists of bringing into the picture other aspects of the problem not contained in the approximate linearized equations. The integral equations derived in G6mez-Treviiio (1987a) represent another example. They have been applied to a variety of inversion-related problems (e.g. G6mez-Treviiio 1987b; Esparza & Gomez-Treviiio 1987; Spies 1989; Sasaki 1989; Boerner & Holladay 1990; Boerner 1992; Singh & Kant 1995) , mainly to justify and clarify particular features of electromagnetic induction methods. However, no successful approach has followed for the practical inversion of electromagnetic data. Furthermore, a detailed analysis by Dosso and Oldenburg (1991) of the 1-D magnetotelluric equation suggests that it cannot be used for numerical inversion. Their result is based both on theoretical arguments and on actual attempts to construct a numerical solution for practical inversion.
The objective of the present paper is to report on a successful approach to invert magnetotelluric data using the corresponding exact integral relationship. In an earlier paper, Gbmez-Treviiio (1987a) established the integral equation simply by substitution, using a broad formulation developed for quasi-static problems in general. This tends to obscure the close relationship between the differential and the integral equations. Here we present an equivalent but more direct approach, particularly suited to the 1-D magnetotelluric problem. We also present the numerical solution and some of its applications.
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THE INTEGRAL EQUATION
Let us assume a vertically inhomogeneous half-space whose conductivity is given by an arbitrary function a(z). The source fields are horizontal, varying as exp(ior) where w is the angular frequency. Without loss of generality we assume only an x-component of the electric field and a y-component of the magnetic field; since there are no more components of the fields, we will simply denote them as E (z, w ) and H(z, w), respectively.
For measurements E(0, w ) and H(0, w ) on the surface of the Earth, a complex apparent resistivity can be defined as where po stands for the permeability of free-space. 9 ' represents the impedance on the surface of the Earth and is calculated as pa depends explicitly on the angular frequency w and, through I , it also depends on the conductivity profile cr(z). The magnitude of pa corresponds to the Cagniard-Tikhonov apparent resistivity and its phase is simply given as 241 -go", where 4 is the phase of I .
Let us start by considering the derivative of (1) with respect to the angular frequency w. This derivative is
The dependence of I on a(z) can be evaluated explicitly through the differential equation governing the induction process. From Maxwell's equations we have that, at any depth in the half-space, the fields obey the relationships
where the arguments in E(z,w) and a(z) have been dropped for simplicity. We use (6) to obtain an expression for the partial derivative of I with respect to o, which, when combined with (3), will reduce the magnetotelluric inverse problem to the solution of a non-linear integral equation.
The derivative of (6) 
_ _
Multiplying this equation by E and using (6) we obtain
Noticing that the two terms on the left-hand side of (8) are closely related, through the derivative with respect to depth, the following rearrangement is possible:
We now take the definite integral over depth on both sides of (9). Since the term in brackets i s a continuous function of depth, the left-hand side of (9) Using ( 2 ) and (4), this equation can be rewritten as
Solving for the derivative of I with respect to w we obtain Substituting (13) in (3) and multiplying both sides by w we obtain Using (1) this reduces to
Defining the apparent conductivity a, as p i ' , eq. (15) can be rewritten as where a(i0g a,) w aa,
This is the same equation as was derived by Gbmez-Treviiio (1987a) by imposing the similarity principle to linearized forms of Maxwell's equations. The present development stresses a very important point, that the integral equation (16) is nothing other than a different way of writing the original differential equation (6). It can be stated that the differential equation is more appropriate for dealing with the forward problem, and that the integral form is in many ways more appropriate for dealing with the inverse problem.
The way eq. (16) is written makes the apparent conductivity a simple weighted average of the unknown conductivity distribution. If aa(w) is known only at a finite set of angular frequencies, the information available about the conductivity profile is summarized by a finite set of weighted averages of a(z). It then follows that, in general, a unique recovery of a(z) is not possible and that some kind of ambiguity must be accepted. Also, it is possible to obtain the well-known Niblett-Bostick transformation from eq. (18) is the factor (1 + m)-', which is not depthdependent. This shows that, except for a normalization factor, the Frechet derivatives for the magnetotelluric problem play a dual role of sensitivity and weighting functions for electrical conductivity. Both kernels are evaluated for the same conductivity model a(z), but in the case of eq. (18) the objective is to predict the change 6a,(w) when the conductivity model changes from a(z) to o(z) + 6a(z). This is the basis of linearized iterative methods. In the case of eq. (16) there are no changes in either a,(w) or a(z). This does not mean, of course, that one can recover a(z) from aa(w) as in linear problems. This cannot be done because the kernel function of eq. (16) depends on o(z). It is, however, still possible to apply linear analysis as in linearized inversion by means of approximations. This is considered in detail in the next section.
In developing eq. (16) we have assumed a, to be complex. Similar equations can be obtained for the amplitude and phase of a,. Writing a, as a,=Ia,Ieie,
it follows that and de 1 da, dw a, dw we have included measurable quantities as 2 ' and ma. These quantities could equally well be placed on the left-hand side of the equation and be considered as data. In fact, the equation is algebraically simpler when taking this approach. However, this tends to obscure the close relationship of eq. (23) with the well-known Niblett-Bostick transformation for approximate inversion. We incorporate this non-linear approximation in one of the iterative processes described below to make the first iteration more effective. It is also possible to obtain a first estimate of a(z) by proposing an initial model to evaluate the kernel function, and then proceed to the application of linear analysis. As in linearized inversion, the first estimate is then used to update the kernel, and the whole process is repeated until there is no need to update the model. The general idea is thus to iterate eq. (23) and at each iteration to update the term in brackets. At each iteration, a(z) is obtained directly from Iaa(wi) I using linear programming.
The idea of applying linear programming to the present non-linear problem came from its success in linear situations. For low resistivity contrast, the inverse 1-D induced polarization problem is linear with respect to chargeability (Esparza & Gomez-Treviiio 1989) . The same is true for arbitrary 1-D conductivity variations when considering electromagnetic measurements at low induction numbers (Esparza & G6mez-Treviiio 1987; Esparza 1991) . In both cases, the inverse problem can be formulated in terms of a linear integral equation that can be solved directly using linear programming techniques. It is possible in these cases to obtain traditional layered earth models made up of a few homogeneous layers without specifying the number of layers a priori. The idea here is to apply iteratively the same procedure to the non-linear magnetotelluric problem. For the sake of simplicity we use only eq. (23) in the algebraic steps that follow.
We are interested in minimum-structure solutions. In this we follow Oldenburg & Samson (1979) , who applied a similar technique to a linear problem with interferometric data. Let us define and then eq. (23) is written as IQa(Wi)l = r Hi@, z)a(z) dz.
We integrate (27) by parts, and the result is into a large number of layers, in such a way that the conductivity can be considered uniform in each layer. Eq. (28) is then transformed to a matrix system of equations. The algebraic details are given in Appendix A, but the final result is a1 is the conductivity of the first layer and m is the total number of layers. Eq. (30) can be written in matrix form as
where y is the vector containing the apparent conductivity data. -1
x is the vector of unknowns, with xo = a1 and x j = ajll -aj, j = 1, . . . , m -1. The elements of the matrix A are given as
Notice that ma(wi) can be evaluated, using eq. (30), from laa(wi)l and its partial derivatives with respect to the conductivities of the layers. To take into account the uncertainty in the data, instead of solving this system of equations exactly we solve the following system of inequalities:
y -e I Ax 5 y + e ,
where e, is the uncertainty of laa(wi)l. To find a minimumderivative solution to (33), we minimize the Ll norm of the difference in conductivity from layer to layer. That is, we minimize
The minimization of (34) subject to (33) is made via linear programming techniques (Gas 1969) using the simplex algorithm.
As stated earlier in relation to eq. (23), the idea of the method is to iterate eq. (31), obtain x from y, and at each iteration update the matrix A according to the new x. The procedure is similar to that used in linearized inversion when solving eq. (18), except that in the present case neither x nor y represents perturbations with respect to the reference model. This relative independence of x and y from A can be used to advantage by assuming a number of initial models simultaneously in the first iteration, with each model particularly suited to a corresponding data point. One version of the algorithm begins In this example we used amplitude and phase data transformed to a , , and uai. with n simultaneous half-spaces of conductivity lo,(wi)l, where model, equivalent to the application of the Niblett-Bostick n is the number of amplitude data. Each row of the matrix A is transformation (Gomez-Treviiio 1987a), is used as the starting computed assuming a different half-space, depending on its model for the next iteration. The process continues until the corresponding apparent conductivity value. The resulting response of the model fits the data to a required level. We 
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where Ic?,(wi) 1 represents the corresponding computed value of lo,(wi)l. Fig. 1 shows how the procedure converges to a final model whose response fits a synthetic data set to a 1 per cent level. Another version of the algorithm uses a more traditional approach, beginning the iterative process with a homogeneous half-space. Fig. 2 shows how this version of the solution converges for the same data set. In the two versions of the algorithm described above, we use only amplitude data.
To approach the full complex problem, instead of using amplitude and phase data we use the definitions of apparent conductivity of Spies 
(37)
We do this in order to avoid infinity in eq. (25) when mp is zero for a uniform half-space. The integral equations for a , , and cai have the same form as eq. (23). That is, the function that appears as the weighting function is the Frechet derivative of oar with respect to IJ, divided by 1 +mar, where mar is the logarithmic derivative of oar with respect to frequency. Again, the iterative process begins either with a uniform half-space or with n uniform half-spaces, as described above. The resulting model of this iteration is then used to compute mar, m, and the partial derivatives of oar and nai, and then to solve for d')(z), the model at the second iteration. This process is repeated until the model fits the data to a required level. Figs 3 and 4 show how the process converges from n uniform half-spaces and from a single uniform half-space, respectively. In all of the above applications no noise was added to the data, but the system of inequalities (33) was solved to a 1 per cent level.
For the sake of comparison, and to illustrate the method further, we used the data set of Fig. 4 as indicated by Whittall & Oldenburg (1992). Again, no noise was added to the data, but we assumed that the uncertainty in leal and Q was 5 per cent. The results are shown in Fig. 5 . In Fig. 6 our model is compared with the set of models described by Whittall & Oldenburg (1992) . We also used the data described by Constable et al. (1987) , which correspond to a sounding made in a site near Newcastleton in Britain, as originally described by Jones & Hutton (1979). For this application, the starting model was a single half-space of conductivity 0.01 S m-l. The final model found after four iterations is shown in Fig. 7 . For comparison, we have also included the model found by Constable et al. (1987) using the Occam philosophy. The agreement between the two models is reasonably good, with the exception of the first 4 km, where apparently the models differ. However, the shallowest skin depth For these data is about 40 km; consequently, the conductivity at these shallow depths is not well constrained by the data.
To complete our discussion, in Fig. 8 we present a comparison of the rate of convergence of the present integral equation method with that of linearization. For this purpose we implemented two parallel versions of the Occam algorithm, one based on the integral equation and one on standard linearization. Both versions use apparent conductivities as defined by eqs (36) and (37), and both minimize the Lz norm as originally described by Constable et al. (1987) . The two algorithms were applied to the same data set of Fig. 5 , and both started with the same uniform half-space. We monitored the misfit after each iteration. Fig. 8(a) shows the evolution of the misfit when the initial model is a very resistive half-space, and Fig. 8( b) shows the corresponding behaviour when the process starts from a highly conductive model. It can be seen that the rates of convergence for the two algorithms are very similar regardless of the starting model. Linearization is slightly more efficient close to the final model, but both algorithms converge to the same rms = 1.0 in about the same number of iterations.
CONCLUSIONS
We have transformed the 1-D electromagnetic induction equation into a new integral form suitable for numerical inversion of magnetotelluric sounding data. The numerical solution that we present follows the traditional iterative process of linearized inversion, but the updated model and the data enter into the computations exactly as in linear problems, with no reference to perturbations. The integral equation allows for the use of many models simultaneously to begin the iterative process, in such a way that it is possible to link naturally the present solution with the well-known Niblett-Bostick transformation for magnetotelluric soundings. This link is possible because the integral equation allows the direct recovery of the model without invoking perturbations. The numerical solution is also shown to converge starting from a uniform half-space, just as it does in linearized inversion.
