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Chapitre 1
Introduction
1.1 La problématique du Traitement Aveugle de Signal (TAS)
De nombreuses applications (biomédicales, télécommunications, etc.) nécessitent un prétrai-
tement des données observées afin de dévoiler l’information utile. Autrement dit, le ou les signaux
d’intérêts, communément appelés sources, ne sont en général pas directement accessibles. En effet,
cette information est soumise à plusieurs perturbations dues, par exemple, au milieu de diffusion.
Deux questions fondamentales se posent alors :
– peut-on identifier la fonction de transfert liant les sources aux observations ?
– connaissant cette fonction de transfert, la restitution de l’information utile est elle possible ?
Une approche, rendue possible grâce à l’observation simultanée du signal d’entrée et de sortie du
système, consiste à minimiser l’erreur quadratique moyenne de sortie par rapport à la fonction de
transfert (l’estimation au sens de Wiener en est un exemple). Tel est le cas en télécommunications
lorsqu’une séquence d’apprentissage est connue du récepteur. Néanmoins, en pratique, il existe des
situations où cette approche est impossible de par l’absence d’information a priori sur les sources.
Un tel contexte est qualifié d’aveugle.
Aussi, des chercheurs ont développé des outils capables uniquement à partir des observations,
de retrouver d’une part, les paramètres qui régissent la fonction de transfert (on parle alors d’iden-
tification aveugle de mélange) et d’autre part, les signaux d’intérêt (on utilise alors le concept
d’extraction ou de Séparation Aveugle de Sources (SAS)).
Ces méthodes regroupées sous le nom de Traitement Aveugle du Signal (TAS) ont connu un
essor considérable ces dernières années. En effet, de nombreux domaines applicatifs ont vu dans le
TAS une réponse à bon nombre de problèmes jusqu’alors sans solution. Parmi eux nous retrouvons
le domaine biomédical, les télécommunications, l’acoustique, l’exploration sismographique, la
géophysique, l’analyse des signaux vibratoires des machines tournantes, etc.
1
2 CHAPITRE 1 : Introduction
1.2 Les objectifs
Le travail réalisé lors de cette thèse comporte deux volets. Le premier s’inscrit dans le cadre
d’un projet de recherche technologique RNTS intitulé SAMIT (Système Ambulatoire pour Ma-
laises Inexpliqués et Troubles du Sommeil). Le second, plus prospectif, a pour finalité la contri-
bution à l’élaboration d’un outils diagnostic pour la prévention des ischémies et des arythmies
cardiaques. Ces deux volet sont détaillés ci-dessous.
1.2.1 Problème 1 : systèmes ambulatoires et diagnostic des troubles du sommeil
Le diagnostic des syncopes inexpliquées et des troubles du sommeil reste encore difficile et re-
présente un coût élevé en terme de santé publique (plus de 300 000 personnes font l’objet de mul-
tiples hospitalisations parfois prolongées et subissent de nombreux examens complémentaires).
Notre problématique s’inscrit dans le cadre d’un projet pluridisciplinaire RNTS, mené en étroite
collaboration avec des industriels. L’objectif est le développement de systèmes ambulatoires multi-
variés permettant d’explorer simultanément et sur une longue durée, les fonctions cardiaques, neu-
rologiques et respiratoires, afin de réduire les coûts, d’améliorer les délais de soins et de faciliter
le diagnostic des troubles du sommeil.
L’un des axes du projet concerne la miniaturisation de l’appareillage de mesure pour que le
patient puisse l’utiliser à domicile et soit ainsi plus autonome. Dans cette perspective, la réduc-
tion du nombre d’électrodes (capteurs) est donc nécessaire. Sous cette contrainte, l’objectif est
de reconstruire les signaux d’information (signaux ElectroEncéphaloGraphiques (EEG), Electro-
OccculoGraphique (EOG) et d’EletroMyoGraphique (EMG)) requis par l’expert clinicien pour la
caractérisation des phases du sommeil. Cependant, le fait d’utiliser un nombre réduit d’électrodes
engendre deux difficultés majeures. La première est d’ordre pratique, elle concerne la recherche
d’une nouvelle configuration d’électrodes de scalp la plus optimale possible. La seconde provient
du fait que nous n’enregistrons pas directement les signaux utiles (EEG, EMG et EOG) sur les
capteurs mais plutôt un mélange bruité de ces derniers. Notre problématique se définit alors par :
– la recherche de nouvelles configurations d’électrodes de scalp permettant un recueil optimal
des signaux d’intérêt ;
– la mise en place d’algorithmes de traitement du signal pour l’extraction des signaux d’in-
formation utile.
1.2.2 Problème 2 : le Système Nerveux Autonome (SNA)
Le Système Nerveux Autonome (SNA) est la partie du système nerveux responsable de la
régulation des différentes fonctions internes (cardiovasculaires, pulmonaires, rénales, digestives)
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de l’organisme. Ces fonctions internes ont pour rôle d’assurer à l’organisme l’homéostasie (un
rythme de base) et de lui permettre une adaptation à tout changement de ce rythme. Le terme
autonome indique que la régulation s’opère inconsciemment et existe même lors de comas avec
maintien végétatif.
Le SNA possède deux composantes : le système nerveux sympathique, noté
∑
, et le système
nerveux parasympathique noté, P
∑
. Ces deux composantes desservent généralement les mêmes
viscères, et font contrepoids de manière à assurer l’équilibre et le bon fonctionnement de l’orga-
nisme. Étant donné que le SNA participe à presque toutes les fonctions importantes de l’organisme,
il n’est pas étonnant que son disfonctionnement ait des effets négatifs très étendus sur l’organisme.
Il a été montré par exemple que la plupart des troubles du SNA sont reliés à un excès ou à une in-
suffisance de la régulation des muscles lisses. Les troubles les plus graves, comme l’hypertension,
la maladie de Raymand et le syndrome de l’hyperréflectivité autonome touchent les vaisseaux san-
guins. On sait aussi qu’une activité sympathique élevée liée à un infarctus, augmente la probabilité
d’une arythmie cardiaque fatale. Il apparaît donc évident qu’une connaissance simultanée de la
dynamique du
∑
et du P
∑
est très utile à l’analyse et au diagnostic des différentes pathologies
rencontrées en clinique. Cependant, les tonus
∑
et P
∑
sont deux grandeurs non directement ac-
cessibles chez l’être humain. Il serait donc bénéfique d’avoir une méthode qui nous permette la
reconstruction de ces composantes cachées à partir d’observations électrophysiologiques de sur-
face.
1.3 Formulation du problème et hypothèses
1.3.1 Formulation du problème
On suppose disposer d’une réalisation de taille (N×M) d’un processus stochastique vectoriel
{x[m]}m∈N dont chaque vecteur aléatoire de taille (N×1), x[m]=[x1[m] . . . xN [m]]T, vérifie le
modèle suivant :
x[m] = H(s[m]) + ν[m] (1.1)
où s[m] = [s1[m] . . . sP [m]]T et ν[m] = [ν1[m] . . . νN [m]]T désignent respectivement les m-
ièmes vecteurs de sources et de bruit. Quant à l’application H , couramment appelée mélange,
elle associe à tout vecteur aléatoire complexe de dimension P un vecteur aléatoire complexe de
dimension N .
L’objectif de la SAS, est de déterminer des vecteurs aléatoires, y[m] = [y1[m] . . . yP [m]]T,
estimant au mieux les vecteurs sources s[m]. Autrement dit, la problématique de la SAS consiste
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à trouver une application G, appelée séparateur, telle que :
y[m] = G(x[m]) (1.2)
soit une estimée de s[m]. Une des applications H les plus rencontrées est le mélange convolutif
FIG. 1.1 – Diagramme schématique de l’identification aveugle.
MIMO (Multiple Input-Multiple Output) décrit par l’équation suivante :
x[m] = (H ? s)[m] + ν[m] =
∑
`∈N
H[`]s[m− `] + ν[m]; (1.3)
où H désigne un banc de filtres Linéaires et Invariants dans le Temps (LIT) de taille (N×P ) et ?,
l’opérateur de convolution discrète.
De ce type de mélange découlent d’une part le mélange convolutif SISO (Single Input-Single
Output), et d’autre part le mélange instantané MIMO. Le premier mélange est caractérisé par
l’équation suivante :
x[m] = (H ? s)[m] + ν[m] =
∑
`∈N
H[`]s[m− `] + ν[m]; (1.4)
où H est la réponse impulsionnelle d’un filtre LIT. Le second mélange est défini par l’équation
vectorielle suivante :
x[m] =Hs[m] + ν[m] (1.5)
oùH est une matrice de taille (N×P ). Notons que l’équation (1.2) se réécrit de la manière suivante
dans le cas instantané MIMO :
y[m] = Gx[m] (1.6)
oùG est une matrice de taille (P×N), et de la manière suivante dans le cas convolutif MIMO :
y[m] = (G ? x)[m] (1.7)
oùG désigne un banc de filtres LIT de taille (P×N).
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1.3.2 Hypothèses
L’originalité de la SAS provient de la faible exploitation de connaissances a priori sur le mé-
lange et sur les dites sources d’intérêt. Un certain nombre d’hypothèses est toutefois nécessaire au
bon fonctionnement des méthodes de SAS :
(H1). Le processus vectoriel aléatoire source {s[m]}m∈  est stationnaire au sens large et ergo-
dique à l’ordre 6 ;
(H2). Pour tout entier naturel m, les composantes de s[m] sont statistiquement mutuellement in-
dépendantes ;
(H3). Tous les cumulants d’ordre q (2≤q≤6) des sources sont non nuls et absolument sommables
(la notion de cumulant sera définie dans la section 1.4.3) ;
(H4). Pour tout couple (m1,m2) d’entiers naturels, les composantes du vecteur s[m1] sont statis-
tiquement indépendantes des composantes de ν[m2] ;
(H5). Le processus vectoriel aléatoire {ν[m]}m∈  est stationnaire au sens large et ergodique à
l’ordre 6 ;
(H6). La suite {ν[m]}m∈  est un processus vectoriel gaussien ;
(H7). L’application H est supposée stable, inversible et d’inverse stable.
En théorie les hypothèses (H1) et (H5) ne sont pas nécessaires. Elles trouvent leur intérêt unique-
ment dans la pratique lorsque certaines quantités statistiques doivent être estimées à partir d’un
seul jeu de données. Se pose alors la question de savoir si ces hypothèses sont justifiées pour
l’application concernée. L’expérience montre que rares sont les domaines où de telles hypothèses
peuvent être retenues. L’estimateur statistique non biaisé et consistant dans le contexte station-
naire continue-t-il alors à vérifier les propriétés des quantités statistiques théoriques lorsqu’il est
employé dans un contexte non stationnaire ? Il semble que oui dans certains cas. Toutefois, la pru-
dence doit être de rigueur comme le montre l’étude menée par A. Ferréol et al. [55, 56, 99–101]
dans le domaine des radiocommunications. L’hypothèse (H7) garantit quant à elle l’existence de
réponses fréquentielles bornées. On notera alors Hˇ et Hˇ les réponses en fréquence respectives
des systèmes convolutifs SISO et MIMO. Ainsi, Hˇ est donnée par la relation suivante dans le cas
SISO :
∀m ∈ N, H[m]
def
=
1
2pi
∫ 2pi
0
Hˇ(ω) eimωdω (1.8)
Par ailleurs, des hypothèses supplémentaires peuvent être faites sur la corrélation temporelle (co-
loration) des sources. Ainsi, nombre de méthodes de SAS supposent dans le cas convolutif MIMO
que les sources d’intérêt sont des suites de variables indépendantes et identiquement distribuées
(i.i.d.).
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1.4 Préliminaires mathématiques
1.4.1 Notations matricielles
On définit en premier lieu la notation compacte suivante associée à l’opérateur du produit de
Kronecker ⊗ et appelée puissance de Kronecker :
B⊗m = B⊗B⊗. . .⊗B︸ ︷︷ ︸
m matrices
withB⊗0=1 (1.9)
oùB est une matrice rectangulaire quelconque de taille (N×P ). De ce fait,B⊗m est une matrice
de taille (Nm×Pm). Rappelons ensuite la définition du produit de Khatri-Rao [90, 226] dont
l’opérateur sera noté  : soitG etH deux matrices rectangulaires de tailles respectives (NG×P )
et (NH×P ), les colonnes de la matrice GH de taille (NGNH×P ) sont définies par gj ⊗ hj où
gj et hj représentent les colonnes de G et H respectivement. Le produit de Khatri-Rao peut aussi
être défini de la manière suivante [226] :
GH = [G⊗ 1NH ] [1NG ⊗H] (1.10)
où représente l’opérateur du produit de Hadamard et 1N un vecteur de uns de dimensions (N×1).
On introduit alors la notation suivante, caractérisant la puissance de Khatri-Rao :
Bm = BB. . .B︸ ︷︷ ︸
m matrices
withB0=1 (1.11)
1.4.2 Fonction de contraste
La notion de contraste a initialement été introduite par E. Gassiat [107] dans le cas de proces-
sus aléatoires scalaires. Cette dernière a ensuite été étendue par P. Comon [62] au cas vectoriel.
En quelques mots, un contraste est un critère dont l’optimisation permet d’extraire les sources
d’intérêt du dit mélange. Nous allons caractériser cette notion de manière formelle. Notons F
l’espace des vecteurs aléatoires à valeurs dans
N
, S le sous-espace de F des vecteurs aléatoires
dont les composantes sont mutuellement indépendantes, H l’ensemble des applications de F dans
lui-même et H·S le sous-espace de F défini comme l’image de S par H.
Définition 1 (Application triviale) On définit l’ensemble T des applications triviales comme l’en-
semble des applications de H qui laissent stable le sous-espace S.
La définition précédente permet de définir la classe des solutions possibles au problème de SAS.
Par ailleurs, notons que dans le cas des mélanges MIMO instantanés, T désigne l’ensemble des
matrices de la forme ΛΠ où Λ est une matrice diagonale et Π une matrice de permutation.
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Définition 2 (Contraste) Un contraste ψ est une application de H×H·S dans  vérifiant les trois
propriétés suivantes :
– Domination : la valeur du contraste est maximale pour tout vecteur de S, c’est-à-dire,
∀s ∈ S, ∀H ∈ H, ψ(H, s)≤ψ(I, s), où I est l’application identité ;
– Invariance : la valeur du contraste est constante dans la classe de solutions, autrement dit,
∀s ∈ S, ∀H ∈ T , ψ(H, s)=ψ(I, s) ;
– Discrimination : la valeur du contraste est maximale uniquement dans la classe de solutions,
c’est-à-dire, ∀s ∈ S, ψ(H, s)=ψ(I, s)⇒ ∀H ∈ T .
1.4.3 Moments et cumulants d’ordre supérieur
La plupart des techniques de traitement du signal n’exploitent que les statistiques d’ordre 2
telles que la matrice de covariance des observations.Cela implique implicitement que les sources
d’intérêt sont gaussiennes. En pratique, cette hypothèse est difficilement vérifiable notamment
lorsque les dites sources sont d’origine physiologique. De ce fait, il est restrictif de ne pas tenir
compte de l’information disponible aux ordres supérieurs. Aussi nous allons présenter dans cette
partie les moments et cumulants d’ordre positif quelconque, y compris d’ordre supérieur.
1.4.3.1 Cas d’une variable aléatoire réelle
Rappelons tout d’abord la définition des fonctions caractéristiques [67, 131, 176] de première
et seconde espèce. Nous nous placerons dans le cas où la fonction de répartition de la variable
considérée est dérivable bien que cela ne soit pas une condition nécessaire à l’existence des deux
fonctions caractéristiques.
Définition 3 (Fonction caractéristique de première espèce) Soit x une variable aléatoire réelle
admettant la densité de probabilité px. On appelle fonction caractéristique de première espèce de
x la fonction Φx définie par :
Φx(v) = E[e
(ivx)] =
∫

e(ivu)px(u)du
où E[x] désigne l’espérance mathématique de x.
De ce fait, la fonction Φx correspond à la conjuguée complexe de la transformée de Fourier de px.
Par ailleurs, il est à noter que la fonction caractéristique de première espèce est continue en tout
point et vaut un à l’origine. Elle est donc non nulle dans un voisinage de l’origine, sur lequel on
pourra définir son logarithme népérien, nous donnant ainsi la fonction caractéristique de seconde
espèce :
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Définition 4 (Fonction caractéristique de seconde espèce) Soit x une variable aléatoire réelle
admettant la fonction caractéristique de première espèce Φx. On appelle fonction caractéristique
de seconde espèce de x la fonction Ψx définie par Ψx = ln ◦Φx.
Les fonctions caractéristiques d’une variable aléatoire, au même titre que la fonction de répartition,
décrivent complètement la variable. Néanmoins, en pratique, la loi de probabilité de la variable
considérée est inconnue et les fonctions caractéristiques sont difficilement exploitables. On se
tourne alors plus aisément vers les moments et cumulants.
Définition 5 (Moment d’ordre q) Soit x une variable aléatoire réelle admettant la fonction carac-
téristique de première espèce Φx. On appelle moment d’ordre q (q≥0) de x la quantité suivante :
Mq,x = E[x
q] = (−i)q
dqΦx(v)
dvq
∣∣∣∣
v=0
Définition 6 (Cumulant d’ordre q) Soit x une variable aléatoire réelle admettant la fonction ca-
ractéristique de seconde espèce Ψx. On appelle cumulant d’ordre q (q ≥ 0) de x la quantité
suivante :
Cq,x = Cum{ x, ..., x︸ ︷︷ ︸
q termes
} = (−i)q
dqΨx(v)
dvq
∣∣∣∣
v=0
1.4.3.2 Cas d’une variable aléatoire complexe
Lorsque la variable aléatoire considérée x est complexe telle que x = x1+ix2 où x1 et x2 sont
deux variables aléatoires réelles admettant une densité de probabilité conjointe, il est également
possible de définir la fonction caractéristique de première espèce de x [131].
Définition 7 (Fonction caractéristique de première espèce) Soit x une variable aléatoire complexe
dont la partie réelle x1 et la partie imaginaire x2 admettent une densité de probabilité conjointe.
On appelle fonction caractéristique de première espèce de x la fonction Φx définie par :
Φx(v) = E[e
i(v1x1+v2x2)] = E[ei<{x
∗v}]
où v = v1 + iv2 et < désigne l’opérateur partie réelle.
La description statistique d’une variable aléatoire complexe fait intervenir les moments et cumu-
lants croisés entre la variable considérée et sa conjuguée complexe. Par conséquent, il peut être
utile de poser la notation suivante concernant respectivement les moments et cumulants d’ordre q
(q≥0) d’une variable aléatoire complexe x :
M q−rr,x
def
= E[xr (x∗)q−r]
Cq−rr,x
def
= Cum{ x, ..., x︸ ︷︷ ︸
r termes
, x∗, ..., x∗︸ ︷︷ ︸
q−r termes
}
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où les nombres apparaissant en exposant et en indice désignent respectivement le nombre de va-
riables x conjuguées et le nombre de variables x non conjuguées intervenant dans le calcul des
moments et cumulants. En pratique, nous serons confrontés non pas à une variable complexe mais
plutôt à une suite de variables complexes notées x[m], suite supposée stationnaire au sens large à
l’ordre q. Nous emploierons alors les notations suivantes afin de désigner les moments et cumu-
lants d’ordre q croisés entre les différentes variables de la suite :
M q−rr,x [τ1, . . . , τq−1]
def
= E[x[m] . . . x[m− τr−1]︸ ︷︷ ︸
r
x[m− τr]
∗ . . . x[m− τq−1]
∗︸ ︷︷ ︸
q−r
]
Cq−rr,x [τ1, . . . , τq−1]
def
= Cum{x[m], . . . , x[m− τr−1]︸ ︷︷ ︸
r
, x[m− τr]
∗, . . . , x[m− τq−1]
∗︸ ︷︷ ︸
q−r
}
(1.12)
avec τ ∈ N∗.
Définition 8 (Kurtosis) Soit x une variable aléatoire complexe centrée, le kurtosis est défini comme
le cumulant d’ordre 4 de x normalisé.
Définition 9 (L’asymétrie) Soit x une variable aléatoire complexe centrée, le l’asymétrie est défi-
nie comme le cumulant d’ordre 3 de x normalisé.
1.4.3.3 Cas d’un vecteur aléatoire complexe
Dans le cas plus général d’un vecteur aléatoire complexe x de dimension N , nous noterons
comme suit les moments et cumulants d’ordre q de x :
M
nr+1,...,nq
n1,...,nr,x
def
= E[xn1 . . . xnr︸ ︷︷ ︸
r
x∗nr+1 . . . x
∗
nq︸ ︷︷ ︸
q−r
]
C
nr+1,...,nq
n1,...,nr,x
def
= Cum{xn1 , . . . , xnr︸ ︷︷ ︸
r
, x∗nr+1 , . . . , x
∗
nq︸ ︷︷ ︸
q−r
}
Considérant à présent une suite stationnaire au sens large à l’ordre q deM vecteurs aléatoiresx[m],
il est utile d’introduire les notations suivantes caractérisant les moments et cumulants d’ordre q
croisés de la suite précédente :
M
nr+1,...,nq
n1,...,nr,x [τ1, . . . , τq−1]
def
= E[xn1 [m] . . . xnr [m− τr−1]︸ ︷︷ ︸
r
xnr+1 [m− τr]
∗ . . . xnq [m− τq−1]
∗︸ ︷︷ ︸
q−r
]
C
nr+1,...,nq
n1,...,nr,x [τ1, . . . , τq−1]
def
=
Cum{xn1 [m], . . . , xnr [m− τr−1]︸ ︷︷ ︸
r
, xnr+1 [m− τr]
∗, . . . , xnq [m− τq−1]
∗︸ ︷︷ ︸
q−r
}
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Afin de simplifier les notations nous désignerons respectivement par Mnr+1,...,nqn1,...,nr,x et C
nr+1,...,nq
n1,...,nr,x
les quantités Mnr+1,...,nqn1,...,nr,x [0, . . . , 0] et C
nr+1,...,nq
n1,...,nr,x [0, . . . , 0] intervenant dans la suite du manuscrit.
Ces quantités sont en fait les composantes de tableaux à q dimensions que nous noterons respec-
tivement M q−rr,x et Cq−rr,x . Lorsque q est strictement plus grand que 2, ces tableaux sont appelés
tenseurs, appellation réservée aux tableaux multidimensionnels vérifiant la propriété de multili-
néarité par changement linéaire de coordonnées [117]. En effet, comme nous le verrons dans le
paragraphe 1.4.3.4, les moments et cumulants vérifient cette propriété. Cependant, en pratique il
n’est pas facile de manipuler des tenseurs, aussi préfère-t-on souvent ranger les composantes de
M q−rr,x etC
q−r
r,x dans une matrice plutôt que dans un tenseur de dimension strictement supérieure à
2. Prenons ainsi l’exemple du tenseur cumulantCqq,x de dimension 2q≥2. Il existe q+1 manières
"différentes" [54] de ranger ses composantes dans une matrice carré de manière à ce que cette der-
nière soit hermitienne. Indexons par ` ces différents rangements et notons alors C`2q,x les matrices
de taille N q×N q ainsi obtenues. Ces dernières sont définies de la manière suivante :
C`2q,x
(
I`1 ,I
`
2
)
= C
nq+1, ..., n2q
n1, n2, ..., nq,x (1.13)
où quels que soient 0≤`≤q et 1≤n1, n2, . . . , n2q ≤ N , on a :
I`1 =ϕ([n1 n2 . . . nq−`−1 nq−`︸ ︷︷ ︸
q−` premiers indices
n2q−`+1 . . . n2q−1 n2q︸ ︷︷ ︸
` derniers exposants
])
I`2 =ϕ([nq+1 nq+2 . . . n2q−`−1 n2q−`︸ ︷︷ ︸
q−` premiers exposants
nq−`+1 . . . nq−1 nq︸ ︷︷ ︸
` derniers indices
])
(1.14)
et où la fonction ϕ est définie par :
∀z ∈ J , ϕ(z) = z(J) +
J−1∑
j=1
NJ−j(z(j)− 1) (1.15)
notant z(j) la j-ième composante du vecteur z.
Notons que les matrices C`2q,x les plus couramment utilisées et contenant respectivement des
cumulants d’ordre 2, 4 et 6 sont C02,x, C14,x et C16,x. Elles sont appelées respectivement matrices de
covariance, de quadricovariance et d’hexacovariance et sont généralement notéesRx,Qx etHx.
Remarquons également qu’une autre manière, plus intuitive pour les habitués de Matlab/Scilab,
de présenter la construction des matrices C`2q,x consiste à i) construire un tenseur T de dimension
2q, dont les composantes sont données par :
T
 n2q, n2q−1, . . ., n2q−`+1, nq−` , nq−`−1, . . ., n1,
nq, nq−1, . . ., nq−`+1, n2q−` , n2q−`−1, . . ., nq+1
 = Cnq+1,..., n2qn1, n2, ..., nq,x (1.16)
et ii) générer la matrice C`2q,x à l’aide de l’opération "de Matlab" suivante :
C
`
2q,x = reshape(T , N q, N q) (1.17)
L’équivalent de la fonction reshape sous Scilab est la fonction matrix.
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1.4.3.4 Propriétés des moments et cumulants
Les moments et cumulants possèdent un grand nombre de propriétés (voir [131,151] pour plus
de détails). Nous ne présentons ici que les quelques propriétés qui nous serviront dans la suite
du manuscrit. Avant tout rappelons la définition de l’indépendance statistique [176, 177] entre
variables :
Définition 10 (Indépendance statistique) Soient deux variables aléatoires x1 et x2 de densités de
probabilités marginales respectives px1 et px2 . Les variables x1 et x2 seront dites indépendantes
si et seulement si px1,x2(u1, u2) = px1(u1) px2(u2), où px1,x2 désigne la densité de probabilité
conjointe du couple (x1, x2).
Ceci revient à dire que x1 et x2 seront indépendantes si et seulement si la densité de probabilité
conjointe du couple est égale au produit des densités de probabilité marginales. Voyons à présent
les quelques propriétés anoncées :
Propriété 1 (Indépendance) Si x1 et x2 sont deux variables aléatoires indépendantes, à valeurs
réelles ou complexes, alors les cumulants croisés d’ordre positif quelconque de x1 et x2 sont nuls.
La propriété 1 implique une autre propriété dite d’additivité qui s’énonce comme suit :
Propriété 2 (Additivité) Si x1 et x2 sont deux variables aléatoires indépendantes, le cumulant
d’ordre q (q≥0) de la somme des deux variables est égal à la somme des cumulants d’ordre q de
chaque variable, autrement dit, nous avons dans le cas complexe : Cq−rr,x1+x2 = C
q−r
r,x1 + C
q−r
r,x2 .
Propriété 3 (Gaussianité) Si x est une variable aléatoire gaussienne, alors tous ses cumulants
d’ordre q>2 sont nuls.
Propriété 4 (Multilinéarité) Soient deux vecteurs aléatoires x et s, a priori complexes, liés par la
relation linéaire x = Hs où H est une matrice quelconque de dimension (N×P ). Les moments
et cumulants d’ordre q (q ≥ 0) de x sont, dans ce cas, des fonctions linéaires de chacune des
composantesHnp deH .
Ainsi nous obtenons pour un ordre q (q≥0) quelconque :
C
nr+1,...,nq
n1,...,nr,x =
∑
p1,...,pq
Hn1p1 . . .HnrprH
∗
nr+1pr+1 . . .H
∗
nqpqC
pr+1,...,pq
p1,...,pr,s
ce qui, en utilisant le rangement matriciel défini par les équations (1.13), (1.14) et (1.15), nous
donne l’égalité matricielle suivante :
C
`
2q,x = [H
⊗q−` ⊗H∗⊗`]C`2q,s [H
⊗q−` ⊗H∗⊗`]H (1.18)
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En supposant à présent que les composantes de s sont mutuellement indépendantes, la propriété 1
nous permet d’écrire la relation matricielle suivante :
C
`
2q,x = [H
q−`H∗`] ζ2q,s [H
q−`H∗`]H (1.19)
où ζ2q,s
def
= Diag
(
[ C1, 1, ..., 11, 1, ...1,s C
2, 2, ..., 2
2, 2, ..., 2,s · · · C
P, P, ..., P
P, P, ..., P,s
]
)
est une matrice diagonale de taille
P×P . Enfin, notons que d’après les propriétés 2 et 3, les relations (1.18) et (1.19) restent vraies
pour q > 2 lorsque x=Hs+ν où ν est un vecteur gaussien dont les composantes sont indépen-
dantes de celles de s.
Propriété 5 (Circularité à l’ordre q) Soit x une variable aléatoire, elle sera dite circulaire à
l’ordre q (q≥0) si sa densité de probabilité est invariante par rotation d’angle 2pi/(q + 1) ou de
façon équivalente si x et xei2pi/(q+1) ont les mêmes propriétés statistiques.
Une définition alternative consiste à dire que la variable x est circulaire à l’ordre q si elle vérifie
E[xr1(x∗)r2 ] = 0 pour tout couple (r1, r2) d’entiers positifs tels que r1+r2≤q et r1 6=r2.
Propriété 6 (Parité) Soit x une variable aléatoire dont la densité de probabilité est paire, ses
moments et cumulants d’ordre q (q≥0) impair sont alors nuls. Il en est de même pour une variable
aléatoire complexe, dont la densité de probabilité est symétrique par rapport à l’origine.
Ainsi, d’après les propriétés 5 et 6 des cumulants, si des variables aléatoires complexes sont symé-
triques et/ou circulaires, les seuls moments et cumulants différents de zéro sont obligatoirement
d’ordre 2q, ce qui motive à exploiter les statistiques d’ordre pair lorsqu’aucune information n’est
disponible sur les sources d’intérêt.
1.4.3.5 Estimation des moments et cumulants
Les cumulants d’ordre q1 (q1 ≥ 0) peuvent être calculés à partir des moments d’ordre q2
(q2≤q1) en utilisant la formule dite de Leonov et Shiryaev [131, 151, 197].
Définition 11 (Partition) Une partition d’un ensemble E est un ensemble P de sous-ensemblesKj
non vides de E deux à deux disjoints et qui forment un recouvrement de E . Autrement dit P est une
partition de E si et seulement si les sous-ensembles de P sont non vides et tout élément e de E se
trouve dans l’un exactement de ces sous-ensembles.
Propriété 7 (Formule de Leonov et Shiryaev) Soit Ωq2 l’ensemble de toutes les partitions P iq2 de
{n1, n2, . . . , nq} constituées de q2 sous-ensembles Ki,jq2 , où 1≤n1, n2, . . . , nq≤N . La formule de
Leonov-Shiryaev, pour un vecteur aléatoire complexe x, est donnée par la relation suivante :
C
nr+1,...,nq
n1,...,nr,x =
q1∑
q2=1
(−1)q2−1(q2 − 1)!
∑
Piq2∈Ωq2
∏
Ki,jq2 ∈P
i
q2
E
 ∏
k∈Ki,jq2
xnk [m]
k
 (1.20)
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où k=±1 (1≤k≤ q1) avec la convention suivante : x1=x, et x−1=x∗. La formule précédente
est très utile. En effet, la définition 6 est difficilement exploitable en pratique pour estimer les
cumulants d’ordre q1 (q1 ≥ 1) d’un processus vectoriel. A l’inverse, sous l’hypothèse de station-
narité au sens large et d’ergodicité à l’ordre q1, il est très facile d’estimer les moments d’ordre q2
(q2≤q1) par moyennage temporel des échantillons du processus [10, 151].
1.4.4 Spectres d’ordre supérieur (polyspectres)
Le spectre d’ordre q (q>2) d’un processus stochastique peut être défini à partir de ses moments
ou bien de ses cumulants d’ordre q. Néanmoins, J. L. Lacoume et al. ont apporté dans [131, pp.
44 et pp. 68-69] plusieurs éléments en faveur des cumulants. De plus certaines propriétés des
cumulants telles que les propriétés 1 et 3 ne sont pas satisfaites par les moments. Nous avons
donc choisi pour ces raisons de présenter le polyspectre défini à l’aide des cumulants. Par ailleurs,
nous nous limiterons à la définition du polyspectre d’un processsus scalaire dans la mesure où
nous n’exploiterons que cette dernière dans l’approche PEP (Phase Estimation using Polyspectra)
présentée dans la section ??.
Définition 12 (Polyspectre) Soit {x[m]}m∈  un processus aléatoire, a priori complexe, station-
naire à l’ordre q (q > 2). Supposons de plus que ses cumulants d’ordre q (c.f. equation (1.12))
soient absolument sommables. Alors le spectre d’ordre q de {x[m]}m∈  existe et est défini par
la transformée de Fourier discrète (q−1)-dimensionnelle des cumulants d’ordre q de {x[m]}m∈ 
[110, 131, 160] :
Γq−rr, x (ω1, . . . , ωq−1) =
∑
τ1,...,τq−1
Cq−rr, x [τ1, . . . , τq−1] e
−i(ω1τ1+...+ωq−1τq−1) (1.21)
avec ωj ∈ [0, 2pi] pour j ∈ {1, 2 . . . , q−1}.
Nous noterons par la suite ψq−rr, x la phase du polyspectre Γq−rr, x définie par :
Γq−rr, x (ω1, . . . , ωq−1) = |Γ
q−r
r, x (ω1, . . . , ωq−1)| e
iψq−rr, x (ω1,...,ωq−1) (1.22)
Par ailleurs, remarquons que par construction le polyspectre est une fonction 2pi-périodique. D’autre
part, nous nommerons dans la suite bispectre, trispectre et quintuspectre du processus {x[m]}m∈ 
les polyspectres Γ12, x, Γ22, x et Γ33, x. Enfin une procédure d’estimation du spectre d’ordre q (q>2)
est présentée dans l’annexe ??.
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1.4.5 Standardisation
1.4.5.1 Standardisation classique (blanchiment classique)
Soit {x[m]}m∈  un processus stochastique vectoriel à valeurs complexes de dimension N
vérifiant le modèle (1.5) où les processus {s[m]}m∈  et {ν[m]}m∈  suivent les hypothèses (H1)
à (H5). Notons par ailleurs Rx la matrice de covariance de {x[m]}m∈  . La standardisation – on
emploie également le terme de blanchiment – est la transformation affine qui associe à {x[m]}m∈ 
un processus stochastique vectoriel centré {z[m]}m∈  de dimension P (P ≤N ) dont la matrice
de covariance est l’identité IP . Autrement dit on cherche la matrice Θ dite de blanchiment telle
que pour tout entier naturel m :
z[m] = Θ (x[m]− ν[m]) (1.23)
avec :
Rz = IP (1.24)
On obtient alors en utilisant premièrement l’équation (1.5), puis la relation matricielle (1.18) de
multilinéarité :
Rz = Θ HRsH
H︸ ︷︷ ︸
Rs˜
Θ
H = Θ
[
R
1/2
s˜
] [
R
1/2
s˜
]
H
Θ
H = IP (1.25)
où R1/2s˜ désigne une racine carré de la matrice Rs˜. Une solution consiste donc à prendre pour
matrice Θ l’inverse d’une des racines carrées de la matrice Rs˜. Or il est possible de calculer une
racine carrée deRs˜ par diagonalisation de cette dernière. En effet, la matriceRs˜ est hermitienne et,
qui plus est, semi-définie positive. La décomposition deRs˜ en éléments propres peut donc s’écrire
sous la forme suivante :
Rs˜ = ELE
H =
[
Es Eν
]  Ls 0
0 0
 [ Es Eν ]H (1.26)
où Ls est la matrice diagonale réelle de taille (P×P ) des valeurs propres non nulles deRs˜,Es est
la matrice de taille (N×P ) des vecteurs propres orthonormée associés, et Eν la matrice de taille
(N×N−P ) des vecteurs propres orthonormés associés aux valeurs propres nulles de Rs˜. Une
racine carrée deRs˜ est alors donnée par la formule suivante :
R
1/2
s˜ = EsL
1/2
s (1.27)
Il suffit alors de poser Θ=[L1/2s ]−1EsH.
Toutefois, il faut remarquer qu’en pratique le processus {ν[m]}m∈  est inconnu. Il faut donc
d’abord commencer par estimer la matrice Rx. Ensuite deux cas de figure se présentent. Soit la
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matrice de covariance Rν du bruit est connue, ou du moins estimable, et dans ce cas son estimée
peut être retranchée à l’estimée de Rx afin d’obtenir sous l’hypothèse (H4) une estimée de Rs˜.
Soit la matriceRν est inconnue et ne peut pas être estimée. Dans ce second cas, en supposant que
i) le bruit est spatialement décorrélé, ii) la puissance du bruit est identique sur chaque capteur
et iii) le Rapport Signal à Bruit (RSB) de chaque processus source {sp[m]}m∈  (1≤ p≤P ) est
suffisamment élevé, une solution consiste à prendreR1/2s˜ =EsL
1/2
s comme matrice carrée deRs˜,
où Es et L1/2s sont cette fois donnés par la diagonalisation deRx :
Rx =
[
Es Eν
]  Ls + λ IP 0
0 λ IN−P
 [ Es Eν ]H (1.28)
Nous venons de voir en quoi consistait la standardisation d’un mélange MIMO instantané de
sources, mais quel est l’intérêt d’effectuer un tel prétraitement si souvent employé en SAS ? Il est
possible de donner une réponse à cette question en observant l’équation (1.25). En effet, cette der-
nière nous permet d’affirmer que la matriceΘHR1/2s V H, oùR1/2s et V désignent respectivement
une matrice carré de Rs et une matrice orthonormée (ou unitaire), est égale à la matrice identité
IP . En d’autres mots, la matrice H˜=ΘH , que nous nommerons matrice de mélange blanchie, est
orthogonale. Ainsi, la standardisation permet de restreindre l’espace de recherche à l’espace vec-
toriel des matrices orthogonales de taille (P×P ) ce qui va naturellement faciliter l’identification
du mélange.
1.4.5.2 Standardisation améliorée (blanchiment robuste)
Comme nous l’avons dit ci-dessus, deux cas de figures peuvent se présenter en pratique. Soit
la matrice de covariance du bruit peut être estimée, soit elle ne peut pas l’être. Ce second cas
est évidemment le plus ennuyeux car si le bruit est spatialement corrélé ou bien si le nombre de
sources P est égal au nombre d’observationsN , l’estimée de la matrice de blanchimentΘ obtenue
à partir de l’estimée de Rx sera biaisée. En supposant que le bruit est temporellement décorrélé,
une manière de résoudre ce problème consiste à construire Θ non plus à partir deRx, mais plutôt
à partir de J matrices de covariance Rx[τj ] où les retards τj sont des entiers naturels non nuls.
Cette procédure a initialement été proposée dans [25] et nécessite cependant que les sources soient
colorées, autrement dit temporellement corrélées, de manière à ce que, sous l’hypothèse (H4),
on ait Rx[τj ] =Rs˜[τj ] pour toute valeur non nulle de τj . On cherche ensuite un ensemble de J
coefficients αj tel que la matrice hermitienne définie par :
Rs˜ =
1
2
J∑
j=1
αj (Rx[τj ] +Rx[τj ]
H) (1.29)
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soit semi-définie positive. En effet, les matrices Rx[τj ] ne sont pas nécessairement semi-définies
positives, particulièrement pour de grandes valeurs de retard τj . Donc une fois la matrice Rs˜
calculée, la matrice de blanchiment Θ est obtenue en posant Θ=[L1/2s ]−1EsH où L1/2s et Es sont
issues de la diagonalisation deRs˜ :
Rs˜ =
[
Es Eν
]  Ls 0
0 0
 [ Es Eν ]H (1.30)
1.5 Survol bibliographique des techniques de SAS
1.5.1 Mélanges instantanés MIMO
Les recherches dans le domaine de la SAS ont été initiées par C. Jutten, J. Herault et B. Ans
dans les années 80, alors qu’ils s’intéressaient à un problème de décodage du mouvement en
neurobiologie [12,112,113]. Afin de résoudre leur problème, les auteurs ont proposé une approche
de séparation de sources basée sur les réseaux neuromimétiques [113, 127]. Depuis ces travaux,
nombre d’algorithmes de SAS ont vu le jour.
Nous présentons tout d’abord les méthodes symétriques, (i.e. estimant les sources simulta-
nément), qui réalisent la séparation en optimisant une certaine fonction des cumulants d’ordre
supérieur. Ainsi J.-L. Lacoume et P. Ruiz proposent en 1988 un algorithme [132] reposant sur la
minimisation d’une certaine fonction des cumulants. Quelques années après, P. Comon et al. intro-
duisent le concept d’Analyse en Composantes Indépendantes (ACI) [66]. Mais c’est à P. Comon
seul que l’on doit attribuer le fait d’avoir formaliser mathématiquement ce concept [62] étendant
par la même occasion la notion de contraste [107] au cas de vecteurs aléatoires. P. Comon montre
par ailleurs qu’il suffit de reconstruire des sources indépendantes deux à deux pour estimer, à
une matrice triviale près, des sources mutuellement indépendantes [61, 62]. Il propose alors la
méthode COM2 (COntrast Maximization 2) [62] reposant sur i) la propriété précédente et ii)
la maximisation d’un contraste défini comme la somme des modules au carré des kurtosis des
sources estimées. A la même époque, J.-F. Cardoso et A. Souloumiac présentent eux aussi un
contraste basé sur les cumulants d’ordre quatre [42]. Les deux auteurs présentent également une
version non itérative de leur méthode reposant sur la diagonalisation conjointe [43] des matrices
propres de la quadricovariance des observations blanchies. En parallèle, E. Moreau et O. Macchi
présentent un contraste [145, 153] basé sur des cumulants normalisés d’ordre supérieur : leur ap-
proche a l’avantage de ne pas nécessiter de blanchiment préalable des observations contrairement à
la plupart des méthodes précédentes. En 2001, P. Comon trouve une solution analytique, nommée
COM1 (COntrast Maximization 1), à la maximization du contraste défini, au signe près, comme la
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somme des kurtosis des sources estimées. Ce contraste a été initialement présenté par E. Moreau
et al. dans [68, 155, 205]. En outre E. Moreau montre que ce critère est un contraste à la condition
que les kurtosis des sources soient de même signe.
En parallèle, nombre de méthodes exploitant les propriétés algébriques des cumulants voient
le jour. Parmi elles on compte les méthodes exploitant les cumulants d’ordre deux. Ces der-
nières nécessitent que les sources soient colorées, autrement dit temporellement corrélées. Ainsi
L. Fety [102], L. Tong et al. [208,209] sont les premiers à proposer de telles approches basées sur
l’exploitation des propriétés algébriques de deux matrices de covariance des observations, asso-
ciées respectivement à un retard nul et non nul. P. Comon et J.-L Lacoume démontrent quelques
années plus tard le bien fondé de ces méthodes [67]. De ces travaux va naître l’algorithme SOBI
(Second Order Blind Identification) [21–23] dans lequel A. Belouchrani et al. exploitent non plus
une mais plusieurs matrices de covariance des observations associées à des retards non nuls. Plus
exactement, ils montrent qu’après blanchiment des observations, une diagonalisation conjointe
des matrices en question permet d’estimer le mélange à une matrice triviale près. Cette approche
nécéssite cependant que les sources aient des spectres distincts. Un algorithme similaire, baptisé
TDSEP (Temporal Decorrelation source SEParation), est proposé durant cette période par A. Ziehe
et K.-R Mûller [232]. Quelques années plus tard, A. Belouchrani et A. Cichocki améliorent l’al-
gorithme SOBI, et plus particulièrement l’étape de blanchiment. La méthode alors obtenue [25],
nommée RSOBI (R pour Robust), a l’avantage d’être insensible asymptotiquement à un bruit tem-
porellement décorrélé et de cohérence spatiale inconnue. Des méthodes plus récentes exploitant
les propriétés algébriques des cumulants d’ordre deux permettent de traiter et de tirer avantage
de la présence de sources non-stationnaires. L’idée générale est de diagonaliser conjointement un
ensemble de matrices de Representations Temps-Fréquence Spaciales (RTFS) en utilisant la classe
de Cohen [24]. La difficulté réside dans le choix de ces matrices de RTFS. En effet, on s’attend
à ce que ces dernières offrent les mêmes propriétés que les matrices de covariance des observa-
tions. C. Fevotte et al. proposent alors un critère permettant de sélectionner automatiquement les
bonnes matrices de RTFS et présentent ainsi la méthode TFBSS (Time-Frequency Blind Source
Separation) [103, 104, 115]. Une autre idée consiste à supposer que les sources non-stationnaires
sont stationnaires par morceaux. Une diagonalisation conjointe des matrices de covariance esti-
mées à partir de chaque bloc de données permet de ce fait de répondre au problème. De ce prin-
cipe naissent les algorithmes BGML (Block-Gaussian Maximum Likelihood) [175] et SEONS
(Second-Order Non-stationary source Separation) [59].
Pendant ce temps, nombre de chercheurs travaillent sur des approches exploitant les propriétés
algébriques des moments et cumulants d’ordre supérieur. Parmi eux, J.-F. Cardoso proposent plu-
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sieurs approches. La première, nommée FOBI (Fourth Order Blind Identification) [37], exploite
la structure algébrique de la matrice de covariance d’une certaine fonction quadratique des obser-
vations blanchies. En effet, cette matrice de covariance admet pour vecteurs propres les vecteurs
colonnes du mélange blanchi. Il faut noter que les valeurs propres associées sont pour leur part
égales, à une constante près, aux moments d’ordre quatre des sources. Deux ans plus tard naît la
méthode FOOBI (Fourth Order Only Blind Identification) [38] qui sans blanchiment des observa-
tions permet d’identifier la matrice de mélange à partir du sous-espace signal d’ordre quatre. Cette
méthode a récemment été améliorée par L. De Lathauwer et al. [79] en se servant notamment du
procédé de diagonalisation conjointe. Les deux approches précédentes offrent l’avantage de per-
mettre l’identification de mélanges sous-déterminés de sources (i.e. P > N ). En 1993 survient
la méthode JADE (Joint Approximate Diagonalization of Eigen-matrices), au travers de laquelle
J.-F. Cardoso et A. Souloumiac [42] présentent une solution algébrique à la maximization de leur
contraste basé sur les cumulants d’ordre quatre. Ils étendent par la même occasion l’algorithme de
Jacobi dans le but de diagonaliser conjointement un ensemble de matrices [43]. Ce dernier sera
par la suite l’outil fard de nombreuses méthodes de SAS, et ce jusqu’à l’apogée des approches
de décomposition tensorielle telle que PARAFAC [34]. En 1997, A. Ferréol et P. Chevalier [98]
proposent une version de JADE, baptisée JADE cyclique, exploitant les éventuelles propriétés
cyclostationnaires des signaux observés. Cette approche a pour intérêt d’être insensible à la pré-
sence d’un bruit de cohérence spatiale inconnue. Plus récemment, L. Albera et al. [4] mettent
en oeuvre les méthodes ICAR (Independent Component Analysis using Redundancies) [6–8] et
BIRTH (Blind Identification of mixtures of sources using Redundancies in the daTa Hexacova-
riance matrix) [5,9], exploitant les redondances matricielles respectivement de la quadricovariance
et de l’hexacovariance. Ces deux méthodes s’inscrivent au sein d’une même famille d’algorithmes
baptisée BIOME (Blind Identification of Overcomplete Mixtures of sourcEs) [10]. En parallèle, A.
Ferréol et al. étendent la méthode SOBI à l’ordre quatre sous le nom de FOBIUM (Fourth Order
Blind Identification of Underdetermined Mixtures of sources) [96, 97]. Notons que les méthodes
ICAR, BIRTH et FOBIUM ne nécessitent pas d’étape préalable de blanchiment et sont insen-
sibles asymptotiquement à la présence d’un bruit de cohérence spatiale inconnue. En outre les
algorithmes BIRTH et FOBIUM permettent de traiter des mélanges sous-déterminés de sources.
Les méthodes présentées ci-dessus visent principalement à exploiter les moments et cumulants
soit pour leur propriétés algébriques, soit pour leur capacité à engendrer des contrastes de sépara-
tion aveugle de sources. A celles-ci s’ajoutent d’autres types d’approches. Parmi elles, on compte
celles basées sur l’estimation du maximum de vraisemblance. Les premières propositions sont for-
mulées par M. Gaeta et J.-L. Lacoume [105] en 1990, puis par D.-T. Pham et al. [174] deux années
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plus tard. Il faut également citer les travaux de B.-A Pearlmutter et L.-C. Parra [169] en 1996 qui
permettent de dériver, à partir de la formulation de la vraisemblance, deux gradients naturels. Le
premier est utilisé pour l’estimation de la matrice de mélange et le second sert à estimer les densi-
tés de probabilités des sources. La même année, F. Harroy et J.-L. Lacoume proposent d’approcher
la log-vraisemblance des sources en utilisant un développement en série de Gram-Charlier dont les
premiers termes font à nouveau apparaître des cumulants d’ordre quatre [111]. L’année suivante
D.-T. Pham et P. Garrat proposent d’optimiser le critère du maximum de vraisemblance à l’aide
de l’algorithme de Newton-Raphson [173]. En parallèle, A.-J Bell et T.-J. Sejnowski concoivent
la méthode INFOMAX (MAXimization of the INFOrmation flow) [19, 20], dont l’une des for-
mulations montre qu’elle est étroitement liée aux méthodes du maximum de vraisemblance. Cet
algorithme est amélioré tout d’abord en 1998 par S. I. Amari [11] en utilisant l’algorithme du gra-
dient naturel, augmentant ainsi la vitesse de convergence de la méthode. Une autre amélioration
est apportée par T.-W. Lee et al. l’année suivante : les auteurs montrent l’intérêt de prendre en
compte dans l’agorithme du gradient naturel, le caractère sur- ou sous gaussien des sources [135].
En outre citons deux des méthodes de séparation de sources par déflation les plus connues. Le
principe de déflation consiste à extraire les sources du mélange une par une, contrairement aux
approches symétriques où les sources sont extraites simultanément. Ainsi en 1995, N. Delfosse et
P. Loubaton [80] introduisent le concept de déflation en proposant une manière originale, que nous
nommerons DEFA (DEFlation Approach for blind source separation), d’optimiser le contraste
uni-source d’ordre quatre sur lequel s’appuie leur méthode. Deux années plus tard, A. Hyväri-
nen et E. Oja présentent l’algorithme FastICA. La version initiale [121] de cet algorithme exploite
pleinement le principe de déflation et la mesure de non-gaussianité, plus connue sous le nom de né-
guentropie, approximée par la valeur absolue du kurtosis de la source estimée. Notons que si cette
version initiale ne permet que de traiter des mélanges de sources à valeurs réelles, E. Bingham
et A. Hyvärinen étendront l’algorithme au cas de mélanges à valeurs complexes [29]. En 1999,
A. Hyvärinen [119] améliore la robustesse de sa méthode en utilisant cette fois des moments de
fonctions non-quadratiques en vue d’approximer la néguentropie. Cette amélioration de FastICA,
baptisée FastICADO (Deflation Orthogonalization), possède une version symétrique [120] dont
l’étape d’orthonormalisation conjointe est identique à celle introduite initialement par E. Moreau
dans [154]. La version symétrique de FastICA est souvent appelée FastICASO (Symmetric Or-
thogonalization). Remarquons que si les méthodes exploitant le principe de déflation atteignent
rarement les performances des méthodes symétriques, elles présentent cependant l’intérêt d’être
peu coûteuses en opérations de calculs. Un compromis intéressant entre performance et complexité
de calcul vient d’être proposé par V. Zarzoso et P. Comon au travers des algorithmes OS-KMA et
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OS-CMA [230].
Les méthodes énumérées ci-dessus présentent entre elles des liens très forts. En effet, P. Co-
mon a montré dans [62], des connexions fondamentales entre les cumulants, la néguentropie et
l’information mutuelle. L’équivalence entre les approches INFOMAX et Maximum de vraisem-
blance a été montré dans [40, 169]. De plus, J.-F. Cardoso [40] a montré que les contrastes sur
lesquels reposent ces deux approches sont étroitement liés à la divergence de Kullback-Leibler
(mesure de distance statistique [18]) elle-même étroitement liée à l’information mutuelle [62]. On
peut ainsi établir un lien entre les techniques utilisant le maximum de vraisemblance, celles ba-
sées sur une approximation de l’information mutuelle à l’aide des cumulants, et celles utilisant la
néguentropie [41, 134] [120, pp. 221–227, 273–289]. D’autres approches basées cette fois sur la
représentation géométrique des mélanges ont été proposées dans la littérature. Citons par exemple
les travaux de C.-G. Puntonet et al. [182–184] ainsi que ceux de K. I. Diamantaras [84].
Bien que l’on dispose aujourd’hui d’un certain nombre d’outils de SAS performants en théo-
rie, il reste encore à étudier leur comportement en situation pratique telle que dans le domaine
biomédical où nombre d’hypothèses ne sont pas vérifiées. Rappelons ainsi que les méthodes géo-
métriques ne s’adressent pour l’heure qu’à des sources prenant leurs valeurs dans un alphabet fini
et qu’elles sont très sensibles à la présence du bruit. En ce qui concerne les algorithmes exploitant
conjointement plusieurs matrices de covariance retardées, elles ne peuvent fonctionner que pour
des sources de spectres distincts. Les algorithmes utilisant une étape de blanchiment sont sensibles
à tout bruit coloré de cohérence spatiale inconnue. Certaines méthodes nécessitent pour leur part
une estimation préalable des densités de probabilité des sources. Toutefois, dans quelques cas, une
estimation grossière des densités (i.e une estimation du caractère sur- ou sous-gaussiennes) suffit.
Néanmoins, dans le cas où l’apriori sur les densités est faux, certaines méthodes, notamment celles
utilisant l’estimateur du maximum de vraisemblance, fournissent des résultats complètement er-
ronés. En ce qui concerne les techniques de déflation, une erreur sur l’estimation d’une source se
répercute obligatoirement sur l’estimation des autres, détériorant dès lors la séparation.
En plus des limites citées, dans certains cas pratiques (le mélange peut être sous-déterminé, le
nombre de sources P est supérieur au nombre d’observations M ). On se retrouve alors dans une
situation où la matrice de mélange n’est pas inversible (la connaissance de la matrice de mélange
H n’implique pas une estimation automatique des sources). En d’autres termes et contrairement au
cas sur-determiné, l’equivalence entre problèmes d’identification aveugle du mélange et celui de
séparation aveugle de sources est fausse. Afin d’identifier le mélange, un algorithme qui utilise une
forme sophistiquée de l’estimation du maximum de vraisemblance, obtenue par l’approximation
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de Laplace de la distribution de H a été décrit dans [136]. Dans [202] A. Taleb a développé une
méthode qui exploite la seconde fonction caractéristique des observations. Ce problème a aussi
été résolu par des méthodes qui utilisent, sans blanchir les observations au second ordre, soit
les statistiques d’ordre quatre [38, 39, 64, 75, 77, 79, 89, 97, 133, 207], soit les statistiques d’ordre
six [9]. Pour l’extraction des sources, des informations supplémentaires, comme l’alphabet fini
par exemple [64], sont nécessaires. Une étude bibliographique plus approfondie pour le sous-
déterminée est présentée dans [4].
1.5.2 Mélanges convolutifs MIMO
Une première solution consiste à se ramener d’une manière ou d’une autre à un problème de
séparation aveugle de sources en contexte instantané, puis à appliquer l’une des méthodes présen-
tées dans la section précédente. Pour des signaux d’entrée i.i.d., ceci peut être en effet possible
en considérant un vecteur source généralisé contenant les sources et leurs versions suffisamment
décalées. Les approches présentées dans [1,109,147], dites à sous-espaces, exploitent cet artifice.
N. Delfosse et P. Loubaton proposent de se ramener à un problème instantané à l’aide d’une étape
de prédiction linéaire (au second ordre), puis de résoudre le problème à l’aide des statistiques
d’ordre 4 [81]. Une autre solution consiste à chercher à étendre au cas convolutif les méthodes de
SAS présentées dans la section précédente. Tel est le cas par exemple de C. Jutten et al. [128] et
K. Torkkola [210]. De même, certains chercheurs étendent au cas convolutif des contrastes déve-
loppés dans le cas instantané. On peut citer par exemple P. Comon dans [63], E. Moreau et J.-C.
Pesquet dans [156], ainsi que N. Thirion-Moreau et E. Moreau dans [206].
Plus récemment, P. Comon et L. Rota ont proposé un contraste basé sur les cumulants d’ordre
quatre, dont l’optimisation repose sur la diagonalisation conjointe d’un ensemble de tranches du
tenseur cumulant après un blanchiment des observations [69–72]. Cette méthode, nommée PA-
JOD (PArtial JOint Diagonalization), permet d’obtenir un banc de filtres égaliseur semi-unitaire et
non para-unitaire. Une extension de PAJOD, nommée PAFA (PAra-unitary FActorization), permet
quant-à-elle d’obtenir de tels filtres [190–192].
D’autres méthodes utilisent pour leur part le principe de déflation. Ces méthodes résolvent
ainsi séquentiellement un problème de déconvolution SIMO (Single-Input Multiple-Output). Deux
méthodes itératives sont alors proposées respectivement par J. K. Tugnait [211] et C. Simon et
al. [196] suivant ce principe-là. Les deux méthodes extraient une source et retranche sa contribu-
tion au mélange en utilisant un critère des moindres carrés. La procédure est répétée jusqu’à ex-
traction de toutes les sources. Plus récemment, M. Castella et al. proposent de nouvelles approches
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qu’ils qualifient de hiérarchiques capables de traiter des signaux non i.i.d. [44–46]. L’originalité de
leurs méthodes réside dans la manière d’extraire les sources. En effet, les auteurs proposent d’uti-
liser les sources précédemment extraites afin de contraindre l’espace de recherche des sources
suivantes limitant ainsi le problème d’accumulation des erreurs inhérent à la procédure de défla-
tion classique. De plus, afin de simplifier la maximisation du critère proposé dans [44–46], M.
Castella et al. [44, 49, 50, 187] proposent de nouvelles fonctions de contraste SIMO en utilisant
un signal de référence supposé connu du récepteur. Leur approche se voit ainsi qualifiée de semi-
aveugle. L’avantage des critères introduits réside dans leur dépendance quadratique vis à vis des
différents paramètres mis en jeu permettant alors une optimisation rapide et efficace. En outre, les
auteurs montrent par simulation qu’il est possible d’utiliser leurs méthodes en contexte aveugle.
Parallèlement aux approches temporelles, des méthodes dites fréquentielles ont été dévelop-
pées. Ces approches peuvent être divisées en deux catégories : les techniques directes et indirectes.
Les premières visent tout d’abord à transposer les observations dans le domaine fréquentiel afin
de représenter le mélange convolutif par une suite de mélanges instantanés, puis à appliquer les
concepts de SAS en contexte instantané afin d’extraire les sources dans le domaine fréquentiel. V.
Capdevielle et al. utilisent ce type d’approche en 1995 [35, 36] afin de séparer les vibrations de
machines tournantes, dans le but de contrôler le fonctionnement de chaque machine. L’inconvé-
nient des approches directes réside dans le fait que l’opération de passage des observations dans
le domaine fréquentiel a pour effet de gaussianiser les données. Une autre solution, caractérisant
les techniques indirectes et ne présentant pas le problème de gaussianisation, consiste à exploi-
ter les spectres d’ordre supérieur (polyspectres) des observations. D. Yellin et E. Weinstein sont
parmi les premiers à utiliser les polyspectres en déconvolution aveugle. S’interessant au problème
de mélanges convolutifs TITO (Two-Input Two-Output), ils montrent que sous certaines hypo-
thèses, l’annulation des bispectres croisés conduit à l’extraction des deux sources [225]. Quelques
années plus tard, B. Chen et A.-P. Petropulu traitent le cas MIMO. Leur méthode [51] permet à
partir du spectre, de blanchir fréquentiellement les observations. Puis le bispectre des observations
blanchies est utilisé afin d’estimer à la fois le module et la phase de la réponse en fréquence du sy-
tème. Les auteurs montrent que l’étape d’identification fréquentielle du système peut être réalisée
également avec n’importe quel autre spectre d’ordre supérieur à trois. Enfin, notons que les deux
auteurs résolvent de manière astucieuse le problème d’ambiguité de permutation inhérent aux ap-
proches fréquentielles. Se basant sur les résultats obtenus dans [51], M. Castella et al. [44, 47, 48]
construisent de nouveaux contrastes fréquentiels reposant sur l’utilisation des polyspectres. Les
auteurs exploitent ensuite la relation de Parseval pour leur dual dans le domaine temporel. Ces
contrastes ont l’immense avantage de permettre l’extraction de sources non i.i.d.. Parmi les ap-
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proches indirectes, on compte également celle de L. Parra et C. Spence dans [167, 168]. Celle-ci
parvient à extraire les sources uniquement en exploitant les spectres des observations, mais ce à
condition d’être en présence de signaux stationnaires par morceaux. Contrairement à l’approche de
B. Chen et A.-P. Petropulu, ils esquivent le problème d’ambiguité de permutation et n’identifient
pas du tout la phase de la réponse en fréquence du système. Cette approche ne permet donc pas
de traiter des systèmes à phase non-minimale. Citons pour finir les travaux actuels d’A.-P. Petro-
pulu et al. [2, 228] visant à exploiter les polyspectres ainsi que l’outil de décomposition tensoriel,
nommé PARAFAC (PARAllel FACtorization), introduit par R.-A. Harshman dans les années 70.
L’intérêt est d’une part d’éviter l’étape de blanchiment des observations, mais surtout d’offrir la
possibilité d’identifier des mélanges convolutifs sous-déterminés.
Les algorithmes de séparation aveugle de mélanges convolutifs présentent pour la plupart des
limitations qui détériorent leurs performances suivant le domaine d’application. En ce qui concerne
les méthodes temporelles, elles nécessitent de connaître approximativement la longueur des filtres
caractérisant le système. De plus certaines méthodes exploitant les ordres supérieurs présentent
des vitesses de convergence très lentes. Les méthodes temporelles qui reformulent directement
le mélange convolutif en un mélange instantané nécessitent d’avoir beaucoup plus d’observations
que de sources à extraire. Les dimensions de tels systèmes rendent alors les calculs très lourds.
Sans compter que l’utilisateur doit au final faire le tri parmi les différents signaux extraits entre les
sources du mélange et les versions retardées de celles-ci. Les méthodes fréqentielles ne nécessitent
pas d’information a priori sur la longueur des filtres du système. Néanmoins, le fait de résoudre
un problème de SAS instantané pour chaque bin de fréquence fait apparaître deux indétermina-
tions majeures. La première est l’ambiguïté de phase de la réponse en fréquence du système telle
qu’on l’observe en présence de filtres à phase non-minimale. La seconde concerne l’ambiguïté de
permutation liée à l’identification de chaque mélange instantané fréquentiel. Ainsi, rares sont les
approches fréquentielles qui résolvent de manière efficace ces problèmes.
1.6 Résumé des chapitres
Passée cette introduction, nous aborderons les chapitres suivants :
– Chapitre 2
Ce chapitre traite de la SAS en contexte instantané. Tout d’abord, une étude bibliographique
est menée concernant les différentes applications de la SAS au domaine biomédical. Ceci té-
moigne de l’intérêt croissant des chercheurs, ingénieurs et cliniciens pour la SAS et montre
l’opportunité qu’offre ces méthodes notamment pour le traitement et l’analyse de signaux
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biomédicaux. Puis nous nous focalisons sur la problématique liée au diagnostic des troubles
du sommeil. Nous décririons tout d’abord le context applicatif et nous établissons le lien
avec la SAS. Se pose alors la difficulté du choix d’une méthode de SAS à appliquer répon-
dant à notre problème. Nous tachons de répondre à cette question en proposant une étude
comparative de onze algorithmes de SAS appliqués à des signaux synthétiques approchant
au mieux nos données réelles. Enfin, le chapitre se termine par la présentation et la validation
de nos résultats sur des données réelles.
Ces travaux sont parus dans une conférence nationale avec acte et comité de lecture :
A. KACHENOURA, H. GAUVRIT, L. SENHADJI and G. CARRAULT, "Application
de l’Analyse en Composantes Indépendantes à l’extraction des mouvements oculaires
et du tonus musculaire à partir d’un nombre restreint d’électrodes," in GRETSI 03,
Dix-neuvième colloque sur le Traitement du Signal et des Images, Paris, France, Sep-
tember 8-11, 2003, vol. 1, pp. 213-216.
dans une conférence internationale avec actes et comité de lecture :
A. KACHENOURA , H. GAUVRIT and L. SENHADJI, "Extraction and separation of
eyes movements and the muscular tonus from a restricted number of electrodes using
the Independent Component Analysis," in 25th annual international conference of the
IEEE Engineering in Medicine and Biology Society, Cancun, Mexico, September 2003,
pp. 2359-2362.
et dans une revue internationale :
F. POREE, A. KACHENOURA , H. GAUVRIT, C. MORVAN, G. CARRAULT and L.
SENHADJI, "Blind source separation for ambulatory sleep recording," in IEEE Tran-
sactions on Information Technology in Biomedicine vol. 10, no. 2, pp. 293-301, 2006.
– Chapitre 3
Ce chapitre nous ramène au coeur de la seconde problématique évoquée précédemment. Elle
concerne l’extraction des signaux sympathique et parasympathique en cardiologie. En pre-
mier lieu, nous rappelons certaines définitions concernant les ondes élémentaires constituant
l’ECG. Ensuite, nous décrivons les mécanismes physiologiques d’action du SNA. La section
suivante apporte des éléments de réponses quant au choix du modèle mathématique repré-
sentant le système SNA. Ainsi nous modélisons le dit système par un mélange convolutif
TITO (Two Input-Two Output). Ignorant la longueur des quatre filtres impliqués, nous nous
sommes orientés vers l’utilisation d’approches fréquentielles indirectes. Toutefois, comme
nous l’avons dit précédemment ces dernières nécessitent d’estimer la phase de la réponse
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en fréquence du système. Aussi nous présentons une nouvelle famille de méthodes d’esti-
mation de phase nommée PEP (Phase Estimation using Polyspectra), dont la supériorité en
terme de performances est démontrée au travers de simulations.
Ce travail a donné lieu à un article dans une conférence internationale avec actes et comité
de lecture :
A. KACHENOURA , L. ALBERA and L. SENHADJI, "The PEP approach : a new
family of methods solving the phase estimation problem," in ICASSP 06, 2006 IEEE
International Conference on Acoustics Speech and Signal Processing, Toulouse, France,
May 14-19 2006.
le travail a aussi été soumis dans une revue internationale :
A. KACHENOURA , L. ALBERA and L. SENHADJI, "The PEP approach : a new
class of algorithms for non-minimum phase recovery," submitted in IEEE Transac-
tions On Signal Processing.
– Chapitre 4
Enfin la thèse se termine par le chapitre 4 ou nous faisons un bilan global sur les travaux
effectués, leurs contributions scientifiques et les perspectives de recherches futures.
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Chapitre 2
La SAS en ingénierie biomédicale
2.1 Apport de la SAS à l’analyse des signaux électrophysiologiques
2.1.1 Survol des applications existantes
Prétendre faire en quelques pages un tour d’horizon exhaustif de l’ensemble des applications
des méthodes de SAS/ACI dans les domaines relevant du traitement de l’information ne serait
pas sérieux tant le nombre de contributions enregistrées est élevé. Dans cette section, nous nous
focaliserons sur les mises en oeuvre de ces concepts pour l’analyse et le traitement de signaux élec-
trophysiologiques. Afin de mettre en évidence l’intérêt et le potentiel de ces méthodes, ainsi que
leurs facilités de mise en oeuvre, certains travaux majeurs de ce domaine seront détaillés. L’activité
électrophysiologique d’une entité structurelle, d’un système ou d’un organe (i.e. source d’activité)
est souvent recueillie par le biais de capteurs disposés suivant des protocoles bien codifiés. Les
signaux qui en résultent sont généralement des observations vectorielles vérifiant le modèle (1.5)
et plus particulièrement le modèle suivant :
x[m] =H1s1[m] +H2s2[m] + ν1[m] + ν2[m] (2.1)
Dans cette expression, la partie utile du signal est représentée par les termes s1. Ces termes
peuvent être liés soit à l’activité propre d’un système, soit à un mélange d’activités issues de dif-
férents sous-systèmes. s2 correspond aux artefacts. Pour ces deux types d’activité, les instants
d’occurrence sont généralement aléatoires et les supports temporels sont de courte durée. L’acti-
vité de fond est représentée par le terme ν1. Celui-ci peut être considéré comme étant localement
stationnaire sur un horizon temporel relativement long comparé aux activités précédentes. Le bruit
de mesure lié à la chaîne d’acquisition, supposé stationnaire, est décrit par le terme ν2. Les sys-
tèmes d’acquisition fournissent des signaux de faible puissance qui peuvent être noyés dans du
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bruit de nature composite et il n’est pas rare d’avoir sur un même capteur une superposition de
plusieurs signaux d’intérêt. De plus, l’hétérogénéité du milieu de propagation des signaux rend
l’utilisation des méthodes d’identification de mélange1 très difficile à mettre en oeuvre. Dans ce
contexte, disposer de méthodes non paramétriques, qui travaillent de plus en aveugle, pour débrui-
ter les observations reçues sur les capteurs et séparer les contributions des "sources" d’intérêt à
partir de leurs mélanges, constitue un enjeu majeur.
Les méthodes SAS/ACI ont été mises en oeuvre avec succès, et ont permis d’obtenir des résul-
tats répondant à des besoins cliniques en terme de diagnostic sur divers signaux électrophysiolo-
giques. Parmi ceux-ci, nous trouvons principalement l’ElectroCardioGramme (ECG), l’ElectroEn-
céphaloGramme (EEG), le MagnétoEncéphaloGramme (MEG) et l’ElectroMyoGramme (EMG).
2.1.1.1 Analyse de signaux électrocardiographiques
Extraction non-invasive de l’ECG du foetus à partir d’un ensemble de signaux ECG recueillis
sur la mère
L’un des problèmes cliniques posé en maternité, et durant la grossesse est de pouvoir accéder à
l’ECG du foetus (ECGf) pendant la période intra-uterine afin de collecter le maximum d’informa-
tions susceptibles de révéler d’éventuelles malformations ou problèmes cardiaques. Ceci est égale-
ment important lors du monitorage du foetus durant la phase de travail précédent l’accouchement.
Les premiers travaux ayant abordé cette question remontent aux années 60. Ils se sont intéressés
à la réduction des bruits affectant le signal [116] puis à la détection de l’activité cardiaque du
foetus [31, 73]. L’extraction proprement dite de l’ECGf, à partir d’un mélange contenant l’ECG
maternel (ECGm) et ECGf, n’a été envisagée que plus tard avec l’apparition du filtrage adaptatif
séquentiel, et continue à ce jour de faire l’objet de nombreux travaux de recherche [92, 95].
Ce problème a été considéré sous l’angle "séparation de source" pour la première fois par L.
De Lathauwer et al. [76]. S’appuyant sur les travaux de [178] et ceux de [164], les auteurs justifient
deux points importants dans la formulation du problème :
– le premier considère que l’activité électrique du coeur de la mère peut être assimilée à un
champ tournant (à 3 dimensions) à partir d’une certaine distance. Le signal électrique cor-
respondant à l’électrocardiogramme de la mère est donc vu comme un signal à 3 compo-
santes [178],
– le deuxième stipule que l’espace associé à l’ECGf n’est pas forcément de dimension 3 et
peut changer au cours de la gestation [164], donnant une activité électrique qui peut être
composée de 1 à 3 signaux.
1Fonction de transfert entre les sources physiologiques et les capteurs.
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En plus des deux points précédents, les auteurs supposent que :
– les signaux ECGf sont statistiquement indépendants des signaux de la mère,
– le transfert entre les sources de courant dans le corps et la surface cutanée est assimilé à un
transfert linéaire résistif [178],
– la rapidité de propagation des signaux électriques dans les tissus humains permet de consi-
dérer le caractère instantané de la propagation,
– la faible amplitude des signaux ECGf implique que d’autres signaux biologiques (les contrac-
tions du diaphragme et de l’utérus, l’activité musculaire, etc) ne peuvent pas être négligés.
De plus, de nombreux bruits parasites tels que le bruit thermique des appareils de mesure,
les interférences générées par le réseau électrique et le bruit dû au contact des électrodes sur
la peau, viennent perturber l’acquisition des données.
En tenant compte de ces hypothèses, le problème a été formalisé dans [76] comme un problème
de séparation de sources à partir de leur mélange linéaire instantané auquel s’ajoute un bruit additif.
La solution proposée, en s’appuyant sur les techniques exploitant les statistiques d’ordre su-
périeur, cherche à séparer des familles de natures physiologiques différentes. La premiere famille
représente l’ECGm, la seconde correspond à l’ECGf et la troisième englobe les différentes sources
parasites2.
Les tests ont été conduits sur des observations recueillies sur huit électrodes dont cinq sont
placées sur la région abdominale et trois sur la cage thoracique de façon à être éloignées du foetus,
(Figure 2.1).
Pour illustrer les méthodes nous avons repris l’exemple que J. Even a présenté dans [93]. Les
observations sont représentées sur la figure 2.2. Les trois dernières observations sont issues des
électrodes positionnées sur le thorax. L’ECGm y est prépondérant. Les cinq premières observations
représentent les tracés abdominaux. Sur l’observation 1, la contribution du signal du foetus est bien
visible (le rythme cardiaque du foetus est plus élevé que celui de la mère). Nous remarquons aussi
que les amplitudes des cinq premières observations sont plus faibles que les trois dernières. Ceci
est dû à deux facteurs : le premier est la distance séparant les électrodes du coeur de la mère, et le
deuxième est le très faible voltage de l’activité électrique cardiaque du foetus.
Les résultats obtenus sont représentés sur la figure 2.3. Les trois premières composantes cor-
respondent aux trois composantes ECGm, les composantes 5 et 8 représentent le second espace
(ECGf) avec un meilleur rapport signal/bruit sur la composante 5, la quatrième composante est de
basse fréquence (probablement liée à la respiration) et les composantes restantes (6 et 7) repré-
sentent les bruits.
2Ici, les sources physiologiques qui ne correspondent ni à l’ECGf ni à l’ECGm sont considérées comme des sources
parasites.
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FIG. 2.1 – Diagramme schématique de l’enregistrement de surface des observations et de leur
traitement [60].
Observations 
Abdominales 
Observations 
Thoraciques
FIG. 2.2 – Représentation sur 5 secondes des observations (ECG) recueillies sur la mère (fe =
500 Hz). L’ECG du foetus est plus ou moins visible sur les 3 premières observations.
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FIG. 2.3 – Sources estimées : les composantes 1, 2 et 3 représentent l’espace ECGm, l’espace
ECGf est composé par les voies 5 et 8 et les composantes 4, 6 et 7 correspondent aux bruits.
D’autres travaux ont aussi abordé ce problème en utilisant les méthodes SAS/ACI [57,78,229].
Dans [57], les auteurs ont mis en oeuvre l’algorithme de SAS/ACI qu’ils ont proposé dans [58].
Cet algorithme est basé sur la méthode dite du gradient naturel, introduite dans [11]. Cependant, à
la différence de cette dernière, les auteurs proposent une estimation des densités de probabilité des
sources qui prend en compte, dans la progression de l’algorithme, la nature de sur-gaussianité ou
de sous-gaussianité des sources. Ils ont alors comparé leurs résultats à ceux de A. J. Bell et T. J.
Sejnowski [19] et ont montré que leur méthode améliore le rapport signal/bruit sur les composantes
représentant l’ECGf.
Les travaux de L. De Lathauwer et al., présentés dans [78], sont un prolongement de ceux dé-
crits dans [76]. Ils ont considéré, par le biais de simulations, un cas de trouble du rythme cardiaque
chez le foetus (apparition d’une extrasystole) et aussi la présence de jumeaux. La mise en oeuvre,
cette fois-ci, d’une technique SAS/ACI utilisant les statistiques d’ordre supérieur a été retenue.
Les auteurs ont montré que les méthodes SAS/ACI restent efficaces dans ce contexte aussi.
Dans [229], V. Zarzoso et al. proposent une étude comparative entre la technique de filtrage
adaptatif présentée par [92] et les techniques de SAS/ACI basées sur les statistiques d’ordre supé-
rieur. Les expériences conduites dans cette étude montrent que les méthodes SAS/ACI sont plus
robustes et fournissent des résultats supérieurs à ceux obtenus par le filtrage adaptatif, confortant
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ainsi tout l’intérêt qui leur est porté.
Réduction du bruit et d’artefacts en ECG
Au cours de leur enregistrement, les signaux ECG sont souvent altérés par différents types d’arte-
facts et de bruits. Les artefacts sont induits par les déplacements des électrodes ou par les mouve-
ments du patient. En activité de fond, on trouve le tonus musculaire, l’effet de la respiration et les
interférences dues à l’alimentation électrique.
Plusieurs méthodes de filtrage, adaptatif ou non, linéaire ou non, ont été proposées pour la
réduction de ces perturbations. Toutefois, l’efficacité de ces méthodes se révèle souvent limitée.
En effet, l’occupation spectrale des perturbations empiète sur celle de l’ECG et, par conséquent,
la plupart de ces filtres introduisent des distorsions morphologiques sur les ondes élémentaires
du signal cardiaque, rendant ainsi difficile son interprétation. Plusieurs travaux ont été menés en
recourant aux méthodes SAS/ACI pour faciliter l’analyse des signaux ECG. Par exemple, J.O.
Wisbeck et al. [224] ont cherché à éliminer, sur des enregistrements à 8 voies, l’influence de
la respiration pour corriger la dérive de la ligne de base ; ils ont pour cela utilisé l’algorithme
SAS/ACI dit, du point fixe, proposé dans [121]. Ils ont montré que cette technique était capable
d’améliorer la qualité des signaux. Cependant, l’isolation des artefacts respiratoires n’était pas
satisfaisant car plusieurs composantes indépendantes contenaient encore des ondulations basses
fréquences.
Une étude détaillée a été conduite par H. Taigang et al. [201] pour juger qualitativement de
l’intérêt des approches SAS/ACI pour la restauration du signal ECG. Ils ont ainsi mené des ex-
périences sur trois dérivations ECG en considérant plusieurs cas de figure de perturbations (bruits
spatialement corrélés ou non, temporellement localisés ou non, transitoires ou localement station-
naires, rapport signal à bruit variable). L’approche SAS/ACI déployée ici, est celle introduite par
J. F. Cardoso et al. dans [42]. A titre d’illustration, deux des exemples traités sont présentés ci-
dessous.
1. Exemple 1
La figure 2.4 (a) présente un échantillon de 10 secondes des trois dérivations ECG retenues.
Sur les voies 2 et 3, un artefact est visible entre la quatrième et la sixième seconde et sur les
voies 1 et 2, un bruit de fond est présent sur toute la durée de l’enregistrement. Le résultat,
obtenu après la séparation aveugle, montre que le bruit de fond ainsi que les artefacts sont
bien isolés sur la troisième composante (figure 2.4 (b)). Après élimination de la contribu-
tion de cette "source" aux observations, les ECG restitués sont qualitativement améliorés
(Figure 2.4 (c)).
2. Exemple 2
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Dans cet exemple, des artefacts et un bruit de fond sont présents sur les trois dérivations
ECG (figure 2.5 (a)).
La figure 2.5 (b) montre le résultat obtenu après séparation. Il est clair que, contrairement
à l’exemple précédent, les artefacts et le bruit ne sont pas bien séparés. En effet, même si
la troisième composante est identifiée comme étant un artefact, le bruit de fond et certains
artefacts subsistent encore sur les deux premières composantes. Ceci se vérifie en observant
la figure 2.5 (c) qui représente les ECG après élimination de la contribution de la troisième
composante. Sur cette figure, les ECG corrigés contiennent toujours du bruit et des artefacts.
Les auteurs estiment, à juste titre, que les méthodes SAS/ACI ont échoué dans le débruitage
des observations.
(a)
(c)
(b)
FIG. 2.4 – Représentation sur une durée de 10 secondes de : (a) Dérivations ECG retenues, (b)
Sources estimées et (c) signaux ECG restaurés après élimination de la composante liée aux pertur-
bations.
Les différents scénarios que les auteurs ont envisagés montrent que leur approche conduit à une
réduction significative des bruits et artefacts affectant les enregistrements ECG pour des rapports
signal à bruit modérés. Cependant, ces résultats sont basés sur des évaluations qualitatives des
signaux réels où la vérité terrain n’est que partiellement connue.
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ECG acquis
Sources estimées
ECG corrigés
Temps (s)
(a)
(c)
(b)
FIG. 2.5 – Représentation sur une durée de 10 secondes de : (a) Dérivation ECG retenues, (b)
Sources estimées et (c) signaux ECG restaurés après élimination de la troisième composante liée
aux perturbations.
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2.1.1.2 Analyse de signaux électroencéphalographiques
L’activité cérébrale enregistrée au moyen des techniques EEG ou MEG est elle aussi souvent
entachée de bruits. Nous retrouvons, par exemple, les bruits induits par le dispositif d’enregistre-
ment (électrodes, fils électriques, alimentation, etc), ceux liés aux mouvements du patient, à son
activité musculaire locale, à ses mouvements oculaires et à son activité cardiaque. Ces perturba-
tions peuvent avoir des dynamiques plus élevées que celles des signaux cérébraux, d’où le besoin
de mettre en place des procédures de réjection de ces bruits pour faciliter l’interprétation ou le
traitement amont de ces enregistrements.
Réduction de bruits et d’artefacts
Les méthodes SAS/ACI ont naturellement été envisagées pour atténuer ces "composantes" indé-
sirables. Ainsi, les travaux de R. Vigario présentés dans [216] cherchent à éliminer l’interférence
des mouvements oculaires sur un ensemble de signaux EEG. Dans [124, 125], T. P. Jung et al.
exploitent la méthode proposée par T. W. Lee et T. J. Sejnowski dans [137] pour éliminer toutes
sortes d’artefacts (les mouvements oculaires, l’activité musculaire, l’ECG, etc) rencontrés dans
des données EEG brutes. En MEG, K. A. Barros et al. étudient, dans [14, 16], l’extraction et la
suppression de l’ECG à partir d’un enregistrement de 122 voies MEG. La méthode utilisée est
basée sur l’approche présentée dans [121]. Elle remplace la variance qui apparaît dans l’approxi-
mation du kurtosis par l’autocorrélation pondérée de la sortie afin de tenir compte de la quasi-
stationnarité du signal ECG à extraire (exploitation d’une connaissance a priori de la source à
extraire). D’autres applications, exploitant aussi l’algorithme présenté dans [121] et travaillant
complètement en aveugle, ont été présentées par R. Vigario et al. dans [218, 219]. Les auteurs ont
conduit certaines expériences afin de montrer l’efficacité des méthodes SAS/ACI dans l’extraction
des différents artefacts qui interfèrent avec les informations MEG utiles. L’utilisation récurrente
de l’algorithme FastICA est justifiée par sa capacité à travailler par déflation (c’est-à-dire : extrac-
tion des sources l’une après l’autre). Ceci permet de traiter des systèmes qui mettent en jeu un
nombre élevé d’observations (de l’ordre d’une centaine de voies) où seules quelques composantes
indépendantes sont extraites.
Nous détaillerons dans ce qui suit deux exemples significatifs (cités ci-dessus) des travaux
entrepris. Les deux concernent la problématique de réduction des interférences mais avec des
approches méthodologiques et des observations différentes. Le premier est un exemple en EEG
qui se fonde sur les travaux développés, pour la SAS sous-gaussiennes et/ou sur-gaussiennes, par
T. W. Lee et T. J. Sejnowski dans [137]. Le second concerne les signaux MEG et s’appuie sur
l’approche FastICA introduite par A. Hyvärinen et E. Oja. [121].
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1. Elimination des interférences dans les signaux EEG
T. P. Jung et al. ont considéré, dans [125], des enregistrements EEG acquis par 20 électrodes
placées sur le scalp, suivant le système standard 10-20, plus deux électrodes temporales per-
mettant l’enregistrement des mouvements oculaires (dit ElectroOculogramme (EOG)). La
fréquence d’échantillonnage est de 256 Hz. Les 22 observations ainsi acquises sont illustrées
sur la figure 2.6.
Le résultat de la mise en oeuvre de la technique de SAS sur l’ensemble des observations est
représenté sur la figure ( 2.7(a) et (b)). Il montre que les mouvements oculaires (horizontaux
et verticaux) sont isolés sur les voies 1 et 4. Les voies 12,15 et 19 représentent plutôt le tonus
musculaire (ce sont des signaux de fréquence relativement haute). Après élimination de ces
cinq composantes indésirables, l’EEG débruité est reporté sur la figure 2.7 (b). Les voies T3
et T4, initialement affectées par du bruit musculaire (figure 2.6), sont restaurées, et l’effet
des mouvements oculaires sur les voies F7 et F8 est éliminé.
FIG. 2.6 – Représentation des 22 observations acquises par des électrodes placées suivant le sys-
tème standard 10-20.
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FIG. 2.7 – (a) Sources estimées, (b) EEG restauré après l’élimination des cinq composantes indé-
sirables (1, 4, 12, 15 et 19), représentant les mouvements oculaires (1 et 4) et le tonus musculaire
(12,15 et 19).
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2. Elimination des interférences dans les signaux MEG
Pour montrer l’efficacité des méthodes SAS/ACI dans l’élimination des diverses interfé-
rences rencontrées dans les enregistrements MEG, R. N. Vigario et al. [218] ont défini un
protocole expérimental particulier. Les signaux MEG sont enregistrés par un casque cou-
vrant l’ensemble de la tête et contenant 122 capteurs. Durant l’enregistrement, il a été de-
mandé au patient d’effectuer plusieurs mouvements spécifiques : regarder à gauche et à
droite puis faire une série de clignements des paupières. Le but étant de générer des mou-
vements oculaires divers qui viennent se superposer aux signaux MEG. Pour la production
d’un tonus musculaire, on demande au patient de serrer ses mâchoires pendant une durée
de 20 secondes. En plus de ces deux artefacts d’origine physiologique, un artefact élec-
tromagnétique a été produit en plaçant un corps métallique (une montre) à un mètre du
casque à électrodes. Un sous-ensemble de 12 voies, parmi les 122 enregistrées, est présenté
sur la figure 2.8. On y voit clairement les mouvements oculaires horizontaux en début de
l’enregistrement, suivis par des clignements des paupières représentés par des pics, puis en
fin d’enregistrement des activités hautes fréquences correspondant au tonus musculaire qui
s’ajoutent aux signaux MEG. La mise en oeuvre de l’approche ACI sur l’ensemble des voies
permet d’identifier les composantes indésirables (figure 2.9). Les composantes IC1 et IC2
représentent le tonus musculaire, IC3 et IC5 sont associées respectivement aux mouvements
oculaires horizontaux et aux mouvements générés par le clignement des yeux, IC4 repré-
sente, quant à elle, le signal ECG. Enfin, on retrouve sur IC6 l’interférence engendrée par la
perturbation du champ magnétique.
Analyse et segmentation des potentiels évoqués
L’EEG aussi bien que la MEG sont modifiés lorsque surviennent des stimulations sensorielles.
Avec des techniques adaptées, il est possible de recueillir ces modifications que l’on appelle po-
tentiels évoqués. Il s’agit d’une succession d’ondes dont la latence d’apparition mesure le temps
que met une stimulation sensorielle pour être captée par un récepteur, et le délai de sa transmis-
sion jusqu’au cerveau. L’amplitude de la réponse dépend du nombre de neurones activés par la
stimulation. Les premiers générateurs activés au niveau du cortex cérébral sont dans la zone de
projection spécifique à la modalité sensorielle utilisée, en face de laquelle est posée l’électrode
d’enregistrement (région occipitale pour la vision, temporale pour l’audition et pariétale pour le
tact). D’autres zones du cerveau, dépendant du type de traitement que subit la stimulation, sont
ultérieurement activées. Les potentiels évoqués sont généralement classés selon le type de stimuli.
On distingue ainsi les Potentiels Évoques Visuels (PEV) : ils sont obtenus à la suite d’une stimula-
tion lumineuse. Les Potentiels Évoques Somesthésiques (PES) sont provoqués à l’aide d’un petit
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FIG. 2.8 – Représentation de 12 observations parmi les 122 enregistrées. Le champ magnétique
est mesuré pour chaque électrode suivant deux axes orthogonaux.
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FIG. 2.9 – Les six composantes indésirables extraites des signaux MEG observés.
choc électrique appliqué sur le trajet d’un nerf. Les Potentiels Évoqués Auditifs (PEA) : ils sont
provoqués à l’aide d’écouteurs émettant un son bref (ex., clic) qui stimule la cochlée de l’oreille
interne. Le signal est capté par des électrodes placées sur le cuir chevelu au sommet du crâne et
sur les lobes des oreilles.
On distingue deux types de composantes dans les potentiels évoqués. Les composantes exo-
gènes qui dépendent surtout des caractères physiques de la stimulation tels que l’intensité, la fré-
quence..., sont les premières à apparaître. Ce sont elles qui sont habituellement mesurées dans
les laboratoires d’exploration fonctionnelle neurologique. Elles comprennent des ondes, générées
au niveau du tronc cérébral (Potentiel Evoqué du Tronc Cérébral), apparaissant dans les 10 ms
qui suivent la stimulation, et des ondes qui surviennent entre 10 et 100 ms (Potentiel Evoqué de
Latence Moyenne). A leur suite, existent des composantes endogènes qui dépendent de l’attitude
du sujet vis-à-vis de la stimulation, et notamment, de l’attention qu’il y porte. Elles apparaissent
surtout après un délai de 100 ms suivant la stimulation (figure 2).
Chaque type de potentiel évoqué a une signature temporelle spécifique. Cependant, sur des
enregistrements MEG/EEG bruts, ces signaux sont difficilement localisables du fait de la domi-
nation de l’activité cérébrale de fond. Pour des finalités diagnostiques de certaines pathologies (la
dyslexie, l’autisme, la sclérose en plaque, etc.), qui peuvent affecter les amplitudes ou les latences
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FIG. 2.10 – Représentation schématique d’un PEA et des ondes qui le constituent.
42 CHAPITRE 2 : La SAS en ingénierie biomédicale
des potentiels évoqués, des travaux de recherche, faisant appel aux méthodes SAS/ACI, ont été
menés en visant un double objectif :
– séparer des potentiels évoqués engendrés par des stimulations simultanées de natures diffé-
rentes,
– isoler les différentes ondes produites en réponse à une stimulation spécifique.
Ce dernier point est abordé dans [146] et [126] sur la base d’enregistrements EEG et de sti-
mulations auditives. Les auteurs ont élaboré un protocole expérimental où un sujet est soumis à
un même stimuli auditif à plusieurs reprises. Pour chaque stimulation, le patient appuie sur un
bouton s’il entend le stimuli. Les réponses cérébrales sont acquises sur 14 électrodes différentes
(13 électrodes placées sur le scalp et une électrode pour la détection des mouvements oculaires).
Après avoir éliminé tous les signaux où les mouvements oculaires sont trop prépondérants (ampli-
tude > 70 µv), les réponses EEG sont divisées en deux groupes : groupe des réponses de détection
positive et groupe de détection négative. Les deux groupes sont alors moyennés séparément. Enfin
la méthode SAS/ACI présentée dans [137] a été appliquée aux réponses EEG moyennées des deux
groupes. Les résultats obtenus montrent qu’il est possible de séparer les différentes ondes générées
par le cerveau en réponse à un stimuli auditif, des autres activités de base. Une autre approche ex-
ploitant cette fois-ci la MEG a été présentée dans [221]. Dans cette étude, le stimuli utilisé est un
son pur de fréquence 1000 Hz. Chaque son est composé d’un plateau de 100 ms. 200 stimulis avec
un intervalle interstimulus de 1 s ont été présentés à l’oreille droite du sujet. Le champ évoqué
auditif est recueilli sur une base de temps de 500 ms avec une période pré-stimulus de 100 ms,
puis les 200 époques sont moyennées sur chacune des 122 voies MEG. La méthode de séparation
de sources par déflation [121] a été appliquée aux observations moyennées. Celle-ci a montré que
les réponses du cerveau générées autour de 100 ms peuvent être séparées de celles générées autour
200ms. En plus, une discrimination entre les réponses du lobe gauche et celles du lobe droit est
clairement visible.
La séparation de potentiels évoqués, induits par des stimulations de natures différentes, a été
considérée dans [220]. R. N. Vigario et al. ont montré, en utilisant toujours l’algorithme développé
dans [121], que les méthodes SAS/ACI sont capables, à partir de stimulations somesthésiques et
auditives simultanées, de différencier les réponses du cerveau à ces stimulis sur les enregistrements
MEG.
2.1.1.3 Analyse des signaux éléctromyographiques
Le problème posé est d’isoler les activités électriques générées par des muscles spécifiques,
à partir d’acquisitions faites par des électrodes placées sur une partie du corps du patient (bras,
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jambe, etc), (Figure 2.11). La séparation de ces activités est importante dans de nombreuses ques-
tions médicales comme l’évaluation de la coordination des différents muscles, la détection de cer-
tains syndromes (le syndrome du canal carpien par exemple, ou encore le contrôle de prothèses).
FIG. 2.11 – Schématisation de la problématique de la SAS en électromyographie [60].
D. Farina et al. ont présenté dans [94] des résultats intéressants concernant ce problème. Pour
cela ils ont défini un protocole expérimental leur permettant d’évaluer objectivement les perfor-
mances d’approches SAS/ACI. Dans ce protocole, deux muscles bien spécifiques de l’avant-bras
sont considérés : le flexor carpi radialis et pronator teres. 3 Le choix de ces deux muscles est
motivé par la possibilité de les contrôler d’une manière sélective. En effet, la contraction du flexor
carpi radialis engendre des flexions du poignet et la contraction du pronator teres produit une
rotation du poignet. Les expériences ont porté sur huit sujets masculins à qui il était demandé de
faire des flexions et des rotations cycliques du poignet. L’EMG de surface est acquis par le biais
de trois électrodes. La première est placée à la hauteur du premier muscle, la deuxième au niveau
du second muscle et la troisième est située entre les deux. Les auteurs ont travaillé sur un modèle
linéaire instantané. Le choix de ce modèle a été justifié par le fait que les données EMG sont is-
sues de deux muscles très proches. La méthode de SAS/ACI présentée dans [103, 104] a été alors
appliquée aux trois observations. Les résultats obtenus indiquent que la séparation n’est que par-
tiellement atteinte. Les auteurs expliquent que la raison principale est la relative non adéquation du
modèle linéaire instantané avec les observables. Néanmoins, les résultats reportés restent très inté-
ressants comme le montre la figure 2.12 : l’activité électrique, est très atténuée durant les périodes
de rotation du poignet, à la fois pour la source estimée rattachée au muscle flexor carpiradialis et
ainsi que pour la deuxième source estimée représentant l’activité du pronator teres.
Une autre étude intéressante est reportée par G. A. Garcia et al [106]. L’objectif y est d’identi-
fier, à partir de l’EMG de surface collecté sur un muscle, les activités correspondant à chaque unité
motrice 4 du muscle en question.
3Leur nomenclature française est respectivement fléchisseur radial du carpe et rond pronateur.
4A une unité motrice est associé un train de potentiel d’action généré par la contraction d’un ensemble de fibres
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FIG. 2.12 – Illustration des résultats obtenus : en noir les signaux d’observations et en gris les
sources EMG estimées.
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2.1.1.4 Autres applications biomédicales
Les applications SAS/ACI aux signaux ECG,EEG et MEG présentées ci-dessus ont été abor-
dées à plusieurs reprises dans la littérature. Toutefois, d’autres applications moins répandues ont
été publiées. Citons par exemple :
– l’étude menée par J. J. Reita et al. [188] pour la caractérisation de la fibrillation auriculaire
à partir de signaux ECG multivoies. Le train d’onde P est extrait après mise en oeuvre de la
technique FastICA [121],
– les travaux de R.Vetter et al. [215] cherchent à caractériser les mécanismes par lesquels le
Système Nerveux Autonome (SNA) régule la variabilité cardiaque 5,
– l’étude, décrite par de A. K. Barros et al. dans [15] qui cherche à extraire des fuseaux de
sommeil appelés spindles 6 à partir d’un ensemble de signaux EEG pour aider les cliniciens
dans l’analyse des nuits de sommeil,
– ainsi que les travaux présentés par A. Rouxel dans [193]. Dans cette étude les auteurs tra-
vaillent sur des signaux EEG enregistrés sur des patients épileptiques. L’objectif est de pou-
voir séparer l’activité électrique, due à la maladie, des activités de base du cerveau.
En plus de toutes les applications présentées et/ou évoquées auparavant, M. Ohata et al. ont
exploité, dans [162], les méthodes de SAS/ACI développées pour les modèles convolutifs afin
d’éliminer les composantes indésirables (ECG, EMG, etc.) dans les enregistrements des signaux
EléctroGastroGrammes (EGG)7.
Les SAS/ACI présentent aussi un intérêt pour l’analyse d’images biomédicales en général et,
plus particulièrement, en Imagerie par Résonance Magnétique fonctionnelle (IRMf). Les lecteurs,
intéressés par cet aspect, peuvent consulter les références suivantes, [30, 87, 91, 129, 152, 198].
2.1.2 Séparation de mélanges pour le monitoring des troubles du sommeil à domi-
cile
La recherche sur le sommeil a connu un développement considérable au milieu du XXème
siècle grâce à l’avènement des techniques d’enregistrement de l’activité cérébrale (EEG). L’ob-
servation des modifications de cette activité au cours des différents états de vigilance a permis de
définir des critères objectifs rendant possible la distinction entre le sommeil et l’éveil puis d’éla-
musculaires.
5Cette application a été brièvement présentée dans la section 1.2.2 et fera l’objet d’une étude plus approfondie dans
le chapitre 5.
6Bouffées d’activité neuronale du cerveau de 12 à 14 Hz, durant au moins une demi-seconde.
7Les signaux EGG représentent l’activité électrique générée par le muscle gastrique lisse. La technique la moins
invasive d’enregistrement utilise des électrodes cutanées.
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borer une véritable classification des différents stades de sommeil.
En effet, dès l’année 1935 A. Loomis et al. [140–143] ont proposé une première classification
du sommeil en 5 stades de profondeurs différentes : le stade A avec des trains d’activité alpha, le
stade B caractérisé par des signaux de faibles amplitudes et sans activité alpha, le stade C consti-
tué d’activité rapide, le stade D avec des rythmes rapides et des ondes delta et, enfin, le stade E
avec seulement du delta. La découverte en 1953 par E. Aserinski et N. Kleitman [13] du sommeil
avec mouvements oculaires rapides a engendré une nouvelle classification. Cette dernière a été
finalement proposée en 1957 par W. Dement et N. Kleitman [82, 83] qui, en analysant systéma-
tiquement l’EEG et l’ElectroOculoGramme (EOG), ont distingué 4 stades de sommeil : le stade
1 sans activité sigma ni delta, le stade 2 avec de l’activité sigma de faible amplitude, le stade 3
avec des rythmes sigma et delta et le stade 4 avec plus de 50 % d’ondes lentes de type delta. Ces
mêmes auteurs ont suggéré l’existence de deux périodes distinctes au sein du stade 1 : une phase
sans mouvements oculaires rapides apparaissant au début de la nuit (stade 1 descendant) et une
phase avec mouvements oculaires rapides, survenant après un réveil nocturne (stade 1 ascendant).
Cette distinction entre le stade 1 descendant et le stade 1 ascendant a persisté dans la littérature
jusqu’à ce qu’un troisième signal physiologique, l’ElectroMyoGramme (EMG), soit enregistré et
ait montré l’absence du tonus musculaire au cours de ce deuxième stade 1. M. Jouvet et F. Michel
(1959) ont été les premiers à enregistrer cette atone musculaire chez le chat [123] (confirmée chez
l’homme par Berge en 1962 [28]) et à proposer que le stade 1 ascendant était un stade de sommeil
indépendant du stade 1, sans mouvements oculaires rapides, et même un état de vigilance à part
entière. Il a été dénommé Sommeil Paradoxal (SP) par M. Jouvet en 1962. A partir de ces résul-
tats, une standardisation de la classification, dite scorage, des stades du sommeil a pu être définie
à la fin des années 1960 par A. Rechtschaffen et A. Kales [186]. Il apparut donc très vite que
l’exploration du sommeil nécessitait l’enregistrement de trois signaux : l’EEG, l’EOG et l’EMG.
L’enregistrement simultané de ces trois signaux est une partie très importante d’un examen plus
global appelé polysomnographie. En effet, cet examen combine l’enregistrement des signaux élec-
trophysiologiques, qui permettent de reconnaître la succession des différents stades de sommeil,
avec l’enregistrement d’autres variables physiologiques comme les mouvements respiratoires, les
mouvements des muscles des jambes, le flux aérien, l’électrocardiogramme.
Un intérêt majeur de la polysomnographie est son exploitation dans le diagnostic des différents
troubles du sommeil tels les apnées, l’insomnie, l’hypersomnie, la narcolepsie, le somnambulisme,
l’énurésie, etc. Incontestablement, les connaissances actuelles permettent d’élaborer des schémas
de régulation des états de vigilance qui débouchent sur une approche diagnostique et thérapeutique
renouvelée des troubles du sommeil. L’indispensabilité de cet examen dans l’aide au diagnostic a
engendré une forte augmentation du nombre de patients adressés aux centres de médecine du
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sommeil. A titre d’exemple, dans certaines regions des États-Unis le nombre de patients a doublé
entre 1991 et 1994 [165]. Conséquences directes de ceci, les laboratoires de sommeil sont saturés et
se retrouvent avec des listes d’attentes très longues, causant ainsi des délais de soins très important,
voir l’impossibilité de traiter un grand nombre de malades. De plus, la nature de l’examen oblige
à enregistrer un grand nombre de signaux. Ceci impose certaines contraintes technologiques et
pratiques :
– il faut une grande rigueur technique dans la mise en oeuvre du système étant donné le
nombre élevé des électrodes et la sensibilité du système lui-même,
– l’enregistrement se déroule le plus souvent en milieu hospitalier, ce qui engendre le coût
élevé d’une polysomnographie,
– enfin le patient se retrouve dans une position inconfortable causée, notamment, par le grand
nombre d’électrodes et leur raccordement à l’appareil de mesure, ce qui peut entraîner du
stress chez le patient qui perturbera le sommeil.
Une solution moins onéreuse en temps et en argent, consiste à élaborer des systèmes dédiés
à l’enregistrement des signaux polysomnographiques à domicile. Pour que ces systèmes soient
efficaces, ils doivent s’affranchir des contraintes citées ci-dessus.
Dans notre étude (voir Problème 1), nous nous sommes plus particulièrement intéressés à
la conception d’un nouveau système capable d’enregistrer les activités électrophysiologiques re-
quises par l’expert clinicien pour le scorage d’une nuit de sommeil.
Néanmoins, avant d’expliciter les aspects techniques de notre travail, l’aspect pratique et algo-
rithmique de notre application, il est judicieux de présenter d’une manière explicite tout le volet
physiologique du problème traité, à savoir :
– l’organisation d’un sommeil normal (caractéristiques des différents stades),
– définir d’une manière globale les différents troubles du sommeil et leurs retentissements sur
la santé du patient.
2.1.2.1 Description des états de vigilance dans un tracé normal de sommeil
Il existe trois états de vigilance : la veille, le sommeil lent et le sommeil paradoxal. Nous allons
décrire les différents stades en accord avec le manuel de scorage qui sert de référence à tous les
laboratoires de sommeil (Manual of Standardized Terminology, techniques and scoring systems
for sleep stage of subject) de A. Rechtschaffen et A. Kales (1968). Les règles de scorage sont
simples : quand plus de la moitié d’une époque est typique d’un stade, l’époque entière est scorée
comme appartenant à ce stade. Les époques sont classiquement de 20 secondes en Europe et de 30
secondes aux Etats-Unis [27].
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2.1.2.1.1 La veille L’éveil, avec les yeux ouverts (veille active), se caractérise par une activité
EEG rapide et désynchronisée. Les signaux recueillis ont des fréquences supérieures ou égales à
15 Hz (rythme bêta), très peu amples, ces fréquences sont diffuses sur tout le scalp et sont parfois
mélangées à de petites oscillations thêta. Des mouvements oculaires nombreux et rapides et du
tonus musculaire élevé sont associés à cet état. Lorsque le sujet ferme les yeux (veille relaxée), une
activité alpha vient remplacer l’activité précédemment décrite, essentiellement dans les régions
pariéto-occipitales du scalp (figure 2.13).
FIG. 2.13 – EEGs observés au cours de la veille.
2.1.2.1.2 Le sommeil lent Il est divisé en quatre stades différents, les stades 1 et 2 pour le
sommeil lent léger, les stades 3 et 4 pour le sommeil lent profond (figure 2.14).
Le stade 1 Il est caractérisé par une première phase où le rythme alpha est diffus dans les
régions antérieures du scalp, puis il ralentit et se morcelle (stade 1A) et une deuxième phase où
l’alpha cède sa place au thêta (stade 1B). Les mouvements oculaires deviennent lents et le tonus
musculaire à l’endormissement est légèrement plus faible que pendant la veille.
Le stade 2 Deux critères électrophysiologiques définissent le stade 2, le premier est l’appa-
rition des fuseaux de sommeil ou spindles (bouffées d’activité de 12 à 14 Hz, durant au moins une
demi-seconde) surtout dans les régions frontales et préfrontales. Le second critère est l’observation
des complexes K, typiquement formés d’une onde négative assez aiguë suivie d’une composante
positive lente d’une durée d’au moins 0,5 seconde.
Le stade 3 il est signé par une présence, pendant 20 à 50 % de l’époque, des ondes lentes
delta de fréquences inférieures ou égales à 2 HZ, mesurant au moins 75 µv crête à crête. Les
spindles peuvent persister dans ce stade avec un tonus musculaire de faible intensité.
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Le stade 4 Il est défini comme comprenant plus de 50 % de l’époque d’ondes lentes delta
(≤ 2 Hz) d’amplitudes supérieures à celles du stade 3. Le tonus musculaire est proche du stade
précédent.
FIG. 2.14 – EEGs observés pour différents stades du sommeil lent.
2.1.2.1.3 Le sommeil paradoxal Il se caractérise par l’association des trois critères polygra-
phiques : EEG, EOG et EMG. Le tracé EEG ressemble typiquement à celui du stade 1B. Il existe
des mouvements oculaires rapides qui peuvent apparaître soit en bouffées très caractéristiques,
soit isolément. Quant au tonus musculaire, il est complètement inexistant. Cette dernière caracté-
ristique permet de différencier le sommeil paradoxal du sommeil lent léger en phase 1B (figure
( 2.15).
FIG. 2.15 – EEG observé durant le sommeil paradoxal.
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2.1.2.1.4 Organisation d’une nuit de sommeil normale Une nuit de sommeil normale se
caractérise par une alternance des deux états de vigilance, le sommeil paradoxal et le sommeil
lent. La récurrence des périodes de sommeil paradoxal détermine un cycle de sommeil, qui dure
entre 90 et 100 minutes. Au cours d’une nuit, on réalise en moyenne 4 à 6 cycles. Cependant,
les différents stades de sommeil n’ont pas la même importance quantitative. Chez le sujet normal,
le stade 1 est d’environ 5 %, le stade 2 de 50 %, le stade 3 et 4 représentent environ 25 % et le
reste (20 %) constitue le sommeil paradoxal. De plus, la proportion de chaque stade de sommeil
varie au cours de la nuit. En effet, les stades 3 et 4 surviennent surtout en début de nuit et tendent à
disparaître en fin de nuit, alors que le sommeil paradoxal et le stade 2 ont tendance à s’allonger tout
au long de la nuit. L’évolution temporelle d’une nuit de sommeil est représentée sur un diagramme
nommé hypnogramme (figure 2.16).
Eveil
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Stade 2
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Stade 4
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FIG. 2.16 – Hypnogramme d’une nuit de sommeil type.
2.1.2.2 Les troubles du sommeil
Les troubles du sommeil sont l’un des problèmes les plus fréquents en pratique médicale.
Ils peuvent être regroupées en quatre grandes catégories : les insomnies, les hypersomnies, les
parasomnies et les problèmes liés au rythme circadien de la veille et du sommeil.
2.1.2.2.1 Les insomnies L’insomnie représente le trouble du sommeil le plus courant. Il existe
plusieurs types d’insomnies : difficulté à s’endormir ou à rester endormi, ou réveil précoce le matin,
sans réendormissement. L’insomnie est dite chronique lorsqu’elle dure plus de trois semaines,
ou transitoire si elle ne dure que quelques nuits. L’insomnie chronique peut être causée par la
dépression, l’anxiété ou le stress, les impatiences des membres inférieurs, des affections médicales,
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une mauvaise hygiène du sommeil, ou des horaires de veille/sommeil irréguliers. Une insomnie
transitoire est habituellement causée par le stress ou l’anxiété.
2.1.2.2.2 Les hypersomnies Elles sont beaucoup plus rares et se caractérisent par une som-
nolence excessive ou des attaques de sommeil pendant la journée. Les causes les plus communes
sont le syndrome d’apnées du sommeil et la narcolepsie.
Le syndrome d’apnées du sommeil Le syndrome d’apnées du sommeil touche environ 2 %
des femmes et 4 % des hommes qui sont âgé(e)s entre 30 et 60 ans [222, 227]. Le dormeur arrête
de respirer (apnée) ou ralentit sa respiration (hypopnée), ce qui réduit la quantité d’oxygène dans
le sang. Il se réveille soudainement, suffoquant ou haletant, et se rendort immédiatement. Les gens
qui souffrent d’apnée n’en sont pas conscients, parce que leurs périodes d’éveil sont très courtes.
Les apnées peuvent être soit obstructives (poursuite des mouvements respiratoires avec un
arrêt du flux nasobuccal), soit centrales (interruption complète des mouvements thoraciques et
abdominaux) ou mixte (centrales puis obstructives). Ces arrêts respiratoires peuvent se produire
des centaines de fois au cours d’une nuit, ce qui perturbe grandement la structure du sommeil.
La narcolepsie La narcolepsie se caractérise par des attaques irrésistibles d’un sommeil ré-
parateur pendant la journée. La durée de ces épisodes de sommeil peut varier de 10 minutes à 1
heure selon les patients. La somnolence diminue rapidement après une attaque, pour réapparaître
quelques heures plus tard. Outre ces accès d’endormissement, il arrive aux personnes narcolep-
tiques de perdre soudain le contrôle de leur tonus musculaire pendant quelques secondes, sous
l’influence d’une émotion. C’est ce que l’on appelle la cataplexie.
2.1.2.2.3 Les parasomnies Ce sont des phénomènes souvent brutaux qui apparaissent pendant
le sommeil, principalement chez l’enfant mais qui peuvent être retrouvés chez l’adulte. Il peut
s’agir par exemple de somnambulisme, de terreur nocturne, de bruxisme (grincement de dents
pendant le sommeil) ou de somniloquie (parler en dormant), etc.
2.1.2.2.4 Troubles du rythme circadien Ils se caractérisent par une mauvaise synchronisa-
tion entre le rythme veille-sommeil désiré et le rythme biologique individuel. Ces perturbations
n’engendrent pas un manque de sommeil mais plutôt une distribution anormale de la période de
sommeil. Citons par exemple :
– le syndrome avec avance ou retard de phase, dans lequel la principale phase du sommeil est
déplacée vers l’arrière, par rapport à l’heure souhaitée (endormissement au petit matin), ou
vers l’avant (endormissement en fin d’après midi ou en début de soirée),
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– syndrome du "jet lag" : troubles physiologiques du rythme veille-sommeil lors d’un chan-
gement de fuseau horaire.
2.1.2.3 Symptômes et démarches diagnostiques
Les troubles du sommeil concernent près d’un individu sur trois à un moment ou l’autre de
sa vie. Ces troubles engendrent plusieurs conséquences sur le bien-être, la santé, la scolarité, la
vie sociale, économique et professionnelle du malade. Par exemple, dans [212], les auteurs ont
montré que les patients atteints de troubles du sommeil ont des difficultés de concentration, d’ap-
prentissage de tâches nouvelles, ou de réalisation de tâches monotones. Une autre étude a associé
le syndrome d’apnées du sommeil à une morbidité cardiovasculaire, avec le risque de développer
deux fois plus d’hypertension artérielle, trois fois plus d’ischémie myocardique, quatre fois plus
d’accident vasculaire cérébral par rapport à une population de sujets normaux de même âge [199].
Dans [118], J. Hung et al. ont montré que la prévalence du syndrome d’apnées du sommeil chez des
sujets ayant présenté un infarctus du myocarde récent était élevée. Par ailleurs, les insomniaques
chroniques ont un risque élevé de développer un trouble de l’humeur ou un trouble anxieux [163].
C’est pourquoi un décèlement précoce des symptômes suivi d’un diagnostic précis sont cru-
ciaux pour la prescription d’un traitement adapté au patient.
Les symptômes Les principaux symptômes associés au différents troubles du sommeil peuvent
être partagés en deux groupes distincts : les symptômes majeurs et les symptômes mineurs. Ils sont
répertoriés dans le tableau (2.1).
TAB. 2.1 – Principaux symptômes associés aux différents troubles du sommeil. [26, 86]
Symptômes majeurs Symptômes mineurs
Difficultés à dormir sur une durée Insomnie manifestée sur quelques nuits
de 3 semaines minimum Difficultés scolaires
Somnolence diurne récurrente Agitations nocturnes
Ronflement intense Trouble de la libido (impuissance)
Cataplexie Hallucinations à l’endormissement
Décalages des période d’éveil systématique Paralysies du sommeil
Cauchemars fréquents Troubles neuro-psychiques
Somnambulisme répétitif
Démarches diagnostiques L’exploration d’un trouble du sommeil s’effectue généralement en
deux étapes. La première étape consiste à faire un bilan clinique du patient. Dans certains cas, ce
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bilan est suffisant pour poser un diagnostic. Dans d’autres cas, des examens complémentaires sont
indiqués afin d’identifier le trouble du sommeil et son origine.
Le synoptique de la figure 2.17 illustre la démarche diagnostique à suivre et montre l’impor-
tance de la polysomnographie dans l’identification finale des troubles du sommeil (pour plus de
détails, voir [86] ainsi que les références citées).
Plainte du Patient
Examen clinique
• Histoire du trouble : circonstances d’apparition, durée, et évolution,
• Etat actuel du patient : type de gène, sévérité (évaluée par les échelles de     Epworth et 
de Stanford, pathologie associées, traitement en cours,
•Informations personnelles : sur les habitudes du sommeil ( horaires), mode de vie, 
l’anxiété, l’humeur,
•Antécédent personnels et familiaux,
•Examen physique,
•Recherche des causes ( prise de médicaments ou de drogues, changement d’horaires de 
travail, etc).
Evaluation clinique 
suffisante
Evaluation clinique insuffisante : 
Examens complémentaires
Autres examens : Actimétrie, agenda 
de sommeil, test itératifs, etc
Polysomnographie
Identification du trouble du 
sommeil et traitement adéquat
FIG. 2.17 – Démarche diagnostique des troubles du sommeil.
2.1.2.4 Positionnement du problème
L’analyse du sommeil requiert des enregistrements, de longue durée, de signaux électrophy-
siologiques (EEG, EOG et EMG) issues d’un nombre important d’électrodes. Le développement
d’un système ambulatoire pour la réalisation d’enregistrements au domicile du patient dans des
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conditions de vie quotidienne, requiert des appareils de mesure miniatures qui soient faciles à
mettre en place (le but est que le sujet soit le plus autonome possible).
Afin d’atteindre cet objectif, notre application s’est inscrite dans un projet plus global intitulé
SAMITS (Système Ambulatoire pour Malaises Inexpliqués et Troubles du Sommeil) déposé en
réponse à l’appel d’offre RNTS 2000. Ce projet s’est articulé autour de trois points clés :
– le développement d’un système Holter portable réduit pour des enregistrements de longue
durée,
– la recherche de nouvelles configurations pour la disposition des électrodes permettant le
recueil des événements d’intérêt sur un ensemble réduit de capteurs,
– la mise en place d’algorithmes de traitement du signal pour la séparation des mélanges
d’informations et l’isolation des événements utiles.
Le premier point a été pris en charge par nos partenaires industriels dont l’aboutissement a été
la conception et la réalisation d’un Holter miniaturisé comportant deux étages, (Figure 2.18). Le
premier étage est axé sur le système neurologique alors que le second est centré sur le système
cardio-vasculaire et respiratoire (en rapport avec l’étude des syncopes inexpliquées).
FIG. 2.18 – Le nouvel appareil enregistreur mis au point par la société ELA Médical permet
d’enregistrer jusqu’à 12 dérivations pendant plusieurs jours en haute résolution (1000 Hz, 2.5 µv)
avec des connecteurs spécifiques compatibles avec des extensions de 5 à 8 préamplificateurss EEG,
pression nasale.
Les deux points suivants ont fait l’objet d’une étude plus approfondie de notre part, présentées
en détail dans ce qui suit.
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2.1.2.5 Nombre requis d’électrodes et choix de leurs placements
Avant de présenter notre nouveau système, nous rappelons la configuration minimale classique
proposée par A. Rechtschaffen et A. Kales dans [186] nécessaire pour l’établissement d’un profil
d’une nuit de sommeil.
2.1.2.5.1 Configuration minimale Pour que le scorage d’une nuit de sommeil soit possible
directement à partir des observables, l’enregistrement des activités EEG, EOG et EMG sur des
voies différentes est obligatoire. Pour ce faire, un minimum de quatre voies est considéré : deux
voies pour les mouvements oculaires (coté gauche et coté droit), une voie EEG et une voie EMG
(figure 2.19) :
– pour l’enregistrement de l’EEG, il est recommandé dans [27] d’utiliser une seule dérivation
(C4A1 ou C3A2),
– pour l’EOG les électrodes E1 et E2 doivent être placées aux angles externes des yeux (mou-
vements oculaires droit et gauche). De plus, les 2 électrodes doivent être légèrement déca-
lées par rapport au plan médian. L’une se situant à environ 1 cm en dessus du bord externe,
l’autre à 1 cm en dessous afin de détecter à la fois les mouvements horizontaux et verticaux.
Enfin les deux électrodes sont référencées à la même électrode A1 ou A2 permettant de
définir ainsi deux dérivations E1A1 et E2A1 ou E1A2 et E2A2,
– enfin l’EMG est obtenu par la dérivation entre deux électrodes placées au niveau des muscles
mentonniers.
Le système global utilise donc un minimum de 6 électrodes plus une référence. Cependant, en
pratique, il est conseillé de placer 3 électrodes au moins pour l’acquisition de l’EMG, afin d’avoir
une électrode de secours aux cours de la nuit. De plus, chez certains patients le rythme alpha
est difficile à individualiser, il est alors nécessaire d’ajouter une nouvelle électrode placée dans la
region occipitale (O1 ou O2). L’emploi de cette dérivation est d’une grande utilité pour reconnaître
l’endormissement surtout chez les sujets ayant peu de mouvements oculaires lents [27]. Le nombre
total requis d’électrodes atteint alors 8.
Après l’acquisition des différentes voies, celles-ci sont filtrées pour éliminer les signaux d’in-
terférences [27, 186] :
– pour l’EEG un filtre passe-bas permet une visualisation optimale des bandes du sommeil
(delta ≤ 4Hz, theta de 4 à 7,5 Hz, alpha de 8 à 12 Hz, sigma de 12 à 15 Hz et beta ≥ 15 Hz)
et d’atténuer les interférences de haute fréquence produite par l’EMG. Il est recommandé
d’utiliser une fréquence de coupure comprise entre 60 et 70 Hz. En plus du filtre passe bas,
un filtre passe haut de fréquence de coupure à 0,5 Hz (constante de temps de 0.3s) est aussi
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FIG. 2.19 – Configuration minimale pour l’enregistrement d’une nuit de sommeil. En haut : place-
ment de E1, E2, A1 et A2 pour la détection des mouvements oculaires et enregistrement de l’EMG
au niveau des muscles mentonniers. En bas : acquisition de l’EEG à travers les électrodes C3, C4
A1 et A2.
utilisé, pour ôter la composante continue ou pour atténuer la composante alternative de basse
fréquence,
– les filtres utilisés pour l’EOG sont maintenus pour le filtrage EEG, avec certaines modifica-
tions apportées sur le filtre passe-bas qui est limité à 15 Hz (car il n’existe aucune compo-
sante rapide dans les mouvements oculaires dépassant cette fréquence),
– quant à l’EMG il est souvent conseillé d’utiliser un filtre passe-bande entre 5 et 120 Hz.
2.1.2.5.2 Configuration proposée Comme précisé auparavant, l’objectif principal de l’étude
est la conception d’un système d’acquisition aisé à installer et capable d’extraire les mêmes in-
formations que celles fournies par la configuration classique en utilisant un nombre réduit d’élec-
trodes. Nous devons alors répondre aux deux questions fondamentales suivantes :
1. Quel est le nombre d’électrodes à utiliser ?
2. Quelles sont les nouvelles positions des électrodes permettant de disposer d’un maximum
d’informations d’intérêt ?
Différentes expériences ont été effectués en changeant le nombre et/ou le placement des élec-
trodes. Pour chaque test, les signaux ont été enregistrés, en parallèle, avec le système polysomno-
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graphique classique et avec notre nouveau système.
Après plusieurs essais, il a été constaté que :
– les deux électrodes temporales antérieurs basses (situées à mi-chemin sur une ligne allant
de l’angle interne de l’oeil au lobe de l’oreille), notées F7m et F8m (m pour modifiée),
recueillent un signal complexe combinant à la fois l’activité EEG, les mouvements oculaires
lents et de l’EMG,
– les deux électrodes frontales, situées au dessus des yeux, nous permettent de recueillir en
plus, de l’EEG et de l’EMG, des mouvements oculaires rapides (ex : clignement des pau-
pières). Elles sont notées FP1m et FP2m.
Le nouveau système proposé contient donc 4 électrodes F7m, F8m, FP1m et FP2m, (figure 2.20),
plus une référence (soit un total de 5 électrodes). La nouvelle configuration n’a pas seulement été
F8m
F7m
FP2m FP1m
• •
• •
FIG. 2.20 – Positionnement des nouvelles électrodes : deux frontales FP1m et FP2m et deux tem-
porales F7m et F8m (l’électrode de référence n’est pas représentée).
motivée par la qualité des signaux enregistrés. L’aspect purement pratique du système a été pré-
pondérant dans notre choix final. En effet, pour que les patients puissent être autonomes dans la
pose du système il a été décidé :
1. De fixer toutes les électrodes sur la peau du visage (plus facile que de les fixer sur le scalp).
2. D’éviter les électrodes placées sur le menton (garantissant aucun décollement durant la nuit).
3. Enfin de proposer quatre électrodes alignées dans l’optique de réaliser un réseau de capteurs
sous forme d’un bandeau facile à positionner.
Concernant la référence, plusieurs placements qui évitent le cuir chevelu existent. Citons par
exemple : la mastoïde, le bout du nez, derrière le cou, le lobe de l’oreille, etc [204].
Les figures 2.21 et 2.22 illustrent deux exemples des signaux enregistrés par le système clas-
sique (a) et par le nouveau système (b). L’acquisition et la visualisation des signaux ont été réali-
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sées par le système CoherenceR (Deltamed SA, Paris FRANCE). La fréquence d’échantillonnage
est de 256 Hz.
Plus précisément, la figure 2.21 représente un état de veille active et la figure 2.22 illustre une
époque de passage d’un état de veille relaxée à un état de sommeil lent (stade 1). Nous avons choisi
ces deux exemples, car toutes les activités électrophysiologiques rencontrées dans un enregistre-
ment d’une nuit de sommeil sont représentées (c’est-à-dire : les mouvements oculaires horizontaux
et verticaux, l’activité musculaire et l’EEG).
Sur les figures 2.21 (a) et 2.22 (a), 5 dérivations du système classique sont représentées :
– pour les mouvements oculaires, nous avons représenté les voies E1A1 et E2A1 ainsi que leur
dérivation E1E2 (ces voies sont très souvent utilisées par les cliniciens pour l’exploration
du sommeil). La figure 2.21(a) montre que les mouvements oculaires verticaux présents sur
les voies E1A1 et E2A1 sont pratiquement noyés par de l’ECG. Les mouvements oculaires
horizontaux sont en opposition de phase sur les voies E1A1 et E2A1 et sont donc mieux
visibles sur la dérivation E1E2. Ceux-ci sont présents sur les deux figures 2.21(a) et 2.22(a),
– Nous avons choisi de représenter la voie EEG par la dérivation C4O2. Le choix de cette
dérivation permet une visualisation optimale de toutes les bandes du sommeil (même le
rythme alpha qui peut être difficilement observable sur la voie C4A1 chez certains patients).
En effet, si nous observons la voie C4O2 sur la figure 2.22(a), l’activité alpha associée à la
veille relaxée apparaît clairement au début de l’époque.
– la voie EMG illustre le tonus musculaire enregistré à partir des électrodes positionnées sous
le menton.
En comparant les figures 2.21(a) et 2.22(a) avec les figures 2.21(b) et 2.22(b), nous observons
que les acquisitions faites avec le nouveau système présentent les caractéristiques suivantes :
– une bonne représentation des mouvements oculaires : les mouvements oculaires verticaux
sont facilement reconnaissable sur les voies FP1m et FP2m (Figure 2.21(a)). Quant aux
mouvements oculaires horizontaux, ils sont mieux représentés sur les voies F7m et F8m
(même dans le cas ou ils sont de faible amplitude : Figure 2.22(b)),
– l’activité musculaire se retrouve sur les quatre voies et est synchrone avec la voie EMG du
système classique.
– Le signal ECG vient altérer les signaux d’intérêt,
– le signal EEG est masqué par les autres activités physiologiques citées ci-dessus, (i.e : l’ac-
tivité cardiaque, musculaire et oculaire).
En résumé, toutes les informations pertinentes pour un bon scorage d’une nuit de sommeil
sont présentes dans les enregistrements effectués par le nouveau système, ce qui valide la nouvelle
configuration des électrodes. Toutefois, les quatre voies enregistrées (F7m, F8m FP1m et FP2m)
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ne représentent pas séparément les différentes activités électrophysiologiques (comme le fait le
système classique) mais plutôt un mélange de celles-ci. Il convient alors d’estimer l’EEG, l’EMG
et l’EOG séparément.
E1A1
E2A1
E1E2
C4O2
EMG
F7m
F8m
FP1m
FP2m
(a)
(b)
Mouvement 
oculaire
horizontal
Mouvement 
oculaire
vertical
FIG. 2.21 – Représentation d’un état de veille active d’une durée de 20 secondes : (a) Enregistre-
ment polysomnographique classique des signaux représentant les activités oculaires (E1A1, E2A2,
E1E2), cérébrales (C4O2) et musculaires (EMG). (b) Signaux enregistrés avec le nouveau sys-
tème : signaux complexes combinant à la fois l’activité EEG, les mouvements oculaires et l’EMG
perturbés par une activité ECG.
2.1.2.6 Procédure d’extraction et d’isolation des événements utiles
Afin d’assister l’expert clinicien dans la caractérisation des phases du sommeil à partir du
mélange acquis par notre système, une procédure d’extraction et de reconstruction des signaux
d’informations (EEG, EOG et EMG) a été proposée. Elle se décline en quatre étapes (figure 2.24).
2.1.2.6.1 Extraction de l’EMG L’activité EMG contient des hautes fréquences par rapport à
l’EEG et à l’EOG (fréquences pouvant atteindre 120 HZ) [27]. Il est donc possible de construire
une estimée, ÊMG, de l’EMG par un simple filtrage passe-haut de nos acquisitions. Le choix
des voies utilisées et de la fréquence de coupure a été effectué de manière subjective. En effet,
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E1A1
E2A1
E1E2
C4O2
EMG
F7m
F8m
FP1m
FP2m
(a)
(b)
Zoom sur le rythme Alpha
FIG. 2.22 – Cette époque illustre la transition du stade veille au stade 1. (a) Acquisition avec
une polysomnographie classique de signaux représentant les activités oculaires (E1A1, E2A2,
E1E2), cérébrales (C4O2) et musculaires (EMG) : notons la présence du rythme alpha au début
de l’époque, puis l’apparition d’un rythme plus lent et d’amplitude relativement faible. De lents
mouvements oculaires ainsi qu’un tonus musculaire élevé sont remarquables sur toute la durée. (b)
Signaux enregistrés avec le nouveau système.
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plusieurs fréquences de coupure (22Hz, 30Hz, 35Hz, 40 Hz, etc.) et plusieurs dérivations (F7m-
F8m, F7m+F8m, FP1m-FP2m, FP1m-FP2m, etc.) ont été testées . Après chaque test, le signal
obtenu a été comparé au signal EMG de référence acquis par le système classique. Notre choix
final s’est porté sur l’EMG obtenu par filtrage passe-haut de la dérivation F7m-F8m avec une
fréquence de coupure de 30 Hz. Ce choix a été validé par un expert clinicien (Dr Monge-Strauss
de la Fondation Rocthschild, Paris) avec qui nous avons collaboré tout au long de ce projet.
2.1.2.6.2 Filtrage passe bas de F7m, F8m, FP1m et FP2m Comme le montrent les figures
2.21(b) et 2.22(b), les signaux F7m, F8m, FP1m et FP2m contiennent des composantes hautes fré-
quences dues essentiellement à l’activité musculaire. Cette activité étant déjà estimée dans l’étape
1, sa contribution est éliminée, par un filtrage passe-bas de ces signaux. Quatre versions filtrées
F7f, F8f, FP1f, FP2f de F7m, F8m, FP1m, FP2m sont respectivement obtenues. Le choix de la
fréquence de coupure à 22 Hz a été fait en exploitant les informations a priori sur les bandes de
fréquences des signaux utiles (EEG et EOG) que nous souhaitons extraire. En effet, les fréquences
des mouvements oculaires, mêmes les plus rapides sont limitées à 15 Hz. Celles de l’EEG durant
le sommeil sont généralement inférieures à 22 Hz, mêmes pour les rythmes les plus rapides dus à
la prise de psychotropes [27, PP.55-59].
2.1.2.6.3 Extraction des autres activités électrophysiologiques par ACI Connaître la nature
des mouvements oculaires (rapides ou lents) est très important pour établir le profil d’une nuit de
sommeil. Nous proposons alors d’estimer sur deux voies différentes ̂EOG1 et ̂EOG2 les mouve-
ments oculaires rapides et les mouvements oculaires lents respectivement. Par ailleurs, la présence
du signal ECG peut altérer ou même masquer les autres activités physiologiques, nous avons donc
décidé de l’extraire au même titre que les autres activités. L’extraction de nos signaux peut alors
être formulée comme un problème de SAS/ACI, où les observations et les sources sont respecti-
vement F7f, F8f, FP1f, FP2f et EEG,EOG1, EOG2, ECG. Cependant, l’application d’un algo-
rithme SAS/ACI ne nous fournit pas directement les estimées ÊEG, ̂EOG1, ̂EOG2, ÊCG mais
plutôt des versions de celles-ci à une matrice de permutation près, Ŝe1, Ŝe2, Ŝe3, Ŝe3 (figure 2.24).
Or en pratique, il est nécessaire de faire correspondre chaque sortie Ŝej (j = 1, . . . 4) avec une
activité physiologique de manière automatique. Une étape supplémentaire est donc requise.
2.1.2.6.4 Mise en correspondance des sources estimées La solution proposée consiste en la
création de trois pseudo signaux références pour les mouvements oculaires lents, les mouvements
oculaires rapides et l’ECG à partir de nos observations ; puis calcule une fonction de corrélation
entre les sources estimées et les pseudo-références. Notre solution consiste à exploiter les informa-
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tions contenues dans les observations FP1m, FP2m, F7m et F8m, obtenues par le nouveau système.
Plus précisément, le choix des électrodes de travail a été fait par rapport aux informations qu’elles
sont susceptibles de contenir. En effet, la connaissance du terrain nous permet de postuler que les
mouvements oculaires lents sont plus amples sur F7m et F8m et ils sont en opposition de phase,
que les mouvements oculaires rapides se retrouvent surtout sur FP1m et FP2m et que la phase de
l’ECG ne varie pas d’une électrode à une autre. Les trois pseudo-références sont alors crées de la
manière suivante
– PRef1 = F8f-F7f pour les mouvements oculaires lents,
– PRef2 = FP1f+FP2f pour les mouvements oculaires rapides,
– et PRef3 = F7f+F8f pour l’ECG.
La figure 2.23 montre un exemple de signaux pseudo-références obtenus à partir de F7f, F8f,
FP1fet FP2f de la figure 2.21 (b). On remarque que l’ECG se retrouve sur les deux voies PRef2 et
PRef3. Néanmoins, les mouvements oculaires rapides sont fortement représentés sur la voie PRef2
levant ainsi toute ambiguïté qui pourrait entraîner une confusion des signaux PRef2 et ECG.
PRef1
PRef2
PRef3
FIG. 2.23 – Les signaux pseudo-références générés pour la mise en correspondance entre les
sources estimées par l’algorithme SAS/ACI et les activités électrophysiologiques recherchées :
PRef1 pour ̂EOG2, PRef2 pour ̂EOG1 et PRef3 pour ÊCG .
La correspondance est alors faite par le calcul de la matrice de covariance (Cov) entre Ŝe =
[Ŝe1 Ŝe1 Ŝe1 Ŝe1]T, et PRef = [PRef1 PRef2 PRef3]T :
Cov = E{Ŝe PRefT } =

Cov11 Cov12 Cov13
Cov21 Cov22 Cov23
Cov31 Cov32 Cov33
Cov41 Cov42 Cov43
 (2.2)
Si le maximum (en valeur absolue) de la colonne j (j = 1, 2, 3) se retrouve sur une ligne
i(i = 1, . . . , 4) on décide de faire correspondre Ŝei à PRefj . Cependant, des cas particuliers
peuvent survenir. Par exemple, si deux colonnes j1 et j2 ont leur maximum sur la même ligne i,
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alors Ŝei correspond à PRefj1 si Covij1 > Covij2 (et à PRefj2 autrement). La ligne i et la colonne
j1 sont alors supprimées et la procédure répétée. Au final, cette méthode nous permet seulement
d’identifier trois Ŝei parmi quatre en les faisant correspondre aux mouvements oculaires rapides,
aux mouvements oculaires lents et à l’ECG. Quant à l’EEG, on lui alloue par défaut la quatrième
source restante. Il est important de noter que cette procédure utilise seulement les propriétés in-
trinsèques des signaux F7f, F8f, FP1f et FP2f obtenus par notre nouveau système.
Cependant, avant la mise en oeuvre de notre procédure sur des données réelles, il est important
de : i) choisir un modèle de mélange adéquat, ii) vérifier l’hypothèse d’indépendance entre les
sources à estimer et enfin iii) sélectionner les algorithmes les plus appropriés à notre cas.
2.2 Justification du modèle choisi et indépendance des sources
2.2.1 Le modèle de mélange choisi
La majorité des applications des méthodes SAS/ACI utilisent le modèle linéaire instantané,
(voir la section (2.1.1)). Le choix de ce modèle est justifié à travers le formalisme mathématique
du problème direct en EEG. En effet, estimer le potentiel électrique induit par l’activation neuro-
nale implique la résolution des équations de Maxwell dans les milieux constituant la tête. D’un
point de vue électrophysiologique, la tête est isolée (dans l’air) et constituée de tissus excitables
appartenant à un milieu conducteur (le volume de la tête). Toutefois, sachant que la fréquence des
signaux observés en EEG reste inférieure à 1 kHz, les effets capacitifs des tissus de la tête peuvent
être considérés comme négligeables [195]. De plus, les dimensions du milieu sont telles que la
propagation des courants apparaît comme instantanée et synchrone [179]. Ainsi, concernant la pro-
pagation des courants volumiques, seules interviennent les propriétés de résistance électrique des
tissus traversés. Nous considérons donc les tissus de la tête comme des conducteurs passifs. Cette
considération est celle du régime quasistatique et conduit aux équations de Maxwell simplifiées.
Ceci nous permet d’appréhender le problème direct non plus comme un problème d’évolution (dé-
pendant du temps), mais comme un problème stationnaire [114, 217]. Autrement dit, connaissant
la position, l’orientation, l’étendue et l’intensité de la source neuronale active, le calcul de l’acti-
vité électrique engendrée à la surface du crâne est indépendant du temps. Au regard de toutes ces
considérations, le choix, dans notre application, du modèle linéaire instantané est raisonnable.
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FIG. 2.24 – Synoptique de la procédure de traitement proposée. 1) ÊMG estimé par filtrage passe-
haut de F7m− F8m. 2) a) Filtrage passe bas de F7m, F8m, FP1m et FP2m, b) Obtention de
quatre sources indépendantes Ŝe1, Ŝe2, Ŝe3 et Ŝe4 par application d’une méthode SAS/ACI sur
les composantes filtrées F7f , F8f , FP1f et FP2f , c) ÊEG, ̂EOG1, ̂EOG2 et ÊCG sont obtenus
après une étape de correspondance avec les sources Ŝe1, Ŝe2, Ŝe3 et Ŝe4.
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2.2.2 L’indépendance des sources
Justifier que des activités électrophysiologiques générées par un même organe sont statistique-
ment indépendantes n’est pas trivial. Néanmoins, dans cette application, nous cherchons à séparer
des familles d’activités induites par des organes complètement différents. Nous pouvons alors sup-
poser que ces dernières sont physiologiquement indépendantes assurant ainsi une indépendance
statistique.
2.3 Etude comparative des performances d’algorithmes de SAS
Nous venons de voir que nos observations pouvaient être modélisées par l’équation (1.5) ; se
pose alors la question fondamentale suivante : étant donné la multitude d’algorithmes de SAS
proposés permettant d’extraire des sources d’intérêt d’un mélange instantané bruité, quelle est la
méthode la plus adaptée à notre problème ? La section 2.1.1 montre que diverses applications de la
SAS aux signaux électrophysiologiques ont été présentées dans la littérature. Néanmoins, à notre
connaissance, aucune étude comparative des performances des algorithmes SAS/ACI appliqués à
cette catégorie de signaux n’a été réalisée à ce jour. Nous nous sommes donc penchés sur cette
question et nous proposons une étude comparative de onze méthodes appliquées à des signaux
synthétiques, représentant au mieux nos données réelles. De plus, parmi les onze algorithmes, huit
d’entre eux nécessitent une étape de pré-blanchiment. Ces derniers ont alors été testés en utilisant
deux méthodes différentes de blanchiment : le blanchiment classique et le blanchiment robuste
(voir section 1.4.5).
2.3.1 Méthodes envisagées
Notre choix, non exhaustif, s’est porté sur les onze algorithmes suivants : l’algorithme SOBI
[23] qui exploite la coloration des sources, TFBSS [104, 115] qui exploite, outre la coloration,
la non-stationnarité des sources, les algorithmes COM2 [62], JADE [42] et COM1 [65] qui pro-
posent de maximiser des contrastes basés sur les cumulants d’ordre quatre, l’algorithme INFO-
MAX [135] qui maximise l’échange d’information au sens de la théorie de l’information. Nous
avons également retenu les deux versions de l’algorithme FastICA [119,120], à savoir FastICADO
et FastICASO citées dans la section 1.5.1. Enfin trois algorithmes ICAR [8], FOBIUM [97] et
BIRTH [5, 9], ne nécessitant pas d’étape de blanchiment, ont été pris en compte. Nous supposons
dans la suite de ce chapitre que les hypothèses (H1) à (H6) sont vérifiées. En outre, nous sup-
posons que le mélange H est de rang plein (égale au nombre P de colonnes). D’autre part, le
tableau 2.2 synthétise les hypothèses nécessaires aux différents algorithmes décrits ci-dessous
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TAB 2.2 Hypothèses nécessaires  à chaque algorithme.
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SOBI 2 OUI P NON 
OUI 
à l’ordre  2 
NON OUI OUI 
TFBSS 2 OUI P NON 
OUI 
à l’ordre  2 
OUI OUI OUI 
JADE 4 OUI 1 NON NON NON NON OUI 
COM2 4 OUI 1 NON NON NON NON OUI 
COM1 4 OUI 1 OUI NON NON NON OUI 
INFOMAX 4 OUI 1 NON NON NON NON OUI 
FOBIUM 4 NON 0 OUI 
OUI 
à l’ordre  4 
NON OUI 
NON si bruit 
gaussien
ICAR 4 NON 0 OUI NON NON NON 
NON si bruit 
gaussien
BIRTH 6 NON 0 OUI NON NON NON 
NON si bruit 
gaussien
FastICADO 4 OUI 1 NON NON NON NON OUI 
FastICASO 4 OUI 1 NON NON NON NON OUI 
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2.3.1.1 L’algorithme SOBI
L’algorithme SOBI exploite plusieurs matrices de covariance associées à différents retards
non nuls après blanchiment des observations par la matrice Θ (voir section 1.4.5). En outre, les
sources doivent être temporellement corrélées, posséder des spectres différents et le bruit doit être
temporellement blanc. La matrice de covariance des observations blanchies {z[m]}m∈N est alors
donnée pour un retard τj ∈ N∗, par :
Rz[τj ] = H˜Rs[τj ]H˜
H (2.3)
où H˜ représente la matrice de mélange blanchie orthogonale etRs[τj ] désigne la matrice de cova-
riance des sources associée au retard τj , qui a la propriété d’être diagonales sous (H2). Considérons
le théorème suivant :
Théorème 1 Soient J retards non nuls τj , et V une matrice orthnormée telle que :
∀j, 1 ≤ j ≤ J, Rz[τj ] = V diag([d
(j)
1 , . . . , d
(j)
P ])V
H
et
∀p1, p2, 1 ≤ p1 6= p2 ≤ P, ∃j, 1 ≤ j ≤ J, d
(j)
p1 6= d
(j)
p2
(2.4)
Alors V et H˜ sont égales à une matrice triviale près.
Ce théorème est la clé de voûte de l’algorithme SOBI, fournissant une condition d’identifiabilité
du mélange H˜ . Notons que cette condition ne pourra pas être remplie en présence de sources
dont les spectres normalisés sont identiques. Par contre, si ces derniers sont tous différents, il sera
toujours possible de trouver un ensemble de J retards τj vérifiant la condition du théorème.
2.3.1.2 L’algorithme TFBSS
L’algorithme TFBSS est une extension de SOBI aux sources temporellement corrélées non-
stationnaires. Cet algorithme nécessite un blanchiment des observations comme SOBI. La se-
conde étape consiste également à diagonaliser conjointement un ensemble de matrices obtenues à
partir des observations blanchies. Toutefois, il s’agit cette fois de matrices de covariance temps-
fréquence notées Sz[m, k] et définies par :
Sz[m, k] =
∑
τ∈N
Rz[m, τ ]e
−i2pikτ (2.5)
Un problème majeur se pose alors : comment estimer en pratique Rz[m, τ ] ? En effet, s’il est
possible d’estimer une matrice de covariance d’un processus stationnaire et ergodique à partir
d’une unique réalisation du dit processus, ceci est impossible dans le cas d’un processus non-
stationnaire à moins de disposer de plusieurs réalisations. Une solution utilisée par les auteurs
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de TFBSS consiste à estimer les statistiques du processus non-stationnaire par des statistiques
instantanées, autrement dit sans moyennage des échantillons. Cela dit, dans quelle mesure cette
statistique instantanée tend elle asymptotiquement vers la statistique exacte ? ou du moins vérifie-
t-elle les même propriétés ? En notons Ŝs[m, k] l’estimée instantanée de Ss[m, k], Ŝs[m, k] est-
elle diagonale au même titre que Ss[m, k] quel que soit le couple (m, k) ? La réponse est non.
Les auteurs de TFBSS proposent donc d’identifier les couples (m, k) pour lesquels Ŝs[m, k] est
diagonale, en minimisant un certain critère fonction de Ŝz[m, k] [103]. Une fois les J couples
(m, k) identifiés, l’algorithme TFBSS diagonalise conjointement les J matrices Ŝz[m, k] associées
dans le but d’estimer H˜ à une matrice triviale près.
2.3.1.3 L’algorithme JADE
L’algorithme JADE nécessite premièrement un blanchiment des observations, puis la maximi-
sation du contraste suivant :
ψ(
̂˜
H,y) =
P∑
p,j2,j3=1
∣∣∣Cp,j2p,j3,y∣∣∣2 (2.6)
où ̂˜H est une estimée de H˜ à une matrice triviale près. Une solution algébrique consiste à diagona-
liser conjointement l’ensemble des matrices propres Mp construites à partir des vecteur propres
associés aux P plus grandes valeurs propres de la matrice de quadricovarianceQz .
2.3.1.4 L’algorithme COM2
De même que les trois méthodes précédentes, COM2 nécessite un blanchiment des observa-
tions. Puis il faut maximiser le contraste suivant :
ψ(
̂˜
H,y) =
P∑
p=1
(
Cp,pp,p,y
)2 (2.7)
Une optimisation de ce contraste est proposée dans [62]. Elle repose sur le théorème suivant :
Théorème 2 Soit s un vecteur aléatoire de composantes indépendantes, parmi lesquelles au plus
une est gaussienne, et dont les densités de probabilité ne sont pas réduites à une masse ponctuelle.
Soit T une matrice orthogonale de taille (P×P ) et z le vecteur défini par z = Ts. Alors les trois
propriétés suivantes sont équivalentes :
i) les composantes de z sont indépendantes deux à deux ;
ii) les composantes de z sont mutuellement indépendantes ;
iii) T est une matrice triviale.
Ce théorème nous dit qu’au vu des indéterminations intrinsèques au problème de la SAS, il suffit
juste de chercher à reconstruire des sources indépendantes deux à deux.
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2.3.1.5 L’algorithme COM1
Après un blanchiment des observations le contraste suivant est optimisé :
ψ(
̂˜
H,y) = λ
P∑
p=1
Cp,pp,p,y (2.8)
où λ = ±1. La solution itérative proposée pour COM2 peut être utilisée afin d’optimiser le
contraste précédent. Cependant, une solution algébrique a dernièrement été proposée dans [65].
Notons toutefois que COM1 nécessite que les sources aient des kurtosis de même signe.
2.3.1.6 L’algorithme INFOMAX
Nous présentons l’algorithme INFOMAX développé par A.-J. Bell et T.-J. Sejnowski dans
[135], pour le cas de systèmes réels. Cet algorithme n’exige pas d’étape de blanchiment. Cepen-
dant en pratique cette étape améliore la vitesse de convergence et les performances de l’algo-
rithme [120, chapitre 9]. De ce fait, l’algorithme est présenté en supposant que les données ont été
préalablement blanchies.
Bien qu’à l’origine INFOMAX repose sur des concepts issus de la théorie de l’information,
il est possible de décrire cette méthode sous une forme du maximum de vraisemblance. En effet,
supposant que les vecteurs aléatoires du processus blanchi {z[m]}m∈N admettent tous la même
densité de probabilité pz, cette dernière vérifie sous l’hypothèse (H2) la propriété suivante :
pz = |det(G˜)| py = |det(G˜)|
P∏
p=1
pyp (2.9)
où G˜ = H˜
−1
= [g˜1, . . . , g˜P ]
T
, py désigne la densité de probabilité conjointe de chaque vec-
teur aléatoire y[m] (m ∈ N) et pyp représente la densité de probabilité marginale de la p-ième
composante de chaque vecteur y[m] (m ∈ N).
En supposant que l’on dispose d’une réalisation {z˜[m]}m=1...,M du processus des observations
blanchies et que l’on puisse évaluer les densités pyp aux M points g˜pTz˜[m], la log-vraisemblance
de l’équation (2.9) est donnée par :
L(G˜) =M ln |det(G˜)|+
M∑
m=1
P∑
p=1
ln pyp(g˜p
Tz˜[m]) (2.10)
Notons que l’équation précédente n’a de sens que si, pour toute valeur de p comprise entre 1 et P ,
les variables aléatoires du processus {zp[m]}m∈N sont indépendantes.
Une manière simple de maximiser la log-vraisemblance consiste à utiliser la méthode du gra-
dient classique [19, 173] qui nous permet d’obtenir la progression suivante :
G˜
(j+1)
= [G˜
(j)
T]−1 − µ
M∑
m=1
ϕy(G˜
(j)
z˜[m]) z˜[m]T (2.11)
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où ϕy est appelée fonction score du processus {y[m]}m=1...,M définie par :
ϕy = (ln ◦ py)
′ = −
py
′
py
(2.12)
L’algorithme du gradient nécessite le calcul de l’inverse de G˜T pour chaque itération, ce qui rend
sa convergence très lente. Pour pallier à ce problème S. Amari a proposé en 1998 l’algorithme du
gradient naturel [11] qui est une amélioration du gradient classique. La progression de la méthode
du gradient naturel est donnée en multipliant l’équation (2.11) par G˜TG˜. Nous obtenons alors :
G˜
(j+1)
=
[
I − µ
M∑
m=1
ϕy(G˜
(j)
z˜[m])(G˜
(j)
z˜[m])T
]
G˜
(j) (2.13)
D’après l’équation (2.13), nous sommes censés estimer les densités de probabilité des sources.
Toutefois, en pratique il suffit de connaître la famille d’appartenance des sources (sous-gaussienne
ou sur-gaussienne) et d’utiliser comme fonction score l’une des deux fonctions suivantes :
ϕy(u) = u− tanh(u) si les sources sont sous-gaussiennes ;
ϕy(u) = u+ tanh(u) si les sources sont sur-gaussiennes.
L’algorithme du gradient naturel s’écrit :
G˜
(j+1)
=
[
I − µ
M∑
m=1
(
K tanh
(
G˜
(j)
z˜[m]z˜[m]TG˜
(j)
T
)
− G˜
(j)
z˜[m]z˜[m]TG˜
(j)
T
)]
G˜
(j)
(2.14)
avecK une matrice de pondération diagonale où les éléments non nuls valent±1 selon le caractère
sur- ou sous-gaussien des sources. En pratique, la matriceK est calculée itérativement à partir des
caractéristiques statistiques des sources estimées (voir [135] pour plus de détails).
2.3.1.7 L’algorithme FOBIUM
La méthode FOBIUM est une extension de l’algorithme SOBI à l’ordre quatre, ne nécessitant
pas de blanchiment des observations à l’ordre deux. Toutefois, la première étape de FOBIUM
consiste quand même à orthogonaliser la matrice de mélange recherchée. Mais contrairement à
SOBI, cette opération est réalisée directement sur l’ensemble des matrices de quadricovariance
associées à des triplets de retards (τ (j)1 , τ
(j)
2 , τ
(j)
3 ) tels que |τ
(j)
1 | + |τ
(j)
2 | + |τ
(j)
3 | 6= 0 et vérifiant
d’après (1.19) pour q=2 et `=1 :
Qx
[
τ
(j)
1 , τ
(j)
2 , τ
(j)
3
]
= [H H∗] Qs[τ
(j)
1 , τ
(j)
2 , τ
(j)
3 ][HH
∗]H (2.15)
En effet, les matrices Qx
[
τ
(j)
1 , τ
(j)
2 , τ
(j)
3
]
sont multipliées à gauche par Q−1/2x où Q1/2x est une
racine carrée de la matrice de quadricovariance Qx
def
= Qx[0, 0, 0], et à droite par (Q
−1/2
x )
H
. La
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seconde étape de FOBIUM consiste à diagonaliser conjointement l’ensemble des matrices
{Q
1/2
x Qx[τj ](Q
−1/2
x )
H
, 1 ≤ j ≤ J} de manière à identifier la matrice Q−1/2x [H H∗] et donc
la matrice H H∗ à une matrice triviale près. Enfin, la dernière étape de la méthode consiste à
extraire la matrice H de la matrice H H∗. Cette opération est réalisée en remarquant que le
p-ième vecteur colonne deH H∗ s’écrit sous la forme hp ⊗ h∗p. Il est alors facile, pour chaque
valeur de p (1 ≤ p ≤ P ), de ranger les composantes du vecteur hp ⊗ h∗p de taille (N2×1) dans
une matrice Bp de taille (N ×N) telle que Bp = hphpH. Les P matrices Bp sont de rang 1,
une simple diagonalisation de chacune d’entre elle permet alors d’estimer les P vecteurs hp à un
scalaire près. Si l’algorithme FOBIUM permet d’identifier la matrice de mélangeH à une matrice
triviale près, il requiert, comme pour SOBI, une condition d’ordre spectrale sur les sources. La
méthode FOBIUM nécessite en effet que les sources aient des trispectres distincts afin de garantir
l’identification du mélange.
2.3.1.8 Les algorithmes ICAR et BIRTH
Les algorithmes ICAR et BIRTH visent à exploiter les redondances matricielles présentes
respectivement dans la quadricovariance et dans l’hexacovariance des observations. Ces deux mé-
thodes ne nécessitent pas d’étape de blanchiment à l’ordre deux, ce qui leur confère l’avantage
d’être insensibles asymptotiquement à la présence d’un bruit gaussien de cohérence spatiale in-
connue. Par ailleurs, BIRTH permet d’identifier des mélanges sous-déterminés de sources. Ainsi,
selon la structure analytique de la matrice de mélange, BIRTH peut traiter jusqu’à N2 sources
avec seulement N observations. BIRTH est une extension d’ICAR à l’ordre six. Dans un soucis
de simplicité, nous allons nous contenter de présenter le concept de cette famille de méthodes au
travers d’ICAR.
Sous l’hypothèse de sources de kurtosis de signes identiques (supposons que les kurtosis soient
positifs), il est possible de calculer une racine carrée de la matrice de quadricovariance, Qx, des
observations. Cette dernière vérifie alors :
Qx
1/2 = [HH∗] ζ1/2s V
H, (2.16)
où ζ1/2s est la matrice diagonale de taille (P×P ) des cumulants marginaux d’ordre quatre des
sources et V une matrice orthonormée. Or la matriceHH∗ peut s’écrire sous la forme suivante :
HH∗ = [[H∗Φ1]
T [H∗Φ2]
T ... [H∗ΦN ]
T] T (2.17)
où Φn est une matrice diagonale constituée des éléments de la n-ième ligne du mélange H . Par
conséquent la matriceQx1/2 vérifie l’égalité suivante :
Qx
1/2=
[
[H∗Φ1ζ
1/2
s V
H]T...[H∗ΦNζ
1/2
s V
H]T
]
T
= [Γ1
T...ΓN
T]
T (2.18)
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en extrayant de Qx1/2 les N blocs matriciels
∑
n de taille (N×P ), il est possible de construire les
N(N − 1) matricesOn1,n2 telles que :
∀ (n1, n2), 1 ≤ n1 6= n2 ≤ N, On1,n2 =
∑ ]
n1
∑
n2 (2.19)
où ] désigne l’opérateur de la pseudo-inverse. Notons au passage que sous l’hypothèse d’une
matrice de mélangeH de rang colonne égal à P , les matricesOn1,n2 vérifient l’égalité suivante :
On1,n2 = V Dn1,n2V
H (2.20)
(2.21)
où lesN(N−1)matricesDn1,n2 = Φ−1n1 Φn2 de taille (P×P ) sont diagonales. Une diagonalisation
conjointe des matricesOn1,n2 permet ainsi d’estimer V à une matrice triviale orthonormée près.
Sachant, d’après l’équation (2.16), que Qx1/2V est une estimée de H H∗ à une matrice
diagonale près, il est dons possible d’estimer la matrice HH∗ à partir de Qx1/2 à une matrice
triviale près. Enfin, la dernière étape de l’algorithme FOBIUM peut par exemple être utilisée ici
afin d’extraire l’estimée deH de l’estimée deHH∗.
2.3.1.9 L’algorithme FastICA
Nous présentons à présent l’approche connue sous le nom de FastICA. L’idée exploitée est
de reconstruire chaque source en l’éloignant le plus possible de la gaussienne, ce qui a pour effet
de maximiser son indépendance par rapport aux autres sources [120, Chapitre 8]. La mesure de
non gaussianité employée ici n’est autre que la néguentropie initialement introduite dans [62].
Cette dernière peut être approchée par le kurtosis de la source considérée. Toutefois, les auteurs de
FastICA ont montré qu’il était préférable d’estimer la néguentropie par la fonction suivante :
J(y) ∝ [E{F (y)} − E{F (y(g))}]2 (2.22)
où y est la variable aléatoire considérée, y(g) une variable aléatoire gaussienne centrée réduite et
F une fonction non-quadratique égale par exemple à :
F (u) = ln cosh(u), u ∈ R (2.23)
ou bien :
F (u) = − exp(−u2/2), u ∈ R (2.24)
Les points stationnaires du critère J (2.22) sont obtenus en annulant sont gradient. Notons que le
gradient calculé est en fait modifié de manière à offrir de meilleures propriétés de convergence à
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FastICA sans toutefois modifier les points stationnaires. L’algorithme de Newton est alors appliqué
au gradient et conduit ainsi à la progression suivante :
h˜p
(j+1) = E[F ′
(
h˜p
(j)Tz[m]
)
z[m]]− E[F ′′
(
h˜p
(j)Tz[m]
)
h˜p
(j)] (2.25)
où h˜p(j), F ′, F ′′ et {z[m]}m∈N désignent respectivement l’estimée de la p-ième colonne de H˜
issue de la j-ième itération, les dérivées première et seconde de F , et le processus vectoriel des
observations blanchies.
Deux approches sont alors possibles, nommées respectivement FastICADO et FastICASO (1.5.1).
La première, qualifiée de déflation, consiste à utiliser la progression (2.25) pour la p-ième source
à extraire (1≤ p≤ P ) en orthonormalisant à chaque itération j le vecteur h˜p(j) avec les vecteurs
h˜p′
(jopt) (1≤ p′ ≤ p−1) obtenus lors de l’extraction des p−1 précédentes sources, et ce jusqu’à
convergence. L’orthonormalisation est effectuée à l’aide du procédé de Gramm-Schmidt. La se-
conde approche, qualifiée quant-à-elle de symétrique, calcule simultanément à chaque itération j
les P vecteurs h˜p(j) associés aux P sources et les orthonormalise conjointement avant de passer à
l’itération suivante. Le procédé d’orthonormalisation conjointe employé dans le contexte de SAS
est décrit par E. Moreau dans [154].
2.3.2 Génération des données synthétiques
L’objectif est de disposer de données simulées réalistes pour comparer les performances en
termes de restitution de sources des algorithmes retenus. Nous avons exploité à cet effet d’une part
notre base de données polysomnographiques (qui compte 14 patients) et d’autre part un modèle
biomathématique pour la génération d’une activité cérébrale de fond.
2.3.2.1 Génération des sources
Les sources simulées sont notées EEGS, EOGRS, EOGLS et ECGS (figure 2.25). Elles repré-
sentent, respectivement, l’activité cérébrale, les mouvements oculaires rapides, les mouvements
oculaires lents et l’activité cardiaque. La source EEGS est simulée en utilisant le modèle de B.
H. Jansen [122] (à base d’équations différentielles paramétriques) pour la génération d’activités
cérébrales. Les paramètres du modèle ont été choisis ici de manière à avoir une source représentant
l’activité électrique cérébrale de fond. Notons que l’activité générée a un caractère gaussien très
prononcé. Ceci se vérifie même sur des données réelles correspondant à une activité EEG de fond
ne comportant pas de composantes transitoires (non linéaires) spécifiques d’une activité anormale
du cerveau (épileptique, liée à une prise de médicaments,...). Les autres sources sont tirées de
notre base de données réelles de la manière suivante : i) la source EOGRS est obtenue à partir
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des enregistrements issus des électrodes positionnées en FPZ et CZ (le placement des électrodes
obéit au montage standard 10-20 (figure 2.26)). Plus précisément, la voie EOGRS correspond à la
dérivation FPZCZ. De plus, le signal ainsi obtenu est filtré passe-bande [1HZ, 8HZ] pour atténuer
au mieux les interférences hautes fréquences dues à l’EEG et à l’EMG, et les perturbations basses
fréquences qui pourraient provenir des mouvements oculaires lents, ii) la source EOGLS est cor-
respond à la dérivation classique E1E2. Pour atténuer les possibles interférences de l’EMG et de
l’EEG, le signal issu de cette dérivation est filtré passe-bas (la fréquence de coupure est égale à
4 HZ), iii) la source ECGS correspond à un signal cardiaque prélevé sur les enregistrements des
patients pendant leur sommeil.
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FIG. 2.25 – Exemple de sources synthétiques générées.
FIG. 2.26 – Positionnement des électrodes suivant le montage standard 10-20.
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2.3.2.2 Génération du mélange
La matrice de mélange utilisée dans nos simulations a été préalablement obtenue en résolvant
le problème direct liant des activités électriques intracérébrales à leur " image " enregistrée par
des capteurs de surface. Plus exactement, nous avons considéré quatre capteurs de surface notés
Cap1, Cap2, Cap3 et Cap4 et dont les positions correspondent respectivement à celles des élec-
trodes FP1m, FP2m, F7m et F8m de notre configuration (c.f. figure 2.20). Nous avons par la suite
positionné cinq dipôles Dip1, Dip2, Dip3, Dip4, Dip5 aux emplacements où les différentes activi-
tés électriques EEG, EOGR et EOGL sont censées naître (figure 2.27). Les dipôles Dip3 et Dip4
caractérisent l’activité électrique engendrée respectivement par des mouvements rapides de l’oeil
gauche et de l’oeil droit. Les dipôles Dip2 et Dip5 sont, pour leur part, dédiés aux mouvements
lents respectivement de l’oeil gauche et de l’oeil droit. Quant au dipôle Dip1, il caractérise l’ac-
tivité EEG. Ainsi, nous avons positionné les dipôles Dip3 et Dip4 dans la région frontale à une
profondeur d’environ un centimètre et demi. Les dipôles Dip2 et Dip5 ont été placés à la même
profondeur mais cette fois dans la région temporale gauche pour l’un et temporale droite pour
l’autre. Quant au dipôle caractérisant l’activité EEG, nous l’avons positionné arbitrairement dans
l’espace cérébral. Nous avons alors utilisé la formule matricielle de transfert [231] [157] liant les
cinq dipôles de courant aux quatre observations de surface dans un cadre semi-réaliste où la tête est
modélisée par un ensemble de trois sphères concentriques. Les vecteurs colonnes de la matrice de
mélange, de taille (4×5) ainsi obtenue, peuvent être interprétés comme les vecteurs de localisation
des cinq dipôles de courant dans le cortex cérébral. Enfin, les deux sources électriques associées
aux dipôles Dip3 et Dip4 étant supposées identiques, de même que les deux sources électriques
associées aux dipôles Dip2 et Dip5, il est équivalent de considérer une matrice de mélange de
taille (4×3) où le vecteur colonne propre à l’EOGRS est la somme des vecteurs de localisation
des dipôles Dip3 et Dip4 et où le vecteur colonne propre à l’EOGLS est la somme des vecteurs de
localisation des dipôles Dip2 et Dip5. Il ne reste plus qu’à apporter à notre mélange synthétique la
contribution de la source ECG. Cette contribution étant supposée uniforme sur tous les capteurs,
nous avons décidé d’ajouter à la matrice de mélange de taille (4×3) un quatrième vecteur colonne
constitué uniquement de uns. Voici à titre d’exemple une matrice de mélange construite en suivant
la procédure décrite ci-dessus :
H =

1.8106 2.0535 1.4671 1.0000
0.4553 1.9114 1.4997 1.0000
1.5167 1.5022 3.1823 1.0000
0.1331 −0.7530 0.7776 1.0000
 (2.26)
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Nous définissons le coefficient de corrélation spatiale entre deux vecteurs colonnes de la matrice
de mélange H comme le produit scalaire normalisé des deux vecteurs considérés. Ce coefficient
exprime le degré de colinéarité entre les deux vecteurs. Il est à noter que les six coefficients de
corrélation spatiale de la matriceH ci-dessus sont tous compris entre 0.7 et 0.9. Autrement dit, la
matrice de mélangeH peut être assez mal conditionnée.
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FIG. 2.27 – Représentation des différentes positions des cinq dipôles Dip1, Dip2, Dip3, Dip4, Dip5
à l’intérieur de la sphère et des quatre capteurs de surface Cap1, Cap2, Cap3, Cap4 correspondant
respectivement aux électrodes FP1m, FP2m, F7m, F8m.
2.3.3 Critère de performance
Afin de comparer quantitativement la qualité de restitution d’une source par deux séparateurs
différents G1 et G2, nous avons utilisé le critère introduit par P. Chevalier dans [53]. L’auteur a
montré que la qualité de restitution d’une source est directement liée au rapport signal sur bruit
total (appelé SINR ou Signal to Interference plus Noise Ratio) de cette source après séparation.
Plus précisément, le SINR de la source p à la i-ième sortie du séparateurG est défini par :
SINRp[gi] = pip
|gi
Hhp|
2
giHRνpgi
(2.27)
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où pip représente la puissance de la p-ième source, gi la i-ème colonne du séparateur G et Rνp =
Rx − piphphp
H est la matrice de covariance du bruit de la source p. A partir de ces définitions,
la qualité de restitution de la source p à la sortie du séparateur G est évaluée en prenant la valeur
maximale de SINRp[gi] pour i variant de 1 à P . Cette quantité est notée SINRMp. Enfin, le
concept de performance d’un séparateur de sourcesG, est défini par le P-uplet P(G) donnée par :
P(G) = (SINRM1[G], . . . ,SINRMP [G]) (2.28)
On dira qu’un séparateur G1 est meilleur qu’un séparateur G2 pour la restitution de la source p
dans un contexte donné, si SINRMp[G1] > SINRMp[G2]. Notons aussi que la restitution de nos
sources a été faite en utilisant un séparateur optimal qui maximise, sur l’ensemble des séparateurs,
les quantités SINRMp[G] pour chaque sources p. Celui-ci est unique à une matrice diagonaleD et
de permutationΠ près. Il correspond au séparateurGfas dont les colonnes sont les Filtres Adaptés
Spatiaux (FAS) [52, 53] aux différentes sources et est défini par :
Gfas = R
−1
x ĤDΠ (2.29)
où Ĥ représente la matrice de mélange estimée.
L’evaluation de nos résultats est menée en comparant le SINRMp obtenu pour chaque source
avec le SINRM optimal, noté FAS sur toutes les figures, obtenu en utilisant la vraie matrice de
mélangeH .
2.3.4 Présentation des résultats issus des différentes simulations
L’objectif de cette partie est triple : i) comparer les performances fournies par les onze algo-
rithmes présentés précédemment, ii) évaluer les résultats obtenus par les huit algorithmes nécessi-
tant une étape de pré-blanchiment en utilisant les deux procédures de blanchiment (i.e. simple et
robuste), et enfin iii) étudier la convergence des algorithmes itératifs : INFOMAX, FastICADO et
FastICASO. Pour cela, quatre études différentes sont envisagées. Pour chaque étude, le critère de
performance est moyenné sur 200 réalisations des sources. La figure 2.28 montre un exemple des
observations obtenues par la matrice de mélange H et par les sources qui sont présentées sur la
figure 2.25.
2.3.4.1 Etude de l’influence du nombre d’échantillons pour un RSB identique
Les observations sont perturbées par un bruit additif blanc gaussien et spatialement décorrélé.
Le RSB 8 fixé pour chaque source à 15 dB. Le SINRMp (p = 1, . . . 4) à la sortie des onze sé-
8ici, le RSB est défini comme étant le rapport entre la variance de la source et la variance du bruit
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FIG. 2.28 – Exemple de signaux d’observations obtenus par la matrice H de l’équation (2.26) et
les signaux sources représentés sur la figure 2.25.
parateurs est calculé en faisant varier le nombre d’échantillons des observations de 1024 à 15360,
avec un pas de 1024. Le nombre minimum d’échantillons (1024) peut paraître élevé. Il a été choisi
en accord avec l’application visée, où l’on est amené à travailler par tranche d’observations d’une
durée de 20 secondes (qui représentent une époque classique pour le scorage, ou annotation, d’une
nuit de sommeil en Europe) correspondant à 5120 échantillons pour une fréquence d’échantillon-
nage de 256 Hz.
La figure 2.29 montre, pour chaque source et chaque algorithme, la variation du SINRM en
fonction du nombre d’échantillons. Les méthodes exploitant en parallèle les statistiques d’ordre
deux et d’ordre quatre, telle que COM1, COM2, JADE, INFOMAX, FastICADO et FastICASO,
présentent les meilleurs résultats. De plus la qualité de séparation de ces méthodes s’améliore en
augmentant le nombre d’échantillons. Néanmoins, on remarque que COM1 est légèrement moins
performante pour la séparation des sources EEGS et EOGLS quand le nombre d’échantillons est
faible. Les comportements de SOBI et TFBSS sont pratiquement identiques. En effet, les deux
algorithmes mènent à des résultats équivalents que ceux obtenus par les sept méthodes citées
pour les sources EEGS et ECGS, mais leurs performances restent légèrement en retrait pour le
cas des sources EOGRS et EOGLS. Les résultats obtenus par FOBIUM sont en moyenne moins
intéressants. En ce qui concerne les méthodes ICAR, BIRTH et FOBIUM, elles ne parviennent pas
à extraire la source EEGS. Ceci n’est pas surprenant dans la mesure où cette dernière est fortement
gaussienne et que les trois méthodes en question ne tolèrent aucune source gaussienne. Par contr,
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ICAR et FOBIUM parviennent à extraire les trois autre sources pour un nombre d’échantillons
élevé. Les résultats de BIRTH restent moyennement satisfaisant au regard des quatre figures.
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FIG. 2.29 – Evolution (en dB) du SINRM des quatre sources en fonction du nombre d’échan-
tillons, avec un RSB de 15 dB.
2.3.4.2 Etude de l’influence du nombre d’échantillons pour un RSB source dépendant
En pratique, le RSB peut changer d’une source à l’autre. Nous nous proposons donc de si-
muler ce cas de figure en faisant varier le nombre d’échantillons, de la même manière que pour
l’étude précédente, avec un RSB variable d’une source à une autre. Après examen de notre base
80 CHAPITRE 2 : La SAS en ingénierie biomédicale
de données, nous avons fixé le RSB à 5 dB pour la source EEGS, à 10 dB pour EOGRS, à 15
dB pour EOGLS et à 20 dB pour la source ECGS. Les résultats obtenus sont présentés sur la fi-
gure 2.30. Globalement, les performances obtenues sont équivalentes à celles observées dans la
première étude à l’exception de l’algorithme SOBI où la dégradation des performances est plus
prononcée dans le cas des sources EOGRS et EOGLS.
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FIG. 2.30 – Evolution (en dB) du SINRM des quatre sources en fonction du nombre d’échan-
tillons. Le RSB est source dépendant et vaut 5 dB, 10 dB, 15 dB et 20 dB pour les sources EEGS,
EOGRS, EOGLS et ECGS respectivement.
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2.3.4.3 Etude de l’influence du RSB
Dans cette section nous étudions les performances des onze algorithmes en fonction du RSB.
Pour cela, nous revenons à un RSB indépendant des sources. Le nombre d’échantillons est fixé à
5120 et le RSB varie entre -20 dB et 60 dB avec un pas de 5dB. La figure 2.31 montre que les algo-
rithmes COM1, COM2, JADE, INFOMAX, FastICADO et FastICASO offrent des performances
plus au moins similaires. En effet, pour un RSB allant de -20 dB à 5 dB la qualité des résultats à
la sortie de ces six séparateurs est approximativement optimale. Cependant, pour des valeurs du
RSB supérieures à 5 dB, les performances s’écartent de plus en plus de la valeur optimale (FAS).
L’algorithme TFBSS se comporte de la même manière que les six algorithmes cités ci-dessus mais
avec des performances légèrement en retrait pour les sources EOGRS et EEGS et pour des RSB
supérieurs à 25 dB. Les algorithmes BIRTH, ICAR et FOBIUM offrent aussi des performances
quasi-optimales pour des RSB variant de -20 dB à 0 dB mais leurs résultats se restent moins sa-
tisfaisant pour des RSB élevés, surtout dans le cas de la source EEGS, qui rappelons-le est de
nature gaussienne. Enfin, l’algorithme SOBI présente des performances approximativement opti-
males pour des RSB inférieurs à -10 dB. Pour des RSB compris entre -10 dB et 20 dB, la qualité
des résultats obtenus par SOBI est moins bonne. Cependant, pour des RSB supérieurs à 20 dB,
les performances de SOBI sont nettement meilleures et sont même supérieures à celles de tous les
autres algorithmes, surtout dans le cas des sources EEGS, EOGRS et EOGLS.
2.3.4.4 Etude de l’influence de la matrice de mélangeH
Les deux questions suivante se posent : i) la variation de la matrice de mélange influe-t-elle
sur les performances des algorithmes ? ii) quel est l’algorithme le plus robuste par rapport à cette
variation ? La première question est légitime, puisqu’en pratique l’unicité de la matrice de mélange
n’est pas facile à vérifier. Ainsi, le critère de performance a été évalué pour les onze algorithmes en
fixant le nombre d’échantillons à 5120, le RSB à 15 dB et en faisant varier la matrice de mélange
H par déplacement de la position du dipôle Dip1, représentant la source EEGS, sur un chemin
hélicoïdal représenté sur la figure 2.32. La figure 2.33 montre que la variation de la position du di-
pôle Dip1 correspondant à la source EEGS, influe sur la valeur du FAS. En effet, nous remarquons
que la valeur du SINRM1 optimale est faible lorsque le dipôle Dip1 est loin des capteurs Cap1,
Cap2, Cap3 et Cap4. De plus, quand Dip1 est équidistant des quatre capteurs, la matrice de mé-
lange H présente des colinéarités très fortes entre le vecteur directeur de la source EEGS et celui
représentant la source ECGS. Par exemple, la matrice de mélange H pour la dixième position est
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FIG. 2.31 – Variation du SINRM (en dB) en fonction du RSB pour un nombre d’échantillons fixé
à 5120.
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donnée par :
H =

0.4098 2.0535 1.4671 1.0000
0.4054 1.9114 1.4997 1.0000
0.3759 1.5022 3.1823 1.0000
0.3851 −0.7530 0.7776 1.0000
 (2.30)
Nous remarquons que la première colonne est pratiquement colinéaire à la quatrième colonne.
Concernant les résultats obtenus pour les onze algorithmes, les observations faites pour la première
étude restent valables dans cette simulation. Effectivement, les performances des algorithmes
COM1, COM2, JADE, INFOMAX, FastICADO et FastICASO sont quasi-optimales surtout pour
les sources EEGS et ECGS. L’algorithme TFBSS présente des résultats équivalents aux sept algo-
rithmes précédents, sauf pour la source EOGRS où ses performances sont légèrement inférieures.
L’approche SOBI permet de bien extraire les sources EEGS et ECGS mais ses performances sont
revues à la baisse dans le cas des sources EOGRS et EOGLS. Les résultats de FOBIUM restent
globalement corrects sauf pour la source EEGS, vu qu’il ne tolère aucune source gaussienne. En-
fin, les algorithmes ICAR et BIRTH, présentent des performances globalement satisfaisantes pour
les sources EOGRS et ECGS. Concernant les sources EEGS et EOGLS, leurs performances sont
revues à la baisse par rapport à celles obtenues par les autres algorithmes.
2.3.4.5 Synthèse des résultats
Les quatre études ont montré que les meilleures performances étaient obtenues par les algo-
rithmes exploitant en parallèle les statistiques d’ordre deux et d’ordre quatre, c’est-à- dire COM1,
COM2, JADE, INFOMAX, FastICADO et FastICASO. Cependant, nous avons remarqué que
COM1 présente des résultats légèrement en retrait dans le cas où le nombre d’échantillons est
faible. Ceci s’explique par le fait que la probabilité pour que le signe du kurtosis soit différent,
d’une source à une autre, pour un nombre d’échantillons faible est plus élevée que celle obte-
nue pour un nombre d’échantillons élevé. Or cette méthode exige que toutes les sources aient un
kurtosis de même signe (tableau 2.2). Les histogrammes des kurtosis des quatre sources EEGS,
EOGRS, EOGLS et ECGS, estimés pour les 200 tirages et présentés sur la figure 2.34 en fonc-
tion du nombre d’échantillons, montrent que la probabilité pour que les sources aient des kurtosis
de signes différents est inversement proportionnelle au nombre d’échantillons. La source EEGS
est quasi-gaussienne et la source ECGS est toujours sur-gaussienne. Quant aux sources liées aux
mouvements oculaires, leur distribution évolue et en moyenne leur caractère sur-gaussien est de
plus en plus prononcé avec l’accroissement du nombre d’échantillons. Par ailleurs, leurs kurtosis
présentent une grande dispersion (tableau 2.3). Ces remarques permettent de comprendre en partie
les mauvais résultats obtenus par les algorithmes ICAR, FOBIUM, BIRTH concernant l’extraction
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FIG. 2.33 – Variation du SINRM (en dB) en fonction de la matrice de mélangeH pour un nombre
d’échantillons fixé à 5120 et un RSB de 15 dB.
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des sources EOGRS et EOGLS qui nécessitent que les kurtosis des sources soient de même signe.
De plus, ces algorithmes ne peuvent séparer que des sources non-gaussiennes. Or d’après la figure
2.34, la source EEGS est pratiquement gaussienne ce qui explique l’incapacité de ces algorithmes
à l’extraire. Une dernière remarque via à vis des méthodes ICAR et BIRTH, concerne la probable
sensibilité des deux méthodes à un très mauvais conditionnement du mélange, ce qui pourrait ici
expliquer les baisses de performances parfois constatées. Quant aux algorithmes SOBI et TFBSS,
les performances obtenues lors de l’extraction des sources EEGS et ECGS sont satisfaisantes.
Cependant, pour le cas des sources EOGRS et EOGLS, leurs performances sont revues à la baisse.
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2.3.4.6 Apport du blanchiment robuste
Les huit algorithmes nécessitant une étape de pré-blanchiment, c’est-à- dire COM1, COM2,
JADE, SOBI, TFBSS, INFOMAX, FastICADO et FastICASO, ont été testés en utilisant la procé-
dure de blanchiment robuste (se reporter à la section 1.4.5.2). Par abus de langage, les algorithmes
mis en oeuvre sur des données ainsi blanchies sont nommés COM1R, COM2R, JADER, SOBIR,
TFBSSR, INFOMAXR, FastICARDO et FastICARSO (R pour robuste). Les figures 2.35, 2.36,
2.37 et 2.38 présentent respectivement les résultats obtenus, pour chaque algorithme en utilisant
séparément les deux procédures de blanchiment, pour les scénarios des quatre études précédentes.
Les courbes obtenues montrent que le blanchiment robuste conduit à des performances quasi-
similaires pour tous les algorithmes et tous les scénarios, sauf dans le cas de l’algorithme SOBI où
les performances sont nettement améliorées pour les quatre sources et les quatre scénarios. Dans
le même sens, la figure 2.39 montre que l’algorithme SOBIR offre des performances globalement
supérieures à celles obtenues par l’algorithme COM2 considéré comme l’un des algorithmes les
plus performant dans le cadre de nos simulations.
2.3.4.7 Etude de convergence
Nous étudions dans cette partie la convergence pratique des quatre algorithmes itératifs uti-
lisés (INFOMAX, FastICADO et FastICASO). Ces algorithmes s’appuient sur un critère d’arrêt
composite (distance maximale tolérée entre estimées successives et nombre maximum d’itéra-
tions possibles). Nous proposons donc d’évaluer la probabilité pour que l’événement "test d’arrêt
satisfait avant d’atteindre le nombre maximum d’itérations". La figure 2.40 représente, pour cha-
cune des études menées, les probabilités estimées pour les quatre algorithmes en utilisant les deux
procédures de blanchiment. Le nombre d’itérations possibles pour les algorithmes INFOMAX,
INFOMAXR, FastICADO, FastICARDO, FastICASO et FastICARSO est de 5000 et la distance
maximale autorisée est fixée à 10−6. Notons que pour les algorithmes exploitant la procédure de
déflation (FastICADO et FastICARDO), la convergence est acquise si et seulement si les quatre
composantes sont extraites. Nous remarquons que pour la première et la deuxième étude (figures
2.40 (a) et (b)) les algorithmes FastICARDO, FastICARSO, INFOMAX et INFOMAXR présentent
un taux de convergence de 100%. Quant aux algorithmes FastICADO et FastICASO, leur taux de
convergence augmente en fonction du nombre d’échantillons. La figure 2.40 (c) montre que les
algorithmes FastICADO FastICASO et FastICARSO ont du mal à converger pour des RSB faibles
compris entre -20 dB et 0 dB. Enfin, dans le cas où la matrice de mélangeH présente des colinéa-
rités fortes la méthode FastICARSO est incapable de séparer les sources (figure 2.40 (d)) et le taux
de convergence des algorithmes FastICADO et FastICASO est de 93% en moyenne.
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FIG. 2.35 – Variations du SINRM (en dB) en fonction du nombre d’échantillons, avec un RSB
de 15 dB pour les huit algorithmes nécessitant une étape de pré-blanchiment en utilisant les deux
procédures (simple et robuste).
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FIG. 2.36 – Variations du SINRM (en dB), en fonction du nombre d’échantillons pour un RSB
source dépendant de 5 dB, 10 dB, 15 dB et 20 dB pour les sources EEGS, EOGRS, EOGLS et
ECGS respectivement, calculé pour les huit algorithmes nécessitant une étape de pré-blanchiment
en utilisant les deux procédures de blanchiment (simple et robuste).
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FIG. 2.37 – Variations du SINRM (en dB) en fonction du RSB pour un nombre d’échantillons fixé
à 5120, pour les huit algorithmes nécessitant une étape de pré-blanchiment en utilisant les deux
procédures de blanchiment (simple et robuste).
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FIG. 2.38 – Variations du SINRM (en db) en fonction du mélange H pour un nombre d’échan-
tillons fixé à 5120 et un RSB de 15 dB, pour les huit algorithmes nécessitant une étape de pré-
blanchiment en utilisant les deux procédures de blanchiment (simple et robuste).
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FIG. 2.39 – Comparaison des performances des algorithmes SOBIR et COM2 dans les quatre cas
étudiés. (a) étude 1, (b) étude 2, (c) étude 3 et (d) étude 4.
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FIG. 2.40 – Probabilité de convergence de INFOMAX, INFOMAXR, FastICADO FastICARDO et
FastICASO, FastICARSO : (a) étude 1, (b) étude 1 2, (c) étude 3 et (d) étude 4
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2.3.5 Conclusion
Les résultats obtenus dans le cadre de nos simulations montrent que les algorithmes COM1,
COM2, JADE, INFOMAX, FastICADO et FastICASO, exploitant simultanément les statistiques
d’ordre deux et d’ordre quatre, offrent des performances satisfaisantes même dans les cas les plus
défavorables, où simultanément le nombre d’échantillons et le RSB sont faibles. Nos simulations
indiquent que la procédure du blanchiment robuste, dans la majorité des cas, détériore les per-
formances obtenues par ces algorithmes. Cette remarque est d’autant plus vérifiée pour les al-
gorithmes itératifs INFOMAX, FastICADO et FastICASO. Cependant, l’utilisation de cette pro-
cédure pour l’algorithme SOBI permet d’améliorer sa robustesse à la fois vis-à-vis du nombre
d’échantillons et du RSB. Cet algorithme devient même le plus performant des algorithmes tes-
tés. Il est intéressant de noter que les algorithmes FastICADO et FastICASO présentent un risque
de non convergence qui est inversement proportionnel au nombre d’échantillons, à la valeur du
RSB et à la non colinéarité des vecteurs directeurs des sources à séparer. De plus, les algorithmes
ICAR, FOBIUM, BIRTH supposent qu’aucune des sources à estimer ne soit gaussienne et que
toutes les sources aient des kurtosis de même signe. De ce fait, ils s’avèrent très peu adaptés pour
le problème à traiter ici. Concernant l’algorithme TFBSS, ses résultats sont acceptables.
2.4 Evaluation sur signaux réels
2.4.1 Description des enregistrements
Notre étude a porté sur une base de données de 14 patients (P1,P2, . . ., P14) souffrant de
troubles du sommeil. L’acquisition des nuits de sommeil a été réalisée en parallèle par une poly-
somnographie classique et par le nouveau système (figure 2.20) avec une fréquence d’échantillon-
nage de 256 Hz. Les données ont été collectées, anonymisées et nous ont été envoyées par blocs
d’une heure. Ces données ont été traitées par la procédure décrite précédemment (figure 2.24)
obtenant ainsi 14 nouveaux jeux de données correspondant aux 14 patients (P1,P2, . . ., P14). La
figure 2.41 présente les activités physiologiques ̂EMG, ̂EOG1, ̂EOG2, ÊEG et ÊCG estimées
à partir des signaux F7m, F8m, FP1m et FPm2 de la figure 2.21 (b). En comparant les activités
estimées avec les signaux de référence de la figure 2.21 (a), il apparaît clairement que le bruit dû à
l’électrocardiogramme est extrait sur la voie ÊCG. En outre, la bonne corrélation entre la source
estimée ̂EOG2 et la voie référence E1E2 nous permet de conclure qu’elle représente les mouve-
ments oculaires lents. Les mouvements oculaires rapides sont extraits sur la voie ̂EOG1 et sont
même plus mis en évidence que ceux du système classique. Enfin, la composante ÊEG est très
proche de la voie C4O2, elle correspond donc à l’activité électroencéphalographique du patient.
96 CHAPITRE 2 : La SAS en ingénierie biomédicale
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FIG. 2.41 – Résultats obtenus après application de nos quatre étapes sur les signaux représentés en
figure 2.21 (b). L’ ̂EMG est obtenu par filtrage passe-haut. L’ ÊEG, l’ ̂EOG1, l’ ̂EOG2 et l’ÊCG
sont obtenus par une ACI suivi de l’étape de mise en correspondance.
2.4.2 Evaluation des performances de notre procédure
Afin d’évaluer la qualité des résultats obtenus par notre procédure, un spécialiste du sommeil9
a scoré séparément les 14 jeux de données obtenus avec la polysomnographie classique et les 14
nuits reconstruites après traitement des acquisitions du nouveau système. Cette double analyse
fournit, pour chaque patient, deux hypnogrammes (figure 2.42) : i) l’hypnogramme des tracés
d’origine enregistrés suivant le système classique et ii) l’hypnogramme des tracés reconstruitŝEMG, ̂EOG1, ̂EOG2 et ÊEG obtenu à partir du nouveau système.
V
SP
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S3
S4
V
SP
S1
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S4
FIG. 2.42 – Hypnogrammes du patient P1. En haut : obtenu avec le système classique , en bas : ob-
tenu après traitement des enregistrement du nouveau système. V : veille, SP : sommeil paradoxal,
S1-S2-S3-S4 : stades 1, 2, 3 et 4.
L’hypnogramme des tracés d’origine a été considéré comme hypnogramme de référence et
chaque époque de sommeil du tracé reconstruit a été comparée à la même page de 30 secondes
dans le tracé d’origine. Quand la ré-interprétation de la même page de 30 secondes concluait au
même stade que celui qui avait été codé dans le tracé d’origine, nous avons estimé qu’il y avait
9Dr Monge-Strauss de la "Fondation Rothschild" de Paris.
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coïncidence.
L’évaluation a été à la fois, quantitative par analyse statistique des hypnogrammes, en d’autres
termes par mise en correspondance des hypnogrammes des tracés d’origine et des tracés recons-
truits et également qualitative, en partant des commentaires transmis par le médecin interprétateur
portant en particulier sur la microstructure du sommeil.
2.4.2.1 Evaluation qualitative
Qualité des tracés : Le codage des 14 tracés reconstruits par notre procédure a conduit à cer-
taines réflexions sur la qualité de nos activités physiologiques reconstruites ÊEG, ̂EOG1, ̂EOG2
et ̂EMG. Ainsi quelques commentaires généraux, montrant les avantages et les inconvénients de
notre système, ont été formulés par le spécialiste du sommeil. Parmi ces avantages, il a été constaté
que : i) les fuseaux du sommeil (spindles) est les complexes K sont particulièrement bien représen-
tés et le sommeil lent est parfaitement reconnaissable, ii) les mouvements oculaires lents sont très
bien différenciés et ils sont toujours extraits sur la voie ̂EOG2 facilitant ainsi le codage du stade
1, iii) les clignements de paupières sont isolés sur la voie ̂EOG1 et contribuent à la différencia-
tion de la veille et du stade 1A, et iiii) l’activité musculaire reconstruite sur la voie ̂EMG est très
sensible permettant ainsi l’identification des réactions d’éveil. Quand aux inconvénients de notre
système, on en dénombre trois majeurs. Le premier concerne le tonus musculaire récupéré sur la
voie ̂EMG qui présente une amplitude faible qui doit pratiquement toujours être amplifiée avant
le scorage de la nuit de sommeil. Le second concerne l’activité EEG dont les grapho-éléments
n’apparaissent pas nécessairement sur la voie ÊEG qui leur est théoriquement dédiée. Enfin, les
mouvements oculaires rapides apparaissent aussi sur la voie ̂EOG2 qui est initialement prévue
pour les mouvements oculaires lents.
Discussion : L’analyse visuelle des résultats par le spécialiste du sommeil montre que même avec
une réduction du nombre de capteurs, la procédure de séparation de signaux proposée dans cette
étude s’accompagne d’une bonne reconnaissance des grapho-éléments ( parfois meilleure que dans
le tracé d’origine). A titre d’exemple, on a pu constater une amélioration du rapport signal à bruit
(figure 2.41) grâce à l’élimination de l’ECG rendant ainsi plus "évidente" que celle des tracés
d’origine. Quant à la faible amplitude du tonus musculaire récupéré, ceci est dû à l’éloignement
des capteurs F7m et F8m de la source musculaire générée souvent au niveau du menton. Concer-
nant, l’apparition des mouvements oculaires rapides sur la voie ̂EOG2, ceci est probablement
dû au fait que l’hypothèse d’indépendance physiologique entre les mouvements oculaires rapides
et les mouvements oculaires lents n’est pas forcement respectée. Enfin, s’agissant des grapho-
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éléments de l’activité EEG qui se retrouve aussi sur les voies ̂EOG1 et ̂EOG2, cela ne pose pas
un réel problème en pratique car le plus souvent l’amplitude des mouvements oculaires est beau-
coup plus importante que celle de l’activité EEG, excepté pour les ondes delta rencontrées pendant
le stade 3 et le stade 4 représentant le sommeil lent profond où on ne retrouve pas (ou très peu) de
mouvements oculaires, évitant ainsi la superposition des deux activités sur une même voie.
2.4.2.2 Evaluation quantitative
Afin d’effectuer une évaluation quantitative de notre système, les résultats de la comparaison
époque par époque effectuée entre les deux codages sont rangés, pour chaque patient, dans des
tableaux croisés (appelés matrices de confusion et présentés en Annexe B), où les lignes repré-
sentent les différents stades obtenus par le système classique et les colonnes correspondent aux
stades du nouveau codage. Le tableau 2.2 représente les résultats obtenus pour l’ensemble des
patients (P1,P2, . . ., P14).
TAB. 2.2 – Matrice de confusion obtenue pour l’ensemble des patients. Lignes : codage origine,
colonnes : nouveau codage.
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 2458 856 68 19 0 60 3461
Stade 1 118 1417 692 88 3 167 2485
Stade 2 77 290 3266 897 74 200 4804
Stade 3 14 16 404 714 297 1 1446
Stade 4 0 0 5 235 343 0 358
S. Paradoxal 32 391 406 12 2 1281 2124
Total 2699 2970 4841 1965 719 1709 14903
A partir de ce tableau nous avons calculé deux critères de performance. Le premier calcule
deux probabilités différentes pour chaque stade, et le deuxième calcule le taux de concordance
entre les deux hypnogrammes obtenus.
Critère 1 : Ce critère calcule deux probabilités différentes : i) la probabilité de bonne détection,
ou sensibilité Sen(i), qui représente la probabilité de bonne classification. Dans notre cas, il s’agit
de bien détecter un stade, ii) la probabilité de fausse alarme pfa(i), c’est-à-dire la probabilité de
détecter un stade comme étant un autre stade. On rappelle que :
Sen(i) =
V P (i)
V P (i) + FN(i)
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Pfa(i) = 1− Sp(i) = 1−
V N(i)
V N(i) + FP (i)
=
FP (i)
FP (i) + V N(i)
où Sp(i) est la spécificité et les grandeurs V P (i), V N(i), FP (i) et FN(i) sont définies comme
indiqué dans le tableau 2.3.
TAB. 2.3 – Définitions des différentes grandeurs V P (i), V N(i), FP (i) et FN(i).
Présence d’événement de classe i Absence d’événement de classe i
Détection positive Vrai Positif V P (i) Faux Positif FP (i)
Détection négative Faux Négatif FN(i) Vrai Négatif V N(i)
Pour plus de clarté, les calculs de Sen et de Sp sont détaillés dans ce qui suit : sur un total
de 14903 époques, 3461 époques ont été codées en veille dans l’hypnogramme de référence. Sur
ces 3461 époques, 2458 sont recodées en veille par le nouveau système et 1003 (856+68+19+60)
ont été recodées comme étant d’autres stades. D’un autre coté, 2699 époques ont été codées en
stade veille par le nouveau système dont 2458 coincident avec le stade veille originale et 241
(118+77+14+32) coincident avec d’autres stades originaux. A partir de ces valeurs, on obtient
2458 V P , 241 FP , 1003 FN et enfin 11201(14903-3461-241) V N . La spécificité et la sensibilité
totales du stade veille sont alors égales à :
Sen(v) =
V P (v)
V P (v) + FN(v)
=
2458
2458 + 1003
= 0.71
Pfa(v) = 1− Sp(v) =
FP (v)
FP (v) + V N(v)
=
241
241 + 11201
= 0.02
Les résultats obtenus pour chaque stade, en englobant tous les patients, sont présentés dans le
tableau 2.4. On peut trouver tous les résultats détaillés patient par patient dans l’Annexe C.
Critère 2 : La correspondance entre les deux hypnogrammes a été calculée pour chaque pa-
TAB. 2.4 – Résultats obtenus par le critère 1 calculé sur la base entière
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.71 0.57 0.68 0.49 0.59 0.60
Sp 0.98 0.87 0.84 0.91 0.97 0.97
Pfa 0.02 0.0.13 0.16 0.09 0.03 0.03
tient à partir de leurs matrices de confusion (Annexe B). Elle est obtenue, pour chaque patient, par
division de la somme des diagonales de la matrice de confusion sur le nombre total des époques
de la même matrice. Les résultats ainsi obtenus sont illustrés par la figure 2.43 et peuvent être
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sensiblement améliorés en confondant les stade 3 et 4. En effet, ces deux stades représentant le
sommeil lent profond sont très proches et le fait de les distinguer n’apporte pas d’information sup-
plémentaire dans le cadre de notre travail. Nous nous sommes donc intéressés aux performances
que l’on obtiendrait en confondant ces deux stades. La nouvelle matrice de confusion ainsi obtenue
est donnée pour tous les patients par le tableau 2.5.
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FIG. 2.43 – Concordances obtenues pour les 14 patients et pour la base entière (Total)
TAB. 2.5 – Matrice de confusion obtenue pour tous les patients en confondant le stades 3 et le
stade 4.
Stades Veille Stade 1 Stade 2 Stade 3+4 S. Paradoxal Total
Veille 2458 856 68 19 60 3461
Stade 1 118 1417 692 91 167 2485
Stade 2 77 290 3266 971 200 4804
Stade 3+4 14 16 409 1589 1 2029
S. Paradoxal 32 391 406 14 1281 2124
Total 2699 2970 4841 2684 1709 14903
Les résultats obtenus par le critère 1 et le critère 2 sont présentés dans le tableau 2.6 et la
figure 2.44 respectivement et montrent une amélioration sensible des performances de notre sys-
tème.
Discussion : Les résultats obtenus par le critère 1, en confondant le stade 3 et le stade 4,
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TAB. 2.6 – Résultats obtenus par le critère 1 calculé sur la base entière en confondant le stade 3 et
le stade 4
Veille Stade 1 Stade 2 Stade 3+4 S. Paradoxal
Se 0.71 0.57 0.68 0.78 0.60
Sp 0.98 0.87 0.84 0.91 0.97
Pfa 0.02 0.0.13 0.16 0.09 0.03
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FIG. 2.44 – Concordances obtenues pour les 14 patients et pour la base entière (Total) en confon-
dant le stade 3 et le stade 4.
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montrent qu’un grand nombre de confusions existent entre les différents stades. La confusion la
plus importante est produite entre le stade 2 et le stade 3+4. Ceci est peut être dû au pourcentage
de l’activité delta existante sur la voie ÊEG reconstruite. En effet, si ce pourcentage est inférieur
à 20 % l’époque est codée en stade 2, sinon celle-ci est codée en stade 3+4. La quantification de
ce pourcentage est donc fortement lié à la subjectivité du spécialiste du sommeil biaisant ainsi
les résultats. De plus, comme précisé dans la section 2.4.2.1, les spindles et les complexes K sont
particulièrement visibles avec le nouveau système. Ceci explique partiellement pourquoi plusieurs
époques codées en stade 1, 3+4 où en sommeil paradoxal dans le système référence sont codées
en stade 2 dans le nouveau système. Une autre confusion existe entre le stade veille et le stade
1 (856 époques codées en stade veille dans le système classique, sont recodées en stade 1 par le
nouveau système). Ceci provient probablement du fait que l’EMG reconstruit présente une faible
amplitude. En effet, l’activité musculaire est présente pour les deux stades (veille et stade 1) avec
un tonus élevé pour la veille et un tonus faible pour le stade 1. Une autre confusion est observée
entre le sommeil paradoxal et le stade 1 : sur 2124 époques codées en sommeil paradoxal dans le
système référence, 391 sont codées en stade 1 dans le nouveau système. Cependant, il est impor-
tant de noter que 40% de ces confusions sont directement liées au patient (P13) dont le rapport
signal bruit des deux enregistrements (original et nouveau) est très faible. Les résultats obtenus
par le critère 2 en confondant le stade 3 et le stade 4 montrent une concordance : i) supérieure
à 70% pour les six patients (P2,P3,P4,P7,P8,P14), ii) comprise entre 60% et 70%, pour les pa-
tients (P1,P6,P9,P10,P11,P12), et iii) inférieurs à 60% pour les deux patients (P5,P13). Enfin, la
concordance totale de la base est égale à 67,2% (figure2.44 et la plus mauvaise performance est
obtenue pour P13 (47,0%). Il importe de préciser que la concordance moyenne de deux scorages
faits par deux spécialistes différents sur une même nuit enregistrée par une polysomnographie clas-
sique et de l’ordre de 70% à 80%. Cette dernière remarque illustre que nos performances restent
d’un point de vue pratique exploitables, d’autant plus que le système offre des contre-parties in-
téressantes (nombre d’électrodes réduit, facilité de placements de nos électrodes en évitant le cuir
chevelu et le menton, diminution des coûts par rapport à une polysomnographie classique).
2.4.3 Conclusion
Les résultats obtenus montrent que le système proposé est capable d’enregistrer toutes les ac-
tivités électrophysiologiques nécessaires pour l’établissement d’un profil d’une nuit de sommeil
avec un minimum de contraintes technologiques. En effect, le nombre d’électrodes a été réduit à
cinq électrodes (F7m, F8m, Fp1m, FP2m et une référence). De plus l’emplacement de ces der-
nières (frontales et temporales) a été choisi de manière à éviter le menton et le cuir chevelu offrant
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ainsi une acquisition de donnée beaucoup plus confortable par rapport à la polysomnographie clas-
sique. En outre, la rapidité du traitement des données par nos algorithmes (environ 2 minutes pour
le traitement d’une nuit de sommeil) ne pénalise en aucun cas les praticiens dans leurs travail.
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Chapitre 3
Déconvolution aveugle des signaux
biomédicaux
Ce chapitre se penche sur le problème exposé dans la section 1.2.2 qui consiste à extraire les
deux composantes sympathique (∑) et parasympathique (P ∑) du SNA, à partir seulement d’un
ECG de surface monocanal, ou plus précisément à partir des différents paramètres qui en sont
déduits. Le but final est la caractérisation des composantes
∑
et P
∑
des patients, afin de mieux
prévenir certaines pathologies.
Cependant, le travail qui va suivre ne prétend pas donner une solution définitive, mais propose
de résoudre des problèmes intermédiaires rencontrés. Le premier d’entre eux consiste à définir un
modèle de mélange qui représente au mieux les boucles de régulation du SNA. Plus précisément,
on cherche à modéliser les différentes influences du
∑
et du P
∑
sur les paramètres de l’ECG.
Un modèle de mélange liant des paramètres de l’ECG aux tonus
∑
et P
∑
a été proposé. Néan-
moins, l’extraction des signaux
∑
et P
∑
, en exploitant seulement les paramètres ECG, n’est pas
évidente. En effet, on est confronté à un problème de TAS qui engendre des difficultés algorith-
miques. Afin de les résoudre, plusieurs étapes intermédiaires sont nécessaires. Toutefois, dans le
cadre de notre thèse on se contentera uniquement de fournir des solutions à certaines d’entres elles.
3.1 l’ECG
L’ECG est la représentation graphique des forces électromotrices générées par l’activité car-
diaque en fonction du temps. Les processus de dépolarisation et de repolarisation des structures
myocardiques se traduisent dans l’ECG par une séquence de déflections, ou d’ondes superposées
à une ligne de potentiel zéro, appelée ligne isoélectrique (figure 3.1). L’ordre et la morphologie
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FIG. 3.1 – Ondes et intervalles dans l’ECG.
de ces ondes dépendent de deux aspects fondamentaux : i) la structure d’initiation de l’impulsion
électrique et ii) la séquence de conduction au travers du myocarde.
L’impulsion est initiée dans le noeud sinusal. Le front de dépolarisation auriculaire résultant
est représenté dans l’ECG par l’onde P. Cette onde se caractérise au niveau spectral par une com-
posante basse fréquence de faible énergie. La repolarisation auriculaire est représentée par l’onde
Ta et sa direction est opposée à celle de l’onde P. Généralement l’onde Ta n’est pas visible dans
l’ECG car elle coïncide avec le complexe QRS d’amplitude plus importante. Ce dernier correspond
à la dépolarisation ventriculaire, et représente la déflection de plus grande amplitude de l’ECG. Il
est constitué de trois ondes consécutives, les ondes Q, R et S, qui sont associées respectivement
aux vecteurs moyens d’activation septale, ventriculaire et basale. Le processus de repolarisation
ventriculaire est reflété par l’onde T.
Outre les formes d’ondes, un battement cardiaque est aussi caractérisé par plusieurs segments
et intervalles (figure 3.1) :
L’intervalle RR : il sépare les sommets de deux ondes R consécutives qui définissent la fréquence
cardiaque instantanée.
L’intervalle PR : il est mesuré entre le début de l’onde P et le début du complexe QRS. Cet
intervalle représente la dépolarisation des oreillettes et du Noeud Auriculo-Ventriculaire (NAV).
L’intervalle QT : il représente le temps entre le début du complexe QRS et la fin de l’onde T. C’est
un indicateur de la longueur des phases de dépolarisation et de repolarisation ventriculaire.
3.2 Le système nerveux autonome
Le SNA est la partie du système nerveux responsable de la régulation des fonctions internes
de l’organisme pour assurer l’homéostasie (un rythme de base) et permettre une adaptation de
l’organisme à tout changement de ce rythme de base. Deux composantes interviennent dans la
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régulation à court terme de l’homéostasie : le système nerveux
∑
et le système nerveux P
∑
. Ces
deux systèmes font contrepoids de manière à assurer le bon fonctionnement de l’organisme. Ainsi,
le système nerveux
∑
mobilise l’organisme dans les situations extrêmes comme l’exercice phy-
sique, tandis que le système nerveux P
∑
nous permet de nous détendre pendant qu’il s’acquitte
des tâches routinières de l’organisme.
3.2.1 Effets du SNA sur l’activité cardiaque
L’influence du SNA sur la régulation du coeur est multiple. On distingue en particulier quatre
effets importants :
Le chronotropisme : c’est le retentissement sur la fréquence d’émission, par le noeud sinusal, des
potentiels d’action et donc sur la fréquence cardiaque (variation de l’intervalle RR). On distingue
les effets : i) chronotrope positif (augmentation de la fréquence cardiaque) du système nerveux ∑
et ii) chronotrope négatif (diminution de la fréquence cardiaque) du système nerveux P ∑.
Le dromotropisme : cet effet se traduit par une modification de la vitesse de conduction entre le
noeud sinusal et le Noeud Auriculo-Ventriculaire (NAV), influençant ainsi la durée de l’intervalle
PR. Le P
∑
diminue la vitesse de conduction, tandis que le
∑
augmente cette vitesse.
Le bathmotropisme : c’est le retentissement sur le niveau d’excitabilité d’une cellule. On dis-
tingue l’effet positif qui rend les cellules plus faciles à stimuler et l’effet négatif qui diminue
l’excitabilité. Cet effet agit directement sur la variabilité de l’intervalle QT.
L’inotropisme : c’est la capacité intrinsèque des cellules myocardiques à développer une force de
contraction donnée en réponse à un potentiel d’action. On distingue les effets : i) inotrope positif
pour le système
∑
et ii) inotrope négatif pour le système P ∑.
Nous nous limiterons dans la suite aux effets chronotropes et dromotropes qui sont les princi-
paux mécanismes d’activation du SNA observables à partir de l’ECG de surface.
3.3 Positionnement du problème
Les altérations du fonctionnement du SNA sont associées à plusieurs processus physiologiques
et physiopathologiques qui contribuent à la morbidité. Dès 1971, certains disfonctionnements du
SNA sont mis en rapport avec un grand nombre de maladies cardiovasculaires [88]. De ce fait,
plusieurs méthodes ont été proposées afin d’obtenir des indicateurs représentatifs de la balance
sympatovagale ; les plus utilisées sont basées sur l’analyse spectrale de la Variabilité de la Fré-
quence Cardiaque (VFC) [3, 166, 180]. Ces méthodes se fondent sur le fait que l’analyse spectrale
de la VFC met en évidence trois bandes de fréquences particulières :
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la bande VLF : comprise dans l’intervalle [0-0.04HZ] ;
la bande LF : comprise entre [0.04-0.15HZ],
la bande HF : comprise entre [0.15-0.50HZ].
Généralement, la bande VLF semble être sous la dépendance de mécanismes neuro-hormonaux.
Elle a été décrite comme étant liée à des variations du flux sanguin accompagnant certains ajus-
tements hémodynamiques de la circulation cutanée, commandés par le système de thermoregu-
lation [203]. La HF met en évidence les variations de la fréquence cardiaque en réponse aux in-
fluences de la respiration sous le contrôle parasympathique . Elle est reconnue comme un marqueur
de l’activité parasympathique [3,150]. L’interprétation de la bande LF est plus compliquée. En ef-
fet, celle-ci est considérée comme étant un marqueur mixte sympathique et parasympathique [3],
limitant ainsi les performances fournies par les méthodes spectrales pour séparer les composantes∑
et P
∑
. Des méthodes de type TAS exploitant l’information, contenue dans différents signaux
cardiovasculaires, liées au SNA ont été récemment proposées pour isoler les contributions de cha-
cun des tonus [215]. Leur principal défaut, et non des moindres, est de supposer qu’un mélange
instantané suffit à modéliser le transfert entre les deux tonus et les différents paramètres déduits
de l’ECG (RR,PR,QT,...). En effet, cette hypothèse est loin d’être fondée. Aussi avons nous décidé
d’utiliser un mélange convolutif comme en témoigne la section suivante.
3.4 Modélisation du problème
A la différence des travaux qui visent l’analyse et la compréhension de l’ensemble des mé-
canismes d’action du SNA sur le système cardiorespiratoire [144, 223], notre approche exploite
essentiellement des connaissances physiologiques globales sur le rôle du SNA dans le contrôle
de l’activité cardiaque (section 3.2.1). La motivation principale est d’aboutir à un modèle relati-
vement simple et précis, afin de rendre compte des effets majoritaires de l’influence du SNA sur
le fonctionnement cardiaque. Un schéma bloc décrivant les différentes influences est proposé au
travers de la figure 3.2. Ce dernier nous conforte dans l’idée qu’un modèle convolutif TITO (Two
Input-Two Output), représenté par la figure 3.3, offrira un meilleur compromis simplicité/réalisme
afin de déduire le transfert entre les tonus
∑
et P
∑
et le paramètres, RR et PR, du signal ECG.
En outre, H11, H21, H12 et H22 sont supposés être des filtres LIT à phase, a priori, non-minimale
et de longueur infinie. Le modèle convolutif est choisi ici pour deux raisons : d’une part, notre
étude vise seulement à extraire les caractéristiques dominantes liées aux variations des tonus
∑
et
P
∑
, justifiant l’hypothèse de linéarité. D’autre part, les temps de réponse des voies sympathiques
et parasympathiques sont très différents, ce qui nous conduit à considerer un mélange convolutif.
Nous nous retrouvons alors face à un problème de déconvolution aveugle en contexte TITO. Un
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aspect majeur de ce problème concerne l’indépendance des sources à restaurer. Des études ont
montré que les tonus
∑
et P
∑
ne sont pas physiologiquement indépendants [130]. Cependant,
les travaux de R. Vetter et al. [213, 214] conduisent à supposer que deux composantes indépen-
dantes, respectivement sensibles aux signaux
∑
et P
∑
, peuvent être déduites des paramètres de
l’ECG observé.
FIG. 3.2 – Schéma bloc représentant l’influence du SNA sur les différents paramètres de l’ECG.
Pour résoudre notre problème, nous avons choisi d’utiliser les approches fréquentielles de
déconvolution qui ne nécessitent pas de connaissance préalable concernant la longueur des filtres
du système. En effet, dans notre cas, aucune information a priori sur la longueur des filtres n’est
disponible. Cependant, comme cela a été expliqué dans la section 1.5.2, les méthodes fréquentielles
présentent certains inconvénients majeurs. En effet, il a été montré dans [48,51,170] que celles-ci
présentent une ambiguïté de phase qui se traduit par le fait que le système globalG[m]?H[m] (G
et H sont respectivement définies par les équations (1.3) et (1.7)) admet la réponse en fréquence
suivante :
∀ k ∈ Z, Gˇ[k]Hˇ[k] = Πeiφ[k] (3.1)
où φ[k] = diag([φ1[k], . . . , φP [k]]) est une matrice diagonale réelle et Π une matrice de permu-
tation. L’équation (3.1) signifie que les sources sont reconstruites à un filtre passe-tout près, qui
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FIG. 3.3 – Modélisation du transfert entre les deux tonus,
∑
et P
∑
, et deux composantes de
l’ECG par un modèle convolutif TITO
plus est, dans le désordre. Si l’impossibilité de restaurer les sources dans le bon ordre n’est pas
une entrave majeurs, l’ambiguïté de phase apparaissant à l’équation (3.1) est quant-à-elle beau-
coup plus contraignante. Une solution consiste à estimer pour chaque source p, la phase φp[.] et ce
afin de lever cette ambiguïté. Nous allons donc, dans la suite du manuscrit, proposer de nouvelles
méthodes d’estimation de phase dont les performances surpassent celles des méthodes actuelles.
3.5 Nouvelles approches d’estimation de phase d’un système SISO
3.5.1 Introduction
Nous nous intéressons dans cette partie au problème de reconstruction de phase de systèmes
SISO à phase non-minimale. Dans le cas où l’on ajoute aux hypothèses (H1), (H3), (H4), (H5),
(H6) et (H7) décrites dans la section 1.3.2, une hypothèse supplémentaire (H8) selon laquelle l’en-
trée du système est une séquence i.i.d. non gaussienne, l’estimation de la phase d’un système LIT
à phase non-minimale est possible en exploitant uniquement le polyspectre d’ordre q (q ≥ 3) de
la sortie (observation). Contrairement au spectre de puissance, le polyspectre préserve l’informa-
tion sur la phase du système [159, 160], ce qui lui confère un grand avantage. Plusieurs méthodes
traitant du problème de reconstruction de phase de systèmes SISO ont été proposées dans la lit-
térature [159, 160]. Elles peuvent être classées en deux catégories : celles qui exploitent toute
l’information fréquentielle contenue dans le spectre d’ordre q (q ≥ 3) [17, 33, 149, 171] et celles
utilisant seulement une partie de cette information, à savoir, une ou deux tranches UniDimension-
nelle (1D) du polyspectre de la sortie [85,138,172,181]. Ces dernières supposent l’existence d’un
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critère de mesure qui permet de sélectionner la "meilleure" tranche 1D du polyspectre, c’est-à-dire,
la tranche 1D du polyspectre dans laquelle on est censé récupérer un maximum d’information fré-
quentielle utile. Un tel critère a été proposé par H. Pozidis et A. P. Petropulu dans [181] et a aussi
été exploité dans [172]. Cette procédure de sélection a été introduite afin d’éviter les tranches où
le polyspectre estimé risque de présenter une grande variance et aussi celles où l’amplitude du
polyspectre est proche de zéro (cas des systèmes à bande limitée). Une autre manière de décrire
et de différencier les algorithmes cités précédemment, consiste à les classer selon leur nature re-
cursive ou non. Ainsi, les algorithmes [17,33,138,172] sont récursifs, ils reposent sur une relation
de récurrence qui leur permet de calculer au fur et à mesure les différentes valeurs de la phase,
en supposant que la première valeur est nulle. Quant aux méthodes [85, 149, 171, 181] elles sont
non récursives. Plus exactement elles estiment les différentes composantes de la phase en bloc. En
outre, tous ces algorithmes se distinguent les uns des autres de par leur besoin ou non d’utiliser
explicitement une méthode de déroulement de phase [67]. On rappelle brièvement que le dérou-
lement de phase (nommé phase unwrapping en anglais) consiste à retrouver les multiples de 2pi
qui assurent la continuité de la fonction estimée par la valeur principale de la phase [108]. En
effet, les méthodes proposées dans [33, 85, 149, 171] nécessitent toutes une étape supplémentaire
de déroulement de phase, contrairement à celles présentées dans [17, 138, 172, 181].
Pour illustrer les différentes classes de méthodes citées ci-dessus, nous avons décrit, en dé-
tail (voir annexe D) trois algorithmes. Nous avons commencé par présenter deux algorithmes qui
exploitent toute l’information fréquentielle du bispectre (annexe D1 et D2). Le premier est l’algo-
rithme de Matsuoka/Ulrych [149] qui estime toutes les valeurs de la phase en bloc et qui nécessite
une étape supplémentaire de déroulement de phase. Le deuxième, nommée Petro/Pozi [172], est
de nature récursive et ne nécessite pas de procéder à un déroulement de la phase estimée. Enfin,
un autre algorithme d’estimation blocs (Pozi/Petro [181] ne nécessitant pas de déroulement de
phase et n’exploitant qu’une partie du polyspectre a été détaillé dans l’annexes D3. Notons, que le
choix de présenter ces quatre algorithmes a été motivé par plusieurs raisons. En effet, l’algorithme
Matsuoka/Ulrych à été choisi car il est considéré comme étant l’un des premiers algorithmes d’es-
timation bloc présenté dans la littérature. De plus cet algorithme a servi de base à plusieurs autres
algorithmes, notamment l’algorithme de Pozi/Petro. Les algorithmes Petro/Pozi et Pozi/Petro ont
été présentés en raison de leurs supériorité face aux autres algorithmes ; efficacité montrée en partie
par le biais de simulations par H. Pozidis et A. P. Petropulu dans [181].
Toutes les méthodes citées précédemment présentent des limitations. En effet, H. Pozidis
et A. P. Petropulu [181] ont montré que les méthodes exploitant toutes les tranches du poly-
spectre [17, 33, 149, 171] sont peu robustes dans le cas où le système est à bande limitée. Par
ailleurs, l’algorithme proposé par K. S. LII et M. Rosenblatt [138] traite seulement des systèmes
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à valeurs réelles. Les algorithmes Petro/Pozi [172], et Pozi/Petro [181] estiment la phase seule-
ment à une phase linéaire près. De plus, la méthode Petro/Pozi [172] est incapable de traiter des
systèmes présentant en entrée une séquence de distribution symétrique. Notons aussi que pour les
algorithmes récursifs [17, 33, 138, 172], une erreur d’estimation des premières valeurs de la phase
va se répercuter et amplifier l’erreur d’estimation des valeurs suivantes. Enfin, les algorithmes
Petro/Pozi et Petro/Pozi [172, 181] montrent, au travers des résultats obtenus lors de simulations
numériques [181], une certaine sensibilité, à un mauvais choix de la tranche 1D du polyspectre.
Afin de palier à toutes ces limitations, nous proposons une nouvelle famille de méthodes bap-
tisées PEP (Phase Estimation using Polyspectra), simples à implémenter et capables de traiter des
systèmes SISO à phase non-minimale (réels ou complexes), à bande limité ou non, d’entrée symé-
triquement distribuée ou non. Nos méthodes ne sont pas récursives et n’estiment pas les valeurs
de la phase en bloc, ce qui les distingue naturellement des méthodes citées ci-dessus. En effet,
contrairement aux méthodes existantes, elles permettent d’estimer chaque valeur de la phase indé-
pendamment des autres valeurs estimées. Plus précisément, nous proposons deux sous-familles de
méthodes, les q-PEP (q ≥ 3) et les (q1, q2)-PEP (q2 > q1 ≥ 3). Les q-PEP exploitent une tranche
2D du spectre d’ordre q. Ainsi à l’ordre 3, la 3-PEP approche exploite toute l’information du bis-
pectre. En revanche, si q > 3, les q-PEP méthodes n’exploitent que la "meilleure" tranche 2D
du polyspectre utilisé. Concernant les méthodes (q1, q2)-PEP (q2 > q1 ≥ 3), celles ci exploitent
simultanément une tranche 1D du spectre d’ordre q1 (q1 ≥ 3) et une tranche 2D du spectre d’ordre
q2 (q2 > q1 ≥ 3). D’une certaine manière, elles tirent le meilleur des spectres d’ordre q1 et q2 en
exploitant conjointement des tranches spectrales contenant le maximum d’information utile, ce qui
n’avait encore jamais été proposé dans la littérature. Cette exploitation simultanée de deux spectres
d’ordre supérieur distincts permet entre autres de rendre les méthodes d’estimation de phase plus
robustes à un mauvais choix des tranches spectrales, ce qui leur confère un grand intérêt lors du
traitement de systèmes à bandes limitées. Ce résultat sera montré au travers des simulations nu-
mériques. Par ailleurs, nos méthodes estiment la phase à une constante près et n’introduisent donc
aucun retard pur lors de la reconstruction complète de système SISO, contrairement à tous les
algorithmes existants. Notons enfin, que les méthodes PEP proposées nécessitent l’emploi d’une
étape supplémentaire de déroulement de phase.
3.5.2 Les méthodes q-PEP
Cette approche exploite une tranche Bidimensionnelle (2D) du polyspectre de l’observation
d’ordre q. Une tranche 2D du polyspectre Γq−rr, x de l’observation est définie comme une matrice
obtenue en fixant q−3 fréquences et en faisant varier les deux autres dans l’intervalle [0, 2pi[. Pour
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une présentation plus didactique et sans perte de généralités, l’algorithme est décrit pour q = 4.
Une extension aux ordres plus élevés est facilement réalisable.
Pour q = 4 et r = 2 l’équation (1.21) du polyspectre devient :
Γ22, x(ω1, ω2, ω3) = C
2
2, s Hˇ(−ω1 − ω2 − ω3)Hˇ(ω1) Hˇ(−ω2)
∗Hˇ(−ω3)
∗ (3.2)
où C22, s
def
= Cq−rr, s [0, 0, 0] représente le cumulant d’ordre 4 de la source associé aux retards nuls.
En considérant les fréquences discrètes 2pikj/N où kj ∈ {0, . . . , N−1} et j ∈ {1, . . . , q − 1},
l’équation (3.2) peut alors se mettre sous la forme suivante :
ψ22, x[k1, k2, k3] = ψ
2
2, s+φH [−k1−k2−k3]+ φH [k1]−φH [−k2]−φH [−k3] (3.3)
où ψ22, x et ψ22, s représentent respectivement la phase du trispectre de l’observation et celle associée
au cumulant C22, s de la source. Notons que C22, s est réel et par suite ψ22, s est un multiple de pi.
En fixant k3 à un entier α ∈ {0, 1, . . . , N − 1} l’équation (D.3) devient :
ψ22, x[k1, k2, α] = ψ
2
2, s+φH [−k1−k2−α]+φH [k1]−φH [−k2]−φH [−α] (3.4)
Comme Hˇ est 2pi-périodique , φH est doncN -périodique, et par conséquent en sommant l’équation
(3.4) sur tous les bins de fréquences k2 (0≤k2<N − 1), on obtient pour chaque bin k1 (0≤k1<
N − 1) l’expression suivante :
N−1∑
k2=0
ψ22, x[k1, k2, α] = N
(
φH[k1] + ψ
2
2, s −φH [−α]
)
(3.5)
On remarque alors que φH peut être estimée à partir de la phase du trispectre de l’observa-
tion. Cependant, cette solution n’est pas satisfaisante. En effet, en pratique ψ22, x est généralement
estimée par sa valeur principale ψ˜22, x, donnée, pour tous k1, k2, k3 (0 ≤ k1, k2, k3 < N − 1), par :
ψ˜22, x[k1, k2, k3] = arctan
(
=
(
Γ22, x[k1, k2, k3]
)
/<
(
Γ22, x[k1, k2, k3]
))
(3.6)
où < et = représentent respectivement la partie réelle et la partie imaginaire et arctan est l’opéra-
teur arc-tangent qui force ψ˜22, x à prendre des valeurs entre ±pi. Cette valeur principale s’exprime
en fonction de ψ22, x comme suit :
∀(k1, k2, k3) ∈ {0, 1, . . . , N − 1}
3, ψ˜22, x[k1, k2, k3] = ψ
2
2, x[k1, k2, k3] + 2piI[k1, k2, k3] (3.7)
où I est une fonction à valeurs entières qui oblige ψ˜22, x à avoir des valeurs dans [−pi, pi[. Donc en
fixant la valeur de k3 à α dans (3.7), en sommant sur chaque bin k2 (0≤k2<N − 1) et en utilisant
l’équation (3.5) on obtient pour chaque k1 (0 ≤ k1 < N − 1) :
N−1∑
k2=0
ψ˜22, x[k1, k2, α] = N(φH[k1] + ψ
2
2, s − φH[−α])+2piJ[k1, α] (3.8)
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où la fonction J à valeurs entières est donnée pour chaque k1 (0 ≤ k1 < N − 1) par J [., α]
def
=∑N−1
k2=0
I[., k2, α].
La fonction discrète φH peut alors être déduite de l’équation (3.8). Néanmoins, une étape
supplémentaire dite de déroulement de phase est nécessaire.
Le déroulement de phase peut être ici réalisé de trois manières différentes menant ainsi à trois
approches différentes de reconstruction de phase. La première consiste à appliquer un algorithme
de déroulement de phase TriDimensionnel (3D) [74] sur la valeur principale de la phase du tris-
pectre, ψ˜22, x, donnant ainsi une estimée, ψ˜
2,u
2, x, de ψ22, x à une constante additive près, tel que pour
chaque k1, k2, k3 (0 ≤ k1, k2, k3 < N − 1), on a :
ψ˜2,u2, x[k1, k2, k3] = ψ
2
2, x[k1, k2, k3] + 2piIu (3.9)
où Iu est un nombre entier inconnu. Une estimée, φ˜H, de φH à une constante a[α]=ψ22, s−φ[−α]+
2piIu près, peut alors être calculée en i) fixant la fréquence k3 à α, ii) sommant sur l’ensemble
des bins k2 et enfin iii) en divisant par N .
Une seconde solution peut être obtenue en appliquant un algorithme de déroulement de phase
BiDimensionnel (2D) [108] à la fonction ψ˜22, x[., ., α]. On obtient alors une estimée, ψ˜2,u2, x[., ., α] de
ψ22, x[., ., α] à une constante près, tel que, pour chaque paire de bin (k1, k2) (0 ≤ k1, k2 < N − 1) :
ψ˜2,u2, x[k1, k2, α] = ψ
2
2, x[k1, k2, α] + 2piI
′
u[α] (3.10)
où I ′u[α] est un entier inconnu. Une estimée, φ˜H, de φH est alors obtenue, à partir de l’équation
(3.10), pour tout k1 (0 ≤ k1 < N − 1), de la manière suivante :
φ˜H[k1]
def
=
1
N
N−1∑
k2=0
ψ˜2,u2, x[k1, k2, α] = φH[k1] + a
′[α] (3.11)
avec a′[α]=ψ22, s−φ[−α]+2piI
′
u[α].
La troisième approche consiste à effectuer un déroulement de phase UniDimensionnel (1D)
sur le terme de gauche de l’équation (3.8) puis à diviser le résultat obtenu par N . On obtient alors
une nouvelle estimée, φ˜H, de φH à une constante additive près a′′[α]=ψ22, s−φ[−α]+2piJu[α]/N
où Ju[α] est un nombre entier inconnu. Les trois approches ainsi obtenues sont respectivement
notées 4-PEP3D, 4-PEP2D et 4-PEP1D. Dans le cas où le filtre H est à valeurs complexes, la valeur
α doit être choisie différente de zéro. En effet, si α est égal à zéro l’équation (3.5) montre que
φH[0] ne peut pas être estimée. Si le système est réel, φH[0] est nul par définition et α peut prendre
n’importe quelle valeur. Dans ce cas, φ˜H[0] peut être utilisé afin de déterminer les constantes a[0],
a′[0] et a′′[0], qui sont nécessairement des multiples de pi.
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Quelques tests préliminaires ont montré que l’approche 1D ne conduit pas à des performances
aussi intéressantes que l’approche 2D. L’approche 3D n’a pas été implémentée, compte tenu de
son coût élevé en termes de calcul.
3.5.3 Les méthodes (q1, q2)-PEP
L’originalité de cet algorithme réside dans l’exploitation simultanée d’une tranche 1D du po-
lyspectre d’ordre q1 et d’une tranche 2D du polyspectre d’ordre q2. L’algorithme est présenté en
utilisant les polyspectres d’ordre quatre (q1=4) et d’ordre six (q2=6) appelés respectivement tris-
pectre et quintuspectre. L’extension de l’algorithme aux ordres (q1, q2), tel que (q1, q2) = (4, 5)
ouq2>q1≥5 peut être réalisée à partir de la description du cas particulier (q1, q2) = (4, 6).
A partir de l’équation (1.21) et pour (q2, r2) = (6, 3), on peut écrire pour tout quintuplé
(k1, k2, k3, k4, k5) (0 ≤ k1, k2, k3, k4, k5 < N − 1) :
ψ33, x[k1, k5, k3, k4, k2] = φH [−k1 − k5 − k3 − k4 − k2]
+φH [k1] + φH [k5]− φH [−k3]− φH [−k4]− φH [−k2] + ψ
3
3, s (3.12)
où ψ33, x représente la phase du quintuspectre de la sortie, et ψ33, s est la phase du cumulant d’ordre
six C33, s de l’entrée. Etant donné que C33, s est réel, ψ33, s est un multiple de pi.
En calculant la différence entre les équations (3.12) et (D.3), on obtient pour tout quintuplet
(k1, k2, k3, k4, k5) (0 ≤ k1, k2, k3, k4, k5 < N − 1) :
ψ33, x[k1, k5, k3, k4, k2]−ψ
2
2, x[k1, k2, k3]=ψ
3
3, s−ψ
2
2, s
+φH [−k1−k5− k3−k4−k2]− φH [−k1−k2−k3] + φH [k5]−φH [−k4] (3.13)
Par la suite, k2, k3 et k4 sont fixés à des valeurs particulières α, β et γ (0≤α, β, γ<N − 1)1. En
sommant (3.13) sur l’ensemble des bins k1 (0≤k1<N − 1), on obtient pour toutes les valeurs de
k5 (0 ≤ k5 < N − 1) :
N−1∑
k1=0
ψ33, x[k1, k5, β, γ, α]− ψ
2
2, x[k1, α, β] = N
(
φH[k5]− φH[−γ] + ψ
3
3, s − ψ
2
2, s
)
(3.14)
La phase φH peut alors être déduite de cette dernière équation. Cependant, comme nous
l’avons montré dans la section précédente, la phase du polyspectre de la sortie est estimée par
sa valeur principale. Ce problème peut être résolu de différentes manières, qui dépendent expli-
citement du moment/niveau auquel nous décidons d’appliquer la procédure de déroulement de
phase. Dans ce qui suit, nous nous limiterons à deux approches. La première consiste à appli-
quer un algorithme de déroulement de phase 2D aux fonctions ψ˜33, x[., ., β, γ, α] et ψ˜22, x[., ., β]. On
1Ces valeurs sont fixées en exploitant les critères de choix des tranches 1D et 2D exposés dans la section 3.5.4
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obtient alors deux phases déroulées que l’on notera ψ˜3, u3, x[., ., β, γ, α] et ψ˜
2, u
2, x[., ., β]. Une fonction
ψ˜2, u2, x[., α, β] est alors construite à partir de ψ˜
2, u
2, x[., ., β] en fixant la deuxième variable, k2, à α. Une
soustraction des fonctions déroulées ψ˜3, u3, x[., ., β, γ, α] et ψ˜
2, u
2, x[., α, β] est alors faite, suivie d’une
sommation sur l’ensemble des bins k1 (0≤k1<N−1). Enfin, en divisant le résultat obtenu par N ,
une estimée de φH est obtenue à une constante additive près. La seconde approche peut se résumer
de la façon suivante : i) cumuler la fonction ψ˜33, x[., ., β, γ, α]− ψ˜22, x[., α, β] sur l’ensemble des bins
k1, (0≤ k1 <N−1), ii) effectuer un déroulement 1D du résultat obtenu, iii) diviser le résultat
final par N . Les deux approches obtenues sont respectivement notées (4,6)-PEP2D et (4,6)-PEP1D.
De plus, comme nous l’avons expliqué dans la section précédente, des précautions sur le choix
de γ doivent être prises. En effet, si le système est à valeurs a priori complexes, γ doit impérative-
ment être choisi différent de zéro afin de pouvoir estimer φH [0]. En outre, l’approche 2D s’avère
être la plus performante sur la base de tests préliminaires.
3.5.4 Quelques éléments pour la mise en oeuvre pratique des algorithmes proposés
Critères de choix des meilleures tranches 1D et 2D
Une des particularités des méthodes PEP réside dans l’exploitation d’une tranche 2D du po-
lyspectre. De ce fait, un choix préalable de la meilleure tranche 2D s’impose. En s’appuyant sur
le critère proposé par H. Pozidis et al. dans [181], pour la sélection de la meilleure tranche 1D du
polyspectre, nous proposons dans cette section un nouveau critère qui nous permet de choisir la
meilleure tranche 2D du polyspectre.
Le critère proposé par H. Pozidis et al. à l’ordre q (q ≥ 3) est donné par :
FC1D[α1, . . . , αq−2] =
1
N
N−1∑
k=0
|Γq−rr,x [k, α1, . . . , αq−2]| (3.15)
La maximisation de ce critère permet de sélectionner la tranche 1D fournissant le contenu fréquen-
tiel le plus riche. Nous proposons une généralisation du critère (3.15), de la manière suivante :
FC2D[α1,. . . ,αq−3]=
1
N2
N−1∑
k1=0
N−1∑
k2=0
|Γq−rr,x [k1,k2,α1,. . . ,αq−3]| (3.16)
où q est strictement supérieur à trois. La tranche 2D appropriée est obtenue en choisissant l’en-
semble (α1,. . . ,αq−3) maximisant l’équation (3.16).
Mise en oeuvre des l’algorithmes
On dispose d’un vecteur d’observation de longueur M correspondant à une réalisation du
processus aléatoire {x[m]}m∈  . Les différentes étapes de l’algorithme 4-PEP2D sont données ci-
dessous.
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Etape1 Utiliser de la méthode indirecte, décrite dans l’Annexe A, afin de calculer une estimée
Γˆ22, x de Γ22, x à partir des M échantillons du vecteur d’observation.
Etape2 Sélectionner la "meilleure" tranche 2D, Γ22, x[., ., α], du trispectre estimé Γˆ22, x, indexée par
α, en maximisant le critère FC2D présenté ci-dessus.
Etape3 Calculer la valeur principale de la phase de Γˆ22, x[., ., α], notée
ˆ˜
ψ
2
2, x[., ., α].
Etape4 Appliquer l’algorithme de déroulement de phase 2D [108, pp 151–177] à ˆ˜ψ
2
2, x [., ., α]
pour obtenir une estimée, ˆ˜ψ
2,u
2, x [., ., α], de la phase du trispectre de l’observation.
Etape5 Calculer une estimée ˆ˜φH, de φH en sommant, pour chaque k1 (0≤k1<N−1),
ˆ˜
ψ
2,u
2, x[., ., α]
sur l’ensemble des bins k2 (0≤k2<N − 1) et en divisant le résultat obtenu par N .
L’algorithme (4, 6)-PEP2D comporte les étapes suivantes :
Etape1 Calculer les estimées, Γˆ22, x, et Γˆ33, x du trispectre et du quintuspectre de l’observation en
utilisant la méthode indirecte détaillée dans l’Annexe A.
Etape2 Calculer les valeurs principales des phases de Γˆ22, x et Γˆ33, x, notées respectivement
ˆ˜
ψ
3
3, x et
ˆ˜
ψ
2
2, x .
Etape3 Fixer certaines variables de ˆ˜ψ
3
3, x et
ˆ˜
ψ
2
2, x à α, β et γ, pour obtenir les fonctions à deux
variables ˆ˜ψ
3
3, x[., ., β, γ, α] et
ˆ˜
ψ
2
2, x[., ., β]. Les constantes α, β et γ sont choisies par la maxi-
misation du critère FC1D+FC2D où FC1D et FC2D sont calculés en remplaçant Γq−rr, x par
Γ22, x et Γ
3
3, x respectivement.
Etape4 Appliquer un algorithme de déroulement de phase 2D à ˆ˜ψ
3
3, x[., ., β, γ, α] et
ˆ˜
ψ
2
2, x[., ., β]
afin d’obtenir des estimées, ˆ˜ψ
3,u
3, x[., ., β, γ, α] et
ˆ˜
ψ
2,u
2, x[., ., β], de la phase du quintuspectre et
du trispectre respectivement. Ensuite la seconde variable, de ˆ˜ψ
2,u
2, x[., ., β] est fixée à α pour
obtenir la fonction à une variable ˆ˜ψ
2,u
2, x[., α, β].
Etape5 Calculer de l’estimée, ˆ˜φH, de φH en cumulant la fonction
ˆ˜
ψ
3,u
3, x[., ., β, γ, α]−
ˆ˜
ψ
2,u
2, x[., α, β]
sur l’ensemble des bins k1 ∈ {0, 1, . . . , N−1} et en divisant le résultat par N .
3.5.5 Simulations
Nous présentons dans cette partie une série de résultats obtenus sur des systèmes synthétiques.
Dans un premier temps, nous proposons une étude comparative des performances obtenues par les
algorithmes PEP et par deux algorithmes proposés dans la littérature, et considérés être parmi les
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plus efficaces en présence de systèmes à bande limitée2. Le premier est l’algorithme Petro/Pozi
[172] présenté dans l’annexe D2. Le deuxième est l’algorithme q-Pozi/Petro [181], présenté dans
l’annexe D3, où q=3 quand on exploite le bispectre et q=4 dans le cas ou on exploite le trispectre.
Nous discutons dans un second temps la robustesse des méthodes PEP, Petro/Pozi et Pozi/Petro par
rapport à un mauvais choix des tranches du polyspectre exploitées dans l’estimation de la phase.
Notons que la méthode Pozi/Petro [181] permet l’identification complète du système, c’est-à-
dire, pour l’identification à la fois du module et de la phase de la réponse en fréquence du filtre.
Néanmoins nous nous contenterons d’évaluer dans ce travail la capacité de cette méthode à estimer
la phase en remplaçant l’estimée du module par sa vraie valeur.
L’accent est mis dans la suite sur la présentation des résultats fournis par les méthodes PEP2D
(méthodes utilisant une procédure de déroulement de phase bidimensionnelle). Le déroulement de
phase 2D retenu s’appuie sur l’approche de FLYNN [108, pp. 151–177], connu pour sa robustesse
par rapport aux bruits et aux discontinuités susceptibles de survenir dans la phase du polyspectre.
Quatre études différentes ont été proposées pour l’évaluation comparative des performances.
Dans chaque étude, quatre processus LIT non-gaussiens ont été générés à l’entrée des systèmes à
phase non-minimale et à bande limitée suivants :∥∥∥∥∥∥∥∥∥∥∥∥
H1[m] = 0.77
|m
2
|cos(0.49pim)+0.8(0.65)|
m
2
|sin(0.38pim+ pi5 ),m ∈ {−9, . . . , 6}
Hˇ2(z)=1+2.2149z
−1+1.0828z−2−1.1731z−3−0.8069z−4
Hˇ3(z)=1+0.9295z
−1+0.2453z−2−0.7510z−3+0.3717z−4
Hˇ4(z)=1−1.0191z
−1−1.5532z−2+1.5117z−3−0.7217z−4
(3.17)
H1, Hˇ2, Hˇ3 et Hˇ4, représentent respectivement la réponse impulsionnelle d’un filtre passe-bande,
la fonction de transfert d’un filtre passe-bas, la fonction de transfert d’un filtre rejecteur et la fonc-
tion de transfert d’un filtre passe-haut. La sortie de chacun des systèmes est bruitée par ajout d’un
processus gaussien blanc centré. Les sequences bruitées ainsi obtenues sont alors découpées en
segments de longueur égale à 250 échantillons. Puis la méthode indirecte, détaillée dans l’ Annexe
A, est utilisée afin d’estimer les différents polyspectres, sur 64 bins fréquentiels. L’evaluation des
performances est basée sur le critère de l’Erreur Quadratique Moyenne Normalisée (EQMN) défini
par :
EQMN=
∑J
j=1[
∑L−1
`=0 (Ĥ
(j)[`]−H[`])2]
J
∑L−1
`=0 (H[`])
2 (3.18)
où Ĥ(j) est l’estimée de la réponse impulsionnellle du système obtenue pour la j-ième réalisation,
2H. Pozidis et A. P. Petropulu ont montré par le biais de simulations [181], la supériorité en termes de biais et de
variance, des méthodes q-Pozi/Petro par rapport aux approches proposées dans [17] et [185] dans le cas des systèmes à
bandes limitées.
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H est la vraie réponse du système, J est le nombre de réalisations de Monte Carlo et L est la
longueur surestimée du filtre. Il convient de noter que les réponses impulsionnelles estimées Ĥ(j)
sont obtenues dans le domaine temporel à partir du module exact de la réponse en fréquence du
filtre combiné à la phase estimée φ̂H(j) .
3.5.5.1 Etude de l’influence du nombre d’échantillons pour un RSB donné
Nous nous intéressons dans ce paragraphe à l’influence du nombre d’échantillons de l’observa-
tion sur les performances des méthodes 3-PEP2D, (3,4)-PEP2D, Petro/Pozi, 3-Pozi/Petro, 4-PEP2D
et 4-Pozi/Petro. Pour cela, le RSB est fixé à 15 dB3 et la longueur de l’observation varie entre 256
à 8192 avec un pas de 256. Deux cas de figure sont étudiés :
1. Dans un premier temps nous considérons une source de distribution non-symétrique. Plus
précisément, l’entrée de nos systèmes est une séquence de variables aléatoires i.i.d., centrées,
de loi exponentielle.
2. Dans un second temps nous considérons comme entrée du système, la modulation numé-
rique BPSK (Binary Phase Shift Keying) filtrée NRZ, en bande de base.
Le bispectre d’un processus i.i.d. étant non nul, la première étude nous permet de comparer les
performances des algorithmes 3-PEP2D, (3,4)-PEP2D, Petro/Pozi et 3-Pozi/Petro. La BPSK étant
symétriquement distribuée, le trispectre (q = 4) des observations est utilisé dans la seconde étude
pour comparer les performances des méthodes 4-PEP2D et 4-Pozi/Petro.
Les résultats obtenus sont reportés sur les figures 3.4 et 3.5, respectivement. Dans les deux
cas, la variation de l’EQMN, en fonction du nombre d’échantillons, obtenue pour les quatre ré-
ponses impulsionnelles H1, H2, H3 et H4 montre clairement que les méthodes PEP fournissent
les meilleures performances que les deux autres algorithmes, excepté dans la figure 3.4(d) où les
performances de l’algorithme (3,4)-PEP2D obtenues pourH4 sont équivalentes à celle fournies par
les méthodes Petro/Pozi et 3-Pozi/Petro.
3Ici le RSB est donné par le ratio entre la variance de la source et la variance du bruit gaussien additif, converti en
décibels.
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(a) (b)
(c) (d)
FIG. 3.4 – Variations de l’EQMN en fonction du nombre d’échantillons pour une distribution exponentielle avec un
RSB fixé à 15 dB. Les tranches du polyspectre retenues le sont suivant les critères FC1D et FC2D .
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(a) (b)
(c) (d)
FIG. 3.5 – Variations de l’EQMN en fonction du nombre d’échantillons pour une distribution symétrique (BPSK)
avec un RSB fixé à 15 dB. Les tranches du polyspectre retenues le sont suivant les critères FC1D et FC2D .
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3.5.5.2 Etude de l’influence du RSB
Nous étudions dans ce paragraphe les performances de nos méthodes en fonction du RSB.
Les six méthodes (3-PEP2D, (3,4)-PEP2D, Petro/Pozi et 3-Pozi/Petro, 4-PEP2D et 4-Pozi/Petro)
sont comparées pour le même type d’entrées que précédemment, mais cette fois la longueur des
observations est fixée à 2048 échantillons et le RSB varie de -30 dB et 50 dB avec un pas de 2 dB.
Les résultats sont reportés sur les figures 3.6 et 3.7. La figure 3.6 montre que les méthodes PEP2D
présentent de meilleures performances surtout pour de faibles valeurs du RSB. Nous remarquons
aussi que le gain de performance apporté par l’approche 4-PEP2D, par rapport à la méthode 4-
Pozi/Petro, est considérable (figure 3.7) pour les quatre filtres utilisés et pour n’importe quelle
valeur du RSB.
(a) (b)
(c) (d)
FIG. 3.6 – Variations de l’EQMN en function du RSB pour une distribution exponentielle. L’observation comporte
2048 échantillons. Les tranches du polyspectre retenues le sont suivant les critères FC1D et FC2D.
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(a) (b)
(c) (d)
FIG. 3.7 – Variations de l’EQMN en function du RSB pour une distribution symétrique (BPSK). L’observation
comporte 2048 échantillons. Les tranches du polyspectre retenues le sont suivant les critères FC1D et FC2D.
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3.5.5.3 Etude de l’influence du choix des tranches 1D et 2D du polyspectre
Ici, la longueur des observations et le RSB sont respectivement 2048 et 15 dB et l’entrée de
chaque système est un processus aléatoire exponentiellement distribué. Les résultats obtenus sont
reportés sur la figure 3.8. Nous avons délibérément superposé, dans chacun des cas, le module
de la réponse (MR) en fréquence du filtre considéré pour faciliter la "lecture" de la répartition de
l’énergie en fonction du bin de fréquence. La méthode (3,4)-PEP2D est globalement la moins sen-
sible au choix des tranches, et pour une tranche donnée, elle conduit au plus faible EQMN . Elle
offre donc une plus grande flexibilité pour le choix de la meilleure tranche pour les polyspectres.
FIG. 3.8 – Variations de l’EQMN en fonction du choix de la tranche du polyspectre pour une distribution exponen-
tielle, avec un nombre d’échantillons fixé à 2048 et un RSB de 15 dB.
3.5.5.4 Etude des performances de la méthode (4,6)-PEP2D
Dans ce paragraphe, nous proposons de comparer les performances de l’algorithme (4, 6)-
PEP2D, par rapport à celles des méthodes 4-Pozi/Petro et 4-PEP2D. La différence par rapport aux
études précédentes est l’utilisation des statistiques d’ordre six dans l’approche (4,6)-PEP2D. Deux
tests sont menés sur la base d’une entrée BPSK, d’une observation de 2048 échantillons et d’un
RSB de 15 dB. Le premier test compare les valeurs de l’EQMN pour les trois approches considé-
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rées. Le second test évalue les EQMN pour chacune des méthodes comparées, en fonction du bin
des tranches polyspectrales retenues.
Les résultats, à l’issu du premier test (tableau 3.1), montrent que pour les quatre filtres les
méthodes proposées sont meilleures que l’approche 4-Pozi/Petro et que la prise en compte de
l’ordre 6 pourrait dans certains cas améliorer les performances.
Le second test révèle que les méthodes PEP2D sont la aussi plus intéressantes et que le recours
à deux polyspectres permet d’accentuer la robustesse face au choix des tranches.
H1 H2 H3 H4
4-Pozi/Petro 0.3906 0.5852 0.5218 0.4857
4-PEP2D 0.1542 0.1097 0.0173 0.0079
(4,6)-PEP2D 0.1512 0.0649 0.1152 0.0999
TAB. 3.1 – Les valeurs de l’EQMN obtenues par 4-Pozi/Petro, 4-PEP2D et (4,6)-PEP2D pour les
différents filtres, avec une entrée BPSK de longueur 2048 et un RSB de 15 dB. Les tranches du
polyspectre retenues le sont suivant les critères FC1D et FC2D.
FIG. 3.9 – Variations de l’EQMN obtenu pour le filtre passe-bandeH1 filter, en fonction du numéro
de la tranche fréquentielles, avec un nombre d’échantillons de 2048 et un RSB de 15 dB pour une
entrée de distribution symétrique (BPSK).
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3.5.6 Conclusion
Nous avons proposé une nouvelle famille d’algorithmes dédiés à la reconstruction de la phase
de systèmes SISO à phase non minimale. Ces algorithmes exploitent uniquement une tranche 1D
et/ou 2D de polyspectres de la sortie du système étudié. Ils se répartissent en deux classes : les
approches q-PEP, qui exploitent une tranche 2D du polyspectre d’ordre q et les approches (q1, q2)-
PEP basées sur l’exploitation conjointe d’une tranche 2D du spectre d’ordre q2 et d’une tranche 1D
du polyspectre d’ordre q1. Ils permettent de reconstruire une estimée de la phase à une constante
additive près contrairement à la majorité des méthodes existantes qui estiment la phase du système
à une phase linéaire près. En exploitant les ordres 3, 4 et 6, des simulations ont été conduites, pour
comparer les performances de ces nouvelles approches par rapport à celles de méthodes éprouvées
de la littérature. Les résultats obtenus soulignent le gain significatif que ces nouvelles approches
apportent, en termes d’EQMN, en présence notamment de systèmes à bande limitée que les sources
soient distribuées symétriquement ou non. Un autre point qui nous semble important, est la relative
robustesse de ces approches face à un mauvais choix des tranches polyspectrales. En particulier,
le recours à deux tranches polyspectrales d’ordre différent réduit l’impact du choix des tranches
sur les performances. De fait, les approches proposées présentent une plus grande souplesse quant
aux choix des tranches de polyspectres. Cette flexibilité semble être encore plus marquée pour les
méthodes (q1, q2)-PEP. Cependant, ces résultats devront être confirmés sur des simulations à plus
grande échelle englobant d’autres types de filtre à phase non minimale et un éventail plus large de
distribution pour les sources.
Chapitre 4
Conclusion Perspectives
Parmi les principaux enjeux de la recherche dans le domaine des technologies de la santé,
l’aide au diagnostic et le monitoring, par des moyens d’observation non invasifs, peu encombrants
et simples d’utilisation, suscitent un intérêt croissant. Les signaux électrophysiologiques sont des
vecteurs d’information importants qui doivent être pleinement explorés dans ce sens. Si du point
de vue de la résolution temporelle ces signaux permettent d’accéder réellement à la dynamique
de structures physiologiques, leur contenu est souvent une " somme " de contributions émanant
directement ou indirectement de différents organes, systèmes ou sous-systèmes. En fonction des
objectifs visés et des hypothèses sous-jacentes, des questions fondamentales de recueil et de repré-
sentation des observations peuvent se poser. Par exemple, sur la localisation des capteurs, la nature
et les propriétés statistiques des données, le type de mélange, la dépendance du modèle de repré-
sentation vis-à-vis du temps,... Dans ce contexte, il est primordial de disposer d’outils capables
d’identifier les contributions des différentes sources à l’origine des signaux, de fournir des esti-
mations de celles jugées utiles ou encore celles non directement observées, à partir des mélanges
enregistrés par le biais des capteurs de surface.
Les travaux conduits dans cette thèse s’inscrivent dans cette problématique et comportent deux
finalités distinctes. La première vise l’élaboration d’un système ambulatoire multi varié permet-
tant d’explorer, sur une longue durée et à domicile, les fonctions neurologiques pour le diagnostic
de différents troubles du sommeil. La seconde cherche à caractériser l’action du système nerveux
autonome sur l’activité cardiaque en estimant les dynamiques des tonus sympathique et parasym-
pathique à partir d’une observation indirecte de leurs influences.
Le chapitre 2 apporte une solution pratique à la première finalité. Après une étude biblio-
graphique sur les différents grapho-éléments caractérisant chaque stade d’une nuit normale de
sommeil, une recherche de nouvelles configurations pour la disposition des capteurs permettant
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le recueil des événements d’intérêt sur un ensemble réduit d’électrodes a été menée. Nous avons
proposé un nouveau système d’acquisition composé de seulement quatre capteurs et d’une réfé-
rence ; ce qui fait un total de cinq électrodes. Ce nouvel emplacement des électrodes (frontales et
temporales) offre l’avantage d’éviter le menton et le cuir chevelu et permet ainsi une pose plus
simple et des conditions d’acquisition des données beaucoup plus confortable pour le patient par
rapport à la polysomnographie classique. Le nouveau système n’enregistre pas directement les
signaux d’intérêt EEG, EOG et EMG sur des électrodes différentes, il recueille plutôt quatre ob-
servations résultant de leur mélange. Une phase d’estimation de ces signaux est alors nécessaire.
Nous nous sommes alors ramenés à une formulation du problème sous la forme SAS en adoptant
une modélisation linéaire instantané pour le mélange. Une étude comparative de nombreuses mé-
thodes, dédiées à la SAS pour ce type de mélange, a été entreprise en exploitant des observations
(semi) synthétiques, construites en s’appuyant en partie sur des signaux réels, fidèles aux enregis-
trements disponibles dans notre base de données. Les études de performances ont montré que les
algorithmes exploitant simultanément les statistiques d’ordre deux et d’ordre quatre sont les mieux
adaptés dans le cadre de notre étude. L’utilisation, dans ce cadre bien circonscrit, de la procédure
de blanchiment robuste améliore notablement les performances de l’algorithme SOBI mais dété-
riore par contre le comportement des autres algorithmes. Il s’avère aussi que les algorithmes qui
ne permettent pas d’extraire une source gaussienne offrent des résultats moyens dans le contexte
décrit précédemment. Enfin, même si les algorithmes INFOMAX, FastICASO et FastICADO four-
nissent généralement de bons résultats, un risque de non convergence existe surtout dans les cas
les plus défavorables, c’est-à-dire, les cas pour lesquels le RSB est très faible ou que le nombre
d’échantillons est réduit ou encore en présence d’une forte colinéarité des vecteurs directeurs des
sources. Ces études montrent finalement qu’une classe d’algorithmes de SAS peut être considé-
rée pour répondre au problème initialement posé dans ce contexte de monitoring du sommeil à
domicile.
Les tests menés sur des données réelles représentant quatorze nuits de sommeil acquises si-
multanément par notre système d’électrode et par un polysomnographe, sont finalement menés. La
comparaison de nos résultats par rapport à ceux obtenus par le système classique montre que notre
dispositif, englobant l’acquisition et le traitement des données, est capable de reconstruire toutes
les activités nécessaires pour l’établissement d’un profile d’une nuit de sommeil avec un minimum
de contraintes technologiques. Idéalement, une telle comparaison devrait intégrer beaucoup plus
de nuits de sommeil, mettre en concurrence plusieurs des algorithmes SAS évalués favorablement
précédemment et faire appel à plusieurs experts. Malheureusement, une compagne d’évaluation
de ce niveau d’exigence est difficile à mettre en oeuvre dans le temps imparti à une thèse.
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Le troisième chapitre aborde la seconde finalité. Celle-ci est beaucoup plus délicate que celle
considérée dans le second chapitre. En effet, la finesse et les ramifications des boucles de régu-
lation de la fréquence cardiaque par le SNA accroissent la complexité de sa modélisation par des
systèmes physiques. Le but recherché dans ce travail n’est pas la caractérisation détaillée de l’in-
fluence du SNA sur le système cardiovasculaire. Il vise plutôt l’élaboration d’un modèle et d’une
approche qui puissent conduire à l’extraction des signatures dominantes des dynamiques du to-
nus sympathique et du tonus parasympathique en s’appuyant uniquement sur des connaissances
physiologiques qualitatives des mécanismes autonomiques de l’activité cardiaque. Après un rap-
pel succinct de quelques notions sur les caractéristiques du signal ECG et les différentes voies de
régulations par le SNA nous considérons un schéma bloc décrivant les différentes influences que
peut exercer le SNA sur des paramètres extraits de l’ECG. Ce schéma montre que chacun des para-
mètres RR et PR dépend des stimulations sympathique et parasympathique. Autrement dit, chacun
des paramètres est un mélange, d’un type non spécifié, du sympathique et du parasympathique. Le
modèle choisi dans notre cas a été le mélange linéaire convolutif. L’intérêt de ce modèle est qu’il
exploite seulement des paramètres déduits d’une seule dérivation ECG et ne fait pas par ailleurs ap-
pel à des observations hémodynamiques. Le traitement de ce genre de mélange soulève cependant
un certain nombre de difficultés qui ont été énumérées dans la section 1.5.2. Nous avons consi-
déré dans cette thèse un de ces problèmes, dit problème d’estimation de phase, que nous avons
abordé pour le cas SISO. Nous avons alors proposé une nouvelle famille d’algorithmes, baptisée
PEP (Phase Estimation using Polyspectra), pour la reconstruction, à une constante additive près,
de la phase de systèmes SISO à phase non minimale. Ces algorithmes se répartissent en deux
classes, ceux exploitant une tranche bidimensionnelle du spectre d’ordre q (q ≥ 3) et ceux exploi-
tant conjointement une tranche unidimensionnelle du spectre d’ordre q1 (q1 ≥ 3) et une tranche
bidimensionnelle du spectre d’ordre q2 (q2 > q1). Dans les deux cas les propriétés algébriques
du polyspectre sont exploitées. Par ailleurs, contrairement aux approches traditionnelles nous ne
cherchons pas à contourner l’étape de déroulement de phase. Les résultats obtenus dans les dif-
férents études envisagées ont montré que les performances obtenues par cette nouvelle classe de
méthodes sont supérieures à celles fournies par les approches actuellement disponibles dans la lit-
térature. Par ailleurs, nous avons montré que les méthodes (q1, q2)-PEP2D offrent une plus grande
souplesse pour le choix des tranches fréquentielles exploitées pour la reconstruction de la phase.
Plusieurs pistes sont envisagées pour la poursuite des travaux entamés dans cette thèse. D’un
point de vue technologique, la réalisation pratique du bandeau supportant les quatre électrodes
reste à faire. Les principaux problèmes à résoudre concernent la difficulté de positionnement de
manière précise du bandeau par le patient et la qualité des enregistrements de longue durée acquis
par électrodes sèches (n’utilisant pas un produit spécial pour les maintenir en contact avec la peau).
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Sur le versant méthodologique, nous nous attendions à ce que toutes les méthodes explorées dans le
chapitre deux et nécessitant une étape de blanchiment, fournissent des résultats meilleurs, ou tout
au moins qu’elles se comportent de manière identique, en utilisant une procédure de blanchiment
robuste. Or les simulations ont montré un comportement dans ce sens singulier de l’algorithme
SOBI. Une étude approfondie de ce point est à considérer pour en comprendre les raisons. Pour
ce qui est de l’estimation de la phase, nous explorons la possibilité de la restituer sans recourir à
une procédure de déroulement de phase tout en conservant des performances similaires à celle des
méthodes PEP. Des réflexions dans cette perspective sont actuellement menées au sein de l’équipe
et les bases théorique et algorithmique d’une telle méthode sont jetées. Une perspective importante
est l’extension de nos travaux aux modèles TITO présentant des entrées i.i.d. stationnaires dans un
premier temps puis à des entrées non stationnaires colorées. Le but est de proposer un algorithme
de déconvolution aveugle dans le domaine fréquentiel sur la base d’un modèle MIMO linéaire avec
des entrées non stationnaires et non blanches, modèle valable, sous certaines hypothèses, dans
plusieurs problèmes rencontrés dans le traitement de signaux ou de marqueurs physiologiques.
Annexe A
Estimation du polyspectre
Plusieurs techniques d’estimation des polyspectres, ont été présentées dans la littérature [110,
131, 160, 200]. Deux grandes familles peuvent être distinguées : i) la famille des approches dites
paramétriques, basée sur des modèles autorégressifs (AR), des modèles à moyenne ajustée (MA),
des modèles autorégressifs à moyenne ajustée (ARMA) ou encore des modèles de Volterra ; ii) la
famille des approches non paramétriques (type Fourier), subdivisée en deux catégories, à savoir,
les méthodes conventionnelles directes et les méthodes conventionnelles indirectes.
Nous nous contenterons dans cette annexe de résumer les différentes étapes de la méthode
conventionnelle indirecte [160, pp.123–135] utilisée dans l’estimation du polyspectre d’ordre q
(q ≥ 3) associé à un processus stochastique stationnaire et ergodique. Soit {x˜(m)}m=1,...,M une
réalisation du processus stochastique considéré.
Etape1 Découper l’ensemble {x˜[m]}m=1,...,M en I segments {x˜(i)[m]}m=1,...,Mi (1≤ i ≤ I) où
M =
∑I
i=1Mi et x˜
(i)[m] est le m-ième échantillon du i-ième segment.
Etape2 Pour chaque valeur l appartenant à {1, 2, . . . , q}, estimer le moment d’ordre l de la ma-
nière suivante :
Mˆ l−r
r, x˜(i)
[τ1, . . . , τl−1]=
1
Mi
S2∑
m=S1
x˜(i)[m]x˜(i)[m+τ1]. . .
x˜(i)[m+τr−1]x˜
(i)[m+τr]
∗. . .x˜(i)[m+τl−1]
∗
où S1 = max{1,−τ1, . . . ,−τq−1} et S2 = min{Mi,Mi − τ1, . . . ,Mi − τq−1}.
Mˆ l−rr, x˜ [τ1, . . . , τl−1]=
1
I
I∑
i=1
Mˆ l−r
r, x˜(i)
[τ1, . . . , τl−1]
Etape3 Estimer le cumulant, Cˆq−rr, x˜ , d’ordre q à partir des q moments d’ordre l (1≤ l≤q) estimés
précédemment en utilisant la formule de Leonov-Shiryaev présentée dans la section 1.4.3.5.
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Etape4 Estimer le spectre d’ordre q, en utilisant une fonction d’apodisation W , de la manière
suivante :
Γˆq−rr, x˜ [ω1, . . . , ωq−1]=
T∑
τ1,...,τq−1=−T
Cˆq−rr, x˜ [τ1, . . . , τq−1]W [τ1, . . . , τq−1]e
−i[ω1τ1+...+ωq−1τq−1]
où T<M−1.
Comme pour l’analyse spectrale, un des éléments importants dans l’estimation des polyspectres
est la fonction d’apodisation W , qui doit vérifier les propriétés suivantes [110, 131, 160, 194] :
– W doit être à support fini ;
– nous prenons de préférence W [0, . . . , 0] = 1 pour les problèmes de calibration ;
– W doit avoir les mêmes symétries que les cumulants ;
– Wˇ = TF [W ] est à valeurs positives ;
– la fonction d’apodisation doit aussi être d’énergie finie.
Une famille de fonctions possibles, proposée dans [161], est définie par :
W[τ1, . . . , τq−1]=d[τ1]d[τ2] . . . d[τq−1]d[τ1 + . . .+ τq−1] (A.1)
où d est une fonction unidimensionnelle, tel que :
– ∀τ ∈ N, d[τ ] = d[−τ ],
– d[τ ] = 0 pour τ > Lq,
– d(0) = 1,
– Dˇ = TF [d], est à valeurs positives.
On trouve dans la littérature plusieurs fonctions satisfaisant les propriétés ci-dessus [110, 131,
160, 194]. Nous présentons deux fonctions ayant de bonnes performances en termes de minimisa-
tion du maximum du biais et de la variance (voir [161] et [160, 126–132] pour plus de détails) :
Fonction d’apodisation optimale (Sasaki)
do[τ ] =

1
pi | sin
piτ
T |+ (1−
|τ |
T (cos
piτ
T )) si |τ | ≤ T
0 ailleurs
(A.2)
Fonction d’apodisation de Parzen
dp[τ ] =

1− 6( |τ |T )
2 + 6( |τ |T )
3 si |τ | ≤ T2
2(1− |τ |T )
3 si T2 ≤ |τ | ≤ T
0 ailleurs
(A.3)
Plusieurs études ont montré que l’estimée du polyspectre, Γˆq−r
r, x˜
(ω1, . . . , ωq−1), obtenue par la mé-
thode indirecte est asymptotiquement non-biaisée et consistent [32, 139, 158, 189]. En pratique le
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nombre d’échantillons M étant fini, pour de minimiser le biais et la variance de l’estimée, cer-
taines conditions doivent être respectées. En effet, la variance peut être réduite : i) en augmentant
le nombre de segments I (dans le cas où le nombre d’échantillons M est petit, I est augmenté en
superposant partiellement les segments [161]), ii) en réduisant la longueur de la fonction d’apodi-
sation des cumulants T et iii) en augmentant le nombre d’échantillonsM . Cependant, la réduction
du support de la fonction d’apodisation diminue la résolution fréquentielle et peut augmenter le
biais. De plus, un grand nombre de segments I risque de générer des non-stationnarités dans le
processus étudié et augmente le temps de calcul.
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Annexe B
Matrices de confusion obtenues pour
chaque patient
Dans cette annexe nous présentons les différentes matrices de confusions obtenues pour chaque
patient (P1,. . .,P14) où les lignes représentent le codage d’origine et les colonnes représentent le
nouveau codage. Ces matrices ont notamment servi pour le calcul du critère 2 présenté dans la
section 2.4.2.2. En effet, le pourcentage de concordance pour chaque patient se calcule directement
à partir de sa matrice de confusion en divisant la somme des diagonales de celle-ci par le nombre
total des époques. Par exemple pour le patient 1 le pourcentage de concordance est donné par :
Concordance% =
105 + 93 + 221 + 85 + 5 + 129
1066
100% =
638
990
100% ' 60% (B.1)
TAB. B.1 – Patient 1
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 105 80 2 0 0 0 138
Stade 1 3 93 62 1 0 16 175
Stade 2 0 23 221 72 0 67 383
Stade 3 0 0 10 85 50 0 145
Stade 4 0 0 0 1 5 0 6
S. Paradoxal 0 35 54 1 0 129 219
Total 108 182 349 160 55 212 1066
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TAB. B.2 – Patient 2
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 276 13 0 0 0 1 290
Stade 1 17 60 8 0 0 1 86
Stade 2 0 37 234 6 0 23 300
Stade 3 0 0 98 35 2 0 135
Stade 4 0 0 0 31 41 0 72
S. Paradoxal 0 11 22 0 0 139 172
Total 293 121 362 72 43 164 1055
TAB. B.3 – Patient 3
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 287 47 0 0 0 0 334
Stade 1 6 145 50 1 0 7 209
Stade 2 0 15 92 6 0 0 113
Stade 3 0 0 13 51 6 0 70
Stade 4 0 0 0 83 36 0 119
S. Paradoxal 0 2 11 0 0 101 114
Total 293 209 166 141 42 108 981
TAB. B.4 – Patient 4
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 224 60 0 0 0 1 285
Stade 1 12 95 4 0 0 5 116
Stade 2 0 75 229 14 0 10 328
Stade 3 0 7 43 29 8 0 87
Stade 4 0 0 0 12 17 0 29
S. Paradoxal 0 32 49 0 0 154 235
Total 236 269 325 55 25 170 1079
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TAB. B.5 – Patient 5
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 97 54 35 2 0 20 198
Stade 1 14 108 165 4 0 50 341
Stade 2 0 12 343 57 0 31 443
Stade 3 0 0 5 43 8 0 56
Stade 4 0 0 0 6 20 0 26
S. Paradoxal 0 0 51 0 0 16 67
Total 111 174 599 112 28 117 1131
TAB. B.6 – Patient 6
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 102 48 4 9 0 1 164
Stade 1 2 92 46 58 3 9 210
Stade 2 1 6 171 63 24 41 306
Stade 3 0 0 21 91 34 0 146
Stade 4 0 0 1 45 26 0 72
S. Paradoxal 0 7 33 2 2 23 67
Total 105 153 276 268 89 74 965
TAB. B.7 – Patient 7
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 183 80 0 0 0 3 266
Stade 1 21 122 6 0 0 10 159
Stade 2 1 7 300 50 2 3 363
Stade 3 0 0 52 81 29 0 162
Stade 4 0 0 0 5 25 0 30
S. Paradoxal 0 2 15 0 0 153 170
Total 205 211 373 136 56 169 1150
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TAB. B.8 – Patient 8
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 253 122 0 1 0 13 389
Stade 1 7 168 6 0 0 21 202
Stade 2 0 16 195 7 0 3 221
Stade 3 0 0 44 31 4 0 79
Stade 4 0 0 4 27 59 0 90
S. Paradoxal 0 0 3 0 0 131 134
Total 260 306 252 66 63 168 1115
TAB. B.9 – Patient 9
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 57 35 9 0 0 0 101
Stade 1 0 23 48 1 0 21 93
Stade 2 0 1 196 180 23 5 405
Stade 3 0 0 26 103 111 0 240
Stade 4 0 0 0 1 72 0 73
S. Paradoxal 0 17 29 3 0 61 110
Total 57 76 308 288 206 87 1022
TAB. B.10 – Patient 10
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 176 19 3 1 0 0 201
Stade 1 9 112 144 19 0 2 286
Stade 2 0 8 254 178 0 0 440
Stade 3 0 0 5 14 0 0 19
Stade 4 – – – – – – –
S. Paradoxal 0 10 20 0 0 103 133
Total 187 149 426 212 0 105 1079
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TAB. B.11 – Patient 11
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 292 137 0 0 0 3 432
Stade 1 0 23 48 1 0 21 93
Stade 2 13 112 25 0 0 4 154
Stade 3 0 0 128 61 3 0 192
Stade 4 – – – – – – –
S. Paradoxal 0 74 57 5 0 36 172
Total 305 346 258 67 3 64 1043
TAB. B.12 – Patient 12
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 361 149 11 6 0 0 527
Stade 1 7 172 41 4 0 0 224
Stade 2 0 49 159 43 0 8 259
Stade 3 0 4 32 35 0 1 72
Stade 4 – – – – – – –
S. Paradoxal 0 18 10 1 0 0 29
Total 368 392 253 889 0 1 1111
TAB. B.13 – Patient 13
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 9 22 4 0 0 17 52
Stade 1 3 38 4 0 0 2 47
Stade 2 75 36 383 148 22 9 673
Stade 3 14 5 9 9 7 0 44
Stade 4 – – – – – – –
S. Paradoxal 32 156 21 0 0 68 277
Total 133 257 421 157 29 96 1093
140 CHAPITRE B : Matrices de confusion obtenues pour chaque patient
TAB. B.14 – Patient 14
Stades Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal Total
Veille 34 39 0 0 0 1 74
Stade 1 4 77 83 0 0 19 183
Stade 2 0 5 361 12 0 0 378
Stade 3 0 0 35 27 2 0 64
Stade 4 0 0 0 24 42 0 66
S. Paradoxal 0 27 31 0 0 167 225
Total 38 148 510 63 44 187 990
Annexe C
Calcul de la sensibilité et de la spécificité
pour chaque patient
Les résultats obtenus pour chaque patient (P1,. . .,P14) dans le critère 1 défini dans la sec-
tion 2.4.2.2 sont présentés par les tableaux (C.1,...,C.14). Pour chaque stade de sommeil, la sensi-
bilité, la spécificité et la probabilité de fausse alarme sont calculées.
TAB. C.1 – Patient 1
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.76 0.53 0.58 0.59 0.83 0.59
Sp 0.99 0.90 0.81 0.91 0.95 0.90
Pfa 0.01 0.10 0.19 0.09 0.05 0.10
TAB. C.2 – Patient 2
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.95 0.70 0.78 0.26 0.57 0.81
Sp 0.97 0.93 0.83 0.95 0.99 0.97
Pfa 0.03 0.07 0.17 0.05 0.01 0.03
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TAB. C.3 – Patient 3
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.86 0.69 0.81 0.73 0.30 0.88
Sp 0.99 0.91 0.91 0.90 0.99 0.99
Pfa 0.01 0.09 0.09 0.10 0.01 0.01
TAB. C.4 – Patient 4
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.78 0.82 0.70 0.33 0.59 0.65
Sp 0.98 0.88 0.87 0.97 0.99 0.98
Pfa 0.02 0.12 0.13 0.03 0.01 0.02
TAB. C.5 – Patient 5
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.49 0.32 0.77 0.77 0.77 0.24
Sp 0.98 0.91 0.62 0.93 0.99 0.90
Pfa 0.02 0.09 0.38 0.07 0.01 0.10
TAB. C.6 – Patient 6
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.62 0.44 0.56 0.62 0.36 0.36
Sp 0.99 0.91 0.84 0.78 0.92 0.92
Pfa 0.01 0.09 0.16 0.22 0.08 0.08
TAB. C.7 – Patient 7
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.69 0.77 0.83 0.50 0.83 0.90
Sp 0.97 0.92 0.90 0.94 0.97 0.98
Pfa 0.03 0.08 0.10 0.06 0.03 0.02
TAB. C.8 – Patient 8
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.65 0.83 0.88 0.39 0.65 0.98
Sp 0.99 0.84 0.93 0.96 0.99 0.96
Pfa 0.01 0.16 0.03 0.04 0.01 0.04
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TAB. C.9 – Patient 9
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.56 0.25 0.48 0.43 0.99 0.55
Sp 1 0.94 0.81 0.76 0.85 0.97
Pfa 0.00 0.6 0.19 0.24 0.15 0.03
TAB. C.10 – Patient 10
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.89 0.39 0.58 0.74 – 0.77
Sp 0.98 0.89 0.73 0.80 1 0.99
Pfa 0.02 0.11 0.27 0.20 0.00 0.01
TAB. C.11 – Patient 11
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.67 0.73 0.67 0.63 – 0.21
Sp 0.97 0.77 0.89 0.93 0.96 0.99
Pfa 0.03 0.23 0.11 0.07 0.04 0.01
TAB. C.12 – Patient 12
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.68 0.77 0.61 0.49 – 0.0
Sp 0.88 0.75 0.88 0.48 1 0.99
Pfa 0.12 0.25 0.12 0.52 0.00 0.01
TAB. C.13 – Patient 13
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.17 0.81 0.57 0.20 – 0.24
Sp 0.88 0.79 0.90 0.85 0.97 0.96
Pfa 0.12 0.21 0.10 0.15 0.03 0.14
TAB. C.14 – Patient 14
Veille Stade 1 Stade 2 Stade 3 stade 4 S. Paradoxal
Se 0.46 0.42 0.95 0.42 0.64 0.74
Sp 0.99 0.12 0.75 0.96 0.99 0.97
Pfa 0.01 0.88 0.25 0.04 0.01 0.03
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Annexe D
Description de quatre algorithmes
d’estimation de phase
D.1 L’algorithme de Matsuoka/Ulrych
Cet algorithme a été proposé pour le traitement de systèmes à valeurs réelles. Cette méthode
exploite la totalité de l’information fréquentielle contenue dans le bispectre de l’observation [149].
Soit {x[m]}m∈N un processus aléatoire à valeurs réelles, d’après l’équation (1.21) son bispectre
Γ3, x s’écrit sous la forme suivante :
∀ k1, k2, 0 ≤ k1, k2 < N, Γ3, x[k1, k2] = C3, s Hˇ[−k1 − k2]Hˇ[k1] Hˇ[k2] (D.1)
où C3, s
def
= C3, s[0, 0] représente le cumulant d’ordre trois marginal du processus d’entrée, associé
à des retards nuls.C3,s est par ailleurs réel et constant dans le cas présent.
En outre, le système étant à valeurs réelles, on a également :
Γ3, x[k1, k2] = C3, s Hˇ[k1 + k2]
∗ Hˇ[k1] Hˇ[k2] (D.2)
De plus, en raison des symétries [67, pp.46] et [160, pp.22-23] du bispectre Γ3, x, il ne sert à
rien de le calculer pour tout couple de {0, 1, . . . , N − 1}2. Il suffit uniquement de considérer les
couples (k1, k2) ∈ Ω où Ω = {k1 ∈ {0, 1, . . . , N/2} et k2 = k1 + 1, k1 + 2, . . . , N − k1}.
A partir de l’équation (D.2) on obtient :
ψ3,x[k1, k2] = −φH [k1 + k2] + φH [k1] + φH [k2] (D.3)
où ψ3, x représente la phase du bispectre de l’observation.
D’après l’équation précédente, ψ3,x[k1, 0] = ψ3,x[0, k2] = φH[0] est supposée connue et égale
à zéro, puisque le système est à valeurs réelles. Par ailleurs, pour les différents couples de (k1, k2)
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de Ω, on a :
ψ3,x[1, 1] = 2φH [1]− φH [2]
ψ3,x[1, 2] = φH [1] + φH [2]− φH [3]
.
.
.
ψ3,x[1, N − 2] = φH [1] + φH [N − 2]− φH [N − 1]
ψ3,x[1, N − 1] = φH [1] + φH [N − 1]− φH [N ]
ψ3,x[2, 2] = 2φH [2]− φH [4] (D.4)
ψ3,x[2, 3] = φH [2] + φH [3]− φH [5]
.
.
.
ψ3,x[2, N − 3] = φH [2] + φH [N − 3]− φH [N − 1]
ψ3,x[2, N − 2] = φH [2] + φH [N − 2]− φH [N ]
.
.
.
ψ3,x[N/2, N/2] = 2φH [N/2]− φH [N ] , siNest pair
par périodicité de la phase, on a φH [N ] = φH [N ] = 0. Le système (D.4) peut être écrit sous la
forme matricielle suivante :
ψ3,x = AφH (D.5)
où φH = [φH [1] , . . . , φH [N − 1]] T,
ψ3,x = [ψ3,x[1, 1], ψ3,x[1, 2], . . . , ψ3,x[1, N − 1], ψ3,x[2, 2], . . . , ψ3,x[2, N − 2],
. . . ψ3,x[N/2, N/2]]
T
et A =

2 −1 0 0 0 . . . 0 0 0
1 1 −1 0 0 . . . 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 0 0 0 0 . . . 0 1 −1
1 0 0 0 0 . . . 0 0 1
0 2 0 −1 0 . . . 0 0 0
0 1 1 0 −1 . . . 0 0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 1 0 0 0
.
.
. 1 0 −1
0 1 0 0 0 . . . 0 1 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. . . . . . . . 0 0 0

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La matrice A est de dimension ((N/2)2 × (N − 1)) pour N pair, et de dimension ((N −
1)(N + 1)/4) × (N − 1)) pour N impair. Les auteurs ont aussi montré que la matrice A est de
rang N − 1 quelle que soit la parité de N . DoncΦH peut être obtenue à partir de l’équation (D.5),
de la manière suivante :
φH = (A
TA)
−1
ATψ3,x (D.6)
Cependant cette solution n’est pas satisfaisante car en pratique la phase ψ3,x est estimée par sa
valeur principale ψ˜3,x. Donc une étape supplémentaire de déroulement de phase est nécessaire. Il
est important de noter que T. Matsuoka et T. J. Ulrich n’ont pas proposé de telle étape dans leur
article de 1984. Il faut attendre quelques années plus tard pour que J. C. Marron et al. proposent
une solution [148]. Ces derniers commencent par écrire la relation liant ψ˜3,x à ψ3,x :
∀(k1, k2) ∈ {0, 1, . . . , N − 1}
2, ψ˜3, x[k1, k2] = ψ3, x[k1, k2] + 2piI[k1, k2] (D.7)
où I est une fonction à valeurs entières qui oblige ψ˜3, x à prendre ces valeurs dans [−pi, pi[. L’équa-
tion matricielle (D.5) se réécrit alors de la manière suivante :
AφH = ψ˜3,x − 2piI (D.8)
où I = [I[1, 1], I[1, 2], . . . , I[1, N − 1], I[2, 2], . . . , I[N/2, N/2]] T. L’identification du vecteur
φH , nécessite par conséquent le calcul du vecteur I. Pour cela, J. C. Marron et al. introduisent la
matrice C vérifiant :
CA = 0 (D.9)
A partir des équations (D.8) et (D.9) on obtient :
CI =
1
2pi
Cψ˜3,x (D.10)
La matriceC est de dimension ((N − 2)2/4×(N/2)2) pourN pair et de dimension ((N − 2)2/4×
((N − 1)(N + 1)/4)) pour N impair. J. C. Marron et al. [148] montrent que la matrice C est de
rang (N − 2)2/4.
Les équations (D.5) et (D.9) impliquent que les éléments de chaque ligne de la matrice C
constituent les coefficients d’une combinaison linéaire de la phase du bispectre de sortie dont
la somme est nulle ; se pose alors la question fondamentale suivante : quels coefficients faut-il
choisir ?
Les auteurs ont alors montré le résultat suivant :
∀(i, j, l) ∈ {0, 1, . . . N − 1}3, ψ3,x[i+ j, l] + ψ3,x[i, j] = ψ3,x[i+ l, j] + ψ3,x[i, l] (D.11)
En posant i = 1, j = k1 − 1 et l = k2, on obtient :
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ψ3,x[k1, k2] + ψ3,x[1, k1 − 1]− ψ3,x[k2 + 1, k1 − 1]− ψ3,x[1, k2] = 0 (D.12)
Ainsi il est possible de reconstruire la matrice C de l’équation précédente en ne conservant que
quatre composantes non nulles par ligne. Pour plus de clarté on propose de calculer la matrice C
pour N = 6 :
D’après l’équation (D.4), la matriceA est donnée par :
A =

2 −1 0 0 0
1 1 −1 0 0
1 0 1 −1 0
1 0 0 1 −1
1 0 0 0 1
0 2 0 −1 0
0 1 1 0 −1
0 1 0 1 0
0 0 2 0 0

Dans ce cas la matrice C est de dimension (4 × 9), et chaque ligne de C est donnée par un
vecteur de coefficients déduits de la combinaison linéaire (D.12) en considérant successivement
les couples (k1, k2) égaux à (3, 3), (2, 4), (2, 3) et (2, 2). La première ligne deC est donc obtenue
en réécrivant l’équation (D.12) pour (k1, k2) = (3, 3) :
0.ψ3,x[1, 1] + ψ3,x[1, 2]− ψ3,x[1, 3] + 0.ψ3,x[1, 4] + 0.ψ3,x[1, 5]
+0.ψ3,x[2, 2] + 0.ψ3,x[2, 3]− ψ3,x[2, 4] + ψ3,x[3, 3] = 0 (D.13)
La première ligne de la matriceC est alors donnée par le vecteur [0 1 − 1 0 0 0 0 − 1 1]. Les
autres lignes sont obtenues de la même manière, donnant ainsi la matrice C suivante :
C =

0 1 −1 0 0 0 0 −1 1
1 0 0 −1 −1 0 0 1 0
1 0 −1 1 0 0 1 0 0
1 −1 −1 0 0 1 0 0 0

Une fois la matriceC construite, I peut être calculée à partir de (D.10). Cependant, le système
d’équations de (D.10) est sous-déterminé. I peut alors être calculée en supposant ses N − 1 pre-
mières composantes égales à zéros. Le système (D.10) devient alors surdéterminé et peut donc être
inversé. Notons aussi qu’une autre alternative de déroulement de phase a été proposée en 1991 par
M. Rangoussis et G. B Giannakis dans [185].
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D.2 L’algorithme Petro/Pozi
Cet algorithme récursif a été proposé par A. Petropulus et H. Pozidis [172] pour le traitement
de systèmes à valeurs complexes. Les auteurs exploitent deux tranches successives du bispectre de
l’observation sans proposer d’extension aux ordres supérieurs à trois. De ce fait, l’algorithme ne
peut pas traiter des systèmes dont l’entrée est une séquence de distribution symétrique.
En faisant la différence entre les phases de deux tranches consécutives du bispectre de l’obser-
vation, ψ3,x[., α] et ψ3,x[., α+ 1], on obtient :
ψ3,x[k, α]− ψ3,x[k, α+ 1] = φH [−k − α]− φH [−k − α− 1] + φH [α]− φH [α+ 1] (D.14)
En prenant k′ = −k − α, on obtient :
φH [k
′] = φH [k
′−1]+ψ3,x[−α−k
′, α]−ψ3,x[−α−k
′, α+1]+φH [α+1]−φH [α], k
′ 6= α+1
(D.15)
Pour tout k′ ∈ {0, . . . , N − 1} l’équation précédente peut être réécrite de la manière suivante :
φH [k
′] = φH [0] +
k′∑
k′′=1
(
ψ3,x[−α− k
′′, α]− ψ3,x[−α− k
′′, α+ 1]
)
+ k′(φH [α+ 1]− φH [α])
(D.16)
La N -périodicité de φH et l’équation (D.14) permet d’écrire la quantité φH [α + 1] − φH [α] uni-
quement en fonction du bispectre de la sortie :
φH [α+ 1]− φH [α] =
1
N
N−1∑
k=0
(ψ3,x[k, α+ 1]− ψ3,x[k, α]) (D.17)
Donc φH peut être estimée à partir des équations (D.16) et (D.17). L’avantage de cet algorithme,
c’est qu’il n’exige pas d’étape explicite de déroulement de phase. En effet, en remplaçant ψ3,x par
sa valeur principale ψ˜3,x dans l’équation (D.16), une estimée φ˜H de φH est donnée par :
φ˜H [k
′] =
k′∑
k′′=1
(
ψ˜3,x[−α−k
′′, α]−ψ˜3,x[−α−k
′′, α+ 1]
)
+
k′
N
N−1∑
k=0
(
ψ˜3,x[k, α+ 1]−ψ˜3,x[k, α]
)
=
k′∑
k′′=1
(
ψ3,x[−α−k
′′, α]−ψ3,x[−α−k
′′, α+ 1]
)
−
k′
N
N−1∑
k=0
(ψ3,x[k, α+ 1]−ψ3,x[k, α])
−2pi
k′∑
k′′=1
I[−α−k′′, α]−
2pik′
N
N−1∑
k′′=0
(
I[−α−k′′, α+ 1]− I[−α−k′′, α]
)
= φH [k
′] + 2piI1[k
′] +
2pi
N
I2[α]k
′ (D.18)
où I1 et I2 sont des fonctions à valeurs entières. Ainsi, d’après l’équation précédente, l’algorithme
est capable de retrouver φH à un multiple de 2pi près et à une phase linéaire près.
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D.3 L’algorithme Pozi/Petro
H. Pozidis et A. P. petropulu ont proposé dans [181] un algorithme dédié à l’identification
complète de systèmes SISO (identification à la fois du module et de la phase de la réponse en
fréquence du filtre). Cet algorithme d’estimation en bloc a été détaillé en utilisant le bispectre
de l’observation. Cependant, les auteurs ont montré qu’une extension à l’ordre q > 3 était pos-
sible, permettant ainsi le traitement d’un système prenant en entrée une séquence de distribution
symétrique.
S’inspirant de l’algorithme de Matsuoka/Ulrych, les auteurs cherchent à établir une relation
matricielle entre une certaine fonction logarithmique du bispectre de sortie et le logarithme de la
réponse en fréquence du système. Pour cela, ils considèrent tout d’abord la différence entre le lo-
garithme de deux tranches 1D du bispectre de sortie distantes d’un nombre ρ de bins préalablement
choisi, i.e. ∀ k1 ∈ {0, . . . , N − 1} :
ln (Γ3,x[k, α])− ln (Γ3,x[k, α+ ρ]) = ln
(
Hˇ[α]
Hˇ[α+ ρ]
)
+ ln
(
Hˇ[−k − α]
Hˇ[−k − α− ρ]
)
(D.19)
En remplaçant dans l’équation précédente −k − α par k′, on obtient :
ln
(
Hˇ[k′]
)
=ln
(
Hˇ[k′ − α]
)
+ln
(
Hˇ[α+ ρ]
)
−ln
(
Hˇ[α]
)
+ln
(
Γ3,x[−k
′ − α, α]
)
−ln
(
Γ3,x[−k
′ − α, α+ ρ]
)
(D.20)
Or d’après (D.19), et la N -périodicité de Hˇ , on a :
ln
(
Hˇ[α+ ρ]
)
− ln
(
Hˇ[α]
)
=
1
N
N−1∑
k1=0
(ln (Γ3,x[k, α+ ρ])− ln (Γ3,x[k, α])) (D.21)
En prenant k” = k′ − ρ, tel que k” ∈ {0, 1, . . . , N − 2}, l’équation (D.20) devient alors :
ln
(
Hˇ[k” + ρ]
)
= ln
(
Hˇ[k”]
)
+
1
N
N−1∑
k=0
(ln (Γ3,x[k, α+ ρ])− ln (Γ3,x[k, α]))
+ ln (Γ3,x[−k”− ρ− α, α])− ln (Γ3,x[−k”− ρ− α, α+ ρ])(D.22)
L’équation (D.22) peut facilement être réécrite sous la forme matricielle suivante :
Ahˇ = ΓT (D.23)
où
hˇ =
[
ln Hˇ[1], ln Hˇ[2], . . . , ln Hˇ[N − 1]
]T
, (D.24)
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1 2 ρ−2 ρ−1 ρ ρ+1 N−1−ρ N−ρ N−ρ+1 N−2 N−1
A =
1
2
3
N−ρ
N−ρ+1
N−ρ+2
N−1

0 0 . . . 0 0 1 0 . . . 0 0 0 . . . 0 0
−1 0 . . . 0 0 0 1 . . . 0 0 0 . . . 0 0
0 −1 . . . 0 0 0 0 . . . 0 0 0 . . . 0 0
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.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 0 0 0 . . . −1 0 0 . . . 0 1
0 0 . . . 0 0 0 0 . . . 0 −1 0 . . . 0 0
1 0 . . . 0 0 0 0 . . . 0 0 −1 . . . 0 0
.
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.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 1 0 0 0 . . . 0 0 0 . . . −1 0

,
(D.25)
et
ΓT=

ln Γ3,x[−ρ− α, α]− ln Γ3,x[−ρ− α, α+ ρ] + ln Hˇ[α+ ρ]− ln Hˇ[α]
ln Γ3,x[1− ρ− α, α]− ln Γ3,x[1− ρ− α, α+ ρ] + ln Hˇ[α+ ρ]− ln Hˇ[α]
.
.
.
ln Γ3,x[−N+2−ρ−α, α]−ln Γ3,x[−N+2−ρ−α, α+ρ]+ln Hˇ[α+ ρ]−ln Hˇ[α]

(D.26)
L’existence d’une solution du système (D.23) dépend exclusivement de l’inversibilité de la
matrice A. D’après l’équation (D.25) les seuls paramètres qui peuvent agir le niveau de condi-
tionnement de A sont le nombre de bins fréquentiels N et la distance ρ. Les auteurs ont alors
montré que pour avoir une matrice non-singulière les deux nombres N et ρ doivent être premiers
entre eux. De plus ils ont aussi vérifié que si A est non-singulière alors det(A) = 1. Par ailleurs,
comme pour la méthode Petro/Pozi, l’algorithme Pozi/Petro ne nécessite pas d’étape supplémen-
taire de déroulement de phase. En effet, si on remplace la phase du bispectre φ3,x[., α] par sa valeur
principale φ˜3,x[., α] telle que :
φ3,x[k1, α] = φ˜3,x[k1, α] + 2piI[k1, α) (D.27)
L’estimée ˜ˇh, de hˇ donnée par l’équation (D.23), où Γ est calculé en utilisant la valeur principale
φ˜3,x[., α], s’écrit comme suit :
˜ˇ
h = A−1
(
ΓT + i2piI1[α] + i
2pi
N
I2[α]
)
= hˇ+
adj(A)
det(A)
(
i2piI1[α] + i
2pi
N
I2[α]
)
(D.28)
où I1[.] et I2[.] sont des vecteurs à valeurs entières, adj(A) est la matrice adjointe de A et
det(A) = 1. Donc la réponse en fréquence estimée du filtre H est égale à la vraie réponse à
un facteur exponentiel complexe prés, ei(2pi/N)I[α], où I[α] est un entier inconnu.
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