This paper re-examines the Finnish evidence presented by Lehtonen and Tykkyläinen on the use of location quotients (LQs) in estimating regional input coefficients and multipliers.
INTRODUCTION
Thanks to the work of STATISTICS FINLAND (2000 FINLAND ( , 2006 , which has produced detailed inputoutput tables for Finland and its twenty regions for both 1995 and 2002, analysts have been able to evaluate the relative performance of several alternative non-survey techniques.
Two investigations of this kind stand out: a study by FLEGG and TOHMO (2013b) , who employed data for 1995, and one by LEHTONEN and TYKKYLÄINEN (2012) , who used figures for 2002. In both cases, the authors used alternative formulae based on location quotients (LQs) to regionalize the national tables. However, the findings were very different: Flegg and Tohmo found that the FLQ (Flegg's location quotient) was by far the most successful way of generating estimates of regional input coefficients and multipliers, whereas Lehtonen and Tykkyläinen concluded that, at least to some extent, the choice of a regionalization formula was a gamble. The primary aim of this comment is to attempt to reconcile these conflicting findings.
The rest of the paper is structured as follows. The next section is concerned with the role of LQs in the regionalization process. This is followed by an examination of Lehtonen and Tykkyläinen's methodology. In the subsequent two sections, a reworked set of results for sectoral output multipliers and input coefficients is presented. The problem of choosing an appropriate value for the parameter δ is then considered. This is followed by a comparison of the data sets for 1995 and 2002. The role of regional characteristics is discussed in the penultimate section and the final section concludes.
LOCATION QUOTIENTS
Location quotients (LQs) are a popular way of regionalizing national inputoutput tables, especially in the initial stages. For this purpose, the following alternative LQs are often used: where SLQ i is the simple LQ, CILQ ij is the cross-industry LQ, RE i is regional employment (or output) in supplying sector i and NE i is the corresponding national figure. RE j and NE j are defined analogously for purchasing sector j. TRE and TNE are the respective regional and national totals. Some authors, including Lehtonen and Tykkyläinen, also make use of Round's formula, which is defined as follows:
The properties of these conventional formulae are explored by several authors; see, for example, WEBBER (1997, 2000) , BONFIGLIO and CHELLI (2008) , TOHMO (2013b), and MILLER and BLAIR (2009, pp. 349358) .
So long as no aggregation of sectors in the national inputoutput table is required, the following simple formula can be used to convert national into regional input coefficients:
where r ij is the regional input coefficient, β ij is an adjustment coefficient and a ij is the national input coefficient. r ij measures the amount of regional input i needed to produce one unit of regional gross output j; it thus excludes any supplies of i 'imported' from other regions or obtained from abroad. a ij likewise excludes any supplies of i obtained from abroad. The role of β ij is to take account of a region's purchases of input i from other regions in the nation.
If we replace β ij in equation (4) with an LQ, we can obtain estimates of the r ij . Thus, for instance:
Note: No adjustment is made to the national coefficient where CILQ ij ≥ 1 and likewise for the other LQs.
However, there is abundant empirical evidence that demonstrates how the conventional LQs tend to underestimate imports from other regions and hence tend to overstate regional multipliers (BONFIGLIO and CHELLI, 2008; FLEGG and TOHMO, 2013b) . One reason for this understatement of regional trade by the conventional LQs is that they either preclude crosshauling, as with the SLQ, or fail to take sufficient account of this common phenomenon, as with the CILQ (FLEGG and TOHMO, 2013a) . FLEGG et al. (1995) attempted to overcome this underestimation of interregional trade via their FLQ formula. In its refined form (FLEGG and WEBBER, 1997) , the FLQ is defined as:
FLQ ij ≡ SLQ i × λ* for i = j
where:
It is assumed that 0 ≤ δ < 1; as δ increases, so too does the allowance for interregional imports. δ = 0 represents a special case where FLQ ij = CILQ ij . As with other LQ-based formulae, the FLQ is constrained to unity.
Two aspects of the FLQ formula are worth emphasizing: its cross-industry foundations and the explicit role attributed to regional size. Thus, with the FLQ, the relative size of the regional purchasing and supplying sectors is considered when determining the adjustment for interregional trade. This is a feature that the CILQ and FLQ share. However, by also taking explicit account of the relative size of a region, the FLQ should help to address the problem of cross-hauling, which is more likely to be prevalent in smaller regions than in larger ones.
Smaller regions are apt to be more open to interregional trade.
A sizable body of empirical evidence now demonstrates that the FLQ can produce much better results than the SLQ and CILQ. This evidence includes, for instance, case studies of Scotland (FLEGG and WEBBER, 2000) , Finland (TOHMO, 2004; TOHMO, 2013b), Germany (KOWALEWSKI, 2013) and Argentina (FLEGG et al., 2014) . Furthermore, BONFIGLIO and CHELLI (2008) carried out a Monte Carlo simulation of 400,000 output multipliers. Here the FLQ clearly outperformed its predecessors in terms of generating the best estimates of these multipliers. This Monte Carlo study is discussed in detail by FLEGG and TOHMO, 2013b, along with some of the studies mentioned above.
METHODOLOGY
The first stage in Lehtonen and Tykkyläinen's study involved aggregating the transactions for fifty-nine national sectors, so that they corresponded to the twenty-six sectors available for each of the twenty Finnish regions. The resulting national input coefficients, the a ij , were then regionalized by applying, in turn, four alternative LQ-based formulae, namely the SLQ, CILQ, RLQ and FLQ. This procedure generated four alternative sets of estimates of the r ij .
In the case of the FLQ, Lehtonen and Tykkyläinen used the values of δ shown in their appendix A. The same procedure was adopted here.
Lehtonen and Tykkyläinen employed the following statistical criteria to assess the accuracy of the estimated multipliers:
where j m is the estimated type I output multiplier for sector j (column sum of the LQ-based Leontief inverse matrix) in a given region, m j is the corresponding benchmark value from Statistics Finland, w j is the proportion of regional employment in sector j, sd( ) is the standard deviation and m( ) is the mean. STPE and MWAE denote the standardized total percentage 6 error and mean weighted absolute error, respectively. The mean squared error is defined as follows:
where n = 26 is the number of sectors.
The selection of an appropriate set of statistical criteria to evaluate the results is an important issue, so it is worth examining the approach taken by Lehtonen and Tykkyläinen. At the outset, they examined a set of seventeen statistics that have been used by various authors but then eliminated five of them on a priori grounds (LEHTONEN and TYKKYLÄINEN, 2012, p. 5) . For instance, three statistics were eliminated on the grounds that they would tend to reward methods that tended to overstate the input coefficients. The correlation coefficient was rejected on the basis that it would not necessarily capture the closeness of the ij rˆand the r ij . A fifth statistic was eliminated because it would tend to place undue emphasis on avoiding any very large errors. All of these decisions seem entirely reasonable.
Of the remaining twelve statistics, LEHTONEN and TYKKYLÄINEN (2012, p. 5) 
It could also be argued that basing the evaluation on only four statistics is unnecessarily restrictive and that it would be desirable to consider the following measures as well:
The mean percentage error (MPE) has an obvious logic and doesn't overlap with any of the other statistics. It was not included in the original set of seventeen measures that Lehtonen and Tykkyläinen considered but it is employed by FLEGG and TOHMO (2013b), so its inclusion here would facilitate comparisons. Finally, U is Theil's well-known inequality coefficient, which has the merit that it encompasses both bias and variance (THEIL et al., 1966) . Taken as a whole, the six different statistics considered above should suffice to capture the key characteristics of interest to analysts, which are likely to include bias, dispersion, the absolute and relative size of errors, the relative size of sectors and so on.
Having calculated the values of statistics (9) to (12) for each of the four LQ-based methods for each of the twenty regions, Lehtonen and Tykkyläinen then ranked each outcome from 1 (best) to 4 (worst). On this basis, a neutral method should generate a mean rank of 2.5, whereas above-average and below-average methods should score under 2.5 and over 2.5, respectively. In terms of probability, a mean rank of 1.5 or less would be statistically significant at the 5% level. Although Table 3 shows that the FLQ is demonstrably the best method according to all six criteria, it is worth checking to see how similar the different measures really are. The relevant correlations are displayed in Table 4 . Table 4 near here Table 4 shows that the MPE has minimal correlation with the existing four statistics; it is, therefore, a very useful addition to the set of criteria. The other new measure, U, does exhibit a significant (at the 5% level) correlation with STPE but it is less correlated with the other measures. Taken as a whole, the statistics do not overlap to a great extent and the fact that the FLQ performs very well according to all of them attests to the FLQ's versatility.
RESULTS FOR MULTIPLIERS

RESULTS FOR COEFFICIENTS
Even though most analysts are apt to be more concerned with the outcomes for regional sectoral multipliers, it is often fruitful to examine the results for the regional input coefficients, the r ij , as well. At the outset, we shall consider a reworked set of results comparable with those discussed earlier for output multipliers. The calculations are based on the following formulae:
The findings are displayed in Table 5 . Table 5 near here Coefficients are far more difficult to estimate accurately than multipliers and this fact is reflected in the statistics. For instance, for the FLQ, the mean value of the STPE across all regions is 5.8% for multipliers but 49.2% for coefficients. Even so, the same ranking of methods emerges for coefficients and multipliers: FLQ first, SLQ second, RLQ third and CILQ last. Moreover, the FLQ's overall mean rank is almost identical for coefficients (1.31) and multipliers (1.30). Table 6 near here
The overall performance of the methods, using a broader range of criteria and cardinal rather than ordinal measures, is summarized in Table 6 . The two additional criteria, the MPE and Theil's inequality coefficient U, bolster the impression one gains from the rankings that the FLQ is the most accurate method, with the SLQ in a creditable second place.
6 The MPE is alone in judging the CILQ to be superior to the SLQ. However, if we were to choose the SLQ instead of the FLQ, we would be opting for a method that appears to generate estimates of the r ij that are both more biased and more dispersed. This assertion is confirmed by the respective values of Ũ M and Ũ S , along with the fact that Theil's U statistic, which captures both bias and variance, is lower for the FLQ than for the SLQ. Indeed, the SLQ is inferior to the FLQ in terms of all six criteria. Table 7 . In terms of overall mean ranks, the FLQ is now in third place, with the SLQ first and the RLQ second. The CILQ remains in last place. These findings appear odd inasmuch as one might anticipate broadly similar rankings for coefficients and multipliers (see, for example, FLEGG and TOHMO, 2013b, tables 4 and 7; KOWALEWSKI, 2013, tables 3 and 4) and this is certainly not so for Lehtonen and Tykkyläinen's results (cf. Tables 1 and 7) . It is the results for U S that are the most odd: whereas Table 7 shows an excellent performance by the FLQ, Table 1 displays a mediocre one. Furthermore, one might expect the rankings given by U M to be similar to those awarded by the STPE and MWAE, yet this is not so in Table 7 . There are, therefore, several reasons why Lehtonen and Tykkyläinen's findings with regard to coefficients lack credibility.
CHOOSING A VALUE FOR δ
Using an appropriate value for δ is crucial to the successful application of the FLQ formula.
LEHTONEN and TYKKYLÄINEN (2012, p. 4) pursue a novel solution to the problem of selecting such a value. Their starting point is the original version of the FLQ formula (FLEGG et al., 1995) :
They then make use of the fact that TOHMO (2004) obtained an estimate of β = 1 for the Keski-Pohjanmaa (K-P) region in 1995. Given β = 1, they equate expressions (24) and (8) to derive the following formula for δ:
However, this is a formula for the ratio δ / β and not one for δ itself  except in the special case of the K-P region in 1995, where we may assume that β = 1. If δ varies across regions, then logically so too must β, so formula (25) cannot be correct in general.
Nevertheless, the values of δ derived by LEHTONEN and TYKKYLÄINEN (2012, appendix A) do appear to yield sensible results in most cases and it is important to understand why this is so. The main explanation is the relatively low value of β = 1 that was assumed, along with the fact that equation (25) guarantees that the value of δ will rise with regional size, TRE/TNE.
To afford a way of obtaining estimates of δ, FLEGG and TOHMO (2013b) LEHTONEN and TYKKYLÄINEN (2012, p. 4) argue that the use of equation (26) would be problematic owing to the difficulty of obtaining data for P and I. Even so, a well-informed analyst, who felt that the region under consideration did not diverge significantly from the norm in terms of P and I, could set P = I = 1 and make use of the following truncated equation to estimate δ:
Lehtonen and Tykkyläinen assert that this would be 'definitely incorrect' because the intercept and slope of equation (27) would differ from the values that would be obtained from a simple regression (ibid.). However, the coefficients from a simple regression would be biased, unlike those from equation (27), which doesn't suffer from bias due to omitted variables. Lehtonen and Tykkyläinen's assertion fails to distinguish between an assumption that P = I = 1 for a given region and the omission of ln P and ln I from the regression.
Equation (26) can, in fact, be rewritten in the following alternative form, which may be more convenient in some cases:
13 where p is an estimate of each region's propensity to import from other regions, measured in terms of gross output. 8 The advantage of this formulation is that the analyst would only need to estimate p, which might be an easier task than estimating the ratio P in equation (26). As for I, the assumption of a unitary value could be retained. P = 1 should be a good approximation in many cases.
What factors are likely to determine the value of p? Clearly, geographic distances and transportation costs between regions would play an important role in determining the mix of intraregional and interregional trade. For instance, the prohibitive cost of transporting goods from southern regions such as Uusimaa to remote northern regions such as Lappi (Finnish Lapland) is likely to promote self-sufficiency in these more remote regions. Here it is worth mentioning that an attempt to proxy the remoteness of a region by measuring its distance, D, from Helsinki produced a negligible t statistic when ln D was added to the regression. This outcome is probably due to the fact that the effect of distance from Helsinki has already been absorbed into the variable P.
A rather different route to the estimation of δ has been proposed by Bonfiglio (2009) , who derived the following regression equation:
where PROP is the propensity to interregional trade and RSRP is the relative size of regional purchases. Notwithstanding differences in definition, PROP is conceptually similar to p in equation (28). RSRP is likewise analogous to R and it is, therefore, a proxy for regional size.
9
A problem with this approach is that the theoretical constraint 0 ≤ δ < 1 is not imposed on equation (29), as it is on equation (28) TOHMO (2013b) found that the data set for 1995 was characterized by a central value of δ ≈ 0. 25, whereas LEHTONEN and TYKKYLÄINEN (2012, p. 9) report that the use of this single value for all regions in 2002 generated extremely poor results for the FLQ. To explore this issue, an optimal value of δ, denoted by δ*, was estimated for each region in 2002. The results are displayed in Table 8 . Table 8 near here
The first column of Table 8 shows the optimal values derived by FLEGG and TOHMO (2013b) for 1995, using the criterion of minimum MPE.
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Apart from the fact that employment rather than output was used to measure regional size, the same procedure was Table 9 . However, there are several grounds for questioning this interpretation. In the first place, it seems unlikely that regional self-sufficiency would increase to such a marked extent in the space of only seven years. Secondly, as explained below, there is no evidence of a rise in the size of the multipliers at a national level. Finally, the regional tables for 2002 were constructed in a very different way from those for 1995 and it is possible that some of the interregional trade was missed as a result.
The Finnish national inputoutput tables for 1995 and 2002 contain thirty-seven and fifty-nine sectors, respectively, although two of the latter sectors were amalgamated. 14 To provide a way of comparing these tables, the weighted mean type I output multiplier, K , was computed for each year. Using employment weights, K was found to be 1.5938 in 1995 and 1.6381 in 2002. Using output weights, the corresponding figures were 1.6636 and 1.6731.
This closeness in the size of the multipliers across years is in sharp contrast with the large differences observed at the regional level.
Because the regional and national tables for 1995 are based on a common set of thirtyseven sectors, no aggregation of the national data was required prior to regionalization. By contrast, for 2002, it was necessary to aggregate the transactions data for the fifty-eight national sectors to obtain a classification corresponding to the twenty-six regional sectors. To assess the overall impact of this aggregation, K was recomputed for the twenty-six aggregated national sectors. It is reassuring that K changed only marginally, from 1.6381 to 1.6322 (using employment weights), and from 1.6731 to 1.6686 (using output weights), which suggests that minimal aggregation bias was introduced, while confirming the similarity of the national multipliers for 1995 and 2002.
The Finnish regional inputoutput tables for 1995 are unusual in the sense that they were constructed on the basis of a large-scale survey of over 9600 establishments in manufacturing, construction and services (KAUPPILA, 1999) . The final response rate was 44.8%, which represented 61.7% in terms of turnover (ibid., table 2). The survey-based data were augmented by information obtained from other sources, e.g. transportation statistics (KAUPPILA, 1999) . In addition, more than 2500 wholesale establishments were surveyed and this survey was backed up by meetings with the largest companies (ibid.). Statistics
Finland's study appears to have been carried out extremely thoroughly in terms of planning, execution and analysis, yet errors due to non-response bias, in particular, cannot be avoided in such an exercise.
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By contrast, the regional tables for 2002 were constructed by integrating existing data on sales of industrial products with transportation statistics. LOUHELA (2006) points out that the industrial output statistics record the value, selling location and weight of products, and cover 90% of the mining, quarrying and manufactured goods produced in Finland, while the transportation statistics capture freight flows via road, rail, air and water. A problem with using freight flows is that the value of goods being exported from one region to another has to be inferred from their weight. Additional errors are bound to be introduced owing to the different monetary values of goods within the same broad classification (ibid.).
Although each methodological approach discussed above has its particular merits and demerits, what is important is whether these methodological differences can explain the contrasting results displayed in Table 9 The authors find a highly significant correlation of 0.790 (p < 0.001) between the mean ranks of the SLQ and FLQ, as recorded in Table 1 , and suggest that this shows that the two methods 'may be suitable for different kinds of regions and could thus be used to complement each other as alternative techniques to achieve the best fit over all the regions' (ibid., pp. 1011). They then attempt, via a correlation analysis, to link the ranks achieved by the two methods to the regional attributes listed above. The results are displayed in Table 10 . The first reason is that none of these correlations is statistically significant at the 5% level, although the correlation between H and the SLQ ranks comes close to being so (p = 0.060). What is more, the correlations are invariably weaker when they are recalculated using data from Table 2 . Secondly, the inverse relationship the authors found between the SLQ and FLQ ranks is largely attributable to the results for two regions, Kainuu and Uusimaa: using the data from Table 2 , the correlation between the SLQ and FLQ ranks falls from 0.673 (p < 0.001) to 0.396 (p = 0.104) when these two regions are excluded from the analysis.
More fundamentally, the relatively poor performance of the FLQ in these two regions can probably be explained, to a great extent, by the use of too large a value for δ, as can be verified from Table 8 (0.039 instead of 0.092 should be used for Kainuu, and zero rather than 0.244 for Uusimaa). As a result, the FLQ makes too large an allowance for imports from other regions, which causes it to perform relatively badly versus the SLQ.
It could be argued, therefore, that analysts should focus on choosing an appropriate value of δ to use in the FLQ rather than search for a different formula such as the SLQ to apply in specific regions. If the region in question were thought to be relatively self-sufficient  as a result of a high degree of specialization or a peripheral location  then a relatively low value of δ could be obtained by choosing a relatively low value of P in equation (26) or p in (28).
CONCLUSION
This paper has re-examined the findings of LEHTONEN and TYKKYLÄINEN (2012), who used
Finnish national and regional data for 2002 to assess the relative performance of four alternative regionalization formulae based on location quotients, namely the FLQ, SLQ, CILQ and RLQ. This assessment was done using a set of four statistical criteria with different properties. The formulae were then ranked in terms of their performance. Lehtonen and Tykkyläinen found that the FLQ produced the best estimates of regional sectoral multipliers, when judged in terms of its overall mean rank across four criteria and twenty regions. The three conventional formulae generated very similar overall mean ranks, which were some way behind the score attained by the FLQ.
A merit of Lehtonen and Tykkyläinen's methodological approach is that the use of ranks makes it possible to assess the statistical reliability of the results. Using a 5% test, they found that the mean ranks attained by the FLQ were significantly better than an average outcome in only six regions. The performance of the SLQ was significantly above average in four regions, the RLQ in two and the CILQ in none. For the remaining eight regions, no technique was significantly better than average.
However, a reworking of the calculations produced a very different set of results. Most importantly, the FLQ was found to yield significantly better mean ranks in seventeen regions and the SLQ in two. For one region, there was no statistically dominant technique.
Furthermore, on a scale of 1 (best) to 4 (worst), the FLQ's overall mean rank improved from 2.01 to 1.30. By contrast, the SLQ, RLQ and CILQ achieved overall mean scores of 2.58, 2.79 and 3.34, respectively. Although the SLQ outperformed the RLQ and CILQ, its overall mean score is very close to what one might expect from a neutral technique (one that is neither good nor bad).
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Lehtonen and Tykkyläinen also presented a set of comparable results for input 20 coefficients, which suggested that the SLQ, rather than the FLQ, was the most accurate way of estimating coefficients. However, these findings are at variance with their results for multipliers. What is more, they are inconsistent with the findings of earlier studies, which typically yield broadly similar results for coefficients and multipliers. Indeed, a reworking of Lehtonen and Tykkyläinen's analysis gave overall mean ranks in exactly the same order for multipliers and coefficients, with the FLQ clearly in first place and the SLQ in second place.
Lehtonen and Tykkyläinen extended their analysis by correlating the mean rank attained by each method in each region with (i) alternative measures of specialization and (ii) the region's location (measured in terms of distance from Helsinki). On the basis of this analysis, along with a highly statistically significant negative correlation between the mean ranks attained by the FLQ and SLQ, they suggested that the SLQ might be a more appropriate technique than the FLQ for peripheral regions and for those that exhibited a high degree of specialization. However, on closer examination, the statistical underpinnings of this interesting suggestion were found to be rather weak. The authors also did not offer a rationale, couched in terms of the contrasting properties of the FLQ and SLQ, for their suggestion.
Lehtonen and Tykkyläinen argue that the choice of an LQ-based method is a gamble and that no single method can be recommended for general use. However, on the basis of the reappraisal undertaken here of their empirical work, along with the findings of earlier studies, it is hard to sustain this argument. Indeed, the available evidence indicates that the FLQ typically yields results far superior to those from competing formulae, so it should provide a satisfactory way of generating an initial set of input coefficients in most regions.
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Even so, the difficulties inherent in choosing an appropriate value for the unknown parameter δ in the FLQ formula pose a serious challenge for analysts. Romero and Chris Webber, for their helpful suggestions, which led to substantial improvements in this paper.
NOTES
1. Lehtonen and Tykkyläinen do not, in fact, explicitly give formulae pertaining to multipliers, so it was necessary to adapt the expressions for coefficients given in their table 1.
Note that
where r is the correlation coefficient between j m and m j . Cf. THEIL et al., 1966, pp. 2930. 3. See LEHTONEN and TYKKYLÄINEN (2012, table 4) . The average rank attained by the FLQ in
Ahvenanmaa is incorrect; it should be 2.00 and not 2.25. The results for U M are odd in the sense that the means are all well above unity, which is inconsistent with the properties of equation (12).
This may have occurred because n 2 = 676 rather than n = 26 was used as a divisor in the calculation of the MSE; see formula (13).
4. The use of Ũ S and Ũ M rather than U S and U M had a negligible impact on the rankings.
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5. Although the mean sectoral difference between Lehtonen and Tykkyläinen's figures for national transactions by aggregated sector and the true figures was a relatively small 2.0%, some of the individual sectoral differences were substantial, with a range from 24.2% to +40.0%. The mean absolute error was 7.3%. Likewise, for the sectoral sums of intermediate inputs, the individual differences ranged from 24.4% to +31.5%. The mean error was 0.6% and the mean absolute error was 6.4%. Supporting calculations are available on request.
6. The MPE was estimated using the formula: MPE = {100/(n
where z is the number of zero values of r ij . Such cases were excluded from the calculations. A disadvantage of this measure, in the context of coefficients, is that it is inflated in situations where r ij is close to zero. This facet is illustrated by the relatively large values of MPE displayed in Table 6. 7. Note that the propensity to import from other regions is expressed as a proportion of gross output. The mean value of this propensity for all twenty Finnish regions in 1995 was 0.1870. 8. Notice that the intercept has changed by 1.5834 ln 0.187 = 2.6548, where 0.187 is the sectoral mean propensity to import from other Finnish regions in 1995.
9. PROP is the proportion of a region's total intermediate inputs that is purchased from other regions, whereas p in equation (28) is the proportion of a region's total gross output that is bought from other regions. RSRP is the ratio of total regional to total national intermediate inputs. By contrast, R in equation (28) Here the state's share of total German employment (ibid., p. 5) has been used as a proxy for
RSRP. An even more negative result was obtained for Uusimaa in 1995:
ˆ= 0.994 × 0.3016  2.819 × 0.2925 = 0.525
In this instance, the outcome reflects the fact that Uusimaa is by far the largest Finnish region. It also has the lowest value of PROP. For the other nineteen regions, Bonfiglio's method generated the required positive values of ˆ. , table 2) derived for multipliers when using the MPE criterion.
12. The table shows, for each region, the value of δ yielding MPE ≈ 0.
13. The use of δ = 0.244, rather than δ* ≈ 0, in the calculations reported in Tables 2 and 5 for Uusimaa can explain the comparatively poor performance of the FLQ in that region. The fact that δ* ≈ 0 for Uusimaa is a surprising outcome; it suggests that the CILQ (with SLQs down the principal diagonal of the adjustment matrix) is the best method and that no extra allowance for imports from other regions is required. 
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16. It may be noted that ln H and ln D had near-zero t ratios when they were added to regression (26).
This finding suggests that these variables have minimal additional explanatory power and that the effects of location and specialization have already been allowed for via the inclusion of ln R, ln P and ln I.
17. It should be noted that the FLQ should only be applied to national inputoutput tables that exclude imports from abroad; where such imports are included, Kronenberg's CHARM method can be used for purposes of regionalization. The type of table that is used would depend on the aim of the study. The FLQ is suitable for estimating output and employment multipliers, whereas CHARM is suitable for estimating the supply multipliers of concern in environmental studies. See KRONENBERG (2009 KRONENBERG ( , 2012 and FLEGG and TOHMO (2013a) .
18. These initial coefficients should always be evaluated by the analyst on the basis of informed judgement, surveys of selected industries, etc., rather than taken at face value. See FLEGG and TOHMO (2013b, p. 718). 
