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Abstract
We construct birth-and-death Markov evolution of states (distribu-
tions) of point particle systems in Rd. In this evolution, particles repro-
duce themselves at distant points (disperse) and die under the influence
of each other (compete). The main result is a statement that the cor-
responding correlation functions evolve in a scale of Banach spaces and
remain sub-Poissonian, and hence no clustering occurs, if the dispersion
is subordinate to the competition.
Keywords: Markov evolution, Markov generator, stochastic semigroup,
sun-dual semigroup, spatial ecology, individual-based model, correlation func-
tion, observable.
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1 Introduction and Overview
1.1 Introduction
Dynamics of interacting particle systems distributed over discrete regular sets,
such as Zd, has been studied in great detail, see, e.g., [12, 13, 30, 35, 40]. How-
ever, in many real world applications the underlying space should essentially
be continuous. In this paper, we study Markov evolution of birth-and-death
type of an infinite system of point particles distributed over Rd, d ≥ 1. The
particles reproduce themselves, compete and die. The reproduction consists in
∗Institute of Mathematics, National Academy of Sciences of Ukraine, 01601 Kiev-4,
Ukraine, e-mail: fdl@imath.kiev.ua
†Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, Postfach 110 131, 33501 Bielefeld, Ger-
many, e-mail: kondrat@math.uni-bielefeld.de
‡Instytut Matematyki, Uniwersytet Marii Curie-Sk lodwskiej, 20-031 Lublin, Poland, e-
mail: jkozi@hektor.umcs.lublin.pl
§Fakulta¨t fu¨r Mathematik, Universita¨t Bielefeld, Postfach 110 131, 33501 Bielefeld, Ger-
many, e-mail: kutoviy@math.uni-bielefeld.de
1
random (independent) sending by a particle located at x an offspring to point y,
which immediately after that becomes a member of the system. This process is
described by a dispersal kernel, a+(x, y) ≥ 0. Each particle dies independently
with constant mortality rate m ≥ 0, as well as under the influence of the rest
of particles (density dependent mortality). The latter process is described by a
competition kernel, a−(x, y) ≥ 0. The kernels a± determine the corresponding
rates in an additive way. For instance, for the particle located at x, the overall
density dependent mortality rate is
∑
y a−(x, y), where the sum is taken over
all other particles. Systems of this kind are used as individual-based models
of large ecological communities of entities (e.g., perennial plants) distributed
over a continuous space (habitat) and evolving in continuous time, cf. page
1311 in [32]. They attract considerable attention of both mathematicians and
theoretical biologists, see, e.g., [15–20,26–29] and [4–7, 9, 31], respectively.
In theoretical biology, models of this kind were described by means of ‘spatial
moment equations’, cf. [5, 6]. These are chains of (linear) evolutional equations
describing the time evolution of densities and higher order moments1, represent-
ing ‘spatial covariances’. These equations involve the dispersal and mortality
rates mentioned above. The main difficulty encountered by the authors of those
and similar works is that the mentioned chains are not closed, e.g., the time
derivative of the density is expressed through the two-point moment, whereas
the time derivative of the two-point moment is expressed through the moments
of higher order, etc. Typically, this difficulty is circumvented by means of a ‘mo-
ment closure’ ansatz, in which one approximates moments of order higher than
a certain value by the products of lower order moments, e.g., the two-point
moment is set to be the product of two densities, and thereby the two-point
covariances are neglected. The equations obtained in this way are closed but
nonlinear. An example can be the Lotka–Volterra equations with spatial depen-
dence derived in [6]. Similar equations are deduced from the microscopic theory
of systems of interacting particles living on Zd, see e.g., equation (2) on page
137 in [12]. We refer to [12, 13, 32, 36] for more details and references on this
topic. At the same time, plenty of such equations of population biology appear
phenomenologically, without employing individual-based models, cf. [43].
As is well-understood now, the mentioned nonlinear equations play the role
of kinetic equations known in the statistical theory of Hamiltonian dynamical
systems in the continuum. Nowadays, the latter equations are derived from
microscopic equations by means of scaling procedures, see the corresponding
discussion in [3,11,37,39,40] for more detail. We believe that also in population
biology and other life sciences, the use of individual-based models with contin-
uous habitat will provide an adequate mathematical framework for describing
the collective behavior of large systems of interacting entities. In that we mean
the following program realized in part in the present paper. The states of the
model are probability measures on the space of configurations of particles in
Rd. Their dynamics is described as a Markov evolution by means of Fokker-
Planck-Kolmogorov-type equations. As in the case of Hamiltonian systems, this
1These moments correspond to correlation functions used in this article.
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evolution can be constructed by means of the evolution for the corresponding
correlation functions. The mesoscopic description, which neglects certain fea-
tures of the model behavior, is then obtained by a scaling procedure. In its
framework, one studied the scaling limit ε → 0, in which the correlation func-
tions converge to ‘mesoscopic’ correlation functions. By virtue of the scaling
procedure, the evolution of the latter functions ‘preserves chaos’, which means
that at each instant of time such functions are the products of density functions
if the initial correlation functions possess this property. The corresponding ki-
netic equation is then the equation for the density function. Typically, this is a
nonlinear and nonlocal equation2. We refer the reader to [15,17] for more detail.
Generally speaking, the aim of the present paper is to go further in developing
the micro- and mesoscopic descriptions of the model mentioned above compar-
ing to what was done in [16, 18]. A more specific presentation of our aims and
the results obtained in this article is given in the next subsection, see also the
concluding remarks in Section 6.
As was suggested already in [5], the right mathematical context for studying
individual-based models of ecological systems is the theory of random point
fields in Rd, cf. also page 1311 in [32]. Herein, populations are modeled as
particle configurations constituting the configuration space
Γ ≡ Γ(Rd) := {γ ⊂ Rd : |γ ∩K| <∞ for any compact K ⊂ Rd }, (1.1)
where |A| stands for the cardinality of A. Noteworthy, along with finite ones Γ
contains also infinite configurations, which allows for describing ‘bulk’ properties
of a large finite system ignoring boundary and size effects3. Note that if the
initial configuration γ0 is fixed, the evolution might be described as a map
t 7→ γt ∈ Γ, which in view of the random character of the events mentioned above
ought to be a random process. However, at least so far, for the model considered
here this way can be realized only if γ0 is finite [20]. On the other hand, the
statistical description of infinite interacting particle systems plays a fundamental
role in modern mathematical physics and applications, see, e.g., [11]. Namely,
the evolution of infinite system should be considered in terms of dynamics of
probability measures (states) on Γ rather than point-wisely. To characterize
them one employs observables, which are appropriate functions F : Γ→ R. The
quantity
〈〈F, µ〉〉 =
∫
Γ
F (γ)µ(dγ)
is called the value of observable F in state µ. Then the system evolution might
be described as the evolution of observables obtained from the Kolmogorov
equation
d
dt
Ft = LFt, Ft|t=0 = F0, t > 0, (1.2)
2Cf. the discussion in [21].
3A discussion on how infinite systems provide approximations for large finite systems see,
e.g., [8, 10].
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where the ‘generator’ L specifies the model. The evolution of states is obtained
from the Fokker–Planck equation
d
dt
µt = L
∗µt, µt|t=0 = µ0, (1.3)
related to (1.2) by the duality
〈〈F0, µt〉〉 = 〈〈Ft, µ0〉〉.
However, for the model considered in this article, even the mere definition of
the equations in (1.2) and (1.3) in appropriate spaces is rather impossible as
the phase space Γ contains infinite configurations. Following classical works on
the Hamiltonian dynamics [3,11,39] one can try to study the evolution of states
µ0 7→ µt via the evolution of the corresponding correlation functions. For a
measure µ and a bounded measurable Λ ⊂ Rd, the probability that in state
µ there is m particles in Λ can be expressed through the n-point correlation
functions k
(n)
µ with n ≥ m, see, e.g., [38]. In particular, for the Poisson measure
πκ , see subsection 2.1.2 below, k
(n)
πκ (x1, . . . , xn) = κ
n for all n ∈ N0.
In general, the correlation function kµ is a collection of symmetric functions
k
(n)
µ : (Rd)n → R, n ∈ N0, and k
(1)
µ is the particle density. The evolution
k0 7→ kt is obtained from the equation
d
dt
kt = L
∆kt, kt|t=0 = k0, (1.4)
which, in fact, is a chain of equations4 for particular k
(n)
t . Here L
∆ is constructed
from L as in (1.2) by a certain procedure. According to our program, the
microscopic description consists in proving the existence of solutions of (1.4)
in appropriate Banach spaces, and in studying their properties. The next step
is to show that these solutions are correlation functions for some states, which
can be done by showing that they obey certain bounds and are positive definite
in a certain sense, see Proposition 2.1. An important property of kt is being
sub-Poissonian, which means that, for some Ct > 0, each k
(n)
t is bounded by
Cnt . This property can be guaranteed by the appropriate choice of the Banach
space in which one solves (1.4). Note that the increase of k
(n)
t with n as n! (see
(1.7) below), would correspond to the formation of clusters due to dispersion.
In the present article, we especially address the question concerning the role of
the competition in preventing such clustering.
1.2 The overview
For the considered model, the ‘generator’ in (1.2) reads
(LF )(γ) =
∑
x∈γ
[
m+ E−(x, γ \ x)
]
[F (γ \ x)− F (γ)] (1.5)
4For Hamiltonian systems, the analog of (1.4) is known as the BBGKY hierarchy.
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+∫
Rd
E+(y, γ) [F (γ ∪ y)− F (γ)] dy,
where
E±(x, γ) :=
∑
y∈γ
a±(x, y). (1.6)
This is a birth-and-death generator for continuous system (see one of the pi-
oneering papers [22] and also the references in [16]) in which the first term
corresponds to the death of the particle located at x occurring (a) indepen-
dently with rate m ≥ 0, and (b) under the influence of the other particles in
γ with rate E−(x, γ \ x) ≥ 0. Here and in the sequel in the corresponding
context, we treat each x ∈ Rd also as a single-point configuration {x}. Note
that a−(x, y) describes the interparticle competition. The second term in (1.5)
describes the birth of a particle at y ∈ Rd given by the whole configuration
γ with rate E+(y, γ) ≥ 0. A particular case of this model is the continuous
contact model [27, 28] where a− ≡ 0, and hence the competition is absent, see
also [18].
As was mentioned above, one of the main question is to study the Cauchy
problem (1.4) with the corresponding operator L∆ in proper Banach spaces.
The main characteristic feature of such spaces is that they should contain only
sub-Poissonian correlation functions. Note that for the contact model (a− ≡ 0),
mentioned above, it is known [18] that
const · n! cnt ≤ k
(n)
t (x1, . . . , xn) ≤ const · n!C
n
t , (1.7)
where the left-hand inequality holds if all xi belong to a ball of small enough
radius. Hence, in spite of the fact that Ct → 0 as t→ +∞ if the mortality dom-
inates the dispersion (as in (5.11) below), kt are definitely not sub-Poissonian if
a− ≡ 0. On the contrary, according to Theorem 4.2 below, if, for some θ > 0,
we have that a+ ≤ θa− pointwise, cf. (3.12), then (1.4) has a unique (classical)
sub-Poissonian solution on a bounded time interval. It is worth noting, that
a solution of (1.4) is the correlation function of a probability measure on Γ if
only it possesses a certain positivity property. In Theorem 5.4, we show that the
solution kt, existing according to Theorem 4.2, has this property if m dominates
a+ in the sense of (5.11).
The rest of the paper is organized as follows. In Section 2, we introduce a
necessary mathematical framework and give a formal definition of the model.
The evolution of correlation functions is studied in Section 4. It is, however, pre-
ceded by the study of certain auxiliary objects, quasi-observables, the evolution
of which is generated by L̂ whose dual, in the sense of (2.25), is L△. This is done
in Section 3, where we use a combination of C0-semigroup techniques in ordered
Banach spaces with an Ovcyannikov-type method, which yields the evolution
of quasi-observables in a scale of Banach spaces on a bounded time-interval, see
Theorem 3.4. The main peculiarity of the evolution k0 7→ kt described in The-
orem 4.2 is that the corresponding Banach spaces are of L∞-type, which forced
us to use a combination of C0-semigroups, sun-dual to those from Section 3,
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with Ovcyannikov’s method. In Section 4, in addition to the classical solutions
of the Cauchy problem for correlation functions and quasi-observables, we also
study the dual evolutions defined in (4.22) and (4.23). Similarly to the usual
C0-semigroup framework, we obtain that the classical evolution of correlation
functions coincides with the evolution which is dual to the evolution of quasi-
observables, see Proposition 5.6. The results of Section 4 are used for proving
Theorem 5.4 concerning the dynamics of states. Another ingredient of our study
of the dynamics of states is Lemma 5.1 where the dynamics of local densities
is described. Note that the latter evolution might be extended to the evolution
of states supported on finite configurations, that provides an alternative way of
constructing the evolution γ0 7→ γt mentioned above. The concluding remarks
are presented in Section 6.
In the second part of this work, which will be published as a separate paper,
we perform the following. In the framework of the scaling approach developed
in [15, 17], we pass to the following analog of (1.4)
d
dt
k
(ε)
t,ren = (V + εC)k
(ε)
t,ren, k
(ε)
t,ren|t=0 = r0, (1.8)
where V and C are certain operators such that L∆ = V + C, and the initial
correlation function r0 is such that, for n ∈ N,
r
(n)
0 (x1, . . . , xn) = ̺0(x1) · · · ̺(xn). (1.9)
For the problem (1.8), the statement of Theorem 4.2 holds true for all ε ∈ (0, 1].
Passing to the limit ε→ 0 in the equation above we arrive at
d
dt
rt = V rt, rt|t=0 = r0. (1.10)
For the latter problem, the statement of Theorem 4.2 also holds true, even
without the restriction imposed in (3.12). Next,for the solutions of (1.8) and
(1.10), we prove that k
(ε)
t,ren → rt as ε → 0, which holds uniformly on compact
subsets of the time interval and in the spaces where we solve both problems.
The peculiarity of the equation in (1.10) is such that its solution can be sought
in the product form of (1.9), with the corresponding density ̺t. This leads to
the following equations
d
dt
̺t(x) = −m̺t(x) +
∫
Rd
a+(x, y)̺t(y)dy − ̺t(x)
∫
Rd
a−(x, y)̺t(y)dy, (1.11)
where a± are the same as in (1.6). Then we prove that the above equation has
a unique classical solution in a ball in L∞(Rd) such that rt expressed as the
product of these ̺t is the unique solution of (1.9). We also find some interesting
properties of the solutions of (1.11). Note that a particular case of (1.11) with
a+(x, y) = a−(x, y) = ψ(x− y),
was derived in [12] (a crabgrass model, see also page 1307 in [32]). The front
propagation in the crabgrass model was studied in [36].
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2 The Basic Notions and the Model
2.1 The notions
All the details of the mathematical framework of this paper can be found in
[2, 18, 19, 23, 25, 27, 28, 33]. Recall that we consider an infinite system of point
particles distributed over Rd, d ≥ 1. By B(Rd) and Bb(Rd) we denote the set of
all Borel and all bounded Borel subsets of Rd, respectively.
2.1.1 The configuration spaces
The configuration space Γ has been defined in (1.1). Each γ ∈ Γ can be identified
with the following positive integer-valued Radon measure
γ(dx) =
∑
y∈γ
δy(dx) ∈M(R
d),
where δy is the Dirac measure centered at y, andM(Rd) stands for the set of all
positive Radon measures on B(Rd). This allows us to consider Γ as the subset
of M(Rd), and hence to endow it with the vague topology. By definition, this
is the weakest topology in which all the maps
Γ ∋ γ 7→
∫
Rd
f(x)γ(dx) =
∑
x∈γ
f(x), f ∈ C0(R
d),
are continuous. Here C0(R
d) stands for the set of all continuous functions
f : Rd → R which have compact supports. The vague topology on Γ admits a
metrization which turns it into a complete and separable metric (Polish) space,
see, e.g., Theorem 3.5 in [25]. By B(Γ) we denote the corresponding Borel
σ-algebra.
For n ∈ N0 := N ∪ {0}, the set of n-particle configurations in Rd is
Γ(0) = {∅}, Γ(n) = {η ⊂ X : |η| = n}, n ∈ N.
For n ≥ 2, Γ(n) can be identified with the symmetrization of the set{
(x1, . . . , xn) ∈
(
R
d
)n
: xi 6= xj , for i 6= j
}
,
which allows one to introduce the corresponding topology on Γ(n) and hence
the Borel σ-algebra B(Γ(n)). The set of finite configurations Γ0 is the disjoint
union of Γ(n), that is,
Γ0 =
⊔
n∈N0
Γ(n).
We endow Γ0 with the topology of the disjoint union and hence with the Borel σ-
algebra B(Γ0). Obviously, Γ0 can also be considered as a subset of Γ. However,
the topology just mentioned and that induced on Γ0 from Γ do not coincide.
7
In the sequel, Λ ⊂ Rd will always denote a bounded measurable subset, i.e.,
Λ ∈ Bb(Rd). For such Λ, we set
ΓΛ = {γ ∈ Γ : γ = γ ∩ Λ}.
Clearly, ΓΛ is a measurable subset of Γ0 and the following holds
ΓΛ =
⊔
n∈N0
Γ
(n)
Λ , Γ
(n)
Λ := Γ
(n) ∩ ΓΛ,
which allows one to equip ΓΛ with the topology induced by that of Γ0. Let
B(ΓΛ) be the corresponding Borel σ-algebra. It can be proven, see Lemma 1.1
and Proposition 1.3 in [33], that
B(ΓΛ) = {ΓΛ ∩Υ : Υ ∈ B(Γ)}.
Next, we define the projection
Γ ∋ γ 7→ pΛ(γ) = γΛ := γ ∩ Λ, Λ ∈ Bb(R
d). (2.1)
It is known, cf. page 451 in [2], that B(Γ) is the smallest σ-algebra of subsets
of Γ such that the maps pΛ with all Λ ∈ Bb(Rd) are B(Γ)/B(ΓΛ) measur-
able. This means that (Γ,B(Γ)) is the projective limit of the measurable spaces
(ΓΛ,B(ΓΛ)), Λ ∈ Bb(Rd).
2.1.2 Measures and functions on configuration spaces
The basic examples of measures on Γ and Γ0 are the Poisson measure π and the
Lebesgue–Poisson measure λ, respectively, cf. Section 2.2 in [2].
The image of the Lebesgue product measure dx1dx2 · · · dxn in (Γ(n),B(Γ(n)))
is denoted by σ(n). For κ > 0, the Lebesgue–Poisson measure on (Γ0,B(Γ0)) is
λκ := δ∅ +
∞∑
n=1
κn
n!
σ(n). (2.2)
For Λ ∈ Bb(Rd), the restriction of λκ to ΓΛ will be denoted by λΛκ . However, we
shall drop the superscript if no ambiguity arises. Clearly, λΛκ is a finite measure
on B(ΓΛ) such that λΛκ(ΓΛ) = e
κℓ(Λ), where ℓ(Λ) is the Lebesgue measure of Λ.
Then
πΛ
κ
:= exp(−κℓ(Λ))λΛ
κ
(2.3)
is a probability measure on B(ΓΛ). It can be shown [2] that the family {πΛκ}Λ∈Bb(Rd)
is consistent, and hence there exists a unique probability measure, πκ , on B(Γ)
such that
πΛ
κ
= πκ ◦ p
−1
Λ , Λ ∈ Bb(R
d),
where pΛ is as in (2.1). This πκ is called the Poisson measure with intensity
κ > 0. If κ = 1 we shall drop the subscript and consider the Lebesgue–Poisson
measure λ and the Poisson measure π.
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Now we turn to functions on Γ0 and Γ. In fact, any measurable G : Γ0 →
R is a sequence of measurable symmetric functions G(n) : (Rd)n → R. A
measurable F : Γ → R is called a cylinder function if there exist Λ ∈ Bb(Rd)
and a measurable G : ΓΛ → R such that, cf. (2.1), F (γ) = G(γΛ) for all γ ∈ Γ.
By Fcyl(Γ) we denote the set of all cylinder functions.
A set Υ ∈ B(Γ0) is said to be bounded if
Υ ⊂
N⊔
n=0
Γ
(n)
Λ (2.4)
for some Λ ∈ Bb(R
d) and N ∈ N. By Bbs(Γ0) we denote the set of all bounded
measurable functions G : Γ0 → R, which have bounded supports. That is, each
such G is the zero function on Γ0 \Υ for some bounded Υ. For γ ∈ Γ, by writing
η ⋐ γ we mean that η ⊂ γ and η is finite, i.e., η ∈ Γ0. For G ∈ Bbs(Γ0), we set
(KG)(γ) =
∑
η⋐γ
G(η), γ ∈ Γ. (2.5)
Obviously, K is a linear and positivity preserving map, which maps Bbs(Γ0)
into Fcyl(Γ), see, e.g., [23]. In the sequel, we use the following set
B+bs(Γ0) := {G ∈ Bbs(Γ0) : KG 6≡ 0, (KG)(γ) ≥ 0 for all γ ∈ Γ}. (2.6)
By M1fm(Γ) we denote the set of all probability measures on B(Γ) that have
finite local moments, that is, for which∫
Γ
|γΛ|
nµ(dγ) <∞, for all n ∈ N and Λ ∈ Bb(R
d).
A measure µ ∈ M1fm(Γ) is said to be locally absolutely continuous with respect
to the Poisson measure π if, for every Λ ∈ Bb(Rd), µΛ := µ ◦ p
−1
Λ is absolutely
continuous with respect to πΛ, cf. (2.3). A measure ρ on (Γ0,B(Γ0)) is said to be
locally finite if ρ(Υ) <∞ for every bounded Υ ⊂ Γ0. ByMlf(Γ0) we denote the
set of all such measures. For a bounded Υ ⊂ Γ0, let IΥ be its indicator function.
Then IΥ is in Bbs(Γ0) and hence one can apply (2.5). For µ ∈ M
1
fm(Γ), the
representation
ρµ(Υ) =
∫
Γ
(KIΥ)(γ)µ(dγ) (2.7)
determines a unique measure ρµ ∈Mlf(Γ0)). It is called the correlation measure
for µ. Then (2.7) defines the mapK∗ :M1fm(Γ)→Mlf(Γ0) such thatK
∗µ = ρµ.
In particular, K∗π = λ. It is known, see Proposition 4.14 in [23], that ρµ is
absolutely continuous with respect to λ if µ is locally absolutely continuous with
respect to π. In this case, for any Λ ∈ Bb(R
d), we have that
kµ(η) =
dρµ
dλ
(η) =
∫
ΓΛ
dµΛ
dπΛ
(η ∪ γ)πΛ(dγ) (2.8)
=
∫
ΓΛ
dµΛ
dλΛ
(η ∪ γ)λΛ(dγ). (2.9)
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The Radon–Nikodym derivative kµ is called the correlation function correspond-
ing to the measure µ. In the sequel, we shall tacitly assume that the equalities
or inequalities, like (2.9) or (2.11), hold for λ-almost all η ∈ Γ0. The following
fact is known, see Theorems 6.1 and 6.2 and Remark 6.3 in [23].
Proposition 2.1. Let ρ ∈ Mlf(Γ0) have the following properties:
ρ (∅) = 1,
∫
Γ0
G(η)ρ(dη) ≥ 0 for all G ∈ B+bs(Γ0). (2.10)
Then there exist µ ∈ M1fm(Γ) such that K
∗µ = ρ. Such µ is unique if
dρ
dλ
(η) ≤
∏
x∈η
C(x), η ∈ Γ0, (2.11)
for some locally integrable C : Rd → R+.
Here and below we use the conventions∑
a∈∅
φa := 0,
∏
a∈∅
ψa := 1.
Finally, we mention the following integration rule, see, e.g., [18],∫
Γ0
∑
ξ⊂η
H(ξ, η \ ξ, η)λ(dη) =
∫
Γ0
∫
Γ0
H(ξ, η, η ∪ ξ)λ(dξ)λ(dη), (2.12)
which holds for any appropriate function H if both sides are finite.
2.2 The model
An informal generator corresponding to the model is given in (1.5). The com-
petition and dispersion rates E±(x, γ) are supposed to be additive, and the
corresponding kernels a± are translation invariant, see [5]. In view of the latter
assumption, we write them as
a±(x, y) = a
±(x − y),
and hence, cf. (1.6),
E±(x, γ) =
∑
y∈γ
a±(x− y). (2.13)
We suppose that
a± ∈ L1(Rd) ∩ L∞(Rd), a±(x) = a±(−x) ≥ 0, (2.14)
and thus set
〈a±〉 =
∫
Rd
a±(x)dx, ‖a±‖ = ess sup
x∈Rd
a±(x), (2.15)
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and
E±(η) =
∑
x∈η
E±(x, η \ x) =
∑
x∈η
∑
y∈η\x
a±(x− y), η ∈ Γ0. (2.16)
By (2.14), we have
E±(η) ≤ ‖a±‖|η|2. (2.17)
For the sake of brevity, we also denote
E(η) =
∑
x∈η
(
m+ E−(x, η \ x)
)
= m|η|+ E−(η), (2.18)
where m is the same as in (1.5).
Following the general scheme developed in [26] one constructs the evolution
of correlation functions as a dual evolution to that of quasi-observables, which
are functions G : Γ0 → R. This latter evolution is obtained from the following
Cauchy problem
d
dt
Gt(η) = L̂Gt(η), Gt|t=0 = G0, (2.19)
where
L̂ = K−1LK (2.20)
is the so called symbol of L, which has the form, cf. [18],
L̂ = A+B (2.21)
with
A = A1 +A2 (2.22)
(A1G)(η) = −E(η)G(η), (A2G)(η) =
∫
Rd
E+(y, η)G(η ∪ y)dy, (2.23)
and
B = B1 +B2, (2.24)
(B1G)(η) = −
∑
x∈η
E−(x, η \ x)G(η \ x),
(B2G)(η) =
∫
Rd
∑
x∈η
a+(x, y)G(η \ x ∪ y)dy.
Clearly, the action of L̂ on G ∈ Bbs(Γ0) is well-defined. Its extension to wider
classes of G will be done in Section 3 below.
For a measurable locally integrable function k : Γ0 → R and G ∈ Bbs(Γ0),
we define
〈〈G, k〉〉 =
∫
Γ0
G(η)k(η)λ(dη). (2.25)
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This pairing can be extended to appropriate classes of G and k. Then the
Cauchy problem ‘dual’ to (2.19) takes the form
dkt
dt
= L∆kt, kt|t=0 = k0, (2.26)
where the action of L∆ is obtained by means of (2.12) according to the rule
〈〈L̂G, k〉〉 = 〈〈G,L∆k〉〉,
as well as from (2.25) and (2.21)–(2.24). It thus has the form, cf. [18],
L∆ = A∆ +B∆ (2.27)
with
A∆ = A∆1 +A
∆
2 (2.28)
(A1k)(η) = −E(η)k(η), (A2k)(η) =
∑
x∈η
E+(x, η \ x)k(η \ x),
and
B∆ = B∆1 +B
∆
2 , (2.29)
(B∆1 k)(η) = −
∫
Rd
E−(y, η)k(η ∪ y)dy,
(B∆2 k)(η) =
∫
Rd
∑
x∈η
a+(x− y)k(η \ x ∪ y)dy.
Of course, like L̂ the above introduced L∆ is well-defined only for ‘good enough’
k. In the next sections, we define both operators in the corresponding Banach
spaces.
3 The Evolution of Quasi-observables
3.1 Setting
For α ∈ R and the measure λ as in (2.2), we consider the Banach space
Gα := L
1(Γ0, e
−α|·|dλ), (3.1)
in which the norm is
‖G‖α =
∫
Γ0
|G(η)| exp(−α|η|)λ(dη).
Clearly, ‖G‖α′ ≤ ‖G‖α′′ for α′′ < α′; hence, we have that
Gα′′ →֒ Gα′ , for α
′′ < α′, (3.2)
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where the embedding is dense and continuous. Now we fix α ∈ R and turn to
the definition of L̂ in Gα, see (2.21)–(2.24). Set
D(A1) = {G ∈ Gα : E(·)G(·) ∈ Gα},
D(A2) = {G ∈ Gα : E
+(·)G(·) ∈ Gα},
where E±(η) are as in (2.16). As a multiplication operator, A1 with Dom(A1) =
D(A1) is closed. By (2.12), for an appropriate G, we get
‖A2G‖α ≤
∫
Γ0
∫
Rd
E+(y, η)|G(η ∪ y)|e−α|η|dyλ(dη) (3.3)
= eα
∫
Γ0
|G(η)|e−α|η|
(∑
x∈η
E+(x, η \ x)
)
λ(dη)
= eα‖E+(·)G(·)‖α.
Hence, A2 with Dom(A2) = D(A2) is well-defined. Further, we set
D(B) = {G ∈ Gα : | · |G(·) ∈ Gα}.
Like in (3.3), for an appropriate G, we obtain
‖B1G‖α ≤
∫
Γ0
∑
x∈η
E−(x, η \ x)|G(η \ x)|e−α|η|λ(dη) (3.4)
= e−α
∫
Γ0
(∫
Rd
E−(y, η)dy
)
|G(η)|e−α|η|λ(dη)
= e−α〈a−〉
∫
Γ0
|η||G(η)|e−α|η|λ(dη),
where we have used (2.15). In a similar way, we get
‖B2G‖α ≤ 〈a
+〉
∫
Γ0
|η||G(η)|e−α|η|λ(dη). (3.5)
Thus, the operator B as in (2.24) with Dom(B) = D(B) is also well-defined.
Thereafter, we set
Dom(L̂) = D(A1) ∩ D(A2) ∩ D(B). (3.6)
For κ > 0 and any η ∈ Γ0, we have that
|η|e−κ|η| ≤
1
eκ
, |η|2e−κ|η| ≤
(
2
eκ
)2
. (3.7)
Then by (3.4) and (3.5)
‖BG‖α ≤
〈a+〉+ 〈a−〉e−α
e(α− α′)
‖G‖α′ , (3.8)
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which holds for any α′ < α. By the second estimate in (3.7), and by (2.17) and
(2.18), we also get
ess sup
η∈Γ0
E(η) exp(−κ|η|) ≤M ′/κ2, ess sup
η∈Γ0
E+(η) exp(−κ|η|) ≤M ′′/κ2,
(3.9)
which holds for any κ > 0 and some positiveM ′ andM ′′. Thus, we have proven
the following
Lemma 3.1. For each α′ < α, the expressions (2.21)–(2.24) define a bounded
linear operator acting from Gα′ into Gα, which we also denote by L̂, such that
the corresponding operator norm obeys the estimate
‖L̂‖α′α ≤M/(α− α
′)2, (3.10)
for some M > 0. Furthermore, the same expressions and (3.6) define an un-
bounded operator on Gα such that, for any α′ < α,
Gα′ ⊂ Dom(L̂). (3.11)
Definition 3.2. By a classical solution of the problem (2.19), in the space
Gα and on the time interval [0, T ), we understand a map [0, T ) ∋ t 7→ Gt ∈
Dom(L̂) ⊂ Gα, continuous on [0, T ) and continuously differentiable on (0, T ),
such that (2.19) is satisfied for t ∈ [0, T ).
Remark 3.3. In view of (3.11), the condition Gt ∈ Dom(L̂) can be verified by
showing that the solution Gt belongs to Gαt for some αt < α.
3.2 The statement
The basic assumption regarding the model properties which we need is the
following: there exists θ > 0 such that, for almost all x ∈ Rd,
a+(x) ≤ θa−(x). (3.12)
For α∗ ∈ R and α∗ < α∗, we set
T∗ =
α∗ − α∗
〈a+〉+ 〈a−〉e−α∗
. (3.13)
Theorem 3.4. Let (3.12) be satisfied. Then, for every α∗ ∈ R such that
eα
∗
θ < 1, (3.14)
and any α∗ < α
∗, the problem (2.19) with G0 ∈ Gα∗ has a unique classical
solution in Gα∗ on the time interval [0, T∗) with T∗ given in (3.13).
The main idea of the proof is to obtain the solution as the limit in Gα∗ of
the sequence {G
(n)
t }n∈N0 which we obtain recursively by solving the following
Cauchy problems
d
dt
G
(n)
t = AG
(n)
t +BG
(n−1)
t , G
(n)
t |t=0 = G0, n ∈ N, (3.15)
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and
d
dt
G
(0)
t = AG
(0)
t , G
(0)
t |t=0 = G0, (3.16)
where A and B are given in (2.22) and (2.24), respectively. The reason to split L̂
as in (2.21) is the following. In view of (3.8), B acts continuously from a smaller
Gα′′ into a bigger Gα′ , cf. (3.2). The fact that the denominator in (3.8) contains
the difference α−α′ in the power one allows for employing Ovcyannikov’s type
arguments, see, e.g., [42]. However, this is true only for B but not for A, cf. (3.9)
and (3.10). In Lemma 3.6 below, we prove that under the assumption (3.14)
A is the generator of a substochastic analytic semigroup5. Combining these
facts and employing standard results of the theory of inhomogeneous differential
equations in Banach spaces, we prove the existence of G
(n)
t , n ∈ N0, and then
the convergence G
(n)
t → Gt. The uniqueness is proven by showing that the only
classical solution of the problem (2.19) with the zero initial condition is Gt ≡ 0.
In the proof of Lemma 3.6 below we employ the perturbation theory for
positive semigroups of operators in ordered Banach spaces developed in [41].
Prior to stating this lemma we present the relevant fragments of this theory in
the special case of spaces of integrable functions. Let E be a measurable space
with a σ-finite measure ν, and X := L1 (E → R, dν) be the Banach space of
ν-integrable real-valued functions on X with norm ‖·‖. Let X+ be the cone
in X consisting of all ν-a.e. nonnegative functions on E. Clearly, ‖f + g‖ =
‖f‖ + ‖g‖ for any f, g ∈ X+, and this cone is generating, that is, X = X+ −
X+. Recall that a C0-semigroup {S(t)}t≥0 of bounded linear operators on X
is called positive if S(t)f ∈ X+ for all f ∈ X+. A positive semigroup is called
substochastic (corr., stochastic) if ‖S(t)f‖ ≤ ‖f‖ (corr., ‖S(t)f‖ = ‖f‖) for
all f ∈ X+. Let (A0, D(A0)) be the generator of a positive C0 -semigroup
{S0 (t)}t≥0 on X . Set D+(A0) = D(A0)∩X+. Then D(A0) is dense in X , and
D+(A0) is dense in X
+. Let P : D(A0) → X be a positive linear operator,
namely, Pf ∈ X+ for all f ∈ D+(A0). The next statement is an adaptation of
Theorem 2.2 in [41].
Proposition 3.5. Suppose that, for any f ∈ D+(A0),∫
E
(
(A0 + P )f
)
(x) ν (dx) ≤ 0. (3.17)
Then, for all r ∈ [0, 1), the operator
(
A0 + rP,D(A0)
)
is the generator of a
substochastic C0-semigroup in X.
Now we apply Proposition 3.5 to the operator (2.22).
Lemma 3.6. Let θ and α∗ be as in (3.12) and (3.14). Then, for any α ≤ α∗,
the operator A given by (2.22) with Dom(A) = D(A1), is the generator of a
substochastic analytic semigroup {S(t)}t≥0 in Gα.
5Which is the only reason for imposing (3.14).
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Proof. We apply Proposition 3.5 with E = Γ0, X = Gα as in (3.1), and A0 = A1.
For r > 0 and A2 as in (2.23), we set P = r
−1A2. The cone G+α contains all
positive elements of Gα. For such A0 and P , and for G ∈ G+α ∩ D(A1), the
left-hand side of (3.17) takes the form, cf. (3.3),
−
∫
Γ0
E(η)G(η) exp(−α|η|)λ(dη)
+r−1
∫
Γ0
∫
Rd
E+(y, η)G(η ∪ y) exp(−α|η|)dyλ(dη)
=
∫
Γ0
(
−E(η) + r−1eαE+(η)
)
G(η) exp(−α|η|)λ(dη).
For a fixed α ≤ α∗, pick r ∈ (0, 1) such that r−1eαθ < 1, cf. (3.14). Then, for
such α and r, we have∫
Γ0
(
−E(η) + r−1eαE+(η)
)
G(η) exp(−α|η|)λ(dη) ≤ 0,
which holds in view of (3.12) and (2.16), (2.18). By (3.3) and (3.12), we have
‖A2G‖α ≤ e
αθ‖A1G‖α. (3.18)
This means that r−1A2 : D(A1) → Gα. Since r−1A2 is a positive operator,
cf. (2.23), by Proposition 3.5 we have that A = A1 + A2 = A1 + r(r
−1A2)
generates a substochastic semigroup {S(t)}t≥0. Let us prove that this semigroup
is analytic.
For an appropriate ζ ∈ C and the resolvents of A and A1, we have
R(ζ, A) = R(ζ, A1)
∞∑
n=0
Qn(ζ), Q(ζ) := A2R(ζ, A1). (3.19)
For G ∈ Gα,
(Q(ζ)G)(η) =
∫
Rd
E+(y, η)
ζ + E(η ∪ y)
G(η ∪ y)dy.
Thus, for Re ζ =: σ > 0, by (2.12) we obtain
‖(Q(ζ)G)‖α ≤
∫
Γ0
∫
Rd
E+(y, η)
σ + E(η ∪ y)
|G(η ∪ y)| exp(−α|η|)dyλ(dη)
=
∫
Γ0
|G(η)|
σ + E(η)
exp(−α|η|+ α)
(∑
x∈η
E+(x, η \ x)
)
λ(dη)
≤ θeα
∫
Γ0
|G(η)|
σ + E(η)
E(η) exp(−α|η|)λ(dη)
≤ θeα‖G‖α,
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where we have taken into account (2.16) and (3.12). Note that the latter esti-
mate is uniform in ζ. We use it in (3.19) and obtain
‖R(ζ, A)‖ ≤
1
1− θeα
‖R(ζ, A1)‖. (3.20)
For ζ = σ + iτ with σ > 0 and τ 6= 0, readily ‖R(ζ, A1)G‖α ≤ |τ |−1‖G‖α.
Employing this estimate and (3.20) we get
‖R(σ + iτ, A)‖ ≤
1
|τ |(1 − θeα)
.
Then we apply Theorem 4.6 of [14] page 101, and obtain the analyticity of
{S(t)}t≥0, which completes the proof.
As a corollary, we immediately get the solution of the problem (3.16) in the
form
G
(0)
t = S(t)G0, t ≥ 0,
from which we see that G
(0)
t ∈ Gα∗ since G0 ∈ Gα∗ , and the map t 7→ G
(0)
t is
continuously differentiable on (0,+∞).
Proof of Theorem 3.4. Let α∗ and α
∗ be as in the statement of the theorem, and
then let T∗ be as in (3.13). Now we fix n ∈ N in (3.15) and take α ∈ (α∗, α∗).
Set
T =
α− α∗
α∗ − α∗
T∗, ǫ = (α − α∗)/n, αl = α∗ + lǫ, l = 0, . . . , n. (3.21)
By (3.8), we have
‖B‖αl−1αl ≤
n
eT
, l = 1, . . . , n, (3.22)
where ‖B‖αl−1αl stands for the norm in the space of all bounded linear operators
from Gαl−1 to Gαl . For l = 1, . . . , n, let us consider the Cauchy problem (3.15)
in Gαl , i.e.,
d
dt
G
(l)
t = AG
(l)
t +BG
(l−1)
t , G
(l)
t |t=0 = G0. (3.23)
Assume that G
(l−1)
t ∈ Gαl−1 is continuously differentiable on (0,+∞). Note
that this assumption holds true for l = 1. Then, by (3.22), BG
(l−1)
t ∈ Gαl is
continuously differentiable, and hence locally Ho¨lder continuous on (0,+∞) and
integrable on [0, τ ], for any τ > 0. By our Lemma 3.6 and Corollary 3.3, page
113 in [34], this yields that the problem (3.23) on the time interval [0,+∞) has
a unique classical solution in Gαl , given by the formula
G
(l)
t = S(t)G0 +
∫ t
0
S(t− s)BG(l−1)s ds. (3.24)
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By the very definition of a classical solution, it is continuously differentiable on
(0,+∞), and hence we can proceed until l = n. Reiterating (3.24) we obtain
G
(n)
t = S(t)G0 +
n∑
l=1
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
S(t− t1)B (3.25)
×S(t1 − t2)B · · ·S(tl−1 − tl)BS(tl)G0dt1 · · · dtl.
Note that G
(n)
t ∈ Gα and α = αn, α∗ = α0, see (3.21). From the latter
representation we readily obtain
‖G
(n)
t −G
(n−1)
t ‖αn ≤ ‖G0‖α∗
∫ t
0
∫ t1
0
· · ·
∫ tn−1
0
‖B‖α0α1 (3.26)
×‖B‖α1α2 · · · ‖B‖αn−1αndt1 · · · dtn
≤
1
n!
(n
e
)n( t
T
)n
‖G0‖α∗ ,
where we have used (3.22) and the fact that ‖S(t)‖ ≤ 1 for all t ≥ 0, see
Lemma 3.6. For any t ∈ [0, T ), the right-hand side of the latter estimate is
summable in n; hence, {G
(n)
t }n∈N0 is a Cauchy sequence in Gα. Its limit Gt is
an analytic function of t on the disc {t ∈ C : |t| < T }, and thus is continuously
differentiable there. Since Gt ∈ Gα, we have
Gt ∈ Dom(L̂) ⊂ Gα∗ ,
see (3.6), (3.11), and also (3.18). For any α′ ∈ (α, α∗], by (3.15) the sequence
{dG
(n)
t /dt}n∈N0 converges in Gα′ to L̂Gt, where we consider L̂ as a bounded
operator from Gα to Gα′ , cf. Lemma 3.1. Thus, Gt is a classical solution of
(2.19).
Now we prove the stated uniqueness. Let G˜t ∈ Gα∗ be another solution of
the problem (2.19) with the same initial G0 ∈ Gα∗ , which has the properties
stated in the theorem, i.e., which exists for every α∗ > α∗ on the corresponding
time interval. Then, as above, one can show that G˜t is analytic at t = 0, and
dn
dtn
G˜t|t=0 =
dn
dtn
Gt|t=0 = L̂
nG0 ∈ Gα∗ ,
where L̂n is considered as a bounded operator from Gα∗ to Gα∗ , the norm of
which can be estimated by (3.10). Since the above holds for all n ∈ N, both
solutions G˜t and Gt coincide.
Remark 3.7. From the proof given above one readily concludes that the evolu-
tion described by the problem (2.19) takes place in the scale of spaces {Gα}α∈[α∗,α∗]
in the following sense. For every t ∈ (0, T+), there exists αt ∈ (α∗, α∗) such that
the solution Gt lies in Gαt ⊂ Gα∗ .
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4 The Evolution of Correlation Functions
4.1 Setting
For the Banach space Gα (3.1), the dual space with respect to (2.25) is
Kα = {k : Γ0 → R : ‖k‖α <∞}, (4.1)
with the norm, see (2.25),
‖k‖α = ess sup
η∈Γ0
|k(η)| exp(α|η|). (4.2)
For α′′ < α′, we have ‖k‖α′′ ≤ ‖k‖α′ ; and hence, cf. (3.2),
Kα′ →֒ Kα′′ , for α
′′ < α′. (4.3)
The above embedding is continuous but not dense. In the sequel, we always
suppose that (3.12) and (3.14) hold, and tacitly assume that α < α∗ for each α
we are dealing with. Let A be defined on Gα by (2.22), and let A∗ be its adjoint
in Kα with
Dom(A∗) =
{
k ∈ Kα : ∃k˜ ∈ Kα ∀G ∈ D(A) 〈〈AG, k〉〉 = 〈〈G, k˜〉〉
}
.
Then, for A∗ and A∆ defined by (2.28), we have
A∗k = A∆k = A∆1 k +A
∆
2 k,
which holds for all k ∈ Kα such that both A∆1 and A
∆
2 map into Kα. Let Qα
stand for the closure of Dom(A∗) in ‖ · ‖α. Then, cf. (3.11),
Qα := Dom(A∗) ⊃ Dom(A
∗) ⊃ Kα′ , for any α
′ > α. (4.4)
The latter inclusion in (4.4) follows from (3.9) and the next obvious estimates:
‖A∆1 k‖α ≤ ‖k‖α′ ess sup
η∈Γ0
E(η) exp (−(α′ − α)|η|) , (4.5)
‖A∆2 k‖α ≤ ess sup
η∈Γ0
eα|η|
∑
x∈η
E+(x, η \ x)|k(η \ x)|
≤ ‖k‖α′e
α′ ess sup
η∈Γ0
E+(η) exp (−(α′ − α)|η|) .
Noteworthy, Qα is a proper subspace of Kα.
Let {S(t)}t≥0 be the semigroup as in Lemma 3.6. For every t > 0, let
S⊙(t) denote the restriction of S(t)∗ to Qα. Since {S(t)}t≥0 is the semigroup
of contractions, for k ∈ Qα we have that, for all t ≥ 0,
‖S⊙(t)k‖α = ‖S
∗(t)k‖α ≤ ‖k‖α. (4.6)
For any α′ > α and t ≥ 0, in view of (4.3) we can consider S⊙(t) as a bounded
operator from Kα′ to Kα, for which by (4.6) we have
‖S⊙(t)‖α′α ≤ 1, t ≥ 0. (4.7)
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Proposition 4.1. For every α′ > α and any k ∈ Kα′ , the map
[0,+∞) ∋ t 7→ S⊙(t)k ∈ Kα
is continuous.
Proof. By Theorem 10.4, page 39 in [34], the collection {S⊙(t)}t≥0 constitutes a
C0-semigroup onQα, which in view of (4.4) yields the continuity in question.
By Theorem 10.4, page 39 in [34], the generator of the semigroup {S⊙(t)}t≥0
is the part of A∗ in Qα, which we denote by A⊙. Hence, by Definition 10.3,
page 39 in [34], A⊙ is the restriction of A∗ to the set
Dom(A⊙) := {k ∈ Dom(A∗) : A∗k ∈ Qα}. (4.8)
For α′ > α, we take α′′ ∈ (α, α′) and obtain by (4.5) that
A∗ : Kα′ → Kα′′ .
Hence, for any α′ > α,
Dom(A⊙) ⊃ Kα′ . (4.9)
We recall that each k may be identified with a sequence {k(n)}n∈N0 of symmetric
k(n) ∈ L∞
(
(Rd)n
)
, k(0) ∈ R. Put q(n) = ‖k(n)‖L∞(Rnd), q
(0) = |k(0)|. Then
(4.2) can be rewritten in the form
‖k‖α = sup
n∈N0
q(n)enα.
Set, cf. (2.29),
D(B∆) = {k ∈ Kα : sup
n∈N0
nq(n)eαn <∞}.
Then, see (2.13),
‖B∆1 k‖α ≤ sup
n∈N0
q(n+1)eαn sup
η∈Γ(n)
∫
Rd
E−(y, η)dy
= 〈a−〉 sup
n∈N0
nq(n+1)eαn ≤ e−α〈a−〉 sup
n∈N0
nq(n)eαn.
‖B∆2 k‖α can be estimated in the same way, which then yields
‖B∆k‖α ≤
(
〈a+〉+ 〈a−〉e−α
)
sup
n∈N0
nq(n)eαn. (4.10)
Hence, B∆ maps D(B∆) into Kα. Let (B
∗,Dom(B∗)) be the adjoint operator
to (B,Dom(B)). Then B∗k = B∆k for k ∈ D(B∆), and
Dom(B∗) ⊃ D(B∆) ⊃ Kα′ , for any α
′ > α. (4.11)
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The latter inclusion follows from the estimate, cf. (3.8) and (3.22),
‖B∗‖α′α ≤
〈a+〉+ 〈a−〉e−α
e(α′ − α)
, (4.12)
which can easily be obtained from (4.10). Now we can define L∆ as an operator
in Kα. Namely, we set
L∆ = A⊙ +B∆, (4.13)
Dom(L∆) = Dom(A⊙) ∩ D(B∆).
By (4.9) and (4.11), for any α′ > α we have
Dom(L∆) ⊃ Kα′ .
4.2 The statement
Theorem 4.2. Let θ, α∗, α
∗, and T∗ be as in Theorem 3.4. Then for every
k0 ∈ Kα∗ , the problem (2.26) has a unique classical solution in Kα∗ on the time
interval [0, T∗).
Proof. Let k0 ∈ Kα∗ , α ∈ (α∗, α∗), n ∈ N, and l = 1, . . . , n be fixed. Consider
Kl(t, t1, . . . , tl) := S
⊙(t− t1)B
∗S⊙(t1 − t2)B
∗ · · ·S⊙(tl−1 − tl)B
∗S⊙(tl)k0,
(4.14)
where the arguments (t, t1, . . . , tl) belong to the set
Tl := {(t, t1, . . . , tl) : 0 ≤ tl ≤ · · · ≤ t1 ≤ t}. (4.15)
In (4.14), we mean that the operators act in the following spaces, cf. (4.7),
S⊙(tl) : Kα0 → Kα1 , S
⊙(tl−s − tl−s+1) : Kα2s → Kα2s+1 , s = 1, . . . , l,
and, cf. (4.12),
B∗ : Kα2s−1 → Kα2s , s = 1, . . . , l. (4.16)
Here, for a positive δ < α∗ − α, we set
α2s = α
∗ −
s
l + 1
δ − sǫ, ǫ = (α∗ − α− δ)/l, (4.17)
α2s+1 = α
∗ −
s+ 1
l + 1
δ − sǫ, s = 0, 1, . . . , l.
Note that α0 = α
∗ and α2l+1 = α, and hence Kl(t, t1, . . . , tl) ∈ Kα. In view of
Proposition 4.1 and (4.12), Kl is a continuous function of each of its variables on
(4.15). Furthermore, it is differentiable in t ∈ (0,+∞) in everyKα′ , α′ ∈ (α∗, α),
and the following holds, cf. (4.8) and (4.9),
d
dt
Kl(t, t1, . . . , tl) = A
⊙Kl(t, t1, . . . , tl).
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Now we set
k
(n)
t = S
⊙(t)k0 +
n∑
l=1
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
Kl(t, t1, . . . , tl)dt1 · · · dtl. (4.18)
For
Tδ :=
α∗ − α− δ
α∗ − α∗
T∗, (4.19)
the function [0, Tδ) ∋ t 7→ k
(n)
t ∈ Kα is continuous, whereas (0, Tδ) ∋ t 7→ k
(n)
t ∈
Kα′ is differentiable, and the following holds, cf. (3.23),
d
dt
k
(n)
t = A
⊙k
(n)
t +B
∗k
(n−1)
t , k
(n)
t |t=0 = k0. (4.20)
For T < T∗, let us show that there exists α ∈ (α∗, α∗) such that the sequence
{k
(n)
t }n∈N converges in Kα uniformly on [0, T ]. For this T , we pick α ∈ (α∗, α
∗)
and a positive δ < α∗ − α such that also T < Tδ, see (4.19). As in (3.26), for
t ∈ [0, T ] we get
‖k
(n)
t − k
(n−1)
t ‖α ≤
∫ t
0
∫ t1
0
· · ·
∫ tn−1
0
‖Kn(t, t1, . . . , tn)‖αdt1 · · · dtn
≤
T n
n!
‖k0‖α∗
n∏
s=1
‖B∗‖α2s−1α2s ,
where we have taken into account (4.7) and (4.16), (4.17) with l = n. Then by
means of (4.12) we obtain
‖k
(n)
t − k
(n−1)
t ‖α ≤
T n
n!
(n
e
)n( α∗ − α∗
(α∗ − α− δ)T∗
)n
‖k0‖α∗ (4.21)
=
1
n!
(n
e
)n( T
Tδ
)n
‖k0‖α∗ ,
which certainly yields the convergence to be proven. Now we take α′ ∈ [α∗, α)
and obtain the convergence of both sides of (4.20) in Kα′ where both operators
are considered as bounded operators acting from Kα to Kα′ , see (4.7) and (4.12).
This yields that the limit kt ∈ Kα∗ of the sequence {k
(n)
t }n∈N solves (2.26) with
L∆ given by (4.13).
Remark 4.3. From the proof given above one concludes that the evolution de-
scribed by the problem (2.26) takes place in the scale of spaces {Kα}α∈[α∗,α∗]
in the sense that, for every t ∈ (0, T∗), there exists αt ∈ (α∗, α∗) such that the
solution kt lies in Kαt ⊂ Kα∗ .
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4.3 The dual evolutions
Recall that the duality between correlation functions and quasi-observables is
established by the relation (2.25).
Definition 4.4. Let α∗, α
∗, T∗ be as in Theorem 3.4, and for G0 ∈ Gα∗ , let Gt
be the solution of the problem (2.19). For a given k0 ∈ Kα∗ , the dual evolution
k0 7→ kDt is the weak
∗-continuous map [0, T∗) ∋ t 7→ kDt ∈ Kα∗ such that, for
every t ∈ [0, T∗), the following holds
〈〈Gt, k0〉〉 = 〈〈G0, k
D
t 〉〉. (4.22)
Likewise, for k0 ∈ Kα∗ , let kt be the solution of the problem (2.26), see The-
orem 4.2. For a given G0 ∈ Gα∗ , the dual evolution G0 7→ G
D
t is the weak-
continuous map [0, T∗) ∋ t 7→ GDt ∈ Gα∗ such that, for every t ∈ [0, T∗), the
following holds
〈〈G0, kt〉〉 = 〈〈G
D
t , k0〉〉. (4.23)
Note that the solution of (2.26) need not coincide with kDt , and similarly, the
solution of (2.19) need not be the same as GDt . It is even not obvious whether
such dual evolutions exist since the topological dual to Kα is not Gα.
Theorem 4.5. For any G0 ∈ Gα∗ and any k0 ∈ Kα∗ , the dual evolutions
k0 7→ kDt and G0 7→ G
D
t exist and are norm-continuous.
Proof. First we prove the existence of kDt . For a given k0 ∈ Kα∗ and a fixed
n ∈ N, let α, δ, and l be as in the proof of Theorem 4.2. Set
KDl (t, t1, . . . , tl) := S
⊙(tl)B
∗S⊙(tl−1 − tl)B
∗ · · ·S⊙(t1 − t2)B
∗ (4.24)
×S⊙(t− t1)k0,
where the above operators act in the following spaces
S⊙(ts − ts+1) : Kα2s → Kα2s+1 , s = 0, 1, . . . , l − 1,
S⊙(t− t1) : Kα0 → Kα1 , S
⊙(tl) : Kα2l → Kα2l+1 ,
and B∗ act as in (4.16). The numbers αs are given by (4.17). Then we set, cf.
(4.18),
kD,nt = S
⊙(t)k0 +
n∑
l=1
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
KDl (t, t1, . . . , tl)dt1 · · · dtl. (4.25)
Exactly as in the proof of Theorem 4.2 we obtain, cf. (4.21),
‖kD,nt − k
D,n−1
t ‖α ≤
1
n!
(n
e
)n( T
Tδ
)n
‖k0‖α∗
which yields that the sequence {kD,nt }n∈N converges in Kα uniformly on [0, T ].
Hence its limit, which we denote by kDt , is a norm-continuous function from
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[0, T∗) to Kα, and Kα →֒ Kα∗ . Note that k
D
t ∈ Kαt where αt ∈ (α∗, α
∗), cf.
Remark 4.3.
For every G ∈ Gα∗ , the map Kα∗ ∋ k 7→ 〈〈G, k〉〉 ∈ R is continuous. Since
each KDl in (4.25) is in Kα∗ , we have, cf. (4.24),〈〈
G0,
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
KDl (t, t1, . . . , tl)dt1 · · · dtl
〉〉
(4.26)
=
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
〈〈G0,K
D
l (t, t1, . . . , tl)〉〉dt1 · · · dtl
=
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
〈〈S(t− t1)BS(t1 − t2)B
× · · · × S(tl−1 − tl)BS(tl)G0, k0〉〉dt1 · · · dtl.
Thereafter, by (4.25) we obtain, cf. (3.25),
〈〈G0, k
D,n
t 〉〉 = 〈〈G
(n)
t , k0〉〉,
which holds for all t ∈ [0, T∗) and n ∈ N. Passing here to the limit n→∞ and
taking into account the norm convergences G
(n)
t → Gt, see Theorem 3.4, and
kD,nt → k
D
t established above, we arrive at (4.22).
To prove (4.23), for t ∈ [0, T∗) and n ∈ N, we consider, cf. (4.24),
GD,nt = S(t)G0 +
n∑
l=1
∫ t
0
∫ t1
0
· · ·
∫ tl−1
0
S(tl)B
×S(tl−1 − tl)B · · ·S(t1 − t2)BS(t− t1)G0dt1 · · · dtl.
As in the proof of Theorem 3.4, we show that the sequence of GD,nt , n ∈ N,
converges in Gα∗ , uniformly on compact subsets of [0, T∗). Let GDt be its limit.
By the very construction, and due to the possibility of interchanging the inte-
grations as in (4.26), we get
〈〈GD,nt , k0〉〉 = 〈〈G0, k
(n)
t 〉〉,
where k
(n)
t is the same as in (4.18). Passing here to the limit n→∞ we arrive
at (4.23).
Remark 4.6. As in Remark 4.3, from the above proof we conclude that, for each
t ∈ (0, T∗), there exists αt ∈ (α∗, α
∗) such that GDt ∈ Gαt ⊂ Gα∗ .
5 The Evolution of States
Theorem 4.2 does not ensure that the solutions kt are correlation functions.
Below we prove this holds under the condition (5.11). Recall that we also
assume (3.12).
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5.1 The evolution of local densities
Let a measure µ ∈M1fm(Γ) be locally absolutely continuous with respect to the
Poisson measure π. In that, for each Λ ∈ Bb(Rd), the projection µΛ is absolutely
continuous with respect to πΛ, and hence to λΛ, cf. (2.3). Consider
RΛ(η) := IΓΛ(η)
dµΛ
dλΛ
(η), η ∈ Γ0. (5.1)
Clearly, RΛ is a positive element of the Banach space L1(Γ0, dλ) of unit norm.
We call it a local density. The measure µ is characterized by the correlation
measure (2.7), and thus by the correlation function (2.8) which can be written
in the form (2.9), cf. Proposition 4.2 in [23],
kΛ(η) = k(η)IΓΛ(η) =
∫
Γ0
RΛ(η ∪ ξ)λ(dξ), η ∈ Γ0. (5.2)
Note that kΛ = kΛIΓΛ .
As in [24], we say that a probability measure µ on B(Γ) obeys Dobrushin’s
exponential bound with a given α > 0, if for any Λ ∈ Bb(Rd), there exists
CΛ > 0 such that ∫
ΓΛ
exp(α|η|)µΛ(dη) ≤ CΛ. (5.3)
For α > 0, we set
bα(η) = exp(α|η|), η ∈ Γ0. (5.4)
Clearly, if µ obeys (5.3) with a given α > 0, then, for all Λ ∈ Bb(Rd),
RΛ ∈ Rα := L
1(Γ0, bαdλ). (5.5)
In this subsection, we study the evolution of local densities in the space Rα.
As was mentioned above, we cannot define L as given in (1.5) on any space
of functions F : Γ → R. However, it is possible to do in the case of bounded
measurable functions F : Γ0 → R, i.e., on the space L∞(Γ0, dλ). Set
Ξ(η) = E(η) + 〈a+〉|η|, η ∈ Γ0. (5.6)
Then we rewrite (1.5) in the following form
(LF )(η) = −Ξ(η)F (η) +
∑
x∈η
(
m+ E−(x, η \ x)
)
F (η \ x)
+
∫
Rd
E+ (x, η)F (η ∪ x) dx, η ∈ Γ0. (5.7)
Let R ∈ L1 (Γ0, dλ) be such that ΞR ∈ L1 (Γ0, dλ). For such R and for any
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F ∈ L∞ (Γ0, dλ), by (2.12) we get∫
Γ0
(LF ) (η)R (η) dλ (η) = −
∫
Γ0
Ξ (η)F (η)R (η) dλ (η)
+
∫
Γ0
∫
Rd
(
m+ E−(x, η)
)
F (η)R (η ∪ x) dxdλ (η)
+
∫
Γ0
∑
x∈η
E+ (x, η \ x)F (η)R (η \ x) dλ (η) .
Next, we define the following operator in L1(Γ0, dλ)
(L†R)(η) = (A0R)(η) + (BR)(η) := −Ξ(η)R(η) (5.8)
+
∫
Rd
(m+ E−(y, η))R(η ∪ y)dy +
∑
x∈η
E+(x, η \ x)R(η \ x),
with
Dom(L†) =
{
R ∈ L1(Γ0, dλ) : ΞR ∈ L
1(Γ0, dλ)
}
. (5.9)
Then, for any F ∈ L∞(Γ0, dλ), we have∫
Γ0
LF ·Rdλ =
∫
Γ0
F · L†Rdλ. (5.10)
Lemma 5.1. Suppose that the following condition be satisfied
m > 〈a+〉. (5.11)
Then the closure of L† given in (5.8) and (5.9) is the generator of a stochastic
C0-semigroup {S†(t)}t≥0 of bounded linear operators in L1(Γ0, dλ), which leave
invariant each Rα with α ≤ logm−log〈a+〉. Moreover, the restrictions S†α(t) :=
S†(t)|Rα , t ≥ 0, constitute a positive C0-semigroup in Rα, the generator L
†
α of
which is the restriction of
(
L†,Dom(L†)
)
.
As in Section 3, we employ the perturbation theory for positive semigroups
developed in [41]. To proceed further, we need some facts in addition to those
preceding Proposition 3.5. Recall that X stands for L1(E, dν).
Let ρ ∈ L1loc(E, dν) be such that p := ess infx∈E ρ(x) > 0. We consider
the Banach Xρ := L
1 (E, ρ dν) with norm ‖·‖ρ. Clearly, Xρ →֒ X , where
the embedding is dense and continuous. The latter follows from the fact that
‖f‖ ≤ p−1 ‖f‖ρ for all f ∈ Xρ. Next, for X
+
ρ := Xρ ∩X
+ we have that X+ρ is
dense in X+ and Xρ = X
+
ρ −X
+
ρ . Note that, ‖f + g‖ρ = ‖f‖ρ + ‖g‖ρ for any
f, g ∈ X+ρ .
Let (A0, D(A0)) be the generator of a positive C0-semigroup {S0(t)}t≥0 of
contractions on X . Then we set Sˇ0 (t) = S0(t)|Xρ , t ≥ 0, and assume that the
following holds:
(a) The operators S0 (t), t ≥ 0, leave Xρ invariant.
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(b) {Sˇ0 (t)}t≥0 is a C0-semigroup on Xρ.
By Proposition II.2.3 of [14], the generator Aˇ0 of the semigroup {Sˇ0 (t)}t≥0 is
the part of A0. Namely, Aˇ0f = A0f on the domain
D(Aˇ0) = {f ∈ D (A0) ∩Xρ : A0f ∈ Xρ} .
Set D+(Aˇ0) = D(Aˇ0) ∩X+ρ . The next statement is an adaptation of Proposi-
tion 2.6 and Theorem 2.7 of [41].
Proposition 5.2. Let conditions (a) and (b) above hold, and −A0 be a positive
linear operator in X. Suppose also that, cf. (3.17),∫
E
(
(A0 + P )f
)
(x) ν (dx) = 0,
where P is such that P
(
D(Aˇ0)
)
⊂ Xρ. Finally, assume that there exist c >
0, ε > 0 such that, for all f ∈ D+(Aˇ0), the following estimate holds∫
E
(
(A0 + P ) f
)
(x) ρ (x) ν (dx) ≤ c
∫
E
f (x) ρ (x) ν (dx) + ε
∫
E
(A0f (x)) ν (dx) .
Then the closure
(
A,D(A)
)
of the operator
(
A0 + P,D (A0)
)
is the generator
of a stochastic semigroup {S (t)}t≥0 on X. This semigroup leaves the space
Xρ invariant and induces a positive C0-semigroup, Sˇ (t), on Xρ with generator(
Aˇ,D(Aˇ)
)
, which is the restriction of
(
A0 + P,D (A0)
)
on Xρ. Moreover, the
operator
(
A,D(A)
)
is the closure of
(
Aˇ,D(Aˇ)
)
in X.
We shall use the version of Proposition 5.2 in which A0 is a multiplication
operator. Let a : E → R+ be a measurable nonnegative function on E. Set
(A0f) (x) = −a (x) f (x) , x ∈ E, D (A0) := {f ∈ X : af ∈ X} .
Clearly, −A0 is a positive operator in X . Then, by, e.g., Lemma II.2.9 in [14],(
A0, D (A0)
)
is the generator of the C0-semigroup composed by the (positive)
multiplication operators S0 (t) = exp {−ta (x)}, t ≥ 0. For any f ∈ Xρ, we have
‖S0(t)f‖ρ ≤ ‖f‖ρ; hence, S0 (t) leaves Xρ invariant. By, e.g., Proposition I.4.12
and Lemma II.2.9 in [14], the restrictions Sˇ0 (t) := S0(t)|Xρ , t ≥ 0, constitute a
C0-semigroup in Xρ with generator Aˇ0 which acts as Aˇ0f = A0f on the domain
D(Aˇ0) = {f ∈ Xρ : af ∈ Xρ} ⊂ D (A0) .
Lemma 5.3. Let P : D(A0)→ X be a positive linear operator such that∫
E
(Pf) (x) ν (dx) =
∫
E
a (x) f (x) ν (dx) , f ∈ D+(A0).
Suppose also that there exist c > 0, ε > 0 such that, for all f ∈ D+(Aˇ0), the
following holds∫
E
(Pf) (x) ρ (x) ν (dx) ≤
∫
E
(c+ a (x)) f (x) ρ (x) ν (dx)
− ε
∫
E
a (x) f (x) ν (dx) . (5.12)
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Then the statements of Proposition 5.2 hold.
Proof. To apply Proposition 5.2 we should only show that P
(
D(Aˇ0)
)
⊂ Xρ.
Let us show that it follows from (5.12). Indeed, for f ∈ D(Aˇ0), we have that
both f and af are in Xρ. Set f
+ = max {f ; 0}, f− = −min {f ; 0}. Then
f± ∈ X+ρ and |f
±| ≤ |f |, which yields af± ∈ Xρ. Hence, f± ∈ D+(Aˇ0), and
therefore, by (5.12), ∫
E
(
Pf±
)
(x) ρ (x) ν (dx) <∞. (5.13)
Since f = f+ − f− and P is positive, we have by (5.13)
‖Pf‖Xρ =
∫
E
∣∣(Pf+)(x) − (Pf−)(x)∣∣ρ(x)ν (dx)
≤
∫
E
(∣∣(Pf+) (x)∣∣+ ∣∣(Pf−) (x)∣∣)ρ (x) ν (dx)
=
∫
E
(
(Pf+) (x) + (Pf−) (x)
)
ρ (x) ν (dx) <∞.
Proof of Lemma 5.1. For any R ∈ Dom(L†), by (2.12), we have∫
Γ0
|(BR) (η)|λ(dη) ≤
∫
Γ0
∫
Rd
(
m+ E−(x, η)
)
|R (η ∪ x)| dxλ (dη)
+
∫
Γ0
∑
x∈η
E+ (x, η \ x) |R (η \ x)|λ (dη)
=
∫
Γ0
Ξ (η) |R (η)|λ (dη) <∞.
Then B : Dom(L†)→ L1 (Γ0, dλ). Clearly, B is positive, and by (5.10) we have
that, for any positive R ∈ D (A0),∫
Γ0
(
L†R
)
(η) λ (dη) =
∫
Γ0
(L1) (η)R (η)λ (dη) = 0,
and hence, ∫
Γ0
(BR) (η) λ (dη) =
∫
Γ0
Ξ (η)R (η)λ (dη) .
Now we apply Lemma 5.3 with P = B and ρ = bα ≥ 1, cf. (5.4). Recall, that
Aˇ0 is given by
(
Aˇ0R
)
(η) = −Ξ (η)R (η) on the domain
D(Aˇ0) =
{
R ∈ L1 (Γ0, bα dλ) : ΞR ∈ L
1 (Γ0, bα dλ)
}
.
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Then, for any 0 ≤ R ∈ D(Aˇ0), we have∫
Γ0
(BR) (η) bα (η)λ (dη)
=
∫
Γ0
(
L†R
)
(η) bα (η)λ (dη) +
∫
Γ0
Ξ (η)R (η) bα (η) λ (dη)
=
∫
Γ0
R (η)
(
Lbα
)
(η)λ (dη) +
∫
Γ0
Ξ (η)R (η) bα (η)λ (dη) ,
where we have used (5.10) both sides of which are finite, see (5.14) below.
According to Lemma 5.3, we have to pick positive c and ε such that∫
Γ0
(
Lbα
)
(η)R (η)λ (dη) ≤
∫
Γ0
[cbα (η)− εΞ (η)]R (η)λ (dη) , (5.14)
holding for any positive R ∈ D(Aˇ0). By (5.7) and (2.18), we get(
Lbα
)
(η) = −Ξ(η)eα|η| + eα|η|e−αE (η) + eα|η|eα〈a+〉|η|.
Hence, (5.14) holds if, for (λ-almost) all η ∈ Γ0, we have that
eα|η|e−αE (η) + eα|η|eα〈a+〉|η| ≤ (c+ Ξ(η)) eα|η| − εΞ (η) ,
which is equivalent to
εΞ (η) e−α|η| + (eα − 1)
(
〈a+〉|η| − e−αE (η)
)
≤ c. (5.15)
For a given α > 0 and any c > 0, by (5.6), (2.18), (2.17), and (3.7), it follows
that
εΞ (η) e−α|η| ≤ c, η ∈ Γ0,
for some ε > 0. Next, by (2.18) the second term in the left-hand side of (5.15)
is non-positive whenever 〈a+〉 ≤ e−αm, which holds for sufficiently small α > 0
in view of (5.11).
5.2 Dual local evolution
Our aim now is to construct the evolution dual to that of RΛ 7→ S†α(t)R
Λ
obtained in Lemma 5.1. Let Fα be the dual space to Rα as in (5.5). It is a
weighted L∞ space on Γ0 with measure λ and norm
‖F‖α = ess sup
η∈Γ0
|F (η)| exp(−α|η|). (5.16)
Let L˜†α be the operator dual to L
†
α = L
†|Rα as in Lemma 5.1. Then the action
of L˜†α is described in (1.5). Let us show that, for any α
′ < α,
Fα′ ⊂ Dom(L˜
†
α). (5.17)
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By (5.16) we have that |F (η)| ≤ ‖F‖α′ exp(α′|η|). Then
‖L˜†αF‖α ≤ ‖F‖α′ ess sup
η∈Γ0
(
E(η) + 〈a+〉|η|
)
exp (−(α− α′)|η|)
+ e−α
′
‖F‖α′ ess sup
η∈Γ0
E(η) exp (−(α− α′)|η|)
+ eα
′
‖F‖α′ ess sup
η∈Γ0
〈a+〉|η| exp (−(α− α′)|η|) ,
which can be rewritten in the form
‖L˜†αF‖α ≤ ‖F‖α′(1 + e
α′)∆+(α− α
′) + ‖F‖α′(1 + e
−α′)∆−(α− α
′), (5.18)
where, for β > 0,
∆+(β) := ess sup
η∈Γ0
〈a+〉|η|e
−β|η|,
∆−(β) := ess sup
η∈Γ0
E(η)e−β|η|.
Let Lα stand for the closure of Dom(L˜†α) in Fα. Note that Lα is a proper
subspace of Fα. Set
L⊙α = {F ∈ Dom(L˜
†
α) : L˜
†
αF ∈ Lα}.
For t ≥ 0, let S˜⊙α (t) be the restriction, to Lα, of the operator dual to S
†
α(t). By
Theorem 10.4 in [34], the operators S˜⊙α (t), t ≥ 0, constitute a C0-semigroup on
Lα, generated by L˜†α|L⊙α . The latter operator, which is the part of L˜
†
α in Lα,
will be denoted by L˜⊙α . Note that, in view of (5.17) and (5.18), for any α
′ < α,
the action of L˜⊙α on F ∈ Fα′ is given by (1.5). Moreover, for any α
′′ < α′ < α,
L˜⊙α acts from Fα′′ to Fα′ , both considered as subsets of L
⊙
α .
For α′ < α and F0 ∈ Fα′ , we set
Ft = S˜
⊙
α (t)F0, t > 0. (5.19)
Then, see, e.g., page 5 in [34],
Ft = F0 +
∫ t
0
L˜⊙αFsds. (5.20)
5.3 The main statement
We recall that any k ∈ Kα is in fact a sequence of k(n) ∈ L∞((Rd)n), n ∈ N0,
such that
sup
n∈N
eαn‖k(n)‖L∞((Rd)n) <∞, α ∈ R,
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see (4.1) and (4.2). By Proposition 2.1, such k ∈ Kα is a correlation function of
a unique µ ∈M1fm(Γ) whenever k
(0) = 1 and
〈〈G, k〉〉 ≥ 0, for all G ∈ B+bs(Γ0), (5.21)
see (2.6) and (2.10). For α ∈ R, we set
Mα(Γ) = {µ ∈M
1
fm(Γ) : kµ ∈ Kα},
where µ and kµ are as in (2.8).
Theorem 5.4. Let θ, α∗, α
∗, and T∗ be as in Theorem 3.4. Let also (5.11)
hold, and let k0 ∈ Kα∗ be the correlation function of µ0, and kt be the solution
of (2.26) with kt|t=0 = k0, as in Theorem 4.2. Then, there exists µt ∈ Mα∗(Γ)
such that kµt = kt. In other words, the evolution k0 7→ kt uniquely determines
the evolution of the corresponding states
Mα∗(Γ) ∋ µ0 7→ µt ∈Mα∗(Γ), t > 0.
Proof. The main idea of the proof is to show that kt can be approximated in
a certain sense by a sequence of ‘correlation functions’, for which (5.21) holds.
To this end we use two sequences {Λn}n∈N ⊂ Bb(R
d) and {Nl}l∈N ⊂ N. Both
are increasing, and {Λn}n∈N is exhausting, which means that each Λ ∈ Bb(Rd)
is contained in Λn with big enough n.
Given µ0 ∈ Mα∗ , let k0 ∈ Kα∗ be such that kµ0 = k0. Recall that this
means that the projections µΛ are absolutely continuous with respect to λ, see
(2.8) and (5.1). For this µ0, and for Λn and Nl as above, we set
RΛn,Nl0 (η) = R
Λn
0 (η)INl(η), (5.22)
where RΛn0 is the local density as in (5.1), and
IN (η) :=
{
1, if |η| ≤ N ;
0, otherwise.
(5.23)
Noteworthy, RΛn,Nl0 is a positive element of L
1(Γ0, dλ) with ‖R
Λn,Nl
0 ‖L1(Γ0,dλ) ≤
1, and RΛn,Nl0 ∈ Rα for any α > 0. Indeed, cf. (5.5),∥∥∥RΛn,Nl0 ∥∥∥
Rα
=
Nl∑
m=0
rm
m!
eαm, rm :=
∥∥∥(RΛn,Nl0 )(m)∥∥∥
L1(Rmd)
.
Then, for any α > 0 and any t ≥ 0, we can apply S†α(t), as in Theorem 5.1, and
obtain
RΛn,Nlt = S
†
α(t)R
Λn,Nl
0 ∈ R
+
α := {R ∈ Rα : R ≥ 0}, (5.24)
which yields, cf. (5.20),
RΛn,Nlt = R
Λn,Nl
0 +
∫ t
0
L†αR
Λn,Nl
s ds.
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For G0 ∈ B
+
bs(Γ0), see (2.6), let us consider
F0(η) =
∑
ξ⊂η
G0(ξ). (5.25)
Since G0(ξ) = 0 for all ξ such that |ξ| exceeds some N(G0), see (2.4), we have
that
|F0(η)| ≤ (1 + |η|)
N(G0)C(G0), (5.26)
for some C(G0) > 0, and hence F0 ∈ Fα for any α > 0. Therefore, the map
Rα ∋ R 7→ 〈〈F0, R〉〉 is continuous, and thus we can write, see (5.18),
〈〈F0, R
Λn
t 〉〉 = 〈〈F0, R
Λn
0 〉〉+
∫ t
0
〈〈F0, L
†
αR
Λn
s 〉〉ds (5.27)
= 〈〈F0, R
Λn
0 〉〉+
∫ t
0
〈〈L˜†αF0, R
Λn
s 〉〉ds.
Now we set, cf. (5.2),
qΛn,Nlt (η) =
∫
Γ0
RΛn,Nlt (η ∪ ξ)λ(dξ), t ≥ 0. (5.28)
For G0 ∈ B
+
bs(Γ0) and any t ≥ 0, by (2.12) and (5.25) we have
〈〈G0, q
Λn,Nl
t 〉〉 =
∫
Γ0
∫
Γ0
G0(η)R
Λn,Nl
t (η ∪ ξ)λ(dξ)λ(dη) (5.29)
=
∫
Γ0
(∑
ξ⊂η
G0(ξ)
)
RΛn,Nlt (η)λ(dη)
= 〈〈F0, R
Λn,Nl
t 〉〉,
which in view of (2.6) and (5.24) yields
〈〈G0, q
Λn,Nl
t 〉〉 ≥ 0. (5.30)
Applying again (2.12), for α > 0 we obtain, cf. (5.29),∫
Γ0
eα|η|qΛn,Nlt (η)λ(dη) =
∫
Γ0
(∑
ξ⊂η
eα|ξ|
)
RΛn,Nlt (η)λ(dη)
=
∫
Γ0
(1 + eα)
|η|
RΛn,Nlt (η)λ(dη).
Since both qΛn,Nlt and R
Λn,Nl
t are positive and R
Λn,Nl
t is in Rα′ for any α
′ > 0,
the latter yields that, for any α > 0 and t ≥ 0,
qΛn,Nlt ∈ Rα.
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As was already mentioned, our aim is to show that, in a weak sense, qΛn,Nlt
converges to kt as in Theorems 4.2. Note that kt belongs to Kα∗ , which is a
completely different space than Rα∗ , see (4.1).
To proceed further, we need to define the action of powers of L̂ as in (2.21)
on suitable sets of functions, which include Bbs(Γ0). Recall that any function
h : Γ0 → R is a sequence of symmetric functions h
(n) : (Rd)n → R, n ∈ N0,
where h(0) is a constant function. Let Hfin be the set of measurable h : Γ0 → R,
for each of which there exists N(h) ∈ N0 such that h(n) = 0 whenever n > N(h).
Then we set
H1fin = {h ∈ Hfin : h
(n) ∈ L1
(
(Rd)n
)
, for n ≤ N(h)}, (5.31)
H∞fin = {h ∈ Hfin : h
(n) ∈ L∞
(
(Rd)n
)
, for n ≤ N(h)}.
Note that
Bbs(Γ0) ⊂ H
1
fin ∩H
∞
fin, (5.32)
and, for any α > 0 and α′ ∈ R,
H1fin ⊂ Rα, H
∞
fin ⊂ Kα′ . (5.33)
Furthermore, cf. (2.5) and (5.26), for any α > 0,
K : H∞fin → Fα. (5.34)
Let A and B be as in (2.21) and (2.22), (2.24). Then, for G ∈ H1fin ∩ H
∞
fin and
n ∈ N0, we have, see (2.15),∥∥(AG)(n)∥∥
L∞((Rd)n)
≤
(
nm+ n2‖a−‖
) ∥∥G(n)∥∥
L∞((Rd)n)
+n〈a+〉
∥∥G(n+1)∥∥
L∞((Rd)n)
,
∥∥(BG)(n)∥∥
L∞((Rd)n)
≤ n(n− 1)‖a−‖
∥∥G(n+1)∥∥
L∞((Rd)n)
+n〈a+〉
∥∥G(n)∥∥
L∞((Rd)n)
,
∥∥(AG)(n)∥∥
L1((Rd)n)
≤
(
nm+ n2‖a−‖
) ∥∥G(n)∥∥
L1((Rd)n)
+n‖a+‖
∥∥G(n+1)∥∥
L1((Rd)n)
,
∥∥(BG)(n)∥∥
L1((Rd)n)
≤ n〈a−〉
∥∥G(n−1)∥∥
L1((Rd)n)
+n‖a+‖
∥∥G(n)∥∥
L1((Rd)n)
.
Thus, L̂ given in (2.21) can be defined on both sets (5.31) and
N(L̂G) = N(G) + 1, L̂ : H1fin ∩H
∞
fin → H
1
fin ∩H
∞
fin. (5.35)
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Now we fix Λn and Nl, and let µ0 be in Mα∗(Γ). Then for η ∈ ΓΛn , k0(η) is
given by (2.8), and hence, see (5.28), (5.22), and (5.2),
qΛn,Nl0 (η) ≤
∫
Γ0
RΛn0 (η ∪ ξ)λ(dξ) = k0(η), η ∈ ΓΛn , (5.36)
which can readily be extended to all η ∈ Γ0. Thus, q
Λn,Nl
0 ∈ Kα∗ . For t ∈ [0, T∗),
let kΛn,Nlt be the solution of the problem (2.26) with k
Λn,Nl
t |t=0 = q
Λn,Nl
0 , as in
Theorem 4.2. Then, for t ∈ (0, T∗),
kΛn,Nlt = q
Λn,Nl
0 +
∫ t
0
L∆kΛn,Nls ds,
where L∆ is defined in (4.13). In view of (5.33), for any G ∈ H1fin ∩ H
∞
fin, we
then have
〈〈G, kΛn,Nlt 〉〉 = 〈〈G, q
Λn,Nl
0 〉〉+
∫ t
0
〈〈L̂G, kΛn,Nls 〉〉ds. (5.37)
At the same time, for such G, we have that KG is in each Fα, α > 0, cf. (5.34),
and hence, see (5.27) and (5.29),
〈〈G, qΛn,Nlt 〉〉 = 〈〈G, q
Λn,Nl
0 〉〉+
∫ t
0
〈〈L˜†αKG,R
Λn,Nl
s 〉〉ds.
As was mentioned at the beginning of Subsection 5.2, the action of L˜†α is de-
scribed in (1.5). Thus, by (2.20) we obtain from the latter
〈〈G, qΛn,Nlt 〉〉 = 〈〈G, q
Λn,Nl
0 〉〉+
∫ t
0
〈〈L̂G, qΛn,Nls 〉〉ds. (5.38)
For G as in (5.37) and (5.38), we set
φ(t, G) = 〈〈G, kΛn,Nlt 〉〉 − 〈〈G, q
Λn ,Nl
t 〉〉. (5.39)
Then
φ(t, G) =
∫ t
0
φ(s, L̂G)ds, φ(0, G) = 0.
For any n ∈ N, the latter yields
dn
dtt
φ(t, G) = φ(t, L̂nG). (5.40)
In view of (5.35), φ(t, G) is infinitely differentiable on (0, T∗), and
dn
dtt
φ(0, G) = 0, for all n ∈ N0.
Thus, φ(t, G) ≡ 0, and hence, for all G0 ∈ B
+
bs(Γ0), we have, see (5.30) and
(5.32),
〈〈G0, q
Λn,Nl
t 〉〉 = 〈〈G0, k
Λn,Nl
t 〉〉 ≥ 0. (5.41)
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Now let kt be the solution of (2.26) with kt|t=0 = k0. In Appendix, we prove
that, for any G ∈ Bbs(Γ0),
〈〈G, kt〉〉 = lim
n→∞
lim
l→∞
〈〈G, kΛn,Nlt 〉〉, (5.42)
point-wise on [0, T∗). Then by (5.41) we get that, for each t ∈ (0, T∗) and any
G ∈ B+bs(Γ0),
〈〈G, kt〉〉 ≥ 0,
which together with the fact that kt ∈ Kα∗ by Proposition 2.1 yields that kt is
the correlation function for a certain unique µt ∈Mα∗(Γ).
Remark 5.5. Theorem 5.4 holds true for m = 0 and a+ ≡ 0, which can be seen
from (5.15).
Proposition 5.6. Let the conditions of Theorem 5.4 hold. Then kt, as in
Theorem 4.2, and kDt , as in Theorem 4.5, coincide for all t ∈ [0, T∗), whenever
kD0 = k0.
Proof. As in the proof of Theorem 5.4, we are going to show that kDt can
be approximated by the same sequence of ‘correlation functions’ (5.28). For
G0 ∈ Bbs(Γ0), let F0 be as in (5.25). Since F0 is polynomially bounded, see
(5.26), we have that F0 ∈ Fα′ for any α′ < α, where α is as in Theorem 5.1.
Then we can apply (5.19) and obtain (5.20). For fixed Λn and Nl, R
Λn,Nl
0 is in
any Rα′ , and hence the map
Fα ∋ F 7→ 〈〈F,R
Λn,Nl
0 〉〉 ∈ R
is continuous. Since the Bochner integral in (5.20) is in Fα, we have
〈〈Ft, R
Λn,Nl
0 〉〉 = 〈〈F0, R
Λn,Nl
0 〉〉+
∫ t
0
〈〈Fs, L˜
†
αR
Λn,Nl
0 〉〉ds. (5.43)
On the other hand,
G˜t(η) :=
∑
ξ⊂η
(−1)|η\ξ|Ft(ξ)
is in Fβ , β = log(1 + e
α). Thus, we can rewrite (5.43) in the form
〈〈G˜t, q
Λn,Nl
0 〉〉 = 〈〈G0, q
Λn,Nl
0 〉〉+
∫ t
0
〈〈G˜s, L
∆qΛn,Nl0 〉〉ds. (5.44)
For the evolution G0 7→ Gt ∈ Gα∗ described by Theorem 3.4, in a similar way
we have
〈〈Gt, q
Λn,Nl
0 〉〉 = 〈〈G0, q
Λn,Nl
0 〉〉+
∫ t
0
〈〈Gs, L
∆qΛn,Nl0 〉〉ds. (5.45)
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It is easy to see that N(qΛn,Nl0 ) = Nl and, for any m ≤ Nl, cf. (5.36),∥∥∥(qΛn,Nl0 )(m)∥∥∥
L∞(Rmd)
≤
∥∥k(m)0 ∥∥L∞(Rmd),
∥∥∥(qΛn,Nl0 )(m)∥∥∥
L1(Rmd)
≤
Nl−m∑
s=0
1
s!
∥∥∥(RΛn0 )(m+s)∥∥∥
L1(Λm)
.
Hence,
qΛn,Nl0 ∈ H
1
fin ∩H
∞
fin.
Similarly as in (5.35), one can show that
L∆ : H1fin ∩H
∞
fin → H
1
fin ∩H
∞
fin.
Now, for h ∈ H1fin ∩H
∞
fin, we introduce, cf. (5.39),
φ(t, h) = 〈〈G˜t, h〉〉 − 〈〈Gt, h〉〉,
for which by (5.45) and (5.44) we get
φ(t, h) =
∫ t
0
φ(s, L∆h)ds, φ(0, h) = 0.
Employing the same arguments as in (5.40), (5.41) we then obtain
〈〈G˜t, q
Λn,Nl
0 〉〉 = 〈〈Gt, q
Λn,Nl
0 〉〉. (5.46)
On the other hand, by (4.22) we have
〈〈Gt, q
Λn,Nl
0 〉〉 = 〈〈G0, k˜
Λn,Nl
t 〉〉,
where the evolution qΛn,Nl0 7→ k˜
Λn,Nl
t is described by Theorem 4.5. At the same
time, see (5.29),
〈〈G˜t, q
Λn,Nl
0 〉〉 = 〈〈Ft, R
Λn,Nl
0 〉〉 = 〈〈F0, R
Λn,Nl
t 〉〉
= 〈〈G0, q
Λn,Nl
t 〉〉,
where qΛn,Nlt is the same as in (5.28) and (5.41). Then (5.46) can be rewritten
〈〈G0, k˜
Λn,Nl
t 〉〉 = 〈〈G0, q
Λn,Nl
t 〉〉,
which holds for all G0 ∈ Bbs(Γ0). Then, by (5.41) we have that, for all G0 ∈
Bbs(Γ0),
〈〈G0, k˜
Λn,Nl
t 〉〉 = 〈〈G0, k
Λn,Nl
t 〉〉,
and, for G0 ∈ B
+
bs(Γ0),
〈〈G0, k˜
Λn,Nl
t 〉〉 ≥ 0.
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At the same time, by (4.22) we have
〈〈G0, k
D
t 〉〉 − 〈〈G0, k˜
Λn,Nl
t 〉〉 = 〈〈Gt, k0〉〉 − 〈〈Gt, q
Λn,Nl
0 〉〉
=
∫
Γ0
Gt(η)k0(η)
(
1− IΓΛn (η)
)
λ(dη)
+
∫
Γ0
Gt(η)
[
k0(η)IΓΛn (η)− q
Λn,Nl
0 (η)
]
λ(dη).
Then exactly as in (5.42) we obtain
〈〈G0, k
D
t 〉〉 = lim
n→∞
lim
l→∞
〈〈G0, q
Λn,Nl
t 〉〉 = lim
n→∞
lim
l→∞
〈〈G0, k˜
Λn,Nl
t 〉〉,
which holds for any G0 ∈ Bbs(Γ0). Thus, for all G0 ∈ B
+
bs(Γ0),
(a) ∀G0 ∈ Bbs(Γ0) 〈〈G0, k
D
t 〉〉 = 〈〈G0, kt〉〉,
(b) ∀G0 ∈ B
+
bs(Γ0) 〈〈G0, k
D
t 〉〉 ≥ 0.
The latter property yields that kDt is a correlation function. To complete the
proof we have to show that (a) implies kt = k
D
t . In the topology induced from
Γ, each ΓΛ, Λ ∈ Bb(Rd), is a Polish space. Let CΛ be the set of all bounded
continuous G : ΓΛ → R. Since (a) holds for all G ∈ CΛ∩Bbs(Γ0), the projections
of the correlation measures (2.7) corresponding to kt and k
D
t on each B(ΓΛ)
coincide, see, e.g. Proposition 1.3.27 in [1]. This yields kt = k
D
t , and hence
completes the proof.
6 Concluding Remarks
In Theorem 3.4, we have shown that the evolution of quasi-observables exists
with the only condition that (3.12) holds. However, this evolution is restricted
in time and takes place in the scale of Banach spaces (3.1), (3.2). In [18],
the analytic semigroup that defines the evolution of quasi-observables was con-
structed. Thus, the evolution G0 7→ Gt defined by this semigroup takes place
in one space Gα for all t > 0. However, this result was obtained under the
additional condition that in our notations takes the form
m > 4
(
〈a−〉e−α + 〈a+〉
)
, (6.1)
by which the constant mortality should dominate not only the dispersion but
also the competition. In our Theorem 3.4 the value of m can be arbitrary and
even equal to zero.
As was shown in [16], under conditions similar to (3.12) and (6.1) the cor-
responding semigroup evolution k0 7→ kt exists in a proper Banach subspace
of Kα, cf. (4.1). In our Theorem 4.2, we construct the evolution k0 7→ kt in
the scale of spaces (4.3), restricted in time, but under the condition of (3.12)
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only. Hence, it holds for any m ≥ 0. Note that the problem of whether kt for
t > 0 are correlation functions of probability measures on B(Γ), provided k0 is,
has not been studied yet in the literature. In our Theorem 5.4, we prove that
this evolution corresponds to the evolution of probability measures if m > 〈a+〉
holds in addition to (3.12), cf. Remark 5.5.
A Proof of (5.42)
For fixed t ∈ (0, T∗) and G0 ∈ Bbs(Γ0), by (4.23) we have
〈〈G0, kt〉〉 − 〈〈G0, k
Λn,Nl
t 〉〉 = 〈〈G
D
t , k0〉〉 − 〈〈G
D
t , q
Λn,Nl
0 〉〉 = I
(1)
n + I
(2)
n,l , (A.1)
where we set
I(1)n =
∫
Γ0
GDt (η)k0(η)
(
1− IΓΛn (η)
)
λ(dη),
I
(2)
n,l =
∫
Γ0
GDt (η)
[
k0(η)IΓΛn (η) − q
Λn,Nl
0 (η)
]
λ(dη).
Let us prove that, for an arbitrary ε > 0,
|I(1)n | < ε/2, (A.2)
for sufficiently big Λn. Recall that k0 is a correlation function, and hence is
positive. Taking into account that
IΓΛ(η) =
∏
x∈η
IΛ(x),
we have
|I(1)n | ≤
∫
Γ0
∣∣GDt (η)∣∣ k0(η)(1 − IΓΛn (η))λ(dη) (A.3)
=
∞∑
p=1
1
p!
∫
(Rd)p
∣∣∣(GDt )(p)(x1, . . . xp)∣∣∣ k(p)0 (x1, . . . xp)
×JΛn(x1, . . . xp)dx1 · · · dxp,
where
JΛ(x1, . . . , xp) := 1− IΛ(x1) · · · IΛ(xp)
= IΛc(x1)IΛ(x2) · · · IΛ(xp) + IΛc(x2)IΛ(x3) · · · IΛ(xp)
+ · · ·+ IΛc(xp−1)IΛ(xp) + IΛc(xp),
≤
p∑
s=1
IΛc(xs), (A.4)
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and Λc := Rd \ Λ. Taking into account that k0 ∈ Kα∗ , cf. (4.1) and (4.2), by
(A.4) we obtain in (A.3)
|I(1)n | ≤ ‖k0‖α∗
∞∑
p=1
p
p!
e−α
∗p
∫
Λcn
∫
(Rd)p−1
∣∣∣(GDt )(p)(x1, . . . xp)∣∣∣dx1 · · · dxp. (A.5)
For t as in (A.1), one finds α < α∗ such that GDt ∈ Gα, see Remark 4.6. For
this α and ε as in (A.2), we pick p¯ ∈ N such that
∞∑
p=p¯+1
e−αp
p!
∫
(Rd)p
∣∣∣(GDt )(p)(x1, . . . xp)∣∣∣ dx1 · · · dxp < εe(α∗ − α)4‖k0‖α∗ . (A.6)
Then we apply (A.6) and the following evident estimate
pe−α
∗p ≤ e−αp/e(α∗ − α),
and obtain in (A.5) the following
|I(1)n | <
‖k0‖α∗
e(α∗ − α)
p¯∑
p=1
p
p!
e−α
∗p
∫
Λcn
∫
(Rd)p−1
∣∣∣(GDt )(p)(x1, . . . xp)∣∣∣ dx1 · · · dxp + ε4 .
Here the first term contains a finite number of summands, in each of which
(GDt )
(p) is in L1((Rd)p). Hence, it can be made strictly smaller than ε/4 by
picking big enough Λn, which yields (A.2).
Let us show the same for the second integral in (A.1). Write, see (5.2),
(5.28), (5.22), and (5.23),
I
(2)
n,l =
∫
Γ0
GDt (η)
∫
Γ0
RΛn0 (η ∪ ξ) [1− INl(η ∪ ξ)]λ(dη)λ(dξ)
=
∫
Γ0
Ft(η)R
Λn
0 (η) [1− INl(η)] λ(dη)
=
∞∑
m=Nl+1
1
m!
∫
Λmn
(
RΛn0
)(m)
(x1, . . . , xm)F
(m)
t (x1, . . . , xm)dx1 · · · dxm,
where
Ft(η) :=
∑
ξ⊂η
GDt (ξ),
and hence
F
(m)
t (x1, . . . , xm) =
m∑
s=0
∑
{i1,...,is}⊂{1,...,m}
(
GDt
)(s)
(xi1 , . . . , xis). (A.7)
By (5.2), for xi ∈ Λn, i = 1, . . . ,m, we have
k
(m)
0 (x1, . . . , xm) =
∞∑
s=0
∫
Λsn
(
RΛn0
)(m+s)
(x1, . . . , xm, y1, . . . ys)dy1 · · · dys,
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from which we immediately get that(
RΛn0
)(m)
(x1, . . . , xm) ≤ k
(m)
0 (x1, . . . , xm) ≤ e
−α∗m‖k0‖α∗ ,
since k0 ∈ Kα∗ . Now let Λn be such that (A.2) holds. Then we can have
|I
(2)
n,l | < ε/2, (A.8)
holding for big enough Nl if e
−α∗|·|Ft is in L
1(Λn, dλ). By (A.7),
∞∑
p=0
1
p!
e−α
∗p
∫
Λpn
|F (p)(x1, . . . , xp)|dx1 · · · dxp
≤
∞∑
p=0
p∑
s=0
1
s!(p− s)!
e−α
∗s
∥∥∥(GDt )(s)∥∥∥
L1(Γ0,dλ)
e−α
∗(p−s)[ℓ(Λn)]
p−s
= ‖GDt ‖α∗ exp
(
e−α
∗
ℓ(Λn)
)
,
where ℓ(Λn) is the Lebesgue measure of Λn. This yields (A.8) and thereby also
(5.42).
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