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Abstract
We present a new model of computation, described in terms of monoidal
categories. It conforms the Church-Turing Thesis, and captures the same
computable functions as the standard models. It provides a succinct cat-
egorical interface to most of them, free of their diverse implementation
details, using the ideas and structures that in the meantime emerged from
research in semantics of computation and programming. The salient fea-
ture of the language of monoidal categories is that it is supported by a
sound and complete graphical formalism, string diagrams, which provide a
concrete and intuitive interface for abstract reasoning about computation.
The original motivation and the ultimate goal of this effort is to provide
a convenient high level programming language for a theory of computa-
tional resources, such as one-way functions, and trapdoor functions, by
adopting the methods for hiding the low level implementation details that
emerged from practice. In the present paper, we make a first step towards
this ambitious goal, and sketch a path to reach it. This path is pursued
in three sequel papers, that are in preparation.
1 Introduction
1.1 Preamble: Resources as one-way functions
What is a resource? A typical example of a resource is coal: we burn it to
get heat. But while the process of burning coal is easy and relatively quick, the
processes of capturing the energy in plants and of fossilizing them into coal, take
millions of years. This asymmetry can be seen as the characteristic property of
resources: they are easy to use, but hard to come by. The difference between
the utility of consuming a resource and the investment needed to produce it is
what makes it into a resource, as illustrated on Fig.2.
Large parts of modern cryptography are based on the assumptions that some
easy computational operations are hard to invert: e.g., that the exponents in
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Figure 1: A resource is easy to use, but slow to accumulate
finite fields are much easier to compute than logarithms, and that multiplying
integers is in many cases substantially easier than factoring them. Pairs of large
primes are thus used as security resources, allowing the system to easily hide
a secret prime by multiplying it with another secret prime, and leaving the
attacker with the hard task of factoring the product. In a sense, the resources
can thus be construed as one-way functions. The theory of one-way functions,
that underlies modern cryptography, can thus be viewed as a computational
formalization of the basic idea of a resource.
But it seems remarkable that such a simple idea requires such a delicate for-
malization. The theory of one-way functions has so far not even proved that
one-way functions exist! This might be a temporary state of affairs; but a proof
that one-way functions do exist would yield a proof of the great P 6= NP con-
jecture, which is not thought to be within reach at the moment. Moreover, this
is not the only shaky point of the theory. E.g., we have also not proven that
the existence of one-way functions would imply the existence of trapdoor func-
tions, which also seem necessary for a practical cryptography, as they are the
cryptographic locks, that allow those with the key in, and leave those without
the key out. There is indeed a whole hierarchy of unproven hypotheses about
the exploitability of computational hardness as a security resource [19].
So why is the notion of a computational resource, viz. of a one-way function,
so brittle? On one hand, this is a deep question, that cuts into the tissue of
modern mathematics [25], with the philosophical implications beyond the scope
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Figure 2: Resources support one-way functions
of our technical analyses. On the other hand, the emerging problems of cyber
security seem to lead beyond one-way functions over data, to one-way program
transformations [33], and bring this theoretic question into the realm of everyday
security practices.
Outline of the program. In the present paper, we begin a journey towards
a high level language for computational resources, or one-way functions, in-
terpreted broadly. At this first step, we introduce the main vehicle, monoidal
computer, and spell out the elements of computability in it. The only claim
is that it is a convenient conduit, providing some insightful pictures of some
subtle concepts. In the second issue of the planned series of papers, we shall
study abstract complexity measures in monoidal computer, derive the time com-
plexity and the space complexity measures as natural special cases, and spell
out the elements of complexity theory. The third step will lead into random-
ized computation which will naturally, and perhaps not entirely unexpectedly,
be captured through some familiar constructions of categorical algebra. The
standard notions of one-way function and of trapdoor function will come within
reach in that part. In the fourth part we are hoping to use monoidal computer
to capture some parts of algorithmic information theory and pursue the idea of
one-way algorithm transformation, as a logical resource of security, proposed in
[33]. Each part seems to be more interesting, and more challenging than the
previous one. At the moment, the second and the third parts exist as fairly
detailed working papers, with most of the proofs, whereas the fourth part is
still a handwritten sketch.
1.2 The idea of a monoidal computer
We have been programming computers for almost 70 years. This extensive
practice has engendered a large variety of programming languages, enabling us
in many domains to convey to computers our high level views of our algorithmic
ideas, while allowing us to leave the implementation details for later, or some of
them even to the computers themselves. The abstraction tools are the crucial
components of programmer’s toolkit, continuously spreading through an ever
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wider range of programming, scripting and specification languages.
But while the programming practices are substantially facilitated by the high-
level languages, and by the evolved methods of abstraction, the research in
computability, complexity and cryptography still involves a great amount of low
level programming. The Church-Turing Thesis asserts that the various models
of computation have equivalent computational powers, and thus capture the
same notion of computability; yet the sheer variety of these models shows that
each of them contains irrelevant implementation details. Writing λ-expressions
and designing Turing machines are often pleasant as mathematical exercises, but
they painfully resemble machine programming when it comes, e.g., to proving
security of a crypto system. Security proofs therefore often require an enormous
amount of effort to write, and sometimes an even greater amount of effort to
read. Several solutions have been proposed. One family of solutions, pursued
with a great success in the formal methods community, is based on automated
evaluation of λ-expressions [5]. Another family of solutions, endorsed by a
majority of working cryptographers, and thus undoubtedly very successful as
well, is to present algorithms in one of the various versions of pseudo-code,
referring to a tacit Turing machine formalism, which is accepted to be too
verbose and too routinely to be fully spelled out in research papers.
Mostly as a thought experiment, we contemplate yet another kind of a solution.
If machine programming has been encapsulated into the high level programming
languages in the practice of computation, maybe the same can be done for the
theory. So let us try to specify computer as a virtual function, or as an abstract
data type: a mere interface for reader’s favorite model of computation.
Outline of the paper. In Sec. 2 we provide a brief overview of the basic
categorical concepts to be used. In Sec. 3 we introduce the categorical structure
that provides in monoidal computers the data services, such as copying, deleting
and filtering. Sec. 4 presents the formal definition and the basic examples of
monoidal computer. A method to implement in monoidal computer the basic
logical and arithmetic constructions is proposed in Sec. 5. A basic fixed point
construction is drawn in Sec. 6, and extended in Sec. 7 into a diagrammatic
proof of Kleene’s Second Recursion Theorem. Sec. 8 derives a similar proof
that the Halting Problem is undecidable, and Sec. 9 completes the paper by
Rice’s Theorem, which says that every nontrivial predicate over computations
must be undecidable. In the final section we discuss the ideas that will be
pursued in the sequel.
2 Monoidal categories and string diagrams
We begin with an informal overview of the monoidal categories, albeit of the
small fragment of the structure that will be used in this paper. More thorough
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Figure 3: String diagrams
introductions can be found in many basic texts on categories, e.g. [27, 21, 20].
A monoidal category C as a universe of
• objects (or data types) A,B, . . . , L,M . . . ∈ |C| and
• morphisms (or computations) f, g . . . ∈ C(A,B), u, t . . . ∈ C(X,Y ).
The morphisms are often also written in the form f : A → B, or A
f
−→ B, and
in the form of string diagrams, as on Fig. 3 The categorical structure captures
• sequential composition
C(A,B)× C(B,C) → C(A,C)
〈f, g〉 7−→ g ◦ f
also written A
f
−→ B
g
−→ C,
• parallel composition
C(A,B)× C(L,M) → C(A⊗ L,C ⊗M)
〈f, t〉 7−→ f ⊗ t
also written A⊗ L
f⊗t
−−→ B ⊗M .
The units for the above structures are
• the identities idA : A→ A, satisfying
f ◦ idA = f = idB ◦ f (1)
• the unit type I ∈ |C|, satisfying
X ⊗ I = X = I ⊗X (2)
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Elements. An ”element” k of type C in C is viewed as a morphism I
k
−→ C,
where I is the tensor unit. In the diagrams, I and its strings are usually elided,
and the elements are drawn as the triangles pointing down, like in Fig. 4. Dually,
the morphisms into I are drawn as triangles pointing up, like in Fig. 5. The set
of elements C(I, A) is often abbreviated to C(A).
Scalars. The elements of the monoidal unit I are usually called (abstract)
scalars the monoidal category C. The set of scalars is thus C(I) = C(I, I).
Examples. A typical example of a monoidal category is the category Vec of
vector spaces and linear operators over a ground field I. The monoidal structure
is provided by the standard tensor product ⊗, and the field I is the unit with
respect to it. The elements of I are, of course, the scalars in the usual sense.
They are captured as the abstract scalars, i.e. the linear operators Vec(I) =
Vec(I, I), because each scalar r ∈ I determines a unique linear operator I
r·(−)
−−−→
I. The categories Set of sets and functions, and Rel of sets and relations provide
further examples of monoidal categories. In fact, each of them is a monoidal
category both with
• the multiplicative structure (×, 11), where A×B is the cartesian product
of the sets A and B, and 11 is a one element set; and also with
• the additive structure (+, ∅), where A+B is the disjoint union of the sets
A and B, and ∅ is the empty set.
Note that Set(11) and Rel(∅) each contain a unique scalar, whereas Rel(11) has
two scalars. Any monoid can also be viewed as a discrete monoidal category,
with the identities as the only morphisms, and thus with single scalar.
The categories Setfin and Relfin of finite sets and all functions, resp. all relations
between those sets, are equivalent with their skeletal subcategories spanned by
the natural numbers, viewed as finite sets. The upshot of this reduction is that
the monoidal structures can now be defined to be strict : e.g., while the cartesian
products (A×B)×C and A× (B ×C) are isomorphic along a pair of bijective
functions, uniformly defined for all sets A,B,C, if we restrict to natural numbers
a, b, c ∈ N, then the products (a×b)×c and a× (b×c) denote the same number.
The isomorphism (A×B)× C ∼= A× (B × C) and A× 11 ∼= A ∼= 11×A can be
strengthened to strict equalities (a× b)× c = a× (b× c) and a× 1 = a = 1× a.
The same holds for the additive structure. The same holds for the additive
structure.
Assumptions. In the present paper, the monoidal structure is always as-
sumed to be
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(g ◦ f)⊗ k ⊗ h
(g ⊗ C ⊗D) ◦ (B ⊗ k ⊗D) ◦ (f ⊗ h)
=
(g ⊗ C ⊗ h) ◦ ((ς ◦ (k ⊗ f))⊗A)=
ς
Figure 4: String diagrams are sound and complete for monoidal equations
• strict, meaning that the tensor is strictly unitary, and strictly associative,
in the sense that they satisfy
A⊗ I = A = I ⊗A (3)
(A⊗B)⊗ C = A⊗ (B ⊗ C) (4)
so that we can drop the brackets; and
• symmetric, in the sense that is a family of isomorphisms
A⊗B
ς
∼= B ⊗A (5)
indexed by A,B ∈ |C|, satisfying the standard coherence requirements
[27, 21].
The symmetries ς in (5) must be kept as explicit isomorphisms; strictifying them
like (3-4) would lead to degenerate categories.
Graphic notation. The string diagrams for monoidal categories were for-
mally developed in [20], but go back at least to [35]. In a formal sense, their
geometric transformations capture precisely the algebraic laws of monoidal cat-
egories, or of the parallel and the sequential compositions of computations. The
string intersections correspond to the tensor symmetries. Fig. 4 illustrates the
correspondence of the monoidal equations and string diagrams.
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3 Data services
Computation requires moving the data around, copying them for reuse, deleting
what is not needed, comparing the various values. These operations form an
interesting algebraic structure, consisting of a comonoid and a semigroup, con-
joined together by a coherence requirement known in algebra as the Frobenius
condition. In this section we spell out these algebraic structures in the monoidal
framework.
3.1 Basic structures
3.1.1 Monoids and semigroups
A semigroup is usually defined as a set with an associative binary operation. In
a monoidal category, the associativity of a binary operation A⊗A
̺
→ A means
that it satisfies the equation
̺ ◦ (̺⊗A) = ̺ ◦ (A⊗ ̺) (6)
=
̺
̺
̺
̺
A monoid is, of course, a semigroup with a unit. The structure of a comonoid
is dual to that of monoid, i.e. a pair of arrows A ⊗ A
δ
← A
⊤
→ I satisfying the
equations
(δ ⊗ A) ◦ δ = (A⊗ δ) ◦ δ (7)
(⊤⊗A) ◦ δ = (A⊗ ⊤) ◦ δ = idA (8)
=
=
=
δ
δ
δ
δ
δδ
⊤ ⊤
Both semigroups and comonoids are said to be commutative when they remain
unchanged under the composition with the symmetry A⊗A
ς
∼= A⊗A, as shown
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on the next diagram.
=
̺̺
ς =
ς
δδ
3.1.2 Homomorphisms
Given comonoids A ⊗ A
δA←−− A
⊤A−−→ I and B ⊗ B
δB←−− B
⊤B−−→ B in C, the
morphism f ∈ C(A,B) is a comonoid homomorphism if
δB ◦ f = (f ⊗ f) ◦ δA ⊤B ◦ f = ⊤A (9)
=
δ
A
B
δ
A
B
f
f f
A A
BB B
=
A
B
f
⊤ ⊤
A
3.1.3 Putting it all together
In a monoidal computer, all of the above operations can be used to move the
data around as needed. E.g., if the morphism in Fig. 4 represents a computation
requiring two inputs x1 and x2 of type A, and producing two outputs z1 and
z2 of type C and one output v of type D, then we can use the data service
structure to feed the same value x for both x1 and x2, to filter the values z1
and z2, and to delete v. This is shown in Fig. 5. The algebraic expressions for
the monoidal morphisms in Fig. 4 are here shortened by eliding ⊗ within the
parentheses and ◦ outside, as it is often done when confusion seems unlikely.
Definition 3.1 A data service in a strict symmetric monoidal category (C,⊗, I)
is a quadruple (A,⊤, δ, ̺) where
• A ∈ |C| is the underlying data type,
• ⊤ : A→ I is the deleting operation,
• δ : A→ A⊗A is the copying operation
– such that A⊗A
δ
←− A
⊤
−→ I is a commutative monoid,
• ̺ : A⊗A→ A is the filtering operation
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Figure 5: Using data service
– which makes A into a commutative semigroup.
The copying and filtering operations are furthermore required to satisfy the data
distribution conditions
(A⊗ ̺) ◦ (δ ⊗A) = δ ◦ ̺ = (̺⊗A) ◦ (A⊗ δ) ̺ ◦ δ = id (10)
̺
δ ̺
δ
=
̺
δ
=
̺
δ
=
3.2 Main examples and explanations
Cartesian services? The simplest examples of the copying and the deleting
operations are given by the cartesian structure, say in the category Set of sets
and functions, where ⊗ is the cartesian product ×, and ♦ : A→ A×A doubles
each a ∈ A into the pair 〈a, a〉 ∈ A×A, whereas the unit I is the terminal object
11, and ! : A → 11 deletes all a ∈ A by mapping them into the unique element
∅ ∈ 11. Indeed, it is easy to see that the monoidal structure of any given category
is cartesian precisely when there are natural copying and deleting operations
(δ,⊤) on each of its objects. The naturality of the copying and the deleting
operations just means that all morphisms preserve them, in the sense that δB ◦
f = (f ⊗ f) ◦ δA and ⊤B ◦ f = ⊤A hold for all A
f
−→ B. In terms of Sec. 3.1.2,
this means that all morphisms f ∈ C(A,B) are comonoid homomorphisms.
Intuitively, these two preservation properties can be understood as telling that
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f is single-valued, and that it is total. This is exactly what they mean in the
category Rel of sets and relations.
Adding a data filtering operation ̺ destroys the cartesian structure, because
the requirement that A⊗ A
̺
−→ A is a comonoid homomorphism, together with
the Frobenius condition, implies that A must be trivial. For this reason, the
cartesian structure does not provide a full data service.
Partial functions. A simple example of full data services can be found in the
category Pfn of sets and partial functions, with the monoidal structure induced
by the cartesian products of sets. This means that the copying and the deleting
operations are as described above, but they do not form a cartesian structure
with respect to partial functions, because the requirement ⊤B ◦f = ⊤A just says
that the function f must be total. The filtering operation ̺ : A⊗A→ A maps
〈a, a〉 into a, and remains undefined on 〈a, b〉 when a 6= b.
What is the meaning of the data distribution conditions? The first
equation in (10) is known as the Frobenius condition [7, 8]. It allows bringing
any well typed expression formed of δs and ̺s to a normal form, where all δs come
after all ̺s. Since the associativity laws make equal, on one hand, all different
expressions ∆ : A→ A⊗n, for any fixed n, formed of δs alone, and on the other
hand all different expressions∇ : A⊗m → A, for any fixedm, formed of ̺s alone,
the effect of these Frobenius normalizations is that any operation composed from
δs and ̺s boils down to a ”spider” in the form A⊗m
∇
−→ A
∆
−→ A⊗n, with m legs
coming in and n legs coming out [12, 9]. The body of such a ”spider” is a data
distribution point. If in a data service in the category Pfn of partial functions the
same value enters a distribution point through all of the strings coming in, then
this value will be distributed through all of the strings going out; otherwise, if
some of the incoming values are not equal, then no value will come out.
The second equation in (10) implies that the data that can be copied and deleted
are normal, in the sense that will be spelled out in Prop. 3.10 below. Its log-
ical meaning was analyzed in more detail in [15, Sec. 4.2]. Some other logical
consequences of the Frobenius conditions, that will be used in the sequel of this
work, were analyzed in [15, Sec. 4.1].
Relations. The category Rel of sets and binary relations, still with the monoidal
structure induced by the cartesian products of sets, clearly contains all data
services contained in its subcategory Pfn. The difference is that the filtering op-
eration ̺ ∈ Rel(A×A,A) of any relational data service has a unit ⊥ ∈ Rel(11, A),
and thus forms a monoid. This unit does not exist in Pfn. For the data service
induced on the set A by the cartesian comonoid A × A
♦
←− A
!
−→ 11, this unit is
provided by the ”chaotic” relation ⊥ =!op = {〈∅, a〉 | a ∈ A}, which is obviously
not a partial function.
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In general, it can be shown that a data service where the filtering operations
form monoids must be self-dual. Indeed, a monoid and a comonoid connected by
the Frobenius law form a Frobenius algebra, which is a self-dual structure [39].
Frobenius algebras have a rich mathematical theory, and their computational
interpretations have been recently recognized in categorical quantum mechanics
[8, 12, 15]. The Frobenius structure makes its carrier self-dual [15, Thm. 4.3],
and a monoidal category where all objects are self-dual is compact [22].
Vector spaces. The set based examples of data services share an important
property which is not always satisfied: namely that any element a : I → A can
be copied by the copying operation, in the sense that δ ◦ a = a⊗ a. This is not
true in general. To understand this, consider the category Vec of vector spaces
and linear operators. A comonoid over a space A can be defined by selecting
an orthnormal basis Vec♭(A) for this space and by defining the linear operator
δ ∈ Vec(A,A ⊗ A) by the matrix that sends the basis vectors |b〉 ∈ Vec♭(A) to
the basis vectors |bb〉 ∈ Vec♭(A⊗A). Remarkably, it turns out that every com-
mutative Frobenius algebra over a vector space A comes about in this way, i.e.
that the vectors α ∈ A satisfying δ⊗α = α⊗α form an orthogonal family which
spans A, provided that A is finitely dimensional [13]. Furthermore, dropping
the unit ⊥ and relaxing the Frobenius monoid to a semigroup corresponds to
dropping the finiteness requirement on the basis [1]. A basis of a vector space A
can thus be specified entirely in terms of linear operators — just by specifying
a data service on it.
3.3 Representing, copying and deleting data
In a monoidal category C, the data of type A are presented as the morphisms
I → A, i.e. the elements of C(A). In Pfn, the data values a ∈ Pfn(A) are thus
the partial functions 11
a
−→ A, which are either the elements of the set A in the
usual sense, or the empty function 11
∅
−→ A. In Rel, the data values a ∈ Rel(A)
are just the subsets of the set A. In Vec the data values a ∈ Vec(A) are the
vectors in the vector space A.
3.3.1 Basic data
A data value a ∈ C(A) can be copied by a data service (A,⊤, δ, ̺) if δ ◦ a =
a ⊗ a. It can be deleted if ⊤ ◦ a = idI . In terms of Sec. 3.1.2, this means that
a ∈ C(A) can be copied and deleted if and only if the morphism a : 11 → A
is a homomorphism from the comonoid I ⊗ I
=
←− I
=
−→ I to the comonoid
A⊗A
δ
←− A
⊤
−→ I.
Definition 3.2 A basic data value, or an (abstract) element with respect to a
data service (A,⊤, δ, ̺) is a data value a ∈ C(A) that can be copied and deleted:
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it corresponds to a comonoid homomorphism a : I → A.
C♭(A,⊤, δ, ̺) denotes the set of basic data values with respect to the data service
(A,⊤, δ, ̺) in C. It is abbreviated to C♭(A) whenever the confusion is unlikely.
This is the basis of C(A).
The data values that are not basic are called mixed.
3.3.2 Examples
We mentioned above that Vec♭(A,⊤, δ, ̺) ⊆ Vec(A) is a basis of the vector space
A uniquely determined by the given data service. The vectors in Vec(A)\Vec♭(A)
are mixed, and cannot be copied and deleted.
At the first sight, the situation in the set-based examples seems simpler: the
cartesian data services A× A
♦
⇆
♦o
A
!
−→ I allow copying all data a ∈ Pfn(A), and
they allow deleting all data except ∅ ∈ Pfn(A). Thus Pfn♭(A) = A, and the
abstract elements of a set A defined in Def. 3.2 coincide with the usual elements
of A. In Rel, a subset a ∈ Rel(A) can be copied by the cartesian data service
if and only if it has at most one element, and it can be deleted if and only if
it has at least one element. So Rel♭(A, !,♦,♦o) = A again. However, besides
these cartesian data services, the category Rel admits many nonstandard data
services. This is a consequence of the fact that there are nonstandard commuta-
tive Frobenius algebras in Rel, and we have explained above that such algebras
are just data services where the filtering semigroup is a monoid. These nonstan-
dard Frobenius algebras in Rel were analyzed in [32], where it has been shown
that each commutative Frobenius algebra in Rel corresponds to a partition of
A into a disjoint union A =
∐
j∈J Aj , where each Aj carries the structure of
an abelian group. The standard Frobenius algebras, induced by the cartesian
structure, correspond to the special case where all parts Aj are one element
sets, with the trivial group structure. This analysis lifts from Frobenius alge-
bras to data services, as it not depend on the units, as explained in [1]. A data
service A⊗A
δ
⇆
̺
A
⊤
−→ I in Rel thus corresponds to a partition of A into abelian
groups. It follows that every data service in Rel is a Frobenius algebra. The
group structures over the disjoint parts Aj ⊆ A can be conjoined into a monoid
of relations over A =
∐
j∈J Aj in the form
Aj ×Aj
+j
−−→ Aj
oj
←− 11
(j ∈ J)
A ×A
+
−−→ A
o
←− 11
where + is the partial function such that a+ b is defined to be a+j b if and only
if a, b ∈ Aj for some j ∈ J , otherwise undefined; and where o is the multivalued
relation, relating the unique element of 11 with oj ∈ Aj for all j ∈ J . In
the corresponding data service (A,⊤, δ, ̺), the copying and deleting comonoid
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A × A
δ
←− A
⊤
−→ 11 consists of the opposite relations of the filtering monoid
A × A
̺
−→ A
⊥
←− 11, which is just this abelian group structure, with ̺ = + and
⊥ = o. It is easy to see that a abstract element of A must support this group
structure, and that they are thus just the underlying sets of the partition, i.e.
Rel♭(A) = {Aj ⊆ A | j ∈ J}
All other subsets a ⊆ A correspond to mixed data, which cannot be copied and
deleted. This lifts an abstract version of the basis decomposition from vector
spaces and linear operators to sets and relations, which turn out to support toy
models of quantum computation [15].
In fact, a data service structure can even be viewed as a rudimentary Hilbert
space structure, which will be useful in modeling randomized computation.
3.3.3 Functions and mixtures
Definition 3.3 The pure morphisms, or (basic) functions with respect to data
services (A,⊤A, δA, ̺A) and (B,⊤B, δB, ̺B) are the morphisms f ∈ C(A,B) that
correspond to comonoid homomorphisms f : A→ B.
The set of pure morphisms with respect the given data services on A and B are
written C♭(A,B). This is the basis of C(A,B).
The morphisms that are not pure are called mixed.
Remark. The functions are obviously closed under composition, and they
include identities, so they form a category. The category C× of comonoids in C
and functions (comonoid homomorphisms) between them is the cofree cartesian
category over C, i.e. it comes with a functor C× → C, forgetting the comonoid
structure [16].
Explanation. A partial function in Pfn is pure if and only if it is total. A
possible computational interpretation that will become clear in the sequel is
that a function that is not total cannot be deleted by a data service, because it
cannot decide whether this function will halt or not. A relation in Rel is pure
with respect to the standard cartesian data services if and only if it is a function
in the usual sense, i.e., it is a total and single-valued relation. The totality means
that it preserves the cartesian comonoid unit; the single-valuedness means that
it preserves the comonoid diagonal. A possible computational interpretation in
terms of relations as the denotations of nondeterministic computations is that a
data service cannot run in parallel several copies of a relation that is not single-
valued, because the different copies of the same relation may make different
nondeterministic choices at runtime. A linear operator f ∈ Vec(A,B) is pure
with respect to the data services with the bases Vec♭(A) and Vec♭(B) if and
14
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only if it is induced by a function f ♭ : Vec♭(A)→ Vec♭(B). Clearly, most linear
operators are mixtures. The relational mixtures with respect to nonstandard
data services will play an important role in the sequel.
Proposition 3.4 Let A and B be data services in Rel induced by the abelian
group decompostions A =
∐
j∈J Aj and B =
∐
k∈K Bk. A relation f ∈ Rel(A,B)
if and only if there is a function ϕ : J → K and f decomposes into a disjoint
union f =
∐
j∈J fj where each fj ∈ Rel
(
Aj , Bϕ(j)
)
is a chaotic relation with
afjb for all a ∈ Aj and all b ∈ Bϕ(j).
3.4 Convolution, norm, inner product
Definition 3.5 Any data service on A induces the operations
• convolution ⋆ : C(A,B)× C(A,B) −→ C(A,B) with
f ⋆ g = ̺B ◦ (f ⊗ g) ◦ δA
• norm |−| : C(A) −→ C(I) with
|a| = ⊤A ◦ a
• inner product 〈−|−〉 : C(A)× C(A) −→ C(I) with
〈a|b〉 = ⊤A ◦ ̺A ◦ (a⊗ b)
Examples. In Vec, these operations take their usual meaning: the abstract
inner product is the usual inner product, the norm is the ℓ1-norm, and the
convolution of the matrices f and g is the entry-wise multiplication (f ⋆ g)i =
fi · gi, so that 〈a|b〉 = |a⋆ b|, where the convolution is taken for A = I. It is easy
to see that this holds in general.
In Pfn, f ⋆ g = f ∩ g is the intersection, so that f ⋆ f = f hods for all f . This
is also true with respect to the standard, i.e. cartesian data services in Rel.
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3.4.1 Abstract relations
Definition 3.6 A morphism f ∈ C(A,B) is an (abstract) relation with respect
to some given data service on A and B if f ⋆ f = f .
Proposition 3.7 The convolution operation is always associative and commu-
tative, and thus makes C(A,B) into a commutative semigroup relative to any
given data services on A and B. Abstract relations form a subsemilattice of each
of these semigroups.
Examples. All morphisms in Pfn are abstract relations. All morphisms in Rel
are abstract relations with respect to the standard, cartesian data services. The
situation is more interesting with respect to the nonstandard data services.
Proposition 3.8 Let A and B be data services in Rel induced by the abelian
group decompostions A =
∐
j∈J Aj and B =
∐
k∈K Bk. Then f ∈ Rel(A,B)
is an abstract relation with respect to the induced convolution operation ⋆ :
Rel(A,B) × Rel(A,B) → Rel(A,B) if and only if there is a partial bijection
ϕ : J → K and f decomposes into a disjoint union f =
∐
j∈J fj, where fj = ∅
if ϕ(j) is undefined, and otherwise fj ∈ Rel
(
Aj , Bϕ(j)
)
is a congruence, in the
sense that ufx ∧ vfy =⇒ (u + v)f(x+ y) ∧ (−u)f(−x).
More examples. Since the convolution in Vec is the entry-wise multiplication
of the matrices, a linear operator f ∈ Vec(A,B) is an abstract relation with
respect to the bases Vec♭(A) and Vec♭(B) if and only if the entries of its matrix
representation are idempotent, i.e. they must all be 0s or 1s. While such
matrices can be naturally viewed as binary relations between the basis elements,
their matrix composition in Vec is not the usual relational composition. This
shows that abstract relations are in general not closed under composition. This
was discussed in [12].
Comment. Although providing some data services over all objects of C makes
all of its hom-set C(A,B) into a semigroups, this structure is generally not
preserved by the composition, and therefore it does not make C into a semigroup
enriched category [21].
3.4.2 Scalars
As mentioned in Sec. 2, the ”elements” of the tensor unit I, i.e. the elements
of the set C(I) = C(I, I) are called scalars. In general, the monoidal structure
comes with an isomorphism I ∼= I⊗ I, which provides I with a canonical Frobe-
nius algebra structure, and thus a data service and a convolution operation. In
a strict monoidal category, these isomorphisms are identities, i.e. I = I ⊗ I
16
holds on the nose. For the scalars α, β ∈ C(I), the strictness assumption and
the definition of the convolution together imply
α ⋆ β = α⊗ β = α ◦ β
Hence the commutative monoid (C(I), ⋆, idI). We usually elide its operation,
and reduce all of the above expressions to αβ.
3.4.3 Bases are orthonormal
Definition 3.9 A data value a ∈ C(A) is normal if 〈a|a〉 = idI . Data values
a, b ∈ C(A) are orthogonal if 〈a|b〉2 = 〈a|b〉. A set S ⊆ C(A) is orthonormal if
all of its elements are normal and any pair is orthogonal.
Proposition 3.10 The basis C♭(A) of any type A is orthonormal.
The proof is left as an easy exercise in diagrammatic reasoning.
4 Monoidal computer
The idea of a monoidal computer is that it should provide a data service C
where all morphisms f ∈ C(A,B) are computable. One way to say that f
is computable is to require that that there is a program p which encodes the
computation f . Since a program needs to be manipulated, transformed and
composed, it should be a basic data value, that can be copied and deleted. We
thus require that for any pair of types L,M in C there is a surjective ”program
execution” operation u : C♭(Ξ)։ C(L,M) that interprets the basic data values
p ∈ C♭(Ξ) as programs and assigns to them the corresponding computations
u(p) ∈ C(L,M).
Definition 4.1 A (basic) monidal computer is a data service C which has:
• a universal data type Ξ: it generates all types as its tensor powers, i.e.
for every M ∈ |C| there is m ≥ 0 such that M = Ξ⊗m
• universal evaluators uML ∈ C(Ξ⊗ L,M), indexed by L,M ∈ |C|: for every
computation f ∈ C(L,M) there is an element p ∈ C♭(Ξ), called a program
for f , such that
M
f
L
=
M
uML
p
L
(11)
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• partial evaluators sMN ∈ C♭(Ξ⊗M,Ξ), indexed by M,N ∈ |C|, such that
Ξ
M
uLN
sMN
NΞ
L
=
Ξ M
uLM⊗N
N
L
(12)
Notation and intuition for the universal evaluators. The universal eval-
uators provide a monoidal view of the idea of a programming language. In the-
ory of computability (e.g. [37]), this idea is formalized by the enumerations of
computable functions. The programs thus boil down to numeric indices, and
their executions are denoted using the Kleene’s brackets {−} : N ։ Pfn(N,N),
so that {p} : N ⇀ N represents the computation induced by the program p.
It is thus natural to use the well-known notiation {p} as the abbreviation for
uML ◦ (p ⊗ L). The other way around, it is also convenient to have a notation
for a program corresponding to a computation; so we generically write pfq for
an arbitrary program that encodes a given computation f . In the monoidal
computer formalism, these conventions thus mean
{p} =
p
f =
pfq
With these notations, Eq. (11) becomes
{pfq} = f
The dual equation p{p}q = p is usually not satisfied. It characterizes the special
family of computers which happen to be extensional in the strong sense that
each computation corresponds to a unique program. An example of such a
computer will be mentioned below.
Convention. To simplify geometric reasoning, in diagrams we often omit any
redundant labels and brackets, and even denote the program and the corre-
sponding computation by the same name, whenever the distinction between the
two is graphically obvious.
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Proposition 4.2 Let C be a symmetric monoidal category with data services,
and such that every object M ∈ |C| is in the form M = Ξ⊗m for some m ≥ 0.
A specification of the universal evaluators and of the partial evaluators as in
Def. 4.1 is equivalent to a specification, for every L,M ∈ |C|, of a family of
surjections
γLMX : C
♭(X,Ξ) ։ C(X ⊗ L,M) (13)
natural in X. The correspondence of the families γLM and the universal evalu-
ators uML is one-to-one, but each such couple there may be different choices of
the corresponding partial evaluators sLN .
Proof. Given a natural family of surjections (13), define
• universal evaluators uML = γ
LM
Ξ (idΞ)
• partial evaluators sMN such that γNLΞ⊗M (sMN ) = u
L
M⊗N
The partial evaluators are not unique, but they exist because each γNLX is sur-
jective, so uLM⊗N must be in the image of γ
NL
Ξ⊗M . The naturality of γ
LM
X in X
implies that the following squares commute
C♭(Ξ,Ξ) C(Ξ⊗L,M)
C♭(I,Ξ) C(L,M)
γLM
Ξ
γLMI
−◦p −◦(p⊗L)
C♭(Ξ,Ξ)
C♭(Ξ⊗M,Ξ) C(Ξ⊗M⊗N,L)
−◦sMN −◦(sMN⊗M)
γNL
Ξ⊗M
C(Ξ⊗N,L)
γNL
Ξ
The commutativity of the right-hand square gives condition (12). The commu-
tativity of the left-hand square means that γLMI (p) = u
M
L ◦ (p⊗ L). Condition
(11) thus follows from the assumption that γMNI is a surjection.
The other way around, given a family of universal evaluators uML , define
γLMX (q) = u
M
L ◦ (q ⊗ L)
This is easily seen to give a family natural for the functions in and out of X .
To prove that γLMX is surjective for every X ∈ |C|, we proceed by induction in
i where X = Ξ⊗i. Condition (11) says that the component γLMI is surjective,
and thus gives the base case i = 0. Condition (12) gives the inductive step. 
4.1 Examples
Computable partial functions and relations. In the standard model of
monoidal computer, the data are represented as bitstrings, and the computa-
tions are the computable partial functions, as implemented, say, by deterministic
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Turing machines. More precisely, let Ξ = {0, 1}∗ be the set of all finite binary
strings. Let C be the category consisting of
• objects: cartesian powers of {0, 1}∗
• morphisms: computable partial functions.
This is a subcategory of the category Pfn of all sets and all partial functions,
so the monoidal structure and the data services are the same, since the copy-
ing, deleting and comparing operations are computable. Using nondeterministic
Turing machines would lead to computable relations, and to the monoid com-
puter contained in the category of sets and relations.
The three parts of the definition of monoid computer correspond to three con-
ceptual pillars of theory of computation:
• The requirement that all types are the tensor powers of the universal data
type says that all data are presented as tuples of bitstrings.
• The universal evaluation operations uNM correspond to the general purpose
computers, or more formally to the universal Turing machines with m
input tapes and n output tapes, where M = Ξ⊗m and N = Ξ⊗n.
• The partial evaluation operations sMN correspond to Kleene’s smn-functions,
or to the partial evaluators used in programming.
These ideas are discussed in detail in many computability theory textbooks and
monographs, e.g. [37]. The natural surjection spelled out in Proposition 4.2 is a
categorical view of the intensional enumerations of computable functions, which
pervade the computability theory books and proofs. Scott’s domain theory
tightens, in a sense, these intensional enumerations into an extensional isomor-
phism between a domain of programs and of a domain of the functions encoded
by these programs, which leads us to the next example.
Extensional monoidal computer. Consider a category of domains for de-
notational semantics, e.g. the category of continuous lattices CLat, or of contin-
uous partial orders Cpo [17, 2]. These categories are cartesian closed, and the
cartesian structure gives a canonical comonoid structure X ×X
δ
←− X
⊤
−→ 11 on
every X . For pointed domains, i.e. those with the least element, this structure
extends to a full data service, with idempotent convolution. To form a monoid
computer, we need a pointed reflexive domain Ξ. The reflexivity here implies
that there is an isomorphism Ξ
u
⇄
v
ΞΞ. In other words, for every f : Ξ → Ξ
there is p = v(f) ∈ Ξ with f = u(p).
The extensional monoid computer is defined to be the full subcategory C spanned
by the finite powers Ξm, m ≥ 0, of a nontrivial reflexive object Ξ in a category of
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domains with the bottom. The nontriviality assumption means that Ξ contains
the discrete set of natural numbers ω = {0, 1, 2, . . .} ⊆ Ξ. Now the assumptions
that ΞΞ ∼= Ξ and that n ⊆ Ξ for every n = {0, 1, . . . , n− 1} together imply that
for every M = Ξm and N = Ξn, m,n ≥ 0 there is a surjection
Ξ
uNM
։ NM (14)
derived from
• ΞM = Ξ(Ξ
m) ∼= Ξ, which is itself derived from ΞΞ×Ξ ∼=
(
ΞΞ
)Ξ ∼= ΞΞ ∼= Ξ;
• NM = (Ξn)M ∼=
(
ΞM
)n ∼= Ξn ։ ΞΞ ∼= Ξ, which lifts n →֒ Ξ.
Checking that uNM in (14) gives a universal evaluator is straightforward. The
partial evaluators are constructed as in Prop.4.2. The extensionality means that
every computation f ∈ NM is represented by a unique progam p ∈ Ξ. This is
clear if we only look at the computations with a single input, as it is expressed by
the fact that u : Ξ→ ΞΞ is an isomorphism. Capturing the computations with
finitely many inputs and outputs requires data services, which complicate the
picture, and make the universal evaluators uNM : Ξ→ N
M into mere surjections.
A closer inspection of the above construction of uNM shows that it assigns a
unique program to each computation of m inputs and n outputs, and maps the
programs of other arities to the bottom.
Quantum computer can be viewed as a monoidal computer in the category
VecC of complex vector spaces and linear operators, with the data services as
described in Sec. 3. The universal data type is the 2-dimensional vector space
C2, which plays the role of cogenerator, similar to the role of the 2-element set
in the category Rel. The universal and the partial evaluators are the evaluators
of the Deutsch-Turing machines [14, 6]. The evaluators and their programs
have classical descriptions, which in the framework of the monoidal computer
formally means that they are basic data, as required by Definitions 3.2 and
4.1. On the other hand, the main feature of the quantum computer is that it
processes mixed data, and that such processing can be used to execute many
computational threads in parallel, with a low computational overhead. The
gains from this feature will be captured in monoidal computers in terms of the
space complexity.
A physically more realistic view of quantum computation requires factoring out
the irrelevant phases, and quotienting C2 to the data type of qubits. This
leads to significantly more complicated notions of quantum operation, and of
quantum computation [29]. However, the relevant features of these refined no-
tions do not seem to be limited to their standard vector based realizations, as
recognized already by von Neumann [36]. A categorical analysis of quantum
computation allows distinguishing the essential structural components, while
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hiding the inessential implementation details of vector spaces [10], and even
helps constructing the so-called toy models, used to study the dependencies
between those components [38, 4, 11, 34]. There are thus many nonstandard
quantum computers, some of them reducing the qubit computations all the way
to boolean relations [32, 15].
4.2 Remark about compression
The surjection C♭(Ξ)
γIMI−−−→ C(M) allows compressing the data of type M to
programs that output these data when executed on empty input. This means
that for every datum I
a
−→M there is a program I
pa
−→ Ξ such that a = uMI ◦ pa.
Since we did not introduce a notion of size for the data yet, we do not have
a way to say that pa is a succinct way to describe a. Indeed the program pa
may say ”print a”, and be longer than a. Nevertheless, at a future step of
this work, this compression mechanism will provide an abstract springboard
into Kolmogorov complexity [40, 26], and a foundation for a monoidal view of
randomized computation.
4.3 Remark about the composition
The bracket notation provides a convenient way to capture program composition
with a minimal structural blowup. The surjectiveness {−} = γLMI : C
♭(Ξ) ։
C(L,M), {−} = γMNI : C
♭(Ξ) ։ C(M,N), and {−} = γLNI : C
♭(Ξ) ։ C(L,N)
suggests that for any pair of programs p, q ∈ C♭(Ξ) such that {p} ∈ C(L,M)
and {q} ∈ C(M,N), we can find some r ∈ C♭(Ξ) such that {r} = {q} ◦ {p}.
Similarly, for any pair of programs s, t ∈ C♭(Ξ) we can find a program v ∈ C♭(Ξ)
such that {v} = {s} ⊗ {t}. The type Ξ in C could thus be coherently extended
by partial monoid operations −‖− and − ;− such that
{p ; q} = {q} ◦ {p} {s‖t} = {s} ⊗ {t}
In the standard computer models, this corresponds to introducing the composi-
tion operators in the programming language. One could indeed prove that any
monoidal computer can be conservatively extended into a monoidal computer
where the universal evaluators respect the internal program composition opera-
tions, used e.g. in [33]. This conservative extension, of course, contains exactly
the same information as Def. 4.1. Since formalizing it does not seem to offer
significant advantages for the present analyses, we shall for the moment keep
program composition as syntactic sugar, and
• generically denote by p ; q any program satisfying {p ; q} = {q} ◦ {p}, and
• generically denote by s‖t any program satisfying {s‖t} = {s} ⊗ {t}.
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5 Arithmetic and logic in monoidal computer
The simplest avenue towards an implementation of the basic logical and recur-
sion theoretic constructions in monoidal computer seems to be by the way of
interpreting the monoidal computations as λ-expressions.
5.1 Monoidal computer and λ-calculus
Viewed from through the lense of λ-calculus [3], the universal evaluators perform
the function application operation, whereas the partial evaluators perform the
function abstraction operation
p x
px
q x
λy. q(x, y)
y
q(x, y)
Together with the data services, these basic operations allow a sound interpre-
tation of any λ-expression.
Proposition 5.1 Every monoidal computer provides a model of nonextensional
untyped λ-calculus.
The proof is straightforward, provided that the notion of a model of λ-calculus
is spelled out [3, I.5.2 and V]. The terms are interpreted as the elements of
the universal data type Ξ. For the terms t, s ∈ C(Ξ), the abstraction λx. t is
interpreted by sIΞ◦t, whereas the application ts is uΞΞ◦(t⊗s). The free variables
can be interpreted in the polynomial extensions of monoidal computers, which
are a special case of the constructions in [31]. We shall also use the polynomial
extensions to capture randomized computation in monoidal computers.
5.2 Representing numbers and truth values
The external view of data computations. As the data in a monoidal
computer are the elements of its data types, it will be convenient to to introduce
the notation
Ξ̂ = C♭(I,Ξ) and M̂ = C♭ (I,M)
Note that the data service induces a bijection Ξ̂⊗m ∼= Ξ̂m, so that every com-
putaion, viz. a morphism in the monoidal computer C, induces a computable
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function
f ∈ C
(
Ξ⊗m,Ξ⊗n
)
f̂ ∈ Set(Ξ̂m, Ξ̂n)
with f̂(a) = f ◦ a. Externalizing the computations in this way, from a monidal
computer C to the sets of data represented in it, we recover the usual notion of
a computable function.
Proposition 5.2 Every monoidal computer contains the representations of
• truth values B = {tt, ff} →֒ Ξ̂, and
• natural numbers N = {0, 1, 2, . . . , n, . . .} →֒ Ξ̂.
The computations of the monoidal computer induce just the partial recursive
functions on N. The logical operations on B are also representable, thus sup-
porting a full model of arithmetic.
The representations of logical formulas and of partial recursive functions in
untyped λ-calculus are developed in detail in [3, Ch. 6], or [23, Ch. 2]. The
original Church’s representations
pttq = λpx. p
pffq = p0q = λpx. x (15)
pi+ 1q = λpx. p(ipx)
seem the most convenient for our purposes. The basic logical operations are
p¬q = λxyz. xzy p∧q = λxy. xyx (16)
whereas the arithmetic operations are constructed using the recursion schema,
which can be represented by applying a fixed point operator like the one in
Prop. 6.1 to the recursion specifications expressed using the successor σ and the
ifthenelse operators
pσq = λnpx. p(npx) pifthenelseq = λbxy. bxy (17)
The fact that the λ-constructions in the monoidal computer do not satisfy the
η-rule λfx. fx = f invalidates the uniqueness claims of some constructions, but
leaves the representability claims unchanged. Restating all this categorically, in
terms of natural numbers object [24, 30], we have
Proposition 5.3 In every monoidal computer, the universal data type Ξ with
the structure
I
0
−−→ Ξ
σ
←−− Ξ
is a weak natural numbers object, in the sense that every pair L
g
−→ M
h
←− M
induces a computation Ξ⊗L
Lg,hM
−−−→M , not necessarily unique, which makes the
following diagram commute
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LΞ⊗ L Ξ⊗ L
M M
0⊗
L
g
σ⊗L
h
Lg,hM Lg,hM (18)
5.3 Numeric monoidal computer
Notation and terminology. In a monoidal computer, we use the term total
elements to refer jointly to the numbers and the truth values, e.g. as represented
in Eqn. (15). The set of all total elements is thus denoted by
T = B ∪ N ⊆ Ξ̂
Definition 5.4 A computation f ∈ C (Ξ⊗m,Ξ⊗n), is total if the induced func-
tion f̂ : Ξ̂m → Ξ̂n maps total elements to total elements, i.e. restricts to a
function f̂↾ : T
m → Tn. It is total numeric if it maps numbers to numbers, i.e.
restricts to a function f̂↾ : N
m → Nn. Computations that are not total are called
partial.
Definition 5.5 A computation ϕ ∈ C (Ξ⊗m,Ξ), is a predicate if its only total
values are tt or ff , i.e. if ϕ̂ ◦ a ∈ T =⇒ ϕ̂ ◦ a ∈ B.
Definition 5.6 A monoidal computer is numeric if
• every computation has a numeric program: for every computation f : L→
M there is a number p ∈ N such that f = uML (p⊗ L)
• the partial evaluations are total numeric functions sLM : N⊗ L→ N
• there is a predicate ↓N over Ξ such that
↓N x =
{
tt if x ∈ N
ff otherwise
(19)
Examples and non-examples. The classical and the quantum computers
are numeric, whereas the extensional computer is not.
Restriction. Henceforth we focus on numeric monoidal computers.
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6 The fixed point constructions
In this section we illustrate the workings of the monoidal computer by spelling
out the basic constructions of computability theory.
Proposition 6.1 Every computation in a monoidal computer has a fixed point.
Lemma 6.2 There is a computable program transformation Φ : Ξ → Ξ which
executes each program on itself, i.e.
Φ ◦ p = {p} ◦ p
Proof of Lemma 6.2. The transformation
Ξ
Φ
Ξ
=
Ξ
Φ
Ξsatisfies
Φ
p
=
p
=
p p
=
p
p
because the programs p are basic data, and thus satisfy δ ◦ p = p⊗ p. 
Remark. Note that the second step of the above proof essentially depends on
the stipulation in Def. 4.1, that programs are basic data, and thus copiable by
the data service.
Proof of Prop. 6.1. The fixed point of an arbitrary p ∈ C(Ξ) is
Φ
Φ ; p
=
Φ ; p
Φ ; p
=
Φ
Φ ; p
p
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where Φ ; p denotes any program such that {Φ ; p} = {p} ◦ {Φ}. 
Corollary 6.3 Every nontrivial numeric computer contains partial computa-
tions. Its universal data type always contains non-numeric values.
Proof. Consider the successor operation σ = λnpx. p(npx) and its fixed point
⊥ = {Φ}(Φ ;σ). Since the soundness of Church’s numeral representation [3,
Sec. 6.4] implies that σn 6= n holds for all n ∈ N, it follows that ⊥ 6∈ N. On
the other hand, since the computer is assumed to be numeric, we can choose
the program Φ ;σ ∈ N. Since {Φ}(Φ ;σ) = ⊥, the computation {Φ} maps an
element of N outside N, and is therefore not total. 
7 Kleene’s Second Recursion Theorem
This theorem is undoubtedly one of the stepping stones into computability the-
ory [28]. It says that every total computation t̂ : N → N, viewed as a program
transformation, has a fixed program1 pt ∈ N, which encodes the same com-
putable function as its t-image, i.e.
{pt} = {t(pt)}
Proposition 7.1 In any numeric monoidal computer C, for every computation
t : Ξ → Ξ, which induces a total function t̂ : N → N, and for any two types
L,M ∈ |C| there is a program pt ∈ N which evaluates to the same L → M
computation like t ◦ pt, i.e.
uML ◦ (p⊗ L) = u
M
L ◦ (tpt ⊗ L)
Proof. Define
Ξ
Γ
L
M
=
Γ
Φ
Ξ L
M
Υ
Ξ
Ξ
=
sΞL
Υ
Ξ
Ξ
Γ
The program transformations showing that the program pt = {Υ}(Υ ; t) is the
claimed fixed point are displayed on the following diagram
1Note that there are many total functions which do not have any fixed numbers: e.g. the
successor function satisfies σ(n) 6= n for all n ∈ N.
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LM
L
M
L
M
L
M
L
M
L
M
= = =
==
Γ
Υ ;t
Υ
Υ ;t
Υ ;t
Γ
Υ ;t Υ ;t
Φ Υ ;t
Υ
Υ ;t
t
Corollary 7.2 In any numeric monoidal computer C, for every computation
f : Ξ⊗L→M has a fixed program pf ∈ N which evaluates to the same L→M
computation like the partial evaluation of f on it
{pf} = λx. f(pf , x)
or diagrammatically
M
pf
L
= f
L
M
pf
Proof. Apply Prop 7.1 to the total computation
sΞL
f 
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8 Undecidability of the Halting Problem
Definition 8.1 A program is said to halt on n ∈ N if {p} ◦n ∈ N. The halting
predicate is thus defined
Ξ
H
Ξ
Ξ
= Ξ
↓
Ξ Ξ
Ξ
(20)
using the predicate ↓: Ξ→ Ξ from Def. 5.6.
Definition 8.2 A predicate ϕ :M → Ξ is said to be decidable if it is total.
Explanation. Recall from Def. 5.5 that a computation ϕ ∈ C(M,Ξ) is a
predicate if ϕ̂ ◦ a ∈ T =⇒ ϕ̂ ◦ a ∈ B. Recall from Def. 5.4 that ϕ is total
if a ∈ Tm =⇒ ϕ̂ ◦ a ∈ T. A decidable (i.e. total) predicate ϕ thus satisfies
a ∈ Tm =⇒ ϕ̂ ◦ a ∈ B.
Proposition 8.3 The halting predicate H, defined by Eq. (20), is undecidable.
Definition 8.4 A predicate ϕ : M → Ξ is nontrivial if there is a computation
ϕ˜ : L→ L such that ¬ϕ = ϕϕ˜
ϕ
¬
=
ϕ˜
ϕ (21)
Explanation. Recall from Eq. (16) that the computation ¬ : Ξ → Ξ imple-
ments the logical negation, i.e. ¬ ◦ tt = ff and ¬ ◦ ff = tt. The informal idea
behind the computation ϕ˜ : L → L is that it maps the elements of the set
{x|ϕ(x)} into {x|¬ϕ(x)}, and vice versa, thus leading to ϕ
(
ϕ˜(x)
)
⇐⇒ ¬ϕ(x).
This is the intuition behind Eq. (21). If we work with sets, then such a ϕ˜
switch of {x|ϕ(x)} and {x|¬ϕ(x)} is possible whenever both sets are nonempy,
i.e. whenever the predicate ϕ(x) is neither always true, not always false. This
is why we call the predicates ϕ which allow ϕ˜ nontrivial.
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Lemma 8.5 The predicate ↓, defined in Eq. (19), is nontrivial.
Proof of Lemma 8.5. The computation ↓˜ : Ξ→ Ξ, which we simply write as ∼
can be defined by
∼ = d ◦ ↓ with
pdq = λx. ifthenelse (iszero (ρ(x)))⊥ p1q
where ρ computes the predecessor, and maps 0 to itself, whereas iszero maps 0
to 1 and the other numbers to 0. The result is that d maps 1 to ⊥ and 0 to 1,
so that ∼ maps
• ⊥
↓
7−→ 0
d
7−→ 1 and
• n
↓
7−→ 1
d
7−→ ⊥, for all n ∈ N.

Proof of Prop. 8.3. If H is decidable then
Ξ
K
Ξ
=
Ξ
H
Ξ
=
Ξ
Ξ
↓
=
Ξ
Ξ
Φ
↓
is decidable too. But from Lemma 8.5 we have a computation ∼ such that
↓ ◦ ∼ = ¬◦ ↓, and hence
K
∼Φ
=
Φ
∼Φ
↓
=
∼Φ
∼Φ
↓
=
Φ
∼Φ
∼
↓
=
Φ
∼Φ
↓
¬
=
K
∼Φ
¬
where we write ∼ Φ instead of Φ ;∼. But K(∼ Φ) = ¬K(∼ Φ) implies that
K(∼Φ) 6∈ B. So K cannot be decidable, and thus H is not decidable either. 
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9 Rice’s Theorem
Definition 9.1 We say that a predicate α : Ξ→ Ξ is over computations if for
all p, q ∈ Ξ
{p} = {q} =⇒ α ◦ p = α ◦ q
Proposition 9.2 Every nontrivial predicate over computations is undecidable.
Proof. Let α : Ξ→ Ξ be a nontrivial extensional predicate. Since it is nontriv-
ial, there is a computation ∼ = α˜ : Ξ→ Ξ such that ¬ ◦α = α ◦ ∼. Define the
computation
Ξ
f
Ξ
Ξ
=
u
f
∼
Ξ Ξ
Ξ
By Corollary 7.2, f has a fixed program p, which means
{p} = {∼p}
Ξ
u
p
Ξ
=
Ξ
u
p
Ξ
∼
But since α is by assumption over computations,
{p} = {∼p} =⇒ α ◦ p = α ◦ ∼◦ p
and thus
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αp
¬
=
∼
p
α
=
α
p

10 Future work
Here we sketch the further technical developments of monoidal computer, that
will be presented in the sequel papers.
Computable types. Although not strictly necessary, it is often convenient
to have a type {x ∈ L | α(x)} for every computable predicate α : L → Ξ in a
monoidal computer C. Formally, this amounts to requiring that C has equalizers.
This is what we shall call comprehensive monoidal computer. In the concrete
examples, this means that the types do not just represent the arities of the
computations any more, i.e. the numbers of their inputs and outputs, but that
every recursively enumerable set is now represented by a type. In particular, a
comprehensive monoidal computer will thus have internal representations of B
and N from Sec. 5.2, as well as their powers.
Program complexity. As computations, the program complexity measures
can be derived from the universal evaluators. We follow this idea in representing
them in the monoidal computer. First of all, any program complexity measure
cxML ∈ C(Ξ⊗ L,Ξ) should be defined on a program p and a value x if and only
if uML (p, x) = {p} (x) is defined, or more generally
cx
p
L
B
↓
= p
B
L
↓
where ↓ is the predicate from Def. 5.6. The main requirement is that all pro-
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grams are composed at with at most a constant cost in complexity, i.e.
cxNL ((p ; q), x)
+
≤ cxML (p, x) + cx
N
M (q, px)
cxM1⊗M2L1⊗L2 (p1 ⊗ p2, x1 ⊗ x2)
+
≤ cxL1(p1, x1) + cxL2(p2, x2)
where
+
≤ is the ”upto” order of functions
f
+
≤ g ⇐⇒ ∃c ∈ N ∀n ∈ N. fn ≤ c+ gn
Finally, we also need a length function ℓ ∈ C♭(Ξ,N) with
ℓn
+
≤ n and ℓ(p ; q)
+
= ℓp+ ℓq
+
= ℓ(p⊗ q)
such that every complexity measure satisfies
cxΞ(ℓ, x)
+
= ℓx
A computation that implements the length function can be thought of as just
reading its input, so that this last requirement just says that the needed space
and time is just the length of the input, plus the constant length of the needed
commands. The abstract versions of the time and the space complexity measures
can be introduced by requiring that they satisfy
tmNL ((p ; q), x)
+
= tmML (p, x) + tm
N
M (q, px)
tmM1⊗M2L1⊗L2 (p1 ⊗ p2, x1 ⊗ x2)
+
= max
{
tmL1(p1, x1), tmL@(p2, x2)
}
and
spNL ((p ; q), x)
+
= max
{
spML (p, x), sp
N
M (q, px)
}
spM1⊗M2L1⊗L2 (p1 ⊗ p2, x1 ⊗ x2)
+
= spL1(p1, x1) + spL@(p2, x2)
Randomized computation. For any set X , denote by DX the set of finitely
supported subprobability distributions over X , i.e.
DX =
{
P : X → [0, 1] | supp (P ) <∞∧
∑
x∈X
Px ≤ 1
}
where supp (P ) is the cardinality of the set {x ∈ X |Px 6= 0}. For any category
C we can now define the randomized version CD by setting
• objects: |CD| = |C|
• morphisms: CD(A,B) = DC(A,B)
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• composition:
Φ : C(A,B)→ [0, 1] Ψ : C(B,C)→ [0, 1]
(Ψ ◦ Φ) : C(A,C)→ [0, 1]
(Ψ ◦ Φ)h =
∑
g◦f=h
Ψg · Φf
• identities: ιA : C(A,A) → [0, 1] is ιA(f) = 1 if and only if f = idA,
otherwise 0.
The monoidal structure, the data services, and the induced operations have
natural liftings from C to CD. But what is a randomized monoidal computer?
How do the universal evaluators interpret randomized programs?
In practice, randomized programs are implemented as ordinary programs which,
in addition to their normal inputs, also input an additional argument, where
they receive random seeds. More precisely, given an ordinary computation f ∈
C(S ⊗ L,M), where S ∈ |C| is taken to be the type of random seeds, and a
distribution ς ∈ DC(S) we can define
f ∈ C(S ⊗ L,M) ς ∈ DC(S)
f ς ∈ DC(L,M)
f ςg = Pr(g
ς
← f) =
∑
sSL(f,r)=g
ςr
Formally, the random seeds of type S can be denoted by an indeterminate
element x of type S in the polynomial category C[x : S] [24, 31, 15]. Indeed,
we randomize a value, e.g. in a security protocol, when we need to assure that
no one can predict it, or derive it from any other values; and an indeterminate
element x satisfies similar requirements: it cannot be algebraically derived from
any other element, and it is equally likely to denote any of them. Assigning
a distribution ς ∈ DC(S) to a random variable x : S adjointed to C induces a
functor C[x : S]
ς
−→ DC, which summarizes the above derivation of a randomized
computation f ς ∈ DC(L,M) from a seeded computation f ∈ C(S ⊗ L,M).
When C(S) is finite, say S = {0, 1}n, and when ς is the uniform distribution,
then the above definition of f ς boils down to the usual view of the input-output
probability
Pr
(
b
$
← fa
)
=
#{r ∈ {0, 1}n | f(r, a) = b}
2n
for a ∈ C(L) and b ∈ C(M).
However, to capture the general computations, admitting the inputs of varied
lengths, which usually also requires seeds of varied lengths, this simple idea
needs to be extended to ensembles of computations, which furthermore need
to be taken modulo computational indistinguishability [18]. This is where the
convolution will play a pivotal role.
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