Abstract. We present a general framework to deal with commutators of singular integral operators with BMO functions. Hörmander type conditions associated with Young functions are assumed on the kernels. Coifman type estimates, weighted norm inequalities and two-weight estimates are considered. We give applications to homogeneous singular integrals, Fourier multipliers and one-sided operators.
Introduction
In 1972, R. Coifman established in [4] that a singular integral operator T with regular kernel (that is, K ∈ H * ∞ , see the definition below) is controlled by the HardyLittlewood maximal function M and for every 0 < p < ∞ and every Muckenhoupt weight w ∈ A ∞ ,
(1.1)
There has been many attempts of controlling a given singular integral operator by an appropriate maximal function (see [6] , [5] and the references therein). In [10] (see also [25] and [29] ) singular integral operators with less regular kernels are considered. Implicit in their proofs it is shown that the operators in question are controlled, in the sense of (1.1), by a maximal operator M r f (x) = M (|f | r )(x) 1/r for some 1 ≤ r < ∞. The value of the exponent r is determined by the smoothness of the kernel, namely, the kernel satisfies an L r -Hörmander condition (see the precise definition bellow). Let us point out that in [13] it has been proved that this control is sharp in the sense that one cannot write a pointwise smaller operator M s with s < r. This yields, in particular, that (1.1) do not hold in general with M r for any 1 ≤ r < ∞ for singular integral operators satisfying only the classical Hörmander condition H 1 .
An interesting consequence of (1.1) is the following: combining this estimate and some sharp two-weight norm inequality for the Hardy-Littlewood maximal function (see [21] ) one gets the sharp weighted estimate
u(x) dx, (1.2) for all 1 < p < ∞ with no assumption on u, where [p] stands for the integer part of p and M k is the Hardy-Littlewood maximal operator iterated k-times. This was proved in [18] generalizing some partial result (by a different method) in [30] .
Estimates like (1.1) also hold for the commutator of a singular integral operator with regular kernel T with a function of bounded mean oscillation, b ∈ BMO, that is,
where the sup runs over all cubes Q ⊂ R n with the sides parallel to the coordinate axes and where b Q stands for the average of b over Q. We define the (first-order) commutator by
In [19] it was shown that for all 0 < p < ∞ and w ∈ A ∞ R n
( 1.3)
It was also proved in [19] that this yields the following two-weight norm inequality: for 1 < p < ∞ and with no assumption on u,
u(x) dx. becomes more singular as k grows.
Estimates like (1.1) appear throughout the literature. In some cases these are implied by a good-λ inequality between T and M . Typically (as it has been explained above) T is a singular integral operator and M is a maximal operator. This turns out to be very useful since one can prove weighted estimates for T by using those satisfied by M , which are in general easier to prove. This has been extensively used in [6] , [5] where it is shown that starting with (1.1), with some fixed exponent 0 < p 0 < ∞, for any pair of operators T and M (indeed, pairs of functions can be written in place of the operators) one can extrapolate and get that the same estimate holds on L p (w) for all 0 < p < ∞, w ∈ A ∞ . Further, one can replace the Lebesgue spaces by very general weighted Orlicz spaces and weighted rearrangement invariant quasi-Banach spaces (with some minor hypotheses). This general theory also provides modular extensions of (1.1) -that is, φ(|T f |) controlled by φ(M f ) in L 1 (w)-with some mild restrictions on the functions φ. Moreover, all these estimates hold in a vector-valued sense with no extra work. All this is done with no need to appeal to good-λ inequalities of any kind and roughly speaking implies that T and M behave the same way (provided one Taking all this into account, it would be of interest to seek for maximal functions that control different types of singular integral operators in the sense of (1.1). As mentioned above, in [10] (also [25] , [29] ) weighted norm inequalities were shown for singular integral operators satisfying smoothness conditions in the scale of Lebesgue spaces. In these references the Coifman type estimates proved were not a primary aim and they were used as tools to derive the weighted norm inequalities satisfied by T . Motivated by the one-sided discrete square function considered in [28] , in [12] further extensions of the aforementioned results were proved. This vector-valued operator has a kernel that satisfies all the L r -Hörmander conditions with 1 ≤ r < ∞ but the one corresponding to L ∞ . Thus, using the techniques in [25] The aim of the present paper is to prove Coifman's type estimates for commutators of singular integral operators with bounded mean oscillation functions, where different conditions are assumed in the kernel of the operators. We also obtain new weighted norm inequalities for the classical operators, and their corresponding commutators, considered in [10] (see also [29] ), namely, for Fourier multipliers and also for homogeneous singular integral operators. We will also show that the techniques developed can be extended to improve the results in the case of one-sided singular integrals and commutators. As a consequence we will also obtain weighted modular end-point estimates, two-weight inequalities and vector-valued estimates for the operators in question.
The plan of the paper is as follows. Next section contains some preliminaries that are needed to state our main definitions and results which are in Section 3. In Theorem 3.3, assuming different Hörmander type conditions on the kernels of the operators in question, we establish Coifman type estimates. As a consequence, vector-valued inequalities and estimates with one and two weights are derived (see Sections 3.2 and 3.3). The technical conditions imposed on the kernel will become clear in the applications presented in Section 4: we obtain weighted norm inequalities for homogeneous singular integrals, Fourier multipliers and also one-sided singular integrals that fit within this theory. The proofs of the general results are in Section 5 and the proofs related to the applications are in Section 6. Finally in Section 7 we will discuss further extensions of the techniques developed on which we consider multilinear commutators as in [22] .
Preliminaries
Throughout this paper T will denote a singular integral operator of convolution type, that is, T is bounded on L 2 (R n ) and
with K a measurable function defined away from 0. We are taking convolution operators for simplicity, the results presented in this paper also hold for variable kernels with the appropriate changes. The precise statements and the details are left to the reader.
When n = 1 and we further assumed that the kernel K is supported on (−∞, 0) we say that T is a one-sided singular integral and we write T + to emphasize it. The results that we present below for (standard) singular integrals apply to T + . However, taking advantage of the extra assumption on the kernel, one can be more precise and get better estimates (see Remark 3.4 below).
We are going to consider commutators of these operators with BMO functions. Let us recall that a locally integrable functions b belongs to BMO if
where the sup runs over all cubes Q ⊂ R n with the sides parallel to the coordinate axes and where b Q stands for the average of b over Q.
Given T and b ∈ BMO we define the k-th order commutator, k ≥ 0, by
Note that for k = 0, we have T
], k ≥ 1. We consider weights in the Muckenhoupt classes A p , 1 ≤ p ≤ ∞, which are defined as follows. Let w be a non-negative locally integrable function and 1 ≤ p < ∞. We say that w ∈ A p if there exists C p < ∞ such that for every ball
when 1 < p < ∞, and for p = 1,
which can be equivalently written as M w(x) ≤ C 1 w(x) for a.e. 
The classes A + p , 1 < p < ∞, were introduced by E. Sawyer [27] in the study of the weights for these operators proving that M
The case p = 1 was not considered in Sawyer's paper but it was proved in [14] 
We also define an averaged version of · A in the following way: given a ball B
For instance, when A(t) = t r with r ≥ 1 then we have There is a further generalization that turns out to be useful for our purposes, see [17] :
Let us observe that if
Note that this implies
3)
The first estimate is obtained by duality and for the second one takes g ≡ 1. We can now define the Hardy-Littlewood maximal function associated with
Abusing on the notation if [20] , [24] and [5] ). When n = 1, we can also define the one-sided maximal functions associated with a given Young function A: (x,b) and
Main results
Let T be a singular integral operator with kernel K. We assume different smoothness conditions on K. The weakest one is the so called Hörmander condition: we say that K ∈ H 1 (or that K satisfies the L The same is applied to the space L ∞ . Given 1 ≤ r ≤ ∞ we say that K ∈ H r (or K satisfies the L r -Hörmander condition) it there exist c ≥ 1, C r > 0 such that for any y ∈ R n and R > c |y|
Notice that H 1 coincides with the definition above an that one has
These classes appeared implicit in the work [10] where it is shown that classical L r -Dini condition for K implies K ∈ H r (see also [25] and [29] ).
In [12] extensions of these classes were introduced replacing L r by more general Orlicz spaces (see Section 2.2 for the precise definitions and the needed background): given a Young function A, the kernel K is said to satisfy the L A -Hörmander condition (we write K ∈ H A ), if there exist c ≥ 1, C A > 0 such that for any y ∈ R n and R > c |y|,
On the other hand, since t ≤ A(t) for t ≥ 1 by convexity we have that H A ⊂ H 1 which implies that the classical Calderón-Zygmund theory applies to T . Thus, T is bounded on L p (R n ) for all 1 < p < ∞ and T is also of weak-type (1, 1).
In [12] it was shown that a given singular integral operator, with kernel K ∈ H A , it is controlled by M A improving the previous results in [10] , [25] and [29] :
Theorem 3.1 ([12]). Let A be a Young function and let T be a singular integral operator with kernel
whenever the left-hand side is finite.
Similar results can be proved for vector valued operators or one-sided operators. (See [12] .)
Next, we define new classes of kernels depending on a Young function A and some exponent k ≥ 0, which will be related with the order of the commutator, -when k = 0, H A,0 coincides with the class H A introduced in [12] -: 
Let us mention that we have written our definition in terms of dyadic dilations but one can equivalently use a-adic annuli with a > 1.
The classes H A,k satisfy the following: for any Young function A and k ≥ 0 we have
In the particular case on which we consider the L r -Hörmander conditions it follows that for 1 < r < s < ∞
All these properties follow easily and the proofs are left to the reader (see Remark 2.
Now we are ready to state our main results:
whenever the left-hand side is finite. If one further assumes that A is submultiplicative, then for all w ∈ A ∞ and λ > 0,
whenever the left-hand side is finite. As a consequence, for all w ∈ A ∞ and λ > 0
where ϕ k (t) = t (1 + log 
If one further assumes that A is submultiplicative, then for all
Remark 3.4. We would like to emphasize that parts (c) and (d) improve respectively (a) and (b). Observe that one-sided operators are singular integral operators with the additional hypothesis that the kernels are supported in (−∞, 0) so, in particular, we can apply (a) and (b) to them. In parts (c) and (d) we extend the class of weights (A ∞ A + ∞ ) and one can write pointwise smaller maximal operators in the right-hand
To understand the difference between these two conditions, we concentrate on (b) and take K ∈ H ∞ . If one is able to show that K ∈ H ∞,k then we get (3.3). Alternatively, the same estimate holds from the weaker but more-difficult-to-check condition K ∈ H e t 1/k ,k . It may happens that we just know that K ∈ H A,k for some Young function which can be worse than e t 1/k . In this case, a careful examination of the proof would lead us to obtain (3. 
3.2.
Vector-valued and one-weight estimates. Once we have the Coifman type inequality just stated, vector-valued estimates follow by extrapolation. Indeed, as it is shown in [6] , estimate (3.1) (analogously (3.3)) yields that for every 0 < p, q < ∞ and
Let us emphasize that this is nothing specific of commutators or singular integral operators. Whenever an estimate like (3.1) holds with an operator in each side, for one (equivalently for all) 0 < p < ∞ and for all w ∈ A ∞ , the extrapolation techniques in [6] give vector-valued inequalities as before. Furthermore, as it is shown in [5] , all these estimates (vector-valued or not) also hold for any "reasonable" quasiBanach rearrangement invariant function space X(w).
, Orlicz spaces, Marcinkiewicz spaces, . . . . Also, weak and strong modular estimates hold and we will use them to get (3.2).
As explained in the introduction, Coifman type estimates are generally used to control an operator with some degree of singularity by a maximal operator which, in principle, is easier to handle. For instance, in the case of classical Calderón-Zygmund operators with regular kernels (in our notation kernels in H * ∞ ) one has (1.1) and, as a consequence, it follows that T is bounded on L p (w) for 1 < p < ∞ and w ∈ A p as M is. Indeed the extrapolation results mentioned before (see [6] , [5] ) state a much deeper fact, T and M behave almost the same on weighted function spaces and in the sense of weighted modular estimates (here "almost" is because somehow one needs to be apart from L ∞ as M is bounded on L ∞ and T is not, see [6] and [5] for more details). In this way, starting from (3.1) (analogously (3.3)), we have that T and, by extrapolation the commutators verify them.
We state some known weighted norm-estimates that maximal operators associated with Orlicz functions satisfy:
In the one-sided case, this result is proved in [24] . The general case follows the same way and we sketch the proof in Section 5. Let us notice that as explained before, weighted vector-valued estimates can be proved for the commutators, once we have them for the maximal operators (and in many cases the latter ones are also obtained by extrapolation). Here we do not want to get into this matter.
Remark 3.8. We would like to point out that in the applications below, for conciseness, we will just write the scalar Coifman type estimates on weighted Lebesgue spaces. As we have explained in this section, this estimates can be proved for other function spaces and in the sense of modular inequalities. Also, all of them admit vector-valued extensions (see [6] and [5] for more details of this technique and for potential applications). On the other hand, we can get boundedness of commutators on weighted Lebesgue spaces from Theorem 3.6. The precise statements and the details are left to the interested reader.
3.3. Two-weight norm inequalities. Next, we obtain two-weight norm inequalities for operators such that their adjoints satisfy a Coifman type inequality. Here, the weights are no longer in A ∞ . In order to simplify, we use the following notation: we use w for weights in A ∞ or w ∈ A ± ∞ and u for arbitrary weights, that is, for 0 ≤ u ∈ L 1 loc (R n ) and we do not assume that u is a Muckenhoupt weight. We do not mention this below although we use it repeatedly. The same applies to the commutators and also to the one-sided operators with the appropriate changes.
Next we present some examples of different M D that can be obtained from the last result. In all of them, we have taken
∈ B p whereε > 0 is some small enough number that is related to ε appearing in each example. One can be a little bit sharper by taking E(t) = t p (1 + log
obtaining different weights below, we leave this to the reader. u in place of what we get. This will be applied to the differential transform operator considered in Section 4.5.2. On the other hand, the last three cases are motivated by the examples considered in Section 4.4, see Table 2 . In the following applications these examples can be used to derive two-weight estimates, we leave the precise statements to the reader. Notice that as explained before in Section 3.2 from Theorem 4.1 some scalar and vector-valued weighted estimates can be proved. Also, using the examples in Table  1 we can get two-weight norm inequalities for these homogeneous singular integrals. The precise conditions assumed on the kernel in terms of (4.1) or (4.2) are left to the reader (Table 2 below 
Applications
for all |α| ≤ l. 
The proof of this result relies on showing that an appropriate truncation of K belongs to H L r (log L) k r ,k with r = n/l + ε, see Proposition 6.2 below.
The forth example in Table 1 gives us two-weight estimates from (4.3). However, as ε is at our choice, we can write M D = M (r/p) for any 1 < r < (n/l) , in other words, For every k ≥ 1, we assume that K ∈ H ∞ ∩ H e t 1/k ,k , and observe that this happens, in particular, if K ∈ H ∞,k or, even more, if K ∈ H * ∞ . When k = 0, we just assume K ∈ H ∞ . Applying Theorem 3.3 Part (b) it follows (3.3) and also the weak modular weighted estimate (3.4).
From (3.3) and using Table 1 , we can obtain the following two-weight estimate
Notice that in the particular case K ∈ H * ∞ we recover the results proved by C. Pérez in [18] for k = 0 and in [19] for k ≥ 1.
The same can be done with one-sided operators and the later estimate holds with
u(x). Thus we improve the results in [1] , [24] for k = 0, and [11] for k ≥ 1.
4.4. Kernels related to H r and M L r . Implicit in [25] (see also [10] , [29] ) and as it was observed in [13] when K ∈ H L r , that is, when the kernel satisfies the L r -Hörmander condition, then one obtains that T is controlled by M L r . Here we want to consider different extensions of this inequality for the higher order commutators. First, we see what happens when K ∈ H L r ,k or when K ∈ H L r . Second, we seek for conditions that guarantee that all the commutators are controlled by M L r as happened with the multipliers studied before. Finally, we give conditions on the kernel that lead us to iterations of M L r (as happens with classical Calderón-Zygmund operators with r = ∞). In what follows, 1 < r < ∞. Following the notation of Theorem 3.3 these are the different conditions and maximal operators obtained: 
We show in Corollary 6.6 part (b) that K ∈ H ∞ ∩ H e t 1/k ,k and then we have the following result: 
where ϕ k (t) = t (1 + log
. Moreover, and for any weight u and
Remark 4.7. Let us emphasize that Proposition 6.4 implies that K / ∈ H ∞,k , so here it is crucial to have a formulation of Theorem 3.3 with the weaker hypothesis K ∈ H ∞ ∩ H e t 1/k ,k . On the other hand, it is also very important to take into account that K ∈ H ∞ : if one only uses that K ∈ H e t 1/k ,k , then by Theorem 3.3 Part (c) with
, that is, we get k extra iterations. Let us mention that in this case the two-weight estimates would be for the pair of weights u, 
The differential transform operator.
We consider the following differential transform operator studied in [9] and [3] 
In [3] it is proved that for
It is also obtained that T 
and for any weight u and
Remark 4.10. In this later result, fixed k, to get the first estimate (and thus the second) we use that K ∈ H e t 1/1+ε ∩ H e t 1/(1+ε+k) ,k , that is, one condition at level k = 0 and another at level k. In this case, following the notation in Theorem 3.3, we take B(t) = e t 1/1+ε and A(t) = e t 1/(1+ε+k) , which gives M
f (x) for 0 < ε < 1. Notice, that as observed in Remark 3.11, to get the two-weight estimate one has to use M A , since using M k+3 we get a worse weight.
As in Remark 4.7, if we only use that K ∈ H e t 1/(1+ε+k) ,k (that is we do not take into account what is known when k = 0), then Theorem 3.3 applies with B(t) = e
f (x) provided 0 < ε < 1. So this way adds k extra iterations. . In this case, the maximal operator obtained is 1+k+ε . In terms of iterations, both maximal operators are controlled by (M + ) k+3 and these estimates are sharp. Details are left to the reader.
Proofs of the Main results
Let us first recall some properties of BMO for later use. Given b ∈ BMO, a ball B, k ≥ 0 and q > 0, by John-Nirenberg's theorem we have
On the other hand, for every j ≥ 1 and b ∈ BMO, we have .2) 5.1. 
Remark 5.2. The case k = 0 was already considered in [12] to obtain Theorem 3.1 above. In particular the following estimate was proved:
Proof. By homogeneity we may assume that b BMO = 1: for any b ∈ BMO we can write b = b/ b BMO whose BMO norm is 1 and in this case
As mentioned in Remark 3.5 we only need to consider the case K ∈ H B ∩ H A,k . In both conditions and for simplicity we assume that c = 1. Then, as in [19] or [11] , for any constant λ we can write
where we remind the reader that T 
We estimate I: as 0 < δ < ε < 1, by Hölder's inequality with q = ε/δ > 1 and (5.1)
For II, as mentioned before H B ⊂ H 1 and, therefore, T is of weak type (1, 1). Then Kolmogorov's inequality, the generalized Hölder's inequality for A, B, C k and (5.1) yield
Next, we estimate III: Let us take
B. For every y ∈ B, we have by (5.2)
By the generalized Hölder's inequality for A, B, C k , (5.1) and as K ∈ H B we obtain
where we have used that x ∈ B ⊂ B j and that |x B − y| < R since y ∈ B. Besides, since K ∈ H A,k we use again the generalized Hölder's inequality for A and thus
Plugging the obtained estimates into (5.4) we conclude
Proof of Theorem 3.3, Part (a). By the extrapolation results obtained in [6] , estimate (3.1) holds for all 0 < p < ∞ and all w ∈ A ∞ if and only if it holds for some fixed exponent 0 < p 0 < ∞ and all w ∈ A ∞ . Therefore, we show (3.1) for p 0 that is taken so that 1 < p 0 < ∞ (this will make some computations cleaner and avoid some technicalities). We first consider the case on which w and b ∈ L
∞
. By homogeneity, we assume that b BMO = 1. We proceed by induction.
When [12] ) implies that T is controlled by M A as desired Next, we assume that the result holds for all 0 ≤ j ≤ k − 1 and let us see how to derive the case k. We fix A, B and so that
and, without loss of generality, we assume that
Let w ∈ A ∞ , then there exists r > 1 (that can be taken greater than p 0 ) such that w ∈ A r . Observe that for all 0 < δ < p 0 /r < 1 , we have that r < p 0 /δ and thus, w ∈ A p 0 /δ . Fefferman-Stein's inequality, see [8] , states that for all 0 < p < ∞ and
for all functions such that the left-hand side is finite. We want to use this inequality and to do so we need to check that
by assumption. Then by (5.8) and Lemma 5.1, for all ε with δ < ε < 1, we have
Since δ < p 0 /r < 1 we can take ε > 0 such that δ < ε < p 0 /r < 1 and so w ∈ A p 0 /ε . Hence
Notice that for 0 ≤ j ≤ k − 1 and for all t ≥ e we have
Thus, the induction hypothesis implies that, for any 0
provided the middle term is finite. Assume for the moment that this is the case. Plugging the last estimate into (5.9) it follows that
(5.10)
Observe that so far we have not used that w and b ∈ L ∞ , this will be needed for the following argument to show that some quantities are finite.
We still have to see that
In this way, we have shown that (5.10) holds assuming that w and b ∈ L ∞ with b BMO = 1. By homogeneity, we have that
We remove the restriction b ∈ L ∞ : let us take b ∈ BMO and for any N > 0 we define
we can use (5.11) with b N in place of b and so for any
where
Passing to a subsequence the convergence is almost everywhere and so using that
as j → ∞. Thus, using Fatou's lemma and (5.12)
and this shows (5.11) with the only restriction that w ∈ L ∞ . Next, we remove the assumption w ∈ L ∞ : take any w ∈ A ∞ and for any N > 0 we define
then (5.11) holds with w N and C does not depend on N . Letting N → ∞ and using the monotone convergence theorem we conclude that (5.11) holds for any w ∈ A ∞ .
In this way we have concluded that (3.1) holds for p = p 0 and for all w ∈ A ∞ . Thus, as mentioned, using the extrapolation results obtained in [6] , (3.1) holds for all 0 < p < ∞ and all w ∈ A ∞ .
Next we show (3.2). Note that is suffices to consider λ = 1 (the general case follows by applying the result to the function f /λ). We may also assume that b BMO=1 . Set Φ(λ) = 1/A(1/λ), and note that since A is submultiplicative then Φ ∈ ∆ 2 , that is, Φ(2 t) ≤ C Φ(t). Using standard arguments, namely a Vitali covering lemma, one can show the following endpoint modular estimate for M A :
Therefore using [5, Theorem 3.1], from (3.1) and the fact that A is submultiplicative, it follows that
Theorem 3.3, Part (b).
We proceed as in (a), with some little changes in the proof of Lemma 5.1. Namely, I is handled in the same way. For II we apply the generalized Hölder's inequality for C k and C k (in place of the one for A, B, C k ). Thus
f (x). To estimate IV we use the generalized Hölder's inequality for C k and C k , and (5.1):
where we have used that
In this way we have obtained Lemma 5.
From here we just need to repeat the steps in (a) to get the desired estimate. The modular estimate is obtained as before using the Young function C k (t) = t (1+log
which is submultiplicative and has the property that
5.3. Theorem 3.3, Part (c). This part is proved essentially as Part (a): the main change consists of taking the corresponding one-sided sharp operator (see [12] for more details). For the analog of (5. [24] . The extrapolation results needed here follow as in [5] , see [7] .
Theorem 3.3, Part (d).
This part is proved essentially as Part (b): the main change consists of taking the corresponding one-sided sharp operator (see [12] for more details).
5.5. Proof of Theorem 3.6. In the one-sided case, this result appears in [24] . The argument can be adapted mutatis mutandis to the general case as follows. First, by Vitali's covering Lemma and by using that w ∈ A r one gets, for any λ > 0,
Integrating this against p λ p−1 dλ on (0, ∞), we use Fubini and the fact A r ∈ B p to derive the desired estimate.
5.6. Proof of Theorem 3.9. We start with (a). By duality, (3.6) turns out to be equivalent to
∈ A ∞ (see [18] ), and so we apply (3.5) . This and the generalized Hölder's inequality for A, E and F with F(t
where we have used that E ∈ B p and so M E is bounded on L p (see [21] ). Part (b) follows almost identically, the only thing to observe is that M [24] and [15] ).
6. Proofs related to the applications 6.1. Homogeneous Singular Integrals. Notice that Theorem 4.1 follows from Theorem 3.3 combined with Proposition 4.2 whose proof is given next.
Proof of Proposition 4.2. We show that K ∈ H B,k -the case K ∈ H ∞,k follows in the same way and is left to the reader-. We proceed as in [10] . Without loss of generality we assume that Ω B,Σ = 1. We first show that for each s > 0
Note that if |x| ∼ s and |y| < s/2 then s/2 < |x − y| < 5 s/2 and therefore
On the other hand, 1
which implies that Ω B,|x|∼s ≤ Ω B,Σ . Besides, let λ > B (|y|/s). Then, writing z = −y/r with s ≤ r ≤ 2 s we have |z| ≤ |y|/s and so
Collecting the obtained estimates we conclude (6.1). This estimate leads us to prove that K ∈ H B,k . Indeed, let R > 0 and |y| < R. Using (6.1) with s = 2 m R and since |y| < R ≤ s/2 we have
where the last inequality uses (4.1).
6.2. Multipliers. In order to prove Theorem 4.5 we first decompose the operator T as in [10] . Let φ ∈ C ∞ be supported in {ξ : 1/2 < |ξ| < 2} so that
We write m j (ξ) = φ j (ξ) m(ξ) and so m(ξ) = j m j (ξ) for ξ = 0. Notice that m is supported in {ξ : 2
As it is done in [10] one can show that if m ∈ M (s 0 , l 0 ) and
where C does not depend on N . This implies that K N ∈ H s 0 ,k for all k ≥ 0 and this happens uniformly on N : for all R > 0 and |y| < R,
where C does not depend on N and where we have used that l 0 > n s 0 . In short, from [10] , one gets the following:
To prove Theorem 4.5 we need the following result. 
Proof. Fixed s, l and 1 < r < s 0 = (n/l) , we take r 0 = s 0 + ε where ε > 0 is small enough so that s 0 < r 0 < min{r , s}, n s 0 < n r 0 + 1.
This can be done since s 0 < r and s 0 < s by assumption. Note that as r 0 < s and m ∈ M (s, l) then m ∈ M (r 0 , l). Note also that our choice of r 0 guarantees that n r 0 < l < n r 0 + 1. Thus, we can apply Lemma 6.1 and obtain that K N ∈ H r 0 ,k for all k ≥ 0. Notice that r 0 < r and so r < r 0 . Setting A(t) = t r (1 + log
Proof of Theorem 4.5. We take N > 1 and consider the operator T N whose kernel is K N . We write r = n/l +ε and observe that 1 < r < (n/l) . Set B(t) = t r (1+log 
Notice that the operator in Section 4.5.1 corresponds to a j = (1 + j
and the one in Section 4.5.2 to a j ≡ 1.
It can bee seen that T + f (x) exists almost everywhere and also that T
Observe that for each x ∈ R, the series defining K(x) is absolutely convergent. Let us notice that K is supported on (−∞, 0) so T + is a one-sided operator. The following result is essentially contained in [28] and can be obtained following the same ideas, so we omit the proof. 
Analogously, K ∈ H ∞,k if and only if sup j∈Z
Remark 6.5. We assumed before that {a j } j ∈ ∞ (Z). We have done so since this is equivalent to K ∈ H 1 : It is clear that {a j } j ∈ ∞ (Z) implies that K ∈ H 1 . On the other hand, if we assume that K ∈ H 1 then
Let us point out that once we have assumed that {a j } j ∈ ∞ (Z) it follows that K ∈ H r,k for all 1 ≤ r < ∞ and all k ≥ 0.
Proof. We leave the case H ∞,k to the reader. Assume that K ∈ H A,k . We use this condition with R = 2 j 0 for any fixed j 0 ∈ Z, and Lemma 6.3 with i = j 0 , j = m+j 0 > i and y ≤ 0 to obtain 8 c 2 m ) .
Note that the last estimate holds for every j 0 ∈ Z and so we conclude with this part. Let us show the converse. We first see that the H A,k condition holds for R = 2 and so for m ≥ 1 we can use Lemma 6.3 as before
A similar argument can be carried out when y > 0, the details are left to the reader. Let us see now what to do for a general R. Let j 0 ∈ Z be such that 2
. If |y| < R/(8 c) then |y| < R/(4 c).
On the other hand for every function h we have
Therefore, for y < 0, by (6.2) we conclude that
We can do the same when y > 0 and so K ∈ H A,k .
Next, we state the promised estimates for the kernels of the two one-sided operators in question. 
Further extensions: multilinear commutators
In this section we extend the previous results to the multilinear commutators considered in [22] . As it was done in [22] , when dealing with multilinear commutators, the symbols b j are assumed to be in one of this bounded oscillation spaces. Given s ≥ 1 we set f Osc(exp L s ) = sup We start with (a). The proof follows the ideas of Theorem 3.3 part (a) and we only give the main changes leaving the details to the reader. We obtain an analog of Lemma 5.1: if 0 < δ < ε < 1 then
(7.7)
Let us observe that we have normalized each b j , otherwise as happened in Lemma 5.1, we need to introduce b j Osc(exp L r j ) . Once this estimate is shown, the induction argument used in the proof of Theorem 3.3 part (a) can be carried out with the appropriate changes and the desired estimates follows. Details are left to the reader.
To show (7.7), as in [22] , for every λ = (λ 1 , . . . , λ k ) ∈ R We estimate I as in (5.5), where we use (7.6) in place of (5.1). In this way, we obtain that I is controlled by the first term in the righthand side of (7.7).
For II we proceed as in (5.6): T is of weak-type (1, 1) (as K ∈ H 1 ), we have a generalized Hölder's inequality for A, B, C 1/r , and (7.6). Thus, II ≤ C M A f (x).
Finally, for III we take a B = T (λ − b) f 2 (x B ). As we are assuming that K ∈ H B,k , we can simplify what was done in (5. This allows us to obtain for every y ∈ B,
where we have used that K ∈ H B,k . This pointwise estimate implies that III ≤ C M A f (x) and this concludes the proof.
