Given the continuous stream of movements that biological systems exhibit in their daily activities, an account for such versatility and creativity has to assume that movement sequences consist of segments, exe- 
mental building blocks that are strung together, adapted to, and created for ever new behaviors? This paper summarizes results that led to the hypothesis of Dynamic Movement Primitives (DMP). DMPs are units of action that are formalized as stable nonlinear attractor systems. They are useful for autonomous robotics as they are highly flexible in creating complex rhythmic (e.g., locomotion) and discrete (e.g., a tennis swing) behaviors that can quickly be adapted to the inevitable perturbations of a dynamically changing, stochastic environment. Moreover, DMPs provide a formal framework that also lends itself to investigations in computational neuroscience. A recent finding that allows creating DMPs with the help of well-understood statistical learning methods has elevated DMPs from a more heuristic to a principled modeling approach. Theoretical insights, evaluations on a humanoid robot, and behavioral and brain imaging data will serve to outline the framework of DMPs for a general approach to motor control in robotics and biology.
Introduction
When searching for a general framework of how to formalize the learning of coordinated movement, some of the ideas developed in the middle of the 20 th century still remain useful. At this time, theories from optimization theory, in particular in the context of dynamic programming [1, 2] , described the goal of learning control in learning a policy. A policy is formalized as a function that maps the continuous state vector x of a control system and its environment, possibly in a time dependent way, to a continuous control vector u:
The parameter vector α denotes the problem specific adjustable parameters in the policy -not unlike the parameters in neural network learning. At the first glance, one might suspect that not much was gained by this overly general formulation. However, given some cost criterion that can evaluate the quality of an action u in a particular state x, dynamic programming, and especially its modern relative, reinforcement learning, provide a well founded set of algorithms of how to compute the policy for complex nonlinear control problems. Unfortunately, as already noted in Bellman's original work, learning of becomes computationally intractable for even moderately high dimensional state-action spaces. Although recent developments in reinforcement learning increased the range of complexity that can be dealt with [e.g. 3, 4, 5] , it still seems that there is a long way to go to apply general policy learning to complex control problems.
In most robotics applications, the full complexity of learning a control policy is strongly reduced by providing prior information about the policy. The most common priors are in terms of a desired trajectory, [x d (t ),˙ x d (t )], usually hand-crafted by the insights of a human expert. For instance, by using a PD controller, a (explicitly time dependent) control policy can be written as:
For problems in which the desired trajectory is easily generated and in which the environment is static or fully predictable, as in many industrial applications, such a shortcut through the problem of policy generation is highly successful. However, since policies like in (2) are usually valid only in a local vicinity of the time course of the desired trajectory, they are not very flexible. When dealing with a dynamically changing environment in which substantial and reactive modifications of control commands are required, 2 one needs to modify trajectories appropriately, or even generate entirely new trajectories by generalizing from previously learned knowledge. In certain cases, it is possible to apply scaling laws in time and space to desired trajectories [6, 7] , but those can provide only limited flexibility, as similarly recognized in related theories in psychology [8] . Thus, for general-purpose reactive movement, the "desired trajectory" approach seems to be too restricted.
From the viewpoint of statistical learning, Equation (1) constitutes a nonlinear function approximation problem. A typical approach to learning complex nonlinear functions is to compose them out of basis functions of reduced complexity. The same line of thinking generalizes to learning policies: a complicated policy could be learned from the combination of simpler (ideally globally valid) policies, i.e., policy primitives or movement primitives, as for instance:
Indeed, related ideas have been suggested in various fields of research, for instance in computational neuroscience as Schema Theory [9] and in mobile robotics as behavior-based or reactive robotics [10] . In particular, the latter approach also emphasized to remove the explicit time dependency of , such that complicated "clocking" and "reset clock" mechanisms could be avoided, and the combination of policy primitives becomes simplified. Despite the successful application of policy primitives in the mobile robotics domain, so far, it remains a topic of ongoing research [11, 12] how to generate and combine primitives in a principled and autonomous way, and how such an approach generalizes to complex movement systems, like human arms and legs.
Thus, a key research topic, both in biological and artificial motor control, revolves around the question of movement primitives: what is a good set of primitives, how can they be formalized, how can they interact with perceptual input, how can they be adjusted autonomously, how can they be combined task spe-
cifically, and what is the origin of primitives? In order to address the first four of these questions, we suggest to resort to some of the most basic ideas of dynamic systems theory. The two most elementary behaviors of a nonlinear dynamic system are point attractive and limit cycle behaviors, paralleled by discrete and rhythmic movement in motor control.
Would it be possible to generate complex movement just out of these two basic elements? The idea of using dynamic systems for movement generation is not new: motor pattern generators in neurobiology [13, 14] , pattern generators for locomotion [15, 16] 
Formalization of DMPs
In order to accommodate discrete and rhythmic movements, two kinds of DMPs are needed, a point attractive system and a limit system. Although it is possible to construct nonlinear differential equations that could realize both these behaviors in one set of equations [e.g., 33], for reasons of robustness, simplicity, functionality, and biological realism (see below), we chose an approach that separates these two regimes. Every degree-of-freedom (DOF) of a limb is described by two variables, a rest position θ o and a superimposed oscillatory position, θ r , as shown in Figure 1 . By moving the rest position, discrete motion is generated. The change of rest position can be anchored in joint space or, by means of inverse kinematics transformations, in external space. In contrast, the rhythmic movement is produced in joint space, relative to the rest position. This dual strategy permits to exploit two different coordinate systems: joint space, which is the most efficient for rhythmic movement, and external (e.g., Cartesian) space, which is needed to reference a task to the external world. For example, it is now possible to bounce a ball on a racket by producing an oscillatory up-anddown movement in joint space, but using the discrete system to make sure the oscillatory movement remains under the ball such that the task can be accomplished-this task actually motivated our current research [34] .
The key question of DMPs is how to formalize nonlinear dynamic equations such that they can be flexibly adjusted to represent arbitrarily complex motor behaviors without the need for manual parameter tuning and the danger of instability of the equations. We will develop our approach in the example of a discrete dynamic system for reaching movements. Assume we have a basic point attractive system, for instance, instantiated by the second order
where g is a known goal state, Could we find a nonlinear function f in Equation (4) to change the rather trivial exponential convergence of y to allow more complex trajectories on the way to the goal? As such a change of Equation (4) enters the domain of nonlinear dynamics, an arbitrary complexity of the resulting equations can be expected. To the best of our knowledge, this has prevented research from employing generic learning in nonlinear dynamical systems so far. However, the introduction of an additional canonical dynamical system (x,v)
and the nonlinear function f
can alleviate this problem. Equation (5) is a second order dynamical system similar to Equation (4), however, it is linear and not modulated by a nonlinear function, and, thus, its monotonic global convergence to g can be guaranteed with a proper choice of α v and β v , e.g., such that Equation (5) 
the sample trajectory was translated to start at y=0. In order to make the nominal (i.e., assuming f=0) dynamics of Equations (4) and (5) 
Application to Humanoid Robotics
We implemented our DMP system on a 30 DOF Sarcos Humanoid robot. Desired position, velocity, and acceleration information was derived from the states of the DMPs to realize a compute-torque controller.
All necessary computations run in real-time at 420Hz on a multiple processor VME bus operated by Another example of applying the DMP is in the area of imitation learning, as outlined in the previous section. Figure 3 illustrates the teaching of a tennis forehand to our humanoid, using an exoskeleton to obtain joint angle data from the human demonstration. The learned multi-joint DMP can be re-used for different targets and at different speeds due to the flexible appearance of the goal parameter g and time scaling τ-in the example in Figure 3 , the Cartesian ball position is first converted to a joint angle target by inverse kinematics algorithms, and subsequently each DOF of the robot receives a separate joint space goal state for its DMP component.
Parallels in Biological Research
Our ideas on dynamic movement primitives for motor control are based on biological inspiration and complex system theory, but do they carry over to biology? Over the last years, we explored various experimental setups that could actually demonstrate that dynamic movement primitives as outlined above are indeed an interesting modeling approach to account for various phenomena in behavioral and even brain imaging experiments. The remainder of this paper will outline some of the results that we obtained.
Dynamic Manipulation Tasks
From the viewpoint of motor psychophysics, the task of bouncing a ball on a racket constitutes an interesting testbed to study trajectory planning and visuomotor coordination in humans. The bouncing ball has a strong stochastic component in its behavior and requires a continuous change of motor planning in response to the partially unpredictable behavior of the ball.
In previous work [34] , we examined which principles were employed by human subjects to accomplish stable ball bouncing. Three alternative movement strategies were postulated. First, the point of impact could be planned with the goal of intersecting the ball with a well-chosen movement velocity such as to restore the correct amount of energy to accomplish a steady bouncing height [38] ; such a strategy is characterized by a constant velocity of the racket movement in the vicinity of the point of racket-ball impact. An alternative strategy was suggested by work in robotics: the racket movement was assumed to mirror the movement of the ball, thus impacting the ball with in increasing velocity profile, i.e., positive acceleration [25] . The dynamical movement primitives introduced above allow yet another way of accomplishing the ball bouncing task: an oscillatory racket movement creates a dynamically stable basin 
Apparent Movement Segmentation
Invariants of human movement have been an important area of research for more than two decades. Here we will focus on two such invariants, the 2/3 power 
a(t) denotes the angular velocity of the endpoint trajectory, and c(t) the corresponding curvature; this relation can be equivalently expressed by a 1/3 powerlaw relating tangential velocity v(t) with radius of curvature r(t):
Since there is no physical necessity for movement systems to satisfy this relation between kinematic and geometric properties, and since the relation has been reproduced in numerous experiments (for an overview see [42] ), the 2/3-power law has been interpreted as an expression of a fundamental constraint of the CNS, although biomechanical properties may significantly contribute [43] . Additionally, Viviani and
Cenzato [44] and Viviani [45] investigated the role of the proportionality constant k as a means to reveal movement segmentation: as k is approximately constant during extended parts of the movement and only shifts abruptly at certain points of the trajectory, it was interpreted as an indicator for segmented control.
Since the magnitude of k also appears to correlate with the average movement velocity in a movement segment, k was termed the "velocity gain factor."
Viviani and Cenzato [44] found that planar elliptical drawing patterns are characterized by a single k and, therefore, consist of one unit of action. However, in a fine-grained analysis of elliptic patterns of different eccentricities, Wann , Nimmo-Smith, and Wing [46] demonstrated consistent deviations from this result.
Such departures were detected from an increasing variability in the log-v-log-r-regressions for estimating k and the exponent β of Equation (2), and ascribed to several movement segment each of which having a different velocity gain factor k.
The second movement segmentation hypothesis we want to address partially arose from research on the power law. Soechting and Terzuolo [47, 48] [51].
Superposition of Discrete and Rhythmic Movement
In another experiment, we addressed the hypothesis of DMP that two separate movement primitives generate discrete and rhythmic movement. [53] , it was argued that such a discrete shift terminates the oscillatory elbow movement and restarts it after the shift. Using the model of dynamic movement primitives, we were able to demonstrate that a simple coupling structure between the discrete and rhythmic movement system can actually explain all the phenomena observed in this experiment, including phase resetting, a restricted set of onset phases for the discrete movement within the rhythmic m o v e m e n t , a n d k i n e m a t i c features of the trajectory after the discrete shift [54, 55] .
Brain Activation in
Discrete and Rhythmic 
Movement

Conclusion
The present study describes research towards generating flexible movement primitives out of nonlinear dynamic attractor systems. We focused on motivating appropriate dynamic systems such that discrete and rhythmic movements could be generated with highdimensional movement systems. We also described some implementations of our system of Dynamic Movement Primitives on a complex anthropomorphic robot. In the last sections of the paper, we outlined various behavioral and imaging studies that resulted from our more theoretically motivated model. We believe that the combination of robotic, theoretical, and biological work that we pursued for the presented studies exemplifies a new path towards research in biomimetic robotics and computational neuroscience.
Both disciplines can offer different and new ideas and techniques that will ultimately lead to reciprocal benefits in both disciplines. 
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