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Scientific progress and/or accomplishments: Stationary stochastic processes have been very useful in analyzing time series appear in applications. However in many engineering application and economic studies there are number of important time series that are not stationary. Hence several authors have been studied non-stationary processes. Several classes of non-stationary processes such as -Harmonizable processes -Periodically Correlated (PC) processes -Almost Periodically Correlated (PAC) processes -Correlation Autoregressive (CAR) processes have been introduced and studied. The first class was first introduced by Cramer and subsequently studied by several authors. The second and third classes which were first introduced by E.G. Gladyshev have also been studied by many researchers and have been applied to appropriate time series analysis. The last class mentioned which is much richer than the classes of PC and APC processes, was first introduced and studied by J.C. Hardin and this author. An example of this newly introduced CAR processes which "is neither PC nor APC is the helicopter noise. Helicopter noise which we hear is the combination of two PC processes generated by the main And rear rotors. It is clear that the sum of two PC processes is not necessarily PC. This idea has been later used by some authors to further study the helicopter noise data.
In this project we have been studying the non-stationary processes in general and the PC-, APC, and CAR processes in particular obtaining several results which either have been published or submitted for publication in refereed journals . We intend to continue our study in these directions.
The following papers, where the support of this grant has been acknowledged , have been published or accepted for publication in refereed professional journals. Reprint and/or preprint of these works has been sent to you on an ongoing manner with interim reports.
During the latter periods of the grant the following papers, where the support of this grant is acknowledged, have been completed and submitted for publication, copies of preprints of these are enclosed with this report.
On AR(1) model with periodic and almost periodic coefficients ( with H. Hurd and A. Makagon The geometry of L p (u.) and growth of moving average coefficients of infinite variance processes ( with R. Cheng and M. Pourahmadi) On Generators of two-parameter semi-groups of operators ( with A. Niknam) On the shift operator for non-stationary processes (with. G.H. Shahkar) Scientific Personnel: A total of 6 persons have received various types and different levels of support from the funds provided by this grant: a) Principal Investigator b) Two research associates 3) Three graduate student. (Cambanis and Soltani, 1984; Cambanis, Hardin and Weron, 1988; Cheng et al., 1998 Cheng et al., , 2000 Miamee and Pourahmadi, 1988a,b; Makagan and Mandrekar, 1990; Rajput and Sundberg, 1994) have revealed that the two classes of harmonizable and moving average stable processes are disjoint. Cambanis et al. (1988) have discussed additional intriguing prediction-theoretic behavior of discrete time stable processes, unsuspected from the Gaussian or second-order processes.
It is known (Miamee and Pourahmadi, 1988a) (Cheng et al., 2000) . This question of convergence is, in turn, related to the growth of the MA coefficients {&*}. Miamee and Pourahmadi (1988a) have shown that b^ = 0 (2 k ). An improved bound is obtained in the present work for the p-stationary case, using geometric properties specific to LP{IJ) spaces. Some of the many open problems in this unyielding area of prediction theory are pointed out and appropriate analogues and references are given.
The Geometry of L p (fi) and its Applications
The notion of James orthogonality in a normed linear space is central to this section. Let x and y be elements of a Banach space X. We write x JL* y if ||a; + ay\\ > \\x\\ for all scalars a. Note that the relation ± x is generally not symmetric or linear.
A Banach space X is said to be uniformly convex if for any e 6 (0,2] there exists a 5 e > 0 such that the conditions ||x|| < 1, ||y|| < 1, and ||a; -y\\ > e together imply that \\\x + y\\<l-5 e .
Here is a useful criterion for uniform convexity. It is known that for 1 < p < oo, the spaces V{n) are uniformly convex. For the above material, and additional information on Banach spaces see Köthe (1969, p. 353) .
Suppose that M is a subspace of a Banach space X. For x G X consider the problem of minimizing \\x -y\\ over y £ M. When X is uniformly convex, then the extremal vector y is uniquely determined by x and M. In that situation the metric projection mapping y = P M x is characterized by
If P M is a metric projection mapping, then ||PM*|| < 2||x|| for all x £ X. This is because \\PMA\ = H-PAra; -a; + a:|| < \\x-P M x\\ + \\x\\ < \\x -P M x + P M x\\ + \\x\\ = 2||x||.
We shall see that this bound, derived from general norm properties, can be sharpened when X = //(/i). Furthermore, from (1.1) and repeated application of (2.2) it follows that
INI for all m. This bound will also be sharpened when using properties special to W{n) spaces.
Uniform convexity interacts with metric projection in the following way. It is known that the metric projection onto a subspace is norm continuous in a strictly convex, locally compact Banach space (Köthe, p. 344.) . Here is the result for a uniformly convex space. With the above definitions we have
Lemma 2.2 Suppose that the
From this we see that lim||*o-*MII = ||*o-*||.
Applying Lemma 2.2, we get
The following inequalities constitute a parallelogram law for LP{n).
Proposition 2.5 If 2 < p < oo, then for any f and g in I^(
/i) 2(ii/ir+Nn < wu+gw+wu-gw (2.4) < ^(ii/ii'+iipn. (2.5)
If 1 < p <2, then for any f and g in V^)
2^(11 jT+ 11511")
Equality holds in (2.4) and (2.7), if and only if fg = 0 o.e.; equality holds in (2.5) and (2.6) if and only if f = ±g a. e.
Proof. First, consider the case p > 2. For any complex numbers a and b, the usual parallelogram law gives
When p > 2, we have || • ||/ P < || • ||p, and so
Apply Holder's inequality, using
Combining this with (2), we find that
For any / and g in U'dx), we apply the above estimate to a = f(uj) and b = g(co), and integrate to get 11/ + g\\ p + ||/ -g\\> < 2"-1 (||/r + \\g\n (2 < p < oo).
The above argument appears in Köthe (1969, p. 355) , in connection with the proof of uniform convexity of W{tj).
For the case 1 < p < 2, let r = 4/p (so that 2 < r < 4) and apply (3) This is certainly true when u = a + b and v = a-b, where a and fe are any complex numbers:
For 1 < p < 2, we have || • \\ tP > || • ||/2. Applying this fact, along with (4) and (5) 
Now taking / = X and g = X + Y in (1) we get ||X + \Y\\ P + HfiT < IIW + \U + Y\\ p .
Apply (1) repeatedly, taking / = X and g = X + (l/2 n ) Y, n=l,2,3,.. .,N, will result in
Simplifying, taking A^ to infinity, and using ||X + (l/2^)y|| > \\X\\, we finally get
Note that the condition X± p Y implies that the quantity \\X + aY\\ is critical when a = 0.
It follows that
and the estimate leading to (2.8) is asymptotically sharp.
In the case 1 < p < 2, we turn to (2.7), with / = X and g = X + Y. This yields
Now repeat this argument with / -X and g
Rearranging, we find that
As N tends to infinity, the last term vanishes, because X± P Y. □ Note that equation (2.9) can be sharper than the triangle inequality.
The constant A = (2 P_1 -l) _1/p appearing in (2.8) and (2.9) might not be optimal, since the estimates in the proof are generally not sharp. One might wonder whether the value A = 1 is always possible. The following example shows that it is not.
Let X = Z 3 ({1, 2}), and consider / = (1/4,1) and g = (-1,1/16) in X. (2.10)
Proof. We start with (2.7), using / = X and g = X + Y to get 2*-1 ||X + \Y\\ P + 2\\\Y\\ P < \\X+Y\\ P + \\X\\*.
Repeat this estimate using / = X and g = X + (l/2 n )F, 1 < n < N, with the result
2<p-D"||* + (i/2^)y|r + (1 + \ + • • • + ^) »y|r
[Unfortunately, the right side generally grows more rapidly than the left, so the argument from the 2 < p < oo case is less fruitful.] Rearranging, and using X± P Y, we deduce that 2 (P-I)JV _ i" 2 (P-I)JV _ 2P-I -1 ||x|| p + (i-2-iV )||y|| p <||x + y|| p .
The constant enclosed in the square brackets is at most the value (2 P_1 -1). For K satisfying 0 < K < {2 p~1 -1), we have When p is close to 2 (greater than about 1.695), then N is greater than 1, and this is a sharper bound on the coefficient growth than (2.3).
These Pythagorean inequalities also give improved bounds on the norm of the metric projection, compared with the crude result (2.2).
Corollary 2.10 Let M be a subspace of I^i/j). If 2 <p <oo, then
HiWII < (2" _1 -1) 1/P I If Kp<2, then
where N is any positive integer satisfying p-1
Again, note that when 1 < p < 2 we can always choose N = 1, which gives .PVH < 2 1/p ||/||, still an improvement over (2.2). Furthermore, Corollary 2.10 is sharp in the sense that as p tends to 2 in either direction, we get ||PM/|| < ||/||, which is the correct statement when p = 2.
These bounds are generally not sharp. In fact, one might wonder whether \\PMA\ can actually exceed ||x||. The following example shows that it can. Here, let X = 1 P ({1, 2}) with p = 1.1. Consider / = (2,1) and g = (-2, 2*). Then f± p g. Take x = f + g and M = sp{g}.
Clearly, P M x = g. We now compute \\xf = (1 + 2 P ) P « 3.52 ...
For information on the norm of metric projections, see Mazzone and Cuenya (1995 A semi-group U is called continuous if for every x in %, the function
t-U t (x)
is continuous at any t e R + . The infinitesimal generator H oft/, is defined by
for those x 's for which this limit exists.
Domain of H is not/ in general, however it is well-known that this domain is dense in % •
It is even known that the set of analytic elements of U t , namely the set
is dense in %. Using these facts several exponential representation of U ( 'm the form U, = e m ; teR + are developed. In this note our purpose is to obtain similar results for the two-parameter semigroups. By a two-parameter semi-group of operator onx we mean a function 
W--e^' s \{t,s)^
Two parameter semi-groups of operators arise naturally in several areas of applied mathematics including prediction theory of random fields [3, 4] . Such semi-group of operators can be also used to describe evolution of physical systems in quantum field theory and statistical mechanics [5] [6] [7] [9] [10] [11] ].
2. Infinitesimal Generator. In this section, for the sake of completeness, we give a few lemmas stating basic properties of the one parameter semi-groups of operators and their generators. 
Given any 6 > 0 there exists 6 > 0 suchthat
\U(x) -U(x)\\ < -, whenever \t -s\ <b.
Let JV 0 be any integer greater than -. Then for any n > iV 0 we have This shows that sp\x af> : XE%, 0 < a < ß} is dense in x 0 , which in turn implies that spbc afi : xex, 0 < a < ß} = % 0 .
We can prove more, namely: We can then write
We can improve the last result as follows. Hence there exists ö, with 0 < ö < a, such that W t (y) ~ y\\ < -> whenever \t\ < 6.
now for any t with \t\ < 6 we can write 2.8 Lemma. We have
It is clear that the left set is a subset of the right one. To prove the other way let y be in the right Page 7
hand side. i.e. let y = f Ufx)dt for some xe% and some 0<oc<ß. Then we can write
The following Lemma explains why we are interested in x a ß , s 2.9. Lemma. For any xe% and anyO<a<ß the vector x aß is in the domain of H and
Proof. Take any vector x" ", xe%, 0 < a < ß. Then we write (K) . That is 9* u ß c Dill) n nix).
Proof. We just show ß c D{H)U D{K). The other one is similar. From Lemma 2.9 it is clear that So it remains to show that ß c D(H). ß c D{K)
To see this, pick any x in D(K) then for its corresponding x a p we can write
From the proof of the previous proposition we can get the following corollary 2.12 Corollary. With the above notation and for 0 < a < ß we have Proof Proof is similar to the proofs of Lemmas 2.5 and 2.6
By proposition 2.13 The domain of H + K and (H, K), which isD(H)f\D(K), is dense in x 0 0 . We now want to show that (H, K) serves as a generator for W tjS , and it possess a dense subspace of analytic elements.
We start with proving the following lemma which will be needed in sequal. where convergence is in the strong sense and uniformly on compact sets.
= \lf{t-T)g{s)Wjx)dtds-\lf(t)g(s)Wjx)dtds
Proof. Let x be a fixed vector in % and C be a compact subset of R + . By Theorem 3.1
(e^)(x) ^ U t (x)
As T -> 0, uniformly for all t in C. So there exists a S x > 0 such that t € C and 0 < 
2L
Letting £ = min{ ö l ,S 2 ,S 3 }, for any f, j e C and 0 < r < £ , we have 3.5 Remarks. One can study n-parameter semi-groups of operators for n > 2 and obtain similar result.
