used in [8] in the analysis of type-I and type-II singularities.
Problem (1) also makes sense for complete, noncompact curves. In [14] Ecker and Huisken established a long time existence result when the initial curve is a graph over the real line. (Actually, they also proved the result for the evolution of entire graphs for the mean curvature flow.) For a class of graphs of slow growth they showed that they are asymptotic to expanding self-similar solutions of (1) . In a recent work, the first author and Zhu [12] have proved a long time existence result for a rather general class of complete, noncompact curves. It is the question of long time behavior of these curves that leads us to the present work.
In this work we attempt to give a systematic investigation on the group invariant solutions of the generalized curve shortening problem (2) ^ = \k\''-1 kn, a>0.
When a = 1/3, the problem is called affine curve shortening and is related to image processing (Alvarez, Guichard, Lions and Morel [3] , Andrews [5] , Angenent-Sapiro-Tannenbaum [9] and Sapiro-Tannenbaum [25] , [26] ). The problem for general a has been studied by Andrews [4] recently. To proceed our discussion further it is necessary to fix a parametrization of (2). Let's assume 7 = (x,u(x,t)). Then (2) becomes the non-uniformly parabolic equation (f)(x,u) = -$s(x,u) , de 6=0 is the infinitesimal symmetry for the 1-parameter group. In order to obtain all group invariant solutions of (3) we first determine the Lie algebra of all infinitesimal symmetries. Since the equation is geometric, it must admit the Euclidean motions (translations in x and u, rotation in x -u but not the reflection because it is discrete) as its symmetries. Furthermore, being independent of t explicitly means that it admits translation in t. Finally, the special form of (3) suggests that it also admits a certain scaling invariance. We shall show that in fact all these infinitesimal symmetries form a basis of all symmetries as long as a ^ 1/3. When a = 1/3, the Lie algebra of infinitesimal symmetries has seven dimension, two more than the non-affine case. After determining the Lie algebra, we consider the group invariant solutions of (3) and (2) . According to the general theory, given any infinitesimal symmetry v, or more precisely the subspace spanned by v, usually there corresponds a r-invariant solution. In order to describe all group invariant solutions, one needs the concept of an optimal system. See Section 1 for details. We shall determine an optimal system for (3). In a certain sense all group invariant solutions are determined. This paper is organized as follows. We carry out the group analysis for (3) and determine an optimal system in the non-affine case in Section 1. In Section 2 we find an optimal system for the affine case. In Section 3 we discuss an affine invariant solutions in some details.
An Optimal System for a ^ 1/3.
Consider the generalized curve shortening problem (2) . In this section we determine an optimal system for non-affine (2) . First of all, we observe that this system is geometric; any reparametrization of the curve leaves it invariant. As a result, any diffeomorphism on the parameter space is a symmetry for (2) . To get rid of these reduntant symmetries we must fix a parametrization. Prom the analytic point of view, this is also useful since it reduces the weakly parabolic system (2) to a single parabolic equation. A frequently used parametrization is to represent 7 as graphs. Let's assume that during some time interval, 7(-, t) is the graph (sc, u(a;, £)), x € (a, b). We may choose the orientation of 7 so that it is along the positive x-axis. Then the unit normal and curvature of 7(-,f) are given by the formulas n = -==(-u x , 1) ,
respectively. The normal velocity of 7 is given by
Therefore, (2) becomes (3). Actually, it can be shown that this equation is equivalent to (2) . Since our consideration is local in nature, it is without loss of generality to assume u xx is positive. Then it becomes
The symmetry group of (1.1) can be obtained by a routine computation using Lie's infinitesimal criterion for symmetry [22] . Prom now on we shall denote Table 1 . We shall regard any element of 5(a) as a vector field in (x,u,t) G M 3 . Since it is linear, the one-parameter group of diffeomorphisms it generates is global on M 3 . Let's denote the Lie group corresponding to S{G) by S(<J). In fact, it is the connected component of the identity of the full symmetry group of (1.1). Every element g in S{a) is a symmetry of (2) in the sense that gi^i'it)^) is a solution of (2) whenever (7(-,i),£) is a solution. The structure of S{a) is given by the following proposition. 
it is easy to see that every finite product of exp £;!;;, i = 1,..., 3, exp ^t, and exp e^d, can be expressed in the form DTE. Since S(a) is a connected Lie group and so each of its elements can be represented by a finite product of this form, the proposition holds. □ For each one-dimensional subalgebra f) of s(cr)> there corresponds a oneparameter subgroup of S^cr) given by By solving this equation we obtain a i;-invariant solution which is in fact a traveling wave.
Since there are infinitely many one-dimensional subalgebras, it is impossible to write down all reduced equations, let alone solving them. Following Ovsiannikov [23] , we shall classify them. A good discussion on optimal systems can be found in Chapter 3 in [22] . We say two subalgebras fji and 1)2 are equivalent if there exists g G S(cr) such that Ad g(t)i) = f)2-Here Ad g is the adjoint representation of g on s(a). It is a linear isomorphism on 5(a). An optimal system (of one-dimensional subalgebras) is a collection of one-dimensional subalgebras {t)a}a£A satisfying (1) for any f) there exist g G S(a) and f) a such that Ad g(l)a) -f)> and (2) all f)^s are mutually inequivalent. At the group level, the relevance of this notion is that, (7,i) is a iJ-invariant solution if and only if 5(7, t) is a gHg -^i nvariant solution. See, e.g., Proposition 3.6 of [22] . Therefore, once an optimal system is constructed, all group invariant solutions can be obtained as images of the fja-invariant solution (a G A) under Ad S(a). Now we determine an optimal system for (1.1) in the non-affine case. Notice that w% contains infinitely many elements. We remark that when a -1, (1.1) arises in nonlinear filtration and an optimal system for (1.1) is listed without proof in Chapter 10 of the handbook [19] .
Proof. The action of the adjoint representation of S(cr) on s(cr) is shown in Table 2 , discarding V4 and V5 for the moment. It is obtained by using the formula If as 7^ 0, we use Ad(expevi),Ad(expev2) and .Ad(expet) to eliminate vi,V2 and t. So < v > is equivalent to
We have shown that any one-dimensional subspace of s(a) is equivalent to one of the subspaces spanned by wi,.. .w$.
Now we claim that they are inequivalent, and hence form an optimal system. To prove this we define some invariants [22] . A mapping i : s(a) ->
R is called an invariant if i(Adg v) = i(v) for all g G S(<J). Notice that any element in S(a) is of the form
exp(eiVi 1 ) • • • exp(eNVi N ) exp(st) exp^d) .
So i is an invariant if and only if
for all e,Vi(i = 1,... ,3) and v. Fact 1. as and a^ are invariants. This can be easily seen from Table 2 . Since a^ + al is an invariant, it suffices to check the invariance of b under a! + a! = 0. However, observe that the adjoint actions of expev^i = 1,2, and expet do not change vi and V2. We only need to check the actions of Adexpsvs and Adexped. In fact, after acted by Adfexpevs), the newcoefficients of vi and V2, say di and a2, satisfy al + al = a\ + a^, and 6 is unchanged. On the other hand, under Ad(exp£(i), the new coefficients of vi and ^2, say ai and a2, satisfy a\ + a^ = e 2£ (a\ + a^). Hence b is also unchanged. We conclude that 6 is actually an invariant. Table 2 . Now we put everything in the following table. 
This is obvious from
It is clear from Table 3 that w^s are mutually inequivalent. We have established the optimality of {wi,..., w$}. □
Now we list the reduced equations of the optimal system in the following table. Both reduced equations for wi and W2 (t-translational invariant and x-translational invariant solutions respectively) yield the same solutions, namely, u(x) = ax + b, a, 6 G M. Therefore, all invariant solutions equivalent to wi or W2 are straight lines. Rotational invariant solutions are solutions to the reduced equation for W4 whose general solution is given by
v(t) = [R-(a + l)t]^T , RX) .
Since v = x 2 +^2, the solutions is a shrinking circle, collapsing to a point at
where R^+i is the initial radius. The ic;4-invariant solution is a traveling wave called the grim reaper when a = 1 [16] . Both W5-and tug-invarient solutions are spirals called yin-yang curves when a = 1 [2] . Contracting (t < 0) and expanding (t > 0) self-similar solutions (AbreshLanger [1], Brakke [10] and [14] ) correspond to the vector field tuy. All these solutions are discussed in Chou-Zhu [13] . Finally, the contracting\expanding spirals corresponding to ws are discussed in [8] and Li [20] . _ sign(t) ,, ^^^Z^i
Ws (e £ (x cos ae -u sin ae), e e (u cos ae: + x sin ae), ((ii 2 + a ; 2 )|th+i, tan" 1 */*-;£-log |t|)
" _ A
2. An optimal system for a -1/3.
Since it is linear, it generates a global diffeomorphism on M 2 . The first five vectors, v\ to vs, are independent of t. They generate the special affine group in M 2 . On the other hand, t generates the diffeomorphism T : (#, ^,i) -> (#,n, t+e), e G R, and d generates D(x,u,t) -> (e e a;,e e it,e 4 / 3e t). It is not hard to verify that any element in 5(1/3) can be written in the form DTA for some D,T and -A, where A is a special affine transformation. 
We now introduce the vectors
, and
Theorem 2.1. An optimal system of one-dimensional subalgebras consists of the family {wi,i = 1,..., 20}.
Proof. The action of the adjoint representation of 5(1/3) on s(l/3) is given in Table 2 . Let
i=l be in 5(1/3). First of all, let us observe that by using i4d(exp £^3) we may rotate t;4 and V5. As a result, we shall always assume that as = 0 in the following discussion.
Case 1. a\ > a\ or as = a4 = 0.
We can use Ad{exp ev §) for a suitable e to eliminate a4 while keeping as = 0. Then < v > is equivalent to a subspace spanned by {vi ) V2j 1*3, t, d}, which, is simply the non-affine case. Using the same arguement as in the proof of Theorem 1.3 we conclude that < v > is equivalent to the subalgebra generated by one of the vectors in {w u ...,ws}. Thus we have shown that any one-dimensional subspace of 5(1/3) is equivalent to one of the subspaces spanned by {wi,..., 1^20}-Now we are going to show that these subspaces are mutually inequivalent. Following First of all, under the adjoint action of vi^V2 1 1 and d, the coefficients of V3, V4, and ^5 do not change. Next, AZ(exp 6V3) does not change as and al + a^, and hence a. On the other hand, Ad(exp ev^) does not change a4 and 0% -a^. Similarly, a is unchanged under Ad(exp evs). We conclude that a is an invariant. Under Ad(exp ev^) we have a-i = aie £ , a2 = a2e~e , 03 ± 04 = (03 ± a^e^2 6 .
As a result, x = e _£ x and y -e e y. Since the simultaneous vanishing of 03,04,05 and 07 is preserved under the adjoint action, we shall verify the invariance of e under this vanishing condition. First of all, the adjoint actions of ^1,^2,^5,* and d clearly do not change e. On the other hand, 74d(exp evz) keeps a\ + al constant. Finally, Ad^exp ev^) preserves a\ -a*. If a? -0% is non-zero, trivially (01,02) / (0,0). If oi = 02, (resp. oi = -02), ai = 02 = aie £ (resp. ai = -02 = aie~e). Hence e is also unchanged. We have shown that e is an invariant. Now we put everything in Table 5 . It is clear from this table that all w'iS are mutually inequivalent, and hence they form an optimal system. The proof of Theorem 2.1 is completed. □ A powerful method of finding optimal systems was developed in a series of papers started with Patera-Winternitz-Zassenhaus [24] . One may use this approach to determine optimal systems for (3). Here our new approach is elementary and is inspired by the treatment on the same problem for the heat equation in Olver [22] (see also Chou-Li-Qu [11] ). While the invariants are used in [22] to reduce the number of non-equivalent vectors, we further introduce more invariants to achieve a complete classification. This approach has the advantage that through the evaluation of the invariants (see Tables  3 and 5 ) one can write out the explicit equivalence between the subalgebras.
We may group the twenty families of vectors in the optimal system into three families: In the first family the vectors do not contain the time variable. Hence the group acts trivially on the t-component. In the second family, translation in t is presented but dilatation is absent in each of its vectors. The corresponding invariant solutions are eternal solutions. The third family consists of similarity solutions; all vectors therein contain the dilatation but not the time-translation. The group actions and reduced equations for the invariant solutions corresponding to W9,..., and W20 are listed below. They are further classified and studied in [20] in some details. All reduced equations are second order ODE's. As the curve may be closed or has large total curvature, the solution (or its derivatives) to these equations often blows up. However, the Euclidean invariance of the flow ensures that the form of the ODE does not change under any change of coordinates. As a result, we may remove the singularities in derivatives by rotating the coordinates. In order to obtain the largest invariant curve we need to match invariant local graphs in different coordinates together and this is one of the main tasks in [20] . As an illustation we shall work out the matching process for the invariant curves corresponding to 1^12 in the next section. It is interesting to observe that in the contracting case (t < 0), any solutuion v is periodic over the entire y-axis. So the invariant curve y,-(-t)
WQ = ud x + xd u Group action: (#, u, t) ->• {x
3 ' 2 v(-p J becomes zero at t = 0. This solution was also described in Angenent-Sapiro-Tannenbaum [9] .
Group action: (x^u^t) ->•[ -1 2 e 2£ \x + u+^\ -^-(u-x-e) e 2e (x + u+-) --+ (u-x) + e,eft
Invariants: y = u -x --log |t|, t; = |t| 2 1 u + x H-1. 
Eternal solutions for W\2*
We reduce (2.1) to a first order equation as follows. Let The function u -^ satisifies
Ur, = -3w 2 + 2r)uj 6 --.
Now we classify the solutions of (3.3). First of all, the zero set of the right hand side of (3. and, by the symmetry of (3.3), A' = {(77, -c(-rj)) : r] £ (-00,0)}. Accordingly, any solution of (3.3) is increasing at points lying above A or below A', and is decreasing in the region bounded between A and A'. In the following lemmas, whose proofs are straightforward, ^(77) always is a solution of (3.3). 
< T ir -
Therefore, as UQ increases from 0 to 00, the zero points of the corresponding solutions strictly increase to a finite number A* not greater than \/27r/2. After passing the 77-axis, u becomes negative and blows up to -00 at some 771. Using (3.4) one can see that these blow-up points have a finite supremum, say, B*. We shall call any solution passing lim u)(r)) = 0.
77->oo
Finally, call any solution passing A a type-III solution. It is defined over a maximal interval (0,^4), A > 0, decreasing all the way until it hits A, and then it becomes increasing and blows up at A. By Lemma 3.1 and Lemma 3. Proof. Denote ( = rju. We have
The zero set of the right hand side of (3.7) consists of two disjoint parametrized curves given by
where £ G (0, g) and £ > 1 respectively. Denote the former curve by Ci and the latter by C2. It is not hard to see that C2 is the graph of a decreasing function over (0,00), asymptotic to a;77 = 1 as 77 tends to zero. On the other hand, Ci is the graph of a function over the cj-axis, passing through the origin and is asymptotic to cur] = 1/2 as 77 tends to zero. We observe that whenever a solution 07 (77) (3.9) lim77a;(77) = 1.
774,0
Let us write £(77)=77(1-77T (77)).
Then r satisfies the equation
2^

1,, ^2
This equation is uniquely solvable near rj = 0 subject to
We have 
= -(l + Tor) + o(r))). V 267
As ro increases from -oo to oo, UJ runs through type-II, -B and -III solutions.
Notice that the type-B solution corresponds to a positive TQ , since according to Lemma 3.2 UJ with non-positive TQ must cross the positive 77-axis. Now all solutions £ to (3.2) can be obtained by integrating u. For each UJ the solution £ is unique up to the addition of an arbitrary constant. In the following we fix a particular solution £ depending on the type of u.
For type-I solution CJ, we set
JO
For the type-A solution,
t(Tl) = £ u(T)dT.
For a type-II, -B or -III solution,
€(v) = logr]+ (U)(T) --) dT '
Notice that by (3.10) £ is well-defined. Let £ be any one of these solutions. Any i/^-invariant curve is given in the form in the (i^^-plane where rj is regarded as a parameter. Now we study the shapes of these solutions for different types of a;. Clearly it suffices to concentrate on C = Combining our classification of the solutions of (3.3) with (3.11) and (3.12), we readily obtain the following result. We have described the solution curves corresponding to all "normalized" ^s in these two propositions. Notice if (v,y) is such a solution curve, (77-, Cy) is also a solution curve for any non-zero C, and it stays above or Cy below the positive f-axis depending on whether C is positive or negative. We call a solution curve of type-I^ A 1 * 1 , IF^'B* or IIP 1 in an obvious way.
Similarly we define I'^-, A ± -, II -, B^-and /// -solutions.
Starting with a piece of solution curve we shall show how to extend it to get a complete invariant curve. First, let us consider a II + -solution. We extend it from its right by a III + -solution. The right end point of this III + -solution touches the i^-axis. We extend it by a II --solution, and then follows by a III _ -solution. The resulting curve hits the i>-axis again, and we may extend it by a II + -solution. The procedure can be carried indefinitely to obtain a solution curve which is a graph over some interval [A,B) . (In the following we shall show that B = 00.) This semi-infinite invariant curve will be called a II + -tail. A similar construction will yield II""-, II -and // -tails. , we see that (3.13) holds.
The inequalities in (3.13) imply that y and y v are uniformly bounded for any tail in [A, JB). Since y satisfies (3.14), we must have B = oo. Let ao = 1 < ai < a2 < ... be the left endpoints of the H^-curves forming the tail. We would like to show that |y v (aj)| -> 0 as j -» oo. Together with (3.13) it implies the C^-decay of the tail.
We observe that each II + -curve is headed by a III~-curve whose slope at aj is controlled by I/CLJTQ. Therefore, as CLJ -> oo,
Now we can describe the invariant curves corresponding to ii;i2. As we shall see, there are basically four types of them. Clearly it is sufficient to look at curves passing the point (1,0). Let us consider a II + -tail starting at (1,0) with slope dy/dv(l) = -I/TQ. When the slope is equal to zero, the invariant curve is simply the t;-axis. As the slope increases from 0 and remains small, we extend the II + -tail from (1,0) by a type-Ill -solution, and the type-Ill -solution is subsequently connected to a II --tail and turns back. The resulting invariant complete curve is an immersed one, with two tails oscillating and converging to the -u-axis as v goes to infinity. When the slope increases further, the Il^-tail will be connected to the type-A + solution. By symmetry we obtain an invariant curve which is an odd function over the ^-axis. After that the Il^-tails will be connected to a type-I -solution to form complete curves which are graphs of functions over v. It is worthwhile to see that there exists an even invariant curve which corresponds to u with a;(0) = 0. When we increase the slope until TQ = TQ, the II + -tail is connected to the type-B -solution at (1,0). The resulting invariant curve is complete and is the graph of a function over (0,oo). When the slope increases further, the II + -tail is directly connected to a II~-tail. The resulting invariant curve has two tails, just like in the first case. When TQ = 0, it is worthwhile to see that the invariant curve is symmetric with respect to the v-axis. When the slope goes beyond TQ = 0, all invariant curves can be obtained by reflecting the four types of invariant curves with respect to the i;-axis. Clearly, considering the extension from any other point on the iJ-axis yields essentially the same picture. Thus we have completely described the invariant curves for W12. See Figure 1 for some typical samples. 
