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AN ASYMPTOTIC FORMULA FOR THE ZEROS OF THE
DEFORMED EXPONENTIAL FUNCTION
CHENG ZHANG
Abstract. We study the asymptotic representation for the zeros of the deformed
exponential function
∑
∞
n=0
1
n!q
n(n−1)/2xn, q ∈ (0, 1). Indeed, we obtain an asymp-
totic formula for these zeros:
xn = −nq
1−n(1 + g(q)n−2 + o(n−2)), n ≥ 1,
where g(q) =
∑
∞
k=1 σ(k)q
k is the generating function of the sum-of-divisors func-
tion σ(k). This improves earlier results by Langley[3] and Liu[4]. The proof of
this formula is reduced to estimating the sum of an alternating series, where the
Jacobi’s triple product identity plays a key role.
Introduction
In this paper, we are interested in the deformed exponential function
(0.1) f(x) =
∞∑
n=0
xn
n!
qn(n−1)/2, 0 < q < 1,
which is the unique entire solution to the Cauchy problem of the functional differen-
tial equation
y′(x) = y(qx), 0 < q < 1, y(0) = 1.
The function f(x) appears naturally and frequently in pure mathematics as well
as statistical physics. There are still many open questions and conjectures on it,
especially on the asymptotic formula for its zeros. Indeed, it relates closely to the
generating function for Tutte polynomials of the complete graphKn in combinatorics,
the Whittaker and Goncharov constants in complex analysis, and the partition func-
tion of one-site lattice gas with fugacity x and two-particle Boltzmann weight q in
statistical mechanics[6]. One may see more interesting applications and conjectures
concerning this function in Liu[4] and Sokal[7].
In 1972 Morris et al.[5] used a theorem of Laguerre to prove that f(x) has infinitely
many real zeros and these zeros are all negative and simple. They also obtained that
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there is no other zero to the analytic extension (to the complex plane) of f(x) by
using the so-called multiplier sequence (a modest gap in their proof was filled by
Iserles[2]). In [5] and [2], the authors put forward several conjectures on the zeros of
f(x). They have been investigated by several authors(see [4][3][8]). Recently, more
interesting conjectures on the asymptotic formula for the zeros were introduced by
Sokal[7]. In [3], the author was able to show that the zeros form a strictly decreasing
sequence of negative numbers (xn), n ≥ 1, such that
(0.2)
xn+1
xn
=
1
q
(
1 +
1
n
)
+ o(n−2), n ≥ 2,
and
(0.3) xn = −nq
1−n(γ + o(1)), n ≥ 1,
where γ is some positive constant independent of n.
In this paper, we use the power series representation of f(x) to show that the
constant γ = 1 in (0.3). The well-known Jacobi’s triple product identity plays a
key role in the proof. Meanwhile, we obtain that the error term in (0.3) is exactly
O(n−2), whose leading coefficient, as a function of q, is the generating function of
the sum-of-divisors function in number theory. It is not difficult to see that the signs
of the extrema of f(x) are alternating, namely (−1)nf(xn/q) > 0, n ≥ 1, which
means that the function oscillates on the negative real axis. So we prove a corollary
that describes the asymptotic and oscillatory behavior of the function f(x) on the
negative real axis, where the infinite product representation of f(x) is used.
Theorem 1. The zeros of f(x) constitute one strictly decreasing sequence of negative
numbers (xn), n ≥ 1, such that
xn = −nq
1−n(1 + g(q)n−2 + o(n−2)),
where g(q) is the generating function of σ(k), namely
g(q) =
∞∑
k=1
σ(k)qk.
Here σ(k) is the sum of all the positive divisors of the positive integer k.
Corollary 1. The oscillation amplitude An=|f(xn/q)| has an asymptotic formula
An = Cn
−3/2enq−n(n+1)/2,
where C = C(n, q) satisfies C1(q) < C < C2(q). Here C1 and C2 are some positive
numbers independent of n.
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1. Proof of the results
For simplicity, we set α = 1/q > 1 in the proof.
To obtain our theorem, we study the value of f(−(k + λk−1)αk−1), λ > 0, k ≥ 1,
which can be written as an alternating series
f(−(k + λk−1)αk−1) =
∞∑
n=0
(−1)nun,
where
un =
(k + λk−1)
n
n!
αn(2k−n−1)/2.
Denote
vj = u2k−j−1 − uj (0 ≤ j ≤ k − 1).
At first, we need to figure out some useful properties of vj.
Lemma 1. For any integer k ≥ 1, we have
vj > 0 (0 ≤ j ≤ k − 1),
and there exists a positive integer N = N(α, λ) such that for large k
vj < vj+1 (0 ≤ j ≤ k −N).
Proof. Note that
2k−1−2j∏
i=1
(j + i) < k2k−1−2j < (k + λk−1)2k−1−j (0 ≤ j ≤ k − 1).
This implies
(k + λk−1)
j
j!
<
(k + λk−1)
2k−1−j
(2k − 1− j)!
(0 ≤ j ≤ k − 1).
So
uj < u2k−1−j (0 ≤ j ≤ k − 1),
which gives the first inequality.
Let
wj =
(2k − 2− j)!
(j + 1)!(k + λk−1)2k−3−2j
.
Then we have
0 < wj < 1
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and
wj+1
wj
=
(k + λk−1)
2
(j + 2)(2k − 2− j)
> 1.
For some positive integer N , we denote
t = 2k − 1− j (k +N − 1 ≤ t ≤ 2k − 1)
and
g(t) =
1
t
−
(2k − t)wk−N
(k + λk−1)2
− αt−k
(
1− wk−N
k + λk−1
)
.
Direct calculation yields
g′(t) = −
1
t2
+
wk−N
(k + λk−1)2
−
(
1− wk−N
k + λk−1
)
αt−k lnα
and
g′′(t) =
2
t3
−
(
1− wk−N
k + λk−1
)
αt−k(lnα)2.
Since 0 < wj < 1, g
′′(t) is decreasing for t > 0.
When N is sufficiently large(N > N1(α, λ)),
g′′(k +N − 1) =
[
2− CαN−1(lnα)2
]
k−3 +O(k−4) < 0,
and
g′(k +N − 1) =
[
2N − 2− CαN−1 lnα
]
k−3 +O(k−4) < 0
hold for large k, where
C = λ(2N − 3) +
1
6
(N − 2)(N − 1)(2N − 3).
So g′(t) and g(t) are also decreasing for t ≥ k +N − 1.
When N is large enough(N > N2(α, λ)),
g(k +N − 1) =
[
λ(2N − 1) +
N
6
(N − 1)(2N − 1)− CαN−1
]
k−3 +O(k−4) < 0
holds for large k. So if N > max{N1, N2}, we obtain for large k
g(t) ≤ g(k +N − 1) < 0, t ≥ k +N − 1.
Therefore,
1
2k − 1− j
−
(j + 1)wk−N
(k + λk−1)2
− αk−j−1
(
1− wk−N
k + λk−1
)
< 0 (0 ≤ j ≤ k −N).
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This implies(
αk−j−1 −
j + 1
k + λk−1
)
wk−N < α
k−j−1 −
k + λk−1
2k − 1− j
(0 ≤ j ≤ k −N).
Since wj < wj+1, we have(
αk−j−1 −
j + 1
k + λk−1
)
wj < α
k−j−1 −
k + λk−1
2k − 1− j
(0 ≤ j ≤ k −N).
It is equivalent to
vj < vj+1 (0 ≤ j ≤ k −N),
which completes the proof. 
To estimate the sum of the alternating series
∑
∞
n=0 (−1)
nun, we need to use the
Jacobi’s triple product identity. Let
h(α) =
∞∑
j=1
(2j − 1)(−1)j−1α−j(j−1)/2
and
H(α) =
∞∑
j=1
j
6
(j − 1)(2j − 1)(−1)jα−j(j−1)/2.
We denote their partial sums by hn(α) and Hn(α), namely
hn(α) =
n∑
j=1
(2j − 1)(−1)j−1α−j(j−1)/2
and
Hn(α) =
n∑
j=1
j
6
(j − 1)(2j − 1)(−1)jα−j(j−1)/2.
Proposition 1. (Jacobi’s triple product identity)
h(α) =
∞∏
k=1
(1− α−k)
3
.
Proof. See Hardy[1], Chapter 3. 
The following lemma is a simple property of the partial sums.
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Lemma 2. For any fixed α > 1, we have h(α) > 0 and H(α) > 0. Further, there
exists a positive integer N = N(α) such that for any integer m > N ,
H2m−1(α)
h2m−1(α)
<
H2m+1(α)
h2m+1(α)
<
H2m(α)
h2m(α)
<
H2m−2(α)
h2m−2(α)
.
Proof. By the Jacobi’s triple product identity above, we have h(α) > 0 and
H(α) =
α
3
h′(α) = h(α)
∞∑
k=1
k
αk − 1
> 0.
Hence, there exists a positive integer N = N(α) such that for any integer m >
N , both h2m−2(α) and H2m−1(α) are positive. Since 0 < h2m−2(α) < h2m(α) <
h2m+1(α) < h2m−1(α) and 0 < H2m−1(α) < H2m+1(α) < H2m(α) < H2m−2(α) , we
have
H2m−1(α)
h2m−1(α)
<
H2m+1(α)
h2m+1(α)
<
H2m(α)
h2m(α)
<
H2m−2(α)
h2m−2(α)
.

Lemma 3. Suppose λh(α)−H(α) 6= 0. Let
ξn(λ) = −(n+ λ/n)α
n−1.
Then for large n,
(−1)n[λh(α)−H(α)]f(ξn) > 0.
Proof. Fix an integer j ≥ 0. Then direct calculation shows, for large k
vk−j =
(k + λk−1)
k+j−3
(k + j − 1)!
[
(2j − 1)λ+
j
6
(j − 1)(2j − 1) +O(k−1)
]
α(k+j−1)(k−j)/2.
By Lemma 1 there exists a positive integer N1 = N1(α, λ) such that
vk−N1 > vk−N1−1 > · · · > v0.
If λh(α)−H(α) < 0, by Lemma 2 there exists a positive integer N2(α, λ) such that
for any integers m ≥ N2, λh2m−1 −H2m−1 < 0.
Let N = max{[N1/2], N2}. Direct calculation yields
2N−1∑
j=1
vk−j(−1)
j−1 =
(k + λk−1)
k−2
k!
[
λh2N−1(α)−H2N−1(α) +O(k
−1)
]
αk(k−1)/2.
Note that for large k(k > K(α, λ)),
λh2N−1 −H2N−1 +O(k
−1) < 0.
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Hence for each k > max{2N + 1, K},
2N−1∑
j=1
vk−j(−1)
j−1 < 0
and
k∑
j=2N
vk−j(−1)
j−1 < vk−2N−1 − vk−2N < 0.
So we have
(−1)k
2k−1∑
n=0
un(−1)
n =
k∑
j=1
vk−j(−1)
j−1 < 0.
Since ∣∣∣∣∣
2k−1∑
n=0
un(−1)
n
∣∣∣∣∣ > C1
(k + λk−1)
k−2
k!
αk(k−1)/2 >
(k + λk−1)
2k
(2k)!
α−k = u2k,
and
u2k >
∣∣∣∣∣
∞∑
n=2k
un(−1)
n
∣∣∣∣∣ ,
we derive
(−1)kf(−(k + λk−1)αk−1) = (−1)k
∞∑
n=0
un(−1)
n < 0
for large k. Similarly, if λh(α)−H(α) > 0, we also have for large k
(−1)kf(−(k + λk−1)αk−1) > 0,
which completes the proof. 
Proposition 2. For any integer n ≥ 1, we have
xn+1 < αxn < 0.
For large n,
xn+1
αxn
= 1 +
1
n
+ o(n−2).
Proof. See Langley[3]. 
Proof of Theorem 1. Set λ0 = 1 +H(α)/h(α) and
In = (−(n + λ0/n)α
n−1,−nαn−1), n ≥ 1.
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Combining Lemma 3 with Proposition 2, we obtain that f(x) has precisely one root
in the interval In for large n. So the root can be written as −(n+ θn(α))α
n−1, where
θn(α) = O(n
−1), and
lim
n→∞
nθn = lim
n→∞
Hn(α)
hn(α)
=
H(α)
h(α)
=
∞∑
k=1
k
αk − 1
.
Since
−(n + 1 + θn+1)α
n
−(n+ θn)αn
= 1 +
1
n
+ o(n−2),
by Proposition 2 we immediately derive that the root in the interval In is just xn for
large n, namely xn = −(n+ θn)α
n−1. Noting that
∞∑
k=1
k
αk − 1
=
∞∑
k=1
σ(k)α−k,
and 1/q = α, we complete the proof. 
Proposition 3. The function f(x) in (0.1) can be factored into an infinite product
f(x) =
∞∏
n=1
(
1−
x
xn
)
,
where each xn is the zero of f(x) and xn+1 < xn < 0.
Proof. See Morris et al.[5]. 
Since f ′(x) = f(x/α), the critical points of f(x) are αxn(n ≥ 1). Note that each
zero of f(x) is simple and xn+1 < αxn < xn, n ≥ 1, then the signs of the extrema
f(αxn) are alternate, namely (−1)
nf(αxn) > 0. Then we can obtain an asymptotic
formula for the oscillation amplitude of f(x) on the negative real axis by the infinite
product representation above.
Proof of Corollary 1. By Theorem 1, we have
1−
αxn
xn+1
=
1
n + 1
+ o(n−2),
∣∣∣∣αxnxk
∣∣∣∣ ≥ αn+1−k, k < n+ 1 and
∣∣∣∣αxnxk
∣∣∣∣ < αn+1−k, k ≥ n+ 1.
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Let εn = (1+H(α)/h(α))/n. Since for large n, |xn| = (n+ θn)α
n−1, θn = O(n
−1),
by the Stirling’s approximation for Gamma function, we have
|f(αxn)| =
(
1−
αxn
xn+1
) n∏
k=1
(
αxn
xk
− 1
) ∞∏
k=n+2
(
1−
αxn
xk
)
>
1
2n
|αxn|
n
|x1 · · · xn|
n∏
k=1
(
1−
∣∣∣∣ xkαxn
∣∣∣∣
) ∞∏
k=1
(
1− α−k
)
>
1
2n
nnαn
2
C0Γ(n+ εn + 1)αn(n−1)/2
φ(α)2 > C1n
−3/2enαn(n+1)/2
where φ(α) =
∞∏
k=1
(1− α−k), C0(α) and C1(α) are positive numbers independent of
n.
On the other hand, since f(x) is entire, by Proposition 3 we have
∑
i1<···<in
1
xi1xi2 · · · xin
=
(−1)n
n!
α−n(n−1)/2.
Hence we get
|f(αxn)| =
(
1−
αxn
xn+1
) n∏
k=1
(∣∣∣∣αxnxk
∣∣∣∣− 1
) ∞∏
k=n+2
(
1−
∣∣∣∣αxnxk
∣∣∣∣
)
<
2
n + 1
|αxn|
n
|x1 · · · xn|
n∏
k=1
(
1 +
∣∣∣∣ xkαxn
∣∣∣∣
) ∞∏
k=1
(
1 + α−k
)
<
2
n + 1
(n + 1)nαn
2
n!αn(n−1)/2
Φ(α)2 < C2n
−3/2enαn(n+1)/2
where Φ(α) =
∞∏
k=1
(1 + α−k) and C2(α) are positive numbers independent of n. Then
the proof is complete. 
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