INTRODUCTION
The traditional nonlinear filters such as the extended Kalman filter, the secondorder nonlinear filter and the Gaussian sum filter are used from various aspects. Especially, the extended Kalman filter is obtained as follows: (i) the nonlinear measurement and transition equations are linearized by the first-order Taylor series expansion and (ii) the linearized functions are applied directly to the standard Kalman filter formula. See Gelb (1974) and Anderson and Moore (1979) for the traditional nonlinear filters.
importance sampling filter with the antithetic Monte Carlo method works well especially when number of random draws is small and (ii) under the same number of random draws, the importance sampling filters perform better than the resampling filter.
PRELIMINARIES 2.1 OVERVIEW OF NONLINEAR AND NONNORMAL FILTER
We consider the following general nonlinear and nonnormal state-space model:
for t = 1, 2, · · · , T , where T denotes the sample size. A vector y t is observable while a vector α t is unobserved. h t (·, ·) and f t (·, ·) are vector functions, which are assumed to be known. The error terms t and η t are mutually independently distributed, which are typically assumed to be normal but not necessarily. Let Y s be the information set up to time s, i.e., Y s = {y s , y s−1 , · · · , y 1 }. Define P y (y t |α t ) and P α (α t |α t−1 ) as the density functions obtained from the measurement equation (1) and the transition equation (2). We consider estimating α t using information Y s . a t|s ≡ E(α t |Y s ) is called prediction if t > s, filtering if t = s and smoothing t < s, respectively.
Nonlinear Filter: The recursive density algorithm on filtering is known as follows (for example, see Kitagawa (1987) , Harvey (1989) and Tanizaki (1996) ):
P (α t |Y t−1 ) = P α (α t |α t−1 )P (α t−1 |Y t−1 )dα t−1 ,
P (α t |Y t ) = P y (y t |α t )P (α t |Y t−1 )
where the initial condition is given by:
The two densities P α (α t |α t−1 ) and P y (y t |α t ) are computed from the measurement equation (1) and the transition equation (2), respectively. Equation (3) corresponds to one-step ahead prediction, which plays a role of predicting α t using the past information Y t−1 . Equation (4) combines the present sample with the past information. Accordingly, equation (3) is called the prediction equation while equation (4) is known as the update equation. Based on the two densities, the density-based filtering algorithm is represented as the following two steps: (i) equation (3) yields P (α t |Y t−1 ) given P (α t−1 |Y t−1 ) and (ii) equation (4) yields P (α t |Y t ) given P (α t |Y t−1 ). Thus, repeating predicting and updating for all t, the filtering densities P (α t |Y t ), t = 1, 2, · · · , T , can be obtained.
Filtering Mean and Variance: Our goal is to estimate the state-variable α t . Once we have the recursions shown in equations (3) and (4), the filtering mean (i.e., a t|s ≡ E(α t |Y s )) and the filtering variance (i.e., Σ t|s ≡ Var(α t |Y s )) are easily obtained as follows:
Σ t|s = (α t − a t|s )(α t − a t|s ) P (α t |Y s )dα t ,
for s = t − 1, t.
MONTE CARLO INTEGRATION WITH IMPORTANCE SAMPLING
Let x be a random variable associated with a density function P (x). Suppose that g(x) is a function of x. The expectation of g(x) is represented as follows:
E(g(x)) = g(x)P (x)dx ≡ µ.
Suppose that the integration in equation (7) cannot be carried out analytically in the present case. In such a case, the expectation is evaluated by Monte Carlo integration with importance sampling. We utilize another density function of x, say P I (x), which is called the importance density and is appropriately assumed by a researcher. Let x i , i = 1, 2, · · · , n, be the random numbers from the density function P I (x). Define the weight function ω(x) as a ratio of the two densities, i.e.,
ω(x) = P (x) P I (x) .
Then, we have the following approximation of equation (7):
The expectation E(g(x)) is evaluated as g n . The properties of g n are known as follows (see, for example, Geweke (1988 Geweke ( , 1989a Geweke ( , 1989b Geweke ( , 1996 Geweke ( , 1997 , Shao (1989) and Koop (1994) ):
(i) g n converges almost surely to µ, if the support of P (x) is included in the support of (g(x) ω(x) − µ) ] and the arrow denotes convergence in distribution.
It is shown from the result (ii) that g n in equation (8) is consistent but convergence speed is quite slow as √ n.
Moreover, Geweke (1988 Geweke ( , 1989a Geweke ( , 1989b Geweke ( , 1996 Geweke ( , 1997 pointed out the following. It is important that the importance density P I (x) is not too different from P (x) and especially important that the weight function does not become very large over the support of P (x). This indicates that numerical accuracy is adversely affected by large relative values of the weight function, i.e., such large values indicate a poor approximation of E(g(x)).
Using the Monte Carlo integration method with importance sampling, Mariano and , Tanizaki (1996) , Tanizaki and Mariano (1994) evaluated the integrations included in the nonlinear filtering algorithm represented by equations (3) and (4), which are described in the next section. Mariano and Tanizaki (1995) , Tanizaki (1996) and Tanizaki and Mariano (1994) proposed the nonlinear filtering algorithm with importance sampling, where density functions are converted by weight functions and a recursive algorithm of the weight functions is obtained. Define the weight function as:
NONLINEAR FILTER USING IMPORTANCE SAMPLING
for s = t − 1, t, where the density function P I (α t ) has to be appropriately specified by a researcher, which is called the importance density. Using the weight functions, ω(α t |Y s ) for s = t − 1, t, the density-based filtering algorithm given by equations (3) and (4) are rewritten as follows:
where α i,t , i = 1, 2, · · · , n, denote the random draws generated from the importance density P I (α t ). Note that we need to use the same importance density to evaluate the two integrals in equations (9) and (10). For P (α t |Y t ) and P (α t |Y t−1 ), it is not possible to obtain the explicit functional form in general. Accordingly, ω(α t |Y t ) and ω(α t |Y t−1 ) cannot be explicitly obtained. We need to evaluate the two weight functions at the same random draws in order to construct the recursive algorithm on the weight functions. Again, in equations (9) and (10), α t is evaluated at α i,t . Thus, a recursive filtering algorithm of the weight functions is derived as follows:
for i = 1, 2, · · · , n and t = 1, 2, · · · , T , where each weight function is evaluated at the random draws, α i,t for i = 1, 2, · · · , n. The initial condition of the weight function is given by:
The recursive algorithm shown in equations (11) and (12) is implemented by the following two steps: (i) given ω(α j,t−1 |Y t−1 ) for j = 1, 2, · · · , n, ω(α i,t |Y t−1 ) for i = 1, 2, · · · , n are obtained from equation (11), and (ii) given ω(α j,t |Y t−1 ) for j = 1, 2, · · · , n, ω(α i,t |Y t ) for i = 1, 2, · · · , n are obtained from equation (12). Thus, the weight functions are recursively evaluated for all time t = 1, 2, · · · , T .
Filtering Mean and Variance: Equations (5) and (6) are approximated as:
for s = t − 1, t. Thus, equations (13) and (14) represent the filtering estimates based on Monte Carlo integration with importance sampling.
Filtering Density: Sometimes, we need shape of the filtering densities. From definition of the weight function, we can evaluate the filtering density P (α t |Y s ) at α t = α i,t , which is as follows:
VARIANCE REDUCTION METHOD IN MONTE CARLO INTEGRATION
The problem of the importance sampling filter is choice of the importance density P I (α t ), because precision of the filtering estimates is sensitive to the importance density.
Choice of Importance Density: In order to compute the weight functions ω(α t |Y t−1 ) and ω(α t |Y t ), it is important that the importance density P I (α t ) is not too different from both P (α t |Y t−1 ) and P (α t |Y t ).
In the case where the state-variable lies on a certain interval, for example, in the case of 0 < α t < 1, we may choose the importance density P I (α t ) as the following uniform distribution between zero and one:
where u i,t ∼ U (0, 1) for i = 1, 2, · · · , n and t = 1, 2, · · · , T . If the range of the state-variable α t is from −∞ to +∞, Mariano and Tanizaki (1995) , Tanizaki (1996) and Tanizaki and Mariano (1994) suggested utilizing the following bimodal distribution for choice of the importance density:
which denotes the average of two normal densities, where a * t|s and Σ * t|s for s = t−1, t denote the filtering means and variances obtained from the extended Kalman filter and c is a constant value which should be equal to or greater than one. Thus, we construct the importance density based on the extended Kalman filter estimates, i.e., the importance density is obtained independently of the importance sampling filter. Now, it might be natural that use of the above bimodal distribution generates the following three questions:
(i) Why do we use the bimodal distribution consisting of the two normal densities? (ii) Why do we use the first-and second-moments of the extended Kalman filter? (iii) Why should c be equal to or greater than one?
The answers to the questions are as follows:
(i) The importance density P I (α t ) needs to cover the two target densities P (α t |Y s ) for s = t − 1, t over the range of α t . Usually, the peak and range of the one-step ahead prediction density P (α t |Y t−1 ) is different from those of the filtering density P (α t |Y t ). In general, the range of P (α t |Y t−1 ) is larger than that of P (α t |Y t ). For the importance sampling filter, the two densities P (α t |Y s ), s = t−1, t, have to be approximated by one importance density P I (α t ) in order to obtain the recursive algorithm. Therefore, it might be plausible to take the bimodal distribution for the importance density. (ii) Also, the peak and range of P (α t |Y s ) for s = t − 1, t are not known, but mean and variance of the state-variable can be estimated by the extended Kalman filter algorithm, even if the extended Kalman filter indicates the biased estimators. It is appropriate to consider that the extended Kalman filter estimates are not too far from the true values. Therefore, the importance sampling filter would be improved by utilizing the importance density based on the extended Kalman filter. (iii) It is known that the support of the importance sampling distribution needs to include that of the target density (see, for example, Geweke (1996) ). In a framework of filtering theory, we have the two target densities, i.e., P (α t |Y t−1 ) and P (α t |Y t ). In the above bimodal den-
. Accordingly, the support of N (a * t|t−1 , cΣ * t|t−1 ) should include that of the one-step ahead prediction density P (α t |Y t−1 ) and the support of P (α t |Y t ) should be included in the support of N (a * t|t , cΣ * t|t ). Since the support of P (α t |Y s ) is not known in general, it is safe that the importance density P I (α t ) should be more broadly distributed than the target densities P (α t |Y s ), s = t − 1, t. Therefore, it might be appropriate that c ≥ 1 should be chosen.
Based on the above bimodal distribution, the random draws of α t from P I (α t ) are generated by:
where 
Antithetic Monte Carlo Methods:
The essence of the antithetic Monte Carlo method is as follows. Suppose that we have the sample x 1 , x 2 , · · · , x n from the density function P (x). Consider estimating mean E(x), which is simply estimated as the arithmetic average of
Variance of the arithmetic average, Var(x), indicates precision of the estimated mean.
To make things easier, consider the following case: Cov(x i , x j ) = ρσ 2 when j = i + m and Cov(x i , x j ) = 0 otherwise, where i = 1, 2, · · · , m and n = 2m. When x i and x i+m are negatively correlated (i.e., ρ < 0) and
/n, which is clearly less than variance in Case (i).
Let x i , i = 1, 2, · · · , n, be the random draws from P (x). Then, variance of the estimated mean x is given by Case (i). However, in the case where x i , i = 1, 2, · · · , m, are the random draws from P (x), if Cov(x i , x i+m ) < 0, the estimated mean in Case (ii) has less variance than that in Case (i). Accordingly, negatively correlated sample is more optimal than random sample in a sense of reduction of the simulation errors. Similarly, for a function g(·), mean of g (x) is estimated as the arithmetic average of g(
) is negatively correlated with g(x i+m ), the obtained estimate of E(g(x)) performs better. In this paper, we apply the above antithetic Monte Carlo procedure to the importance sampling filter proposed by Tanizaki (1996) , Tanizaki and Mariano (1994) .
First, in the case where α t lies on an interval, for example, 0 < α t < 1, we may choose P I (α t ) as a uniform distribution between zero and one. In order to have antithetic relationship, we use the following sample α i,t , i = 1, 2, · · · , n.
where u i,t ∼ U (0, 1) for i = 1, 2, · · · , m and n = 2m. Clearly, it is expected that (18) is more powerful than (15) because of less variance. Second, consider the bimodal distribution used in the case where the range of the state-variable α t is from −∞ to +∞. For the variance reduction method, we can consider the following two procedures: (i) We can take α i,t as follows:
where z i,t ∼ N (0, 1) for i = 1, 2, · · · , m, n = 2m and t = 1, 2, · · · , T . Note that (a, Σ) is given by (17). The above procedure implies that we have both α i,t and α i+m,t simultaneously when α i,t is generated from the bimodal distribution.
(ii) Also, we can consider the following procedure:
where ( a, Σ) takes as follows:
where (a, Σ) is given by (17).
It is easily expected that both (19) and (20) yield less simulation errors than (16). Figure 1 In the next section, some Monte Carlo studies are performed, where the conventional Monte Carlo method given by (15) and (16) 
MONTE CARLO STUDIES
In this section, we perform some Monte Carlo simulation studies to check whether the antithetic Monte Carlo methods work well or not in a nonlinear filtering framework. We compare the extended Kalman filter (EKF), the resampling filter (RSF) and the importance sampling filters (ISF) with and without the antithetic Monte Carlo methods. Note that the resampling filter (RSF) proposed by Kitagawa (1996) is concisely described in Appendix A.
The simulation procedure is as follows:
(i) Generating random numbers of the error terms t and η t , we obtain a set of data y t and α t , t = 1, 2, · · · , T , from the system (1) and (2), where T = 25, 50 is taken. (ii) Given data Y T = {y 1 , y 2 , · · · , y T }, obtain the filtering estimates by the extended Kalman filter (EKF), the resampling filter (RSF) and the importance sampling filters (ISF (15) and ISF (18), or ISF (16), ISF (19) and ISF (20)). We choose n = 20, 50, 100, 500 for RSF and n = 20, 50, 100 for ISF's. (iii) Repeat (i) and (ii) G times and compute the root mean square error (RMSE) for each estimate, which is defined as:
, where a t|t takes the extended Kalman filter estimate, the resampling filter estimate and the importance sampling filter estimates. The superscript (g) denotes the g-th simulation run and we take G = 1000. That is, α (g) t denotes the simulated state variable at time t in the g-th simulation run.
Under the above simulation procedure, we examine five Monte Carlo studies, i.e., Linear and Normal Model, ARCH Model, Stochastic Volatility Model, Nonstationary Growth Model and Logistic Model. Simulation results and some discussion are given in Section 4.1 Simulation I: Linear and Normal Model (Table 1) : Consider the following linear scalar system:
for t = 1, 2, · · · , T and δ = 0.5, 0.9, 1.0. In this simulation study, the extended Kalman filter is given by the conventional linear recursive formula (i.e., the extended Kalman filter reduces to the standard Kalman filter in this case), because the system is linear and normal. Therefore, it is expected that EKF is better than ISF's and RSF.
Simulation II: ARCH Model ( Table 2) : The scalar system with the nonlinear transition equation is given by:
where t = 1, 2, · · · , T and δ = 0.5, 0.9. The transition equation follows the first-order autoregressive conditional heteroscedasticity (ARCH (1)) process, while the measurement equation consists of the ARCH(1) term and the error. Note that the unconditional variance of α t is assumed to be one in this Monte Carlo experiment. For α 0 and ( t , η t ) , we make the same assumptions as in Simulation I (in Simulations III and V, similarly, we assume the same density functions as in Simulation I for α 0 and ( t , η t ) ). The measurement equation is linear but the transition equation is nonlinear. In this experiment, therefore, it might be expected that EKF does not show a good performance.
Simulation III: Stochastic Volatility Model (Table 3) : Consider the following nonlinear system:
where 0 ≤ δ < 1 and t = 1, 2, · · · , T . δ = 0.5, 0.9 is taken. (23) gives us a poor approximation. Instead, taking the logarithm on both sides, the measurement equation in the system (23) is rewritten as:
where log( 2 t ) is known to be distributed as mean −1.27 and variance π 2 /2 (for example, see Ghysels, Harvey and Renault (1996) and Sandmann and Koopman (1998) for mean and variance of the stochastic volatility model). Therefore, we may use the measurement equation in (24), rather than that in (23). Note that the state-space model (24) reduces to the linear and non-Gaussian system. Accordingly, the Kalman filter estimate is an optimal estimator in the sense that it minimizes the mean square error within the class of all linear estimators, which implies that the Kalman filter under the normality assumption is the minimum mean square estimator and that the Kalman filter without the normality assumption is known as the minimum mean square linear estimator (see Harvey (1989) ).
In this simulation study, we examine the above two kinds of the system, i.e., (23) and (24). See Ghysels, Harvey and Renault (1996) , Shepherd (1996) and Sandmann and Koopman (1998) for the stochastic volatility model. (Table 4) : Consider an example of the following univariate nonstationary growth model:
Simulation IV: Nonstationary Growth Model
where t = 1, 2, · · · , T . The system (25) are taken in Kitagawa (1987 Kitagawa ( , 1996 and Carlin, Polson and Stoffer (1992) . It is called the nonstationary growth model in Carlin, Polson and Stoffer (1992) .
Simulation V: Logistic Model (Table 5) : Next, we take the following logistic system:
where t = 1, 2, · · · , T . In this experiment, both the measurement and the transition equations are logistic, which implies that the system is nonlinear. α t lies on the interval between zero and one. Therefore, we apply (15) and (18) for the random draws generated from the importance density. Note as follows. The measurement equation can be transformed into a linear function in the state variable, which is shown as:
For the Kalman filtering estimate, however, equation (26), rather than the above equation, is linearized in this experiment.
RESULTS AND DISCUSSION
The results are in Tables 1 -5 , where all the values denote the RMSE's, defined above. n = 20, 50, 100, 500 and c = 1, 2, 4, 9, 16, 25 are taken. In each table, the superscript * denotes the minimum RMSE of c = 1, 2, 4, 9, 16, 25 for each of ISF's. Therefore, ISF's with * perform better than ISF's without * in the sense of RMSE. In the simulation studies, ISF's with * are compared with EKF and RSF. Note that EKF does not depend on both c and n while RSF is independent of c. In Linear and Normal Model (Table 1) , c = 2 is the best choice for δ = 0.5, 0.9, 1.0. As c is large, RMSE's become larger, which implies that too widely distributed importance density leads to a poor approximation of the filtering density. The two antithetic Monte Carlo variance reduction methods, i.e., ISF (19) and ISF (20), perform better than the conventional Monte Carlo method, i.e., ISF (16), especially when n is small. The three ISF's are close to each other as n increases and also they are very close to EKF. ISF (19) is not too different from ISF (20) but the former is slightly better than the latter. Under the same number of random draws, RSF is the worst estimator. ISF (19) with n = 100 is similar to RSF with n = 500. Therefore, RSF needs more random draws than ISF to keep the same precision.
In Table 2 , ARCH(1) model is taken as an example. When δ 2 < 1/3, the fourth-moment of α t does not exists, which implies that α t is widely distributed with fat tails. Therefore, c = 25 gives us the smallest RMSE when δ = 0.9, while c = 4 is the smallest RMSE when δ = 0.5. In the case of δ = 0.9, c = 25 and n = 100, ISF's perform much better than EKF.
For the stochastic volatility model in Table 3 , we estimate two types of the state-space models, i.e., (23) and (24). Note for the system (23) in Table 3 that the one-step ahead prediction estimates are exactly equal to the filtering estimates in the extended Kalman filter. Therefore, there is no difference between ISF (19) and ISF (20) . However, when we use the system (24), ISF (19) is different from ISF (20). Since ISF is based on the extended Kalman filter estimates, ISF with (23) is not equivalent to ISF with (24). For RSF, note that there is no difference between (23) and (24) because RSF does not depend on the extended Kalman filter. From the table, the system (24) is preferred to the system (23), where RMSE's from the system (24) are smaller than those from the system (23). In this example, the case of c = 2 is recommended for the systems (23) and (24).
In Table 4 , an example of the nonstationary growth model is taken. c = 25 might be recommended in this simulation study. In almost all the cases, RMSE's of ISF (20) are smaller than those of ISF (19). We can take the system (25) as the case where P (α t |Y t−1 ) is too far from P (α t |Y t ). Therefore, in this example, we should take ISF (20) for the antithetic Monte Carlo method. It is surprising that RSF with n = 20 is close to ISF's with n = 100. In the case of strong nonlinearity, RSF is the best estimator even when n is small.
In the logistic model of Table 5 , (18) is taken as the antithetic Monte Carlo method. In the other simulation studies the bimodal distribution is used for the importance density, but in this example the uniform distribution is taken as the importance density. We have the same conclusion as the previous simulation studies, i.e., the antithetic Monte Carlo method is good especially when n is small and ISF's are better than RSF for the same number of random draws.
From the tables, we can conclude as follows.
(i) For both RSF and ISF, RMSE is small as n increases.
(ii) Except for Simulation IV (Table 4) , RSF is worse than ISF's in the case of the same number of random draws. However, with no doubt, RSF becomes better than any other estimators for large n. (iii) ISF's are better than EKF in the nonlinear systems (see Tables 2 -5) .
Even in the linear and normal system, ISF's are very close to EKF (see Table 1 ). (iv) ISF's with the variance reduction methods perform better than ISF without them. Especially, ISF's with the variance reduction methods are significantly better when n is small. As n increases, the ISF's with and without the variance reduction methods are close to each other. (v) For ISF's, c = 2, 4 is better in almost all the cases. However, we should choose a large value for c in the case where P α (α t |α s ) is widely distributed. See δ = 0.9 of Table 2 and Table 4 . 
SUMMARY
In this paper, we have extended the importance sampling filter proposed by Mariano and Tanizaki (1995) , Tanizaki (1996) , Tanizaki and Mariano (1994) using the antithetic Monte Carlo methods to reduce the simulation errors. In a nonlinear filtering framework, they suggested utilizing the bimodal distribution function for the importance density function, where the first-and second-moments of the extended Kalman filter are used. According to the simulation techniques such as Monte Carlo integration, the simulation errors decrease as number of random draws (i.e., n) increases, but it is well known that convergence speed is quite slow as √ n. Therefore, in this paper, we have applied the antithetic Monte Carlo methods to the importance sampling filter. In Section 4, we performed several simulation studies to examine whether the importance sampling filters with the antithetic Monte Carlo methods work well or not. The importance sampling filters with and without the antithetic Monte Carlo methods are compared with the extended Kalman filter and the resampling filter. The results obtained from the simulation studies are as follows. The importance sampling filters with the variance reduction methods show a good performance especially when number of random draws (i.e., n) is small. As n increases, ISF (16), ISF (19) and ISF (20) (or ISF (15) and ISF (18)) are close to each other. c = 2, 3 is better in almost all the cases, while a large value of c should be chosen in the case where P α (α t |α t−1 ) is widely distributed (see δ = 0.9 of Table 2 and Table 4 ). Moreover, under the same number of random draws, the importance sampling filters perform better than the resampling filter in Simulations I -III and V. However, when the system includes strong nonlinearity as in Simulation IV, the resampling filter becomes the best estimator.
APPENDICES APPENDIX A: RESAMPLING FILTER
The resampling procedure proposed by Gordon, Salmond and Smith (1993) and Kitagawa (1996) are described as follows.
Equation (3) is approximately represented as:
Therefore, α i,t|t−1 is generated as follows. Pick up α j,t−1|t−1 randomly (i.e., pick up j with equal probability) and generate a random number of η t (i.e., η i,t ), and we have a random draw of α t (i.e., α i,t|t−1 ) from the transition equation:
. Thus, when α j,t−1|t−1 for j = 1, 2, · · · , n are available, α i,t|t−1 for i = 1, 2, · · · , n can be obtained from the transition equation. For filtering, we consider generating the random draws of α t (i.e., α i,t|t for i = 1, 2, · · · , n) from the filtering density P (α t |Y t ), given α i,t|t−1 for i = 1, 2, · · · , n. Using the random draws α i,t|t−1 for i = 1, 2, · · · , n, equation (4) is approximately rewritten as follows:
Note that P (α i,t|t−1 |Y t−1 ) ≈ 1/n is used to derive equation (28). That is, let x i , i = 1, 2, · · · , n, be the random draws from the density P (x). Then, for all i and j, the probability which we have x i should be equal to the probability which x j occurs. In the case where we have n random draws of x, therefore, P (x i ) ≈ 1/n is obtained. Equation (28) is interpreted as follows. The probability which α t takes α j,t|t−1 is approximately given by P (α j,t|t−1 |Y t ). Accordingly, α i,t|t is chosen from α j,t|t−1 , j = 1, 2, · · · , n, with probability P (α j,t|t−1 |Y t ). That is, the i-th random draw of α t from P (α t |Y t ) (i.e., α i,t|t ) is resampled as:
α 1,t|t−1 , with probability P (α 1,t|t−1 |Y t ), α 2,t|t−1 , with probability P (α 2,t|t−1 |Y t ), . . . . . .
α n,t|t−1 , with probability P (α n,t|t−1 |Y t ).
Thus, in order to obtain random draws from the filtering density, first we have to compute P (α j,t|t−1 |Y t ) for all j = 1, 2, · · · , n using equation (28) and next obtain α i,t|t for i = 1, 2, · · · , n by resampling α j,t|t−1 with probability P (α j,t|t−1 |Y t ), j = 1, 2, · · · , n. In practice, a uniform random draw between zero and one (say, u) is generated and α j,t|t−1 is taken as α i,t|t when ω j−1 ≤ u < ω j , where ω j ≡ j m=1 P (α m,t|t−1 |Y t ) and ω 0 ≡ 0. Based on the random draws α i,t|s for i = 1, 2, · · · , n, the filtering mean and variance are easily obtained as:
(α i,t|s − a t|s )(α i,t|s − a t|s ) , where s = t − 1, t.
APPENDIX B: COMPARISON OF THE ANTITHETIC MONTE CARLO METHODS
In Section 3, we have introduced the two types of the antithetic Monte Carlo methods, i.e., (19) and (20) . In this appendix, we examine which method gives us the better approximation. The results are shown in Table 6 . For (19), x i is positively correlated with x i+m when N (0, 1) is too far from N (µ, σ 2 ). However, when N (0, 1) is close to N (µ, σ 2 ), (19) has strong negative correlation compared with (20). The antithetic method (20) always yields negative correlations between x i and x i+m , but the correlation becomes small as µ approaches zero. When σ 2 goes to one, (18) has strong negative correlation in spite of µ.
Therefore, it might be concluded that (19) should be chosen when σ 2 is large and/or µ is close to zero but (20) might be recommended when σ 2 is close to one and/or µ is close to large.
The obtained results can be applied to the importance density P I (α t ) as follows: (19) 
