Abstract: Multi-mode antennas are an alternative to classical antenna arrays, and hence a promising antenna type for a vast variety of applications in the areas of array signal processing and digital communications. An unsolved problem is to describe the radiation pattern of multi-mode antennas in closed analytic form based on calibration measurements or on electromagnetic field (EMF) simulation data. As a solution, we investigate two modelling methods: One is based on the array interpolation technique (AIT), the other one on wavefield modelling (WM). Both methods are able to accurately interpolate quantised EMF data of a given multi-mode antenna, in our case a planar four-port antenna developed for the 6-8.5 GHz range. Since the modelling methods inherently depend on parameter sets, we investigate the influence of the parameter choice on the accuracy of both models. Furthermore, we evaluate the impact of modelling errors for coherent maximum-likelihood direction-of-arrival (DoA) estimation given different model parameters. Simulations reveal that the estimation bias introduced by model errors is subject to the chosen model parameters. Finally, we provide optimized sets of AIT and WM parameters for the multi-mode antenna under investigation. With these parameter sets, EMF data samples can be reproduced in interpolated form with high angular resolution.
Introduction
A multi-mode (MM) antenna is a physical radiator that is capable of exciting several modes separately. Each mode is assigned a different radiation pattern, i.e, several radiation patterns can be emitted simultaneously. Particularly in wideband antenna designs each port may excite several modes with different weights, but in narrowband designs each mode approximately corresponds to one port. The theory of characteristic modes (TCM) [1-3] is a versatile design and analysis tool that establishes a theoretical framework describing MM antennas, beside other antenna types. Based on this concept, the surface current on an electric conductor can be decomposed into a set of orthogonal components, called characteristic modes. Each of these modes yields a distinct radiation pattern of the electric far-field. Compared to traditional antennas, where only the fundamental mode or a mixture of modes can be excited, an MM antenna offers properties of an antenna array given a single physical element. Hence, an M -port MM antenna mimics an antenna array with M elements.
In a special issue on the theory and applications of characteristic modes published recently [4] , a trend of fast-growing interest in the field has been reported. Up-to-date publications, see for example [5] [6] [7] [8] [9] [10] [11] , support this trend. It was proven in [12] for the first time that for properly designed MM antennas the correlation is low enough to yield significant diversity gain when the MM antenna is used for MIMO transmission. In the remainder of this contribution, emphasis will be on planar MM antennas exploiting a printed circuit board as a radiator. It has been shown in [13] [14] [15] that compared to linear arrays of the same size as a planar MM antenna, less correlation exists between signals radiated from different ports. This property in conjunction with a small form factor and a robust structure makes this type of MM antenna attractive for various applications. Several articles on the performance of the MM antenna under investigation have been published regarding communication aspects, including [15] [16] [17] . In contrast, this work is dedicated to MM antennas regarding positioning aspects.
Estimating the direction of arrival (DoA) of incoming electromagnetic waves using an antenna array has been a key technology for decades. Since the beginning of interest in direction finding, DoA has found applications in various fields like radar, sonar, and navigation. Being part of the array signal processing field, DoA estimation is theoretically and practically well established and documented in literature, but is still an active research area. Among variously proposed DoA algorithms, the most important ones are maximumlikelihood techniques and subspace techniques [18] . Maximumlikelihood techniques are optimal in sense of the mean-squared error (MSE) of the estimated DoAs [19] [20] [21] . On the other hand, a drawback is the high computational complexity, because these techniques perform a multi-dimensional search. Subspace methods offer improved computational efficiency. The most popular one is the multiple signal classification (MUSIC) technique [22] . The popularity of MUSIC comes from the fact that it provides high resolution based on a one-dimensional search. More computationally efficient subspace methods that are even search-free are for example ESPRIT (estimation of signal parameters via rotation invariance techniques) [23] and a variation of MUSIC called Root-MUSIC [24] .
While subspace methods and their variations offer good performance at low computational cost, they assume an ideal uniform geometry of the antenna array with a well known response. In practice, it is difficult to obtain a simple uniform geometry with perfect manufacturing of the antenna elements and typical mounting platforms [25] . This affects the response of the array so it becomes different from the desired one. Hence, modelling of antenna arrays has attracted a great amount of attention as a solution for the DoA estimation problem with arrays of arbitrary geometry or arrays with hardware imperfections [26] . Among the most popular modelling techniques is the array interpolation technique (AIT) [24, 25, 27] and the wavefield modelling (WM) technique [28] [29] [30] . The AIT technique aims into linearly transform the response of the real array with arbitrary geometry to the response of a virtual array with a uniform geometry. On the other hand, the idea of WM is based on modelling the received wavefield of the real array as an orthogonal expansion to describe the response of the real array analytically.
In this paper, we aim to investigate the modelling aspects of MM antennas for DoA estimation purposes. Towards this goal, we start with modelling the MM antenna using two different techniques. The first method is inspired by AIT for modelling the MM antenna as a virtual array with heuristically chosen parameters (e.g. geometry of the virtual array, number of antenna elements, position of the array). The second method is based on WM for approximating the MM antenna by a mathematical model. Then, we study the accuracy of the designed models and the influence of the parameters on precision. We show that both models approximate the MM antenna For that purpose we apply the maximum-likelihood technique on the designed models, with varying parameters. Finally, we discuss pros and cons of both models with respect to the choice of parameters for each model for the DoA estimation task. In previous publications by the authors, the suitability of a planar MM antenna for DoA estimation has been studied. In [31] , coherent maximum-likelihood DoA estimation has been investigated using the AIT model. In [32] and [33] , the WM model was applied for DoA estimation based on a non-coherent estimator as well as a coherent one. However, in these previous works a fixed number of coefficients for the mathematical models has been assumed.
The following conventions and assumptions hold throughout the paper: The planar MM antenna is assumed to radiate only in the upper half of the 3-D space. Numerical results are based on the fourport MM antenna published in [14] , which has been designed for mobile terminals operating in the 6-8.5 GHz band. Additionally, a 484-port antenna has been presented in [14] for application in access points, which assembles 121 four-port elements. Fig. 1 shows the power patterns of the considered MM antenna prototype for right hand circular polarization (RHCP). As can be seen in the figure, each of the four ports stimulates a different radiation characteristic, giving M = 4 distinct modes. For simplicity, we perform the analysis and conduct all simulations in 2-D space. The feasibility of 3-D DoA estimation with an MM antenna was proven in [32] and [33] . Fig. 2 depicts the considered coordinate system, with the MM antenna positioned on the xy-plane at the centre of the Cartesian coordinate system. We take the upper half of the xz-plane into account, i.e., along the co-elevation angle θ ∈ [−90
• , 90 • ]. The paper is organised as follows. The modelling techniques under investigation are introduced in Section 2. Section 3 is devoted to different practical aspects related to the choice of the approximation model of the MM antenna. The influence of modelling parameters on maximum-likelihood DoA estimation is studied in 
Multi-mode antenna models
Since an MM antenna can be considered as an arbitrary antenna structure, a strategy of modelling the antenna is important. A model enables the application of various computationally efficient array signal processing techniques, like for DoA estimation. For this purpose, the designed model should be able to bear the response of the mth port
for any angle θ, where gm(θ) is the antenna gain and Φm(θ) is the antenna phase response [34] . We suggest two different modelling techniques. Based on AIT [25] , the first method designs a model that interpolates the radiation characteristics of the MM antenna by means of a virtual array. The second method exploits wavefield modelling [28] [29] [30] in order to design a mathematical model that describes the response of the MM antenna. Both techniques are able to inherently interpolate spatially quantised (measured or simulated) EMF data, so the response of the MM antenna can be analytically described and calculated at any arbitrary angle. In the following, we adopt the electric field samples from EMF simulations of an MM antenna [14] for constructing both models. The available samples are sparsely stored with a step size of 5 • in both azimuth and elevation.
AIT based model
AIT maps the response of an arbitrarily structured array to the response of a virtual uniform array. The principle was first introduced by Bronez [27] to overcome hardware limitations and imperfections, since it is challenging to obtain the desired response of a theoretical uniform array from a real life uniform array. His work has been later extended by Friedlander [25] and Pesavento et al. [35] . The model we design is inspired by the AIT concept introduced by Friedlander [25] . In his work, Friedlander divided the field of view (FoV) into preliminarily defined sectors. Next he linearly transformed the response of the arbitrary array to the response of a virtual uniform linear array within each sector. Hence, a set of mapping coefficients could be found for each sector. Finally, the output of the linear array could be transformed into the output of the arbitrary array by means of the mapping coefficients. The model we design here, in contrast to conventional AIT, aims to transform the response of a virtual uniform linear array (ULA) to the response of the MM antenna. Towards this goal we first define the set of P angles, at which the electric field response of the MM antenna prototype is given from EMF simulation data [14] as ϑ = [ϑ 1 , ϑ 2 , . . . , ϑ P ]. Next we arrange the complex electric field responses of M ports to a source located at angle p in the vector
where ε(ϑp) ∈ C M ×1 and (·) T denotes the transpose. Organising the response vectors in a matrix leads to
where E(ϑ) ∈ C M ×P contains in each column the complex electric field response of each of the M ports to a signal arriving from angle ϑp. Now we take a look at the array steering matrix of the virtual ULA. The array steering vector av(ϑp) ∈ C N ×1 of the virtual ULA at angle ϑp can be in general written as av(ϑp) = [e jk(x1 sin ϑp+z1 cos ϑp) , . . . , e jk(xN sin ϑp+zN cos ϑp) ] T , (4) where k is the wavenumber and xn and zn are the coordinates of the nth antenna element in the xz-plane. Hence the array steering matrix Av(ϑ) ∈ C N ×P of the virtual ULA can be expressed as
Similar to E(ϑ), Av(ϑ) contains in each column the response of the elements of the virtual ULA to a signal arriving from angle ϑp. The next step is to divide the FoV (ϑ ∈ [−90
into L sectors of equal sizes. Each sector contains P l angular samples
Pl ]. The array steering matrix of the virtual ULA over the lth sector can be expressed as (6) and the electric field responses of the MM antenna over the same sector as
The problem of finding the mapping coefficients can be solved sector-wise. We minimize the sum of the quadratic errors between the desired response and the interpolated response. This can be described by the least squares problem
where G l ∈ C N ×M is the mapping coefficients matrix corresponding to the sector l,
H denotes the Hermitian transpose and || · || F denotes the Frobenius norm. It can be seen from (8) that the optimal set of mapping coefficients is obtained by minimizing the squared Frobenius norm with respect to the mapping coefficients and the virtual ULA parameters (e.g. number of antenna elements, orientation of the array and interelement spacing). The influence of the virtual ULA parameters will be studied in Section 3. Therefore, we assume taking the optimal virtual ULA array parameters to reduce problem (8) tô
The solution of problem (9) is known as the least squares solution
where (·) −1 denotes the matrix inverse. This solution was found by taking the electric field responses of the MM antenna and the corresponding virtual ULA array steering vectors at the angles ϑ. After calculating the mapping matrices G l for each sector, the array steering matrix of the virtual ULA can be transformed to the interpolated MM antenna response at any set of angles θ l within sector l according to
For finding the interpolated MM antenna response over the whole
, the responses A(θ l ) from each sector are concatenated. The model design is performed only once for a given MM antenna and certain virtual ULA parameters. The calculation of mapping coefficients for each sector can be performed offline and applied to map the virtual ULA response to the MM antenna response.
WM based model
The introduction of WM dates back to Doron et al. [28] . In this paper we only provide a very brief introduction, for the details please refer to [28, 36] . The general idea is to decompose the antenna response vector
as the product of a sampling matrix H ∈ C M ×U and a basis vector Ψ(θ) ∈ C U ×1 . The sampling matrix is completely independent of the received wavefield, i.e. the DoA of the signal. The basis vector, on the other hand, is independent of the employed antenna. Different choices for the basis functions exist, keeping in mind that they have to be orthonormal on the respective manifold, i.e. θ ∈ [−180
• , 180 • ). A natural choice in this case are the Fourier functions
, as they fulfil the orthonormality requirement. The notation [·] i refers to the i-th element of a vector, [·] i,j refers to the element in row i and column j of a matrix. From theory [28] it is known that the magnitude of |[H]m,u| decays superexponentially for increasing u beyond u = kr, where k is the angular wavenumber and r the radius of the smallest sphere enclosing the antenna. Therefore a finite number of coefficients U is sufficient to allow an accurate representation of the antenna pattern. In (12) spatial sampling is defined as a linear operation. The sampling matrix H can thus be found by least squareŝ
Once H is found, the interpolation can be performed by (12) . For P signals, arriving from angles θ 1 , ..., θ P , the antenna response matrix can be composed as
Antenna characteristics
The xz-plane cut of the power patterns of the investigated MM antenna prototype as well as the interpolated power patterns according to the proposed models are plotted in Fig. 4 . The simulated EMF samples at angular 5
• steps are plotted as crosses. The interpolated power patterns of the AIT based model are plotted as solid lines while the power patterns of the WM model are plotted as dashed lines. For the AIT based model a virtual ULA of N = 4 elements was positioned on the z axis with an interelement spacing of λ/4, where λ is the operating wavelength. The mapping coefficients were calculated for 30
• sector size. When we divide the FoV into sectors we introduce an overlap between adjacent sectors, i.e. neighbouring sectors share regions of angular samples. This improves the mapping process and allows the choice of larger sector sizes. The overlap size taken in Fig. 3 is 15 • . Section 3 discusses the chosen virtual ULA parameters as well as the sector and overlap sizes, in addition to their impact on the designed model. The WM model was designed using Fourier functions (13) . U = 13 was taken to achieve precise interpolation, since the EMF simulation data used for the analysis is quasi 
Practical aspects
In this section, we study the effect of the virtual ULA design on the quality of the AIT based model, as well as the effect of the number of coefficients on the quality of the WM model. It is known, generally, that errors introduced by various mapping techniques lead to errors in DoA estimations [26] . Accordingly, it is important to carefully design the corresponding model to obtain an accurate mapping of the MM antenna.
Practical aspects of the AIT based model
The design of the virtual array by AIT mapping has been an interesting research topic since its introduction by Bronez [27] . Questions like the optimal number of virtual antenna elements, interelement spacing, and orientation of the virtual ULA are a subject of interest. Friedlander in [25] chose the virtual array as a "rule of thumb" to have elements that are close to the elements of the real array, and a virtual aperture approximately equal to the aperture of the real array. Bühren et al. [37] studied the relation between virtual array geometry and mapping errors. Beside the design of the virtual array, the sector size for the sector-wise interpolation is a crucial parameter. On the one hand, large sector sizes are desirable for minimum computational effort. On the other hand, the interpolation performs poorly for large sector sizes. As suggested in [25] , a sector size of 30
• is commonly used.
In the following, we analyse the influence of the number of virtual elements, their arrangement (orientation and interelement spacing), and the size of sectors and overlaps of the virtual ULA. For the analysis, we take two criteria for assessing the quality of the designed model into account. The first criterion is the transformation error given by
Notice that the transformation error ξ is calculated over all angular samples of the MM antenna at angles ϑ l within sector l. For an accurate model design the transformation error should be kept in the order of 10 −3 or smaller [25] . The second criterion is to obtain a smooth progression of the interpolated pattern. From our experience, the power pattern should not exhibit sharp jumps or sudden drafts, see Fig. 1 . It is fair to say that for the analysis of the virtual ULA parameters the second criterion holds, but becomes crucial for the analysis of the influence of the FoV sectorisation. We accept the designed model when both criteria are fulfilled. A fairly accurate design was found taking the parameters given in Section 2.3. Therefore, in each of the following sections, we alter the parameter being studied in the respective section while keeping the remaining parameters fixed according to the values in Section 2.3.
Influence of the orientation of the antenna elements:
Initially, we place the virtual ULA on the x axis where it shares centres with the MM antenna on the centre of the Cartesian coordinate system, as depicted in Fig. 4a . 
After using this array steering vector to construct the array steering matrix and to perform the mapping, we get the power patterns plotted in Fig. 5 . The figure shows that the model has difficulties matching the sampled pattern of the MM antenna for |θ| > 75
• (highlighted area), i.e. in the end-fire direction of the virtual ULA. This particularly influences the interpolation of mode patterns 2 and 4 whose angular samples are not modelled well in the mentioned region.
Similarly, when the virtual ULA is positioned along the z axis, where it shares centres with the MM antenna on the centre of the Cartesian coordinate system, the array steering vector at arbitrary angle θ can be written as Fig. 4b illustrates the virtual ULA positioned on the z axis. The resulting power patterns are shown in Fig. 6 . Like the case when the virtual ULA was positioned on the x axis, the model faces difficulties in the end-fire direction of the virtual ULA, i.e. for |θ| < 15
• (highlighted area). However, Fig. 6 indicates that the interpolation of modes 1 and 2 performs well, unlike mode 3 where the interpolation does not fit the corresponding angular samples well in the mentioned region. This can be explained by the behaviour of the considered modes. First and second modes in the region |θ| < 15
• exhibit only a slight change in the progression of the pattern so the interpolation does not face problems to fit the angular samples.
On the other hand, mode 3, in the same region, is dropping with a sharp slope towards null. Hence, the model performs better when the virtual array is positioned on the z axis rather than on the x axis. These results are also confirmed by the transformation error (16) . Taking the mean of the transformation error over all sectors yields ξmean,x = 9.5 · 10 −3 for the virtual ULA positioned on the x axis, and ξmean,z = 1.6 · 10 −3 for the virtual ULA positioned on the z axis, see Fig. 7 . The mean errors differ by almost one order The virtual ULA is positioned on the z axis of magnitude. Therefore, the model with the virtual array on the z axis should be preferred. However, when the precision of the model in the broadside direction is more relevant than the precision in the end-fire direction, the other orientation may be chosen.
Influence of the interelement spacing:
It is known from AIT literature that the virtual array elements are preferably placed as close as possible to the real array elements [25] , [37] . In the case of an MM antenna, the planar radiator itself represents all antenna elements. Hence, smaller mapping errors can be expected when the virtual elements are close to the MM antenna structure. Fig. 7 shows the transformation error versus the interelement spacing varying between d = 0.1λ and d = 0.5λ for both orientations. The increment of the error around d = 0.5λ is insignificant. Taking into account the size of the investigated prototype to be 0.85λ × 0.85λ at fc = 7.25 GHz, it becomes clear that a change of the spacing from d = 0.1λ to d = 0.5λ is relatively small compared to the area of the MM antenna. An interelement spacing d > 0.5λ was not considered in order to avoid spacial aliasing [38] .
3.1.3
Influence of the number of antenna elements: In order to investigate the impact of the chosen number of virtual antenna elements, the transformation error is plotted versus an increasing number of virtual elements in Fig. 8 . Starting with the setting shown in Fig. 4b , in each step two new virtual elements along the z axis are added and the transformation error is calculated. The error curve implies that a better interpolation accuracy is obtained with increasing number of elements. This is expected since a larger number of elements results in more degrees of freedom for the mapping matrix. However, after a certain number of virtual elements (about N = 10), taking more elements into account does not further reduce the transformation error. This is due to the fact that additional elements move away from the structure of the real MM antenna and do not significantly contribute to the interpolation. As a result, the mapping coefficients associated with these elements have much smaller values compared to the coefficients of the virtual elements closer to the MM antenna. Number of virtual antenna elements (N ) Transformation error mean (ξmean)
Fig. 8: Transformation error versus number of virtual antenna elements
As can be seen from (9), each row of the mapping coefficient matrix contains the mapping coefficients that correspond to a virtual element, while each column contains the mapping coefficients that correspond to a mode of the MM antenna. This leads, in case of interpolation with a large number of virtual elements, to rows with very small coefficients in the mapping matrix. As a result, the mapping matrix could become ill-conditioned, which is likely to cause a large bias of the DoA estimates [39] . Fig. 8 proves that the designed model with N = M = 4 virtual elements already achieves a quite good transformation.
Influence of the sector and overlap size:
In the classical AIT algorithm [25] , the interpolation sector size is chosen heuristically. If the designed model achieves an error in the accepted order, the current design is kept. Otherwise, a smaller sector size is taken until an acceptable error is obtained. A sector size of 30 • overlap size. The solid lines of modes 1 and 2 represent the interpolation of those modes with 5
• overlap size, while the solid lines of modes 3 and 4 represent the interpolation of those modes without overlaps is common in the literature to achieve an accurate transformation. However, studies concerning interpolation techniques using larger sector sizes can be found in [40] and [41] . With the mentioned sector size, we obtain an error that fulfils the first criterion, but violates the second. The designed models have difficulties to obtain a smooth interpolation between the sparsely sampled patterns of the MM antenna. For a sector size of 5
• , i.e. for 36 sectors, the model achieves good results.
To enable larger sectors while keeping an acceptable transformation error and a smooth progression of the interpolated pattern, we suggest the concept of overlapping sectors. (9), we end up with two coefficient matrices G 1 and G 2 for the overlap region sov. The optimal coefficient matrix for the overlap region,Ĝov, is chosen such that the interpolation error is minimised according tô
where the columns ofGov are taken independently either from G 1 or G 2 . Furthermore, ϑp ov is an angular sample in the overlap region and Pov is the number of angular samples in this region. Remember that av(ϑp ov ) and ε(ϑp ov ) are the virtual ULA array steering vector and electric field response of the MM antenna at angle ϑp ov , respectively. Notice that no new coefficients are calculated for the overlap regions, rather the best fitting coefficients are chosen from neighbouring sectors.
A design with 30
• sector size and 15
• overlap size (i.e. yielding 11 sectors) obtains the best model accuracy, see Fig. 3 . To visualize the impact of the overlap size, Fig. 9 shows the power patterns for different modes interpolated using different overlap sizes. Dashed lines show the interpolation with 15
• for comparison. Solid lines show an overlap of 5
• for modes 1 and 2, and no overlaps for modes 3 and 4. As indicated by the figure, the model is not accurate in the region |θ| < 15
• for modes 1 and 2, as well as in the region 15
• < |θ| < 30
• for modes 3 and 4. When compared to the case without overlap sectors, the suggested technique achieves accurate design with 11 sectors instead of 36, hence, with less computational effort.
Practical aspects of the WM model

Influence of the number of coefficients:
For the WM approach introduced in Section 2.2, a critical design parameter is the number of Fourier coefficients, i.e. basis functions, U . The approximation error of the antenna characteristic is defined analogously to 
Fig . 10 shows the approximation error versus the number of Fourier coefficients. It can be seen that by increasing the number of coefficients, the approximation error becomes smaller. For U < 19 the error drops fast, whereas for 19 ≥ U ≥ 35 the increase in approximation accuracy is significantly smaller.
Model based DoA estimation
In this section, we apply maximum-likelihood based DoA estimation to both antenna models and study the influence of the choice of parameters on the DoA root mean squared error (RMSE). First, we start with the considered signal model. Assuming that Q < M narrowband signals [42] arriving from angles θ = [θ 1 , ..., θq], one snapshot of the output signal y ∈ C N ×1 can be expressed as
where K is the number of snapshots, A(θ) ∈ C M ×Q is the antenna response, x(k) ∈ C Q×1 is the signal vector arriving from angles θ, and n(k) ∈ C M ×1 is a complex valued zero mean Gaussian distributed white noise process with variance σ 2 and covariance matrix σ 2 I. The array steering vectors in A(θ) are assumed to be linearly independent [43] and the number of sources Q is assumed to be known [44] . The case of an unknown number of sources has been studied in [45] . Given the observations y(k), we estimate the angles θ = [θ 1 , ..., θq] of the Q sources, based on the maximum-likelihood estimator presented in [43] .
The joint probability density function of the K observations can be written as
where det[·] denotes the determinant. After neglecting the constant terms, the log-likelihood function becomes
Next, the maximisation of the log-likelihood function with respect to the unknown parameters θ and x(k) leads to the following multivariate minimisation problem:
Assuming the angles θ to be known, the least squares solution with respect to x(1), . . . , x(K) can be expressed bŷ
Substituting (25) into (24) yields the following minimisation problem:θ
where Π A(θ) is the projection matrix onto the space spanned by the vectors of A(θ):
The projection matrix of the orthogonal complement of the column space of A(θ) is by definition
Therefore, after substituting (28) into (26) and exploiting the trace operator, tr(·), the angle estimates can be rewritten aŝ
Finally, by defining the sample covariance matrix aŝ
the minimisation problem (29) can be formulated aŝ
After having defined the signal model and the considered maximum-likelihood estimator, we perform numerical simulations to verify the influence of different parameters of both models on RMSE of the DoA estimates. For providing a fair comparison, in the following simulations the received signal y(k) in (21) was generated using the quantised EMF data, while the estimator in (24) is based either on the AIT model, see Section 2.1, or on the WM model, see Sec 2.2. Each of the numerical simulations is performed with K = 1000 snapshots and
where N MCr = 1000 Monte Carlo runs have been conducted at SNR = 20 dB. Afterwards, the mean of the estimated DoA RMSE is calculated over θ ∈ [−90
The parameters for the following analysis are those given in Section 2.3. The parameter under investigation in the respective section will be altered, while the remaining parameters will be fixed.
RMSE versus number of antenna elements
To study the impact of the number of virtual elements on the DoA estimation, the RMSE of the estimates versus the number of virtual elements is shown in Fig. 11 . As expected, a larger number of virtual elements delivers better DoA estimates since the transformation error decreases, see Fig. 8 . However, after a certain number of virtual elements (about N = 10), there will not be any significant improvement. This result coincides with the results shown in Fig. 8 , where it is clear that more elements do not reduce the transformation error. 
RMSE versus arrangement of the antenna elements
Results of numerical simulations for a virtual array placed along the x axis and z axis for different interelement spacing are given in Fig. 12 . As the interelement spacing between d = 0.1λ and d = 0.5λ does not much affect the transformation error, see Section 3.1.2, the RMSE change with respect to interelement spacing is also insignificant. The interesting observation in Fig. 12 is that with the virtual array along the x axis obtains, on average, smaller RMSE than the model with virtual array along the z axis, despite the fact that the transformation error in the first case is larger than in the second case. The explanation can be found in Fig. 5 and Fig. 6 . In the case of positioning the virtual array on the x axis, the transformation error in the |θ| > 75
• region is associated with low power radiation in all modes. In the case of positioning the virtual array on the z axis, the transformation error in the |θ| < 15
• region is associated with high power radiation for modes 1 and 2. Therefore, the impact of the transformation error on the estimator in the mentioned region becomes larger. However, the RMSE difference between both models is in order of 10 −2 , which is insignificant for a DoA RMSE in the order of 10 −1 .
RMSE versus sectorisation and overlapping size
The influence of the chosen sector and overlap size is analysed by considering different sector sizes, each with 50% overlap, except for the sector size of 5
• where the overlap is 0 • . Results are depicted in Fig. 13 . It can be verified from the figure that the DoA RMSE increases with increasing sector size. As the designed model for • fulfils both quality criteria defined in Section 3.1, the estimator performs well. For larger sector sizes the model violates the quality criteria introducing a rapid increase in DoA RMSE.
RMSE versus number of coefficients for wavefield modelling
With Fig. 14 we want to answer the question how many Fourier coefficients are necessary in practice for the WM approach introduced in Section 3.2.1. Again, the received signals are generated based on the original EMF simulation data with 5
• grid and the estimator employs the WM model with a different number of coefficients U , see (13) . As the Fourier functions in (13) are symmetric around 0, only odd numbers of coefficients U are used. The plot shows that for U < 13, a model mismatch causes an increased RMSE. This model mismatch becomes more severe the less coefficients are used. For U > 13, increasing the number of coefficients does not reduced the RMSE. Apparently with U = 13 the model is good enough for the given SNR = 20 dB, such that the estimation accuracy is limited by the SNR instead of the model. 
Discussion
For the purpose of modelling an MM antenna we have studied the array interpolation technique and the waveform modelling technique. The first method models the MM antenna as a virtual ULA, whereas the second method describes the response of the MM antenna based on a mathematical model. While both methods are able to model the MM antenna well, each method has pros and cons. The AIT based model is more intuitive. It offers the possibility to apply computationally efficient DoA methods like ESPRIT [23] and Root-MUSIC [24] . Nevertheless, this method suffers from highly correlated signals outside the considered sector, which leads to a degradation of the DoA estimates [46] . The WM based method can model the MM antenna response over the whole FoV without sectorisation, but can only be applied to DoA estimators of higher complexity.
The accuracy of an MM antenna model, either based on AIT or WM, has been shown to depend on the choice of parameters of the respective model. In the case of AIT, the option of placing a virtual ULA with four virtual elements on the z axis, given a interelement spacing of λ/4, a sector size of 30
• , and an overlap size of 15
• , provides a good approximation. For these parameters, a set of eleven mapping coefficient matrices, each of size 4 × 4, is obtained. These matrices are delivered in the appendix. Given these matrices, the 2-D antenna characteristics of all four modes of the MM prototype under investigation can be reproduced by the community in interpolated form with high angular resolution, without having access to EMF data samples. In the case of WM, when choosing the Fourier functions in (13) as basis functions, U = 13 Fourier coefficients for each port are sufficient to obtain a good approximation. The corresponding parameters are delivered in the appendix as well.
An analysis of DoA performance utilising a maximum-likelihood DoA estimator has revealed the dependency of the RMSE on the accuracy of the designed antenna model. In general, transformation errors are biasing the DoA estimates. The bias introduced by the AIT based model strongly depends on the sectorisation. A wrong choice of the sector size increases the RMSE severely, while the bias resulting from parameters of the virtual array still obtains acceptable accuracy in terms of the RMSE. On the other hand, the accuracy of the WM based model improves with increasing number of coefficients U . Beyond U = 13 coefficients the RMSE does not improve significantly. The WM based model achieves smaller RMSE values at high SNR values (e.g. SNR = 20 dB), because for the AIT based model it is known that at high SNRs the impact of the transformation error may be larger than that of the noise [47] .
Conclusion
In the areas of array signal processing and digital communications, a huge amount of results are available for uniformly-spaced antenna arrays. Although multi-mode antennas are of increasing interest because they mimic antenna arrays, this antenna type is arbitrary and currently not well modelled from a signal processing/communications point of view. As a solution, we adopt two modelling methods to multi-mode antennas: The array interpolation technique and wavefield modelling. Consequently, for the purpose of signal processing one could replace the multi-mode antenna by the virtual antenna. The wavefield modelling method is conceptually similar with a higher degree of abstraction. Both models are able to interpolate the given antenna pattern. This is an important practical feature because electromagnetic field data is frequently available only in spatially quantised form. As a possible application, both modelling concepts are applied to coherent maximum-likelihood direction-of-arrival estimation. The impact of parameter sets and modelling errors are studied and compared. Finally, optimized parameter sets are provided. 
WM sampling matrix
In this appendix we provide the sampling matrix H ∈ C M ×U for the wavefield modelling approach introduced in Section 2.2, considering the same MM prototype with M = 4 antenna ports. On the basis of Figures 10 and 14 we haven chosen U = 13 coefficients, which is sufficient to yield a reasonable accuracy. 
