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Abstract
A profile comparison method with position-specific scoring
matrix (PSSM) is one of the most accurate alignment meth-
ods. Currently, cosine similarity and correlation coefficient
are used as scoring functions of dynamic programming to
calculate similarity between PSSMs. However, it is unclear
that these functions are optimal for profile alignment meth-
ods. At least, by definition, these functions cannot capture
non-linear relationships between profiles. Therefore, in this
study, we attempted to discover a novel scoring function,
which was more suitable for the profile comparison method
than the existing ones. Firstly we implemented a new deriva-
tive free neural network by combining the conventional neu-
ral network with evolutionary strategy optimization method.
Next, using the framework, the scoring function was opti-
mized for aligning remote sequence pairs. Nepal, the pair-
wise profile aligner with the novel scoring function signif-
icantly improved both alignment sensitivity and precision,
compared to aligners with the existing functions. Nepal im-
proved alignment quality because of adaptation to remote
sequence alignment and increasing the expressive power of
similarity score. The novel scoring function can be real-
ized using a simple matrix operation and easily incorpo-
rated into other aligners. With our scoring function, the per-
formance of homology detection and/or multiple sequence
alignment for remote homologous sequences would be fur-
ther improved.
Introduction
The profile comparison alignment method with a position-
specific scoring matrix (PSSM) [1] is one of the most ac-
curate alignment methods. The PSSM is a two dimensional
vector (matrix) for sequence length. Each element in the vec-
tor consists of a 20 dimensional numerical vector, in which
each value represents the likelihood of the existence of each
amino acid position in a biological sequence. Here, we de-
signed the vector inside PSSM as a position-specific scor-
ing vector (PSSV). In a profile alignment, cosine similarity
or correlation coefficient is generally calculated against the
PSSVs to calculate similarity or dissimilarity between the
two sites in the sequences of interest on dynamic program-
ming (DP) [2, 3]. Profile alignment methods using these
functions have been successful for a long time [4], although
cosine similarity or correlation coefficient cannot capture the
non-linear relationship between two vectors and the similar-
ity between two sites is not always expressed by linear rela-
tionships.
The performance of profile sequence alignment has been
improved by various studies in the past decades. For ex-
ample, HHalign improved alignment quality using profiles
constructed with the hidden Markov model, which provided
more information than PSSM [5], MUSTER incorporated
protein structural information in a profile [3], and MRFalign
utilized the Markov random fields to improve alignment
quality [6]. Although various methods have been devised
from different perspectives, studies to develop the scoring
function itself with sophisticated technologies are lacking.
Neural networks are computing system, which mimic bi-
ological nervous system of animal brains. Theoretically, it
can approximate any function regardless of linearity of the
functions [7]. Neural networks are attracting attention from
various areas of research, including bioinformatics, due to
the availability of improved computational methods and the
explosive increase in available data. In recent years, these
algorithms have been vigorously applied to bioinformatics.
For example, several studies applied a deep neural network
model to predict protein-protein interaction [8, 9], protein
structure [10, 11] and various other biological conditions
such as residue contact map, backbone angles, and solvent
accessibility [12, 13]. These algorithms basically used the
backpropagationmethod, which requires derivation of a cost
function for searching optimal parameters, and few studies
implemented derivative free neural network.
In this study, we utilized the neural network to optimize
a scoring function. In the process, we first combined two
PSSVs (for which we wanted to calculate similarity) de-
rived from two sites and set it as an input vector. A tar-
get vector was required to implement supervised learning.
However, in this case, we did not have the target vector
because the ideal function and an ideal similarity score for
each site were unknown, and thus, the scoring function could
not be directly optimized. Instead, we calculated the en-
tire DP table for the input sequences and the difference be-
tween the resultant alignment and the correct alignment was
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used for calculating cost. In this case, we could not use
the backpropagation method for optimal weight search be-
cause we lacked the derivation of the cost function required
for this search. Namely, we could not incorporate our idea
in the conventional neural network framework. Therefore,
we newly utilized the covariancematrix adaptation evolution
strategy (CMA-ES) [14], which is an adaptive optimization
method modifying the basic evolutionary strategy [15], as
the search method for neural network to realize derivative
free neural network calculation. Using this framework, we
attempted to produce higher performance scoring function
for remote sequence alignment in this study.
METHODS
Dataset
We downloaded the non-redundant subset of SCOP40 (1.75
release) [16], in which sequence identity between any se-
quence pair is less than 40%, from ASTRAL [17]. We se-
lected the remote sequence subset since we wanted to im-
prove the remote sequence alignment quality. The SCOP is
a protein domain dataset where sequences are classified in
hierarchical manner by class, fold, superfamily, and family.
All notations of the superfamily in the dataset were sorted by
alphabetical order and all superfamilies, the ordered num-
bers of which were multiples of three, were classified into
a learning dataset, whereas the others were classified into
a test dataset. We obtained 3,726 and 6,843 sequences in
the learning and test datasets, respectively. Next, we ran-
domly extracted a maximum of 10 pairs of sequences from
each superfamily to negate a bias induced by different vol-
umes of each superfamily and used these sequence pairs for
subsequence construction of PSSM. We confirmed that se-
quences in each pair were from the same family to obtain
decent reference alignment. Finally, we obtained 1,721 and
3,195 sequence pairs in the learning and test datasets.
Construction of profiles and reference alignments
Figure 1 shows the learning network computed in this study.
We calculated similarity scores between two PSSVs using
the neural network. At first, the summation of matrix prod-
ucts between xa (the PSSV A) and W1a, xb (the other PSSV
B) and W1b, and 1 (bias) and b1 in the neural network were
calculated. The resultant vector was transformed by an acti-
vating function, φ(). Finally, the summation of the dot prod-
ucts between the transformed vector and w2, and 1 and b2
was calculated. The resultant value was used as the similar-
ity score for the two sites. Namely, the forward calculation
was computed by the following equation. Here, y is the sim-
ilarity score.
PSSV B Score
PSSV A
Bias
xa
xb
w2
b2
(u)
Bias
W1a
b1
1
y
1
W1b
Pairwise sequence profile
Dynamic programming
Completing DP table with the score
Calculation of cost with test and reference alignment
Figure 1. Schematic diagram of learning network developed in this study.
The upper case letters in italics and bold face, the lower case letters in italics
and bold face, and the lower case letters in italics represent matrix, vector,
and scalar values, respectively. The activating function is represented by
φ().
y = w2φ(xaW1a + xbW1b + b1) + b2
The complete DP table was calculated using the similar-
ity score and a final pairwise alignment was produced. The
pairwise alignment and its corresponding reference align-
ment were compared to each other and an alignment sensitiv-
ity score, described below, was calculated. The subtraction
of the alignment sensitivity score from 1 was used as cost
for searching optimum weight by the neural network with
CMA-ES.
We set the weights W1a and W1b equal to each other
(shared weight) so that the network outputs same value even
though the input order of the two PSSVs were opposite. The
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number of units of the middle layer was set to 144. The rec-
tified linear unit was utilized as the activation function. We
set σ, λ, and µ as 0.032, 70, and 35, respectively, as pa-
rameters for CMA-ES. Here, σ is almost equivalent to step
size of the gradient descent method, and λ and µ indicate
the number of descendant and survival individuals in evolu-
tional process. In actual learning, we read training datasets
in batch manner. The learning loop was stopped using the
early stopping criteria by checking the dissociation between
the training and validating curves. The initial weight was de-
rived from parameters that mimicked the correlation coeffi-
cient. To generate the initial weight, we randomly generated
200,000 PSSM pairs and learned them using multilayer per-
ceptron with hyperparameters (the dimension of weight and
activating function) identical to the above hyperparameters.
In addition to the weights, we simultaneously optimized the
open and extension gap penalties. The initial values of open
and extension gap penalties were set as -1.5 and -0.1.
Alignment algorithm
In this study, we implemented the semi-global alignment
method, namely global alignment with free end-gapsmethod
[18, 19].
Metrics of alignment quality
The alignment quality was evaluated using alignment sen-
sitivity and precision [20]. The alignment sensitivity was
calculated by dividing the number of correctly aligned sites
by the number of non-gapped sites in a reference alignment.
In contrast, alignment precision was calculated by dividing
the number of correctly aligned sites by the number of non-
gapped sites in a test alignment.
Calculation of residue interior propensity
The relative accessible surface area (rASA) for residues of
all proteins in the learning and test dataset was calculated by
areaimol in CCP4 package version 6.5.0 [21]. The residues
of which rASA is less than 0.25 were counted as an inte-
rior residue and the other residues were counted as surface
residue, according to a previous study [22]. We divided the
ratio of the interior residues by the background probability
of residues to calculate the residue interior propensity. The
residue interior propensity is the likelihood of a residue ex-
isting inside a protein. Namely, propensity greater than 1
signifies that the probability of the residue to be inside the
protein is high.
RESULTS AND DISCUSSION
Gap optimization of existing functions
At first, we conducted gap penalty optimization of the exist-
ing scoring functions such as cosine similarity and correla-
tion coefficient on the learning dataset. We computed both
alignment sensitivity and precision for aligners using these
functions, changing open and extension gap penalties by 0.1
increments from -2.0 to -0.6 and from -0.4 to -0.1, respec-
tively. The best alignment sensitivity was selected as the
optimum combination among the combinations of open and
extension gap penalties. As shown in Table 1, the best gap
penalty combination for cosine similarity and correlation co-
efficient was (-1.0, -0.1) and (-1.5, -0.1).
Optimization of scoring function of the neural network
Next, we conducted optimization of scoring function on the
neural network with CMA-ES. During learning, we ran-
domly divided the learning dataset into two subsets, namely,
the training and validation datasets, which included 1,536
and 160 pairwise PSSV sets and its corresponding refer-
ence alignments as targets, respectively. Since calculation
of CMA-ES in our parameter settings requires more than
100,000 times DP (the size of training dataset × λ) per
epoch, the consumption of computer resources was large and
calculation time was long even when 24 threads were used
with the C++ program; therefore, we set the maximum limit
for epoch to a small number such as 150. We selected the
best scores from the validation scores of the last fifth part
of an entire epoch (which was derived from 145th epoch)
and obtained final weight and bias matrices, namely, the sub-
stance of a novel scoring function and optimal gap penalty
combination, respectively. As a result, optimal combination
of open and extension gap penalty for the final weight and
bias matrix were approximately -1.7 and -0.2.
Finally, we implemented the pairwise profile aligner
with the weight and bias matrices as novel scoring func-
tion and named it as neural network enhanced profile
alignment library (Nepal). Our aligner and scoring func-
tion (weight and bias matrices) can be downloaded from
https://github.com/yamada-kd/nepal.
Benchmark of Nepal and other aligners with existing func-
tion on the test dataset
Next, we conducted benchmark test of Nepal and other
aligners with existing functions on the test dataset. In ad-
dition to profile comparison methods, we examined the per-
formance of sequence comparison aligners with difference
substitution matrices such as BLOSUM62 [23] and MIQS
[24] for reference. We used -10 and -2 as open and exten-
sion gap penalties, respectively, based on a previous study
[24]. When calculating alignment qualities, the test dataset
Table 1. Gap optimization of the existing scoring function
Open Extension Sensitivity Precision
Cosine -1.0 -0.1 0.6837 0.6550
CC -1.5 -0.1 0.6882 0.6613
Open and Extension indicate optimized open and extension gap penalties,
respectively, and Cosine and CC represent aligners with a cosine similarity
and correlation coefficient as scoring functions, respectively.
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was further categorized into remote and medium subset de-
pending on pairwise sequence identity of the reference align-
ments. The remote and medium subset includes sequence
pairs, of which each sequence identity was not lower than
0% and less than 20%, and not lower than 20% and less than
40%, respectively. Generally, a pairwise alignment between
sequences of lower identity such as those in the twilight zone
is more difficult [25].
Table 2 shows alignment quality scores for each method.
Results show that among the existing methods, including se-
quence comparison methods, the method with the best per-
formance from all perspectives was the profile comparison
method with correlation coefficient scoring function. In con-
trast, Nepal improved both alignment sensitivity and preci-
sion compared to this method. Actually, these improvements
were statistically significant according to Wilcoxon signed
rank test with Bonferroni correction even when significance
level (α) is set to 0.01. Comparison between sequence-
based methods with different substitution matrices such as
MIQS and BLOSUM62 showed that the gain of improve-
ment of MIQS compared to BLOSUM62 was more signifi-
cant for the remote subset than the medium subset. This was
expected since MIQS was originally developed to improve
remote homology alignment. This trend was observed re-
garding the relationship between Nepal and correlation co-
efficient implemented aligner, where Nepal improved both
alignment sensitivity and precision by about 4% and 1% in
remote and medium subsets, respectively. This indicated
that the novel scoring function was optimized for remote se-
quence alignment. This is expected because sequence align-
ment between sequences with closer identities was easier
than those with remote identities. Therefore, during opti-
mization, the novel scoring function would be optimized to
be naturally advantageous for remote sequence alignments.
Since the problem regarding remote relationship holds true
for sequence similarity search [24, 26], the novel scoring
function of our method could be useful for improving the
performance of remote similarity search methods.
Importance of attributes using the connection weight method
Finally, we calculated the importance of 20 attributes using
the connection weight method [27]. As shown in Figure 2A,
the connection weights against each attribute, namely each
amino acid, were distributed to various values. This indi-
cated that our developed scoring function discerned the im-
portance of the attributes depending on the variety of amino
acids.
According to the results, the connection weight of hy-
drophobic residues such as Leu, Ile, and Val were of higher
value. These residues are located mostly inside the hy-
drophobic cores of proteins. In addition, as shown in Fig-
ure 2B, the other residues which also tend to locate in-
side proteins, such as Ala, Cys, and Tyr, were of higher
importance. In contrast, residues which tend to locate on
protein surface, such as Asp, Pro, Lys, and Asn, were of
lower importance. The Spearman’s rank correlation coeffi-
Table 2. Comparison of Nepal with other alignment methods
Remote Medium All
[0,20) [20,40) [0,40)
(1,405 files) (1,790 files) (3,195 files)
Sensitivity
Nepal 0.5317 0.8343 0.7012
Cosine 0.5045∗∗ 0.8246∗∗ 0.6838∗∗
CC 0.5135∗∗ 0.8269∗∗ 0.6891∗∗
MIQS 0.2775∗∗ 0.7316∗∗ 0.5319∗∗
BL62 0.2333∗∗ 0.6955∗∗ 0.4923∗∗
Precision
Nepal 0.5031 0.8102 0.6751
Cosine 0.4753∗∗ 0.7999∗∗ 0.6571∗∗
CC 0.4858∗∗ 0.8032∗∗ 0.6636∗∗
MIQS 0.2654∗∗ 0.7134∗∗ 0.5164∗∗
BL62 0.2317∗∗ 0.6902∗∗ 0.4885∗∗
The interval on the second line in the header represents sequence identity
(%) of each division. Methods such as Cosine, CC, MIQS, and BL62 indi-
cate profile comparison methods with cosine similarity and correlation co-
efficient and sequence comparison methods with MIQS and BLOSUM62.
The double asterisks on the score (∗∗) indicate p-value < 0.01 on Wilcoxon
signed rank test with Bonferroni correction when the method is compared
to Nepal.
cient between the connection weight and interior propensity
was approximately 0.6 and the value was statistically signif-
icant (p-value < 0.05). While residues which are exposed
on the protein surface are subject to higher mutation pres-
sures, interior residues are less susceptible to mutation [28].
This is because the protein structure is disrupted if muta-
tions in the interior residues collapse the hydrophobic core
[29]. The scoring function constructed in this study was op-
timized for alignment of remote homologous sequences. Ac-
cording to the previous study based on substitution matrices
[30], hydrophobicity of residues was the dominant property
of remote sequence substitution rather than simple mutabil-
ity. This fact partially represents that for remote sequence
alignment, residues occupying interior locations in a protein
higher order structure with less susceptibility to mutation
pressure are considered more meaningful. Since our scoring
function was also optimized for remote sequence alignment,
the above property would be observed and this fact para-
doxically suggests that our scoring function was optimized
for remote sequence alignment. Collectively, this property
is one of the reasons for the superiority of our method to the
existing ones.
In addition, although the connection weight consisted of
various values, it would at least contribute to increasing the
expressive power of the novel scoring function. For ex-
ample, we wanted to calculate the similarity score between
PSSV A (a) and B (b) as shown in Figure 3. The original
scores are 0.488207 and 0.387911when calculated using the
correlation coefficient and Nepal score, respectively, (middle
panel Figure 3). The scores calculated by correlation coef-
ficient did not change when the 1st and 18th sites or the 4th
and 19th sites were swapped. This was unexpected since the
converted PSSV obtained after swapping was not identical to
the original one. This could be one of the drawbacks of us-
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Figure 2. (A) Absolute connection weight for each attribute, which corre-
sponds to the profile value of each amino acid. Filled and open bar repre-
sents positive and negative sign of original connection weight, respectively.
(B) The residue interior propensity against whole data in the study.
ing unweighted linear function such as cosine similarity and
correlation coefficient. In contrast, Nepal scores changed
after the swapping, which varied with the change in PSSV.
Actually, there were about 290,000 overlaps when we cal-
culated similarity score to six places of decimal against ran-
domly generated one million PSSVs using correlation coef-
ficient, whereas there were approximately 180,000 overlaps
when Nepal was used. These overlaps would negatively af-
fect DP computation because higher overlap scores would
cause difficulty in deciding the correct path, especially dur-
ing the computation of maximum three values derived from
up, diagonal, and left side of the DP cell.
Collectively, the different weights based on amino acid
variety presented by the connection weight method is one of
the reasons why Nepal score improved the alignment quality
compared to the existing scoring functions.
CONCLUSION
In this study, we developed a new derivative free neural
network with CMA-ES. Using this framework, we devel-
oped a novel scoring function for profile comparison and
Nepal, a pairwise profile aligner with the scoring function.
Large computational resources were required by our learn-
ing procedure with the derivative free neural network; thus,
we could not examine whether the learning was converged
enough because of our limited computational environment.
Nevertheless, Nepal significantly improved alignment qual-
ity of profile alignment, especially for alignment of remote
relationships, compared to the existing scoring functions.
Nepal improved alignment quality because of adaptation to
remote sequence alignment and increasing the expressive
power of similarity score. The novel scoring function can be
realized using a simple matrix operation and the parameters
are provided on https://github.com/yamada-kd/nepal. In fu-
ture, the performance of distant homology detection method
or that of multiple sequence alignment method for remote
homologous sequences may be further improved with our
scoring function.
A R N D C Q E G H I L K M F P S T W Y V
a -1 0 0 2 -4 3 3 -2 1 -2 0 0 -3 0 -1 -1 -2 -4 -3 -2
b -4 -2 5 3 -1 -1 1 3 -3 -5 -7 0 -8 -4 -2 0 -3 -9 -5 -5
CC: 0.488207, Nepal: 0.387911
A R N D C Q E G H I L K M F P S T W Y V
a -4 -3 0 2 -4 3 3 -2 1 -2 0 0 -3 0 -1 -1 -2 -1 0 -2
b -9 -5 5 3 -1 -1 1 3 -3 -5 -7 0 -8 -4 -2 0 -3 -4 -2 -5
CC: 0.488207, Nepal: 0.831417
A R N D C Q E G H I L K M F P S T W Y V
a -1 0 0 -3 -4 3 3 -2 1 -2 0 0 -3 0 -1 -1 -2 -4 2 -2
b -4 -2 5 -5 -1 -1 1 3 -3 -3 -7 0 -8 -4 -2 0 -5 -9 3 -5
CC: 0.488207, Nepal: 0.190817
Swap(1,18)
Swap(4,19)
Figure 3. Transition of similarity scores depending on site swapping. In
each panel, a and b stand for PSSV A and B respectively. The middle panel
represents an original PSSV and similarity scores calculated by correlation
coefficient (CC) and Nepal. The top and bottom panel stands for the resul-
tant PSSVs and the similarity scores.
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