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Ensembles have emerged as a useful machine learning technique, in which several
individual learning models are used together to solve a problem. The combination of
many learning models often improves predictive power. Researchers have found that
ensem bles work well if each o f the learning model entities are accurate and at the same
time diverse. The choice o f input features to be used to define the problem greatly
impacts the predictive power o f the learning model. Irrelevant features may act
destructive to a learning algorithm. Feature selection algorithms address this problem by
finding the optimal subset o f features to be presented to the learning model in order to
achieve greater' predictive power. Traditionally, feature selection algorithms have been
used to find the optimal subset o f features to be presented to a single learning algorithm.
The motivation o f ensemble feature selection is to find the optimal feature subset to be
presented to each member o f an ensemble. Genetic Ensemble Feature Selection (GEFS)
is an ensem ble feature selection approach that is based on genetic algorithms.
The most time consuming part o f the GEFS algorithm is the training o f each learning
algorithm in the ensemble. The speed o f the GEFS algorithm can be greatly increased by
parallelizing and training each learning algorithm in a different processor. This research
extends the GEFS algorithm by parallelizing it using the OpenMp paradigm and presents
the results o f the analysis o f GEFS and Parallel GEFS algorithms on various domains.
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l.Introduction
M achine Learning is the study o f computer algorithms that improve automatically
through experience [Mitchell 97]. An algorithm is said to gain experience whenever it
changes its structure or data based on its inputs, to be better adapted for its future
performance. These algorithms, also called learning algorithm s or learners, create a
trained model from a set o f training data. This trained learning m odel can then be used
for tasks like decision-making, prediction, and further refinement o f knowledge.
Applications o f machine learning range from automatic spell checker in text editors to
precision guided m issiles.

The suitability o f a learning model for a particular task depends on the accuracy o f the
model on performing that task. The accuracy o f a learning model relies on the inputs
presented to it. Obviously, irrelevant inputs will confuse the learner and make it less
accurate. Increasing the accuracy o f a learning model by giving it an optimal set o f inputs
{featu res) has been an active research area in the field o f machine learning [Aha 94],
[Aha, Bankert 95]. Feature selection algorithms are algorithms that search for an optimal
set o f features to be presented to a learning model.

Traditionally, feature selection algorithms have been used to find the optimal subset of
features to be presented to a single learning model.

The Genetic Ensemble Feature

Selection (GEFS) algorithm [Opitz 99] is a novel approach to find the optimal feature
•

subset to be presented to an ensemble. Ensembles ([Hansen, Salamon 90], [Perrone,
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Cooper 93], [Krogh, Vedelsby 95], [Opitz, Shavlik 96], [Maclin, Opitz 97]) have
emerged as a useful machine learning technique, in which several individual learning
models are used together to solve a problem. The combination o f many learning models
often improves the accuracy. Bagging [Breiman 96] and Boosting [Freund et al. 96] are
examples o f successful algorithms used to create ensembles.

GEFS uses a genetic algorithm [Koza 92] to search for the optimal subset o f features to
be presented to an ensemble. GEFS increases the accuracy o f the ensem ble, but it is
inefficient in terms o f the time taken to execute the algorithm. This occurs because it
trains a new learner for each potential optimal feature set found by the genetic algorithm.
Each one o f these new models then becomes a potential component for the ensemble.

P arallel Processing is a concept for speeding-up the execution o f a program by dividing
the program into multiple fragments that can execute simultaneously, each on its own
processor. By training each potential component learner o f the ensemble on different
processors, w e can increase the efficiency o f the GEFS algorithm. This research extends
the GEFS algorithm by parallelizing it and presents the results o f the analysis o f GEFS
and Parallel GEFS algorithms on various domains. The GEFS algorithm has been
parallelized using the OpenMp [Chandra et al. 2000] paradigm. Results show that the
efficiency o f GEFS can be increased significantly by parallelization.

The rest o f the thesis is organized as follows. In Chapter 2, a brief description about
unsupervised learning, artificial neural networks, feature selection algorithms and genetic
algorithms is given. In Chapter 3, the GEFS is briefly introduced. Chapter 4 proposes
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Parallel GEFS. Chapters 5, 6 and 7 explain the datasets, experimental methodology and
results respectively. Finally the last chapter draws conclusions and presents several issues
for future research.

2. Background
This thesis focuses on a category o f machine learning algorithms called supervised
learning algorithm s or em pirical learning algorithms. In supervised learning, the learner
inductively leam s a target function f, called the target concept, from a set o f examples.
The learner is given a set o f examples called the training set o f the form {(xi, yO, (X2 , y 2)
• •• (xn, yn)h where n is the number o f training examples. Each example in the training
set is called an instance. The

Xj

values are typically in vector form <xn,

X j2 . . . X jm > ,

where

m is the number o f features. This vector is called the feature set. The y value is the output
o f the target concept when applied to the feature set o f that particular instance. The y
value is also called as the label o r class.

The goal o f a supervised learning algorithm is to generate a close approximation o f the
target concept, based on the training set. In supervised learning, training is the process o f
generating an approximation o f the target concept from the training set. A trained learner
should then be able to classify (predict the class of) novel instances; that is, the instances
that were not a member o f the training set. This set o f novel instances is called the test
set. The accuracy o f an algorithm on a set o f examples can be defined as the rate of
correct predictions made by the model over that set.

3

Accuracy - ^ um^er ° f examP^es classified correctly *^qq
Total number o f examples in the set

This thesis studies a type o f supervised learning algorithm called Artificial Neural
Network. The follow ing subsections give a brief description o f Artificial Neural
Networks, Ensembles, Feature Selection and Genetic Algorithm.

2.1 Artificial Neural Networks
Artificial Neural Network is a supervised learning algorithm motivated by the way a
human brain processes information. An Artificial Neural Network consists o f many non
linear computational units operating in parallel and arranged in patterns similar to
biological neural networks in the brain. These computational units are arranged in layers
(see Figure 1 below) and are connected with weights that are custom ized during the
training process to learn the target concept.

::; ! E i i d d e r i ? i ia y e r

■

■ W e ig h te d ...

.C onnections

O utb ut Iia ve r r

Figure 1. An artificial neural network
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The back-propagation algorithm [Arbib 95] is an algorithm that can be used for training
Artificial Neural Networks. The goal o f back-propagation is to m inim ize the mean square
error (Eq) over the training set by adjusting the weights.

fh> Tto

P

°

Where np, n0, t va , y j’ are the number o f instances in the training set, number o f output
units, target output and the output predicted by the neural network respectively. It is
called back-propagation because the error is computed first at the output layer and then
propagated backward through the network, to compute the errors at the hidden layers.

Artificial Neural Networks are suited for a broad range o f problems. They have been
successfully used for nonlinear modeling and approximation in fields like speech
recognition [Barnard et al. 95] and expert systems [Gallant 93]. For certain types of
problems, such as learning to interpret complex real-world sensor data, Artificial Neural
Networks are among the most effective methods currently known [Mitchell 97]. The
increasing significance o f Artificial Neural Networks is demonstrated by the fact that
currently many o f the standard statistical software packages include Artificial Neural
Network m odeling in their toolbox.

An Artificial Neural Network is accurate and robust when trained with a large feature set.
It can approximate com plex target functions and multiple interactions between features. It
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does not restrict the type o f data presented as input and is fairly insensitive to noise or
unreliability in data. These properties o f the Artificial Neural Network make it suitable
for this thesis.

2.2 Ensembles
An ensem ble consists o f a committee o f individually trained supervised learning models
w hose predictions are combined when classifying novel instances [Maclin, Opitz 97].
The learners in the committee are trained to learn the same target function. The output of
the individual learners can be combined in different ways like averaging or weighted
averaging to get the output o f the ensemble. The ensemble that w e consider in this thesis
is a sim ple ensem ble o f neural networks that averages the output o f each individual
learner. Figure 2 shows a simple Ensemble Learning model.

E nsem ble Output;

C om bine Outputs

0 ( 1)

Inputs

Figure 2. An Ensemble Learning Model
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Many researchers ([Opitz, Shavlik 96], [Krogh, Vedelsby 95] and [Hansen, Salamon 90])
have shown that a good ensemble is one in which the learners are accurate and at the
same time make their errors on different parts o f the input space (diverse). Bagging and
boosting are two popular methods o f creating a good ensem ble by random sampling o f
the training instances presented to the individual learners. Several machine learning
scientists (for e.g. [Hansen, Salamon 90], [Perrone, Cooper 93]) have investigated
ensem bles and proved that the combination o f individual learners normally improves the
predictive power. The accuracy o f the ensemble is often higher than the accuracy o f the
component learning models. This makes ensembles the learning algorithm o f choice for
many real world applications where accuracy is a key factor.

2.3 Feature Selection

Feature selection is defined as the process o f selecting the best subset o f features out o f a
larger set o f features to be presented to a classification algorithm to m axim ize its
performance. In supervised learning, the information known about the class o f an
instance is inherent to the features presented to the classifier and determines the accuracy
o f the learner. W hen presented with many features that are not necessary for predicting
the desired output, learning algorithms such as Artificial Neural Networks perform poorly
(degrade in accuracy). Searching for an accurate subset o f features is a difficult search
problem. Search spaces to be explored could be very large. Feature selection algorithms
have three components [Aha 94]:

7

•

The Search Algorithm, which searches through the different possible sets o f features

to find the best that can be presented to the classification model.
•

The Evaluation function, which evaluates which feature subset is better for the

learning algorithm. It takes in a feature subset as its input, and outputs a numeric value
that provides a measurement o f the feature subset’s suitability to the problem. The goal o f
the search algorithm is to m axim ize this function. This function is user defined. If the
user wants to increase the accuracy o f the learning model, the evaluation function can just
be the accuracy o f the learning model when a particular feature subset is used.
•

The C lassifier is the learning model for which the algorithm is searching the feature

subset.

It can be a single learning model like a neural network or a combination o f

learning models like an ensemble o f neural networks.
Based on the manner in which these three components interact with each other, the
feature selection algorithms can be divided into thq filte r m odel, and the w rapper model.

2.3.1 The Filter Model
Figure 3 shows the filter model. The filter model works by searching for the best feature
subset independent o f the classifier. The best feature subset is selected based on the
correlation between the features and the relevance o f each feature to the problem (which
can be obtained from the training set which is to be presented to the classifier). The
disadvantage o f this method is that it does not consider the effect o f the selected features
on the classifier.
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Features

Search
Algorithm

Selected
Features

Evaluation

Classifier

Function

Figure 3. The Filter Model

2.3.2 The Wrapper Model
In the wrapper model, the evaluation function consults the classifier algorithm to find the
best feature subset. In this case, all three components, namely, the search algorithm, the
evaluation and the classifier algorithm work closely. The evaluation function considers
the biases o f the classifier when selecting features (see Figure 4 below). This method
chooses the features based on the performance o f the classifier, by giving preference to a
classification model with high predictive accuracy on unseen data.

Features

Search

Classifier

Algorithm

Figure 4. The Wrapper Model
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Selected
Features

Classifier

2 A Genetic Algorithms
Genetic algorithms (GAs) provide a search method motivated by an analogy to biological
evolution [Mitchell 97]. Unlike most o f the search algorithms, which gives one solution
to a search problem, the GA gives a set of solutions as output. The follow ing sections
give a brief description of the biological background and the algorithm respectively.

2.4.1 Biological Background
A ll living organisms are made o f cells, which is the basic unit o f life. In each cell there is
the same set o f structures called chromosomes. This population o f chromosomes is the
information store o f the cell. Chromosomes are made o f discreet units called genes
.During reproduction, the genes undergo crossover. Crossover is process in which parent
chromosomes exchange parts to form the offspring. The newly created offspring can then
be mutated. M utation means that small elements o f gene are changed randomly. These
changes are mainly caused by errors in copying genes from parents. These offspring’s
along with the current population forms the new population. Evolution follow s the
concept o f survival o f the fittest; only the fittest among the chromosomes in the
population reproduce and survive. After many generations o f crossovers and mutations,
the chromosome, and hence the cell is said to be fit for the environment.

2.4.2 The Algorithm
Genetic algorithms start with a random set o f solutions encoded as chromosomes. The
fitness o f each o f the candidate solutions (chromosome) is evaluated by a fitn ess function.
The GA then applies genetic operators such as mutation and crossover to evolve the
10

solutions in order to find the best one(s). As the outline o f the algorithm suggests, the
three main components o f the GA are the encoding, fitness function and the genetic
operators, which are illustrated below.
•

Encoding

To use the GA, w e have to encode a potential solution o f the problem on a chromosome
like data structure. The commonly used data structures are binary strings and trees.
•

Fitness Function

The fitness o f each o f the solutions to the problem is evaluated by the fitness function.
Given the encoded solution as input, the fitness function gives a numerical value o f the
fitness as output.
•

G enetic O perators

C rossover and mutation are the two types o f operators that are normally used.

The

crossover operator produces two new offspring from two parent strings, by copying
selected bits from each parent [Mitchell 97]. The bit at position i in each offspring is
copied from the bit at position i in one o f the two parents. The mutation operator
introduces a certain amount o f randomness. It chooses a single bit at random and changes
its value. It can help find solutions that crossover alone might not encounter.
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3. Genetic Ensemble Feature Selection
GEFS is a novel ensemble feature selection approach that searches for the optimal subset
o f features to be presented to an ensemble, hence increasing its accuracy. Moreover,
presenting a different feature subset to each learner in the ensemble makes it diverse and
consequently produces a better ensemble. The GEFS algorithm is a classic example o f the
w rapper model. The search algorithm used by GEFS is a Genetic Algorithm. Each
individual chromosome o f the GA is a potential optimal feature set .The Genetic
Algorithm consults the classifier (in this case an ensemble) each and every time it
evaluates the fitness o f an individual. The evaluation function used by the algorithm is

Fitness (i) = accuracy (i) + X* diversity (i)

Where accuracy (i) is the training set accuracy o f the component learner that was trained
using the feature subset i. D iversity (i) is the average difference between the prediction o f
the component learner and the ensemble. X is the tradeoff between accuracy and
diversity. The GEFS algorithm is shown in Table 1 below. GEFS automatically changes
X based on the discrete derivates o f the ensemble error E, the average population error E
and the average diversity D within the ensemble. X is never changed when E is
decreasing . When E is increasing, GEFS (a) increases X when E is not increasing and D
is decreasing, or (b) decreases X when E is increasing and D is not decreasing.
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G O A L: Find a set o f input subsets to create an accurate and diverse classifier ensemble.
1. U sing varying inputs, create initial population o f learners.
2. Train the initial population o f learners
3. Until a stopping criterion is reached:
(a) U se genetic operators to create new learners.
(b) Train the new learners and calculate its accuracy on the training set.
(c) Measure the diversity o f each learner with respect to the current population.
(d) Normalize the accuracy scores and the diversity scores o f the individual learners.
(e) Calculate the fitness o f each population member.
(f) Prune the population to the N fittest learners.
(g) Adjust X
(h) The current population com poses the ensemble.

Table 1. The Genetic Ensemble Feature Selection (GEFS) Algorithm

Opitz successfully demonstrated that the GEFS algorithm increases the accuracy o f the
ensem ble [Opitz 99]. Although GEFS produces a better ensem ble by creating highly
accurate and diverse component learners, it is slow. This occurs because it trains a new
learner for each potential optimal feature set found by the genetic algorithm (Step 3b).
This new learner then becomes a potential learner to be added to the ensemble. The
Parallel Genetic Ensemble Feature Selection (PGEFS) increases the efficiency o f GEFS
by training each potential component learner in a different processor. The next section
describes the PGEFS algorithm.
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4. Parallel GEFS
Parallel processing can be used to increase the efficiency o f an algorithm if the algorithm
has parts that are independent o f each other and can be executed simultaneously. In
GEFS, the training o f each component learner in the ensemble is independent o f each
other. This makes step 2 and 3b o f the GEFS algorithm (see Table 1) suitable for
parallelization. Table 2 shows the PGEFS algorithm.
G O A L: To efficiently find a set o f input subsets to create an accurate and diverse
classifier ensemble.
1. U sing varying inputs, create initial population o f learners.
2. Train each learner in the initial population in a different processor.
3. Until a stopping criterion is reached:
(a) U se genetic operators to create new learners.
(b) Train each o f the new learners in a different processor and calculate its accuracy on
the training set.
(c) Measure the diversity o f each learner with respect to the current population.
(d) Normalize the accuracy scores and the diversity scores o f the individual learners.
(e) Calculate the fitness o f each population member.
(f) Prune the population to the N fittest learners.
(g) Adjust X
(h) The current population com poses the ensemble.

Table 2. The Parallel Genetic Ensemble Feature Selection (PGEFS) Algorithm
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The main differences between the GEFS and the PGEFS algorithm are in step 2 and step
3b. The PGEFS as opposed to GEFS trains each o f the potential component learners in a
different processor. This reduces the time taken to execute the algorithm. The OpenMP
[Chandra et al. 2000] parallel programming model for shared memory multiprocessors
was used to implement the PGEFS algorithm. In shared m emory architecture, the
processors are allowed to communicate with each other using variables stored in a shared
address space. The OpenMP is a portable application program interface with a set o f
library functions, compiler directives, and environment variables that can be used for
shared-memory parallelism, It supports parallel programming in Fortran and C/C++ on
UNIX and W indows NT architectures. OpenMp provides a simple, flexible, portable and
scalable interface for developing shared-memory parallel applications. It was developed
by a group o f major hardware and software vendors and standardized for easy use.
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5. Datasets
The datasets for this thesis were obtained from the University o f California Irvine dataset
repository [Murphy, Aha 94] and the University o f W isconsin M achine Learning
repository. Table 3 below gives a brief description o f the datasets.

Dataset

Breast-cancer
Credit-a
Credit-g
Diabetes
Glass
Heart-Cleveland
Hepatitis
H ouse-votes-84
Ionosphere
Iris
Labor
Promoters-936
Sonar
Soybean
V ehicle

Number o f
Instances

Number o f
classes

699
690
1000
768
214
303
155
435
351
159
57
936
208
683
846

2
2
2
2
6
2
2
2
2
3
2
2
2
19
4

Number o f
Continuous
Features
-

6
7
9
9
8
6
-

34
4
8
-

Number o f
Discrete features
9
9
13
-

-

5
13
16
-

-

8
57

60

-

-

35

18

-

Table 3. Dataset Description

A s the table depicts, the datasets are diverse in the number o f discrete and continuous
features and in the number o f instances. These datasets were obtained to solve real world
problems where the accuracy o f the learning model is crucial. This supplements the
suitability o f the datasets for testing GEFS and PGEFS.
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6. Experiments and Methodology
The experiments were ran on The National Center for Supercomputing Applications
(N CSA ) Silicon Graphics 0rigin2000 supercomputer. The 0rigin2000 is a cache
coherent, non-uniform memory access supercomputer. It has sixty-four MIPS R 10000
processors. Each o f the processors has a clock speed o f 195 MHz and shares a memory o f
16 Gigabytes. It runs the IRIX 6.5 operating system. A ll the settings except the number o f
processors used were maintained constant for GEFS and PGEFS. The Table 4 below
shows the neural network settings that were used for the experiments.

Neural Network Settings:
Learning Rate: 0.1
Num Epochs: 100
Momentum: 0.9
Initial Random weights: [- 0.5 to 0.5]
Dataset
Breast-cancer
Credit-a
Credit-g
Diabetes
Glass
Heart-Cleveland
Hepatitis
H ouse-votes-84
Ionosphere
Iris
Labor
Promoters-936
Sonar
Soybean
V ehicle

Number o f
Input Nodes
47
63
8
9
13
32
16
34
4
29
228
60
134
18

Number of
output Nodes
2
1
1
1

Number o f hidden Nodes

1
1
1
1
1
1
1
19
4
Table 4. Neural Network Settings
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-

10
10
5
10
5
10
5
10
5
10
20
10
25
10

The Table 5 below shows the settings for the GEFS and PGEFS algorithm. The number
o f processors used to evaluate PGEFS was 25.
Variable
Number o f Learners in Ensemble
Number o f Learners searched
M inimum number o f learners evolved in
each generation
Crossover Probability
Mutation Probability
Initial /lv a lu e

Value
25
250
25
0.5
0.5
1.0

Table 5. GEFS Settings

Speedup is defined as the factor by which the time to execute the program is improved
using multiple processors compared to using only a single processor.

Time taken to run on a single processor
Speedup = -------------------------------------------------------- Time taken to run on multiple processors

Since the goal o f PGEFS is to increase the computational efficiency o f GEFS, we
consider speedup as the most important metric for our experiments. In the experiments,
we compare the accuracy o f GEFS with PGEFS on the fifteen datasets and calculate the
speedup that can be achieved using twenty-five processors. In GEFS and PGEFS there
are two accuracies that we are interested in. The Initial A ccuracy, o f the ensem ble before
using GEFS or PGEFS to select features and the Final A ccuracy o f the ensem ble after
using GEFS or PGEFS to select features.

Accuracy is determined using standard N -Fold cross validation, which is a reliable
accuracy estimation technique. The dataset is first divided into N subsets. Each time, N -l
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subsets are put together to form a training set and the one left out is used as the test set.
The model is trained and tested N times, choosing a different training and test set from
the N sets. Then the average accuracy across all TV trials is computed. The advantage of
this method is that it does not matter how data gets divided into test set and training set.
Every instance gets to be in a test set exactly once, and gets to be in a training set TV-7
times.

In our experiments, we calculated the 5-fold (TV = 10) cross validation accuracy on each
dataset. For each fold, a new ensemble was created and evolved using GEFS or PGEFS.
In other words, for each fold, a new ensemble o f 25 learners was created and 250 learners
were searched. W e ran five trials o f 5 fold cross validation on each dataset and averaged
the accuracy and time values. W e then calculated the speedup from the average time
taken to run GEFS and PGEFS on each dataset.
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7.Results and Discussion
Table 6 below shows the results. The accuracies shown are the initial and final 5-fold
cross validation accuracies. A ll the accuracies and time taken were averaged over five
trials.

Dataset

Breastcancer
Credit-a
Credit-g
Diabetes
Glass
HeartCleveland
Hepatitis
Housevotes-84
Ionosphere
Iris
Labor
Promoters936
Sonar
Soybean
Vehicle

GEFS
Initial
Population
Accuracy
(%)

GEFS
Final
Population
Accuracy
(%)

Time
Taken
(Seconds)

PGEFS
Initial
Population
accuracy
(%)

PGEFS
Final
population
accuracy
(%)

Time
Taken
(Seconds)

Speedup

94.82

95.95

2638.02

95.32

96.06

188.11

14.02

81.89
71.9
73.47
74.74

85.93
73.32
75.72
73.66

8016.13
14486.94
2644.41
1088.12

83.77
69.72
73.01
72.95

87.95
74.58
73.88
75.33

671.9
1189.98
181.89
77.03

11.93
12.17
14.53
14.12

75.63

76.7

1383.86

74.31

77.56

98.91

13.99

81.57

81.96

1164.72

81.73

79.12

95.69

12.17

89.99

94.26

2049.07

90.72

93.55

150.21

13.64

82.97
94.44
91.71

87.49
95.1
90.16

2438.66
968.79
531.96

83.05
82.72
93.87

84.8
86.93
94.12

196.73
69.85
45.57

12.39
13.86
11.67

91.04

94.54

211675

90.38

93.72

19699.31

10.74

81.91
93.64
81.93

80.72
94.71
82.89

4047.53
14758.55
5326.91

81.58 .
94.8
80.74

83.61
95.13
82.97

346.12
1406.93
348.77

11.69
10.48
15.27

Table 6. Experiment results

The results demonstrate that PGEFS is more efficient than GEFS. Table 6 also shows that
the speed o f GEFS is increased by ten to fifteen times when using twenty-five processors
without adversely affecting the accuracy of the ensemble. The accuracies o f the GEFS
and PGEFS vary a little because o f the randomness involved in the genetic algorithm
search and the neural network learning. Although training o f the component learners o f
the ensem ble is the major time consuming part o f the GEFS algorithm, training them in
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parallel using twenty-five processors did not speedup the algorithm by a factor o f twentyfive. This is because the other important parts o f the algorithm, such as the genetic
operations, were not parallelized. Parallelizing the genetic algorithm and Artificial Neural
Network learning algorithm should further increase the performance o f PGEFS.
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8.Conclusions and Future Work
The goal o f our research is to increase the efficiency o f the GEFS algorithm by
parallelizing it. The initial results that w e have presented in this thesis are encouraging.
W e achieved a speedup o f a factor o f ten to fifteen using twenty-five processors. Though
our research illustrated that PGEFS has a better performance than GEFS, there are certain
issues that require further investigation in future research. Future work includes:

•

studying the effects o f parallelizing the neural network and genetic operators;

•

analyzing the relationship between various parameters (number o f learners searched,

number o f learners evolved in each generation, number o f inputs) and speedup;
•

measuring the effects o f the number o f processors used to parallelize on speedup; and

•

parallelizing GEFS using the distributed memory architecture.
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