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Abstract
A graph G is said to be cyclable if for each orientation D of G, there exists a set S(D) ⊆ V (G) such
that reversing all the arcs with one end in S results in a hamiltonian digraph. Let G be 4-connected
simple graph of even order n14. In this paper, we show that if max{d(u), d(v)}(n+ 1)/2 for any
u, v ∈ V (G) with d(u, v) = 2, then G is cyclable.
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1. Introduction
Let G=(V (G),E(G)) be a ﬁnite simple graphwithout loops. For a vertex v ∈ V (G) and
a subgraph H of G,NH(v) is the set of neighbors of v contained in H and dH (v)=|NH(v)|.
We will write N(v) and d(v) instead of NG(v) and dG(v), respectively. The minimum
degree and connectivity of G are denoted by (G) and (G), respectively. Let u, v ∈
V (G) be two distinct vertices. The lengths of the shortest and longest path connecting u
and v are denoted by d(u, v) and p(u, v), respectively. For a subgraph H, we denote a
longest (xi, xj )-path with the internal vertices in V (H) by xiHxj . Deﬁne Vl = {v | v ∈
V (G) and d(v)n/2 + 1}, 2(G) = min{d(u) + d(v) |u, v ∈ V (G) and uv /∈E(G)}
and (G) = min{max{d(u), d(v)} |u, v ∈ V (G) and d(u, v) = 2}. Let P be a path. If
u, v ∈ V (P ) then u−→P v denotes the consecutive vertices of P from u to v in the direction
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speciﬁed by −→P . The same vertices, in reverse order, are given by v←−P u. We will consider
u
−→
P v and v←−P u both as paths and vertex sets. We use u+ to denote the successor of u and
u− to denote its predecessor. IfA ⊂ V (P ) thenA+={a+ : a ∈ A} andA−={a− : a ∈ A}.
Let D be orientation of G and C = v1 · · · vm an even cycle of G. We deﬁne
fC(vivi+1) =
{
1 if vivi+1 ∈ A(D),






where vm+1 = v1 and A(D) is the arc set of D.
If f (C) is even, then we say C is good under the orientation. Otherwise, we say C is bad.
Pushing a vertex v in a digraph reverses all the orientations of all arcs incident with v.
We say that a digraph D can be pushed to a digraph H if a digraph isomorphic to H can be
obtained by applying a sequence of pushes to D.A digraph D is pushable if it can be pushed
to one that contains a directed Hamilton cycle. In [6], Klostermeyer and Soltes introduced
a hamiltonian-like property of graphs, that is, cyclability. A graph is said to be cyclable if
each of its orientations is pushable. The following is the ﬁrst result on cyclability due to
Klostermeyer:
Theorem 1 (Klostermeyer [5]). LetGbe a graphwith order n. If n is odd, thenG is cyclable
if and only if G is hamiltonian. If n is even, then an orientation D of G can be pushed to one
that contains a directed Hamilton cycle if and only if D contains a good Hamilton cycle.
Obviously, if a graph is cyclable, then it is hamiltonian. However, the converse is not
true. Furthermore, as pointed in [6], neither Hamilton-connectivity nor cycle-extendibility
is stronger than cyclability and verse visa. Hence, for any theorem on hamiltonicity, it is
of interest to give an analogous result for cyclable graphs. The following is a fundamental
result on hamiltonicity due to Dirac:
Theorem 2 (Dirac [3]). Let G be a simple graph of order n3. If (G)n/2, then G is
hamiltonian.
Dirac’s Theorem is important since it has many generalizations and the following well
known two of them are due to Ore and Fan, respectively.
Theorem 3 (Ore [8]). Let G be a simple graph of order n3. If 2(G)n, then G is
hamiltonian.
Theorem 4 (Fan [4]). Let G be a 2-connected graph of order n. If (G)n/2, then G is
hamiltonian.
In [2], we give an Ore-type condition for cyclability.
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Theorem 5 (Chen et al. [2]). Let G be a graph with even order n8. If 2(G)n + 1,
then G is cyclable.
As a direct consequence of Theorem 5, we have the following Dirac-type condition for
cyclability.
Corollary 1. Let G be a graph with even order n8. If (G)n/2+1, then G is cyclable.
Another sufﬁcient condition concerning neighborhood union for cyclability is given in
[7]. In this paper, we give a Fan-type condition for cyclability. The main result of this paper
is the following.
Theorem 6. Let G be a 4-connected graph with even order n14. If (G)(n + 1)/2,
then G is cyclable.
The lower bound of the condition is best possible in the following sense.
Let G = K2t+1,2t+1 be a complete bipartite graph on 4t + 2 vertices with bipartition
(A,B), where t1. Suppose D is an orientation of G such that each edge is oriented from
A to B. It is not difﬁcult to see that (G) = 4t + 2 = n/2 and G is not cyclable since each
Hamilton cycle of D is bad.
2. Some lemmas
In order to prove Theorem 6, we need the following lemmas.
Lemma 1. Let G be a graph with even order n8 and C = a1a2a3a4 a 4-cycle of G. Let P
and Q be an (a1, a3)-path and an (a2, a4)-path, respectively, such that V (P ) ∩ V (Q) = ∅
and V (P ) ∪ V (Q) = V (G). Suppose D is an orientation of G. If C is good and |V (P )| ≡
|V (Q)| ≡ 0 (mod 2) or C is bad and |V (P )| ≡ |V (Q)| ≡ 1 (mod 2), then D is pushable.















fC2(e) + fC2(a3a4) + fC2(a1a2). (2)
By the deﬁnitions of C, C1 and C2, we have fC(a3a4)=fC2(a3a4), fC(a1a4)=fC1(a1a4),
fC(a1a2) + fC2(a1a2) = 1 and fC(a2a3) + fC1(a2a3) = 1. Thus, we have
fC1(a2a3) + fC1(a1a4) + fC2(a3a4) + fC2(a1a2) ≡ f (C) (mod 2). (3)
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fC2(e) = |V (Q)| − 1. (5)
If C is good and |V (P )| ≡ |V (Q)| ≡ 0 (mod 2) or C is bad and |V (P )| ≡ |V (Q)| ≡ 1
(mod 2), then by (1)–(5), we have f (C1) + f (C2) ≡ 1 (mod 2) which implies one of the
cycles C1 and C2 is good. By Theorem 1, D is pushable. 
Corollary 2 (Klostermeyer et al. [6]). Let G be a simple graph of even order and D an
orientation of G. If D contains a good 4-cycle with a diagonal, say a1a2a3a4 with a2a4 ∈
E(G), such that there exists a Hamilton path in G− {a2, a4} connecting a1 and a3, then D
is pushable.
Lemma 2 (Klostermeyer et al. [6]). Let K2,3 = (A,B) be a complete bipartite graph with
bipartition A={a1, a2} and B ={b1, b2, b3}. Then for any orientation of K2,3, at least one
of the cycles a1b1a2b2, a1b1a2b3 and a1b2a2b3 is good.
Using the same proof technique as that of Lemma 2, we can easily establish the following.
Lemma 3. LetK2,3=(A,B)be a complete bipartite graphwith bipartitionA={a1, a2}and
B={b1, b2, b3}. Let D be an orientation ofK2,3 such that two of the 4-cyclesC1=a1b1a2b2,
C2 = a1b2a2b3 and C3 = a1b1a2b3 are good, then the third one is also good.
Lemma 4 (Klostermeyer et al. [6]). Let G be a graph, xy ∈ E(G) and {v1, v2, v3} ⊆
N(x) ∩ N(y). If for any two vertices vi, vj ∈ {v1, v2, v3}, there exists a Hamilton path in
G − {x, y} connecting vi and vj , then G is cyclable.
Lemma 5 (Zhang [9]). Let G be a 2-connected graph of order n with (G)n/2 and
x, y ∈ V (G). If {x, y} is not a 2-cutset, thenp(x, y)n−2. Furthermore, ifp(x, y)=n−2
and P is a longest (x, y)-path such that d(xP ) is as large as possible, then d(xP )= 2, 3 or
n/2 and if d(xP ) = 3, then {x, y} ⊆ N(xP ), where xP is the only vertex not in P.
Note that [9] is not accessible tomost readers, a proof of Lemma 5 appears in the appendix
of this paper.
Lemma 6. Let G be a 2-connected graph of even order n8 with (G)n/2 + 1 and D
an orientation of G. If D contains a good 4-cycle C = a1a2a3a4 with diagonal a2a4 such
that max{d(a2), d(a4)}n/2+1 and there is an (a1, a3)-path P of length n−4 in G0 such
that {a1, a3} ⊆ N(x) and {a2, a4} ∩ N(x) 
= ∅, where G0 = G − {a2, a4} and x ∈ V (G0)
is the only vertex not contained in P, then D is pushable.
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Proof. Let P = v1v2 · · · vn−3, U1 = {vi | i ≡ 1 (mod 2), 1 in− 3} and U2 = {vi | i ≡
0 (mod 2), 1 in− 3}, where a1 = v1 and a3 = vn−3. Assume without loss of generality
that a2 ∈ N(x). Set C1 = a1xa3a2 and C2 = a1xa3a4.
Claim 1. Let v ∈ V (G) − V (P ) and d(v)n/2 + 1. If there is no (a1, a3)-path Q such
that V (Q) = V (P ) ∪ {v}, then NP (v) = U1 and U2 is an independent set.
Proof. Since there is no (a1, a3)-path Q such that V (Q) = V (P ) ∪ {v}, v does not have
two consecutive neighbors in P and hence dP (v)(|P | + 1)/2 = (n − 2)/2. On the other
hand, since d(v)n/2 + 1 and |P | = n − 3, we have dP (v)(n − 2)/2. Thus, noting
that n − 3 is odd, we have NP (v) = U1. If there are two vertices vi, vj ∈ U2 with i < j
such that vivj ∈ E(G), then Q= a1−→P vi−1vvj−1←−P vivj−→P a3 is an (a1, a3)-path such that
V (Q) = V (P ) ∪ {v}, a contradiction. Hence U2 is an independent set. 
If C2 is bad, then D is pushable by Lemma 1. Hence we may assume C2 is good. Since C
is good, by Lemma 3, C1 is also good. If max{d(x), d(a4)}n/2, then since xa2, a2a4 ∈
E(G), we have xa4 ∈ E(G) since (G)n/2 + 1. If max{d(x), d(a4)}n/2 + 1, say
d(x)n/2 + 1, then since C is good we may assume dP (x) = (n − 2)/2 by Lemma 1
and Claim 1. This implies xa4 ∈ E(G). Thus, noting that C, C1 and C2 are good, we may
assume for any v ∈ {x, a2, a4},
there is no (a1, a3)-pathQ such that V (Q) = V (P ) ∪ {v}. (6)
Since xa2, xa4 ∈ E(G), Ci are good for i = 1, 2 and max{d(a2), d(a4)}n/2 + 1, we
may assume without loss of generality that d(a4)n/2 + 1. By Claim 1 and (6), we can
see NP (a4)=U1, U2 is an independent set and {x, a2, a4} ∩N(v2)=∅. Thus, N(v2) ⊆ U1
which implies d(v2)n/2 − 1 and hence d(a2)n/2 + 1 since d(v2, a2) = 2. By Claim
1 and (6), we have NP (a2) = U1. Since n8, we have n − 35. Now, consider v4. Since
NP (a2)=NP (a4)=U1 and U2 is an independent set, we have d(v4)(n−2)/2+1=n/2
which contradicts (G)n/2 + 1 since d(v2, v4) = 2. 
Lemma 7. Let G be a 4-connected graph of even order n8 with (G)n/2 + 1 and
D an orientation of G. If D contains a good 4-cycle C = a1a2a3a4 with diagonal a2a4
such that max{d(a2), d(a4)}n/2 + 1, V (C) is not a cutset of G and (G0)3, where
G0 = G − {a2, a4}, then D is pushable.
Proof. Since G is 4-connected and (G)n/2 + 1, G0 is 2-connected and (G0)(n −
2)/2. Since V (C) is not a cutset of G, {a1, a3} is not a cutset of G0. Let P be a longest
(a1, a3)-path in G0. By Lemma 5, we have |V (P )|n − 3. If |V (P )| = n − 2, then by
Corollary 1, D is pushable. Hence we have |V (P )|=n−3. Choose P such that dG0(x) is as
large as possible and subject to this, we chooseP such that d(x) is as large as possible, where
{x}=V (G0)−V (P ). Since (G0)3, by Lemma 5, dG0(x)=3 or (n−2)/2. If dG0(x)=3,
then {a1, a3} ⊆ N(x) by Lemma 5. Since G is 4-connected, N(x) ∩ {a2, a4} 
= ∅. Thus by
Lemma 6, D is pushable. If dG0(x) = (n − 2)/2, we let P = t1 . . . tn−3, where t1 = a1 and
tn−3 = a3. By the maximality of P, we have NP (x) = {ti | i ≡ 1 (mod 2), 1 in − 3}.
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By the choice of P, we have d(x)n/2+1 for otherwise we chooseQ=a1xt3−→P a3 instead
of P. This implies {a2, a4} ⊆ N(x). By Lemma 6, D is pushable. 
Lemma 8. Let G be a graph of even order n14 with (G) = 4, (G)n/2 + 1 and
S ={s1, s2, s3, s4} a 4-cutset of G. If G− S contains two components, say H1 and H2, such
that V (H1) ∩ Vl 
= ∅ and V (H2) ∩ Vl 
= ∅, then G is cyclable.
Proof. Assume |V (H1)| |V (H2)| and h1 ∈ V (H1)∩Vl . Then we have n/2+1d(h1)
|V (H1)|+ 4− 1 which implies |V (H1)|(n− 4)/2. Thus, noting that |V (H1)| |V (H2)|,
we can see that G − S has exactly two components H1 and H2, and |V (H1)| = |V (H2)| =
(n − 4)/2. Since |V (Hi)| = (n − 4)/2 and |S| = 4, for any v ∈ V (Hi) (i = 1, 2) with
d(v)n/2 + 1, we have
N(v) = (V (Hi) − {v}) ∪ S. (7)
If there are two vertices v1, v2 ∈ V (Hi) such that v1v2 /∈E(G), then by (7), we have
max{d(v1), d(v2)}n/2. On the other hand, since V (Hi) ∩ Vl 
= ∅, by (7), we have
d(v1, v2) = 2 which implies max{d(v1), d(v2)}n/2 + 1, a contradiction. Hence Hi is a
clique for i = 1, 2.
LetV (H1)={u1, u2, . . . , uk} andV (H2)={v1, v2, . . . , vk}, where k=(n−4)/2.Assume
d(u1) = d(v1) = n/2 + 1.
If d(v)n/2+ 1 for each v ∈ V (G)−S, then we have (G)n/2+ 1 by (7) and hence
G is cyclable by Corollary 1. Thus, we may assume there is some vertex u ∈ V (H1) such
that d(u)n/2 which implies there is some vertex, say s1 ∈ S such that us1 /∈E(G).
For each si ∈ S, if V (G)−S ⊆ N(si), then d(si)n−4>n/2+1 since n14. If there
is some vertex v ∈ V (G) − S, say v ∈ V (H1), such that vsi /∈E(G), then by (7), we have
d(v)n/2. Since V (H1) is a clique and u1si ∈ E(G) by (7), we have d(v, si) = 2 which
implies d(si)n/2 + 1. Hence we have d(si)n/2 + 1.
Now, consider the edge s1v1. Since d(s1)n/2 + 1, d(v1)n/2 + 1 and u /∈N(s1) ∪
N(v1), we have |N(s1)∩N(v1)|3. LetG0=G−{s1, v1} and {a1, a2, a3} ⊆ N(s1)∩N(v1).
Claim 2. For any {ai, aj } ⊆ {a1, a2, a3}, {ai, aj } is not a cutset of G0 and (G0)3.
Proof. Obviously, {a1, a2, a3} ⊆ S ∪ V (H2). Since n14, we have (n − 4)/25. Thus,
noting that G is 4-connected, there are four independent edges between S and V (Hi), where
i = 1, 2. This implies for any two vertices ai, aj ∈ {a1, a2, a3}, {ai, aj } is not a cutset of
G0. Since V (Hi) is a clique of order(n− 4)/25 for i = 1, 2 and d(si)n/2 + 1 for each
si ∈ S, we have (G0)3. 
Let D be any orientation of G. By Lemma 2, at least one of the cycles v1a1s1a2, v1a1s1a3
and v1a2s1a3 is good. Assume C = v1a1s1a2 is good. Then by Claim 2 and Lemma 7, D is
pushable and hence G is cyclable. 
It is well known that in 1976, Bondy and Chvátal deﬁned a (Hamilton-connected) closure
operation of a graph as follows. Given a graph G of order n, repeat the following recursive
operation as long as possible: for each pair of non-adjacent vertices a and b, if d(a) +
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d(b)n + 1 then add the edge ab to G. We denote by cl(G) the resulting graph and call it
the closure of G.
Lemma 9 (Bondy and Chvátal [1]). A graph G of order n3 is Hamilton-connected if
and only if its closure cl(G) is Hamilton-connected.
3. Proof of Theorem 6
Proof of Theorem 6. Let G be a 4-connected graph of even order n14 and (G)n/2+
1. LetHi (1 ik) be the components ofG−Vl andN(Hi)∩Vl=Bi . Since(G)n/2+1,
we have Bi ∩ Bj = ∅ for 1 i < jk and Hi is a clique for 1 ik.
Claim 3. If G contains an edge xy such that {x, y} ∩ Vl 
= ∅, |N(x) ∩ N(y)|3 and
|Bi ∩ {x, y}|1 for 1 ik, then G is cyclable.
Proof. Since |N(x)∩N(y)|3, we may assume {a1, a2, a3} ⊆ N(x)∩N(y). By Lemma
2, for each orientation D of G, there is a 4-cycle with diagonal xy, say C = a1xa2y is good.
Since G is 4-connected, we have |Bi |4 for 1 ik. If V (C) is a 4-cutset of G, then,
noting that |Bi ∩ {x, y}|1 for 1 ik, we can see that each component of G − V (C)
contains at least one vertex of degree not less than n/2 + 1 and hence G is cyclable by
Lemma 8. If V (C) is not a 4-cutset of G, then since |Bi ∩ {x, y}|1 for 1 ik and
n14, we have (G0)3, where G0 = G − {x, y}. Thus, D is pushable by Lemma 7 and
hence G is cyclable. 
Let Vs = V (G) − Vl .
Claim 4. If there is some vertex v ∈ Vl such that N(v) ∩ Vs = ∅, then G is cyclable.
Proof. Let u ∈ Vs . Since N(v)∩Vs =∅, there is some vertex w ∈ N(v) and w /∈N(u) for
otherwise we have d(u)d(v)n/2 + 1, a contradiction. Obviously, w ∈ Vl . Thus, we
have |N(v) ∩ N(w)|3. Since N(v) ∩ Vs = ∅, we get v /∈Bi , and hence |Bi ∩ {v,w}|1
for 1 ik. Thus, G is cyclable by Claim 3. 
By Claim 4, we may assume
N(v) ∩ Vs 
= ∅ for any v ∈ Vl . (8)
If k3, then since G is 4-connected, there is some edge xy such that x ∈ B1 and y ∈
V (G) − (V (H1) ∪ B1). Obviously, x, y ∈ Vl . Since k3, we may assume without loss
of generality that y /∈B2 which implies N(y) ∩ V (H2) = ∅. Since B1 ∩ B2 = ∅, we have
N(x)∩V (H2)=∅. Thus, we have |N(x)∩N(y)|3. Since Bi ∩Bj =∅ for 1 i < jk,
we have |Bi ∩ {x, y}|1 for 1 ik and hence G is cyclable by Claim 3. Thus, we may
assume 1k2.
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We now consider the following two cases separately.
Case 1: k = 1.
Claim 5. Let xy ∈ E(G) and x, y ∈ Vl . Then for any orientation D of G, D contains a
good 4-cycle C = a1a2a3a4 with diagonal a1a3 such that {a1, a3} ∩ {x, y} 
= ∅.
Proof. If |N(x)∩N(y)|3, then Claim 5 holds by Lemma 2. Thus, noting that x, y ∈ Vl ,
we have |N(x)∩N(y)| = 2 and V (G) ⊆ N(x)∪N(y). Assume N(x)∩N(y)= {a, b}. If
ab ∈ E(G), then since G is 4-connected, we have N(a) ∩ (V (G) − {x, y, b}) 
= ∅ which
implies either |N(a) ∩ N(x)|3 or |N(a) ∩ N(y)|3 since V (G) ⊆ N(x) ∪ N(y). If
ab /∈E(G), then since d(a, b)= 2 we may assume d(a)n/2+ 18 which implies either
|N(a) ∩ N(x)|3 or |N(a) ∩ N(y)|3. Thus, Claim 5 holds by Lemma 2. 
Claim 6. Let U ⊆ Vl with |U | = 4 and W = Vl − U . Then G[W ] contains an edge.
Proof. Let |Vs | = s. Since k = 1, Vs is a clique. If W is an independent set, then there is
some vertex v ∈ Vs such that (s − 1) + (n − s − 4)(n/2 + 1 − 4)/sd(v)n/2. Thus,
we have (s − (n − 2)/2)2 + (n/2 − 4)2 − 50 which implies n12 since n is even, a
contradiction. 
By (8), we have |Vs |2. If |Vs | = 2, then by (8) we get that d(v) = n/2 for any v ∈ Vs
which implies 2(G)n+ 1 and hence G is cyclable by Theorem 5. Thus, we may assume
|Vs |3. If |Vs |4, then since G is 4-connected, there are four independent edges between
Vs and Vl . Assume uivi ∈ E(G) (1 i4) are four independent edges with ui ∈ Vs and
vi ∈ Vl . SetU ={vi | 1 i4}. By Claim 6, we may assume xy ∈ E(G[Vl −U ]). Let D be
any orientation of G. By Claim 5, we may assume D contains a good 4-cycle C = a1xa2a3
with diagonal xa3. If V (C) is a cutset, then since x ∈ Vl −U , there is some i with 1 i4
such that ui, vi /∈V (C) which implies each component of G − V (C) contains a vertex of
degree at least n/2 + 1 and hence G is cyclable by Lemma 8. If V (C) is not a cutset, then
it is easy to see that (G0)3, where G0 = G − {x, a3}. Thus, D is pushable by Lemma 7
and hence G is cyclable. We now consider the case |Vs | = 3.
Let Vs = {u1, u2, u3}. Assume dVl (u1)dVl (u2)dVl (u3). Since G is 4-connected, we
have dVl (u3)2. If dVl (u2)=2, then by (8), we have (n−7)+2d(u1)n/2which implies
n10, a contradiction. Hencewe have dVl (u2)3. Noting that dVl (u1)dVl (u2)dVl (u3),
by (8), we have dVl (u1)(n − 3)/3 which implies dVl (u1)4. Thus, we can choose
U = {v1, v2, v3, v4} ⊆ Vl such that uivi, u3v4 ∈ E(G), where i = 1, 2, 3. By Claim 6,
G[Vl −U ] contains an edge xy. Let D be any orientation of G. By Claim 4, we may assume
D contains a good 4-cycle C = a1xa2a3 with diagonal xa3. If V (C) is not a cutset, then
it is easy to see that (G0)3, where G0 = G − {x, a3}. This implies D is pushable by
Lemma 7 and hence G is cyclable. Thus, we may assume V (C) is acutset. If Vs ⊆ V (C) or
u3 /∈V (C), thenG is cyclable byLemma8.Thus,wemayassumeVsV (C) andu3 ∈ V (C).
If u1 /∈V (C), then since u3 ∈ V (C) and dVl (u1)4, we can see N(u1)∩ (Vl −V (C)) 
= ∅
and hence G is cyclable by Lemma 8. Thus, we may assume u1, u3 ∈ V (C) and u2 /∈V (C).
In this case, we have N(u2) ∩ (Vl − V (C)) 
= ∅ since dVl (u2)3 and hence G is cyclable
by Lemma 8.
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Case 2: k = 2.
Let b1 ∈ B1. If b1b2 ∈ E(G) for some b2 ∈ B2 and V (H1)N(b1), then we have
|N(b1) ∩ N(b2)|3 and hence G is cyclable by Claim 3. Thus, we may assume
V (H1) ⊆ N(v) if v ∈ B1 and NB2(v) 
= ∅, (9)
and
V (H2) ⊆ N(v) if v ∈ B2 and NB1(v) 
= ∅. (10)
By (8), (B1, B2) is a partition of Vl . Since G is 4-connected, we may assume uivi (1 i4)
with ui ∈ B1 and vi ∈ B2 are four independent edges between B1 and B2. By (9) and (10),
we have
V (H1) ⊆ N(ui) and V (H2) ⊆ N(vi) for 1 i4. (11)
Claim 7. If there is some vertex u ∈ Bi such that N(u) ⊆ Bi ∪ Hi , then G is cyclable.
Proof. Assume u ∈ B1 and N(u) ⊆ B1 ∪H1. Noting that u ∈ Vl , there is some vertex u′ ∈
B1 such thatuu′ ∈ E(G). Sinceu, u′ ∈ B1 andN(u) ⊆ B1∪H1,we have |N(u)∩N(u′)|3
andN(u)∩N(u′) ⊆ B1∪H1. Let {a1, a2, a3} ⊆ N(u)∩N(u′).AssumeD is any orientation
of G. By Lemma 2, we may assume C = a1ua2u′ is good. If V (C) is a cutset, then by (11),
we can see each component of G−V (C) contains a vertex of degree not less than n/2 + 1
and hence G is cyclable by Lemma 8. Now, assume V (C) is not a cutset. If |H1|=1, then for
h ∈ V (H1), we have d(h)5 by (8) and (11). If |H1|2, then noting that H1 is a clique,
we have d(h)5 for any h ∈ V (H1) by (11). Thus, noting that n14 and u, u′ ∈ B1,
we have (G0)3, where G0 = G − {u, u′}. By Lemma 7, D is pushable and hence G is
cyclable. 
By (9), (10) and Claim 7, we may assume
V (Hi) ⊆ N(v) for each v ∈ Bi where i = 1, 2. (12)
Claim 8. If there is some vertex b ∈ Bi such that dB(b)4, where B =Bi ∪Hi , then G is
cyclable.
Proof. Assume h ∈ Hi . If dB(b)4, then by (12), we have |N(h)∩N(b)|3. Obviously,
N(h)∩N(b) ⊆ B. Let D be any orientation of G. By Lemma 2, wemay assumeC=ha1ba2
is good. IfV (C) is a cutset, then byLemma8 and (12),D is pushable and henceG is cyclable.
If V (C) is not a cutset, then we have (G0)3 by (12), where G0 = G − {h, b}. Thus by
Lemma 7, G is cyclable. 
Let B1 = {ui | 1 is} and B2 = {vi | 1 i t}. Assume without loss of generality that
s t .
Claim 9. If |H1|2, then G is cyclable.
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Proof. Assume |H1|2 and h1, h2 ∈ H1. Let G0 = G − {h1, h2}. We now show there
is a Hamilton (ui, uj )-path in G0 for any two vertices ui, uj ∈ B1. Let G∗0 = cl(G0).
Since H2 is a clique, by (12), we can see B2 ∪ V (H2) is a clique in G∗0. Noting that
dG0(u)(n − 2)/2 for each u ∈ B1 and dG0(v)n/2 + 1 for each v ∈ B2, we have B2 ⊆
NG∗0 (u) for each u ∈ B1. For convenience, we show there is a Hamilton (u1, u2)-path inG∗0.
If |H1|=2, thenP =u1v1u3v3 . . . usvsvs+1 . . . vtH2v2u2 is a Hamilton (u1, u2)-path inG∗0.
If |H1|3, we let H ′1 = H1 − {h1, h2}. Thus P = u1H ′1u3v3 . . . usvsvs+1 . . . vtH2v1v2u2
is a Hamilton (u1, u2)-path in G∗0. By Lemma 9, G0 contains a (ui, uj )-path for any
two vertices ui, uj ∈ B1. Now, consider h1h2 ∈ E(G). By Lemma 4 and (12), G
is cyclable. 
By Claim 9, we may assume |H1|= 1. By (12) and Claim 8, we have dB1(u)2 for each
u ∈ B1. IfB1 is an independent set, then since |H1|=1 and d(u)n/2+1 for each u ∈ B1,
we have |B2|n/2 which implies |B2| = n/2 and |H2| = 1 by (12) since d(h)n/2 for
each h ∈ V (H2). In this case, G[B2] contains at least one edge since otherwise we have
|B1|n/2 which contradicts |G| = n. Let vivj ∈ E(G). Obviously, |N(vi) ∩ N(vj )|3.
Let D be any orientation of G. By Lemma 2, we may assume C = via1vja2 is good. If
V (C) is a cutset, then by Lemma 8 and (12), D is pushable and hence G is cyclable. If
V (C) is not a cutset, then since n14 and |B2| = n/2, we have (G0)3 by (12), where
G0 = G − {vi, vj }. Thus by Lemma 7, G is cyclable. Hence B1 is not an independent set.
Assume uiuj ∈ E(G). If |B1|5, then by an argument similar to above, we can see G is
cyclable. Hence we have |B1| = 4 since G is 4-connected. By Claim 8, we may assume
dB1(v1)(n− 4)/2 which implies |B1| = 4(n− 4)/2 and hence n12, a contradiction.
The proof of Theorem 6 is completed. 
4. Concluding remark
Since 2(G)n+1 implies G is 3-connected, we can see that Theorem 6 does not imply
Theorem 5 when (G) = 3. On the other hand, we do not know whether “4-connected” is
necessary in Theorem 6.A natural problem is whether a 3-connected graph G of even order
n with (G)n/2 + 1 is cyclable. This is not true when n = 8. However, we conjecture
this holds if n is large enough.
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Appendix
Proof of Lemma 5. Let x, y ∈ V (G). Suppose {x, y} is not a cutset of G. Let P be a
longest (x, y)-path. If P is a Hamilton path, then there is nothing to prove. Thus, we may
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assume G − P 
= ∅. Let H be any component of G − P . Set NP (H) =⋃h∈V (H)NP (h)
and let
NP (H) = X = {x1, x2, . . . , xk} indices following the orientation ofP ;
A = X+ = {a1, a2, . . . , as} where ai = x+i , x+i ∈ V (P ) and sk − 1;
B = X− = {bt , bt+1, . . . , bk} where bi = x−i , x−i ∈ V (P ) and t2;
Pi = −→P [ai, bi+1] where 1 ik − 1.
Since P is a longest (x, y)-path, we have the following lemmas, which are classical results
in the theory on Hamilton paths and so we omit their proofs.
Lemma A. For any v ∈ V (H), A ∪ {v} is an independent set.
Lemma B. For any 1 i 
= js, N(ai) ∩ N(aj ) ∩ (V (G) − V (P )) = ∅.
By symmetry of A and B, if we exchange A and B in Lemmas A and B, Lemmas A and
B still hold.
Assume ai, aj ∈ A and i < j . Let Q′ = x−→P xi , Q′′ = ai−→P xj and Q′′′ = aj−→P y.
Lemma C. (1) N+
Q′(ai) ∩ NQ′(aj ) = ∅, (2) N−Q′′(ai) ∩ NQ′′(aj ) = ∅ and (3) N−Q′′′(aj ) ∩
NQ′′′(ai) = ∅.
By Lemma C, we can easily obtain the following.
Lemma D. dP (ai) + dP (aj ) |V (P )| + 1 and if the equality holds, then (1) N+Q′(ai) ∪
NQ′(aj )=V (Q′)∪{ai}; (2) N−Q′′(ai)∪NQ′′(aj )=V (Q′′); and (3) N−Q′′′(aj )∪NQ′′′(ai)=
V (Q′′′).
Lemma E. Let ai ∈ A and bj ∈ B with j i + 1. Suppose that v ∈ x−→P xi ∪ xj−→P y
and aiv ∈ E(G). Then v−bj /∈E(G) if v− ∈ x−→P xi ∪ xj−→P y and v+bj /∈E(G) if
v+ ∈ x−→P xi ∪ xj−→P y.
We now begin to prove Lemma 5.
We ﬁrst show |H | = 1. If |H |2, then since G is 2-connected and {x, y} is not a cutset,
there exists two independent edges hixi, hi+1xi+1 between H and P such that {xi, xi+1} 
=
{x, y}. Without loss of generality, we may assume xi+1 /∈ {x, y}.
By Lemma A, we have N(ai+1) ∩ A = ∅. Since P is a longest (x, y)-path, we have
a+i /∈N(ai+1) for otherwise x−→P xiHxi+1←−P a+i ai+1−→P y is an (x, y)-path longer than P.
Thus we have N(ai+1)∩ (A∪ {a+i })=∅, which implies dP (ai+1) |V (P )|− k, and hence
dP (ai+1) + dP (h) |V (P )| for any h ∈ V (H). Note that NH(ai+1) = ∅ and N(h) ⊆
V (H) ∪ V (P ), we have d(ai+1) + d(h)n − 1.
If d(ai+1)n/2, then d(h)<n/2 for any h ∈ V (H), which implies d(ai)n/2 and
hence d(ai)+d(ai+1)n. On the other hand, by Lemma D, we have dP (ai)+dP (ai+1)
|V (P )|+1, and by Lemma B, we have d(ai)+d(ai+1)n+1−|H |n−1 since |H |2,
a contradiction.
334 Y. Zhang, Y. Chen / Discrete Mathematics 305 (2005) 323–336
If d(ai+1)<n/2, then d(hi+1)n/2. By Lemma A, aiai+1 /∈E(G). Thus, there exists
a vertex v ∈ Pi such that vai+1 /∈E(G) and v+ai+1 ∈ E(G). This implies d(v, ai+1) = 2
and hence d(v)n/2.
Claim A. For any h ∈ V (H), if d(h)n/2, then |NP (h)|3.
Proof. Since d(v)n/2,N(v) ⊆ V (G)−V (H) and ai+1 /∈N(v), we haven−|H |n/2+
2 and hence |H |n/2−2. This implies |NP (h)|3 since d(h)n/2 andN(h) ⊆ V (H)∪
V (P ). 
Claim B. For any bl with l 
= i + 1, bl /∈N(v).
Proof. If l i and bl ∈ N(v), then x−→P blv←−P xlHxi+1←−P v+ai+1−→P y is an (x, y)-path
longer than P, a contradiction. Since v+ai+1 ∈ E(G), by Lemma E, we have bl /∈N(v) for
l i + 2. 
If i 
= 1, then b−i /∈N(v) for otherwise x−→P b−i v←−P xiHxi+1←−P v+ai+1−→P y is an (x, y)-
path longer than P. Thus, by Claim B, we have N(v) ∩ ({b−i , v} ∪ (B − {bi+1})) = ∅,
which implies dP (hi+1) + dP (v) |V (P )|, and hence d(hi+1) + d(v)n − 1. This is a
contradiction since d(hi+1) + d(v)n. Thus, we have i = 1.
By Claim A, |NP (h2)|3. If |P2|2, then a2 
= b3. Thus, by Claim B and a2 /∈N(v),
we have N(v) ∩ ({a2, v} ∪ (B − {b2})) = ∅. By a similar argument as above, we have
d(h2) + d(v)n − 1, a contradiction. Hence |P2| = 1.
If h1x3 ∈ E(G), then |x2Hx3|4 which implies x−→P x2Hx3−→P y is an (x, y)-path longer
than P since |P2| = 1. Hence we have h1x3 /∈E(G).
If d(h1)n/2, then by Claim A and h1x3 /∈E(G), there is some xl with l4 such that
xl ∈ N(h1). Thus, |x2Hxl |4. If b−l ∈ N(v), then x−→P vb−l ←−P a2v+−→P x2Hxl−→P y is an
(x, y)-path longer than P. Thus, by Claim B, we have N(v) ∩ ({v, b−l } ∪ (B − {b2})) = ∅.
By a similar argument as above, we obtain d(h2) + d(v)n − 1 , a contradiction. Hence
we have d(h1)<n/2, which implies d(a1)n/2.







P y is an (x, y)-path longer than P. Thus, N(a1) ∩ (A ∪ {x3}) = ∅.
This implies d(a1) + d(h2)n − 1, a contradiction. Therefore, we have |H | = 1.
Next we show p(x, y)n − 2. If there is some vertex, say u ∈ V (G) − V (P ), such
that d(u)n/2, then by the maximality of P, we have |V (P )|n − 1 which implies
p(x, y)n− 2. Thus, we may assume d(u)<n/2 for any u ∈ V (G)− V (P ). Suppose to
the contrary that p(x, y)n− 3. Take a vertex u ∈ V (G)−V (P ). Deﬁne NP (u)=X and
A,B, Pi as before. Since G is 2-connected and {x, y} is not a cutset, we haveN(u){x, y}.
Without loss of generality, we assume x2 /∈ {x, y}.
Claim C. a2 
= y.
Proof. If a2=y, then a2 /∈N−P (a2). By LemmaA, a2 /∈N(a1). Thus, a2 /∈N(a1)∪N−P (a2).
By Lemma D(3), we have d(a1) + d(a2) |V (P )|. Thus, by Lemma B, we have d(a1) +
d(a2)n − 1. Since d(u)<n/2, we have d(a1)n/2 and d(a2)n/2, a contradiction.

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Claim D. (1) dP (a+1 ) + dP (a2) |V (P )| + 1; (2) dP (a1) + dP (a+2 ) |V (P )| + 1.
Proof. (1) LetP ′=x−→P x1,P ′′=a+1 −→P x2 andP ′′′=a+2 −→P y. For any v ∈ P ′, if va+1 ∈ E(G),
then v+a2 /∈E(G) for otherwise Q=x−→P va+1 −→P x2ux1←−P v+a2−→P y is a longest (x, y)-path
such that a1 ∈ V (G)−V (Q) and d(a1)n/2, a contradiction. Hence we have N+P ′(a+1 )∩
NP ′(a2)=∅, which implies dP ′(a+1 )+dP ′(a2) |V (P ′)|+1. Similarly, we haveN−P ′′(a+1 )∩
NP ′′(a2)= ∅, which implies dP ′′(a+1 )+ dP ′′(a2) |V (P ′′)| and N−P ′′′(a2)∩NP ′′′(a+1 )= ∅,
which implies dP ′′′(a+1 )+dP ′′′(a2) |V (P ′′′)|+1. Thus, noting that a1a2 /∈E(G), we have
dP (a
+
1 ) + dP (a2) |V (P )| + 1.
Similarly, we can prove (2). 
Claim E. (1) N(a+1 ) ∩ N(a2) ∩ (V (G) − V (P )) = ∅;
(2) N(a+2 ) ∩ N(a1) ∩ (V (G) − V (P )) = ∅.
Proof. (1) If N(a+1 )∩N(a2)∩ (V (G)−V (P )) 
= ∅, say w ∈ N(a+1 )∩N(a2)∩ (V (G)−
V (P )), then x−→P x1ux2←−P a+1 wa2−→P y is an (x, y)-path longer than P, a contradiction.
Similarly, we can prove (2). 
Since p(x, y)n − 3, there exists at least one vertex, say w, in V (G) − V (P ) − {u}.
If N(w) ∩ {a1, a2} = ∅, then by Lemmas B and D, we have d(a1) + d(a2)n − 1. On
the other hand, since d(u)<n/2, we have d(a1) + d(a2)n, a contradiction. If a1 ∈
N(w), then a+1 , a2 /∈N(w) by Lemmas A and B. Thus, by Claims D(1) and E(1), we have
d(a+1 ) + d(a2)n − 1. Since d(u)<n/2 and d(w)<n/2, we have d(a+1 ) + d(a2)n,
a contradiction. If a2 ∈ N(w), then by Claim C, a+2 ∈ V (P ). By Lemmas A and B, we
have a1, a+2 /∈N(w). By Claims D(2) and E(2), we have d(a+1 ) + d(a2)n − 1. Since
d(u)<n/2 and d(w)<n/2, we have d(a1)+ d(a+2 )n, again a contradiction. Therefore,
we have p(x, y)n − 2.
If p(x, y) = n − 2, we choose P such that d(xP ) is as large as possible. If d(xP )n/2,
then by the maximality of P, we have d(xP )=n/2.Assume now d(xP )<n/2. If |A|3 or
|B|3, say |A|3, then since d(xP )<n/2, we have d(ai)n/2 for i = 1, 2, 3. If a1a+2 ∈
E(G), thenQ=x−→P x1xP x2←−P a1a+2 −→P y is a longest (x, y)-path with d(xQ)=d(a2)n/2,
where {xQ} = V (G) − V (Q), which contradicts the choice of P. Thus, a1a+2 /∈E(G) and
hencea2 /∈N−P (a1). ByLemmaA,a1 /∈N(a3).Thus,a2 /∈N−P (a1)∪N(a3). ByLemmaD(3),
we have d(a1) + d(a3) |V (P )| = n − 1, which contradicts d(a1)n/2 and d(a3)n/2.
Hence we have |A|2 and |B|2. This implies d(xP ) = 2 or 3 and if d(xP ) = 3, then
{x, y} ⊆ N(xP ).
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