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Abstract
We present general algorithms for minimizing sequential nite-state transducers that output
strings or numbers. The algorithms are shown to be ecient since in the case of acyclic trans-
ducers and for output strings they operate in O(S + jEj+ jV j+ (jEj − jV j+ jF j)  (jPmaxj+ 1))
steps, where S is the sum of the lengths of all output labels of the resulting transducer, E the set
of transitions of the given transducer, V the set of its states, F the set of nal states, and Pmax
one of the longest of the longest common prexes of the output paths leaving each state of the
transducer. The algorithms apply to a larger class of transducers which includes subsequential
transducers. c© 2000 Elsevier Science B.V. All rights reserved.
Keywords: Finite automata; Finite-state transducers; Rational power series; Semiring;
Shortest-paths algorithms
1. Introduction
Finite-state automata and transducers are currently used in many applications rang-
ing from lexical analyzers [1], language and speech processing [23], to the design of
controllability systems in aircrafts [24]. The theory of automata includes now all these
elds [27].
Very large nite-state transducers can be used in various domains of natural language
processing [22]. In some applications, such as speech processing, the size of these
machines exceeds one hundred million states. Reducing the size of these graphs without
losing their recognition properties is then crucial.
This problem has been solved in the case of deterministic automata: any deterministic
automaton admits an equivalent one with the minimal number of states, and classical
algorithms can be used to compute that minimal automaton from a given one in an
ecient way [1].
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No computational algorithm was given in the case of transducers before the publi-
cation of a preliminary version of this paper [20]. We are precisely dening here such
an algorithm for minimizing sequential transducers.
A characterization of minimal sequential transducers was rst given by [8], later by
[20, 28]. A procedure to produce a minimal sequential transducer equivalent to a given
one was also indicated [9, 28]. Schutzenberger [32] described a more general procedure
which allows one to dene from a given nite-state transducer a canonical nite-state
transducer. In case the given transducer is sequential, that canonical transducer is also
a minimal sequential transducer.
But none of these procedures can be used as an algorithm for minimizing sequential
transducers since they do not describe the essential rst step of construction of the
intermediate transducer preceding the application of the classical automaton minimiza-
tion. We dene an algorithm, quasi-determinization, which allows one to construct that
intermediate transducer [20].
This algorithm, which is the rst stage of the algorithm for the minimization of
transducers that we present, is independent of the notion of sequential transducers.
It applies to any non-deterministic nite-state automaton (NFA). It aects the labels
of the NFA to which it applies but does not increase the number of states. Its result
is interesting in that, though it does not provide a deterministic automaton, it reduces
the non-determinism. In fact, it reduces the non-determinism in the best way possible
without modifying states or transitions of the automaton. We rst dene this quasi-
determinization of NFAs and describe in detail the algorithm.
The algorithm bears some similarity to other classical algorithms such as the single-
source shortest paths problem. We briey compare these algorithms by introducing a
semiring that helps to clarify analogies. We also extend the quasi-determinization to
the case of automata in which labels are made of numbers.
We then recall the characterization of minimal sequential transducers and describe the
entire algorithm allowing one to obtain minimal transducers from given sequential ones.
Our algorithm applies in fact to a more general class of transducers: p-subsequential
transducers. Subsequential transducers were introduced by [30]. They generalize sequen-
tial transducers by allowing a nal emission at nal states of sequential transducers.
Chorut [7] gave a characterization of these transducers that leads to an algorithm
for determining whether a given transducer is subsequential [5]. Other related work
in the characterization of subsequential transducers was done by [36]. p-subsequential
transducers are more general machines in that they allow p (p>0) emissions at nal
states. We briey indicate how the minimization algorithm can be adapted to the case
of p-subsequential transducers.
2. Quasi-determinization of NFAs
We consider here non-deterministic nite automata (NFAs). Our denition of NFAs
diers however from the classical one in that labels can be strings, not necessarily
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elementary members of the alphabet. More precisely, we dene an NFA G as a 5-
tuple (V; I; F; ; ; ) with
 V a nite set, the set of its states,
 I V the initial states,
 F V the set of nal states,
  a nite input alphabet,
 =(i)i2I a vector of initial strings at initial states that need to be matched by a
prex of the input string,
  a state transition function which maps V  to NV , the set of multisets of V .
 is a nite state transition function: the set f(q; )2V : (q; ) 6= ;g is assumed
nite. We dene E, the multiset of the transitions of G, by E= f(q; ; (q; )):
(q; )2V g. Hence, labels of transitions can be strings and since we consider
multisets, G may have several identical transitions linking two states.
Note that classical NFAs are also NFAs according to our denition. The NFAs we
introduced have the same generative power as the classical ones. Indeed, they can be
transformed into the classical ones by replacing each transition labeled with a string
by consecutive transitions labeled with the letters of that string.
We denote by  the empty string of  and by x^y the longest common prex
of two strings x and y in . We also use the standard notation commonly used for
monoids. In particular, for u and v in , we denote by u−1(uv) the string v quotient
of the left division of uv by u.
An input string 2 is accepted by G if there exists a sequence of transitions
that leads from an initial state i2 I to a nal state matching −1i . We also denote
by
 GT the transpose of G, namely the automaton obtained from G by reversing each
transition,
 Trans[q] the multiset of transitions of G leaving q2V ,
 TransT [q] the multiset of transitions of GT leaving q2V , or equivalently the multiset
of transitions of G reaching q,
 n(t) the state reached by t 2Trans[q] and l(t) its label in G, and also n(t) the state
reached by t 2TransT [q] and l(t) its label in GT ,
 out-degree[q] the number of transitions leaving q2V ,
 in-degree[q] the number of transitions entering q2V .
2.1. Denition
In the following, we consider an NFA G. We assume that the set of initial states
of G is reduced to a singleton that we denote by i; I = fig, and we denote by  the
initial string at i. Our results can be straightforwardly extended to the case of several
initial states. We also assume that all states of G are coaccessible: they admit at least
one path to a nal state.
Let P be the function mapping V to  that associates with each state q the longest
common prex of the labels of all paths leading from q to a nal state. P is well-
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dened since all states admit at least one path to a nal state. More precisely, we
dene P by the following recursive denition:
8q2 (V − F); P(q)= V
t2Trans[q]
l(t) P(n(t));
8q2F; P(q)= :
(1)
To simplify the following presentation, we assume that: =P(i)= . Since the def-
inition of P is independent of , the general case can be treated in the same way
by replacing  by   P(i). Given an NFA G, we dene p(G), the prex of G, as
the non-deterministic automaton that has the same set of states and transitions as G,
the same initial state and nal states, and that only diers from G by the labels of
its transitions in the following way: for any transition e2E with starting state q and
destination state r,
labelp(G)(e)= [P(q)]−1labelG(e)P(r); (2)
where labelp(G)(e) is the label of the transition e in p(G) and labelG(e) its label
in G. p(G) is well-dened since P(q) is by denition a prex of labelG(e)P(r). It
is easy to show that p(G) recognizes the same language as G. p(G) is obtained
from G by pushing labels as much as possible from nal states towards the initial
state.
2.2. Computation
Denition (1) of function P suggests a recursive algorithm to compute p(G) from G.
This would suggest computing P for all states of the adjacent list of u2V before
computing P(u). However, in general, there does not exist a linear ordering of all
states of G such that if the adjacent list of u contains v, then v appears before u in
the ordering, two states can indeed belong to a cycle.
2.2.1. Acyclic case
In case G is a dag (directed acyclic graph) such an ordering exists. The reverse
ordering of a topological sort of a dag meets this condition. It can be obtained in
linear time O(jV j + jEj), it corresponds to the increasing ordering of the nishing
times in a depth-rst search of G [34]. Therefore, in case G is acyclic, we can consider
states according to this ordering and compute for each of them the longest common
prex corresponding to the denition (1) of P. In this way, the longest common prex
computation is performed at most once for each state of G. The computation of the
automaton p(G) from G can be performed in a similar way by considering the states
of G in the same ordering.
2.2.2. Non-acyclic case
In case G is not acyclic, we consider strongly connected components of G. Recall
that the strongly connected components, SCCs, of a directed graph are the equivalence
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classes of its states under the relation R dened by q R q0 if q0 can be reached from
q and q from q0.
An NFA G can be decomposed into its strongly connected components [33]. The
corresponding decomposition, the component graph of G, is the dag GSCC that has
one state for each SCC of G, and a transition (u; a; v)2V  V if there exists a
transition from the SCC of G corresponding to u to the SCC of G corresponding to v
labeled with a. It can be obtained in linear time O(jEj+ jV j).
Since the component graph of G is a dag, there exists a linear ordering of SCCs such
that if the adjacent list of a state in a SCC scc1 contains a state of another SCC scc2,
then scc2 appears before scc1 in the ordering: the reverse ordering of a topological sort
of the dag GSCC . Thus, to compute p(G) from G, we can proceed as in the acyclic
case except that we also need to modify the transitions of each SCC. To do so, we
solve a system of equations for each SCC.
Consider a strongly connected component scc such that all the SCCs visited before
scc have been consistently modied. This is necessarily true for the rst SCC considered
since it admits no transition leaving it. We dene:
I [u] = ft 2Trans[u]: n(t)2 sccg;
O[u] = ft 2Trans[u]: n(t) 62 sccg:
Then, by denition of the function P, the following system of equations (8u2 scc):
if u2F; Xu= ;
if u 62F and O[u] = ;; Xu=
 V
t2I [u]
l(t)Xn(t)
!
;
if u 62F and O[u] 6= ;; Xu=
 V
t2I [u]
l(t)Xn(t)
!
^
 V
t2O[u]
l(t)
!
;
(3)
has a unique solution corresponding to the longest common prexes at each state of
scc (8u2 scc; Xu=P(u)). We show, using the following lemmas, how the system (3)
can be solved with successive changes of variables. For u2 scc, dene u by
u 
 V
t2Trans[u]
l(t)
!
if u 62F; (4)
u  otherwise:
Let u0 2 scc be such that u0 6= , we then say that u0 is a candidate for a change of
variable. We dene a change of variable by
Xu0  u0Yu0 :
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Denoting by (Yu)u2scc the set of unknown variables, the new system is
if u2F; Yu= ;
if u 62F and O[u] = ;; Yu=
 V
t2I [u]
l0(t)Yn(t)
!
;
if u 62F and O[u] 6= ;; Yu=
 V
t2I [u]
l0(t)Yn(t)
!
^
 V
t2O[u]
l0(t)
!
;
(5)
with
8t 62 (Trans[u0][TransT [u0]); l0(t)= l(t);
8t 2Trans[u0]− (Trans[u0]\TransT [u0]); l0(t)= −1u0 l(t);
8t 2TransT [u0]− (Trans[u0]\TransT [u0]); l0(t)= l(t)u0 ;
8t 2 (Trans[u0]\TransT [u0]); l0(t)= −1u0 l(t)u0 :
(6)
Lemma 1. Let u0 2 scc be such that u0 6= ; then
(1) (Yu)u2scc is a solution of (5) i (Xu)u2scc is a solution of (3) with: 8u2 scc −
fu0g; Xu= Yu; Xu0 = u0Yu0 .
(2)
P
u2scc jYuj<
P
u2scc jXuj.
Proof. The proof of 1 is straightforward using the fact that concatenating the same
prex to both sides of an equation or removing that prex lead to equivalent equations.
(2) is a direct consequence of (1).
One can reiterate the same procedure from the system (5) by making another change
of variable (using l0 instead of l). This can be done as long as there exists a non-nal
state u2 scc such that u 6= .
Lemma 2. The system (3) admits only a nite number of changes of variable of
the type dened above. The unique solution of the resulting system is (Zu)u2scc; with
8u2 scc; Zu= .
Proof. As noticed above, the system (3) admits a unique solution. Since each change
of variable strictly reduces the total length of the unique solution of the new system
(Lemma 1), only a nite number of changes of variable is possible (at most
P
u2scc jXuj,
if (Xu)u2scc is the solution of (3)). No more change of variable is possible when:
8u2 scc; u= . Clearly (Zu)u2scc, with 8u2 scc; Zu= , is then a solution, it is unique
(Lemma 1(1)). This proves the lemma.
According to Lemma 1(1) concatenating the strings u involved in the changes
of variable, one can reconstruct the unique solution of (3). However, we are mainly
concerned with constructing the automaton p(G). The successive changes of variable
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exactly modify the transitions of each strongly connected component of G into those
of the target automaton p(G). So, in fact we do not need to reconstruct the solution
of the system (3).
Lemma 3. Let S be a system obtained from (3) by successive changes of variable,
and let l0(t) be the new set of labels of the transitions t 2 scc. Assume that the unique
solution of S is (Zu)u2scc; with 8u2 scc; Zu= ; then l0(t); (t 2Trans[u]; u2 scc); are
exactly the labels of the transitions of scc in the target automaton p(G).
Proof. Let t be a transition of scc from u2 scc to n(t). Let (iu), (i2 [0; ku]), be the
ordered set of changes of variable of the type Xu! uYu among those leading from
(3) to S, and similarly (in(t)); i2 [0; kn(t)], those involving the state n(t). As seen from
Eqs. (6), we have (in both cases, u= n(t) or u 6= n(t)):
l0(t)= (kuu )
−1    ( 2u )−1(1u)−1 l(t) 1n(t) 2n(t)   kn(t)n(t) :
According to Lemmas 1 and 2, one can reconstruct the solution of (3) by concatenating
the strings involved in the changes of variable, so
P(u)= kuu    2u 1u; (7)
P(n(t))= 1n(t)
2
n(t)   kn(t)n(t):
Hence:
8t 2Trans[u]; l0(t)= [P(u)]−1l(t)P(n(t)): (8)
This proves the lemma.
To transform G into p(G), our algorithm proceeds in the same way by solving a
system of equations for each SCC considered in reverse topological order. The pseu-
docode of Fig. 1 describes the algorithm. The following gives the notation used:
 V (GSCC) represents the set of states of the component graph of G. For u2V (GSCC),
SCC[u] denotes the set of states of the strongly connected component of V repre-
sented by u,
 Q a queue containing states,
 For v2V ,
 INQ[v] is 1 i v is in Q, 0 otherwise,
 N [v] the number of -transitions leaving v after modication of the transitions
Trans[v] at any step during the algorithm. Initially, it is set to 0,
 F[v] is 1 i v is a nal state or N [v] = 0 after a change of variable, 0 otherwise.
Initially, it is set to 0.
 The function LCP(G; v) called in the algorithm is such that it
 returns , =  if v2F , the longest common prex of all the transitions leaving
v otherwise,
 replaces each of these transitions by dividing them at left by ,
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QuasiDeterminization(G)
1 for each u2V (GSCC) . considered in order of increasing nishing
times of a depth-rst search of GSCC
2 do for each v2 SCC[u]
3 do N [v] INQ[v] F[v] 0
4 Q  fvg . v arbitrarily chosen in SCC[u]
5 INQ[v] 1
6 while Q 6= ;
7 do v head[Q]
8 DEQUEUE(Q)
9 INQ[v] 0
10  LCP(G; v)
11 for each t 2TransT [v]
12 do if ( 6= )
13 then if (n(t)2 SCC[u] and N [n(t)]>0
and l(t)=  and F[n(t)]= 0)
14 thenN [n(t)] N [n(t)]− 1
15 l(t) l(t)
16 if (INQ[n(t)]= 0 and N [n(t)]= 0 and F[n(t)]= 0)
17 then ENQUEUE(Q; n(t))
18 INQ[n(t)]= 1
Fig. 1. Algorithm for the quasi-determinization of G.
 counts and stores in N [v] the number of empty transitions,
 and, if N [v] = 0 after the computation of the longest common prex or if v is a
nal state, gives F[v] the value 1.
We use the queue Q to store the set of possible candidates for a change of variable.
Initially, an arbitrarily chosen state v of SCC[u] is enqueued in Q, and N and F set
to 0 for all states.
A priori, after each change of variable, one needs to check all states w2SCC[u] to
see if there still remains a candidate for a change of variable. To do so, one needs to
compute w for all state w2SCC[u] as in the system (4). But the longest common
prex computation of the system (4), performed by the function LCP, is costly. We
can limit the number of times it is performed by enqueuing a new state w= n(t) in
Q after modication of the transitions leaving it only if it can be a possible candidate
for a change of variable, that is if w is not a nal state (F[w] = 0) and no -transition
leaves w (N [w] = 0). These are the conditions of line 16.
Also, if N [w] = 0 after a call of the function LCP, then the longest common pre-
x at w is equal to : w = . This equality will then hold at any time later since
changes of variables only aect suxes of the labels of the transitions leaving w. So,
to avoid recomputing w, we set F[w] to 1 in those situations (denition of the function
LCP).
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Fig. 2. Non-deterministic automaton 1.
Fig. 3. NFA 2 obtained by quasi-determinization of 1.
The value of N [w] for a non-nal state w is updated every time the label of a new
transition leaving w is found to be  (lines 13 and 14). According to Lemma 3, any
order for the changes of variables will lead eventually to the desired modication of G
into p(G) so neither the choice of the initial state, nor that of the order of the changes
of variables matter here. The algorithm terminates (Q= ;) and is correct according to
Lemma 3.
Figs. 2 and 3 illustrate this algorithm. Note that the non-determinism that appears
in the automaton 1 after reading abc for instance does not appear in 2 after reading
the same string.
2.3. Complexity
The computation of the longest common prex of n (n>1) words requires at most
(jj+ 1)  (n− 1) comparisons, where  is the result of the computation. Indeed, this
operation consists of comparing the letters of the rst word to those of the (n − 1)
others until a mismatch or an end of word occurs. The same comparisons allow one
to obtain the left division by  and the number of empty transitions. In case only one
transition leaves v, the computation of the longest common prex can be assumed to
be in O(1). Hence, the cost of a call of the function LCP for a state v2V − F is
in O((jj + 1)(out-degree(v) − 1) + 1) where  is the longest common prex of the
transitions leaving v. Since  is a factor of P(v) (Lemma 1, the total cost of the longest
common prex computation for a given state v is in O((jP(v)j + 1)(out-degree(v) −
1) + 1).
Except for the rst time, the longest common prex computation at a state v is
performed only if N [v] 6=0. After the computation of the longest common prex we
have either N [v] = 0 and then v will never be enqueued again, or N [v] 6=0 and  is
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Fig. 4. Automaton G.
a new non empty factor of P(v) (Lemma 1). Thus, each state v is enqueued at most
(jP(v)j+ 2) times in Q (loop of lines 6{18).
One can construct an array indicating for each v2V its corresponding SCC or state
in GSCC . This can be done in linear time O(jV j+ jEj) using the SCCs of G. Using that
array, the test n(t)2 SCC[u] of line 13 can be performed in constant time. The cost of
each iteration of the loop of lines 11{18 can then be considered as constant (O(1)).
This loop is iterated in-degree(v) times inside the loop of lines 11{18 for each state
v enqueued at line 7.
All other operations (initialization, computation of the SCCs and of GSCC , and the
denition of the reverse topological sort of GSCC) can be done in O(jV j+ jEj). There-
fore, the total cost of the algorithm above is in
O

jV j+ jEj+ P
v2V 0
(out-degree(v)− 1)  jP(v)j+ P
v2V
in-degree(v)  jP(v)j

; (9)
where V 0= fv2V j out-degree(v)>1g. Let Pmax be one of the longest of the longest
common prexes of the output paths leaving the states v2V :
jPmaxj= max
v2V
jP(v)j: (10)
Then, after at most (jPmaxj+2) steps we have Q= ; and the algorithm terminates. So
the complexity of the algorithm is in
O(jV j+ jEj  (jPmaxj+ 1)): (11)
In case G is acyclic (see Fig. 4), each SCC is reduced to one state. Therefore, the
loop of lines 7{18 is performed once for each state of G. The cost of the algorithm is
then in
O

jV j+ jEj+ P
v2V 0
(out-degree(v)− 1)  jP(v)j+ P
v2V
in-degree(v)

(12)
hence in
O(jV j+ jEj+ (jEj − (jV j − jF j))  jPmaxj): (13)
At worst, if all labels of the automaton are identical for instance, jPmaxj can reach the
length of the longest path from the initial state to a nal state without going through
cycles. The following gure represents an acyclic automaton with identical labels (all
equal to an element a2), in which all states except the nal one have an out-degree
of 2. Here, we have jPmaxj= jV j=2.
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At each state, the number of comparisons needed for the computation of the longest
common prex in the algorithm described above is proportional to (d+1), where d is
its distance to the nal state. It can be proved easily that quasi-determinization runs in
O(jV j2) in this case. However, in most practical cases, jPmaxj is very small compared
to jV j, and the algorithm can be considered to be very ecient.
An algorithm was used in the context of learning transducers to push back the output
labels [25]. It corresponds to the more specic and simple case of quasi-determinization
with tree-like automata.
Also, after the rst publication of our algorithm [20], another variant based on the
use of sux trees was presented [6]. The complexity of that algorithm is O(jV j+ jEj+
L log jj), where L is the sum of the lengths of the strings of all the transitions of the
input automaton. Because of the complexity of the construction of a sux tree, the
complexity of this algorithm depends on the size of the alphabet . This is not the
case for the algorithm we presented.
For the sake of the comparison, we will express the complexity of each algorithm
in terms of the same parameters. Let N be the maximum length of the labels of
the input automaton. Note that in the worst case we would have jj= L=N  jEj.
So the complexity C2 of the algorithm of [6] could be expressed by: C2 =O(jV j +
N  jEj log(N  jEj)). Since the number of transitions of a simple path to a nal state
is at most jV j − 1, in the worst case the complexity C1 of our algorithm could be
expressed by C1 =O(jV j+N  jEj  jV j). So, for large N or jEj, log(N  jEj)jV j, our
algorithm has a better complexity. The algorithm of [6] has a better complexity for
relatively small number of transitions and small N; log(N  jEj)jV j. As mentioned
earlier, in practice, even for large N , Pmax is very small. For automata with bounded
jPmaxj, our algorithm has a linear time behavior.
In the next section, we examine the relationships between classical shortest paths
algorithms and quasi-determinization. Then we describe, in the last section, the applica-
tion of quasi-determinization to the minimization of subsequential and p-subsequential
transducers.
3. Related graph problems and algorithms
The quasi-determinization algorithm we just presented bears some similarity to clas-
sical shortest paths problems. We noticed that the problem of the determination of the
longest common prexes (LCP problem in short) at each state could be expressed in
terms of a system of equations. Several questions arise at this point. What other prob-
lems can be expressed by the same system of equations with other operations? Could
those systems be solved in the same way? Do the classical methods, possibly adopted
in the case of these problems, apply here? We address some of these questions here.
We dene a new semiring that will help us clarify the similarity of the LCP problem
with other classical ones.
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3.1. Right semirings
We say that a system (S;;; 0; 1) is a right semiring if
(1) (S;; 0) is a commutative monoid with 0 as the identity element for ,
(2) (S;; 1) is a monoid with 1 as the identity element for ,
(3)  right distributes over :
8(a; b; c)2 S3; (a b) c=(a c) (b c);
(4) 0 is an annihilator:
8a2 S; a 0= 0 a= 0:
One can dene left semirings in a similar way. Given a left semiring S=(S;;; 0; 1),
we dene the dual of S as the right semiring S?=(S;;⊗; 0; 1) where ⊗ is dened
by
8(a; b)2 S2; a⊗ b= b a:
( [ f1g;^; ;1; ) is a left semiring if we assign to the newly introduced element
1 the following property:
8a2 [ f1g; 1^ a= a^1= a (14)
which makes it the identity for the ^ operation, and
8a2 [ f1g; 1 a= a 1=1 (15)
which makes it an annihilator for concatenation. Indeed, ( [ f1g;^;1) and
( [ f1g;  ; ) are then both monoids. Besides, the ^ operation is clearly commuta-
tive and concatenation left distributes over ^:
8(a; b; c)2 ( [ f1g)3; a  (b^ c)= (ab^ ac): (16)
We call this semiring the string semiring. Notice that it is also idempotent:
8a2 ( [ f1g); a^ a= a: (17)
3.2. Quasi-determinization and single-source shortest paths problems
We dene the following system of equations as the single-source shortest paths
problem associated with the right semiring (S;;; 0; 1) and the NFA G, with source s:
Xs= 0;
8q2V − fsg; Xq=
L
t2TransT [q](l(t)Xn(t)):
(18)
With the tropical semiring (R+ [f1g;min;1;+; 0), the system represents the
Bellman equations and denes the classical single-shortest paths problem. If we as-
sume the set of nal states reduced to a single state s, then the system (18) is similar
to the one we used to dene the function P in the previous section (system (1)) except
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that here TransT [q] is considered instead of Trans[q]. Thus, in the case of a single
nal state, and with the dual of the string semiring, the system (18) denes exactly
the LCP problem. In fact, it also denes the LCP problem in general since we can
add to an NFA a new general nal state to which all old nal states are linked by
-transitions without changing the problem.
This makes the similarity between the LCP problem and classical single-source short-
est paths problem clearer: they are both instances of the same algebraic problem with
dierent right semirings.
We do not address the problem of solving such a system in general here. We will
describe the general solution elsewhere. Let us simply mention without proof that the
LCP problem can also be algorithmically solved using a special generalization of the
classical single-source shortest paths algorithms such as the Dijkstra’s algorithm [12]
or that of Bellman{Ford [4, 16]. The complexity of those generalized algorithms is
much worse than that of the quasi-determinization algorithm. This is because in the
case of the string semiring, unlike the case of the tropical semiring, it is not enough
to consider the simple paths of a graph to compute single-source shortest distances.
Furthermore, the cost of the computation of each longest common prex operation in
the relaxation step can reach jPmaxj.
In case the graph is acyclic, one can use a linear time algorithm to solve the single-
source shortest paths algorithm. The corresponding algorithm is based on the use of a
topological order of the states of the graph. The solution we previously indicated for
the LCP problem in the acyclic case is very similar to that algorithm.
3.3. Quasi-determinization of weighted directed graphs
The analogy pointed out in the previous section also suggests the application of
quasi-determinization to weighted directed graphs (directed graphs in which transitions
are labeled with weights) dened with the tropical semiring (R+ [f1g;min;1;+; 0).
Indeed, in the same way as strings can be pushed as much as possible towards the
initial state in the automaton case, in the case of weighted directed graphs weights can
be pushed as much as possible towards the initial state. We can dene a function P
by the following equations similar to (1):
8q2F; P(q)= 0;
8q2 (V − F); P(q)= min
t2Trans[q]
(l(t) + P(n(t))
(19)
and, assuming that P(i)= 0, we dene the prex p(G) of G by the following equation
equivalent of (2) in this context:
labelp(G)(e)=−P(q) + labelG(e) + P(r): (20)
As previously mentioned, P can be computed by classical single-source shortest paths
algorithms [3, 4, 12, 16]. The modication of the labels so that the weights be made
as close as possible to the initial state (Eq. (20)) is then straightforward and can be
performed in linear time (O(jV j+ jEj)).
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The case where the transitions of NFAs are labeled with numbers rather than strings
is very common in speech processing for instance where the numbers can be inter-
preted as probabilities. The quasi-determinization is then useful as the rst step of the
minimization of sequential transducers that output weights [23].
In the following, we consider that application of quasi-determinization to the mini-
mization of sequential and p-subsequential transducers.
4. Minimized sequential transducers
4.1. Denitions
A sequential transducer (ST) T is an 8-tuple (V; i; F; ; ; ; ; ) where
 V is the nite set of states,
 i2V the initial state,
 F V the set of nal states,
  and  nite sets corresponding respectively to the input and output alphabets of
the transducer,
 2 a string that is concatenated to the left of the output,
  the state transition function which maps V   to V ,
  the output function which maps V   to .
The partial functions  and  can be extended to map V , by the following
classical recursive relations:
8s2V; 8w2; 8a2; (s; )= s; (s; wa)= ((s; w); a);
(s; )= ; (s; wa)= (s; w)((s; w); a): (21)
A sequential function f is a function which can be represented by a ST. Namely, if
f is represented by T =(V; i; F; ; ; ; ; ), then for any w2 such that (i; w)2F ,
f(w)=   (i; w). We denote by Dom(f) the set of strings w for which f is dened
and by D(f) the set of prexes of the strings of Dom(f):
D(f)= fu2: 9w2; uw2Dom(f)g: (22)
4.2. Theorems and computation
The minimization of automata can also apply to sequential transducers if one con-
siders each pair of input and output label as a single label. However, that minimiza-
tion is not enough to reduce to the minimum the size of the sequential transducers.
This is because output labels of the transducer can sometimes be moved along transi-
tions and this way make possible the merging of some states. So, in order to dene
a minimal sequential transducer we need an equivalence relation ner than that of
automata.
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For any sequential function f one can dene the following relation on D(f):
8(u; v)2D(f) D(f); u Rf v
, 9(u0; v0)2 
8w2; uw2Dom(f) , vw2Dom(f)
uw2Dom(f)) u0−1f(uw)= v0−1f(vw): (23)
It is easy to show that Rf is an equivalence relation. The following lemma shows
that if there exists a ST T computing f with a number of states equal to the index of
Rf, then T is a minimal transducer computing f.
Lemma 4. If f is a sequential function, Rf has a nite number of equivalence classes.
This number is less than or equal to the number of states of any ST computing f.
Proof. Let T =(V; i; F; ; ; ; ; ) be a ST computing f. Choosing u0=   (i; u) and
v0=   (i; v) in the above relation allows us to show easily that:
8(u; v)2D(f) D(f); (i; u)= (i; v)) u Rf v (24)
(i; u)= (i; v) also denes an equivalence relation on D(f). Hence, the number of
equivalence classes of this relation, namely the number of accessible states of T , is
greater than or equal to the number of classes of Rf. This proves the lemma.
In the following, we dene for any sequential function f a ST whose number of
states is equal to the number of equivalence classes of Rf.
Theorem 1. For any sequential function f; there exists a minimal ST computing it.
Its number of states is equal to the number of equivalence classes of Rf.
Proof. Let f be a sequential function. Let g be the function mapping  to  dened
as follows:
8u2D(f); g(u) = V
w2
uw2Dom(f)
f(uw);
8u2 − D(f); g(u)= :
(25)
We denote by u the equivalence class of u w.r.t. Rf and use an expression such as
u6p v to indicate that u is a prex of v.
In the following, we assume that = g()=  to simplify the presentation. Since
minimization does not depend on , the general case can be treated in the same way
by outputting the string g() at the beginning of the recognition, that is by replacing
 with   g().
We can dene a transducer T =(V; i; F; ; ; ; ; ) with the following expressions:
 V = fu j u2D(f)g,
 i= ,
 F = fu j u2Dom(f)g,
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 8u2D(f); 8a2 : ua2D(f); (u; a)= ua,
 8u2D(f); 8a2 : ua2D(f); (u; a)= [g(u)]−1g(ua).
The denitions of V and F are consistent, since, according to the previous lemma the
number of equivalence classes of Rf is nite. To show that  and  are consistently
dened we need to prove that their denitions do not depend on the choice of the
element u in u. This is clearly true in the case of , since, if u and v belong to the
same class, then ua and va are also equivalent for the relation Rf. The expression
dening (u; a) is well-formed because, by denition:
8w2 : uw2Dom(f); g(u)6p f(uw)
) 8w2 : u(aw)2Dom(f); g(u)6p f(u(aw)) ) g(u)6pg(ua):
If u and v are equivalent, according to the denition of Rf we have
9(u0; v0)2   : 8w2;(
uw2Dom(f), vw2Dom(f);
uw2Dom(f)) u0−1f(uw)= v0−1f(vw)
and (
u(aw)2Dom(f), v(aw)2Dom(f);
u(aw)2Dom(f)) u0−1f(u(aw))= v0−1f(v(aw))
Considering the longest common prex of each member of the above identities leads
to
u0−1g(u)= v0−1g(v) and u0−1g(ua)= v0−1g(va);
hence
[g(u)]−1g(ua)= [u0v0−1g(v)]−1u0v0−1g(va)= [g(v)]−1g(va):
Therefore, the denition of the output function is consistent. The set of strings accepted
by the input automaton of T , namely by the automaton that has the same states and
transitions as T and whose labels are the input labels of T , is exactly Dom(f):
8u2; u2Dom(f) , u2F , (i; u)2F: (26)
Also, notice that 8(a; b)2D(f) ; ab2D(f);
(; ab)= (; a)(a; b)= [g()]−1g(a)[g(a)]−1g(ab)= g(ab):
A recursive application of these identities leads to: 8u2D(f), (; u)= g(u). Now, if
u2Dom(f):
g(u)=
V
w2
uw2Dom(f)
f(uw)6p f(u): (27)
M. Mohri / Theoretical Computer Science 234 (2000) 177{201 193
Since f is sequential, we also have
f(u)6p g(u) (28)
hence
u2Dom(f)) (; u)= g(u)=f(u): (29)
Thus, T is a ST representing f which has the minimal number of states. This proves
the theorem.
In the following, we consider trim sequential transducers, that is sequential trans-
ducers for which every state is reachable from the initial state, and such that for any
state there exists a path leading to a nal state.
Considered as a (0)-automaton, where 0 is the set of its output labels, a
ST T =(V; i; F; ; ; ; ) can be minimized, but the corresponding algorithm [1] does
not necessarily lead to a minimal transducer. We prove that once quasi-determinization
has been applied to the output automaton of T , namely to the automaton which has
the same states and transitions as T and whose labels are the output labels of T , the
minimization of a ST using the automata minimization leads to the minimal transducer
as dened above.
Given a ST T =(V; i; F; ; ; ; ; ), the application of quasi-determinization to the
output automaton of T has no eect on the states of T , nor on its transition function.
Only its output function  is changed. We can denote by T2 = (V; i; F; ; ; ; ; 2) the
resulting transducer. Let P be the function that maps V to  dened by the following
recursive relations:
8s2V − F; P(s)= V
a2
(s; a) P((s; a));
8s2F; P(s)= :
(30)
P(s) is thus the longest common prex of the outputs of all strings accepted by the
input automaton of T when read from the state s. In order to simplify this presentation,
we assume that P(i)= , which is equivalent to the assumption made above: g()= :
According to the previous section, 2 is dened by
8a2; 8s2V : (s; a) 6= ;; 2(s; a)= [P(s)]−1 (s; a) P((s; a)): (31)
So
8u2 : (i; u) 6= ;; 2(i; u)= (i; u) P((i; u)):1 (32)
If (i; u)2F , we have: 2(i; u)= (i; u). Therefore, T and T2 compute the same sequen-
tial function. Let T3 = (V3; i3; F3; ; ; ; 3; 3) be the ST obtained from T2 using the
automata minimization. We show that T3 is a minimal sequential transducer equivalent
1 Note that this is equivalent to: for any u in D(f); 2(i; u)= g(u):
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to T . The idea behind this is that once the output of T has been quasi-determinized
(T2), the pair (u0; v0) in the denition of Rf can be taken as ((i; u); (i; v)).
The minimization operation can be performed by merging the equivalent states of
T2 considered as a (  0)-automaton, where 0 is the set of all output labels
of T2. Two states s1 and s2 of T2 are equivalent in that sense i: 28>><
>>:
8w2; (s1; w)2F , (s2; w)2F;
(s1; w)2F)8i2 [0; jwj − 1];
2((s1; w0 : : : wi); wi+1)= 2((s2; w0 : : : wi); wi+1):
Let f be the sequential function computed by T and T2. The following lemma helps
to prove that T3 is the minimal ST computing f as dened in the previous section.
Lemma 5. For any (u; v) in D(f)D(f); if u= v; then the states (i; u) and (i; v)
of T2 are equivalent.
Proof. Let (u; v) be in D(f)D(f), s1 = (i; u) and s2 = (i; v). It is easy to show
that u= v implies that:
8w2; (s1; w)2F) 2(s1; w)= 2(s2; w):
Since for any i in [0; n− 1], uRfv implies uw0 : : : wiRfvw0 : : : wi, for any w=w1 : : : wn
2 such that (s1; w)2F , we also have, 8i2 [0; n− 1]:
2((s1; w0 : : : wi); wi+1 : : : wn)= 2((s2; w0 : : : wi); wi+1 : : : wn);
which is equivalent to
8i2 [0; n− 1]; 2((s1; w0 : : : wi); wi+1)= 2((s2; w0 : : : wi); wi+1):
Therefore, s1 and s2 are equivalent states. This ends the proof of the lemma.
Now, since T3 is obtained by merging the equivalent states of T2 the lemma is
equivalent to
8(u; v)2D(f)D(f); uRfv) 3(i3; u)= 3(i3; v):
This implies that the number of states of T3 is less than or equal to the number of
equivalence classes of Rf. Since T3 is a ST which computes the same function as T2,
in view of Lemma 4 we prove that these two numbers are equal. T3 is a minimal ST
computing f, its states can be identied with the equivalence classes of Rf, and it is
easy to show that it is exactly the minimal transducer dened in the previous section.
This proves the following theorem.
2 A string w2, can be decomposed by w=w1   wn if its length jwj is n. For convenience we also
dene: w0 = .
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Fig. 5. Sequential transducer T .
Fig. 6. Transducer T2 obtained by quasi-determinization from T .
Fig. 7. Minimal sequential transducer T3.
Theorem 2. Given a ST T; a minimal ST computing the same function as T can
be obtained by applying quasi-determinization to the output automaton of T; and
the automata minimization to the resulting transducer. This minimal ST is the one
dened in the previous section.
Figs. 5{7 illustrate the minimization of sequential transducers in a particular case.
Consider the ST T represented in Fig. 5. This transducer is minimal considered as an
automaton. Still, it can be minimized following the process described above.
The application of quasi-determinization leads to the transducer T2 (Fig. 6) which
computes the same function. Only the output labels dier from those of T .
This ST is not minimal considered as an automaton. The application of the automata
minimization leads to the reduced transducer represented in Fig. 7 which is the minimal
ST as previously dened.
Transducers are often used in both directions, from inputs to outputs and vice versa.
The rst stage of quasi-determinization in the minimization algorithm has also an in-
teresting eect on the reverse application of the minimal transducer. Indeed, since it
reduces the ambiguities, the cost of matching a string with the output strings of the
transducer is reduced.
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Unlike the case of automata, in general, sequential transducers do not admit a unique
minimal equivalent one. However, the minimal transducers representing the same se-
quential function all have the same topology and the same input labels.
Theorem 3. Given a ST T; the minimal sequential transducers computing the same
function as T only dier by the way the output labels are distributed along their
paths. They have the same topology.
Proof. The minimal sequential transducers computing the same function as T can be
minimized using the algorithm described above. According to Theorem 2, the result
of all these minimizations is the unique minimal transducer intrinsically dened as in
Theorem 1. Since the second step of automata minimization has no eect in these
minimizations, this shows that the application of quasi-determinization to the min-
imal transducers leads to the unique minimal transducer dened as in Theorem 1.
Quasi-determinization only aect the output labels of a transducer. This proves the
theorem.
4.3. Complexity
The merging stage of the transducer minimization algorithm requires that pairs of
input{output labels be identied. The input labels can be assumed to be given as
integers. Using a trie with numbered leafs, one can also associate integers with output
labels in linear time. Since pairs of integers can be treated as strings, the identication
of pairs of labels can be done in the same way. Therefore, the whole process of
identication of the input{output labels can be done in time linear in the sum of the
sizes of the strings of all output labels, O(S).
In the case of acyclic transducers one may use a specic minimization algorithm for
automata [29] which runs in linear time. Therefore, in this case, the whole process of
minimization of a ST T can be done in O(S + jEj+ jV j+ (jEj − (jV j − jF j))  jPmaxj)
steps, where Pmax is one of the longest of the longest common prexes of the output
paths leaving each state of T .
In the general case, the classical automata minimization algorithm [1] runs in O(jj 
jV j  log jV j). It can be shown that a better implementation of the algorithm described
in [1] makes it independent of the size of the alphabet. It then depends only on the
in-degree of each state. Thus, a better evaluation of the running time of this algorithm
is O(jEj  log jV j). And, the general minimization of sequential transducers runs in
O(S + jV j+ jEj  (log jV j+ jPmaxj)).
4.4. Minimization of sequential transducers with output weights
We described how quasi-determinization can be extended to the case of automata
with output weights. Although we do not prove it here, let us mention that quasi-
determinization followed by the automata minimization also leads to a minimal se-
quential transducer in that case [23]. More generally, quasi-determinization can be
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extended to the case of automata with both output string and weight. This generalized
quasi-determinization can be used to minimize weighted transducers, transducers with
both output string and weight, when combined with the automata minimization.
The weighted minimization algorithms can be used to reduce the size of transduc-
ers with output numbers encountered in speech recognition [23], text indexation [21],
arithmetic [18], or image processing [11].
As previously mentioned, in the case of automata with output weights, the quasi-
determinization stage can be performed using classical single-source shortest paths al-
gorithms. The complexity of the whole minimization algorithm is therefore linear in the
case of acyclic transducers O(jV j+ jEj), in O(jEj  log jV j) in the case of non-acyclic
graphs with no negative weights using the Dijkstra’s algorithm, and in the general
case of non-acyclic graphs with possibly negative numbers in O(jV j  jEj) [23]. Other
running time complexities can be obtained in more specic cases where the size of the
largest weight of the labels is small using the algorithms given by [3].
4.5. Case of p-subsequential transducers
p-Subsequential transducers generalize sequential transducers by allowing several
output strings at nal states (p at most). They can be represented by a 9-tuple
(V; i; F; ; ; ; ; ; ), where
 =(V; i; F; ; ; ; ; ) is a ST, and,
  is a nal function mapping F to ()p.
The result of the application of a p-subsequential transducer to a string u leading to
a nal state is the set of at most p distinct strings (u)  ((i; u)).
The minimization algorithm for sequential transducers can be used to minimize
p-subsequential transducers. To do so, we rst turn a p-subsequential transducer into a
sequential one, apply minimization, and then transform the result into a p-subsequential
transducer.
For any q2F , we denote by ((q))i the ith component of the vector (q). A p-
subsequential transducer =(V; i; F; ; ; ; ; ; ) can be transformed into a ST 	()
by
 Adding p new symbols i, 16i6p, to the alphabet ;
 Introducing a general nal state f which becomes the only nal state of the trans-
ducer,
 Adding transitions from each old nal state q to f with input labels i, 16i6p,
and output labels ((q))i, 16i6p.
More precisely, we perform that last step by ordering for each nal state q the
output labels (q) in increasing lexicographic order. 1 is this way the input label of
the transition with the rst output label in lexicographic order. Figs. 8 and 9 illustrate
that transformation at a nal state q.
More formally, assuming that the nal outputs of  are lexicographically ordered at
each nal state, we can dene 	()= (V [ffg; i; F 0; ; [ (S16i6pfig); ; 0; 0) by
 f 62V is a new state, and F 0= ffg,
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Fig. 8. p-subsequential transducer .
Fig. 9. Sequential transducer 	().
 8q2V−F; 8a2; 0(q; a)= (q; a), 0(q; a)= (q; a), and, 8q2F; 8i2 [1; p];
0(q; i)=f; 0(q; i)= ((q))i.
Let T be the set of sequential transducers dened over the alphabet  and [
(
S
16i6pfig) that
 have a single nal state f,
 only admit transitions with input labels i, 16i6p, to the state f,
 have their output labels associated with i, 16i6p, lexicographically ordered w.r.t.
i2 [1; p].
Similarly, dene Tp as the set of p-subsequential transducers dened over the al-
phabet  and  with lexicographically sorted nal outputs. Then the following lemmas
give some properties of the transformation dened above.
Lemma 6. 	 denes a bijection mapping Tp to T.
Proof. Let 
 be the function that associates to 0 2T, 0=(V [ffg; i; ffg; ;
[ (S16i6pfig); ; 0; 0), 2Tp, =(V; i; F; ; ; ; ; ; ), with
 F V is the set of states with transitions reaching f,
 8q2V; 8a2, (q; a)= 0(q; a), (q; a)= 0(q; a),
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 8q2F; 8i2 [1; p];
((q))i=

0(q; i) if 0(q; i) is dened;
 otherwise:
(33)
It is easy to verify that the function 
 is the inverse of 	.
We denote by jj the number of states of a transducer . It is straightforward from the
denition of 	 that for any 2Tp, j	()j= jj+1. Since 	 is a bijection (Lemma 6)
we also have:
80 2T; j	−1(0)j= j0j − 1: (34)
We can assume without loss of generality, that the nal outputs of the p-subsequential
transducer to minimize have been presorted. We then have the following theorem which
gives a constructive method for minimizing p-subsequential transducers.
Theorem 4. Let  be a p-subsequential transducer with nal outputs lexicographically
sorted at each nal state. Let 0 be the sequential transducer obtained by minimization
of 	(). Then 	−1(0) is a minimal p-subsequential transducer equivalent to .
Proof. Quasi-determinization does not modify the lexicographic order of the transitions
with input labels i. Indeed, let fs1; : : : ; spg be a set of p strings lexicographically or-
dered, and denote by =
V
16i6p si. Then f−1s1; : : : ; −1sng is also lexicographically
ordered. Clearly the second step of automata minimization does not aect that order
either. So 0 is in T. Let min 2Tp be a minimal p-subsequential transducer equivalent
to . Then 	(min) is a sequential transducer of T. Thus j	(min)j= j0j and using
Eq. (34), jminj= j	−1(0)j. This ends the proof of the theorem.
Note that this minimization algorithm leads to a p-subsequential transducer with
sorted nal outputs.
5. Conclusion
A minimization algorithm for subsequential and p-subsequential transducers with
output strings was presented. This algorithm can be used in a variety of applications
where large subsequential transducers are used. We gave an ecient implementation
of this algorithm and used it for several applications. Our experiments in compiling
very large dictionaries showed the algorithm to be very fast in practice and to be
very eective in reducing the size of large transducers. As an example, using that
implementation, we could compile a large French dictionary of more than 800 000
entries (>21Mb), into a compact p-subsequential transducer of about 1:3Mb in less
than 20min (including I=O’s) on an HP=9000 755 [21].
When the input transducer is not deterministic, though equivalent to a p-subsequential
transducer, a transducer determinization algorithm close to the classical powerset deter-
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minization can be used prior to the application of the minimization [21]. Minimization
can further be used for transducers representing a (partial) rational function. Indeed,
such transducers  can be decomposed into a left-sequential transducer  and a right-
sequential transducer  : =    [14]. It is in fact easy to construct two such sequen-
tial transducers  and , given  [5]. Transducer minimization applies to the sequential
transducers  and , this can help reduce the size of the decomposition of .
A minimization algorithm for subsequential transducers with output weights or both
output strings and weights was also briey described. These algorithms have been used
very successfully in applications where the weights are interpreted as a measure of the
probability of strings or transductions [23].
From a more theoretical point of view, the semiring we dened for the set of strings
seems natural to use in several problems. It could be useful to investigate more sys-
tematically the algebraic relationships between this semiring and those used in more
classical algorithms. The string semiring could give a clearer representation of some
systems of equations over words which admit well-studied equivalent systems based
on other semirings.
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