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Abstract
We study a nonlocal evolution equation that involves a pseudo-parabolic third-order
term. The equation models almost uni-directional two-phase flow in Brinkman regimes.
We prove the existence of weak solutions for this equation. We also give a series of nu-
merical examples that demonstrate the ability of the equation to support overshooting
like in [12] and explore the behavior of solutions in various limit regimes.
Keywords: Pseudo-parabolic equation, Nonlocal velocity, Weak solutions, Existence,
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1. Introduction
We consider the homogenized flow of two incompressible and immiscible phases
in a rectangular porous media domain Ωγ ∈ R2 with γ > 0 being the ratio of the ver-
tical length to the horizontal length (see Figure 1). According to e.g. [10] governing
equations are given by
∂tS+∇ ·
(
V f (S)
)−β∇ · (H(S)∇S+ τβ∂t∇S)= 0,
V = −λtot(S)∇p,
∇ ·V = 0
(1)
in Ωγ × (0,T ), where T > 0 is the end time. The unknowns here are the saturation
S = S(x,z, t) ∈ [0,1] of the wetting phase and the global pressure p = p(x,z, t) ∈ R.
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Figure 1: An illustration of the infiltration of the wetting phase into the domain Ωγ . For an asymptotically
flat domain, the ratio γ := H/L tends to zero.
The total velocity V = V(x,z, t) ∈ R2, for any (x,z, t) ∈ Ωγ × (0,T ) consists of a
horizontal component (U) and a vertical component (W ), i.e., V = (U,W )T . By
f = f (S) ∈ [0,1] we denote the given fractional flow function. Also the diffusion
function H = H(S) ∈ [0,∞] is given and defined as H(S) := f (S)λnw(S)p′c(S), where
λnw = λnw(S)∈ [0,∞) is the mobility of the nonwetting phase and pc = pc(S)∈ [0,∞) is
the capillary pressure function. We refer to [10] for a general introduction to two-phase
flow in porous media as well as possible choices for the capillary pressure function and
the mobilities, where the mobilities together with the fluids’ viscosities determine the
fractional flow function. The total mobility function λtot = λtot(S) ∈ (0,∞) is the mo-
bility sum of both phases. Here β > 0 is a small parameter and τ > 0 determines the
flow regime. The case τ = 0 results in the so-called Darcy regime, while τ > 0 is
referred to as the Brinkman regime [10].
In the case τ > 0, initial value problems for (1) have been already analyzed in [4].
In this paper, we focus on asymptotically flat domains. By such domains we mean to
consider the limit γ → 0 in (1), see Figure 1. The asymptotic limit has been formally
addressed in [14] for Darcy flow with τ = 0 and for Brinkman flow with τ > 0 in [2].
In the latter case the limit problem is given (after some space-time re-normalization
and with a simplifying choice of a constant function H(S)) by the following nonlocal
pseudo-parabolic equation
∂tS+∂x
(
f (S)U [S]
)
+∂z
(
f (S)W [S]
)
−β∆S−β 2∆∂tS = 0 in Ω× (0,T ), (2)
where Ω= (0,1)× (0,1) and we set τ = 1. Here, the saturation S = S(x,z, t) ∈ [0,1] is
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the only unknown. The velocity components U and W are now nonlocal operators of
saturation, given by
U [S] =
λtot(S)∫ 1
0 λtot(S)dz
, W [S] =−∂x
∫ z
0
U [S(·,r, ·)]dr. (3)
Note that the definition of the velocity components U and W in (3) implies the incom-
pressibility constraint
∂xU +∂zW = 0. (4)
As mentioned above this nonlocal equation governs almost uni-directional two-
phase flow in flat domains [2, 8, 14]. It is derived in [2] by applying asymptotic analy-
sis, in terms of the height−length ratio of the domain to the Brinkman two-phase flow
model (1). This leads to a z-independent pressure function in the limit, a result that is
usually called the vertical equilibrium assumption, see e.g. [8]. This result is then used
to reformulate the velocity components into nonlocal operators of saturation only, as
in (3). In flat water aquifers, this assumption is called Dupuit-Forchheimer approxima-
tion. For example, it is utilized in [13] to derive a nonlocal differential equation that
describes the movement of a sharp interface between fresh and salt groundwater.
We call equation (2) and (3) as in [2], the Brinkman Vertical Equilibrium model
(BVE-model). It is shown there that this model is a proper reduction of the Brinkman
two-phase model (1) in flat domains as it describes the vertical dynamics in the do-
main. In addition to this, it is computationally more efficient than the direct numerical
simulation based on the full mixed hyperbolic-elliptic two-phase system for saturation
and global pressure (see [2]). Note that the velocity in (3) is computed from saturation
directly, without solving an elliptic equation for the global pressure.
Except of the nonlocal definition of the velocity components (3), model (2) re-
sembles the pseudo-parabolic model from [9]. This model supports the instability of
overshooting of the invading wetting fronts (see e.g. [12]). For the BVE-model over-
shooting is also observed [2].
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Setting β = 0, equation (2) reduces to the nonlocal transport equation derived in
[14],
∂tS+∂x
(
f (S)U [S]
)
+∂z
(
f (S)W [S]
)
= 0 in Ω× (0,T ), (5)
where U,W are still defined as in (3). This equation describes two-phase flow in flat
domains of Darcy-type. We call this model the Darcy Vertical Equilibrium model
(DVE-model).
To complete the BVE-model (2), (3) we impose the initial and boundary conditions
S(·, ·,0) = S0 in Ω,
S = SD on ∂Ω× [0,T ]
(6)
with S0 = S0(x,z) ∈ [0,1], SD = SD(x,z, t) ∈ [0,1].
In this paper, we are interested in proving the existence of weak solutions for the
BVE-model (2) and (3) with the initial and boundary conditions (6). For the pseudo-
parabolic model from [9], existence and uniqueness of weak solutions is proved in
[3, 6]. In fact, if the velocity component W in (3) would be Lipschitz continuous
with respect to S, then the well-posedness of the BVE-model follows as in [6]. For
the DVE-model, existence of weak solutions is still an open question due to the re-
duced regularity of the vertical velocity component W . This reduced regularity is a
consequence of the differentiation operator ∂x in the definition of W and the expected
low regularity of a solution of a transport equation. Existence of weak solution for a
regularization of the DVE-model, based on convoluting the velocity vector in (3), is
investigated in [1].
The content of the paper is summarized as follows: in Section 2 we give a list of
assumptions on the BVE-model with the initial and boundary conditions (6), propose
a definition of weak solutions for the model and prove a few properties of the velocity
components U and W . Then, we prove in Section 3 the existence of weak solutions
for the model. Finally, we show in Section 4 through numerical examples the ability
of the BVE-model to support overshooting fronts and investigate the behavior of the
solutions in various limit regimes.
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2. Assumptions and Preliminaries
We summarize all assumptions that are required throughout the paper. Further-
more, an appropriate notion of weak solution is presented and some preliminary for the
velocity equations of weak solutions are provided.
Assumption 1. 1. The bounded domainΩ⊂R2 has a Lipschitz continuous bound-
ary ∂Ω and 0 < T < ∞.
2. We require S0 ∈ H10 (Ω) and SD = 0.
3. The fractional flow function f ∈ C1((0,1)) is Lipschitz continuous, bounded,
nonnegative and monotone increasing, such that there exist numbers M, L > 0
with f ≤M, f ′ ≤ L.
4. The total mobility function λtot ∈C1((0,1)) is Lipschitz continuous, bounded and
strictly positive, such that there exist numbers a, M, L > 0 with 0 < a < λtot ≤M
and |λ ′tot | ≤ L.
The BVE-model can be also extended to domains Ω ⊂ R3, which leads to a third
velocity component with a double integral. In the following, we denote ΩT = Ω×
(0,T ).
Definition 2. (Weak Solution) A function S∈H1(0,T ;H10 (Ω)) is called a weak solution
of the BVE-model (2), (3) and (4) with the initial and boundary conditions (6) if the
following conditions hold,
1. U [S],W [S] ∈ L2(ΩT ) and∫ T
0
∫
Ω
(
∂tSφ − f (S)U [S]∂xφ − f (S)W [S]∂zφ +β∇S ·∇φ
)
dxdzdt
+β 2
∫ T
0
∫
Ω
∇∂tS ·∇φ dxdzdt = 0, (7)
for all test functions φ ∈ L2(0,T ;H10 (Ω)).
2. The weak incompressibility property∫ T
0
∫
Ω
(U [S]∂xφ +W [S]∂zφ) dxdzdt = 0, (8)
holds for all test functions φ ∈ L2(0,T ;H10 (Ω)).
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3. S(·, ·,0) = S0 almost everywhere in Ω.
Remark 3. Note that the integral
∫ 1
0 λtot
(
S(·,z))dz in the definition of the velocity com-
ponents U, W is an integral over a set of measure zero with respect to the z-coordinate.
However, it is well-defined in the trace sense such that for all x ∈ (0,1) there exists a
bounded linear operator Tx : H1(Ω)→ L2
(
(0,1)
)
and a constant C > 0 satisfying
‖TxS‖L2((0,1)) ≤C‖S‖H1(Ω).
Lemma 4. For any weak solution of the BVE-model (2), (3) and (4) the velocity com-
ponents U and W in (3) satisfy the following properties:
1. U is bounded with ‖U [Q]‖L∞(ΩT ) ≤ Ma for any function Q ∈ L2(ΩT ).
2. For any functions Q1, Q2 ∈ L2(ΩT ), the horizontal velocity U satisfies
‖U [Q1]−U [Q2]‖L2(ΩT ) ≤
2ML
a2
‖Q1−Q2‖L2(ΩT ).
3. For any function Q∈ L2(0,T ;H1(Ω)), the vertical velocity W satisfies the growth
condition
‖W [Q]‖L2(ΩT )) ≤
2ML
a2
‖∂xQ‖L2(ΩT ) .
Proof. 1. Using Assumption 1(4) we have
‖U [Q]‖L∞(ΩT ) =
∥∥∥∥∥ λtot(Q)∫ 1
0 λtot(Q(·,z, ·))dz
∥∥∥∥∥
L∞(ΩT )
≤ M
a
.
2. Using the triangle inequality and Assumption 1(4), we have
‖U [Q1]−U [Q2]‖L2(ΩT )
=
∥∥∥∥∥ λtot(Q1)∫ 1
0 λtot(Q1)dz
− λtot(Q2)∫ 1
0 λtot(Q2)dz
∥∥∥∥∥
L2(ΩT )
,
≤
∥∥∥∥∥λtot(Q1)
∫ 1
0
(
λtot(Q2)−λtot(Q1)
)
dz∫ 1
0 λtot(Q1)dz
∫ 1
0 λtot(Q2)dz
∥∥∥∥∥
L2(ΩT )
+
∥∥∥∥∥
∫ 1
0 λtot(Q1)dz
(
λtot(Q1)−λtot(Q2)
)∫ 1
0 λtot(Q1)dz
∫ 1
0 λtot(Q2)dz
∥∥∥∥∥
L2(ΩT )
,
≤ M
a2
∥∥∥∥∫ 10 λ ′tot(Q)(Q2−Q1)dz
∥∥∥∥
L2(ΩT )
+
ML
a2
‖Q2−Q1‖L2(ΩT ) ,
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for some Q ∈ L2(ΩT ). Note that the first term in the above inequality is constant
in the vertical direction. Applying Jensen’s inequality, then Fubini’s inequality
to this term yields
‖U [Q1]−U [Q2]‖L2(ΩT ) ≤
2ML
a2
‖Q2−Q1‖L2(ΩT ) .
3. Using the Lipschitz continuity of λtot by Assumption 1(4) we can apply the chain
rule on ∂xλtot(Q). Then, using the triangle inequality, we have for any z ∈ (0,1)
‖W [Q]‖L2(ΩT )) =
∥∥∥∥∥−∂x
∫ z
0 λtot(Q(·,r, ·))dr∫ 1
0 λtot(Q(·,r, ·))dr
∥∥∥∥∥
L2(ΩT )
,
=
∥∥∥∥∥∥∥
∫ z
0 λ ′tot(Q(·,r, ·))∂xQ(·,r, ·)dr
∫ 1
0 λtot(Q(·,r, ·))dr(∫ 1
0 λtot(Q(·,r, ·))dr
)2
∥∥∥∥∥∥∥
L2(ΩT )
+
∥∥∥∥∥∥∥
∫ 1
0 λ ′tot(Q(·,r, ·))∂xQ(·,r, ·)dr
∫ z
0 λtot(Q(·,r, ·))dr(∫ 1
0 λtot(Q(·,r, ·))dr
)2
∥∥∥∥∥∥∥
L2(ΩT )
,
≤ ML
a2
(∥∥∥∥∫ z0 ∂xQ(·,r, ·)dr
∥∥∥∥
L2(ΩT )
+
∥∥∥∥∫ 10 ∂xQ(·,r, ·)dr
∥∥∥∥
L2(ΩT )
)
.
Applying Jensen’s inequality and Fubini’s inequality in any yields
‖W [Q]‖L2(ΩT )) ≤
2ML
a2
∫ 1
0
‖∂xQ‖L2(ΩT ) dr ≤
2ML
a2
‖∂xQ‖L2(ΩT ) .
3. Existence of Weak Solutions
In this section we prove the existence of weak solutions S ∈ H1(0,T ;H1(Ω)) for
the BVE-model (2), (3) and (4) with the initial and boundary conditions (6). In Section
3.1, we approximate the time derivatives in the model using backward differences, and
apply Galerkin’s method to the resulting series of elliptic problems. After that, we
prove the existence of discrete solutions for the approximate problem. In Section 3.2,
we show that the sequence of discrete solutions fulfills a set of a priori estimates. These
estimates are used in Section 3.3 to conclude the strong convergence of the sequence.
Finally, we verify that the strong limit is a weak solution of the BVE-model.
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3.1. An Approximate BVE-Model
For N ∈N, ∆t :=T/N, and any t ∈ (0,T )we use the backward difference S(t)−S(t−∆t)∆t
to approximate the time derivative ∂tS. Then, equation (2) can be approximated by
S(t)−S(t−∆t)
∆t
+∂x
(
f (S(t))U [S(t)]
)
+∂z
(
f (S(t))W [S(t)]
)
−β∆S(t)
−β 2 ∆S(t)−∆S(t−∆t)
∆t
= 0 (9)
for t ∈ (∆t,T +∆t).
Let t be arbitrary but fixed. Then we consider weak solutions of equation (9) from
the Hilbert space V (Ω) := H10 (Ω). Let a countable orthonormal basis of V be given by
{wi}i∈N. By applying Galerkin’s method to (9), the solution space V (Ω) is projected
onto a finite dimensional space VM(Ω) spanned by the finite number of functions wi, i=
1, ...,M. For ∆t > 0 and a positive integer M, we search a function
S∆tM (x,z, t) :=
M
∑
i=1
c∆tM,i(t)wi(x,z), (10)
where the unknown coefficients c∆tM,i ∈ L∞((0,T )), i = 1, . . . ,M, are chosen such that
for almost all t ∈ (0,T ) the relation∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
wi−∆t f (S∆tM (t))
(
U [S∆tM (t)]∂xwi+W [S
∆t
M (t)]∂zwi
)
dxdz
+
∫
Ω
(
β∆t∇S∆tM (t)+β
2∇(S∆tM (t)−S∆tM (t−∆t))
)
·∇wi dxdz = 0 (11)
holds for all i = 1, ...,M, with
U [S∆tM (t)(x,z)] =
λtot
(
S∆tM (t)(x,z)
)∫ 1
0 λtot
(
S∆tM (t)(x,r)
)
dr
,W [S∆tM (t)(x,z)] =−∂x
∫ z
0
U [S∆tM (t)(x,r)]dr,
(12)
for almost all t ∈ (0,T ) and (x,z) ∈ Ω. The function S∆tM is also required to satisfy the
weak incompressibility relation∫
Ω
U [S∆tM ]∂xwi+W [S
∆t
M ]∂zwi dxdz = 0, for all i = 1, ...,M. (13)
Further more we define
S∆tM (t) = S
0
M, for t ∈ (−∆t,0], (14)
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where S0M is the L
2-projection of the initial data S0 to the finite dimensional space
VM(Ω).
To prove the existence of a weak solution of the discrete problem (11), (12), (13)
and (14), we need the following technical lemma on the existence of zeros of a vector
field [5].
Lemma 5. Let r > 0 and v : Rn → Rn be a continuous vector field, which satisfies
v(x) ·x≥ 0 if |x|= r. Then, there exists a point x ∈ B(0,r) such that v(x) = 0.
Lemma 6. For any M, N ∈ N and for almost all t ∈ (0,T ), if S∆tM (t −∆t) ∈ VM(Ω)
is known, then the discrete problem (11), (12), (13) and (14) has a solution S∆tM (t) ∈
VM(Ω) that satisfies∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
φ dxdz−∆t
∫
Ω
f (S∆tM )U [S
∆t
M ]∂xφ + f (S
∆t
M )W [S
∆t
M ]∂zφ dxdz
+
∫
Ω
[
β∆t∇S∆tM +β
2∇
(
S∆tM (t)−S∆tM (t−∆t)
)]
·∇φ dxdz = 0, (15)
for all φ ∈VM(Ω).
Proof. Before starting with the proof, we notify that S∆tM (t−∆t) for t ∈ (0,∆t] is well-
defined by the choice of the initial condition (14). Now, we define the vector field
K :RM→RM , K= (k1, ...,kM)T , and c∆tM (t) =
(
c∆tM,1(t), · · · ,c∆tM,M(t)
)T of the unknown
coefficients in equation (10) such that, for almost all t ∈ (0,T ),
ki(c∆tM (t)) :=
∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
wi dxdz
−∆t
∫
Ω
f (S∆tM )U [S
∆t
M ]∂xwi+ f (S
∆t
M )W [S
∆t
M ]∂zwi dxdz
+
∫
Ω
(
β∆t∇S∆tM +β
2∇(S∆tM (t)−S∆tM (t−∆t))
)
·∇wi dxdz, (16)
for all i = 1, ...,M. The vector field K is continuous by Assumptions 1(3) and 1(4)
Moreover, using (10), we have
K(c∆tM (t)) · c∆tM (t)
=
∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
S∆tM (t)dxdz
−∆t
∫
Ω
f (S∆tM )
(
U [S∆tM ]∂xS
∆t
M +W [S
∆t
M ]∂zS
∆t
M
)
dxdz,
+
∫
Ω
(
β∆t∇S∆tM (t)+β
2∇
(
S∆tM (t)−S∆tM (t−∆t)
)) ·∇S∆tM (t)dxdz. (17)
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Let F(S) :=
∫ S
0 f (q)dq, then the second term on the right side of (17) satisfies∫
Ω
f (S∆tM )
(
U [S∆tM ]∂xS
∆t
M +W [S
∆t
M ]∂zS
∆t
M
)
dxdz =
∫
Ω
f (S∆tM )V[S
∆t
M ] ·∇S∆tM dxdz,
=
∫
Ω
V(S∆tM ) ·∇F(S∆tM )dxdz,
where V[S∆tM ] :=(U [S∆tM ],W [S∆tM ])T . Using the Assumption 1(2) and the property F(0)=
0, the weak incompressibility equation (13) with wi := F(S∆tM ) ∈ L2(0,T ;H10 (Ω)) im-
plies that ∫
Ω
V(S∆tM ) ·∇F(S∆tM )dxdz = 0. (18)
Substituting equation (18) into (17), then applying Cauchy’s inequality yields
K(c∆tM (t)) · c∆tM (t)≥
1
2
‖S∆tM‖2L2(Ω)+
(
β 2
2
+∆tβ
)
‖∇S∆tM‖2L2(Ω)−
1
2
‖S∆tM (t−∆t)‖2L2(Ω)
− β
2
2
‖∇S∆tM (t−∆t)‖2L2(Ω).
Equation (10) and the orthonormality of wi, i ∈ {1, · · · ,M}, yield
K
(
c∆tM (t)
) · c∆tM (t)≥ (12 + β 22 +∆tβ
)
|c∆tM |2−
1
2
‖S∆tM (t−∆t)‖L2(Ω)
− β
2
2
‖∇S∆tM (t−∆t)‖L2(Ω).
Note that S∆tM (t −∆t) ∈ VM(Ω) is now given. Setting r = |c∆tM (t)|, we conclude that
K(c∆tM (t)) · c∆tM (t) ≥ 0 provided that r is large enough. Thus, Lemma 5 ensures the
existence of a vector c∆tM (t) ∈ RM with K(c∆tM (t)) = 0. Using equation (16) we get the
existence of an S∆tM (t), that satisfies the discrete problem (11), (12), (13) and (14).
3.2. A priori Estimates
So far, we proved the existence of a sequence {S∆tM}M∈N,∆t>0 ⊂VM(Ω) of solutions
for the discrete problem (11), (12), (13) and (14). In the following, we prove some a
priori estimates on the sequence that are essential for the convergence analysis in the
next subsection.
10
Lemma 7. If Assumption 1 holds, then the sequence of solutions {S∆tM}M∈N,∆t>0 for
the discrete problem (11), (12), (13) and (14) satisfies
esssup
t∈[0,T ]
(
‖S∆tM (t)‖2L2(Ω)+β 2‖∇S∆tM (t)‖2L2(Ω)
)
+β‖∇S∆tM‖2L2(ΩT )
≤ ‖S0M‖2L2(Ω)+β 2‖∇S0M‖2L2(Ω)
for all M ∈ N and ∆t > 0.
Proof. Multiplying equation (11) by c∆tM,i, summing for i = 1, ...,M, then integrating
from 0 to an arbitrary τ ∈ (0,T ) yields
1
∆t
∫ τ
0
∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
S∆tM (t)dxdzdt−
∫ τ
0
∫
Ω
V[S∆tM ] f (S
∆t
M ) ·∇S∆tM dxdzdt
+
∫ τ
0
∫
Ω
β |∇S∆tM |2+
β 2
∆t
(
∇S∆tM (t)−∇S∆tM (t−∆t)
)
·∇S∆tM (t)dxdzdt = 0. (19)
Using summation by parts, the first term on the left side of equation (19) satisfies
1
∆t
∫ τ
0
∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
S∆tM (t)dxdzdt =
1
2∆t
∫ τ
τ−∆t
∫
Ω
(S∆tM (t))
2 dxdzdt
− 1
2∆t
∫ 0
−∆t
∫
Ω
(S∆tM (t))
2 dxdzdt.
Since S∆tM is a step function in time, the above equation simplifies to
1
∆t
∫ τ
0
∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
S∆tM (t)dxdzdt
=
1
2
∫
Ω
(
S∆tM (τ)
)2− (S0M)2 dxdz. (20)
Similarly, we have∫ τ
0
∫
Ω
∇S∆tM (t)−∇S∆tM (t−∆t)
∆t
·∇S∆tM (t)dxdzdt
=
1
2
∫
Ω
|∇S∆tM (τ)|2−|∇S0M|2 dxdz. (21)
Using the primitive F(S) =
∫ S
0 f (q)dq and the weak incompressibility of the velocity
(13), we obtain as in equation (18) the relation∫ τ
0
∫
Ω
V[S∆tM ] f (S
∆t
M ) ·∇S∆tM dxdzdt =
∫ τ
0
∫
Ω
V[S∆tM ] ·∇F(S∆tM )dxdzdt = 0. (22)
11
Since the time τ ∈ (0,T ) is arbitrarily chosen, substituting equation (20), (21), and (22)
into (19) yields
esssup
τ∈[0,T ]
(
‖S∆tM (τ)‖L2(Ω)+β 2‖∇S∆tM (τ)‖L2(Ω)
)
+2β
∫ T
0
‖∇S∆tM‖L2(Ω) dt
≤ ‖S0M‖2L2(Ω)+β 2‖∇S0M‖2L2(Ω),
for all M ∈ N and any ∆t > 0.
In the following lemma, we prove an estimate on the approximate time derivatives
S∆tM (t)−S∆tM (t−∆t)
∆t and
∇S∆tM (t)−∇S∆tM (t−∆t)
∆t , which depend on the parameter β > 0.
Lemma 8. If Assumption 1 holds, then there exists a constant C > 0 independent of
N, m ∈ N such that we have for almost all t ∈ (0,T ) for all N, m ∈ N the estimate∥∥∥S∆tM (t)−S∆tM (t−∆t)∥∥∥2L2(ΩT )+β 2
∥∥∥∇(S∆tM (t)−S∆tM (t−∆t))∥∥∥2L2(ΩT ) ≤ Cβ 2∆t2.
Proof. Multiplying equation (11) by
(
c∆tM,i(t)−c∆tM,i(t−∆t)
)
, summing for i= 1, ...,M,
then integrating from 0 to T yields
‖S∆tM (t)−S∆tM (t−∆t)‖2L2(ΩT )+β
2‖∇(S∆tM (t)−S∆tM (t−∆t))‖2L2(ΩT )
= ∆t
∫ T
0
∫
Ω
V[S∆tM ] f (S
∆t
M ) ·∇
(
S∆tM (t)−S∆tM (t−∆t)
)
dxdzdt
−β∆t
∫ T
0
∫
Ω
∇S∆tM ·∇
(
S∆tM (t)−S∆tM (t)
)
dxdzdt.
Applying Cauchy’s inequality to the right side of the equation above yields
‖S∆tM (t)−S∆tM (t−∆t)‖2L2(ΩT )+β
2‖∇(S∆tM (t)−S∆tM (t−∆t))‖2L2(ΩT )
≤ ∆t
2
β 2
‖V[S∆tM ] f (S∆tM )‖2L2(ΩT )+
β 2
4
‖∇(S∆tM (t)−S∆tM (t−∆t))‖2L2(ΩT )
+4∆t2‖∇S∆tM‖L2(ΩT )+
β 2
4
‖∇(S∆tM (t)−S∆tM (t−∆t))‖2L2(ΩT ).
The growth conditions on V = (U,W )T from Lemma 4 and the a priori estimate from
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Lemma 7 give∥∥∥S∆tM (t)− S∆tM (t−∆t)∥∥∥2L2(ΩT )+ β 22 ‖∇(S∆tM (t)−S∆tM (t−∆t))‖2L2(ΩT )
≤ ∆t
2
β 2
(M4|Ω|T
a2
)
+
∆t2
β 2
(4M4L2
a2
)
‖∇S∆tM‖2L2(ΩT )+4∆t
2‖∇S∆tM‖2L2(ΩT ),
≤ ∆t
2
β 2
(M4|Ω|T
a2
+
(4M4L2
a2
+4β 2
)(‖S0M‖2L2(Ω)+β 2∇‖S0M‖2L2(Ω))),
≤C ∆t
2
β 2
,
where C = M
4|Ω|T
a2 +
( 4M4L2
a2 + 4β
2
)(‖S0M‖2L2(Ω)+ β 2∇‖S0M‖2L2(Ω)) for all M ∈ N and
any ∆t > 0.
3.3. Convergence Analysis
In this section, we show the convergence of the sequence {S∆tM}M∈N,∆t>0, then prove
that the limit is a weak solution of the BVE-model (2), (3) and (4) with the initial and
boundary conditions (6).
Theorem 9. Let Assumption 1 be satisfied. Then, there exists a weak solution S ∈
H1(0,T ;H1(Ω)) of the initial boundary value problem (2), (3), (4) and (6) satisfying
Definition 2.
Proof. The uniform estimates in Lemma 7 imply the existence of a weakly conver-
gent subsequence of {S∆tM}M∈N,∆t>0, denoted in the same way, and a function S ∈
L2(0,T ;H10 (Ω)) such that
S∆tM ⇀ S ∈ L2(0,T ;H10 (Ω)), (23)
as M→∞ and ∆t→ 0. In addition, Lemma 8 implies ∂tS ∈ L2(0,T ;H10 (Ω)). Thus, we
have the weak convergence result
S∆tM ⇀ S ∈ H1(0,T ;H10 (Ω)). (24)
The Rellich-Kondrachov compactness theorem implies H1(0,T ;H10 (Ω))b L6(ΩT ) and
consequently H1(0,T ;H10 (Ω)) b L2(ΩT ) due to the boundedness of the domain ΩT .
Thus, from the weak convergence result (24), we extract the strong convergence
S∆tM → S ∈ L2(ΩT ). (25)
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This strong convergence and the a priori estimate from Lemma 7 imply that the limit S
satisfies
S, ∇S ∈ L∞(0,T ;H10 (Ω)). (26)
Moreover, we have
S ∈C([0,T ];H10 (Ω)). (27)
The next step in the proof is to show that the function S∈H1(0,T ;H10 (Ω)) with S∈
C([0,T ];L2(Ω)) fulfills the conditions in Definition 2. Thus, we consider an arbitrary
test function φ ∈ L2(0,T ;Vm(Ω)) such that for a fixed integer m and for almost all
t ∈ (0,T )
φ(t) =
m
∑
i=1
ci(t)wi, (28)
where ci ∈ L∞(0,T ), i = 1, · · · ,m, are given functions and wi ∈ H10 (Ω), i = 1, · · · ,m,
belong to the orthonormal basis of the subspace Vm(Ω). Choosing m < M, multiplying
equation (11) by ci(t), summing for i = 1, · · · ,m, and then integrating with respect to
time yields
1
∆t
∫ T
0
∫
Ω
(
S∆tM (t)−S∆tM (t−∆t)
)
φ dxdzdt
−
∫ T
0
∫
Ω
U [S∆tM ] f (S
∆t
M )∂xφ dxdzdt−
∫ T
0
∫
Ω
W [S∆tM ] f (S
∆t
M )∂zφ dxdzdt
+
∫ T
0
∫
Ω
∇S∆tM ·∇φ +
β
∆t
∇
(
S∆tM (t)−S∆tM (t−∆t)
)
·∇φ dxdzdt
= 0. (29)
The strong convergence (25) and the Lipschitz continuity of f and λtot imply
‖ f (S∆tM )− f (S)‖L2(ΩT ) ≤ L‖S∆tM −S‖L2(ΩT ) → 0,
‖λtot(S∆tM )−λtot(S)‖L2(ΩT ) ≤ L‖S∆tM −S‖L2(ΩT ) → 0.
(30)
Jensen’s inequality and Fubini’s theorem imply∫ T
0
∫ 1
0
∣∣∣∣∫ 10 λtot
(
S∆tM (t)(x,z)
)
dz−
∫ 1
0
λtot
(
S(t)(x,z)
)
dz
∣∣∣∣2 dxdt
≤
∫ T
0
∫ 1
0
∫ 1
0
∣∣∣λtot (S∆tM (x,z, t))−λtot(S(x,z, t))∣∣∣2 dzdxdt,
=
∫ T
0
∫
Ω
∣∣∣λtot (S∆tM (x,z, t))−λtot(S(x,z, t))∣∣∣2 dxdzdt.
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Thus, the strong convergence of λtot(S∆tM ) in (30) implies that∫ 1
0
λtot
(
S∆tM (.,z, .)
)
dz→
∫ 1
0
λtot
(
S(·,z, ·))dz in L2((0,1)× (0,T )). (31)
As the sequence
∫ 1
0 λtot
(
S∆tM (.,z, .)
)
dz is constant in the z-direction, we have∫ 1
0
λtot
(
S∆tM (.)(.,z)
)
dz→
∫ 1
0
λtot
(
S(.,z, .)
)
dz in L2(ΩT ). (32)
To prove the strong convergence U [S∆tM ]→U [S] in L2(ΩT ), we use the notation A[R](x, t) :=∫ 1
0 λtot (R(x,z, t)) dz for almost all x ∈ (0,1) and t ∈ (0,T ). Then, we have∥∥∥U [S∆tM ]− U [S]‖L2(ΩT )
=
∥∥∥∥λtot(S∆tM )A[S∆tM ] − λtot(S)A[S]
∥∥∥∥
L2(ΩT )
=
∥∥∥∥∥λtot(S∆tM )
(
A[S]−A[S∆tM ]
)
A[S∆tM ]A[S]
+
(
λtot(S∆tM )−λtot(S)
)
A[S∆tM ]
A[S∆tM ]A[S]
∥∥∥∥∥
L2(ΩT )
≤
∥∥∥∥∥λtot(S∆tM )
(
A[S]−A[S∆tM ]
)
A[S∆tM ]A[S]
∥∥∥∥∥
L2(ΩT )
+
∥∥∥∥∥
(
λtot(S∆tM )−λtot(S)
)
A[S∆tM ]
A[S∆tM ]A[S]
∥∥∥∥∥
L2(ΩT )
.
Note that A[S∆tM ]A[S]> a
2 > 0 using Assumption 1(4). Thus, we have∥∥∥U [S∆tM ] −U [S]‖L2(ΩT ) ≤ Ma2
(∥∥∥A[S]−A[S∆tM ]∥∥∥L2(ΩT )+
∥∥∥λtot(S∆tM )−λtot(S)∥∥∥L2(ΩT )
)
.
Then, the strong convergence of λtot in (30) and of A[S∆tM ] in (32) yield∥∥∥U [S∆tM ]−U [S]∥∥∥L2(ΩT )→ 0. (33)
The growth condition on the velocity component W in Lemma 4(3) and Lemma 7
imply the boundedness of W [S∆tM ] in L
2(ΩT ). Hence, up to a subsequence, there exists
a function k ∈ L2(ΩT ) such that∫ T
0
∫
Ω
W [S∆tM ]∂zφ dxdzdt→
∫ T
0
∫
Ω
k∂zφ dxdzdt (34)
for all test functions φ ∈ L2(0,T ;Vm(Ω)) as m, N→ ∞. Since ⋃m∈NVm(Ω) is dense in
H10 (Ω), (34) holds for all test functions φ ∈ L2(0,T ;H10 (Ω)). To identify the function
k in (34), we take φ ∈ L2(0,T ;C20(Ω)) with φ(x, ·, ·) := 0 for x ∈ (−∆x,0]∪ [1,1+∆x),
where ∆x > 0 is spatial step size in the x-direction. Note that the spatial derivatives in
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the discrete equation (11) correspond to centered differences. Thus, applying summa-
tion by parts to the left side of (34) yields∫ T
0
∫
Ω
W [S∆tM ]∂zφ dxdzdt =−
∫ T
0
∫
Ω
(
∂x
∫ z
0
U [S∆tM (t)(x,r)]dr
)
∂zφ dxdzdt,
=
∫ T
0
∫
Ω
(∫ z
0
U [S∆tM (t)(x,r)]dr
)
∂ 2zxφ dxdzdt
− 1
∆x
∫ T
0
∫ 1
0
∫ 1+∆x
1
(∫ z
0
U [S∆tM (t)(x,r)]dr
)
∂zφ dxdzdt
+
1
∆x
∫ T
0
∫ 1
0
∫ 0
−∆x
(∫ z
0
U [S∆tM (t)(x,r)]dr
)
∂zφ dxdzdt.
The second and the third term on the right side of the equation above vanish by the
choice of the test function φ . We show in the following that the first term on the right
side converges to
∫ T
0
∫
Ω (
∫ z
0 U [S(t)(x,r)]dr)∂ 2zxφ dxdzdt. For this, we use Ho¨lder’s
inequality, Fubini’s theorem, and the strong convergence of U [S∆tM ] in (33) as follows.∫ T
0
∫
Ω
(∫ z
0
U [S∆tM ](t)(x,r)−U [S](x,r, t)dr
)
∂ 2zxφ dxdzdt
≤ ‖∂ 2zxφ‖L∞(ΩT )
∫ T
0
∫
Ω
∫ z
0
∣∣∣U [S∆tM ](t)(x,r)−U [S](x,r, t)∣∣∣ dr dxdzdt
≤ ‖∂ 2zxφ‖L∞(ΩT )
∫ 1
0
∫ T
0
∫ z
0
∫ 1
0
∣∣∣U [S∆tM ](t)(x,r)−U [S](x,r, t)∣∣∣ dxdr dt dz
≤ ‖∂ 2zxφ‖L∞(ΩT )
∫ T
0
∫
Ω
∣∣∣U [S∆tM ](t)(x,r)−U [S](x,r, t)∣∣∣ dxdr dt
→ 0.
Thus, we have∫ T
0
∫
Ω
W [S∆tM (t)(x,z)]∂zφ dxdzdt
→
∫ T
0
∫
Ω
(∫ z
0
U [S(t)(x,r)]dr
)
∂ 2zxφ dxdzdt (35)
for all test functions φ ∈ L2(0,T ;H10 (Ω)) as m→∞ and ∆t→ 0. Combining the results
(34) and (35) yields∫ T
0
∫
Ω
k(x,z, t)∂zφ dxdzdt =
∫ T
0
∫
Ω
(∫ z
0
U [S(t)(x,r)]dr
)
∂ 2zxφ dxdz. (36)
Thus, we have
k(x,z, t) =−∂x
∫ z
0
U [S(x,r, t)]dr =W [S(x,z, t)] ∈ L2(ΩT ), (37)
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for almost all (x,z) ∈ Ω and t ∈ (0,T ). Substituting (37) into (34) yields the required
convergence ∫ T
0
∫
Ω
W [S∆tM ]∂zφ dxdz→
∫ T
0
∫
Ω
W [S]∂zφ dxdzdt. (38)
Now, we prove the strong convergence of the product U [S∆tM ] f (S
∆t
M ), i.e.,
‖U [S∆tM ] f (S∆tM )−U [S] f (S)‖L2(ΩT )
=
∥∥∥U [S]( f (S∆tM )− f (S))+ f (S∆tM )(U [S∆tM ]−U [S])∥∥∥L2(ΩT ) ,
≤
∥∥∥U [S]( f (S∆tM )− f (S))∥∥∥L2(ΩT )+
∥∥∥ f (S∆tM )(U [S∆tM ]−U [S])∥∥∥L2(ΩT ) . (39)
The boundedness of U in the space L∞(ΩT ) by Lemma 4(1) and the strong convergence
of f in (30) imply∥∥∥U [S]( f (S∆tM )− f (S))∥∥∥L2(ΩT ) ≤ Ma ‖ f (S∆tM )− f (S)‖L2(ΩT )→ 0. (40)
The boundedness of f in L∞(ΩT ) by Assumption 1(3) and the strong convergence of
U in (32) lead to∥∥∥ f (S∆tM )(U [S∆tM ]−U [S])∥∥∥L2(ΩT ) ≤ M‖U [S∆tM ]−U [S]‖L2(ΩT )→ 0. (41)
Substituting (40) and (41) into (39) yields
U [S∆tM ] f (S
∆t
M )→U [S] f (S) in L2(ΩT ).
We also prove the weak convergence of the product W [S∆tM ] f (S
∆t
M ) ∈ L2(ΩT ). The
boundedness of the fractional flow function f ∈ L∞(ΩT ), the growth condition on W in
Lemma 4(3), and Lemma 7 imply the existence of a constant C > 0 such that
‖W [S∆tM ] f (S∆tM )‖L2(ΩT ) ≤
2M2L
a2
‖∂xS∆tM‖L2(ΩT ) ≤C.
Hence, there exists a function q ∈ L2(ΩT ) such that, up to a subsequence,∫ T
0
∫
Ω
W [S∆tM ] f (S
∆t
M )φ dxdzdt→
∫ T
0
∫
Ω
qφ dxdzdt, (42)
for all test functions φ ∈ L2(0,T ;Vm(Ω)) as m, N→ ∞. Since ∪m∈NVm(Ω) is dense in
H10 (Ω), (42) holds for all test functions φ ∈ L2(0,T ;H10 (Ω)). To identify q, we take a
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test function φ ∈ L∞(0,T ;C10(Ω)) in (42). Then we have∫ T
0
∫
Ω
(
W [S∆tM ] f (S
∆t
M )−W [S] f (S)
)
φ dxdzdt
=
∫ T
0
∫
Ω
(
W [S∆tM ]
(
f (S∆tM )− f (S)
)
+ f (S)
(
W [S∆tM ]−W [S]
))
φ dxdzdt. (43)
The choice of the test function implies φ ∈ L∞(ΩT ). Thus, the growth condition on W
in Lemma 4.3, Lemma 7, Ho¨lder’s inequality, and the strong convergence of f in (30)
lead to ∫ T
0
∫
Ω
W [S∆tM ]
(
f (S∆tM )− f (S)
)
φ dxdzdt
≤ ‖φ‖L∞(ΩT )‖W [S∆tM ]‖L2(ΩT )‖ f (S∆tM )− f (S)‖L2(ΩT )
→ 0. (44)
The weak convergence of W in (38) implies∫ T
0
∫
Ω
f (S)φ
(
W [S∆tM ]−W [S]
)
dxdzdt→ 0. (45)
Substituting (44) and (45) into (43) yields∫ T
0
∫
Ω
W [S∆tM ] f (S
∆t
M )φ dxdzdt→
∫ T
0
∫
Ω
W [S] f (S)φ dxdzdt. (46)
By the uniqueness of the limit we obtain q =W [S] f (S) ∈ L2(ΩT ).
The existence of a function S∈ L2(0,T ;H10 (Ω))with ∂tS∈ L2(0,T ;H10 (Ω)) and the
convergence results (24), (33), and (46) imply that equation (29) converges as m→ ∞
and ∆t→ 0 to∫ T
0
∫
Ω
∂tSφ dxdzdt−
∫ T
0
∫
Ω
U [S] f (S)∂xφ dxdzdt−
∫ T
0
∫
Ω
W [S] f (S)∂zφ dxdzdt
+
∫ T
0
∫
Ω
∇S ·∇φ +β∇∂tS ·∇φ dxdzdt = 0, (47)
for all test function φ ∈ L2(0,T ;H10 (Ω)). Hence, the function S satisfies the first con-
dition in Definition 2.
Now, we show that the function S ∈ H1(0,T ;H10 (Ω)) satisfies the weak incom-
pressibility equation in Definition 2. We choose a test function φ ∈C20(ΩT ), then using
(37), we have∫ T
0
∫
Ω
W [S]∂zφ dxdzdt =−
∫ T
0
∫
Ω
∂x
∫ z
0
U [S](x,r, t)dr∂zφ dxdzdt. (48)
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Applying Gauss’ theorem to the right side of the above equation twice yields∫ T
0
∫
Ω
W [S]∂zφ dxdzdt =
∫ T
0
∫
Ω
∫ z
0
U [S](x,r, t)dr∂ 2zxφ dxdzdt,
=−
∫ T
0
∫
Ω
∂z
∫ z
0
U [S](x,r, t)dr∂xφ dxdzdt. (49)
For fixed but arbitrary x ∈ (0,1) and t ∈ (0,T ) we have ∫ z0 U [S](x,r, t)dr ∈ H2((0,1))
for any z ∈ (0,1). Hence, for ∆z > 0 applying the Taylor expansion yields∫ T
0
∫
Ω
∂z
∫ z
0
U [S](x,r, t)dr∂xφ dxdzdt
=
1
∆z
∫ T
0
∫
Ω
(∫ z+∆z
0
U [S](x,r, t)dr−
∫ z
0
U [S](x,r, t)dr
)
∂xφ dxdzdt+O(∆z),
=
1
∆z
∫ T
0
∫
Ω
∫ z+∆z
z
U [S](x,r, t)dr∂xφ dxdzdt+O(∆z).
Letting ∆z→ 0, we obtain∫ T
0
∫
Ω
(
∂z
∫ z
0
U [S](x,r, t)dr
)
∂xφ dxdzdt =
∫ T
0
∫
Ω
U [S](x,z, t)∂xφ dxdzdt. (50)
Substituting (50) into (49) yields the required weak incompressibility equation in Def-
inition 2.
Finally, we show that S(0) = S0 almost everywhere. Choosing a test function φ ∈
C1([0,T ],H10 (Ω)) in (47) such that φ(T ) = 0, then applying Gauss’ theorem to the first
term in equation (47) yields∫ T
0
∫
Ω
S∂tφ dxdzdt−
∫ T
0
∫
Ω
U [S] f (S)∂xφ dxdzdt−
∫ T
0
∫
Ω
W [S] f (S)∂zφ dxdzdt
+
∫ T
0
∫
Ω
∇S ·∇φ +β∇∂tS ·∇φ dxdzdt =
∫
Ω
S(0)φ(0)dxdz. (51)
Applying summation by parts to the first term in equation (29) yields
1
∆t
∫ T
0
∫
Ω
(φ(t)−φ(t−∆t))S∆tM dxdzdt
−
∫ T
0
∫
Ω
U [S∆tM ] f (S
∆t
M )∂xφ dxdzdt−
∫ T
0
∫
Ω
W [S∆tM ] f (S
∆t
M )∂zφ dxdzdt
+
∫ T
0
∫
Ω
∇S∆tM ·∇φ +
β
∆t
(∇φ(t)−∇φ(t−∆t)) ·∇S∆tM dxdzdt
=
∫
Ω
S0mφ(0)dxdz. (52)
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Letting m→ ∞ and ∆t→ 0, equation (52) converges, up to a subsequence, to∫ T
0
∫
Ω
S∂tφ dxdzdt−
∫ T
0
∫
Ω
U [S] f (S)∂xφ dxdzdt−
∫ T
0
∫
Ω
W [S] f (S)∂zφ dxdzdt
+
∫ T
0
∫
Ω
∇S ·∇φ +β∇∂tS ·∇φ dxdzdt =
∫
Ω
S0φ(0)dxdz, (53)
since S0m→ S0 in L2(Ω) as m→ ∞. As φ(0) is arbitrarily chosen, comparing equation
(51) and (53) yields that S(0) = S0 almost everywhere. Hence, the function S satisfies
the third condition in Definition 2, which implies that S is a weak solution of the initial
boundary value problem (2), (3), (4) and (6).
Remark 10. 1. Proving uniqueness of weak solutions for the initial boundary value
problem (2), (3), (4) and (6) requires that weak solutions satisfy ∂xS ∈ L∞(ΩT ).
However, proving this property is still unfeasible as the regularization theory in
[7, 11] is not applicable.
2. Uniqueness can be guaranteed for the initial boundary value problem (2), (3),
(4) and (6) with a linear choice of the fractional flow function f (S) = S and
the horizontal velocity component U(S) = S under the assumption that weak
solutions satisfy ∂xS ∈ Lr(ΩT ), r > 2.
4. Numerical Examples
In this section, we investigate using numerical examples the effect of letting the
regularization parameter β → 0 in the BVE-model tends to zero. In addition, we show
the difference between solutions of the zero-limit of the BVE-model (2), (3) and those
of the DVE-model (5), (3) (the BVE-model with β = 0).
Remark 11. Note that the BVE-model (2), (3) reduces to the DVE-model (5), (3) as the
regularization parameter β → 0. However, the estimates in Section 3.2 depend on β
and blow up as β → 0, in particular the estimates on ∇S. Therefore, saturation in the
limit β → 0 is not expected to have enough regularity to be a standard weak solution
the DVE-model (5), (3).
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For the numerical examples, we consider the BVE-model (2), (3) with a nonlinear
diffusion function H = H(S) such that
∂tS+∂x
(
f (S)U [S]
)
+∂z
(
f (S)W [S]
)
−β∇ ·
(
H(S)∇S
)
−β 2∆∂tS = 0 (54)
in Ω× (0,T ). Here,
U [S] =
λtot(S)∫ 1
0 λtot(S)dz
, W [S] =−∂x
∫ z
0
U [S(·,r, ·)]dr, (55)
and
f (S) =
MS2
MS2+(1−S)2 , H(S) =
MS2(1−S)2
MS2+(1−S)2 , (56)
where M is the viscosity ratio of the defending phase and the invading phase. We also
consider the initial and boundary conditions
S(·, ·,0) = S0, in Ω,
S = Sinflow, on {0}× (0,1)× [0,T ],
W = 0, on (0,1)×{0,1}× [0,T ].
(57)
Note that the second condition in (57) corresponds to a steady flow at the left bound-
ary of the domain, however, the third condition corresponds to impermeable upper and
lower boundaries of the domain. In the following examples we choose the initial con-
dition
S0(x,z) = g(x)Sinflow(z),
where
g(x) =
(1− x)2
105x2+(1− x)2 and Sinflow(z) =
 0 : z≤ 14 and z > 34 ,0.9 : 14 < z≤ 34 . (58)
We discretize the nonlocal BVE-model (54), (55) by applying a mass-conservative
finite-volume scheme as described in [2]. The scheme is based on a Cartesian grid with
number of vertical cells Nz significantly less than that in the horizontal direction Nx
that fits to the case of flat domains. In the following two examples, we use a grid of
2000×40 elements, viscosity ratio M = 2 and end time T = 0.5.
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(a) β 2 = 10−2 (b) β 2 = 10−3
(c) β 2 = 10−4 (d) β 2 = 10−5
Figure 2: Numerical solutions of the BVE-model (54), (55) for decreasing parameters β 2 ∈
{10−2, 10−3, 10−4, 10−5} using a 2000×40 grid, M = 2 and T = 0.5.
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Example 1: In this example, we show the effect of reducing the regularization
parameter β → 0 on the numerical solutions of the BVE-model (54), (55). In Figures
2(a)-2(d), we present the numerical solutions of the BVE-model (54), (55) using the
parameters β 2 ∈ {10−2, 10−3, 10−4, 10−5}, respectively. The results in Figure 2 show
a high diffusional effect on saturation solution for β 2 = 10−2 that decreases with β .
In fact, it is noticeable that the saturation consists of a sharp moving front as β → 0.
This result matches with the a priori estimates on ∇S in Section 3.2, which blow up as
β → 0.
Example 2: As the quasi-parabolic BVE-model (54), (55) reduces to the nonlocal
transport equation (5), (3) proposed in [14] when β → 0, we show in this example that
numerical solution of the BVE-model with β → 0 differs from that of the DVE-model.
In Figure 3(a) we present the numerical solution of the BVE-model with β 2 = 10−6,
while in Figure 3(b) we show the numerical solution of the DVE-model.
In contrast to the DVE-model, Figure 3 shows that the BVE-model describes sat-
uration overshoots. In addition, the spreading speed of the inflowing fluid using the
BVE-model is smaller than that using the DVE-model. This is a consequence of the
saturation overshoots phenomenon, which is mathematically identified by undercom-
pressive waves that are known to be slower than classical compressive waves. This
result was expected by Yortsos and Salin in [15], where they developed different selec-
tion principles on finding upper bounds on the speed of the mixing zone in the case for
miscible displacement.
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