The use of results from regional climate models for local-scale permafrost modelling in complex high-mountain topography - possibilities, limitations and challenges for the future by Salzmann, Nadine








The use of results from regional climate models for local-scale permafrost
modelling in complex high-mountain topography - possibilities, limitations
and challenges for the future
Salzmann, Nadine





Salzmann, Nadine. The use of results from regional climate models for local-scale permafrost modelling
in complex high-mountain topography - possibilities, limitations and challenges for the future. 2006,
University of Zurich, Faculty of Science.
The Use of Results from Regional Climate Models for
Local-scale Permafrost Modelling in Complex High-mountain
Topography
–
Possibilities, Limitations and Challenges for the Future
Dissertation
zur











Prof. Dr. Wilfried Haeberli (Vorsitz)
Dr. Martin Hölzle
PD Dr. Christoph Frei
Zürich, 2006

“Der Mensch zerstört mit der Anwendung physikalischer Gesetze




The impacts of climatic changes on the mountain cryosphere can have serious effects on a
major part of the global population. Changes in the ice and snow regime can lead to shifts
in peak river runoff as well as to changes in their water storage capacity. Thawing of
permafrost can cause severe instabilities and provoke rockfalls, debris flows or problems
with engineering structures. The assessment and modelling of such changes in mountain
regions requires climate data with high spatial and temporal resolution from the past,
present and future. Regional Climate Models (RCMs) are among the most promising tools
for generating such climate data. However, because of their relatively coarse horizontal
resolution (currently about 10–50 km for multi-decadal simulations) and the many
associated uncertainties, the effective benefit of the use of their output for impact
modelling in complex topographical high-mountain regions has to be investigated first.
Until now, no universally applicable solutions have been developed to overcome the
mentioned limitations.
The present thesis assesses the potential and benefits of RCM results for their applicability
to local-scale high-mountain cryosphere models, with a focus on permafrost. In a first part,
the relevant scientific background related to RCMs and mountain permafrost is provided.
In a second part, the conducted research is presented which includes the following main
subjects: Two matching approaches to overcoming the scale differences between RCMs
and permafrost models for complex high-mountain topography are developed and
discussed, approaches intended to allow for the handling of the associated uncertainties
and to permit possible changes in the climate variability. A set of ten different RCM-based
scenario time series is applied to a local-scale energy balance model to assess possible
ranges of change in the ground surface temperature (GST) of steep rockwalls with variable
topographical characteristics (elevation, slope, aspect). The applied emission scenarios, the
RCMs and the choice of the matching approaches exercised a significant influence on the
GST results. With the exception of aspect, the topographic effects were in general smaller.
In a further step, the RCM-based GST results were compared to the GST results obtained
with incremental scenarios (mainly temperature changes). It becomes evident that the
application of RCM-based scenarios in mountain topography is particularly important and
leads to results, which significantly differ from those of incremental scenarios. The
subsurface thermal regime in complex topography is profoundly influenced by strong
lateral components of subsurface heat fluxes. These fluxes were visualised by driving a
transient 3-dimensional ground-heat conduction scheme. Changes have been calculated
with RCM-scenario-based ground-surface thermal states for different idealized high-
mountain topographies. With a view to spatially distributed GST simulations in mountain
regions, the digital terrain model (DTM) becomes an important component. The
corresponding influence on the sensitivity of an energy-balance model was investigated by
applying six different DTMs, including five with different interpolators and a
photogrammetrically derived one. It could be shown that uncertainties also arise from the
DTM.
Overall, the new approach investigated in this thesis of using results from RCM simulation
for local mountain-cryopshere models has proven to hold a promising potential. In order to
enhance the benefit to climate and impact modellers, further investigations of the relevant
processes on various spatial and temporal scales and increased interdisciplinary




Die Folgen klimatischer Veränderungen auf die alpine Kryosphere können für einen
grossen Teil der Weltbevölkerung gravierende Auswirkungen haben. Änderungen im Eis-
und Schneesystem können zu Verschiebungen der Abflusspitzen von Flüssen und zu
Änderungen der Wasserspeicherkapazität führen. Das Auftauen von Permafrost kann
Instabilitäten verursachen und Felsstürze, Murgänge oder Probleme mit Infrastrukturen
auslösen. Zur Abschätzung und Modellierung solcher Veränderungen sind Klimadaten mit
hoher räumlicher und zeitlicher Auflösung für die Vergangenheit, die Gegenwart und die
Zukunft erforderlich. Regionale Klimamodelle (RCMs) sind vielversprechende
Hilfsmitteln, um solche Daten zu generieren. Wegen ihrer relativ groben horizontalen
Auflösung (gegenwärtig ca. 10–50 km für Simulationen über mehrere Dekaden) und der
vielen Unsicherheiten muss der effektive Nutzen von RCM Resultaten für die Verwendung
in Impaktmodellen in komplexer Hochgebirgstopographie jedoch zuerst untersucht
werden. Bis heute sind keine allgemein-gültigen Anwendungsverfahren verfügbar, um die
erwähnten Defizite zu überwinden.
Die vorliegende Arbeit untersucht das Potential und den Nutzen von RCM Resultaten für
die Anwendung in hochauflösenden Hochgebirgskryospherenmodellen, mit Fokus auf den
Permafrost. Im ersten Teil werden die relevanten wissenschaftlichen Grundlagen
betreffend RCMs und Gebirgspermafrost besprochen. Im zweiten Teil wird die
durchgeführte Forschung präsentiert, mit den folgenden Schwerpunkten: Zwei Ansätze
werden entwickelt und diskutiert, um die Skalenunterschiede zwischen RCMs und
Gebirgspermafrostmodellen zu überwinden, um den Umgang mit den vorhandenen
Unsicherheiten zu erlauben und um mögliche Veränderungen in der Klimavariabilität zu
berücksichtigen. Ein Set von zehn verschiedenen RCM-basierten Szenariozeitreihen wird
auf ein lokales Energiebilanzmodell angewendet, um Bandbreiten möglicher
Veränderungen der Bodenoberflächentemperaturen (GST) in steilen Felswände mit
unterschiedlicher topographischer Charakteristik (Höhe, Neigung, Exposition) zu
untersuchen. Die angewandten Emissionsszenarien, die RCMs und die gewählte
Matchingstrategie zeigten alle erheblichen Einfluss auf die GST Resultate. Mit Ausnahme
der Exposition sind die topographischen Effekte allgemein geringer. Die RCM-basierten
GST Resultate werden zusätzlich mit GST Resultaten verglichen, welche mit gestuften
Szenarienansätzen berechnet wurden (hauptsächlich Temperaturveränderung). Dabei wird
deutlich, dass die Anwendung von RCM basierten Szenarien vor allem in
Gebirgstopographie wichtig ist und zu Resultaten führt, die sich wesentlich von solchen
von gestuften Ansätzen unterscheiden. Das thermale Untergrundsystem in komplexer
Topographie ist stark von lateralen Komponenten der Wärmeflüsse im Untergrund
beeinflusst. Diese Wärmeflüsse werden mit einem transienten 3-dimensionalen Boden-
wärmeleitungsmodel visualisiert. Veränderungen werden mittels RCM-Szenarien basierten
thermalen Bodenoberflächenzuständen für idealisierte Topographien gerechnet. Mit Blick
auf räumlich verteilte GST Simulationen im Gebirge, wird das digitale Geländemodell
(DTM) zu einer wichtigen Komponente. Deshalb wird die Sensitivität eines
Energiebilanzmodells auf sechs verschiedene DTMs untersucht, wobei fünf DTMs mit
verschiedenen Interpolatoren und ein photogrammetrisch abgeleitetes DTM verwendet
werden. Es konnte gezeigt werden, dass auch das DTM ein Unsicherheitsfaktor darstellt.
Insgesamt betrachtet ist der in dieser Arbeit untersuchte neue Ansatz der Verwendung von
RCM Resultaten für die Modellierung der Hochgebirgskryosphere sehr
iv
erfolgsversprechend und besitzt ein grosses Potential. Um den Nutzen und Gewinn für die
Klima- und die Impaktmodellierung zu erhöhen, sind allerdings zusätzliche
Untersuchungen der relevanten Prozesse auf unterschiedlichen zeitlichen und räumlichen
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1.1 Modelling the impact of climate change on the high-mountain cryosphere
Coping with climate change is among the greatest challenges facing mankind in the 21st
century. For the coming decades, climate models predict increases in the mean values and
variability of key variables, such as air temperature and precipitation, that exceed the
statistical reference distribution (IPCC, 2001; Schär and Jendritzky, 2004; Schär et al.,
2004). Major changes are likely to occur in the global hydrological and energy cycles. The
mountain cryosphere is a key component of the hydrological cycle and additionally among
the best natural indicators of ongoing climate change:
• Since 1850, glaciers have been shrinking and melting worldwide (WGMS, 2005),
which is in accordance with the measured increased air temperature on a global,
and for most regions, also on a regional scale (IPCC, 2001).
• A similar warming trend is measured for ground temperatures, for example in
European mountain permafrost boreholes (Harris et al., 2003).
• Several studies report observed decreases in mountain snow days (e.g., Laternser
and Schneebeli, 2003). Scherrer et al. (2005) showed that the recent decrease in
low-altitude snow cover in the Swiss Alps can be attributed mainly to an increase
in air temperature.
There are substantial consequences associated with changes in the mountain cryopshere.
Shifts in the duration and amount of the seasonal snow cover and the extent of
glacierization have an important impact on the function of snow and ice as a temporal form
of water storage. This is because these two factors control a significant portion of the
discharge rates and timing of the hydrological runoff of rivers that originate in mountain
regions, thus altering the supply of fresh water for millions of people (Meybeck et al.,
2001; Beniston, 2003; Diaz et al., 2003; Barnett et al., 2005). The thawing of mountain
permafrost can have a severe effect on the stability of rock walls and debris slopes, as well
as on engineered structures (Haeberli et al., 1997; Davies et al., 2001; Kääb et al., 2005).
The melting of glaciers leads to increased formation of glacier lakes, which can burst and
trigger far-reaching debris flows (e.g. Huggel, 2004).
In many regions the mountain cryopshere is particularly sensitive to climatic change due to
its proximity to melting conditions (Haeberli and Beniston, 1998), and the assessment of
the future development of the high-mountain cryosphere is a challenging task. Complex
topography, a common and unique feature of all mountain regions, produces various
regional to local climate subsystems, which determine and influence the climate of
mountain regions significantly (Whitemann, 2000). Thus, the assessment of climatic
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changes is particularly difficult in such regions. The dynamics of mountain cryopsheric
systems are closely linked to the regional and local climate and microclimate condition.
Therefore, the modelling of their spatial distribution and temporal development requires
climate information on a regional to local scale. When focusing on mountain permafrost,
spatial model resolution on the meso and micro scales only is appropriate (Etzelmüller et
al., 2001a). Accordingly, climate information on a similar scale is necessary for impact
modelling in high-mountain regions.
Regional Climate Models (RCMs) are at present the only tools able to provide quantitative
estimates of future regional climate scenarios on a physically consistent and plausible basis
(IPCC, 2001). Over the past few years, increased attention has been devoted to the
development of RCMs and the dynamic downscaling techniques have been improved
substantially. Accordingly, the availability of RCM results for impact application is
increasing. RCMs are currently capable of attaining a horizontal grid resolution of 10–50
km for continuous multi-decadal time-slice simulations (e.g. Christensen et al., 1997,1998;
Leung et al., 2003a,b). Due to parameterization and computational limitations, existing
RCM processes cannot simply be scaled to finer resolution. Considering the spatial scales
required by mountain impact models (for example, ~25 m for permafrost), a significant
spatial scale gap is recognized between that which climate models are able to provide and
what impact models actually require. The challenge of applying RCM results for impact
modelling in complex high-mountain topography is thus, first of all, a problem of spatial
scale mismatches.
This thesis aims at investigating the possibilities and benefits as well as the limitations of
current RCM simulations, for application in complex high-mountain topography. The main
focus is on modelling the impact of climate change on mountain permafrost.
1.2 Objectives
The increasing quality and availability of regional climate model results opens new
perspectives for impact modellers. However, the spatial scale mismatch lowers the
applicability of RCM output to mountain cryopshere models. Until present the
development of techniques to overcome this scale mismatch has only rarely been
investigated for complex mountain topography, and the effective value and potential of
RCM results for application to mountain cryosphere models needs to be evaluated. This
study explores the potential of this new generation of datasets and aims at developing
approaches to apply RCM results in general, and RCM scenario results in particular, to
mountain permafrost models.
The thesis concentrates on the following scientific questions and topics, all of which are
specifically related to complex high-mountain topography:
• Providing an introduction to the state of the art of regional climate modelling;
• Assessing the effective information that RCM can provide to impact modellers;
• Identifying other shortcomings and limitations in addition to the spatial scale
mismatch, relating to the applicability of RCM results for local to regional impact
modelling;
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• Developing approaches for applying RCM results to high-resolution permafrost
models;
• Developing approaches for constructing scenarios to simulate the evolution and
dynamics of mountain permafrost;
• Assessing the added value of RCM results for cryosphere impact modelling;
• Formulating recommendations for future developments according to the anticipated
progress in climate modelling.
1.3 Outline
The thesis consists of two parts. Part A outlines and describes the scientific setting of the
thesis and part B presents the scientific work published as part of the thesis.
Part A has five chapters.
Following the introductory Chapter 1, Chapter 2 provides information on basic aspects of
regional climate modelling and primarily addresses impact modellers not yet familiar with
climate models. The most important issues about RCMs, with regard to their application to
impact models in mountain regions, are summarized and should provide a basis for other
impact modellers intending to use RCM results.
Chapter 3 provides a background summary of mountain permafrost modelling, focusing on
the issues that are central to this thesis.
In Chapter 4, the work published within the framework of this thesis is summarized and
the main conclusions are given.
Finally, in Chapter 5, the overall conclusions of the thesis are provided and in Chapter 6 a
discussion of the necessary direction to be taken and an outlook for the future are
presented.
Part B consists of the scientific journal papers published as part of this thesis.

5CHAPTER 2
Climate Modelling and Regional Application
Climate models exist in different complexities. A distinction can be made between
relatively basic statistical-dynamical models and more sophisticated circulation models.
This thesis focuses on the use of results from the latter climate model type. General
Circulation Models (GCMs) alone represent the climate system on a mainly physical basis,
and are thus the only tools that can account for the non-linearity of the climate system.
2.1 General Circulation Models (GCMs)
GCMs are comprehensive models of the earth’s climate system. They are based on
physical laws represented by mathematical equations that are solved using a full three-
dimensional grid over the globe (Fig. 2.1). This is the only tool that can provide
quantitative estimates of future climate changes on a physically consistent basis (IPCC,
2001). GCMs attempt to simulate the major and relevant processes of the climate system.
Over the past few decades, models of the main components, including the atmosphere, the
continents, the ocean, the cryosphere (ice sheets) and the biosphere have been developed as
separate models and were then gradually integrated along with coupling procedures for the
processes that go on within and between them (Fig. 2.2). The further development and
enhancement of GCMs, including their coupling with other important subsystems such as
the carbon cycle, is a primary and challenging topic of climate research, and currently in
full progress. As a consequence, comprehensive climate models are also becoming known
as ‘coupled climate system models’ or ‘earth system models’ (McGuffie and Henderson-
Sellers, 2005).
Fig. 2.1: 3-dimensional grid over the globe as represented by a GCM (left), including several
coupled subsystems (right) (Source: www.bom.gov.au).
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Fig. 2.2: The development of climate models over the last decades, showing how the different
components were first developed separately and later coupled to produce comprehensive
climate models (Source: IPCC, 2001).
The accuracy of a GCM depends partly on the spatial resolution of the grid points and the
length of the time steps of a model integration. A compromise must be found between the
desired resolutions, the length of integration and the computational facilities available (e.g.
Schubert and Henderson-Sellers, 1997). Currently, the atmospheric grid has a horizontal
resolution between 1° and 5° of latitude and longitude (∼ 200 – 550 km; T106 – T42). The
vertical resolution is obtained by dividing the atmosphere into several unevenly spaced
levels (Fig. 2.3). These levels are more concentrated near the surface than at the top level,
which is located at about 30 km height (i.e., in the middle of the stratosphere). The levels
are spaced, on average about 1 km apart, resulting in a total of about 20 to 30 levels. The
equations are integrated forward in steps of about half an hour through the finite interval
(model integration) depending on the resolution. Furthermore, the computational
constraints also lead to problems of a more theoretical nature, i.e., with the current coarse
grid-spacing of GCMs, small-scale atmospheric processes (termed ‘subgrid-scale
processes’) such as thundercloud formation cannot be modelled and therefore must be
parameterized, i.e., represented in simplified equations (e.g. McGuffie and Henderson-
Sellers, 2005).
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Fig. 2.3: The finite grid construction of a GCM (Source: McGuffie and Henderson-Sellers, 2005).
Focusing on climate models in terms of their application to impact models, the current
relatively coarse information provided by GCMs may be sufficient when impact
assessments are continental in scale or larger, or when subgrid variations are weak.
However, climate information at scales smaller than the model grid resolution cannot be
provided by definition and the effects of subgrid-scale processes on the larger scales can
only be approximated. Nevertheless, the impact of climate change will be manifested to the
greatest extent locally, via changes in the frequency and intensity of extreme events such
as heavy precipitation, droughts, heat waves or wind storms (Christensen et al., 2002;
Leung et al., 2003; Frei et al., 2006). These phenomena depend to a big extent on processes
at small scales. Therefore, detailed spatial structure of the climate is required for regions of
enhanced vulnerability and in particular when the area is significantly influenced by
regional characteristic such as topography, coastal zones, narrow land masses or large lake
systems (Giorgi and Mearns, 1991; Jones et al., 1995; Walsh and Gregory, 1995; Mearns
et al., 2001a). Furthermore, local subgrid-scale processes that are induced by a high degree
of heterogeneity of topography or of land surface, but that are not resolved by global
models, are not only relevant at the regional scale, but can also feed back onto the global
scale. As a consequence of the regional deficiency of current GCMs and because they
cannot simply be scaled to a finer resolution due to the parameterization and computational
limitation mentioned above, increased attention has been devoted to the development of
different regionalization (downscaling) techniques over the past decade.
2.2 Downscaling methods
The regionalization techniques can be placed in the three categories described in the
following sections. This thesis focuses primarily on the dynamical downscaling (based on
Regional Climate Models) techniques (Section 2.2.1). Nevertheless, a brief summary of the
other two approaches is provided for the sake of completeness. Each of the techniques has
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advantages and disadvantages in terms of its application to impact models. However, in
practice, the choice of method for a specific application often also depends on the
requirements and availabilities of data and models.
2.2.1 Regional Climate Models (RCMs) – Dynamical Downscaling
Regional climate modelling is a physical, dynamical downscaling approach commonly
referred to as nesting technique (e.g. Dickinson et al., 1989; Giorgi, 1990). This technique
essentially originated from regional numerical weather prediction. The concept consists of
driving a high-resolution limited-area model (LAM) with initial conditions, time-
dependent lateral meteorological boundary conditions and surface boundary conditions
taken from a GCM (or global reanalysis; see Section 2.3.1) for a selected time slice of the
global model run (Fig. 2.4) (e.g. McGregor, 1997; Giorgi and Mearns, 1999). In this way,
the GCM is used to simulate the evolution of the global climate system, while an RCM
zooms into a limited subdomain of the globe solving similar equations like a GCM but at
higher resolution. Most RCMs are formulated using the hydrostatic primitive equations,
i.e., vertical acceleration in the atmosphere is assumed to be small in regard to hydrostatic
equilibrium and hence vertical motions are diagnosed separately from the equation of state.
These RCMs are capable of attaining horizontal grid resolution down to about 10–20 km
for continuous multi-decadal time-slice simulations (e.g. Christensen et al., 1997; Leung et
al., 2003). In theory, finer spatial resolution can be achieved by the use of non-hydrostatic
formulation i.e., explicit description of vertical acceleration of air masses (Grell et al.,
2000). A few RCMs such as the MM5 (Pennsylvania State University / NCAR mesoscale
model) or the CRCM (Canadian Regional Climate Model) use non-hydrostatic terms.
However, an improvement in the simulated climatology has yet to be demonstrated (Wang
et al., 2004).
Fig. 2.4: The concept of RCMs. A limited area of a GCM is driven with boundary conditions taken
from a GCM or reanalysis. In this figure, the RCM domain shows the topography as used
by the CHRM RCM. Note the vertical resolution particularly over the Alps.
In order to simulate the climate conditions at the recent past, RCMs can be driven by
reanalysis rather than by GCMs. In this manner, RCMs are expected to simulate the
evolution of synoptic events very near to that observed in nature (see Section 2.3).
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A great advantage of RCMs, in contrast to statistical downscaling methods (see next
Section), is that they are in principle able to account for possible changes in the statistical
relationship between large-scale and regional-scale features. This is particularly relevant
for climate change impact studies that usually are carried out by impact modellers i.e., by
non-climatologists. RCMs are less dependent on the stationarity assumption inherent to
statistical downscaling models (Mearns et al., 2003; Wilby et al., 2004).
Furthermore, while the regional biases of the RCMs are not necessarily smaller than those
of the driving GCMs (Laprise et al., 2000; Achberger et al., 2003), the spatial pattern of
climate produced by an RCM is usually in better agreement with the observations than
with the driving fields, i.e., the GCM. This is particularly true in regions with a
heterogeneous surface, mainly because the better representation of orographic forcing and
land surface conditions. Giorgi et al. (2001) and Denis et al. (2002) showed that the
simulation of the spatial patterns of precipitation and temperature over complex terrain is
generally improved with the increasing resolution obtained when using nesting techniques.
The added value of RCMs is also particularly evident for precipitation pattern in the
mountain regions (Kim et al., 2000; Denis et al., 2002; Frei et al., 2003, 2006) and other
heterogeneous regions (Huntingford et al., 2003, Christensen and Christensen, 2003).
Limitations of RCMs mainly concern the fact that the nesting technique up to now has
mostly been applied only in a one-way mode, i.e., no feedback effects from the RCM go
back to the driving GCM. Only recently, first attempts in two-way nesting have been
undertaken, by Lorenz and Jacob (2005) for example, whereby the RCM is run
simultaneously with the host GCM, and regularly updates the host GCM within the RCM
domain. In this manner, the RCM can provide added information compared to the global
model by feeding regional processes back to the global scale, such as extreme precipitation
events in the Alps and consequent impacts on the regional water cycle. Similar feedback
benefits can be derived also from a variable resolution GCM (see Section 2.2.3).
A disadvantage of RCMs is that their simulations can be as computationally demanding as
that of GCMs (depending on domain size and spatial and temporal resolution).
Furthermore, RCMs require high-frequency time-dependent GCM fields, which are not
routinely stored when running GCMs because of the implied mass storage space. Hence,
good coordination between GCM and RCM modelling is needed (Giorgi and Mearns,
1991, 1999; Ji and Vernekar, 1997). A further limitation to note is that the RCM inherits
the systematic errors of the GCM (see Section 2.3.2; Noguer et al., 1998). However, this is
common to all downscaling methodologies using output from GCMs.
The important issue concerning the uncertainties of the RCM information as it relates to
impact application is discussed in Section 2.3 and the added uncertainties when emission
scenarios are included in Section 2.4.
2.2.2 Statistical Downscaling (SDS)
The concept of statistical downscaling (SDS) is based on the assumption that regional
climate is conditioned by two factors: (a) the large-scale climatic state and (b) the
regional/local physiographic features such as topography, land-sea distribution and land
use (von Storch, 1995, 1999). Thus, SDS requires first the identification of the quantitative
relationships between the observed large-scale and regional climate and, hence, the
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determination of a statistical model, which relates large-scale climate variables
(‘predictors’) to regional and local variables (‘predictants’). By feeding the large-scale
output of a GCM into the statistical model, the corresponding local climate characteristic is
estimated.
Statistical downscaling techniques have their roots in synoptic climatology and empirical
weather prediction. However, they are currently used for a wide range of climate
applications, from historical reconstruction to regional climate change problems (Giorgi et
al., 2001). Several review papers deal with downscaling concepts, their prospects and
limitations, e.g. Hewitson and Crane (1996), Wilby and Wigley (1997), Gyalistras et al.
(1998), Murphy (1999, 2000), Zorita and von Storch (1999), Schmidli et al. (2006).
In the following, the main SDS techniques are briefly described and divided into three
categories similar to those used by Giorgi et al. (2001):
i) Weather classification schemes
Circulation classifications are typically defined by applying clustering techniques to
atmospheric fields (Huth, 2000; Hewitson and Crane, 2002) and then define the local
climate in dependence of the weather class (Cubasch et al., 1996a; Hewitson and Crane,
1996; Schubert and Henderson-Sellers, 1997).
ii) Regression Models
Here, linear or non-linear relationships between predictants and large-scale atmospheric
forcing are established. Commonly applied methods include multiple regression (Kim et
al., 1984; Wigley et al., 1990; Palutikof et al., 1997; Winkler et al., 1997; Murphy, 1999),
artificial neural networks, which can be viewed as a form of non-linear multiple regression
(Crane and Hewitson, 1998; Weichert and Bürger, 1998; Trigo and Palutikof, 1999; Zorita
and von Storch, 1999), non-parametric models (Corte-Real et al., 1995) and canonical
correlation analysis (CCA) (von Stroch et al., 1993).
iii) Weather generators
Weather generators replicate the statistical attributes of a local climate variable like mean
or variance, but not observed sequences of events (Wilks and Wilby, 1999). Their
parameters can, however, be estimated using GCM data as a guide. Typically, they are
based on Markov Chain processes (Semenov and Barrow, 1997; Wilks and Wilby, 1999).
Most of them focus on the daily time scales, as required by many impact models, but
subdaily models are also available (e.g. Katz and Parlange, 1995). Stochastic weather
generator methods can be also useful for temporal downscaling, for instance
disaggregating monthly precipitation totals and rain days into daily amounts (Kilsby et al.,
1998; Fowler et al., 2000).
An important advantage of SDS is that it is computationally inexpensive and can thus
easily and rapidly be applied to output from different GCM experiments. From an impact
modeller’s point of view, another advantage is that they are able to provide site-specific
information (e.g., points, catchments).
The major theoretical weakness of SDS is its basic assumption, which prescribes that the
statistical relationships developed for present-day climate also hold under the different
forcing conditions of possible future climates. However, this is difficult to verify and, for
some simpler forms of SDS there have been indications of non-stationarity behaviour
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(Murphy, 1999; 2000, Schär et al., 2004). Another limitation is that these empirically
based techniques cannot account for possible systematic changes in regional forcing
conditions or feedback processes. Furthermore, in particular for remote areas and/or
regions of complex topography, the observational data required to develop the statistical
relationships are often not available.
2.2.3 High-resolution and variable-resolution time slice GCM experiments
High-resolution (Cubasch et al., 1995, 1996a) or variable-resolution (Déqué and
Piedelievre, 1995; Déqué and Gibelin, 2002) GCMs simulate selected time slices of a
transient GCM simulation with increased resolution. Variable-resolution models such as
the ARPEGE (see Déqué et al., 1998) vary the resolution for example from 700 km over
the southern Pacific to 60 km over the Mediterranean. These model types make additional
spatial details available without having to perform the whole transient simulation with
high-resolution models. The main theoretical advantage is the global consistency of the
simulations. However, since they use the same formulation as at coarse resolution for
which these have been optimized, some processes may be represented less accurately when
finer scales are resolved. Furthermore, the use of high- or variable-resolution models is
very computationally demanding, which applies limits to the increase in resolution
(currently about 50 km). The experience with such models is still limited. In a recent study,
Déqué et al. (2005) compared global high-resolution models with RCMs and concluded
that RCMs can produce similar reliable results at a more attractive computation cost than
can high-resolution models. Nevertheless, high-resolution GCMs might be used to obtain
forcing fields for RCMs or SDS, and thus effectively provide an intermediate step between
GCMs and regional and empirical models.
2.3 RCMs - performance and uncertainties
The application of RCM results to impact models presumes knowledge of the performance
and uncertainties of the RCM simulations. Therefore, in the following section a short
overview of validation methods and the performance and uncertainties of the currently
available RCMs is provided.
2.3.1 Validation and evaluation of RCMs
Validation
The validation of any model is an important step to be performed before applying it for
simulation purposes. In climate research, the validation and improvement of (regional)
climate models is a both challenging and important task (Vidale et al., 2003; Giorgi et al.,
2001). Depending on the goal of the RCM simulation (e.g. providing input data for impact
application, or serving as a tool for regional climate process studies), different validation
methods and techniques as well as observational data are required. Until present, there
have been no specific RCM validations carried out relating to the relevant processes for
mountain permafrost (see Chapter 6). Therefore, in the following, only a brief overview of
validation methods and the uncertainty of RCM simulations in general, and for the
European Alps in particular, is provided.
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In most cases, gridded data sets of observations are used for the validation of the present-
day statistical mean climatology of an RCM. A widely used gridded data set is the CRU
global climate data set (see New et al., 1999). It consists of a multi-parameter 0.5°
resolution, mean monthly climatology (1961-1990) for global land areas and comprises a
suite of surface variables such as precipitation, diurnal temperature range or cloud cover.
For the CRU data set, the observational data from climate stations were interpolated as a
function of latitude, longitude and elevation using the thin-plate splines technique. The
accuracy of the CRU data set was assessed using cross-validation and by comparison with
other climatologies. Although the accuracy varies both regionally and between variables,
the overall accuracy is assumed to be suitable for wide application in climate related
research (for details see New et al., 1999), however, this is probably not particularly true
for mountain regions.
For the Alps, specific gridded climatology data sets exist for the precipitation climatology
(Frei and Schär, 1998) and (Schwarb, 2000), and for temperatures (Böhm et al., 2001).
In addition to gridded observations, reanalysis such as the ERA-40 (see Uppala et al.,
2005) from the ECMWF or the NCEP/NCAR reanalysis (see Kalnay et al., 1996) are
options for presenting the current climate. Reanalyses are comprehensive and dynamically
consistent three-dimensional fine resolution gridded data sets (e.g. for ERA-40 about a
horizontal resolution of 120 km), which combine observations (measured data from
satellites, radiosondes, buoyes, etc.) with simulated data from numerical models by a
process known as data assimilation. They represent the best estimate of the state of the
atmosphere at that time. Reanalysis datasets are used mostly for the evaluation of
variables, which cannot or are difficult to observe, such as energy flux, evaporation,
atmospheric water vapor, etc.
The performance of an RCM driven by lateral fields from a GCM for current climate
condition (CTRL) cannot be tested against individual events, but needs to be evaluated in
terms of its statistical properties (Giorgi et al., 2004; Lal et al., 1998). Only when an RCM
is driven with so-called perfect boundary conditions, i.e., with operational atmospheric
objective analyses or reanalysis, can it reproduce the observed weather evolution including
variability and extremes (Christensen et al., 1997; Frei et al., 2003). In perfect boundary
experiments the errors of the GCM that are induced via the boundary condition are
minimized and thus the detection and quantification of biases due to the systematic errors
in the model physics should be facilitated (Christensen et al., 1997; Lüthi et al., 1996). As
a result, RCMs driven with perfect boundary conditions should reproduce the statistics of
the driving data and in situations where the large-scale conditions have strong control over
the interior solution, aspects of individual events may be reproduced. However, there are
also uncertainties and errors found in the ‘perfect’ reanalysis, in particular in the lower-
atmospheric circulation and water vapor flux (see Section 2.3.2).
When comparing RCM simulations to high-resolution observed data, care should be taken
to use equivalent spatial scales. Furthermore, the problem of area representativity of
observational and model data must be included in the analysis, particularly for variables
such as precipitation (Goodrich et al., 1995; Frei et al., 2003). In earlier studies, it has been
suggested that simulated grid-box precipitation can be interpreted as point values (Skelly
and Henderson-Sellers, 1996). Currently, it is more generally accepted that what is being
simulated are actually area-average means for each grid box (Osborn, 1997; Osborn and
Hulme, 1997). Frei et al. (2003) suggest as a reasonable assumption, that the representative
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area for simulated climate variables is somewhere between one and four grid boxes.
Moreover, Kleinn (2002) observed horizontal shifts of precipitation pattern (at grid boxes
scale) along mountain ranges, a fact that must be taken into account especially in regions
of complex topography [see also Paper 1].
Denise et al. (2002) have experimented with an alternative approach to RCM validation,
which does not compare observational data and model output in a traditional way. Their
"perfect-prognosis" approach, nicknamed the Big Brother Experiment (BBE), consists in
running a high-resolution large- (ideally global-) domain climate model to establish a
reference climate (= Big Brother). This reference simulation is then degraded to the low
resolution of operational GCM, either by filtering or smoothing, and these low-resolution
fields are next used to nest a high-resolution RCM (= Little Brother) over a smaller
domain. The resulting RCM climate is compared, in a final step, with the reference over
the same window. The BBE technique is suitable to identify limitations in the nesting
technique and domain setting but not necessarily errors in the dynamical core or physical
parametrization of a model. Antic et al. (2004) have used this approach to test an RCM
over complex topography.
Evaluation
The increased interoperability and network capability (see also Section 2.5.1) has led to
model evaluations by the development of protocols and to organized model
intercomparison projects (MIP). To this date, about 40 MIPs are ongoing or planned,
including the evaluation of model components or parameterization schemes. An example
for such a standardized experimental protocol for RCMs is the Project to Intercompare
Regional Climate Simulation (PIRCS www.pircs.iastate.edu; see Takle et al., 1999; Ji and
Vernekar, 1997). The most important outcomes of such MIPs are: (i) the estimation of the
range of confidence (or uncertainty) inherent in predictions of any one of the ‘reasonable’
models, (ii) the identification of group outliers, and (iii) the development and
dissemination of data sets for continuing model evaluation (McGuffie and Hendersen-
Sellers, 2005).
Another possibility for evaluating and quantifing uncertainties of RCMs are ensemble
simulations (Giorgi and Francisco, 2000; Murphy et al., 2004). Here, a standardized
multitude of climate models are run by using different models (e.g. Frei et al., 2003; Vidale
et al., 2006) or the same model but different parameterization schemes (e.g. Vidale et al.,
2003), boundary conditions (e.g. Räisänen et al., 2004) and initializations (e.g. Yang and
Arritt, 2002) or resolutions (e.g. Mearns et al., 1998, 1999, 2001b), and the results are
statistically analyzed afterwards.
Based on IPCC (2001), the current performance of RCMs (driven by perfect boundary
conditions) is for a horizontal resolution of about 50 km set for temperature within a 2°C
bias, and for precipitation within a 50% bias of observation. In general, the model
performance is weakest during summer and over continental regions due to weak large-
scale forcing in the summer season, and discrepancies in the land surface models (Wang et
al., 2004). The performance of RCM simulations can be improved using ensemble methods
(see also Section 2.3.3).
Finally, it must be stressed that a model valid for today and for a specific region is not
necessarily valid for other time periods or other regions (Zorita and Gonzales-Ruoco,
2002). To some extent stationarity is an issue not only for statistical downscaling but for
CHAPTER 2                                                                                                                                    
14
RCMs too especially regarding the parametrizations. But because RCMs are built
primarily on first principals, non-stationarity is not a serious concern.
2.3.2 Sources of RCM uncertainties
There are several sources and reasons for the uncertainties of RCM simulations. The most
important sources are:
• Uncertainties and errors from the lateral boundary forcing fields.
o  For reanalysis, these are uncertainties due to observational limitations,
including (i) limitations of the interpolation and assimilation techniques, (ii)
errors of the measured point observational data, which is particularly a
problem in remote mountain regions, and (iii) the problem of a low-density
observational network, especially in remote (mountain) areas. Simmons et
al. (2004) found substantial differences between CRU, ERA-40 and
NCEP/NCAR reanalysis.
o  For GCMs, the uncertainties are associated with imperfect knowledge
and/or representation of physical processes, limitations due to the numerical
approximation of the model’s equations, simplifications and assumptions in
the models and/or approaches, internal model variability, and inter-model or
inter-method differences in the simulation of climate response to a given
forcing (Ji and Vernekar, 1997; Giorgi and Mearns, 1999).
• Uncertainties from the RCM itself are similar to the limitations of GCMs and
mainly subject to limitations in the internal physics such as missing or inadequate
parameterizations, numerical shortcomings and internal model instabilities. There
are also inconsistencies in the dynamics and physics between the RCM and the
large-scale driving model. These boundary zones are usually treated with relaxation
methods (e.g. Marbaix et al., 2003). Furthermore, important uncertainties result
from the model configuration, e.g., size and position of the domain, spatial
resolution and treatment of the boundary forcing (e.g. Murphy et al., 2004; Giorgi
and Francisco, 2000).
• If an RCM is used for scenario simulation, the emission scenario forcing is another
important source of uncertainties (see Section 4).
Depending on the region and the process to investigate, the relative importance of each
uncertainty can vary. As a consequence, particular consideration should be taken for a
specific application. In this context, the selection of the model domain, its size and the
resolution are important, yet controversial issues. On the one hand, the model domain
should be sufficiently small that the synoptic circulation does not depart from that of the
driving GCM (Jones et al., 1995). On the other hand, the model domain should be large
enough to allow the RCM to develop its mesoscale circulation feature (McGregor, 1997;
Warner et al., 1997). Nonetheless, probably most important is that the domain includes all
areas where forcing and processes are a dominant element for the climate of the specific
region (Seth and Giorgi, 1998). Furthermore, the region of interest within the model
domain should be as far away as possible from the lateral boundaries in order to minimize
the influence of spurious boundary effects (McGregor, 1997). Similarly to the spatial
resolution, the temporal model resolution should be sufficient to capture the high-
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resolution forcing and circulations of relevance to the region (Giorgi, 2002; Mearns et al.,
2001). At the same time, it must be considered that different components of the climate
system (and thus of the climate model) have different time scales. In terms of spatial
resolution, generally, RCMs with increased resolution produce better results to a certain
degree, particularly for extreme events (Mo et al., 2000; Christensen and Christensen,
2003). However, the increase in grid resolution does not necessarily lead to improved
model performance, since the RCMs become sensitive to internal/external model physical
parameterization (Nobre et al., 2001). Furthermore, spatial and temporal resolution is also
restricted due to the computational resources.
As mentioned before, the performance of an RCM must be specified for the regions and
processes of interest. Therefore, in the following section the focus is on RCM performance
in the European Alps, however, only in a general sense, since no specific analysis exists
for the mountain cryopshere systems.
2.3.3 RCM accuracy in the Alps
The European Alps constitute a difficult climatic ground due to their complex topography,
their arc-shape, their west-east alignment and the nearby land-sea distribution (e.g. Frei
and Schär, 1998; Schär et al., 1998). Furthermore, the density of the measurement network
is generally lower in the more remote mountain areas, although relatively satisfactory
overall in the European Alps; and the data quality is generally lower due to difficult
environmental site conditions and the arduous maintenance of the measurement facilities.
As a consequence, model validation in such areas is especially challenging (e.g. Frei et al.,
2003).
For these reasons, few validation studies have been conducted for the European Alps only.
Some of them were undertaken within the project PRUDENCE (Prediction of Regional
scenarios and Uncertainties for Defining EuropeaN Climate change risks and Effects;
http://prudence.dmi.dk). This large European project aimed to address and reduce
deficiencies in projecting future climate change, to quantify the uncertainties in predicting
future climate and its impacts, and to interpret the results for adapting and/or mitigating
climate change effects. As part of this project, ten RCMs have been driven by one GCM to
produce ensemble simulation of current and future climates for Europe. The analyses of
the RCM performance in PRUDENCE focused on three aspects of model validation: the
ability to simulate: i) the long-term (30 or 40 years) mean climate, ii) the interannual
variability of near-surface air temperature and precipitation, and iii) the representation of
extreme events. The validation strategy included the comparison of simulated monthly,
seasonal and annual means against observation as well as an extreme value statistic of
appropriate observed and simulated data. One must note that the following summarized
PRUDENCE results are based on GCM (HadAM3H) and not on reanalysis-driven RCMs.
In general, winter climate is determined by large-scale circulation and thus to a dominating
extent by the boundary condition (i.e., GCM; here by the HadAM3H). This results in
similar bias patterns for all RCMs for that time of year. In summer the intermodel spread is
larger, since much of the weather is locally generated (Frei et al., 2003; Giorgi et al.,
2004). However, there is generally a better agreement between observed and simulated
values of interannual variability in summer. This can be explained by a more frequent
breaking-down of the quasi-stable high pressure system over the Mediterranean region,
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what is consistent with the reduced ability by the HadAM3H GCM to simulate long-lasting
blocking events. Hence, the biases in summer depend on the regional model formulation,
while in winter the boundary conditions (given by the GCM) are more important. To
summarize for the PRUDENCE runs in Europe, there is a warm bias with respect to
observations in the extreme seasons and a tendency to cold biases in the transition seasons.
With respect to the CRU climatology of temperature and precipitation, the areas with
warm (cold) bias in winter generally exhibit positive (negative) precipitation biases,
whereas the relationship is the reverse during summer, though much less clear. The well-
known tendency of too little precipitation during summer in many RCMs is present in the
PRUDENCE experiments as well.
A comparison of the bias of the mean sea level pressure in the ten PRUDENCE RCM runs
for winter (DJF) and summer (JJA) has shown that the model mean deviation from the
driving model is always small, with the largest differences over mountainous regions. The
latter can be explained by different algorithms for reducing surface pressure to the mean
sea level in the various models and in the driving model. This is also reflected by a
relatively high intermodel standard deviation in mountain regions.
Within PRUDENCE it was also shown that the ensemble mean of all models behaves in
general better than the ‘best’ individual model. Furthermore, the mean model is less prone
to large deviations in particular areas; it tends to exhibit a similar quality for most areas.
Frei et al. (2003) have evaluated the statistics of daily precipitation as simulated by five
RCMs in the Alpine region. Here, the RCMs are driven by ERA-15 and observed sea
surface temperature (SST) and sea ice and the observation reference is based on 6600 rain
gauge records that have been analyzed onto a regular grid with 2 km horizontal resolution.
They could show that the performance for individual statistics varies considerably between
the RCMs, and that this intermodel variability tends to be larger for daily statistics (wet-
day frequency, intensity and high quantiles) than for mean seasonal precipitation. For
mean precipitation, the models reproduced the main characteristics of the annual cycle and
the seasonal variation in the subgrid-scale distribution. There are, however, underestimated
summer mean conditions, which are also found in winter but with less magnitude.
The summer dryness in the Alps is most evident in August and September, where in early
summer (June and July) the simulations are reasonable. An important result of the study of
Frei et al. (2003) is that the RCMs reproduce the most prominent pattern of the spatial
distribution of seasonal precipitation in the Alps. This provides confidence that RCMs are
capable of simulating the major mesoscale precipitation processes reasonable for the
subgrid-scale variations in the precipitation climate.
2.4 Scenarios
In general, a scenario is a plausible description or an alternative image of how the future
might unfold. Climate scenarios are plausible representations of the future that are
consistent with assumptions about future emissions of greenhouse gases (GHG) and other
pollutants, and with the current understanding of the effect of increased atmospheric
concentrations of these gases on the global climate. The development of scenarios for a
period of 100 years is a relatively new field. Difficulties in scenario construction arise not
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only from large scientific uncertainties and data inadequacies, but also because people are
not trained to think in such time spans. By 2100 the world will have changed in ways that
are difficult to imagine – as difficult as it would have been at the end of the 19th century to
imagine the changes during the 100 years since.
The term scenario must strictly be distinguished from the terms prediction or forecast. A
scenario represents a consistent evolution of the climate system into the future, but without
an attached probability. In a climate scenario, only the physical relations are consistent but
there are no known values driving the model and thus the uncertainties are multifold.
2.4.1 Scenarios for GCMs / RCMs
In order to simulate regional climate scenarios by climate models, GCMs are forced with
GHG concentrations. In this procedure, the GHG concentrations were calculated from
emission scenarios by using bio-geochemical cycle and chemistry models. Accordingly, an
RCM scenario is simulated by driving the RCM at its lateral boundaries with a GCM that
was forced with an emission scenario. RCM scenarios are typically simulated for the time
slice of 2071-2100.
A widely used set of emission scenarios is the SRES group (Special Report on Emission
Scenarios; Nakicenovic et al., 2002), which was commissioned by the IPCC. The SRES
emission scenarios are based on four different narrative (qualitative) storylines (Fig. 2.5).
Each storyline consistently describes the relationships and evolution between the driving
forces (e.g. demographic, social, economic, technological and environmental
developments) responsible for the GHG emission, and adds the context for the scenario
quantification. The labelling of the storylines have been kept simple: A1, A2, B1 and B2,
so as to avoid any particular order among the storylines. For each storyline several
different scenarios were developed (40 in total) using six different modelling approaches to
examine the range of outcomes arising from a range of models that use similar
assumptions about driving forces. Thus, the set of SRES emission scenarios consists of six
scenario groups drawn from the four families: one group each in A2, B1, B2, and three
groups within the A1 family, featuring alternative developments of energy technologies:
A1FI (fossil fuel intensive), A1B (balanced), and A1T (predominantly non-fossil fuel).
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Fig. 2.5: Schematic illustration of main characteristics of the four SRES scenario storylines and
scenario families (Source: Nakicenovic et al., 2002; modified).
Each scenario represents a specific quantitative interpretation of one of the four storylines.
All scenarios that are based on the same storyline constitute a scenario “family”, and all
scenarios together encompass the current range of uncertainties of future GHG emissions.
Within each family and group of scenarios, some share "harmonized" assumptions on
global population, gross world product, and final energy. These are marked as "HS" for
harmonized scenarios. The other scenarios (OS) denotes scenarios that explore
uncertainties in driving forces beyond those of the harmonized scenarios (see Fig. 2.5).
None of the SRES scenarios represents an estimate of a central tendency and there is no
single most likely, “central”, or “best-guess” scenario. Probabilities or likelihood are not
assigned to individual SRES scenarios and the possibility that any single emissions path
will occur as described in the scenarios is highly uncertain. The scenarios cover a wide
range of, but not all, possible futures. In particular, potential "surprises" are not considered
and there are also no "disaster" scenarios.
An overview of the different modelled SRES scenarios of emission concentrations and the
simulated changes in temperature and sea level rise is given by Figure 2.6.
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Fig. 2.6: Global climate scenarios for the 21st century (Source: IPCC, 2001).
2.4.2 Uncertainties of climate scenarios in general
With the forcing of a GCM by an emission scenario, a new dimension of uncertainty is
added to the model results. The scenario uncertainties arise mainly from the uncertain
nature of the emissions paths (Morita and Robinson, 2001), the uncertainties in converting
emissions to GHG concentrations, the uncertainties in converting concentrations to
radiative forcing, the uncertainties in modelling the climate response to a given forcing
and, if applied to impact studies, the uncertainties in converting model response into inputs
for impact studies (Fig. 2.7).
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Fig. 2.7: Cascade of uncertainties (Source: Mearns et al. 2003)
A conclusion of PRUDENCE was that there is significant uncertainty in most details of
climate change, e.g., the magnitude of warming, which season will warm most, and where
significant changes in extreme precipitation will occur. However, although the level of
uncertainty is high, it must be stressed that if any of the SRES emission scenarios come
into effect in a way similar to one of the described, this will have substantial socio-
economic implications.
To assess the uncertainties in climate scenarios, typically many plausible climate scenarios
are combined in the form of multi-model ensembles.
2.4.3 Uncertainties of climate scenarios in the Alps
Since mountain regions are in general difficult ground for regional climate modelling, the
uncertainties are accordingly higher for scenario simulations. So far, there exist only very
few and recent studies that include explicitly an assessment of scenario uncertainties for
the Alpine regions, e.g. Frei et al. (2006) for precipitation. However, estimates have been
made for temperature and precipitation for northern and southern Switzerland by Frei
(2004), based on PRUDENCE data (Fig. 2.8).
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Fig. 2.8: Probabilistic scenarios for temperature (top-level) and precipitation (bottom-level) for
northern (left) and southern (right) Switzerland. Vertical bars denote the 95% confidence
band of the temperature and precipitation change at some time in future compared to
present (1961-1990) climate (source: Frei, 2004).
According to Fig. 2.8, the changes as well as the uncertainties vary with the seasons and
increase with time. Until 2050, a temperature increase in northern Switzerland in summer
is estimated within 0.9 to 3.4 °C, and in winter within 1.4 to 4.7°C. There is no significant
difference between north and south Switzerland. For precipitation, until 2050 an increase
within 0 to 20% in winter is estimated, and a decrease in summer within 7 to 30 %, again
with similar quantities in summer.
2.5 Application of RCM results for impact modelling
Only over the past few years has the use of RCM results for impact modelling gained
increased attention in various scientific disciplines. Several attempts have been undertaken
to benefit from the advances in regional climate modelling. The first and most numerous
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studies have been conducted in the field of agriculture (e.g. Mearns et al., 1997, 1999,
2000, 2001a; Guereña et al., 2001) and hydrology (e.g. Bergström et al., 2001; Arnell et
al., 2003; van der Linden and Christensen, 2003; Wood et al., 2004; Kleinn et al., 2005;
Kotlarski et al., 2005). For permafrost, only very few and very recent studies exist on the
use of RCM output (e.g. Christensen and Kuhry, 2000; Nan et al., 2005; Stendel et al.,
2006). However, these studies included only Arctic lowland permafrost and thus, there is
no topographic influence to be considered. Several studies exist for Arctic lowland
permafrost, in which GCM output has been applied (e.g., Anisimov and Nelson,
1996,1997; Anisimov et al., 1997; Nelson et al., 2002; Stendel and Christensen, 2002;
Lawrence and Slater, 2005). Since the distribution and occurrence of Arctic lowland
permafrost is large in scale, the use of GCM output is appropriate. Furthermore, there has
been some work done in glacier studies where GCM information was used (e.g., Reichert
et al., 2001; van de Wal and Wild, 2001; Cook et al. 2003; Schneeberger et al., 2003).
Each region, each impact process and each specific context of an application and its aims
has its specific needs of climate information regarding spatial and temporal resolution and
its associated accuracy. As a consequence, in each of the studies mentioned above
individual techniques and approaches with different levels of sophistication have been
applied. General recommendations for the use of RCM results for impact models have
been formulated by Mearns et al. (2003). However, until present, universally applicable
solutions are not available and probably will not be in the foreseeable future (Synthesis
Report of ENSEMBLES Workshop, Evora, 2005).
As mentioned above, the challenge of applying RCM results to an impact model varies for
each study. However, there are some tasks and topics that must be considered by most
impact modellers aiming at applying RCM output. This includes primarily dealing with the
spatial and temporal scales which influence the exact partitioning of the different processes
and their associated uncertainties, but also the technical handling [see Paper 1].
2.5.1 Technical issues
Model concepts and data formats (Interoperability)
Many impact models are based on model concepts and data formats that diverge from
those used by climate modellers. A good example are GIS models that are often used for
impact modelling. A GIS is primarily a specialized tool for managing spatial data within a
coordinate reference system. GIS is not really a tool for managing temporal process data
(Wilhelmi and Brunskill, 2003). Furthermore, only since very recently have first interfaces
been available to convert NetCDF (Network Common Data Format; a very common data
format in the climate modelling community; see below) to an ESRI (very widely used GIS-
software products) point shapefile, and this is thanks to the GIS Initiative at the NCAR
(Wilhelmi and Betancourt, 2005). It is planned by ESRI that the next version of ArcGIS
(Version 9.2; planned for end of 2006) will be able to read NetCDF.
However, for models other than the GIS, the technical handling and conceptual
understanding of the NetCDF data concept is essential if the RCM output is to be applied
to impact models. Therefore, a short introduction is given in the following.
NetCDF is  a  data interchange format developed by Unidata
(www.unidata.ucar.edu/software/netcdf/index.html) for data transfers between Unidata
applications. The concept is implemented as a library of computer ‘functions’ that can be
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assembled by a user to access or create NetCDF files. The files are self-describing,
machine-independent data sets that can be interchanged readily between users without the
need for supplementary materials. The files can contain data of different types, multiple
variables and ancillary data or descriptive text. NetCDF data can be manipulated and
d i s p l a y e d  b y  s e v e r a l  s o f t w a r e  p a c k a g e s
(www.unidata .ucar .edu/software/netcdf/software.html) ,  whereby NCO
(http://nco.sourceforge.net) and Ferret (http://ferret.wrc.noaa.gov/Ferret/) are possibly
worthy of note.
The exponential growth of climate model output data, as model resolution and integration
times have increased, has led to the development of various distribution technologies
(McGuffie and Henderson-Sellers, 2005). Instead of modellers transferring data from one
machine to another, the NetCDF libraries have been extended recently to function in a
distributed manner. Originally designed to deal primarily with oceanographic data, the
OPeENDAP/DODS data access protocol simplifies data distribution and is a protocol for
requesting and transporting data across the Internet, based on the client-server model
(www.opendap.org). OPeENDAP/DODS is a community-driven project and is based on
the idea that the data sets are often best distributed by their creators. Data are distributed
without regard to local storage format. Anyone with a digital data archive can configure
their archive as an OPeENDAP/DODS server and make it available to clients in the
scientific community. Data can be accessed at remote locations and these remote data
analysis and visualization systems can be modified to be OPeENDAP/DODS clients,
retrieving data at the application level, instead of requiring the user to collect and store
copies of the entire data set.
All of the recently completed (PRUDENCE) and ongoing (ENSEMBLES; NARCCAP)
projects that produce RCM output make use of NetCDF data and are organized using
OPeENDAP/DODS. To establish agreements on and development of standard protocols
for transferring and applying climate model information for impact assessment was one of
the key objectives of PRUDENCE.
Rotated grids
For most climate impacts, the geographic location on earth is as important as the
phenomenon itself, and metadata about the coordinate reference system is particularly
important. In order to avoid numerical problems at the poles of the earth, RCMs are
usually calculated on rotated grids where the pole is always located outside the LAM. In
this way, the reference point is the intersection between the equator and the zero meridian,
in the centre of the RCM. In order to use RCM output for impact studies, the rotated grid
must be re-rotated and projected to the impact modellers’s needs.
2.5.2 Handling of uncertainties
A major challenge to be faced when applying RCM results to impact models is the
handling of the uncertainties of the RCMs, discussed in the previous section. In this
context, the relative significance of the uncertainty of a variable depends on the specific
processes to be investigated and on the study region. The main process that determines
permafrost occurrence is the energy balance. The RCM uncertainties related to mountain
permafrost are discussed in detail in [Paper 1] and [Paper 2]. In order to overcome these
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uncertainties, two approaches (termed ‘delta’ and ‘bias’) are introduced in [Paper 1] and





3.1 Definition, occurrence and practical relevance related to permafrost
Permafrost is a thermal state and defined as lithospheric material that remains at
temperatures below 0 °C for at least one year (Washburn, 1979). According to this
definition, the occurrence of permafrost does not necessarily require the existence of ice.
The occurrence of permafrost is determined primarily by the regional climatic and the site-
specific surface and subsurface properties. Worldwide, there are currently about 25*106
km2 of frozen ground in existence (Zhang et al., 2003). These areas are located mainly at
high latitudes (e.g. French, 1996; Smith and Riseborough, 1996, 2002) and/or at high
altitudes (e.g. Haeberli, 1975; Cheng et al., 1983; Barsch, 1992; Cheng and Dramis, 1992).
The presence of permafrost is often accompagned by impressive landforms such as pingos
or palsas (e.g. Sepäläa, 1986; Mackay, 1998), and on high-mountain slopes, by rock
glaciers, for example (e.g. Barsch, 1971, 1992; Haeberli, 2000; Frauenfelder, 2004). In
Switzerland, about 5 % of the land surface is characterized by mountain permafrost (Keller
et al., 1998). In the Swiss Alps, permafrost bodies reach depths of a few decameters in
debris (Vonder Mühll and Haeberli, 1990) and up to more than 1 km in the bedrock of the
highest summits (Lüthi, 2000). The location of the lower boundary of the permafrost body
(permafrost base) is a function of the MAGST and the geothermal heat flux (Fig. 3.1). Its
position varies over very long time periods only, depending on the permafrost thickness
and the ice content. The upper boundary of the permafrost body (permafrost table) is
subject to the seasonal cycle of the ground surface temperature, which can thaw the
uppermost layer (active layer) during the summer season.
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Fig. 3.1: Schematic view of the ground thermal regime (modified after J. Nötzli).
The present state of permafrost occurrence (as well as its future development) is influenced
by former climatic conditions. Permafrost is a thermal system having a slow response to
climatic changes. The response time of permafrost depends on the thermal conductivity,
the ice content and the thickness of the frozen ground (Osterkamp, 1983; Nelson, 2003).
Even relatively warm and thin discontinuous mountain permafrost has a response time
which is typically measured in decades to centuries (Haeberli, 1990). In fact, the thickness
and some marginal occurrences of alpine permafrost most probably still reflect maximum
Holocene cooling during the Little Ice Age, which culminated in the 19th century.
Temperature profiles observed in boreholes (Vonder Mühll et al., 1998; Isaksen et al.,
2000; Isaksen et al., 2001; Harris et al., 2003) prove permafrost thicknesses in excess of
values expected from present-day mean annual ground temperature (MAGT).
The practical relevance of changes in the ground thermal regime with current permafrost
conditions is related mainly to stabilization issues (Kääb et al., 2005). The thawing of
mountain permafrost can lead to destabilization of engineered infrastructure (Haeberli,
1992; Nelson et al., 2001) as well as to destabilization of debris slopes (Zimmermann and
Haeberli, 1992; Zimmermann et al., 1997; Harris et al., 2001) and rockwalls (Dramis et al.,
1995; Haeberli et al., 1997; Davies et al., 2001; Noetzli et al., 2003; Gruber et al., 2004).
Due to the projected climate scenarios, major landslides caused by thawing of mountain
permafrost cannot be excluded.
3.2 The thermal boundary conditions of mountain permafrost
In general, the thermal boundary conditions of the uppermost layers of the lithosphere are
determined by the atmospheric energy fluxes and the heat flow from the earth’s interior
(Williams and Smith, 1989). The geothermal heat flux is relatively low and quite constant
in space and time. In the context of permafrost, its variations caused by mountain
topography can be neglected. As a consequence, the ground thermal regime and in
particular its potential changes are determined mainly by the atmospheric net heat
exchange at the surface, which is controlled by the local topography, by the surface and
subsurface conditions and by the ground properties (Williams and Smith, 1989).
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3.3 The energy balance at the surface
The surface energy balance Equation (1) describes the energy exchange of heat and
moisture between the atmosphere and the ground surface. According to the conservation
principle, the sum of all fluxes must be balanced for any time scale and every location.
€ 
Q*+QH +QLE +QG +QM = 0 (1)
where Q* (net radiation) = K↓ + K↑ + L↓ + L↑ and where K↓ = incoming short-wave
radiation, K↑ = reflected short-wave radiation, L↓ = incoming long-wave radiation and L↑
= outgoing long-wave radiation, QH = sensible heat flux, QLE = latent heat flux, QG =
ground heat flux and QM = latent heat of fusion
From Equation (1) it is evident that solar radiation is the most important energy source of
the surface (if geothermal heat is neglected; see above). Therefore, the surface temperature
at a specific location depends significantly on the amount of incoming short-wave
radiation, which varies on an annual cycle with latitude and topography. Furthermore, the
partitioning of the energy balance components also varies significantly due to site-specific
factors. In the following, the most important components of the energy balance are
distinguished and discussed briefly for three situations in the increasing order of
complexity.
3.3.1 Flat horizontal surface (without surface cover)
Assuming a flat horizontal surface without a surface cover, the term QM can be neglected
due to the absence of a surface cover (snow). Here, the main climatic factors affecting K↓
are the latitude, the time of year and the weather conditions (cloudiness). L↓ is influenced
largely by cloud conditions and atmospheric humidity. QH is sensitive to wind speed,
temperature gradient and soil moisture, and QLE to vapour concentration gradient. The
main site-specific surface factors are (i) the albedo, which significantly influences K↑ and
dominates Q*, (ii) the infrared emissivity, which influences L↑, (however, it is less
variable than the albedo), and (iii) the thermal conductivity of the ground, which depends
on moisture and porosity (soil, air and water content) and affects QH, QLE and QG.
3.3.2 Complex topographical surface (without surface cover)
In addition to the factors mentioned above, in complex topography the amount of short-
wave radiation reaching the ground is influenced to a significant extent by the slope angle
and aspect. Furthermore, topography generates and modifies airflow (Oke, 1987). Though
they are important, these topographical effects of airflow are not discussed further here.
In general, the total K↓ received at the surface is,
€ 
K↓= S + D (2)
where, S = direct-beam short-wave radiation, D = diffuse short-wave radiation.
Only S is dependent upon the angle at which it strikes the receiving surface.
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The relationship between the slope angle and S can be derived from the cosinus law of
illumination and be written as
S^ = Si cos Θ^ (3)
where, S^= the radiant flux density incident on the slope surface, Si = the radiant flux
density perpendicular to the incident beam (i.e., on the imaginary surface CD), and Θ^ =
the angle between the direct beam and a normal to the slope surface (Fig. 3.2)
Fig. 3.2: (a) Diagrammatic representation of the angle Θ^ between the surface and the incident
direct-beam short-wave radiation, S^. (b) The form of the cosinus law of illumiation
(Source: Oke, 1987).
Due to the Equation (3) and Fig. 3.2b, the direct-beam solar input value is almost
uniformly high for angles of Θ^ less than 30°, but above this it drops at an increasing rate.
The aspect is an important variable in determining the total amount of potential energy
income. In the northern hemisphere, south-facing slopes receive substantially more direct
beam solar input than north-facing slopes and vice versa on the southern hemisphere (e.g.
Oke, 1987). Fig. 3.3 gives an example of the total daily direct-beam solar radiation S^
incident upon slopes of differing angles and aspects at latitude 45°N at the times of the
equinoxes. Marked differences can be seen for slopes and different aspect. It is notable that
the maximum load would be on a south 45° slope (Θ^ = 0°), whereas no direct-beam
reaches north-facing slopes with an angle greater than 45°.
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Fig: 3.3: Total daily direct-beam solar radiation incident upon slopes of differing angles and
aspects at latitude 45°N at the time of the equinoxes (Source: Oke, 1987).
Furthermore, in complex high-mountain topography, the ground surface temperature can
be influenced additionally by 3D effects, where the conducting ground energy flux is
received from opposing slopes (e.g., Nötzli et al., subm.) [Paper 3].
3.3.3 Surface with buffer layer between the ground surface and the atmosphere
In high-mountain areas, the most common and important buffer layers are snow (seasonal),
ice (perenniel) and different classes of rock material. Each of these buffer layers can occur
separately or in a combination. As discussed in the following, they significantly influence
the surface energy balance and thus the ground thermal regime.
For snow cover, one of the most important characteristics is its high albedo and thus its
influence on K↓ - K↑. In addition, the surface energy balance is influenced by Qm, by the
emissivity (snow has a higher emissivity than bare ground) and the roughness length.
Snow cover also complicates the surface energy balance since it allows penetration of
short-wave radiation, in general with exponential attenuation with depth up to about 1 m
(see Oke, 1987). The general attenuation is, however, disturbed by the snow pack internal
water movements and phase changes. The seasonal snow cover is one of the primary
factors influencing the ground thermal regime, in particular in regions where the MAGT is
generally close to 0°C (Keller and Gubler, 1993; Zhang et al., 2001; Stieglitz et al., 2003).
Since heat exchange takes place at the snow surface rather than at the ground surface, the
range of annual ground surface variation is reduced and ground temperatures are higher in
winter as well as on an annual basis (Williams and Smith, 1989).
The influence of a seasonal snow pack on the ground thermal regime and thus on the
occurrences of permafrost may be summarized as follow: The low thermal conductivity of
snow makes it a good insulator (Zhang et al., 1996; Zhang et al., 2001; Ling and Zhang,
2004, Zhang, 2005). An early establishment of a deep winter snow cover enhances the
insulation impact and thus restricts heat loss from the ground over the entire cold season.
In contrast, a thin autumn snow cover effectively conducts heat out of the ground. In
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spring, a long-lasting snow cover prevents the ground from heating up and enhanced
surface cooling is indicated due to the consumption of latent heat of snowmelt (Zhang et
al., 2001). In general, the timing of snow cover onset has less influence on the solar
radiation balance than the end of it, since the solar elevation is lower at that time of the
year (Zhang et al., 2001). This is, however, more important in high latitudes and in regions
where no or only low topography is present. In high-mountain areas, the complex
topography can locally relativise the solar elevation effect. Furthermore, the duration and
thickness of the snow cover distribution depends also on redistribution by wind (direction
and speed) and in high-mountain environments additionally by the steep slope angles of
the topography, as a local factor of snow redistribution for avalanches.
A surface cover layer of perenniel ice affects the surface energy balance in a similar way
as snow. From a temporal point of view, the most important impact of an ice cover on the
ground thermal regime are probably the large changes in the albedo, and the missing
uptake of summer heating due to icemelt. The current rapid retreat of glacier cover as a
response to climate change (Paul et al., 2004) will alter the thermal regime of the new ice-
free ground in short-term stretches (Haeberli et al., 1997; Wegmann et al., 1998).
The type and size of rock material lying on the ground has significant effects on the ground
thermal regime. Effects of such buffer layers on the surface energy balance are indicated
by different roughness lengths, emissivity and albedo. Furthermore, significant differences
in the thermal regimes of slopes are found between layers of coarse blocky material and
fine-grained soil (Harris and Pedersen, 1998, Gorbunov et al., 2004). In coarse blocky
material, the influence of complex non-conductive heat transfer processes (Goering and
Kumar, 1996; Wakonigg, 1996; Humlum, 1998; Hoelzle et al., 1999; Hanson and Hoelzle,
2004, 2005), convection both within the matrix (vertical and horizontal) and across the
surface boundary (vertical), and ice formation between the blocky material can lead to
colder MAGT than in fine material under the same climatic and topographical conditions
(Harris and Pedersen, 1998, Sawada et al., 2003). As a consequence, permafrost may even
form under a positive MAAT and MAGST in the presence of such a surface cover
(Gorbunov et al., 2004), and in alpine environments the lower limit of discontinuous
permafrost is often found along areas with very coarse-grained or blocky surface cover.
The physical processes that lead to thermal differences between MAGT and MAGST are
termed ‘thermal offset’ (Goodrich, 1982), an object of ongoing research (Hanson and
Hoelzle, 2004; Delaloye and Lambiel, 2005). In addition, the processes within the blocky
layers are complicated by a seasonal snow cover and steep slope angles (Hoelzle et al.,
1999; Mittaz et al., 2002) as discussed above.
Organic layers such as peat or grass are also important for the ground thermal regime in
particular due to the albedo and moisture supply. However, organic layers are much more
common in high latitudes than in the high altitudes of lower latitudes. For this reason, these
influences are not further discussed here.
3.4 The subsurface ground thermal regime
The propagation of the ground surface temperature into the ground depends on the ground
thermal properties for heat transfer (Williams and Smith, 1998).
€ 
QG = −k(ΔT /Δz) (4)
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From Equation (4) it is evident that the rate of the specific heat transfer is a function of the
thermal conductivity k [Wm-1K-1]. The thermal change in the medium depends, in the end,
on the volumetric heat capacity C [Jm-3 K-1]. The thermal diffusivity κ is defined with the











This is only a very brief summary of the heat transfer processes into the ground and of
course it does not cover the complexity of the thermal flow in the ground. The natural
variability of the ground thermal properties (thermal conductivity, heat capacity, thermal
diffusivity), are important factors to account for. Furthermore, in order to assess current
subsurface ground temperatures, the non-stationary conditions mentioned in Section 3.1,
due to the slow temporal response of permafrost, must be considered, as well as 3D effects
of the mountain topography (Gruber et al., 2004b; Noetzli et al., subm. [Paper 3]).
However, atmospheric changes affect only the ground surface in a direct manner via the
energy balance at the surface, and thus the properties of the ground thermal regime and the
propagation of the thermal flow in the ground can in principle be analysed without further
reference to climate. Therefore, the heat transfer processes are not further discussed here,
since the focus of this thesis is mainly on changes in the energy balance at the surface,
caused by changes in the atmosphere.
3.5 Progress and current state of mountain permafrost models
A first empirical model to assess the occurrence of mountain permafrost was developed by
Haeberli (1975). The so-called ‘rules of thumb’ are based on proxies such as measured
Bottom Temperature of Snowpack (BTS; Haeberli, 1973), temperature measurements
within the active layer and applications of geophysical methods (e.g. Hauck, 2001; Vonder
Mühll et al., 2001). They enable the assessment of probabilities for permafrost occurrence
as a function of topographical parameters, i.e., elevation, aspect and slope, which primarily
influence the energy balance and its modification by snow and its redistribution through
snowdrift and avalanching. Keller (1992) implemented these ‘rules of thumb’ in a GIS-
based program code, called PERMAKART.
These developments were extended towards empirical-statistical models first introduced
by Hoelzle (1996) with the GIS-based model PERMAMAP. Hoelzle (1996) used statistical
relations between potential direct solar radiation and mean annual air temperature
(MAAT). Similar GIS approaches as the two mentioned, followed for application to
various mountain regions, for example, by Delaloye and Morand (1998), King and Kalisch
(1998), Li et al. (1998), Etzelmüller et al. (1998, 2001b), Frauenfelder et al. (1998), Jensen
(1999) and Lewkowicz and Ednie (2004).
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In a next generation, process-oriented models with a focus on a detailed understanding of
the energy fluxes between the atmosphere and the permafrost began to be developed.
Mittaz (2002) and Mittaz et al. (2002) have taken a first step in this direction with the
model PERMEBAL. Gruber (2005) has continued and extended this research with the
model TEBAL. They explicitly parameterize the energy balance at the surface and require
a correspondingly large amount of measured or computed data.
The spatial scale required to operate the models mentioned above must decrease from
empirical to process-based model types. Etzelmüller et al. (2001a) and Hoelzle et al.
(2001) have proposed distinguishing three spatial scales for empirical-statistical mountain
permafrost modelling: (i) micro-scale < 25 m, (ii) meso-scale 25 m to 250 m and (iii)
macro-scale > 250 m. In topographically complex mountain areas, only micro- and meso-
scales are appropriate (Etzelmüller et al. 2001b) and macro-scale should only be used for
overview maps. For process-based models, only the micro-scale is appropriate since they
need to solve the local surface characteristics, which vary usually within very short
distances in complex mountain topography.
Empirical and empirical-statistical models are able to simulate only approximate
probability classes for the existence of permafrost. They neglect, for example, the
influence of different surface covers. They assume steady-state conditions and are
calibrated to a specific region and its current climatic conditions. Therefore, they are not
well suited for extrapolation in time and space (Hoelzle et al., 2001). Nevertheless, if a
model for a region is calibrated and available, it is easy to apply, has a limited need of
input variables and thus can provide an overview of the probable permafrost occurrence for
a greater region such as the Alps within a reasonable time. In this manner, Alpine
permafrost distribution maps for Switzerland have been produced (Keller et al., 1998;
Krummenacher et al., 2005).
The advantage of process-based energy balance models is their ability to be extrapolated in
a spatial-temporal way and to describe model internal feedback mechanisms. Therefore,
they are suited for simulations of the impact of changes in the atmospheric conditions
based on climate models. Their potential is large, since they allow for computing ground
surface temperature and the propagation of thermal fluxes in the ground. However, more
effort is needed to develop and validate such models. This includes mainly measurements
at high-mountain sites (which are usually not easy accessible) such as the energy fluxes
(Mittaz, 2002), ground surface temperatures (Hoelzle et al., 2003; Gruber, 2004b) and
borehole temperatures (Vonder Mühll et al., 1998). Furthermore, parametrisation schemes
for many variables must be applied and relatively advanced computing resources are
required. The development of process-based energy balance models in complex
topography is subject to ongoing research.
3.6 Modelling permafrost scenarios
The common approach used so far for permafrost scenario modelling is the application of
incremental scenarios. They describe techniques in which particular climatic (or related)
elements are changed incrementally by plausible though arbitrary amounts (e.g. +1, +2, +3
°C change in air temperature or +/- 10, 20, 30 % change in precipitation) (IPCC, 1994).
Such scenario approaches have, for example, been used by Hoelzle and Haeberli (1995),
Stocker-Mittaz et al. (2002) or Zemp et al. (2006). Incremental scenarios provide
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information on an ordered range of climate change and can readily be applied in a
consistent and replicable way in different studies and regions. However, such scenarios do
not necessarily present a realistic set of changes that is physically plausible. They actually
simulate sensitivities and not scenarios in an intrinsic sense. Thus, incremental ‘scenarios’
should be adopted and intended as system sensitivity studies, prior to the application of





Summary of Research Papers
Paper 1
Salzmann, N., Frei, C., Vidale, P.L., Hoelzle, M., 2006. The application of Regional
Climate Model output for the simulation of high-mountain permafrost scenarios.
Global and Planetary Change. doi: 10.1016/j.gloplacha.2006.07.006.
The study investigates the possibilities and limitations of the application of RCM output
for local high-mountain permafrost scenario simulations. Two possible application
strategies (termed as delta and bias approach) are introduced and discussed. Both
approaches take into account the special challenges that arise in topographical complex
high-mountain environments. Intended as an initial example rather than to make an
assessment of the potential future changes in the permafrost occurrence, the two
approaches are applied to the energy balance model TEBAL for the Corvatsch region
(Upper Engadine, Switzerland) by considering the following variables from the CHRM
RCM; temperature, precipitation, global radiation, air pressure, vapour pressure and wind
speed. In doing this, three different CHRM RCM experiments were used, each driven with
different boundary conditions; these are: CTRL and SCEN run and reanalysis (ERA-40).
The observed meteorological data (OBS) from the Corvatsch location were used as site-
specific references and in this manner used to evaluate the performance of the CHRM
simulation at the Corvatsch site, as the basis for the daily scenario time series for the delta
approach, and to determine the ‘best’ grid box for the location of interest.
In the study, the most important challenges associated with the application of RCM output
to an impact model in complex high-mountain topography were identified and include:
• the spatial scale mismatch between the two model types (RCM 50 km, alpine
permafrost model 25 m);
• the low vertical resolution of an RCM that cannot represent high mountains
adequately;
• the horizontal shifts of precipitation pattern (at grid boxes scale) that are observed
along mountain ranges;
• the high spatial variability of the climate variables;
• the reduced availability of observation data in remote mountain areas; and
• the question of what a grid point of an RCM (scenario) effectively represents,
particularly in mountain regions.
The attempt is made to overcome these challenges by applying the delta and the bias
approach. The delta approach obtains a scenario time series by adjusting the local baseline
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observation by the difference (for variables like temperature) or the ratio (for variables like
precipitation) between the SCEN and the CTRL time slice. The bias approach uses the
debiased daily time series output of the SCEN simulation. Of the two approaches, the delta
approach is the simpler and faster one; however, it only includes a quantitative change
(e.g., increase in temperature) but not a qualitative one (e.g., increase in variability) as the
bias approach does.
The main findings, conclusions and recommendations of the study are as follows:
• A direct use of RCM output is not recommended, particularly in complex high-
mountain regions where the output of an RCM generally contains more
uncertainties than over landscapes with low spatial variability. Furthermore, a lapse
rate correction alone does not reduce the overall model bias.
• The grid box which represents best the climate condition at the location of interest,
is not necessarily the grid box at which the site of interest is situated in terms of
latitude and longitude.
• The choice must be made between using the average of the surrounding grid boxes
or only the grid box that fits best with the climatology of the specific site. The
decision depends on the applied approach and also on the specific application and
sensitivities of the considered processes. The determination of a ‘best’ grid box is
more important for the bias than for the delta approach. For the delta approach, the
average approach can be considered appropriate and is may be even more robust
than the use of one single grid box. For the bias approach, such a ‘grid box average
approach’ is not suitable, since simulated regional extremes, probably represented
by only one grid box, would be cut when averaging several grid boxes.
• In this study the delta approach did not show a high sensitivity regarding the
number of grid boxes (one ‘best’ or average) included.
• The delta and the bias approach must be adapted for different climate variables.
• The application of several different skill measures is indicated to measure the
performance of model output and to determine the ‘best’ grid box.
• Since a CHRM model year consists of only 360 days, but the TEBAL model
requires ‘real’ years, the missing days must be added by interpolation technique.
• The additional benefit of the extra effort for a ‘new’ and more complex ratio bias
should be evaluated first by sensitivity studies of the TEBAL model and the natural
system it represents.
• A limitation of the proposed procedures is imposed by the fact that for many
remote mountain areas, observational data at the required spatial and temporal
resolution are lacking and/or difficult to obtain.
• Despite the many uncertainties associated with RCM output, the study showed that
the application of RCM results offers new and promising perspectives for the
simulation of high-mountain permafrost scenarios.
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Paper 2
Salzmann, N., Nötzli, J., Hauck, C., Gruber, S., Hoelzle, M., Haeberli, W., (in press).
Ground-surface temperature scenarios for complex high-mountain topographies
based on Regional Climate Model results. Journal of Geophysical Research – Earth
Surface.
This study investigates the impact of climate change scenarios on the local scale ground-
surface temperature (GST), which determines an important part of the ground thermal
regime. Possible ranges of changes in the GST (ΔGST) are assessed for steep rockwalls,
which exclude a seasonal snow cover and/or strongly heterogeneous surface layers – two
factors that significantly modify the GST. In order to account for the uncertainties
associated with RCM output, a set of 12 different scenario climate time series (including
ten RCM-based scenarios from three different RCMs driven with the same GCM as forced
by two different SRES emission scenarios and two incremental scenarios) was applied to
the energy balance model TEBAL using two different approaches (delta and bias) to
simulate the average ΔGST for 36 different topographical situations (including three
elevation levels (2500, 3500, 4500 m a.s.l.), three aspect slopes (N, E/W, S) and four slope
angles (50°, 60°, 70°, 80°)).
The results and conclusion of this study can be summarised as follows:
• The variability of the simulated ΔGST is quite high, on average about 3.5 °C in this
study, and mainly related to the emission scenario, the RCM and the approach used
to apply the RCM results to the TEBAL model.
• The relative distribution of the individually simulated ΔGST points within the
calculated variability ranges is relatively constant throughout all topographic
situations.
• In terms of topography, aspect is more important than slope and elevation, to be
explained mainly by the fact that the aspect significantly modifies the amount of
solar radiation received at the surface.
• N-facing slopes compared to the S-facing slopes showed a higher sensitivity (with
a difference of about 1°C) to the applied climate scenarios in this study, and the
uncertainties and variability were higher for S-facing slopes. These results are
probably caused by the different solar radiation received at the surface of N- and S-
facing slopes.
• Assuming that a higher sensitivity of N-facing slopes is valid for the entire Swiss
Alps, the observed differences in rockwall GST would decrease under the future
scenario climate condition as the GST at N-facing slopes would increase to a
greater amount than at S-facing slopes. Such aspect-dependent warming of the
surface will affect the qualitative changes of the ground thermal regime [see Paper
3].
• The use of RCM-based scenarios instead of incremental scenarios for impact
studies is to be preferred particularly in complex mountain topography, when a
study aims at assessing the possible impact of climate change scenarios in an
intrinsic manner and not when studying sensitivities of a process or a model.
• Generally, the highest ΔGST is achieved by applying the A2, and the lowest by
applying the B2 emission scenario, in both cases independent of the RCM type.
• However, the choice of the approach used in combination with a potentially higher
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amount of received solar radiation (e.g., due to south slope) can result in a higher
ΔGST with the B2 than with the A2 emission scenario, although the same RCM is
used.
• If the variability is allowed to change between OBS and SCEN (bias approach), the
increase in ΔGST is reduced in our study.
• The use of multi-model approaches such as the inclusion of different emission
scenarios and GCMs/RCMs is required in order to assess possible ranges of future
ground surface temperature changes and in this way to cover a main part of the
uncertainty range associated with the models. The range of uncertainties in
complex topography can, however, be assessed only by using physically plausible
RCM-based scenarios, which take into account qualitative and quantitative changes
of different atmospheric variables.
• The influence of the topography on ΔGST is generally weaker than the influence of
the different emission scenarios, RCMs and matching approaches (delta/bias).
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Paper 3
Nötzli, J., Gruber, S., Kohl, T., Salzmann, N., Haeberli, W., (subm.). Three-dimensional
distribution and evolution of permafrost temperatures in idealized high-mountain
topography. Journal of Geophysical Research – Earth Surface.
This study concentrates on the strong lateral components of subsurface heat fluxes that
exist in complex mountain topography and profoundly influence the subsurface thermal
field. In order to investigate such 3-dimensional effects, numerical experimentation is
conducted using typical idealized test cases of high mountain topography, such as ridges,
peaks or spurs. As part of the experimentation, the results of surface energy balance model
simulations are applied to a 3-dimensional ground heat conduction scheme to
systematically investigate ground temperatures and permafrost occurrence under the
influence of high mountain topography. Furthermore, time-dependent RCM-based scenario
simulations were applied to calculate changes of the ground surface temperature.
The experiments of this study led to the following results and conclusions:
• The steady state temperature field below complex high-mountain topography is
controlled mainly by varying surface temperatures of different mountain sides and is
virtually untainted by the influence of the geothermal heat flux in the higher parts.
Isotherms are nearly vertical and a strong heat flux is directed from the warmer to the
colder side of a mountain.
• Permafrost may occur in the underground at locations where surface temperatures do
not indicate it even in steady state conditions. Thus, traditional 2D-maps do not provide
sufficient information to assess the permafrost distribution at depth in complex high-
mountain topography.
• Irregularities on the surface such as spurs may additionally modify the ground
temperatures and can induce local permafrost occurrence.
• Permafrost degradation in steep topography takes places from different sides affecting
both the permafrost table and the permafrost base. This leads to an increase in the pace
of permafrost degradation as compared to permafrost in flat terrain, where warming
typically penetrates vertically into the ground.
• Owing to the long time needed for a temperature signal to penetrate to greater depth,
permafrost can remain inside mountains over centuries. At locations where the surface
temperatures rise clearly above 0 °C, substantial permafrost occurrence can be found.
Time scales involved in permafrost degradation are in the order of millennia even
without the retarding effect of latent heat. The influence from past cold periods such as
the last ice age is likely to still be found in the interior of mountain peaks.
• With rising surface temperatures, heat fluxes strongly increase near the surface. On the
northern side of a ridge, a zone develops toward which heat flows from both sides and,
toward which unfrozen water migrates.
• In complex topography, permafrost occurrence must be assessed while taking into
account the 3-dimensional situation as well as transient effects requiring physics-based
models that simulate actual ground temperatures.
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Paper 4
Salzmann, N., Gruber, S. Hugentobler, M., Hoelzle, M., 2006. The influence of different
digital terrain models (DTMs) on alpine permafrost modeling. Journal of
Environmental Modeling and Assessment, DOI 10.1007/s1066-006-9065-3.
The distribution and change of ground surface temperatures (GST) and thus permafrost in
complex high mountain regions depends greatly on the topography. A digital terrain model
(DTM) is thus an important component for the simulation of current and future distributed
permafrost occurrence. This study investigates the influence of the DTM on the modeling
of the GST. For this purpose, the energy balance model PERMEBAL was run with six
different DTMs having 10 m spatial resolution. Five of the six DTMs are based on the
same base data, but were generated using different interpolators, the sixth DTM is
photogrammetrically derived. To ensure that only the topographical effect on the GST is
calculated, seasonal snow cover was neglected in this study and uniform ground conditions
were assumed for the whole test area.
The analyses were done by comparing the topographical parameters elevation, slope and
aspect of the different DTMs and by analyzing the modeled average GST using image
subtraction and a transect method.
The main results and conclusions can be summarized as follows:
• There are only marginal differences in elevation between the DTMs, which do not
significantly influence the resulting GST. The differences for slope and aspect are
greater, both in frequency variations and in pixel-to-pixel variation.
• The mean average GST over the entire test area varies within ±0.6 Kelvin [K] and
the patterns of the surface parameters elevation, slope and aspect are well reflected
in the pattern of the modeled average GST.
• The use of different interpolators for the generation of a DTM can result in
significant deviations of the model output. These deviations were mainly found at
topographical complex locations such as ridges and foot of slopes.
• The majority of the deviations between the different model outputs related to a
reference DTM, however, showed only slight differences of up to 1 K, and only a
few pixels deviated more than 1 K.
• South-facing slopes seem to be slightly more sensitive to topographical variations,
what can be explained by the higher amount and importance of solar radiation for
the energy balance of such slopes. The influence of the slope degree seems to play
a less dominant role than aspect [see also Paper 2].
• The average GSTs modeled with the photogrammetrically derived DTM differ
significantly from those modeled with the other DTMs.
• The use of a photogrammetrically derived DTM is mainly critical over snow-
covered areas.
• The uncertainties associated with the DTM must be taken into account as another
uncertainty factor for distributed modeling of mountain permafrost scenarios.
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CHAPTER 5
Conclusion and a Critical Review
The intention of the present thesis was to assess the potential of regional climate model
results for application to local high-mountain permafrost models. The specific conclusions
are given in the summaries of the published research articles (Chapter 4). The overall
conclusion can be summarised as follows:
• The potential of RCM results is high for applications to high-mountain permafrost
models and also to other cryopshere models in complex topography.
• The application of RCM results (driven with a GCM or reanalysis) is likely to bring
the mountain cryopshere (impact) modelling a crucial step forward in terms of
simulations for the present, the future and the past and for remote mountain regions
of the world.
• The performance of RCMs in relation to the relevant processes in complex high-
mountain cryopsheric systems, i.e., the energy balance, has not yet been
investigated in detail. For example, the local convection in mountain regions is a
significant factor that determines the effective received short-wave solar radiation
at the surface. However, local convection is a subscale process in current RCMs
and thus not simulated adequately.
• The application of RCM results to impact models requires knowledge-based
matching approaches, particularly in complex high-mountain areas. One must be
aware of:
o the uncertainties associated with RCM simulations,
o  the performance of an RCM by considering the specific region and the
spatial and temporal resolution of the processes focused on,
o the significance of a (coarse) grid point result of an RCM simulation,
o the information scenarios effectively provide.
• RCM-based scenarios allow for physically plausible scenario assessment of
changes in the ground thermal regime. Changes in the variability of climate
variables are likely to occur. However, such changes can only be accounted for by
RCM-based approaches, pherhaps in combination with weather generators.
• Although the uncertainties of current RCM scenario simulations are high, a
knowledge-based application of RCM-based scenarios brings benefits by providing
sound insights into changes in the high-mountain cryosphere relating to the
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application of the current knowledge and assumptions about the evolution of the
climate.
• Due to the many uncertainties, multi-model approaches are proposed for simulating
possible ranges of change, i.e., the results of different RCMs, driven with different
GCMs as forced by different emission scenarios, should be applied.
• Incremental scenarios might be used only prior to RCM-based scenario application
in order to assess sensitivities, but not in the sense of a scenario in an intrinsic
manner.
• Empirical and empirical-statistical impact models, which are calibrated for a
specific region and the current climate condition, fall short of dealing adequately
with RCM-based scenarios, i.e., with changed qualitative and quantitative climate
conditions. Due to such changes, earth systems may change in a way that is not
expected based on empirical knowledge. As a consequence, for climate impact
studies only physically based impact models are appropriate and empirical models
should be used only prior to sensitivity studies. However, it is important to note,
that so-called physically based models also treat many processes using
parametrisation schemes and thus are often far from being fully physically based.
• In topographical complex environments, possible changes in global radiation must
be included in climate change impact analysis. As a consequence, the use of RCM-
based scenarios is particularly indicated in complex mountain topography, although
associated with special challenges. However, one must be aware that cloud
convection, which modifies the received solar radiation at the ground surface, is
one of the most critical subgrid processes not yet simulated adequately in RCMs.
• The model and data concept of GIS and thus GIS-based impact models are
currently not appropriate for RCM-based impact application in the way as used in
this thesis. The technical as well as the conceptual interoperability is not given,
e.g., GIS are not (yet) able to read the data format used by climate models and GIS
are not optimised to account for the temporal evolution of processes.
• The potential of RCM results is not yet recognized by an important part of the
mountain cryosphere community.
• The effort required by an impact modeller to prepare RCM simulation results for
application to an impact model is considerable. A constructive cooperation between
the scientific disciplines is thus needed in order to get the most out of RCM results.
The potential of RCM simulation results for application to high-mountain cryosphere
models is great. The approach, which involves applying RCM results to impact models,
opens new and promising possibilities and perspectives and adds a new dimension to
climate impact assessment on the high-mountain cryosphere.
In order to cope with the associated challenges and to derive maximum benefits from the
interdisciplinary potential, constructive communication and cooperation within the
scientific disciplines involved is fundamental. The ‘impact community’ is generally treated
as one group and as the end-user of climate model results. However, in fact, the impact
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community is a highly heterogeneous group, including policymakers, social scientists and
natural scientists. Although these members of the impact community are all dealing with
the assessment of climate change impacts, their demands on climate model results are
vastly different. Moreover, the requirements within each of these impact subgroups are
different, since they are dependent on the specific process being focused upon and on the
model concepts being used. As a consequence, the overall discussions about what impact
modellers need (e.g., concerning spatial resolution) and what climate modellers can
provide often ends in diffuse and thus unsatisfactory conclusions, which inhibit progress.
A current main focus of RCM performance analysis is on the simulations of extreme
events, such as heavy precipitation, draughts or heat waves, since these are the greatest and
most direct threats to society on a regional scale. In this context, it is assumed that changes
in variability are more important than changes in mean relating to extreme events (Katz
and Brown, 1992). However, with a focus on permafrost, it is not clear whether extreme
events and the related atmospheric processes are the most significant changes for the




Perspectives - Further Needs and Challenges
The present thesis is a first step into an interdisciplinary field with promising perspectives.
The expected interdisciplinary synergies gain benefits for the high-mountain cryopshere
(including permafrost, glacier and snow) and the climate community, as well as for
policymakers.
The necessary next steps with focus on the mountain cryosphere include:
• Analysis of the performance of RCMs to simulate the relevant processes in
high-mountain cryosphere environments, i.e., the processes that determine the
energy balance in complex mountain topography. These include:
o short-wave radiation
o dynamics of the duration and thickness of the seasonal snow cover
o air temperature at the time of the initial snow cover
o air temperature during the snow-free time of the year
Here, it must also be taken into account that, in fact, the different cryosphere
systems of permafrost, glacier and snow have very varying response times and thus
differing demands on the performance of an RCM at a specific spatial scale.
• Sensitivity analyses of the mountain cryosphere (subsurface thermal regime,
glaciers, snow) with respect to changes in mean values and variability of the
key climate variables, for different spatial and temporal scales and for
different seasons.
The response of the cryosphere to changes in the dynamics of atmospheric
processes is so far not clear in every detail. In terms of extreme events such as
heavy precipitation or heat waves for example, it is assumed, based on the extreme
value theory, that an increase in climate variability is more important than changes
in mean. Since extreme events are very direct threats to humanity with significant
impacts on a regional scale, a main focus in regional climate modelling is the
identification and modelling of such events. However, the influence of changes in
climate variability on mountain cryosphere systems has not yet been investigated in
detail. With regard to permafrost, for example changes in climate variability during
winter will not have an influence on the ground thermal regime as long as an
insulating snow cover separates the ground from the atmospheric dynamics. Thus
permafrost dynamics depend more on the atmospheric conditions during the snow
free-season, which include the season (summer) that, however, is more difficult to
model for RCM due to increased local and regional influences. Moreover, for
surfaces with a coarse blocky surface layer, which is a characteristic of rock
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glacier, for example, autumn is the most critical season (Vonder Mühll et al., 1998;
Hoelzle et al., 2003). Furthermore, in addition to air temperature and precipitation,
the direct short-wave radiation, which is influenced by local convection, is
important for cryopshere processes in complex high-mountain areas.
• Continued research on how to bridge the gap between spatial scales of RCMs
and impact models with focus on mountain regions and also on distributed
modelling.
The pragmatic research question at the moment concerns not only how to increase
the horizontal resolution of the RCM or how to adjust the different scales, but also
scales on which the best compromise is found for a specific process based on its
sensitivities and by taking into account the several predetermined limitations.
• Application of probabilistic regional scenario.
In order to deal adequately with the uncertainties of climate models and emission
scenarios, applications to impact models must be directed towards probabilistic
approaches (e.g. Wigley and Raper, 2001; Giorgi and Mearns, 2003; Tebaldi et al.,
2004, 2005).
• If GIS are aimed at being used for process impact studies, GIS concepts must
be developed that allow for improved temporal process applications.
• Cooperative improvement of cryosphere models.
Physically based cryosphere models must be developed further. To this end,
besides conducting individual research, it is suggested that models be compared,
exchanged, discussed and enhanced within the framework of intercomparison
projects, as is similarly being done by the climate modelling community.
• Reanalysis as a substitute for observational data.
The nesting technique of RCMs is also used for a dynamical downscaling of
reanalysis (e.g. ERA-40). In this manner, such data provide best estimates of
regional climate variables for the past and present in remote mountain areas where
observations are sparse or lacking. Together with widely available satellite data,
such combined data sets open new possibilities for research, for example on the
impacts of climate change and natural hazards in remote high-mountain regions
that are unexplored so far, also due to a lack of data. This is not meant to displace
measurement and monitoring systems; on the contrary, reanalysis can support such
observational network systems, while the measurement themselves are incorporated
for reanalysis into the data assimilation processes.
• Temporal interpolation.
Regional scenario simulations are typically achieved by time slice experiments
(usually 1961-1990 and 2071-2100). However, in particular for processes with a
slow response time such as permafrost, continuous time series are required for
modelling the qualitative and quantitative evolution of permafrost. Thus temporal
interpolation techniques must be applied, as long as continuous RCM simulations
are not available.
• Intensification of the cooperation between the mountain cryosphere and
climate modelling communities.
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The climate modelling community is well organized, for example, in projects on an
international level (e.g., PRUDENCE, ENSEMBLES or NARCCAP). The related
projects do include a (heterogeneous) group of impact modellers, and the mountain
cryosphere community should participate on an increased level in the future.
For further steps to be taken in mountain cryosphere modelling, the anticipated
developments in climate modelling should also be taken into account:
• Towards coupled earth system models.
The developments and improvements in GCMs and RCMs will continue, probably
at an increasing rate. In this connection, an increase in performance, spatial and
temporal resolutions as well as integration lengths is to be expected. The
development of RCMs and GCMs will include improvements due to enhanced
knowledge of the processes and better numerical solutions and parametrisations.
Furthermore, improvements are expected through the inclusion and coupling of
new subsystems and the feedback mechanisms incorporated. First attempts in this
direction relating to mountain glaciers are currently being undertaken by Kotlarski
and Jacob (2005). A critical point in integrative subsystem coupling is the spatial
and temporal resolution compatibilities of the different subsystems, which can
attain new high levels of computational efficiency. Nevertheless, at a certain level
of performance and resolution, it will no longer be necessary to use knowledge-
based matching approaches when applying climate model results to impact models.
Moreover, at a certain level of performance and resolution of coupled GCMs,
which are evolving into ‘Earth System Models’ due to the many subsystems
involved, the RCM downscaling step will not be necessary anymore and some of
the impact models used at present will be incorporated in the Earth System Model.
However, for processes in complex high-mountain topography, separate impact
models will still be required for quite a long time. Nevertheless, the knowledge
about high-mountain processes such as subsurface systems or glacier dynamics can
be included in coupled earth system models; thereby improving high-resolution
earth system models, which will then be able to provide improved information that
is useful to cryospere scientists.
Beside the scientific challenges, climate change has a highly serious and existential
dimension in reality of importance of the current and the next generations:
• Challenges for the society of the 21st century.
Although there are many uncertainties associated with climate model scenarios, and
the possibility of abrupt climate change is not taken into account, the general
tendency of projected climate evolution is not in question (IPCC, 2001). The
projected quantitative and qualitative changes exceed any known event in the past
1000 years (IPCC, 2001). In other words, the dynamics of the changes enter a new
and greater dimension. The global and regional impacts will thus require actions
and strategies that must also enter a new dimension. Mountain regions are among
those most vulnerable, with local to far-reaching impacts that will affect, for
example, the water supply of a major sector of the global population (e.g. Barnett et
al. 2005). Climate change, by its nature, is a global challenge, with very wide, but
as yet unknown regional variations.
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In order to understand the ongoing changes in the natural systems, many scientific
questions are still to be answered and intensive research is required. However, due
to the observed and projected climatic changes that dramatically exceed the
statistical reference distribution and will have serious impacts for a major part of
the society and the environment, the most important task right now is to act, i.e., in
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Abstract
This study investigates the possibilities and limitations of using Regional Climate Model (RCM) output for the simulation of
alpine permafrost scenarios. It focuses on the general problem of scale mismatch between RCMs and impact models and, in
particular, the special challenges that arise when driving an impact model in topographically complex high-mountain environments
with the output of an RCM. Two approaches are introduced that take into account the special difficulties in such areas, and thus
enable the use of RCM for alpine permafrost scenario modelling. Intended as an initial example, they are applied at the area of
Corvatsch (Upper Engadine, Switzerland) in order to demonstrate and discuss the application of the two approaches, rather than to
provide an assessment of future changes in permafrost occurrence.
There are still many uncertainties and inaccuracies inherent in climate and impact models, which increase when driving one
model with the output of the other. Nevertheless, our study shows that the use of RCMs offers new and promising perspectives for
the simulation of high-mountain permafrost scenarios.
© 2006 Elsevier B.V. All rights reserved.
Keywords: alpine permafrost; RCM; climate scenario; high-mountain area; complex topography
1. Introduction
High-mountain environments in general, and the al-
pine cryosphere in particular, are affected most seriously
by climate change (Haeberli and Beniston, 1998; Smith
and Riseborough, 2002; Diaz et al., 2003; Harris et al.,
2003; Kääb et al., 2005). The thawing of alpine per-
mafrost can have a severe impact on the stability of rock
walls and debris slopes and on engineered structures
(Haeberli, 1992; Haeberli et al., 1997; Davies et al.,
2001; Harris et al., 2001; Kääb et al., 2005). The
extremely hot and dry summer of 2003 in the European
Alps led to higher incidence of rockfall events, probably
from warm permafrost (Schiermeier, 2003; Gruber et al.,
2004a). This might be indicative of the aforementioned
permafrost sensitivity. At the same time, human settle-
ments, infrastructural development and tourism in high-
mountain areas such as the Alps are expanding, which
intensifies the permafrost-related hazard potential.
In order to simulate the distribution and evolution of
permafrost in topographically complex high-mountain
areas, the process-based model TEBAL (Topography
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and Energy Balance) has been developed (Stocker-
Mittaz et al., 2002; Gruber et al., 2004b). TEBAL
simulates the energy fluxes between the atmosphere and
the ground surface based on daily meteorological input
data. It is well-suited for modelling the impact of climate
change on mountain permafrost (Stocker-Mittaz et al.,
2002). However, to date, alpine energy balance models
such as TEBAL have only been driven with past or
current climate data sets. Scenario simulations have
been carried out only in the form of ad hoc scenarios
with a very general use of climate model output
(Stocker-Mittaz et al., 2002). The use of scenario time
series from climate model output has been neglected so
far for alpine permafrost modelling. Nevertheless,
General Circulation Models (GCMs) have been used
for impact studies of lowland permafrost (Anisimov
et al., 1997; Stendel and Christensen, 2002). However,
the horizontal resolution of a GCM (in the order of
300 km) is not able to describe explicitly the spatial
distribution of the climate variables for a local site in
areas of complex topography such as the Alps. There-
fore, the technique of regional climate modelling (RCM)
is required in such regions (Christensen et al., 1998;
Giorgi et al., 2001; Frei et al., 2003; Vidale et al., 2003).
This technique uses output from GCMs or re-analysis
data (global analysis of the state of the atmosphere such
as ERA-40 (Kallberg et al., 2004); Re-Analysis from the
European Centre for Medium-Range Weather Forecasts
(ECMWF)) to provide initial conditions and time-
dependent lateral meteorological boundary conditions
to drive high-resolution RCM simulations for selected
time-slices of the global model run (e.g. Dickinson et al.,
1989; Giorgi, 1990; Giorgi and Mearns, 1991). Giorgi
et al. (2001) and Denis et al. (2002) showed that the
simulation of the spatial patterns of precipitation and
temperature over complex terrain is generally improved
with the increasing resolution obtained using such re-
gionalisation techniques. The added value of RCMs is
also particularly evident for precipitation in the Alps
(Frei et al., 2006).
In order to deal with the impact of changing atmo-
spheric conditions on alpine permafrost and to assess the
potential of permafrost related hazards, it is essential
to establish a link between the latest developments in
cryospheric and atmospheric science. Studies dealing
with the use of regional climate models to drive impact
models have already been carried out in other scientific
disciplines, mainly in hydrology (e.g. Arnell et al.,
2003; Wood et al., 2004; Kleinn et al., 2005) and agri-
culture science (e.g. Mearns et al., 1999, 2001). A
problem that occurs primarily when driving an impact
model with climate model output is the spatial scale
mismatch between the two model types (RCM 50 km,
alpine permafrost model 25 m). However, the use of
RCM output in topographically complex high-mountain
environments presents additional challenges. These
include:
(1) the low vertical resolution of an RCM that cannot
represent high-mountain ranges adequately;
(2) the horizontal shifts of precipitation pattern (at grid
boxes scale) that are observed along mountain
ranges (Kleinn, 2002);
(3) the high spatial variability of the climate variables,
and
(4) the reduced availability of observation data in
remote mountain areas.
An additional problem from an impact modeller's
point of view is the technical handling of climate model
output data (data format, rotated grids, etc.), a topic not
discussed in this paper.
This study aims at investigating the possibilities
and limitations of the application of RCM output for
local high-mountain permafrost scenario simulations,
and presents two possible approaches which take into
account the special challenges mentioned above. The
approaches are applied in the Corvatsch region (Upper
Engadine, Switzerland) in order to illustrate and discuss
their potential, rather than to make an assessment of the
potential future changes in the permafrost occurrence for
this region.
The RCM Climate High Resolution Model (CHRM),
the permafrost model TEBAL (Topographical Energy
Balance), the observation data and the study site are
presented in Section 2 of this paper. Section 3 introduces
the two approaches. The example of the application at
the Corvatsch test site is given in Section 4, followed by
a discussion in Section 5, and conclusions and perspec-
tives in Section 6.
2. Models and data
2.1. Climate High Resolution Model (CHRM)
The CHRM limited area model developed at the
Institute for Atmospheric and Climate Science, ETH
Zurich (IAC-ETHZ), derives from the former numerical
weather prediction model, HRM, of the German and
Swiss meteorological service (Majewski, 1991). The
HRM model has been modified by Lüthi et al. (1996)
and Vidale et al. (2003) to provide an RCM. The com-
putational grid of the model is a regular latitude/
longitude grid with a rotated pole, a spatial resolution of
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0.5° (about 56 km) and 20 vertical levels in hybrid
coordinates. It includes a full package of physical pa-
rameterizations (for details see Vidale et al., 2003).
For this study, we used three different CHRM experi-
ments, each driven with different boundary conditions.
In all three simulations, the region of the European Alps
is located close to the centre of the domain. A good
separation of the investigation site from the models'
lateral boundary zones is preferable, since it minimizes
the influence of possible spurious boundary effects
(McGregor, 1997).
In the following, the three simulations used in this
study are briefly described:
i) ERA-40 CHRM: This run is driven at its lateral
boundaries with the re-analysis data set ERA-40
for the 1960–2000 time-slice. An RCM simulation
that is driven from reanalysis has so-called ‘perfect
boundary conditions’ and hence generates simula-
tions with the best possible quality (Christensen
et al., 1997). Such runs allow the identification of
model errors caused mainly by model configura-
tion and internal physics, and can thus be used to
validate the RCM for the region of interest by
comparing the simulation outputs with observa-
tions for the same period (Pan et al., 2001).
RCM simulations for climate change studies are
driven by a GCM. The second and third simulations that
are used in this study are, thus, CHRM experiments
driven at their lateral boundaries by the HadAM3H
atmospheric GCM (Hadley Centre, UK). These two runs
were performed as part of the European project
‘PRUDENCE’ (Prediction of Regional scenarios and
Uncertainties for Defining EuropeaN Climate change
risks and Effects; Christensen et al., 2002).
ii) CHRM CTRL: The errors of an RCM driven by
GCM fields consist of RCMmodel errors as well as
of GCM errors. In order to assess the performance
of such anRCM, the RCMcan be driven for present
climate conditions (‘control’ experiment CTRL)
and then compared with the observation climatol-
ogy. The control run was thus driven by the
HadAM3H GCM for the 1961–1990 time-slice.
iii) CHRM SCEN: This run represents the scenario
experiment for the 2071–2100 time-slice. Here,
the CHRM is driven at its lateral boundaries by
the HadAM3H atmospheric GCM (Hadley Cen-
tre, UK), as forced by the A2 SRES scenario
(Special Report on Emission Scenarios; Nakice-
novic and Swart, 2000), transient greenhouse gas
scenario as specified by the Intergovernmental
Panel of Climate Change (IPCC, 2001).
The CHRM was validated for the region of the
European Alps by Vidale et al. (2003) and Frei et al.
(2003). Vidale et al. (2003) showed that the interannual
variations in temperature are generally well represented
and that precipitation is modelled better in relatively dry
years, especially in summer. Frei et al. (2003, 2006)
evaluated the CHRM in view of the statistics of daily
precipitation in an intercomparison of four RCMs and
one variable-resolution global climate model (all
developed and operated at various climate modelling
centres across Europe) referring to a daily observational
analysis. They did not identify one best model in
particular. Each model showed reasonable performance
for some statistics but substantial deviations for others.
For mean precipitation, the models followed qualita-
tively the main characteristics of the observed annual
cycle and the spatial pattern. However, all models
underestimated precipitation intensity and the frequency
of heavy precipitation events was too low. The CHRM
mainly underestimated summer mean precipitation
(August and September) primarily due to too few
rainy days, however, with much smaller underestima-
tion from late autumn to early summer. It depicts
realistic values of wet-day frequency. The summer
dryness is a persistent problem of climate models in the
Alpine and Mediterranean regions and in south-eastern
Europe (Frei et al., 2003), found in analysis-driven
RCMs (Frei et al., 2003), in GCM-driven RCMs (e.g.
Machenhauer et al., 1998) and in global high-resolution
models (e.g. Wild et al., 1997).
2.2. Topography and Energy BALance model (TEBAL)
The TEBAL energy balance model simulates the main
energy exchange processes between the atmosphere and
the surface. Different versions have been implemented for
different applications (Mittaz et al., 2002; Stocker-Mittaz
et al., 2002; Gruber et al., 2004a,b). In this study, we used
a grid-based version of TEBAL. The required input data
include (i) atmospheric variables (daily values for air
temperature, vapour pressure, air pressure, wind speed,
radiation at the top of the atmosphere, precipitation and
global radiation), (ii) ground surface characteristics
(albedo, surface roughness, emissivity), and (iii) topog-
raphy (elevation, slope, aspect from the DHM25 digital
terrain model obtained from the Swiss Federal Office of
Topography ‘swisstopo’). With this set of input data, the
applied TEBALversion is able to simulate the distribution
and evolution of daily ground surface temperatures (GST)
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in complex high-mountain topography at a local to
regional scale. Themodel was validated at a variety of test
sites in the Alps (Gruber et al., 2004b). The GST was
simulated at 14 locations in the Swiss Alps, where 21 data
loggers measured 1-year time series (October 2001 to
October 2002) at elevations between 2000 and 4500 m a.
s.l. (Gruber et al., 2003). The model results agreed well
with the mean annual temperature and the daily tempe-
rature fluctuations measured.
The coupling between the mean annual ground sur-
face temperature (MAGST) and the mean annual ground
temperature (MAGT) still presents problems. These are
related to (a) the limited knowledge of the influence of
non-conductive heat transfer processes within the active
layer when the subjacent ground is not bedrock or fine-
grained material. In alpine environments, the lower limit
of discontinuous permafrost is often found along areas
with very coarse-grained or blocky surface cover. A
coarse surface cover will enhance cooling of the sub-
jacent ground by non-conductive processes (Goering
and Kumar, 1996; Harris and Pedersen, 1998; Humlum,
1998; Hoelzle et al., 1999; Hanson and Hoelzle, 2005)
and will undergo a variety of complex heat transfer
processes and feedback mechanisms that influence the
thermal regime of the active layer and thereby the per-
mafrost temperature. These processes within the active
layer cannot be simplified so as to be controlled only by
differences in conductivity of thawed and frozen materi-
als as in lowland permafrost, for example, as defined by
Smith and Riseborough (1996). There are also problems
related to the fact that (b) permafrost is a thermal system
with slow response to climate forcing. Therefore, the
present state of permafrost is influenced by former
climatic conditions and affects future developments.
The response time of permafrost depends on the thermal
conductivity, the ice content and the thickness of the
frozen ground (Osterkamp, 1983). These parameters in
space are normally not known and can only be estimated
by conducting extensive geophysical measurements
(e.g. Hauck, 2001). Even relatively warm and thin dis-
continuous mountain permafrost has a response time
which is typically measured in decades to centuries
(Haeberli, 1990). In fact, the thickness and some mar-
ginal occurrences of alpine permafrost most probably
still reflect maximum Holocene cooling during the Little
Ice Age, which culminated in the 19th century. Temper-
ature profiles observed in boreholes (Vonder Mühll
et al., 1998; Isaksen et al., 2000, 2001; Harris et al.,
2003) prove permafrost thicknesses in excess of values
expected from present-day mean annual ground tem-
perature (MAGT). In consequence, realistic modelling
of permafrost temperatures must actually include such
non-stationary conditions at depth and the 3D effects of
mountain topography (Gruber et al., 2004b). When
facing the problem of possible changes in permafrost
conditions, in a first step towards permafrost scenario
simulations, it is sufficient to consider the potential
changes in the GST of bedrock. Such a surface is the
direct connecting layer between the atmosphere and the
ground and thus the layer which receives the climate
signal and conducts it into the ground. Beside the at-
mospheric conditions, the GST in mountainous systems
is an important element also determined by the topog-
raphy. TEBAL takes this effect into account by the use
of a DTM (see above). Furthermore, the time and
duration of the snow cover has a strong impact on the
seasonal thermal regime of the ground due to the isola-
tion properties of snow (e.g. Zhang et al., 2001). How-
ever, in order to keep the model simple, this effect has
been neglected here.
2.3. Observed climatology and study site
The observed meteorological data (OBS) were used
as site-specific references in order to evaluate the per-
formance of the CHRM simulation at the study site, and
as the basis for the daily scenario time series for the delta
approach (see next section).
The meteorological data have been provided by
MeteoSwiss (Federal Office of Meteorology and Clima-
tology) from the standard Swiss observational network.
We used the daily and monthly means and cumulative
amounts from several high-altitude stations in Switzer-
land for the 1961–1990 period (or to 1997 for some
variables). If available, we used the homogenized data
(monthly data only) that were produced as part of the
projects KLIMA90 (Aschwanden et al., 1996) and
NORM90 (Begert et al., 2003, 2005). Otherwise, we
reverted to use the measured data.
The test area at Corvatsch-Furtschellas, Upper
Engadine, Switzerland (cf. Figs. 1 and 4a) is approxi-
mately 4 km2 in size. The Corvatsch is one of the most
frequently investigated mountain permafrost sites in the
Swiss Alps (Hoelzle et al., 2002). The climate station in
place was set in operation in 1981 and thus the time
period covered is shorter than would ideally be required
for our approaches. However, it is the only high-
elevation station (i.e. well above 3000 m a.s.l.), which
provides all the required variables. The Upper Engadine
is situated in the Central Alps and due to the protected
location the climate is slightly continental. Due to the
influence of the south-westerly air masses caused by the
flat and broad Malojapass, the climate of this region is
classified as south-alpine (Schüpp, 1954). Climate
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records show high daily and annual amplitudes, low
mean annual precipitation of about 1000–2000 mm in
the periglacial area (Schwarb et al., 2000) and thus
relatively little snowfall. The mean annual 0° isotherm
lies at around 2200 m a.s.l.
3. Methods
3.1. Factors to consider
Currently, the horizontal resolution of a multi-
decadal RCM simulation, as must be used for climate
change studies, is limited to about 1/6° to 1/2° (approx.
20–50 km), due to limited current computational re-
sources (e.g. Räisänen et al., 2004). However, the spatial
resolution required to obtain information about alpine
permafrost is a few decametres (25 m with the DHM25
digital terrain model). This is necessary, since elevation,
slope and aspect change within very short distances in
the complex topography of mountain areas, and there-
fore climate variables and thus ground surface tempera-
tures do so as well. The relatively low horizontal
resolution of the RCM is also associated with a coarse
representation of the topography (Fig. 1). The high-
mountain areas of the Alps reach elevations of up to
4800 m a.s.l, but the maximum altitude of the CHRM in
the Alps is 2382 m a.s.l. The grid boxes with the highest
elevation are not found where the highest peaks are
located, but where the Alps are relatively high in com-
bination with a large north–south elongation. Beyond
that, the maximumCHRM altitude of about 2400m a.s.l.
corresponds approximately to the lower limit of discon-
tinuous permafrost occurrence. That means that, based
on the altitude represented by the RCM, no permafrost
conditions can be simulated in an RCM within the Alps
and thus a further regionalization of the variables from
RCM output is required.
A further point to consider is that each model grid
box represents an area mean. The extent to which this
may be expected to truly represent climate variables
over this area is not clear. As a reasonable assumption,
the representative area for simulated climate variables is
somewhere between one and four grid boxes (Frei et al.,
2003). Moreover, a shift of the simulated precipitation in
regions of significant elevation is often observed in the
order of one grid cell (Kleinn, 2002).
For climate change studies, the RCM is normally
driven by the output of a GCM. The uncertainties of
GCMs are associated mainly with imperfect knowledge
and/or representation of physical processes, limitations
due to the numerical approximation of the model's
equations, simplifications and assumptions made in the
model parameterization (e.g. Visser et al., 2000; Mearns
et al., 2001; Antic et al., 2004; Räisänen et al., 2004).
These inaccuracies are passed on to the RCM and are
thus an additional source of error in RCMs apart from
those of the RCM itself.
There are mainly two consequences arising of the
stated inaccuracies and uncertainties for the use of RCM
output in impact models with complex high mountain
topography. First, the direct use of RCM output is not
recommended. Instead, impact model specific strategies
must be found as a way of deriving the local climate
information. Second, the grid box, which represents
Fig. 1. Switzerland and the Corvatsch research site within the grid system of the CHRM, showing the CHRM topography.
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the climate condition of the location of interest, is not
necessarily the grid box in which the site of interest is
situated in terms of latitude and longitude. Therefore, a
choice must be made between the average of the
surrounding grid boxes and the grid box that fits best
with the climatology of the specific site. The decision
whether to use one grid box or the average of several
grid boxes depends on the applied approach and also on
the specific application and sensitivity of selecting just
one, or the average of several grid boxes (see Section
4.3). The ‘best’ grid box can be chosen from the grid
boxes closest to the meteorological station by compar-
ing the model output of the ERA-40 CHRM grid boxes
with the OBS on a monthly mean basis by using various
skill measures. Different measures quantify different
aspects of correspondence skills. Therefore, the appli-
cation of several different skill measures is indicated to
measure the quality of model output (Damrath, 2002). In
this study, the selection of the grid box is based on the
two skill measures — correlation and root mean square
error (RMSE). These two measures also provide infor-
mation about the ability of the RCM to reproduce the
regional characteristics of the present-day climate for a
single location.
3.2. Delta approach
The idea of the delta approach is to obtain a scenario
time series by adjusting the local baseline observation
by the difference (for variables like temperature) or the
ratio (for variables like precipitation) between the SCEN
and the CTRL time-slice (Fig. 2). Here, the delta value is
based on a monthly 30-year average while the adjusting
is done to the observed daily time series corresponding
to the respective month of the year.
The approach uses only the 30-year average monthly
mean changes of the RCM simulations. Consequently,
on the one hand, the confidence in the climate model can
be moderate in terms of the ability of the model to
simulate the daily variability but on the other hand, the
assumption must be made that there is no change in
interannual and daily variability between the baseline
and the future climate. For example, for precipitation,
the wet day variability will not change, since only wet
days of the baseline change and all observed dry days
will also be dry in the scenario time series. Therefore,
regarding permafrost, a possible change in the time and
duration of the snow cover is caused by temperature and
precipitation amount only, and not by the changed
variability of precipitation.
For the delta approach, the use of the average of
several grid boxes might lead to more robust results than
the use of only one grid box.
3.3. Bias approach
The bias approach uses the debiased daily time series
output of the SCEN simulation (Fig. 2). The biases, here
30-year monthly means, are calculated by subtracting
the monthly 30-year averages of CTRL from the OBS.
The daily SCEN output is then debiased by the monthly
bias corresponding to the respective month.
The advantage of this approach as opposed to the
delta approach is that a possible change in the variability
is included since the daily values modelled by the cli-
mate model are used. As shown by Schär et al. (2004),
the current climate change scenarios do not simulate an
increase in temperature alone, but also an increase in the
year-to-year variability. In contrast to the delta approach
the bias approach is capable of reproducing those higher
order changes. However, our application of the bias
approach filters out only the systematic errors of the
RCM/GCM in mean monthly quantities but not in daily
statistics. As an example, the monthly 30-year average
of precipitation might be simulated correctly by the
model but the frequency of wet days is wrong. In our
approach, the frequency bias is not considered. Thus,
the bias approach as it is implemented here assumes that
the climate model is able to simulate accurate high-order
frequency statistics at the daily time scale. This may not
necessarily be the case. Procedures for handling selected
higher order biases have been proposed (Schmidli et al.,
2005) but a comprehensive treatment would require
complex statistical modelling.
The bias approach requires the use of individual
RCM grid boxes, since there is a chance that the grid
box average approach would fail to take regional ex-
treme events into account.
4. A first example of an application for the
Corvatsch regions (eastern Swiss Alps)
In order to illustrate the proposed approaches, we
provide in the following an application intended as aFig. 2. Schematic diagram of the two approaches.
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first example for the test region Corvatsch in the Swiss
Alps (see Fig. 1).
4.1. Treatment of the observational data
The observed time series in the form of monthly
means and monthly sums is required for the determina-
tion of the “best” grid box, for the performance test of
the RCM in the region of interest and for the application
of the bias approach. Ideally, these should extend back
to 1961. Because the climate station of Corvatsch pro-
vides data only since 1981, we extended the time series
of Corvatsch with simple linear regression using the
neighbouring high elevation stations that, on the one
hand, go back to 1961 and, on the other hand, show a
high correlation with the Corvatsch time series.
In this manner, the time series of the Corvatsch
station were extended, using the homogenized monthly
means and sums from the following stations: tempera-
ture at the Weissfluhjoch station (r2 =0.98); precipita-
tion at the Buffalora station (r2 =0.79); air pressure at
the Jungfraujoch station (r2 =0.98); vapour pressure at
the Weissfluhjoch station (r2 =0.96) and wind speed at
the Weissfluhjoch station (r2 =0.49). For wind speed, no
homogenized time series were available before 1981
and the direct measurements were only available back to
1970. For the variable global radiation no measurements
exist at all for the time period from 1961 to 1980, so, we
used only the available (short) time period.
4.2. Application of the two approaches
Due to the missing data, the different variables re-
quire individual adaptation of the delta and bias ap-
proaches. Also, in order to allow for a comparison
between the two approaches, in the following investiga-
tions we use only the output of one grid box for each.
This is reasonable since the tested sensitivity is low (cf.
Section 4.3).
4.2.1. Temperature
The ‘best’ model grid box was determined by cal-
culating the correlation and RMSE between the time
series of the four ERA-40 CHRM grid boxes that are
located closest to the Corvatsch climate station, and the
homogenized time series of Corvatsch for the time
period of 1961 to 1997 (Fig. 1, Table 1). These calcula-
tions were made for the monthly mean temperature, the
monthly minimum and the monthly maximum temper-
ature. Based on the results of these calculations (Table 1),
we selected grid box B as the representative one for the
Corvatsch area, with r2tmean=0.93 and RMSEtmean=
3.8°, r2tmin=0.84 and r
2
tmax=0.81.
In order to assess the performance of the CHRM for
our study site, we compared the monthly 30-year aver-
age (1961 to 1990) of ERA-40 CHRM with the OBS.
The correlation between both data sets is very high
(r2 =0.98), but modelled mean temperatures are over-
estimated (3.2 K on average, Fig. 3a), with large seasonal
variations. In the winter months (DJF), the deviation is
lower, on average 0.8 K. The highest deviation is found
in summer (JJA), on average 5.3 K. However, assuming
a lapse rate of 0.6 K/100 m and considering an elevation
difference of about 1000 m between the RCM grid box
elevation and the true elevation, the summer deviation
decreases to a difference of 0.7 K between ERA-40
CHRM and OBS, whereas the winter deviation increases
to 5.2 K. Thus, a lapse rate correction alone would not
improve the results, showing that other inaccuracies
and uncertainties that cannot be assigned specifically are
jointly responsible for the high seasonal variations and
the corresponding deviation between RCM output and
OBS.
The 17-year monthly average of the minimum tem-
perature (based on the time period 1980 to 1997, since
no OBS data before 1980 are available) shows no im-
portant seasonal variation, but the modelled tmax are too
high all year round, on average 9.5 K (or about 3.5 K
including a lapse rate correction of 0.6 K/100 m). The
Table 1
The performance of the grid boxes (ERA-40 CHRM compared to OBS) closest to the Corvatsch site (cf. Fig. 1)
Grid box A (2053 m a.s.l.) Grid box B (2382 m a.s.l.)
Temperature Precipitation Air pressure Temperature Precipitation Air pressure
r2 0.9 0.4 0.82 0.93 0.37 0.81
RMSE 5.1 1.8 1.84 3.8 1.15 1.9
Grid box C (1044 m a.s.l.) Grid box D (1626 m a.s.l.)
Temperature Precipitation Air pressure Temperature Precipitation Air pressure
r2 0.9 0.18 0.84 0.92 0.3 0.83
RMSE 8.1 2.8 1.8 5.1 2.3 1.9
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17-year monthly average of the maximum temperature
deviates seasonally. The tmax of the ERA40 CHRM is
too low in winter (DJF), on average 6.4 K (0.4 K with
lapse rate correction), and too high in summer (JJA)
(3.7 K, or 2.3 K too low with lapse rate correction).
For the bias approach, the monthly biases are cal-
culated in order to correct the daily SCEN time series
output. For that purpose, we compared the monthly 30-
year average (1961–1990) of OBS and CTRL of the
grid box B (CTRL without any lapse rate corrections).
The monthly bias values are listed in Table 2. In order to
create the daily scenario time series for the Corvatsch
site, we debiased the daily scenario time series of grid
box B based on the monthly biases from Table 2. Since a
CHRM model year consists of only 360 days, but the
TEBAL model requires ‘real’ years, we added the
missing days by a simple interpolation technique.
For the delta approach, the monthly 30-year average
of CTRL (grid box B) is subtracted from SCEN (grid
box B). The delta values are listed in Table 2. The
monthly delta values are then added to the daily OBS
time series in order to create the local scenario daily time
series.
4.2.2. Precipitation
For mean precipitation, we found the highest cor-
relation between the monthly time series of ERA-40
CHRM and OBS for the period 1961–1997 for grid box
A (r2 =0.4) but the best RMSE for grid box B (1.15)
(Table 1). Because the difference in correlation is
comparatively small, we decided to choose grid box B
for consistency with the choice for temperature.
A correlation analysis of the monthly 30-year aver-
age between ERA-40 CHRM and OBS yielded a cor-
relation of r2 =0.61 (Fig. 3b). Mean precipitation is
underestimated by the CHRM for 5 months in summer
(MJJAS), on average about 21%. This summer dryness
is a known phenomenon and also described by Frei et al.
(2003; see also Section 2). During winter, the mean
precipitation is overestimated, on average about 8%.
Fig. 3. The 30-year averages (1961–1990) for a) 2m temperature, b) precipitation, c) global radiation, d) air pressure.
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Calculations of the monthly biases for precipitation
have been made by comparing OBS with CTRL based
on a monthly 30-year average (1961–1990). The bias
values are listed in Table 2 and show an average bias of
about 11%. Based on the monthly biases (Table 2) of the
mean precipitation, we created the scenario daily time
series of the grid box B for the Corvatsch area (cf.
section ‘Temperature’). The delta values were deter-
mined in a similar way as for temperature and are listed
in Table 2.
4.2.3. Global radiation
For global radiation we also selected grid box B, since
this was the grid box of choice for the variables tem-
perature and precipitation and because no reliable ERA-
40 CHRM data of global radiation were available. As
there are no observed data of global radiation available
before 1980, the monthly biases were calculated from a
10-year climatology (1981–1990). Based on this time
period, the comparison between OBS and CTRL showed
high correlation (r2=0.88) and a correlation of r2=0.98
for the monthly 10-year average. As shown in Fig. 3c and
Table 2, the CTRL run underestimates global radiation
values all year (on average only 77% of the OBS), with a
sharp downward bend from April to May.
The bias daily scenario time series was calculated from
the SCEN daily time series and debiased in relation to the
calculated monthly bias (cf. section ‘Temperature’).
The values for the monthly delta values are listed in
Table 2.
4.2.4. Air pressure
The CHRM provides mean sea level pressure only. In
order to compare the CHRM outputs with OBS, the
measured air pressure values from Corvatsch were
reduced to sea level first, based on the barometric for-
mula (e.g. Heyer, 1993):





where psl=air pressure at sea level; p(z)=measured
air pressure at Corvatsch station; z=elevation of Cor-
vatsch station=3315 m; g (acceleration due to gravity)=
9.81 m/s2;R (gas constant)=287.05 J kg−1 K−1; Tm (mean
vertical temperature)=T1+0.00325z, where T1=measured
temperature at Corvatsch station.
Differences relating to correlation and RMSE between
the four grid boxes aremoderate (Table 1). For this reason,
we again selected grid box B as the representative one, as
done for all other variables previously. Fig. 3d shows
good agreement between CHRM air pressure values and
observations throughout the year.
The monthly biases are calculated by comparing the
monthly 30-year average from CTRL and OBSsl and are
listed in Table 2. In addition to the debiasing, the daily
scenario air pressure values have to be adjusted to the
Corvatsch elevation in order to use them for the TEBAL
model. For that purpose, Eq. (1) was applied using the
synthetic scenario daily temperatures calculated above
for Tm.
4.2.5. Vapour pressure
The CHRM provides dew point temperature, which
can be transformed into vapour pressure. However, here,
we just applied a simple regression model based on the
OBS daily vapour pressure time series and the cal-
culated synthetic scenario time series of air temperature,
in order to create a scenario of daily vapour pressure
time series.
Table 2
Calculated monthly biases and monthly delta values for grid box B

















Jan −1.4 0.97 1.52 −5.9 4.2 1.40 0.91 −2.5
Feb −2.3 1.04 1.43 −6.3 3.3 1.47 0.95 −2.2
Mar −2.8 0.81 1.29 −0.7 2.8 1.14 0.96 −0.5
Apr −3.7 0.75 1.17 0.5 3.6 0.95 0.88 1.0
May −4.3 1.03 1.28 1.2 4.0 0.84 1.03 2.0
Jun −5.8 0.92 1.19 1.7 3.9 0.79 1.10 1.5
Jul −5.6 1.04 1.11 2.6 4.7 0.64 1.09 0.5
Aug −5.1 1.11 1.10 1.4 4.7 0.74 1.10 1.0
Sep −4.0 1.08 1.13 −0.2 3.9 0.70 1.04 0.9
Oct −2.3 0.94 1.32 −0.6 3.8 1.31 0.98 0.0
Nov −2.5 0.80 1.58 −0.3 4.3 0.83 1.01 3.4
Dec −1.8 0.81 1.69 −2.9 4.0 1.32 0.94 0.3
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4.2.6. Wind speed
For the variable wind speed we also used the daily
OBS values for the SCEN run. The CHRM provides
only maximum wind speed (no direction) in addition to
mean zonal and meridional wind components. We de-
cided that the additional effort to create a scenario time
series from these CHRM data was not worth the effort.
Nevertheless, we analyzed the change in the wind speed
maximum between the CTRL and SCEN experiment.
CTRL calculates much lower wind speed maxima in the
grid box B for the months April to November, but much
higher values for the winter months December to March.
Regarding permafrost, this implies in particular that
snow transfer is enhanced and thus influences the spatial
pattern of permafrost temperatures by the isolation
capacity of the snow cover.
4.3. Sensitivity of using one or the average of several
grid boxes
We have analysed the sensitivity for the use of one
single grid box compared to the use of an average of
several grid boxes for monthly delta values of tempera-
ture and precipitation. We have not analysed it for the
monthly bias values, since we do not recommend an
averaging procedure for this approach, as explained
above. Two different average combinations have been
chosen to calculate the monthly delta values. The first
combination (AV4) averages the four grid boxes that are
closest to the Corvatsch site (grid box A, B, C, D; cf. Fig.
1; Table 1) and the second combination (AV2) averages
the two grid boxes with the highest elevation (grid box A
and B). The resulting monthly delta values were then
compared with the monthly delta values of the ‘best’ grid
box. Table 3 shows the differences. They are low for both
variables and especially for AV2, which represent the
average of the two high elevation grid boxes. For this
example and the two variables at least, we can conclude
that the calculated monthly delta values and thus also the
final results do not have a high sensitivity regarding the
number of grid boxes (one ‘best’ or average) included.
4.4. Modelling the change of ground surface temperature
We performed several 20-year runs with TEBAL
under local current climate conditions (1981–2001) and
under local scenario climate conditions (2071–2091),
using the bias and the delta approach. In addition to the
climate input, TEBAL requires information about ground
surface characteristics (albedo, surface roughness, emis-
sivity) and topographical attributes (elevation, slope,
aspect, sky-view fraction). The ground surface informa-
tion for the Corvatsch area was derived from a surface
cover classification based on aerial photographs including
the surface categories glacier and bedrock/fine-grained
debris. The surface cover characteristics were assigned as
was done by Stocker-Mittaz et al. (2002) based on Oke
(1987) and Stull (1988). The surface cover map was
adapted for the scenario calculation based on a study by
Hoelzle and Haeberli (1995), where they estimated an
almost complete disappearance of the Corvatsch glacier
by the year 2025 and the total disappearance by the year
2100. Therefore, we assumed by a simple trend analysis
of the glacier extent of 1990 after Maisch (1992) and the
two scenarios 2025 and 2100 after Hoelzle and Haeberli
(1995) that the Corvatsch glacier will have disappeared
already in 2071 when the time period of our analysis
starts. Thus, we reclassified the category ‘glacier’ into the
category ‘bedrock/fine-grained debris’ for the scenario
run. The topographical attributes were derived from the
digital terrain model DHM25 L2 from ‘swisstopo’.
A selection of the modelling results is presented in Fig.
4. Fig. 4a shows a photograph of the Corvatsch test area.
Fig. 4b shows the simulated changes in the averaged
ground surface temperature between the time-slice 1981–
2001 and 2071–2091. Here, the bias approach was applied
with a glacier-free surface for the scenario run. Fig. 4c
shows the same as Fig. 4b, but with identical surface
characteristics for both time-slices (no glacier disappear-
ance). The most distinctive changes in Fig. 4b are found in
areas where the surface cover changed from ‘glacier’ to
‘bedrock/fine-grained debris’ within the two time-slices.
Clearly, the proposed approaches are not required to
achieve this result. However, this finding points to two
topics that have to be addressed when dealing with climate
impacts in high-mountain areas. First, the capability of
Table 3
Differences between the monthly delta values resulting when using the
‘best’ grid box, 4 averaged grid boxes (AV4), or 2 averaged grid boxes













Jan 0.5 0.0 −0.12 0.01
Feb 0.3 0.1 0.05 0.00
Mar 0.0 0.1 0.06 0.01
Apr 0.3 0.1 −0.06 0.02
May 0.3 0.2 0.02 0.00
Jun −0.2 −0.1 0.15 −0.01
Jul −0.1 0.1 0.18 0.06
Aug −0.4 −0.1 0.18 0.02
Sep −0.2 −0.2 0.04 0.02
Oct 0.2 0.0 −0.08 0.06
Nov 0.9 0.1 −0.03 0.03
Dec 0.6 0.1 −0.12 −0.04
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indirect impacts of climatic changes, in this case glacier
disappearance, can have positive feedbacks on another
system, in this case permafrost and in this manner even
intensify the impacts. Second, this situation can cause a
hazard potential such as possible initial zones of debris
flows. In 1987, more than 50% of the severe and repeated
debris flows in the Swiss Alps (volumeN1000 m3) were
initiated in periglacial areas which were still covered by a
glacier 150 years before, but no longer in 1987 (Haeberli
et al., 1991; Zimmermann andHaeberli, 1992). Finally, Fig.
4d shows the difference between the model results for the
two approaches. The difference between a local scenario
time series calculated with the bias or the delta approach is
expressed only by the different daily variability of the time
series. The resulting difference in the averaged GST is
about one Kelvin for the entire test area (Fig. 4d).
Further interpretations are not presented here, since
this would require many additional model runs (cf. Dis-
cussion), and the aim of this example application is to
show how output data of an RCM can be used to drive an
alpine permafrost model, rather than to assess the devel-
opment of the GST for the area of Corvatsch in future.
5. Discussion
In this paper we have introduced two strategies that
enable the use of output from regional climatemodels over
topographically complex high-mountain environments.
Fig. 4. Three results from the sample study (b–d) and the Corvatsch study site (a). For the localisation of the Corvatsch area, see Fig. 1. (b) The
changes in ground surface temperature (GST) between the time-slices 1981–2001 and 2071–2091, using the bias approach and a glacier-free surface
for the scenario run. (c) The changes in ground surface temperature (GST) between the time-slices 1981–2001 and 2071–2091, using the bias
approach and the same glacier cover for the scenario run as for the present run. (d) The difference in the changes of the ground surface temperature
(GST) in [K] between the time-slices 1981–2001 and 2071–2091 when using either the delta or the bias approach.
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Of the two approaches proposed, the delta approach is
the simpler and faster one. It can include only a quan-
titative change (e.g. increase of temperature) but not a
qualitative one (e.g. increase of variability). If a change
in the variability ought to be considered the bias ap-
proach must be applied. Nevertheless, the calculation of
a bias (instead of a direct use of RCM output) is
considered essential since the monthly biases calculated
in the example application were quite high (cf. Table 2).
This applies in particular to complex high-mountain
regions where the output of an RCM generally contains
more uncertainties than over landscapes with low spatial
variability, since such environments are also a challeng-
ing territory for RCMs. However, it is also in such areas
that the need for RCMs is most obvious (Frei et al.,
2003).
The high monthly variation in the temperature bias
has also shown that a lapse rate correction of the CHRM
output would not automatically reduce the model bias,
due to the weak representation of the topography in
RCMs. There are too many other uncertainties and
errors that influence each other and cannot be identified
individually. We thus recommend the calculation and
the use of an overall bias, which includes the lapse rate.
In this study, the grid box selection (and also the
estimation of the RCM performance for the region of
interest) was based on a comparison of the monthly
means between the OBS and the CHRM driven from
ERA-40 re-analyses. If such a ‘perfect boundary run’ is
not obtainable, the grid box selection is more difficult
because it can only be based on systematic error mea-
sures not on correlation. Moreover, when using a CTRL
run for selecting the ‘best’ RCM grid box, we have no
real indication of the performance of the RCM inde-
pendently of the GCM. In addition to the missing
information about the model error, the result of the
determination of the ‘best’ grid box can be different
when using the CTRL rather than the ‘perfect boundary
run’. In our sample study, the use of CTRL would have
resulted in grid box A being the ‘best’ one for the
representation of precipitation at Corvatsch.
The determination of a ‘best’ grid box is more
important for the bias than for the delta approach. For
the delta approach the average of the grid box values
that are closest to the meteorological station on site can
be considered appropriate and may be even more robust
than the use of one single grid box. The sensitivity
analyses showed that in our example the monthly delta
values are not very sensitive in terms of the number of
grid boxes (one ‘best’ or average) included. However,
for the bias approach such a ‘grid box average approach’
is not suitable, since the daily time series of a specific
grid box from the SCEN simulation is used as input for
the impact model. Any simulated regional extremes,
probably represented by only one grid box, would be cut
when averaging several grid boxes. Nevertheless, in this
study we used one and the same grid box for both
approaches in order to allow a better comparison be-
tween the two approaches.
The bias approach only uses the monthly biases
calculated from the 30-year average change in order to
adapt the RCM output to a local site. There are, how-
ever, additional ratios and variables that could be calcu-
lated, analysed and afterwards used to debias the SCEN
output. Additional variables such as Tmin or Tmax were
analysed to provide a rough assessment of the perfor-
mance of the CHRM, but not to be used in the calcula-
tion of the monthly biases. Additional skill measures are
for instance, the frequency or the intensity of precipi-
tation or wind speed, the standard deviation or the
comparison of amplitudes. A change in the intensity and
the frequency of precipitation would, for example, in-
fluence the duration and thickness of the seasonal snow
cover, which in turn has a strong impact on the thermal
regime in the ground (Zhang et al., 2001; Ishikawa,
2003). However, on the one hand the aim of this study is
to present an approach for the use of RCM output for
impact modelling rather than to accurately evaluate the
performance of the CHRM for the region of the Upper
Engadine. On the other hand, debiasing the daily sce-
nario time series with the use of ratios such as the
intensity or the frequency, would add substantial com-
plexity. The additional benefit of the extra effort for a
‘new’ ratio bias should therefore be evaluated first by
sensitivity studies of the TEBAL model and the natural
system it represents. Depending on the influence of a
single variable it needs to be decided whether an
intensified effort for some variables is required.
The proposed approaches, in particular the bias ap-
proach, require data from long periods of observations.
However, for many remote mountain areas, observa-
tional data at the required spatial and temporal resolu-
tion are lacking and/or difficult to obtain, which reduces
the applicability of the proposed approaches. Neverthe-
less, the data provided by climate models provide global
climate change scenarios by feeding the impact models
with CTRL and SCEN output. Furthermore, dynami-
cally downscaled re-analysis data sets will be increas-
ingly available in the future and can thus partly replace
time series from meteorological stations.
Regarding the example application at the Corvatsch
it has to be stressed that this study examines only one
single scenario. Scenarios are commonly regarded as
being plausible, however they have no future probability
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attached (Jones, 2000). In addition, there are many er-
rors and uncertainties in the models and the data, which
increase when model output is used to drive a second
model. Therefore, such results must not be treated as a
prediction of the future, since ‘the possibility that any
single emissions path will occur as described in sce-
narios is highly uncertain’ (Nakicenovic and Swart,
2000). The benefit of such studies is the possibility to
assess the sensitivity of ground surface temperature to
changes in the atmospheric conditions based on climate
models. However, in order to determine a range of
possible changes, an impact study must be carried out
using a couple of different RCMs with different sce-
narios and also with several different impact models.
Finally, we must consider whether the application of
daily data from an RCM output grid box with a horizontal
resolution of about 50 km is appropriate to apply for a
small area in complex high-mountain topography. Since
we do not apply the RCM output directly to the impact
model, but adjust the RCM output using observation data
from a 30-year time period, we judge the approach to be
reasonable. Furthermore, we applied models and knowl-
edge from the latest research results. At present, these are
probably the best instruments available for assessing at
least a possible range of the climate change impact. In
addition, climate models with higher resolution, which
nevertheless on their own do not necessarily guarantee a
superior model performance, will be available in near
future, for example developedwithin the framework of the
recently launched European project ENSEMBLES
(Hewitt and Griggs, 2004). This study aims to act as a
catalyst for future investigations of climate change impacts
on the cryosphere in high-mountain environments.
6. Conclusion and perspectives
Impact modelling by using output from climate
models is an interdisciplinary research field full of
promise. Due to the high complexity of climate models
and the specialized knowledge needed to handle these
data, good collaboration between impact modellers and
climate modellers is of critical importance.
As discussed, the amount of information gained from
the application of one single RCM run to one single impact
model is minimal. Many inherent uncertainties and errors
of the models and scenarios even increase in complex
terrain and when model output of one model is used to
drive a secondmodel. For this reason, this study needs to be
repeated with output from different RCMs and scenarios,
and more than one permafrost model should be applied.
Furthermore, the most sensitive and thus most im-
portant variables for the investigated processes must be
determined by performing sensitivity studies with the
RCMs and the permafrost impact models. Related to the
results of such studies, a smaller amount of effort can be
invested in case of less sensitive variables, and more for
very sensitive ones. In this way, we can simulate the
specific variable for a scenario application by applying a
varying degree of effort to the variables related to (i)
their importance to the impact process, (ii) the per-
formance of the impact model, and (iii) the RCM.
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Abstract
Climate change can have a severe impact on the high-mountain cryosphere, such as
rockwall instabilities induced by thawing permafrost. However, relating climate change
scenarios as produced from global and regional climate models (GCM, RCM) to complex
high-mountain environments is a challenging task. In particular, the qualitative and
quantitative impact of changes in the climatic conditions on the local to micro scale
ground-surface temperature (GST) and thus the ground thermal regime is not entirely
known. This study assesses a possible range of changes in the GST (ΔGST) in complex
mountain topography. In order to account for the uncertainties associated with RCM
output, a set of 12 different scenario climate time series (including ten RCM-based and two
incremental scenarios) was applied to the energy-balance model TEBAL to simulate the
average ΔGST for 36 different topographical situations. The variability of the simulated
ΔGST is mainly related to the emission scenarios, the RCM and the approach used to apply
the RCM results to the impact model. In terms of topography, a significant influence on the
GST simulation was shown by aspect, because it modifies the received amount of solar
radiation at the surface. In addition, N-faces showed a higher sensitivity to the applied
climate scenarios, while the uncertainties are higher for S-faces. Based on the results of
this study, the use of RCM-based scenarios recommended for mountain permafrost impact
studies, as opposed to the use of incremental scenarios.
Keyword: RCM, scenario, high-mountain, complex topography, modeling, permafrost
21. Introduction
The ground thermal regime in high-mountain areas is primarily determined by regional
atmospheric processes, the local surface and subsurface characteristics, the topography and
the heat flux from the earth’s interior. Climatic changes cause changes in the ground
surface temperature (ΔGST), which are determined by the energy balance at the surface.
The ΔGST will be propagated in the subsurface via heat conduction. In mountain areas
with widespread permafrost occurrence such changes can have a severe impact, for
example on the stability of rockwalls, of debris slopes and infrastructure [Haeberli et al.,
1997; Diaz et al., 2003; Schiermeier, 2003; Kääb et al., 2005]. Davies et al. [2001]
demonstrated that rising temperature influences the stability of frozen rock joints with a
minimal stability reached slightly below 0°C.
The assessment of climate impacts on mountain permafrost is, however, challenging. The
simulation of climate scenarios on a regional to local scale, as required for regional climate
impact studies, is generally difficult and associated with many uncertainties [e.g. Noguer et
al., 1998; Visser et al., 2000; Giorgi et al., 2001]. Thereby, mountain regions are among
the most ambitious areas for simulating future climate conditions [Denis et al., 2002; Frei
et al., 2005], mainly due to their spatially highly heterogeneous environment and the
regional to local climatic subsystems that are chiefly caused by topography. In terms of
climate impacts on mountain regions, the high-mountain cryosphere constitutes a
particularly sensitive system due to its proximity to melting conditions [Haeberli and
Beniston, 1998]. It is not clear in detail, how climatic changes will affect the GST in
complex mountain topography.
Currently, the only physically plausible tools to simulate regional climate change scenarios
are Regional Climate Models (RCMs) [e.g. Giorgi and Mearns, 1999; IPCC, 2001]. The
possibilities of applying RCM results to an energy balance model for the simulation of
GST in complex high-mountain topography has so far been illustrated and discussed in
detail by Salzmann et al. [2006a]. However, the use of one single RCM scenario is not
sufficient for assessing the possible range of changes in the GST, because of the
uncertainties associated with the modeling of scenario climate conditions. These
uncertainties mainly arise from the uncertainties of the forcing emission scenarios
[Nakicenovic et al., 2000] and of the GCMs/RCMs [e.g. Visser et al., 2000; Pan et al.,
2001; Noguer et al., 2003; Vidale et al., 2003] and from possible future changes in the
climate variability [Schär et al., 2003]. When applying the RCM results to an impact
model, the impact model itself is another source of uncertainties for the final outcome. As
a consequence, the assessment of a possible range of changes in the GST requires the
application of a multi-model approach that includes various emission scenarios, RCMs,
and application procedures.
The present study aims at assessing possible ranges of changes in GST in complex high-
mountain topography. For that purpose, changes in the GST are simulated with the energy-
balance model TEBAL for 36 different topographic situations, based on 12 different
scenario climate time series (including ten RCM-based and two incremental scenario time
series). As a first step, the study focuses on steep rockwalls (>50°) because factors such as
variable seasonal snow cover [e.g. Zhang et al., 2001; Ishikawa, 2003; Zhang, 2005] and
strongly heterogeneous surface layers [e.g., Gorbunov et al., 2004; Hanson and Hoelzle,
2004], both of which significantly modify the GST, can be neglected. Hence, the ΔGST of
steep rockwalls is a direct and unfiltered impact of changed atmospheric conditions. The
3influence of changed thermal surface conditions to greater depths is not treated in the
present study.
2. Data, Models and Methods
2.1 Locally observed climate time series
The observational data (OBS) are taken from the climate station at Corvatsch (3315 m
a.s.l. [46.25/9.49], Upper Engadine, Switzerland) and were provided by MeteoSwiss
(Swiss Federal Office of Meteorology and Climatology). The area of Corvatsch is among
the most intensely investigated permafrost sites in the European Alps [Hoelzle et al.,
2002]. The climate station at Corvatsch was set in operation in 1981. In order to generate
an observational time series of Corvatsch that covers the same time period as the time
slices of the RCM control runs (CTRL; 1961-1990), the time series of Corvatsch were
extended with linear regression by using the neighboring high-elevation climate stations
that on the one hand reach back to 1961, and on the other hand show a high correlation
with the Corvatsch climate time series [for details see Salzmann et al., 2006a].
2.2 Scenario climate time series
A set of 12 daily scenario climate time series was constructed (Fig. 1) to be used with the
TEBAL model, described below, which simulates local GST for given topographical
situations. The set includes ten RCM-based and two incremental scenario time series.
The RCM-based daily scenario climate time series were created from the results of five
RCM simulations that were performed within the European project PRUDENCE
(Prediction of Regional scenarios and Uncertainties for Defining EuropeaN Climate
change risks and Effects) [see Christensen et al., 2002]. The results of the control (CTRL
1961-1990) and scenario (SCEN 2071-2100) simulations of the following three RCMs
were taken:
i) Climate High Resolution Model (CHRM; see [Lüthi et al., 1996; Vidale et al.,
2003]) from the ETH-Z (Switzerland),
ii) Regional Climate Model (RegCM; see [Giorgi et al., 1999; Pal et al., 2000])
from the ICTP (Italy) and
iii) Regional atmospheric climate model (HIRHAM see [Christensen et al., 1996])
from the DMI (Denmark).
As illustrated in Fig. 1, each of these RCMs has been driven by the HadAM3H GCM from
the Hadley Centre (UK) as forced by the SRES emission scenarios A2 and B2 (CHRM
only by A2). The A2 and B2 emission scenarios [Nakicenovic et al., 2000] assume
different developments of the amount of greenhouse gas (GHG) emissions for the future.
The A2 scenario projects high GHG emissions by assuming high population and energy-
growth combined with medium gross domestic production. For the B2 scenario, the
driving forces are assumed to be more moderate compared to the A2 scenario and thus a
lower level of GHG emission is projected. A GCM forced with the A2 emission scenario
simulates higher air temperatures than the same GCM forced with the B2 emission
scenario. However, different GCMs simulate a range of possible air temperatures due to
model internal limitations [e.g. Visser et al., 2000; Räisänen et al., 2004]. As a
consequence, the lower and upper bounds of the uncertainty ranges of the air temperatures
4simulated by different GCMs and the two emission scenarios produce a slight overlap
[IPCC, 2001].
The outputs of the RCMs were adapted for the high-mountain impact analysis using the so-
called ‘delta’ and ‘bias’ approaches, which are discussed in detail by Salzmann et al.
[2006a]. Both approaches use the output of the single grid box of the RCM out of the four
that are closest to the location of interest (here, Corvatsch), whose monthly data of the
CTRL run statistically fit best with the monthly observational time series of Corvatsch.
The local daily scenario climate time series (d-SCEN, b-SCEN) are calculated from the
single RCM grid box results as follows:
Delta:  d-SCENd = OBSd + (SCEN30y,m – CTRL30y,m) (1)
Bias:  b-SCENd = SCENd + (CTRL30y,m – OBS30y,m) (2)
where the subscripts d stands for ‘daily’, 30y for ‘30-year mean’ and m for ‘monthly’,
respectively. For solar radiation and precipitation, ratios are used instead of differences.
The main difference between the two approaches is that the bias approach considers,
whereas the delta approach ignores, a possible change in variability.
In this study, the following variables from the RCM results were used: 2 m temperature,
precipitation, global radiation and air pressure. Since we neglected the snow cover in our
study (due to the rockwall steepness) the most important variables for the calculation of the
GST are air temperature and global radiation [Lewkowicz, 2001, Gruber et al., 2004]. The
monthly 30-year averages of these two variables are shown in Figure 2a and b, for OBS
and for the constructed and adapted SCENs for the location of Corvatsch. The 2 m
temperature (Fig. 2a) shows largest changes during the summer months for all RCMs and
emission scenarios. For the global radiation (Fig. 2b), the largest changes are simulated for
the (early) summer months.
In addition to the RCM-based scenario climate time series, two incremental scenario time
series were created (cf. Fig. 1). For these time series the observed air temperature was
increased by arbitrary amounts of 2°C and 3°C, constantly throughout the 20-year time
period. The other climate variables were not modified for these scenarios. Incremental
scenario approaches are physically not plausible and thus do not present a credible future
scenario [IPCC, 1994]. However, such climate scenarios are commonly used in climate
(cryosphere) impact studies [e.g. Hoelzle and Haeberli, 1995; Stocker-Mittaz et al., 2002;
Zemp et al., 2006)], albeit actually more to explore system sensitivities than scenarios in an
intrinsic manner.
2.3 Modeling the Energy balance in complex topography
The energy-balance model TEBAL (Fig. 3) simulates time series of surface energy fluxes
and subsurface temperatures in complex topography, based on observed climate time series
(usually taken from a climate station), topographic, and surface and subsurface information
(cf. earlier applications: [Gruber et al., 2004a,b]). TEBAL has been developed based on
PERMEBAL [Stocker-Mittaz, 2002; Stocker-Mittaz et al., 2002]. Clear-sky short-wave
incident radiation is modeled taking into account sun-terrain geometry based on Corripio
[2003], as well as atmospheric attenuation based on a standard atmosphere. Measured
global radiation is partitioned into direct and diffuse components [Erbs et al., 1982].
5Diffuse radiation from the sky and surrounding terrain is calculated in a lumped approach,
using sky and terrain view factors and ground albedo [Stocker-Mittaz et al., 2002]. Long-
wave radiation from the sky [Konzelmann et al., 1994] and surface temperatures are used
to calculate long-wave irradiance in complex topography using terrain and sky view
factors [Plüss and Ohmura, 1997]. For steep rockwalls, the turbulent latent heat flux was
reduced by a factor of 100 due to the assumed lack of snow cover and surface water. Vapor
pressure is parameterized according methods described by Flatau et al. [1992] and Plüss
[1997]. Both latent and sensible turbulent fluxes were calculated using the bulk method
[Oke ,1987, cf. Suter et a.,l 2004]. The residuals of the surface energy balance are assigned
to the ground heat flux and used as boundary condition for a 1D Crank-Nicholson
subsurface heat-conduction scheme. The resulting temperature for the surface node is
converged with the initial guess of surface temperature using a secant iteration procedure.
Effects of latent heat during freeze or thaw of water in the rock is included as apparent heat
capacity based on an exponential representation of unfrozen water content.
We have validated the version of TEBAL used in this study by simulating 14 logger-
measured rockwall temperature time series in the Swiss Alps during the hydrological year
2001/2002 by only adjusting slope, elevation and aspect to each logger site as described by
Gruber et al. [2004]. The driving daily time series were taken from the climate stations
Corvatsch (3315 m a.s.l.) and Jungfraujoch (3580 m a.s.l.). The atmospheric lapse rate was
taken as 0.006 Km-1, the volumetric heat capacity was set to 1.8 x 106 Jm-3K-1 and the
thermal conductivity to 2.2 WK-1m-1, based on Cermák and Rybach [1982] and
Wegmann, et al. [1998]. Horizons (e.g., local shadow effects) of the logger sites were not
included in the validation runs. The overall simulation of the rockwall daily mean
temperatures resulted in a mean coefficient of determination of r2 = 0.85, an RMS of 3.31
and in a mean absolute difference in MAGST (mean annual ground-surface temperature)
of 1.05 °C.
2.4 Applied approach design
The 20-year observed daily climate time series (OBS: 1982-2002) from Corvatsch and the
12 constructed scenario climate time series (2071-2091) were applied to TEBAL in order
to calculate the averaged 20-year mean daily GST for 36 specific topographic situations,
including three elevation levels (2500, 3500, 4500 m a.s.l.), four slope angles (50°, 60°,
70°, 80°) and three aspect slopes (N, E/W, S). East and west are not differed because daily
mean values were used. For the initialization of the temperature profile in TEBAL, a two-
year spin-up time in each TEBAL run was included. Equal surface characteristics were
used for each run. According to an ‘idealized’ high-mountain rockwall, the following
values were taken: roughness length = 0.0001 m, emissivity = 0.96 and albedo = 0.2.
The change in GST (ΔGST) for each of the 36 topographical situations were calculated by
subtracting the 20-year average GST based on the OBS climate time series from each of
the 20-year average GST based on the constructed scenario climate time series.
3. Overview of the simulated results
An overview of the simulated changes in the average GSTs and their complex distribution
is given in Figure 4, which is summarized with the Figures 5, 6, 7. In the following, the
6main findings, denoted by the letters (a) – (f) are mentioned shortly, before the results are
discussed in more detail in the subsequent chapter.
(a) The range of simulated ΔGST is quite high, on average about 3.5 °C in this study.
This high result variability is mainly caused by the use of different emission
scenarios, of different RCMs and of the two approaches (delta and bias) applied.
The relative distribution of the individually calculated ΔGST points within the
calculated ranges is relatively constant throughout all topographic situations.
(b) Of the three topographic parameters, only aspect has a significant influence on the
ΔGST.
(c) Notable in this context is the distinction between the incremental scenarios
(crosses) and the RCM-based scenarios (all other symbols). While the latter (except
rea2d) lead to significantly higher ΔGST for N-facing slopes than for S-facing
slopes, the incremental scenarios are not sensitive to aspect.
(d) The highest ΔGSTs are achieved by applying the A2 emission scenario (filled
markers).
(e) If variability is allowed to change between OBS and SCEN (bias approach), the
increase in ΔGST is reduced in our study (squares).
(f) The approach used can reverse the result that A2-forced scenario simulations
generally yield higher ΔGST than B2-forced scenarios. Here, the same RCM forced
once with the B2 and once with the A2 emission scenario can result in higher
ΔGST with B2, depending on the approach applied (see also Section 4.4).
4. Discussion
4.1 Higher sensitivity of N-faces
A summary based on the median of all RCM-simulation runs is given in Figure 5. The
median is assumed to represent the ‘best guess’ of all modeled ΔGST. This median is
shown for different aspects (x-axis), elevation-levels (color) and slopes (vertical extent). A
prominent feature in Fig. 5 is the difference between the RCM-based scenarios and the
incremental scenarios. While the RCM-based scenarios show a difference in ΔGST
between N-faces and S-faces of about 1°C, sensitivity of the incremental scenarios to
aspect is not evident. This is caused by the differences in the solar radiation received at the
surface. For the incremental scenarios air temperature was modified but not the variable
global radiation. This is in contrast to the RCM-based scenarios, where both variables were
modified. The higher sensitivity of N-faces compared to S-faces simulated by the RCM-
based scenarios is probably caused by the different solar radiation received at the surface
of N- and S-faces. While the average GST of S-faces is mainly a function of the air
temperature and the incoming solar radiation throughout the entire year, the average GST
of N-faces in winter is to a larger extent dependent on air temperature, because no direct
solar radiation is received at the surface during that time of the year. Since the projected
change of global radiation is highest during the summer months (see Fig. 2b), the relative
change of global radiation is higher for N-faces than for S-faces. As a consequence, N-
faces are more sensitive to the climate scenarios applied in this study.
A further prominent result from Fig. 5 is that aspect is the only topographic parameter with
a significant influence on ΔGST. The effects of elevation and slope are very small and
probably within the internal noise level of the models. This result reflects the relatively
7high sensitivity of GST to the received solar radiation at the surface, which is in turn a
function of aspect.
4.2 Higher variability in S-faces
Figure 6 shows the ‘range of ΔGST’ (RΔGST). In contrast to the ΔGST, which decreases
from N to S (see Fig. 5), the RΔGST increases from N to S by about 1°C. The variability
and thus the uncertainty about the ΔGST are therefore higher in S-faces than in N-faces.
Again, this is caused by the higher influence of solar radiation on S-faces, which receive
solar radiation during the entire year, while N-faces only receive solar radiation during the
summer months.
A similar, but less pronounced effect is theoretically possible by the effect of slope on
receipts of solar radiation, since steeper slopes theoretically receive less solar radiation
during the annual cycle [e.g. Oke, 1987]. However, the value of this effect depends on the
related latitude and aspect. In this study, the effects of slope (and also of elevation) are
weak.
4.3 Changes in N-S differences
Under current climate conditions in the Swiss Alps, there is a measured difference in mean
annual GST of about 6-8°C between N-exposed and S-exposed rockwalls [Gruber et al.,
2004]. Assuming that the results of the Section 4.1, i.e., a higher sensitivity of N-faces, is
valid for the entire Swiss Alps, the observed differences in rockwall GST would decrease
under future scenario climate condition as the GST in N-faces would increase to a larger
amount than in S-faces. Such aspect-dependent warming of the surface will also affect the
qualitative changes of the ground thermal regime [Noetzli et al. subm.] and can lead for
example to enhanced rock fall activities in northern slopes as already observed in the
European Alps during the hot and dry summer of 2003.
Large decreases (up to about 2°C) of the N-S temperature differences result for HIRHAM
and RegCM applied with the bias approach, independent of the forced emission scenario
(Fig. 7). Small decreases result with the delta approach, independent of the RCM type and
emission scenario. The change in climate variability is thus a dominant factor for the
differential warming of N- and S-faces in the applied climate scenarios.
4.4 Combined influences of emission scenario, RCM, changed variability and topography
Generally, the largest ΔGST is achieved by applying the A2 and the lowest by applying the
B2 emission scenario, in both cases independent of the RCM type. This tendency can,
however, be reversed by the type of RCM used (Fig. 4), which is consistent with the
known uncertainties of GCMs/RCMs due to model internal limitations, as mentioned in
Section 2.2. Remarkable in this context is that a change in the climate variability (in our
case forced by the use of the bias approach), together with a potentially higher amount of
received solar radiation (e.g. due to south slope), can result in a higher ΔGST with the B2
than with the A2 emission scenario, although the same RCM is used. This can be seen in
Fig. 4 (f), where HIRHAM simulates higher ΔGST with the B2 emission scenario when
the delta approach is applied than with the A2 emission scenario and the bias approach.
This HIRHAM specific behavior is likely to be caused by the higher global radiation of
8HIRHAM B2 compared to HIRHAM A2 during summer (Fig. 2b) and/or by the change in
variability associated with the use of the bias approach.
The lowest values of the RΔGST in S-faces are modeled by the HIRHAM B2 used with the
bias approach (see Fig. 4 and 6). In N-faces, the RegCM B2 used with the delta approach
yields the lowest values of the range of GST change. The highest values are obtained by
HIRHAM A2 scenario used with the delta approach for almost all topographical situations
(Fig. 4). This is very likely caused by highest simulated annual air temperature of
HIRHAM A2, during almost the entire year (see Fig. 2a).
However, a detailed explanation of the model behavior requires an extended analysis of the
daily time series instead of the analysis of averages, as presented here.
4.5 Significance of the results
The results of this study are only valid for the specific and theoretical high-mountain
situation assumed here. For other regions of the Alps the results must be justified at least
for each of the different climatic regions of the Alps e.g. after Schuepp [1954] separately
by one representative location. For less steep rockwalls than assumed in this study and
larger areas, the important influence of a seasonal isolating snow cover and its changes in
the timing and the duration must be taken into account. Furthermore, different results
would achieve for differences in surface properties and the effects of a surface layer such
as debris cover must be taken into consideration, too. Moreover, only three RCMs and two
emission scenarios forced from only one GCM were used in this study. The use of
different driving GCMs would increase the uncertainty range additionally. When intending
to simulate ΔGST over a larger area requiring use of a Digital Terrain Model (DTM), the
uncertainties due to the DTM must also be considered [Salzmann et al., 2006b].
In this study, the importance of global radiation was emphasized. However, global
radiation in high-mountain areas is influenced significantly by cloud convection during
summer. RCMs with horizontal resolution of 50 km (as has been used here), cannot
resolve these sub-grid processes. Therefore, the RCM results for global radiation are
associated with high uncertainty, particularly in mountain areas and during summer.
However, this uncertainty was damped in this study by adjusting the direct output of the
RCMs to a specific location (Corvatsch) using the delta and bias approach.
5. Conclusion and Perspectives
In this study, we have calculated and analysed the ΔGST and the RΔGST for 36
topographical high-mountain situations derived from an input matrix of ten RCM-based
scenario time series (including three RCMs, two SRES emission scenarios, two
approaches) and of two incremental scenario climate time series. The main conclusions
are:
• The use of RCM-based scenarios instead of incremental scenarios for impact
studies is to be preferred in complex mountain topography, when a study aims at
assessing the possible impact of climate change scenarios as opposed to studying
sensitivities of a process or a model.
9• The use of multimodel approaches such as inclusion of different emission scenarios
and GCMs/RCMs is required to assess possible ranges of future ground surface
temperature changes (RΔGST) and to cover the uncertainty range associated with
the models.
• In terms of topography, aspect is more important than slope and elevation for the
GST.
• The influence of topography on ΔGST is generally weaker than the influence of the
different emission scenarios, RCMs, and application-approaches (delta/bias).
• Changes in the duration and thickness of a seasonal snow cover will probably be
the most important factor for changes in the ground thermal regime. Nevertheless,
we show in this study that also relatively simple systems like steep rockwalls
require detailed investigations about potential changes in GST.
Based on the strong variability of RCM output, there appear to be many uncertainties
associated with possible impacts of climate change on GST in the complex topography of
high-mountain environments. The range of uncertainties can only be assessed by using
physically plausible RCM-based scenarios, which take into consideration qualitative (e.g.
increase of variability) and quantitative (e.g. increase of air temperature) changes of
different atmospheric variables (e.g. global radiation).
However, if we assume that the general trend of our results is valid for the entire Alpine
region, the changes in GST and the subsequence changes in the ground thermal regime can
lead to serious rock fall and landslide events that exceed the frequency and magnitude of
related empirical knowledge.
The next steps towards assessing scenarios of the ground thermal regime in complex high-
mountain topography include the link to the subsurface [e.g. Noetzli et al., subm.].
Furthermore, a thorough analysis of the climate input time series from the RCMs and the
time series of the GST as well as the single fluxes of the surface energy balance instead of
averages are required. The input data set to drive the local energy-balance model TEBAL
should be enlarged by including RCMs driven by different GCMs. Finally, the use of
probabilistic scenarios could further enhance the expressiveness of the model results [e.g.
Wigley and Raper, 2001; Tebaldi et al., 2005].
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Figure 1
Matrix of the 12 constructed scenario climate time series that are applied to the energy-balance
model TEBAL for the simulation of GST.
Figure 2a,b
The monthly 30-year averages for (a) 2 m-temperature and (b) global radiation of the OBS




Scheme of the energy-balance model TEBAL.
Figure 4
Plot of the 12 simulated changes of GST (ΔGST = SCEN – OBS) for a selection of chosen
topographical situations. Each of the triplets (on the x-axis) represents an elevation level with a
specific slope that is allocated to the three different aspects (N, E/W, S); N2500_50 stands for:
North exposition, 2500 m a.s.l., 50° slope.
Due to the use of daily climate values (i.e. no afternoon convection), east and west are equal. Each
RCM is represented by a different marker color. Simulations with the delta approach are
represented by a triangle, simulations with the bias approach by a square. Filled markers represent
ΔGST based on A2 emission scenarios, unfilled marker represent ΔGST based on B2 emission
scenarios. Crosses represent results for the incremental scenarios.




Median of ΔGST for all scenario climate simulations, with separation between RCM-based and
incremental scenarios (only OBS+3 is shown) and as a function of aspect (x-axis), elevation (color)
and slope (vertical extent).
Figure 6
Range of ΔGST (RΔGST) including all scenario climate simulations (except the incremental
scenarios) as a function of aspect (x-axis), elevation (color) and slope (vertical extent).
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Figure 7
Change in the N-S difference for calculated GST for the scenario climate simulation (except
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Abstract
Permafrost degradation is regarded as a crucial factor influencing the stability of steep
rockwalls in alpine areas. Discernment of zones of fast temperature changes requires
knowledge about the temperature distribution and evolution at and below the surface of
steep rock. In complex high-mountain topography, strong lateral heat fluxes result from
topography and variable surface temperatures and profoundly influence the subsurface
thermal field. To investigate such 3-dimensional effects, numerical experimentation was
conducted using typical idealized geometries of high mountain topography, such as ridges,
peaks or spurs. The approach combines a surface energy-balance model with a 3-
dimensional ground heat conduction scheme to investigate below ground temperature
distribution and permafrost occurrence in high mountain topography. Time-dependent
simulations are based on scenario data gained from Regional Climate Models. Results
indicate complex 3-dimensional patterns of temperature distribution and heat flow density
below mountainous topography for equilibrium conditions, which are additionally
perturbed by transient effects. Permafrost occurs at many locations where temperatures at
the surface do not indicate it, e.g., on the south face of ridges or below the edges of a peak.
The modeling tools applied bear potential for a number of studies in high-mountains
addressing questions related to permafrost distribution and evolution at depth in real
topographies, as for instance the re-analysis of temperature-related instabilities.
Keywords: permafrost degradation, subsurface temperature distribution, complex
topography, temperature evolution.
21. Introduction
Permafrost in European mountains has warmed by 0.5 to 0.8 °C in the upper tens of meters
during the past century [Harris, et al., 2003]. This effect is connected to changes in
atmospheric conditions and, in view of projected climatic change [IPCC, 2001; Knutti et
al., 2002; Stott and Kettleborough, 2002; Zwiers, 2002], is likely to intensify in the future.
Permafrost degradation is regarded as one of the crucial factors influencing the stability of
steep rock faces in high mountains and a temperature-dependent reduction in rockwall
stability has recently been demonstrated both in theory and laboratory experiments [Davies
et al., 2001; Haeberli et al., 1997; Harris et al., 2001a]. The exceptional rockfall activity
during the hot summer of 2003 in the European Alps [e.g., Keller, 2003] provided
additional strong evidence for a relation between rockfall and climate change via
permafrost degradation and pointed to the serious and fast response of perennially frozen
steep rock to increasing air temperatures [Gruber et al., 2004a; Schiermeier, 2003]. Frozen
rock-joints were shown to reach minimal stability little below 0 °C, i.e., a jointed rock
slope may become unstable as the ice warms [Davies et al., 2001]. Thus, instabilities are
expected to originate mainly in warm permafrost areas [Deline, 2001; Dramis et al., 1995;
Haeberli et al., 1997], where the detachment zones of many rockfalls that occurred in the
Alpine periglacial areas during the past century are located [Noetzli et al., 2003]. We
therefore consider both warming and thawing of permafrost as degradation.
To discern zones of fast permafrost degradation detailed knowledge about the ground
temperature distribution and evolution is required, both at and below the surface. In alpine
environments most topographic features such as mountain peaks or steep ridges are 3-
dimensional in nature and 3-dimensional thermal effects exist in the underground: Variable
topography influences the distribution of the heat flow density [Kohl, 1999; Sergueev et
al., 2003] and 2-dimensional variations in surface temperatures lead to 3 dimensional
effects in the underground, such as strong lateral heat fluxes [Gruber et al., 2004b]. These
effects profoundly affect the temperature distribution at depth, violating the common
assumption of predominantly one-dimensional vertical heat transport. Little is known,
however, about how these effects influence permafrost occurrence in high mountains.
Widely established permafrost distribution models are typically based on proxy variables
of selected factors of the surface energy balance without considering the thermal
conditions at depth [Etzelmüller et al., 2001; Gruber and Hoelzle, 2001; Haeberli, 1975;
Hoelzle and Haeberli, 1995; Hoelzle et al., 2001; Keller, 1992]. Also newly developed
physics-based approaches to determine near-surface temperatures, such as TEBAL
[Gruber, 2005; Stocker-Mittaz et al., 2002], the CoupModel [Jansen and Karlberg, 2004]
or SNOWPACK [Bartelt and Lehning, 2002; Lehning et al., 2002; Luetschg 2004], do not
take into account a 3-dimensional character of the subsurface heat flow.
This study explores the influence of 3-dimensional high-mountain topography on the
subsurface thermal field in steady state, and its evolution over time given changing surface
temperatures. We investigate whether there are typical locations exposed to significantly
faster permafrost degradation related to topography effects. For this purpose, we developed
a modeling chain that considers the processes in the atmosphere (climate), at the surface
(energy balance) and in the deeper subsurface (heat conduction): We combined a surface
energy balance model with a 3-dimensional heat conduction scheme and for time-
dependent calculations we obtained scenario climate time series from Regional Climate
Models (RCMs). Owing to the complex and highly variable conditions found in nature, our
study is based on numerical experimentation with idealized test cases of typical
3topographic features in high-mountains. The results obtained are thus more easy to
interpret and a step towards assessing natural and more complex situations.
2. Background
A wealth of studies exists about the influence of inhomogeneous surface conditions (e.g.,
lakes, buildings) on ground temperatures [for a review see Gold and Lachenbruch [1973])
and about the perturbation of a vertical steady state heat flow field induced by topography
leading to increased heat fluxes below valleys and lower values below mountain ridges (for
a review see Kohl [1999]). A few recent studies report on the subsurface thermal regime
below complex mountain topography involving transient effects [e.g., Kohl, 1999; 2001;
Sergueev, 2003]. In most studies surface temperatures were held constant or related to air
temperatures and their changes alone. Yet in rugged topography the aspect-dependent
variation of the radiation balance is a major factor influencing the distribution of surface
temperatures [Mittaz et al., 2000]. Blackwell [1980] and Safanda [1999] calculated surface
temperatures subject to variable slope orientation and found that it perturbs the subsurface
temperature field and heat flow density significantly. This effect was also discussed by
Kukkonen and Safanda [2001], but only 1-dimensional vertical heat transfer was
considered. First approaches taking into account aspect-dependent surface temperatures as
well as 2-dimensional heat fluxes that originate from mountain sides having different
temperatures were presented in case studies in the Swiss Alps [Gruber et al., 2004b;
Wegmann et al., 1998] and substantial influence of lateral heat fluxes on the ground
temperatures was demonstrated. So far, however, the 2- and 3-dimensional influence of
both topography and variable surface temperatures on the ground thermal regime in high
mountains has not been systematically investigated, and little is known about subsurface
permafrost below complex alpine topography.
3. Numerical modeling of ground temperatures in idealized geometries
3.1 Modeling approach
We perform model simulations for idealized test-cases in order to assess natural and more
complex situations. We identified ridges and mountain peaks as the main forms typically
comprising alpine topography and simplified them to triangular prisms and pyramid
geometries (Figure 1). In addition, in many rockwalls spurs can be found that modify the
surface. To model thermal surface and subsurface conditions of these geometries we
generated corresponding artificial digital elevation models (DEMs) of triangular prisms,
pyramids and surfaces with spurs and varied their topographic attributes: elevations were
set between 2000 and 4500 m a.s.l., representing the common elevation range of
permafrost in the Alps, slope values were set between 50° and 70°, corresponding to the
typical slope range for steep rockwalls in high mountains, and the four main slope
orientations were considered. The spatial resolution of the DEMs was set to 20 m, a
resolution often used in regional-scale permafrost modeling [Salzmann et al., 2006a].
However, for the regular geometric forms considered here the spatial resolution is not
significant.
Ground temperatures for geometries were modeled by coupling an energy balance model
and a heat-conduction scheme (Figure 2). The energy balance model TEBAL [Gruber,
2005; Stocker-Mittaz et al., 2002] is driven by climate time series and calculates mean
4annual ground surface temperatures (MAGST). These are imposed as upper boundary
condition in the numerical heat conduction scheme FRACTure [Kohl and Hopkirk, 1995],
which computes a 3-dimensional subsurface temperature field. In the first step, model
simulations were performed for equilibrium conditions to describe the thermal regime of
the subsurface under the influence of topography and spatial variability of the surface
temperatures alone. In a second step, time-dependent experiments were conducted,
allowing for changing surface temperatures induced by climate change. Time-dependent
calculations were based on model runs of the energy balance model, driven by scenario
climate time series generated based on output from RCMs. RCM output was downscaled
to local mountain situations using different application procedures [Salzmann et al., 2006b,
in press]. Transient calculations were performed with pure heat conduction and,
additionally, taking into account the effect of pore ice and latent heat.
3.2 Modeling of rock surface temperatures
The surface temperature distribution has been identified to be one of the most sensitive
parameters when estimating below ground temperatures [e.g., Rybach and Pfister, 1994].
Surface temperatures are controlled by the energy balance at the surface and mainly
depend on climatologic variables, on topographic factors and on surface characteristics
[Hoelzle et al., 2001; Mittaz et al., 2000]. In complex high mountain topography a realistic
calculation of surface temperatures is particularly important as they are highly variable in
space and time and are the main cause for lateral ground heat fluxes. As thick snow cover
and coarse blocky active layers [Harris and Pederson, 1998] are largely absent in steep
rock, the surface temperatures of a rockwall change primarily with aspect (shortwave
radiation), altitude (sensible heat and longwave incoming radiation) and lithology [Gruber,
2004c; Lewkowicz, 2001; Wegmann, 1998].
3.2.1 The TEBAL model
The energy-balance model TEBAL simulates time series of surface energy fluxes and
near-surface temperatures in complex topography, based on input of observed climate time
series and topographic information (i.e., a single point with known values of elevation,
slope and aspect or an input surface grid such as a DEM). Climate time series are usually
taken from operational climate stations and include air temperature, air pressure, relative
humidity, wind speed and direction, precipitation as well as global radiation in daily or
hourly resolution. Surface (albedo, emissivity and surface roughness) and subsurface
characteristics (thermal conductivity, heat capacity and pore volume) have to be supplied
for each point.
The surface energy balance and resulting temperatures are calculated based on the
following steps: Clear-sky short-wave incident radiation is modeled taking into account
sun-terrain geometry based on Corripio [2003], as well as atmospheric attenuation based
on a standard atmosphere. Measured global radiation is partitioned into direct and diffuse
components [Erbs et al., 1982]. Diffuse radiation from the sky and surrounding terrain is
calculated in a lumped approach, using sky and terrain view factors and ground albedo
[Stocker-Mittaz et al., 2002]. Long-wave radiation from the sky [Konzelmann et al., 1994]
and surface temperatures are used to calculate long-wave irradiance in complex
topography using terrain and sky view factors [Plüss and Ohmura, 1997]. For steep
rockwalls, the turbulent latent heat flux was reduced by a factor of 100 due to the assumed
lack of snow cover and surface water. Vapor pressure is parameterized according methods
described by Flatau et al. [1992] and Plüss [1997]. Both latent and sensible turbulent
5fluxes are calculated using the bulk method [Oke,1987, cf. Suter et al,. 2004]. The
residuals of the surface energy balance are assigned to the ground heat flux and used as
boundary condition for a 1-dimensional Crank-Nicholson heat-conduction scheme. The
resulting temperature for the surface node is converged with the initial guess of surface
temperature using a secant iteration procedure. Effects of latent heat during freeze or thaw
of water in the rock is included as apparent heat capacity based on saturated conditions and
an exponential representation of unfrozen water content.
In the context of this paper, we used the version of the TEBAL model with hourly time
steps which allows for the investigation of effects caused by diurnal fluctuations (e.g.,
convective clouding) that result in differing surface temperatures of east- and west-facing
slopes. For daily time steps the TEBAL model has been validated earlier by Gruber and
co-workers [2004c]. We re-validated the model for hourly time steps in an analogous
manner using the same data and parameters: 14 logger-measured rockwall temperature
time series in the Swiss Alps for the hydrological year 2001/2002 were simulated and only
topographic factors (slope, elevation and aspect) were adjusted to each logger site (Figure
3). Locations of the data loggers are distributed over the elevation range 2000 to 4500 m
a.s.l. and all aspects [Gruber et al., 2004c]. The driving time series were taken from the
climate stations Corvatsch (3315 m a.s.l.) and Jungfraujoch (3580 m a.s.l., Data source:
MeteoSwiss). Surface characteristics were set to albedo=0.2, emissivity=0.96 and
roughness length=0.0001 m and an atmospheric lapse of 0.006 Km-1 is assumed.
Volumetric heat capacity was set to 2.0 x 106 Jm-3K-1 and thermal conductivity to 2.5
WK-1m-1 based on published values [Cermák and Rybach, 1982; Safanda, 1999;
Wegmann et al., 1998]. The lower boundary of the heat-conduction scheme is set at a
depth of 15 m. Due to transient and 3-dimensional effects it is not known whether the heat
flux here is positive or negative and it is therefore assumed to be zero.
The overall simulation of daily mean rock temperatures resulted in a mean coefficient of
determination (r2) of 0.78 and in a mean absolute difference in MAGST of 1.7 °C which
lies within the accuracy range of the previous validation with daily time steps and is
considered encouraging. It should be kept in mind that calculated surface temperatures
accumulate all errors in the input data, extrapolations (over large horizontal and vertical
distances in extreme terrain geometries) and parameterizations of all other variables and
fluxes. Convective clouds, for instance, reduce surface temperatures through shading of
direct radiation and are spatially and temporally highly variable. The difficulties to model
such phenomena may also be the main reason for a small seasonal bias in the differences
between modeled and measured temperatures (Figure 3) as cloud effects are mainly
important during summer. Furthermore, visibility horizons (e.g., for local shadow effects)
or any site specific information other than topographic were not included in the validation
runs.
In mountainous topography surface temperatures at a given elevation vary strongly
between aspects due to the different amount of direct short-wave solar radiation received.
This is the primary factor leading to lateral heat fluxes in the subsurface. It is therefore
important for this study to correctly model differences in surface temperature as related to
slope exposition. For a check, we compared the temperature offset for modeled and
measured data: Modeled temperature differences for a location at an elevation of 3000 m
a.s.l. and with a 60° slope are approximately 7 °C between north and south exposition and
2.5 °C between east and west, respectively. These values correspond well to the measured
data of rock temperatures [Gruber et al., 2003; Gruber et al., 2004c].
63.2.2 Model TEBAL runs
MAGST was calculated for a ten-year period (1990-1999) using hourly time series from
the high elevation site at Corvatsch (3315 m a.s.l.), Upper Engadine (Data source:
MeteoSwiss) for the DEMs described above. Surface and subsurface characteristics as well
as the lower boundary condition were set according to the validation runs and a spin-up of
one year was added before the start of the actual model run to initialize the temperature
profile. As only the surface temperatures were used for coupling with the heat conduction
scheme a spin-up time of one year is considered sufficient. The resulting MAGST grid was
used for coupling with the heat conduction scheme.
3.3 Modeling of subsurface temperatures in bedrock
3.3.1 Thermal processes in bedrock solved by the numerical tool FRACTure
Below ground temperatures in bedrock are generally controlled by the spatial and temporal
variations of surface temperatures and the upward flow of heat from the interior of the
earth. They are further modified by topography as well as by material properties and
advection processes. The effects of fluid flow can be neglected in bedrock permafrost as a
first approximation [Kukkonen and Safanda, 2001]. Further processes such as radiogenetic
heat production are not considered as they only become important at great depth (i.e.,
>1000 m). In our approach, a conductive transient thermal field under highly variable







where T[K] is the temperature at times t [s] and k_[m2s-1]  is thermal diffusivity, defined
as the ratio of thermal conductivity l [Wm-1K-1] to volumetric heat capacity rcp [Jm-3K-
1]. This parameter describes the pace at which the signal propagates into the subsurface.
Water contained in the pore space and crevices of rock delays the response to surface
warming by the uptake of latent heat and can influence the time and depth scales of
permafrost degradation by an order of magnitude [Kukkonen and Safanda, 2001;
Romanovsky and Osterkamp, 2000; Wegmann, 1998]. The latent heat effect can be handled
by substituting an apparent heat capacity rca for the volumetric heat capacity rcp of
unfrozen soil in the heat transfer equation [e.g. Mottaghy and Rath, 2006], based on an
approximately exponential representation of unfrozen water content [Dash et al., 1995;
Williams and Smith, 1989]:
 
€ 
ρca = ρcp + ρiL f
dθu
dT (2)
where ri is the density of ice, Lf is the specific latent heat of fusion for ice and qu is the
volumetric unfrozen water content.
The finite element code FRACTure (Flow, Rock And Coupled Temperature effects) [Kohl
and Hopkirk, 1995] was broadly applied in the past for temperature calculations below
complex topography [Kohl, 1998]. Herein the simulator was used for the calculation of the
above-described processes of subsurface temperatures in a forward modeling scheme.
FRACTure allows for the calculation of heat transfer processes in a full 3-dimensional
7formulation. Recent developments enable an easy integration of topography and locally
varying surface conditions into a robust and well-tested calculation scheme.
For the definition of the boundary conditions and transient effects the following
assumptions were taken: Temporal variations of the near-surface temperatures have diurnal
to millennial timescales and lead to thermal disturbances with variable penetration depths
and amplitudes [Lunardini, 1996; Kohl, 1998]. In this study, we ignore annual temperature
variations that may penetrate up to about 12 m in bedrock (Gruber et al., 2004b) and only
consider long-term variations as related to climate change (time scales of decades to
centuries). However, long-term surface temperature variability still occurs on much shorter
timescales than the geological processes that determine the geothermal heat flow.
Therefore, the climatologic perturbations are treated as transient effects defined for the
upper boundaries. The transient thermal field is then superimposed on a steady state
temperature regime defined from the lower basal heat flow boundary condition. This
corresponds to the approach used by Pollak and Huang [2000]. For time-dependent
calculations so-called load-time functions were defined that describe the evolution of the
upper boundary condition (see below).
3.3.2 Model runs
Structural data such as topography and subsurface material properties were assigned to a
discretization scheme with the generation of the finite element (FE) mesh. The FE-mesh
was created for different geometries. Vertical refinement was increased from 250 m at
depth to 10 m for elements closest to the surface. Laterally, the element size was set to 20
m corresponding to the DEM resolution. Below the geometry, a roughly discretisized
rectangle box with a height of 1000 m and no heat transfer across its sides was added. In
total, the mesh consisted of around 35’000 nodes. A uniform lower boundary condition
heat flux of 70 mWm-2 (Medici and Rybach, 1995) was set and as upper boundary
condition the modeled MAGST (see above) was imposed.
In the purely diffusive and stationary state, the thermal conductivity is the only
petrophysical parameter of importance. It was set to 2.5 WK-1m-1 based on published
values [Cermák and Rybach, 1982; Safanda, 1999; Wegmann et al., 1998]. In transient
simulations, the temperature change experienced additionally depends upon the volumetric
heat capacity, set to 2.0 x 106 Jm-3K-1 [Cermák and Rybach, 1982], and on the ice/water
content. The porosity for rock was set to 3% [Cermák and Rybach, 1982]. For sensitivity
studies thermal conductivity, geothermal heat flux and porosity were varied in the
simulations. Transient calculations were conducted with yearly time-steps. Time steps
were increased from 10 seconds to 1 year within roughly 100 steps during spin-up.
Sensitivity runs with higher refinement of the FE-mesh or changing to smaller time-steps
did not significantly change any of the results and a maximum difference in modeled
temperatures was assessed to be below 0.1 °C.
3.3.3 Time-dependent calculations
The transient calculations were started from the steady-state conditions of the above-
described runs. In FRACTure so called load-time functions are used to calculate time-
dependent boundary conditions:
€ 
Tn+1 = Tn + Δt 1− γ( )
dT
dt  (3)
8where Tn is the initial boundary condition, Tn+1 is the boundary condition at time tn, Dt is
the length of the time step, dT/dt is the time derivative of the local temperature and g is a
time integration parameter (i.e., g=0.5 corresponds to the often used Crank-Nicholson
scheme).
To define a boundary condition Tn and corresponding load time functions, we calculate
future surface temperatures based on TEBAL-runs with scenario climate time series
driving the model. The scenario climate time series were generated from output of RCM
simulations in the scope of a study by Salzmann et al. [accepted]. In their study a matrix of
different emission scenarios, RCMs and application procedures was used to assess possible
changes in surface temperatures in steep high-mountain rockwalls: A set of 12 RCM-based
daily climate time series was created from the results of five RCM simulations that were
performed within the European project PRUDENCE [see Christensen et al., 2002]. Three
RCMs (CHRM from the ETH-Z in Switzerland [see Lüthi et al., 1996], RegCM from the
ICTP in Italy [see Giorgi et al., 1999], and HIRHAM from the DMI in Denmark [see
Christensen et al., 1996]) were driven by the HadAM3H GCM from the Hadley Center
(UK) as forced by the SRES emission scenarios A2 and B2 (CHRM only by A2). The
results of the RCM control (1961-1990) and scenario runs (2071-2100) were adapted for
high-mountain situations using the so-called delta and bias approaches that are discussed in
detail by Salzmann et al. [2006b, in press]. The constructed scenario climate time series
were applied to TEBAL and the average change in surface temperature was calculated for
36 specific topographical situations. Results showed an approximately 1 °C stronger
warming on north-facing rockwalls compared to south-facing rockwalls within the next
100 years and the climate conditions at Corvatsch (3315 m a.s.l.), Upper Engadine, that
can mainly be attributed to differing amounts of direct solar radiation received. As the
RCM results used do not provide diurnal fluctuations, no difference between the warming
in east- and west-facing slopes could be modeled. The exact modeling procedure and
detailed results of this study are described by Salzmann et al. [accepted].
Based on the results from these scenario runs, three types of linear load-time functions
were defined to distinguish warming on north-, south- and east/west-oriented slopes.
Possible changes in MAGST between the time periods 1982-2002 and 2071-2091 were
simulated for a 60° slope at an elevation of 3500 m a.s.l. Because all scenarios are equally
valid, the median of all runs was calculated to derive a best guess of the possible
temperature change: for north-oriented slopes we assumed a linear temperature change
over the next 100 years of +3.5 °C, for south- and east/west-oriented slopes the change was
set to 2.5 °C and 3 °C, respectively.
4. Subsurface temperatures in mountainous topography
4.1 Steady state conditions
Due to the difficulties in illustrating 3-dimensional situations in 2-dimensional graphics the
main results are first visualized for cross-sections of ridges. In Figure 4 the ground
temperature fields of six idealized ridges with altitudes between 2000 and 4000 m a.s.l.,
north-south and east-west aspects and a slope of 60° are shown. The permafrost base
corresponds to the 0 °C-isotherm and is highlighted by a black line. The temperature
distribution is governed by the difference in surface temperatures between the two flanks
of the ridges, which leads to near-vertical isotherms in the top part of the ridge. Isotherms
are curved as a result of the geometry. The main heat flux is directed horizontally from the
warmer to the colder side in the top part and diagonally upwards in the middle part of the
9ridge and vertical heat fluxes only exist at the base of the geometry (Figure 5a). The heat
flux density is largest at the top due to the largest temperature difference on the shortest
distance. In addition, a zone of increased temperature gradients and heat flux can be found
at the foot of the colder side. A corresponding zone of lower heat flux density is located in
the middle of the warmer side.
A larger difference in MAGST between the two sides of a mountain, i.e. north-south vs.
east-west ridges (cf. Figure 4a-c vs. d-f), leads to larger horizontal temperature gradients,
to more vertical isotherms and, hence, to a stronger horizontal heat flux. This effect also
increases with the steepness of the topography. Changes in elevation have no major effect
on the relative temperature distribution pattern. However, as the isotherms are inclined, the
shape of the permafrost body changes significantly with elevation (Figure 4). At elevations
up to 4000 m a.s.l. thick permafrost exists on both sides. Permafrost thickness (which we
consider here in the direction of heat conduction into the subsurface, i.e., vertical to the
surface) decreases with increasing height mainly on the warmer side. At elevations lower
than ca. 3500 m a.s.l. surface temperatures are above 0 °C on the southern side of our
model. But at these heights permafrost may exist right below the surface, induced by the
opposite colder mountain flank (e.g., Figure 4b, c, f).
To demonstrate the influence of the geothermal heat flux on the temperature distribution in
steep topography, we re-calculated the thermal field of a ridge with a zero heat flux lower
boundary condition. The result was then subtracted from the thermal field modeled with
the constant lower boundary condition used in the model runs (Figure 6). The influence of
the geothermal heat flux decreases exponentially towards the top and becomes negligible
in the upper half of the geometry (Figure 6a): the top part of the ridge is virtually
decoupled from the half-space below the geometry under consideration. A lower thermal
conductivity slightly increases the influence of the geothermal heat flux (Figure 6b),
whereas steeper and more extreme topography decreases it.
In a pyramid geometry similar effects can be observed but with four sides having different
surface temperatures. With slices taken along the x-, y-, and z-axis the 3-dimensional
nature of the permafrost body in alpine topography becomes visible (Figure 7) and effects
not present in 2-dimensional ridge situations can be shown. For instance, permafrost can be
found only meters to decameters below the surface of the edges of the pyramid: In Figure 8
this is visualized in cross sections along the edges. Additionally, irregularities on rockwall
surfaces such as spurs with sides exposed to different aspects may modify the subsurface
temperature field. In Figure 9 an example of a spur on a south-facing rockwall is shown.
Due to the lower temperatures on the western side of the spur, lower subsurface
temperatures are induced inside and even below the spur. This leads, for instance, to local
permafrost occurrence in a south-facing rockwall that generally does not contain
permafrost.
4.2 Transient ground temperatures
In a simple experiment, time and depth scales of the influence of a climatic signal on
ground temperatures can be demonstrated with a 1-dimensinal solution for the vertical





T = T0 × erfc
z







where T0 [K] is the change in MAGST, z [m] is the depth, k [m2s-1] is the thermal
diffusivity and ti [s] is the duration after the change. Thus, taking k=1.25 x 10-6 m2s-1,
50% of the amplitude of the temperature step has reached a depth of approximately 60 m
after a time period of 100 years and 25% has reached around 100 m. Considering a time
period of 200 years the respective values amount to 80 m for 50% and 150 m for 25% of
the signal. This means that within only one or two centuries of after a temperature increase
permafrost occurrence several hundred meters below the surface is not substantially
affected. This corresponds to the results obtained in our simulations: In the 3 dimensional
situations modeled, a change in MAGST propagates into the ground perpendicularly to the
surface from two or more sides (Figure 10), leading to an increase in the pace at which
permafrost degrades. For more exposed 3-dimensional situations such as a pyramid, the
warming even takes place from 4 different sides (Figure 11). With raising surface
temperatures the permafrost base changes until it is situated parallel to the surface. In the
examples shown in Figure 11, it can be seen that the permafrost base mainly changes on
the warmer side because of the curved form of the isotherms. After a period of 100 or 200
years the parts deeper than ca. 200 m are still not reached by the climate signal (Figures 10
and 11). A permafrost body can remain unaffected by changes at the surface over centuries
to millennia where temperatures little below the surface have changed significantly and
many parts of the surface have become free of permafrost.
The main heat flux is directed horizontally from the warmer to the colder side (Figure
5b,c) as shown for equilibrium conditions, but strongest heat fluxes exist in the upper part
on the warmer side. Temperature gradients and heat fluxes near the surface increase
strongly due to the larger temperature difference between the warming surface and the
temperatures at depth that still remain unchanged. On the colder side a reversal of the
direction of heat fluxes takes place and, hence, at the depth reached by the temperature
signal a zone exists where heat flows towards it from both sides.
Where the temperature raises towards 0 °C, energy is needed to melt ice contained in pore
spaces. This effect leads to a delay in the propagation of the temperature signal into the
subsurface and increases the time lag between changes in surface conditions and
temperatures at depth. The difference between model runs with and without latent heat is
illustrated in Figure 12. Locations where a difference can be observed show the areas
where temperature changes take place just below 0 °C and, hence, where permafrost is
actually degrading. The influence, as calculated with a porosity of 3% and homogeneous
material properties, amounts to a maximum of about 0.5 °C within 100 years. Considering
the low porosity of rock this difference can be referred to as substantial, and latent heat
effects additionally modify the distribution of the underground thermal field at the
degrading permafrost boundaries.
5. Discussion
With the experiments conducted in this study we demonstrated the strong 3-dimensional
effects on the subsurface thermal field and the occurrence of permafrost in high mountain
topography. In the upper parts of the geometries under consideration the influence of the
11
geothermal heat flux is negligible and ground temperatures and heat fluxes are governed
almost solely by variable temperatures at the surface of the mountain sides: temperatures
change with position between the mountain sides and heat fluxes are mainly horizontal.
Due to the 3-dimensional effect of mountainous topography, permafrost occurs inside
mountains only a few meters to decameters below the surface where MAGST is clearly
above 0 °C. These effects were shown for simplified geometries even in steady state
conditions. In terms of temperature-related instabilities, a thawing and migrating
permafrost base in such a situation may, for instance, lead to rockfall occurring on the
warm or ‘permafrost-free’ side of a ridge or peak. In fact, several detachment zones exist,
where slope failure occurred in similar situations as, for instance, the event at Punta
Thurwieser on 18 September 2004 in the Italian Val Zebrù [Cola, 2005]. The rockfall
detached at an elevation of approximately 3600 m a.s.l. from a 70° steep and south-
exposed rockwall that is part of a mainly east-west-trending ridge. This situation is
comparable to the one shown in Figure 4b. The starting zone of the rockfall event on 15
July 2003 at the Hörnligrat, the NE-ridge of the Matterhorn, Switzerland, is located in a
situation where permafrost occurs only below the surface (cf. Figure 8b). Consequently, it
is important to consider the effects of complex topography and variable surface
temperatures when assessing below ground temperatures and permafrost occurrence in
high-mountains. Traditional 2-dimensional permafrost maps can serve as indicators of
potential permafrost occurrence in an area, but they do not provide sufficient information
on the conditions at depth. However, it has to be emphasized that the steady state
conditions shown do not describe a situation as found today in nature and that transient
perturbations to the steady state temperature field exist as described below. Nevertheless,
they are a step towards understanding the temperature distribution at depth in high-
mountain terrain.
3-dimensional mountain topography also plays a decisive role for temperature changes
entering into the ground. In the time-dependent simulations it can be seen that the warming
signal that intrudes into the underground perpendicularly to the surface reaches the
permafrost body from more than one side, i.e. from 2 sides in the case of a ridge, from
even 4 sides in a pyramid-like situation. Together with the above described decoupling
from the geothermal heat flux this describes a basic difference to permafrost degradation in
high latitudes or in more gentle terrain and increases the pace of deeper permafrost
degradation.
The transient effects caused by changing surface temperatures additionally complicate the
temperature distribution below the surface. Changes at the surface and the upper hundred
meters are substantial as modeled for the next 100 years and the conditions assumed in
test-cases. For instance, in Figure 9 the lower limit of permafrost distribution at the surface
rises to nearly 4000 m a.s.l. on south-facing rockwalls, which is higher than most peaks in
the European Alps. However, a substantial permafrost body remains in the underground
but surface conditions no longer indicate it. For a realistic assessment of today’s thermal
state and permafrost distribution at grater depth in high mountains it is therefore necessary
to consider transient effects in addition to 3-dimensional effects. For example, an assumed
10 °C cooler surface temperature during the last Pleistocene Ice Age 70,000-10,000 years
b.p. still causes a temperature difference of more than -4 °C at a depth of 1000 m compared
to steady state conditions [Kohl et al., 2001; cf. also Safanda and Rajver, 2001]. The recent
much smaller 20th century warming [Beniston et al., 1997; Diaz and Bradley, 1997;
Haeberli and Beniston, 1998] has not yet penetrated to greater depth but affects
temperatures in the upper decameters. When additionally considering the retarding
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influence of pore ice on temperature evolution, even in low-porosity rockwalls,
temperatures may be much colder than in the example above and substantial permafrost
may remain today inside high mountains.
The direction of heat fluxes is important, for instance, for the direction of unfrozen water
migrating in pore spaces. As seen in Figure 5, with rising temperatures at the surface, a
zone develops on the colder side of a mountain where heat flows towards it from two sides.
This can influence the movement of unfrozen water in the pore space and the distribution
of ice content in the subsurface [cf. also Gruber and Haeberli, submitted].
In the highly variable topography found in natural environments the subsurface
temperature field is a complex result of many interrelated influences and may differ
substantially from the simplified test cases presented. The calculation of surface
temperatures using TEBAL is validated for near-vertical situations of bare rock and we
assumed average values for and a homogeneous distribution of surface and subsurface
characteristics. Modifications are likely to be caused by various factors, such as snow
remaining in less steep parts, heavy fracturing of the rock due to weathering or geological
discontinuities [Gruber and Haeberli, submitted]. Knowledge about the water and ice
content of rockwalls, its freezing characteristics and its spatial and temporal variability is
absent or rare. Massive ice in jointed rock (as found in many rockfall scarps in 2003, e.g.,
the Matterhorn south face) can lead to a highly complex thermal field and strongly retard
degradation at depth. The hydrology of rockwalls and water possibly percolating therein,
which may lead to non-conductive heat transfer within the subsurface, are poorly
understood so far. Such effects may counter the retarding effect caused by the uptake of
latent heat. First results from the application of geophysical monitoring in the Turtmann
Valley, Swiss Alps, point to their importance in connection with permafrost occurrence in
solid rockwalls [Krautblatter et al., submitted].
We accomplished the combination of RCMs, energy balance and heat conduction models
by passing output from one model as input to the next. The model chain represents
processes initiated by changes in atmospheric conditions that lead to changes in the surface
energy balance and below-ground temperatures. However, the models are not yet fully
coupled and output from a first model serves as input to the next without accounting for
possible feedback. This first approach using such a model chain bears potential for a
number of studies and may provide a basis for numerical experimentation in order to
investigate thermal processes in frozen rockwalls and for case studies of real topography. It
may also be beneficial for the re-analysis of rockfall events that occurred in periglacial
areas, for support of engineering studies (e.g. cable cars) or interpretation of geothermal
profiles. The perturbation of the ground thermal field also constitutes a major obstacle for
the interpretation of transient signals contained in T(z)-profiles measured in boreholes
located in high mountains [Gruber et al., 2004b; Kohl and Gruber, 2003]. Its separation
from topographic effects is crucial for the quantification of the warming signal. Only then,
conclusions on the temperature history at the surface may be drawn correctly from the
inversion of these profiles, e.g. for monitoring programs such as PACE [Harris et al.,
2001b] or PERMOS [Vonder Mühll et al., 2004].
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6. Conclusions and perspectives
The experiments conducted in this study and the results described above lead to the
following conclusions:
• The steady state temperature field below high mountain topography is mainly
controlled by spatially varying surface temperatures between different mountain sides
and is little influenced by the geothermal heat flux in the higher parts. Isotherms are
nearly vertical and a strong heat flux is directed from the warmer to the colder side of
the mountain.
• Permafrost may occur underground at locations where surface temperatures do not
indicate it, even in steady state conditions. Traditional 2D-maps do not provide
sufficient information to assess permafrost distribution at depth in complex high-
mountain topography.
• Irregularities on the surface, such as spurs, may modify ground temperatures and
induce local permafrost occurrence.
• Permafrost degradation in steep topography takes places from different sides, affecting
both the permafrost table and the permafrost base. This leads to an increase in the pace
of deeper permafrost degradation as compared to permafrost in flat terrain, where
warming typically penetrates vertically into the ground.
• Owing to the long time needed for a temperature signal to penetrate to greater depth,
permafrost can remain inside mountains over centuries. At some locations where
surface temperatures rise above 0 °C substantial permafrost occurrence can be found.
Time scales involved in deep permafrost degradation are on the order of millennia,
even without the retarding effect of latent heat. The influence from past cold periods
such as the last ice-age is likely to still be found in the interior of mountain peaks.
• With rising surface temperatures, heat fluxes strongly increase near the surface.
• For the assessment of permafrost occurrence in complex topography, the 3-
dimensional situation as well as transient effects should be taken into account.
Preferably, physically based 3-dimensional models are used.
• An energy balance model has been successfully combined with a numerical 3D heat
conduction scheme to model ground temperatures and permafrost distribution at depth
in complex topography. In addition, output from RCMs was downscaled to local
climate conditions and used for time-dependent model runs.
Permafrost in steep bedrock slopes is still a very young field of research and many factors
influencing the ground thermal regime in steep rock are poorly understood today.
Examples include the influence of snow cover, ice contained in pore spaces, percolating
water or local inhomogeneities [Gruber and Haeberli, submitted]. The focus of future
activities is on realistic process understanding and quantitative and numeric modeling of
the processes involved in permafrost degradation in steep high mountain rock walls. For
the understanding and quantification of present-day or future temperature conditions the
time scales needed in model spin up to account for transient effects of past cold periods are
investigated. The model chain applied in this study may be established for future studies on
the subsurface distribution and evolution of mountain permafrost, such as the re-analysis of
recent periglacial rockfall events or the study of the present transient state of thermal fields
in real topographies. A validation study combining the models presented with measured
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Figure 1
Examples of the most prevalent topographical forms of high mountain topography: ridges (left, e.g.
Dammastock, CH) and peaks (middle, e.g. Matterhorn, CH) are simplified as triangle and pyramid
geometries. Additionally, rockwalls are often modified by spurs (right, e.g. Piz Terri, CH). Photos
left and middle taken by Ch. Rothenbühler.
Figure 2
To compute below ground temperature fields different models were combined in a model chain:
Ground surface temperatures are calculated by the energy balance model TEBAL (Gruber, 2005;
Stocker-Mittaz et al., 2002) and used as upper boundary condition in the FE heat conduction code
FRACTure (Kohl and Hopkirk, 1995) that determines a 3-dimensional subsurface temperature
field. For time-dependent calculations, the energy-balance model was driven by climate time series
generated based on output from Regional Climate Models (RCMs).
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Figure 3
Measured versus modeled daily means of near-surface temperatures [°C] at two logger sites for the
hydrological year 2001/2002. Modeled temperatures were calculated with the energy balance
model TEBAL and hourly time steps.
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Figure 4
Steady state subsurface temperature fields in six idealized ridges with a slope steepness of 60°. The
black line corresponds to the 0 °C-isotherm and represents the permafrost boundary. Ridges a)-c)
have north and south-facing slopes, ridges d)-f) west- and east-facing slopes, respectively. Three
different elevation ranges are shown.
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Figure 5
Distribution of heat fluxes in an idealized ridge with south- and north-facing slopes for steady state
conditions (0 y), the situation after 100 y and after 200 y, considering a rise in ground surface
temperatures of 3.5 °C on the northern and 2.5 °C in the southern flank, respectively.
Figure 6
The influence of the geothermal heat flux exponentially decreases towards the top of the geometry.
On the left (a), the temperature difference between model runs with a constant geothermal heat flux
und such calculated with a zero heat flux lower boundary condition is shown. On the right (b), the




The temperature distribution in a pyramid that represents a simplified peak is visualized with x-, y-
and z-slices. The black line corresponds to the 0 °C-isotherm and represents the permafrost
boundary. The three-dimensional character of the permafrost body becomes evident.
Figure 8
Steady state temperature distribution shown in two slices taken along the edges of a pyramid
geometry. The temperatures a few decameters below the edges strongly differ from the thermal
conditions at the surface as a result of 3-dimensional effects.
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Figure 9
Situation of a spur on a south-facing rockwall. The spur modifies the surface temperatures and
therewith the temperatures in the underground. This may lead to local permafrost occurrence in a
rockwall that generally does not contain permafrost.
Figure 10
Evolution of subsurface temperatures in a ridge with a south and a north slope (top) and an east and
a west slope (bottom), respectively, for steady state and after a time period of 100 and 200 years.
The warming at the surface was set to +3.5 °C for north slopes, +2.5 °C for south slopes and +3 °C
for east and west slopes over a time period of 100 years The black line corresponds to the 0 °C-
isotherm and represents the permafrost boundary.
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Figure 11
Temperature evolution of the pyramid situation shown in Figure 6, considering a warming at the
surface of +3.5 °C for north slopes, +2.5 °C for south slopes and +3 °C for east and west slopes
over a time period of 100 years. The black line corresponds to the 0 °C-isotherm and represents the
permafrost boundary.
Figure 12
Difference between model runs with no heat source and such taking into account latent heat effects
as modeled for a porosity of 3% and a time period of 100 (left) and 200 years (right). At locations
that show differences between the model runs phase changes take place and, hence, these locations
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Abstract
The thawing of alpine permafrost due to changes in atmospheric conditions can have a
severe impact, e.g. on the stability of rock walls. The energy balance model PERMEBAL
was developed in order to simulate the changes and distribution of ground surface
temperature (GST) in complex high mountain topography. In such environments, the
occurrence of permafrost depends greatly on the topography, and thus, the digital terrain
model (DTM) is an important input of PERMEBAL. This study investigates the influence
of the DTM on the modeling of the GST. For this purpose, PERMEBAL was run with six
different DTMs. Five of the six DTMs are based on the same base data, but were generated
using different interpolators. To ensure that only the topographic effect on the GST is
calculated, the snow module was turned off and uniform conditions were assumed for the
whole test area. The analyses showed that the majority of the deviations between the
different model outputs related to a reference DTM had only small differences of up to 1
Kelvin, and only a few pixels deviated more than 1 Kelvin. However, we also observed that
the use of different interpolators for the generation of a DTM can result in large deviations
of the model output. These deviations were mainly found at topographically complex
locations such as ridges and foot of slopes.
Keywords: complex topography, digital terrain model (DTM), high mountain permafrost,
modeling, sensitivity
21. Introduction
Permafrost is a widespread phenomenon in high-mountain environments such as the
European Alps [1]. It is defined as lithospheric material that remains at or below a
temperature of 0°C for at least one year [2]. In complex mountain topography, permafrost
can stabilize infrastructure, rock walls and debris-covered slopes [3,4,5]. The close link
between permafrost and the atmosphere together with permafrost temperatures that in the
European Alps are often close to melting conditions, make permafrost especially sensitive
to climatic changes. As a result, some permafrost is thawing [6,7,8], resulting in severe
slope stability problems and other adverse ecological consequences [4,7,5,9]. In high-
mountain regions with intense human activities such as in the Alps, permafrost degradation
has increased the risk of permafrost-related hazards [10,11,12,13]. Therefore, knowledge of
the distribution and dynamics of permafrost is important in order to develop mitigation
strategies.
To simulate the distribution and changes of alpine permafrost the process-based energy
balance model PERMEBAL was developed [14,15,16]. PERMEBAL is able to calculate
the average ground surface temperature (GST), which is an indicator for the presence or
absence of permafrost. In complex high-mountain topography, the microclimate, and thus
the permafrost distribution, is strongly dependent on topoclimatic factors [17]. Therefore,
the digital terrain model (DTM) is a key input variable of PERMEBAL [15]. The study of
Hoelze [18], for example, showed that the horizontal resolution of the DTM has a
significant influence on the calculation of the solar radiation in mountain environments, and
thus, on the modeled permafrost distribution. Hence, we assume that the DTM
significantly affects the calculation of the average GST. Latest research in the field of digital
terrain modeling offers a range of sophisticated triangle-based terrain models [19], which
can be used as input for PERMEBAL.
This study evaluates the sensitivity of simulated ground surface temperatures on the use of
various DTM inputs. To date, only the DTM ‘DHM25’ (see below) has been used for
alpine permafrost modeling on the decameter scale. Therefore, in this study, the
uncertainties of the modeled GST outputs caused by the application of six different high-
resolution DTMs are analyzed and discussed.
2. Data and Models
2.1 Study site
The sensitivity study was carried out within the Corvatsch area (Upper Engadine) of
Switzerland, one of the most frequently investigated mountain permafrost sites in the Alps
[20]. The climate in this part of the Alps is slightly continental and mainly influenced by
SW air masses. The mean annual precipitation in the periglacial area is about 1000-2000
mm [21] and the mean annual 0˚-isotherm lies at around 2200 m a.s.l.. The test area
(782400/142400 and 783900/145000) covers the station Corvatsch, Piz Murtèl and the
rock glacier Murtèl (Fig. 1).
2.2 The digital terrain models (DTMs)
The DTMs applied in this study have a horizontal resolution of 10 m. To allow accurate
comparison, the same spatial resolution was used for each DTM. Furthermore, except for
3the ph (for details, see below), base data are provide by the DHM25 for all the other
DTMs; these data are owned and supplied by the swisstopo (Swiss Federal Office of
Topography, Berne). Therefore, these five DTMs differ only through their interpolators.
In the following, a short introduction is given about the basis for and interpolation methods
used for the raster calculation of the DTMs.
d10 is the resampled DHM25. The original DHM25 has a horizontal resolution of 25 m.
The base data for the DHM25 are digitized contours, peaks, breaklines and lake borders.
The calculation of a 25 m raster from these data has been performed using a search-ray-
based approach. From every raster point, a number of search rays pointing in different
directions are used to locate intersections with contours. Spline curves were then fitted to
the rays and their elevations averaged at the raster point [22]. These data were resampled
to a 10 m resolution by applying bilinear interpolation in order to produce d10.
ph  is a photogrammetrically-derived DTM. It is based on two scanned infrared aerial
photographs and was automatically derived using the digital photogrammetrical software
SOCET SET from the Leica-Helava system [23]. This technique is based on studying the
differences in the optical contrasts of the aerial photographs. The two aerial photographs
delivered by swisstopo were taken at the end of the hydrological year (7 September 1988)
in order to ensure a maximum snow-free state. However, the glaciers in the area are still
snow-covered. The DTM was computed by A. Kääb, University of Oslo.
For the following triangle-based interpolators (li, co, ct, sc), the DHM25 base data have
been tessellated with a constrained Delaunay triangulation. This ensures that no triangle
edge crosses a contour or a breakline.
li - the triangles have been interpolated linearly, and thus gradient and aspect are constant
within one facet.
co - a cubic Coons interpolator was applied over triangular patches. The resulting surface is
one time continuously differentiable. To better represent sharp features in high-mountain
areas, a breakline extension was used [19]. As a result, the surface is continuous across
breaklines, but not continuously differentiable.
ct - a cubic interpolator based upon Clough-Tocher triangles [24]. The surface is also one
time continuously differentiable and a breakline extension similar to the Coons patch was
used. The derivatives orthogonal to the triangle boundary curves are linearly interpolated.
sc - a smoothed version of the Clough-Tocher interpolant. The derivatives orthogonal to
the triangle boundary curves were interpolated in a way that the curvature change at the
border of the triangles is slower than with linearly interpolated cross-derivatives [19].
The DTMs d10 and ph only provided the surface parameter elevation. The calculations of
‘slope’ and ‘aspect’ were performed using the commands slope and aspect within the
software package ArcINFO (ESRI). The surface parameters slope and aspect of the TIN-
(Triangulated Irregular Network) based DTMs were calculated directly from the surface.
2.3 The energy-balance model PERMEBAL
The energy-balance model PERMEBAL simulates the main energy-exchange processes
between the atmosphere and the surface, and includes calculations for shortwave net
radiation, longwave incoming and emitted radiation, turbulent fluxes and snow distribution
[14,15,16]. In addition to the data from the DTM, the model is driven with meteorological
time series and ground surface characteristics (Fig. 2). After providing this set of input
data, the 2D version of PERMEBAL, which we use in this study, is able to simulate the
distribution and changes of daily ground surface temperatures (GST) in complex high-
mountain topography at a local to regional scale.
42.4 The PERMEBAL runs
The six model runs were all performed with the same settings. For this study, a 5 yr
simulation (according to the hydrological year) was conducted and initiated in 1998. The
meteorological input data were provided by MeteoSwiss (Swiss Federal Office of
Meteorology and Climatology, Zurich) from their meteorological station at Piz Corvatsch
(3315 m a.s.l., 783160/143525).
Snow has a strong impact on the seasonal thermal regime [17] due to its low thermal
conductivity, which makes it a good insulator [25,26,27,28]. Hence, seasonal snow cover
modifies the topographic feedback signal. This study assesses the influence of the
topographic input only. Therefore, the snow module was turned off to ensure that only the
topographic effect on surface temperature is calculated, and thus PERMEBAL does not
take snow cover into account.
Similar to the snow cover, local surface conditions, such as vegetation and subsurface layers
like organic matter, coarse blocks or glaciers, act as a buffer between the atmosphere and
the ground [29,30]. Therefore, the potential effects of these factors were also eliminated
and a rock surface was assumed for the entire test region.
By ignoring the snow cover and by using uniform surface characteristics, comparable
conditions for all parameters over the entire test region are given. Hence, no other signals
are included than those of the various DTMs, thereby allowing us to assess the sensitivity
of PERMEBAL to these inputs.
3. Results
The results are divided into three sections and presented as follows: First, elevation (3.1.1),
slope (3.1.2) and aspect (3.1.3) of the different DTMs are compared, as well as the
modeled average GST (3.1.4). Second, the locations of the differences in the model outputs
using image subtractions are reported. Finally, transect analyses are performed on two
areas selected on the basis of the findings reported in the first two sections.
3.1 Comparison of the DTM surface parameters and the resulting modeling outputs (value
ranges and frequency values)
A first, general impression as well as a comparison of the applied DTMs and the model
output (average GST) is given by the analyses of their value ranges (see Table 1) and
frequency values (see Fig. 3) over the entire test area.
3.1.1 Elevation
The range of the mean elevation values and the standard deviations for the entire test area
are summarized in Table 1. The differences between the ranges are small. The mean
elevations and standard deviations vary within only 1 m and 9 m respectively. The
frequency curves for the elevation (Fig. 3a) also show only small variations between the six
DTMs. Therefore, as these marginal differences in elevation do not significantly influence
the resulting GST, they will not be a major focus in this paper.
3.1.2 Slope
The differences between the slope samples are far greater than those for the elevations. The
differences in slope maxima vary by up to 23° (Table 1) and the frequency curves also
show considerable variations (Fig. 3b). The majority and also the highest differences occur
between about 20° and 45° (Fig. 3b). The image plots of slope (Fig. 4a) also reveal
5significant differences and notable slope patterns appear in d10, ph and li. The pattern of
d10 is very smoothed and is caused by the spatial resampling applied. In contrast, the
pattern of ph displays large differences between neighboring pixels in the snow-covered
areas. This is probably caused by the snow cover (see above and the discussion). Finally,
the li has quite a patchy pattern.
3.1.3 Aspect
The distributions of the aspect frequency (Fig. 3c) are quite similar apart from co and
especially the li, where some single data values are either very frequent or rare in
comparison to the others. These very high frequency values are all N-exposed. Most
similarities between the frequency curves are found between about 150° and 250° (south
sector). At the same time, the south exposition is least represented in our test area. The
image plots of aspect (Fig. 4b) show similar distinctive feature as the slope images (Fig.
4a). d10 is very smoothed, ph shows an unsettled image in the glacier area and li has large
aspect variations in the westerly part.
3.1.4 Average ground surface temperature
The modeled GSTs show differences for the minima of 1.1 Kelvin (K) and for the maxima
of 1.4 K. These values are related to single pixel values, and thus are not so important. The
mean values differ within 0.6 K (Table 1). The frequency curves all have quite similar
progression; however, note how the curves shift vertically between about 271 K and 273
K, (Fig. 3d).
On the output images (Fig. 4c), the patterns of the surface parameters elevation, slope and
aspect are well reflected in the pattern of the modeled average GST and therefore, their
relationship to elevation is clear. Moreover, the pattern of slope is reflected in the model
output, particularly in the image of ph , where the noisy pattern of slope is well
recognizable in the pattern of the average GST. Furthermore, the patchy slope pattern of li
is also reflected in the corresponding image of the average GST. Finally, the pattern of the
aspect over the entire test area is also apparent in the modeled results.
3.2 Deviation detection using difference images
For the following analyses, a reference DTM was selected. In respect to choice of the
reference DTM, we have taken into account practical aspects, because an objective
criterion, such as e.g. accuracy or quality, is lacking. The DHM25 is the only commercial
DTM within our sample, and thus probably the most frequently used in Switzerland.
Hence, we have chosen the d10 as the reference DTM since it is the closest derivative of
the DHM25. We have assumed that it would be most interesting to know, where and how
large the deviations are, if alternative DTMs from the d10 are used as model input. The
locations and absolute values of the deviations that result, when PERMEBAL is run with
the different DTM inputs, were detected by subtracting the output images from each other.
The basic statistics (min, max, mean, SD) are summarized in Table 2. The pixel by pixel
based minimum and maximum deviations are within –3.9 K and 5.4 K and have a mean
value between -0.2 K and 0.4 K. The standard deviation is very similar for all subtraction
images (about 0.5 K), with only ph showing a higher value of 0.8 K.
The detected areas of deviation are shown in Figure 5 and the absolute values of the
percentage deviations are listed in Table 3. The ranges of deviation were classified into
three groups: 1) ‘high deviation pixels’ with a deviation of the calculated average GST of
more than ± 1 K compared to the output modeled with d10; 2) ‘moderate deviation pixels’
with a deviation between -1 – -0.5 K and 1 – 0.5 K respectively; and 3) ‘low deviation
6pixels’ with a deviation of less than ± 0.5 K.
Comparing the number of ‘high deviation pixels’ of the different model outputs, we found
that the output based on ph counts most pixels (20%) in this class (Fig. 5). Only 50% of
the pixels are classified as ‘low deviation pixels’ and 30% are in the class of ‘moderate
deviation pixels’. The positive deviation pixels are mainly located at the S-exposed sections
and the highest deviations tend to be near the ridges. The spatial distribution of the negative
deviation pixels is more disperse. However, there is also a tendency that they are located
near or at the ridges.
The subtraction images of co, ct and sc show similar, but much less distinct tendencies, in
particular for sc and ct, where the highest negative deviation pixels are not primarily found
at the ridges. In these model outputs, the negative-deviation pixels are mainly located at the
NE-N slopes and in the lower elevated NW corner of the test area. Most of the positive-
deviated pixels are found in the SE-S-SW exposition and at the ridges.
When comparing the simulation run of li with that of d10, we find that most of the pixels
(79%) were classified as ‘low-deviation pixels’. In contrast to the other subtraction images,
more pixels (13%) were classified as ‘moderate- (negative-) deviation pixels’. The negative
deviation part of this class is dispersed over the whole test site with the highest negative
deviations to be found, as similar with the other subtraction maps, mainly at the ridges and
in the NW corner. The positive deviation pixels are found almost only at the ridges.
In general, most of the deviation pixels and in particular those with the highest absolute
values are found at topographically complex sites like ridges or foot of slopes.
3.3 Profiles
One profile was extracted in each of the two areas where the main deviations have been
located. An E-W one (Fig. 4 and Fig. 6a) through the lower elevated NW corner where some
large deviations have been found between the model outputs, and a N-S one (Fig. 4 and Fig.
6b) through the high elevated regions where many ridges exist and the deviations were
mainly relatively high.
The two profiles show the causes of the deviations in the modeled average GST. In general,
it is recognizable that when the curves of slopes from the different DTMs and also those of
aspect are similar, then the differences between the curves of average GST are also low
(Fig. 6a,b). The analyses in more details are given below.
In the E-W profile (Fig. 6a) between 25 and 32 on the x-axis, the average GST varies by up
to 2 K between the DTMs. This is mainly caused by li and ph, with other profile curves of
slope and aspect not having strong deviations. From about 33 to 40 along the x-axis, the
slope curves vary quite strongly and the aspects change frequently between NE and NW.
However, as in the section before, in the average GST, only li and ph deviate significantly.
Within about 42 to 50 on the x-axis, the average GST is quite similar for all DTMs and the
profiles of slope and aspect also show very low deviations. From the x-axis 55 to about 59,
the average GST is again quite similar for all DTMs apart from d10 and ph, which have
quite a less steep slope in this section and NE aspect. The co in this section is also NE-
exposed, but the slope is only moderately steep. Nevertheless, the average GST of co is
very close to the ones of ct, li and sc. After about 60 along the x-axis until 68, the curve
progressions are quite similar apart from that of ph and ct at around 60 on the x-axis. In the
very last section, the aspect of d10, li and ph are NW, while the others change to NE. The
slope values are quite similar for all DTMs. With the change form NW to NE, the related
curves of the average GST rise about 1 K.
In the N-S profile, which is located in the glacierized area, the most noticeable point is the
high variability of all of the ph profile curves. Between about 150 and 170 on the y-axis,
7the slope curves are quite similar apart from d10 and ph. The aspect curves of li and ph
change in this section between NW and NE. The resulting average GSTs are quite similar
apart from d10. In the sections, where the curves of slope and aspect have quite a similar
form (about 170 to 220 along the y-axis), the curves of the average GST are also quite equal
or at least parallel. Between about 230 and 240 on the y-axis, the slopes and aspects are
also quite similar. The curves of the resulting average GST in this section however, have a
similar progression but are parallel-shifted. The motion of the slope and the aspect curves
are reflected in the average GST between 210 and 240 on the y-axis. However, in this
section and in general, it seems that aspect has a slightly stronger impact on the average
GST than slope.
4. Discussion and Conclusions
The purpose of this study was to assess the sensitivity of the energy balance model
PERMEBAL to various DTM inputs. The mean average GST over the entire test area
varies only within 0.6 K. The pixel values of the average GST modeled with d10 as
compared with those modeled using the other DTMs, showed in general low deviations.
About 75 – 79% of the calculated average GST (except for ph with only 50%) were in the
class of ± 0.5 K (low-deviation pixels). At the locations of this class, the differences in
elevation, slope and aspect between the different DTMs were also low. Only 1 – 5% of the
total number of pixels in the test area (except for ph where this increased to 18%) deviated
more than ± 1 K (class of high-deviation pixels). These pixels were located mainly at the
ridges, and thus at locations of most complex topography. These sites were expected to be
most critical, since here significant topographical changes occur within very short spatial
distance. Furthermore, such areas represent extreme locations also from the geological and
(micro-) climatological point of view. Therefore, the uncertainties at such locations will
always be the greatest, due to the uncertainties of the topographical input as well as
difficulties in modeling the physical processes. Here, deviations of up to 5.4 K for single
pixel values resulted between calculations made with d10 compared to calculations made
with the other DTMs.
The differences in aspect, in particular when a change from N to S or from W to E and vice
versa is included, have led to quite high deviations. Furthermore, S-exposed areas seem to
be slightly more sensitive to topographical variations; this phenomenon can be explained
by the higher amount and importance of incoming radiation in the energy-balance of south
aspect slopes. The influence of slope seems to play a less dominant role than aspect.
The high-deviation single-pixel values are mainly found at topographically complex sites
like ridges or foot of slopes. Such areas represent extreme locations also from a
geomorphological and (micro-) climatological point of view. Hence, not only the
topographical input data have most uncertainties in these areas, but also the modeling of
the energy balance will be most critical at such locations. Therefore, the results of
PERMEBAL should be treated especially carefully in such areas.
We have seen that the average GSTs modeled with the photogrammetrically-derived DTM
(ph) differ significant from those modeled with the other DTMs. This result is to be
expected since each DTM, except ph, is based on the same base data. Because of the equal
base date, the deviations in the PERMEBAL output are only caused by the different
interpolation techniques that were used to generate the DTMs. Furthermore, the majority
of the deviation pixels of ph are located in the glacierized, snow-covered areas. This can be
explained by the compilation technique of the ph  DTM and the specific natural
8circumstances at the time of taking the aerial photograph. The technique of
photogrammetrically deriving DTM is based on optical contrasts. However, the optical
contrasts are generally reduced in infrared photographs and even more reduced or almost
non-existent over snow covered areas or glaciated areas [31]. Without strong optical
contrast, the calculation of the elevation is difficult and this can lead to miscalculations.
Therefore, the major part of the deviation pixels in this area can be explained with the
weakness of photogrammetrically-derived DTMs from infrared photographs, especially
over snow-covered areas.
5. Perspectives
In this study, six different DTMs have been used to assess the influence of the topographic
input on each of these specific DTMs. Further analysis of the sensitivity of PERMEBAL
should be carried out. As an example, artificial DTMs should be used with a topography
that represents ‘mountains’ in an idealized geometrical form, e.g. a cone or a cylinder. In
this way, the influence of the topography can be analyzed using a more systematic
approach.
In a similar manner, sensitivity studies should be conducted that include snow cover and
different surface characteristics. Therewith, the effect of these buffers layers on the
influence of the topographic input can be assessed.
In the context of climate change and its impact on alpine permafrost, further studies are
needed that link PERMEBAL with scenario output from Regional Climate Models
(RCMs) [32]. Such model combinations offer promising perspectives; however, they
should also include knowledge about the uncertainties caused by the DTM applied.
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Table 1: Value ranges of surface parameters for each DTM over the entire test area.














































































Table 2: The deviations of the image subtraction related to d10



























Table 3: Deviation [%] of average GST [K] from d10
ph co ct li sc
< -1  2  1 1  3  2
-1 – -0.5  6  5 6 13  6
-0.5 – 0.5 50 75 77 79 78
 0.5 – 1 24 15 11  3  9
> 1 18  4  5  2  5
Figure 1
Location of the study site and topography of the test area in a 3D visualization.
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Figure 2
Schematic of PERMEBAL as applied in this study (after Stocker-Mittaz et al. [15]). The input
that was varied for this study is bold bordered, and those, which were kept equal during all
investigations, are normal bordered. The calculation steps that were omitted, are dash bordered
or in italic letters.
Figure 3
Frequency distribution over the entire test area of elevation (a), slope (b), aspect (c) and the
modeled average GST (d).
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Figure 4a-c
2D image plots of slope (a), aspect (b) and the modeled average GST (c). The black bars show
the location of the horizontal and vertical profiles that are investigated in Section 3.3.
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Figure 5
3D plots of the subtraction maps.
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Figure 6
The E-W (a) and N-S (b) profiles of slope, aspect and the modeled average GST. For the
location of the profiles, see Figure 4.
