Abstract. The number of connected components of the excursion set above a level ℓ (or level set at ℓ) of a smooth planar Gaussian field in the ball of radius R is known to have mean of order R 2 for any ℓ. We show that for certain fields with positive spectral density near the origin (including the Bargmann-Fock field), and for certain values of ℓ, these random variables have fluctuations of order at least R, and hence, variance of order at least R 2 . In particular this holds for excursion sets when ℓ is in some neighbourhood of zero, and it holds for excursion/level sets when |ℓ| is sufficiently large. We prove stronger fluctuation lower bounds of order R α , α ∈ [1, 2], in the case that the spectral density has a singularity at the origin. Finally we show that the number of excursion/level sets for the random plane wave at certain levels has fluctuations of order at least R 3/2 and hence variance of order at least R 3 . We expect that these bounds are of the correct order, at least for generic levels.
Introduction
Let f : R 2 → R be a continuous centred stationary Gaussian field. In this paper we study the (upper-)excursion sets and level sets of f , that is, the random sets {f ≥ ℓ} := x ∈ R 2 f (x) ≥ ℓ and {f = ℓ} := x ∈ R 2 f (x) = ℓ for ℓ ∈ R. For a wide class of fields, and for many levels ℓ, we derive lower bounds on the fluctuations of the number of connected components of these sets contained inside large domains. We expect that these bounds are of the correct order, at least for generic levels.
Gaussian fields are used as a model for spatial phenomena in many fields of science (e.g. in quantum chaos [20] , medical imaging [41] , oceanography [3] , cosmology [4] etc.), and the analysis of their excursion/level sets has many potential applications. To give an example, cosmological theories predict that the Cosmic Microwave Background Radiation (CMBR) can be modelled as a realisation of an isotropic Gaussian field on the two-dimensional sphere [4] . One way to test this prediction is to compare geometric properties of the excursion/level sets of the CMBR with the Gaussian model; for instance, a recent analysis [35] used the number of excursion set components as a test statistic. We expect that a rigorous understanding of the fluctuations of this quantity will make such statistical analyses more robust.
The number of connected components of the excursion/level sets of a Gaussian field are inherently difficult quantities to study because they are 'non-local'; the number of components in a domain cannot be counted by partitioning the domain and summing the number of components in each sub-domain. This can be contrasted with other 'local' functionals, such as the length of a level set, the number of critical points, or the Euler characteristic of an excursion set (the locality of which can be seen from the Gauss-Bonnet theorem).
Functionals of Gaussian fields which are 'non-local' cannot easily be analysed using classical tools such as the Kac-Rice formula [1, Chapter 11] or the Wiener chaos expansion [21, Chapter 2] . Nevertheless, the number of excursion/level set components of planar Gaussian fields have recently been studied using other, more general, techniques. Nazarov and Sodin [31] used an ergodic argument to prove a law of large numbers. Specifically, they showed that if f is an ergodic field satisfying some regularity assumptions, B(R) is the ball of radius R centred at the origin, and N LS (R, ℓ) denotes the number of components of the level set {f = ℓ} contained in B(R) (i.e. that are in B(R) and do not hit the boundary ∂B(R)), then N LS (R, 0)/(πR 2 ) → c LS as R → ∞, where convergence occurs in L 1 and almost surely. Although this result was stated only for the nodal set (i.e. the zero level set), the arguments in [31] go through verbatim for arbitrary excursion/level sets.
Results on the fluctuations of the number of excursion/level set components are comparatively lacking. Since each excursion/level set contains at least one critical point, and the number of critical points has a finite second moment [15, 16] , it is easy to see that there are positive constants c 0 = c 0 (ℓ) and c 1 = c 1 (ℓ) such that, for all sufficiently large R, where N ES (R, ℓ) denotes the number of components of {f ≥ ℓ} contained in B(R). While the upper bound of order R 4 is attained in certain degenerate cases (see Theorem 2.18), it is expected that the number of excursion/level sets of generic fields (i.e. with rapid correlation decay) has variance of order exactly R 2 .
To the best of our knowledge, up until now the only non-trivial lower bound on the variance of either N LS (R, ℓ) or N ES (R, ℓ) is the recently announced result of Nazarov and Sodin [32] that Var(N LS (R, 0)) grows polynomially in R (more precisely, they consider a related model of sequences of Gaussian fields on the sphere); the polynomial exponent in their bound is small and not expected to be optimal. It is unclear whether their methods extend to studying N LS (R, ℓ) for ℓ = 0 or to N ES (R, ℓ). Nazarov and Sodin [33] have also improved the upper bound Var(N LS (R, 0)) < cR 4−2/15 in the case of random spherical harmonics (which are closely related to the random plane wave that we discuss below), and weaker concentration bounds have also been established for general fields [36, 6] .
In this work, we prove lower bounds on Var(N LS (R, ℓ)) and Var(N ES (R, ℓ)) that are, conjecturally at least, of the correct order. To summarise our main results (see Theorems 2.7 and 2.14), we show that for a wide class of Gaussian fields there exists an exponent α ∈ [2, 4] such that, for many levels ℓ, (1.2) Var(N LS (R, ℓ)) > cR α and Var(N ES (R, ℓ)) > cR α .
for some c = c(ℓ) > 0 and all R sufficiently large. The value of α ∈ [2, 4] is explicit and depends on the behaviour at the origin of the spectral measure of the field (see (2.1) for the definition). For fields with rapid correlation decay and positive spectral density at the origin, the bound (1.2) holds for α = 2, whereas for fields whose spectral measure has a singularity at the origin, (1.2) holds for an α ∈ (2, 4) that depends on the polynomial exponent of the singularity. We also study the important special case of the random plane wave, for which we show that the bound (1.2) holds for α = 3. Interestingly, this result is inconsistent with the predictions of the well-known Bogomolny-Schmit conjecture [11] that Var(N LS (R, ℓ)) ∼ cR 2 for the random plane wave (see the discussion in Section 2.2), although our results do not apply to the nodal set which is the most important case of the conjecture. We establish the variance bounds in (1.2) for a wide range of levels. For instance, for general fields the bound for excursion sets holds for all levels ℓ in a neighbourhood of zero (for the random plane wave the nodal level ℓ = 0 is excluded), and for excursion/level sets it holds whenever |ℓ| is sufficiently large (see Corollaries 2.12 and 2.16). Indeed, Theorems 2.7 and 2.14 give a sufficient condition for (1.2) which we expect to be satisfied for all but at most three levels ℓ.
On the other hand, we do not expect that (1.2) is necessarily true for all levels. In fact, while we conjecture that (1.2) holds for generic levels, we expect that for some fields there exists a finite set of 'anomalous' levels at which the variance is of strictly lower order (see Conjectures 2.20 and 2.21 for a precise statement). This phenomenon is reminiscent of 'Berry cancellation', i.e. the known fact that, for some fields such as the random plane wave, the variance of the length of the nodal set is of lower order than for non-zero levels [10, 40, 34] .
Main results
Recall that f denotes a continuous centred stationary Gaussian field, and let κ(x) := E(f (x)f (0)) be its covariance function. By Bochner's theorem, κ is the Fourier transform of a positive Hermitian measure µ, i.e. for all x ∈ R 2 (2.1)
κ(x) = R 2 e 2πit·x dµ(x).
We refer to µ as the spectral measure of the field. For some of our results we will assume that µ has a density; provided it exists, we denote it by ρ(x). Throughout the paper we make the following basic assumptions:
Assumption 2.1. The field f is almost surely C 3 -smooth, and the spectral measure µ is not supported on two lines through the origin. Moreover, f is normalised so that, for each x ∈ R 2 ,
where c is a positive constant and I 2 is the 2 × 2 identity matrix.
This assumption implies in particular that κ is of class C 6 , and ∇ 2 f (0) is non-degenerate [8, Lemma A.1]. We impose the normalisation (2.2) for simplicity; if µ is not supported on a single line, we can always apply a linear rescaling to f and its domain R 2 so that (2.2) holds.
We begin by formally stating the law of large numbers for N ES (R, ℓ) and N LS (R, ℓ).
Theorem 2.2 ( [7, 23, 31] ). Let f be a Gaussian field satisfying Assumption 2.1. For each ℓ ∈ R, there exist c ES (ℓ), c LS (ℓ) ≥ 0 such that
as R → ∞. The constants implied by the O(·) notation are independent of ℓ. If f is also ergodic, then
almost surely and in L 1 .
The limiting constants c ES (ℓ) and c LS (ℓ) describe the asymptotic density of excursion sets and level sets respectively. Since they are defined implicitly, very little is known rigorously about them. In [7] a representation was given in terms of critical points of various types. For R > 0 and a ≤ b, define N h (B(R), [a, b] ), h = m + , m − , s + , s − , to be respectively the number of local maxima, local minima, upper connected saddles and lower connected saddles of f in B(R) with level in [a, b] (see [7] for the definition of upper/lower connected saddles; the precise definition has no relevance to the current paper). . Let f be a Gaussian field satisfying Assumption 2.1. Then for all R > 0 and a ≤ b,
It can be deduced from the above representation that c ES and c LS are absolutely continuous. In [8] additional smoothness and monotonicity properties of c ES and c LS were derived, for instance, it was shown that c ES (ℓ) and c LS (ℓ) are continuously differentiable in ℓ for a wide class of fields.
2.1. Fluctuations of the number of level/excursion set components. Our main results concern the order of fluctuations of N ES and N LS . To formalise this concept we make use of the following definition, taken from [14] .
Definition 2.4. Let X n be a sequence of random variables and u n a sequence of positive real numbers. We say that X n has fluctuations of order at least u n if there exist c 1 , c 2 > 0 such that, for all sufficiently large n and all real numbers a ≤ b with b − a ≤ c 1 u n ,
Similarly, we say that a collection of random variables (X R ) R≥0 has fluctuations of order at least (u R ) R≥0 if, for any increasing sequence R n → ∞, X Rn has fluctuations of order at least u Rn .
It is easy to see that if a collection of random variables (X n ) n≥0 has fluctuations of order at least (u n ) n≥0 then it has variance of order at least u 2 n , i.e. there exists c > 0 such that
for all n sufficiently large. On the other hand, having fluctuations of order at least u n is a strictly stronger statement than (2.3), since the latter is consistent with the bulk of the probability mass concentrating on arbitrarily small scales. We now present our main results on the fluctuations of N ES and N LS , which are divided into three statements. The first applies to general fields, and in particular fields that either (i) have fast correlation decay and positive spectral density at the origin, or (ii) whose spectral measure has a singularity at the origin. The second concerns the special case of the random plane wave. The third treats a certain class of degenerate fields.
2.1.1. General fields. To state our first result we introduce stronger assumptions on the field. Assumption 2.5.
(1) There exists a neighbourhood V ⊂ R 2 of the origin such that the spectral measure µ has density ρ on V and inf V ρ > 0.
Assumption 2.5 is satisfied for fields whose correlations are positive and decay smoothly and rapidly at infinity (in particular, if κ is integrable then µ has a continuous density by the Riemann-Lebesgue lemma). Under this assumption the support of µ contains an open set, and so the Gaussian vector formed from f and ∇f at a finite number of distinct points is non-degenerate (see [8, Lemma A.2] ).
In the case in which there is no singularity in the spectral measure, we need to assume some extra control over the saddle points of the field. Let x 0 ∈ R 2 be a saddle point of g ∈ C 2 (R 2 ) such that g has no other critical points at the same level as x 0 . We say that x 0 is four-arm in B(R) if it is in the closure of two components of {x ∈ D : g(x) > g(x 0 )} and two components of {x ∈ D : g(x) < g(x 0 )}. 
Sufficient conditions for a field to satisfy Assumption 2.6 are given in [8] . In particular this assumption is satisfied for isotropic fields whose correlations are positive and rapidly decaying, and includes the important special case of the Bargmann-Fock field, i.e., the field with covariance function κ(x) = exp(−|x| 2 /2) (see [5] for background).
We can now state our fluctuation lower bound for general fields. Recall that the Dini derivatives are a generalisation of the usual derivative, and coincide in the case of continuously differentiable functions (see (3.1) and (3.2) for a formal definition).
Theorem 2.7. Let f be a Gaussian field satisfying Assumptions 2.1 and 2.5, and define g(r) := inf x∈B(2r) ρ(x). Suppose further that at least one of the following holds:
(1) The field f satisfies Assumption 2.6, or (2) The spectral measure µ has a singularity at the origin, i.e. g(r) → ∞ as r → 0.
If c ES has a positive lower Dini derivative at ℓ (or a negative upper Dini derivative), then (N ES (R, ℓ)) R≥0 has fluctuations of order at least R g(1/R), and hence variance of order at least R 2 g(1/R). The same conclusion holds if we replace N ES and c ES with N LS and c LS respectively.
Remark 2.8. The variance lower bound R 2 g(1/R) interpolates between R 2 (if the spectral density is bounded at the origin) and o(R 4 ) (note that g(1/R) = o(R 2 ) since there is no spectral mass at the origin). This is consistent with the trivial upper bound in (1.1).
Remark 2.9. It is shown in [8] that c ES and c LS are continuously differentiable for a wide class of Gaussian fields, and in this case the conditions on Dini derivatives in Theorem 2.7 are equivalent to the conditions c ′ ES (ℓ) = 0 and c ′ LS (ℓ) = 0. We expect that c ES and c LS are continuously differentiable in general, but we lack a comprehensive proof.
For general fields we expect that c ES and c LS have non-zero derivative for all but a small finite number of levels ℓ (see Section 2.2). In fact, based on simulations (see [35] ) we expect c ES to be unimodal and c LS to be either unimodal or bimodal depending on the field. We therefore hope that Theorem 2.7 can eventually be applied to all but a finite number of levels. On the other hand, Theorem 2.7 cannot be applied directly to N LS (R, 0), since by symmetry c ′ LS (ℓ) = 0 whenever the derivative is defined.
In Section 2.2 we give some motivation for why c ′ ES (ℓ) = 0 and c ′ LS (ℓ) = 0 are, in a sense, natural conditions for a lower bound on fluctuations.
Remark 2.10. The case of spectral singularity (g(r) → ∞) is closely related to the case of long-range dependence, i.e. the case in which κ(|r|) decays sufficiently slowly so as not to be integrable. In particular, standard Abel/Tauberian theorems [24, Chapter 1.44] imply that, up to some regularity assumptions, the asymptotics ρ(x) ∼ |x| −α as |x| → 0 and κ(x) ∼ |x| α−2 as |x| → ∞ are equivalent for α ∈ (0, 2). Hence, broadly speaking, our results shows that if correlations decay polynomially with exponent β ∈ (0, 2), then the variance of N ES and N LS grow at order at least R 4−β . This is analogous to known results on fluctuations of 'local' functionals of long-range dependent Gaussian processes and fields [24, 38] .
Remark 2.11. Recall that N ES (R, ℓ) and N LS (R, ℓ) count the number of connected components of the excursion/level sets that are contained in B(R) but which do not intersect the boundary ∂B(R); a natural question is whether the result still holds if boundary components are also counted (either with or without multiplicity for repeated intersections). Since the trivial upper bound on the second moment of boundary components is O(R 2 ), this is immediate in cases in which the fluctuation bound is of order exceeding R 2 . While in the general case it does not follow from our stated results, our proofs can be easily adapted to cover boundary components, but for brevity we omit the details.
In order to extract from Theorem 2.7 a concrete statement about the fluctuations of N ES and N LS , one needs to show that the (Dini) derivatives of c ES and c LS are non-zero for certain levels. In previous work [8] we proved that c ES and c LS are strictly monotone in certain intervals, and hence the non-zero derivative condition is satisfied for these levels. We illustrate this with the Bargmann-Fock field.
Corollary 2.12. Let f be the Bargmann-Fock field. Then there exists ǫ > 0 such that the following holds. If ℓ ∈ (−ǫ, 0.64) ∪ (1.02, ∞) then (N ES (R, ℓ)) R≥0 has fluctuations of order at least R and hence variance of order at least R 2 . If |ℓ| ≥ 1.38 then (N LS (R, ℓ)) R≥0 has fluctuations of order at least R and hence variance of order at least R 2 .
Proof. Assumptions 2.1 and 2.5 are trivially satisfied for the Bargmann-Fock field, and [8, Corollary 2.12] states that Assumption 2.6 is also satisfied. The corollary then follows from [8, Proposition 2.21] , which states that c ′ ES (ℓ) = 0 and c ′ LS (ℓ) = 0 for the levels given above. Remark 2.13. For general isotropic fields satisfying some additional assumptions, it is shown in [8] that c ES and c LS are monotone for a similar ranges of levels, and so an analogous conclusion to Corollary 2.12 applies to such fields. The exact values of the end-points of the intervals depend on the field.
2.1.2.
The random plane wave. We now turn to the important special case of the random plane wave (RPW), i.e., the field with covariance function κ(x) = J 0 (|x|), where J 0 is the 0-th Bessel function. The RPW has applications in quantum chaos as a model for high energy eigenfunctions of the Laplacian (see [9] ) and the geometry of its excursion/level sets have been studied by many authors (see [11, 20] ).
The RPW does not fall within the scope of Theorem 2.7 since it does not satisfy Assumption 2.5 (its spectral measure is supported on the unit circle). Nevertheless we can prove the following bound on fluctuations.
Theorem 2.14. Let f be the RPW. If c ES has a positive lower Dini derivative at ℓ = 0 (or a negative upper Dini derivative), then (N ES (R, ℓ)) R≥0 has fluctuations of order at least R 3/2 , and hence variance of order at least R 3 . The same conclusion holds if we replace N ES and c ES with N LS and c LS respectively. Remark 2.15. The larger fluctuations of N ES and N LS for the RPW (order R 3/2 compared to the generic R) can be understood as a reflection of degeneracies in the RPW, which manifest in at least four ways. First, the spectral measure µ is supported on a dimension one subspace (the unit circle). Second, and directly related to the first, is that the realisations of the RPW are solutions of the Helmholtz equation ∆f = −f . Third, RPW has long-range dependence, with correlations decaying only at rate 1/ |x|. Fourth, when expanded in a particular orthogonal series (see (3.13)), only order R terms are required to specify the RPW in a ball of radius R up to exponentially small error, compared to the usual order R 2 terms. In fact, this last property is what ultimately drives our proof of Theorem 2.14.
As for the Bargmann-Fock field, in previous work we verified that c ES and c LS are monotone in certain intervals (see [8, Proposition 2.20] ). This leads to the following corollary.
has fluctuations of order at least R 3/2 and hence variance of order at least R 3 . If |ℓ| ≥ 1 then (N LS (R, ℓ)) R≥0 has fluctuations of order at least R 3/2 and hence variance of order at least R 3 .
2.1.3. Degenerate fields. Finally we consider the class of fields whose spectral measure has a delta mass at the origin. In this case, we prove that the variance attains the order of the trivial upper bound in (1.1) for all levels.
We first state a weaker version of Assumption 2.5. Assumption 2.17.
( [8] ). In this case the variance of N ES and N LS can also be shown to have order R 4 whenever they are non-degenerate.
2.2.
Further discussion and open questions. In this section we discuss conjectures, open questions, and links to other models.
2.2.1. Anomalous levels. As mentioned above, we believe that the variance bounds in Theorems 2.7 and 2.14 are of the correct order for generic levels, with the possible exception of a finite set of 'anomalous' levels, different for c ES and c LS , at which the variance is of lower order.
Conjecture 2.20. Suppose that f satisfies Assumptions 2.1, 2.5 and Assumption 2.6 (e.g., the Bargmann-Fock field). Then for all ℓ ∈ R there exists c var (ℓ) > 0 such that
and the same conclusion is true for N LS (R, ℓ).
Conjecture 2.21. Suppose that f satisfies Assumptions 2.1 and 2.5, and assume that there exist α ∈ (0, 2) and r 0 > 0 such that g(r) = inf x∈B(2r) ρ(x) = r −α for all r < r 0 . Then there exists a (possibly empty) finite set L ⊂ R and c var (ℓ) > 0 such that, for all ℓ / ∈ L,
and the same conclusion is true for N LS (R, ℓ). We expect the same conclusion if g(r) ∼ r −α under sufficient regularity conditions. If f is the RPW, then the same conclusion is true with R 2+α replaced with R 3 .
These conjectures are motivated by a comparison with the known behaviour of the variance of the Minkowski functionals of the excursion sets, namely the volume of the excursion set, the length of the level set, and the Euler characteristic of the excursion set (by Hadwiger's theorem, these form a linear basis for the set of 'local' functionals of the excursion sets that are isometrically invariant [1] ). To illustrate this, let L(R, ℓ) denote the length of the level set {f = ℓ} contained within B(R). Then it is known that, for fields with rapid correlation decay,
whereas for the RPW
In other words, for the RPW, L(R, ℓ) has variance of lower order at level ℓ = 0 compared to ℓ = 0. This phenomenon was first observed empirically by Berry [10] , and has since been proven rigorously [40, 34] . A similar phenomenon is also known to occur for the volume of the excursion sets and the Euler characteristic (see [26, 13] ); in the latter case the variance reduction occurs also at certain non-zero levels.
The phenomenon of variance reduction can be understood as reflecting the fact that, for the RPW, the fluctuations of the Minkowski functionals are dominated by the second term in the their Weiner chaos expansion, whose coefficient as a function of ℓ happens to vanish at certain levels (see the discussion in [34] ). The same is also known to be true in the case of spectral singularity at the origin [24, Chapter 3] . By contrast, for fields with rapid correlation decay, many terms in the Weiner chaos expansion have fluctuations of leading order (see for instance [17] ), and so one should not expect anomalous levels since that would require many coefficients to vanish simultaneously.
Further questions.
Assuming that Conjectures 2.20 and 2.21 are correct, they give rise to a number of further questions. For simplicity we discuss only the case of the excursion sets, but the analogous questions can be asked of the level sets.
A first set of questions concerns the anomalous levels L in the case of the RPW or fields with spectral singularity.
Question 2.22.
(1) Is the set of anomalous levels L non-empty? What is its cardinality? (2) Let C denote the set of critical points of the density functional c ES . By Theorems 2.7 and 2.14, we know that L ⊆ C ∪ {0} for the RPW, whereas L ⊆ C in the case of spectral singularity case. Are these containments strict? (3) What is the order of Var(N ES (R, ℓ)) for ℓ ∈ L? Does it depend on the field and on the level? Is it always of order at least R 2 ?
Based on simulations we expect that c ES is unimodal for general fields, which would imply that |C| = 1 and so |L| ≤ 1 (or |L| ≤ 2 for the RPW). On the other hand we expect that c LS is either unimodal or bimodal, depending on the field, which would imply that |L| ≤ 3.
A second question concerns the constants c var (ℓ) for generic levels ℓ / ∈ L. For the Minkowski functionals of the RPW, it is known that c var (ℓ) is related to the derivative of the first moment (i.e. density) functional c(ℓ) via
see the formulas and discussion presented in [13, 12] (actually (2.5) has only been proven for the related model of the random spherical harmonics, but we expect it to hold also for the RPW). In particular, levels are anomalous precisely when either ℓ = 0 or c ′ (ℓ) = 0, which are exactly the conditions for which our bound in Theorem 2.14 hold. This is evidence that our conditions in Theorem 2.14 are quite natural. We are not aware of any similar results to (2.5) for the Minkowski functionals of general fields, and indeed in general it is difficult to compute the value of c var exactly (even if the density c(ℓ) is well-understood for Minkowski functionals [1] ). It would be interesting to know if (2.5), or a similar relationship, holds in more generality. The third question involves the asymptotic distribution of the fluctuations of N ES (R, ℓ). For the Minkowski functionals these are known to be Gaussian in many cases (see, e.g., [25, 17, 13, 30, 22] ). Non-Gaussian limit theorems have also been observed in the case of spectral singularity at the origin [24, 38] . Question 2.24. Does N ES (R, ℓ) have asymptotically Gaussian fluctuations? Does it depend on the field and on the level?
2.2.3.
Comparison to percolation models. Recent work has established that, in many cases, the geometry of Gaussian excursion/level sets exhibits the same behaviour as the 'clusters' in discrete percolation models [2, 5, 37, 29] ; in particular, this is known for Gaussian fields whose correlations are positive and rapidly decaying, and has been conjectured by Bogomolny and Schmit to be true for the RPW [11] . It is therefore of interest to compare our results to what is known for percolation models.
For Bernoulli percolation on Z 2 with connection probability p ∈ (0, 1) (see [18] for background on this and other percolation models), it is known that the variance of the number of clusters in the square of side-length R is of order exactly R 2 . This matches the order of our lower bound on Var(N ES (R, ℓ)) for Gaussian fields with positive spectral measure and rapid correlation decay, but is inconsistent with our bounds in the case of the RPW or fields with spectral singularity. In particular, our results are inconsistent with the Bogolmony-Schmit conjecture [11] , which implies that the variance of N ES (R, ℓ) and N LS (R, ℓ) are of order R 2 for the RPW. On the other hand, the most important case of the Bogolmony-Schmit conjecture is the critical case, which posits that the nodal sets {f = 0} of the RPW have statistics that match critical Bernoulli percolation (p = 1/2). Unfortunately our results do not cover this case. 2.3. Outline of the method. In this section we give an outline of the proofs of our main results (Theorems 2.7, 2.14 and 2.18). For simplicity we focus only on the bounds for N ES , since the proof for N LS is analogous.
The key to our proofs is a versatile lemma due to Chatterjee.
Lemma 2.26 (Lemma 1.2 of [14])
. Let X and Y be random variables defined on the same probability space. Then, for real numbers a ≤ b,
where d T V denotes the total variation distance between the distributions of X and Y .
Corollary 2.27. Let X n and Y n be sequences of random variables defined on the same probability space and let u n be a sequence of positive numbers. If X n − Y n has fluctuation of order at least u n and d T V (X n , Y n ) → 0 as n → ∞, then X n has fluctuations of order at least u n .
Our basic idea is to apply Corollary 2.27 with X R = N ES (R, ℓ) and Y R = N ES (R, ℓ + a R ) for a certain sequence a R → 0 as R → ∞. There are two competing requirements on a R : (i) a R should decay slowly, so that N ES (R, ℓ) − N ES (R, ℓ + a R ) has fluctuations of a large order; and (ii) a R must decay quickly enough so that
Let us consider first the fluctuations of N ES (R, ℓ) − N ES (R, ℓ + a R ). Using the assumption that c ES has non-zero (Dini-)derivative at ℓ, we show in Lemma 3.4 that
Using a bound on the second moment of the number of critical points in a shrinking height window from [28] , we then show in Lemma 3.5 that
Since these bounds are of the same order, the second moment method implies that the difference N ES (R, ℓ) − N ES (R, ℓ + a R ) has fluctuations of order at least R 2 a R (see Proposition 3.7). The next step is to bound the total variation distance between N ES (R, ℓ) and N LS (R, ℓ + a R ). Our arguments in this step are different for general fields and for the RPW.
For general fields (Theorems 2.7 and 2.18), our approach is to view N ES (R, ℓ + a R ) as the number of excursion sets of the field f − a R at level ℓ, and so
A Cameron-Martin argument then gives an upper bound on this distance in terms of the norm of an (approximately) constant function in the reproducing kernel Hilbert space induced by the field (see (3.8) for the definition of this Hilbert space). By bounding this norm in terms of the behaviour of the spectral measure at the origin, we can prove that
or a R ≪ 1 in the case of spectral mass at the origin. Combining with the previous step, we deduce a fluctuation bound of order
or R 2 a R ≈ R in the case of spectral mass at the origin. In the case of the RPW (Theorem 2.14), the previous approach fails since the constant function cannot be approximated in the reproducing kernel Hilbert space of the RPW (which consists of solutions to the Helmholtz equation ∆f = −f ). Instead, our approach is to view N ES (R, ℓ + a R ) as the number of excursion sets of the field ℓ/(ℓ + a R )f at level ℓ (note that this only holds for ℓ = 0, which is why the nodal level is excluded from our results on the RPW), and so
Using an orthogonal expansion for the RPW in terms of Bessel functions (3.13), we show that the topological behaviour of the RPW on B(R) is essentially determined by 4R i.i.d. standard Gaussian variables. Pinsker's inequality therefore allows us to bound (2.6) in terms of the Kullback-Liebler divergence between two Gaussian vectors, which can be computed explicitly. As a result we show
Combining with the previous step, we deduce a fluctuation bound of order
In both cases the main technical step is to ensure that the approximations (in the general case, approximating the constant function inside the reproducing kernel Hilbert space, and for the RPW, truncating the orthogonal expansion) do not radically change the number of excursion set components. To achieve this we apply Morse theory arguments to bound the change by the number of 'quasi-critical points', which we can control with local computations (see the proofs of Lemmas 3.9 and 3.10 in Section 4).
Note that the requirement that c ES has non-zero (Dini)-derivative is seemingly crucial to this method. In particular, it is not possible to obtain even a weaker lower bound on the fluctuations in the case that c ′ ES (ℓ) = 0, even if we assume c ′′ ES (ℓ) = 0, since then the second moment method fails completely (the orders of the first and second moment bounds do not match).
On the other hand, there are at least three ways in which one might try to extend our results using the described method:
(1) First, one could prove that c ES has a non-zero derivative for a larger range of levels than those in Corollaries 2.12 and 2.16. (2) Second, one could find other ways of bounding the total variation distance between the number of excursion sets at different levels (although we expect that our bounds are of the correct order). (3) Third, one could find different variables to compare in Chatterjee's lemma. Our choice of Y R = N ES (R, ℓ + a R ) was motivated by previous results which made an analysis of X R − Y R tractable, but perhaps other choices of Y R might work.
We also believe that this method could be useful to prove fluctuations bounds on other 'nonlocal' (or even 'local') geometric functionals of Gaussian fields, and in principle works equally well for Gaussian fields in higher dimensions or on other manifolds.
Fluctuations of the number of excursion/level set components
In this Section we prove our main results (Theorems 2.7, 2.14 and 2.18) following the outline given in Section 2.3, subject to two auxiliary results (Lemmas 3.9 and 3.10) whose proof is deferred to Section 4.
Recall that the lower and upper right Dini-derivatives of a function g : R → R at a point x are defined respectively as
The lower and upper left Dini-derivatives are defined respectively as
For the sake of simplicity, in this section we focus on N ES rather than N LS , and we also assume the level ℓ is such that either D + c ES (ℓ) < 0 or D + c ES (ℓ) > 0 rather than one of the corresponding conditions for left Dini-derivatives. The arguments are near identical in all of these cases, and we will mention any points of difference.
3.1. Varying the level. We first show that N ES (R n , ℓ) − N ES (R n , ℓ + a n ) has large fluctuations for carefully chosen sequences R n → ∞ and a n → 0. There are two main inputs into this result. The first is a deterministic link, based on topological arguments, between N ES (R n , ℓ) − N ES (R n , ℓ+a n ) and the number of critical points of f of various types. Recall the definition of 
Remark 3.2. For the analogous statements for level sets, the quantity
in (3.3) should be replaced with
The second input is a moment bound on the number of critical/tangent points of f in B(R) inside shrinking height windows, which was proven in [28] . 
Proof. The first statement is [28, Theorem 1.3] . We deduce the second statement from [28, Theorem A.4] . Specifically, we divide the boundary of B(R) into two semicircles, and let f R be the Gaussian process defined on [0, c 1 R] that is the arc-length parameterisation of f restricted to one semicircle, with the domain scaled so that Var[f ′ i (x)] = 1 (this scaling is independent of R by the normalisation in Assumption 2.1). It is enough to prove that
where
is the number of critical points of f R with level in [a, b] . By [28, Theorem A.4] this is true if we verify that: where Σ R 1 (x, y) and Σ R 2 (x) denote respectively the covariance matrices of the Gaussian 28] ) and so therefore also hold for f R . The second and third conditions also hold for the planar field f by Assumption 2.1 (again see the proof of Theorem 1.3 in [28] ), and since the covariance kernel K R (x, y) = E(f R (x)f R (y)) converges uniformly, as R → ∞, in the C 3,3 norm on compact sets (more precisely, on sets of the form {x = Rθ, |y − x| < c}), they also hold eventually for f R as R → ∞. Now we fix a Gaussian field f that satisfies Assumptions 2.1 and 2.17 (in particular, the RPW satisfies both of these assumptions). We first prove a lower bound on the mean of the difference N ES (R n , ℓ) − N ES (R n , ℓ + a n ).
Lemma 3.4. If D + c ES (ℓ) < 0 or D + c ES (ℓ) > 0 then there exists c > 0 such that, for any positive sequences a n → 0 and R n → ∞, |E (N ES (R n , ℓ) − N ES (R n , ℓ + a n ))| > cR 2 n a n + O(R n ) for all n sufficiently large. If, in addition, f satisfies Assumption 2.6 then |E (N ES (R n , ℓ) − N ES (R n , ℓ + a n ))| > cR 2 n a n + O(R n a n ) + O( R n a n ) for all n sufficiently large. If right Dini derivatives are replaced with left Dini derivatives, then the same conclusion holds on replacing N ES (R, ℓ + a n ) with N ES (R, ℓ − a n ). These statements also hold if excursion sets are replaced by level sets.
Proof. The second inequality in (3.3) states that
almost surely, and so by Theorem 2.3,
On the other hand, the first inequality in (3.3) states that
almost surely, and so by Theorem 2.3 and Assumption 2.6,
Since, by Proposition 3.3, E(N tang (B(R n ))) = O(R n ) and E(N tang (B(R n ), [ℓ, ℓ + a n ])) = O(R n a n ) + O( R n a n ), the lemma is proved.
We next prove a matching second moment bound.
Lemma 3.5. There exists c > 0 such that, for any positive sequences a n → 0 and R n → ∞,
n a n , and the same conclusion holds for level sets.
Proof. Combine (3.4) in Lemma 3.1 and the bounds
in Proposition 3.3.
Remark 3.6. By taking instead the bounds Armed with matching first and second moment bounds, an application of the second moment method yields a lower bound on the fluctuations of N ES (ℓ, R n ) − N ES (ℓ + a n , R n ).
Proposition 3.7. Assume that D + c ES (ℓ) < 0 or D + c ES (ℓ) > 0 and let a n → 0 and R n → ∞ be positive sequences. If either of the following conditions hold:
(1) R n a n → ∞ as n → ∞; (2) f satisfies Assumption 2.6, and R 2 n a n is bounded away from zero as n → ∞; then N ES (R n , ℓ) − N ES (R n , ℓ + a n ) has fluctuations of order R 2 n a n . This statement also holds if excursion sets are replaced by level sets.
Proof. Let
X n = N ES (R n , ℓ) and Y n = N ES (R n , ℓ + a n ). Under either condition (1) or (2) in the statement of the proposition, Lemma 3.4 shows that there is a constant c 1 > 0 such that
Combining with the Paley-Zygmund inequality
Combining with Lemma 3.5 this gives
for constants c 2 , c 3 , c 4 > 0 and all n sufficiently large. Combining (3.6) and (3.7) completes the proof.
3.2.
Bounding the total variation distance and completion of the proof. We next bound the total variation distance between the number of excursion sets at different levels, using different arguments for the case of general fields (i.e. fields satisfying the conditions of Theorems 2.7 and 2.18) and for the RPW. This completes the proof of the main results (subject to two auxiliary lemmas whose proof is deferred until Section 4).
General fields.
We begin by recalling some general theory of Gaussian fields (for which we refer to [21] ). Recall that to a continuous Gaussian field f we can associate a Hilbert space of functions H ⊂ C(R 2 ) known as the reproducing kernel Hilbert space (RKHS), or Cameron-Martin space, defined as the completion of the space of finite linear combinations of the covariance function κ
equipped with the inner product
The importance of the RKHS for our purposes is the following corollary of the CameronMartin theorem. 
If the Gaussian field f is stationary, the norm h H can be written explicitly in terms of the spectral measure µ. Indeed we can represent H as the Fourier transform of L 2 sym (dµ), the space of complex Hermitian functions square integrable with respect to µ. Namely, each h ∈ H is of the form F(ĥ dµ) with a uniqueĥ ∈ L 2 sym (dµ), and
. Let us draw two immediate consequences. First, in the case that µ({0}) > 0, then the constant function 1 ∈ H. Indeed
where φ(0) = 1/µ({0}) and φ(x) = 0 for x = 0. This implies that
Second, in the case that µ has density ρ, we have that F(ĥ dµ) = F(ĥρ dx), i.e.ĥ differs from the standard (inverse) Fourier transform F −1 (h) by division by ρ. If Ω = supp(ĥ) has finite area, this implies the bound
We can now complete the proof of Theorems 2.7 and Theorem 2.18, beginning with the simpler case of Theorem 2.18. For this it will be helpful to extend our previous notation N ES (R, ℓ) slightly, defining N ES (g; R, ℓ) for g ∈ C 2 (R 2 ) to be the number of components of {g ≥ ℓ} contained in B(R) (so that N ES (R, ℓ) = N ES (f ; R, ℓ)).
Proof of Theorem 2.18. Let f be a Gaussian field satisfying Assumptions 2.1 and 2.17, and suppose µ({0}) = c > 0. Let R n → ∞ and δ n → 0 be positive, monotone sequences such that δ n R n → ∞. Applying Proposition 3.7 with a n = δ n , we deduce that N ES (f ; R n , ℓ) − N ES (f ; R n , ℓ+a n ) has fluctuations of order at least R 2 n a n = δ n R 2 n . Hence also N ES (f ; R n , ℓ)− N ES (f − a n ; R n , ℓ) has fluctuations of at least the same order.
Moreover, by Proposition 3.8 and equation (3.9) there is a c 0 > 0 such that,
Since a n = δ n → 0, the total variance distance converges to zero as n → ∞. Therefore, by Corollary 2.27, we conclude that N ES (R n , ℓ) has fluctuations of order at least (δ n R 2 n . Since this statement holds for any sequence δ n which converges to zero arbitrarily slowly, it then follows from an elementary argument using the definition of fluctuations that N ES (R n , ℓ) has fluctuations of order at least R 2 n . By definition, this means that (N ES (R, ℓ)) R≥0 has fluctuations of order at least R 2 . Combining with the trivial upper bound on the variance (1.1) (see also Remark 3.6) we have the result. Identical arguments apply to level sets.
We now turn to the general setting of Theorem 2.7. Let f be a Gaussian field satisfying Assumptions 2.1 and 2.5, and recall that Assumption 2.5 implies Assumption 2.17. We recall that g(r) := inf x∈B(2r) ρ(x). Let R n → ∞ and δ n → 0 be positive sequence such that δ n R n → ∞. For each r > 0, we define h r : R 2 → R by
We will use h r , r → 0, to approximate the constant function 1; indeed note that, by a Taylor expansion,
In the next lemma we show that this approximation has a negligible effect on the number of excursion sets, i.e. the number of excursion sets of f − a n is well approximated by the number of excursion sets of f − a n h rn for an appropriate choice of r n . Lemma 3.9. Let f be a Gaussian field satisfying the conditions of Theorem 2.7 and fix ℓ ∈ R. Let R n , r n and a n be sequences of positive numbers such that R n → ∞, r n → 0 and r n R n → 0 as n → ∞. Then there exist c, n 0 > 0 such that, for all n > n 0 , E |N ES (f − a n ; R n , ℓ) − N ES (f − a n h rn ; R n , ℓ)| < ca n r 2 n R 4 n . The same conclusion holds for level sets.
We defer the proof of Lemma 3.9 until Section 4. The upshot is that we can apply Proposition 3.8 to the field f − a n h rn , since h rn is an element of the RKHS H. Indeed, by (3.10), (3.12) h r H ≤ 1 2r g(r)
.
We now have all the ingredients needed to prove Theorem 2.7.
Proof of Theorem 2.7. Let R n → ∞ and δ n → 0 be positive, monotone sequences such that δ n R n → ∞. If g(r) → ∞ as r → 0 we also choose δ n converging to zero sufficiently slowly that δ 2 n g(δ n /R n ) → ∞ as n → ∞. We apply Proposition 3.7 with a n = δ 2 n g(δ n /R n )/R n and deduce that N ES (f ; R n , ℓ) − N ES (f ; R n , ℓ + a n ) has fluctuations of order at least R 2 n a n = δ 2 n R n g(δ n /R n ). Applying Lemma 3.9 with r n = δ n /R n and Markov's inequality we have that, for every ε > 0,
Hence N ES (f ; R n , ℓ) − N ES (f − a n h rn ; R n , ℓ) also has fluctuations of order at least R 2 n a n . Moreover, by Proposition 3.8 and (3.12), there is a c 0 > 0 such that
≤ c 0 a n h rn H ≤ c 0 a n /(2r n g(r n )) = (c 0 /2)δ n → 0. Therefore, by Corollary 2.27, we conclude that N ES (R n , ℓ) has fluctuations of order at least R 2 n a n . The result then follows as in the proof of Theorem 2.18.
3.2.2.
The random plane wave. We now move onto the proof of Theorem 2.14. It is known that the RPW has the orthogonal expansion
where (r, θ) represents x in polar coordinates, and a m = b m + ic m = a −m with (b m ) m≥0 and (c m ) m∈N independent standard (real) Gaussian random variables and c 0 = 0. We let f N denote the sum of the first 2N + 1 terms in this expansion, that is (3.14)
Known inequalities for Bessel functions [39, Section 8.5, (9)] state that, for all α ∈ (0, 1), m ≥ 0, and r < αm,
which means that the terms beyond m ≈ 2R are exponentially small inside B(R). In the next lemma we show that these terms have a bounded effect on the number of excursion sets.
Lemma 3.10. Let f be the RPW, fix ℓ ∈ R, and let α ∈ (0, 1). Then there exist c, n 0 > 0 such that, for all N ≥ n 0 and R ≤ αN ,
The proof of Lemma 3.10 is deferred to Section 4. Armed with this lemma we can complete the proof of Theorem 2.14.
Proof of Theorem 2.14. Let R n → ∞ be a positive sequence, and choose a n = c 0 R −1/2 n for some c 0 to be specified later. Applying Proposition 3.7 shows that
has fluctuations of order at least R 2 n a n = c 0 R 3/2 n . Now choose m n = ⌈2R n ⌉. Applying Lemma 3.10 and Markov's inequality shows that
n a n → 0 and P |N ES (f ; R n , ℓ + a n ) − N ES (f mn ; R n , ℓ + a n )| > R 2 n a n → 0 as n → ∞, so we conclude that N ES (f mn ; R n , ℓ) − N ES (f mn ; R n , ℓ + a n ) also has fluctuations of order at least R 3/2 n . We note that, since f mn ≥ ℓ + a n if and only if ℓ ℓ+an f mn ≥ ℓ (assuming n is sufficiently large that ℓ + a n = 0),
Since f mn is parametrised by 2m n + 1 independent standard Gaussian variables we see that
By Pinsker's inequality and the Taylor expansion of the logarithm, the square of the above quantity is at most
for some absolute constant c 1 > 0. By choosing c 0 sufficiently small, we can ensure that this expression is smaller than any ǫ > 0. The arguments in the previous two paragraphs allow us to apply Corollary 2.27 and conclude that N ES (f mn ; R n , ℓ) has fluctuations of order at least R 3/2 n . Applying Lemma 3.10, the same conclusion is true for N ES (f ; R n , ℓ). The result then follows as in the proof of Theorem 2.18.
Perturbation arguments
In this section we prove Lemmas 3.9 and 3.10, thus completing the proof of all results in the paper.
We begin with some heuristics. Let F be a random field on a compact domain D. Our aim is to control the expected difference between the number of components of {F ≥ 0} and {F − p ≥ 0}, where p is a small (possibly random) perturbation. If p is a constant function taking the value c > 0, then the standard methods of Morse theory show that the difference between these two quantities is at most the number of critical points of F with level between 0 and c, since the excursion set {F ≥ ℓ} varies continuously with ℓ unless passing through a critical point of F , in which case the number of components changes by at most one. Since the number of critical points is a local quantity, we can use the Kac-Rice formula to bound its mean.
This same reasoning can be applied to more general perturbations p. Assuming some regularity of F and p (which will be specified in the next subsection) the number of components of {F − αp ≥ 0} changes continuously with α unless passing through a point at which ∇(F − αp) = 0, and it can be shown that at such points the number of components changes by at most one. Therefore, the difference in the number of excursion sets is bounded above by the number of points at which ∇(F − αp) = 0 for α ∈ [0, 1] (plus an analogous term which controls boundary effects). Since the number of such points is still a local quantity, an application of the Kac-Rice formula will yield Lemmas 3.9 and 3.10.
Let us formalise the concepts just described. Let D ⊂ R 2 be a smooth compact domain and let F, p ∈ C 2 (D). We say that x ∈ D is a quasi-critical point of (F, p) at level α ∈ [0, 1] if ∇(F − αp)(x) = 0 and (F − αp)(x) = 0. For x ∈ ∂D, let v ∂ (x) and v∂(x) denote respectively the unit vectors in the tangent and normal directions to ∂D, and let ∇ ∂ and ∇∂ denote the derivatives in these respective directions. We say that x ∈ ∂D is a quasi-tangent point of (F, p) at level α ∈ [0, 1] if ∇ ∂ (F − αp)(x) = 0 and (F − αp)(x) = 0. We denote the number of quasi-critical and quasi-tangent points by N QC (F, p) and N QT (F, p) respectively, i.e.
We can now state our main perturbation result. We generalise our previous notation N ES (g; R, ℓ) slightly, defining N ES (g; D, ℓ) to be the number of components of {g ≥ ℓ} contained in a compact domain D (and similarly for level sets).
Proposition 4.1. Let D ⊂ R 2 be a smooth compact domain. Suppose that F, p are independent C 3 -smooth planar Gaussian fields. Suppose further that:
(1) For each x, y ∈ D, x = y, the Gaussian vector (F (x), F (y), ∇F (x), ∇F (y)) is nondegenerate; (2) For each x ∈ D, the Gaussian vector (∇F (x), ∇ 2 F (x)) is non-degenerate; (3) For each x ∈ ∂D, the Gaussian vector (F (x), ∇ ∂ F (x), ∇ ∂ ∇∂F (x)) is non-degenerate; (4) Either:
(a) p is deterministic and the set {p = 0} consists of a union of simple curves and isolated points, which intersects ∂D only at isolated points, or (b) For each x ∈ D, the Gaussian vector (p(x), ∇p(x)) is non-degenerate.
Then there exists c > 0, independent of F and p, such that with probability one
The same conclusion holds on replacing N ES with N LS .
We prove Proposition 4.1 in the next subsection. Before that, we use it to complete the proofs of Lemmas 3.9 and 3.10. We state these proofs exclusively for the excursion sets; the proofs for the level sets are identical.
The simpler case is Lemma 3.9, since the perturbation is deterministic.
Proof of Lemma 3.9 (given Proposition 4.1). Define F := f − ℓ − a n and p := a n (h rn − 1). It is simple to check that the zero set of p| B(Rn) = 0 consists of the single point at the origin for all sufficiently large n. Hence we may apply Proposition 4.1 to the functions F and p on the domain D = B(R n ) (f satisfies the conditions of the proposition by Assumption 2.1, p does since its zero set is a singleton), and so it is sufficient to prove that there exists a c > 0 such that, for all sufficiently large n,
n . We begin with the first bound in (4.1). Define G :
and let p G(x,γ) denote the density of the (non-degenerate) Gaussian vector G(x, y). Applying the Kac-Rice formula [3, Theorem 6.3] we have that
The density p G(x,γ) (0) is bounded above by c 1 / det Σ(x, γ), where Σ(x, γ) is the covariance matrix of G(x, γ) and c 1 > 0 is an absolute constant. Moreover, by expanding the determinant and applying Hölder's inequality, we have
where c 2 > 0 is an absolute constant. Generalising (3.11), we can check that
Hence it suffices to show that
are bounded above uniformly over n sufficiently large and (x, γ) ∈ B(R n ) × [0, 1]. For each n the condition G(x, γ) = 0 is equivalent to the condition (F (x), ∇F (x)) = y for y in some fixed compact set A n ⊂ R 3 . Since p C 1 (B(Rn)) → 0 and a n → 0 as n → ∞, there is a universal compact set A such that A n ⊂ A for all sufficiently large n. Moreover, by Gaussian regression,
, ∇f (x)) = y) is continuous in y. By stationarity, we deduce that the first quantity in (4.3) is uniformly bounded above. Moreover, the second quantity in (4.3) is uniformly bounded above since, by the independence of f and p,
which is uniformly bound below by stationarity. This establishes the first bound in (4.1).
For the second bound in (4.1), a similar application of the Kac-Rice formula on the boundary ∂D = ∂B(R n ) gives the result once we establish that
are bounded above uniformly over n sufficiently large and (x, γ) ∈ ∂B(R n ) × [0, 1], where ∇ ∂ denotes the derivative in the direction tangent to the boundary ∂B(R n ),
and Σ ∂ (x, γ) denotes the covariance matrix of G ∂ (x, γ). Since the curvature of ∂B(R n ) converges uniformly to 0 as n → ∞, the result follows in an analogous way to the first bound.
The proof of Lemma 3.10 is slightly more complex because the perturbation is random, and we require some additional auxiliary lemmas (which we state here and prove at the end of the subsection): Lemma 4.2. Fix d, n ∈ N. Let X and Y be random variables, let Z ∈ R d be a random vector, and suppose that (X, Y, Z) is jointly Gaussian and centred with (Y, Z) non-degenerate. Then
where c > 0 is a constant depending only on d and n, Σ and p denote respectively the covariance and density of (Y, Z), and σ 2 Y |Z denotes the variance of Y conditionally on Z. Lemma 4.3. For each α ∈ (0, 1) and k ∈ N there exists c 1 , c 2 > 0 such that, for all N ≥ 1,
Proof of Lemma 3.10 (given Proposition 4.1 and Lemmas 4.2 and 4.3). Recall the orthogonal expansion of the RPW in (3.13) and its truncation f N in (3.14). It is well-known that f N → f in law in the C ∞ topology on compact sets (equivalently, the covariance kernels of f N converge to the covariance kernel of f in the C ∞ topology on compacts). Let us extend our notation slightly by lettingN ES (g; R, ℓ) denote number of components of {g ≥ ℓ} contained in B(R) \ B(1). We first claim that there is a c > 0 such that
for all sufficiently large N and R > 1. To see this, note that, for g ∈ {f, f N },
where N c and N tang denote respectively the number of critical points of g in B(1) and tangent points of g in ∂B(1) (this can be justified by (3.4) and bounding the number of components of {g ≥ ℓ} that intersect ∂B(1) by N tang ). Then the Kac-Rice formula shows that the quantities N c and N tang have a finite mean that is continuous with respect to the C 2 (B(1)) topology on the covariance kernel of g on B(1) (at least, if g is a C 2 Gaussian field such that ∇g(x) is non-degenerate on B(1)). Since f N → f in law in the C ∞ topology on compacts and ∇f N is eventually non-degenerate on B(1), the result follows.
It remains to show that
uniformly over N sufficiently large and R ≤ αN . Define F := f −ℓ and p := f −f N , which are independent C ∞ Gaussian fields. Note that p is centred, and we may check that (p(x), ∇p(x)) is non-degenerate for each x = 0 and sufficiently large N . Hence we can apply Proposition 4.1 to F and p on D = B(R) \ B(1). Applying this proposition, it suffices to prove that
uniformly over N sufficiently large and R ≤ αN , where N QC (F, p) and N QT (F, p) denote respectively quasi-critical points and quasi-tangent points in B(R) \ B(1).
Arguing as in the proof of Lemma 3.9, the first bound in (4.5) follows from the Kac-Rice formula once we check that
are bounded above uniformly for sufficiently large N and over (x, γ) ∈ B(αN ) × [0, 1], where G(x, γ) is defined as in (4.2) with p G(x,γ) its density. Since f and p are centred Gaussian fields, an application of Lemma 4.2 (with the setting
shows that the first quantity in (4.6) is
where p (Y,Z) is defined as in Lemma 4.2, Σ(x, γ) is the covariance matrix of G(x, γ), and σ 2 (x, γ) is the variance of f (x) − γp(x) conditional on ∇(f − γp)(x) = 0. Applying the same argument to the second quantity in (4.6), it is enough to show that each of
are bounded above uniformly for sufficiently large N and over (x, γ) ∈ B(αN ) × [0, 1]. By the independence of F and p,
and so the conclusion follows by stationarity and the bounds on p in Lemma 4.3. For the second bound in (4.5), we count the quasi-tangent points on ∂B(R) and ∂B(1) separately. The first quantity is bounded above uniformly by the same argument as for the quasi-critical points applied on the boundary ∂B(R). The second count is bounded above uniformly by the same argument used to establish (4.4).
Proof of Lemma 4.2. The proof is similar to [29, Lemma 3.1] . We denote by c > 0 a constant that depends only on d and n but may change from line to line. Since a normal random variable N (µ, σ 2 ) satisfies E(|N (µ, σ 2 )| n ) ≤ c max{(σ 2 ) n/2 , |µ| n }, and since conditioning on part of a Gaussian vector reduces the variance of all coordinates, it suffices to prove that
Recall that, by Gaussian regression,
Since, for any σ 2 > 0, sup
we deduce that
, and the result follows by the Cauchy-Schwarz inequality.
Proof of Lemma 4. we have that
Hence by the triangle inequality and (4.7), we have
The proof for k > 1 is similar, and we omit the details.
4.1. Morse theory arguments. In this section we prove Proposition 4.1, which is based on the following deterministic result. We say that a quasi-critical point x at level α is nondegenerate if det ∇ 2 (F − αp)(x) = 0. Similarly, we say that a quasi-tangent point x at level α is non-degenerate if ∇ 2 ∂ (F − αp)(x) = 0. Lemma 4.4. Let F, p ∈ C 2 (D) be functions that satisfy the following:
(1) The quasi-critical and quasi-tangent points of (F, p) are non-degenerate, all occur at distinct levels, are not contained in {p = 0}, and do not occur at level 0 or 1; (2) The quasi-critical points of (F, p) are not contained in ∂D; (3) The set {p = 0} consists of a union of simple curves and isolated points, and there are no accumulation points in {F = 0} ∩ {p = 0}; (4) There is no x ∈ ∂D such that
Then there exists c > 0, independent of F and p, such that
Given this results, the proof of Proposition 4.1 is a straightforward application of Bulinskaya's lemma to various combinations of F , p and their first two derivatives.
Proof of Proposition 4.1 (given Lemma 4.4). It is sufficient to verify that F and p almost surely satisfy the four conditions in Lemma 4.4, since the conclusion of Lemma 4.4 then yields the result.
(1). We first verify that, almost surely, the quasi-critical points of (F, p) are at distinct levels.
Bulinskaya's lemma ([1, Lemma 11.2.10]) states that g 1 almost surely does not hit 0 ∈ R 6 at any point in D n provided it is almost surely C 1 and that the density of g 1 (x, y, α) is bounded on a neighbourhood of 0 uniformly in D n . We know that g 1 ∈ C 1 (D n ) by assumption and so turn to the second condition. Since F and p are independent, the density of g 1 (x, y, α) can be given by a convolution over the densities of (4.8) (∇F (x), ∇F (y), F (x), F (y)) and α(∇p(x), ∇p(y), p(x), p(y)), and therefore it is sufficient to show that the density of either of these vectors is bounded. By assumption, the covariance matrix of the first vector in (4.8) is non-degenerate for every x = y, and by continuity the determinant of this covariance matrix is bounded away from zero on the compact set D n . Since this vector is Gaussian, this implies that its density is uniformly bounded above and allows us to apply Bulinskaya's lemma. Taking a countable union over n completes the proof. Applying the same argument to g 2 : ∂D 2 × R → R 4 and g 3 : ∂D × D × R → R 5 defined by
proves that, almost surely, the quasi-tangent points of (F, p) are at distinct levels. Similarly, applying this argument to g 4 , g 5 : D → R 3 and g 6 , g 7 : ∂D → R 2 given by
shows that (F, p) has no quasi-critical or quasi-tangent points at level 0 or 1 (using the assumption that (F (x), ∇F (x)) is a non-degenerate Gaussian vector for each x ∈ D). Applying the arguments above to g 8 : ∂D × [0, 1] → R 3 given by
shows that the quasi-tangent points of (F, p) are non-degenerate almost surely. A slightly different version of Bulinskaya's lemma ([3, Proposition 6.5]) states that since g 9 :
is almost surely C 2 and has a univariate probability density which is uniformly bounded, there is almost surely no (x, α) ∈ D × [0, 1] such that g 9 (x, α) = 0 and det ∇ 2 (F − αp)(x) = 0. Hence the quasi-critical points of (F, p) are non-degenerate almost surely. It remains to show that (F, p) has no quasi-critical or quasi-tangent points in {p = 0}. In the case that {p = 0} consists of simple curves and isolated points, which intersects ∂D only at isolated points, we apply Bulinskaya's lemma to 
Once again, Bulinskaya's lemma (along with the convolution argument) gives the result. (2) . Applying the same arguments to g 13 : ∂D × [0, 1] → R 3 given by
shows that (F, p) almost surely has no quasi-critical points in ∂D.
. If p is deterministic, then {p = 0} consists of a union of simple curves and isolated points by assumption. Otherwise, applying Bulinskaya's lemma to (p, ∇p) shows that p almost surely has no critical points in D at level zero. Since p is C 3 by assumption, the implicit function theorem then states that {p = 0} ∩ D consists of simple C 3 curves. It remains to show that the number of points in {F = 0} ∩ {p = 0} has finite expectation (so in particular, has no accumulation points almost surely). If p is deterministic, we apply the Kac-Rice formula to F restricted to the one-dimensional set {p = 0}. Since F is C 3 and (F (x), ∇F (x)) is a non-degenerate Gaussian vector for each x, this gives the necessary result. In the case that p is random, we apply the Kac-Rice formula to (F, p) : D → R 2 . Since F, p are C 3 and (F, ∇F, p, ∇p) is a non-degenerate Gaussian vector at each point, we conclude that the cardinality of {F = 0} ∩ {p = 0} has finite expectation. (4) . Let g 14 : ∂D × [0, 1] → R 3 be given by
Once again, applying Bulinskaya's lemma with the convolution argument from before, and the assumption that (F (x), ∇ ∂ F (x), ∇ ∂ ∇∂F (x)) is non-degenerate for each x, we conclude that g 12 almost surely has no zeroes in ∂D × [0, 1] as required.
To complete the section, we prove Lemma 4.4. We require the following Morse theoretic results for manifolds with boundary taken from [19] . Very similar results for manifolds without boundary are proven in almost any textbook on Morse theory (see, for example, [27] ).
Definition 4.5. Let M be an n-dimensional Riemannian manifold and f ∈ C 2 (M ) . (If ∂M = ∅, we take this to mean that for any coordinate chart x, the function f • x −1 can be extended to a C 2 function on an open subset of R n . In particular this means that f | ∂M is twice continuously differentiable.) We say that f is Morse if the following hold (with any condition depending on ∂M holding implicitly if M has no boundary):
(1) The critical points of f and f | ∂M are non-degenerate; (2) None of the critical points of f are contained in ∂M ; (3) If ∇f is tangent to ∂M at x then ∇ ∂ ∇∂f (x) = 0; (4) The critical points of f and f | ∂M all occur at distinct levels. If M is a manifold without boundary this simplifies to the requirement that all critical points of f are non-degenerate and occur at distinct levels.
We note that in the above definition f | ∂M is viewed as a function on the (n−1)-dimensional manifold ∂M so that a critical point of f | ∂M is not necessarily a critical point of f . We define a k-cell to be a copy of the closed unit disc in R k and temporarily denote this by B k . If Y is a topological space then we define the following operation to be 'attaching a k-cell to Y '. First we find a continuous function g : ∂B k → Y , then we take the disjoint union Y ⊔ B k and identify each point in ∂B k with its image under g. By attaching a 0-cell, we simply mean taking the disjoint union of Y and a single point.
Theorem 4.7 (Theorem 8 of [19] ). Let M be a compact 2-dimensional Riemannian manifold and let f : M → R be a Morse function. If x is a critical point of f of index k with f (x) = ℓ, then for ǫ > 0 sufficiently small, {f ≥ ℓ − ǫ} is homotopy equivalent to {f ≥ ℓ + ǫ} with a (2 − k)-cell attached. If x is a tangent point and ℓ, ǫ are defined in the same way, then {f ≥ ℓ − ǫ} is homotopy equivalent to either {f ≥ ℓ + ǫ} or {f ≥ ℓ + ǫ} with a k-cell attached for some k ∈ {0, 1, 2}.
We will not require the full strength of these results; we only use the fact that on passing through a critical or tangent point, the number of excursion set components changes by at most one.
The proof of Lemma 4.4 is extremely simple whenever p > 0 (or p < 0) on D. In this case, we can apply the Morse theorems above to g := F/p to show that
where N c and N tang denote respectively the number of critical and tangent points of g in D with level in [0, 1]. We then observe that g ≥ α if and only if F − αp ≥ 0, and that the critical/tangent points of g with level in [0, 1] are exactly the quasi-critical/tangent points of (F, p), which completes the proof.
When p takes positive and negative values, we will instead apply this argument to g restricted to A := {p = 0} and then argue that the same conclusion holds when we replace {F − αp ≥ 0} ∩ A with {F − αp ≥ 0}. Intuitively this makes sense because the set {F − αp ≥ 0} ∩ {p = 0} is invariant under α, and so any changes in the topology of {F − αp ≥ 0} as α varies must occur in A. This assumes that F and p have some regularity properties: specifically the conditions given in the statement of Lemma 4.4.
Proof of Lemma 4.4. We begin with the statement for excursion sets. Define A = {p = 0} and g : A → R, g(x) = F (x)/p(x), which by assumption is a Morse function on A (i.e. when viewed as a manifold with boundary in ∂D). The first step is to show that, if g does not contain any critical or tangent points in {p > 0} with level in [α 1 , α 2 ], then
In other words, {F − α 1 p ≥ 0} and {F − α 2 p ≥ 0} have the same number of components that do not intersect ∂D. So suppose that g has no critical or tangent points with level in [α 1 , α 2 ]. Note that, on {p > 0}, F − αp ≥ 0 if and only if g ≥ α. So by Theorem 4.6, {F − α 2 p ≥ 0} ∩ {p > 0} is a deformation retract of {F − α 1 p ≥ 0} ∩ {p > 0}. The same reasoning (applied to lower excursion sets) holds on {p < 0}, and combining these arguments we see that the components of {F − α 1 p ≥ 0} ∩ A are in bijection with the components of {F − α 2 p ≥ 0} ∩ A where one component maps to another if and only if they have non-empty intersection.
We now extend the bijection to the components of {F − α 1 p ≥ 0} and {F − α 2 p ≥ 0}. Let B be a component of {F − α 1 p ≥ 0}, and let A 1 , . . . , A m be the distinct components of {F − α 1 p ≥ 0} ∩ A in B (since D is compact and g is Morse on A, there are a finite number of such components), with C 1 , . . . , C m the corresponding components of {F − α 2 p ≥ 0} ∩ A. Suppose that ∂A i ∩ ∂A j contains a simple curve γ i,j (in {p = 0}) of positive length. Then we can find a path δ i,j joining an arbitrary point in A i to an arbitrary point in A j which crosses through γ i,j . Moreover, since {F = 0} ∩ {p = 0} has no accumulation points, we may assume that the chosen δ i,j does not intersect {F = 0}. Since F − α 1 p ≥ 0 on δ i,j , and δ i,j passes through {p = 0} and is disjoint from {F = 0}, by continuity of F and p we can find a restriction δ ′ i,j of δ i,j such that F − α 2 p ≥ 0 on δ ′ i,j and δ ′ i,j still has one end-point in each of A i and A j . Notice that ∂B consists of simple curves, and the A i are separated in B by {p = 0}, which also consists of simple curves. Therefore by applying the above argument to all such i and j, we see that C 1 , . . . , C m are connected in {F − α 2 p ≥ 0}. Reversing the roles of α 1 and α 2 , we conclude that the components of {F − α 1 p ≥ 0} ∩ A are connected in {F −α 1 p ≥ 0} if and only if the corresponding components of {F −α 2 p ≥ 0}∩A are connected in {F − α 2 p ≥ 0}. Since the boundaries of the sets {F − α 1 p ≥ 0} and {F − α 2 p ≥ 0} consist of simple curves, each component of {F − α 1 p ≥ 0} or {F − α 2 p ≥ 0} must intersect A. Hence the components of {F − α 1 p ≥ 0} and {F − α 2 p ≥ 0} are also in bijection (where one component maps to another if and only if they have non-empty intersection), and in particular the number of these components is the same.
To finish the proof of (4.9), it remains to show that a component of {F − α 1 p ≥ 0} hits the boundary ∂D if and only if its corresponding component of {F − α 2 p ≥ 0} does. Let C be a component of {F − α 1 p ≥ 0} that does not intersect ∂D. For α ∈ [α 1 , α 2 ] let C α be the component of {F − αp ≥ 0} which intersects C (by the previous paragraph this component exists and is unique). Suppose, for a contradiction, that C α 2 ∩ ∂D = ∅. We assume part of this intersection occurs in {p > 0} (the arguments are similar if part of the intersection occurs in {p < 0} and we know that the intersection must occur in {p = 0}). Let α ′ be the infimum of α ∈ [α 1 , α 2 ] such that {F − αp ≥ 0} ∩ ∂D ∩ {p ≥ 0} = ∅.
We can then choose a sequence α i ↓ α ′ and corresponding points x i ∈ ∂D ∩ {p ≥ 0} such that (F − α i p)(x i ) ≥ 0. By compactness we can then find x ′ ∈ ∂ ∩ {p ≥ 0} such that {F − α ′ p ≥ 0} and so we note that α ′ > α 1 . Since x ′ is not a quasi-critical/quasi-tangent point, the implicit function theorem shows that for some α ∈ (α 1 , α ′ ), {F − αp ≥ 0} ∩ ∂D = ∅. However this contradicts the definition of α ′ . We conclude that for all α ∈ [α 1 , α 2 ], C α ∩ ∂D = ∅, and the result follows (after reversing the roles of α 1 and α 2 in this argument). Equation (4.9) is proved.
The second step is to bound the effect of the critical/tangent points of g. So suppose that there is a unique critical or tangent point x of g with level in (α 1 , α 2 ). We assume that p(x) > 0 (the following arguments are similar when p(x) < 0 and by the conditions of the lemma, p(x) = 0). Theorem 4.7 implies that the number of components of {F − α 2 p ≥ 0} ∩ A differs from the corresponding number for {F − α 1 p ≥ 0} ∩ A by at most one. We let A 1 , . . . , A m be the components of {F − α 1 p ≥ 0} ∩ A and let C 1 , . . . , C m+1 be the components of {F − α 2 p ≥ 0} ∩ A where C m and C m+1 may be empty. By relabelling, we assume that x ∈ A m . Applying Theorem 4.6 to A\A m shows that the A i and C j contained in A\A m are in bijection. Therefore by relabelling we may assume that A i ∩ C i = ∅ for i = 1, . . . , m − 1 and that C m , C m+1 ⊂ A m (if p(x) < 0 this inclusion would be replaced by A m , A m+1 ⊂ C m where one or both of A m and A m+1 may be empty). The earlier argument can be repeated to show that if i, j = m and ∂A i ∩ ∂A j contains a curve then C i and C j are connected in {F − α 2 p ≥ 0}. If ∂A i ∩ ∂A m contains a curve, then the same argument shows that C i must be connected to one of C m or C m+1 in {F − α 2 p ≥ 0}. Therefore, we see that each component of {F − α 1 p ≥ 0} not containing x intersects a unique component of {F − α 2 p ≥ 0}, the component of {F −α 1 p ≥ 0} containing x intersects at most two components of {F −α 2 p ≥ 0} and all components of {F − α 2 p ≥ 0} are accounted for by these intersections. We conclude that the number of components of {F − α 1 p ≥ 0} differs from the corresponding number for {F − α 2 p ≥ 0} by at most one. Repeating the argument by contradiction above, we see that the components of {F − α 1 p ≥ 0} which do not contain A m intersect ∂D if and only if the corresponding components {F − α 2 p ≥ 0} intersect ∂D. Therefore, regardless of whether the remaining components intersect ∂D or not, the number of components contained in D of {F − α 1 p ≥ 0} and {F − α 2 p ≥ 0} differ by at most two. Summing this difference over all critical/tangent points of g (of which there are finitely many, all at different levels since g is Morse) proves the statement of the lemma for excursion sets.
We now show the corresponding result for level sets, making use of the arguments just given. For any α ∈ [0, 1], we can construct a graph on the vertex set V := {Components of {F − αp ≥ 0}} ∪ {Components of {F − αp ≤ 0}} by declaring two vertices to be joined by an edge if they have non-empty intersection. Clearly the graph is bipartite and each edge corresponds to a component of {F − αp = 0}. This graph is acyclic, and so by Euler's formula (4.10) #{Components of {F − αp = 0}} =#{Components of {F − αp ≥ 0}} + #{Components of {F − αp ≤ 0}} − 1.
Now suppose that g has no critical/tangent points with level in [α 1 , α 2 ]. Again the first step is to show that {F − α 1 p = 0} and {F − α 2 p = 0} have the same number of components contained in D. By (4.10) and the earlier arguments (which can be applied to {F − αp ≤ 0}), {F − α 1 p = 0} and {F − α 2 p = 0} have the same number of components, so it remains to check this for the boundary components. Each component of {F − α 1 p ≥ 0} or {F − α 1 p ≤ 0} has a unique outer boundary (that is, the component of its boundary which it shares with the unbounded component of its complement in R 2 ), which contains at least one component of {F − α 1 p = 0}. A component of {F − α 1 p ≥ 0} or {F − α 1 p ≤ 0} intersects ∂D if and only if its outer boundary does. The argument by contradiction given above shows that this occurs if and only if the corresponding component of {F − α 2 p ≥ 0} or {F − α 2 p ≤ 0} intersects ∂D, which occurs if and only if its outer boundary does. Since each component of {F − α i p = 0} is contained in the outer boundary of at least one component of {F − α i p ≥ 0} or {F − α i p ≤ 0}, we have the result.
We turn to the second step, bounding the effect of the critical/tangent points of g. So suppose that g has precisely one critical/tangent point x with level in (α 1 , α 2 ) and assume p(x) > 0. Let A 1 , . . . , A m be the components of {F − α 1 p ≥ 0} and C 1 , . . . , C m+1 the components of {F − α 2 p ≥ 0}, where A i ∩ C i = ∅ for i = 1, . . . , m − 1, either/both of C m and C m+1 may be empty and A m ∩ C i = ∅ for i = 1, . . . , m − 2. The argument in the previous paragraph shows that for i = 1, . . . , m − 2, each component of {F − α 1 p = 0} in the outer boundary of A i intersects ∂D if and only if each component of {F − α 2 p = 0} in the outer boundary of C i does. Since A m (or A m−1 ) can have at most one component of {F − α 1 p = 0} which does not intersect ∂D in its outer boundary (and the same is true for C m and C m+1 with respect to {F − α 2 p = 0}) we see that the difference between the number of components of {F − α 1 p = 0} which are in the outer boundary of some component of {F − α 1 p ≥ 0} and are contained in D and the corresponding number for {F − α 2 p = 0} is at most two. This also holds for {F − α 1 p ≤ 0}, and each component of {F − α i p = 0} is contained in the outer boundary of at least one component of {F − α i p ≥ 0} or {F − α i p ≤ 0}, therefore |N LS (F − α 1 p; D, 0) − N LS (F − α 2 p; D, 0)| ≤ 4. Summing this result over the critical/tangent points of g proves the result for level sets.
